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In den letzten Jahren hat durch die rasch voranschreitende Digitalisierung der Einsatz
von Cloud-Computing immer mehr an Bedeutung gewonnen [276, 263, 254]. Vor allem
Unternehmen versprechen sich hierdurch große wirtschaftliche Vorteile. So ermöglicht
Cloud-Computing unter anderem die flexible Anpassung der bereitgestellten Dienst-
leistung zur Laufzeit, kürzere Entwicklungszyklen, optimierte Ressourcennutzung und
Skalierbarkeit von Anwendungen. Dabei werden virtuelle Ressourcen von unterschied-
lichen Kunden häufig auf der gleichen physischen Infrastruktur des Cloud-Anbieters
platziert (resource pooling) und nur die tatsächlich vom Kunden genutzten Ressourcen
in Rechnung gestellt (pay-per-use).
Obwohl der Einsatz von Cloud-Computing viele Vorteile verspricht, schrecken Unter-
nehmen vor dessen Nutzung unter anderem aus Sicherheitsbedenken zurück [140, 37].
Insbesondere in sensiblen Anwendungsbereichen fehlt bei einigen Unternehmen das
Vertrauen, dass das Cloud-Management-System (CMS) die vom Kunden geforderte Dienst-
leistung wie gewünscht umsetzt. In der Literatur hat sich in diesem Kontext der Begriff
Lack of Transparency etabliert. Dabei sind sowohl Kunden als auch Cloud-Anbieter der
Funktionalität des CMS praktisch “ausgeliefert”. Dabei scheitert die Überprüfung durch
Kunden bereits an mangelnden Zugriffsmöglichkeiten auf die Cloud-Infrastruktur. Für
Cloud-Anbieter hingegen ist eine vollständige Überprüfung der Konfiguration aller physi-
schen Cloud-Knoten aufgrund der Vielzahl an verwendeten Ressourcen und der Dynamik
der Cloud-Umgebung äußerst komplex. In der Konsequenz können Fehler des CMS so-
wohl vom Cloud-Anbieter als auch vom Kunden unbemerkt bleiben. Darüber hinaus
trauen die wenigsten Kunden einem Cloud-Betreiber zu, dass dieser die getroffenen
vertraglichen Vereinbarungen ausreichend überwacht [258]. Aus diesem Grund fordern
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zahlreiche Veröffentlichungen zusätzliche Maßnahmen zur Überprüfung des CMS und
des Cloud-Anbieters [149, 77, 114, 76].
Anhand des folgenden Beispiels soll aufgezeigt werden, wie sich mangelnde Transparenz
auf Seiten des Kunden auswirkt. Wenn beispielsweise ein Kunde mit einem Cloud-Anbieter
vereinbart hat, dass eine angemietete Virtuelle Maschine (VM) nur auf physischen Cloud-
Knoten ausgeführt werden darf, auf denen derzeit keine VMs von anderen Kunden
ausgeführt werden. Eine Anforderung, die in der Industrie zur Isolation von kritischen
Diensten häufig Verwendung findet und von großen Cloud-Anbietern bereits adaptiert
wurde [246, 268]. Nachdem der Kunde beim Cloud-Anbieter die Isolation einer be-
stimmten VM in Auftrag gegeben hat, hat er keine Möglichkeit mehr, zu überprüfen, ob
diese Eigenschaft zur Laufzeit vom CMS des Cloud-Anbieters tatsächlich wie angefordert
umgesetzt wird. Vielmehr muss er sich auf die Angaben in der Kundenschnittstelle des
CMS verlassen. Diese können jedoch inkonsistent zu dem in der Cloud-Infrastruktur
etablierten Zustand sein – beispielsweise weil das CMS vom Cloud-Anbieter nicht (wie
vom Hersteller empfohlen) aktualisiert wurde. Durch die systemimmanente Opazität
von Cloud-Computing erfährt der Kunde weder, dass seine Vereinbarungen mit dem
Cloud-Anbieter derzeit gegebenenfalls vom CMS nicht eingehalten werden, noch wird
dieser Sachverhalt vom Cloud-Anbieter ausreichend dokumentiert, so dass im Falle einer
Fehler-Ursachen-Analyse vor Gericht vorkommen kann, dass ein Versagen des CMS nicht
nachgewiesen werden kann.
Darüber hinaus spielt Transparenz im Sinne von Überprüfbarkeit und Nachvollziehbarkeit
auch aus rechtlicher Sicht eine große Rolle. Insbesondere dann, wenn personenbezoge-
ne Daten zur Auftragsdatenverarbeitung an einen Cloud-Anbieter ausgelagert werden.
Hierzu wurde unter anderem mit Inkrafttreten der EU-Datenschutz-Grundverordnung
(EU-DSGVO) im Mai 2018 [155] das Bundesdatenschutzgesetz (BDSG) [27] grundle-
gend neu geregelt. Beispielsweise finden sich hier jetzt Regelungen zur Überprüfung der
vertraglichen Vereinbarungen zwischen Kunde und Cloud-Anbieter (vergleiche Art. 28
Abs. 3 Buchstabe h der EU-DSGVO [155], §62 Abs. 5 Ziffer 6 des neuen BDSG [27] oder
die aus §11 des alten BDSG [26] abgeleiteten Kontrollpflichten [302]). Außerdem wird
für Auftragsdatenverarbeiter nun explizit die Möglichkeit zur datenschutzkonformen
Zertifizierung geschaffen. Ähnliche Regelungen zur Überprüfung von vertraglichen Verein-
barungen und für Nachvollziehbarkeit im Fall von Fehler-Ursachen-Analysen finden sich
auch abseits der Auftragsdatenverarbeitung, beispielsweise im IT-Sicherheitsgesetz [68]
oder im BSI-Gesetz [25]. Der Gesetzgeber fordert hier Transparenz als einen integralen
Bestandteil für sichere Systeme und Kritische Infrastrukturen.
Ziel dieser Dissertation ist aus oben genannten Gründen daher die Entwicklung von
funktionalen Bausteinen für CMS-unabhängiges Monitoring von Cloud-Umgebungen.
Dabei steht explizit Cloud-Monitoring aus Kundensicht im Vordergrund. Durch die im
1.1 Problemstellung und Annahmen 3
weiteren Verlauf dieser Dissertation vorgestellten Bausteine sollen die vom CMS in der
Cloud-Umgebung vorgenommenen Konfigurationen für Kunden überprüfbar werden.
Außerdem soll für Kunden die Aufzeichnung von Monitoringdaten für spätere Fehler-
Ursachen-Analysen ermöglicht werden. Auf diese Art und Weise soll dem bei Cloud-
Computing vorherrschenden Mangel an Transparenz zumindest in Teilen entgegengewirkt
werden.
1.1 Problemstellung und Annahmen
Steht das Vertrauen in die Funktionalität des CMS zur Disposition, so kann beim Moni-
toring einer Cloud-Umgebung nicht auf selbiges zurückgegriffen werden. Andernfalls
können Fehlfunktionen des CMS unter Umständen Implikationen auf das Monitoring der
Cloud-Umgebung haben.
Im Fokus dieser Dissertation steht daher die Trennung von Monitoring und Kontrolle.
Während die Kontrolle der Cloud-Umgebung weiterhin vom CMS ausgeübt werden kann,
soll das Monitoring der Cloud-Umgebung unabhängig vom CMS realisiert werden, um
gegebenenfalls Fehlfunktionen aufdecken zu können. Im Rahmen dieser Dissertation
werden ausgewählte Monitoring-Bausteine zur Realisierung von CMS-unabhängigem
Cloud-Monitoring betrachtet. Deren jeweilige spezifische Problemstellung wird nachste-
hend kurz vorgestellt.
Adaptives Transportsystem für Request-Response in Gruppen. Eine maßgebliche
Problemstellung im Kontext der Trennung von Monitoring und Kontrolle ist die effi-
ziente Abfrage der auf den physischen Cloud-Knoten ermittelten Monitoringdaten.
Da zur Durchführung von Monitoring im Kontext von Cloud-Computing in der Regel
Daten von mehrere physischen Cloud-Knoten benötigt werden, empfiehlt sich die Er-
weiterung des Request-Response-Kommunikationsmusters auf Szenarien mit Gruppen.
Hierdurch ergeben sich allerdings mehrere schwierige Herausforderungen. Zunächst
muss dafür die bei Request-Response typische Semantik auf Gruppen erweitert werden.
Für Cloud-Monitoring müssen hierfür geeignete gruppenbasierte Request-Response-
Klassen identifiziert werden. Außerdem soll die Anzahl der erwarteten Antworten
parametrisierbar sein. Dabei stellten sich insbesondere die Ausgestaltung der Ver-
lustbehandlung und effiziente Umsetzung von parametrisierbaren Request-Response
für Gruppen als besonders herausfordernd dar. Im Vergleich zu existierenden Lö-
sungsansätzen (siehe unter anderem [173]) wird in dieser Dissertation explizit der
Fokus auf parametrisierbare Request-Response-Kommunikation in Gruppen gelegt
und die effiziente Übertragung von Nachrichten über das Netz mit berücksichtigt.
Bisherige Verfahren bieten entweder Garantien für zuverlässigen unidirektionalen
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Multicast oder Request-Response-Kommunikation für Gruppen ohne Berücksichtigung
von Effizienz oder Antwort-Vollständigkeit.
Verdeckender Ungleichheitsnachweis für Monitoringdaten. Cloud-Monitoring
birgt das grundsätzliche Spannungsverhältnis zwischen Überprüfbarkeit und Schutz
von Betriebsgeheimnissen in sich. Zwar sollen die vertraglichen Vereinbarungen zwi-
schen Kunde und Cloud-Anbieter zur Laufzeit überprüfbar und im Nachhinein nach-
vollziehbar sein, allerdings müssen dabei die Betriebsgeheimnis des Cloud-Anbieters
vertraulich bleiben. Dies gilt insbesondere für die beim Cloud-Monitoring ermittel-
ten Monitoringdaten. An vollständiger Offenlegung aller internen Details gegenüber
Kunden kann der Cloud-Anbieter aus naheliegenden Gründen kein Interesse haben.
Insbesondere für eine Überprüfung auf Ungleichheit von Monitoringdaten (beispiels-
weise um zu überprüfen, ob zwei VMs auf unterschiedlichen physischen Cloud-Knoten
platziert wurden) ergeben sich hier mehrere herausfordernde Problemstellungen. Die
Überprüfung auf Ungleichheit muss die konkreten Monitoringdaten vor dem Kunden
verstecken und nur Auskunft darüber liefern, ob diese verschieden zueinander sind.
Außerdem muss sichergestellt werden, dass der Cloud-Anbieter auf die während der
Überprüfung verwendeten Monitoringdaten festgelegt ist und deren Existenz nicht
im Nachhinein abstreiten kann. Darüber hinaus muss im Fall von Fehler-Ursachen-
Analysen vor Gericht sichergestellt werden, dass die während einer Überprüfung
vertraulich behandelten Monitoringdaten eindeutig aufgedeckt werden können. Im
Vergleich zu existierenden Lösungsansätzen wird in dieser Dissertation ein neues
auf Zero-Knowledge-Beweisen und Hinterlegungsverfahren basierendes Verfahren
zur Überprüfung auf Ungleichheit von Monitoringdaten vorgestellt. Insbesondere
die Ungleichheit von per Hinterlegungsverfahren hinterlegten Werten ist hier ein
besonderer Schwerpunkt. Die Überprüfung von Gleichheit gehört hingegen bereits
zum Stand der Forschung.
Unabhängigkeit für Monitoring-Mechanismen in Cloud-Umgebungen. Darf zur
Erfassung der Cloud-Konfiguration nicht auf Informationen des CMS zugegriffen
werden, so müssen Monitoringdaten über die Cloud-Konfiguration direkt auf den
physischen Cloud-Knoten ermittelt werden. Dabei ergeben sich mehrere Schwierigkei-
ten. Zum einen muss sichergestellt werden, dass die Zuordnung zwischen virtuellen
Ressourcen einer VM (Compute, Network und Storage) und Kundenkontext wiederher-
gestellt werden kann. Zum anderen muss die vom CMS verursachte Cloud-Dynamik
(Migrationen und Starten beziehungsweise Stoppen von VMs) berücksichtigt werden.
So werden beispielsweise VMs vom CMS auf einen anderen physischen Cloud-Knoten
migriert, um Energiekosten zu sparen oder dem Cloud-Anbieter Wartungsarbeiten
zu ermöglichen. Im Vergleich zu existierenden Lösungsansätzen (siehe u.a. [171,
55, 3]) lässt sich im Rahmen dieser Dissertation die Unabhängigkeit vom CMS als
besondere Herausforderung identifizieren. Weiterhin stellt sich im Vergleich mit ver-
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wandten Arbeiten die unmittelbare Überprüfung (auf Nachfrage) der aktuellen Cloud-
Konfiguration auf den physischen Cloud-Knoten als besonderes Abgrenzungskriterium
dar.
Diese Dissertation baut darüber hinaus auf den folgenden Annahmen auf.
Ehrlicher Cloud-Anbieter. Generell gelingt die Absicherung in Szenarien mit un-
ehrlichem Cloud-Anbieter nur sehr schwer. Schließlich hat der Cloud-Anbieter vol-
le Kontrolle über Hard- und Software einer Cloud-Umgebung und kann selbst bei
Einsatz der modernsten vertrauenswürdigen Laufzeitumgebungen die für das Cloud-
Monitoring relevanten Datenquellen manipulieren. Im Rahmen dieser Dissertation
wird allerdings davon ausgegangen, dass solange kein Rechtsstreit zwischen Kunde
und Cloud-Anbieter vorliegt, der Kunde seinem Cloud-Anbieter prinzipiell vertrauen
kann. Dieses hohe Maß an Vertrauen wird durch das Geschäftsmodell des Cloud-
Anbieters begründet. Sollten Kunden in ihrem Vertrauen enttäuscht werden, so würde
dies auf kurz oder lang das Geschäftsmodell des Cloud-Anbieters gefährden. Au-
ßerdem macht die Auslagerung von IT-Infrastruktur an einen Cloud-Anbieter aus
Kundensicht keinen Sinn, wenn dem Cloud-Anbieter nicht grundsätzlich vertraut
wird. Allerdings erstreckt sich dieses Vertrauen nicht auf das vom Cloud-Anbieter
eingesetzte CMS. Weiter wird davon ausgegangen, dass das Vertrauen zwischen Kunde
und Cloud-Anbieter im Fall von Rechtsstreitigkeiten erlischt.
Zusätzliche Monitoring-Sichten. Für diese Arbeit wird grundlegend davon ausgegan-
gen, dass sich zusätzlich zur “Sicht” des CMS weitere davon unabhängige Monitoring-
Sichten auf die Infrastruktur der Cloud-Umgebung aufbauen lassen. Die verschiedenen
voneinander unabhängigen Sichten lassen sich dann beispielsweise in Form eines
Mehrheitsentscheids nutzen, um die tatsächliche Cloud-Konfiguration in Gegenwart
fehlerhafter Sichten zu ermitteln (verwandte Konzepte finden sich im Bezug zur
Gewährleistung von Sicherheit durch N-Modular Redundancy (NMR) [125, 45]). Im
Rahmen dieser Arbeit wird allerdings eine stärkere Annahme genutzt. Zum einen
wird vorausgesetzt, dass gleichzeitiges Auftreten eines verdeckten Fehlers in der
Monitoring-Sicht und der Sicht des CMS sehr unwahrscheinlich ist, so dass davon
ausgegangen wird, dass kein Fehler im CMS vorliegt, wenn beide Sichten deckungs-
gleich zueinander sind. Zum anderen wird davon ausgegangen, dass die Erzeugung
einer zusätzlichen Sicht auf die Cloud-Infrastruktur wesentlich weniger Komplexität
aufweist als die im CMS vorhandene Komplexität. Für den Fall dass die beiden Sichten
sich voneinander unterscheiden wird hier ohne Beschränkung der Allgemeinheit
angenommen, dass ein Fehler im CMS vorliegt. Soll auf diese stärkere Annahme ver-
zichtet werden, so ist der Einsatz von mehreren voneinander unabhängigen Sichten
und die Durchführung eines Mehrheitsentscheids unabdingbar, was allerdings nicht
Gegenstand dieser Dissertation ist.
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1.2 Zielsetzung und Beiträge
Ziel dieser Dissertation ist es, dem Mangel an Transparenz bei Cloud-Computing durch ge-
eignete Monitoring-Bausteine entgegenzuwirken. Schwerpunkte dieser Dissertation sind
dabei die folgenden drei Monitoring-Bausteine: 1) Adaptives Transportsystem für Request-
Response in Gruppen, 2) Verdeckender Ungleichheitsnachweis für Monitoringdaten und
3) Unabhängigkeit für Monitoring-Mechanismen in Cloud-Umgebungen. Darüber hinaus
wird das Zusammenspiel der drei Bausteine in einem Rahmenwerk für CMS-unabhängiges
Cloud-Monitoring in der Praxis demonstriert.
In den folgenden Abschnitten werden die Beiträge der einzelnen Monitoring-Bausteine
kurz beleuchtet.
Adaptives Transportsystem für Request-Response in Gruppen. Ein originärer Bei-
trag dieser Dissertation ist die Entwicklung verschiedener Request-Response-Klassen
für bidirektionale-Zuverlässigkeit in Szenarien mit Gruppen. Hier ist insbesondere
die effiziente Realisierung von Request-Response-Klassen durch adaptive Auswahl
zwischen Unicast und Multicast für den Datentransport hervorzuheben. Im Rah-
men dieser Dissertation wurde dazu ein auf Request-Response-Kommunikation auf-
bauendes Transportsystem für Gruppen entwickelt, das einerseits die Verwaltung
der Gruppenmitgliedschaft durch Monitoring-Agenten ermöglicht und anderseits
Monitoring-Controllern die Angabe von Parametern für die Durchführung von Request-
Response in Gruppen erlaubt (siehe auch [TT-3]). Im direkten Vergleich mit dem
Stand der Forschung erreicht das in dieser Dissertation entwickelte Transportsystem
eine höhere Antwort-Vollständigkeit und die Steigerung der Effizienz bei Nutzung
von Netzressourcen. Die zur Leistungsbeurteilung durchgeführten Parameterstudi-
en zeigen, dass aufgrund der niedrigen Verlustrate in Datenzentren bei Fehlen von
Response-Nachrichten in der Regel immer Sendewiederholungen per Unicast sinnvoll
sind (anstatt erneut die ganze Gruppe zu adressieren). Weiter zeigen die Parameter-
studien auf, dass durch die geschickte Auswahl zwischen Unicast und Multicast für
den Versand von Request-Nachrichten ein Einsparungsfakor von bis 7x möglich ist.
Verdeckender Ungleichheitsnachweis für Monitoringdaten. Ein weiterer bedeu-
tender Beitrag dieser Dissertation ist der Nachweis von Ungleichheit zweier mittels
eines Hinterlegungsverfahrens hinterlegten Werte, ohne dabei die hinterlegten Werte
selbst offenlegen zu müssen. Hinzu kommt die formale Analyse des entwickelten Ver-
fahrens hinsichtlich unterschiedlicher Sicherheitseigenschaften. In dieser Dissertation
wird dabei aus verschiedenen existierenden kryptographischen Bausteinen ein neuar-
tiges Verfahren entwickelt, das während einer aktiven Überprüfung Monitoringdaten
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des Cloud-Anbieters vertraulich behandelt, dem Kunden das Resultat der Überprü-
fung zugänglich macht und im Nachhinein die Details der Überprüfung gegenüber
berechtigten Parteien nicht-abstreitbar offenlegen kann (siehe auch [TT-13]). Die
Beurteilung des entwickelten Verfahrens erfolgt aus zwei Gesichtspunkten. Zum einen
wird in Form einer analytischen Betrachtung überprüft, unter welchen Bedingungen
kryptographische Eigenschaften erreicht werden können. Zum anderen wird anhand
eines Prototypen gezeigt, welche Laufzeit und Overhead das entwickelte Verfahren
für verschiedene Sicherheitsgrade mit sich bringt. Im Ergebnis wird gezeigt, dass das
Spannungsverhältnis zwischen Überprüfbarkeit und Schutz von Betriebsgeheimnissen
durch geeignete Verfahren auflösbar ist. Der Verdeckende Ungleichheitsnachweis
bietet für die Überprüfung auf Ungleichheit Geheimhaltung von Monitoringdaten bei
gleichzeitiger Option zur späteren eindeutigen Wiederaufdeckbarkeit.
Unabhängigkeit für Monitoring-Mechanismen in Cloud-Umgebungen. Ein we-
sentlicher Beitrag dieser Dissertation zum Stand der Forschung ist die systematische
Untersuchung der Trennung von Monitoring und Kontrolle für Cloud-Umgebungen.
Hierzu werden mögliche Datenquellen für Cloud-Monitoring theoretisch untersucht
und anschließend die Implikationen der ermittelten Ergebnisse auf reale Cloud-
Umgebungen beleuchtet. Als Resultat wird eine neuartige Taxonomie zur Klassifika-
tion von Monitoring-Unabhängigkeit präsentiert. Außerdem wird untersucht, unter
welchen Bedingungen eine konsistente Erfassung in einer verteilten Cloud-Umgebung
überhaupt möglich ist. Darüber hinaus wird anhand von Fallstudien die Anwendbar-
keit von CMS-unabhängigem Cloud-Monitoring demonstriert und der auf physischen
Cloud-Knoten entstehende Overhead untersucht. Im Rahmen dieser Dissertation wird
dazu ein Rahmenwerk für unabhängiges Cloud-Monitoring entwickelt (siehe auch
[TT-5]) und die Integration der Monitoring-Bausteine besprochen.
1.3 Gliederung
In Kapitel 2 werden für das Verständnis dieser Arbeit notwendige Grundlagen vermittelt.
Hierfür wird zunächst eine Einordnung des für diese Arbeit notwendigen Verständ-
nis von Cloud-Computing vorgenommen. Darüber hinaus werden wesentliche Aspekte
für Transportsysteme, Kommunikationsdienste, Gruppenkommunikation und Request-
Response-Dienste ausgeführt. Abschließend wird kurz auf den Zusammenhang zwischen
Transparenz und Vertrauen eingegangen.
In Kapitel 3 wird ein Rahmenwerk für unabhängiges Cloud-Monitoring für den weite-
ren Verlauf dieser Dissertation zu Grunde gelegt. Zunächst wird sich dabei umfassend
mit dem Stand der Forschung zu Cloud-Monitoring beschäftigt. Anschließend wird der
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Systementwurf eines Rahmenwerks für CMS-unabhängiges Cloud-Monitoring detailliert
wird. Abschließend werden die im Rahmen dieser Dissertation vorgestellten Monitoring-
Bausteine eingeordnet.
In Kapitel 4 wird ein Adaptives Transportsystem für Request-Response in Gruppen als
Monitoring-Baustein vorgestellt. Dafür wird zunächst das anvisierte Konzept und die
adressierten Herausforderungen erläutert. Anschließend wird der Group Management
Service und Request-Response Service ausführlich dargestellt. Danach wird auf Sicher-
heitsaspekte und verwandte Arbeiten eingegangen bevor abschließend eine umfassende
Evaluation des Ansatzes folgt.
Im Mittelpunkt des Kapitels 5 steht ein Verdeckender Ungleichheitsnachweis für Mo-
nitoringdaten. Neben den Anforderungen und dem Angreifermodell wird zunächst
das Konzept des Verfahrens erörtert. Hiernach werden die drei Phasen: Hinterlegung-,
Überprüfung- und Aufdeckungsphase präsentiert. Abschließend erfolgt eine Evaluation
und Betrachtung von verwandten Arbeiten.
In Kapitel 6 wird der Begriff Monitoring-Unabhängigkeit präzisiert, bevor der verfolg-
te Forschungsansatz dargestellt wird. Weiter werden mögliche Datenquellen für CMS-
unabhängiges Cloud-Monitoring exploriert und anschließend die Implikationen auf reale
Cloud-Umgebungen untersucht. Auf Basis der durchgeführten Analyse wird eine Ta-
xonomie für Monitoring-Unabhängigkeit herausgearbeitet. Abschließend erfolgt eine
Betrachtung von Seiteneffekten.
In Kapitel 7 wird das Zusammenspiel der im Rahmen dieser Dissertation entwickelten
Monitoring-Bausteinen mit unterschiedlichen Monitoring-Mechanismen in dem Rah-
menwerk für unabhängiges Cloud-Monitoring beschrieben. Hierfür werden zunächst
verschiedene Monitoring-Mechanismen beispielhaft konstruiert und die Anwendbarkeit
untersucht.
Die Arbeit schließt in Kapitel 8 mit einer Zusammenfassung der relevanten Ergebnisse
dieser Dissertation und einem Ausblick auf mögliche weiterführende Arbeiten.
Kapitel 2
Grundlagen
Im Folgenden werden zum Verständnis dieser Arbeit notwendige Grundlagen erörtert.
2.1 Cloud-Computing
Seit Anfang der 2000er Jahre gewinnt Cloud-Computing im Umfeld von Unternehmen
immer mehr an Bedeutung. Aber auch bei Privatpersonen steht die Nutzung von Cloud-
basierten Anwendungen voll im Trend. So sieht beispielsweise das Marktforschungsunter-
nehmen Gartner im Bereich von Cloud-Computing bis zum Jahr 2019 für Cloud-Anbieter
eine Umsatzsteigerung von bis zu 17.3% voraus [264]. Ergänzend hierzu sagt das Wirt-
schaftsmagazin Forbes für das Jahr 2020 voraus, dass rund 83% der von Unternehmen
benötigten Computer-Ressourcen (unter anderem Rechenleistung, Arbeitsspeicher und
Festspeicher) durch Cloud-Umgebungen bereitgestellt werden [263]. Auch der Netzwerk-
gerätehersteller und Dienstleister Cisco Systems sieht in seinem Global Cloud Index bis
zum Jahr 2021 voraus, dass der durch Cloud-Computing entstehende Datenverkehr sich
jährlich auf bis zu 20.6 Zettabyte addiert und insgesamt 95% des Gesamtverkehrs von
Datenzentren ausmachen wird [254].
Als wegweisende Veröffentlichungen auf dem Gebiet von Cloud-Computing sind hier
unter anderem die Arbeiten von Armbrust et al. von der University of California at
Berkeley zu nennen [8, 9] (derzeit über 7.000 beziehungsweise 10.000 Zitierungen).
Im Folgenden wird zunächst eine gängige Definition von Cloud-Computing wiederge-
geben. Anschließend wird die Architektur von Cloud-Umgebungen besprochen. Zum




In der Literatur wird für Cloud-Computing derzeit mit Abstand am häufigsten auf die
Definition des National Institute of Standards and Technology (NIST) Bezug genommen
[143] (derzeit ca. 10.000 Zitierungen). Diese Definition unterscheidet in Charakteristika,
Dienstleistungs- und Bereitstellungsmodelle. Diese werden im Folgenden kurz wiederge-
geben.
Vom NIST identifizierte Charakteristika von Cloud-Computing sind:
On-demand self-service: Die Verwaltung der vom Cloud-Anbieter bereitgestellten
Ressourcen kann einseitig durch Kunden ohne zusätzliche menschliche Interaktion
mit dem Cloud-Anbieter erfolgen.
Broad network access: Die in der Cloud-Umgebung bereitgestellten Ressourcen sind
für den Kunden von außen erreichbar. In der Regel über das öffentliche Internet.
Resource pooling: Der Cloud-Anbieter bündelt seine physischen Ressourcen, um
diese für mehrere Kunden nutzbar zu machen. Dabei hat der Kunde prinzipiell keine
Einsicht darin, wie seine virtuellen Ressourcen bereitgestellt werden oder welche phy-
sischen Ressourcen zum Einsatz kommen. Beispiele für solche physischen Ressourcen
sind Festspeicher, Rechenleistung oder Arbeitsspeicher.
Rapid elasticity: Der Kunde kann nach Bedarf die Menge der für ihn bereitgestellten
Ressourcen anpassen. Dies soll insbesondere Skalierbarkeit unterstützen. Hierbei
sollen theoretisch keine Grenzen gesetzt werden und dem Kunden bei Bedarf zu
jedem Zeitpunkt unbegrenzte Ressourcen zur Verfügung stehen.
Measured service: Zur Abrechnung kommt bei Cloud-Computing typischerweise
das pay-per-use-Konzept zum Einsatz. Hierzu überwacht die Cloud-Umgebung au-
tomatisch die vom Kunden angeforderten virtuellen Ressourcen und stellt diese in
Rechnung. Außerdem kann sich der Cloud-Anbieter so einen Überblick über die vom
Kunden genutzten Ressourcen verschaffen.
Weiter führt das NIST die folgenden Dienstleistungsmodelle auf:
Software-as-a-Service (SaaS): Die Cloud-Umgebung stellt dem Kunden den Zugriff
auf eine bestimmte Anwendung zur Verfügung. Im Hintergrund stellt die Cloud-
Umgebung die für die Anwendung benötigten Ressourcen automatisch bereit und
skaliert diese bei Bedarf. Der Kunde kontrolliert dabei nicht direkt die zur Verfügung
gestellten Ressourcen. Die Anwendung ist in der Regel für den Kunden von außen
erreichbar (beispielsweise über das Internet). Beispiele für Software-as-a-Service
(SaaS) sind Office 365 [288] oder Dropbox [261].
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Platform-as-a-Service (PaaS): Dem Kunden wird durch die Cloud-Umgebung Zu-
griff auf Programmierschnittstellen und Bibliotheken zur Anwendungsentwicklung
gewährt. Die auf Basis dessen vom Kunden entwickelten Anwendungen werden
anschließend von der Cloud-Umgebung ausgeführt. Während bei SaaS der Kunde
wirklich nur die von der Anwendung bereitgestellte Dienstleistung nutzen kann, hat
der Kunde hier Einfluss auf die Logik der Anwendung und kann diese nach Belieben
anpassen. Allerdings erhält der Kunde auch in diesem Dienstleistungsmodell keine
Kontrolle über die von der Cloud-Umgebung zur Verfügung gestellten Ressourcen.
Beispiele für Platform-as-a-Service (PaaS) sind die Google App Engine [266] oder
AWS Elastic Beanstalk [250].
Infrastructure-as-a-Service (IaaS): In diesem Fall werden dem Kunden virtuelle
Ressourcen wie Rechenleistung, Arbeitsspeicher und Festspeicher von der Cloud-
Umgebung als VM zur Verfügung gestellt. Über diese Ressourcen kann der Kunde
dann frei verfügen und innerhalb einer VM beliebige Anwendungen ausführen. Au-
ßerdem hat der Kunde hier direkten Einfluss auf die Menge der bereitgestellten
Ressourcen und kann diese nach Belieben horizontal oder vertikal skalieren. Unter
horizontaler Skalierung versteht man dabei den Einsatz weiterer VMs. Vertikale Ska-
lierung hingegen umfasst die Erweiterung der für eine VM bereitgestellten Ressourcen.
Beispiele für Infrastructure-as-a-Service (IaaS) sind Amazon EC2 [245] oder Microsoft
Azure [280].
Als Bereitstellungsmodell von Cloud-Computing unterscheidet das NIST in:
Private cloud: Die Cloud-Umgebung steht exklusiv nur einem einzigem Kunden zur
Verfügung. Dabei kann der Kunde selbst die Rolle des Cloud-Anbieters einnehmen
oder auch eine dritte Partei mit der Verwaltung der Cloud-Umgebung betrauen. In
einigen Fällen wird die Cloud-Umgebung dabei sogar lokal bei dem Kunden selbst
aufgebaut.
Community cloud: Bei diesem Bereitstellungsmodell wird speziell für eine bestimmte
Gruppe von Unternehmen eine eigne Cloud-Umgebung zur Verfügung gestellt. Dabei
können sich Unternehmen zu Gruppen zusammenschließen und selbst eine Commu-
nity cloud aufbauen, oder ein Cloud-Anbieter stellt seine Dienstleistung exklusiv einer
bestimmten Branche zur Verfügung, beispielsweise für alle Finanzdienstleister.
Public cloud: Die Nutzung der Cloud-Umgebung steht der allgemeinen Öffentlichkeit
zur Verfügung. Ein Cloud-Anbieter bietet hierfür in der Regel über das Internet seine
Dienstleistung an.
Hybrid cloud: Kommt eine Kombination der oben beschriebenen Bereitstellungs-
modelle zum Einsatz, so wird dies als Hybrid cloud bezeichnet. Dabei bleiben die
einzelnen Bestandteile eigenständig und der Zusammenschluss entsteht beispielsweise
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durch Nutzung gemeinsamer Standards um Portabilität zwischen den verschiedenen
Cloud-Umgebungen und Bereitstellungsmodellen zu erlauben.
Im Rahmen dieser Dissertation ist insbesondere das Dienstleistungsmodell IaaS von
besonderem Interesse. Die beiden anderen Dienstleistungsmodelle werden zunächst
ausgeklammert und können Gegenstand für weiterführende Arbeiten sein. Als Bereit-
stellungsmodell wird im Rahmen dieser Dissertation zumindest die Trennung in Cloud-
Anbieter und Kunde vorausgesetzt (siehe auch nächsten Abschnitt). Eine Private cloud,
die von einem Kunden selber betrieben wird, ist daher nicht Gegenstand der in dieser
Dissertation durchgeführten Untersuchungen. Außerdem wird davon ausgegangen, dass
der Cloud-Anbieter in der Regel mehrere Kunden bedient und das daher Resource pooling
zum Einsatz kommt (vergleiche auch Charakteristika weiter oben).
Architektur
In der Literatur existieren zahlreiche Ansätze zur Beschreibung einer Cloud-Umgebung
[69, 157, 1, 142, 22, 195]. Für diese Dissertation wird das architekturelle Rahmenwerk
von Schöller et al. [161] zu Grunde gelegt und im Folgenden verfeinert (vergleiche
auch [TT-9, TT-14]). Die von Schöller et al. [161] beschriebene Architektur eignet sich
besonders, weil diese auch im Kontext von rechtlichen Fragestellungen zu Transparenz
bei Cloud-Computing entstanden ist.
Anhand von Abbildung 2.1 wird erläutert, welche Akteure und Domänen von Cloud-
Computing für diese Dissertation relevant sind. Dabei findet folgende Unterscheidung
statt:
Cloud-Anbieter und Cloud-Anbieter-Domäne: Der Cloud-Anbieter hat vollen Zu-
griff auf die physische Cloud-Infrastruktur in seiner Domäne. Weiter bietet der Cloud-
Anbieter für Kunden IaaS an. Das CMS des Cloud-Anbieters erlaubt Kunden das
Einrichten von virtuellen Datenzentren.
Kunde und Kunden-Domäne: Kunden nutzen die per IaaS angebotene Infrastruktur,
um ihrerseits eine Dienstleistung für Benutzer zu realisieren. Beispielsweise die Be-
reitstellung einer bestimmten Applikation. Zwischen Kunde und Benutzer kommt im
Rahmen dieser Dissertation kein Cloud-Computing zum Einsatz.
Benutzer und Benutzer-Domäne: In dieser Domäne finden sich die Benutzer der
eigentlichen durch Cloud-Computing erbrachten Dienstleistung. Beispielsweise eine















































Abbildung 2.1: Architekturelles Rahmenwerk für Cloud Computing.
Abweichend zu [TT-9, TT-14, 161] werden hier die Domänen Tenant Infrastructure
Level und Critical Infrastructure Service Level als Kunden-Domäne zusammengefasst.
Die feine Unterscheidung der Kunden-Domäne ist hier nicht sinnvoll, da es im weiteren
Verlauf dieser Dissertation nur auf die Beziehung zwischen Kunde und Cloud-Anbieter
ankommt. In der Architektur von [TT-9, TT-14, 161] kann ein Kunde die Dienstleistungen
der Cloud auch an seine eigenen Benutzer weiterreichen, womit der Kunde selbst die
Rolle eines Cloud-Anbieters einnimmt. Die dadurch entstehende Indirektion ist für diese
Dissertation allerdings uninteressant. Stattdessen ist das Rollenverhältnis der Akteure klar
vorgegeben: der Kunde nutzt die vom Cloud-Anbieter bereitgestellte Cloud-Umgebung
– klassisches Cloud-Computing. Die Benutzer hingegen nutzen nur die vom Kunden
bereitgestellte Dienstleistung – beispielsweise eine Office-Anwendung (hier kommt kein
Cloud-Computing zum Einsatz).
Daher wird im weiteren Verlauf dieser Dissertation vor allem das Verhältnis zwischen
Kunde und Cloud-Anbieter betrachtet. Die entwickelten Monitoring-Bausteine sollen
dabei für mehr Transparenz der vom Cloud-Anbieter bereitgestellten IaaS-Lösung sorgen.
Dabei sollen sowohl vertragliche Vereinbarungen überprüfbar als auch Monitoringdaten
für spätere Fehler-Ursachen-Analysen aufgezeichnet werden.
Aktuelle Entwicklungen
Rund um Cloud-Computing lassen sich derzeit auch einige aktuelle Entwicklungen und
Trends ausmachen [181, 197], die die Wichtigkeit von Transparenz aus Kundensicht noch
einmal unterstreichen.
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Im Zuge des Vormarsches von Internet of Things, 5G und Smart Cities wird die Forderung
nach dezentralisierten Cloud-Umgebungen am Rand des Internets, sogenanntes Edge
und Fog Computing, immer lauter [163, 167, 23]. Die Cloud-Umgebung soll dabei mit
geringer Latenz große Rechenleistung mit hoher Bandbreite für eher beschränkte Geräte
zur Verfügung stellen. Beispielsweise zur Analyse von Video-Streams von Verkehrsüber-
wachungskameras. Große Herausforderungen in diesem Bereich sind unter anderem die
optimale Platzierung der Cloud-Umgebung, Mobilität der Endsysteme und die Realisie-
rung von Privatsphäre. Gerade im Kontext von Privatsphäre spielt die Überprüfung der
vom Cloud-Anbieter versprochenen Dienstleistung eine entscheidende Rolle. Beispiels-
weise, wenn vereinbart wurde, dass eine VM nicht zusammen mit VMs anderer Kunden
auf einem physischen Cloud-Knoten ausgefürt wird.
Eine weitere aktuelle Entwicklung im Bereich von Cloud-Computing ist der Einsatz von
Cloud-Umgebungen zur Analyse von großen Datenmengen wie es beispielsweise bei
Machine Learning erforderlich ist [194, 127]. Der Einsatz von Cloud-Computing bietet
hier große Vorteile, da mit wachsenden Datenmengen die Cloud-Umgebung passend
skaliert werden kann. Auch ist gerade für Machine Learning teure Spezialhardware
erforderlich, die im Fall von Cloud-Computing geteilt und dem pay-per-use-Konzept
folgend abgerechnet werden kann. Eine große Herausforderung in diesem Bereich ist das
Management von großen verteilten Datenspeichern hinsichtlich Ausfallsicherheit und
Fehlertoleranz. Auch in diesem Fall wäre eine zusätzliche Überprüfungsmöglichkeit der
vom Betreiber vorgehaltenen Reservekapazität zur Realisierung von Ausfallsicherheit
wünschenswert.
Ein weiterer Trend im Bereich von Cloud-Computing ist die Fokussierung auf Nachhaltig-
keit. Forschung hierzu wird häufig unter dem Stichwort Green Cloud zusammengefasst
(siehe zum Beispiel [12]). Dabei ist der durch Cloud-Computing benötigte Energiebe-
darf zum Betrieb von physischen Cloud-Knoten immens. Hierbei ist insbesondere die
Entwicklung geeigneter Heuristiken für Energie-Management von Datenzentren heraus-
fordernd (vergleiche hierzu [14, 28]). Jüngere Arbeiten beschäftigen sich beispielsweise
auch mit der Entwicklung geeigneter Metriken zur Beurteilung der Nachhaltigkeit eines
Datenzentrums oder aber auch mit der Entwicklung von energieeffizienten Algorithmen
für Platzierung von VMs [58, 121]. Gerade für Cloud-Anbieter die auf Nachhaltigkeit
setzen kann es zusätzlich interessant sein, den Kunden Überprüfungsmöglichkeit für das
Nachhaltigkeitsversprechen mit an die Hand zu geben. So ist beispielsweise denkbar,
dass Kunden sich mit geeignet Monitoring-Mechanismen eigenständig einen Eindruck
von der Nachhaltigkeit einer Cloud-Umgebung verschaffen.
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2.2 Transportsystem und Kommunikationsdienste
Ein klassisches Referenzmodell im Kontext von Rechnernetzen ist das OSI Modell [101,
199]. Dieses unterscheidet in sieben Abstraktionsschichten: Anwendungs-, Darstellungs-,
Sitzungs-, Transport-, Vermittlungs-, Sicherungs- und Physikalische Schicht. Eng damit
verwandt sind die vier Abstraktionsschichten des Internet Modells [203]:
Anwendungsschicht: Oberste Schicht des Referenzmodells in der Protokolle für
Anwendungen realisiert sind (Nutzer-zu-Nutzer-Kommunikation). Zwischen zwei
Protokollinstanzen werden dazu Nachrichten ausgetauscht. Typische Protokolle dieser
Schicht sind HTTP [233], IMAP [213] und BGP [219]. Die Anwendungsschicht des
Internet Modells umfasst die Anwendungs-, Darstellungs-, Sitzungsschicht des OSI
Modells.
Transportschicht: Bietet Ende-zu-Ende-Kommunikationsdienste für Anwendungen
an. Zwischen zwei Protokollinstanzen werden dazu Segmente ausgetauscht. Typische
Protokolle dieser Schicht sind TCP [240] und UDP [237]. Die Transportschicht des
Internet Modells umfasst die Transportschicht des OSI Modells.
Internetschicht: Verbindungsloser Dienst zum Austausch zwischen nicht direkt be-
nachbarter Systeme. Zwischen zwei Protokollinstanzen werden dazu Datagramme
ausgetauscht. Ein typisches Protokoll dieser Schicht ist IP [239, 208]. Die Internet-
schicht des Internet Modells umfasst die Vermittlungsschicht des OSI Modells.
Netzzugangsschicht: Dient zur Kommunikation mit dem direkt angeschlossenen
Netz. Zwischen zwei Protokollinstanzen werden dazu Rahmen ausgetauscht. Ein
typisches Protokoll dieser Schicht ist Ethernet [135] oder auch ARP [243]. Die Netz-
zugangsschicht des Internet Modells umfasst die Sicherungsschicht und Physikalische
Schicht des OSI Modells.
In dieser Dissertation wird für den weiteren Verlauf das Internet Modell als Referenz
verwendet.
In Abbildung 2.2 werden die beiden Referenzmodelle noch einmal nebeneinander darge-
stellt. Zusätzlich wird abgebildet, welche Schichten dabei typischerweise als sogenanntes
Transportsystem aufgefasst werden. Im OSI Modell sind das die transportorientierten
Schichten Physikalische Schicht, Sicherungsschicht, Vermittlungsschicht und Transport-
schicht. Für das Internet Modell sind dies die transportorientierten Schichten Netzzu-
gangsschicht, Internetschicht und Transportschicht.
Neben verschiedenen Abstraktionsschichten wird zusätzlich zwischen vertikaler und
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Abbildung 2.2: Zusammenhang zwischen dem typischen Transportsystem und den Schichten
des Internet beziehungsweise OSI Modells.
Protokollinstanzen benachbarter Schichten miteinander. Horizontale Kommunikation
hingegen umfasst den Austausch von Daten zwischen Protokollinstanz einer Schicht.
Des Weiteren zeichnen sich die von einer Abstraktionsschicht angebotenen Dienste durch
Dienstdefinitionen, Protokollspezifikationen und Dienstprimitive aus.
2.3 Gruppenkommunikation und Multicast
Bei Kommunikation in Netzen wird typischerweise zwischen Sender und Empfänger
unterschieden. In Abbildung 2.3 ist weiterhin eine Übersicht über gängige Kommunikati-
onsmuster dargestellt.
Bei Unicast handelt es sich dabei um Punkt-zu-Punkt-Kommunikation zwischen einem
Sender und einem Empfänger. Bei Multicast hingegen handelt es sich um Punkt-zu-
Mehrpunkt-Kommunikation (oder Gruppenkommunikation) zwischen einem Sender und
mehreren Empfängern. Dabei werden die Empfänger häufig mit Hilfe einer Gruppen-
adresse adressiert. Bei der Zusammensetzung einer solchen Gruppen wird unterschieden,
ob der Sender oder die Empfänger die Mitgliedschaft in der Gruppe verwalten. Bei Broad-
cast kommuniziert ein Sender mit allen am Netz angeschlossenen Systemen. Hierzu
müssen nicht zuerst Gruppen gebildet werden. Als Multipeer-Kommunikation wird eine
Mehrpunkt-Kommunikation bezeichnet, bei der alle teilnehmenden Systeme sowohl die
Rolle von Sender als auch Empfänger einnehmen können. Bei Anycast hingegen wird
vom Sender eine Gruppe von Empfängern adressiert, wobei eine Nachricht allerdings
























Abbildung 2.3: Darstellung verschiedener klassischer Kommunikationsmuster. In Orange
dargestellt: Empfänger. In Grün dargestellt: Gruppe zur Adressierung von
Empfängern.
nur an ein einzelnes Gruppenmitglied zugestellt werden muss. Werden von vielen Grup-
penmitgliedern gleichzeitig Nachrichten an einen Empfänger geschickt, so wird dies als
Concast bezeichnet.
Für den weiteren Verlauf dieser Dissertation sind vor allem die Kommunikationsmuster
Multicast und Unicast für den Versand von Request-Nachrichten relevant. Werden an-
schließen viele Response-Nachrichten von einer Gruppe zurückgesandt, so handelt es
sich dabei um Concast.
Für Multicast wird weiter zwischen Routing und Transport unterschieden. Während sich
Routing mit der Berechnung optimaler Pfade vom Sender zu allen Gruppenmitgliedern
beschäftigt, wird für den Transport möglichst späte Replikation von Nachrichten ange-
strebt (nah am Empfänger). Außerdem lassen sich für den Transport typischerweise
verschiedene Zuverlässigkeitgrade unterscheiden. Weiterhin lässt sich beim Transport von
Multicast-Nachrichten die Reihenfolge aufrechterhalten oder der Dienst atomar auslegen.
Das im Rahmen dieser Dissertation benötigte und entwickelte Adaptive Transportsystem
für Request-Response in Gruppen benötigt dabei keine Reihenfolgetreue oder Atomarität.
Die für diese Dissertation relevante Details werden jeweils an der entsprechenden Stelle
in Kapitel 4 besprochen.
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Das Multicast-Kommunikationsmuster kann dabei auf verschiedenen Abstraktionsschich-
ten des Internet Modells umgesetzt werden. Nachstehend werden diese Möglichkeiten
kurz vorgestellt.
Application-Layer-Multicast: Hierbei wird die benötigte Funktionalität innerhalb der
Anwendungsschicht umgesetzt. Dies hat den Vorteil, dass Endsysteme volle Kontrolle
über die Multicast-Funktionalität haben. Das hat allerdings den Nachteil, dass das
Netz nicht ohne weiteres Unterstützung für Multicast anbieten kann – in der Regel
werden Protokolle der Anwendungsschicht nicht von Zwischensystemen ausgewertet.
IP-Multicast: Bei IP-Multicast hingegen kann das Netz Unterstützung für Multicast
innerhalb der Internetschicht des Internet Modells anbieten. Beispielsweise durch
den Einsatz von effizienten Routing-Algorithmen zur Weiterleitung der Nachrichten
vom Sender zu den Empfängern. Weiterhin werden zur Adressierung einer Gruppe
spezielle IP-Adressen verwendet und es existieren zusätzliche Protokolle zur Grup-
penverwaltung.
Ethernet-Multicast: Wird Multicast innerhalb der Netzzugangsschicht des Internet
Modells umgesetzt, so kann das Netz dafür sorgen, dass Nachrichten wirklich nur an
den benötigten Stellen dupliziert werden.
Für den weiteren Verlauf dieser Dissertation wird vor allem IP-Multicast und Ethernet-
Multicast benötigt. Weiterhin liegt der Fokus dieser Arbeit auf dem Transport von
Multicast-Nachrichten. Aus diesem Grund werden Aspekte wie Routing und der dadurch
entstehende Overhead zunächst nicht mit betrachtet.
2.4 Request-Response-Dienste
Bei Request-Response [86, 282, 314] handelt es sich typischerweise um ein verbindungs-
loses 1:1-Kommunikationsmuster (Punkt-zu-Punkt), bei dem nicht nur Daten von einem
Sender zu einem einzigen Empfänger (unidirektional) übertragen werden, sondern bei
dem Daten zwischen beiden Teilnehmern ausgetauscht werden (bidirektional). Zum
Einsatz kommt dieses Kommunikationsmuster beispielsweise bei Remote Procedure Call
(RPC) [232, 226, 21, 173, 82, 162] oder bei dem Request/Response Exchange von
HTTP/2 [235]. Der Initiator der Kommunikation wird als Client-Instanz bezeichnet und
die Gegenpartei als Server-Instanz. Zusätzlich wird zwischen synchronem und asyn-
chronem Datenaustausch unterschieden. Für Monitoring ist vor allem der synchrone
Datenaustausch zwischen Client- und Server-Instanz interessant. Hierbei sendet eine
Client-Instanz eine Request-Nachricht an eine Server-Instanz. Die Server-Instanz wer-
tet dann den in der Request-Nachricht enthaltenen Monitoringauftrag aus und sendet
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ihrerseits Monitoringdaten an die anfragende Client-Instanz per Response-Nachricht
zurück.
Durch die Bidirektionalität der Kommunikation von Request-Response werden auf diesem
Kommunikationsmuster aufbauende Dienste in der Regel oberhalb der Transportschicht
auf Ebene der Anwendungsschicht realisiert. Die klassischen Dienstdefinitionen der
Transportschicht lassen sich dabei nicht einfach übertragen. Beispielsweise definiert
sich ein zuverlässiger Dienst der Transportschicht als ein Dienst, der Daten vollständig
und korrekt, in der richtigen Reihenfolge und ohne Duplikate oder Phantom-Daten
vom Sender zum Empfänger überträgt (vergleiche beispielsweise [116], Abschnitt 3.4).
Allerdings muss für die Dienstdefinition von Request-Response auch die Übertragung
in Gegenrichtung mit berücksichtigt werden. Außerdem müssen bei Request-Response
auch Fehler auf Anwendungsebene der Server-Instanz bei Abarbeitung von Request-
Nachrichten abgedeckt werden [21]. Beispielsweise können auf Anwendungsebene der
Server-Instanz kurzfristige Lastspitzen nach dem Empfang einer Request-Nachricht zum
Ausbleiben der Response-Nachricht führen, ohne dass die Server-Instanz insgesamt nicht
mehr betriebsbereit wäre [153]. Im Rahmen dieser Dissertation wird ein Dienst, der das
Kommunikationsmuster Request-Response zur Verfügung stellt, als Request-Response-
Dienst bezeichnet und wie in Definition 2.1 definiert.
Definition 2.1 [Request-Response-Dienst] Ein Dienst, der Daten vollständig und korrekt, in
der richtigen Reihenfolge und ohne Duplikate oder Phantom-Daten von einer Server-Instanz
abruft. Die Fehlerbehandlung des Dienstes deckt dabei sowohl den Verlust von Nachrichten
in beiden Richtungen zwischen Client- und Server-Instanz ab (bidirektional), als auch den
Verlust von Nachrichten in der Anwendungsebene der Server-Instanz.
An der Definition von Request-Response-Diensten ist besonders, dass die Dienstdefinition
sich auf den bidirektionalen Datenaustausch zwischen Client- und Server-Instanz er-
streckt. Ein Request-Response-Dienst ist also insbesondere erst dann erfüllt, wenn die per
Request-Nachricht angeforderte Response-Nachricht von der Client-Instanz empfangen
wurde. Da Nachrichtenverluste in Server-Instanzen nicht ausgeschlossen werden können,
ist bei Request-Response-Diensten die Client-Instanz allein für die Behandlung von Nach-
richtenverlust verantwortlich – beispielsweise für den Verlust von Request-Nachrichten
zwischen Client- und Server-Instanz, für Response-Nachrichten zwischen Server- und
Client-Instanz oder Nachrichtenverlust in der Server-Instanz. Hierzu überwacht die Client-
Instanz auf Basis der sogenannten Synchronous Communication Assumption [105, 20,
153] (das unterliegende Netz stellt Nachrichten innerhalb einer begrenzten Zeit zu)
die angeforderten Response-Nachrichten mit einem Zeitgeber und führt gegebenenfalls
Sendewiederholungen von Request-Nachrichten mittels eines Automatic Repeat Request
(ARQ)-Verfahrens durch. Für das ARQ-Verfahren dienen dabei Response-Nachrichten
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als implizite Bestätigungen für die erfolgreiche Übertragung von Request-Nachrichten
zu Server-Instanzen. Der restliche Teil der Fehlerkontrolle (Erkennung von Duplikaten,
Erkennung von Phantom-Daten, Korrektheit und Reihenfolgetreue) wird wie bei anderen
Diensten auch sowohl durch die Client- als auch durch die Server-Instanz umgesetzt.
Ein Spezialfall eines Request-Response-Dienstes stellt der Datenaustausch zwischen Client-
und Server-Instanz dar, bei dem die Kommunikation nach genau einer Nachricht je Kom-
munikationsrichtung abgeschlossen ist [304, 86]. Beispielsweise wenn ein Client zu
Monitoringzwecken (probing oder Messaging Query [86]) eine Anfrage als Request-
Nachricht an einen Server sendet und das Ergebnis der Anfrage als einzelne Antwort per
Response-Nachricht vom Server zurückbekommt. Für das bessere Verständnis wird im
Folgenden für diesen Spezialfall eines Request-Response-Dienstes, der nach genau einer
Nachricht je Kommunikationsrichtung abgeschlossen ist, die Bezeichnung Singulärer
Request-Response-Dienst (1RRS) verwendet. Für 1RRS spielt Reihenfolgetreue keine
Rolle, da bei nur einer Nachricht je Kommunikationsrichtung keine Reihenfolge definiert
werden kann. Davon unberührt bleibt jedoch die Forderung nach korrekter und vollstän-
diger bidirektionaler Datenübertragung ohne Duplikate oder Phantom-Daten zwischen
Client- und Server-Instanz.
Das als Teil der Fehlerkontrolle bei 1RRS zum Einsatz kommende ARQ-Verfahren ist mit
Stop-and-Wait [169, 172, 122] vergleichbar. Nach dem Senden einer Request-Nachricht
wartet die Client-Instanz mittels eines Zeitgebers auf das Eintreffen der Response-
Nachricht des Server-Instanz. Dabei dient die Response-Nachricht als implizite Bestäti-
gung für den Empfang (und Verarbeitung) der Request-Nachricht durch die Server-Instanz.
Trifft die Response-Nachricht nicht vor Ablauf des Zeitgebers ein, so wird die Request-
Nachricht von der Client-Instanz wiederholt. Nach Übertragung der Request-Nachricht
vom Client-Instanz zu Server-Instanz und der korrekt empfangenen Response-Nachricht
von Server-Instanz zu Client-Instanz ist der Dienst erfüllt und die Kommunikation abge-
schlossen.
Der Entwurf von Verfahren zur Fluss- und Staukontrolle bei 1RRS ist nach der Empfehlung
von [241] nicht relevant, da solche Verfahren bei lediglich einer Nachricht je Kommu-
nikationsrichtung nicht ihre volle Wirkung entfalten können. Hierzu sind längerfristige
Übertragungen notwendig. Nach [241] (Abschnitt 3.1.3 Low Data-Volume Applications)
wird lediglich empfohlen, auf Seiten des Senders die Senderate so zu limitieren, dass im
Durchschnitt nicht mehr als eine Nachricht pro ermittelter Umlaufzeit in jede Richtung
gesendet wird. Dies soll einer Überlast des Netzes vorbeugen.
Im weiteren Verlauf dieser Dissertation wird der 1RRS auf Gruppen von Server-Instanzen
ausgedehnt, so dass ein gruppenbasierter Request-Response-Dienst entsteht, der für
Monitoringzwecke geeignet ist (siehe Kapitel 4).
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2.5 Transparenz und Vertrauen
Typischerweise wird Transparenz im Sinne von mehr Offenheit bezüglich interner Vor-
gänge als geeignetes Mittel zur Steigerung von Vertrauen angesehen. Durch Transparenz
sollen Handlungen nachvollziehbar und zu Grunde liegende Verantwortlichkeiten aufge-
deckbar gemacht werden. Dies wird insbesondere für Regierungshandlungen gefordert
(vergleiche beispielsweise [41, 73]). Aber auch bei Unternehmen oder für ganze In-
dustriezweige soll Transparenz für mehr Vertrauen sorgen (vergleiche beispielsweise
[85]).
In der Literatur werden allerdings auch potentiell negative Aspekte von Transparenz
diskutiert (vergleiche beispielsweise [63]). So führt die Bereitstellung von vielen internen
Informationen nicht automatisch zu einem besseren Verständnis, sondern im Gegenteil,
das Verständnis kann durch die Informationsflut sogar erschwert werden. Außerdem führt
Cucciniello et al. [41] an, dass noch genauer untersucht werden muss, unter welchen
Voraussetzungen Transparenz bei Regierungen für mehr Vertrauen sorgt.
Im Bereich von Cloud-Computing erlangt die Forderung nach mehr Transparenz gerade im
Zusammenhang mit Zertifizierung immer mehr an Bedeutung (vergleiche unter anderem
[124, 123, 113]). Aber auch die Haftung des Cloud-Anbieters für die Einhaltung der zuvor
mit dem Kunden getroffenen vertraglichen Vereinbarungen ist hier Thema (vergleiche
beispielsweise [77, 114, 88]). Übergeordnet ist Zurechenbarkeit, im Englischen als
Accountability bezeichnet, ein wichtiges Schutzziel im Bereich der Informationssicherheit
(vergleiche beispielsweise Abschnitt 2.1 von Cherdantseva [35]). Eng verwandt ist hiermit
auch das Schutzziel der Nichtabstreitbarkeit.
Diese Dissertation greift dabei die genannten Forderung auf und möchte durch die Ent-





In diesem Kapitel wird das dieser Dissertation zu Grunde liegende Rahmenwerk für CMS-
unabhängiges Monitoring vorgestellt. Außerdem wird ein Überblick zum aktuellen Stand
der Forschung im Bereich von Cloud-Monitoring präsentiert. Darüber hinaus werden die
in dieser Dissertation besprochenen Monitoring-Bausteine im dargestellten Rahmenwerk
verortet und es wird aufgezeigt, welche Herausforderungen hier primär behandelt werden
und welcher Beitrag zur Wissenschaft jeweils geliefert wird.
Ergebnisse dieses Kapitels basieren unter anderem auf der folgenden Publikation:
• M. Flittner, S. Balaban und R. Bless. „CloudInspector: A Transparency-as-a-Service
Solution for Legal Issues in Cloud Computing“. In: IEEE International Conference
on Cloud Engineering Workshop (Apr. 2016) [TT-5]
3.1 Überblick zum Stand der Forschung
Eine umfassende Bestandsaufnahme zu Cloud-Monitoring findet sich unter anderem
in [171, 44, 55, 186, 3]. Neben der Kategorisierung aktueller Arbeiten sind vor allem
die herausgearbeiteten Unterscheidungsmerkmale interessant. In Tabelle 3.1 wird ana-
lysiert, welche Aspekte die oben genannten Publikation jeweils als Monitoringzweck,
Anforderungen und Herausforderungen identifiziert haben. In der jeweiligen Kategorie
sind die Zeilen mit großer Übereinstimmung grau hinterlegt. Wird der jeweilige Aspekt

































Anzahl Autoren 4 5 2 8 5 –
Anzahl Seiten 23 16 30 6 16 –
Erscheinungsjahr 2013 2014 2014 2016 2017 –
Herausgeber Elsevier Elsevier Springer ACM Elsevier –
Monitoringsysteme 28 30 30 14 25 –
Veröffentlichungsort ComNet JPDC JoCCASA SAC JNCA –
Verwendete Referenzen 150 96 98 41 73 –
















Abrechnung • • – – • 3
Fehler-Ursachen-Analysen • • • – – 3
Lastverteilung – – • – – 1
Leistungsüberwachung • – • (•) • 4
Lokalisierung – – • – – 1
Management • • – (•) • 4
Netzüberwachung • – – – – 1
Planung • • – – • 3
Service-Level-Agreements • • • – – 3
Sicherheit • • – (•) – 3

























Anpassungsfähig • (•) • (•) – 4
Akkurat • – – • – 2
Aktuell • – • – – 2
Anpassbar – • – – – 1
Archivierend – • – – – 1
Autonom • • • • – 3
Effizient – • – – – 1
Elastisch • (•) • • – 4
Erschwinglich – • – – – 1
Erweiterbar • • – – – 2
Interoperabel / Portabel – • – – – 1
Mehrmandantenfähig (•) • – – – 2
Multi-granular – – • – – 1
Nicht-invasiv (•) • – – – 2
Nutzbar – • – – – 1
Ressourcenschonend – (•) – – • 2
Skalierbar • • • • • 5
Umfassend • – • • – 3
Zuverlässig • – (•) – – 2
































Abrechnung – – – – • 1
Anpassungsfähigkeit – • – – • 2
Cloud-Netz • – – – – 1
Datenspeicherung – – • – • 2
Domainübergreifend • – – – – 1
Effektivität • (•) – (•) – 3
Effizienz • • – – – 2
Einsicht in VMs – – – – • 1
Interoperabilität – • – – – 1
Konfiguration – – • (•) – 2
Kundenaktivität – • – – – 1
Lastgeneratoren • – – – – 1
Mehrmandantenfähig – – – • – 1
Monitoringstrategien – – • – – 1
Ohne Agenten – – – – • 1
Portierbarkeit – • – – – 1
Schichtenübergreifend • – – • – 2





























Service-Level-Agreements – – – • • 2
Sicherheit – • – – – 1
Skalierbarkeit – • – – • 1
Smart Grid – – – – • 1
Standards • – – – – 1
Wissenstransfer – – • – – 1
Tabelle 3.1: Übersicht zum derzeitigen Stand der Forschung im Bereich von Cloud-Monitoring (Fortsetzung vorherige Seite).
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nur Teilweise zur Sprache oder in einem leicht abgewandelten Kontext das Symbol (•).
Wird der jeweilige Aspekt nicht berücksichtigt, das Symbol –.
3.1.1 Monitoringzweck
Als Haupteinsatzzweck für Monitoring von Cloud-Umgebungen wird derzeit Leistungs-
überwachung und Management angesehen. Allerdings spielen auch Aspekte wie Abrech-
nung, Fehler-Ursachen-Analysen, Planung, Service-Level-Agreements und Sicherheit eine
Rolle. Neben dem Einsatzzweck für Monitoring wird außerdem unterschieden, ob es sich
um aktives oder passives Monitoring handelt und ob die Monitoringinformationen für
den Kunden oder den Cloud-Anbieter bereitgestellt werden. Weiter wird unterschieden,
ob das Monitoring innerhalb oder außerhalb der VMs von Kunden stattfindet und wie die
Kommunikation des Monitoringsystems aufgebaut ist (zum Beispiel Pull oder Push). Eine
detaillierte Betrachtung möglicher Architekturen für Monitoringsysteme findet sich in
[29]. Der in dieser Dissertation verfolgte Ansatz wird in Abschnitt 3.3 näher ausgeführt.
3.1.2 Anforderungen
In Tabelle 3.1 werden insgesamt 19 verschiedene Anforderungen an Monitoringsysteme
untersucht. Im Ergebnis zeigt sich, dass ein Monitoringsystem für Cloud-Umgebungen im
wesentlichen anpassungsfähig, elastisch und skalierbar sein sollte. Unter anpassungsfähig
wird hier die Fähigkeit zur selbstständigen Anpassung des Monitorsystems an die aktuelle
Lastsituation innerhalb der Cloud-Umgebung verstanden. Beispielsweise das automati-
sierte Verringern von Abfrageintervallen bei hoher Last. Ein Monitoringsystem ist dann
elastisch, wenn es das Cloud-typische Verhalten wie Migration von VMs oder Hinzufügen
von Kunden mit berücksichtigt. In der Literatur auch häufig als cloud-aware bezeichnet
(siehe zum Beispiel [186]). Die Skalierbarkeit eines Monitoringsystems ist nach dem
derzeitigen Stand der Forschung von besonderem Interesse – als einziges haben alle in der
Analyse enthaltenen Veröffentlichungen diesen Aspekt als eine wesentliche Anforderung
identifiziert. Neben den drei genannten Kernanforderungen spielen auch Eigenschaften
wie akkurat, aktuell, autonom, erweiterbar, mehrmandantenfähig, nicht-invasiv, ressour-
censchonend, umfassend und zuverlässig eine wichtige Rolle für Monitoringsysteme.
Ein Monitoringsystem wird dabei als umfassend bezeichnet, sofern es die Überwachung
verschiedenster Ressourcen innerhalb einer Cloud-Umgebung unterstützt (siehe zum
Beispiel [44]). Zwischen den Anforderungen Anpassbar und Anpassungsfähigkeit wird
wie folgt unterschieden: Die Anforderung Anpassungsfähigkeit ist für Monitoringsysteme
dann erfüllt, wenn sich diese adaptiv an die jeweilige Lastsituation und Monitoringaufga-
be anpassen kann. Es ist Anpassbar, sofern der Cloud-Anbieter das Monitoringsystem
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für seine Zwecke konfigurieren kann. Die weiteren aufgeführten Anforderungen sind
selbsterklärend.
3.1.3 Herausforderungen
Während sich in den betrachteten Publikationen viele Gemeinsamkeiten im Bezug auf den
Monitoringzweck und Anforderungen finden lassen, sind die angeführten Herausforde-
rungen breiter gefächert. Lediglich die Effektivität eines Monitoringsystems scheint unter
den 17 analysierten Aspekten bei immerhin drei Übereinstimmungen eine besondere
Rolle zu spielen. Unter Effektivität eines Monitoringsystems wird dabei gemeinhin die
Fähigkeit zur Filterung der Monitoringinformationen verstanden, so dass nur die wirklich
relevanten Informationen angezeigt werden. Nach Aceto et al. [3] sind hierbei die wesent-
lichen Herausforderungen, die Entwicklung von cleveren Algorithmen zur Korrelation
von Monitoringdaten, von Techniken zur Fehler-Ursachen-Analyse und von Messmetho-
den für virtuelle Umgebungen. Weitere Herausforderungen für Monitoringsysteme sind
Anpassungsfähigkeit, Datenspeicherung, Effizienz, Konfiguration, Schichtenübergreifend
und Service-Level-Agreements (SLAs).
3.1.4 Weiteres Forschungsumfeld
In den folgenden Abschnitten werden kurz ausgewählte Themen rund um Cloud-
Monitoring beleuchtet, die in Tabelle 3.1 nicht explizit erfasst werden, die aber für
diese Dissertation von Bedeutung sind.
3.1.4.1 Dienstleistungsverwaltung
Im übergeordneten Kontext soll Cloud-Monitoring auch zur Dienstleistungsverwaltung,
im Englischen Service Level Management, beitragen (siehe unter anderem [88, 54]).
Die Einhaltung der in der Regel zwischen Kunde und Cloud-Anbieter vereinbarten SLAs
(vergleiche [146]) sollen dabei durch Monitoringsysteme überwacht werden. Herausfor-
derungen in diesem Kontext sind unter anderem die Platzierung von Monitoringeinheiten
[164, 165], Überprüfung der Verfügbarkeit einer Cloud-Umgebung [166], oder die Aus-
wahl von Cloud-Anbietern nach Quality-of-Service-Metriken [79]. Für letzteres schaffen
insbesondere die Arbeiten von Knode und Egan [112] und Ardagna et al. [7] neue
Schnittstellen für Kunden zur Überprüfung der von Cloud-Anbietern bereitgestellten
Dienstleistung. Dies soll die Transparenz der verschiedenen Cloud-Angebote verbessern
und das Vertrauen in einzelne Cloud-Anbieter steigern. In der Literatur werden solche
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Ansätze auch im Kontext der Beurteilung der Sicherheit einer Cloud-Umgebung durch
Kunden besprochen [71].
3.1.4.2 Vertrauenswürdige Laufzeitumgebungen
Wie Ko et al. [113] und Cheng et al. [34] zeigen, können Cloud-Umgebungen so entwi-
ckelt werden, dass Zuverlässigkeit und Sicherheit integraler Bestandteil des Entwurfs
sind. Hierbei kommen beispielsweise Ansätzen aus dem Bereich Trusted Computing
zum Einsatz. Durch Verlagerung von kritischer Funktionalität auf physische Faktoren
(wie Trusted Platform Module [174, 95] und Software Guard Extensions [272]) sol-
len Auswirkungen von Angriffen minimiert werden. Zusätzlich sollen Kunden dann die
Cloud-Konfiguration der physischen Cloud-Knoten überprüfen und sicherstellen können,
dass die physische Hardware den vertraglichen Vereinbarungen entspricht. Allerdings
bringen solche Mechanismen enorme Komplexität und Inflexibilität in eine bestehende
Cloud-Infrastruktur. Außerdem können Fehlkonfigurationen zur Laufzeit nicht sicher
erkannt werden, da sich die Überprüfung nur auf die Kompatibilität der physischen
Cloud-Knoten an sich bezieht. Wenn zum Beispiel durch die Überprüfung sichergestellt
wird, dass die physischen Cloud-Knoten kompatibel sind, so können zur Laufzeit trotzdem
Fehlkonfigurationen des CMS trotz Kompatibilität vorliegen.
3.1.4.3 Richtliniendurchsetzung
Vertragliche Vereinbarungen zwischen Kunde und Cloud-Anbieter lassen sich auch auto-
matisiert überprüfen und durch zusätzliche Mechanismen, so sogenannte Richtlinien-
durchsetzung (im Englischen Policy Enforcement), in der Cloud-Infrastruktur erzwingen
[176, 48, 106]. Hierzu übermitteln Kunden dem Cloud-Anbieter vorab ein Menge an Re-
geln, deren Umsetzung dann durch zusätzliche Mechanismen in der Cloud-Infrastruktur
erzwungen wird. Auf diese Art und Weise soll das Vertrauen in Cloud-Umgebungen erhöht
werden. Allerdings bedeutet dies einen erheblichen Einschnitt in die Cloud-Infrastruktur.
Beispielsweise kann dann der Cloud-Anbieter nicht mehr abwägen, vertragliche Verein-
barungen von Kunden kurzfristig zu verletzen, um ein höheres Gut zu schützen – zum
Beispiel um bleibenden Schaden in der Cloud-Infrastruktur oder einen Komplettausfall
des Dienstes zu verhindern. Auch kann es bei der Durchsetzung von Richtlinien schnell
zu Konflikten kommen und es müssen geeignet Maßnahmen zur Priorisierung geschaffen
werden.
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3.1.4.4 Zertifizierungen
Neben den verschiedenen Monitoringlösungen ist die Forderung nach Zertifizierung
von Cloud-Umgebungen und Cloud-Anbietern etabliert (siehe unter anderem [170]).
Dabei sollen sowohl das vom Cloud-Anbieter aufgebaute Datenzentrum, die internen
Betriebsabläufe, als auch die vertraglichen Regelungen zwischen Cloud-Anbieter und
Kunde nach einem einheitlichen Maßstab evaluiert und zertifiziert werden. Die von
einer vertrauenswürdigen dritten Partei ausgestellten Zertifikate sollen dann Kunden
helfen, zu entscheiden welcher Cloud-Anbieter am vertrauenswürdigsten ist. Mit Hilfe
der Zertifikate soll transparent werden, welcher Cloud-Anbieter in der Lage ist, welchen
Standard einzuhalten. So bringen Zertifikate gleich zwei Vorteile mit sich: zum einen
helfen sie Cloud-Anbietern sich auf dem Markt von anderen abzusetzen, zum anderen
dienen sie Kunden als Orientierung bei der Auswahl eines Cloud-Anbieters. In der Praxis
haben sich hierfür zahlreiche Ansätze etabliert [257, 303, 98, 99, 100, 148, 249, 256].
Auch ist Zertifizierung von Cloud-Umgebungen Gegenstand mehrerer laufender Projekte
(siehe unter anderem [248]). Für zukünftige Systeme lässt sich außerdem ein Trend in
Richtung automatischer und kontinuierlicher Überprüfung der zertifizierten Eigenschaf-
ten ausmachen [124]. Allerdings bringen Zertifikate eine gewisse Inflexibilität was den
Überprüfungsgegenstand und den Überprüfungszeitpunkt anbelangt mit sich. So können
Kunden derzeit nicht nach Belieben Rezertifizierunge nanstoßen, wenn die Funktionalität
des CMS in Frage steht.
3.1.5 Zwischenfazit
Die Forderung nach Monitoring von Cloud-Umgebungen zur Erhöhung der Transparenz
spiegelt sich in der gegenwärtigen Literatur wider. Eine besondere Triebfeder spielt dabei
das Verhältnis zwischen Kunde und Cloud-Anbieter. Dieses wird häufig in Form von
Verträgen oder SLAs festgehalten und ist dann Gegenstand von Cloud-Monitoring. Von
besonderem Interesse ist dieses Thema auch aus rechtlicher Sicht, da neben Zertifizierun-
gen, wenn möglich, zusätzliche Überprüfungsmöglichkeiten vorgehalten werden sollen.
Aber nicht nur der Überprüfung zur Laufzeit wird in der Literatur Rechnung getragen,
sondern auch der Vorhaltung von Monitoringdaten zur späteren Fehler-Ursachen-Analyse
ist Thema.
Im Rahmen dieser Dissertation werden verschiedene Bausteine entwickelt, die sich zu
einem Rahmenwerk für unabhängiges Cloud-Monitoring zusammensetzen lassen. Dabei
werden von den oben identifizierten wichtigen Eigenschaften für Monitoringsysteme
Elastizität, Skalierbarkeit und Effizienz mit berücksichtigt. Weniger zentrale Anforde-
rungen wie Anpassungsfähigkeit spielen im Kontext dieser Arbeit hingegen nur eine
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untergeordnete Rolle. Allerdings wird in dieser Dissertation eine ganz neue Anforderung
an Monitoringsysteme untersucht: Unabhängigkeit vom Cloud-Management-System. Das
diese Anforderung von Relevanz ist, zeigt auch die im Zusammenhang mit dieser Disser-
tation von Rieth [TT-7] durchgeführte Umfrage unter Cloud-Anbietern (für mehr Details
siehe Anhang B).
Nachstehend wird zunächst kurz auf den im Rahmen dieser Dissertation anvisierten
Zweck für Monitoring eingegangen. Anschließend wird der Systementwurf des zu Grun-
de liegenden Rahmenwerks präsentiert und ausgeführt, welche Verbesserungen die im
Rahmen dieser Dissertation erarbeiteten Monitoring-Bausteine im Vergleich zu verwand-
ten Arbeiten jeweils bieten sollen.
3.2 Betrachteter Monitoringzweck
Monitoring der Funktionalität eines CMS durch Kunden birgt zwei verschiedene Gesichts-
punkte in sich. Zum einen die Überprüfung von vertraglichen Vereinbarungen zwischen
Kunde und Cloud-Anbieter zur Laufzeit. Hierbei ist wichtig, dass Kunden im Gegensatz
zu Zertifizierungen selbst aktiv steuern können, wann und wie oft ein Soll-Ist-Vergleich
zwischen vertraglicher Vereinbarung und tatsächlicher Realisierung stattfinden soll. Zum
anderen die Aufzeichnung von Monitoringdaten zur späteren Fehler-Ursachen-Analyse.
Die so aufgezeichneten Monitoringdaten sollen dann später beispielsweise vor Gericht
heranziehbar sein.
In den nachstehenden Abschnitten werden beide Zwecke noch etwas genauer vorgestellt
und eine Abgrenzung zu in dieser Dissertation nicht behandelten Aspekten vorgenommen.
In Abschnitt 3.4 wird dann näher ausgeführt, wo in diesem Umfeld die Beiträge dieser
Dissertation liegen.
3.2.1 Vertragliche Vereinbarungen
Neben SLAs, die Metriken und Schranken für die Qualität der zu erbringenden Dienst-
leistung beschreiben [88, 189, 5, 146], werden zusätzliche vertragliche Vereinbarungen
zwischen Kunde und Cloud-Anbieter festgehalten. Beispielsweise Regelungen zur Durch-
führung von regelmäßigen Zertifizierungen oder zur Platzierung von VMs auf physischen
Cloud-Knoten in Deutschland. Für SLAs existieren dabei zahlreiche Ansätze, die die zu
überprüfenden Anforderungen als maschinenlesbare darstellen [128, 111, 177]. Im Fokus
dieser Dissertation steht jedoch nicht die Mächtigkeit und das Format einer Sprache zur
Beschreibung von vertraglichen Vereinbarungen. Daher wird für den folgenden Verlauf
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davon ausgegangen, dass sich Anforderungen des Kunden mit Hilfe einer geeigneten
Sprache ausdrücken lassen. Auch ist die Entwicklung von geschickten Algorithmen zur
Überprüfung konkreter vertraglicher Vereinbarungen nicht Gegenstand dieser Dissertati-
on.
3.2.2 Aufzeichnung für Fehler-Ursachen-Analysen
Neben der Überprüfung von vertraglichen Vereinbarungen zur Laufzeit, spielt auch die
Aufzeichnung von Monitoringdaten eine wesentliche Rolle bei der Überprüfung eines
CMS. Während ersteres Informationen über den aktuellen Betrieb liefert, dient letzteres
zum Aufbrechen der Beweisasymmetrie zwischen Kunde und Cloud-Anbieter. Typischer-
weise hat der Kunde keinen Zugriff auf historische Daten über das Cloud-Verhalten und
der Cloud-Anbieter kein Interesse daran, diese Daten im Fall einer Pflichtverletzung an
den Kunden auszuliefern. Daher ist es sinnvoll, aufgezeichnete Monitoringdaten bei einer
vertrauenswürdigen dritten Partei zu hinterlegen. Dort sind die in den Daten enthaltenen
Betriebsgeheimnisse gleichermaßen vor dem Zugriff des Kunden und Cloud-Anbieters
geschützt. Im Fall von Rechtsstreitigkeiten können diese von der vertrauenswürdigen
dritten Partei dann trotzdem einem Experten zur Fehler-Ursachen-Analyse zugänglich
gemacht werden. Die komplette Aufzeichnung einer VM während der gesamten Lebens-
dauer kommt dabei aufgrund der hohen Datenmenge nicht in Frage (vergleiche auch
[186, 171]). Von einem Monitoringsystem können daher höchstens Metadaten zum Le-
benszyklus von VMs aufgezeichnet werden. Im Fokus dieser Dissertation steht allerdings
nicht eine Analyse von relevanten Metadaten oder die Entwicklung geeigneter Verfahren
zur Durchführung von Fehler-Ursachen-Analysen selbst. Stattdessen wird zunächst vor-
ausgesetzt, dass die durch das Monitoringsystem erhobenen Monitoringdaten geeignet
sind um Fehler-Ursachen-Analysen durchzuführen.
3.3 Grundlegender Systementwurf
Die im Rahmen dieser Dissertation entworfenen Monitoring-Bausteine bauen auf einem
agentenbasierten Rahmenwerk zum Monitoring von Cloud-Umgebungen auf (vergleiche
zum Beispiel [134]). Der Kategorisierung von Calero und Aguado [29] folgend, ist die
Architektur des Rahmenwerks als sogenannte Extended and Adaptive Internal Monitoring
Architecture einzuordnen: Mit Hilfe von Agenten wird auf den physischen Cloud-Knoten
der Zustand der Knoten und der virtuellen Ressourcen überwacht, ohne dass dazu
ein Eingriff in VMs notwendig wird. Das hier zur Grunde liegende Rahmenwerk ist
also insbesondere nicht-invasiv, da weder aktive Tests durchgeführt noch Anpassungen
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von VMs vorgenommen werden. Außerdem erhält das Rahmenwerk Zugriff auf den
Kontrollkanal des CMS um bei Bedarf auf Aktionen des CMS reagieren zu können. Im
Gegensatz zu beispielsweise Xu et al. [193] ist ein zentraler Controller zur Sammlung von
Monitoringdaten und Durchführung von Überprüfungen vorgesehen. Sowohl Kunden als
auch der Cloud-Anbieter sollen Zugriff auf das Rahemwerk erhalten.
Das Rahmenwerk wird im weiteren Verlauf als CloudInspector bezeichnet (siehe auch
[TT-5]). Nachstehend werden zunächst die Komponenten von CloudInspector näher
vorgestellt. Außerdem wird das interne Kommunikationsmuster zum Abruf von Monito-
ringdaten skizziert und der Ablauf eines Monitoringprozesses erläutert. Abschließend
werden die in dieser Dissertation besprochenen Monitoring-Bausteine in das Gesamtkon-
zept eingeordnet.
3.3.1 Komponenten
Zur Realisierung des CloudInspector-Rahmenwerks werden die Komponenten Monitoring-
Controller (Monitoring-Controller), Monitoring-Agent (Monitoring-Agent) und Log-
Server (Log-Server) konzipiert. Anhand von Abbildung 3.1 werden diese Komponenten
in das im Kapitel 2 vorgestellte architekturelle Rahmenwerk für Cloud-Computing einge-
ordnet.
Monitoring-Controller: Über den Monitoring-Controller können Kunden auf die
Funktionen des CloudInspectors zugreifen. Dazu muss der Monitoring-Controller
sowohl für die Kunden erreichbar sein, als auch Konnektivität zu den Monitoring-
Agenten und dem Log-Server innerhalb der Cloud-Infrastruktur haben.
Monitoring-Agent: Zur lokalen Erfassung von Monitoringdaten wird auf jedem phy-
sischen Cloud-Knoten ein Monitoring-Agent ausgebracht. Die zur Erfassung notwen-
digen Informationen werden aus den vom CMS unabhängigen lokalen Datenquel-
len (Sensoren) gewonnen. Auf Anfrage des Monitoring-Controllers übermittelt der
Monitoring-Agent die erfassten Monitoringdaten oder erhebt neue Monitoringdaten.
Darüber hinaus sendet der Monitoring-Agent eigenständig Monitoringdaten an den
Log-Server.
Log-Server: Protokollierungskomponente zur beweissicheren Verwahrung von Moni-
toringdaten bei einer vertrauenswürdigen dritten Partei. Dabei erhält der Log-Server
die zu verwahrenden Informationen von den Monitoring-Agenten. Welche vertrau-
enswürdige dritte Partei zur beweissicheren Verwahrung verwendet werden soll, ist
durch den Monitoring-Controller konfigurierbar. Die beweissichere Verwahrung an
sich ist allerdings nicht Gegenstand dieser Dissertation.

































































































Abbildung 3.1: Einordnung der Komponenten des CloudInspectors in das verwendete ar-
chitekturelle Rahmenwerk für Cloud-Computing nach Flittner et al. [TT-5].
Nicht dargestellt: Zugriff des CloudInspectors auf den Kontrollkanal des
Cloud-Management-Systems.
Die Komponenten Monitoring-Agent und Log-Server befinden sich dabei innerhalb der
Cloud-Anbieter-Domäne (in der Cloud-Infrastruktur), wohingegen sich der Monitoring-
Controller an der Schnittstelle zwischen Kunden- und Cloud-Anbieter-Domäne befindet.
Daher ist der Monitoring-Controller auch für Kunden erreichbar, wohingegen der Kunde
keinen Zugriff auf die Monitoring-Agenten und den Log-Server hat.
3.3.2 Kommunikation zwischen den Komponenten
Eine Besonderheit des CloudInspector-Ansatzes ist die Art und Weise, wie Monitoring-
daten vom Monitoring-Controller von den Monitoring-Agenten abgefragt werden. Hier
spielt Skalierbarkeit eine besondere Rolle.
Eine Cloud-Infrastruktur besteht typischerweise aus mehreren zehntausend physischen
Cloud-Knoten [265, 259, 168]. Für die Überprüfung von vertraglichen Vereinbarungen
eines einzelnen Kunden sind allerdings nur die Daten einer kleinen Teilmenge der physi-
schen Cloud-Knoten erforderlich – nämlich nur diejenigen, auf denen derzeit virtuelle
Ressourcen des Kunden platziert sind.
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Um inhärente Skalierbarkeit des CloudInspector-Ansatzes zu erreichen, werden Überprü-
fungen bei CloudInspector zielgerichtet auf die physischen Cloud-Knoten beschränkt, die
virtuelle Ressourcen für den anfragenden Kunden verwalten. Hierzu wird innerhalb von
CloudInspector für jeden Kunden eine eigene Monitoringgruppe gebildet. Die Monitoring-
Agenten treten einer solchen Kunden-spezifischen Gruppe bei, sobald virtuelle Ressourcen
für einen Kunden auf dem lokalen physischen Cloud-Knoten detektiert wurden. Auf diese
Art und Weise kann der Monitoring-Controller für Überprüfungen durch Kunden mit-
tels Request-Response-Kommunikation von allen zur Gruppe des Kunden gehörenden
Monitoring-Agenten die entsprechenden Monitoringdaten abrufen. Physische Cloud-
Knoten beziehungsweise Monitoring-Agenten, die keine virtuellen Ressourcen dieses
Kunden verwalten, werden dadurch von der Request-Response-Kommunikation explizit
ausgeklammert – diese sind nicht Mitglied in der entsprechenden Kunden-spezifischen
Gruppe.
3.3.3 Modellierung des Monitoringprozess
Grundsätzlich lässt sich Prozess eines Monitoring-Mechanismus in einzelne Schritte zer-
legen. In Abbildung 3.2 sind die für CloudInspector relevanten Prozessschritte Auslöser,
Datenerhebung und Verarbeitung vereinfacht dargestellt. An dieser Stelle wird der Pro-
zess zunächst nur im Überblick vorgestellt, weitere Details hierzu finden sich dann in
Abschnitt 6.1.
Auslöser Datenerhebung Verarbeitung
Abbildung 3.2: Vereinfachte Darstellung eiens Monitoringprozesses.
3.3.3.1 Auslöser
Auslöser für die Überprüfung von vertraglichen Vereinbarungen zur Laufzeit ist der Kunde.
Auf dessen willkürliche Anfrage an den CloudInspector wird eine direkte Überprüfung
der aktuellen Cloud-Konfiguration vorgenommen. Hierzu werden Monitoringdaten aus
der Cloud-Infrastruktur erhoben und mit der gewünschten Spezifikation des Kunden
abgeglichen.
Die Aufzeichnung von Monitoringdaten zur späteren Fehler-Ursachen-Analyse hingegen
erfolgt kontinuierlich. Hierzu konfiguriert der Kunde den CloudInspector entsprechend.
3.4 Monitoring-Bausteine und berücksichtigte Anforderungen 37
Dieser überwacht dann ob neue Monitoringdaten vorliegen und verwahrt diese anschlie-
ßend bei einer vertrauenswürdigen dritten Partei.
3.3.3.2 Datenerhebung
Prinzipiell werden die durch CloudInspector erhobenen Monitoringdaten aus unter-
schiedlichen Datenquellen gewonnen. Dabei ist der Zugriff auf CloudInspector-externe
Komponenten inhärent notwendig. Aus diesen Komponenten werden dann Monitoring-
daten über die Cloud-Umgebungen und die Aktivitäten des CMS abgefragt. Hierzu wird
nach Möglichkeit auf existierende Schnittstellen zurückgegriffen. Die erhobenen Daten
werden anschließend im nächsten Prozessschritt verarbeitet.
3.3.3.3 Verarbeitung
In diesem Prozessschritt wird einerseits abgeglichen, ob die vom Kunden angestoßene
Überprüfung von vertraglichen Vereinbarungen erfolgreich war. Hierbei muss sicher-
gestellt werden, dass die ermittelten Monitoringdaten bezüglich der aktiven Cloud-
Konfiguration die gewünschte Spezifikation korrekt umsetzen und nicht verletzen.
Zum anderen werden die erhobene Monitoringdaten für beweissichere Verwahrung an
eine vertrauenswürdigen dritte Partei übermittelt.
3.4 Monitoring-Bausteine und berücksichtigte
Anforderungen
Die in dieser Dissertation behandelten Monitoring-Bausteine sind wie folgt im
CloudInspector-Rahmenwerk zu verorten. Abbildung 3.3 gibt dabei einen Überblick
über die Kapitelstruktur und Einordnung.
In Kapitel 4 wird ein Adaptives Transportsystem für Request-Response in Gruppen
vorgestellt, welches sich bei CloudInspector für den Abruf von Monitoringdaten mehrerer
Agenten eignet. Wichtige Anforderungen, die in diesem Kontext berücksichtigt werden,
sind: Anpassungsfähigkeit (auch als adaptiv bezeichnet), Skalierbarkeit und Effizienz.
Während der Entwurf des Rahmenwerks durch die Bildung von Monitoringgruppen je
Kunde bereits von sich aus auf Skalierbarkeit ausgelegt ist, stellt die Ausgestaltung eines
effizienten Transportsystems für Gruppen eine besondere Herausforderung dar. Außerdem
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Kapitel 4 Kapitel 5 Kapitel 6







































Abbildung 3.3: Kapitelstruktur zu den behandelten Monitoring-Bausteinen.
wird in Kapitel 4 dargelegt, wie das Transportsystem adaptiv auf Nachrichtenverlust
reagiert.
Kapitel 5 beleuchtet das bei Überprüfungen zur Laufzeit unvermeidliche Spannungsver-
hältnis zwischen Geheimhaltung von Betriebsgeheimnissen des Cloud-Anbieters und der
Nutzung von (geheimen) Monitoringdaten zur Überprüfung. Zur Laufzeit ist der Kunde
einerseits nur an dem Ergebnis der Überprüfung interessiert, zur Fehler-Ursachen-Analyse
anderseits sind die konkret überprüften Monitoringdaten relevant. In dem Kapitel wird
daher ein Verdeckender Ungleichheitsnachweis für Monitoringdaten vorgestellt, der
beide Anforderungen miteinander vereint: die Monitoringdaten bleiben während der
Überprüfung geheim und sind gleichzeitig für spätere Fehler-Ursachen-Analysen eindeutig
aufdeckbar. Besonders herausfordernd ist hier die sichere Ausgestaltung des Verfahrens.
Eingesetzt werden soll das Verfahren dabei an der Schnittstelle zwischen Kunde und
Monitoring-Controller.
Kapitel 6 widmet sich der im Vergleich zum Stand der Wissenschaft neu identifizierten An-
forderung nach Unabhängigkeit vom CMS. Hier ist die Unabhängigkeit für Monitoring-
Mechanismen in Cloud-Umgebungen von besonderem Interesse. Dazu werden verschie-
dene Datenquellen hinsichtlich ihrer Unabhängigkeit vom CMS analysiert. Außerdem
wird geklärt, unter welchen Bedingungen Unabhängigkeit vom CMS in realen Cloud-
Umgebungen erreichbar ist und es wird eine passende Taxonomie entwickelt. Außerdem
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wird aufgezeigt, wie die für Cloud-Umgebungen typische Elastizität Monitoringergeb-
nisse beeinflusst. Abschließend erfolgt eine Zusammenfassung des durch unabhängige
Monitoring-Mechanismen entstehenden Overheads.
Schließlich wird in Kapitel 7 kurz auf das Zusammenspiel der Monitoring-Bausteine
innerhalb des hier vorgestellten Rahmenwerks für unabhängiges Cloud-Monitoring ein-
gegangen.
3.5 Zusammenfassung
Cloud-Monitoring ist im aktuellen wissenschaftlichen Diskurs ein relevantes Thema.
Allerdings wird der Forderung nach Unabhängigkeit vom CMS nach bestem Wissen bisher
keine Aufmerksamkeit geschenkt. In dieser Dissertation hingegen wird der Aspekt der
Unabhängigkeit – neben weiteren relevanten Anforderungen wie Anpassungsfähigkeit,
Elastizität und Skalierbarkeit – als zentraler Bestandteil mitberücksichtigt.
Im Rahmen dieses Kapitels wird das der Dissertation zu Grunde liegende agentenbasierte
Monitoring-Rahmenwerk mit dem Bezeichner CloudInspector vorgestellt. Dieses besteht
aus den Komponenten Monitoring-Controller, Monitoring-Agenten und Log-Server.
Außerdem wird eine erste Einordnung der im Weiteren besprochenen Monitoring-





Um Monitoringdaten von mehreren physischen Cloud-Knoten einzusammeln, wird
Request-Response-Kommunikation für Gruppen benötigt. Der Schwerpunkt dieses Kapi-
tels liegt daher auf der Erweiterung der Request-Response-Dienst-Definition für Gruppen
(vergleiche Definition 2.1 in Abschnitt 2.4). Eine besondere Herausforderunge im Kon-
text von gruppenbasierten Request-Response-Diensten ist die effiziente Nutzung von
Netzressourcen. Hinzu kommt, dass der Begriff Vollständigkeit im Bezug auf die von den
Gruppen erwarteten Response-Nachrichten neu aufgefasst werden muss.
Das in diesem Kapitel beschriebene Transportsystem trägt den Bezeichner gAUDIT und
soll die Lücke von fehlender Unterstützung für Request-Response in dezentral verwalteten
Gruppen schließen, indem eine effiziente gruppenbasierte Variante dieses Dienstes zur
Verfügung gestellt wird.
Diese Kapitel widmet sich der folgenden Forschungsfrage:
Durch welche Mechanismen kann ein Request-Response-Dienst für Gruppen Netzres-
sourcen effizient nutzen? Wie wirkt sich die erwartete Antwort-Vollständigkeit hierauf
aus?
Insbesondere wird besprochen, wann der Versand von Request-Nachrichten per Multicast
effizienter als per Unicast ist. Darüber hinaus wird ein ARQ-Verfahren zur Fehlerbehand-
lung präsentiert und analysiert, wie Response-Nachrichten hinreichend desynchronisiert
werden können, sodass die Incast-Problematik nicht auftritt und die Ausführungszeit von
gAUDIT im akzeptablen Rahmen bleibt. Aspekte von Fluss- und Staukontrolle werden hier
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zunächst nicht näher untersucht, da in der Regel nur eine einzelne Nachricht übertragen
wird.
Ergebnisse dieses Kapitels basieren unter anderem auf der folgenden Publikation:
• M. Flittner, A. Weigel und M. Zitterbart. „gAUDIT: A group communication-capable
request-response middleware for auditing clouds“. In: 2017 International Confe-
rence on Networked Systems (NetSys). März 2017 [TT-3]
4.1 Umzusetzende Kommunikationsanforderungen
Im folgenden Abschnitt werden am Beispiel des CloudInspector-Anwendungsfalls die
Kommunikationsanforderungen für die Durchführung von Request-Response in Gruppen
untersucht. Die Anpassung des Request-Response-Kommunikationsmusters auf Szenarien
mit Gruppen ist von besonderem Interesse, weil bei CloudInspector Monitoringdaten von
einer Gruppe von physischen Cloud-Knoten gleichzeitig abgefragt werden müssen.
Anhand der Abbildung 4.1 werden die Kommunikationsanforderungen des CloudInspec-
tors weiter präzisiert. Gegeben sind ein Monitoring-Controller und mehrere Monitoring-
Agenten. Um Überprüfungen durch den Monitoring-Controller auf einen einzelnen Kun-
den beschränkt durchführen zu können, wird bei CloudInspector je Kunde eine eigene
Gruppe gebildet (siehe Abschnitt 3.3.2) – hier die Gruppen A, B und C. Außerdem wird
in der Abbildung 4.1 ersichtlich, dass im abgebildeten Beispiel die Monitoring-Agenten
unterschiedlichen Gruppen angehören – der Monitoring-Agent 1 der Gruppe A und B;
der Monitoring-Agent 2 der Gruppe A, B und C; der Monitoring-Agent 3 der Gruppe A
und C.
Ein Monitoring-Agent tritt einer solchen, zu einem Kunden gehörenden Gruppe, eigen-
ständig bei, sobald virtuelle Ressourcen des Kunden auf dem entsprechenden physischen
Cloud-Knoten ausgeführt werden (siehe Abschnitt 3.3.2). Die so je Kunde gebildeten
Gruppen werden vom Monitoring-Controller verwendet, um gezielt zu einem Kunden
gehörende Monitoringdaten von den verantwortlichen Monitoring-Agenten abzurufen –
beispielsweise wenn überprüft wird, ob die VMs eines Kunden vom CMS an der vorgese-
henen Stelle in der physischen Cloud-Infrastruktur platziert wurden. Bei einer Request-
Nachricht an die Gruppe A sollen hier die Monitoring-Agenten 1, 2 und 3 erreicht werden.
Für die Gruppe C sind dies die Monitoring-Agenten 2 und 3.
Je nach Art der Anfrage an die Gruppe sind unterschiedlich viele Antworten der Gruppen-
mitglieder notwendig. Wird beispielsweise die Platzierung einer einzelnen VM abgefragt,
so genügt die Antwort des Monitoring-Agenten, auf dessen physischen Cloud-Knoten die












































für Mitglieder einer Gruppe
Welche Gruppe soll adressiert 
werden? Wie viele Response-
Nachrichten werden erwartet? Wie 
wird Nachrichtenverlust behandelt? 
Response-Nachricht(en)
[Unicast]
Abbildung 4.1: High Level Übersicht der CloudInspector-internen Kommunikation und den
sich daraus ergebenden Anforderungen.
VM tatsächlich ausgeführt wird. Hingegen werden im Fall einer Zufallsstichprobe nur die
Antworten der zufällig ausgewählten Gruppenmitglieder erwartet.
Hieraus ergeben sich zwei Anforderungen für die CloudInspector-interne Kommunikati-
on.
Request-Response für Gruppen: Da bei CloudInspector eine Gruppe in der Regel aus
mehreren Monitoring-Agenten besteht, muss zunächst die Frage der Durchführung
von Request-Response in Gruppen gelöst werden. Hierbei sollen die Kommunikati-
onsbeziehungen zwischen dem Client und mehreren Servern gemeinsam verwaltet
und Request-Nachrichten effizient über das Cloud-Netz übertragen werden. Genauso
sollen die davon abhängigen Kommunikationsbeziehungen zwischen den Servern
und dem Client mit berücksichtigt werden (Bidirektionalität). Des Weiteren soll über
Parameter einstellbar sein, wie viele Response-Nachrichten erwartet werden – bei-
spielsweise, ob Response-Nachrichten von allen Mitgliedern erforderlich sind, oder
ob bereits eine einzelne Nachricht ausreicht.
Dezentrale Gruppenverwaltung: Die Mitgliedschaft in einer Gruppe soll durch die
Monitoring-Agenten frei wählbar sein. Dadurch können Monitoring-Agenten bestim-
men, für welche Gruppen Request-Nachrichten empfangen werden. Jedem Kunde des
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Cloud-Anbieters wird eindeutig eine Gruppe zugeordnet. Diese eindeutige Zuordnung
wird sowohl von den Monitoring-Agenten als auch von dem Monitoring-Controller
verwendet.
Die identifizierten Anforderungen werden im Folgenden als Transportsystem umgesetzt.
Hierdurch lässt sich die Effizienz von IP- und Ethernet-Multicast für Request-Response in
Gruppen nutzen (vergleiche auch Abschnitt 2.2). In Abbildung 4.2 wird dargestellt, welche











Abbildung 4.2: Übersicht über die von CloudInspector-Komponenten verwendeten
Transportsystem-Dienste.
Im weiteren Verlauf wird das gAUDIT-Transportsystem vorgestellt, welches die oben
beschriebene Funktionalität zur Verfügung stellt.
4.2 Request-Response-Dienste für Gruppen
Eine gruppenbasierte Dienstvariante des singulären Request-Response-Diensts (1RRS)
(Punkt-zu-Mehrpunkt) wird im Folgenden als Gruppenbasierter 1RRS (g1RRS) bezeichnet
und in Definition 4.1 weiter präzisiert. Wie bei 1RRS zwischen Punkt-zu-Punkt (siehe
Abschnitt 2.4), spielt Reihenfolgetreue der Nachrichten bei g1RRS im Rahmen dieser
Dissertation keine Rolle. Es kommt daher insbesondere nicht darauf an, von welchem
Mitglied der Gruppe der Initiator zuerst eine Response-Nachricht erhält.
Definition 4.1 [Gruppenbasierter 1RRS] Ein Dienst, der von einer vorgegebenen Menge
der Mitglieder einer Gruppe Daten korrekt und ohne Duplikate oder Phantom-Daten abruft.
Der Dienst ist erfüllt, sobald alle erwarteten Response-Nachrichten empfangen wurden. Die
Fehlerbehandlung des Dienstes deckt dabei sowohl den Verlust von Nachrichten in beiden
Richtungen zwischen Client- und Server-Instanzen ab (bidirektional), als auch den Verlust
von Nachrichten in der Anwendungsebene von Server-Instanzen.
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Ein wichtiges Merkmal von g1RRS ist die Parametrisierung der erwarteten Response-
Nachrichten im Bezug zu allen adressierten Gruppenmitgliedern – beispielsweise wenn
zwar die gesamte Gruppe angefragt wird, jedoch nur die Antwort von einer Server-
Instanz benötigt wird (zum Zeitpunkt der Anfrage ist nicht klar welches Gruppenmitglied
antworten muss, sondern nur, dass genau eine Response-Nachricht erwartet wird). Als
Begriff für diese Parametrisierung wird der Begriff Response-Vollständigkeit verwendet
(siehe Definition 4.2).
Definition 4.2 [Response-Vollständigkeit] Beschreibt bezüglich einer bei Request-Response
adressierten Gruppe, von wie vielen Gruppenmitgliedern Response-Nachrichten erwartet
werden.
Typische gruppenbasierte Dienste der Transportschicht (vergleiche beispielsweise [190,
145, 47, 200, 191]) bieten zwar unterschiedliche Zuverlässigkeitsgrade, eignen sich
allerdings nicht zur Umsetzung des g1RRS. Die gruppenbasierten Dienste der Transport-
schicht sind in der Regel auf unidirektionale Datenübertragung ausgelegt. Für einen
Request-Response-Dienst bei Gruppen wird jedoch eine bidirektionale Betrachtung der
Kommunikation mit Behandlung sowohl von Fehlern auf dem Transportweg als auch in
Server-Instanzen vorausgesetzt. Hinzu kommt, dass existierende gruppenbasierte Dienste
der Transportschicht keine Parametrisierung von Response-Vollständigkeit erlauben.
Um unterschiedliche Monitoringansätze zu unterstützen sind verschiedene Ausprägungen
des g1RRS wünschenswert. In Tabelle 4.2 sind die identifizierten Klassen beschrieben.
Für den Anwendungsfall bei CloudInspector kommen insbesondere die g1RRS-Klassen
Statistisch-zuverlässig und k-zuverlässig in Betracht. Die Klasse Unzuverlässig dient später
zum Vergleich beziehungsweise als Benchmark.
4.3 Herausforderungen
Die wesentliche Herausforderung bei Realisierung des Transportsystems gAUDIT ist die
Integration eines parametrisierbaren Request-Response-Mechanismus, bei dem die Ver-
waltung der Gruppenmitgliedschaft den Monitoring-Agenten (Server-Instanzen) obliegt.
Weiterhin muss die Effizienz des Datentransports für verschiedene Parameterisierungen
von Response-Vollständigkeit mitberücksichtigt werden. Auf beide Fragestellung wird im
Folgenden näher eingegangen.
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g1RRS-Klasse Response-Vollständigkeit Anwendungsfall
Unzuverlässig keine Monitoring von nicht kriti-
schen Zuständen. Beispiels-
weise zur Überprüfung der
Systemzeit der physischen
Cloud-Knoten.
Statistisch-zuverlässig Angabe der Auswahlwahr-
scheinlichkeit a (%), mit de-
ren Hilfe alle Gruppenmitglie-
der bestimmen, ob sie Teil der
Stichprobe sind
Monitoring für Zwecke bei de-
nen eine Totalerhebung zu
teuer und zeitaufwändig wä-
re (z.B. Zufallsstichprobe aus
Lastgründen). Bei Verwen-
dung von a = 100% werden
Information von allen Grup-
penmitgliedern angefordert.
k-zuverlässig Absolute Anzahl k der erwar-
teten Response-Nachrichten
Monitoring für Anwendungs-
fälle bei denen a priori be-
kannt ist, von wie vielen Grup-
penmitgliedern eine Antwort
erwartet wird, aber nicht fest-
steht welche genau antwor-
ten müssen. Es muss sicher-
gestellt sein, dass k ≤ n
bei Gruppengröße n gewählt
wird.
Tabelle 4.2: Übersicht der Klassen von gruppenbasierten Request-Response-Diensten.
Request-Response im Kontext von Gruppen: Wird eine Request-Nachricht an eine
Gruppe von Server-Instanzen versendet, so muss geklärt werden, wie viele Response-
Nachrichten erwartet werden und wie Fehler behandelt werden. Dabei soll das
gAUDIT-Transportsystem unterschiedliche parametrisierbare Klassen von g1RRS für
den Monitoring-Controller bereitstellen, so dass dieser auswählen kann, von wie vielen
Gruppenmitgliedern eine Antwort erwartet wird. Des Weiteren muss geklärt werden,
wie sich ein g1RRS verhalten soll, wenn sich die Zusammensetzung einer Gruppe wäh-
rend einer laufenden Abfrage ändert. Darüber hinaus stellt die Ausgestaltung eines
ARQ-Verfahrens mit Berücksichtigung der parametrisierten Response-Vollständigkeit
als Teil der Fehlerkontrolle für den g1RRS eine besondere Herausforderung dar. Hier
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muss vor allem geklärt werden, wann Multicast und wann Unicast für Sendewieder-
holungen geeignet ist.
Effizienz: Der Mechanismus zur Realisierung von gruppenbasierter Request-Response-
Kommunikation soll die Ressourcen des Netzes möglichst effizient nutzen. Dies gilt
insbesondere für die Umsetzung der verschiedenen g1RRS-Klassen. Hierzu muss ins-
besondere geklärt werden, auf welche Funktionen der transportorientierten Schichten
des Internet Modells (Schicht 1 bis 3) von gAUDIT zurückgegriffen werden kann –
beispielsweise zur effizienten Realisierung von Multicast.
Die aufgeführten Herausforderungen stellen zusammen mit den Kommunikationsanforde-
rungen von CloudInspector zugleich das Hauptunterscheidungsmerkmal zu verwandten
Arbeiten dar: Parametrisierbarer g1RRS für effiziente Request-Response Kommunikation
in Empfänger-verwalteten Gruppen (vergleiche Abschnitt 4.8).
4.4 Konzept
Bei CloudInspector wird die Anwendung in Monitoring-Controller (Client-Instanz) und
Monitoring-Agenten (Server-Instanzen) unterschieden. Dabei soll die Client-Instanz mit-
tels des gAUDIT-Transportsystems Monitoringdaten von Gruppen abfragen und die dafür
erwartete Response-Vollständigkeit parametrisieren können. Eine Server-Instanz tritt mit-
tels des gAUDIT-Transportsystems Gruppen bei oder verlässt diese. Außerdem empfangen
beziehungsweise beantworten Server-Instanzen eingehende Request-Nachrichten einer
Client-Instanz.
Nachstehend wird das gAUDIT-Transportsystem detailliert vorgestellt.
4.4.1 Transportsystem-Komponenten
Das gAUDIT-Transportsystem besteht aus drei Komponenten: 1) dem Initiator, 2) dem
Respondent und 3) der Gruppe. Die Komponenten werden im Folgenden kurz vorge-
stellt.
Gruppe: Bei einer Gruppe handelt es sich um eine logische Abstraktion innerhalb
von gAUDIT. Es können mehrere Gruppen gebildet werden und eine Server-Instanz
kann Mitglied in mehreren Gruppen gleichzeitig sein. Eine Gruppe lässt sich durch
die sogenannte Gruppen-ID (GID) eindeutig identifizieren.
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Initiator: Eine Client-Instanz kann über den Initiator auf den g1RRS zur Durch-
führung von Request-Response in Gruppen zurückgreifen. Die Request-Response-
Kommunikation ist dabei auf eine einzelne Gruppe beschränkt und muss durch Angabe
der Response-Vollständigkeit parametrisiert werden. Die Komponente Initiator ver-
wendet die Initiator-interne Datenbank Member zur Ermittlung der Mitglieder einer
Gruppe. Der Aufbau und die Verwendung dieser Datenbank wird in Abschnitt 4.5.4
näher ausgeführt.
Respondent: Bietet einer Server-Instanz einen Dienst zur Verwaltung von Gruppen-
mitgliedschaften an. Außerdem empfängt die Komponente Respondent eingehende
Request-Nachrichten und reicht diese gegebenenfalls an die Server-Instanz weiter. Der
Respondent übernimmt außerdem das Versenden von Response-Nachrichten zurück
zur Client-Instanz. Intern enthalten die Respondents einen Zwischenspeicher zur
Verwaltung von Request-Response-Kommunikation. Der Aufbau und die Verwendung
dieses Zwischenspeichers wird in Abschnitt 4.6.7 näher ausgeführt.
Für den Einsatz bei CloudInspector wird in der Regel eine Initiator für den Monitoring-
Controller und mehrere Respondents für die Monitoring-Agenten verwendet. Auch die
Gruppe kommt bei CloudInspector mehrfach zum Einsatz und zwar so, dass für jeden
Kunden der Cloud-Umgebung eine eigene Gruppe verwendet wird.
4.4.2 Einordnung in den Protokollstapel
Im Folgenden wird das Zusammenspiel zwischen dem gAUDIT-Transportsystem und
den Transportsystembenutzern – hier am Beispiel CloudInspector mit dem Monitoring-
Controller (Client-Instanz) und den Monitoring-Agenten (Server-Instanzen) – ausgeführt.
Als Beispiel wird die gruppenbasierte Request-Response-Kommunikation für die Gruppe
X gezeigt.
Zur Realisierung der gAUDIT-Komponenten und Funktionalität bringt das Transportsys-
tem die sogenannte gAUDIT-Schicht mit sich, die sich nahtlos zwischen der Anwendungs-
und Transportschicht des Internet Modells integriert. Abbildung 4.3 zeigt, dass sich die
gAUDIT-Schicht aus den gAUDIT-Komponenten Initiator und Respondent zusammen-
setzt, wobei die Initiator-Komponente vom Monitoring-Controller (Client-Instanz) und
die Respondent-Komponente von den Monitoring-Agenten (Server-Instanz) verwendet
wird. Außerdem wird deutlich, dass Request-Response-Kommunikation auf eine Gruppe
beschränkt ist – hier im Beispiel ist dies die Gruppe X.
Des Weiteren sind Dienstzugangspunkte für Anwendungsinstanzen eingezeichnet. Das
gAUDIT-Transportsystem stellt auf Seiten des Initiators genauso wie auf Seiten des Re-




































Abbildung 4.3: Zusammenspiel des gAUDIT-Transportsystems mit dem Monitoring-
Controller und den Monitoring-Agenten des CloudInspectors. Einordnung
der Komponenten in den Protokollstapel des Internet Modells.
Initiators kann der Request-Response-Dienstzugangspunkt sowohl zum Verwalten der
Request-Response-Kommunikation verwendet werden (Starten, Abbrechen, Rückmel-
dungen) als auch zum Empfang von Response-Nachrichten. Auf Seiten des Respondents
steht der Request-Response-Dienstzugangspunkt zum Empfang von Request-Nachrichten
und für das Versenden von Response-Nachrichten zur Verfügung. Zusätzlich wird auf
Seiten des Respondents ein Group-Management-Dienstzugangspunkt angeboten, über
den Server-Instanzen Gruppen beitreten oder verlassen können.
4.4.3 Dienstangebot und Nachrichtenformat
Jeder Dienst des gAUDIT-Transportsystems besteht aus einer Dienstdefinition und Proto-
kollspezifikation (siehe auch [115, 169]). Das gAUDIT-Transportsystem bietet die Dienste
Group Management Service (GMS) und Request-Response Service (RRS) an. Die unter-
schiedlichen Dienstzugangspunkte werden aus Abbildung 4.3 ersichtlich. Darüber hinaus
finden sich weitere Details im Sequenzdiagramm in Abbildung 4.4.
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Im oberen Teil der Abbildung 4.4 ist dargestellt, wie Monitoring-Agenten den GMS
von gAUDIT zum Gruppenbeitritt verwenden können. Hierzu wird eine Nachricht vom
GMS auf Seiten der Respondents an den GMS auf Seiten des Initiators gesendet. Details
hierzu werden in Abschnitt 4.4.3.1 erläutert. Im unteren Teil der Abbildung 4.4 wird
dargestellt, wie nach Anfrage durch einen Kunden der Monitoring-Controller des CloudIn-
spectors den RRS von gAUDIT zum Abrufen von Monitoringdaten nutzt. Hierzu wird eine
Request-Nachricht an eine Gruppe von Respondents gesendet und Antworten in Form
von Response-Nachrichten eingesammelt. Weitere Details hierzu werden in Abschnitt 4.6
erläutert.
In den nachstehenden Unterabschnitten werden die von gAUDIT für Anwendungsinstan-
zen zur Verfügung stehenden Dienste und deren Definition kurz beschrieben. Darüber
hinaus wird das von den Diensten eingesetzte Nachrichtenformat präsentiert. Anknüp-
fend an die Übersicht in diesem Abschnitt werden in den nächsten Abschnitten (Abschnitt
4.5 und 4.6) die Dienstprimitive, Parameter, Dienstelemente und Protokollspezifikationen
der Dienste detailliert ausgeführt.
4.4.3.1 Group Management Service (GMS)
Der GMS des gAUDIT-Transportsystems wird von Server-Instanzen (bei CloudInspector
von den Monitoring-Agenten) verwendet, um einer bestimmten Gruppe beizutreten oder
diese zu verlassen. Auf diese Art und Weise können Server-Instanzen steuern, für welche
Gruppen Request-Nachrichten empfangen werden sollen und für welche nicht. Aus die-
sem Grund steht eine Schnittstelle auf Seiten des Respondents als Dienstzugangspunkt
zum GMS für Anwendungsinstanzen zur Verfügung. Auf Seiten des Initiators hinge-
gen wird keine Schnittstelle angeboten, sondern die Dienstelemente des GMS werden
vor der Client-Instanz verborgen. Hauptaufgabe des GMS ist die Synchronisierung der
Gruppenmitgliedschaften zwischen Respondent und Initiator. Die Information über die ak-
tuelle Gruppenzusammensetzung wird dann vom RRS zur Umsetzung der angeforderten
g1RRS-Klasse benutzt (siehe nächster Abschnitt 4.4.3.2).
Zur Realisierung der Funktionalität des GMS wird ein Mechanismus zur Gruppenver-
waltung eingesetzt. Dieser Mechanismus basiert auf den folgenden Dienstelementen –
nähere Angaben zu Interna und Aufgaben des GMS finden sich in Abschnitt 4.5.
Datenbank Member: Datenbank auf Seiten des Initiators, in der die Mitgliedschaft
von Server-Instanzen in Gruppen festgehalten wird. Die vom GMS in der Datenbank



























Abbildung 4.4: Übersicht der Dienstmechanismen des gAUDIT-Transportsystems. Dargestellt sind der Group Management Service
(GMS) und der Request-Response Service (RRS). Der obere Teil zeigt den Beitritt zur Gruppe mit dem Bezeichner
X. Der untere Teil zeigt Request-Response-Kommunikation in der Gruppe X. MC steht dabei für den Monitoring-
Controller und MA für den Monitoring-Agent.
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Management-NachrichtGM gmt : Dieser Nachrichtentyp wird verwendet, wenn Server-
Instanzen einer Gruppe beitreten oder diese verlassen wollen. In beiden Fällen ver-
sendet der Respondent eine Nachricht des Typs GM gmt an den Initiator.
Approval-Nachricht GApvl: Nach Empfang und Verarbeitung einer Nachricht des Typs
GM gmt durch den Initiator wird durch den Initiator eine Bestätigung des Vorgangs
an den Respondent zurückgesendet. Hierzu versendet der Initiator die Nachricht des
Typs GApvl an den Respondent.
Typ Gruppen-ID (GID)





Abbildung 4.5: Format der Nachrichten des Typs GM gmt und GApvl .
In Abbildung 4.5 ist das Format der Nachrichten des Typs GM gmt und GApvl dargestellt.
Das Format beider Nachrichten ist in vier Felder unterteilt: 2 Bit für den Typ, 128 Bit für
die GID, 128 Bit für die Anfrage-ID (AID) und 1 Bit für das Feld Beitritt. Das Typ-Feld
ist hier wie folgt codiert: 10 für eine Nachricht des Typs GM gmt; 11 für eine Nachricht
des Typs GApvl– die Werte 00 und 01 werden für die Nachrichten des RRS benötigt
(siehe Abschnitt 4.6). Das Feld GID enthält die 128 Bit-Kennung der Gruppe auf die
sich die jeweilige Nachricht bezieht. Das Feld AID wird zur Zuordnung von Anfrage und
Bestätigung verwendet. Außerdem dient es zur Erkennung von Duplikaten im Falle von
Sendewiederholungen. Über das Beitritt-Feld wird signalisiert, ob ein Beitritt zu der
angegebenen Gruppe erfolgen soll, oder ob diese verlassen wird. Dabei wird ein Wert
von 0 für Beitritt und ein Wert von 1 für Verlassen verwendet.
4.4.3.2 Request-Response Service (RRS)
Der RRS des gAUDIT-Transportsystems wird von einer Client-Instanz (bei CloudInspector
von dem Monitoring-Controller) verwendet, um Daten von einer Gruppe von Server-
Instanzen (bei CloudInspector Monitoringdaten von Monitoring-Agenten) mittels Request-
Response-Kommunikation abzurufen. Die Client-Instanz wählt dazu die g1RRS-Klasse aus
und gibt Parameter für die erwartete Response-Vollständigkeit mit an – für mehr Details
siehe Abschnitt 4.6. Der RRS bietet sowohl auf Seiten des Initiators als auch auf der von
Respondents eine Schnittstelle als Dienstzugangspunkt an. Auf Seiten des Initiators wird
diese Schnittstelle von einer Client-Instanz genutzt, um eine Request-Nachricht an eine
Gruppe von Server-Instanzen zu versenden und eingehende Response-Nachrichten zu
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empfangen. Analog wir der Dienstzugangspunkt des RRS auf Seiten des Respondents
von Server-Instanzen genutzt, um eingehende Request-Nachrichten zu empfangen und
Response-Nachrichten mit den angeforderten Monitoringdaten an die Client-Instanz
zurückzusenden. Außerdem steht der RRS auf Seiten des Respondents in direkter Abhän-
gigkeit zum GMS: Request-Nachrichten werden nur für Gruppen empfangen, für die die
Server-Instanz zuvor einen Beitritt veranlasst hat (für mehr Details siehe Abschnitt 4.6).
Da in den unterliegenden Schichten des Internet Modells (Transport-, Internet- und Netz-
zugangsschicht) nicht entschieden werden kann, ob eine Response-Nachricht ausbleibt
weil es auf dem Übertragungsweg zu einem Fehler gekommen ist, oder ob die Server-
Instanz noch mit der Bearbeitung der Request-Nachricht beschäftigt ist, sorgt der Request-
Response-Mechanismus des RRS bei Ausbleiben von Response-Nachrichten mittels eines
speziellen ARQ-Verfahrens für Sendewiederholungen von Request-Nachrichten. Hierdurch
wird die von der Client-Instanz angeforderte g1RRS-Klasse und Response-Vollständigkeit
umgesetzt. Dieser Mechanismus basiert auf den folgenden Dienstelementen – nähere
Angaben zu Interna und Aufgaben des RRS finden sich in Abschnitt 4.6.
Request-Nachricht GReq: Dieser Nachrichtentyp wird vom Initiator verwendet, um
die Anfrage einer Client-Instanz an eine Gruppe von Server-Instanzen zu übertragen.
Hierzu versendet der Initiator die Nachricht des Typs GReq an die entsprechenden
Respondents, die Mitglied der angegeben Gruppe sind.
Response-Nachricht GRes: Dieser Nachrichtentyp wird von einem Respondent ver-
wendet, um Antworten von Server-Instanzen zu der anfragenden Client-Instanz zu
übertragen. Hierzu versendet ein Respondent die Nachricht des Typs GRes an den
Initiator, der die Nachricht des Typs GReq ausgelöst hat.
Anhand Abbildung 4.6 wird das Format der beiden Nachrichten des RRS erläutert. Diese
teilen sich dabei die Felder Typ und GID mit den Nachrichten GM gmt und GApvl des
Gruppenverwaltungs-Mechanismus (siehe Abschnitt 4.4.3.1). Zusätzlich sind 128 Bit für
die AID und 8 Bit zur Angabe der gewählten g1RRS-Klasse vorgesehen. Hiernach folgt
ein Feld für Nutzdaten, die eigentliche Monitoring-Abfrage. Das Typ-Feld ist hier wie
folgt codiert: 0 für eine Nachricht des Typs GReq; 1 für eine Nachricht des Typs GRes. Das
Feld GID enthält wie bei den Nachrichten zur Gruppenverwaltung die 128 Bit-Kennung
der Gruppe auf den sich die jeweilige Nachricht bezieht. Die AID ist eine eindeutige
Identifikationsnummer, um die Nachrichten GReq und GRes einander zuordnen zu können.
Dabei steht die hier verwendete AID nicht in Bezug mit der beim GMS verwendeten AID
– die Unterscheidung erfolgt anhand des Typ-Feldes. Mit Hilfe des Felds g1RRS− Klasse
teilt der Initiator den Respondents mit, welche g1RRS-Klasse von der Client-Instanz
gewählt wurde und welche Response-Vollständigkeit erwartet wird. Dabei signalisiert
das erste Bit die Klasse, bei einem Wert von 0 die Klasse Statistisch-zuverlässig und bei
einem Wert von 1 die Klasse k-zuverlässig. Die restlichen sieben Bit des Feldes geben
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die erwartete Response-Vollständigkeit an. Für die Klasse statistisch-zuverlässig wird die
parametrisierte Auswahlwahrscheinlichkeit hinterlegt. Bei der Klasse k-zuverlässig wird
die Anzahl der erwarteten Nachrichten codiert. Bei den Nutzdaten wird in einer Nachricht
des TypsGReq die Anfrage der Client-Instanz hinterlegt (bei CloudInspector beispielsweise
“Liste aller VMs des Kunden A”). Bei einer Nachricht des Typs GRes sind in den Nutzdaten
die angefragten Monitoringdaten enthalten (bei CloudInspector beispielsweise “auf dem
physischen Cloud-Knoten Z werden die VMs 1, 2 und 3 des Kunden A ausgeführt”).
Typ Gruppen-ID (GID) Nutzdaten





Abbildung 4.6: Format der Nachrichten GReq und GRes.
4.4.4 Nutzung von unterliegenden Schichten
Nachdem die Dienste und die Nachrichtenformate von gAUDIT vorgestellt wurden, wird
nachstehend geklärt, wie sich die Datenströme des gAUDIT-Transportsystems effizient
durch die unter der gAUDIT-Schicht liegenden Schichten des Internet Modells realisieren
lassen (vergleiche Abschnitt 4.4.2 und Abschnitt 4.3) – dies sind die Schichten Netzzugang,
Internet und Transport.
Die Kommunikation, die die unterliegenden Schichten unterstützen soll, lässt sich an-
hand der Dienste des gAUDIT-Transportsystems unterscheiden (siehe Abschnitt 4.4.3).
Bei Nachrichten des Typs GReq handelt es sich um Gruppenkommunikation (Multicast)
zwischen dem Initiator und den Respondents. Als Antwort werden Unicast-Nachrichten
des Typs GRes von den Respondents zu dem Initiator erwartet. Je nach Art der gewählten
g1RRS-Klasse werden bei Ausbleiben von Nachrichten des Typs GRes vom Initiator durch
ein ARQ-Verfahren Sendewiederholungen der Nachricht des Typs GReq durchgeführt
(siehe Abschnitt 4.4.3.2 und Abschnitt 4.6). Auf diese Art und Weise sollen nicht nur
Fehler auf dem Übertragungsweg zwischen Initiator und Respondent abgedeckt werden,
sondern auch temporäre Fehler auf Seiten des Respondents – etwa Nachrichtenverlust
in Server-Instanzen durch kurzfristige Überlastung des Arbeitsspeichers. Der Fehler-
behandlungsmechanismus deckt Fehler der Art crash failure [153] nicht mit ab, hier
schlägt auch der RRS von gAUDIT fehl – hingegen werden Fehler abgedeckt, bei denen
Monitoring-Agenten, beispielsweise bei hoher Auslastung, einige Request-Nachrichten
verwerfen. Bei den Nachrichten des Typs GM gmt und GApvl handelt es sich hingegen um
Unicast-Nachrichten zwischen den Respondents und dem Initiator (beziehungsweise in
umgekehrter Richtung). Die Nachricht des Typs GApvl dient dabei als Bestätigung für den
Gruppenbeitritt oder das Verlassen – siehe Abschnitt 4.4.3.1 und Abschnitt 4.5.
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Als grundlegendes Merkmal der gAUDIT-internen Kommunikation lässt sich ableiten,
dass sowohl der Mechanismus des GMS als auch der des RRS die Zuverlässigkeit der
Nachrichtenübertragung mitbetrachten. Dies liegt vor allem daran, dass der Initiator und
die Respondents auf explizites Feedback bezüglich der bidirektionalen-Zuverlässigkeit
angewiesen sind. Im Falle des Request-Response-Mechanismus ist jeder Empfang einer
Nachricht des Typs GRes zugleich eine implizite Bestätigung, dass kein Fehler auf dem
Transportweg und auch nicht in der Anwendungsebene der Server-Instanz auf Seiten des
Respondents vorliegt. Im gleichen Sinne nutzt der Mechanismus zur Gruppenverwaltung
die Nachricht des Typs GApvl als Bestätigung für den zuverlässigen Transport zwischen
Respondent und Initiator. Semantisch kann es sich dabei zusätzlich um eine Bestätigung
der Gruppenverwaltungsanfrage oder um eine Ablehnung handeln.
Da beide Mechanismen explizites Feedback für die Kommunikation vorsehen, wird auf
ein zuverlässiges Transportprotokoll verzichtet. Stattdessen baut gAUDIT auf UDP [237]
als Transportprotokoll auf. Daher werden die Nachrichten zum Versand in UDP-Segmente
verpackt. Um die für die Request-Response-Kommunikation erforderliche Gruppenkom-
munikation effizient umzusetzen, soll sowohl in der Internet- als auch in der Netzzugangs-
Schicht auf Multicast-Mechanismen zurückgegriffen werden. Auf diese Art und Weise
kann das Netz Endsysteme bei der effizienten Gruppenkommunikation unterstützen,
indem Nachrichten nur an Stellen im Netz dupliziert werden, an denen dies tatsächlich
notwendig ist. Für gAUDIT wurde als Protokoll der Internetschicht IPv6 [220] gewählt
und die UDP-Segmente werden in IPv6-Datagramme verpackt. Weiter wird für den Netz-
zugang Ethernet [135] (für aktuelle Entwicklung siehe [93] und [269]) eingesetzt (Netz-
zugangsschicht). Somit werden die IPv6-Datagramme wiederum in Ethernet-Rahmen
verpackt. Abbildung 4.7 zeigt, wie die Nachrichten des Typs GReq, GRes, GM gmt und GApvl
in die unterliegenden Schichten integriert werden. Weiterhin muss das Netz zwischen
Initiator und Respondents das MLD-Protokoll [216] beziehungsweise Multicast-Routing
(vergleiche [225]) unterstützen, um Nachrichten des Typs GReq effizient übertragen zu
können.
Für die Nachricht des Typs GReq wird auf die Mechanismen zur Gruppenkommunikation
des Ethernet- und IPv6-Protokolls zurückgegriffen. Hierfür muss insbesondere die Emp-
fängeradresse im Kopf des entsprechenden Protokolls jeweils passend gewählt werden.
Durch passende Adressierung kann hier eine Gruppe von Empfängersystemen ausgewählt
werden. Nachstehend wird beschrieben, wie die innerhalb von gAUDIT zur Adressierung
einer Gruppe verwendete GID dabei als Empfängeradresse umgesetzt wird. Abbildung 4.8
zeigt den Abbildungsvorgang.
Eine Zieladresse im IPv6-Kopf ist 128 Bit lang (siehe [220]). Soll Gruppenkommunikation
angewandt werden, können die letzten 112 Bit frei vergeben werden, die restlichen 16
Bit sind vorgegeben. So beginnt eine IPv6-Multicast-Zieladresse immer mit ff gefolgt von
56 4 Adaptives Transportsystem für Request-Response in Gruppen














Typ Gruppen-ID (GID) Beitritt𝔾𝑀𝑔𝑚𝑡 / 𝔾𝐴𝑝𝑣𝑙 : 
𝔾𝑅𝑒𝑞 / 𝔾𝑅𝑒𝑠 : g1RRZ-Parameter
Anfrage-ID (AID)
Abbildung 4.7: gAUDIT-internen Nachrichten und Kapslung in unterliegende Schichten des
Internet Modells.











32 niedrigstwertige Bits aus GID
112 niedrigstwertige Bits aus GID
g1RRZ-Parameter
Abbildung 4.8: Umsetzung der GID der Nachricht des Typs GReq als Empfängeradresse in
unterliegenden Schichten zur Gruppenkommunikation.
4 Bit für Flags und 4 Bit zur Angabe des Scopes (vergleiche auch [234]). Da das GID-Feld
einer gAUDIT-Nachricht des Typs GReq 128 Bit enthält (typischerweise werden in Cloud-
Umgebungen 128 Bit als Kunden-ID verwendet), wird eine Abbildung auf die im IPv6-Kopf
zur Verfügung stehenden 112 Bit benötigt. Hier werden die 112 niedrigstwertigen Bit
aus GID verwendet.
Weiter erlaubt auch die Zieladresse im Ethernet-Kopf die Adressierung einer Gruppe. Hier
ist eine Zieladresse 48 Bit lang, wobei wiederum die ersten 16 Bit für eine Gruppenadresse
fest vorgeben sind. So beginnt eine Ethernet-Multicast-Zieladresse immer mit 3333 gefolgt
von 32 Bit frei zu vergebendem Adressteil. Hier werden die 32 niedrigstwertigen Bit aus
GID verwendet. Dies ist analog zur Spezifikation in [229, 209] zur Abbildung von IPv6
auf Ethernet-Multicast-Zieladressen.
Neben dieser Art der Adressierung wird vom Respondent verlangt, dass er neben Syn-
chronisierung der Gruppenmitgliedschaften mit dem Initiator, dem Netz mittels des
MLD-Protokolls [216] mitteilt, für welche Gruppe Nachrichten empfangen werden sollen
(mehr Details dazu in Abschnitt 4.5.3). Allerdings kann es durch diese Art der Adres-
sierung auch dazu kommen, dass ein Respondent eine Nachricht des Typs GReq erhält,
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obwohl dieser nicht zuvor der im GID-Feld angegebenen Gruppe (mittels des GMS)
beigetreten ist. Ursache dieses Problems ist, dass die 128 Bit GID in den unterliegenden
Schichten nur in komprimierter Form vom Initiator als Zieladresse verwendet wird – bei
IPv6 sind dies die hinteren 112 Bit, bei Ethernet die hinteren 32 Bit. Somit kommt es
unweigerlich zu Kollisionen bei der Adressierung. Das gAUDIT-Transportsystem löst diese
Problematik durch das in einer Nachricht des Typs GReq enthaltene Feld GID. Anhand
dieses Felds identifizieren Respondents die betroffene Gruppe eindeutig. Nachrichten die
für eine Gruppe empfangen werden, für die ein Monitoring-Agent zuvor nicht beigetreten
ist, werden vom Respondent verworfen.
Weiter wird davon ausgegangen, dass die von gAUDIT verwendeten Multicast-Gruppen
(IPv6 und Ethernet) von keiner anderen Anwendung verwendet werden. Werden trotzdem
nicht protokollkonforme Nachrichten, beispielsweise mit anderem Nachrichtenformat,
von anderen Anwendungen an die Multicast-Adressen versendet, so werden diese vom
RRS erkannt und verworfen. Gleiches gilt für bereits bearbeitete Duplikate von Nachrich-
ten. Für Details zur Absicherung gegen Angreifer siehe Abschnitt 4.7.
4.5 Details des Group Management Service (GMS)
Im nächsten Abschnitt wird der GMS des gAUDIT-Transportsystems im Detail erörtert.
Dieser stellt einen Dienst (Punkt-zu-Punkt) für Server-Instanzen (bei CloudInspector die
Monitoring-Agenten) zur Gruppenverwaltung bereit. Des Weiteren besteht eine direkte
Abhängigkeit zwischen GMS und RRS, da auf Seiten des Respondents nur für zuvor per
GMS beigetretenen Gruppen, Nachrichten des TypsGReq empfangen und Monitoringdaten
mittels Nachrichten des Typs GRes versendet werden können. Als wesentliche Funktion
realisiert der GMS einen Mechanismus zur Gruppenverwaltung, der die Mitgliedschaft in
den Gruppen zwischen Respondents und Initiator synchronisiert.
Anhand Abbildung 4.9 wird der GMS zur Verwaltung der Mitgliedschaft in Gruppen
vorgestellt. Der Dienstzugangspunkt des GMS bietet auf Seiten des Respondents die
folgenden zwei Dienstprimitive an. Als Namensschema wird die X.210-Konvention [102]
verwendet.
gAUDIT-G.REQ: Diese Dienstprimitiv erwarteten das Tupel (Initiator, GID,
JOIN/LEAVE) als Eingabeparameter. Eine Server-Instanz kann sich hiermit bei dem
angegebenen Initiator für die Gruppe mit der GID für den Empfang von Nachrichten
des Typs GReq registrieren (JOIN) oder deregistrieren (LEAVE). Bei Erfolg der Regis-
trierung (Gruppenbeitritt) wird ein neuer Kommunikationsendpunkt für die Kennung
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GID bei dem RRS geöffnet. Bei erfolgreicher Deregistrierung wird der Kommunikati-
onsendpunkt mit der Kennung GID geschlossen.
gAUDIT-G.CNF: Als Bestätigung für das Dienstprimitiv gAUDIT-G.REQ verwendet
gAUDIT das Dienstprimitiv gAUDIT-G.CNF um der Server-Instanz mit den Parametern
SUCCESS oder FAILURE zu signalisieren, ob der angeforderte Verwaltungsvorgang
(Beitritt oder Verlassen) erfolgreich abgeschlossen werden konnte.






Abbildung 4.9: Übersicht über den Dienstzugangspunkt und Nachrichten des Group Mana-
gement Service.
Auf Seiten einer Client-Instanz werden vom GMS keine Dienstprimitive angeboten. Intern
greift der GMS auf die Nachrichten GM gmt und GApvl zurück, um die Anfrage einer Server-
Instanz an den Initiator zu übermitteln. Ausführliche Details zur Protokollspezifikation
und Fehlerkontrolle folgen in den nächsten Abschnitten.
4.5.1 Fehlerkontrolle des GMS
Die Fehlerkontrolle des GMS lässt sich in drei Teilbereiche untergliedern. Zum einen die
Erkennung von Duplikaten, Phantom-Daten und Korrektheit von Nachrichten des Typs
GM gmt zwischen Respondent und Initiator. Gleiches gilt für die Gegenrichtung für Nach-
richten des Typs GApvl zwischen Initiator und Respondent. Hinzu kommt auf Seiten des
Initiators die Verlustbehandlung. Da die Nachricht des TypsGApvl als implizite Bestätigung
für den durch die Nachricht des Typs GM gmt ausgelösten Gruppenverwaltungsvorgang
aufgefasst werden kann, wird kein zuverlässiger Dienst der Transportschicht benötigt. Viel-
mehr obliegt es der gAUDIT-Schicht die parametrisierte g1RRS-Klasse umzusetzen und
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eventuellen Nachrichtenverlust zu behandeln. Darüber hinaus findet die Fehlerkontrolle
dem Ende-zu-Ende-Argument [159] folgend im Respondent und Initiator statt.
Je Kommunikationsrichtung wird auf das Transportprotokoll UDP [237] zurückgegriffen
(siehe Abschnitt 4.4.4). Wird wie bei gAUDIT das Transportprotokoll UDP zusammen mit
Internetprotokoll IPv6 eingesetzt, so ist es verpflichtend, dass der Sender für das UDP-Feld
Checksum die sogenannte Internetprüfsumme [201] auf Basis des sogenannten IPv6
Pseudo-headers und Inhalt des UDP-Segments berechnet [242]. IPv6 selbst enthält dann
keine weitere Prüfsumme. Der Empfänger einer gAUDIT-Nachricht überprüft anhand
des UDP-Felds Checksum, ob die Nachricht fehlerfrei übertragen wurde und ob das
gewünschte Ziel laut dem Feld Destination Address aus dem IPv6-Kopf der Empfänger
ist.
gAUDIT bietet mit dieser Variante nur minimale Funktionalität zur Erkennung von Fehlern
bei Nachrichtenübertragung (vergleiche auch [217]). Allerdings ist bei dem Einsatz von
gAUDIT innerhalb von Cloud-Umgebungen auch nicht mit hohen Fehlerraten bei der
Übertragungen zu rechnen (vergleiche [198]). Reicht der durch die bei UDP eingesetzte
16 Bit Einerkomplement Prüfsumme zur Verfügung gestellte Schutz nicht aus, so muss
auf Anwendungsebene zusätzlich mindestens eine 32 Bit CRC-Prüfsumme (vergleiche
zum Beispiel [96]) zur Fehlererkennung eingesetzt werden [241, 217]. Hierfür kann
das Transportsystem gAUDIT entsprechend um CRC-Prüfsummen in den Nachrichten
erweitert werden.
Für die Erkennung von Duplikaten und Nachrichtenverlust kommt ein spezielles ARQ-
Verfahren beim Respondent und Initiator zum Einsatz. Reihenfolgetreue spielt hier keine
Rolle, da die Übertragung bereits nach einer Nachricht je Kommunikationsrichtung
abgeschlossen ist. Abbildung 4.10 beschriebt das ARQ-Verfahren des GMS als Pseudo-
Code.
Wird der GMS von einer Server-Instanz mit dem Beitritt oder dem Verlassen einer Gruppe
beauftragt, so wählt die gAUDIT-Komponente Respondent zunächst die AID für die
Nachricht zufällig – die AID dient in erster Linie dazu, Duplikate bei Sendewiederholungen
zu erkennen. Die Wahl der AID muss dabei zufällig erfolgen, da die verwendeten AIDs
nicht zwischen allen Respondents synchronisiert werden können. Die Lebensdauer einer
gewählten AID wird hier [241] folgend auf zwei Minuten beschränkt. Innerhalb dieser
Zeitspanne können Duplikate sicher erkannt werden, da die Wahrscheinlichkeit, dass
zwei Respondents innerhalb eines Zeitfensters von zwei Minuten zufällig die gleiche 128
Bit AID wählen vernachlässigbar gering ist. Zur Abschätzung kann die in der Literatur
bekannte birthday bound herangezogen werden (siehe zum Beispiel [70, 118]). Hiernach
müssten für 128 Bit
p
2128 ≈ 1.8 · 1019 zufällige AID-Werte innerhalb von zwei Minuten
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Initiator:
Function EmpfangeGMSNachricht():
if AID der Nachricht ist nicht im Zwischenspeicher then
Sende Nachricht des Typs GApvl mit AID an anfragenden Respondent
Aktualisiere Datenbank Member für GID
Lege versendete Nachricht unter AID im Zwischenspeicher ab
else
Sende Nachricht des Typs GApvl mit AID erneut an anfragenden Respondent
end




Wähle AID für Nachricht des Typs GM gmt zufällig
N = 0
for N < maximale Anzahl für Sendewiederholung do
Sende Nachricht des Typs GM gmt mit AID und GID an den Initiator
Zeitgeber.start()
while Zeitgeber.active() do
if Nachricht des Typs GApvl zu AID empfangen then







return Gruppenverwaltungsvorgang nicht erfolgreich an aufrufende
Server-Instanz
end
Abbildung 4.10: Pseudo-Code des ARQ-Verfahrens zur Gruppenverwaltung.
gezogen werden, bevor eine Kollisionen wahrscheinlich ist. Für den CloudInspector-
Anwendungsfall ist allerdings nicht mit einem so hohem Registrierungsaufkommen
innerhalb eines zwei Minuten Zeitfensters zu rechnen.
Anschließend wird eine Nachricht des Typs GM gmt an die Komponente Initiator versendet.
Zeitgleich wird ein Zeitgeber gestartet. Wird vor Ablauf des Zeitgebers die Antwort des
Initiators in Form der Nachricht des TypsGApvl empfangen, so meldet der Respondent dies
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an die aufrufende Server-Instanz zurück. Wird keine passende Nachricht des Typs GApvl
vor Ablauf des Zeitgebers empfangen, so wird eine Sendewiederholung der Nachricht
des Typs GM gmt durchgeführt und der Zeitgeber erneut gestartet. Dieser Vorgang wird so
lange wiederholt, bis die konfigurierte Anzahl an maximalen Wiederholungen erreicht
ist.
Auf Seiten des Initiators überwacht der GMS kontinuierlich, ob Nachrichten des Typs
GM gmt eintreffen. Ist dies der Fall, so wird zunächst überprüft, ob zur angegebenen AID
bereits eine Nachricht des Typs GApvl versendet wurde. Hierzu wird ein Zwischenspeicher
eingesetzt, der versendete Nachrichten des GMS des Initiators kurzfristig zwischenspei-
chert (in der Regel zwei Minuten). Wurde bereits eine Nachricht des Typs GApvl zur
eingehenden Nachricht des Typs GM gmt versendet, so wird diese aus dem Zwischenspei-
cher ausgelesen und erneut versendet. Findet sich im Zwischenspeicher keine passende
Nachricht des Typs GApvl , so wird der gewünschte Gruppenverwaltungsvorgang durchge-
führt (ein neues Gruppenmitglied zur Gruppe hinzugefügt oder ein existierendes gelöscht).
Anschließend wird die Nachricht des TypsGApvl an den anfragenden Respondent gesendet
und für zwei Minuten im Zwischenspeicher vorgehalten. Als AID der Nachricht des Typs
GApvl wird die gleiche AID der eingegangenen Nachricht des Typs GM gmt verwendet.
Anhand der Zustandsautomaten in den nächsten Abschnitten wird dieses ARQ-Verfahren
detaillierter ausgeführt.
4.5.2 Zustandsautomat des Respondents
Anhand des endlichen Automaten in Abbildung 4.11 wird das Protokoll zur Gruppen-
verwaltung näher beschrieben. Dabei setzt der Zustandsautomat des Respondents die
folgenden Anforderungen um.
G01 Management der Zugehörigkeit einer Server-Instanz zu einer Gruppe.
G02 Synchronisation von Gruppenmitgliedschaften zwischen Respondent und Initiator.
G03 Durchführen von Sendewiederholungen falls eine GM gmt - oder GApvl-Nachricht im
Netz verloren geht.
G04 Rückmeldung an die Server-Instanz über den Erfolg oder Misserfolg bei Beitritt
oder Verlassen einer Gruppe.
Intern verwendet das Protokoll des GMS hierzu die folgenden drei Dienstelemente: 1)
gRTO als Zeitgeber in Sekunden nach dessen Ablauf eine Sendewiederholung erforderlich
ist, 2) gCNT als Zähler für die Anzahl der bereits durchgeführten Sendewiederholungen
und 3) gMAX für die maximale Anzahl von Sendewiederholungen. Sobald der GMS im
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Zustand Ruhe per JOIN oder LEAVE von einer Server-Instanz aufgerufen wird, wird der
Zustand Warten-auf-Bestätigung erreicht.
Beim Übergang in den Zustand Warten-auf-Bestätigung versendet der Respondent
eine Nachricht des Typs GM gmt an den Initiator, startet den Zeitgeber gRTO und setzt den
Zähler gCNT für die Anzahl der durchgeführten Sendewiederholung auf 0. In der Nachricht
des Typs GM gmt wird das Typ-Feld auf 2 und das Feld GID auf den in dem Dienstprimitiv
angegebenen Parameter für GID gesetzt. Das Feld AID wird vom Respondent zufällig
gewählt. Außerdem wird das Feld Beitritt entsprechend gesetzt – 0 bei JOIN und 1 bei
LEAVE. Als IPv6-Zieladresse der Nachricht des Typs GM gmt wird die in dem Dienstprimitiv
zum Initiator gehörende IPv6-Adresse verwendet.
JOIN ||LEAVE / 
Wähle AID zufällig
+ 𝔾Mgmt versenden 
+ Start gRTO
+ setze gCNT=0
gRTO abgelaufen & gCNT<gMAX / 
Sendewiederholung 𝔾𝑀𝑔𝑚𝑡
+ Reset gRTO + erhöhe gCNT um 1









Abbildung 4.11: Registrierung / Deregistrierung einer Gruppenmitgliedschaft aus Sicht
eines Respondents.
Im Zustand Warten-auf-Bestätigung wartet der Respondent auf den Empfang einer
Nachricht des TypsGApvl von dem Initiator – hierzu wird die Wartezeit mit Zeitgeber gRTO
zeitüberwacht. Der Zeitgeber gRTO wird dabei nach den Empfehlungen von [230, 241]
auf 1 Sekunde eingestellt. In Abschnitt 4.5.4 wird geklärt, wann und wie die Nachricht
des Typs GApvl von dem Initiator versendet wird. Läuft der gRTO ohne Empfang der
Nachricht des Typs GApvl ab und ist die maximale Anzahl von Sendewiederholungen noch
nicht erreicht (gCNT<gMAX), so wird von dem Respondent eine Sendewiederholung der
Nachricht des Typs GM gmt durchgeführt. Hierbei wird der Zeitgeber gRTO neu gestartet
und die Variable gCNT um 1 erhöht. Dieser Vorgang kann sich so lange wiederholen, bis die
maximale Anzahl von Sendewiederholungen erreicht ist (gCNT=gMAX) oder die Nachricht
des Typs GApvl eintrifft. Bei Erreichen der maximalen Anzahl von Sendewiederholungen
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wird der Rückgabewert FAILURE an die Server-Instanz gemeldet. Zur genauen Wahl von
gMAX siehe Abschnitt 4.9.
Trifft die Nachricht des TypsGApvl mit passender AID vor Erreichen der maximalen Anzahl
an Sendewiederholungen ein, so wird überprüft, ob das Feld Beitritt unverändert ist.
Entspricht das Feld Beitritt nicht mehr dem ursprünglich in der Nachricht des Typs GM gmt
gesetzten Wert – wird der Rückgabewert FAILURE an die Server-Instanz gemeldet. Durch
Verändern des Beitritt-Felds kann der Initiator einen Beitritt oder das Verlassen der Gruppe
ablehnen. Im anderen Fall – das Feld Beitritt entspricht dem in der Nachricht des Typs
GM gmt gesetzten Wert – wird der Rückgabewert Success an die Server-Instanz gemeldet
und der zur GID gehörende Kommunikationsendpunkt am RRS geöffnet (JOIN) oder
geschlossen (LEAVE).
4.5.3 Transportsystem des Respondents
Neben dem Ablauf zur Gruppenverwaltung innerhalb des Respondents, müssen von
gAUDIT die Konfigurationen unterliegender Schichten (Transport-, Internet- und Netz-
zugangsschicht) vorgenommen werden, so dass Gruppenkommunikation für Request-
Response-Kommunikation des RRS ermöglicht wird (vergleiche Abschnitt 4.4.4). Die
Konfiguration von unterliegenden Schichten ist insbesondere notwendig, wenn das Dienst-
primitiv gAUDIT-G.CNF den Erfolg (SUCCESS) des Verwaltungsvorgangs an die Server-
Instanz meldet, da ansonsten per IPv6-Multicast versendete Nachrichten nicht empfangen
werden können. Im Folgenden wird dargelegt, welche Änderungen erforderlich sind.
Konfiguration bei JOIN: Wurde mit dem Dienstprimitiv gAUDIT-G.REQ der Beitritt
zu einer Gruppe veranlasst, so konfiguriert der Respondent in der Internetschicht
die zur Gruppe gehörende IPv6-Multicast-Adresse [234, 220]. Hierzu wird die in
Abschnitt 4.4.4 dargelegte Abbildung von GID auf IPv6-Multicast-Adresse benutzt.
Auf diese Art und Weise können die per Multicast versendeten Nachrichten des Typs
GReq vom Respondent empfangen werden.
Konfiguration bei LEAVE: Wurde mit dem Dienstprimitiv gAUDIT-G.REQ das Ver-
lassen einer Gruppe veranlasst, so konfiguriert der Respondent die Internetschicht,
so dass die zur GID gehörende IPv6-Multicast-Adresse der Gruppe nicht mehr ver-
wendet wird. Hierzu wird die in Abschnitt 4.4.4 dargelegte Abbildung von GID auf
IPv6-Adresse benutzt.
Im Falle von JOIN wird die zur IPv6-Multicast-Adresse gehörende Ethernet-Multicast-
Adresse eingetragen, im Falle von LEAVE entfernt (vergleiche Abschnitt 4.4.4). Außerdem
versendet der Netztreiber anschließend einen Membership-Report an den Router im Netz,
um die Änderung in der Internet- und Netzzugangsschicht im Netz bekannt zu geben
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(vergleiche [222]). Im Fall von JOIN wird JOIN und im Fall von LEAVE wird LEAVE im
Membership-Report versendet. Auf diese Art und Weise kann das Netz die Nachrichten
des Typs GReq an den entsprechenden Stellen duplizieren (Effizienz) und den zur Gruppe
gehörenden Respondents zustellen (siehe auch Abschnitt 4.6).
4.5.4 Zustandsautomat des Initiators
Anhand des endlichen Automaten in Abbildung 4.12 wird das Protokoll zur Gruppenver-
waltung aus Sicht des Initiators näher beschrieben. Dabei setzt der Zustandsautomat die
folgenden Anforderungen um.
G05 Synchronisation der Zugehörigkeit zu einer Gruppe zwischen Respondent und
Initiator.
G06 Aktualisierung der Datenbank Member bezüglich der Mitgliedschaft von Respon-
dents in Gruppen.
G07 Ablehnen oder Bestätigen der Nachricht des Typs GM gmt eines Respondents.
Bei Empfang der Nachricht des Typs GM gmt prüft der Initiator zunächst, ob dem Wunsch
des Respondents entsprochen werden kann – dem Beitritt oder dem Verlassen einer Grup-
pe. gAUDIT überlässt es dabei der Client-Instanz bei Nutzung des RRS zu entscheiden,
ob Änderungen an der Gruppenzusammensetzung während laufender Request-Response-
Kommunikation zulässig sind oder nicht. Mehr Details hierzu finden sich bei der Beschrei-
bung des RRS in Abschnitt 4.6. Soll der Gruppenverwaltungsvorgang abgelehnt werden,
so kippt der Initiator das in dem Feld Beitritt enthaltene Bit für die Nachricht des Typs
GApvl . Wird der Gruppenverwaltungsvorgang angenommen, so nimmt der Initiator keine
Änderung an dem Feld Beitritt vor.
Wird die Änderung der Gruppenmitgliedschaft akzeptiert, so führt der Initiator eine
Fallunterscheidung durch. Dabei wird die entsprechende Gruppe über das in der Nach-
richt des Typs GM gmt angegebene Feld GID identifiziert und der Respondent über die
verwendete IPv6-Absenderadresse der Nachricht. Im Fall des Beitritts eines Respondents
zu einer Gruppe (das Feld Beitritt ist auf den Wert 0 gesetzt), fügt der Initiator in der
Datenbank Member einen entsprechenden Eintrag für den Respondent hinzu. Im Fall,
dass die angegebene Gruppe verlassen wird (das Feld Beitritt ist auf den Wert 1 gesetzt),
entfernt der Initiator in der Datenbank Member den entsprechenden Eintrag für den
Respondent. Bei Akzeptanz der Änderung der Gruppenmitgliedschaft wird das in dem
Feld Beitritt enthaltene Bit für die Nachricht des Typs GApvl nicht gekippt.
Hiernach wird die Nachricht des Typs GApvl an den Respondent gesendet. Dabei wird das
Feld Beitritt auf den in der Fallunterscheidung ermittelten Wert gesetzt. Das Feld AID
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wird dabei auf den in der Nachricht des Typs GM gmt verwendeten Werts des Feld AID
gesetzt, so dass der Respondent die Antwort zur Anfrage zuordnen kann.
Ruhe
𝔾Mgmt empfangen /
Verwaltungsvorgang wird abgelehnt /
𝔾Apvl mit geändertem Feld Beitritt senden
Feld Beitritt = 1 / 
Eintrag in Datenbank 
Member entfernen
Feld Beitritt = 0 / 
Eintrag in Datenbank Member hinzufügen
Abbildung 4.12: Beitritt / Verlassen einer Gruppe aus Sicht des Initiators.
Ein etwaiger Verlust einer Nachricht des Typs GM gmt beim Transport zum Initiator oder
einer Nachricht des Typs GApvl wird durch das eingesetzte ARQ-Verfahren abgefangen.
4.6 Details des Request-Response Service (RRS)
In diesem Unterabschnitt wird der RRS des gAUDIT-Transportsystems im Detail erör-
tert. Dabei wird der RRS von einer Client-Instanz genutzt um Monitoringdaten von
einer Gruppe von Server-Instanzen mittels Request-Response-Kommunikation abzufragen
(bei CloudInspector der Monitoring-Controller für Kommunikation mit den Monitoring-
Agenten).
Wie in Abschnitt 4.2 erarbeitet, soll der RRS zwei verschiedene g1RRS-Klassen und die
Parametrisierung von Response-Vollständigkeit erlauben. Einerseits wird die g1RRS-Klasse
Statistisch-zuverlässig mit dem Parameter a zur Angabe der Auswahlwahrscheinlichkeit je
Gruppenmitglied der adressierten Gruppe vom RRS unterstützt. Hieraus soll der Initiator
die Response-Vollständigkeit einer Anfrage deterministisch errechnen können. Anderseits
unterstüzt der RRS die g1RRS-Klasse k-zuverlässig mit dem Parameter k zur Angabe der
erwarteten Response-Nachrichten. In diesem Fall entspricht die Response-Vollständigkeit
genau dem Parameter k.
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Aufgabe des RRS ist es nun, die Gruppenmitglieder mit der Nachricht des Typs GReq zu
versorgen und der Response-Vollständigkeit entsprechend viele Antworten der Gruppen-
mitglieder in Form der Nachricht des TypsGRes einzusammeln. Wesentlicher Schwerpunkt
ist hier, neben der Unterstützung beider g1RRS-Klassen, die jeweils effiziente Realisierung
im Bezug auf über das Netz versendete Nachrichten in Gegenwart von Nachrichtenver-
lust. Hierfür kommt ein spezielles ARQ-Verfahren zum Einsatz, welches entscheidet, ob
Request-Nachrichten per Multicast und Unicast versendet werden.
Anhand Abbildung 4.13 wird der RRS weiter vorgestellt. Hierzu bietet der Dienstzugangs-
punkt des RRS die folgenden Dienstprimitive und Parameter an.
Zunächst wird der Dienstzugangspunkt auf Seiten des Initiators beschrieben. Als Namens-
schema wird dabei die X.210-Konvention [102] verwendet.
gAUDIT-R.REQ: Dieses Dienstprimitiv wird von einer Client-Instanz zum Auf-
rufen des RRS genutzt. Als Eingabeparameter wird das Tupel (GID, Anfrage,
g1RRS-Parameter) erwartet. Eine Client-Instanz kann hiermit eine Anfrage an alle bei
der Gruppe GID registrierten Server-Instanzen versenden und Parameter für die erwar-
tete Response-Vollständigkeit für die einzusammelnden Monitoringdaten mit angeben
(siehe Abschnitt 4.6.1). Die Gruppe wird dabei über die angegebene GID eindeutig
identifiziert. Nach Nutzung des Dienstprimitivs wird ein neuer Kommunikationsend-
punkt unter dem Bezeichner GID geöffnet, über den die eingegangen Monitoringdaten
von der Client-Instanz empfangen werden können (in der Abbildung 4.13 durch den
Zylinder mit X gekennzeichnet, wobei diese für den Kommunikationsendpunkt für
die Gruppe mit der GID X steht).
gAUDIT-R.CNF: Dieses Dienstprimitiv wird vom Initiator verwendet um den Abschluss
des Request-Response-Mechanismus an die aufrufende Client-Instanz zu signalisieren.
Bei Erfolg der Abfrage werden alle empfangen Monitoringdaten an die Client-Instanz
auf einmal übergeben. Dazu wird der zur Gruppe gehörende Kommunikationsend-
punkt genutzt. Werden mehrere Anfragen für die gleiche Gruppe von der Client-Instanz
parallel durchgeführt, so werden unterschiedliche Kommunikationsendpunkte verwen-
det. Je AID wird dabei ein separater Kommunikationsendpunkt verwendet. Mit diesem
Dienstprimitiv wird zusätzlich ein Parameter an die aufrufende Client-Instanz übermit-
telt, der Aufschluss über den Erfolg des vom RRS durchgeführten Request-Response-
Mechanismus gibt. Bei Empfang der letzten erforderlichen Nachricht des Typs GRes,
die erforderlich war, um das parameterisierte Ziel für Response-Vollständigkeit zu
erreichen, wird Success an den Initiator zurückgemeldet. Ist dies nicht der Fall und
die angeforderte Response-Vollständigkeit kann von gAUDIT nicht erreicht werden, so
wird FAILURE an die Client-Instanz zurückgegeben. In diesem Fall werden allerdings
keine Monitoringdaten an die Client-Instanz ausgeliefert. In beiden Fällen wird der
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zugehörige Kommunikationsendpunkt geschlossen – in dem abgebildeten Beispiel
wäre dies der Kommunikationsendpunkt für die Gruppe mit der GID X.








Abbildung 4.13: Übersicht über die Dienstzugangspunkte und Nachrichten des Request-
Response Service.
Folgende Dienstprimitive stehen am Dienstzugangspunkt auf Seiten des Respondents für
Server-Instanzen zur Verfügung.
gAUDIT-R.IND: Mit diesem Dienstprimitiv übergibt der Respondent in Nachrichten
des Typs GReq eingehende Anfragen an die Server-Instanz. Hierzu wird der per GMS
geöffnete und zur Gruppe gehörende Kommunikationsendpunkt genutzt. Zusätzlich
wird die zur Nachricht gehörende Anfrage-ID (AID) mit an die Server-Instanz über-
mittelt, so dass Antworten der Server-Instanz sich mit Anfragen verknüpfen lassen.
Das Dienstprimitiv verwendet daher das Tupel (AID, Anfrage) als Parameter.
gAUDIT-R.RES: Mit diesem Dienstprimitiv sendet eine Server-Instanz angefragte
Monitoringdaten an die Client-Instanz. Hierzu muss die bei der Anfrage verwendete
AID mit angegeben werden, sodass Antworten der Server-Instanz sich mit Anfragen
verknüpfen lassen. Dabei verlässt sich der Respondent darauf, dass die Server-Instanz
die AID für eine Antwort passend zur Anfrage wählt (sprich unverändert zurück an
den Respondent übergibt). Genutzt wird der per GMS geöffnete und zur Gruppe
gehörende Kommunikationsendpunkt. Als Eingabeparameter für das Dienstprimitiv
ergibt sich so das Tupel (AID, Monitoringdaten).
Intern greift der RRS des gAUDIT-Transportsystems auf die Nachrichten GReq und GRes
zurück, um die Anfrage einer Client-Instanz an die Respondents zu übermitteln. Ausführ-
liche Details zur Protokollspezifikation folgen in den nächsten Abschnitten.
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4.6.1 g1RRS-Parameter
gAUDIT erlaubt der Client-Instanz eine g1RRS-Klasse zu wählen und Parameter für
die Durchführung der Request-Response-Kommunikation mit anzugeben. Hierzu wird
das Dienstprimitiv gAUDIT-R.REQ am Dienstzugangspunkt des Initiators verwendet. Im
Folgenden wird ausgeführt, welche Parameter von gAUDIT unterstützt werden.
RClass: Mit Hilfe dieses Parameters wählt eine Client-Instanz eine von zwei g1RRS-
Klassen aus und spezifiziert die angeforderte Response-Vollständigkeit. Zur Aus-
wahl stehen 1) Statistisch-zuverlässig mit Auswahlwahrscheinlichkeit a oder 2) k-
zuverlässig, genau die Anzahl k an erwarteten Antworten. Auf Basis dieses Dienst-
elements und der Datenbank Member werden dann vom Initiator bei ausbleibenden
Response-Nachrichten gegebenenfalls Sendewiederholungen von Nachrichten des
Typs GReq durchgeführt.
MaxGap: Legt die maximale Dauer für die Durchführung einer Request-Response-
Kommunikation durch gAUDIT fest. So wird sichergestellt, dass die Ausführung von
gAUDIT in jedem Fall nach der per MaxGap eingestellten Dauer terminiert.
MergeSw: Regelt, ob Änderungen an der Zusammensetzung der zur Request-
Response-Kommunikation gehörenden Gruppe in die laufende Abarbeitung des
Request-Response-Mechanismus vom Initiator mit einbezogen werden sollen. Sol-
len Änderungen mit einbezogen werden, so wird dies für RClass berücksichtigt.
Wenn nicht, wird die Änderung der Zusammensetzung der Gruppe vom GMS bis zum
Abschluss der Request-Response-Kommunikation abgelehnt oder ein Fehler gemeldet.
Die Parameter müssen passend zum jeweiligen Monitoring-Anwendungsfall gewählt
werden.
4.6.2 Umsetzung der Response-Vollständigkeit
Bevor in den folgenden Abschnitten die Fehlerkontrolle des RRS und die Zustandsauto-
maten der Komponenten besprochen werden, wird an dieser Stelle zunächst auf Details
zur Berechnung von Response-Vollständigkeit durch den RRS eingegangen. Die Client-
Instanz wählt bei Verwendung des RRS durch Angabe der g1RRS-Parameter aus, welche
g1RRS-Klasse vom Dienst umgesetzt werden soll. Entweder Statistisch-zuverlässig oder
k-zuverlässig. Für beide Klassen wird vom Initiator die Response-Vollständigkeit ermittelt,
die durch den RRS angestrebt wird. Diese Information wird unter anderem auch für
das zum Einsatz kommende ARQ-Verfahren benötigt, so dass entschieden werden kann,
von wie vielen Gruppenmitgliedern eine Response-Nachricht erwartet wird. Außerdem
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benötigt das ARQ-Verfahren Angaben zur erwarteten Response-Vollständigkeit um zu ent-
schieden, ob der Versand der Request-Nachricht per Multicast effizienter als per Unicast
ist.
Der Initiator signalisiert dabei den adressierten Respondents über das in der Nachricht des
Typs GReq enthaltene Feld g1RRS− Klasse, ob die Klasse Statistisch-zuverlässig (Wert
0) oder k-zuverlässig (Wert 1) von der Client-Instanz ausgewählt wurde.
4.6.2.1 Response-Vollständigkeit für die Klasse Statistisch-zuverlässig
Für diese g1RRS-Klasse gibt die Client-Instanz als g1RRS-Parameter an, welche Auswahl-
wahrscheinlichkeit a für jedes Gruppenmitglied gewählt werden soll.
Zur Berechnung der erwarteten Response-Vollständigkeit ruft der Initiator zunächst alle
Gruppenmitglieder der adressierten Gruppe aus der Datenbank Member ab. Insbeson-
dere die IPv6-Adressen der Gruppenmitglieder werden für die Berechnung benötigt.
Anschließend berechnet der Initiator mit Hilfe eines Zufallszahlengenerators PRNG für
jedes Gruppenmitglied, ob eine Antwort erwartet wird. Hierzu erhält der Zufallszahlen-
generator PRNG als Eingabe die AID der Anfrage und die IPv6-Adresse des jeweiligen
Gruppenmitglieds. Als Ergebnis zieht der Zufallszahlengenerator einen gleichverteilten
Wert aus dem Intervall [0;100]. Ist der zufällig gezogene Wert ≤ a so wird eine Antwort
von dem Respondent erwartet. Auf diese Art und Weise lässt sich durch den Initiator die
Response-Vollständigkeit ermitteln.
Auf Seiten der adressierten Respondents erfolgt eine analoge Berechnung, ob der Re-
spondent die Anfrage an die zugehörige Server-Instanz weiterreichen soll. Hierzu wird
der gleiche Zufallszahlengenerator PRNG wie beim Initiator verwendet. Liegt auf Seiten
eines Respondents der zufällig gezogene Wert ≤ a, so wird die Anfrage an die zugehörige
Server-Instanz weitergereicht. Ist dies nicht der Fall, so wird die Nachricht des Typs GReq
verworfen.
4.6.2.2 Response-Vollständigkeit für die Klasse k-zuverlässig
Für diese g1RRS-Klasse gibt die Client-Instanz als g1RRS-Parameter direkt an, von wie
vielen Gruppenmitgliedern eine Response-Nachricht erwartet wird.
Hierdurch ergibt sich die Response-Vollständigkeit direkt aus dem angegebenen Parameter
k. Lediglich muss der Initiator sicherstellen, dass der gewählte Parameter k ≤ der Anzahl
aller zur Gruppe gehörenden Mitglieder ist. Andernfalls ist die anvisierte Response-
Vollständigkeit trivialerweise nie zu erreichen.
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Die Respondents reichen Nachrichten des Typs GReq, die zur g1RRS-Klasse k-zuverlässig
gehören, direkt an die entsprechenden Server-Instanzen weiter. Dabei muss der Dienst-
benutzer von gAUDIT darauf achten, dass in der per gAUDIT von der Client-Instanz an
Server-Instanzen transportierten Anfrage für die Server-Instanzen ersichtlich wird, dass
nur im “positiven” Fall eine Antwort benötigt wird. Wird beispielsweise bei CloudInspector
die Lokalität einer einzelnen VM abgefragt, so muss für die Monitoring-Agenten ersicht-
lich werden, dass nur die Antwort des Monitoring-Agenten benötigt wird, auf dem die
VM derzeit ausgeführt wird – alle anderen Monitoring-Agenten müssen keine Antwort
zurücksenden.
4.6.3 Request-Nachrichten per Multicast oder Unicast
Ein weiterer Bestandteil von gAUDIT ist die Entscheidung, Nachrichten des Typs GReq
per Multicast oder Unicast zu versenden. Zur Entscheidungsfindung wird durch gAUDIT
ermittelt, welche Variante die anvisierte Response-Vollständigkeit effizienter erreichen
kann.
Wird beispielsweise im Fall der g1RRS-Klasse Statistisch-zuverlässig nur von einem
Gruppenmitglied bei 1.000 registrierten Gruppenmitgliedern eine Antwort benötigt, so
ist die Wahl von Unicast für den Versand der Nachricht des Typs GReq sinnvoll. Wird
allerdings von jedem Gruppenmitglied eine Nachricht benötigt (a = 1), so bietet sich der
Versand mittels Multicast an.
Während für die g1RRS-Klasse Statistisch-zuverlässig bereits für die erste Request-
Nachricht entschieden werden kann, ob der Versand per Multicast effizenter als per
Unicast ist, ist dies für die g1RRS-Klasse k-zuverlässig nicht möglich. Hier ist zum Zeit-
punkt der Anfrage nicht geklärt, welches Gruppenmitglied antworten muss, sondern
lediglich die Anzahl der erwarteten Antworten ist bekannt. Allerdings kann auch hier die
Entscheidung zwischen Multicast und Unicast sinnvoll sein, insbesondere dann, wenn
Sendewiederholungen durchgeführt werden müssen. Beispielsweise hat eine Gruppe
100 Mitglieder wobei k = 99 Antworten von Gruppenmitgliedern von der Client-Instanz
erwartet werden. Sind nun schon 98 Antworten eingetroffen, so scheint es für Sende-
wiederholungen sinnvoll, die restlichen zwei verbleibenden Gruppenmitglieder (die, die
bisher noch keine Antwort an den Initiator gesendet haben) per Unicast zu adressieren.
Würde in diesem Beispiel Multicast für die Sendewiederholung verwendet, so würden
alle 100 Gruppenmitglieder erneut die Nachricht des Typs GReq erhalten und so auch
erneut alle bereits erhaltenen Antworten übertragen, was die Ressourcen des Netzes
sicher nicht effizient ausnutzt.
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Die genaue Untersuchung, in welchen Szenarien der Versand via Unicast Vorteile gegen-
über Multicast hat, ist Gegenstand der Evaluation (siehe Abschnitt 4.9). Zunächst werden
allerdings die Interna des RRS weiter ausgeführt.
4.6.4 Zeitgeber für den RRS
Essentieller Bestandteil des speziellen ARQ-Verfahrens für bidirektionale Request-
Response-Kommunikation in Gruppen sind die Zeitgeber RTO und Backoff. Der Zeitgeber
RTO bestimmt dabei, ab wann erwartete Response-Nachrichten auf Seiten des Initiators
als verloren gelten und daher Sendewiederholungen der Nachricht des Typs GReq erfor-
derlich sind. Der Zeitgeber Backoff hingegen regelt auf Seiten der Respondents, wann
bei Empfang einer bereits beantworteten Nachricht des Typs GReq (identifiziert anhand
der AID) eine erneute Übertragung der Nachricht des Typs GRes durchgeführt werden
soll.
Für die Wahl des Zeitgebers Backoff kommt ein Backoff-Algorithmus ähnlich wie in
[93] zum Einsatz. Der Zeitgeber RTO hingegen wird aus der gemessenen Umlaufzeit
zwischen Initiator und Respondents als Exponentially Weighted Moving Average (EWMA)
berechnet.
In Kombination bestimmen diese beiden Größen maßgeblich die Dauer, bis gAUDIT in
Szenarien mit Nachrichtenverlust die anvisierte Response-Vollständigkeit erreichen kann.
Werden beispielsweise größere Zeitgeber verwendet und muss eine verlorene Nachricht
erneut übertragen werden, so erhöht sich automatisch die Dauer bis der Verlust der
Nachricht durch den Initiator erkannt wird (Zeitgeber RTO). Folglich erhöht sich die
Dauer bis der RRS die Kommunikation erfolgreich abschließen kann.
4.6.4.1 Zeitgeber für Sendewiederholungen (RTO)
Der RRS misst kontinuierlich die Umlaufzeit zwischen Initiator und Respondents, in
dem die Zeit zwischen Versand von Nachrichten des Typs GReq und dem jeweiligen
Empfang von Nachrichten des Typs GRes ermittelt wird. Der Initiator legt so für jeden
Respondent die ermittelten Werte in der Datenbank Member ab. Dort werden diese als
Zeitgeber RTOx gepflegt, wobei x den jeweiligen Respondent eindeutig identifiziert. Für
Multicast-Anfragen wird dann jeweils der größte Zeitgeber RTOmax aller adressierten Grup-
penmitglieder verwendet, um zu entscheiden, wann Sendewiederholungen erforderlich
sind. Für Unicast-Anfragen werden jeweils die individuellen Zeitgeber RTOx verwendet.
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Die Berechnung mittels EWMA stellt ein Filter mit unendlicher Impulsantwort dar, der den
exponentiellen Mittelwert der Umlaufzeit zwischen Initiator und Respondent ermittelt,
wobei jüngere Datenpunkte stärker gewichtet werden. Die Berechnung des EWMA kann
als folgende rekursive Funktion angegeben werden, wobei Ui die aktuell gemessene
Umlaufzeit darstellt und der Faktor α darüber entscheidet, wie stark neue Messergebnisse
gewichtet werden.
EWMA(Ui) = α · Ui + (1−α) · EWMA(Ui−1)
Für die Zeitgeber ergibt sich somit RTOx = EWMA(Ux) wobei Ux die aktuelle, zwischen
Initiator und Respondent x gemessene Umlaufzeit darstellt.
Welcher Wert für α bei gAUDIT sinnvoll erscheint, wird in Abschnitt 4.9 näher unter-
sucht.
4.6.4.2 Zeitgeber für Backoff-Algorithmus (Backoff)
Auf Seiten von Respondents wird pro versendeter Nachricht des Typs GRes mit Hilfe
eines Backoff-Algorithmus eine zufällig Verzögerung gewählt. Der gewählte Wert wird
dann in dem Zeitgeber Backoff gespeichert, nach dessen Ablauf die Nachricht des
Typs GRes an den Initiator versendet wird. Durch die zufällige Wahl der Verzögerung auf
Seiten von Respondents sollen Incast-Situationen auf Seiten des Initiators bei Empfang
von Nachrichten des Typs GRes vermieden werden – diese treffen dann je nach der von
Respondents gewählten Verzögerung versetzt beim Initiator ein.
Der Backoff-Algorithmus wählt für den Zeitgeber Backoff zufällig einen Wert aus dem
folgenden Intervall.
Backoff ∈ [0; s · 2cms]
Über die Variable c wird angegeben, wie viele Übertragungen der Nachricht des Typs GRes
vom Respondent bereits veranlasst wurden – für die erste Nachricht steht die Variable
c auf dem Wert 0 und für die erste Sendewiederholung auf dem Wert 1. Die Konstante
s bestimmt den Startwert und ist bei CloudInspector standardmäßig auf 1 eingestellt.
Dadurch wird der Zeitgeber Backoff mindestens aus dem Intervall [0;1ms] zufällig
gewählt. Für andere Szenarien, insbesondere für solche, bei denen gAUDIT nicht innerhalb
von Datenzentren eingesetzt wird, bei denen erfahrungsgemäß mit niedrigen Latenzen
zu rechnen ist, muss der Startwert entsprechend angepasst werden.
Durch die Erhöhung der Variablen c je erneutem Sendeversuch der Nachricht des Typs
GRes, vergrößert sich automatisch das Intervall, aus dem der Backoff-Algorithmus den
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Wert für den Zeitgeber Backoff wählt. Falls eine Nachricht des Typ GRes, aufgrund einer
durch zu viele Nachrichten des Typs GRes verursachten Überlastsituation verloren geht,
soll der bei Sendewiederholungen eingesetzte Backoff-Algorithmus das erneute Auftreten
der Überlastsituation verhindern.
Damit der Backoff-Algorithmus unterscheiden kann, ob es sich bei einer zu versendenden
Nachricht des Typ GRes um eine Sendewiederholung handelt oder um die erste Nach-
richt, wird ein Zwischenspeicher verwendet. In diesem Zwischenspeicher werden alle
empfangenen Nachrichten des Typs GReq und alle versendeten Nachrichten des Typs GRes
für zwei Minuten vorgehalten. Der Wert von zwei Minuten für den Zwischenspeicher
wurde gewählt, da dies die maximale mögliche Dauer für die Durchführung von Request-
Response bei gAUDIT darstellt und an die Empfehlung aus [241] angelehnt ist. Alle
Einträge, die älter als zwei Minuten sind, werden von dem Backoff-Algorithmus aus dem
Zwischenspeicher gelöscht.
Trifft nun eine Nachricht des Typs GReq erneut ein (ein Eintrag ist bereits im Zwischen-
speicher vorhanden; eindeutig identifiziert anhand der AID und GID der Nachricht),
dann wird die Variable c um eins erhöht, bevor die im Zwischenspeicher abgelegte Nach-
richt des Typs GRes erneut vom Respondent an den Initiator versendet wird. Weiterhin
wird der Wert der Variablen c bei dem Eintrag für die jeweilige Nachricht des Typs GReq
hinterlegt.
Zur näheren Analyse zu Auswirkungen des Zeitgebers Backoff siehe Abschnitt 4.9.
4.6.5 Fehlerkontrolle des RRS
Die Fehlerkontrolle des RRS lässt sich in drei Teilbereiche untergliedern: 1) Erkennung
von Phantom-Daten und Korrektheit für die Übertragung von Nachrichten des Typs GReq
vom Initiator an Gruppenmitglieder (Respondents), 2) Erkennung von Phantom-Daten
und Korrektheit für die Übertragung von Nachrichten des Typs GRes von Respondents an
den Initiator und 3) Verlustbehandlung zur Realisierung der parametrisierten g1RRS-
Klasse.
Für die Erkennung von Phantom-Daten und Korrektheit wird vom RRS wie bei der
Fehlerkontrolle des GMS (siehe Abschnitt 4.5.1) auf das eingesetzte Transportprotokoll
UDP zurückgegriffen. Dabei wird, aufgrund der in Cloud-Infrastrukturen zu erwartenden
niedrigen Fehlerrate, auf zusätzliche CRC-Prüfsummen in gAUDIT-Nachrichten verzichtet.
Wird gAUDIT für andere Szenarien eingesetzt, so sollten die Nachrichten um entsprechen-
de Prüfsummen erweitert werden. Für die Verlustbehandlung dienen die Nachrichten
des Typs GRes als implizite Bestätigung für die fehlerfreie Übertragung der Nachricht des
Typs GReq an das jeweilige Gruppenmitglied.
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Für die Erkennung von Duplikaten und Nachrichtenverlust kommt das folgende bidirek-
tionale ARQ-Verfahren beim Respondent und Initiator zum Einsatz. Reihenfolgetreue
spielt hier keine Rolle, da die Kommunikation bereits mit der Übertragung einer Nachricht
je Kommunikationsrichtung abgeschlossen ist.
Auf Seiten von Respondents kommt der in Abbildung 4.14 beschriebene Pseudo-Code
zum Einsatz. Zunächst wartet der Respondent auf eintreffende Nachrichten des Typs
GReq. Sobald eine solche Nachricht empfangen wurde, wird überprüft, ob der Respondent
Mitglied in der per GID angegebenen Gruppe ist und ob eine Antwort vom Respondent
erwartet wird. Ob eine Antwort erforderlich ist, hängt von der gewählten g1RRS-Klasse
und der verwendeten Response-Vollständigkeit ab. Beispielsweise für die g1RRS-Klasse
Statistisch-zuverlässig, ob der Respondent mit zur angeforderten Stichprobe gehört.
Function EmpfangeRRSNachricht():
Entferne alle Einträge aus Zwischenspeicher die älter als zwei Minuten sind
if Respondent ist Mitglied in der Gruppe mit der GID && g1RRS-Klasse und
Response-Vollständigkeit erfordern eine Antwort des Respondents then
Führe Backoff-Algorithmus aus
if Nachricht des Typs GRes mit AID nicht im lokalen Zwischenspeicher then
Übergebe Inhalt der Nachricht per gAUDIT-R.IND an Server-Instanz
Setze Zeitgeber timeout für Rückmeldung durch Server-Instanz
while timeout.active() do
if gAUDIT-R.RES von Server-Instanz ausgelöst then
Warte Zeitgeber Backoff
Sende Nachricht des Typs GRes an Initiator










Abbildung 4.14: Pseudo-Code des ARQ-Verfahrens für Request-Response-Kommunikation
in Gruppen aus Sicht von Respondents.
Soll der Respondent eine Antwort auf die eingegangene Nachricht des Typs GReq versen-
den, so wird zunächst der Backoff-Algorithmus ausgeführt und der Zeitgeber Backoff
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gesetzt (vergleiche Abschnitt 4.6.4.2). Anschließend wird überprüft, ob bereits eine
passende Nachricht des Typs GRes im internen Zwischenspeicher hinterlegt ist (eindeutig
identifiziert anhand der in den Nachrichten angegebenen GID und AID). Wurde bereits
eine Nachricht des Typs GRes im internen Zwischenspeicher hinterlegt, so wird nach
Ablauf des Zeitgebers Backoff die im internen Zwischenspeicher hinterlegte Nachricht
des Typs GRes erneut an den Initiator übertragen. Ist die Nachricht noch nicht im internen
Zwischenspeicher hinterlegt, so übergibt der Respondent den Nachrichteninhalt an die
entsprechende Server-Instanz. Anschließend wartet der Respondent auf eine Antwort
der Server-Instanz. Trifft diese Antwort ein, so wird eine Nachricht des Typs GRes mit
der von der Server-Instanz erhaltenen Antwort an die Client-Instanz gesendet und die
Nachricht anschließend im Zwischenspeicher hinterlegt. Generell werden alle Einträge
des Zwischenspeichers, die älter als zwei Minuten sind, automatisch gelöscht.
Auf der Seite des Initiators kommt der in Abbildung 4.15 beschriebene Pseudo-Code
zur Fehlerkontrolle des RRS zum Einsatz. Wird durch eine Client-Instanz eine Abfrage
gestartet, so wählt der Initiator zunächst die AID zufällig. Danach wird der Zeitgeber
MaxGap gestartet, der sicherstellt, dass die Request-Response-Kommunikation spätestens
nach der von der Client-Instanz gewählten Zeitdauer terminiert. Anschließend findet eine
Fallunterscheidung statt, ob die erwarteten Nachrichten des Typs GRes mittels Unicast-
oder Multicast-Kommunikation angefordert werden. Hierbei wählt der Initiator je nach
g1RRS-Klasse und erwarteter Response-Vollständigkeit die effizientere Variante. Für mehr
Details hierzu siehe Abschnitt 4.9.
Soll Unicast-Kommunikation verwendet werden um die erwarteten Nachrichten des Typs
GRes anzufordern, so setzt der Initiator je Gruppenmitglied x welches angefragt wird
einen eigenen Zeitgeber RTOx auf den in der Datenbank Member hinterlegten Wert (siehe
Abschnitt 4.6.4.1). Anschließend wird die Nachricht des Typs GReq jeweils per Unicast an
die Gruppenmitglieder versendet. Je empfangener Nachricht des Typs GRes aktualisiert
der Initiator den für das Gruppenmitglied hinterlegten Wert für RTO in der Datenbank
Member. Außerdem überprüft der Initiator, ob die von der Client-Instanz angeforderte
Response-Vollständigkeit erreicht wurde. Ist dies der Fall, so werden die eingesammelten
Monitoringdaten an die Client-Instanz übergeben. Ist dies nicht der Fall, so wird so lange
weiter auf Nachrichten des TypsGRes gewartet, bis einer der Zeitgeber RTOx abgelaufen ist.
In diesem Fall wird eine Sendewiederholung per Unicast vorgenommen und der Zeitgeber
erneut gestartet. Dieser Vorgang wiederholt sich so lange, bis entweder alle erwarteten
Nachrichten von den Gruppenmitgliedern eingesammelt wurden oder der Zeitgeber
MaxGap abgelaufen ist. Läuft der Zeitgeber ab, bevor alle Nachrichten eingesammelt
werden konnten, so wird die nicht erfolgreiche Request-Response-Kommunikation an die
Client-Instanz zurückgemeldet.
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begin
Wähle AID für Nachricht des Typs GReq zufällig
MaxGap.start()
if Versand mittels Unicast effizenter then
Start É Label für Sprunganweisung, siehe weiter unten
Setze je Gruppenmitglied den RTO-Wert auf Wert aus der Datenbank
Starte je Gruppenmitglied x Zeitgeber RTOx
Sende Nachricht des Typs GReq jeweils per Unicast an Gruppenmitglied
while MaxGap.active() do
if Nachricht des Typs GRes empfangen then
Speichere neuen RTO des Respondents in Datenbank Member
Speichere empfangene Monitoringdaten
if Angeforderte Response-Vollständigkeit erreicht then
return Request-Response erfolgreich an Client-Instanz
end
end
forall RTOs die abgelaufen sind do
Setze RTO für Gruppenmitglied erneut





Setze Zeitgeber RTO auf den größtern Wert der Gruppenmitglieder
Starte Zeitgeber RTO
Sende Nachricht des Typs GReq per Multicast an Gruppenmitglieder
while MaxGap.active() do
if Nachricht des Typs GRes empfangen then
Speichere neuen RTO des Respondents in Datenbank Member
Speichere empfangene Monitoringdaten
if Angeforderte Response-Vollständigkeit erreicht then
return Request-Response erfolgreich an Client-Instanz
end
end
if RTO abgelaufen && Versand mittels Unicast effizienter then
goto Start É Sprunganweisung
else





return Request-Response nicht erfolgreich an Client-Instanz
end
Abbildung 4.15: Pseudo-Code des ARQ-Verfahrens für Request-Response-Kommunikation
in Gruppen aus Sicht des Initiators.
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Soll Multicast-Kommunikation verwendet werden, so setzt der Initiator lediglich einen
einzelnen Zeitgeber RTO, auf den für alle Gruppenmitglieder höchsten in der Datenbank
Member hinterlegten Wert (siehe Abschnitt 4.6.4.1) – somit ist sichergestellt, dass selbst
das Gruppenmitglied mit der höchsten Umlaufzeit zwischen Initiator und Respondent
vor Ablauf des Zeitgebers RTO antworten kann. Anschließend wird die Nachricht des
Typs GReq mittels Multicast an die Gruppenmitglieder versendet. Ähnlich wie bei der
Unicast-Kommunikation überprüft nun der Initiator laufend, ob die von der Client-
Instanz gewählte Response-Vollständigkeit erreicht wurde und meldet gegebenenfalls
den Erfolg der Request-Response-Kommunikation zurück. Außerdem wird der Verlust
von Nachrichten des Typs GRes mit Hilfe des Zeitgebers RTO erkannt, wonach erneut eine
Fallunterscheidung stattfindet, ob Multicast- oder Unicast-Kommunikation effizienter ist.
Der Ablauf hiernach erfolgt dann wie oben beschrieben. Bei Ablauf des Zeitgebers MaxGap,
ohne dass die angefragte Response-Vollständigkeit erreicht wurde, wird vom Initiator der
Client-Instanz die nicht erfolgreiche Abarbeitung der Request-Response-Kommunikation
signalisiert.
4.6.6 Zustandsautomat des Initiators
In diesem Unterabschnitt wird auf die Details des Initiators zur Realisierung des g1RRS
näher eingegangen. Wesentlicher Bestandteil ist das ARQ-Verfahren zur Verlustbehand-
lung.
Abbildung 4.16 zeigt den Überblick über den Zustandsautomat des Initiators. Der Zu-
standsautomat lässt sich in drei Teile gliedern: Empfang von Nachrichten des Typs GRes,
Verlustbehandlung und Gruppenverwaltung während Request-Response-Kommunikation.
Außerdem wird per GMS auf die Datenbank Member zurückgegriffen. Darüber hinaus
verwendet der Zustandsautomat die Zeitgeber GapClk und RTO.
Bei Nutzung von gAUDIT-R.REQ durch die Client-Instanz setzt der Initiator zunächst die
Dienstelemente GapClk und RTO zurück.
Anschließend findet eine Fallunterscheidung statt, ob Multicast- oder Unicast-
Kommunikation für das Versenden der Nachricht des Typs GReq verwendet werden soll.
Hierzu wird ermittelt, wie viele Nachrichten des Typs GRes vom Initiator erwartet werden.
Für mehr Details siehe Abschnitt 4.6.3 und Abschnitt 4.9.
Zum Versand von Nachrichten des Typs GReq wird die AID vom Initiator zufällig erzeugt.
Für eine Nachricht des TypsGReq wird das Typ-Feld auf 0 gesetzt (siehe Abschnitt 4.4.3.2).
Des Weiteren startet der Initiator den Zeitgeber RTO, der dazu dient, gegebenenfalls
Sendewiederholungen auszulösen (siehe Abschnitt 4.6.6.2) – im Fall von Unicast existiert
je erwarteter Nachricht des Typs GRes ein eigener Zeitgeber RTO, im Fall von Multicast
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Abbildung 4.16: Gesamtansicht des RRS-Zustandsautomaten des Initiators. Unterteilt in die
Bereiche Verlustbehandlung, Empfang von Nachrichten des Typs GRes und
Gruppenverwaltung während einer Request-Response-Kommunikation.
UCST steht hier für Unicast und MCST für Multicast.
wird ein Zeitgeber für alle erwarteten Nachrichten verwendet. Mehr Details zur Wahl des
Zeitgebers RTO finden sich in Abschnitt 4.6.4.1 und Abschnitt 4.9. Außerdem startet der
Initiator den Zeitgeber GapClk, der die gesamte Ausführungszeit der Request-Response-
Kommunikation misst. Anschließend geht der Initiator in den Zustand Antwort-Sammlung
über.
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Vom Zustand Antwort-Sammlung aus können nun drei Teile des Zustandsautomaten
erreicht werden. Diese werden im Folgenden dargelegt.
4.6.6.1 Empfang von Nachrichten des Typs GRes
Abbildung 4.17 zeigt den Teil des Zustandsautomaten des Initiators, der für die Verarbei-
tung (den Empfang) von Nachrichten des Typs GRes verantwortlich ist. Zur Realisierung
der Funktionalität wird der Zwischenspeicher RecvCache verwendet. Dieser Teil des
Zustandsautomaten setzt die folgenden Anforderungen um.
R01 Aktualisierung des Zwischenspeichers RecvCache bei Erhalt neuer Nachrichten
des Typs GRes.
R02 Erkennung von doppelter Auslieferung einer Nachricht des Typs GRes an die Client-
Instanz. Hier besonders relevant, da es durch Sendewiederholung der Nachricht
des Typs GReq an eine Gruppe zum mehrfachen Empfang von Nachrichten des Typs
GReq kommen kann.
R03 Überprüfen, ob die von der Client-Instanz gewählte g1RRS-Klasse RClass erreicht
wurde. Hierzu wird auf den Zwischenspeicher RecvCache zurückgegriffen.
R04 Gewährleisten, dass eine Request-Response-Kommunikation nach maximal der
Zeitdauer von MaxGap terminiert.
R05 Sicherstellen, dass veraltete Einträge in dem Zwischenspeicher RecvCache wieder
gelöscht werden.
Empfängt der Initiator im Zustand Antwort-Sammlung eine Nachricht des Typs GRes eines
Respondents, so wird zunächst ermittelt, zu welcher Gruppe die Nachricht (anhand der
GID) gehört und ob die in der Nachricht angegebene AID sich auf die laufende Request-
Response-Kommunikation bezieht. Ist dies nicht der Fall, so wird die Nachricht verworfen.
Handelt es sich hingegen um eine erwartete Antwort wird anhand des Zwischenspeichers
RecvCache überprüft, ob die Nachricht bereits vom Initiator empfangen wurde. Dabei
wird die Nachricht eindeutig anhand der verwendeten IPv6-Absenderadresse und der
enthaltenen AID identifiziert. Ist dies der Fall, so wird keine weitere Aktion getätigt und
direkt in den Zustand Antwort-Sammlung zurückgesprungen – dann handelt es sich hier-
bei um eine überflüssige Sendewiederholung eines Respondents, da die Monitoringdaten
mit der ersten empfangenen Nachricht des Typs GRes bereits im RecvCache abgelegt
wurden. Wurde die Nachricht noch nicht empfangen, so wird der Nachrichteninhalt in
dem Zwischenspeicher RecvCache bei dem Respondent vermerkt. Durch den Eintrag in
dem Zwischenspeicher RecvCache wird sichergestellt, dass keine Nachrichten des Typs
GRes doppelt an die Client-Instanz ausgeliefert werden. Außerdem wird je empfangener
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Nachricht des Typs GRes von einem Respondent die Umlaufzeit zwischen Initiator und
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Abbildung 4.17: Detailansicht des Initiator-Zustandsautomaten für den Empfang von Nach-
richten des Typs GRes.
Nach Aktualisierung des Zwischenspeichers RecvCache wird geprüft, ob die g1RRS-
Klasse RClass erreicht wurde (siehe Abschnitt 4.6.2).
Um dies zu überprüfen, wird anhand der Datenbank Member des GMS und des Zwischen-
speichers RecvCache überprüft wie viele erwartete Respondents noch keine Nachricht
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des Typs GRes gesendet haben. Ist diese Anzahl größer als der Wert 0, so liegen noch nicht
alle Monitoringdaten (Antworten) vor und es wird in den Zustand Antwort-Sammlung
gewechselt. Liegen alle Antworten vor (der Wert ist 0), so wird die Request-Response-
Kommunikation beendet, die Antworten im RecvCache werden an die Client-Instanz
ausgeliefert und der zu GID gehörige Kommunikationsendpunkt geschlossen. Außerdem
werden beim Beenden alle zum abgelaufenen Request-Response-Mechanismus gehörende
Einträge aus dem Zwischenspeicher RecvCache gelöscht – identifiziert werden diese
anhand der GID und AID.
Während sich der Automat im Zustand Antwort-Sammlung befindet, wird laufend über-
prüft, ob der Zeitgeber GapClk bereits den Wert des Parameters MaxGap erreicht hat. Ist
dies der Fall, so wird die Request-Response-Kommunikation mit einer Fehlermeldung
beendet und der zu GID gehörige Kommunikationsendpunkt geschlossen. Beim Beenden
werden zusätzlich alle zur Request-Response-Kommunikation gehörenden Einträge aus
dem Zwischenspeicher RecvCache gelöscht.
4.6.6.2 Verlustbehandlung
Abbildung 4.18 zeigt den Teil des Zustandsautomaten des Initiators, der bei Nachrichten-
verlust Sendewiederholungen durchführt. Dabei setzt dieser Teil des Zustandsautomaten
die folgende Anforderung um.
R06 Überwachung des Zeitgebers RTO und gegebenenfalls wiederholtes Senden der
Nachricht des Typs GReq bei Nachrichtenverlust an eine Gruppe (per Unicast oder
Multicast).
Um den fehlenden Empfang einer Nachricht des Typs GRes zu detektieren, werden alle
Zeitgeber RTO überwacht. Für Multicast muss lediglich ein einzelner Zeitgeber überwacht
werden, für Unicast muss für jeden adressierten Respondent ein Zeitgeber RTO über-
wacht werden. Ist dessen Laufzeit abgelaufen, so wird von einem Nachrichtenverlust
ausgegangen. Zur Verlustbehandlung werden Sendewiederholungen durchgeführt.
Durch das erneute Senden der Nachrichten des Typs GReq per Multicast an eine Gruppe
können Respondents eine bereits zuvor empfangene GReq mehrfach erhalten und zwar
unabhängig davon, ob sie diese bereits beantwortet haben. Aus diesem Grund muss dieser
Fall auf Seiten des Respondents behandelt werden (siehe Abschnitt 4.6.7). Falls eine
Nachricht des Typs GRes ein zweites Mal bei der Client-Instanz eintrifft (beispielsweise
weil der Respondent diese ein zweites Mal versendet hat), so wird dies anhand der AID
erkannt (siehe Abschnitt 4.6.6.1) und nicht erneut in den Zwischenspeicher RecvCache
aufgenommen.
















Abbildung 4.18: Detailansicht des Initiator-Zustandsautomaten für die Behandlung von
Nachrichtenverlust.
4.6.6.3 Gruppenverwaltung während Request-Response-Kommunikation
Anhand der Abbildung 4.19 wird das Verhalten des Initiators bei Änderung der Gruppen-
mitgliedschaften während einer Request-Response-Kommunikation erörtert. Dabei setzt
dieser Teil des Zustandsautomaten die folgenden Anforderungen um.
R07 Integration von Änderungen in der Gruppenzusammensetzung in eine laufende
Request-Response-Kommunikation. Je nach gesetztem Wert für den Parameter
MergeSw.
R08 Gewährleisten, dass neu zur Gruppe beigetretene Respondents mit der aktuellen
Nachricht des Typs GReq versorgt werden.
R09 Sicherstellen, dass die Respondents die die Gruppe verlassen haben, nicht mehr
länger bei der Überprüfung der g1RRS-Klasse RClass mit berücksichtigt werden.
Erreicht eine Nachricht des Typs GM gmt den Initiator, wobei die GID identisch zu der
laufenden Request-Response-Kommunikation ist (gleiche Gruppe betroffen), so wird eine
Fallunterscheidung durchgeführt.
Wurde der Parameter MergeSw von der Client-Instanz bei Aufruf mittels gAUDIT-R.REQ
auf 0 gesetzt, so wird die eingehende Änderung an der Gruppenmitgliedschaft vom
Initiator abgelehnt. Hierzu wird die Nachricht des Typs GApvl mit invertiertem Feld
Beitritt (im Bezug zum Wert in der Nachricht des Typs GM gmt) an den anfragenden
Respondent zurückgesendet (vergleiche Abschnitt 4.5.4).
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Abbildung 4.19: Darstellung der Gruppenverwaltung durch den Initiator.
Ist der Parameter MergeSw hingegen auf den Wert 1 gesetzt, so integriert der Initiator die
neue Gruppenzusammensetzung in die laufende Request-Response-Kommunikation und
versendet eine positive GApvl an den anfragenden Respondent (siehe Abschnitt 4.5.4).
Hierzu wird zunächst ermittelt, ob es sich bei der Nachricht des Typs GM gmt um einen
Beitritt oder das Verlassen einer Gruppe handelt. Handelt es sich um einen Beitritt –
das Feld Beitritt steht auf 0 – so ermittelt der Initiator, ob der neue Respondent Teil
der g1RRS-Klasse ist und versendet gegebenenfalls die zuvor an die Gruppe gesendete
Nachricht des Typs GReq mittels Unicast an den neuregistrierten Respondent. Handelt
es sich um den Austritt aus einer Gruppe, so wird der entsprechende Eintrag für den
Respondent und den GID aus der Datenbank Member entfernt. Außerdem werden bereits
erhaltene Nachrichten des Respondents anhand der AID und der IPv6-Absenderadresse
des Respondents identifiziert und aus dem Zwischenspeicher RecvCache gelöscht.
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4.6.7 Zustandsautomat des Respondents
Abbildung 4.20 zeigt den Zustandsautomaten des Respondent bei Erhalt einer Nach-
richt des Typs GReq. Dabei setzt dieser Abschnitt des Zustandsautomaten die folgenden
Anforderungen um.
R10 Überprüfen, ob eingehende Nachrichten des TypsGReq bereits von der Server-Instanz
behandelt wurden. Verhindert Mehraufwand auf Seiten von Server-Instanzen bei
Sendewiederholungen des Initiators.
R11 Übermittlung von noch nicht bearbeiteten Nachrichten des Typs GReq an die Server-
Instanz.
R12 Aktualisierung des Zwischenspeichers RecvCache auf Basis der von der Server-
Instanz erhaltenen Nachrichten des Typs GRes. Außerdem wird eine entsprechende
Nachricht des Typs GRes an den Initiator versendet.
R13 Erkennen, dass die mit dem Respondent verbundene Server-Instanz aufgrund eines
Fehlers die Anfrage nicht bearbeitet.
Nach Erhalt einer Nachricht des Typs GReq liest der Respondent die Nachrichtenfelder aus.
Anschließend wird in dem Zwischenspeicher RecvCache geprüft, ob für die vorliegende
GID bereits eine Nachricht des Typs GRes an den Initiator versendet wurde. Ist dies der
Fall (Eintrag im Zwischenspeicher vorhanden), so führt der Respondent die Sendewie-
derholung der gespeicherten Nachrichten des Typs GRes durch, ohne noch einmal die
Server-Instanz aufzurufen. Hierzu wird ein Backoff-Algorithmus verwendet. Für jede
durchzuführende Sendewiederholung wird dabei das Fenster zur zufälligen Wahl des
Backoffs exponentiell vergrößert. Mehr Details zur Bewertung des Backoff-Algorithmus,
insbesondere in Kombination mit der Berechnung von RTO auf Seiten des Initiators,
finden sich in Abschnitt 4.6.4.2 und Abschnitt 4.9.
Ist die AID nicht bekannt (kein Eintrag in der Liste vorhanden), so löst der Respondent
gAUDIT-R.IND aus. Hierfür wird der Kommunikationsendpunkt der Server-Instanz ge-
wählt, der zur GID gehört. Dieser wurde beim Beitritt zur Gruppe geöffnet (siehe Details
des GMS in Abschnitt 4.5). Neben der Anfrage wird mittels gAUDIT-R.IND auch die
AID über den Kommunikationsendpunkt an die Server-Instanz übermittelt. Hiernach
startet der Respondent einen Zeitgeber von einer Minute, um zu überwachen, ob die
Server-Instanz antwortet. Ohne Beschränkung der Allgemeinheit wird dieser Wert als ma-
ximale Verarbeitungszeit der Server-Instanz für eine Anfrage angenommen. Bei anderen
Anwendungsfällen als dem CloudInspector kann diese Konstante angepasst werden.
Läuft dieser Timeout ab, ohne dass die Server-Instanz gAUDIT-R.RES ausgelöst hat, so
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Abbildung 4.20: Zustandsautomat auf Seiten des Respondents zur Durchführung von vom
Initiator ausgehender Request-Response-Kommunikation.
geht in den Zustand Ruhe über. Wird gAUDIT-R.RES von der Server-Instanz vor Ablauf
des Timeouts ausgelöst, so wird eine Nachrichten des Typs GRes an den Initiator versen-
det. Zusätzlich werden die mittels der Nachrichten des Typs GRes zu transportierenden
Monitoringdaten der Server-Instanz in dem Zwischenspeicher RecvCache hinterlegt.
Hierzu wird die GID und AID verwendet, so dass der Respondent eine Sendewieder-
holung durchführen kann, ohne die Server-Instanz erneut zu involvieren. Dabei löscht
der Zwischenspeicher jeden Eintrag zwei Minuten nach Hinzufügen. Dies ist der ma-
ximale Wert, den eine Client-Instanz bei dem Parameter MaxGap einstellen kann und
somit die maximale Zeit, in der Sendewiederholungen innerhalb eines Request-Response-
Mechanismus vom Initiator durchgeführt werden können (siehe Abschnitt 4.6.1) und eine
Sendewiederholung von bereits versendeten Nachrichten des Typs GRes vom Respondent
erforderlich sein können.
4.7 Sicherheitsaspekte
Zwar wird in dieser Dissertation prinzipiell von einem ehrlichen Cloud-Anbieter ausge-
gangen (vergleiche Kapitel 1), dennoch kann es sinnvoll sein, die Kommunikation des
Transportsystems zumindest gegen passive Angreifer zu schützen. Beispielsweise in dem
Fall, dass ein Angreifer Zugriff auf das Cloud-Netz erhält, aber keinen Zugriff auf die phy-
sischen Cloud-Knoten oder den Monitoring-Controller hat. Als Angreifer-Modell wird im
Folgenden das in Abbildung 4.21 dargestellte Dolev-Yao-Modell [49] angenommen. Der
Angreifer hat insbesondere keinen Zugriff auf die Komponenten von gAUDIT (Initiator
und Respondent) auf den Endsystemen.









































Abbildung 4.21: Einsatz von gAUDIT in Gegenwart eines Dolev-Yao-Angreifers.
Als Schutzziel soll vertrauliche und integere Kommunikation zwischen Initiator und Re-
spondents in Gegenwart von Dolev-Yao-Angreifern gewährleistet werden. Die Erweiterung
für gAUDIT ist in die folgenden drei Teilbereiche unterteilt:
Schlüsselverteilung und Erneuerung: Bei der Installation des gAUDIT Transport-
systems wird Schlüsselmaterial auf den Initiator beziehungsweise die Respondents
verteilt. Je Respondent wird dabei ein eigenes symmetrisches Schlüsselpaar RK mit
dem Initiator gebildet und in einer eigenen Schlüssel-Datenbank hinterlegt. Des
Weiteren wird für den Initiator mit Hilfe eines asymmetrischen Verfahrens ein öf-
fentlicher IPK und privater Schlüssel ISK erzeugt. Zusätzlich erhalten die Respondents
als Vertrauensanker den öffentlichen Schlüssel CPK. Der öffentliche Schlüssel CPK
dient zur Überprüfung für Zertifikate auf den öffentlichen Schlüssel IPK des Initia-
tors, so dass der Initiator einerseits eindeutig identifiziert wird und anderseits der
öffentliche Schlüssel IPK gewechselt werden kann (beispielsweise bei Erneuerung des
Schlüsselmaterials). Das symmetrische Schlüsselmaterial der Respondents wird in
regelmäßigen Abständen mit Hilfe eines geeigneten Protokollmechanismus erneuert.
Schutz von Unicast-Nachrichten: Neben der Verteilung von Schlüsselmaterial bei
der Installation wird auch der Ablauf von gAUDIT angepasst. So werden alle Unicast-
Nachrichten (Nachrichten des Typs GRes, GM gmt und GApvl) mit dem im Voraus ver-
teilten symmetrischen Schlüssel mit der Funktion EncSign(Schlüssel, Nachricht)
verschlüsselt und signiert. Beispielsweise EncSign(RK ,GRes) = C . Anhand der Ab-
bildung von Quelladresse des Respondents auf symmetrischen Schlüssel RK in der
Schlüssel-Datenbank entschlüsselt der Initiator diese Nachrichten dann mit der Funk-
tion DecVerify(Schlüssel, Chiffrat) und prüft, ob diese unverändert empfangen
wurde. Beispielsweise DecVerify(RK , C) = GRes. Die Unicast-Nachricht des Typs
GApvl von dem Initiator zu einem Respondent ist ebenfalls mit dem entsprechenden
symmetrischen Schlüssel RK zwischen Initiator und Respondent verschlüsselt. Zur Inte-
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gritätssicherung wird allerdings eine asymmetrische digitale Signatur des Initiators mit
dem Schlüssel ISK verwendet. Hierzu wird der Funktion ein Tupel als Schlüssel überge-
ben EncSign((Verschlüsselungsschlüssel, Signierschlüssel), Nachricht).
Außerdem wird der Nachricht GApvl der öffentliche Schlüssel IPK und das Zertifikat
des Initiator ICert angehängt. Jeder Respondent überprüft dann anhand des im Vor-
feld verteilten öffentlichen Schlüssels CPK, ob die Signatur auf das Zertifikat ICert
des Initiators gültig ist. Bei erfolgreicher Überprüfung wird die Nachricht mit Hil-
fe der Funktion DecVerify((Verschlüsselungsschlüssel, Signierschlüssel),
Chiffrat) entschlüsselt. Als Signierschlüssel wird hier der öffentliche Schlüssel IPK
des Initiators verwendet. Hierdurch wird sichergestellt, dass sich kein Respondent
als Initiator ausgeben kann und gleichzeitig bleiben Unicast-Nachrichten zwischen
Initiator und Respondent vertraulich. Als Verschlüsselungsverfahren kommt ein Ver-
fahren aus der Familie Authenticated encryption zum Einsatz, zum Beispiel der Galois
Counter Mode (GCM) [132, 133] oder Counter with CBC-MAC (CCM) [215].
Schutz der Gruppenkommunikation: Zur Absicherung der Nachricht des Typs GReq,
die als Multicast-Nachricht an eine Gruppe versendet wird, wird je Gruppe ein spezifi-
scher Schlüssel GK verwendet (Gruppenschlüssel). Der Initiator hinterlegt je Gruppe
diesen Gruppenschlüssel GK in der Datenbank Member. Dem Respondent wird dieser
Gruppenschlüssel bei Beitritt zu einer Gruppe in der GApvl Nachricht mitgeteilt. Die
Nachricht des Typs GApvl ist wiederum mit dem auf der Respondent im Voraus ver-
teilten symmetrischen Schlüssel RK verschlüsselt und durch die digitale Signatur des
Initiators integritätsgesichert. Der Respondent speichert für jede Gruppe, bei der er
beigetreten ist, den zugehörigen Gruppenschlüssel GK ab. Der Initiator verschlüsselt
nun jede Nachricht des Typs GReq an die Gruppe mit dem entsprechenden in der
Datenbank Member hinterlegten Gruppenschlüssel GK und sichert die Integrität mit
Hilfe seiner digitalen Signatur unter Verwendung des Schlüssels ISK. Durch die asym-
metrische digitale Signatur des Initiators wird gewährleistet, dass kein Respondent
eine gültige Nachricht des Typs GReq an einen Gruppe senden kann, obwohl diese
im Besitz des Gruppenschlüssels sind. Das Verlassen einer Gruppe erfolgt analog,
wobei der Respondent den entsprechenden Gruppenschlüssel GK löschen muss. Das
Löschen des Gruppenschlüssels GK dient dabei als “Vorsichtsmaßnahme”, so dass bei
der eventuellen Übernahme eines Respondents durch einen stärkeren Angreifer nicht
mehr benötigtes Schlüsselmaterial nicht abhandenkommen kann. Außerdem wird je
Gruppe der Gruppenschlüssel in regelmäßigen Abständen mit Hilfe eines geeigneten
Protokollmechanismus erneuert, beispielsweise mit Hilfe von [206].
Mit dem hier beschriebenen Verfahren kann Vertraulichkeit und Integrität gegenüber
passiven Angreifern im Netz des Cloud-Anbieters erreicht werden. Außerdem wird si-
chergestellt, dass nur ein legitimer Initiator Nachrichten des Typs GReq an eine Gruppe
senden kann.
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Gelingt es allerdings einem stärkeren Angreifer, einen physischen Cloud-Knoten und in
dessen Folge einen Respondent zu übernehmen, so hat dieser direkten Zugriff auf das
im Vorfeld verteilte Schlüsselmaterial zwischen Respondent und Initiator. Allerdings hat
der Angreifer keinen Zugriff auf die im Zertifikat beglaubigte Identität des Initiators
(insbesondere nicht auf den privaten Schlüssel ISK) und kann somit auch keine gültige
Nachricht des Typs GReq an eine Gruppe senden.
Jedoch kann der Angreifer bei Übernahme eines Respondents beliebigen Gruppen beitre-
ten, Nachrichten mitlesen oder falsche Monitoringdaten an den Initiator zurücksenden.
Hierbei ist er allerdings limitiert auf den übernommenen Respondent. Einen anderen
Respondent kann der Angreifer nicht impersonifizieren, da er keinen Zugriff auf dessen
individuelles Schlüsselmaterial RK mit dem Initiator hat. Nichtsdestotrotz würde die-
ser Angriff die Funktionalität von Anwendungsinstanzen des gAUDIT-Transportsystems
wie CloudInspector massiv beeinflussen. Daher muss durch andere Maßnahmen die
Übernahme eines physischen Cloud-Knotens durch den Angreifer verhindert werden.
Üblicherweise hat hier der Cloud-Anbieter selber ein immenses Interesse daran, sicher-
zustellen, dass unautorisierte Nutzer keinen Zugriff auf physische Cloud-Knoten haben,
und setzt daher bereits entsprechende Sicherheitsmaßnahmen ein.
4.8 Verwandte Ansätze
Der Umsetzung von adaptiver Request-Response-Kommunikation in Szenarien mit Grup-
pen wird bisher insgesamt wenig Aufmerksamkeit gewidmet. Dies liegt vor allem daran,
das Request-Response typischerweise oberhalb der Transportschicht angesiedelt ist und
daher typischerweise anwendungsfallspezifisch realisiert wird. Ein wesentliches Abgren-
zungsmerkmale von gAUDIT gegenüber dem Stand der Forschung ist die effiziente
Umsetzung von Response-Vollständigkeit für verschiedene g1RRS-Klassen durch geschick-
te Auswahl zwischen Multicast und Unicast. Hinzu kommt, dass gAUDIT nach bestem
Wissen derzeit das einzige Verfahren ist, dass überhaupt statistische Parameterisierung der
Response-Vollständigkeit erlaubt und hierzu passend Multicast oder Unicast einsetzt und
Response-Nachrichten in Abhängigkeit der erwarteten Antworten desynchronisiert.
4.8.1 Robuste Übertragung von Response-Nachrichten
Um Response-Nachrichten vom Initiator an eine Gruppe von Respondents zuverlässig zu
übertragen, kommen Multicastprotokolle in Betracht. Unter den zahlreichen Varianten
[145, 47, 190, 119, 191, 90] existieren mitunter auch zuverlässige Varianten für die
Transportschicht [211, 221, 228, 231].
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Zwar unterstützen einige Varianten die Verwaltung der Gruppenmitgliedschaft durch
Empfänger, allerdings sind zuverlässige Multicastprotokolle nicht auf Request-Response-
Kommunikation ausgelegt und unterstützen somit auch keine Response-Vollständigkeit,
die sich parametrisieren ließe. Dies liegt vor allem daran, dass die Dienstdefinitionen
von Protokollen der Transportschicht sich auf unidirektionale Datenübertragung von
Sender zu Empfänger beziehen. Bidirektionale Garantien, wie die Anforderung einer
Response-Nachricht werden in der Regel nicht mit abgedeckt. In der Konsequenz können
bei gAUDIT durch Einsatz eines zuverlässigen Multicastprotokolls lediglich Nachrich-
ten des Typs GReq vom Initiator zu den Respondents übertragen werden, aber keine
Nachrichtenverluste innerhalb der Server-Instanz oder auf dem Rückweg zum Initiator
behandelt werden. Genauso wenig unterstützen zuverlässige Multicastprotokolle die
vorgestellten g1RRS-Klassen. Aus diesen Gründen können Multicastprotokolle für den
Einsatz bei CloudInspector ausgeschlossen werden. Das gAUDIT Transportsystem bietet
hier wesentlich bessere Eigenschaften (siehe auch Tabelle 4.3).
Weiter sind Arbeiten zu Publish-Subscribe durch den Stand der Forschung gut abgedeckt
[53, 126, 11]. Ein typisches Charaktermerkmal des Publish-Subscribe Kommunikati-
onsmusters ist die Entkopplung von Raum, Zeit und Synchronisation zwischen Sender
und Empfänger (vergleiche [53]). Bei gAUDIT hingegen, ist die Kopplung von Zeit und
Synchronisation zwischen Initiator und Respondents zwingend erforderlich, um Monito-
ringdaten zur Überprüfung an CloudInspector auszuliefern. Sowohl die Client-Instanz
als auch die Server-Instanz müssen bei gAUDIT zur gleichen Zeit ausgeführt werden,
denn der Initiator blockiert nach Versenden einer Request-Nachricht und sammelt bis
zum Ablauf eines Zeitgebers eintreffende Response-Nachrichten ein. Aufgrund dieser
kategorischen Unterschiede können Verfahren für Publish-Subscribe für den Einsatz bei
CloudInspector im Vorhinein ausgeschlossen werden. Darüber hinaus unterstützt nach
derzeitigem Stand lediglich ein einziges Publish-Subscribe-Verfahren die Abfrage von
Daten [43, 84], allerdings ohne dass dabei die Client-Instanz aus verschiedenen g1RRS-
Klassen wählen könnte oder die gewünschte Response-Vollständigkeit parametrisieren
kann. Außerdem verwendet dieses Publish-Subscribe-Verfahren kein effizientes ARQ-
Verfahren welches geschickt zwischen Multicast und Unicast wählen würde. Aus diesen
Gründen stellt gAUDIT eine bessere Alternative zur Realisierung von parametrisierbarer
Request-Response-Kommunikation in Gruppen dar.
4.8.2 Multi-RPC
Wie in Abschnitt 2.4 angedeutet, sind Forschungsarbeiten zu RPC [232, 226, 21, 173,
82, 162] mit gAUDIT verwandt. Insbesondere solche, die RPC in Szenarien mit Gruppen
einsetzen. Diese werden in der Literatur meist als sogenannte Middlewares realisiert
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und stellen Anwendungen einen gruppenbasierten RPC-Dienst auf Anwendungsebene
zur Verfügung. Allerdings sind die zur Verfügung gestellten Dienste oft sehr generisch
und müssen um entsprechende Anwendungslogik erweitert werden, um beispielsweise
verschiedene g1RRS-Klassen oder parametrisierbare Response-Vollständigkeit zu unter-
stützen. Auch ist keines der untersuchten Verfahren von sich aus in der Lage, geschickt
zwischen Multicast oder Unicast für den Nachrichtenversand auszuwählen. Anhand von
CORBA wird außerdem deutlich, dass Middlewares zwar sehr flexibel sind, aber in der
Regel selbst eine hohe Komplexität bei der Verwendung in Anwendungen aufweisen [83].
So kommt beispielsweise auch einer der Hauptentwickler von CORBA Electra (S. Maffeis)
[262] zu folgender Einsicht:
Even though the inclusion of fault-tolerance features was successful, my 6+ years
of CORBA research & development led me to the conclusion that CORBA does not
provide an adequate abstraction for mission critical applications, which need to be
highly available, scalable, and extensible.
Die derzeit bekannten Multi-RPC-Verfahren scheinen daher nicht für den Einsatz bei
CloudInspector geeignet. Vielmehr ist ein Transportsystem wie gAUDIT erforderlich,
welches der Anwendung die Parameterisierung von g1RRS erlaubt und geschickt zwischen
Unicast und Multicast auswählt. Vergleiche auch Tabelle 4.3.
4.8.3 Zusammenfassung
In Tabelle 4.3 ist das Ergebnis eines Abgleichs der gAUDIT-Charakteristika mit derzeit
verwandten Arbeiten aufgetragen.
In der Spalte Zuverlässigkeit ist aufgeführt, wie der jeweilige Ansatz für Zuverlässigkeit
in der Nachrichtenübertragung sorgt.
Die Spalte Auswahl führt auf, ob und wie eine geschickte Auswahl zwischen Unicast und
Multicast erfolgt. Der Eintrag fest bei LRBM [87] bedeutet, dass LRBM ab einer festen
Anzahl von fehlenden Antworten von Multicast auf Unicast umschaltet. Die Einträge
Subcasting stehen bei Verfahren, die neue Multicastgruppen für die Durchführung von
Sendewiederholungen bilden und somit nicht erneut die ursprüngliche Multicastgruppe
adressieren. Ähnlich funktioniert dass Verfahren TRAM [36] mit dem Eintrag Baum – hier
werden Sendewiederholungen nur in einem Teilbaum wiederholt. RMTP [147] hingegen
nutzt für Sendewiederholungen je Region sogenannte designated receiver, weswegen
dort in der Tabelle 4.3 der Eintrag Verteilt zu finden ist.
Die Spalte Antworten gibt an, ob das jeweilige Verfahren eine Semantik zur Parame-



























LRBM [87] Empfänger fest – – proprietär
MFTP [137, 138] SNAK Anwendung – Aggregation UDP
MTP [204] SNAK – – – IP
OTRES [120] NAK Subcasting – – (IP)
PGM [67, 211] NAK Unicast – Backoff IP
RMTP [147] ACK Verteilt – Aggregation UDP
SRM [62, 109] Subgruppen Subcasting – – IP

















e JGroups pub-sub [13, 274] Anwendung Anwendung Anzahl – IP
JMS pub-sub [86, 273, 80] ACK – – – TCP/IP
Kafka pub-sub [66, 247] Anwendung – – – TCP
Pub-Sub with reply [43, 84, 42] – – Nur alle Middleware Middleware
ZeroMQ pub-sub [315, 313] – – – – Multicast




























CORBA [129, 182, 56, 57, 10] Broker Broker Anzahl /
Mehrheit
– –
Amoeba [108, 107] SNAK – Anwendung – –
DCOM [260] Anwendung – – Anwendung –
Horus [156] NAK – Anwendung Anwendung –
MPI [75, 74, 39] Anwendung Anwendung Anwendung Anwendung Anwendung /
TCP
Nanomsg survey [284, 283] – – Zeitgeber – TCP
Nimbus [285] Anwendung – Zeitgeber /
Genau eine
– Service Bus





Tabelle 4.3: Tabellarischer Abgleich der Charakteristika von gAUDIT mit verwandten Ansätzen (Fortsetzung vorherige Seite).
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ersichtlich wird, ist gAUDIT nach derzeitigem Wissen das einzige Verfahren, was die
Parameterisierung einer statistischen Vollständigkeitsklasse erlaubt.
In der Spalte Incast wird dargestellt, ob die analysierten Verfahren einen Mechanismus
zur Desynchronisierung von Response-Nachrichten vorsehen, damit es nicht zum Incast-
Problem kommt. Einige Verfahren setzen hier auf Aggregation von Nachrichten in Rich-
tung Initiator, was bei gAUDIT aber nicht in Frage kommt, da für Cloud-Infrastrukturen
nicht vorausgesetzt werden kann, dass Zwischensysteme die Aggregation von Response-
Nachrichten übernehmen. Andere sind in diesem Gesichtspunkt von der Implementierung
der Anwendung abhängig – Eintrag Anwendung.
Die Spalte Protokoll zeigt, welche Voraussetzungen die einzelnen Verfahren an unterlie-
gende Schichten haben. Verfahren bei denen hier das Symbol “–” aufgeführt ist, bringen
keine Voraussetzungen mit sich.
Im Ergebnis bleibt festzuhalten, dass der Entwurf von gAUDIT einen Mehrwert für
bidirektionale Kommunikation zwischen einer Client-Instanz und einer Gruppe Server-
Instanzen bietet: Server-Instanz gesteuerte Gruppenverwaltung, Synchronisation der
Gruppenmitgliedschaft zwischen Respondent und Initiator, geschickte Wahl zwischen Mul-
ticast und Unicast, die Nutzung von Sendewiederholung, um die gewünschte Response-
Vollständigkeit zu realisieren und Desynchronisierung von Response-Nachrichten zur
Vorbeugung von Incast-Szenarien.
4.9 Evaluation
Die Evaluation des Transportsystems ist in drei Teile strukturiert. Im ersten Teil wird
das bei gAUDIT zur Fehlerbehandlung eingesetzte ARQ-Verfahren näher untersucht. Der
zweite Teil widmet sich der Untersuchung der durch Auswahl zwischen Multicast und
Unicast erreichbaren Effizienz. Im dritten Teil wird aufgezeigt, mit welchem Verfahren sich
Response-Nachrichten so desynchronisieren lassen, dass es nicht zur Incast-Problematik
kommt und trotzdem eine geringe Ausführungszeit von gAUDIT erreicht wird.
Die hier vorgestellten Evaluationsergebnisse basieren auf einem simulativen Ansatz. Hier-
für werden verschiedene Parameterstudien mit Hilfe des diskreten und ereignisorientier-
ten Simulationswerkzeugs OMNeT++ [179, 180, 289] und dem Modellierungswerkzeug
INET [270] durchgeführt. Details zu den jeweiligen Simulationsparametern der Studien
finden sich im Anhang C.
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4.9.1 ARQ-Verfahren
Im Folgenden wird anhand einer simulativen Studie belegt, dass das ARQ-Verfahren
von gAUDIT durch den Einsatz von Sendewiederholungen eine größere Response-
Vollständigkeit im Gegensatz zu verwandten Arbeiten, wie zum Beispiel Survey [284, 283],
erreicht. Dies liegt vor allem daran, dass vergleichbare Arbeiten die hier vorgestellten
Klassen für Response-Vollständigkeit nicht mit berücksichtigen.
4.9.1.1 Simulationsaufbau
Das zu OMNeT++ gehörende Modellierungswerkzeug INET [270] unterstützt in der
Standardvariante derzeit keine Modellierung von Schicht-2 spezifischen Multicastgruppen
auf Netz-Ebene, wie etwa die Unterstützung für das MLD-Protokoll [216, 224] oder IGMP
[212] für Switches, so dass MLD snooping oder IGMP snooping [223] nicht realisierbar
sind. Da gAUDIT für die effiziente Realisierung von Multicast allerdings auf solche
Funktionalität im Netz angewiesen ist, wurde zur Durchführung der Simulation die
existierende INET-Variante entsprechend erweitert – hier für IPv6-Multicast (siehe auch
[TT-3, TT-8]).
Des Weiteren wurde in OMNeT++ die in Abbildung 4.22 dargestellte Cloud-Infrastruktur
modelliert. Zur Modellierung der Netztopologie einer Cloud-Infrastruktur wurde sich
an der Clos-artigen [40] Topologie von Google Jupiter [168] orientiert. Die modellier-
te Topologie besteht aus 100 physischen Cloud-Knoten mit jeweils einem simulierten
Monitoring-Agent des CloudInspectors (insgesamt 100 Monitoring-Agenten). Die 100 phy-
sischen Cloud-Knoten sind dabei gleichmäßig auf 20 Serverracks abgebildet. Zusätzlich
wurde der Monitoring-Controller des CloudInspectors in OMNeT++ modelliert. Somit
ergeben sich für gAUDIT eine Initiator-Komponente (für den Monitoring-Controller)
und 100 Empfänger-Komponenten (für die Monitoring-Agenten auf den physischen
Cloud-Knoten).
Für die Modellierung von Cloud-Ereignissne wurde ein CMS in OMNeT++ mit der Basis-
Funktionalität von Starten, Stoppen und Migration von VMs abgebildet. Zur Modellierung
des Ausbleibens von Response-Nachrichten auf Request-Nachrichten – sei es durch Verlust
auf Anwendungsebene innerhalb eines Monitoring-Agenten, durch Paketverlust auf dem
Transportweg zwischen Empfänger- und Initiator-Komponente oder durch Verlust einer
Response-Nachricht in umgekehrter Richtung – wurde das Gilbert-Elliott Fehlermodel [50,
81] mit einstellbarer zufälliger Fehlerrate in OMNeT++ umgesetzt. Um die entstehenden
Effekte besser analysieren zu können, werden jeweils nur die Links direkt zwischen
Respondents und Top-of-Rack-Switches mit der Fehlerrate belegt. Alle anderen Links







Abbildung 4.22: Modellierung einer Cloud-Infrastruktur mit installiertem CloudInspector.
Quelle [TT-3].
Um die simulativ erzeugten Messergebnisse zu validieren, wird zusätzlich der Versuchsauf-
bau mit Mininet [281] nachgestellt.
4.9.1.2 Durchführung
Folgende Ergebnisse beziehen sich auf die g1RRS-Klasse Statistisch-zuverlässig mit a = 1,
das heißt 100%-Auswahlwahrscheinlichkeit je Gruppenmitglied. Dabei wird die Perfor-
mance des gAUDIT-ARQ-Verfahrens mit dem Survey-Dienst von Nanomsg [284, 283]
verglichen. Für die Erfolgsquote von gAUDIT unter Einsatz einer verschieden großen
Anzahl an Sendewiederholungen wird zusätzlich mit Hilfe von Bernoulli-Experimenten
der Erwartungswert der Simulation mit angegeben (vergleiche [117] S. 63).
Für eine Bernoulli-Kette wird bei N -maliger Wiederholung eines Bernoulli-Experiments
mit Wahrscheinlichkeit p die Eintrittswahrscheinlichkeit für k-Treffer wie folgt berech-
net:





· pk(1− p)N−k = N !
(N − k)!k! · p
k(1− p)N−k
Soll, wie zur Evaluation von gAUDIT, berechnet werden, wie hoch die Wahrscheinlich-
keit ist, dass bei einer Fehlerrate von 1% sowohl die Request-Nachricht als auch die
Response-Nachricht zuverlässig übertragen werden, so ergibt sich eine Bernoulli-Kette
der Länge N = 2. Allerdings muss für p in die oben stehende Formel zur Berechnung der
Erfolgswahrscheinlichkeit die Gegenwahrscheinlichkeit zur Fehlerrate eingesetzt werden.
Die beträgt hier p = 1− 0.01. Dann kann durch Setzen der Variablen k = 2 berechnet
werden, wie hoch die Erfolgswahrscheinlichkeit ist, dass sowohl die Request- als auch
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die Response-Nachricht erfolgreich übertragen wird. Für die Fehlerrate r ergibt sich die
folgende Formel zur Berechnung, wobei p = 1− r ist:





· p2(1− p)2−2 = 2!
(2− 2)!2! · p
2 = p2
Da in dieser Studie jeweils 100 Respondents abgefragt werden, muss diese Bernoulli-
Kette 100-mal ausgeführt werden, wodurch sich die folgende Formel zur Berechnung der
Erfolgswahrscheinlichkeit für einen erfolgreichen Durchgang bei Fehlerrate r ergibt:
P(r) =
100∏
(1− r)2 = (1− r)200
Soll nun die Erfolgswahrscheinlichkeit S bei Einsatz einer gewissen Anzahl an Sende-
wiederholungen t für m Respondents bei Fehlerrate r berechnet werden S(m; t; r) =∏m P(r; t), so wird die folgende rekursive Rechenvorschrift P(r; t) angewandt:
P(r; t) =
(1− r)2 + (1− (1− r))2 · (1− r)2 t = 1P(r; t − 1) + (1− P(r; t − 1)) · (1− r)2 sonst
Durch die Rechenvorschrift wird für jede Sendewiederholung jeweils die Wahrschein-
lichkeit, dass kein Fehler auftritt (1 − r)2 mit der Wahrscheinlichkeit dafür, dass im
Fehlerfall (1− (1− r))2 durch Einsatz einer Sendewiederholung die Nachrichten erfolg-
reich übertragen werden können, (1− (1− r))2 · (1− r)2 addiert. Durch Rekursion lässt
sich die Erfolgswahrscheinlichkeit für eine beliebige Anzahl von Sendewiederholungen
berechnen.
In Abbildung 4.23 wird der Einfluss von Sendewiederholungen auf die Erfolgswahr-
scheinlichkeit von gAUDIT bei unterschiedlicher Fehlerquote für Response-Nachrichten
untersucht. Im Vergleich mit Survey zeigt sich deutlich, dass bereits der Einsatz einer
einzelnen Sendewiederholung in der Simulation wie zu erwarten zu einer deutlich hö-
heren Zuverlässigkeit bei Nachrichtenverlust führt. Während beispielsweise bei Survey
bereits bei einer durchschnittlichen Fehlerquote von 0.5% nur knapp 50% der 1.000
durchgeführten Request-Response-Vorgänge erfolgreich sind, sind es bei gAUDIT mit einer
Sendewiederholung nahezu 100%. Durch Einsatz von maximal vier Wiederholungen
lässt sich so bereits eine durchschnittliche Fehlerquote von 2% abdecken.
Zwar ist in Datenzentren nicht mit einer so hohen Fehlerquote auf dem Übertragungsweg
zu rechnen, dennoch kann es durch kurzfristige Lastspitzen auch zu Verlust von Response-





























Nachrichten-Fehlerrate der Respondent-Links in %
Survey (Nanomsg) 
Bernoulli (keine Wiederholung)
gAUDIT (max. 1 Wiederholung)    
Bernoulli (max. 1 Wiederholung)
gAUDIT (max. 4 Wiederholung)
Bernoulli (max. 4 Wiederholung)
gAUDIT (max. 9 Wiederholung)
Bernoulli (max. 9 Wiederholung)
gAUDIT (max. 14 Wiederholung)
Bernoulli (max. 14 Wiederholung)
Abbildung 4.23: Auswirkung von ausbleibenden Audit-Antworten bei Einsatz von unter-
schiedlich vielen Sendewiederholungen. Quelle [TT-3].
Weiter zeigen die Evaluationsergebnisse, dass der Einsatz von Sendewiederholungen die
Gesamtausführungszeit von gAUDIT erhöht. Da in dieser Simulation der Zeitgeber für
Sendewiederholungen fest auf 100ms gesetzt wurde, erhöht sich die Ausführungszeit von
gAUDIT je nach zum Einsatz kommender Anzahl von Sendewiederholungen entsprechend.
In Abbildung 4.24 werden die Ergebnisse der Studie für unterschiedliche Anzahl an Sen-
dewiederholungen dargestellt. Hierbei werden nur Szenarien berücksichtigt, bei denen
gAUDIT erfolgreich den Request-Response-Vorgang abschließen konnte, weswegen nicht
für alle Fehlerquoten Messwerte vorliegen. Beispielsweise ist bei einer durchschnittlichen
Fehlerquote von 20% kein einziger Request-Response-Vorgang erfolgreich gewesen.
4.9.1.3 Ergebnisse
Die Fehlerbehandlung von gAUDIT ist im Gegensatz zu verwandten Arbeiten in der Lage,
die angestrebte g1RRS-Klasse (hier Statistisch-zuverlässig) zu erreichen. Beim Einsatz
im Datenzentrum sind aufgrund der erwarteten geringen Verlustwahrscheinlichkeit von
Response-Nachrichten dafür in der Regel nur wenige Sendewiederholungen notwendig.
So wirkt sich einerseits das zum Einsatz kommende ARQ-Verfahren positiv auf Realisie-
rung der eingestellten Response-Vollständigkeit aus. Andererseits wirkt sich die erhöhte
Ausführungszeit von gAUDIT bei Abdeckung fehlender Response-Nachrichten negativ auf
die durch das Monitoring erreichbare Konsistenz aus Abschnitt 6.6.1 aus. Da allerdings















Nachrichten-Fehlerrate der Respondent-Links in %
Survey (Nanomsg)                        
gAUDIT (max. 1 Wiederholung)         
gAUDIT (max. 4 Wiederholungen)  
gAUDIT (max. 9 Wiederholungen)  
gAUDIT (max. 14 Wiederholungen)
Kollektor-Latenz        
Abbildung 4.24: Auswirkung von ausbleibenden Response-Nachrichten auf die gAUDIT-
Ausführungsdauer bei Einsatz unterschiedlich vieler Sendewiederholungen.
Quelle [TT-3].
im Datenzentrum durch die geringe Verlustwahrscheinlichkeit nur wenige Sendewieder-
holungen notwendig sind, sind keine gravierenden Auswirkungen auf die Konsistenz der
Messergebnisse zu erwarten.
4.9.2 Auswahl zwischen Multicast und Unicast
Um zu untersuchen, wann die Wahl von Multicast gegenüber Unicast überwiegt (verglei-
che Abschnitt 4.6.3), wird die folgende Parameterstudie durchgeführt. Als Metrik für die
Effizienz eines Ansatzes werden die benötigten Netzressourcen gegenübergestellt. Hierfür
werden die übertragenen UDP-Segmente gemessen, wobei auf jedem Übertragungsab-
schnitt (beispielsweise zwischen Aggregate- und ToR-Switch) übertragene UDP-Segmente
mitgezählt werden.
Ziel der folgenden Parameterstudie ist es, die geeignete Wahl eines Parameters s zu
ermitteln, der festlegt, ab welchem Verhältnis von fehlenden Antworten |M| im Bezug zur
Gesamtgruppengröße |G| der Einsatz von Multicast sinnvoll ist. Der für s ermittelte Wert
beeinflusst dann das Verhalten von gAUDIT sowohl initial als auch bei der Durchführung
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von Sendewiederholungen. In Abhängigkeit von s ergibt sich die folgende Funktion zur
Auswahl zwischen Multicast und Unicast:
f (s) =
Multicast |M| ≥ |G|·s100Unicast sonst
Wenn beispielsweise gAUDIT mit der g1RRS-Klasse Statistisch-zuverlässig mit a = 0.5
verwendet wird, so ist für eine Gesamtgruppengröße von |G| = 100 zu erwarten, dass in-
itial die Anzahl fehlender Antworten im Mittel |M| = 50 beträgt. Wird nun der Parameter
s auf den Wert s = 10 gesetzt, so bedeutet dies, dass sobald mehr Antworten als 10% der
Gesamtgruppengröße fehlen, Multicast verwendet werden soll. Dies ist in diesem Beispiel
der Fall, da |M| ≥ |G|·10100 gilt. Wird hier allerdings der Parameter s auf einen Wert größer
50 gesetzt, so wird in diesem Beispiel Unicast verwendet, da |M| ≥ |G|·s100 nicht mehr gilt.
An dieser Stelle sei noch einmal darauf hingewiesen, dass die Auswahl zwischen Multicast
und Unicast bei gAUDIT sowohl initial als auch für Sendewiederholungen durchgeführt
wird. Wenn beispielsweise der Parameter s auf den Wert 10 gesetzt ist und zunächst Mul-
ticast verwendet wird, aber durch Nachrichtenverlust eine einzelne Response-Nachricht
verloren geht, so wird die Sendewiederholung per Unicast durchgeführt, da die Größe
der Menge der fehlenden Antworten M im Verhältnis zur Gesamtgruppengröße |G| zum
Zeitpunkt der Sendewiederholung weniger als 10% beträgt – hier fehlt dann eine einzelne
Nachricht, was in diesem Fall 1% entspricht.
4.9.2.1 Simulationsaufbau
Dem Stand der Wissenschaft folgend wird die Netztopologie der Cloud-Infrastruktur hier
als Clos-artige [40] Topologie modelliert [89, 192, 185, 130, 168, 104]. Als Vereinfachung
wird davon ausgegangen, dass der Initiator immer über einen Spine-Switch seine Anfragen
an die Respondents senden muss.
In Abbildung 4.25 wird ein Ausschnitt der Netztopologie eines Datenzentrums zur Ver-
deutlichung des Simulationsaufbaus gezeigt. In dem Beispiel wird eine Gruppe von
vier Respondents dargestellt, die auf drei Serverschränke (Racks) des Datenzentrums
aufgeteilt ist, wobei zwei Respondents sich im selben Serverschrank befinden. Sowohl zwi-
schen den Spine-Switches und Aggregate-Switches als auch zwischen Top-of-Rack-Switch
und physischen Cloud-Knoten existieren redundante Verbindungen im Datenzentrum
(vergleiche beispielsweise [168]).






Cloud-Knoten A Cloud-Knoten B Cloud-Knoten C Cloud-Knoten D
Abbildung 4.25: Ausschnitt der Netztopologie eines Datenzentrums mit gAUDIT-
Komponenten.
4.9.2.1.1 Multicastverteilbäume
Neben der Topologie des Datenzentrums ist die Struktur des darin je Gruppe erzeugten
Multicastverteilbaums entscheidend. Prinzipiell wird mit Hilfe eines Multicast-Routing-
Protokolls [238, 207, 218, 205, 202, 90] ein Multicastverteilbaum mit kürzesten Pfaden
zu den Gruppenmitgliedern ermittelt [136, 90]. Da auf der untersten Ebene eines Multi-
castverteilbaums (auf Ebene der physischen Cloud-Knoten) kein Einsparungspotential
für Multicast vorhanden ist, wird für den Simulationsaufbau von Top-of-Rack-Switches
abstrahiert. In Abbildung 4.26 wird beispielhaft gezeigt, wie der sich in der Netztopolo-
gie ergebende Multicastverteilbaum in der Simulation modelliert wird. Bei dem sich so
ergebenden Multicastverteilbaum befinden sich die Respondents immer an den Blättern
mit Tiefe ω= 3 (für Multicastverteilbaum ab Spine-Switch).
Die Berechnung eines optimalen Multicastverteilbaums für eine gegebene Netztopologie
lässt sich auf das Steinerbaumproblem zurückführen, was als NP-vollständiges Problem in
der Literatur bekannt ist [92]. Aus diesem Grund wird in dieser Dissertation die Berech-
nung von Multicastverteilbäumen für gegebene Netztopologien explizit ausgeklammert.
Stattdessen werden die in der Parameterstudie verwendeten Multicastverteilbäume so
erzeugt, dass die Bandbreite zwischen Best- und Worst-Case-Szenarien für Multicast
abgedeckt ist. Ein Multicastverteilbaum wird als Best-Case-Szenario bezeichnet, sofern
sich durch den Einsatz von Multicast im Vergleich zu Unicast maximal viele Nachrichten
einsparen lassen. Analog dazu wird ein Multicastverteilbaum als Worst-Case-Szenario
bezeichnet, sofern sich durch den Einsatz von Multicast keine Nachrichten mehr einsparen




Cloud-Knoten A Cloud-Knoten B Cloud-Knoten C Cloud-Knoten D
Ausgangsszenario / Topologie eines Datenzentrums
Initiator
RespondentRespondentRespondent
Vereinfachtes Simulationsszenario / Multicastverteilbaum
Abbildung 4.26: Beispielhafte Gegenüberstellung der Netztopologie und des simulierten
Multicastverteilbaums.
ergebenden kürzesten Pfade deckungsgleich mit denen für Unicast sind und dass das
Routing jeweils symmetrisch ist. In Abbildung 4.27 wird für drei Gruppenteilnehmer






Abbildung 4.27: Beispielhafte Gegenüberstellung der Multicastverteilbäume für das Best-
und Worst-Case-Szenario mit drei Gruppenteilnehmern.
Bei einer Auswahlwahrscheinlichkeit von 100% und keinerlei Paketverlust können im
Best-Case-Szenario im Vergleich mit Unicast bei Multicast acht UDP-Segmente eingespart
werden. Im Worst-Case-Szenario ist die für Multicast benötigte Anzahl an UDP-Segmenten
deckungsgleich mit der für Unicast. In diesem Beispiel werden 18 UDP-Segmente für
den gesamten Request-Response-Vorgang, von Versand der Request-Nachricht an drei
Gruppenmitglieder über drei Übertragungsabschnitte (sechs UDP-Segmente) und je
Gruppenmitglied eine Response-Nachricht über je drei Übertragungsabschnitte (sechs
UDP-Segmente), benötigt. Entscheidend für das Einsparungspotential bei Multicast ist
die Pfadüberdeckung von der Wurzel zu den Blättern [31, 32, 178]: je mehr Respondents
gebündelt sind, desto höhere Pfadüberdeckung ergibt sich.
Zur Beurteilung der in der Parameterstudie verwendeten Multicastverteilbäume wird der
Floyd-Warshall-Algorithmus [94, 60, 187] herangezogen (siehe Abbildung 4.28). Dieser
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berechnet in Θ(|V |3) auf Basis einer Adjazenzmatrix A eines Graphen G die kürzesten
Pfade zwischen allen Paaren von Knoten (All-Pairs Shortest Paths).
for k in |V| do
for i in |V| do





Abbildung 4.28: Floyd-Warshall-Algorithmus zur Berechnung der kürzesten Pfade zwischen
allen Paaren von Knoten eines Graphen (All-Pairs Shortest Paths); amx
für Adjazenzmatrix; V für Knotenmenge.
Zur Berechnung der kürzesten Pfade wird die Adjazenzmatrix eines erzeugten Multicast-
verteilbaums mit Pfadkosten von eins je benachbartem Knoten vorbelegt. Alle anderen
Verbindungen werden mit∞ instantiiert. Zur Beurteilung des Multicastverteilbaums ist
nach Ablauf des Floyd-Warshall-Algorithmus insbesondere die Summe der Pfadkosten
aller Blätter untereinander interessant. Diese gibt Aufschluss darüber, wie gebündelt die
Respondents zueinander sind. Beispielsweise ist für den in Abbildung 4.29 dargestell-
ten Graphen G die Summe der Pfadkosten aller Blätter untereinander aus der Blätter-
Teilmatrix hier 12. Im Folgenden wird lmx als Bezeichner für diese Blätter-Teilmatrix
verwendet.
Im Allgemeinen wird die Summe der Pfadkosten K aller Blätter L nach Ablauf des







Anhand dieser Summe wird nun beurteilt, ob ein Best- oder Worst-Case-Szenario für
Multicast vorliegt. Hierzu wird die so ermittelte Summe K ins Verhältnis zur Summe der
Pfadkosten für den Fall, dass alle Blätter gebündelt sind, gesetzt. Sind alle |L| Blätter
gebündelt, so ergibt sich die Summe für die Pfadkosten untereinander von 2 · |L| ·(|L|−1).
Durch die vordefinierten Pfadkosten von 1 erreicht jedes Blatt l ∈ L alle anderen Blätter
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Beispiel Multicastverteilbaum Symmetrische Adjazenzmatrix
Ergebnis des Floyd-Warshall-Algorithmus Pfadkosten der Blätter zueinander
𝐴 =
0 1 2 2 2
1 0 1 1 1
2 1 0 2 2
2 1 2 0 2
2 1 2 2 0








Abbildung 4.29: Erläuterung, wie für die Simulation verwendete Multicastverteilbäume
mit Hilfe des Floyd-Warshall-Algorithmus und Berechnung der Pfadkosten
aller Blätter untereinander beurteilt werden.







2 · |L| · (|L| − 1)
Im Best-Case-Szenario ergibt sich für E() ein Wert von 1.0, im Worst-Case-Szenario ein
Wert von 2.0. Der Wert von 2.0 ergibt sich für Worst-Case-Szenarien, da durch die Vorgabe,
dass alle Blätter eine Tiefe von ω = 3 aufweisen müssen, die maximalen Pfadkosten
zu jedem anderem Blatt 4 betragen. Somit ergibt sich die Summe der Pfadkosten von
4 · |L| · (|L| − 1), was gerade dem doppelten der Summe der Pfadkosten, in dem Fall dass
alle Blätter gebündelt sind, entspricht (2 · |L| · (|L| − 1)).
Damit die für die Parameterstudie verwendeten Multicastverteilbäume verschiedene Sze-
narien von Best- bis Worst-Case abdecken, wird der folgenden Algorithmus gen_mdt(N,W)
zur Erzeugung angewandt. Als Eingabeparameter wird eingestellt, wie viele Respon-
dents (Blätter) N im Multicastverteilbaum enthalten sein sollen und ob eher Best- oder
Worst-Case-Szenarien angestrebt werden sollen. Für letzteres wird der Parameter W im
Intervall [0, 1.0] verwendet. Bei Wahl von W = 0 wird das Worst-Case-Szenario erzeugt,
für W = 1.0 das Best-Case-Szenario. Bei den erzeugten Multicastverteilbäumen haben
alle Blätter eine Tiefe von ω = 3. Der in Abbildung 4.30 beschriebene Algorithmus
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gen_mdt(N,W) ermittelt mit Hilfe des Wertes für W in jedem Durchgang, wie viele Blätter
von der Gesamtanzahl noch nicht hinzugefügter Blätter zu bündeln sind (Variablen local
und remote).
Function gen_mdt(N,W):
G=Graph() É Erzeugt Graph-Objekt
G.add_node(0) É Erzeugt Root
aggregate = 0
remote = N
while remote != 0 do
aggregate += 1
G.add_node(aggregate) É Erzeugt neuen Aggregate-Switch
G.add_edge(0,aggregate) É Kante zwischen Root und neuem
Aggregate-Switch
local = int(remote · W) É Ermittelt Anzahl zu bündelnder Blätter
if local == 0 then
local = 1
end








Abbildung 4.30: Für die Simulation verwendeter Algorithmus zur Erzeugung von Multicast-
verteilbäumen. Parameter N bestimmt Anzahl der im Baum zu platzieren-
den Respondents als Blätter mit Tiefe ω= 3. Parameter W bestimmt ob
generierter Multicastverteilbaum sich dem Best- oder Worst-Case-Szenario
annähern soll.
Die durch den in Abbildung 4.30 beschriebenen Algorithmus gen_mdt(N,W) erzeug-
ten Multicastverteilbäume decken bei fester Anzahl von Blättern N durch Varianz
des Parameters W alle Fälle zwischen Best- und Worst-Case-Szenarien ab. In Abbil-
dung 4.31 wird beispielhaft das Ergebnis des Algorithmus gen_mdt(N,W) für N = 50 und
W = [0.25,0.5,0.75] dargestellt. Außerdem ist die Ausgabe der Beurteilungsfunktion
E() für die erzeugten Multicastverteilbäume mit angegeben.
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Abbildung 4.31: Beispiel der durch gen_mdt erzeugten Multicastverteilbäume für die Simu-
lation bei fester Anzahl von Blättern und unterschiedlichem W. Zusätzlich
ist das Ergebnis der Beurteilungsfunktion E() mit angegeben.
Für die durchgeführte Simulation werden Szenarien mit zwei bis 1.002 Blättern unter-
sucht bei jeweiliger Varianz von W im Bereich zwischen 0 und 1.0 in 0.1-Schritten. Die
so erzeugten Multicastverteilbäume werden anschließend mit der Funktion E() beurteilt.
In Abbildung 4.32 ist auf der linken Seite das Histogramm für die erzeugten Szenari-
en dargestellt, aufgeteilt in die Gruppen [1.0 ≤ 1.125, 1.125 ≤ 1.25, 1.25 ≤ 1.375,
1.375 ≤ 1.5, 1.5 ≤ 1.625, 1.625 ≤ 1.75, 1.75 ≤ 1.875, 1.875 ≤ 2.0]. Da durch den
gewählten Ansatz ein Ungleichgewicht an erzeugten Szenarien im Bereich von 1.8 bis
2.0 vorliegt, mussten in diesem Bereich einige Multicastverteilbäume für die Simulation
ausgeschlossen werden. Es hat sich gezeigt, dass durch Ausschluss der Szenarien mit
W im Intervall [70;90] eine akzeptable Verteilung der Multicastverteilbäume erreicht
werden kann (siehe rechte Seite der Abbildung 4.32).
Aus diesem Grund beziehen sich die hier vorgestellten Ergebnisse der Parameterstudie nur
auf Szenarien mit Multicastverteilbäumen, die nicht mit W = [70; 90] erzeugt wurden.
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Bewertungsfunktion E()
Verwendete Multicastverteilbäume
Abbildung 4.32: Histogramme für erzeugte und in der Parameterstudie verwendete Multi-
castverteilbäume.
4.9.2.1.2 Baseline-Szenario
Um die Leistungsfähigkeit der Auswahl zwischen Multicast und Unicast bei Request-
Response in Gruppen für verschiedene g1RRS-Klassen beurteilen zu können, wird ein
Baseline-Szenario zum Vergleich benötigt. Dabei werden die in der jeweiligen Variante
von gAUDIT benötigten UDP-Segmente dem Baseline-Szenario gegenübergestellt. Im
Folgenden wird beschrieben, wie das verwendete Baseline-Szenario aufgebaut ist.
In Szenarien ohne Nachrichtenverlust kann je nach Szenario durch den Einsatz von Mul-
ticast die Übertragung von UDP-Segmenten eingespart werden. Die für Unicast benötigte
Menge an UDP-Segmenten hingegen hängt in dieser Parameterstudie alleine von der
Anzahl der zu erreichenden Respondents (Blätter) ab. Folglich gelten die folgenden zwei
Gleichungen, wobei |MC | die für Multicast benötigten UPD-Segmente beschreibt und
|UC | die für Unicast.
|MC | ≤ |UC |
|UC | ∝ |L|
Dadurch, dass die in der Parameterstudie verwendeten Multicastverteilbäume wie oben
beschrieben und in Abbildung 4.27 dargestellt strukturiert aufgebaut sind, ergibt sich
für |UC | hier ein Wert von |UC | = 6 · |L|. In diesem Szenario werden für ein einzelnes
Gruppenmitglied drei UDP-Segmente für die Anfrage und drei für die Antwort benötigt.
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Das für den Vergleich mit gAUDIT herangezogene Baseline-Szenario macht sich diese
Eigenschaft zu Nutze. So wird für jedes Szenario anhand der Gesamtgruppengröße er-
mittelt, wie viele UDP-Segmente nötig wären, um alle Gruppenmitglieder zu erreichen.
Dies kann unabhängig von dem konkreten Multicastverteilbaum und dem gewählten
Parameter W und g1RRS-Klasse geschehen. Anschließend werden die von gAUDIT benö-
tigten UDP-Segmente dem gegenübergestellt. So kann für jedes untersuchte Szenario ein
Einsparungsfaktor berechnet werden, der im Verhältnis zum Baseline-Szenario angibt,
um welchen Faktor Netzressourcen durch den Einsatz von gAUDIT eingespart werden




Da allerdings zur Berechnung des Einsparungsfaktors weder Nachrichtenverlust noch
g1RRS-Parameter berücksichtigt werden, können sich auch Werte im Intervall [0;1]
ergeben. Hier schneidet gAUDIT dann “schlechter” als das Baseline-Szenario ab, weil
beispielsweise fehlende Nachrichten per Unicast nachgefordert werden.
4.9.2.1.3 Primitive Varianten
Zusätzlich zur Studie zur Parameterisierung von s für gAUDIT werden zwei primitive
Varianten untersucht. Diese dienen als weiteres Vergleichskriterium für die Leistungsfä-
higkeit von gAUDIT. Dabei handelt es sich um die primitiven Varianten Multicast und
Unicast.
Die primitive Multicast-Variante verwendet zum Versand von Request-Nachrichten sowohl
initial als auch im Fall von Sendewiederholungen immer Multicast. Die Variante verhält
sich also wie gAUDIT mit der Parameterisierung s=0. Die primitive Unicast-Variante
verwendet zum Versand von Request-Nachrichten sowohl initial als auch im Fall von
Sendewiederholungen immer Unicast. Die Variante verhält sich also wie gAUDIT mit der
Parameterisierung s=100.
4.9.2.2 Durchführung
In der Parameterstudie werden unterschiedliche Multicastverteilbäume, Parameter für
die g1RRS-Klasse Statistisch-zuverlässig, Anzahl an Respondents und Szenarien mit
Nachrichtenverlust untersucht. Für Details zu den Simulationsparametern siehe Anhang C.
Ziel der Parameterstudie ist es einen geeigneten Parameter für s zu finden.
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Im linken Teil der Abbildung 4.33 ist die empirische Verteilungsfunktion für den Einspa-
rungsfaktor gegenüber dem Baseline-Szenario über alle 170.560 untersuchten Szenarien
für gAUDIT mit unterschiedlichem Parameter s dargestellt. Zusätzlich ist der Einsparungs-
faktor für die zwei primitiven Varianten aufgetragen. Dabei gilt, je mehr Szenarien durch













































































































Abbildung 4.33: Ergebnisse der Parameterstudie bei unterschiedlicher Wahl des Parameters
s. Links: Aggregierte Ergebnisse über alle untersuchten Szenarien. Rechts:
Normierte Einsparung von gAUDIT.
Im rechten Teil der Abbildung 4.33 erfolgt eine detaillierte Betrachtung für unter-
schiedliche Wahl des Parameters s und Auswahlwahrscheinlichkeit für die g1RRS-Klasse
Statistisch-zuverlässig (Stichprobe). Der Vorteil von gAUDIT wird hier im Vergleich zur
primitiven Unicast-Variante normiert. Zur Normierung wird der in [38, 152] ermittelte
Faktor N 0.8 für N gleich der Anzahl der Gruppenmitglieder verwendet. Dargestellt ist




Intervall [0,7] (vergleiche linke Seite) je Stichprobengröße. Negative Werte bedeuten
hier eingesparte UDP-Segmente. Das heißt die gAUDIT-Variante ist effizenter als die
primitive Unicast-Variante. Zusätzlich dargestellt ist eine detailliertere Abstufung für s im
Intervall [30;60], so dass insgesamt 414.592 Szenarien untersucht werden.
Wird eine Response-Nachricht von jedem Gruppenmitglied benötigt (Stichprobengröße 1),
so zeigt sich, dass durch jede Belegung des Parameters s UDP-Segmente im Vergleich zur
primitiven Unicast-Variante eingespart werden können. Für andere Stichprobengrößen
ergibt sich ein etwas differenzierteres Bild. Beispielsweise kann es bei Stichprobengrößen
von 0.5 und 0.25 durch ungeschickte Wahl des Parameters s zu erhöhter Nutzung von
Netzressourcen kommen (hier für s = 0 oder s = 10). Insgesamt zeigt der rechte Teil der
Abbildung 4.33, dass die Summe der Einsparungen für verschiedene Stichprobengrößen
bei Belegung von s = 50 am Niedrigsten ist (größtes Einsparungspotential).
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Die Detailansicht in Abbildung 4.34 zeigt, dass während die primitive Unicast-Variante in
rund 38% aller untersuchten Szenarien und die primitive Multicast-Variante in rund 35%
aller Fälle schlechtere Ergebnisse als das Baseline-Szenario liefert, gAUDIT mit Parameter


























































Abbildung 4.34: Detaillierte Darstellung für Wahl des Parameters s von 49, 50 und 51 im
Vergleich zur primitiven Unicast- und Multicast-Variante.
Außerdem wird in Abbildung 4.34 deutlich, dass während die primitive Multicast-Variante
nur in der Lage ist, einen maximalen Einsparungsfaktor von knapp 3.8 zu erreichen,
gAUDIT mit Parameter s = 50 einen Einsparungsfaktor von über 6.6 erreichen kann.
Außerdem fällt auf, dass die Kurve für gAUDIT ab einem Einsparungsfaktor von 2.5 de-
ckungsgleich mit der primitiven Unicast-Variante ist. Zum Vergleich sind in der Abbildung
außerdem die Werte für die Parameterisierung von s mit 49 und 51 aufgetragen.
Der hohe maximale Einsparungsfaktor für Unicast und gAUDIT gegenüber der primitiven
Multicast-Variante und dem Baseline-Szenario ergibt sich durch die Szenarien, bei denen
nur eine kleine Stichprobe aus der Gesamtmenge der Gruppenteilnehmer gezogen wird.
Sowohl gAUDIT als auch die primitive Unicast-Variante sind hier effizienter, da gezielt nur
die Respondents befragt werden, die Teil der Stichprobe sind und nicht wie im Baseline-
Szenario alle Gruppenmitglieder. Der Vorteil gegenüber der primitiven Multicast-Variante
ergibt sich zusätzlich wenn es zu Nachrichtenverlust kommt. Während gAUDIT und
die primitive Unicast-Variante gezielt fehlende Nachrichten nachfordern können, erfolgt
in der primitiven Multicast-Variante die Sendewiederholung auch per Multicast, was
unnötige Wiederholungen bereits erhaltener Response-Nachrichten und somit zusätzliche
Nutzung von Netzressourcen zur Folge hat.
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4.9.2.3 Ergebnisse
Die hier durchgeführte Parameterstudie zeigt, dass im Allgemeinen der Parameter s beim
Einsatz von gAUDIT auf 50 gesetzt werden sollte, da hier die größten Effizienzgewinne
zu erwarten sind. Allerdings zeigt die Betrachtung auch, dass der Vorteil von gAUDIT
gegenüber den klassischen Verfahren auch von der zu ermittelnden Stichprobengröße
abhängt. Eine ungünstige Wahl des Parameters s (zum Beispiel kleiner 30) kann im
Fall einer Stichprobengröße von 0.5 oder 0.25 zu schlechterem Verhalten als Unicast
führen. Auch bei zu großer Wahl des Parameter s verschwindet das Einsparungspotential
von gAUDIT, beispielsweise bei den Stichprobengrößen von 0.25 bis 0.75 und einem
Parameter größer 80.
Aus diesem Grund lässt sich aus der hier durchgeführten Parameterstudie ableiten, dass
der Parameter s im Bereich zwischen 40 und 70 gewählt werden sollte, wobei sich bei der
Wahl von 50 das größte Einsparungspotential gegenüber dem Baseline-Szenario ergibt.
4.9.3 Incast-Verhalten
Ein weiteres wichtiges Evaluationskriterium für den Einsatz von gAUDIT in Datenzentren
ist die Untersuchung von Incast-Szenarien [192, 78]. In der Literatur wird als Incast-
Problematik das nahezu synchronisierte Versenden von Antwort-Nachrichten einer großen
Gruppe von Servern an einen einzelnen Client bezeichnet (n:1-Kommunikation). Durch
die Synchronisation der Antwort-Nachrichten kommt es auf dem Weg zum Empfänger
durch übergelaufene Warteschlangen in Zwischensystemen zu Nachrichtenverlust [6, 33].
Wenn verlorene Nachrichten erneut übertragen werden müssen und nicht für Desynchro-
nisierung gesorgt wird, kommt es zum sogenannten Netzkollaps: die Nachrichten können
aufgrund der immer wieder überlaufenden Warteschlangen nie zum Empfänger über-
tragen werden. Aus diesem Grund ist gAUDIT so auszulegen, dass Antwort-Nachrichten
nicht synchronisiert von den Respondents zum Initiator übertragen werden und dass
gleichzeitig eine niedrige Gesamtausführungszeit erreicht wird.
Die folgende Parameterstudie untersucht, wie viel Zufallsverzögerung [6, 61] auf Seiten
der Respondents zur Desynchronisierung der Response-Nachrichten erforderlich ist, so
dass Nachrichtenverlust durch übergelaufene Warteschlangen vermieden wird und gleich-
zeitig eine niedrige Gesamtausführungszeit erreicht wird. Die Untersuchung beschränkt
sich dabei auf die oben als optimal ermittelte gAUDIT-Variante mit Parameter s = 50.
Insgesamt werden 191.879 Szenarien untersucht.
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4.9.3.1 Simulationsaufbau
Im Gegensatz zu der in Abschnitt 4.9.2 beschriebenen Analyse werden hier nur Multicast-
verteilbäumen mit gebündelten Respondents untersucht. In diesen wird die Synchronisie-
rung von Response-Nachrichten am ehesten zum Incast-Problem, da alle Respondents
über den selben Top-of-Rack-Switch und Aggregate-Switch an den Initiator senden. Für
diese gebündelten Szenarien wird die Anzahl der Respondents im Multicastverteilbaum







Abbildung 4.35: Multicastverteilbaum mit variabler Anzahl an gebündelten Respondents
zur Untersuchung von Incast-Verhalten.
Zusätzlich zur vorangegangenen Simulation wird für diese Parameterstudie die Ausfüh-
rungszeit von gAUDIT und die Anzahl an durch Incast in Warteschlangen verlorener
gAUDIT-Nachrichten ermittelt. Außerdem werden hier verschiedene Strategien zur De-
synchronisierung von Response-Nachrichten gegenübergestellt und deren Auswirkung
auf die Gesamtausführungszeit analysiert. Der Zeitgeber für Sendewiederholungen auf
Seiten des Initiators wurde hier fest auf einen relativ hohen Wert von einer Sekunde
gestellt, um das Incast-Verhalten von gAUDIT bei unterschiedlicher Zufallsverzögerung
gut untersuchen zu können. Interferenzen durch einen adaptiven Zeitgeber für Sen-
dewiederholungen sind so ausgeschlossen und die Wahl der Zufallsverzögerung zur
Desynchronisierung lässt sich isoliert analysieren. Darüber hinaus wurde die Warteschlan-
genlänge aller Zwischensysteme wie im Basic Incast Szenario aus [6] auf 100 Rahmen
eingestellt (für Cisco Router ein Standardwert).
Prinzipiell wird danach unterschieden, welche Verteilungsfunktion in welcher konkre-
ten Parameterisierung auf Seiten der Respondents zur Berechnung der Zufallsverzö-
gerung zum Einsatz kommt. Als Verteilungsfunktion werden die gAUDIT-unabhängige
Exponential- und Gleichverteilung analysiert. Zusätzlich wird eine gAUDIT-abhängige
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Variante der beiden Verteilungsfunktionen untersucht. Abhängig sind die Verteilungsfunk-
tionen deshalb, da zusätzlich zu den regulären Parametern die Anzahl der erwarteten
Antworten mit in die Berechnung der Zufallsverzögerung einfließt. Prinzipiell soll so
ermittelt werden, ob sich Incast-Szenarien besser vermeiden lassen, wenn die Anzahl
der erwarteten Response-Nachrichten bei Wahl der Zufallsverzögerung mitberücksichtigt
wird. Außerdem soll die Parameterstudie zeigen, welche Verteilungsfunktion geeignet
ist.
Es ergeben sich die in Tabelle 4.5 beschriebenen Strategien zur Berechnung der Zufalls-








Gleichverteilung Grenze für halboffenes Intervall
[0,Grenze)
gAUDIT-abhängige Exponentialverteilung Den Erwartungswert
E(X ) · |M |= ∫∞
0
λxe−λxdx= 1λ
Gleichverteilung Grenze für halboffenes Intervall
[0,Grenze · |M |)
Tabelle 4.5: Strategien zur Berechnung der Zufallsverzögerung.
4.9.3.2 Durchführung
In Abbildung 4.36 werden die in Zwischensystem-Warteschlangen verworfenen gAUDIT-
Nachrichten in Abhängigkeit unterschiedlicher Parameterisierungen der Verteilungsfunk-
tionen untersucht. Tritt kein Nachrichtenverlust auf, so sind die Nachrichten hinreichend
desynchronisiert und es kommt nicht zum Incast-Problem. Aus der Untersuchung in Abbil-
dung 4.36 wird ersichtlich, dass in den analysierten Szenarien für die gAUDIT-Varianten
ab einem Parameterwert größer 100ns keine Nachrichten mehr verloren gehen. Für die
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Abbildung 4.36: Analyse der absolut in Warteschlangen durch Incast verworfenen gAUDIT-
Nachrichten für unterschiedliche Wahl des Parameter zur Bestimmung
der Zufallsverzögerung.
beiden anderen Verteilungsfunktion wird hingegen mindestens ein Parameterwert von
100µs zur Desynchronisierung benötigt – Unterschied von Faktor 1.000.
Allerdings wirkt sich eine höhere Parameterisierung für die Verteilungsfunktion auch
negativ auf die Ausführungszeit aus. Dies führt automatisch zu einer größeren Zufallsver-
zögerung und längerer Ausführungszeit. Daher erfolgt in Abbildung 4.37 eine Analyse
der durchschnittlichen Ausführungszeit bei unterschiedlicher Parameterwahl. Hier wird
auch der eigentliche Vorteil der gAUDIT-Variante sichtbar.
In nicht allen Fällen der Parameterstudie konnte die Request-Response-Kommunikation
innerhalb der maximalen Simulationszeit von 100s abgeschlossen werden. Diese Fälle
werden mit einer Ausführungszeit von 100s in den Durchschnitt in Abbildung 4.37 mit
einberechnet. Für die Parameterwahl zwischen 10µs und 1ms schlagen allerdings keine
gAUDIT-Ausführungen fehl.
Der obere Teil von Abbildung 4.37 unterstreicht, dass die beiden gAUDIT-Varianten für ei-
ne Parameterwahl im Bereich von 100ns zu einer deutlich kürzereren durchschnittlichen
Ausführungszeit führen als die beiden anderen Varianten (die schwarzen Pfeile in der
Abbildung 4.37 zeigen die zu vergleichenden Kurven). Im direkten Vergleich ergibt sich
in beiden Fällen ein Verbesserungsfaktor von über ∼ 1.8, für die Exponentialverteilungen
eine Verbesserung von ∼ 653µs zu ∼ 359µs und für die Gleichverteilungen von ∼ 100µs
zu ∼ 51µs. Insgesamt schneiden die Gleichverteilungsvarianten hier besser ab. Die An-
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Abbildung 4.37: Auswirkung der Parameterwahl und Wahl der Verteilungsfunktion auf
die durchschnittliche Ausführungszeit von gAUDIT. Die schwarzen Pfeile
im oberen Teil der Abbildung zeigen die zu vergleichenden Kurven. Im
unteren Teil ist eine detailliertere Betrachtung dargestellt.
stiege im rechten Teil der oberen Abbildung lassen sich einerseits darauf zurückführen,
dass die durch die Parameterisierung erreichte Zufallsverzögerung so groß wird, dass
die Response-Nachrichten den Initiator nicht vor Ablauf des Zeitgebers für Sendewieder-
holungen erreichen, weswegen Sendewiederholungen notwendig werden und sich die
Ausführungszeit erhöht. Anderseits ist bei den gAUDIT-Varianten der starke Anstieg auf
die Einbeziehung der erwarteten Response-Nachrichten |M | zurückzuführen.
Im unteren Teil der Abbildung 4.37 erfolgt eine detailliertere Betrachtung des Parame-
terraums, um die optimalen Werte für gAUDIT zu ermitteln. Hierfür werden weitere
Messungen im Bereich für die Parameterisierungen der Verteilungsfunktionen im Bereich
von 50ns bis 150ns durchgeführt. Im unteren Teil der Abbildung ist der Bereich im
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Intervall [40, 80) dargestellt. Die detailliertere Analyse zeigt, dass der optimale Wert für
gAUDIT-abhängige Gleichverteilungsvarianten bei 77.6ns liegt. Der optimale Wert für
die gAUDIT-abhängige Exponentialverteilungsvariante liegt hingegen bei 54.1ns. Die
Verwendung einer gAUDIT-abhängigen Gleichverteilungsfunktion zur Berechnung der
Zufallsverzögerung bringt einen rund 4.4-fachen Vorteil im Bezug zur Ausführungszeit der
gAUDIT-abhängigen Exponentialverteilungsvariante mit sich (von ∼ 193µs zu 44µs).
In Abbildung 4.38 zeigt sich, dass bei optimaler Parameterisierung der Verteilungsfunk-
tionen keine Sendewiederholungen zur Durchführung von Request-Response benötigt
werden. Außerdem zeigt sich, dass die gAUDIT-Exponentialverteilungsvariante bereits bei
100µs zu Sendewiederholungen führt, weil im Durchschnitt die Response-Nachrichten
den Initiator nicht vor Ablauf des Zeitgebers für Sendewiederholungen (hier 1s) erreichen.
In Warteschlangen werden keine gAUDIT-Nachrichten verworfen, siehe Abbildung 4.36.
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Abbildung 4.38: Detailausschnitt für durchschnittlich benötigte Sendewiederholungen im
Bereich von 10ps bis 1ms. Keine gAUDIT-Ausführung schlägt fehl.
4.9.3.3 Ergebnisse
Als Schlussfolgerung aus der Parameterstudie zum Incast-Verhalten von gAUDIT lässt
sich ableiten, dass die Ausführungszeit von gAUDIT sich bei Einbeziehung von erwar-
teten Response-Nachrichten für die Berechnung der Zufallsverzögerung zur Desynchro-
nisierung von Nachrichten um den Faktor ∼ 1.8, im Verhältnis zu Varianten die die
erwarteten Response-Nachrichten nicht mitberücksichtigen, verbessert. Außerdem zeigt
die Parameterstudie, dass für das untersuchte Incast-Szenario bei gAUDIT-50 (s = 50)
als Verteilungsfunktion eine gAUDIT-abhängige Gleichverteilungsfunktion mit 77.6ns je
erwarteter Response-Nachricht gewählt werden sollte. Diese sorgt für das Basic Incast
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Szenario aus [6] für hinreichend viel Zufallsverzögerung zur Desynchronisierung von
Nachrichten bei gleichzeitiger optimaler Ausführungszeit.
4.10 Zusammenfassung
In diesem Kapitel wird das gAUDIT-Transportsystem mit dem adaptiven Request-Response-
Dienst für Gruppen und dem Gruppenverwaltungsdienst vorgestellt. Zur Durchführung
von Request-Response in Gruppen ermöglicht gAUDIT Anwendungsinstanzen die erwar-
tete Response-Vollständigkeit zu parametrisieren. Beim Versand von Request-Nachrichten
wählt gAUDIT geschickt zwischen Multicast und Unicast aus, so dass weniger Netzres-
sourcen benötigt werden als in vergleichbaren Arbeiten. Außerdem wird auftretender
Nachrichtenverlust behandelt und durch Hinzufügen von Zufallsverzögerung die Incast-
Problematik vermieden.
Die durchgeführten Parameterstudien belegen, dass der Versand von Request-Nachrichten
per Multicast an eine Gruppe von Respondents dann effizienter als die Nutzung von
Unicast ist, wenn mehr als 50% der Response-Nachrichten fehlen. Außerdem decken
die Parameterstudien auf, dass die Nutzung einer Gleichverteilungsfunktion für gAUDIT
in der Studie am Besten das Incast-Problem vermeidet. Konkret sollte hier auf Sei-
ten der Respondents die obere Schranke der Gleichverteilungsfunktion pro fehlender
Response-Nachrichten um ∼ 77.6ns erhöht werden. Schließlich belegt die Evaluati-
on, dass die Verwendung von Sendewiederholungen wie erwartet zu einer höheren
Response-Vollständigkeit führt als bei Verfahren, die keine Sendewiederholungen nut-
zen. Darüber hinaus zeigt sich aber auch, dass in Datenzentren aufgrund der geringen
Verlustwahrscheinlichkeit (in der Regel < 10−8) meistens keine, allenfalls eine einzelne
Sendewiederholung benötigt wird. Diese eine gegebenenfalls fehlende Nachricht sollte
dann per Unicast vom fehlenden Respondent nachgefordert werden.
In zukünftigen Arbeiten können noch Aspekte wie Stau- und Flusskontrolle oder komple-




Der Schutz vor Offenlegung von Monitoringdaten des Cloud-Anbieters und die Nachvoll-
ziehbarkeit im Nachhinein stehen bei Monitoring von Cloud-Umgebungen im Spannungs-
feld zueinander. Einerseits sollen vertragliche Vereinbarungen zur Laufzeit überprüft
werden können, ohne dass dabei Monitoringdaten des Cloud-Anbieters offen gelegt
werden müssen. Andererseits müssen die zur Überprüfung verwendeten Monitoringda-
ten des Cloud-Anbieters im Nachhinein nachvollziehbar sein, beispielsweise zur Fehler-
Ursachen-Analyse vor Gericht. Als Monitoringdaten werden hier insbesondere die von
CloudInspector ermittelten Monitoringdaten aufgefasst.
In diesem Kapitel wird ein Verfahren für den Monitoring-Controller vorgestellt, mit dessen
Hilfe Kunden die Einhaltung von vertragliche Vereinbarungen mit dem Cloud-Anbieter
zur Laufzeit überprüfen können, bei gleichzeitiger Geheimhaltung der zur Überprüfung
verwendeten Monitoringdaten. Im weiteren Verlauf wird dieses Verfahren als CoCoPAS
(Corporate Confidentiality Preserving Auditing Scheme) bezeichnet. Das hier vorgestellte
Verfahren eignet sich insbesondere zur Überprüfung auf Gleichheit oder Ungleichheit von
Monitoringdaten – beispielsweise wenn überprüft werden soll, dass zwei VMs sich nicht
auf dem gleichen physischen Cloud-Knoten befinden. Zentrales Element bei CoCoPAS
sind sogenannte Auditwerte (siehe Abschnitt 5.3). In einem Auditwert wird von CoCoPAS
ein konkretes Monitoringdatenelement, wie zum Beispiel die IP-Adresse eines physischen
Cloud-Knotens oder die aktuelle Betriebssystemversionsnummer, hinterlegt. Die Begriffe
Monitoringdaten und Monitoringdatenelement sind dabei als Synonym zu verstehen. Der
Ausdruck Monitoringdatenelement wird lediglich verwendet, um zu verdeutlichen, dass es
sich um ein einzelnes Element handelt. Mit Hilfe von CoCoPAS überzeugt sich der Kunde
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dann, dass die in Auditwerten hinterlegten Monitoringdaten ungleich beziehungsweise
gleich sind, ohne dass dazu die Monitoringdaten selbst offengelegt werden müssten.
Im Rahmen von CoCoPAS wird außerdem eine vertrauenswürdige dritte Partei zur
Absicherung des zeitlichen Bezugs von Auditwerten eingesetzt. Neu ist hier insbesondere
die verdeckende Überprüfung auf Ungleichheit. Eine Übersicht der in diesem Kapitel
verwendeten Variablen findet sich in Anhang D.
Folgende Forschungsfrage wird behandelt:
Wie lassen sich Monitoringdaten auf Ungleichheit überprüfen, so dass die Überprüfung
verdeckend und im Nachhinein nachvollziehbar ist? Welche Sicherheitseigenschaften
können dabei erreicht werden?
Ergebnisse dieses Kapitels basieren unter anderem auf der folgenden Publikation:
• R. Bless und M. Flittner. „Towards corporate confidentiality preserving auditing
mechanisms for Clouds“. In: Cloud Networking (CloudNet), 2014 IEEE 3rd Inter-
national Conference on. Okt. 2014, S. 381–387. DOI: 10.1109/CloudNet.2014.
6969025 [TT-13]
5.1 Anforderungen an einen verdeckenden
Ungleichheitsnachweis
Im Rahmen dieser Dissertation wurden die folgenden Anforderungen an einen verde-
ckenden Ungleichheitsnachweis für Monitoringdaten identifiziert.
Geheimhaltung: Der Kunde soll das in einem Auditwert hinterlegte Monitoringda-
tenelement nicht ermitteln können. Wenn beispielsweise der Auditwert A1 das Moni-
toringdatenelement S1 enthält, so darf der Kunde S1 nicht erfahren. Allerdings gilt
diese Geheimhaltung nicht gegenüber einer vertrauenswürdigen dritten Partei. Diese
soll mit Hilfe einer Geheimtür in der Lage sein, das in dem Auditwert A1 hinterlegte
Monitoringdatenelement S1 aufzudecken.
Eindeutigkeit: Dem Cloud-Anbieter darf es nicht möglich sein, das in einem Au-
ditwert enthaltene Monitoringdatenelement nach der Hinterlegung zu verändern.
Daraus folgt, dass sich jedes in einem Auditwert hinterlegte Monitoringdatenelement
eindeutig aufdecken lassen muss. Wenn der Cloud-Anbieter beispielsweise das Moni-
toringdatenelement S1 in dem Auditwert A1 hinterlegt hat, darf es ihm nicht möglich
sein, das Monitoringdatenelement S2 mit S2 6= S1 zu dem Auditwert A1 aufzudecken.
Gleiches gilt für die vertrauenswürdige dritte Partei.
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Zurechenbarkeit: Auditwerte sollen sich nicht in einen anderen zeitlichen oder
inhaltlichen Zusammenhang bringen lassen, als sie es bei ihrer Erstellung waren.
Darüber hinaus soll jeder Auditwert eindeutig der Anfrage des Kunden, aus der dieser
hervorgegangen ist, zuordenbar sein. Außerdem soll erkennbar sein, welche Entität
einen Auditwert erzeugt hat. Darüber hinaus soll der Zeitpunkt der Erzeugung eines
Auditwertes eindeutig festgelegt und nachvollziehbar sein. Hierdurch soll es Kunden
nicht möglich sein, selbst Auditwerte zu erzeugen, die den Anschein erwecken, als
seien sie vom Cloud-Anbieter ausgestellt worden. Gleichermaßen soll es dem Cloud-
Anbieter nicht möglich sein, den zeitlichen oder inhaltlichen Zusammenhang eines
Auditwertes zu verändern.
Nichtabstreitbarkeit: Durch den Cloud-Anbieter erzeugte Auditwerte sollen nicht
abstreitbar sein. Hierdurch soll insbesondere sichergestellt werden, dass der Cloud-
Anbieter im Nachhinein nicht behaupten kann, die vorliegenden Auditwerte nicht
erzeugt zu haben. Auf diese Art und Weise soll gewährleistet sein, dass bei Streitigkei-
ten vor Gericht der Cloud-Anbieter für die durch Auditwerte belegten Sachverhalte
haftbar gemacht werden kann. Beispielsweise wenn die in Auditwerten enthalte-
nen Monitoringdaten nachweisen, dass zwei VMs, im Gegensatz zur vertraglichen
Vereinbarung, auf dem gleichen physischen Cloud-Knoten ausgeführt wurden.
5.2 Angreifermodell
Im Folgenden wird das Angreifermodell für CoCoPAS weiter präzisiert. Grundlegend
wird im Rahmen dieser Dissertation zunächst von einem ehrlichen Cloud-Anbieter aus-
gegangen (vergleiche Kapitel 1). Das heißt zum Zeitpunkt einer Abfrage werden vom
Cloud-Anbieter keine Manipulationen vorgenommen, insbesondere nicht an den erho-
benen Monitoringdaten oder an der Durchführung einer Überprüfung. Daher ist der
Cloud-Anbieter hier zunächst nicht als Angreifer zu sehen.
Allerdings wird diese Annahme im Fall von Fehler-Ursachen-Analysen vor Gericht nicht
mehr aufrechterhalten. Nun wird davon ausgegangen, dass der Cloud-Anbieter Ergebnisse
durchgeführter Überprüfungen anzweifelt oder versucht, Verfahren zu seinen Gunsten zu
beeinflussen. Genau hierfür soll CoCoPAS eine Absicherung bieten: gegen einen Cloud-
Anbieter der im Nachhinein erzeugte Auditwerte abstreiten oder verändern, neue erzeugt
oder bei Überprüfungen entstandene Nachweise manipuliert.
Auch Kunden werden bei einer Fehler-Ursachen-Analyse vor Gericht als Angreifer auf
das hier entwickelte CoCoPAS-Verfahren gesehen. So soll das Verfahren Schutz gegen
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Manipulationen durch Kunden bieten. Beispielsweise sollen Kunden vor Gericht keine
unauthentischen Nachweise für durchgeführte Überprüfungen vorlegen können.
Außerdem werden für das Angreifermodell die Fähigkeiten der an CoCoPAS beteiligten
Entitäten festgelegt. Hierfür wird angenommen, dass deren Rechenleistung auf Polyno-
mialzeit beschränkt ist. Dies gilt insbesondere auch für den Angreifer. Eine detaillierte
Beschreibung der Angriffsanalyse folgt in Abschnitt 5.8.1.
Angriffe durch Dritte auf das entwickelte Verfahren, beispielsweise durch Konkurrenten
des Cloud-Anbieters, werden hier ausgeklammert. Hierfür müssen andere geeignete
Maßnahmen, wie beispielsweise die Etablierung eines sicheren Kanals zwischen Kunde
und Cloud-Anbieter mittels TLS [244], getroffen werden, welche nicht Untersuchungsge-
genstand dieser Dissertation sind.
5.3 Konzeption des Verfahrens
Mittels CoCoPAS können Kunden die zu vertraglichen Vereinbarungen gehörenden Mo-
nitoringdaten auf Gleichheit oder Ungleichheit überprüfen, ohne dass diese dazu vom
Cloud-Anbieter offengelegt werden müssen. Beispielsweise wenn überprüft werden soll,
auf welchem physischen Cloud-Knoten zwei VMs eines Kunden vom CMS platziert wur-
den, ohne dass dabei die genutzten physischen Cloud-Knoten offengelegt werden müssten
– hierbei sind die konkreten physischen Cloud-Knoten als Monitoringdaten anzusehen,
deren Offenlegung der Cloud-Anbieter gegenüber dem Kunden verhindern möchte. Au-
ßerdem sollen sowohl der Cloud-Anbieter als auch eine vertrauenswürdige dritte Partei im
Nachhinein in der Lage sein, die zur Überprüfung verwendeten Monitoringdaten aufzude-
cken – zum Beispiel soll im Streitfall vor Gericht nachvollziehbar sein, welche konkreten
physischen Cloud-Knoten zur Abbildung von VMs verwendet wurden. Da CoCoPAS nicht
nur auf den Anwendungsfall bei CloudInspector beschränkt ist, wird im Folgenden anstatt
des Ablaufs zwischen Kunde und Monitoring-Controller des CloudInspectors der Ablauf
zwischen Kunde und Cloud-Anbieter erläutert. Durch welche Komponente der Cloud-
Anbieter dabei die CoCoPAS-Funktionalität bereitstellt, bleibt dabei ihm überlassen.
Bei CoCoPAS lassen sich demnach drei Entitäten identifizieren:
Kunde: Entität, welche Überprüfung mittels des CoCoPAS veranlassen oder eine
Aufdeckung von Monitoringdaten durch eine dritte Partei vor Gericht anfordern kann.
Cloud-Anbieter: Entität, welche Kontrolle über die Cloud-Infrastruktur hat und In-
formationen für das CoCoPAS liefert. Übermittelt auf Anfrage des Kunden Auditwerte
oder assistiert bei der Aufdeckung von Monitoringdaten.
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Eine vertrauenswürdige dritte Partei: Entität, welche bei der Aufdeckung von Mo-
nitoringdaten assistieren kann. Stellt zusätzlich einen vertrauenswürdigen Zeitstem-
peldienst zur Verfügung (zum Beispiel mittels [210]).
Ein Kunde kann mit Hilfe des CoCoPAS eine Anfrage nach zu einer vertraglichen Verein-
barung gehörenden Monitoringdatenelement an den Cloud-Anbieter stellen. Als Antwort
übermittelt der Cloud-Anbieter an den Kunden einen sogenannten Auditwert, der sich als
abschließbarer blickdichter Kasten veranschaulichen lässt, wobei nur der Cloud-Anbieter
im Besitz des Schlüssels ist. In dem Kasten hinterlegt der Cloud-Anbieter das angefrag-
te Monitoringdatenelement und verschließt diesen. Anschließend wird der blickdichte
Kasten an den Kunden gesandt. Auf diese Art und Weise erhält der Kunde keinerlei
Informationen über das Monitoringdatenelement und für den Cloud-Anbieter ist es nach
Übermittlung an den Kunden nicht mehr möglich, das Monitoringdatenelement im Kasten
zu verändern.
Die in zwei verschiedenen Anfragen übermittelten Auditwerten können dann vom Kunden
mit Hilfe des CoCoPAS auf Gleichheit oder Ungleichheit überprüft werden, ohne dass
dazu die Monitoringdaten vom Cloud-Anbieter aufgedeckt werden müssen – d.h. zur
Überprüfung auf Ungleichheit muss der blickdichte Kasten nicht geöffnet werden. Das
Resultat einer Überprüfung auf Gleichheit oder Ungleichheit ist ein binärer Wert, der
widerspiegelt ob die Überprüfung erfolgreich war. Hieraus lässt sich dann das Ergebnis
der Überprüfung und somit die Erfüllung der vertraglichen Vereinbarung ableiten.
Weiterhin ermöglicht CoCoPAS, die in Auditwerten hinterlegten Monitoringdaten des
Cloud-Anbieters im Nachhinein aufzudecken. Dies ist beispielsweise zur Fehler-Ursachen-
Analyse vor Gericht verwendbar. Allerdings führt CoCoPAS selbst keine Fehler-Ursachen-
Analyse durch, sondern liefert vielmehr eine Datenbasis, auf deren Grundlage ein techni-
scher Experte eine Fehler-Ursachen-Analyse durchführen kann. Die Nachvollziehbarkeit
von Monitoringdaten kann dabei auf zwei Arten realisiert werden. Einerseits ist es möglich,
dass der Cloud-Anbieter selbst die Monitoringdaten, die zur Erstellung von Auditwerten
benötigt wurden, aufdeckt. Alternativ kann eine vertrauenswürdige dritte Partei die in
Auditwerten enthaltenen Monitoringdaten ohne Zutun des Cloud-Anbieters aufdecken.
Weiterhin können bei CoCoPAS vier Phasen unterschieden werden:
Vorbereitungsphase: Initialisierungsphase von CoCoPAS. Läuft in der Regel zwischen
jedem Kunde und Cloud-Anbieter ein einziges Mal zur Vorbereitung des Verfahrens
ab.
Hinterlegungsphase: Der Cloud-Anbieter kann zur Laufzeit Monitoringdaten in Au-
ditwerten hinterlegen. Der Kunde kann die in der Hinterlegungsphase hinterlegten
Monitoringdaten jederzeit vom Cloud-Anbieter anfordern.
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Überprüfungsphase: Kunden ist es jederzeit möglich, die in Auditwerten hinterlegten
Monitoringdaten auf Gleichheit oder Ungleichheit zu überprüfen, ohne dass dazu
die hinterlegten Monitoringdaten selbst aufgedeckt werden müssten. Vorausgesetzt
natürlich, der Cloud-Anbieter kooperiert mit dem Kunden, was bei einem ehrlichem
Cloud-Anbieter implizit gegeben ist.
Aufdeckungsphase: Das Aufdecken der in Auditwerten hinterlegten Monitoringda-
ten ist im Nachhinein möglich. Entweder mit Hilfe des Cloud-Anbieters oder einer
vertrauenswürdigen dritten Partei.
Für den weiteren Verlauf wird zunächst davon ausgegangen, dass alle Monitoringdaten-
elemente sich in einer nummerischen Form ausdrücken lassen. Dies ist beispielsweise
für die IP-Adresse oder Betriebssystemversionsnummern von physische Cloud-Knoten
trivialerweise der Fall. Für alle anderen Monitoringdatenelemente wird dann zusätzlich
ein geeignetes Codierungsverfahren benötigt, welches das Element in nummerischer Form
beschreibt. Die Wahl eines geeigneten Codierungsverfahrens ist jedoch nicht Gegenstand
dieser Dissertation.
5.3.1 Beispielablauf
Für das Beispiel wird angenommen, dass ein Kunde mit einem Cloud-Anbieter vereinbart
hat, dass die beiden VMs V1 und V2 nicht auf dem gleichen physischen Cloud-Knoten
ausgeführt werden dürfen. Das CMS des Cloud-Anbieters ist verantwortlich, diese Ver-
einbarungen innerhalb der Cloud-Infrastruktur umzusetzen. Derzeit wird die VM V1 auf
dem physischen Cloud-Knoten N1 und die VM V2 auf dem physischen Cloud-Knoten N2
ausgeführt (mit N1 6= N2). Welche VM auf welchem Cloud-Knoten ausgeführt wird soll
jedoch vor dem Kunden geheim gehalten werden. Dem Kunden sind daher nur die VMs
V1 und V2 bekannt.
Möchte der Kunde überprüfen, ob sich die beiden VMs V1 und V2 auf unterschiedlichen
physischen Cloud-Knoten befinden, so kann er in der Hinterlegungsphase zunächst eine
Anfrage bezüglich der Abbildung der VMs auf physischen Cloud-Knoten stellen. Der Kunde
sendet dazu, wie in Abbildung 5.1 dargestellt, eine Anfrage bezüglich der Abbildung
der VMs V1 und V2 an den Cloud-Anbieter. CoCoPAS liefert dann je VM einen separaten
Auditwert als Antwort an den Kunden zurück. Dabei handelt es sich hier konkret um die
an den Kunden übermittelten Auditwerte A1 und A2. In jedem Auditwert ist in diesem Fall
der physische Cloud-Knoten der angefragten VM als Monitoringdatenelement hinterlegt.
Konkret enthält der Auditwert A1 das Monitoringdatenelement S1 und der Auditwert A2
das Monitoringdatenelement S2, wobei S1 = N1 und S2 = N2 gilt.
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S1 und S2Auditwerte A1 und A2
Abbildung 5.1: Beispiel der Hinterlegungsphase.
Die Monitoringdaten S1 und S2, die in den Auditwerten A1 und A2 hinterlegt sind, kann
der Kunde dann mit Hilfe des CoCoPAS in der Überprüfungsphase auf Ungleichheit
überprüfen, also sicherstellen dass die physischen Cloud-Knoten der angefragten VMs V1
und V2 unterschiedlich sind. Das Resultat der Überprüfung ist 1, falls die in den beiden
Auditwerten hinterlegten Monitoringdaten ungleich sind. Wenn die Überprüfung der
hinterlegten Monitoringdaten fehlschlägt, ist das Resultat der Überprüfung hingegen
0. Allerdings kann vom fehlschlagen des Überprüfungsprozess auf Ungleichheit nicht
automatisch auf Gleichheit geschlossen werden. Analog gilt dies anders rum. Da von einem
ehrlichem Cloud-Anbieter ausgegangen wird, schlägt die Überprüfung nur in dem Fall
fehl, in dem die beiden Monitoringdatenelemente ungleich sind. Würde ein betrügerischer
Cloud-Anbieter unterstellt, so könnte dieser die Überprüfung auch absichtlich fehlschlagen
lassen, was allerdings hier keinen Sinn macht, da der Kunde ja einen Nachweis für die
Ungleichheit verlangt und ein Fehlschlagen des Verfahrens zum Nachteil des Cloud-
Anbieters ist.
Falls die Überprüfung auf Ungleichheit fehlschlägt, kann es beispielsweise in einem
Rechtsstreit zwischen Kunde und Cloud-Anbieter erforderlich sein, die Monitoringdaten-
elemente zu den Auditwerten aufzudecken. Hierzu kann CoCoPAS in der Aufdeckungs-
phase, beispielsweise durch Einsatz einer vertrauenswürdigen dritten Partei, verwendet
werden. Beispielsweise bittet der Kunde dann vor Gericht die vertrauenswürdige dritte
Partei, das in einem Auditwert hinterlegte Monitoringdatenelement aufzudecken. Der
vertrauenswürdigen dritten Partei muss dazu sowohl vom Cloud-Anbieter als auch vom
Kunden vertraut werden. Hierzu sendet der Kunde die Auditwerte A1 und A2 an die
vertrauenswürdige dritte Partei. Mit Hilfe einer CoCoPAS-spezifischen Geheimtür ist
die vertrauenswürdige dritte Partei dann in der Lage die Monitoringdaten N1 und N2
aufzudecken.
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5.3.2 Auswahl geeigneter Mechanismen
Für die Gestaltung des CoCoPAS-Verfahrens kommen grundsätzlich verschiedene Mecha-
nismen in Betracht. Beispielsweise der Einsatz von Verschlüsselung, Hashfunktionen oder
Hinterlegungsverfahren. Allerdings schränkt die spezielle Forderung nach verdeckender
Überprüfung auf Ungleichheit mit gleichzeitiger Möglichkeit zur Aufdeckung die Auswahl
erheblich ein.
Daher wird im Rahmen dieser Dissertation ein auf Hinterlegungsverfahren basierender
Ansatz gewählt. Dieser Mechanismus bietet den Vorteil, dass einerseits die Überprü-
fung auf Gleichheit und Aufdeckung bereits Bestandteil von Hinterlegungsverfahren
ist. Die Ausgestaltung der Überprüfung auf Ungleichheit ist dann Gegenstand des hier
vorgestellten Forschungsansatzes.
5.3.3 Voraussetzungen
Das hier vorgestellte CoCoPAS basiert auf der Arbeit von Bless und Flittner [TT-13]. Hierfür
wird ein auf dem Encryption Scheme von ElGamal basierendes Hinterlegungsverfahren
mit Geheimtür verwendet [51, 158] (vergleiche auch Kapitel 2, Abschnitt 5 [59]). Dieses
Encryption Scheme wiederum basiert auf dem Key Exchange Scheme von Diffie-Hellman
[46]. Zur Überprüfung auf Gleichheit wird die Masking-Eigenschaft von Pedersen [150]
verwendet. Außerdem wird zur Überprüfung auf Ungleichheit eine Kombination des
ID Protocols von Schnorr [160] mit der Multiplication Technique von Abe et al. [2] als
interaktiver Zero-Knowledge-Beweis verwendet.
Sei G eine multiplikative endliche zyklische Gruppe der Ordnung q mit Generator g, dann
wird im Rahmen dieser Dissertation davon ausgegangen, dass die folgenden bekannten
Diffie-Hellman-Annahmen gelten:
Annahme 5.1 Discrete Logarithm Problem (DLOG). Die Wahrscheinlichkeit, dass aus
gegebenen G, g und ga der diskrete Logarithmus a zur Basis g in Polynomialzeit berechnet
werden kann, ist vernachlässigbar.
Annahme 5.2 Computational-Diffie-Hellman-Problem (CDH). Die Wahrscheinlichkeit,
dass aus gegebenen G, g, ga und g b das Diffie-Hellman-Triple (ga, g b, gab) in Polynomialzeit
berechnet werden kann, ist vernachlässigbar. Diese Annahme hängt direkt von Annahme 5.1
ab.
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Annahme 5.3 Decisional-Diffie-Hellman-Problem (DDH). Die Wahrscheinlichkeit, dass
aus gegebenen G, g, ga, g b und g c in Polynomialzeit bestimmt werden kann, ob es sich um
ein Diffie-Hellman-Triple handelt, also ob c = a · b gilt, ist vernachlässigbar. Diese Annahme
hängt direkt von Annahme 5.1 ab.
Im Rahmen dieser Dissertation wird vorausgesetzt, dass eine geeignete multiplikative
endliche zyklische Gruppe G existiert, die die oben stehenden Annahmen erfüllt. Bei-
spielsweise kann derzeit nach Katz und Lindell [110] davon ausgegangen werden, dass
die Teilgruppe der quadratischen Reste von Z∗p mit p = 2q + 1 und p und q prim, alle
eben eingeführten Anforderungen (DLOG, CDH und DDH) erfüllt. Daher wird bei der
folgenden Betrachtung diese Gruppe ohne Beschränkung der Allgemeinheit als Referenz
genutzt. Weiterhin liegt der Fokus dieser Dissertation weder darauf, nachzuweisen, dass
die eben eingeführten Annahmen tatsächlich nicht in Polynomialzeit zu brechen sind,
noch darauf, für geltende Annahmen geeignete Gruppen zu finden.
5.4 Vorbereitungsphase
Die Initialisierung von CoCoPAS übernimmt die eingesetzte vertrauenswürdige dritte
Partei, sodass diese in den Besitz der Geheimtür kommt und somit in der Lage ist, in
Auditwerten hinterlegte Monitoringdaten ohne Zutun des Cloud-Anbieters aufzudecken.
Der vertrauenswürdigen dritten Partei muss dabei sowohl vom Cloud-Anbieter als auch
vom Kunden vertraut werden.
Zur Initialisierung wählt die vertrauenswürdige dritte Partei die Gruppe G der quadra-
tischen Reste modulo p aus Z∗p mit einem Generator g, für die gilt p := 2q + 1 mit p
und q sind prim. Danach wählt die vertrauenswürdige dritte Partei zufällig eine Zahl
s ∈ {1, . . . , p − 1} mit ggT(s, p) = 1 als Geheimnis und erzeugt damit einen weiteren
Generator h := g s. Das Geheimnis kann später von der vertrauenswürdigen dritten Partei
zum Aufdecken von Auditwerten mittels der Geheimtür verwendet werden. Anschlie-
ßend übermittelt die vertrauenswürdige dritte Partei sowohl an den Cloud-Anbieter als
auch an den Kunden die Werte (G, g, h). Das Geheimnis s wird dabei nicht übermittelt.
Abbildung 5.2 veranschaulicht den Ablauf der Vorbereitung von CoCoPAS.
Nach Ablauf der Vorbereitung können vom Cloud-Anbieter sowohl Monitoringdaten-
elemente in Auditwerten hinterlegt werden, als auch Überprüfungen durch Kunden
durchgeführt werden. Auch das Aufdecken von in Auditwerten enthaltenen Monitoring-
daten wird hierdurch ermöglicht. Die einzelnen Phasen von CoCoPAS werden in den
nächsten Abschnitten vorgestellt.
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Kunde Cloud-Anbieter Vertrauenswürdige dritte Partei
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Abbildung 5.2: Vorbereitung für den Einsatz von CoCoPAS.
5.5 Hinterlegungsphase
In dieser Phase kann ein Kunde die Hinterlegung von Monitoringdaten in Auditwerten
mittels CoCoPAS anfordern. Dazu sendet der Kunde eine Anfrage an den Cloud-Anbieter.
Dieser ermittelt dann das zugehörige Monitoringdatenelement und hinterlegt dieses in ei-
nem Auditwert. Als ein Bestandteil der Hinterlegung von Monitoringdaten in Auditwerten
wird die commit-Funktion von ElGamal verwendet [51]. Dabei ist die commit-Funktion
von ElGamal wie folgt definiert: commit(x , y) := z2 = g x · hy . Zusätzlich wird dem
Auditwert der Wert z1 := g y hinzugefügt, der von der Parameterisierung der commit-
Funktion abhängt. Hieraus ergibt sich die hinterlege-Funktion, die zur Hinterlegung von
Monitoringdaten in Auditwerten genutzt wird:
hinterlege(x , y) := (z1, z2) = (g
y ,commit(x , y)) = (g y , g x · hy)
Sei Q1 die Anfrage des Kunden, S1 das dazugehörige Monitoringdatenelement des Cloud-
Anbieters und A1 der Auditwert in dem das Monitoringdatenelement mittels CoCoPAS
hinterlegt werden soll, dann läuft die Hinterlegungsphase wie folgt ab. Der Cloud-Anbieter
wählt zunächst eine zufällige Zahl r1 ∈ {1, . . . , p−1}mit ggT(r1, p) = 1 und übergibt diese
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zusammen mit dem Monitoringdatenelement S1 als Eingabe an die hinterlege-Funktion.
Die Ausgabe der hinterlege-Funktion definiert den Auditwert A1. Hieraus folgt:
A1 := hinterlege(S1, r1) = (z1, z2) = (g
r1 , gS1 · hr1)
Ein auf diese Art und Weise vom Cloud-Anbieter erzeugter Auditwert erfüllt die in
Abschnitt 5.1 als Geheimhaltung formulierte Anforderung. Nachweis durch Satz 5.1.
Satz 5.1 Einem Kunden ist es nicht möglich aus einem Auditwert A1 das Monitoringda-
tenelement S1 zu extrahieren. Gegeben sind die Parameter (G, g, h) und der Auditwert
A1 := (z1, z2) = (g r1 , gS1 · hr1).
Beweis. Der Nachweis der Geheimhaltung von Auditwerten folgt direkt aus dem hier
verwendeten Hinterlegungsverfahren von ElGamal [51]. Dieses garantiert bereits Geheim-
haltung unter der Annahme 5.1 (DLOG), der Annahme 5.2 (CDH) und der Annahme 5.3
(DDH). Weiterhin wird dazu vorausgesetzt, dass der Kunde in seiner Rechenleistung auf
Polynomialzeit beschränkt ist (vergleiche Abschnitt 5.1).
Daraus folgt, dass es einem Kunden weder möglich ist das Geheimnis s aus h := g s für die
Verwendung der Geheimtür, noch den verwendeten Zufall r1 aus z1 = g r1 zu berechnen.
Gleiches gilt für die Extrahierung des Monitoringdatenelement S1 aus z2 := gS1 · hr1 .
Hieraus folgt: Geheimhaltung für einen Auditwert ist gegeben.
Nachdem der Cloud-Anbieter auf diese Art und Weise in der Lage ist einen Auditwert
A1 zu erzeugen, der Geheimhaltung bietet, muss zusätzlich die in Abschnitt 5.1 als
Zurechenbarkeit formulierte Anforderung eingehalten werden. Dazu muss zum einen
die Zugehörigkeit von Anfrage Q1 zu Auditwert A1 eindeutig gewährleistet werden.
Zum anderen muss der zeitliche Bezug der Ausstellung und die Identität des Ausstellers
(Cloud-Anbieters) sichergestellt werden. Zur Sicherstellung des zeitlichen Bezugs wird der
Zeitstempeldienst der vertrauenswürdigen dritten Partei genutzt, beispielsweise mittels
[210].
Dazu wird vom Cloud-Anbieter der Auditwert A1 mit der Anfrage Q1 des Kunden zu
dem Element (Q1, A1) verknüpft. Dieses Element wird anschließend vom Cloud-Anbieter
signiert, sodass die Signatur Csign entsteht. Dazu kann jedes sichere asymmetrische
Signaturverfahren verwendet werden, es muss lediglich sichergestellt werden, dass der
Kunde den öffentlichen Schlüssel des Cloud-Anbieters als authentisch anerkennt und
auf diese Weise in der Lage ist, die Signatur zu verifizieren. Zusätzlich lässt sich der
Cloud-Anbieter den Entstehungszeitpunkt der Signatur Csign von der vertrauenswürdi-
gen dritten Partei für Kunden überprüfbar attestieren. Hierzu wird die Signatur Csign
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vom Cloud-Anbieter zur vertrauenswürdigen dritten Partei übertragen. Dort wird die
aktuelle Systemzeit Ttime ausgelesen und mit der Signatur Csign des Cloud-Anbieters
zu dem Element (Csign,Ttime) verknüpft. Dieses Element wird anschließend durch die
vertrauenswürdige dritte Partei signiert, sodass die Signatur Tsign entsteht. Als Signa-
turverfahren kann jedes sichere asymmetrische Verfahren verwendet werden. Es muss
lediglich sichergestellt werden, dass sowohl der Kunde als auch der Cloud-Anbieter den
öffentlichen Schlüssel der vertrauenswürdigen dritten Partei als authentisch anerkennt
und auf diese Art und Weise in der Lage ist, die Signatur zu verifizieren. Abschließend
wird die Signatur Tsign von der vertrauenswürdigen dritten Partei zum Cloud-Anbieter
zurückgesandt. Der Kunde erhält vom Cloud-Anbieter als Antwort auf seine Anfrage Q1
die folgenden Werte: den Auditwert A1 und das Element (Csign,Ttime) mit der Signa-
tur Tsign der vertrauenswürdigen dritten Partei. Die Signatur der vertrauenswürdigen
dritten Partei wird anschließend vom Kunden überprüft.
Mit Hilfe der Signatur Csign des Cloud-Anbieters ist die Anfrage Q1 eindeutig dem Audit-
wert A1 zugeordnet und gleichzeitig die Identität des Cloud-Anbieters belegt. Außerdem
wird durch den Zeitstempel Ttime und die Signatur Tsign der vertrauenswürdigen
dritten Partei der zeitliche Bezug der Anfrage sichergestellt. Hieraus ergibt sich die in
Abschnitt 5.1 als Zurechenbarkeit formulierte Anforderung. Nachweis durch Satz 5.2.
Satz 5.2 Einem Kunden ist es nicht möglich eine gültige Signatur Csign des Cloud-Anbieters
zu erzeugen. Gleichermaßen ist es weder dem Kunden noch dem Cloud-Anbieter möglich,
eine Signatur Tsign der vertrauenswürdigen dritten Partei für beliebige Werte zu erzeugen.
Beweis. Der Cloud-Anbieter und die vertrauenswürdige dritte Partei verwenden ein
sicheres asymmetrischen Signaturverfahren zum Erstellen von Csign und Tsign. Aus
der Geheimhaltung der privaten Schlüssel und der Überprüfung der Signaturen folgt
daher direkt die Zurechenbarkeit von Auditwerten.
Weiterhin wird durch die Beschränkung der Parteien auf Polynomialzeit sichergestellt, dass
weder der Cloud-Anbieter noch der Kunde gültige Signaturen der vertrauenswürdigen
dritten Partei erstellen können.
5.6 Überprüfungsphase
In der Überprüfungsphase von CoCoPAS können jeweils zwei in Auditwerten hinterlegte
Monitoringdaten auf Gleichheit oder auf Ungleichheit überprüft werden, ohne dass dazu
die zu überprüfenden Monitoringdatenelemente dem Kunden bekannt werden. Da nach
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Satz 5.1 Auditwerte bezüglich der darin hinterlegten Monitoringdaten Vertraulichkeit
bieten, ist dem Kunden eine direkte Überprüfung ohne weiteres nicht möglich. Vielmehr
braucht es einen weiteren Nachrichtenaustausch zwischen Kunde und Cloud-Anbieter.
Dazu sendet der Kunde zwei in der Hinterlegungsphase erhaltene Auditwerte und die
Art der gewünschten Überprüfung, Gleichheit oder Ungleichheit, an den Cloud-Anbieter.
Der Cloud-Anbieter erzeugt daraufhin einen Beweis, der die zu überprüfende Eigenschaft
der in den Auditwerten hinterlegten Monitoringdaten belegt und sendet diesen Beweis
an den Kunden zurück. Die Überprüfung auf Gleichheit oder Ungleichheit zweier in
Auditwerten hinterlegten Monitoringdaten ist erfolgreich, wenn der Kunde den Beweis
des Cloud-Anbieters akzeptiert. Sie ist fehlgeschlagen, falls der Beweis vom Kunden nicht
akzeptiert wird. Ein Fehlschlagen des Beweises verursacht durch den Cloud-Anbieter
ist an dieser Stelle auszuschließen, da hierzu der Cloud-Anbieter vom vorgegebenen
Protokollablauf abweichen müsste, was nicht in seinem Interesse ist – der Cloud-Anbieter
möchte ja gerade den Kunden von der Gleichheit oder Ungleichheit der in Auditwerten
hinterlegten Monitoringdaten überzeugen.
Im Folgenden wird zunächst erläutert, wie die in zwei Auditwerten hinterlegten Moni-
toringdaten von einem Kunden auf Gleichheit überprüft werden können. Anschließend
wird darauf eingegangen, wie die Überprüfung auf Ungleichheit abläuft.
5.6.1 Gleichheit
Der erste Auditwert, der aus einer Anfrage des Kunden zu einem bestimmten Monitoring-
datenelement hervorgeht, wird zunächst vom Cloud-Anbieter regulär erzeugt (vergleiche
Abschnitt 5.5). Sei A1 der erste Auditwert zu dem Monitoringdatenelement S1, so wählt
der Cloud-Anbieter einen Zufallswert r1 und ruft die hinterlege-Funktion zur Hinterlegung
auf: A1 = hinterlege(S1, r1) = (g r1 , gS1 · hr1).
Soll das Monitoringdatenelement S1 zu einem späteren Zeitpunkt in dem Auditwert A2
hinterlegt werden, so wird vom Cloud-Anbieter der zweite Auditwert A2 in Abhängigkeit
vom ersten Auditwert A1 erzeugt. Dazu wählt der Cloud-Anbieter einen Zufallswert
r∗ und addiert diesen auf den für A1 gewählten Zufallswert r1. Somit ist r2 = r1 + r∗.
Anschließend ruft der Cloud-Anbieter die hinterlege-Funktion zur Hinterlegung mit der
Eingabe r2 und S1 auf: A2 = hinterlege(S1, r2) = (g r2 , gS1 · hr2) = (g r1+r∗ , gS1 · hr1+r∗).
Dieses Vorgehen ist äquivalent zur Masking-Eigenschaft von Pedersen [150]. Der Audit-
wert A2 kann auch ohne Aufruf der hinterlege-Funktion direkt aus dem Auditwert A1
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berechnet werden, in dem der Zufallswert r∗ gemäß folgender Rechenvorschrift hinzuge-
fügt wird:
A2 = A1þ r∗ := (z1 · g r∗ , z2 · hr∗) = (g r1 · g r∗ , gS1 · hr1 · hr∗) = (g r1+r∗ , gS1 · hr1+r∗)
Dabei beschreibt die Operation þ die Erweiterung eines bestehenden Auditwertes mit
neuem Zufall, sodass ein neuer Auditwert mit dem gleichen hinterlegten Monitoringda-
tenelement entsteht.
Sobald ein Kunde zwei Auditwerte A1 = (g r1 , gS1 · hr1) und A2 = (g r1+r∗ , gS1 · hr1+r∗) vom
Cloud-Anbieter erhalten hat, kann der Kunde mittels CoCoPAS überprüfen, ob die in
den Auditwerten hinterlegten Monitoringdaten gleich sind. Dazu fordert der Kunde vom
Cloud-Anbieter einen Beweis für die Gleichheit (=) der Monitoringdaten an. Der Cloud-
Anbieter übermittelt dazu den Wert r∗ als Beweis an den Kunden. Der Kunde prüft dann,
ob A2
?
= A1þ r∗ gilt. Dies ist für die Masking-Eigenschaft von Pedersen genau dann der
Fall, wenn das in A1 und A2 enthaltene Monitoringdatenelement S1 das Gleiche ist und
A2 unter Verwendung von r∗ in Abhängigkeit von A1 erstellt wurde. Andernfalls schlägt
die Überprüfung auf Gleichheit fehl und der Beweis wird vom Kunden nicht akzeptiert.
Auf diese Art und Weise kann die Gleichheit der in zwei Auditwerten hinterlegten Mo-
nitoringdaten gezeigt werden. Das Monitoringdatenelement S1 selber muss dazu nicht
vom Cloud-Anbieter aufgedeckt werden, sodass die in Abschnitt 5.1 als Geheimhaltung
formulierte Anforderung gilt. Lediglich der zu dem Auditwert A1 hinzugefügte Zufallswert
r∗ wird dem Kunden als Beweis für Gleichheit bekannt. Außerdem erfährt der Kunde, dass
in dem Auditwert A1 und in dem Auditwert A2 das gleiche Monitoringdatenelement vom
Cloud-Anbieter hinterlegt wurde, was dem Ziel von CoCoPAS in der Überprüfungsphase
auf Gleichheit entspricht. Der Umkehrschluss, dass, wenn sich keine Gleichheit zeigen
lässt, automatisch Ungleichheit gilt, ist nicht zulässig. Vielmehr könnte der Cloud-Anbieter
ein nicht passendes r∗ liefern, obwohl die in den Auditwerten A1 und A2 hinterlegten
Monitoringdaten S1 und S2 gleich sind.
5.6.2 Ungleichheit
Zur Überprüfung auf Ungleichheit von zwei in Auditwerten hinterlegten Monitoringdaten
legt der Cloud-Anbieter dem Kunden auf Anfrage einen entsprechenden Beweis vor.
Anhand dieses Beweises kann der Kunde überprüfen, ob die hinterlegten Monitoringdaten
unterschiedlich sind. Dabei wird die Ungleichheit durch den Cloud-Anbieter indirekt
nachgewiesen. Der Cloud-Anbieter beweist dem Kunden, dass er ein Geheimnis i kennt,
welches genau dann existiert und dem Cloud-Anbieter nur dann bekannt ist, wenn die in
zwei Auditwerten hinterlegten Monitoringdaten ungleich sind.
5.6 Überprüfungsphase 131
Innerhalb von CoCoPAS wird für diesen Beweis eine eigens entwickelte Kombination des
ID Protocols von Schnorr [160] mit der Multiplication Technique von Abe et al. [2] als
interaktiver Zero-Knowledge-Beweis verwendet. Für den Zero-Knowledge-Beweis müssen
dem Kunden daher weder das Geheimnis i, noch die in den Auditwerten hinterlegten
Monitoringdaten vom Cloud-Anbieter mitgeteilt werden. Allerdings müssen dazu mehrere
Nachrichten zwischen Kunde und Cloud-Anbieter ausgetauscht werden. Bei dem Proto-
kollablauf des Zero-Knowledge-Beweises nimmt der Kunde die Rolle des Verifizierers und
der Cloud-Anbieter die Rolle des Beweisers ein. Zusätzlich müssen von CoCoPAS wäh-
rend der Überprüfung auf Ungleichheit folgende, für Zero-Knowledge-Beweise, typische
Anforderungen eingehalten werden:
Vollständigkeit: Bei Ungleichheit der in den beiden Auditwerten hinterlegten Monito-
ringdaten soll der Verifizierer nach Ablauf des Protokolls den Zero-Knowledge-Beweis
akzeptieren.
Zuverlässigkeit: Bei Gleichheit der in den beiden Auditwerten hinterlegten Monito-
ringdaten soll es einem Beweiser nicht möglich sein, dem Verifizierer einen Beweis
vorzulegen, den dieser akzeptiert.
Zero-Knowledge-Eigenschaft: Diese Eigenschaft kann als eine abgewandelte Form
der in Abschnitt 5.1 als Geheimhaltung formulierten Anforderung betrachtet werden.
Aus der Interaktion zwischen Beweiser und Verifizierer dürfen neben dem Beweis auf
Ungleichheit keine Informationen über die in Auditwerten hinterlegten Monitoring-
daten bekannt werden.
Gegeben ist der Auditwert A1 = (z1, z2) = (g r1 , gS1 ·hr1) und der Auditwert A2 = (z3, z4) =
(g r2 , gS2 · hr2) mit S1 6= S2. In diesem Fall ist das multiplikativ inverse Element i =
(S1 − S2)−1 zu der Differenz der hinterlegten Monitoringdaten S1 − S2 das Geheimnis,
dessen Existenz der Cloud-Anbieter dem Kunden mit Hilfe des Zero-Knowledge-Beweises
belegen möchte. Ein solches multiplikativ inverses Element i existiert genau dann, wenn
die Differenz aus S1−S2 6= 0 ist. Zu dem Wert 0 (bei Gleichheit von S1 und S2) kann kein
multiplikativ inverses Element existieren.
Zunächst wird der Quotient D aus den in den Auditwerten A1 und A2 hinterlegten
Werten z2 := commit(S1, r1) und z4 := commit(S2, r2) gebildet, welche ihrerseits aus der









gS2 · hr2 = g
S1−S2 · hr1−r2
Der Quotient D enthält im Exponenten von g die Differenz S1 − S2 der hinterlegten
Monitoringdaten. Der Cloud-Anbieter kann den Kunden davon überzeugen, dass er ein
multiplikativ inverses Element i zur Differenz S1 − S2 der hinterlegten Monitoringdaten
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kennt, indem er den Quotienten D zu g1 · h(r1−r2)·i überführt, ohne jedoch dabei dem
Kunden das Geheimnis i mitzuteilen.
Di = (gS1−S2)i · (hr1−r2)i = g1 · h(r1−r2)·i
Eine solche Überführung von D zu g1 · h(r1−r2)·i ist nur dann möglich, wenn dem Cloud-
Anbieter das multiplikativ inverse Element i bekannt ist. Dazu muss die Differenz S1− S2
der Monitoringdaten ungleich dem Wert 0 sein, woraus folgt, dass die Monitoringdaten
S1 und S2 verschieden zueinander sind. Bei Gleichheit der Monitoringdaten S1 = S2 ist
eine Überführung des Quotienten D zu g1 · h(r1−r2)·i nicht möglich (für g 6= 1):
Di = (gS1−S2 · hr1−r2)i = (g0 · hr1−r2)i = 1 · h(r1−r2)·i 6= g1 · h(r1−r2)·i
Für den Zero-Knowledge-Beweis muss die in der Hinterlegungsphase verwendete commit-
Funktion von ElGamal angepasst werden (vergleiche auch Multiplication Technique
von Abe et al. [2]). Diese wird in Abschnitt 5.5 definiert als: commit(x , y) := g x ·
hy . Bei dem Zero-Knowledge-Beweis wird im Folgenden anstelle des Generators g der
Quotient D verwendet. Aus diesem Grund erhält die commit-Funktion von ElGamal einen
weiteren Eingabeparameter z, der spezifiziert, welcher Generator für den ersten Faktor
genutzt werden soll: commit(z, x , y). Wird, wie bei der commit-Funktion von ElGamal
der Generator g verwendet, so muss die abgewandelte commit-Funktion nun wie folgt
aufgerufen werden: commit(g, x , y) := g x ·hy . Soll anstatt dessen der Quotient D anstelle
des Generators g verwendet werden, so wird die abgewandelte commit-Funktion wie
folgt aufgerufen:
commit(D, x , y) := Dx · hy
5.6.2.1 Vorbereitung der Zero-Knowledge-Beweise
Im Folgenden wird näher auf den Protokollablauf des Zero-Knowledge-Beweises eingegan-
gen. Dieser Zero-Knowledge-Beweis soll belegen, dass ein multiplikativ inverses Element
i zur Differenz S1 − S2 der in den Auditwerten A1 und A2 hinterlegten Monitoringdaten
existiert und damit, dass S1 6= S2 gilt.
Der Kunde startet die Überprüfung auf Ungleichheit der hinterlegten Monitoringdaten,
indem er A1 und A2 und die Art der Überprüfung, d.h. Ungleichheit (6=) an den Cloud-
Anbieter sendet. Abbildung 5.3 visualisiert die Vorbereitungen zur Durchführung des
Zero-Knowledge-Beweises. Hiernach berechnen sowohl der Cloud-Anbieter als auch der
Kunde aus den gegeben Auditwerten A1 = (z1, z2) = (g r1 , gS1 · hr1) und A2 = (z3, z4) =
(g r2 , gS2 · hr2) den Quotienten D = z2z4 = gS1−S2 · hr1−r2 .
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D := gS1−S2 · hr1−r2
Berechne Quotient
D := gS1−S2 · hr1−r2
Inverses Element zu (S1 − S2)
i
Berechne Hilfswerte
T := g(S1−S2)·i · h(r1−r2)·i+l
rval1 := (r1 − r2) · i + l
E := hrval1Übertrage T , E
Ack
Abbildung 5.3: Vorbereitung der Zero-Knowledge-Beweise für Ungleichheit der hinterlegten
Monitoringdaten S1 und S2.
Anschließend berechnet der Cloud-Anbieter das multiplikativ inverse Element i zur
Differenz S1 − S2, beispielsweise mit Hilfe des erweiterten euklidischen Algorithmus
(vergleiche [72] Seite 103f). Für den Zero-Knowledge-Beweis muss der Cloud-Anbieter




Zur Erzeugung des Hilfswerts T wählt der Cloud-Anbieter den Zufallswert l ∈ {1, . . . , p−
1} mit ggT(l, p) = 1 und ruft die angepasste commit-Funktion wie folgt auf:
T := commit(D, i, l) = Di · hl = g(S1−S2)·i · h(r1−r2)·i · hl = g(S1−S2)·i · h(r1−r2)·i+l
Weiter erzeugt der Cloud-Anbieter den Hilfswert E, indem er rval1 := (r1− r2) · i+ l wählt
und h damit potenziert:
E := hrval1 = h(r1−r2)·i+l
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Die Hilfswerte T und E sind dabei vom Cloud-Anbieter so gewählt worden, dass sich
durch Multiplikation von E mit g1 der Hilfswert T ergibt. Dies ist genau dann der Fall,
wenn der Wert i das multiplikativ inverse Element zu S1 − S2 ist. Trifft dies zu, dann gilt
(S1 − S2) · i = 1, woraus S1 6= S2 folgt.
g1 · E ≡ T
commit(g, 1, rval1)≡ commit(D, i, l)
g1 · h(r1−r2)·i+l ≡ Di · hl
g1 · h(r1−r2)·i+l ≡ (gS1−S2 · hr1−r2)i · hl
g1 · h(r1−r2)·i+l ≡ g(S1−S2)·i · h(r1−r2)·i+l
5.6.2.2 Durchführung der Zero-Knowledge-Beweise
Nach Wahl der Hilfswerte E und T durch den Cloud-Anbieter kann der Protokollablauf
der Zero-Knowledge-Beweise zur Existenz des multiplikativ inversen Elements i starten.
Dazu müssen zwei Zero-Knowledge-Beweise durchgeführt werden. Dabei wird das ID
Protocol von Schnorr [160] mehrfach ausgeführt.
Der Cloud-Anbieter beweist dem Kunden, dass er die Werte i und l kennt, die zur
Erzeugung des Hilfswertes T = Di · hl notwendig waren. Außerdem beweist der Cloud-
Anbieter dem Kunden, dass er den Wert rval1 kennt, der zur Erzeugung des Hilfswertes
E = hrval1 = h(r1−r2)·i+l notwendig war. Beide Beweise müssen vollständig, zuverlässig








Dies ist genau dann der Fall, wenn i das multiplikativ inverse Element zu S1 − S2 ist,
woraus S1 6= S2 folgt. Durch die Verwendung von Zero-Knowledge-Beweisen erfährt
der Kunde weder rval1, i, l noch S1, S2 oder S1 − S2. Er lernt lediglich, dass die in den
Auditwerten hinterlegten Monitoringdaten unterschiedlich sind.
Abbildung 5.4 visualisiert den Protokollablauf der Zero-Knowledge-Beweise. Für den
Nachweis der Kenntnis der Werte i und l erzeugt der Cloud-Anbieter zunächst den
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Übertrage C1 und C2
Berechne u und v
u := Z + C1 · i
v := r# + C1 · l
Berechne s
s := r0 + C2 · rval1Übertrage Werte
u, v und s
Prüfe Du · hv ≡ B · T C
Ack
Prüfe hs ≡ P · EC
Ack
Prüfe TE ≡ g1
Ack
end
Abbildung 5.4: Protokollablauf des Zero-Knowledge-Beweises für Nachweis der Ungleich-
heit.
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Hilfswert B, indem er die angepasste commit-Funktion mit zwei zufällig gewählten
Werten Z und r# aufruft.
B := commit(D, Z , r#) = D
Z · hr#
Anschließend berechnet der Cloud-Anbieter für den Nachweis der Kenntnis des Wertes
rval1 den Hilfswert P, indem h mit einem weiteren zufällig gewählten Wert r0 potenziert.
Die Werte B und P werden dem ID Protocol von Schnorr [160] folgend vom Cloud-
Anbieter zum Kunden übertragen.
Im weiteren Verlauf überzeugt sich der Kunde entweder davon, wie die Werte B und
P zustande gekommen sind, oder fährt mit dem weiteren Ablauf des Zero-Knowledge-
Protokolls fort. Durch diese Option wird verhindert, dass der Cloud-Anbieter die Werte
B und P nicht wie im Zero-Knowledge-Protokoll vorgesehen berechnet hat. Findet eine
Überprüfung der Form der Hilfswerte statt und das Verfahren wird nicht fortgesetzt,
überträgt der Cloud-Anbieter die Werte Z , r# und r0 an den Kunden. Hierbei erfährt der
Kunde keine zusätzlichen Informationen da es sich um Zufallswerte handelt.
Wird das Verfahren fortgesetzt, wählt der Kunde seinerseits zwei Zufallswerte C1 und
C2 und sendet diese an den Cloud-Anbieter. Auf Basis des vom Kunden erhaltenen
Zufallswertes C1 berechnet der Cloud-Anbieter die Werte u, v und s, sodass gilt:
u :=Z + C1 · i
v :=r# + C1 · l
s := r0 + C2 · rval1
Anhand von u, v und s kann der Cloud-Anbieter dem Kunden später belegen, dass er
in der Lage ist, den vom Kunden erhaltenen Zufallswert C1 im Exponenten mit dem
inversen Element i zu multiplizieren. Der Hilfswert B dient hier nur zur Verschleierung
des tatsächlich im Hilfswert T enthaltenen Exponenten i und muss daher für jeden
Durchgang neu gewählt werden. Der Cloud-Anbieter überträgt die Werte u, v und s an
den Kunden.
Der Kunde seinerseits ist nun in der Lage zu überprüfen, ob Du · hv ≡ B · T C1 gilt.
Du · hv =D(Z+C ·i) · h(r#+C1·l)
=DZ · DC1·i · hr# · hC1·l
=DZ · hr# · (Di)C1 · (hl)C1
=DZ · hr# · (Di · hl)C1
⇒B · T C1
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Ist dies der Fall, so hat der Cloud-Anbieter den Kunden davon überzeugt, dass er die
Werte i und l kennt, mit denen der Hilfswert T erzeugt wurde.





Ist dies der Fall, so hat der Cloud-Anbieter den Kunden davon überzeugt, dass er den
Wert rval1 kennt, mit dem der Hilfswert E erzeugt wurde.







(gS1−S2 · hr1−r2)i · hl
h(r1−r2)·i+l
=





⇒g1 (für S1 6= S2 ist i multiplikativ inverses Element zu S1 − S2)
Ist dies der Fall, so hat der Cloud-Anbieter den Kunden davon überzeugt, dass der Wert i
das multiplikativ inverse Element zu S1 − S2 ist und somit S1 6= S2 gilt. Im Falle S1 = S2
würde die Überprüfung fehlschlagen, da g1 6= g0 gilt (für g 6= 1).
Der Kunde kann sich nach erfolgreicher Überprüfung sicher sein, dass für die in den
Auditwerten A1 und A2 hinterlegten Monitoringdaten Ungleichheit gilt (S1 6= S2).
Die Vollständigkeit, Zuverlässigkeit und Zero-Knowledge-Eigenschaft der präsentierten
interaktiven Zero-Knowledge-Beweise folgen direkt aus der Vollständigkeit und Zuverläs-
sigkeit des ID Protocols von Schnorr [160]. Außerdem wird zur Überprüfung, ob es sich
bei i um das multiplikativ inverse Element handelt, die Multiplication Technique von Abe
et al. [2] angewandt und es gilt daher Vollständigkeit und Zuverlässigkeit.
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5.6.2.3 Skizze für einen Simulator
Zum Nachweis der Zero-Knowledge-Eigenschaft von CoCoPAS bei Überprüfungen auf
Ungleichheit wird im Folgenden ein Simulator skizziert.
Ein Verfahren erfüllt die Zero-Knowledge-Eigenschaft, sofern das zwischen Beweiser
und Verifizier erzeugte Transkript genauso gut von einem Simulator erzeugt werden
könnte. Der Simulator darf hierzu kein Zugriff auf die Geheimnisse des Beweisers, hier
des Cloud-Anbieters, erhalten.
Ausgangsbasis für den Zero-Knowledge-Beweis auf Ungleichheit ist der Quotient D. Auf
dessen Basis berechnet der Cloud-Anbieter, wie oben beschrieben, die Werte T und E
und tauscht diese mit dem Kunden aus. Der Kunde prüft ob TE = g
1 gilt.
Ein Simulator kann die beiden Werte dabei ohne Kenntnis des multiplikativ inversen
Elements i berechnen, indem er zunächst T durch Anwendung von commit(D, n, m)
berechnet. Die Werte n und m sind dabei zwei vom Simulator frei wählbare Werte.







= T · T−1 · g = g
Dies gilt unabhängig von den vom Simulator gewählten Werte n und m.
Weiter kann der Simulator das oben erzeugte Transkript zwischen Kunde und Cloud-
Anbieter wie folgt erzeugen. Für die Simulation des Falls, dass der Kunde sich von der
Echtheit der Werte B und P überzeugen möchte, erzeugt der Simulator die beiden Werte
mit Hilfe der Zufallswerte Z , r# und r0 wie vorgeschrieben:
B :=DZ · hr#
P :=hr0
Für den Fall der Simulation des Transkripts des weiteren Protokollablaufs erzeugt der
Simulator die beiden Werte zunächst nicht. Anstatt dessen initiiert der Simulator zunächst
die Werte u, v und s mit Zufallswerten. An dieser Stelle sei darauf hingewiesen, dass
der Simulator bei Erstellung des Transkripts nicht die oben vorgeschriebene Reihenfolge
einhalten muss, weswegen er mit den Werten u, v und s beginnen kann.
Nachdem er diese Werte zufällig belegt hat, wählt er C1 und C2 ebenfalls zufällig.
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Hierdurch ist der Simulator wie gefordert in der Lage, ein gültiges Transkript auszugeben.
In der Simulation sendet der Cloud-Anbieter die eben erzeugten Werte B und P an den
Kunden. Dieser wählt die vom Simulator vorgegebenen Werte C1 und C2 und sendet
diese an den Cloud-Anbieter. Der Cloud-Anbieter sendet in der Simulation die eben
berechneten Werte u, v und s an den Kunden zurück. Folglich läuft die Überprüfung auf




Du · hv =B · T C1
hs =P · EC2
Es existiert also ein Simulator, der das durch den Zero-Knowledge-Beweis erzeugte Tran-
skript insbesondere ohne Kenntnis von S1, S2 oder i erzeugt. In weiterführenden Arbeiten
können auf Grundlage der hier angeführten Skizze weitergehende Untersuchungen, bei-
spielsweise zu Effizienz des Verfahrens, angestellt werden. Diese sind nicht Gegenstand
dieser Dissertation.
Während der Simulator zur Erzeugung des Transkripts die Reihenfolge der zwischen
Kunde und Cloud-Anbieter ausgetauschten Nachrichten frei wählen kann, ist bei der
realen Interaktion zwischen Kunde und Cloud-Anbieter die Einhaltung der Reihenfolge
bei CoCoPAS verpflichtend. Eben hierdurch kann sich der Kunde versichern, dass zum
Quotient tatsächlich ein multiplikativ inverses Element existiert und der Cloud-Anbieter
dieses kennt. Insbesondere dadurch, dass erst nachdem der Cloud-Anbieter die Werte P
und B an den Kunden übermittelt hat, der Kunde seinerseits die Werte C1 und C2 wählt.
Hierdurch wird der Cloud-Anbieter gezwungen im Exponenten sowohl zu addieren als
auch zu multiplizieren, was er nur bei Kenntnis der Exponenten kann.
5.7 Aufdeckungsphase
Ziel dieser Phase ist es, dass das in einem Auditwert vom Cloud-Anbieter hinterlegte
Monitoringdatenelement wieder eindeutig aufgedeckt werden kann. Die Aufdeckung von
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Monitoringdaten findet dabei immer im Nachhinein statt, das heißt, der Kunde kann zu
bereits erhaltenen Auditwerten zu einem späteren Zeitpunkt die darin hinterlegten Moni-
toringdaten anfordern. Sowohl der Cloud-Anbieter als auch die vertrauenswürdige dritte
Partei sind in der Lage, zu einem vom Kunden gegebenen Auditwert das darin hinterlegte
Monitoringdatenelement zu ermitteln und aufzudecken. Da mit dem Aufdecken von
Auditwerten die zu schützenden Monitoringdaten des Cloud-Anbieters bekannt werden,
ist die Aufdeckungsphase von CoCoPAS nur im Ausnahmefall vorgesehen. Ein solcher
Ausnahmefall liegt vor, wenn sich Kunde und Cloud-Anbieter gerichtlich auseinanderset-
zen und daher zur Fehler-Ursachen-Analyse Zugriff auf die in Auditwerten hinterlegten
Monitoringdaten erforderlich ist. Die in Abschnitt 5.1 als Geheimhaltung formulierte
Anforderung muss dazu aufgeben werden, wohingegen Eindeutigkeit und Zurechenbar-
keit weiter aufrechterhalten werden sollen. Der zeitliche Bezug eines Auditwertes wird
dabei durch die Signatur des Zeitstempeldienstes der vertrauenswürdigen dritten Partei
sichergestellt. Die Signatur erstreckt sich dabei über den Auditwert und den vertrauens-
würdigen Zeitstempel Ttime, der während der Hinterlegungsphase angefordert wurde
(vergleiche Abschnitt 5.5).
Anhand des folgenden Beispiels wird der Ablauf der Aufdeckungsphase demonstriert. Für
das Beispiel wird angenommen, dass ein Cloud-Anbieter in dem Auditwert A1 := (z1, z2) =
(g r1 , gS1 ·hr1) das Monitoringdatenelement S1 hinterlegt hat. Zunächst wird im Folgenden
beschrieben, wie das Aufdecken durch den Cloud-Anbieter abläuft. Alternativ, wenn die
Aufdeckungsphase von CoCoPAS ohne Hilfe des Cloud-Anbieters genutzt werden soll,
wird danach beschrieben, wie das Aufdecken durch eine vertrauenswürdige dritte Partei
abläuft. Der Auditwert A1 gilt als aufgedeckt, sobald vor Gericht das darin hinterlegte
Monitoringdatenelement S1 bekannt wird.
5.7.1 Aufdeckung durch den Cloud-Anbieter
Soll das in einem Auditwert hinterlegte Monitoringdatenelement durch den Cloud-
Anbieter aufgedeckt werden, so muss zunächst der entsprechende Auditwert vom Kunden
an den Cloud-Anbieter übermittelt werden. Dieser überprüft, ob es sich dabei um einen
Auditwert handelt, den er selber ausgestellt hat. Für diese Überprüfung verwendet der
Cloud-Anbieter die in der Hinterlegungsphase zum Auditwert hinzugefügte Signatur
(vergleiche Abschnitt 5.5). Ist dies der Fall, so ermittelt der Cloud-Anbieter die Werte
S1 und r1 die er zum Erstellen des Auditwertes A1 verwendet hat. Diese übermittelt der
Cloud-Anbieter an die Instanz (in der Regel der Sachverständige vor Gericht), welche die
Aufdeckung veranlasst hat. Diese überprüft, ob g r1 ≡ z1 und ob gS1 · hr1 ≡ z2 gilt. Ist dies
der Fall, so ist S1 das im Auditwert A1 vom Cloud-Anbieter hinterlegte Monitoringdaten-
element.
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Die in Abschnitt 5.1 als Eindeutigkeit formulierte Anforderung ist erfüllt. Der Nachweis
erfolgt durch Satz 5.3.
Satz 5.3 Dem Cloud-Anbieter ist es nicht möglich, das in einem Auditwert A1 hinterlegte
Monitoringdatenelement S1, zu einem Monitoringdatenelement S2 mit S2 6= S1 aufzudecken.
Gegeben sind (G, g, h) und der Auditwert A1 := (z1, z2) = (g r1 , gS1 · hr1).
Beweis. Der Nachweis der Eindeutigkeit von Auditwerten folgt direkt aus dem hier
verwendeten Hinterlegungsverfahren von ElGamal [51]. Dieses garantiert bereits Ein-
deutigkeit, ohne Zuhilfenahme von weiteren Annahmen. Vielmehr legt der Wert z1 eines
Auditwerts eindeutig fest, welcher Zufall r1 zum Aufdecken verwendet werden kann und
somit auch, welches Monitoringdatenelement S1 in dem Wert z2 enthalten ist. Eindeutig-
keit gilt also, ohne dass dazu der Cloud-Anbieter in seiner Rechenleistung beschränkt
werden müsste (vergleiche Abschnitt 5.1), sondern vielmehr alleine durch die mathema-
tische Konstruktion des Verfahrens.
Hieraus folgt: Eindeutigkeit für einen Auditwert ist gegeben.
5.7.2 Aufdeckung durch die vertrauenswürdige dritte Partei
Die vertrauenswürdige dritte Partei, welche bei der Vorbereitung von CoCoPAS mitgewirkt
hat (vergleiche Abschnitt 5.4), kann mit Hilfe der Geheimtür Auditwerte aufdecken.
Während der Vorbereitung von CoCoPAS hat die vertrauenswürdige dritte Partei ein
Geheimnis s gewählt, für welches gilt g s = h.
Wird der vertrauenswürdigen dritten Partei ein Auditwert A1 := (z1, z2) = (g r1 , gS1 · hr1)
zur Aufdeckung vorgelegt, so geht diese wie folgt vor. Zunächst dividiert die vertrauens-
würdige dritte Partei den Wert z2 durch den Wert z1, der zuvor mit dem Geheimnis s







gS1 · g s·r1
g r1·s = g
S1
Da die in Abschnitt 5.3.3 formulierten Annahmen (DLOG, CDH, DDH) weiter gelten,
muss die vertrauenswürdige dritte Partei eine Lookup-Tabelle zur Zuordnung von S1 zu
gS1 verwenden. Ohne Beschränkung der Allgemeinheit kann davon ausgegangen werden,
dass der Cloud-Anbieter eine solche Lookup-Tabelle, welche sämtliche Monitoringdaten
S auf gS abbildet, der vertrauenswürdigen dritten Partei im Vorfeld zur Verfügung stellt.
Satz 5.3 und die in Abschnitt 5.1 als Eindeutigkeit formulierte Anforderung gelten
unverändert.
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5.8 Evaluation
Die in Abschnitt 5.1 formulierten Anforderungen Geheimhaltung, Eindeutigkeit und
Zurechenbarkeit wurden jeweils in den entsprechenden Phasen von CoCoPAS betrachtet
(siehe Abschnitt 5.5, 5.6 und 5.7). In diesem Abschnitt folgt nun eine Angriffsanalyse, ana-
lytische Betrachtung und die Untersuchung des durch CoCoPAS entstehenden Overheads.
Hier ist insbesondere die Ausführungszeit und die in den einzelnen Phasen entstehende
Datenmenge relevant. Weiterhin spielt der verwendete Sicherheitsgrad eine wesentliche
Rolle. Dieser wird unterschieden in sogenannte “short-term” (112 bits), “near-term” (128
bits) und “long-term” (192 bits) Sicherheit (vergleiche [52, 144, 24]). Die Angabe in
bits beim Sicherheitsgrad bezieht sich dabei auf die Schlüssellänge für symmetrische
Verfahren. Für Diffie-Hellman-basierte Verfahren werden dazu 3072 bits für den Modulus
p gewählt [4, 214]. Für CoCoPAS eignet sich “near-term” Sicherheit, da man darunter
einen Schutz für die nächsten 10 Jahre versteht. Es kann davon ausgegangen werden,
dass in Auditwerten hinterlegte Monitoringdaten des Cloud-Anbieters in 10 Jahren nicht
mehr schützenswert sind, da der Cloud-Anbieter bis dahin seine Infrastruktur maßgeblich
abgeändert hat und auch keine rechtliche Haftung mehr besteht.
5.8.1 Angriffsanalyse
Bei der Analyse möglicher Angriffe auf CoCoPAS muss unterschieden werden, welche
Entität den Angriff durchführt und was das Angriffsziel ist. Hier kommt einerseits der
Kunde als Angreifer, der die Geheimhaltung oder die Zurechenbarkeit von Auditwerten
brechen möchte, in Betracht. Außerdem ist als Angreifer der Cloud-Anbieter, der die
Zurechenbarkeit oder die Eindeutigkeit von Auditwerten brechen möchte, denkbar.
Wird beispielsweise vom Kunden als Angreifer ausgegangen, dann kann dieser aufgrund
seiner beschränkten Rechenleistung nicht die in Auditwerten enthalten Monitoringdaten
ohne Hilfe des Cloud-Anbieters aufdecken. Dies ergibt sich aus den Eigenschaften des
verwendeten Hinterlegungsverfahrens (siehe Abschnitt 5.5). Außerdem ist es einem
Kunden nicht möglich, Auditwerte zu erstellen, die den Anschein erwecken, als hätte sie
der Cloud-Anbieter erzeugt. Dies ergibt sich durch das verwendete Signaturverfahren.
Die Monitoringdaten des Cloud-Anbieters werden also geschützt.
Geht man vom Cloud-Anbieter als Angreifer aus, so ist dieser nicht in der Lage, die in
einem Auditwert hinterlegten Monitoringdaten im Nachhinein zu ändern. Dies ergibt sich
aus den Eigenschaften des verwendeten Hinterlegungsverfahrens (siehe Abschnitt 5.5)
und gilt aufgrund des verwendeten Verfahrens unabhängig von der dem Cloud-Anbieter
zur Verfügung stehenden Rechenleistung – dies ist eine Eigenschaft von auf ElGamal
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basierenden Hinterlegungsverfahren [51]. Der zeitliche Bezug oder die Zuordnung von
Auditwerten zu Anfragen des Kunden lässt sich für den Cloud-Anbieter aufgrund der
Verwendung des Zeitstempeldienstes der vertrauenswürdigen dritten Partei und deren
Signaturen nicht brechen. Hier greift die Annahme das der Cloud-Anbieter in seiner
Rechenleistung auf Polynomialzeit beschränkt ist und ein hinreichend sicherer Signa-
turverfahren verwandt wird. Allerdings kann der Cloud-Anbieter als Angreifer in der
Überprüfungsphase falsche Beweise liefern und so erreichen, dass eine Überprüfung auf
Gleichheit oder Ungleichheit fehlschlägt, obwohl diese eigentlich erfolgreich ablaufen
müsste. Dieser mögliche Angriff ist allerdings nur ein theoretisches Problem, da der
Angreifer nur den Misserfolg einer Überprüfung fälschen, aber nicht falsche Beweise
senden kann, die den Kunden von Gleichheit oder Ungleichheit überzeugen. Führt der
Cloud-Anbieter diesen Angriff dennoch durch und die Überprüfung von vertraglichen
Vereinbarungen schlägt aufgrund fehlerhafter Beweise fehl, so gefährdet dies nachhal-
tig die Vertrauensbeziehung zwischen Cloud-Anbieter und Kunde. Vielmehr liegt es im
Interesse des Cloud-Anbieters, dem Kunden die Einhaltung von vertraglichen Verein-
barungen nachzuweisen. Außerdem wird im Rahmen dieser Dissertation zunächst von
einem ehrlichen Cloud-Anbieter ausgegangen.
5.8.2 Analytische Betrachtung
Neben den in den entsprechenden Phasen von CoCoPAS betrachteten formalen Anforde-
rungen kann CoCoPAS auch analytisch evaluiert werden. Besonders im Fokus stehen die
Überprüfungs- und die Aufdeckungsphase.
Bei der Überprüfung auf Gleichheit (siehe Abschnitt 5.6.1) ist ein Nachrichtenaustausch
zwischen Cloud-Anbieter und Kunde erforderlich (Übertragung von r∗). Auf Seiten des
Kunden müssen des Weiteren zwei Rechenoperationen durchgeführt werden: eine Poten-
zierung (hr∗) und eine Multiplikation. Der Cloud-Anbieter hingegen hat keinen zusätzli-
chen Rechenaufwand, da alle benötigten Werte (r∗) bereits in der Hinterlegungsphase
erzeugt wurden.
Die Überprüfung auf Ungleichheit (siehe Abschnitt 5.6.2) hingegen ist deutlich auf-
wendiger: es müssen mehrere Nachrichten ausgetauscht werden und es entsteht mehr
Rechenaufwand sowohl auf Seiten des Cloud-Anbieters als auch auf Seiten des Kun-
den. Insgesamt müssen drei Nachrichten vom Cloud-Anbieter zum Kunden und eine
Nachricht vom Kunden zum Cloud-Anbieter übertragen werden. Des Weiteren muss
der Cloud-Anbieter folgende Rechenoperationen durchführen: eine Subtraktion, vier
Additionen, sechs Multiplikationen, eine Division und fünf Potenzierungen. Hinzu kommt
die Ausführung des erweiterten euklidischen Algorithmus. Während auf Seiten des Cloud-
Anbieters die eben beschriebenen Rechenoperationen erforderlich sind, muss der Kunde
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folgende Rechenoperationen durchführen: drei Multiplikationen, zwei Divisionen und
fünf Potenzierungen. Die Überprüfung auf Ungleichheit ist daher deutlich aufwendiger,
als eine Überprüfung auf Gleichheit, wobei der Mehraufwand deutlich auf Seiten des
Cloud-Anbieters entsteht. Der Kunde hingegen muss lediglich zwei Multiplikationen,
eine Division und vier Potenzierungen mehr ausführen, als bei der Überprüfung auf
Gleichheit.
Die Aufdeckungsphase (siehe Abschnitt 5.7) kann in Aufdeckung durch den Cloud-
Anbieter und Aufdeckung durch die vertrauenswürdige dritte Partei unterschieden wer-
den. Während der Cloud-Anbieter die in Auditwerten hinterlegten Monitoringdaten ohne
zusätzliche Rechenoperationen direkt aufdecken kann, muss die vertrauenswürdige dritte
Partei zwei Rechenoperationen durchführen: eine Division und eine Potenzierung. Aus
diesem Grund kann die Aufdeckungsphase als effizient angesehen werden.
5.8.3 Ausführungszeit
Zur näheren Betrachtung des Overheads wurde CoCoPAS in python 2.7 unter Benutzung
der GMP Library (C) 6.0.0a / gmp und OpenSSL 1.0.1i / M2Crypto implementiert.
Nachrichten wurden dabei in ASN1/DER (Abstract Syntax Notation One / Distinguished
Encoding Rules) [103] kodiert. Als Zeitstempeldienst für die vertrauenswürdige dritte
Partei wurde RFC3161 [210] umgesetzt. Für Signaturen kommt das in RFC5652 [227]
beschriebene Verfahren und ECDSA [65] zum Einsatz. Die prototypische Implementierung
von CoCoPAS wurde auf einer 2.5 Ghz Intel(R) Core(TM) i7-4710HQ CPU mit 8 GB RAM
zur Ausführung gebracht. Als Szenario wurde dabei sowohl die Erzeugung von zwei
Auditwerten und Überprüfung auf Gleichheit als auch auf Ungleichheit untersucht. Die
in diesem Kapitel präsentierten Werte basieren jeweils auf den Mittelwerten von 1.000
durchgeführten Messungen. Die Standardabweichung war maximal 3%.
In Abbildung 5.5 wird die Ausführungszeit von CoCoPAS in Millisekunden (ms) für
unterschiedliche Sicherheitsgrade untersucht. Außerdem erfolgt die Unterscheidung der
Ausführungszeit nach Rollen: Kunde, Cloud-Anbieter und vertrauenswürdige dritte Partei.
Auffallend ist hier, dass vor allem die Ausführungszeit des Kunden und die des Cloud-
Anbieters mit steigendem Sicherheitsgrad exponentiell wächst. Die Ausführungszeit
der vertrauenswürdigen dritten Partei bleibt hingegen nahezu konstant. Tabelle 5.1
(Ausführungszeit für Gleichheit) und Tabelle 5.2 (Ausführungszeit für Ungleichheit)
verdeutlichen diese Beobachtung.
Die durch höheren Sicherheitsgrad verursachte Ausführungszeit bei dem Cloud-Anbieter
lässt sich auf den Aufwand zur Erstellung der Auditwerte und dem Signieren der selbigen





































Vertrauenswürdige dritte Partei6= Ungleichheit von Auditwerten
= Gleichheit von Auditwerten
Abbildung 5.5: Betrachtung der Ausführungszeit von CoCoPAS in Abhängigkeit des Sicher-
heitsgrads und der Rolle (Kunde, Cloud-Anbieter, vertrauenswürdige dritte
Partei).
des von CoCoPAS verwendeten Hinterlegungsverfahrens. Außerdem liegt die Ausfüh-
rungszeit für Ungleichheit höher als die Ausführungszeit für Gleichheit, da hier zusätzliche
Berechnungen für die Durchführung der Zero-Knowledge-Beweise notwendig sind. Der
Kunde benötigt mit steigendem Sicherheitsgrad zusätzliche Rechenzeit zur Überprüfung
der Signaturen und des Zero-Knowledge-Beweises bei Ungleichheit.
Die Ausführungszeit der vertrauenswürdigen dritten Partei bleibt nahezu konstant, da
der Sicherheitsgrad des dort zum Einsatz kommenden Signaturverfahrens nicht variiert
wurde. Lediglich ein leichter Anstieg lässt sich feststellen. Dies ist auf die bei CoCoPAS
unter höheren Sicherheitsgraden entstehende größere Datenmenge zurückzuführen
(siehe auch nächster Abschnitt). Die auf Seiten einer vertrauenswürdigen dritten Partei
benötigte Signaturzeit ist nämlich abhängig von der zur signierenden Datenmenge.
Sicherheitsgrad Kunde Cloud-Anbieter Vertrauenswürdige dritte Partei
112 bits 3.49 ms 4.91 ms 1.27 ms
128 bits 4.95 ms 7.66 ms 1.35 ms
192 bits 13.75 ms 24.32 ms 1.69 ms
Tabelle 5.1: Ausführungszeit von CoCoPAS zur Überprüfung auf Gleichheit (=) von in
Auditwerten hinterlegten Monitoringdaten.
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Sicherheitsgrad Kunde Cloud-Anbieter Vertrauenswürdige dritte Partei
112 bits 5.53 ms 8.78 ms 1.28 ms
128 bits 8.73 ms 14.93 ms 1.35 ms
192 bits 28.91 ms 53.45 ms 1.70 ms
Tabelle 5.2: Ausführungszeit von CoCoPAS zur Überprüfung auf Ungleichheit ( 6=) von in
Auditwerten hinterlegten Monitoringdaten.
5.8.4 Datenmenge
Nachstehend wird die bei CoCoPAS entstehende Datenmenge untersucht. In Tabelle 5.3
wird dazu die Menge der bei einer Überprüfung auf Gleichheit entstehenden Daten der
Überprüfung auf Ungleichheit gegenübergestellt.
Auffallend ist hier, dass die Datenmenge der Anfrage an die vertrauenswürdige dritte
Partei, beziehungsweise deren Antwort, in beiden Fällen identisch ist. Dies liegt an dem
Umstand, dass sowohl bei Gleichheit als auch bei Ungleichheit zwei Auditwerte des Cloud-
Anbieters von der vertrauenswürdigen dritten Partei mit einem Zeitstempel und einer
Signatur versehen werden müssen. Allerdings unterscheidet sich die bei Ungleichheit
entstehenden Datenmenge deutlich von der bei Gleichheit entstehende Datenmenge. Dies
ist auf die Verwendung der Zero-Knowledge-Beweise und die darin zusätzlich enthaltenen
Hilfswerte zurückzuführen.
Außerdem zeigt die Tabelle 5.3 deutlich, dass die je Auditwert zu speichernden Daten
hier sehr gering sind (wenige kB). Dominiert wird die Datenmenge durch die Signatur
des Cloud-Anbieters.
Ablauf Gleichheit (=) Ungleichheit ( 6=)
Auditwerte und Beweis 1,096 bytes 1,996 bytes
Anfrage an vertrauenswürdige dritte Partei 54 bytes 54 bytes
Antwort an vertrauenswürdige dritte Partei 322 bytes 322 bytes
Signatur des Cloud-Anbieters 1,641 bytes 2,542 bytes
Tabelle 5.3: Betrachtung der Menge an durch CoCoPAS in der Aufdeckungsphase erzeugten
Daten. Sicherheitsgrad 128 bit (near-term security).
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5.9 Verwandte Arbeiten
Da es sich bei CoCoPAS um die Lösung eines sehr speziellen Problems handelt, sind für
die Überprüfung auf Ungleichheit von hinterlegten Werten derzeit keine verwandten
Arbeiten bekannt. Allerdings werden in Teilbereichen von CoCoPAS (Hinterlegungsphase,
Aufdeckungsphase, Überprüfung auf Gleichheit) existierende Arbeiten verwendet. Bei der
Überprüfung auf Ungleichheit wird hier zweimal das ID Protocol von Schnorr [160] als
Zero-Knowledge-Beweis ausgeführt und die Multiplication Technique von Abe et al. [2]
eingesetzt. Allerdings werden diese mit dem Ziel verwendet, Ungleichheit von in zwei
Auditwerten hinterlegten Monitoringdaten zu zeigen.
In der Literatur existieren hierzu verwandte Beweisverfahren, zum Beispiel für relationale
Beziehungen zweier durch ein Hinterlegungsverfahren hinterlegter Werte. So verfolgen
Naor und Ziv [141] in Rückgriff auf Camenisch und Shoup [30] ein ganz ähnliches Ziel.
Allerdings wird hier ein Zero-Knowledge-Beweis konstruiert, der nachweist, dass ein
bestimmter Wert nicht durch ein Hinterlegungsverfahren hinterlegt wurde. Beispielsweise
dass in der Hinterlegung von x in g x · hy nicht der Wert z hinterlegt wurde. Also ein
Nachweis, dass x 6= z gilt ohne dass dabei x offengelegt wird. Dieses Vorgehen eignet
sich aber nur zum Ausschluss, nämlich dass ein bestimmter Wert nicht hinterlegt wurde.
Zur Überprüfung, ob zwei hinterlegte Werte ungleich sind, eignet sich dieses Verfahren
nicht. Dazu müsste das Verfahren von Naor und Ziv [141] in der Lage sein, zu zeigen,
dass der Wert 0 nicht in dem Quotienten der Auditwerte A1 und A2 hinterlegt ist. Eine
Überprüfung auf 0 ist jedoch nicht möglich.
Anstatt eines Hinterlegungsverfahrens könnte auch ein Hashverfahren verwendet wer-
den. Allerdings lassen sich mit Hilfe eines Hashverfahrens nicht ohne weiteres die an
CoCoPAS gestellten Anforderungen Geheimhaltung und Eindeutigkeit umsetzen. Das
in CoCoPAS zum Einsatz kommende Hinterlegungsverfahren von ElGamal [51] bietet
hingegen perfekte statistische Eindeutigkeit ohne Beschränkung der Rechenleistung und
Geheimhaltung, sofern der Kunde in seiner Rechenleistung beschränkt wird.
In zukünftigen Arbeiten ließe sich die eingesetzte vertrauenswürdige Partei auch auf
andere Weise realisieren, beispielsweise durch Einsatz der Blockchain-Technologie. Der
Einsatz einer Blockchain würde den Einsatz einer zentralen vertrauenswürdigen dritten
Partei zur Absicherung der zeitlichen Zusammenhänge bei CoCoPAS überflüssig ma-
chen. Zusätzliche könnte mit Hilfe von Smart Contracts das Aufdecken von Auditwerten
vor Gericht gelöst werden. Allerdings ist in beiden Fällen zusätzliche Forschungsarbeit
notwendig: Die derzeitigen Blockchain-Technologien sind zum Teil recht langsam (er-
lauben nur wenige Transaktionen pro Sekunde). Außerdem lassen sich einmal in der
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Blockchain hinterlegte Werte nicht einfach löschen, was aber im Fall der Auflösung der
Vertragsverhältnisses zwischen Kunde und Cloud-Anbieter erforderlich sein kann.
5.10 Zusammenfassung
In diesem Kapitel wird CoCoPAS zum Einsatz an der Kundenschnittstelle von
CloudInspector vorgestellt. Das Verfahren basiert auf der Masking-Eigenschaft von Peder-
sen, Zero-Knowledge-Beweisen und der Multiplication Technique von Abe et al. [2].
Mit CoCoPAS wird ein Baustein zur Überprüfung zur Laufzeit vorgestellt, der in der Lage ist
Monitoringdaten des Cloud-Anbieters zu schützen. Sind Monitoringdaten während einer
Überprüfung durch CoCoPAS geschützt, so lassen sich diese, beispielsweise zur Fehler-
Ursachen-Analyse, im Nachhinein nachvollziehen. Hierzu stellt eine vertrauenswürdige
dritte Partei die Integrität der Daten und den zeitlichen Zusammenhang sicher.
Es wird gezeigt, dass eine Überprüfung zur Laufzeit mit nachträglicher Nachvollziehbar-
keit durch die verwendeten kryptographischen Bausteine realisierbar ist. Weiterhin zeigt
CoCoPAS, dass die zu Beginn des Kapitels formulierten Anforderungen (Geheimhaltung,
Eindeutigkeit und Zurechenbarkeit) eingehalten werden können. Hierzu greift CoCoPAS
im Wesentlichen auf die Eigenschaft der verwendeten kryptographischen Bausteine zu-
rück.
Zur Evaluierung von CoCoPAS wird sowohl die entstehende Datenmenge als auch die
Ausführungszeit untersucht. Bei der Untersuchung ergab sich, dass CoCoPAS in gängigen





Im Rahmen dieser Dissertation soll Cloud-Monitoring möglichst unabhängig vom CMS
sein. Dieses Kapitel widmet sich dabei der durch Monitoring-Mechanismen prinzipiell er-
reichbaren Unabhängigkeit. Hierfür muss zunächst geklärt werden, was unter dem Begriff
Monitoring-Unabhängigkeit verstanden werden soll. Danach wird ein zweistufiger Prozess
zur Entwicklung einer Taxonomie für Monitoring-Unabhängigkeit angewandt. Im ersten
Schritt werden mögliche Datenquellen bezüglich ihrer Unabhängigkeit vom CMS theore-
tisch betrachtet. Anschließend findet im zweiten Schritt ein Abgleich zwischen Theorie
und Praxis statt und es werden Implikationen von realen Cloud-Umgebungen aufgezeigt.
Als Ergebnis des Prozesses wird die entwickelte Taxonomie präsentiert. Außerdem widmet
sich dieses Kapitel der Analyse des Einfluss von Elastizität auf Monitoring-Unabhängigkeit
und dem beim CMS-unabhängigen Monitoring entstehenden Overhead.
Ergebnisse dieses Kapitels basieren unter anderem auf der folgenden Publikation:
• M. Flittner, S. Balaban und R. Bless. „CloudInspector: A Transparency-as-a-Service
Solution for Legal Issues in Cloud Computing“. In: IEEE International Conference
on Cloud Engineering Workshop (Apr. 2016) [TT-5]
Diese Kapitel widmet sich dabei der folgenden Forschungsfrage:
Unter welchen Rahmenbedingungen ist Cloud-Monitoring unabhängig vom Cloud-
Management-System? Welche Auswirkungen hat die Forderung nach Unabhängigkeit
auf die Konsistenz von Monitoringergebnissen?
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6.1 Monitoring-Unabhängigkeit
Bevor in den nächsten Abschnitten die Theorie hinter Unabhängigkeit von Monitoring-
Mechanismen ausgeführt und Implikationen in realen Cloud-Umgebungen aufgezeigt
werden, wird in diesem Abschnitt zunächst der Begriff Monitoring-Unabhängigkeit erar-
beitet. Hierzu wird der Monitoringprozess aus Abschnitt 3.3.3 wieder aufgegriffen und
verfeinert. Der Monitoringprozess von Monitoring-Mechanismen ist dabei in die folgen-
den drei Teile gegliedert: Auslöser, Datenerhebung und Verarbeitung. Zur Einschätzung
der erreichbaren Monitoring-Unabhängigkeit ist vor allem interessant inwiefern das CMS
während eines Monitoringprozesses involviert ist. In Abbildung 6.1 sind die einzelnen
Prozessschritte und die mögliche Beteiligung des CMS dargestellt.
Monitoringprozess
Auslöser Datenerhebung Verarbeitung
Kunde Rahmenwerk Direkt Extern CMS Ohne Extern CMS
Abbildung 6.1: Übersicht über die Prozessschritte eines Monitoringprozesses und der mögli-
chen Beteiligung des Cloud-Management-Systems (CMS). Ohne steht hier
für keine weiteren benötigten Informationen.
In dem ersten Prozessschritt Auslöser ist keine Beteiligung des CMS vorgesehen. Es wird
höchstens unterschieden, ob der Monitoring-Mechanismus vom Kunden angestoßen wur-
de – beispielsweise zur Überprüfung von vertraglichen Vereinbarungen zur Laufzeit – oder
ob das Rahmenwerk selbst der Auslöser ist – beispielsweise bei kontinuierlicher Erfassung
von Monitoringdaten zur späteren Fehler-Ursachen-Analyse. Im Ergebnis lässt sich fest-
halten, dass der Prozessschritt Auslöser keinen Einfluss auf Monitoring-Unabhängigkeit
hat.
Der zweite Prozessschritt Datenerhebung hingegen hat Einfluss auf die erreichbare
Monitoring-Unabhängigkeit. Die Monitoringdaten können vom Monitoring-Mechanismus
Direkt auf dem physischen Cloud-Knoten erhoben werden. Dies erfolgt in der Regel
unabhängig vom CMS. Je nach Monitoring-Mechanismus können Monitoringdaten auch
Extern von anderen Komponenten als dem physischen Cloud-Knoten erhoben werden.
In der Regel handelt es sich dabei nicht um das CMS sondern um weitere in der Cloud-
Umgebung bereitgestellte Dienste, wie beispielsweise ein Blockspeicherdienst. Die dort
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erhobenen Monitoringdaten sind typischerweise unabhängig vom CMS. Allerdings greift
ein Monitoring-Mechanismus unter Umständen während der Datenerhebung auch auf
das CMS zu. Die dort erhoben Monitoringdaten können selbstverständlich nicht die
Eigenschaft Monitoring-Unabhängigkeit erfüllen.
In dem letzten Prozessschritt erfolgt die Verarbeitung der erhobenen Monitoringdaten.
Je nach Monitoringprozess werden dazu keine weiteren Informationen benötigt – in
der Abbildung mit Ohne gekennzeichnet. Trivialerweise beeinflusst dies die Monitoring-
Unabhängigkeit nicht. Allerdings kann es in diesem Prozessschritt auch erforderlich
sein, weitere Monitoringdaten von Externen Komponenten anzufordern. Beispielsweise
von einem vertrauenswürdigem Zeitstempeldienst. Unter Umständen tangiert dies die
Monitoring-Unabhängigkeit. Wenn hingegen für die Verarbeitung der Monitoringdaten
auf das CMS zugegriffen wird um weitere Informationen, wie die Zuordnung zwischen
virtuellen Ressourcen und Kunde, abzurufen, so ist die Monitoring-Unabhängigkeit direkt
davon betroffen.
Im Ergebnis hängt die erreichbare Monitoring-Unabhängigkeit also stark von der konkre-
ten Umsetzung eines Monitoringprozesses ab. Aus diesem Grund findet nachstehend eine
theoretische Analyse des Zusammenhangs zwischen Monitoring-Unabhängigkeit und
Datenquellen statt. Anschließend werden die ermittelten Ergebnisse in den Kontext von
realen Cloud-Umgebungen gestellt und eine Taxonomie für Monitoring-Unabhängigkeit
präsentiert.
6.2 Forschungsansatz
Um die Rahmenbedingungen für Monitoring-Unabhängigkeit fassen zu können, wird der
in Abbildung 6.2 dargestellte Forschungsansatz verfolgt.
Zunächst wird in Abschnitt 6.3 systematisch analysiert, welche Datenquellen in einer
Cloud-Umgebung für die Erhebung von Monitoringdaten prinzipiell zur Verfügung stehen.
Hierfür wird der Aufbau von Cloud-Umgebungen detailliert studiert. Als Datenquellen
werden dabei Compute-, Network-, Storage-Ressourcen und das Betriebssystem bezie-
hungsweise der Kontrollkanal des CMS betrachtet. Für die in Abschnitt 6.3 identifizierten
Datenquellen werden dann exemplarischen Implikationen in realen Cloud-Umgebungen
in Abschnitt 6.4 untersucht. Im Rahmen dieser Dissertation werden hierfür die gängigen
Cloud-Umgebung OpenStack und VMware betrachtet.
Aus den so ermittelten Erkenntnissen wird dann induktiv eine Taxonomie für Monitoring-
Unabhängigkeit in Abschnitt 6.5 etabliert. Als Klassen für Monitoring-Unabhängigkeit
werden dabei Unabhängig, Teilunabhängig, Teilabhängig und Abhängig identifiziert.
















Abbildung 6.2: Übersicht des gewählten Forschungsansatzes zur Bestimmung einer Taxono-
mie für Monitoring-Unabhängigkeit.
Die so ermittelten Ergebnisse sollen als Grundlage zur Klassifizierung von gegenwärtigen
und zukünftigen Anwendungsfällen im Bereich von Cloud-Monitoring dienen.
6.3 Exploration von Datenquellen
In diesem Abschnitt wird geklärt, aus welchen Datenquellen Monitoring-Mechanismen
prinzipiell Monitoringdaten erheben können. Da im Rahmen dieser Dissertation Unab-
hängigkeit vom CMS eine entscheidende Rolle spielt, soll generell sichergestellt werden,
dass es sich bei den Datenquellen nicht um das CMS selbst handelt. Hierzu muss geklärt
werden, wo die Grenze zwischen CMS und externen Datenquellen gezogen wird. Nicht
im Fokus dieser Dissertation steht dabei die Vertrauenswürdigkeit der Datenquellen an
sich – Gegenstand der Untersuchung sind vielmehr Fehlkonfigurationen des CMS und
nicht Angriffe durch den Cloud-Anbieter.
In Abbildung 6.3 ist, der schematische Aufbau einer Cloud-Umgebung dargestellt. Dort
abgebildet ist das CMS welches über einen Kontrollkanal mit Hilfe von sogenannten Steu-
ersignalen die durch physische Cloud-Knoten bereitgestellte Cloud-Umgebung steuert.
In einer IaaS Cloud-Umgebung wird dabei grundsätzlich zwischen drei Arten von Ressour-
cen unterschieden: Compute, Network und Storage. Auf physischen Cloud-Knoten über-
nimmt der sogenannte Virtual-Machine-Monitor die Verwaltung von Compute-Ressourcen.
Für Network-Ressourcen steht der sogenannte Network-Hypervisor zur Verfügung. Die
Storage-Ressourcen einer VM werden vom sogenannten Storage-Hypervisor verwaltet.
Außerdem wird auf den physischen Cloud-Knoten ein Betriebssystem zur Verwaltung
der verschiedenen Cloud-Komponenten eingesetzt. Für mehr Details zum Aufbau einer
Cloud-Umgebung siehe [16, 143] oder Abschnitt 2.1.
Wenn im Rahmen dieser Dissertation von Unabhängigkeit die Rede ist, dann bezieht
sich dies zunächst nur auf das CMS an sich, also die Stelle an der die Virtualisierung
auf physischen Cloud-Knoten gesteuert wird. In der Abbildung 6.3 durch die graue






















Abbildung 6.3: High-level Übersicht über den Aufbau einer Cloud-Umgebung.
Box mit dem Bezeichner Cloud-Management-System gekennzeichnet. Die Komponenten
auf dem physischen Cloud-Knoten wie Virtual-Machine-Monitor (VMM), Storage- und
Network-Hypervisor oder das eingesetzte Betriebssystem zählen explizit nicht mit zum
CMS. Vergleiche auch mit den Ausführungen in Abschnitt 6.1 weiter oben.
Weiterhin werden im Rahmen dieser Dissertation nur Datenquellen betrachtet, bei denen
direkt Informationen über die aktuelle Cloud-Konfiguration erhoben werden können. Die
Erhebung von Monitoringdaten wird als direkt bezeichnet, wenn die ermittelten Infor-
mationen von Komponenten stammen, die ihrerseits für die Verwaltung von virtuellen
Ressourcen verantwortlich sind. Der Gegensatz dazu wäre die Ermittlung von Monito-
ringdaten aus Komponenten, die nicht an der Virtualisierung einer Cloud-Umgebung
beteiligt sind – etwa von Sensoren anderer Monitoringsysteme oder zusätzlicher Dienste
innerhalb der Cloud-Umgebung. Im Rahmen dieser Dissertation liegt der Fokus aller-
dings auf Komponenten die direkt an der Virtualisierung beteiligt sind und die vom
CMS gesteuert werden. Dies schließt insbesondere die fünf in Abbildung 6.3 skizzier-
ten Komponenten ein (VMM, Storage- und Network-Hypervisor, Betriebssystem und
Kontrollkanal des CMS). Diese werden im Folgenden genauer betrachtet. Inwiefern sich
die ermittelten Erkenntnisse jeweils in realen Cloud-Umgebungen umsetzen lassen wird
dann in Abschnitt 6.4 besprochen.
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6.3.1 Virtual-Machine-Manager
Um VMs zur Verfügung stellen zu können, wird von der Cloud-Umgebung auf jedem
physischen Cloud-Knoten ein VMM ausgeführt. Im Folgenden wird dabei davon ausge-
gangen, dass je VM nur ein VMM benötigt wird. Zwar sind Szenarien vorstellbar, in denen
die Compute-Ressource einer einzelnen VM auf mehreren physischen Cloud-Knoten
realisiert wird, jedoch fällt diese Art von Cloud-Computing nicht in den Anwendungsbe-
reich von IaaS, wie es im Rahmen dieser Dissertation aufgefasst wird. Allerdings können
selbstverständlich mehrere VMs je VMM realisiert werden.
Durch Abfrage des VMM auf einem physischen Cloud-Knoten lässt sich im Prozessschritt
der Datenerhebung beispielsweise ermitteln, welche VMs derzeit ausgeführt werden.
Darüber hinaus liefert der VMM eines physischen Cloud-Knotens typischerweise wichtige
Informationen über die Bestandteile einer VM und ihren derzeitigen Ausführungszustand.
Zum Beispiel welche virtuellen Netzschnittstellen von einer VM genutzt werden oder auf
welcher Speicherlösung zur VM gehörige Daten abgelegt werden. Aber auch ob eine VM
derzeit ausgeführt wird oder pausiert ist, lässt sich durch den VMM erfahren.
Entscheidend ist die Tatsache, dass sich die Monitoringdaten hier direkt (im Sinne
der obigen Definition) vom VMM erheben lassen und keine Interaktion mit dem CMS
erforderlich ist. In der Theorie sind die erhobenen Monitoringdaten also unabhängig vom
CMS.
6.3.2 Storage-Hypervisor
Eine weitere wichtige Quelle für Monitoringdaten stellt der Storage-Hypervisor dar. Die-
ser wird zur Datenablage für VMs verwendet. Häufig werden dazu sogenannte externe
Blockspeicherdienste an den Storage-Hypervisor angebunden. An dieser Stelle sei darauf
hingewiesen, dass es sich bei dem durch einen Storage-Hypervisor bereitgestellten Spei-
cher nicht um den Arbeitsspeicher einer VM handelt, sondern um das virtuelle Pendant
zu Festspeicher.
Im Prozessschritt der Datenerhebung lässt sich durch Abfrage des Storage-Hypervisors
beispielsweise ermitteln, auf welchem externen Blockspeicherdienst die Daten einer VM
abgelegt werden. Dieser externe Blockspeicherdienst ist im Prozessschritt der Datener-
hebung dann typischerweise Gegenstand weiterer Abfragen. Beispielsweise, wie viele
physische Medien zur Speicherung der Daten eingesetzt werden und ob diese redundant
ausgelegt sind. Die so ermittelten Monitoringdaten beinhalten dabei lediglich Metainfor-
mationen über die im Blockspeicherdienst abgelegten Daten. Keinesfalls wird hier eine
Monitoringsystem angestrebt, bei dem alle abgelegten Daten abgerufen werden.
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Im Gegensatz zum VMM kann in der Theorie beim Storage-Hypervisor nicht Direkt
ermittelt werden, wie die aktuelle Konfiguration des Blockspeicherdienstes ist. Hierzu ist
eine weitere Externe Abfrage von Monitoringdaten notwendig. Dies hat direkten Einfluss
auf die erreichbare Monitoring-Unabhängigkeit.
6.3.3 Network-Hypervisor
Für die Bereitstellung von Netzressourcen wird in der Regel der Network-Hypervisor auf
physischen Cloud-Knoten an einen virtuellen Switch angebunden. Zur Virtualisierung des
Netzes werden weiterhin mehrere Abstraktionsebenen gebildet. Dabei werden Teile des
unterliegenden Cloud-Netzes genutzt, um virtuelle Netze für Kunden bereitzustellen.
Durch Abfrage eines Network-Hypervisors im Prozessschritt Datenerhebung lässt sich
beispielsweise ermitteln, ob die im virtuellen Switch konfigurierten Weiterleitungsregeln
so eingerichtet sind, dass sie den Anforderungen des Kunden entsprechen.
Im Rahmen dieser Dissertation wird sich dabei auf die Erhebung von Monitoringdaten
von Network-Hypervisoren auf physischen Cloud-Knoten beschränkt. Die Ermittlung
eines vollständigen und aktuellen Abbildes der Konfiguration des Cloud-Netzes bleibt
Gegenstand weiterführender Arbeiten.
In der Theorie können dabei sowohl Information vom eingesetzten Network-Hypervisor,
als auch vom genutzten virtuellen Switch Direkt erhoben werden. Die erhoben Monito-
ringdaten sind also unabhängig vom CMS.
6.3.4 Kontrollkanal des Cloud-Management-Systems
Über den Kontrollkanal zwischen CMS und physischen Cloud-Knoten werden Steuersi-
gnale zur Verwaltung der Cloud-Infrastruktur übermittelt. Beispielsweise veranlasst das
CMS hierüber das Starten und Stoppen von VMs oder Live-Migrationen.
Durch Abhören dieses Kontrollkanals lässt in dem Prozessschritt der Datenerhebung
beispielsweise ermitteln, ob das CMS gerade eine Konfiguration der Cloud-Umgebung
vornimmt. Außerdem können so die geplanten Aktionen des CMS aufgezeichnet werden.
Dabei kann der Kontrollkanal in der Regel sowohl direkt am physischen Cloud-Knoten
selbst, als auch auf der Komponente die den Kontrollkanal für die Cloud-Umgebung
zur Verfügung stellt (zum Beispiel ein Broker) abgehört werden. Während in der ersten
Variante nur Steuersignale abgehört werden können die an den physischen Cloud-Knoten
selbst adressiert sind, kann im zweiten Fall alle Steuersignale der Cloud-Umgebung als
Monitoringdaten erfasst werden.
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Für die Betrachtung von Monitoring-Unabhängigkeit ergeben sich hier zwei Aspekte. Wird
der Kontrollkanal Direkt auf dem physischen Cloud-Knoten abgehört, so ist Monitoring-
Unabhängigkeit gegeben. Allerdings hat die Nutzung der Externen Komponente Einfluss
auf die erreichbare Monitoring-Unabhängigkeit.
6.3.5 Betriebssystem eines physischen Cloud-Knotens
Eine weitere Datenquelle, die Informationen über die aktuelle Cloud-Konfiguration liefern
kann, ist das Betriebssystem eines physischen Cloud-Knotens.
Typischerweise lässt sich vom Betriebssystem eines physischen Cloud-Knotens in dem
Prozessschritt der Datenerhebung Information über die CPU-Auslastung, Nutzung des
Hauptspeichers oder Umgebungstemperatur abfragen. Anhand dieser Monitoringdaten
kann dann beispielsweise überprüft werden, ob wie vom Kunden vereinbart Reserveka-
pazität auf dem physischen Cloud-Knoten zur Verfügung steht.
Da hier die ermittelten Daten Direkt erhoben werden, ist die Unabhängigkeit vom CMS
trivialerweise gegeben. Daher wird dieses im nächsten Abschnitt nicht mehr weiter
betrachtet.
6.4 Implikationen in realen Cloud-Umgebungen
Im vorangegangenen Abschnitt wurden verschiedene Datenquellen für Cloud-Monitoring
untersucht, die sich in der Theorie für CMS-unabhängiges Monitoring eigenen. In die-
sem Kapitel wird nun gezeigt, wie sich die theoretischen Erkenntnisse auf reale Cloud-
Umgebungen übertragen lassen. Hierfür werden die Cloud-Umgebungen OpenStack
[292] und VMware vSphere [310] herangezogen.
Zur Ermittlung der nachstehend beschriebenen Aspekte wurden beide Cloud-
Umgebungen in einer kleinen Teststellung aufgebaut und der Abruf von Monitoringdaten
durch Monitoring-Agenten untersucht. Hierfür wurden exemplarisch der Monitoringpro-
zess für einige Monitoring-Mechanismen implementiert.
6.4.1 Datenquelle Virtual-Machine-Monitor bei OpenStack
Bei der Cloud-Umgebung OpenStack [292] übernimmt auf den physischen Cloud-Knoten
die CMS-Komponente Nova [287] die Verwaltung von VMs für das CMS. Zur Virtuali-
sierung von VMs erlaubt Nova den Einsatz verschiedenster Technologien (siehe [286]).
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Typischerweise wird der auf dem physischen Cloud-Knoten eingesetzte VMM mittels
der libvirt Application Programming Interface (API) [279] an Nova angebunden. Bei-
spielsweise werden so QEMU [298] oder KVM [277] als VMM bei OpenStack eingesetzt.
Da libvirt eine einheitliche Programmierschnittstelle als Zugangspunkt zum durch Nova
eingesetzten VMM bietet, bietet es sich an, diese Programmierschnittstelle als Datenquelle
zu nutzen.
Per libvirt lässt sich für den Prozessschritt der Datenerhebung die Liste und Beschaffenheit
der derzeit vom VMM auf dem physischen Cloud-Knoten ausgeführten VMs abrufen. Um
die Zusammensetzung einer VM zu detektieren, ist dabei neben dem Zugriff auf libvirt
kein Zugriff auf weitere Datenquellen erforderlich, insbesondere nicht auf das CMS.
Die Abfrage kann dabei sowohl zyklisch als auch ereignisbasiert erfolgen, wobei Unter-
suchungen gezeigt haben, dass die ereignisbasierte Abfrage von libvirt im Vergleich zur
zyklischen Abfrage (je nach Abfrageintervall) leicht verzögerte Ergebnisse liefert. Verglei-
che dazu Abschnitt 6.2 der Arbeit von Roth [TT-4]. Dies liegt beispielsweise beim Starten
von VMs daran, dass das Ereignis erst nach vollständigem Start einer VM ausgelöst wird,
wohingegen bei der zyklischen Abfrage libvirt die VM schon während des Startvorgangs
auflistet, was eine frühere Erkennung ermöglicht.
Als Rückgabe liefert libvirt hier ein XML Document Object Model (DOM) an den
Monitoring-Agenten zurück. Dieses DOM wird in Abbildung 6.4 ausschnittsweise darge-
stellt – beschränkt auf die Angaben, die im Folgenden besprochen werden.
Je ausgeführter VM enthält das DOM ein Element des Typs domain. Darin enthalten ist
unter anderem ein Element des Typs uuid, das die hier wichtige Angabe der Universally
Unique Identifier (UUID) einer VM angibt. In dem Element des Typs nova:name wird
der vom Kunden vergebene Name der VM angegeben und somit eine Zuordnung zur
UUID hergestellt. Außerdem wird jede erfasste VM mit Hilfe von nova:user direkt zu
einem Kunden und dessen UUID zugeordnet. Darüber hinaus sind in dem Element des
Typs domain noch weitere Angaben über die Zusammensetzung einer VM enthalten.
Beispielsweise die verwendeten CPU-Kerne, Festplatten und Netzschnittstellen.
Außerdem eigenen sich die ermittelten Information bezüglich der Zusammensetzung
einer VM um gezielt weitere Datenquellen abzufragen und weitere Information zu ermit-
teln. Beispielsweise den Storage-Hypervisor, um zu detektieren, wie die durch die VM
verwendete Blockspeicherlösung beschaffen ist.
Neben dem Abruf der Monitoringdaten vom VMs, muss für CloudInspector eine Zuord-
nung von VM zu Kunde erfolgen. Dies ist notwendig, damit der beteiligte Monitoring-
Agent anschließend der zum Kunden gehörenden Gruppe beitreten kann (oder prüft ob































Abbildung 6.4: Rückgabe von libvirt bei Abfrage des Virtual-Machine-Monitors. Vereinfachte
Darstellung. Weggelassene Teile des XML Document Object Models wurden
durch [...] ersetzt.
er schon Mitglied ist) und somit Anfragen des Monitoring-Controllers zu diesem Kunden-
kontext empfängt. Dabei liefert libvirt bei OpenStack die Zugehörigkeit zu Kunden, wie
oben beschrieben, bereits direkt mit – ein Zugriff auf das CMS ist hierfür nicht nötig.
Zwischenfazit
Für die Cloud-Umgebung OpenStack ist der VMM als Datenquelle für CMS-unabhängigem
Monitoring geeignet. Das zentrale Problem der Zuordnung von virtuellen Ressourcen
hat hier eine triviale Lösung und beeinflusst die Monitoring-Unabhängigkeit nicht. Im
nächsten Abschnitt wird allerdings gezeigt, dass dies nicht für alle Cloud-Umgebungen
der Fall ist.
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6.4.2 Datenquelle Virtual-Machine-Monitor bei VMware vSphere
Für VMware vSphere [310] kommt auf den physischen Cloud-Knoten der VMM VMwa-
re ESXi [309] zum Einsatz. Als Datenquelle für den Zugriff auf den VMM steht dazu
beispielsweise das für Python ausgelegte Werkzeug pyVmomi [297] zur Verfügung. Da-
her lässt sich, ähnlich wie bei libvirt, der VMM zyklisch mittels Python durch einen
Monitoring-Mechanismus abfragen.
Bei VMware ESXi wird als Antwort bei einer Abfrage des VMMs ein JSON codiertes Objekt
vom Typ vim.vm.Summary an den Monitoring-Agenten zurückgeliefert. Siehe vereinfachte




runtime = (vim.vm.RuntimeInfo) {
[...]
},
guest = (vim.vm.Summary.GuestSummary) {
[...]
},








storage = (vim.vm.Summary.StorageSummary) {
[...]
},




customValue = (vim.CustomFieldsManager.Value) []
}
Abbildung 6.5: Rückgabe von pyVmomi bei Abfrage durch einen Monitoring-Agent. Ver-
einfachte Darstellung. Weggelassene Teile des JSON-Objekts wurden durch
[...] ersetzt.
Dabei enthält das JSON-Objekt von VMware ESXi ganz ähnliche Angaben wie bei lib-
virt. Beispielsweise wird in dem Element instanceUuid der UUID jeder auf dem VMM
ausgeführten VM angegeben [308]. Das Element uuid enthält einen für den physischen
Cloud-Knoten eindeutigen Bezeichner.
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Zwar enthält das JSON-Objekt Angaben zur Zusammensetzung der VM (beispielsweise
welche Speicherressourcen für die VM verwendet werden), allerdings fehlen Metadaten,
die die Zugehörigkeit einer VM zu einem Kunden belegen (siehe Element nova:user
bei libvirt). Dies liegt vor allem daran, dass das CMS bei VMware – etwa das VMware
vCenter [306] oder im professionellen Umfeld der VMware vCloud Director [307] – die
Zugehörigkeit von VMs zu Kunden nur zentral verwaltet und diese Information daher
auf den physischen Cloud-Knoten nicht vorliegt.
Da die Zuordnung von VMs zu Kunden bei CloudInspector aber von Monitoring-Agenten
benötigt wird, um der entsprechenden Gruppe des Kunden beizutreten, muss die Zuge-
hörigkeit zusätzlich ermittelt werden. Im Falle von VMware ist hierbei ein Zugriff auf das
CMS unvermeidlich, da diese Informationen nur dort vorliegen.
Aus diesem Grund muss an dieser Stelle die Forderung nach Unabhängigkeit vom CMS
etwas gelockert werden. So wird angenommen, dass bei VMware die Abbildung von
UUIDs der VMs auf UUIDs von Kunden authentisch ist. Kommt beispielsweise VMware
vCloud Director als CMS zum Einsatz, so ist der Kundenkontext einer VM an der REST
API über das /owner Element abfragbar [305].
Zwischenfazit
Im Vergleich zu OpenStack lassen sich folgende Implikationen für VMware festhalten.
Zwar werden im Prozessschritt der Datenerhebung die eigentlichen Monitoringdaten
Direkt erhoben (zum Beispiel der Status einer VM), allerdings ist für die Zuordnung
zu Kunden im Prozessschritt der Verarbeitung der Zugriff auf Informationen des CMS
unausweichlich. Vollständige Monitoring-Unabhängigkeit lässt sich in diesem Fall nicht
erreichen. In der Taxonomie in Abschnitt 6.5 findet hierfür eine feingranulare Unterschei-
dung statt.
6.4.3 Datenquelle Storage-Hypervisor bei OpenStack
Als nächstes wird gezeigt, wie der Storage-Hypervisor in realen Cloud-Umgebungen
für CMS-unabhängiges Cloud-Monitoring verwendet werden kann. Zur Realisierung
von Storage Ressourcen existiert eine Vielzahl von verschiedenen Speichertechnologien,
die zur Virtualisierung verwendet werden. Bei OpenStack wird für Blockspeicher die
Komponente Cinder verwendet [253]. Ähnlich wie bei der Komponente Nova werden hier
verschiedenste Blockspeicherdienste unterstützt [293]. Beispielsweise Logical Volume
Manager (LVM) [184] oder CEPH [188, 252].
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Eine besondere Herausforderung bei der Erfassung von Blockspeicherdiensten im Pro-
zessschritt Datenerhebung stellt deren dezentral und redundant aufgebaute Struktur
dar. Bei LVM wird beispielsweise zusätzlich in die Abstraktionsebenen Logical Volumes,
Volume Groups, Physical Volumes und Block Devices unterschieden. Abbildung 6.6 veran-
schaulicht den Aufbau von LVM. Dabei werden die Physical Volumes verschiedener Block
Devices zu Volume Groups zusammengefasst. Ein Physical Volume ist jeweils nur Mitglied
in einer Volume Group. Aus dem gesamt für eine Volume Group zur Verfügung stehenden
Speicher (der der integrierten Physical Volumes) können dann Logical Volumes realisiert
werden. Ein Logical Volume ist dabei fest einer Volume Group zugeordnet, nicht jedoch
den Physical Volumes. So ist es bei LVM möglich, dass ein Logical Volume von einem
Physical Volume zu einem anderen unterbrechungsfrei umzieht. Die Logical Volumes
wiederum werden von OpenStack (Cinder) verwendet, um Blockspeicher für VMs zur
Verfügung zu stellen. Darüber hinaus kann LVM auch als Cluster betrieben werden, dann
können Block Devices verschiedener physischer Cloud-Knoten für die Zusammensetzung
einer Volume Group genutzt werden. Im Folgenden wird davon ausgegangen, dass LVM
nicht im Cluster-Modus betrieben wird und somit Volume Groups nur durch Block Devices
auf einem physischen Cloud Knoten realisiert werden. Andere Szenarien werden in der























Abbildung 6.6: Schematische Darstellung des Aufbaus des Logical Volume Managers. Vi-
sualisiert den Zusammenhang zwischen Block Devices, Physical Volumes,
Volume Groups und Logical Volumes.
Die Vielzahl an Konfigurationsmöglichkeiten für LVM muss bei der Abfrage von Monito-
ringdaten berücksichtigt werden. Das heißt, die Datenerhebung muss je nach vorliegender
Konfiguration entsprechend angepasst werden. Eine einheitliche API wie libvirt im Fall
von VMM gibt es hier nicht.
162 6 Unabhängigkeit für Monitoring-Mechanismen in Cloud-Umgebungen
Die Zuordnung von Logical Volumes zu VM und somit auch zu einem Kunden erfolgt
über die Abfrage des VMMs. Kommt bei OpenStack LVM als Blockspeicherdienst zum
Einsatz, so gibt libvirt mittels des Elements disk für jede VM an, welche Logical Volumes
für die VM verwendet werden. Abbildung 6.7 zeigt dabei das Ergebnis einer Anfrage an
libvirt. Zugewiesene Logical Volumes werden dabei eindeutig über das Element serial
innerhalb des Elements disk einer VM zugewiesen [278]. Ein Zugriff auf das CMS ist
hierzu nicht notwendig.
In diesem Beispiel wird der VM eine virtuelle Festplatte vda zur Verfügung gestellt, die
durch die Logical Volume mit dem UUID 7dae9931-103b-48b2-a2b5-be8032240e82











Abbildung 6.7: Angabe der einer VM zugewiesenen Volume Group von LVM. Auszug aus
einer Anfrage an libvirt. Weggelassene Teile wurden durch [...] ersetzt.
Zur Erfassung der eigentlichen LVM-Konfiguration des Blockspeicherdienstes existieren
mehrere Datenquellen. Beispielsweise direkt über das Dateisystem (Betriebssystem) oder
bei externer Realisierung über das Verwaltungsprogramm von LVM.
Ziel eines Monitoring-Mechanismus ist die Nachbildung der lokalen Cloud-Konfiguration
bezüglich LVM. Im Prozessschritt der Datenerhebung wird dazu die LVM-Konfiguration
ausgelesen und ein Baum erzeugt, in dem der LVM-Aufbau nachgestellt wird – also
die Beziehung zwischen Logical Volumes, Volume Groups, Physical Volumes und Block
Devices.
So kann beispielsweise mittels des Befehls vgdisplay -v ermittelt werden, welche Logi-
cal Volumes angelegt sind und zu welcher Volume Group diese gehören. In Abbildung 6.8
wird ein Auszug der Rückgabe der Datenquelle dargestellt. Dabei kann ein Monitoring-
Mechanismus die zur VM gehörende Logical Volume anhand des in dem Element serial
verwendeten UUID wiedererkennen, da die selbe UUID im Element LV Name verwendet
wird. Auch hierzu ist kein Zugriff auf das CMS notwendig.
Die so ermittelte Logical Volume gehört zur übergeordneten Volume Group – in diesem
Beispiel zu stack-volumes-lvmdriver-1. Das zugehörige Physical Volume findet sich
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in dem zur Volume Group gehörenden Teil – in diesem Beispiel wird die Volume Group
durch das Physical Volume /dev/loop1 versorgt.
















Abbildung 6.8: Ausgabe des Befehls vgdisplay -v zur Erfassung der LVM-Konfiguration
eines physischen Cloud-Knotens durch einen Monitoring-Agenten. Wegge-
lassene Teile wurden durch [...] ersetzt.
Die so ermittelten Werte können dann vom Monitor-Mechanismus beispielsweise in eine
Baumstruktur überführt werden. Siehe Abbildung 6.9. Mit Hilfe dieser Baumstruktur
lässt sich dann beispielsweise überprüfen, ob der Blockspeicherdienst einer bestimmten
VM wie spezifiziert durch mehrere Physical Volumes beziehungsweise redundante Block
Devices realisiert wird. Für weitere Details hierzu und Designalternativen siehe Arbeit von
Hoor [TT-6]. Insbesondere für Angaben dazu, wie verteilte Blockspeicherdienste durch
verschiedene Monitoring-Mechanismen erfasst und überprüft werden können. Außerdem
finden sich in der Abschlussarbeit ausführliche Evaluationsergebnisse hierzu.
Zwischenfazit
Zwar ist die Konfiguration von Blockspeicherdiensten sehr Cloud-Anbieter spezifisch,
allerdings lassen sich Monitoringdaten über die Beschaffenheit in der Regel Direkt erheben.
Hierfür werden neben Monitoringdaten des Storage-Hypervisors Monitoringdaten des
VMM benötigt, um zu ermitteln welcher Blockspeicherdienst von welcher VM verwendet
wird. Ein Zugriff auf das CMS ist allerdings nicht notwendig. Wird der Blockspeicherdienst
jedoch nicht lokal auf dem physischen Cloud-Knoten realisiert, so ist die Externe Erfassung



















Abbildung 6.9: Schematische Darstellung des durch den Mechanismus ermittelten Speicher-
baums.
von Monitoringdaten im Prozessschritt Datenerhebung erforderlich. Dies hat Auswirkung
auf die erreichbare Monitoring-Unabhängigkeit.
6.4.4 Datenquelle Network-Hypervisor bei OpenStack
Nachstehend wird aufgezeigt, ob in realen Cloud-Umgebungen der Network-Hypervisor
CMS-unabhängige Monitoringdaten liefern kann.
Die auf einem physischen Cloud-Knoten bereitgestellten Network Ressourcen werden
dabei durch virtuelle Switches zur Verfügung gestellt, beispielsweise durch den Open
vSwitch [151, 295]. Dieser virtuelle Switch enthält neben anderen Informationen Flow-
Regeln für die Weiterleitung von Paketen in virtuellen Netzen. Die im Switch enthaltenen
Informationen lassen sich als Datenquelle im Prozesschritt Datenerhebung nutzen.
Die Daten eines virtuellen Switches lassen sich dabei wie folgt erfassen: Zum einen lassen
sich alle Einträge in den Flow-Tabellen mittels des Kommandozeilenbefehls ovs-ofctl
dump-tables switch auslesen. Zum anderen bietet auch der Open vSwitch eine Program-
mierschnittstelle für Python an [296]. In beiden Fällen kann ein Monitoring-Mechanismus
allerdings nur zyklisch auf den Open vSwitch zugreifen, eine ereignisbasierte Abfrage
der Flow-Tabellen wird nach bestem Wissen derzeit von Open vSwitch nicht unterstützt.
In beiden Fällen können allerdings die Informationen des virtuellen Switches ohne Zutun
des CMS abgefragt werden.
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Wird zusätzlich Service-Function-Chaining (SFC) [236] eingesetzt, beispielsweise bei
der OpenStack-Erweiterung OPNFV [154, 290], dann enthält der Open vSwitch mehrere
Flow-Tabellen und zusätzliche Einträge für die SFCs. Auch diese zusätzlichen Regeln
lassen sich durch einen geeigneten Monitoring-Mechanismus erfassen. Allerdings muss
dazu die von OPNFV angewandte Logik zur Implementierung von SFC berücksichtigt
werden.
In Abbildung 6.10 wird schematisch dargestellt, wie OPNFV SFCs umsetzt und welche
Informationen ein Monitoring-Agent mit Hilfe von Monitoring-Mechanismen aus einem
virtuellen Switch als Monitoringdaten gewinnen kann. Die vom Kunden typischerweise
vorgenommene Spezifikation einer SFC besteht aus einem sogenannten Match-Kriterium
und einem Pfad von Service Functions. Als Match-Kriterium gibt der Kunde in Form von
Filterregeln vor, welche Pakete durch die SFC laufen sollen. Das CMS konfiguriert die
SFC dann als Overlay in der Cloud-Infrastruktur.
Im mittleren Teil der Abbildung 6.10 ist ein Pfad einer solchen SFC durch das Netz
der Cloud-Infrastruktur dargestellt. Die entsprechenden Flow-Regeln dafür sind in den
entsprechenden virtuellen Switches auf den physischen Cloud-Knoten hinterlegt.
Im unteren Teil der Abbildung 6.10 wird dargestellt, wie SFC auf Ebene eines virtuellen
Switches umgesetzt wird. Hierzu lassen sich die Komponenten Classifier (Klassifikator)
und Service-Function-Forwarder (SFF) identifizieren. Dabei ist je Komponente eine se-
parate Flow-Tabelle mit Einträgen vorgesehen. Zusätzlich ist eine Flow-Tabelle für die
Weiterleitung des Overlays vorhanden.
Bei Abfrage im Prozessschritt Datenerhebung werden alle Flow-Regeln aus den Flow-
Tabellen extrahiert. Für SFC werden dabei die Informationen der einzelnen Tabellen so
in eine Graph-Struktur überführt, dass später überprüft werden kann, ob die virtuellen
Switches entsprechend konfiguriert wurden. Allerdings ist es ohne Hilfe des CMS nicht
möglich, festzustellen, welche SFC zu welchem Kunden und zu welcher VM gehört, wes-
wegen hierfür zusätzliche Informationen aus dem CMS benötigt werden. Die eigentlichen
Monitoringdaten (hier die Flow-Regeln) können allerdings unabhängig vom CMS direkt
aus den virtuellen Switches erhoben werden. Mehr Details zum Monitoring von SFCs
finden sich in [TT-2].
Zwischenfazit
Die in einem virtuellen Switch hinterlegten Monitoringdaten lassen sich in der Regel Direkt
vom CMS erheben. Soll allerdings SFC überwacht werden, werden zur Unterstützung
weitere Informationen aus dem CMS benötigt, weswegen nicht in jedem Fall Monitoring-
Unabhängigkeit zu erreichen ist.
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Abbildung 6.10: Übersicht von Service-Function-Chaining in einer Cloud-Umgebung. Hier
OPNFV. Darstellung der Flow-Tabellen des virtuellen Switches nach Flittner
et al. [TT-2]. Im oberen Teil ist die Konfiguration einer Service-Function-
Chain dargestellt. In der Mitte wird der virtuelle Pfad durch das Netz
visualisiert. Im unteren Teil sind die Details eines virtuellen Switches zur
Umsetzung von Service-Function-Chaining abgebildet.
6.4.5 Datenquelle CMS-Kontrollkanal bei OpenStack
Als nächstes wird die Erhebung von Monitoringdaten aus dem CMS-Kontrollkanal genauer
betrachtet und aufgezeigt, ob dies unabhängig vom CMS geschehen kann.
Bei OpenStack wird der Kontrollkanal zwischen CMS und physischen Cloud-Knoten
durch eine auf dem Advanced Message Queuing Protocol (AMQP)-Protokoll [97] aufbau-
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ende nachrichtenbasierte Middleware realisiert. Dafür wird bei OpenStack der Broker
RabbitMQ eingesetzt [299, 291].
Soll der Kontrollkanal als Datenquelle für Monitoring-Mechanismen verwendet werden,
so können die darüber versandten Steuersignale durch Registrierung als Subscriber bei
der eingesetzten nachrichtenbasierten Middleware abgehört werden. Eine Auflistung
aller Steuersignale des Kontrollkanals die für Cloud-Monitoring genutzt werden könnten
findet sich in Beschreibung der Klasse LegacyValidatingNotifier in [294].
Zwischenfazit
Zwar würde man bei dem Kontrollkanal des CMS intuitiv eine hohe Abhängigkeit vom
CMS erwarten, allerdings wird dieser in realen Cloud-Umgebungen häufig durch Externe
Komponenten wie Broker realisiert. Die dort als Monitoringdaten erfassten Information
sind dann unabhängig vom CMS.
Anders jedoch als bei den bisher vorgestellten Beispielen beziehen sich erhobene Monito-
ringdaten nicht direkt auf die Cloud-Konfiguration, sondern hier auf die Kommunikation
innerhalb des CMS. In der Konsequenz kann zwar eine hohe Monitoring-Unabhängigkeit
erreicht werden, allerdings ist die Aussagekraft von erhobenen Monitoringdaten auf
CMS-interne Vorgänge beschränkt. Diese Informationen sind im Rahmen von Fehler-
Ursachen-Analysen oder der bei Überprüfung von CMS-interne Vorgänge (beispielsweise
wenn überprüft werden soll, mit welchem Zeitverzug Aktionen des CMS auf physischen
Cloud-Knoten umgesetzt werden) relevant.
6.4.6 Vorläufiges Ergebnis
Als vorläufiges Ergebnis ist festzuhalten, dass verschiedene Datenquellen für Umsetzung
von CMS-unabhängigen Monitoring-Mechanismen existieren. Monitoring-Unabhängigkeit
lässt sich aber nicht unbedingt in allen Fällen erreichen.
Während beispielsweise bei OpenStack die Zuordnung von VMs zu Kunden Direkt ohne
Zutun des CMS erfolgen kann, werden bei VMware Information aus dem CMS benötigt.
Ähnlich gestaltet es sich für die Überprüfung des Netzzugangs einer VM. Wird kein SFC
eingesetzt können Monitoringdaten Direkt erhoben werden. Kommt hingegen SFC zum
Einsatz so ist ein Zugriff auf das CMS im Prozessschritt Verarbeitung unausweichlich.
Hinzukommt, dass unter Umständen im Fall von Blockspeicherdiensten von Externen
Komponenten im Porzessschritt der Datenerhebung Monitoringdaten erfasst werden
müssen.
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Insgesamt zeichnet sich recht deutlich ab, dass die für einen Monitoring-Mechanismus
erreichbare Monitoring-Unabhängigkeit stark von dessen Einsatzzweck und Realisie-
rung abhängt. Aus diesem Grund ist eine generelle Aussage für die Erreichbarkeit von
Monitoring-Unabhängigkeit unmöglich – existieren doch eine schier unbegrenzte Anzahl
von Fällen bei denen Cloud-Monitoring zum Einsatz kommen kann. Aus diesem Grund
dient die in diesem Abschnitt vorgestellte Untersuchung auch nur als Indiz für die in der
Praxis erreichbare Monitoring-Unabhängigkeit.
Allerdings bietet diese exemplarische Untersuchung von Implikationen zusammen mit
der theoretischen Analyse eine gute Ausgangsbasis zur Entwicklung einer Taxonomie für
Monitoring-Unabhängigkeit. Diese wird im nächsten Abschnitt vorgestellt.
6.5 Taxonomie für Monitoring-Unabhängigkeit
Aufbauend auf der in den vorherigen Abschnitten vorgestellten Analyse, wird in die-
sem Abschnitt eine Taxonomie für Monitoring-Unabhängigkeit entwickelt. Damit sich
diese Taxonomie nicht ausschließlich auf bestimmte Anwendungsfälle oder ausgewähl-
te Cloud-Umgebungen bezieht, wird als einziges Entscheidungskriterium der Ort der
Monitoringdatenerhebung verwendet.
Folgende disjunkte Orte zur Erhebung von Monitoringdaten lassen sich ausmachen:
Physischer Cloud-Knoten: Hierunter werden alle Anwendungen subsumiert, von
denen direkt auf einem physischen Cloud-Knoten Monitoringdaten abgefragt werden
können. Beispielsweise das Betriebssystem des physischen Cloud-Knotens, der VMM
und Storage- oder Network-Hypervisor.
Externe Komponenten: In diese Kategorie fällt die Abfrage von Monitoringdaten
außerhalb eines physischen Cloud-Knotens. Beispielsweise Informationen von Block-
speicherdiensten. Allerdings fällt hierunter nicht der Abruf von Informationen aus
dem CMS.
Cloud-Management-System: Der Abruf von Monitoringdaten direkt aus dem CMS
fällt in diese Kategorie. Beispielsweise um zu ermitteln, welche Aktionen das CMS für
eine bestimmte VM vorgesehen hat.
Das vorgestellte Entscheidungskriterium dient nun zur Klassifizierung der in einem
Monitoringprozess erreichbaren Unabhängigkeit vom CMS. Nach folgenden aufeinander
aufbauende Klassen wird dabei klassifiziert:
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Unabhängig: In diese Klasse fallen alle Anwendungsfälle, bei denen Monitoring-
Mechanismen lediglich Informationen von physischen Cloud-Knoten erheben.
Teilunabhängig: Wird durch Monitoring-Mechanismen auf Externe Komponenten
zugegriffen, so fallen diese Anwendungsfälle in die Klasse Teilunabhängig.
Teilabhängig: In diese Klasse fallen Anwendungsfälle, bei denen durch Monitoring-
Mechanismen im Prozessschritt Verarbeitung auf Informationen des CMS zurückge-
griffen wird. In den Anwendungsfällen stehen dabei nicht die Informationen aus dem
CMS im Vordergrund, sondern vielmehr nutzen die Monitoring-Mechanismen die
Informationen aus dem CMS um die im Prozessschritt Datenerhebung gewonnen
Monitoringdaten weiterzuverarbeiten. Beispielsweise wenn bei VMware auf das CMS
zugegriffen wird, um zu ermitteln, zu welchem Kunden eine VM gehört.
Abhängig: Bezieht sich ein Monitoring-Mechanismus auf die Überprüfung von Infor-
mationen die ausschließlich im CMS enthalten sind, so dass von dort Monitoringdaten
erheben werden, so wird dies als Abhängig bezeichnet.
In Abbildung 6.11 wird die entwickelte Taxonomie für Monitoring-Unabhängigkeit abge-
bildet, wobei in der Klasse Unabhängig die höchste Monitoring-Unabhängigkeit erreicht










Abbildung 6.11: Darstellung der Taxonomie für Monitoring-Unabhängigkeit.
Diese werden in die Subklassen CMS-abhängig und CMS-unabhängig unterteilt, wobei
sich diese in die oben beschriebenen Klassen aufteilen.
Ausgehend von den vorgestellten Klassen und dem Entscheidungskriterium ergibt sich
der in Abbildung 6.12 dargestellte Entscheidungsbaum. Je Monitoringprozess wird dabei
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die erreichbare Klasse von Monitoring-Unabhängigkeit ermittelt, indem die einzelnen
Prozessschritte mit dem Entscheidungsbaum abgeglichen werden. Kommen in einem
Prozesschritt mehrere Techniken zum Einsatz, so wird im Rahmen der Taxonomie der mit
der geringsten Monitoring-Unabhängigkeit gewertet. Der Prozessschritt Auslöser spielt




































CMS Extern / Ohne
CMS Ohne
Extern
Abbildung 6.12: Entscheidungsbaum zur Beurteilung von Monitoring-Unabhängigkeit.
Für den Prozessschritt Datenerhebung wird nun unterschieden, ob Direkt auf dem physi-
schen Cloud-Knoten befindliche Datenquellen zur Erhebung von Monitoringdaten ver-
wandt werden, oder ob Externe Komponenten genutzt werden, beziehungsweise ob direkt
auf das CMS zugegriffen wird. Wird die Datenerhebung Direkt durchgeführt, so wird
für den Prozessschritt Verarbeitung des fraglichen Monitoring-Mechanismus unterschie-
den, ob weitere Informationen benötigt werden. Ist dies nicht der Fall (Ohne), so ist die
höchste Monitoring-Unabhängigkeit erreicht (Klasse Unabhängig). Werden Informationen
von Externen Komponenten benötigt so ist der Monitoring-Mechanismus in die Klasse
Teilunabhängig einzustufen. Ist allerdings der Zugriff auf das CMS im Prozessschritt
Verarbeitung erforderlich, so liegt die erreichte Monitoring-Unabhängigkeit in der Klasse
Teilabhängig.
Werden allerdings im Prozessschritt Datenerhebung Monitoringdaten von Externen Kom-
ponenten erhoben, so wird für den Prozessschritt Verarbeitung unterschieden, ob weitere
Informationen des CMS benötigt werden. Ist dies der Fall, so ist für die Monitoring-
Unabhängigkeit die Klasse Teilabhängig erreicht. Ist dies nicht der Fall und es werden
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weitere Informationen beispielsweise von Externen Komponenten benötigt, so wird die
Klasse Teilunabhängig erreicht. Gleiches trifft zu, falls im Prozessschritt Verarbeitung
keine weiteren Informationen benötigt werden.
Wird im Prozessschritt Datenerhebung direkt auf das CMS zugegriffen um Monitoringda-
ten zu erheben, so ist direkt die Klasse Abhängig erreicht ohne weitere Fallunterscheidung.
Für diese Art von Monitoring-Mechanismen ist keine Monitoring-Unabhängigkeit gege-
ben.
Da die jeweils erreichbare Klasse für Monitoring-Unabhängigkeit von der konkreten
Umsetzung der Monitoringprozesse der eingesetzten Monitoring-Mechanismen abhängt,
lassen sich keine generellen Aussagen zu Monitoring-Unabhängigkeit ableiten. Beispiels-
weise lässt sich die Platzierung von VMs von Monitoring-Mechanismen in der Regel
sowohl auf den physischen Cloud-Knoten direkt ermitteln (Klasse Unabhängig), als auch
durch geeignete Monitoring-Mechanismen aus dem CMS auslesen (Klasse Abhängig).
Allerdings existieren auch Anwendungsfälle für Cloud-Monitoring bei denen sich nicht
durch Austausch von Monitoring-Mechanismen eine höhere Monitoring-Unabhängigkeit
erreichen lässt. Beispielsweise wenn überprüft werden soll, wie sich das CMS im Feh-
lerfall verhält oder ob das CMS auf dem aktuellen Stand ist. Hierzu sind unweigerlich
Monitoringdaten aus dem CMS selbst erforderlich und es wird die Klasse Abhängig
erreicht.
6.6 Analyse von Seiteneffekten
Nachdem nun geklärt wurde unter welchen Bedingungen Monitoring-Unabhängigkeit
erreicht werden kann, werden im Folgenden ausgewählte Seiteneffekten betrachtet. Zum
einen die Auswirkung von der bei Cloud-Computing typischen Elastizität auf Monitoring-
Unabhängigkeit. Zum anderen den durch Monitoring-Unabhängigkeit entstehenden
Overhead.
6.6.1 Auswirkung von Elastizität
In diesem Abschnitt werden die Auswirkungen der in Cloud-Umgebungen typischen Elas-
tizität auf Monitoring-Unabhängigkeit untersucht. Da es sich bei einer Cloud-Umgebung
dem Wesen nach um ein verteiltes System handelt, ist die konsistente Erfassung des
verteilten Systemzustands besonders herausfordernd. Die Forderung nach Unabhängig-
keit vom CMS stellt hier eine zusätzliche Hürde dar: würden benötigte Informationen
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direkt vom CMS erhoben (Klasse Abhängig), stellt konsistente Erfassung des System-
zustands kein besonderes Problem dar, denn die Information liegen im CMS bereits in
einem konsistenten Zustand vor. Da Monitoringdaten im Rahmen dieser Dissertation
aber möglichst unabhängig erfasst werden sollen, kann in der Regel nicht sichergestellt
werden, dass während eines Monitoringprozesses Änderungen an der Cloud-Infrastruktur
vom CMS vorgenommenen werden, was zu Inkonsistenzen in den Monitoringdaten führt.
Allerdings ist es für Cloud-Monitoring auch nicht immer erforderlich, den Systemzustand
der Cloud-Umgebung konsistent zu erfassen, beispielsweise wenn lediglich die Betriebs-
systemversion der physischen Cloud-Knoten überprüft werden soll. Gleiches gilt, wenn
ermittelt werden soll ob genügend Reservekapazität vorgehalten wird oder wenn die
CPU-Last eines einzelnen physischen Cloud-Knotens überprüft werden soll.
Ein Beispiel bei dem Konsistenz der Erfassung eine Rolle spielt, ist die Platzierung von
VMs auf physischen Cloud-Knoten. Nachstehend wird daher am Beispiel des Monitorings
von VM-Platzierungen exemplarisch die Auswirkung von Elastizität auf Monitoring-
Unabhängigkeit untersucht.
Zunächst wird dazu die Häufigkeit von Live-Migrationen analysiert. Aufbauen darauf soll
die Frage geklärt werden, wie groß die Wahrscheinlichkeit ist, dass es während eines
Monitoringprozesses nicht zu Live-Migrationen kommt.
6.6.1.1 Häufigkeit von Live-Migrationen
Bei Cloud-Computing sprich man von sogenannten Live-Migrationen, wenn während
der Laufzeit einer VM der physische Cloud-Knoten gewechselt wird. Die während einer
Live-Migration erhobenen Monitoringdaten werden in diesem Anwendungsfall als in-
konsistent angesehen, da die VM sich in einem Transformationszustand befindet. Der
genaue Ablauf einer solchen Live-Migration wird unter anderem von [196, 64] und
Flittner und Bauer [TT-1] (siehe Abbildung 2) analysiert. Dabei dauert im Worst-Case-
Szenario eine Live-Migration bis zu 50 Sekunden [91, 183] wobei die VM selbst im Mittel
1.15s unerreichbar ist [64]. Die Durchführung von Live-Migrationen wirkt sich also in
der Regel auf die durch die VM bereitgestellten Anwendungen aus. Unter anderem aus
diesem Grund setzt beispielsweise Netflix darauf, Cloud-Anwendungen so auszulegen,
dass diese auch bei zufälligem Komplettausfall einzelner VMs zuverlässig ihre Dienstleis-
tung erbringen können (vergleiche [175]). Da eine einzelne VM nicht erfolgskritisch für
die Dienstleistung von Netflix ist, kann weitestgehend auf Live-Migrationen verzichtet
werden.
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6.6.1.1.1 Daten von IBM
Nach bestem Wissen ist IBM einer der wenigen Cloud-Anbieter, die Details zu VM-
Migrationen in der Praxis veröffentlichen [19, 18, 17]. Die von Birke et al. [19] prä-
sentierten Ergebnisse legen dabei nahe, dass im Schnitt 10 VMs auf einem physischen
Cloud-Knoten ausgeführt werden. Weiterhin zeigen die in [19] analysierten Daten, dass
90% aller physischen Cloud-Knoten zumindest zwei VMs ausführen, wobei in 95% aller
Fälle die VMs auf einem physischen Cloud-Knoten zum selben Kunden gehören. Die von
Birke et al. [19] durchgeführte Untersuchung kommt schließlich zu dem Schluss, dass
Live-Migrationen von VMs ziemlich unwahrscheinlich sind. 78% der analysierten VMs
haben im Untersuchungszeitraum ihren physischen Cloud-Knoten nicht gewechselt. Nur
einige Ausreißer VMs haben bis zu drei Live-Migrationen pro Tag durchgeführt. Außerdem
zeigen Birke et al. [19], dass die Zeit zwischen zwei Live-Migrationen relativ lang ist – in
nur drei Prozent aller Fälle liegt zwischen zwei Live-Migrationen eine Zeitspanne kleiner
gleich zwei Tage. Außerdem zeigt die Analyse auf, dass VMs meisten nachts migriert
werden (in 70% aller Fälle) und dass in den meisten Fällen VMs lediglich zwischen zwei
physischen Cloud-Knoten hin und her migriert werden (in rund 68% aller Fälle).
Allerdings liefern die Analysen von Birke et al. [19] keine Informationen darüber, wie
häufig die VMs eines einzelnen Kunden von Live-Migrationen betroffen sind. Diese
Information wäre aber zur Beurteilung der Auswirkung von Monitoring-Unabhängigkeit
auf Konsistenz entscheidend – bei CloudInspector werden nur die physischen Cloud-
Knoten befragt, die virtuelle Ressourcen für den anfragenden Kunden ausführen.
6.6.1.1.2 Aktualisierungshäufigkeit von physischen Cloud-Knoten
Um die Häufigkeit von Live-Migrationen für VMs eines einzelnen Kunden besser ab-
schätzen zu können, wurde zusätzlich im Rahmen dieser Dissertation eine Analyse der
Aktualisierungshäufigkeit von physischen Cloud-Knoten durchgeführt. In diesem Fall
müssen alle VMs auf einen anderen physischen Cloud-Knoten migriert werden. Zur Ab-
schätzung wird im Folgenden die Veröffentlichung von Xen Versionen näher betrachtet
[312]. Außerdem die Häufigkeit von sicherheitskritischen Aktualisierungen [311]. Dabei
wird davon ausgegangen, dass bei einer neuen Version innerhalb eines kurzen Zeitfensters
alle physischen Cloud-Knoten der Cloud-Umgebung aktualisiert werden müssen und
es daher auch zu Live-Migrationen aller VMs kommt. Auf diese Art und Weise kann
die untere Schranke für die Häufigkeit von Live-Migrationen eines einzelnen Kunden
abgeschätzt werden.
In Abbildung 6.13 ist dargestellt, wie sich die Xen-Versionen innerhalb der letzten sechs
Jahre in Abhängigkeit zur Unix-Zeit entwickelt haben – im Zeitraum zwischen dem
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03.12.2012 und 27.02.2018. In der Abbildung ist außerdem die folgende Ergebnisfunk-


















Abbildung 6.13: Entwicklung der Versionen von Xen im Verhältnis zur Unix-Zeit.
tion der mittels der Vandermonde-Matrix [15] durchgeführten linearen Regression über
alle Aktualisierungen dargestellt.
f (x) = 1.363 · 10−6 · x − 1841
Hieraus lässt sich durch bilden der ersten Ableitung das Wachstum von 1.363 · 10−6 je
Sekunde berechnen. Im Schnitt ist also alle 8.5 Tage die Aktualisierung eines physischen
Cloud-Knotens fällig (rund 0.12 im Tagesdurchschnitt) und somit auch die Live-Migration
von VMs eines beliebigen Kunden.
6.6.1.1.3 Ergebnis
Im Ergebnis lässt sich festhalten, dass laut der Analyse von Birke et al. [19] Live-
Migrationen von VMs eher selten sind, die Zeitspannen zwischen zwei Live-Migrationen
sehr lang sind, in der Regel zwischen zwei physischen Cloud-Knoten hin und her mi-
griert wird und dass für die deutliche Mehrheit aller physischen Cloud-Knoten die darauf
ausgeführten VMs zum selben Kunden gehören. Im Worst-Case-Szenario dauert eine
Live-Migration dabei bis zu 50s. Weiter ist im Schnitt als untere Abschätzung alle 8.5
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Tage die Live-Migration von VMs eines Kunden aufgrund von Aktualisierungen von phy-
sischen Cloud-Knoten erforderlich. Im Vergleich mit der Analyse von Birke et al. [19]
zeigt sich jedoch, dass in der Praxis in rund 50% der untersuchten Fälle mehr als 16 Tage
zwischen der Live-Migration einer VM lagen. In nur 2% aller untersuchten Fälle liegt die
Zeitspanne zwischen zwei Live-Migration bei weniger als zwei Tage. Die häufigste Anzahl
an Live-Migrationen war hier mit drei pro Tag angegeben.
6.6.1.2 Modell für die Analyse
Die folgende analytische Betrachtung hängt von mehreren Parametern ab.
Ereignisrate CR: Gibt an, wie viele Live-Migrationen die VMs eines Kunden K im
Tagesdurchschnitt (innerhalb von 1.440 Minuten) erfahren.
Anfragerate AR: Gibt an, wie viele Anfragen ein Kunde K im Tagesdurchschnitt (inner-
halb von 1.440 Minuten) an den CloudInspector zur Überprüfung von vertraglichen
Vereinbarungen stellt.
Überprüfungsdauer ADUR: Gibt die maximal erwartete Dauer für eine Überprüfung
durch CloudInspector in Minuten an.
Änderungsdauer CDUR: Gibt die maximal erwartete Dauer einer Live-Migration in
Minuten an – die maximale Zeit bis eine Änderung aktiv ist.
Die Belegung der aufgeführten Variablen hängt stark von der Elastizität der eingesetzten
Cloud-Umgebung ab. Darüber hinaus spielt der konkrete Anwendungsfall eine große
Rolle.
Weiter legt die Analyse von Birke et al. [19] nahe, dass die Dauer zwischen zwei Live-
Migration exponentialverteilt ist. Im Folgenden wird daher ein Poisson-Prozess zur Ana-
lyse der Häufigkeit von Live-Migration in einem fest vorgegebenen Intervall verwendet.
Poisson-Prozesse eigenen sich insbesondere zur Untersuchung von Ereignissen, die im
zeitlichen Verlauf zufällig und unabhängig voneinander immer wieder eintreten [139]
(insbesondere Seite 209ff.).
Ein Poisson-Prozess ist dabei wie folgt definiert:




Mit Hilfe des Poisson-Prozesses kann berechnet werden, wie hoch die Wahrscheinlichkeit
ist, dass k Ereignisse in einem Beobachtungszeitraum t bei Intensität λ auftreten.
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6.6.1.3 Untersuchungen
Mit Hilfe des Poisson-Prozesses wird nun untersucht, wie groß die Wahrscheinlichkeit
ist, dass ein Monitoringprozess abgeschlossen werden kann, ohne dass es dabei zu Live-
Migrationen kommt. Im Folgenden wird diese Wahrscheinlichkeit auch als Erfolgswahr-
scheinlichkeit bezeichnet. Zu überprüfen ist also, wie groß die Erfolgswahrscheinlichkeit
ist, dass in einem vorgegebenen Beobachtungszeitraum t, null (k = 0) Live-Migrationen
auftreten, bei zu parameterisierender Häufigkeit von Live-Migrationen pro Tag λ.
Der Beobachtungszeitraum t des Poisson-Prozesses ist dabei so groß zu wählen, dass
selbst wenn kurz vor Beginn des Beobachtungszeitraums noch eine Live-Migration ange-
stoßen wurde, diese beendet werden und anschließend ein Monitoringprozess ablaufen
kann. Dabei wird zunächst davon ausgegangen, dass ein Monitoringprozess mehrere
Millisekunden läuft – dies ist natürlich stark anwendungsfallspezifisch und die Annahme
muss gegebenenfalls an einen konkreten Monitoringmechanismus angepasst werden. Der
Parameter t ist daher auf den Wert ADUR + CDUR zu setzen. Die Häufigkeit λ repräsentiert
hier die Anzahl der Live-Migrationen pro Tag und ist daher gleichzusetzen mit der Ereig-
nisrate CR. Da hier die Wahrscheinlichkeit berechnet werden soll, dass in dem gewählten
Beobachtungszeitraum t keine Live-Migration auftritt und somit der Monitoringprozess
erfolgreich auf konsistenter Basis abgeschlossen werden kann, wird k auf 0 gesetzt.
Nun wird berechnet, wie hoch die Erfolgswahrscheinlichkeit ist, dass in dem Beobach-
tungszeitraum ADUR + CDUR genau 0 Live-Migrationen bei Ereignisrate CR auftreten. Es
ergibt sich die folgende Formel zur Berechnung:
P(X(ADUR)+CDUR = 0) =
( CR1.440 · (ADUR + CDUR))0
0!
· e− CR1.440 ·(ADUR+CDUR)
= e− CR1.440 ·(ADUR+CDUR)
Im linken Teil der Abbildung 6.14 wird untersucht, wie sich die Dauer des Beobachtungs-
zeitraums t bei unterschiedlicher Häufigkeit an Live-Migrationen λ auf die Erfolgswahr-
scheinlichkeit auswirkt. Als Untersuchungsgegenstand wurden hier Sekunden gewählt,
da im Worst-Case eine Live-Migration bis zu 50 Sekunden dauern kann [91, 183].
Untersucht werden hier die Ereignisraten für Live-Migrationen alle 16 Tage (CR= 0.06),
alle 8.5 Tage (CR= 0.12), alle zwei Tage (CR= 0.5) und dreimal pro Tag (CR= 3). Die
Untersuchung zeigt, dass mit zunehmender Häufigkeit CR die Erfolgswahrscheinlichkeit,
dass ein Monitoringprozess einen Zeitraum ohne Live-Migration erwischt, abnimmt.
Allerdings zeigt sich auch, dass für die untersuchten Häufigkeiten von Live-Migrationen
die Erfolgswahrscheinlichkeit bei über 99.3% liegt. Bei 1.000 Monitoringprozessen pro
Tag sind im Schnitt nur 7 durch Inkonsistenzen betroffen.
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Abbildung 6.14: Parameterstudie zur Auswirkung von Live-Migrationen auf Monitoring-
prozesse mit Konsistenz.
Der rechte Teil der Abbildung 6.14 zeigt, wie sich die Dauer eines Monitoringprozesses
ADUR bei unterschiedlicher Häufigkeit von Live-Migrationen auf die Erfolgswahrscheinlich-
keit auswirkt. Der Beobachtungszeitraum t wird dabei fest auf den Wert des Worst-Case-
Szenarios von 50 Sekunden gesetzt und die Dauer eines Monitoringprozesses ADUR von 0
bis 1.000 Millisekunden variiert. Für Monitoringprozesse im Millisekundenbereich zeigt
sich sehr deutlich, dass dies nur sehr geringe Auswirkungen auf die Erfolgswahrschein-
lichkeit eins Monitoringprozesses hat. Die in einer Cloud-Umgebung vorherrschende
Elastizität wirkt sich also nur kaum auf Monitoring-Unabhängigkeit aus. Allerdings hängt
dies auch sehr vom konkreten Anwendungsfall ab, sollten die Monitoringprozesse deut-
lich länger dauern oder Live-Migrationen häufiger stattfinden, so hat dies erheblichen
Einfluss auf erreichbare Monitoring-Unabhängigkeit. Wenn konsistente Erfassung trotz-
dem relevant ist, muss in solchen Fällen der Monitoringprozess so angepasst werden,
dass weniger unabhängige Klassen der Taxonomie erreicht werden – beispielsweise durch
Abruf von konsistenten Informationen aus dem CMS.
In Abbildung 6.15 werden die Auswirkungen von deutlich häufigeren Live-Migrationen
pro Tag (bis zu einer Milliarde) auf die Konsistenz von Cloud-Monitoring untersucht. An
dieser Stelle sei noch einmal deutlich hervorgehoben, dass die untersuchte Anzahl an
Live-Migrationen dabei nicht der Gesamtzahl an Live-Migrationen innerhalb der ganzen
Cloud-Umgebung entspricht, sondern die Häufigkeit bei der ein einzelner Kunde von
Live-Migrationen betroffen ist. Hier stellen eine Milliarde Live-Migration pro Tag eine
sehr deutliche obere Schranke da.
In der linken Hälfte der Abbildung 6.15 wird die Auswirkung verschiedener Häufig-
keit von Live-Migrationen und Dauer des Beobachtungszeitraums t auf die sogenannte
Fehlerwahrscheinlichkeit dargestellt. Unter Fehlerwahrscheinlichkeit wird hier die Gegen-
wahrscheinlichkeit zur Erfolgswahrscheinlichkeit verstanden. Also die Wahrscheinlichkeit
178 6 Unabhängigkeit für Monitoring-Mechanismen in Cloud-Umgebungen






















CR= 100 pro Tag
CR= 101 pro Tag
CR= 102 pro Tag
CR= 103 pro Tag
CR= 104 pro Tag
CR= 105 pro Tag
CR= 106 pro Tag
CR= 107 pro Tag
CR= 108 pro Tag
CR= 109 pro Tag






















CR= 100 pro Tag
CR= 101 pro Tag
CR= 102 pro Tag
CR= 103 pro Tag
CR= 104 pro Tag
CR= 105 pro Tag
CR= 106 pro Tag
CR= 107 pro Tag
CR= 108 pro Tag
CR= 109 pro Tag
Abbildung 6.15: Auswirkung von häufigen Live-Migrationen pro Tag auf die Wahrschein-
lichkeit, dass ein Monitoringprozess aufgrund von Inkonsistenzen nicht
erfolgreich abgeschlossen werden kann. Hier als Fehlerwahrscheinlichkeit
bezeichnet.
dafür, dass ein Monitorinprozess nicht erfolgreich durchgeführt werden kann. Es zeigt
sich deutlich, dass mit zunehmender Häufigkeit von Live-Migrationen die Fehlerwahr-
scheinlichkeit drastisch steigt. Bereits ab 10.000 Live-Migrationen pro Tag ist diese nahe
100%.
Im rechten Teil der Abbildung 6.15 ist eine detaillierte Betrachtung der Fehlerwahr-
scheinlichkeit für hohe Häufigkeiten dargestellt. Die Dauer des Beobachtungszeitraums t
wird dabei nun in Mikrosekunden variiert. Es zeigt sich noch einmal recht deutlich, dass
Monitoring-Mechanismen die konsistente Monitoringdaten benötigen bei hoher Anzahl
von Live-Migrationen pro Tag kaum anwendbar sind. Selbst bei einer Dauer von wenigen
Mikrosekunden schlägt unabhängiges Cloud-Monitoring mit hoher Wahrscheinlichkeit
fehl.
6.6.1.4 Ergebnis
Als Ergebnis bleibt festzuhalten, dass der Einfluss von Elastizität auf Monitoring-
Unabhängigkeit von mehreren Faktoren abhängt. Zunächst von der konkreten Ausgestal-
tung eines Monitoring-Mechanismus und dessen Monitoringprozess. Einige Fragen die in
diesem Kontext beantwortet werden müssen sind: Welche Klasse der Taxonomie wird
erreicht? Wie lange ist die Ausführungsdauer des Prozess? Ist konsistente Datenerhebung
überhaupt erforderlich?
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Zweiter wesentlicher Faktor ist die Häufigkeit mit der Änderungen an der Cloud-
Umgebung vorgenommen werden die die Konsistenz betreffen. Die exemplarisch an-
hand von Live-Migrationen durchgeführte Analyse hat dabei gezeigt, das Monitoring-
Unabhängigkeit und hochdynamische Cloud-Umgebungen nur schwer zu vereinen sind.
Allerdings zeigt die Betrachtung auch auf, dass im Fall Live-Migrationen bei einer Häu-
figkeit im Bereich von alle 8.5 Tage eine Live-Migration bis maximal drei mal pro Tag,
unabhängiges Cloud-Monitoring durchaus realisierbar ist.
In weiterführenden Arbeiten können dann konkrete Monitoring-Mechanismen konstruiert
werden und der Einfluss von Elastizität hierauf untersucht werden. Allerdings bleibt
fraglich, welche Verallgemeinerungen sich aus der Untersuchung einzelner Monitoring-
Mechanismen ziehen lassen und wie Daten zu Internas von Cloud-Umgebungen erhoben
werden sollen.
6.6.2 Überblick zum entstehenden Overhead
Bei Unabhängigen Monitoring-Mechanismen ist insbesondere der auf physischen
Cloud-Knoten entstehende Overhead von Interesse. Bei dieser Klasse von Monitoring-
Unabhängigkeit werden Monitoringdaten Direkt auf den physischen Cloud-Knoten erho-
ben. Dies beeinflusst direkt die Leistungsfähigkeit der Cloud-Umgebung.
Der auf physischen Cloud-Knoten entstehende Overhead hängt stark von der Art des
eingesetzten Monitoring-Mechanismus ab. Hinzu kommt, dass der Overhead proportional
zur Anzahl der Abfragen ist – je mehr Anfragen pro Sekunde desto höher der Overhead.
An dieser Stelle soll eine erste Abschätzung des entstehenden Overheads präsentiert
werden. Hierzu werden die Ergebnisse aus verschiedenen studentischen Abschlussarbeiten
herangezogen. Dabei dienen die ermittelten Werte als wichtiger erster Indikator für die
Praktikabilität von Monitoring-Unabhängigkeit.
Unter anderem zeigt die Arbeit von Bauer [TT-12], dass der durch Monitoring-
Unabhängigkeit entstehende Overhead selbst bei 250 Monitoringdatenerhebungen pro
Sekunde kaum ins Gewicht fällt (< 5% der totalen CPU Kapazität). Allerdings zeigt die
Arbeit auch deutlich, dass hierfür genügend Leistungsreserven in Abhängigkeit der zu
überwachenden VMs auf den physischen Cloud-Knoten vorgehalten werden müssen, da
ansonsten Auswirkungen auf VMs (in der Regel Paketverlust) messbar sind.
Weiter zeigt die Arbeit von Hoor [TT-6], dass zumindest im Bereich von Blockspeicher-
diensten, LVM und CephFast mit ähnlicher Performance abgefragt werden können. Der
Blockspeicherdienst Ceph hingegen eignet sich aufgrund des dort entstehenden Over-
heads nicht für unabhängiges Cloud-Monitoring (über 30% Overhead).
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Die Abschlussarbeit von Roth [TT-4] legt weiter nahe, dass der bei Nutzung des Be-
triebssystems als Datenquelle entstehende Overhead gering ist (zwischen 3% und 6%).
Weiter wird gezeigt, dass der Overhead zur Erfassung der CPU Last eines physischen
Cloud-Knotens sogar alleine von der Anfragehäufigkeit abhängt und bei Variation der
ausgeführten VM konstant bleibt.
6.7 Zusammenfassung
In diesem Kapitel wurde anhand von explorierten Datenquellen und einer Analyse der
Implikationen in realen Cloud-Umgebungen eine Taxonomie zur Klassifizierung von
Monitoring-Unabhängigkeit präsentiert. Nach bestem Wissen ist diese Taxonomie zum
Stand der Forschung derzeit einzigartig.
Die Untersuchung von Seiteneffekten indiziert, dass für konsistente Monitoring-
Mechanismen die Häufigkeit und Dauer von Änderungen des CMS an der Cloud-
Umgebung eine entscheidende Rolle für die Umsetzung von Monitoring-Unabhängigkeit
spielt. Für hochdynamische Cloud-Umgebungen lässt sich dabei keine Monitoring-
Unabhängigkeit erreichen – eine konsistente Erhebung von Monitoringdaten ist nicht
möglich. Allerdings zeigt die Untersuchung auch, dass zumindest in dem Fall von Live-
Migrationen in der von IBM beschrieben Cloud-Umgebung [19] CMS-unabhängiges
Cloud-Monitoring durchgeführt werden könnte. Weiter fördert die Analyse von Seitenef-
fekten zu Tage, dass der bei Monitoring-Unabhängigkeit entstehende Overhead je nach
Anwendungsfall im vertretbaren Rahmen liegt. Jedoch sind hier je konkretem Anwen-
dungsfall eigene Berechnungen erforderlich, bevor ein Monitoring-Mechanismus ohne
weiteres eingesetzt werden könnte.
Kapitel 7
Zusammenspiel der Monitoring-Bausteine
In den vorangegangenen Kapiteln wurden verschiedenen Beiträge für CMS-unabhängiges
Monitoring von Cloud-Umgebungen vorgestellt. Unter anderem wurden die Monitoring-
Bausteine Adaptives Transportsystem für Request-Response in Gruppen, Verdecken-
der Ungleichheitsnachweis für Monitoringdaten und Unabhängigkeit für Monitoring-
Mechanismen in Cloud-Umgebungen diskutiert.
In diesem Kapitel werden die entwickelten Monitoring-Bausteine wieder aufgegriffen und
in das CloudInspector Rahmenwerk für unabhängiges Cloud-Monitoring aus Kapitel 3
integriert. Dabei wurde das Konzept des CloudInspectors für diese Dissertation proto-
typmäßig realisiert. Außerdem wurde im Rahmen des EU-Projekts SECCRIT [300] die
Umsetzung verschiedener Monitoring-Mechanismen erprobt. Eine vorläufige Version von
CloudInspector findet sich hier [301] unter der sogenannten Reference Use License.
Nachstehend wird zunächst eine Übersicht der für CloudInspector konstruierten
Monitoring-Mechanismen und Anwendung der in dieser Dissertation präsentierten
Monitoring-Bausteine gegeben. Anschließend werden die so ermittelten Ergebnisse zu-
sammengefasst.
7.1 Konstruktion von Monitoring-Mechanismen
Im Rahmen des SECCRIT-Projekts wurden verschiedene Fallstudien für Cloud-Monitoring
untersucht. Siehe hierzu insbesondere Anhang A. Als Monitoring-Mechanismen wurden
dabei umgesetzt: Affinität, Anti-Affinität, Geo-Lokation, Hot-Spare-Setup, Isolation und
Pflichtverletzung. Eine Erläuterung folgt weiter unten im Text.
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Des Weiteren wurden von Flittner et al. [TT-2] Monitoring-Mechanismen zur Überprüfung
von SFC vorgeschlagen. Dieser wird hier als Service-Function-Chaining bezeichnet. Dar-
über hinaus erörtern Flittner et. al in [TT-1] Details eines Monitoring-Mechanismus zur
kundengesteuerten Analyse des Datenverkehrs von Netzen. Für die weitere Betrachtung
wird hierauf mit dem Begriff Datenverkehr-Extraktion verwiesen. Außerdem wird in
der studentischen Abschlussarbeit von Hoor [TT-6] das CMS-unabhängige Monitoring
von Blockspeicherdiensten besprochen. Dieser Monitoring-Mechanismus wird hier als
Blockspeicher bezeichnet.
In Tabelle 7.1 werden die im Rahmen dieser Dissertation konstruierten Monitoring-
Mechanismen zusammengetragen. An dieser Stelle sei noch einmal explizit dar-
auf hingewiesen, dass im Rahmen dieser Dissertation nicht die Konstruktion von
Monitoring-Mechanismen im Vordergrund steht, sondern die Betrachtung der aufge-
führten Monitoring-Bausteine. So dienen die hier dargestellten Monitoring-Mechanismen
nur als Beispiel. So ist die dargestellte Klassifikation auch nicht allgemeingültig, sondern
gibt nur einen Überblick über die hier gewählte Umsetzung.
Der im Rahmen von SECCRIT untersuchte Monitoring-Mechanismus Affinität dient zur
Überprüfung ob zwei VMs auf dem gleichen physischen Cloud-Knoten realisiert sind. Als
Cloud-Umgebung wurde hier OpenStack verwendet. Der Monitoring-Mechanismus wurde
über die Oberfläche von CloudInspector Kunden zugänglich gemacht. Der Prozessschritt
Datenerhebung erfolgt hierfür bei OpenStack direkt und es findet in der Verarbeitung
keine weitere Interaktion statt – OpenStack liefert bereits die Zugehörigkeit zu einem
Kunden automatisch mit (vergleiche Abschnitt 6.4). Daher wird die höchste Monitoring-
Unabhängigkeit erreicht. Weiter kommt das in dieser Dissertation entwickelte adaptive
gAUDIT-Transportsystem zum Einsatz. Der Einsatz des Monitoring-Bausteins CoCoPAS
(Verdeckender Ungleichheitsnachweis für Monitoringdaten) wird in der Fallstudie zwar
nicht betrachtet, ließe sich aber ohne weitere integrieren.
Der Monitoring-Mechanismus Anti-Affinität ermöglicht es Kunden mit Hilfe von
CloudInspector zu überprüfen, ob zwei VMs auf unterschiedlichen physischen Cloud-
Knoten realisiert wurden. Im Rahmen der Fallstudie wurde der Monitoring-Mechanismus
für die auf VMware-aufbauende Cloud-Umgebung umgesetzt. Daher erfolgt neben der
direkten Erfassung von Monitoringdaten im Prozessschritt Verarbeitung ein Rückgriff
auf das CMS für die Zuordnung von virtuellen Ressourcen zu Kunden. Daher wird hier
nur die Klasse Teilabhängig erreicht. Außerdem kommt wie bei Affinität gAUDIT zur
Sammlung von Monitoringdaten zum Einsatz und CoCoPAS ließe sich ohne weiteres an
der Kundenschnittstelle einsetzen.
Der Monitoring-Mechanismus Blockspeicher ermittelt, ob der Blockspeicherdienst die vom
Kunden geforderte Redundanz aufweist. Hierfür wurde OpenStack als Cloud-Umgebung

























Auslöser Datenerhebung Verarbeitung Klassifizierung
Monitoring-Mechanismus OS VW K R D E C O E C AB TA TU UN
Affinität • – • – • – – • – – – – – • • (•)
Anti-Affinität – • • – • – – – – • – • – – • (•)
Blockspeicher • – • – • > – – – – – – > • • –
Geo-Lokation • – • – • – – • – – – – – • • –
Hot-Spare-Setup • – • – – – • • – – • – – – – –
Isolation – • • – • – – – – • – • – – • –
Datenverkehr-Extraktion • – • – • – – – • – – • – – – –
Pflichtverletzung – • – • • – – • – – – – – • – –
Service-Function-Chaining • – • – • – – – – • – • – – (•) –
Tabelle 7.1: Tabellarische Übersicht der im Rahmen dieser Dissertation konstruierten Monitoring-Mechanismen. Achtung: diese
Tabelle dient nicht zur generellen Klassifizierung von Monitoring-Mechanismen, sondern zeigt lediglich die im
Rahmen dieser Dissertation betrachteten Varianten. Monitoring-Mechanismen lassen sich auf vielfältigste Weise
realisieren. Fällt ein konstruierter Monitoring-Mechanismus in die durch Spalten dargestellten Kategorien, so wird
das Symbol • verwandt. Das Symbol > wird für eine untersuchte Designalternative eingesetzt. Das Symbol – wird
verwandt, wenn der untersuchte Monitoring-Mechanismus sich hier nicht einkategorisieren lässt. Das in Klammern
gesetzte Symbol (•) zeigt an, dass der Aspekt nicht direkt in der Fallstudie berücksichtigt wurde, aber im Rahmen
dieser Dissertation aufgegriffen wird. Die Abkürzungen sind dabei wie folgt: OS steht für OpenStack, VW für VMware,
K für Kunde, R für Rahmenwerk, D für Direkt, E für Extern, C für CMS, O für Ohne, AB für Abhängig, TA für
Teilabhängig, TU für Teilunabhängig und UN für Unabhängig.
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Verwendung der unterschiedlichen Symbole • und >. Wird ein auf dem physischen
Cloud-Knoten lokaler ausgeführter Blockspeicherdienst Direkt (Symbol •) abgefragt, so
ist vollständige Monitoring-Unabhängigkeit gegeben. Wird allerdings auf einen Externen
Blockspeicherdienst zurückgegriffen, so lässt sich nur noch die Klasse Teilunabhängig er-
reichen (Symbol >). gAUDIT kommt zur Sammlung der Monitoringdaten zum Einsatz.
Der zur Geolokation von VMs eingesetzte Monitoring-Mechanismus Geo-Lokation verhält
sich dabei identisch wie der Monitoring-Mechanismus Blockspeicher bei Direkter Erhe-
bung. Nur wird in diesem Fall anstatt der aktuellen Konfiguration des Blockspeichers die
Lokation des physischen Cloud-Knotens ausgelesen. Ohne Beschränkung der Allgemein-
heit wird in dieser Fallstudie davon ausgegangen, dass die physischen Cloud-Knoten zuvor
entsprechend konfiguriert wurden. Gegebenenfalls ist auch Nutzung externer Dienste zur
Geolokation von physischen Cloud-Knoten denkbar, allerdings ist hierfür noch weitere
Forschung notwendig. In diesem Fall würde der Monitoring-Mechanismus allerdings in
die Klasse Teilunabhängig fallen.
Als nächstes wird der Monitoring-Mechanismus Hot-Spare-Setup zur Überprüfung, ob das
CMS zu einer gegebenen VM eine Standby-VM konfiguriert hat, betrachtet. Im Rahmen der
Fallstudie wurde hier OpenStack verwendet. Im Prozessschritt der Datenerhebung muss
der Monitoring-Mechanismus hier auf das CMS zugreifen, da nur dort Informationen über
geplantes Verhalten des CMS vorliegen. Der im vorangegangenen Kapitel entwickelten
Taxonomie folgend, fällt der Monitoring-Mechanismus damit automatisch in die Klasse
in der keine Monitoring-Unabhängigkeit erreicht werden kann (Abhängig). Auch muss
nicht gAUDIT zur Datensammlung verwandt werden, da die Informationen von einer
zentralen Stelle erhoben werden können.
Der Monitoring-Mechanismus Isolation wurde genauso wie der Monitoring-Mechanismus
Anti-Affinität entwickelt, nur dass hier geprüft wird, dass keine VMs anderer Kunden
auf dem physischen Cloud-Knoten ausgeführt werden. Es wird die Klasse Teilabhängig
erreicht. CoCoPAS lässt sich hier nicht einsetzen, da keine Überprüfung auf Ungleicheit
von Monitoringdaten stattfindet.
Soll Datenverkehr des Kunden automatisch aus der Cloud-Umgebung extrahiert und in
einer vom Kunden betriebenen VM analysiert werden, so kann der entwickelte Monitoring-
Mechanismus Datenverkehr-Extraktion verwandt werden. Dieser wurde für OpenStack
umgesetzt und erhebt Monitoringdaten Direkt aus dem virtuellen Switch eines physischen
Cloud-Knotens. Allerdings muss der extrahierte Datenverkehr in dem Prozessschritt
Verarbeitung separat gekapselt und an die Analyse-VM des Kunden versandt werden,
weswegen hier Extern eingetragen ist. Im Ergebnis fällt der Monitoring-Mechanismus
daher in die Klasse Teilabhängig. Der Einsatz von gAUDIT ist nicht notwendig, da die
Monitoringdaten nicht von CloudInspector zentral gesammelt werden.
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Der Monitoring-Mechanismus Pflichtverletzung ist der einzig betrachtete Anwendungsfall,
bei dem nicht der Kunde der Auslöser des Monitoringprozesses ist, sondern das Rahmen-
werk selbst. Der Mechanismus soll nämlich kontinuierlich Metadaten über das Cloud-
Verhalten aufzeichnen um gegebenenfalls eine Pflichtverletzung des Cloud-Anbieters vor
Gericht nachweisen zu können. Aus diesem Grund kommt auch nicht gAUDIT zum Einsatz,
vielmehr werden die Daten an den in Kapitel 3 vorgestellten Log-Server gesandt und von
dort sicher bei einer vertrauenswürdigen dritten Partei verwahrt. Realisiert wurde der
Monitoring-Mechanismus dabei für die Cloud-Umgebung VMware. Die Datenerhebung
erfolgt Direkt und im Prozessschritt Verarbeitung werden keine weiteren Informationen be-
nötigt (Ohne), weswegen der Monitoring-Mechanismus volle Monitoring-Unabhängigkeit
erreicht. Bemerkenswert ist, dass hier nicht wie sonst bei VMware üblich das CMS für
die Zuordnung zu Kunden befragt werden muss. Vielmehr wird in dieser Fallstudie die
Zuordnung von aufgezeichneten Monitoringdaten zu Kunden dem Sachverständigen der
die Fehler-Ursachen-Analyse durchführt überlassen.
Durch den letzten hier betrachteten Monitoring-Mechanismus Service-Function-Chaining
soll die vom Kunden spezifizierte Konfiguration von SFC überprüft werden. Hierzu wurde
eine Umsetzung auf Basis von OpenStack realisiert. Zwar erfolgt die Datenerhebung noch
Direkt, allerdings ist für die Zuordnung von erfassten Monitoringdaten zur vom Kunden
spezifizierten SFC-Konfiguration der Zugriff auf das CMS erforderlich, weswegen der
Monitoring-Mechanismus in die Klasse Teilabhängig fällt. In dem untersuchten Fall wird
zunächst nicht gAUDIT eingesetzt, jedoch ist dies für zukünftige Versionen geplant.
7.2 Wichtige Ergebnisse
Durch die Konstruktion von neun unterschiedlichen Monitoring-Mechanismen für
insgesamt zwei verschiedene Cloud-Umgebungen wird die Leistungsfähigkeit des
CloudInspector-Rahmenwerks für unabhängiges Cloud-Monitoring demonstriert. Da-
bei benutzt eine Mehrheit der konstruierten Monitoring-Mechanismen den Monitoring-
Baustein des Adaptiven gAUDIT-Transportsystems für Request-Response in Gruppen (hier
sechs von neun). Zwar wurde für die Realisierung meist eine naive Implementierung
gewählt, dennoch konnte in rund 44% aller Fälle die höchste Monitoring-Unabhängigkeit
erreicht werden. Weitere 44% entfallen auf die Klasse Teilabhängig da unter anderem
die Zuordnung von virtuellen Ressourcen zu Kunden vom CMS abgerufen werden muss.
Hier ist für die Zukunft die Entwicklung neuartiger Monitoring-Mechanismen wünschens-
wert, so dass der Zugriff auf das CMS entfallen kann – beispielsweise wenn anstatt
eines passiven (diese Dissertation) ein aktiver Monitoringansatz gewählt wird. Für den
Monitoring-Baustein des Verdeckenden Ungleichheitsnachweis für Monitoringdaten lässt
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sich festhalten, dass dieser seine Leistungsfähigkeit derzeit nur in speziellen Anwen-
dungsfällen unter Beweis stellen kann (Monitoringdaten-Überprüfung auf Gleichheit
oder Ungleicheit). Für die hier dargestellte Analyse wurde jedoch eine breit gefächerte
Untersuchung durchgeführt.
7.3 Zusammenfassung
In diesem Kapitel wird das Zusammenspiel der im Rahmen dieser Dissertation unter-
suchten Monitoring-Bausteine in dem CloudInspector Rahmenwerk für unabhängiges
Cloud-Monitoring beleuchtet. Dabei werden verschiedene Monitoring-Mechanismen für
reale Cloud-Umgebungen konstruiert und die Anwendbarkeit der Monitoring-Bausteine
dieser Dissertation verdeutlicht. Aufgrund der schier unbegrenzten Möglichkeiten zur
Realisierung von Monitoring-Mechanismen dienen die hier vorgestellten Ergebnisse als
wichtiger Wegweiser für in der Praxis erreichbare Monitoring-Unabhängigkeit. Der Ent-
wurf von hochentwickelten Monitoring-Mechanismen, die vollständig ohne Beteiligung
des CMS auskommen, bleibt Gegenstand zukünftiger Arbeiten. Im Rahmen dieser Dis-




In der heutigen IT-Landschaft spielt Cloud-Computing bereits eine prominente Rolle
und ist Dank treibender Kräfte wie Smart Cities, 5G, Internet-of-Things oder Machine
Learning auch in Zukunft nicht mehr wegzudenken. Dabei wird der Siegeszug von Cloud-
Computing durch die rasante technologische Entwicklung noch befeuert, etwa durch
die Fortschritte im Bereich von Virtualisierungstechnologien durch Software-Defined-
Networking. Allerdings wird es bei dieser rasanten Entwicklung immer schwieriger,
sicherzustellen, dass die vom Kunden geforderten Randbedingungen tatsächlich in Cloud-
Umgebungen umgesetzt werden. Daher werden zusätzliche Monitoringmöglichkeiten für
Cloud-Umgebungen benötigt, um das Vertrauen von Kunden in CMS wiederherzustel-
len.
Die in dieser Arbeit verfolgte Vision ist es, den bei Cloud-Computing vorherrschenden
Mangel an Transparenz durch die Ausgestaltung von CMS-unabhängigem Monitoring
zumindest in Teilen zu beseitigen. Dies erfordert unter anderem die Entwicklung von ge-
eigneten Monitoring-Bausteinen. Das Ziel dieser Dissertation war daher Entwicklung drei
ausgewählter Monitoring-Bausteine: 1) Adaptives Request-Response-Transportsystem
für Gruppen, 2) Verdeckender Ungleichheitsnachweis für Monitoringdaten und 3) Un-
abhängigkeit für Monitoring-Mechanismen in Cloud-Umgebungen. Die entwickelten
Monitoring-Bausteine wurden in ein neuartiges Rahmenwerk für unabhängiges Cloud-
Monitoring integriert und für zwei reale Cloud-Umgebungen prototypmäßig umgesetzt
beziehungsweise erprobt.
Relevante Herausforderungen in diesem Kontext waren: 1) die Konzeption von effizien-
ter und adaptiver Request-Response-Kommunikation im Kontext von Gruppen, 2) die
Überwältigung des Spannungsverhältnisses zwischen Überprüfbarkeit und Schutz von
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Betriebsgeheimnissen bei der Überprüfung von Monitoringdaten auf Ungleichheit und 3)
die Eingrenzung von Monitoring-Unabhängigkeit anhand theoretischer und praktischer
Erkenntnisse.
Nachstehend werden die wichtigsten Ergebnisse dieser Doktorarbeit zusammengetragen
und anschließend wird ein Ausblick auf weiterführende Arbeiten geben.
8.1 Ergebnisse dieser Arbeit
Im Kontrast zu verwandten Arbeiten werden in dieser Doktorarbeit die folgenden Ergeb-
nisse vorgestellt.
Adaptives Transportsystem für Request-Response in Gruppen: Die durchgeführte
simulative Parameterstudie zeigt verschiedene Aspekte auf. Im ersten Teil wird recht
deutlich, dass aufgrund des in Cloud-Umgebungen zu erwartenden geringen Nachrich-
tenverlusts, bereits vereinzelte Sendewiederholungen per Unicast ausreichen, um die
anvisierte Response-Vollständigkeit zu erreichen. Im Gegensatz dazu betrachten ver-
wandte Arbeiten Nachrichtenverlust entweder überhaupt nicht oder berücksichtigen
Response-Vollständigkeit nur am Rande. Nach bestem Wissen ist das hier vorgestellte
Transportsystem derzeit das einzige, was die Durchführung von Zufallsstichproben
aus einer Gruppe von Empfängern erlaubt. Aus diesem Grund wird auch eine deutlich
höhere bidirektionale-Zuverlässigkeit erreicht als in vergleichbaren Fällen. Im zweiten
Teil wird der Effekt der Auswahl zwischen Multicast und Unicast für den Versand
von Request-Nachrichten auf die im Netz erreichbare Effizienz untersucht. Dabei
wird gezeigt, dass wenn die Anzahl der erwarteten Response-Nachrichten 50% der
Gesamtgruppengröße übersteigt, die Verwendung von Multicast im Allgemeinen den
höchsten Einsparungsfaktor bietet. Allerdings zeigt die Parameterstudie auch auf, dass
bei Durchführung innerhalb der Klasse Statistisch-zuverlässig die erreichbare Effizienz
auch von der Stichprobengröße abhängt. Insgesamt hat es sich dabei als sinnvoll
herausgestellt, die Auswahl zwischen Multicast und Unicast sowohl initial, als auch
für Sendewiederholungen durchzuführen, wobei im Fall von Cloud-Umgebungen
in der Regel, wenn überhaupt, nur eine einzelne Response-Nachricht fehlt und da-
her nur eine Sendewiederholung per Unicast in Frage kommt. Im dritten Teil wird
das Incast-Verhalten des entwickelten Transportsystems näher betrachtet. Für das
untersuchte Basis Incast Szenario konnte gezeigt werden, dass die Wahl einer Gleich-
verteilungsfunktion unter Berücksichtigung der erwarteten Response-Nachrichten auf
Seiten von Respondents am Besten zur Desynchronisation von Response-Nachrichten
geeignet ist. Dabei hat sich herausgestellt, dass die Erhöhung des Intervalls der Gleich-
verteilungsfunktion um 77.6ns je erwarteter Response-Nachricht am Besten geeignet
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ist. Im Vergleich zur Exponentialfunktion bringt diese Wahl für die Ausführungs-
zeit von Request-Response einen rund 4.4-fachen Vorteil mit sich, bei gleichzeitiger
Desynchronisation von Response-Nachrichten.
Verdeckender Ungleichheitsnachweis für Monitoringdaten: Der Ungleichheits-
nachweis wurde im Rahmen dieser Dissertation hauptsächlich analytisch untersucht.
Allerdings wurde auch ein kurzer Ausblick auf den in der Praxis entstehenden Over-
head präsentiert. Dabei konnte im theoretischen Teil gezeigt werden, dass der neuarti-
ge Ungleichheitsnachweis für Hinterlegungsverfahren so ausgelegt werden kann, dass
dieser die Sicherheitseigenschaften Geheimhaltung, Eindeutigkeit, Zurechenbarkeit
und Nichtabstreitbarkeit einhalten kann. Im Stand der Forschung findet sich bisher
nur ein Nachweis für Gleichheit, die Betrachtung von Ungleichheit ist neu. Darüber
hinaus wurde in der Analyse für den Nachweis der Zero-Knowledge-Eigenschaft ein Si-
mulator skizziert. Der wesentliche Beitrag dieser Dissertation liegt dabei jedoch nicht
in der Ausgestaltung eines effizienten kryptographischen Überprüfungsmechanismus,
sondern vielmehr im ersten Einsatz einer solchen Technologie für Cloud-Monitoring.
So wurde bei der Studie zum Overhead aufgedeckt, dass dieser sich im Wesentli-
chen parallel zum beim Einsatz von OpenSSL entstehenden Overhead entwickelt. Bei
der weiteren Betrachtung der entstehenden Datenmenge wurden die Signaturen als
wesentlicher Verursacher identifiziert.
Unabhängigkeit für Monitoring-Mechanismen in Cloud-Umgebungen: Für die-
sen Monitoring-Baustein wurde ein zweistufiger Ansatz aus der Kombination von
Theorie und Praxis zur Entwicklung einer Taxonomie für Monitoring-Unabhängigkeit
gewählt. Die zentrale Forderung nach Unabhängigkeit vom CMS ist nach Bestem
Wissen derzeit im Stand der Forschung nicht abgedeckt – hier kann diese Dissertation
einen bedeutenden Beitrag leisten. Anhand einer theoretischen Analyse wurde aufge-
zeigt, dass sich prinzipiell der VMM, Network-Hypervisor, Storage-Hypervisor, das
Betriebssystem und der Kontrollkanal des CMS als Datenquelle für CMS-unabhängiges
Cloud-Monitoring nutzen lassen. Allerdings hat die anschließende Untersuchung der
Implikationen in realen Cloud-Umgebungen verdeutlicht, dass in der Praxis ein Mo-
nitoringprozess nur selten vollständig unabhängig ausgelegt werden kann. In der
Regel erfordern Monitoring-Mechanismen die Zuordnung zwischen physischen und
virtuellen Ressourcen, was häufig nur durch das CMS zu lösen ist. Daher unterscheidet
die entwickelte Taxonomie und der zugehörige Entscheidungsbaum zwischen den
Klassen abhängig, teilabhängig, teilunabhängig und unabhängig. Außerdem wur-
den Seiteneffekte von und auf Monitoring-Unabhängigkeit untersucht. Dabei wurde
festgestellt, dass die in Cloud-Umgebungen typische Elastizität keinen großen Ein-
fluss auf die Konsistenz von Monitoring-Unabhängigkeit hat, wenn man die Anzahl
der einen Kunden betreffenden Live-Migrationen pro Tag als gering voraussetzt (un-
ter drei Live-Migrationen pro Tag). Dass dies eine realistische Annahme ist, belegt
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die im Kapitel durchgeführte Analyse zur Aktualisierungshäufigkeit von physischen
Cloud-Knoten. Allerdings wurde auch ermittelt, dass in hoch-dynamischen Cloud-
Umgebungen Konsistenz für Monitoring-Unabhängigkeit nicht erreichbar ist (weit
über 1.000 Live-Migrationen für einen Kunden pro Tag). Die kurze Zusammenfas-
sung der studentischen Untersuchungen zum Monitoring-Overhead auf physischen
Cloud-Knoten zeigt einerseits, dass dieser in der Regel im vertretbaren Rahmen liegt.
Andererseits hängt hier der tatsächlich entstehende Overhead maßgeblich von der
Ausgestaltung eines konkreten Monitoring-Mechanismus und der Abfragehäufigkeit
durch Kunden ab.
Rahmenwerk für unabhängiges Cloud-Monitoring: Anhand von verschiedenen
Fallstudien wurde die Integration der im Rahmen dieser Dissertation entwickelten
Monitoring-Bausteine in ein Rahmenwerk für unabhängiges Cloud-Monitoring de-
monstriert. Hierfür wurden exemplarisch neun Monitoring-Mechanismen konstruiert.
Die Ergebnisse legen nahe, dass die im Rahmen dieser Dissertation vorgestellten
Monitoring-Bausteine für den Einsatz in der Praxis relevant sind. Da im Rahmen
dieser Dissertation die beschrieben Monitoring-Bausteine im Vordergrund standen,
bleibt für zukünftige Arbeiten eine umfassendere Untersuchung zur Konstruktion von
hochentwickelten CMS-unabhängigen Monitoring-Mechanismen.
8.2 Weiterführende Arbeiten
Nachdem nun die relevanten Ergebnisse dieser Dissertation zusammengetragen wurden,
werden in diesem Abschnitt einige wichtige Ansatzpunkte für weiterführende Arbeiten
herausgestellt.
Eine Herausforderung für zukünftige Cloud-Umgebungen ist der Wandel hin zu föderier-
ten Ansätzen, beispielsweise im Kontext von Edge- und Fog-Computing oder Microclouds.
In diesem Zusammenhang dürfte es spannend sein, die im Rahmen dieser Arbeit entwi-
ckelten Monitoring-Bausteine für diese neuen Anwendungsfälle zu adaptieren. Sicherlich
wäre es auch vielversprechend, die in dieser Dissertation gewonnen Erkenntnisse auf
höhere Abstraktionsebenen von Cloud-Computing wie PaaS oder SaaS zu übertragen,
oder gar Cloud-Umgebungen mit mehreren CMSs zu betrachten (sogenanntes Slicing).
Die Ergebnisse dieser Arbeit zum adaptiven Transportsystem für Request-Response in
Gruppen bieten eine gute Ausgangslage für weiterführende Arbeiten zur Untersuchung
der Abfrage größerer Mengen an Monitoringdaten mittels Request-Response – derzeit
wird je Kommuikationsrichtung nur eine Nachricht übertragen. Hierzu müssen Aspekte
von Stau- und Flusskontrolle im Zusammenhang mit dem im Rahmen dieser Arbeit
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entwickelten Ansatz für Request-Response in Gruppen in Einklang gebracht werden.
Hierbei ergeben sich ganz neue Herausforderung. Beispielsweise wie das Zusammenspiel
zwischen Staukontrolle und adaptiver Request-Response-Kommunikation, die zwischen
Multicast und Unicast wechselt, ausgestaltet werden kann oder wie sich Transportsystem
je nach Hintergrundverkehr an die jeweilige Lastsituation im Netz anpassen kann.
Für den Verdeckenden Ungleichheitsnachweis wäre es sicher herausfordernd, die aktuel-
len Entwicklungen im Bereich von gitterbasierten Hinterlegungsverfahren aufzugreifen
und passend um einen Ungleichheitsnachweis zu ergänzen. Allerdings sind nach bestem
Wissen derzeit noch keine effizienten Verfahren hierfür absehbar. Des Weiteren könnte in
weiterführenden Arbeiten auch die Effizienz des bisherigen Verfahrens untersucht oder
der Nachweis stärkerer Sicherheitseigenschaften angestrebt werden.
Im Rahmen dieser Arbeit konnte die Konstruktion von konkreten CMS-unabhängigen
Monitoring-Mechanismen nur am Rande behandelt werden. Zukünftige Arbeiten können
sich daher dem Thema der Ausgestaltung von Monitoring-Mechanismen mit Monitoring-
Unabhängigkeit intensiver widmen. Allerdings sind hier nur auf einzelne Anwendungs-
fälle bezogene Fortschritte zu erwarten. Eine Generalisierung von CMS-unabhängigen
Monitoring-Mechanismen auf alle denkbaren Anwendungsfälle scheint derzeit nicht
möglich.
Als Resümee lässt sich am Ende zusammenfassend festhalten, dass die in dieser Dis-
sertation vorgestellten Monitoring-Bausteine einen wichtigen ersten Beitrag für CMS-





Im Rahmen dieser Dissertation wurden im EU-Projekt SECCRIT [300] verschiedene Falls-
studien und Demonstrationen von Cloud-Monitoring in realistischen Cloud-Umgebungen
durchgeführt. Diese werden im Folgenden kurz beschrieben.
A.1 Getrennte physische Cloud-Knoten & Isolation von VMs
Die hier vorgestellten Ergebnisse werden in [TT-10] detailiert beschrieben. Der Anwen-
dungsfall gestaltet sich dabei wie folgt.
Monitoringgegenstand
Ein Kunde richtet mit Hilfe des CMS die VMs Master, HotStandbyMaster und Database
in der Cloud-Umgebung eines Cloud-Anbieters ein. Zwischen Kunde und Cloud-Anbieter
wird ferner vereinbart, dass die VM Master und HotStandbyMaster nicht auf dem selben
physischen Cloud-Knoten ausgeführt werden dürfen (anti-affinity). Ferner wird vereinbart,
dass für die VM Database sichergestellt werden muss, dass der physische Cloud-Knoten,
der für die Ausführung verantwortlich ist, keine VMs anderer Kunden ausführt (isolation).
Mit Hilfe von CloudInspector soll gezeigt werden, dass diese beiden Anforderungen zur
Laufzeit überprüfbar sind.
In der Kundenoberfläche des CMS kann der Kunde zwar seine VMs verwalten, allerdings
kann er hier nicht einsehen, auf welchen physischen Cloud-Knoten diese ausgeführt
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werden oder ob die physischen Cloud-Knoten, welche für die Ausführung verantwortlich
sind, weitere VMs anderer Kunden ausführen. Vergleiche hierzu Abbildung A.1.
Abbildung A.1: Überblick des CMS für Kunden auf die VMs innerhalb der Cloud-Umgebung.
Quelle [TT-10].
Allerdings liefert das CMS dem Cloud-Anbieter eine ausführlichere Sicht auf die Cloud-
Umgebung als den Kunden. So kann der Cloud-Anbieter einsehen, auf welchen physischen
Cloud-Knoten sich die VMs Master, HotStandbyMaster und Database derzeit befinden
und ob VMs anderer Kunden auf den selben physischen Cloud-Knoten ausgeführt wer-
den.
So liefert das CMS dem Cloud-Anbieter die Information, dass die VM Master derzeit auf
dem physischen Cloud-Knoten atviectesx090 ausgeführt wird – siehe Abbildung A.2.
Abbildung A.2: Sicht der Cloud-Anbieters beziehungsweise des Cloud-Management-Systems
auf die Cloud-Infrastruktur. Hier für den physischen Cloud-Knoten
atviectesx090. Quelle [TT-10].
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Außerdem lässt sich durch den Cloud-Anbieter einsehen, dass die VM HotStandbyMaster
derzeit auf dem physischen Cloud-Knoten atviectesx086 ausgeführt wird – siehe Abbil-
dung A.3.
Abbildung A.3: Detailansicht des Cloud-Management-Systems für den physischen Cloud-
Knoten atviectesx086. Quelle [TT-10].
Darüber hinaus wird die VM Database derzeit auf dem physischen Cloud-Knoten
atviectesx087 ausgeführt auf dem sich keine VMs anderer Kunden befinden.
Cloud-Monitoring
Da der Kunde keinen Zugriff auf die Sicht des Cloud-Anbieters hat, ist der Einsatz
von CloudInspector notwendig um die Überprüfung von vertraglichen Vereinbarungen
durch Kunden zu ermöglichen. Hinzu kommt, dass CloudInspector die Monitoringdaten
unabhängig vom CMS erhebt und somit nicht durch Fehlfunktion des selbigen betroffen ist.
In Abbildung A.4 wird die grafische Benutzeroberfläche von CloudInspector dargestellt.
Hier kann der Kunde auswählen, für welche VMs welche vertragliche Vereinbarung über-
prüft werden soll. Beispielhaft wird hier affinity, anti-affinity und isolation angeboten.
Der Kunde fordert nun eine Überprüfung auf anti-affinity für die VMs Master und
HotStandbyMaster an – siehe Abbildung A.5.
Wie aus der Abbildung A.5 ersichtlich wird, liefert CloudInspector dem Kunden als
Ergebnis zurück, dass die Cloud-Umgebung die von ihm geprüfte vertragliche Eigenschaft
derzeit einhält und das somit die VMs auf unterschiedlichen physischen Cloud-Knoten
ausgeführt werden. Bemerkenswert ist allerdings, dass der Kunde von CloudInspector
keine weiteren Details wie beispielsweise die Hostnamen der physischen Cloud-Knoten
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Abbildung A.4: Grafische Oberfläche des CloudInspectors für Kunden. Die Kunden können
zu überprüfende VMs und Art der Überprüfung auswählen. Quelle [TT-10].
Abbildung A.5: Ergebnis der Überprüfung der vertraglichen Vereinbarung anti-affinity
für die VM Master und HotStandbyMaster durch CloudInspector. Die
Überprüfung ist erfolgreich. Quelle [TT-10].
ausgeliefert bekommt – dies dient vor allem dem Schutz von Betriebsgeheimnissen des
Cloud-Anbieters.
Als zweite Überprüfung fragt der Kunde über die grafische Oberfläche von CloudInspector
an, ob die VM Database derzeit auf einem physischen Cloud-Knoten ausgeführt wird, auf
dem keine VMs anderer Kunden vom CMS zur Ausführung gebracht wurden. Hierzu wählt
der Kunde die Überprüfung auf isolation in der Kundenoberfläche von CloudInspector
aus – siehe Abbildung A.6.
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Abbildung A.6: Ergebnis der Überprüfung der vertraglichen Vereinbarung isolation für
die VM Database durch CloudInspector. Die Überprüfung ist erfolgreich.
Quelle [TT-10].
Auch diese Überprüfung läuft erfolgreich und CloudInspector informiert den Kunden
über die Einhaltung der vertraglichen Vereinbarung. Wie beim ersten Beispiel werden
auch hier keine Betriebsgeheimnisse an den Kunden ausgeliefert.
Zusammenfassend lässt sich festhalten, dass durch CloudInspector neue Möglichkeiten
zum Monitoring von Cloud-Umgebungen für Kunden geschaffen werden. Während das
CMS des Cloud-Anbieters Internas der Cloud-Umgebung vor Kunden versteckt, ermöglicht
CloudInspector die CMS-unabhängige Überprüfung von vertraglichen Vereinbarungen.
A.2 Hot-Spare VM
Die hier vorgestellten Ergebnisse werden in [TT-10] detailiert beschrieben. Als Anwen-
dungsfall wird die Absicherung einer VM mittels einer Hot-Spare VM untersucht.
Monitoringgegenstand
In diesem Fall hat ein Kunde mit dem Cloud-Anbieter vereinbart, dass im
Falle eines Ausfalls der VM MASTER_SERVER_ABRP-active_instance die Netzon-
figuration auf die VM MASTER_SERVER_ABRP-backup_instance umgezogen wird
(vergleichbar mit einer Hot-Standby-Lösung). Die Synchronisation des inter-
nen, durch MASTER_SERVER_ABRP-active_instance bereitgestellten, Dienstes mit
MASTER_SERVER_ABRP-backup_instance wird dabei nicht von der Cloud-Umgebung
übernommen, sondern der Kunde setzt hier ein manuelles Setup auf. Weiterhin hat der
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Kunde mit dem Cloud-Anbieter vereinbart, dass die beiden VMs nicht auf dem selben
physischen Cloud-Knoten ausgeführt werden sollen. Auf diese Art und Weise soll si-
chergestellt werden, dass, falls eine Störung des physischen Cloud-Knotens die Ursache
des Ausfalls von MASTER_SERVER_ABRP-active_instance ist, nicht gleichermaßen die
Hot-Spare VM MASTER_SERVER_ABRP-backup_instance ausfällt.
Cloud-Monitoring
Da diese Hot-Spare Anforderung lediglich über die Kundenoberfläche des CMS konfi-
guriert wurde, lassen sich hierzu auf den physischen Cloud-Knotens keine Monitoring-
daten erheben. Der geplante Umzug der Netzonfiguration im Fall eines Ausfalls der
VM MASTER_SERVER_ABRP-active_instance wird von der Orchestrierungskomponente
des CMS verwaltet – bei OpenStack ist dies beispielsweise die Komponente Heat [267].
Aus diesem Grund ist zur Überprüfung dieser vertraglichen Vereinbarung nicht allein
der Abruf von Monitoringdaten eines physischen Cloud-Knoten ausreichend, sondern
es werden weitere Informationen aus der Orchestrierungskomponente benötigt, um zu
überprüfen, ob die vertragliche Vereinbarung eingehalten wird.
Dies verletzt zwar einerseits die Anforderung nach Unabhängigkeit vom CMS. Ande-
rerseits ist alleine die Orchestrierungskomponente des CMS dafür verantwortlich, im
Fehlerfall die Netzkonfiguration anzupassen. Daher wird in diesem Fall auf Informationen
der Orchestrierungskomponente (hier Heat) zugegriffen und überprüft, wie diese sich im
Falle eines Ausfalls der VM MASTER_SERVER_ABRP-active_instance verhalten würde.
In Abbildung A.7 wird gezeigt, wie CloudInspector den Kunden über die Einhaltung der
überprüften Hot-Spare-Anforderung informiert.
In diesem Anwendungsfall konnte gezeigt werden, dass mit Hilfe von CloudInspector
selbst komplexe Überprüfungen wie Hot-Spare durchgeführt werden können. Zwar war
hier eine Aufweichung der Anforderung nach Unabhängigkeit vom CMS notwendig,
dennoch hält sich die Anpassung noch in einem vertretbaren Rahmen. So wird der Zugriff
auf die Orchestrierungskomponente des CMS auf das Notwendigste beschränkt – die
Informationen über die aktuelle Platzierung der VMs wird immer noch auf den physischen
Cloud-Knoten erhoben.
A.3 Pflichtverletzung & Fehler-Ursachen-Analyse
In diesem Abschnitt wird das Beispiel zur Aufzeichnung von Protokollierungsdaten aus
[TT-10] Abschnitt 4.7 “Test Case TC-009 - Legal evidence provision” und [TT-11] Abschnitt
A.3 Pflichtverletzung & Fehler-Ursachen-Analyse 199
Abbildung A.7: Ergebnis der Überprüfung durch CloudInspector auf Einhaltung der Hot-
Spare-Anforderung. Quelle [TT-10].
4.1.3.6 “TC-009 Audit Trail provision for Root Cause Analysis in court” zusammenge-
fasst.
Monitoringgegenstand
Als Beispiel soll gezeigt werden, dass sich Verletzungen der Sorgfaltspflicht des Cloud-
Anbieters durch den Einsatz von CloudInspector aus Kundensicht vor Gericht belegen
lassen Dies betrifft in diesem Beispiel vor allem die Sorgfaltspflicht des Cloud-Anbieters,
die VMMs auf den physischen Cloud-Knoten auf die jeweils aktuellste Version zu bringen.
Beispielsweise weisen die Versionen von VMware ESXi vor dem Stand ESXi 5.5 Update
3a (Versionsnummer 2403361) die Schwachstelle auf, das beim Löschen von Speicherab-
bildern einer VM, diese unbeabsichtigt beendet wird (siehe KB2133118 [275]).
Angenommen der Cloud-Anbieter betreibt nun physische Cloud-Knoten auf einer älteren
und somit anfälligen Versionsnummer, beispielsweise bei ESXi 5.5 Update 3 die Versions-
nummer 3029944, dann kann es zu unbeabsichtigten Störungen bei der Ausführung von
VMs kommen – nämlich dann, wenn diese auf dem anfälligen physischen Cloud-Knoten
ausgeführt werden und der Kunde ein Speicherabbild vom CMS löschen lässt. Ohne
CloudInspector ist es für den Kunden im Falle einer rechtlichen Auseinandersetzung
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vor Gericht nahezu unmöglich die Pflichtverletzung des Cloud-Anbieters nachzuwei-
sen. Wurde vom Kunden allerdings die Aufzeichnung von Monitoringdaten konfiguriert
und entsprechende Protokollierungsdaten bei einer vertrauenswürdigen dritten Partei
hinterlegt, so sollte aus den Protokollierungsdaten klar werden, zu welchem Zeitpunkt
welche VM auf welchem physischen Cloud-Knoten ausgeführt wurde und mit welcher
Versionsnummer die VMMs auf den jeweiligen physischen Cloud-Knoten zum Zeitpunkt
der Ausführung betrieben wurden.
Im Folgenden wird gezeigt, wie genau dieser Nachweis durch die Aufzeichnung von
Monitoringdaten durch CloudInspector für eine Fehler-Ursachen-Analyse nützlich ist.
Konfiguration zur Aufzeichnung durch den Kunden
In diesem Beispiel konfiguriert der Kunde die Aufzeichnung der Versionsnummer des
VMMs der physischen Cloud-Knoten, auf welchem physischen Cloud-Knoten welche VM
platziert wird und ob Speicherabbilder (sogenannte Snapshots) erstellt oder gelöscht
werden. Auf diese Art und Weise werden kontinuierlich Metadaten über das Cloud-
Verhalten bei der vertrauenswürdigen dritten Partei hinterlegt und stehen für Fehler-
Ursachen-Analysen vor Gericht zur Verfügung.
Beispielablauf
Der Kunde betreibt eine VM mit dem Namen CrashVM in der Cloud-Umgebung des
Cloud-Anbieters. Der Cloud-Anbieter hat einen Teil der physischen Cloud-Knoten auf
die aktuellste Version des VMMs aktualisiert (Versionsnummer 2403361). Ein Teil der
physischen Cloud-Knoten ist allerdings anfällig für die Schwachstelle KB2133118 (Versi-
onsnummer 3029944) – hiermit verletzt der Cloud-Anbieter seine Sorgfaltspflicht.
Interaktion des Kunden
Während der Kunde in der Oberfläche des CMS die VM verwalten kann, hat er keine
Information darüber, ob die VM derzeit auf einem aktualisierten oder anfälligen physi-
schen Cloud-Knoten ausgeführt wird. Abbildung A.8 zeigt die Sicht des Kunden auf die
VM CrashVM.
Allerdings macht Abbildung A.9 deutlich, dass der Cloud-Anbieter einsehen kann, auf
welchem physischen Cloud-Knoten die VM derzeit ausgeführt wird und mit welcher
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Abbildung A.8: Beispielhafte Kundenoberfläche des CMS mit einer Übersicht aller derzeit
ausgeführten VMs. Ob diese auf einem anfälligen physischen Cloud-Knoten
ausgeführt werden ist nicht ersichtlich. Quelle [TT-10].
Versionsnummer der VMM betrieben wird. In diesem Beispiel mit der Versionsnummer
2403361, also der nicht anfälligen Variante.
Abbildung A.9: Oberfläche des CMS für den Cloud-Anbieter. Hier sind mehr Details sichtbar,
unter anderem auf welchem physischen Cloud-Knoten die VMs ausgeführt
werden und mit welcher Versionsnummer der Virtual-Machine-Monitor
betrieben wird. Quelle [TT-10].
Erstellt nun der Kunde ein Speicherabbild der VM CrashVM (siehe Abbildung A.10) und
löscht dieses Speicherabbild anschließend wieder (siehe Abbildung A.11), so wird der
Betrieb der VM dadurch wie erwartet nicht beeinträchtigt.
Wird nun allerdings die VM CrashVM auf einen anfälligen physischen Cloud-Knoten
migriert, beispielsweise weil der Cloud-Anbieter Wartungsarbeiten vornehmen möchte,
so kann es bei der Erstellung von Speicherabbildern zu Fehlern kommen. Abbildung A.12
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Abbildung A.10: Kundenoberfläche des CMS beim Erstellen von Speicherabbildern (Snaps-
hots). Hier am Beispiel der VM CrashVM. Quelle [TT-10].
zeigt, dass die VM CrashVM auf den physischen Cloud-Knoten atviectesx090 migriert
wurde, dessen Version 3029944 des VMMs anfällig für die Schwachstelle KB2133118
ist. Der Kunde wiederholt nun das Erstellen eines Speicherabbilds für die VM CrashVM
und das anschließende Löschen des erstellen Speicherabbilds. Anders als beim ersten
Versuch stürzt dabei die VM wider Erwarten ab und es kommt zu Beeinträchtigungen bei
der vom Cloud-Anbieter für den Kunden versprochenen Dienstleistung.
Fehler-Ursachen-Analyse
Initiiert der Kunde wegen der nicht erbrachten Dienstleistung einen Rechtsstreit mit
dem Cloud-Anbieter, so können die von CloudInspector bei einer vertrauenswürdigen
dritten Partei hinterlegten Protokollierungsdaten zur Fehler-Ursachen-Analyse vor Ge-
richt verwendet werden. Dabei garantiert die vertrauenswürdige dritte Partei, dass die
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Abbildung A.11: Kundenoberfläche des CMS beim Löschen von Speicherabbildern (Snaps-
hots). Hier am Beispiel der VM CrashVM. Quelle [TT-10].
Abbildung A.12: Cloud-Anbieter-Oberfläche des CMS nach Migration der VM CrashVM. Für
den Cloud-Anbieter würde ersichtlich, dass die VM CrashVM derzeit auf
einem anfälligen (Versionsnummer 3029944) physischen Cloud-Knoten
ausgeführt wird. Für einen Kunden ist diese Information nicht einsehbar.
Quelle [TT-10].
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protokollierten Daten verfügbar und unverändert sind. In der Regel wird die Fehler-
Ursachen-Analyse vor Gericht von einem Sachverständigen durchgeführt, dem eine
nicht aktualisierte Version des VMMs auffällt, beziehungsweise der die Schwachstelle
KB2133118 kennt.
Zunächst analysiert der Sachverständige die von CloudInspector bei der vertrauenswür-
digen dritten Partei hinterlegten Protokollierungsdaten für den physischen Cloud-Knoten
atviectesx086. Abbildung A.13 zeigt einen Ausschnitt dieser Protokollierungsdaten.
Hier ist keine Pflichtverletzung des Cloud-Anbieters und keine Fehler-Ursache für den
Absturz der VM CrashVM erkennbar. Der physische Cloud-Knoten wird mit der aktuellen
Version 2403361 des VMMs betrieben.
[...]
2015-11-23, 11:04:42.157556, TEM atviectesx086, TENANT system, MSG [CHECK_BUILD_NO]
build number 2403361 did not change
2015-11-23, 11:10:25.994848, TEM atviectesx086, TENANT system, MSG [VM_PLACEMENT]
virtual machine CrashVM of tenant SECCRIT-DEMO-02 instantiated
2015-11-23, 11:30:23.129523, TEM atviectesx086, TENANT system, MSG [SNAPSHOT]
New Snapshot (Nr. 1) for virtual machine CrashVM
2015-11-23, 11:33:41.327488, TEM atviectesx086, TENANT system, MSG [SNAPSHOT]
Removed Snapshot (Nr. 1) for VM CrashVM
2015-11-23, 12:04:42.157556, TEM atviectesx086, TENANT system, MSG [CHECK_BUILD_NO]
build number 2403361 did not change
[...]
Abbildung A.13: Ausschnitt der Protokollierungsdaten für den physischen Cloud-Knoten
atviectesx086. Keine Pflichtverletzung erkennbar. Quelle [TT-10].
Als nächstes analysiert der Sachverständige die Protokollierungsdaten für den physischen
Cloud-Knoten atviectesx090. Hier wird ersichtlich, dass die VM CrashVM auf den phy-
sischen Cloud-Knoten migriert wurde und dass anschließend ein Speicherabbild erstellt
und gelöscht wurde. Außerdem wird ersichtlich, dass der VMM des physischen Cloud-
Knotens nicht mit der aktuellen Version betrieben wird, sondern mit der Versionsnummer
3029944. Abbildung A.14 zeigt einen Ausschnitt dieser Protokollierungsdaten.
Hieraus kann der Sachverständige schließen, dass der physische Cloud-Knoten zum
Zeitpunkt der Speicherabbilderstellung (und Löschung) anfällig für die Schwachstelle
KB2133118 war. Daher liegt der Verdacht nahe, dass dies die Ursache für den Absturz der
VM CrashVM war. Darüber hinaus belegen die Protokollierungsdaten die Pflichtverletzung
des Cloud-Anbieters, da der VMM des physischen Cloud-Knotens nicht mit der aktuellen
Version betrieben wird.
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[...]
2015-11-23, 19:36:30.154961, TEM atviectesx090, TENANT system, MSG [CHECK_BUILD_NO]
build number 3029944 did not change
2015-11-23, 19:40:11.650185, TEM atviectesx090, TENANT system, MSG [VM_PLACEMENT]
virtual machine CrashVM of tenant SECCRIT-DEMO-02 migrated
2015-11-23, 19:45:31.211011, TEM atviectesx090, TENANT system, MSG [SNAPSHOT]
New Snapshot (Nr. 2) for virtual machine CrashVM
2015-11-23, 19:48:24.049438, TEM atviectesx090, TENANT system, MSG [SNAPSHOT]
Removed (Nr. 2) for VM CrashVM
2015-11-23, 20:36:30.154961, TEM atviectesx090, TENANT system, MSG [CHECK_BUILD_NO]
build number 3029944 did not change
[...]
Abbildung A.14: Ausschnitt der Protokollierungsdaten für den physischen Cloud-Knoten
atviectesx090. Beleg für die Pflichtverletzung des Cloud-Anbieters, der
physische Cloud-Knoten wird nicht auf der aktuellsten Version 2403361
betrieben. Außerdem wird die Fehler-Ursache für den Absturz der VM Cras-
hVM ersichtlich – die Schwachstelle KB2133118 wurde durch Erstellen
und Löschen eines Speicherabbilds ausgelöst. Quelle [TT-10].
A.4 Geo-Lokation von VMs
In diesem Abschnitt wird der Fall “TC-008 - Geolocation of sensitive data” aus [TT-10]
Abschnitt 3.3 und [TT-11] Abschnitt 4.1.1.3 “TC-008 Asserting Right of Access (Data
Protection Law) - Geolocation of personal data’ zusammengefasst.
Monitoringgegenstand
Als Beispiel soll gezeigt werden, wie mit Hilfe von CloudInspector das im BDSG vorge-
sehene Auskunftsrecht von Kunden gestärkt werden kann. Hierfür wird angenommen,
ein Kunde hat eine Datenbank mit personenbezogenen Daten in die Cloud-Umgebung
ausgelagert. Mit dem Cloud-Anbieter hat der Kunde dabei vereinbart, dass die VM Data-
base, in der die Daten der Datenbank abgelegt wurden, nur auf physischen Cloud-Knoten
in Europa ausgeführt werden darf, so dass europäisches Datenschutzrecht gilt und im
Zweifelsfall der Ort der Jurisdiktion geklärt ist. Außerdem soll so sichergestellt werden,
dass nicht-europäische Nachrichtendiensten keinen Zugriff auf die Daten der VM Databa-
se erhalten. Der Cloud-Anbieter verfügt allerdings über mehrere Datenzentren in und
außerhalb der Europäischen Union.
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Ohne CloudInspector hat der Kunde in diesem Szenario keinen Zugriff auf die Lokation
des physischen Cloud-Knotens der die VM Database zur Verfügung stellt. In der Kun-
denoberfläche des CMS wird lediglich angezeigt, ob die VM aktiv ist. Vergleiche dazu
Abbildung A.15
Abbildung A.15: Kundenoberfläche des Cloud-Management-Systems auf die VM Database.
Der Kunde kann nicht überprüfen in welchem Land sich der für die Aus-
führung der VM verantwortliche physische Cloud-Knoten befindet. Quelle
[TT-10].
In der Kundenoberfläche wird weder ersichtlich auf welchem physischen Cloud-Knoten
die VM Database ausgeführt wird, noch in welchem Land sich der physische Cloud-
Knoten befindet. Der Kunde kann so nicht überprüfen ob seine vertragliche Vereinbarung
eingehalten wird.
Der Cloud-Anbieter kann hingegen in seiner Oberfläche des CMS zumindest einsehen auf
welchem physischen Cloud-Knoten die VM Database ausgeführt wird. Vergleiche dazu
Abbildung A.16.
Allerdings kann der Anbieter auch nicht direkt entnehmen in welchem Datenzentrum
sich der jeweilige physische Cloud-Knoten befindet. Hierzu kann er aber im Gegensatz
zum Kunden weitere Nachforschungen anstellen.
Cloud-Monitoring
Wird nun durch CloudInspector ein Monitoring-Mechanismus zur Überprüfung der geo-
grafischen Lokation einer VM zur Verfügung gestellt (hier innerhalb der Europäischen
Union), kann der Kunde eigenständig überprüfen ob seine vertragliche Vereinbarungen
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Abbildung A.16: Oberfläche des Cloud-Management-Systems für den Cloud-Anbieter. Der
zur VM gehörende physische Cloud-Knoten ist sichtbar, der Ort allerdings
nicht direkt. Quelle [TT-10].
mit dem Cloud-Anbieter erfüllt ist. Außerdem wird so das Auskunftsrecht des Kunden
gestärkt, da dieser nun selbst steuern kann wann eine Überprüfung stattfindet.
Zur Realisierung des Anwendungsfalls wird hier zunächst davon ausgegangen, dass auf
jedem physischen Cloud-Knoten die entsprechende Lokation hinterlegt ist. Dies ist zwar
zunächst eine ziemlich stringente Forderung, allerdings kann der Cloud-Anbieter bei der
Installation von CloudInspector gleich mit dafür sorgen, dass diese Forderung erfüllt ist.
In aller Regel sind die physischen Cloud-Knoten in einem Datenzentrum auch nicht mobil
und wechseln die Örtlichkeit, so dass diese Konfiguration nur einmal vorgenommen
werden muss. Soll nicht auf jeden physischen Cloud-Knoten die entsprechende Lokation
hinterlegt werden, so muss im Datenzentrum des Cloud-Anbieters ein Lokationsdienst zur
Verfügung gestellt werden, den CloudInspector dann bezüglich der Lokation einzelner
physischen Cloud-Knoten anfragen kann.
In Abbildung A.17 ist die Oberfläche von CloudInspector zur Überprüfung der Geolokation
dargestellt. Bemerkenswert ist dabei, dass CloudInspector über die Oberfläche zwar das
Ergebnis der Überprüfung liefert, aber keine genauen Daten über die Lokation an den
Kunden übermittelt. Dies dient in erster Linie dem Schutz des Cloud-Anbieters, denkbar
wäre etwa, dass ein Konkurent die vorgestellte Schnittstelle zum ausspionieren der
geografischen Verbreitung seines Mitbewerbers nutzen würde.
Mit Hilfe dieses Monitoring-Mechanismus von CloudInspector können Kunden nun in na-
hezu Echtzeit überprüfen ob die vertraglich vereinbarte Geolokation von VMs eingehalten
wird.
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Abbildung A.17: Die von CloudInspector zur Verfügung gestellte Oberfläche zur Überprü-
fung ob eine VM auf physischen Cloud-Knoten eines Datenzentrum inner-




Um eine erste Abschätzung für die Nachfrage un Akzeptanz des CloudInspector-Ansatzes
treffen zu können, wurde in Zusammenarbeit mit dem Institut für Informationswirtschaft
und Marketing [271] eine Umfrage unter potentiellen Nachfragern (Cloud-Anbietern)
durchgeführt (siehe Bachelorarbeit von Rieth [TT-7]). Die Erkenntnisse der Umfrage
wurden dann für eine stichprobenartige quantitative Schätzung des Absatzpotenzials von
CloudInspector verwendet. Des Weiteren wurden die hier beschriebenen Erkenntnisse im
Rahmen des EU-Projekts SECCRIT [300] verwendet.
Methodik
Da es sich bei CloudInspector um einen Forschungsprototypen handelt, wurde zur Ana-
lyse des Marktpotenzials zunächst ermittelt, welche Faktoren bei der Erstellung eines
marktfähigen Produkts zu berücksichtigen sind. Als Anlehnung wurden hier die für Cloud-
Computing typischen Faktoren betrachtet: Sicherheitsbedenken, Vorteil, Kompatibilität,
Komplexität, Erprobbarkeit, Unternehmensgröße, Top-Management Unterstützung, Inno-
vationsfähigkeit, Technologiereife, Wettbewerbsdruck und staatliche Regulierung.
Des Weiteren wurde sich bei der Marktpotenzialanalyse auf den deutschen IaaS Markt
konzentriert. Hierzu wurde in der Bachelorarbeit die Marktübersicht von [255] her-
angezogen. Für die Marktpotenzialanalyse sollte anhand der öffentlich einsehbaren
Bilanzsumme der IaaS Cloud-Anbieter (z.B. hier im Bundesanzeiger [251]) ermittelt
werden, wie groß der Markt für CloudInspector wäre. Da der CloudInspector auf jedem
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physischen Cloud-Knoten installiert werden muss, musste hierzu neben der öffentlich ein-
sehbaren Bilanzsumme die für IaaS eingesetzte Serveranzahl der Cloud-Anbieter ermittelt
werden. Des Weiteren spielt die generelle Bereitschaft der Cloud-Anbieter für den Einsatz
von CloudInspector und das potentielle Interesse von Kunden eine wichtige Rolle für
eine erste Abschätzung. Hinzukommt, dass die Zahlungsbereitschaft für CloudInspector
ermittelt werden musste.
Da die benötigten Informationen nicht allesamt öffentlich einsehbar sind, wurden von
den 54 für den deutschen IaaS Markt relevanten Cloud-Anbieter 41 zu telefonischen
Interviews eingeladen. Von den eingeladenen Cloud-Anbietern haben sich schließen 11 an
der Umfrage im Rahmen der Bachelorarbeit beteiligt, wobei von den gemachten Angaben
10 verwendbar waren. Tabelle B.1 gibt eine Übersicht der befragten Cloud-Anbieter
hinsichtlich des Umsatzes, der Bilanzsumme und der Anzahl der Server, die als physischer
Cloud-Knoten für IaaS eingesetzt werden.
Unternehmen Umsatz Bilanzsumme Anzahl IaaS-Server
U1 1.000.000 € 146.889 € 80
U2 4.500.000 € 1.188.087 € 20
U3 3.000.000 € 4.007.558 € 75
U4 43.600.000 € 5.027.198 € 8
U5 60.000.000 € 6.410.000 € 500
U6 52.000.000 € 7.893.597 € 150
U7 30.000.000 € 8.519.499 € 60
U8 730.000 € 22.224.636 € 7.500
U9 25.000.000 € 25.064.752 € 500
U10 3.065.000.000 € 1.323.430.000 € 1.100
Tabelle B.1: Übersicht der Unternehmen die zur Analyse des CloudInspector-Marktpotenzials
befragt wurden. Entnommen aus der zu Grunde liegenden Bachelorarbeit [TT-
7].
Anhand der telefonisch ermittelten Informationen und der öffentlich einsehbaren Daten
aus dem [251] wurde dann das Marktpotenzial für CloudInspector abgeschätzt. Für aus-
führlichere Details zur Methodik, wie zum Beispiel den konkreten Ablauf der Interviews,
siehe Arbeit von Rieth [TT-7].
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Ergebnisse
Die Ergebnisse der Analyse lassen sich in zwei Kategorien unterteilen. Zum einen in
konkrete Ergebnisse aus den Telefoninterviews und zum anderen in eine Hochrechnung
beziehungsweise erste Annäherung des Absatzpotenzials von CloudInspector.
Von den befragten 10 Cloud-Anbietern gaben fünf an, dass der CloudInspector für sie,
beziehungsweise ihre Kunden, interessant sei und einen Mehrwert darstellen könnte.
Genauso viele Cloud-Anbieter (fünf) gaben allerdings an, dass die Verwendung des
CloudInspectors für sie vermutlich keinen Mehrwert bieten würde. Die interessierten
Cloud-Anbieter schätzten dabei den Mehrwert von CloudInspector auf ungefähr 10%
der Kosten, die üblicherweise je physischem Cloud-Knoten für ein CMS anfallen. Weiter
gaben die befragten Cloud-Anbieter an (vergleiche [TT-7], S. 21ff), dass zur Nutzung
des CloudInspectors unbedingt eine externe Zertifizierung beziehungsweise Unbedenk-
lichkeitsbescheinigung für den Einsatz notwendig ist, da ansonsten eventuell neue Si-
cherheitsprobleme entstehen können. Außerdem sollen die von CloudInspector bei einer
vertrauenswürdigen dritten Partei gelagerten Informationen über das Cloud-Verhalten
durch höchste Sicherheitsstandards geschützt werden, beispielsweise durch Lagerung in
einem Hochsicherheitsdatenzentrum.
Zur Abschätzung des Absatzpotenzials wurden zwei verschiedene Methoden gewählt.
Zum einen wurde in der Bachelorarbeit anhand der Bilanzsumme und des Interesses
innerhalb der befragten Stichprobe eine segmentbasierte Hochrechnung auf den gesam-
ten Markt durchgeführt, zum anderen wurde eine konservative durchschnittsbasierte
Schätzung vorgenommen – auch wenn die Stichprobengröße mit 10 befragten Cloud-
Anbietern recht klein und auf den deutschen Markt fokussiert ist. Die segmentbasierte
Hochrechnung ergibt einen theoretischen maximalen Absatz von 7.800.000 €, wohinge-
gen die konservative durchschnittsbasierte Schätzung ein Absatzpotenzial von 2.600.000
€für CloudInspector sieht (vergleiche [TT-7], Anhang 9). Des Weiteren lässt sich aus den
ermittelten Daten abschätzen (vergleiche [TT-7], S. 23ff), dass Kleinstunternehmen nicht
als geeignete Zielgruppen für die Vermarktung für CloudInspector in Frage kommen,
da hier die Kundenbindung traditionell sehr hoch ist, was zusätzliche Transparenzme-
chanismen vermutlich überflüssig macht. Dahingegen zeigt sich, dass kleine und große
Cloud-Anbieter als Zielgruppe für CloudInspector in Frage kommen, während mittelgroße
dem Einsatz kritisch gegenüberstehen.
Abschließend bleibt festzuhalten, dass die durchgeführte Stichprobe gezeigt hat, dass es
gewisses Marktpotenzial und Interesse bei Cloud-Anbietern für den Einsatz des Cloud-
Inspectors gibt – auch wenn die Stichprobe recht klein und auf den deutschen Markt
fokussiert ist. Wie groß dieses Absatzpotenzial tatsächlich ist, lässt sich allerdings nicht
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abschließend klären, da dazu weitere betriebswissenschaftlich fundierte Untersuchungen
angestellt werden müssten. Beispielsweise durch intensivere und weitere Interviews,
durch Produktentwicklung aus dem bestehenden Prototypen und Betrachtung des euro-
päischen Marktes. Gerade bei Unternehmen, die nicht nur allein Standorte in Deutschland
haben, kommt eine Überprüfungsmöglichkeit durch CloudInspector bezüglich des Stand-
orts des aktuell verwendeten Datenzentrums gänzlich zum Tragen – bei Unternehmen die
ausschließlich Datenzentren in Deutschland betreiben, macht diese Überprüfungsmög-
lichkeit keinen Sinn. Diese und andere tiefergehende betriebswissenschaftliche Aspekte
sind allerdings nicht Bestandteil dieser Dissertation. In erster Annäherung sollte hier










Simulationsrechner AMD Opteron 6282SE CPU (32 Cores je 2.6 GHz),
514 Gigabyte Arbeitsspeicher, Ubuntu 14.04 LTS









Datenrate je Link 10Gbps
Verzögerung je Link 0.3µs
Startzeit der Links 30s
Linkfehlerraten {0, 0.0001, 0.0005, 0.001, 0.002, 0.003, 0.004, 0.005,








Anzahl Sendewiederholungen {0, 1, 4, 9, 14}






Simulationsrechner AMD Opteron 6282SE CPUs (32 Cores je 2.6 GHz), 514
Gigabyte Arbeitsspeicher, Ubuntu 18.04.1 LTS
AMD Opteron 6140 CPUs (32 Cores je 2.6 GHz), 514
Gigabyte Arbeitsspeicher, Ubuntu 18.04.1 LTS
Intel Xeon L5420 CPU (8 Cores je 2.5 GHz), 12 Gigabyte
Arbeitsspeicher, Ubuntu 18.04.1 LTS
3x Intel Xeon X3430 CPU (4 Cores je 2.4 GHz), 12
Gigabyte Arbeitsspeicher, Ubuntu 18.04.1 LTS






Datenrate je Link 10Gbps
Linkfehlerrate 0





Respondents Anzahl {2..1002 step 25}
Respondent Verlust {0, intuniform(0,2)}
Initiator Startzeit 20s
Response-Vollständigkeiten {0.25, 0.5, 0.75, 1.0}
Request-Response Verfahren {Unicast, Multicast, gAUDIT}
Parameterstudie zur Bestimmung von s
W {0..1 step 0.1}
s {0..100 step 10}
Detailierte Parameterstudie für s im Intervall [30;60]
Wiederholungen 3
Request-Response Verfahren gAUDIT
W {0..1 step 0.1}
s {30..60 step 1}
Tabelle C.4: Simulationsparameter für Parameterstudien in Abschnitt 4.9.2.
216 C Simulationsparameter für OMNeT++
Parameter Wert
Simulationsaufbau wie in Tabelle C.4
Zusätzliche Standardparameter zu denen in Tabelle C.4
Warteschlangen DropTail




Verteilungsfunktionen {Gleichverteilung, Exponentialverteilung, gAUDIT-
Gleichverteilung, gAUDIT-Exponentialverteilung}
Parameterstudie zum Incast-Verhalten
s {0..100 step 10}
Parameterwerte {0, 10−13, 10−12, 2 · 10−12, 3 · 10−12, 4 · 10−12, 5 · 10−12,
10−11.10−10..10−1}
Detailierte Parameterstudie zum Incast-Verhalten im Intervall [10−8; 10−6]
s 50
Parameterwerte {10−8..10−6 step 10−8}




218 D Variablenübersicht für CoCoPAS
Variable Verwendung / Bedeutung
Q x Anfrage (im englischen Question) Q von einem Kunden mit
x als Index zur Unterscheidung verschiedener Anfragen.
Vx Virtuelle Maschine (VM) V mit x als Index zur Unterschei-
dung verschiedener VMs.
Nx Physischer Cloud-Knoten (im englischen Node) N mit x als
Index zur Unterscheidung verschiedener Cloud-Knoten.
Sx Monitoringdatum S mit x als Index zur Unterscheidung
verschiedener Monitoringdaten.
Ax Auditwert A mit x als Index zur Unterscheidung verschiede-
ner Auditwerte. Dabei wird x passend zu dem im Auditwert
mittels ElGamal hinterlegten Monitoringdatum Sx gewählt.
G Diffie-Helllman-Gruppe.
g Generator der Diffie-Helllman-Gruppe G.
h Es gilt h := g x mit Geheimnis x .
z1 und z2 oder z3 und z4 Ergebnis der Hinterlegung mittels ElGamal. Es gehört immer
ein Paar aus geradem und ungeradem Index zusammen.
rx Zufallswert (im englischen random) r der für die Hinterle-
gung mittels ElGamal verwendet wurde. Der Index x wird
passend zum Auditwert Ax und Monitoringdatum Sx ge-
wählt. Wird ∗ als Index verwendet, so handelt es sich um
einen Zufallswert der für einen Rechenschritt benötigt wird.
Bei Verwendung von val1 im Index handelt es sich um
einen speziellen Zufallswert der für den Ungleichheitsnach-
weis benötigt wird.
Csign Signatur des Cloud-Anbieters.
Tsign Signatur einer vertrauenswürdigen dritten Partei.
Ttime Zeitstempel einer vertrauenswürdigen dritten Partei.
D Berechnung des Differenz Auditwerts von per ElGamal hin-
terlegten Werten durch Bilden des Quotienten. Beispiels-
weise D := g
S1 ·hr1
gS2 ·hr2 = g
S1−S2 · hr1−r2
i Multiplikativ inverses Element. Hier verwendet als inver-
ses Element zur Differenz zweier per ElGamal hinterlegten
Werte. Beispielsweise i multiplikativ invers zu S1 − S2.
T , E, B und P Hilfswerte für Zero-Knowledge-Beweise.
Cx Zufallswert (im englischen Challenge) C des Kunden der
an den Cloud-Anbieter für die Durchführung eines Zero-
Knowledge-Beweises versandt wird. Index x zur Unterschei-
dung verschiedener Werte.
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