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Analytical Imaging for Complex Materials
Dat Tien Hoang
Systems known as complex materialshave key attributes that contribute
to their designation as “complex”. For example, evolving dynamical properties
add complexity, as is observed in supercooled liquids. Polymers and proteins are
structurally complex as they can fold in different conformations, with these dif-
ferent conformations affecting different biological functions or physical prop-
erties. Complex materials generally have interesting macroscopic properties
that are difficult to predict from their microscopic (molecular) constituents. The
connection between microscopic features and macroscopic properties in these
materials has been a subject of study for decades, yet the ability to wield strong
predictive power in these materials remains elusive.
Imaging can provide information in both space and time necessary to under-
stand how the microscopic details in these materials yield the observed macro-
scopic properties. Moreover, time-sequenced imaging allows one to understand
how these properties might evolve. To image these details however, requires
high resolution in both time and space. Unfortunately, obtaining images and
extracting information from these images becomes quite difficult as the length
scales of interest become small, especially when signal-to-background ratios are
low.
My dissertation work addresses the challenge of extracting such informa-
tion by developing quantitative methods to circumvent obstacles related to ob-
fuscation from low signal as well as the diffraction limit, with high-throughput
and high-resolution. I apply these techniques towards the study of the follow-
ing complex materials via imaging: (1) single molecules rotating in a supercooled
liquid (2) conjugated polymers containing multiple emitters within the diffrac-
tion limit (3) solvent vapor annealing mediated conjugated polymer aggregation
and (4) collagen gels during their formation and perturbation.
The first chapter describes how the local dynamics in a supercooled liquid
may be assessed by the rotations of single-molecule probes. To resolve rota-
tions however, requires splitting the fluorescence signal from single-molecules
into orthogonal polarizations thereby reducing the already low signal-to-background
ratio (SBR) expected from single-molecule experiments. The data is further
complicated by instances of photoblinking and out-of-plane rotation, when only
background signal is present. A convenient method for excluding background
signal was developed via a Monte Carlo simulation for discriminating points in
the trajectory composed only of background signal that is robust to SBR. These
simulations also showed an SBR dependance for the accuracy of the values ex-
tracted from rotational autocorrelation functions. This method was used exper-
imentally to directly demonstratw ergodicity in supercooled liquids.
The next chapter focuses on conjugated polymers, which display a complex
relationship between chain conformation and photophysics. This conforma-
tional complexity exists even at the single-chain level, obscuring the under-
standing of how excitons behave in the bulk, such as in a device. Understand-
ing this relationship however, is difficult as conformation and photophysics
are hard to access in operando not only because a single conjugated polymer
chain is smaller than the diffraction limit, but also because a fluorescing conju-
gated polymer emits light from many locations. The overall conformation is typ-
ically assessed using polarization modulation measurements, which only pro-
vide mesoscale information about a chain’s conformation. A super-resolution
method was developed to map the distribution of emitters and trace out single-
chain conformation. The extracted radii of gyration for these single-chains matched
well with polymer theory.
Chapter three describes the development of experimental and image ana-
lytical tools to bridge single-chain studies of photophysics in conjugated poly-
mer, to the photophysics that might be observed in a conjugated polymer device
where chain-chain contacts and high levels of local ordering may be present. It
has been shown previously that solvent vapor annealing can be used to prepare
conjugated polymer aggregates of various levels of internal ordering. However,
solvent vapor annealing is a process that is difficult to control and difficult to
evaluate. Therefore, a first-of-its-kind apparatus was constructed that can gen-
erate and deliver solvent vapor in a controlled fashion to swell polymer films
while monitoring both film dynamics by fluorescence imaging as well as swelling
extent via a quartz crystal microbalance. Fluorescent images acquired during
aggregation showed heterogeneous diffusion among aggregates, possibly indi-
cating heterogeneous sizing. Fluorescent characterization of presumably differ-
ently sized aggregates indicates a possible emergent quenching phenomenon in
a bulk conjugated polymer material.
The final chapter of this dissertation describes an effort to characterize dy-
namics in collagen gels. Collagen gels form through a complex sol-gel process
precipitated by nucleation and growth fibrillogenesis. To probe the long length
scales of interest here, single-molecule methods were not practical. Instead, an
optical flow algorithm was explored to detect key physical events in the evolv-
ing system. One effort aims to characterize the dynamics of the early gelation
process. In particular, the optical flow measurements provide a high-resolution
measure for the moment at which the sol-gel transition occurs. Another appli-
cation involves the use of optical flow to observe distortions in the collagen net-
work while it is undergoing strain stiffening. Preliminary studies show that at
critical strain, local breaks in the gel propagate throughout the gel until the gel
completely loses its ability to sustain stress.
In general, the ability to quantify details about complex materials from imag-
ing data can be quite a complex endeavor itself, requiring awareness of the phys-
ical phenomena of interest, how said phenomena manifests optically, and the
use and development of appropriate algorithms. As described in this disserta-
tion, the proper use and/or development of the proper image analysis methods
allow for extraction of key information from dense data.
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Introduction
Microscopic imaging has been a powerful tool for scientific discovery in the past
centuries, ever since Antonie Van Leeuwenhoek and Robert Hooke built and
popularized light microscopes in the mid- to late-17th century allowing scien-
tists to observe small-scale structures and phenomena. Light-based methods,
including phase-contrast imaging, dark-field imaging, raman imaging, and flu-
orescence imaging, have been shown to be highly adaptable for the study of a
diverse array of material properties. 108 172
Over time, length scales accessible have become smaller, enabling imaging
at even atomic resolutions. 107 While very high-resolution imaging has become
possible due to advances in non-light microscopy, challenges remain. For ex-
ample, transmission and scanning electron microscopy techniques require fix-
ation with chemicals or cryotechniques and/or dehydration of the sample. 163
It is difficult to probe many soft and biological samples using these techniques,
in part because sample preparation can cause sample damage. Another set of
techniques, including near-field approaches such as atomic force microscopy
and scanning tunneling microscopy, are best-suited to the study of surfaces and
interfaces. These techniques typically have very high resolution but slow im-
age acquisiton, relying on raster scanning of a probe head across a sample. All
of these aforementioned techniques are poorly suited to assess samples that
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may evolve in time, which can be especially important in the study of complex
materials and biology. preparation
Optical microscopies, by comparison, are much less perturbative and re-
quire simpler sample preparation. Typically, this allows the sample to remain
in or close to its natural state while under observation. While optical imaging
techniques have remained the same in principle from the time of Van Leewen-
hoek and Hooke, advances in imaging quality have been made over time, closely
following technological advances. For example, sensitive detectors have al-
lowed increases of sensitivity and signal-to-background ratios. The use of laser-
based light sources has also allowed for selective excitation. Advances in chem-
istry and biology have enabled selective labeling techniques. Taken in combina-
tion, these advances—employed most widely in fluorescence measurements—
have allowed scientists to introduce and image single-molecule probes in sam-
ples. 162 156 88
The accurate localization of single molecule fluorophores can provide ex-
tremely valuable information at relevant time and length scales. Single-molecule
techniques have been shown to be versatile. 88,162 They have been used to not
only attain high-resolution images, but are frequently used to quantify local dy-
namics of a host through observation of their rotations or translations and as
molecular rulers (such as by Forster Resonance Energy Transfer, FRET). 131
While single-molecule approaches benefit from the molecular scale size of
the probe, in single molecule images there is an unavoidable resolution limit im-
posed by the wave nature of light. 16 A light emitted from a point-source diffracts,
2
Figure 1: A point-spread function (PSF) is shown for a single emitter in an ideal scenario (above).
The diffraction limit naturally imposes a limit on the spatial resolution attainable, described by
Rayleigh’s criterion, which is related to the characteristic size of the PSF. 16
3
resulting in an image with a finite radius in the x,y image plane (δx,y) as described





where λ is the emitted wavelength and NA is the numerical aperture used to
collect the image, defined as NA = n sin θ (n the refractive index of the imaging
medium and θ the aperture angle). The intensity profile of this image is referred
to as a point-spread function (PSF) and describes the probability distribution
of its location. Lord Rayleigh established the criterion for regarding two point
sources as resolved as when the principle diffraction maximum overlaps with





Difficulties encountered due to the diffraction limit are exacerbated by the
fact that the generated image of a single-molecule may not mirror the PSF since
the emission and detection of photons from a single molecule are stochastic
processes. Since there is no perfect detector, the image is likely to have detector-
related noise, such as shot noise and readout noise. 129 There are also effects
from pixelatio as well as background signal. 129 Finally, signal intensities are typi-
cally low at the single-molecule level.
From a qualitative standpoint, the diffraction limit, and the aforementioned
complications when collecting diffraction limited information, prohibits obser-
vations of molecular length scale structural details directly from fluorescence
4
images. The difficulties presented by the diffraction limit can be circumvented
by the use of computational techniques that are heavily reliant on the under-
standing of the physical models that underlie how the images are generated and
collected. 146,170,1,107
Some major research efforts focus on overcoming these aforementioned
obstacles to generate higher-resolution images. There are a two sets of ap-
proaches for attaining such resolution from optical imaging of single molecules.
One set of approaches strives to develop new optical imaging techniques to
circumvent the diffraction limit. For example, stimulated emission depletion
microscopy (STED) engulfs the excitation source with a doughnut-shaped de-
pletion layer to limit the excitation volume. 70 A second set of approaches uses
novel analytical techniques that circumvent the diffraction limit, sometimes in
conjunction with changes to the experimental protocol. 103,110,146 For example,
stochastic optical reconstruction microscopy (STORM) uses low-intensity exci-
tation to excite a subensemble of fluorophores and computationally reconstruct
the true image iteratively. 132 This second type of approach—namely computa-
tional approaches to attain high resolution information—is the central focus of
this dissertation work.
The aforementioned problems in localizing single molecules become even
more acute when the positional information is required for further analyses.
Many potential artifacts associated with the extraction of single-particle tra-
jectories from raw data can be reduced experimentally, by the use of bright
and stable probes, relatively low particle densities, sensitive low-noise detec-
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tors, and high collection efficiency. However, dedicated analytical approaches
are required for obtaining unbiased detection while at the same time allowing
fast and automated data processing. For example, in theory, one can determine
whether a single molecule is undergoing anomalous diffusion by computing its
mean squared displacement (MSD). It has been shown previously however, that
imperfect localization accuracy of an immobilized particle yields an MSD that
is not only non-zero, but also non-linear. 90 The removal of the so-called noise-
based sub-diffusion is non-trivial. 90,120 Single-molecule data is also typically
limited in trajectory length due to photobleaching, which can affect quantities
that rely heavily on sufficient statistical sampling, such as MSDs and autocorre-
lation functions (ACFs). 84,85,82,160,14,40,120 Sample heterogeneities may add to the
complexities of analyzing such data. 85,161,136,102 The relationship between local-
ization accuracy and the use of single-molecule data to fit physico-mathematical
models is an ongoing field of research. When single-molecules are mobile dur-
ing image acquisition, a change in the PSF is produced, which introduces a ad-
ditional decrease in localization accuracy. Because of this, it is insifficient for
tracking algorithms to link particles in time and space, but also account for how
observed positions may have resulted from a distorted PSF. The ability to char-
acterize the dynamic localization accuracy from experimental data is an ongoing
endeavor. 97? ,23,102
Even with a plethora of available algorithms developed for analyzing single-
molecule data, observing accurate and precise information from the data re-
mains challenging. 23 It is generally agreed upon that when signal-to-noise ratios
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are low (SNR ≤ 5), as is typically case with single molecule data, the results are
highly dependant on the details of the analysis. 110 For example, the first com-
munity experiment testing the performance of a range of particle tracking algo-
rithms was performed on a unified set of simulated particle trajectories contain-
ing non-idealities, such as noise, interfering trajectories, and random variation
in the amount of time points per trajectory. The results declared no algorithm
supreme, and instead indicated that the algorithm of choice was related to the
details of a given scenario. 22,137,20
The work described in this dissertation focuses on the development of method-
ologies for analyzing single-molecule and single-particle data to understand var-
ious complex materials. Though there are many different kinds of materials that
can be considered complex, they are unified by having interesting structure-
property relations at various length scales. Some commonly recurring motifs in
these materials include hierarchical structure and heterogeneity in both struc-
ture and dynamics. This dissertation focuses on enabling the accurate charac-
terization of several materials of this class: supercooled liquids, conjugated
polymers, and gels. By overcoming analytical obstacles particular to each ma-
terial and experimental condition, imaging data can reveal various intricacies of
these complex materials.
In chapter one, we discuss the development of an optical method for ex-
tracting the rotational diffusion of single molecules in a supercooled liquid host.
A supercooled liquid is a metastable physical state of matter attained by fast
cooling to bypass freezing. Supercooled liquids can be used as a model for un-
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derstanding the glass transition not only because they are the intermediary
state between the liquids and glasses, but also because their dynamics are on
an observable timescale, as opposed to glasses where most dynamics are too
slow to observe. The dynamics in supercooled liquids and glasses are slow and
heterogeneous, though the causal relationship between these characteristics is
unclear. The slow dynamics in a region of a supercooled liquid can be assessed
by introducing single-molecule probes and autocorrelating their rotations. This
can be complicated experimentally since the signal must be split, into two (gen-
erally anti-correlated) components. The key to analyzing such data is the exclu-
sion of background fluorescence signal, which may obfuscate the autocorrela-
tion of the probe rotation. A unique threshold using a smoothed trajectory as
reference was developed to achieve backgroun exclusion. This method yielded
accurate measures of rotational correlation times as verified by a Monte Carlo
simulation and was robust even in instances of low SBR.
Chapter two discusses the analysis of conjugated polymers, organic macro-
molecules composed of a π-conjugated backbone that allows for electron delo-
calization. This endows these materials with interesting optoelectronic prop-
erties. It has been shown that these photophysical properties are highly depen-
dant upon their molecular conformation, though this could not be straightfor-
wardly assessed all-optically due to the small size of the molecule of interest rel-
ative to the diffraction limit. In order to simultaneously probe structural details
obscured by the diffraction-limit as well as fluorescence intensity transients
describing the chain’s photophysics, a super-resolution imaging method, single-
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molecule high-resolution imaging with photobleach (SHRImP), was used. Two
archetypal photobleaching behaviors are typically observed: stepwise and con-
tinuous photobleaching. These photobleaching behaviors are believed to stem
from ordered-collapsed conformations perferred in bad solvents and random
coil conformations preferred in good solvents, respectively. SHRImP results
on 168 kDa MEH-PPV showed the chains in these respective conformations to
have radii of gyration of 12.6 and 25.3 nm for ordered-collapsed and random
coil conformations respectively, matching well with polymer theory. This was
the first direct demonstration linking an individual chain’s conformation (via its
size) and its resultant photophysics.
Chapter three focuses on developing the capability to control a solvent
vapor swollen film to mediate the aggregation of single conjugated polymer
chains. The solvent vapor swollen state of a polymer is often used to facilitate
processes such as annealing, block co-polymer lithography, and size-controlled
aggregate formation. Despite its widespread use, the physics underlying the
solvent swollen phase remain poorly elaborated, which is an obstacle for de-
veloping non-empirical processes. A portion of this dissertation work involved
the design and construction of an apparatus that can control, in a reproducible
fashion, the generation of solvent vapor, and its delivery to a polymer thin-film,
and is also compatible with an epi-fluorescence microscope. This solvent va-
por annealing chamber is the first report of an appartus capable of all these
functionalities. The versatility of this apparatus was demonstrated by using
particle-tracking methods to examine probe mobility in a solvent-swollen poly-
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mer film, as well as intensity tracking of conjugated polymer aggregates during
their growth. In particular, systematic preparation and characterization of these
aggregates will bridge single-molecule behaviors with those observed in bulk at
the device scale.
Chapter four discusses efforts to study collagen gels using images that do
not consist primarily of diffraction limited size objects, unlike those in previous
chapters that. Despite the challenged discussed earlier in the introduction, pat-
tern recognition of diffraction limited features is straightforward since the PSF
is easily modeled by a 2-dimensional Gaussian function. This is not the case with
fibrillar collagen gels. Indeed, the analysis of non-diffraction limited data poses a
unique set of challenges. Here, an optical flow algorithm was used to bypass the
need for pattern recognition while providing the capability to assess dynamical
properties of a collagen gel. Optical flow refers to a class of techniques used to
detect motion in images, returning a vector field describing the detected mo-
tion. Two phenomena of interest—gelation and strain-stiffening—were charac-
terized using optical flow. Previously, an “arrest time” was observed, describing
the time during gelation when a network spanning structure was first present.
The assessment of this key event was previously performed qualitatively. Opti-
cal flow was shown to provide a quantitative and higher-resolution designation
of arrest time by following decrease in vector magnitudes. Optical flow was also
used to assess the gel during strain-stiffening and yield. Deviations in optical
flow angle from the direction of applied strain showed that local breaking of the
gel propagates through the network until the gel completely loses its ability to
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store energy upon mechanical perturbation.
The ability to quantify various properties and phenomena in complex ma-
terials through imaging relies upon the proper development of analytical tech-
niques. This dissertation demonstrates, across a variety of properties in a sub-
set of complex materials, that awareness of how the image is formed and col-
lected, along with how the data might reflect the physical phenomena of in-
terest, can enable the attainment of physical and chemical information. The in-
terplay between these aforementioned factors typically have unique effects in
each scenario. For example, background signal greatly affected the extraction of
rotational correlation times. However, the background signal was not an impor-
tant consideration when imaging conjugated polymers with super-resolution. In
another example, optical flow was useful for circumventing the need for a pat-
tern recognition, but only certain classes of optical flow algorithms would be
suitable for analyzing fibrillar images. As acquiring quantitative information on




Assessing the Rotational Diffusion of
Single-Molecules with High Precision
1.1 Introduction: Rotational Diffusion
Systems in which contiguous nanoscale regions display heterogeneity in struc-
ture and/or dynamics are common in biology and in materials science. Single
molecule approaches have proven powerful in directly investigating and detail-
ing the distribution of structure and/or dynamics in such environments. 96,168,72,59,165,151
The most commonly employed single molecule techniques rely on fluorescence
from high quantum yield endogenous or exogenous probes. Despite significant
advances in available fluorophores and detector sensitivity, single molecule
fluorescence measurements typically display low signal intensities relative to
noise and background. This problem is particularly acute in frontier areas for
single molecule measurements, such as in live cells and in systems in which total
internal reflection approaches cannot be implemented. Poor signal to noise may
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affect the ability to localize a single molecule’s fluorescence as is required in lo-
calization and super-resolution microscopy and may also complicate analysis of
time-dependent data, including in determining evolving position and orientation
of mobile molecules.
Single molecule fluorescence microscopy has previously been implemented
to image probe molecules in molecular supercooled liquids. 65 Supercooled liq-
uids are thought to be dynamically heterogeneous, with molecules just nanome-
ters apart displaying dynamics that differ substantially despite the absence of
overt structural heterogeneity. 34,121,126,157,128 To detail the degree to which
supercooled liquids are dynamically heterogeneous and the length and time-
scales over which these heterogeneities exist and persist, techniques that probe
molecular length scales are critical. As such, single molecule studies hold promise
for elucidating key questions about supercooled liquids.
Most small molecule supercooled liquids have refractive indices and exist in
temperature ranges such that implementing total internal reflection microscopy
(TIRF) is impractical. As such, standard epi-fluorescence microscopy has typi-
cally been employed. For investigated systems thicker than ≈100 nm, experi-
mental signals collected via epi-fluorescence will display poorer signal to back-
ground relative to those collected via TIRF. Additionally, in such experiments, a
wide-field rather than a confocal approach may be employed to allow simulta-
neous data collection from many single molecules. Although this allows for good
statistics and access to rare events, it may further degrade signal to background
in thick samples through loss of confocality.
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In molecular and polymeric supercooled liquids as well as in other complex
materials such as mesoporous silica materials, single molecule experiments to
explore host dynamics and/or structure have primarily monitored probe ro-
tation. 59,11,123,38,37,84,76,86 . 175,54,4,93,119 138,61,69,60,78,31,100,26 Such measurements
record probe fluorescence in two orthogonal polarizations that fluctuate in an
anticorrelated manner in time as the probe rotates in the sample plane. Au-
tocorrelation analysis of those varying intensities is typically used to assess
whether individual probe molecules experience multiple dynamic environments,
as well as to extract individual probe molecule’s average rotational correlation
times that reflect the local dynamics of the surrounding host. 113
Previously, simulations have been employed to assess how various experi-
mental parameters, such as frame rate and trajectory length, affect the accuracy
of rotational correlation time determination. 84,85,82,160 Such studies revealed
that for typical experimental parameters, length of the recorded trajectory was
the dominant factor in the precision and accuracy of rotational correlation time
determination. Indeed, for typical experimental trajectories, it was found that
individual molecules experiencing homogeneous rotational diffusion could be
mistaken for molecules experiencing heterogeneous dynamics, and an ensemble
of molecules experiencing identical homogeneous rotational dynamics could be
mistaken for a heterogeneous population. 85,82,160
In some previous studies of the effect of experimental parameters on ex-
tracted correlation times, noise-free trajectories were employed whereas in
others, experimentally reasonable noise was added to the simulated trajecto-
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ries. However, no study to date has considered how particular types and de-
gree of noise may affect extracted information. Here, we explicitly considered
a number of sources of noise and data processing effects on the extraction of
dynamics through autocorrelation function analysis. The optimal manner to
treat experimentally realistic single molecule fluorescence data is presented.
In particular, we find that for short trajectories with low signal to background,
applying a specific thresholding technique yields optimal results. Moreover, this
approach does not have deleterious effects on any trajectories explored. These
techniques are relevant for any SM measurement in which signal to noise is low
and autocorrelation analysis is employed.
1.2 Experimental Details
Although this work largely explored simulated data, to validate the simulated
data, comparisons with experiment were made. The experiment was performed
on N,N’-bis(2,5-tert-butylphenyl)-3,4,9,10-perylene dicarboximide (tbPDI, MW
= 799.96 g/mol) in an ortho-terphenyl (OTP) host as previously described. (18)
In brief, the sample was spin-coated onto a native oxide covered silicon wafer
from a solution of 5.0 mg/mL OTP in toluene impregnated with tbPDI such that
the resultant concentration of tbPDI in OTP was ≈ 10-10 M. The sample was
then placed into a cryostat and cooled to 254.5 K, 11.5 K above the glass tran-
sition temperature of OTP. The optical setup is described in Appendix C.
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1.3 Simulation Details
An ensemble of 500 molecules displaying homogeneous rotational dynamics
was the subject of these simulations. Figure 1-1 displays the way in which simu-
lated data was constructed to best match experimental data and then analyzed
as if it were experimental data.
Rotational diffusion for each molecule was modeled as a random walk of a
vector on a sphere whose direction of rotation was chosen arbitrarily and mag-
nitude of rotation was chosen from a Rayleigh distribution (Figure 1-1a). The
vector represents a fluorescent probe molecule’s transition dipole. The charac-
teristics of this random walk were given by a diffusion coefficient related to the
rotational correlation time, τ set, set equal to 100 steps. Trajectories of 10 000
time steps (or 100 τ set) at either 100 points and 20 points per τ set were simu-
lated, with the latter more similar to most reported experimental conditions.
The vector orientation was then used to calculate the expected fluores-
cence intensity in two orthogonal polarizations as collected by an objective lens
and measured by separate detectors following relations proposed by Fourkas. 44
For simulations shown here, the numerical aperture was set to 0.75 to reflect
experimental conditions. The two generated trajectories were then scaled by
dividing each by its mean value, giving ILbare(t) and IRbare(t) , as shown in Figure
1-1b.
To investigate the importance of trajectory length in these simulations, as
well as to test methods to identify photobleaching in experimental data, an ex-
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Figure 1.1: Approach to simulation, data construction, and data analysis. Molecules demon-
strating homogeneous rotational diffusion were simulated as an ensemble of vectors, repre-
senting molecular transition dipole moments, performing random walks on a sphere. (1) From
a vector’s orientation, relative fluorescence intensity in two orthogonal polarizations was cal-
culated. (2) A simulated bleach was added at 25 or 75 τ set to the simulated trajectory by setting
intensities in both channels to zero after this point. (3) A background signal B was added by ver-
tically shifting the trajectories in the y-direction. (4) Camera noise was added to the signal and
background. At this point, as represented by the trajectory in the dashed rectangle, data con-
struction was complete and steps forward represent choices in data processing depicted by red
numbers and discussed in this chapter. These steps include (5) background subtraction and (6)
setting a threshold before calculating the linear dichroism and (7) its autocorrelation.
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plicit bleach was added to the simulations (Figure 1-1c). Fluorescence intensi-
ties of these simulated molecules were left as nonzero until they had progressed
to either 25% or 75% from the beginning of the 100 τ set length trajectories. Af-
ter this time, the fluorescence intensity was set to zero. This results in trajec-
tory lengths of 25 τ set or 75 τ set, respectively, which are consistent with previ-
ously reported experimental results. 113
1.3.1 Setting Signal to Background and Adding Noise
In ideal conditions, when a probe rotates perpendicular to the sample plane,
blinks, or bleaches, a signal of zero is expected; however, this is not seen exper-
imentally. Instead it is nonzero, due to photons from sources other than the
probes of interest, camera readout noise, and dark current. We define this in-
tensity as background (B). Because intensity of fluorescence of a particular po-
larization for a molecule with a 1-dimensional transition dipole undergoing ro-
tation will vary between the background level for a molecule fully out-of-plane
and a maximal value associated with an in-plane molecule of particular orien-
tation, we defined signal to background (SBR) as the average intensities before





To generate a simulated signal with similar noise and background charac-
teristics to the experimental signal, several steps were taken. First, the bare in-
tensity trace was divided into two orthogonal components IL,Rbare(t) for left and
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right channels via the Fourkas calculation 44 (Figure 1-1b), and then both inten-
sity trajectories were scaled point-by-point by a constant A (Figure 1-1c). The
background constant B was then added to the entirety of the trajectory (Figure
1-1d).
ISBRL,R (t) = AI
bare
L,R +B (1.2)
The scaling constant A is determined by Equation 1.1 to be A = B(SBR − 1).
Therefore, the noise-free intensity trajectories, IL,RSBR(t), were expressed as
ISBRL,R (t) = B(SBR− 1)IbareL,R +B (1.3)
At this point, the proper signal to background ratio was in place but no noise
had been added. As an approximation, the camera noise (encompassing uncer-
tainty due to photon counting, EM gain and readout noise) was generated by
adding to each point in the trajectory a value picked from a Gaussian distribu-
tion, P(ρ) with a mean of 0 and standard deviation (σ) of the square-root of twice
that point’s intensity, as shown in Equation 1.4 129
IL,R(t) = I
SBR
L,R (t) + P (σ) (1.4)
where σ =
√
2ISBRL,R (t). The generated intensity trajectories were then scaled
to be in units of electrons, as typically used in data acquisition programs for EM-
CCD cameras.
To achieve intensity trajectories that were similar to those obtained exper-
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imentally, initial guess B and SBR values were chosen based on examination of
experimental trajectories, and B and SBR values were iterated until the distribu-





the observable typically analyzed in measurements of this type, from simulation
matched those from experiment. A B value of 180 and SBR values of 1.2-1.3
matched experiment very well in intensity and linear dichroism trajectories as
well as in linear dichroism distribution (Figure 1-2). We note that although SBR
is a measure sometimes used to quantify the quality of single molecule data, 100
the values of B and SBR used here can also be translated to the more traditional






For the values of B of 180 and SBR of 1.2, SNR of 11.
As can be seen in Figure 1-2a, decreasing SBR values at fixed B led to a clear
decrease in LD distribution width. Conversely, for a fixed SBR, changes in B did
not strongly affect the LD distribution. This occurs because the SBR value plays
the dominant role in setting the signal relative to the background that constricts
the LD compared to its full theoretical range spanning -1 to +1.
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Figure 1.2: (a) Linear dichroism distributions for nonbackground subtracted trajectories as a
function of SBR for B = 180. The distribution becomes narrower as SBR is decreased. The solid
blue line corresponds to an experimental linear dichroism distribution. (b) Intensity trajectories
in L and R polarizations and (c) linear dichroism trajectory for a representative tbPDI molecule
in OTP at 254.5 K. (d,e) Analogous data generated by simulation with B = 180 and SBR = 1.3.
1.4 Results and Discussion
1.4.1 Data Treatment: Background Subtraction
Following the addition of camera noise, the simulated trajectories bore strik-
ing resemblance to measured trajectories, as can be seen in Figure 1-2. Steps
forward from this point (as shown in Figure 1-1f–h and Figure 1-3) represent
possible approaches to data treatment and analysis to maximize accuracy and
precision of extracted rotational dynamics.
In treating wide-field epi-fluorescence data in the past, background subtrac-
tion has been employed. 113 Specifically, average intensity in a circle surrounding
the imaged feature to be analyzed was used to approximate the background.
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Figure 1.3: Data treatment approaches. (a) Some generated simulated intensity trajectories
were subjected to background subtraction, as also depicted in Figure 1-1f. Background sig-
nal was separately generated and then subtracted from signal or smoothed and subtracted
from signal. (b) After possible background subtraction, some trajectories had a horizontal or
smoothed thresholding approach applied, as described in the text.
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Removing this background allowed for the calculated linear dichroism to span
the range of -1 to +1 expected and removed possible effects due to slowly fluc-
tuating background over time and/or inhomogeneous illumination of the sam-
ple. However, background subtraction following this scheme was imperfect, as
was evidenced by the presence of background-subtracted intensities that were
negative and LD values outside the range of −1 ≤ LD ≤ 1. To approximate the
inaccuracies inherent in background subtraction as performed on experimental
data, in previous simulations noise including that “due to background subtrac-
tion” was added to simulated trajectories, with 30% noise on the mean intensity
considered appropriate. 84
To explicitly reflect the experimental procedure for background subtrac-
tion, in this work, background signal was simulated separately, having the same
camera noise and EM gain as the signal. This background trajectory was then
subtracted from the signal, which includes its own background (Figures 1-1f and
1-3a). The added and subtracted background trajectories differed because cam-
era noise was chosen from a Gaussian distribution at each point in both the sig-
nal and background trajectories. In this chapter, data was processed either with
no background subtraction, standard background subtraction, or smoothed
background subtraction, in which a running average of 50 frames was generated
before subtracting the background signal.
Figure 1-4 shows standard background subtracted LD distributions for the
same trajectories presented without background subtraction in Figure 1-2. As
with the nonbackground subtracted versions in Figure 1-2a, simulations with
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B = 180 and SBR = 1.2 reproduced the LD distribution seen in a typical experi-
ment as shown in Figure 1-4a. As expected, imperfect background subtraction
led to LD values outside the expected range of -1 ≤ LD ≤ 1. For B = 180 and SBR
varied as in Figure 1-2, the general trend was opposite that seen in the absence
of background subtraction: here the smaller SBR signals at fixed B gave rise to
the broader distributions with an increased number of unphysical LD values.
This occurred because when a small signal sits on a large noise floor, errors in
removing that floor, which can only be approximated, are more likely. At the B
and SBR values that most closely resembled our experimental data (blue his-
togram in Figure 1-4a), we note that in addition to a broad distribution of LD
values, there was also an accentuation of the peak where LD is zero, relative to
that of the noise-free analytical signal (black line in Figure 1-4a). This is reflec-
tive of the intensities being distributed over a more confined range when SBR is
small.
The noise-free analytical result in Figure 1-4a (as was also shown in 84) looks
similar to the highest SBR situation shown (SBR = 2.0, red histogram), but does
not closely resemble either background subtracted (blue line in Figure 1-4a)
or nonbackground subtracted (blue line in Figure 1-2a) experimental signal.
The LD distribution for a set of simulations previously explored, in which back-
ground noise was not considered explicitly but was instead approximated, is
also shown in Figure 1-4a (green line). 84 This LD distribution looks similar to the
B = 180 and SBR = 1.5 situation (green histogram in Figure 1-4a) but distinct
from the lower SBR situation that closely resembles data presented here.
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Figure 1.4: (a) Linear dichroism distributions for background subtracted trajectories as a func-
tion of SBR and B. Colors of histograms correspond to those in the main panel of Figure 1-2a.
The blue line is the background subtracted LD distribution of experimental data and, as in Fig-
ure 1-2a, matches with the B = 180, SBR = 1.2 simulation very well. The black line is the ana-
lytical result for a noise-free simulation, and the solid green line corresponds to a situation
in which noise due to background subtraction was estimated as 30% of the mean intensity of
the signal. Results represented by black and green lines were also reported in reference 17. (b)
Background-subtracted intensity trajectories in L and R polarizations and (c) linear dichroism
trajectories for a representative tbPDI molecule in OTP at 254.5 K. (d,e) Analogous data gener-
ated by simulation with B = 180 and SBR = 1.3.
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1.4.2 Data Treatment: Thresholding
Following photobleaching, experimentally measured trajectories contain only
background signal and noise. Automated identification of the time of bleaching
is important because it allows facile calculation of the prebleaching trajectory
length, information that is important in the assessment of accuracy of extracted
dynamics from LD ACFs. 85,82,160 Identifying bleaching time also allows data
points after the bleach, composed only of background and noise that may de-
grade ACF quality, to be excluded from the ACF. To identify bleaching time in an
automated fashion, intensity thresholding, which eliminates points from trajec-
tories below a certain intensity level, has been performed. While this is meant
to exclude points after bleaching, it may exclude other points in the trajectory
as well. In this work, we investigated the effects of thresholding as depicted in
Figures 1-1g and 1-3b.
When no thresholding was employed, the entire intensity trajectories were
used to form the linear dichroism trajectory. In horizontal thresholding (upper
panels in Figure 1-3b), the total intensity from both fluorescence polarizations
acted as the reference trajectory. A horizontal value greater than the highest
value of this reference trajectory after photobleaching as determined by visual
inspection was chosen as the threshold. The end of the trajectory was judged
to occur at the last 10 continuous points of the reference trajectory above the
threshold, and all points thereafter were excluded. To attempt to remove points
associated with relatively long-lived low intensity events such as photoblinking
and persistent out-of-plane orientation, points in which less than a tenth of the
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reference trajectory’s points were above threshold over the next 250 frames
were also excluded. For smoothed intensity thresholding (lower panels in Fig-
ure 1-3b), the same procedure was followed, but a running average of the total
intensity served as the reference trajectory. This approach led to more points
before the photobleach being retained.
1.4.3 Data Treatment: Constructing and Fitting the Autocorrelation
In cases in which thresholding was performed, following this step, the intensity
trajectories were converted to LDs. For those trajectories in which background
was subtracted, LD values outside the expected range of -1 ≤ LD ≤ 1 may ap-
pear (Figure 1-4). In low signal to noise situations, as are commonly encoun-
tered in experiment, the proportion of LD values outside the expected range
may be substantial, affecting the quality of the constructed ACF, to the extent
that including all LD points may prevent construction of a fittable ACF. Thus,
these values were set to +1 or -1 in experimental data analysis and in simula-
tions. For experimental and simulated trajectories without explicit background
subtraction, no points outside the expected range were present and no constric-
tion of the LD trajectory was performed.
Following this, LD trajectories were autocorrelated via:







where a(t) = LD(t) − ⟨LD(t)⟩, and then fit to stretched exponential decays
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given by
C(t) = A exp(t/τfit) (1.8)
using a least-squares fitting routine with the constraints 0.3 ≤ β ≤ 2.0 and 0.3 ≤
A ≤ 1.2. The fit was performed on the portion of the ACF from t = 0 until C(t) de-
cayed to 0.1. If the ACF did not have at least five points in which it was greater
than its uncertainty (propagated from the standard deviation of LD values for
that time lag), the ACF was deemed unfittable. For all fit ACFs, the average rota-










Although it was shown previously that for very short trajectories linear fit-
ting of the ACFs returned more accurate τ c values, 14 for simplicity, all fitting
in this chapter was done to stretched or compressed exponential decays. Al-
though in these simulations all dynamics were homogeneous and thus would
be expected to be purely exponential, the systems in which these analyses have
been performed are suspected of dynamic heterogeneity, as can be captured
with stretched exponential decays (β < 1), with the deviation of β below one in-
dicating degree of heterogeneity. Short trajectories such as those analyzed here
and measured in experiments may be best fit by nonexponential decays even
when homogeneous dynamics are present for statistical reasons. 159
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1.4.4 Rotational Correlation Time and Stretching Exponent Accuracy and Preci-
sion
As mentioned above, short trajectories of molecules exhibiting homogeneous
rotational diffusion with a given rotational correlation time will not necessarily
return the known correlation time and a β value of 1. This is in accordance with
the expectation that the zero filling effect will dominate the estimate of the cor-
relation function for short trajectories. 82 Fluctuations in the correlation func-
tion that consequently arise at long lag times affect the stretched exponential
fitting, leading to deviation of τ c and β values obtained from the true values. 82
Distributions of obtained τ c and β values for simulations of noise- and background-
free trajectories are shown as gray histograms in Figures 1-5 and S2 (Supporting
Information). All results presented in this section are for simulations with 20
points/τ set , and all results discussed were also found to hold at 100 points/τ set.
Consistent with previous results, the distributions were quite broad, with a
standard deviation of 0.11 and 0.18 for log(τ c) and 0.29 and 0.38 for β for the 75
and 25 τ set trajectory lengths, respectively. The distributions for a 1000 τ set tra-
jectory, typically outside the range accessible by experimental measurements,
are also shown as black lines in Figure 1-5. These distributions are much nar-
rower than for the shorter trajectories but still show noticeable finite trajectory
length effects.
We next considered how log(τ c) and β distributions change for 75 and 25
τ set trajectories for systems with signal and background characteristics that
were similar to those exhibited by experimental data (B = 180, SBR = 1.5) as
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Figure 1.5: log(τ c) and β distributions of a simulated data set obtained with no thresholding.
Distributions for noise-free trajectories are shown in solid gray, with median values of those
distributions depicted by dashed lines. Histograms obtained from long trajectories (1000 τ set)
are shown in black. Red, green, and blue correspond to nonbackground subtracted, background
subtracted, and smoothed background subtracted trajectories, respectively. Upper (lower) pan-
els show the distributions for 75 τ set (25 τ set) trajectories. The same data is shown in separate
panels in Figures S2 and S3 (Supporting Information) for clarity.
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a function of data treatment approaches shown in Figure 1-3. The discussion
here particularly focuses on SBR = 1.5 because it was found that data process-
ing often profoundly affected extracted data for SBR ≤ 1.5. In addition to the
noise- and background-free results described above, Figure 1-5 also shows his-
tograms for the 75 and 25 τ set trajectories without thresholding and with either
no, regular, or smoothed background subtraction. For the 75 τ set trajectories,
the distributions of log(τ c) were all quite similar to each other, as well as to the
noise-free limit. The β distributions were also quite similar regardless of the
choice of background treatment; no background subtraction, standard back-
ground subtraction and smoothed background subtraction. For the 25 τ set tra-
jectories, only the case with no data treatment (no thresholding and no back-
ground subtraction) returns τ c and β distributions that approach those of the
noise- and background-free simulations. For both standard and smoothed back-
ground subtraction, the resulting ACFs appear very stretched. Examination of
individual ACFs reveals that due to inclusion of the photobleached portions of
the trajectory, the ACFs start at a very low value, limiting the decay range to be
fit. These slowly decaying ACFs were preferentially best fit with stretched ex-
ponentials with low β values that in turn returned anomalously high τ c values.
Although it is not obvious from the normalized plots shown in Figure 5, the total
number of LD ACFs that were fit also changed as a function of data treatment.
For the 25 τ set trajectories with no data treatment (no background subtraction
and no thresholding), all 500 ACFs were fit; however, only 233 of the possible
500 ACFs were fit when background subtraction was employed.
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Figure 1-6 shows the same set of background subtraction approaches for
data in which horizontal thresholding was applied. Relative to the no thresh-
olding approach results shown in Figure 1-5, the distribution of obtained log(τ c)
and β values deviated more relative to the noise- and background-free result,
with a long time tail in the log(τ c) distribution and a very wide range of β values,
with a particular abundance of ACFs best fit with β > 1.0. This effect is more ob-
vious in the 25 τ set trajectories, though here the distributions do not vary much
with particular background subtraction technique unlike in the no thresholding
cases shown in Figure 1-5. The increased width of the distributions and propen-
sity for high β values in the fits to ACFs of data with horizontal thresholding is
related to loss of points within the trajectory that occurs upon thresholding.
Although the threshold was put in place to remove points that were likely due
solely to noise, the fact that excluding these points affected the measured τ c
and β distributions in a manner that pushed them from the noise-free result
shows that all these points should not be excluded from the trajectories. The
thresholding that removed these points resulted in gaps in the resulting tra-
jectories, in turn yielding ACFs in which points at both early and long time lags
were less well sampled than expected for a trajectory of given length. This re-
sulted in an earlier onset of oscillations in the ACF and a tendency for the ACF
decays to yield compressed exponential fits. Data analysis employing smoothed
intensity thresholding did not suffer from the same problems as horizontal in-
tensity thresholding because it retained many more points before the photo-
bleach. As shown in Figure 1-7, smoothed intensity thresholding appeared ro-
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bust across the different background subtraction approaches, returning τ c and
β distributions that were similar to each other and relatively well matched to
the noise-free results for the 75 τ set trajectories. Unlike for the no threshold-
ing case, for the 25 τ set trajectories all background subtraction approaches also
yielded reasonable τ c and β distributions (Figure 1-7c,d).
Given that different SM experiments will have different signal to background
characteristics, in Figure 1-8, we compared a subset including the most success-
ful combinations of thresholding and background subtraction approaches for
trajectories with a fixed B value and varying SBR from 1.0 to 3.0. In the absence
of any treatment of the data (no background subtraction, no thresholding), for
75 τ set trajectories, the obtained median and standard deviation of distribu-
tions of both log(τ c) and β were quite similar to those expected in the absence
of noise at all values of SB. This was true of the other approaches shown as well
until the lowest SBR probed (SBR = 1.1), where there was an increase in stan-
dard deviation for all approaches and a clear failure of the approach in which
neither background subtraction nor thresholding was performed. For 25 τ set
trajectories, greater deviations from the noise-free limits were evident in all ap-
proaches, particularly at low SBR, though the background subtraction approach
without thresholding failed at all signal to noise levels, presumably because for
these short trajectories the long noise tail following the photobleach coupled
with the background subtraction that introduces additional noise to the early
portion of the trajectory resulted in ACFs that were dominated by noise rather
than the rotational dynamics of the probe. Additionally, unlike for the longer
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Figure 1.6: log(τ c) and β distributions of the same simulated data set in Figure 5 obtained with
horizontal thresholding. Distributions for noise-free trajectories are shown in solid gray, with
median values of these distributions depicted by dashed lines. Histograms obtained from long
trajectories (1000 τ set) are shown in black. Red, green, and blue correspond to nonbackground
subtracted, background subtracted, and smoothed background subtracted trajectories, respec-
tively. Upper (lower) panels show the distributions for 75 τ set (25 τ set) trajectories.
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Figure 1.7: log(τ c) and β distributions of the same simulated data set in Figure 5 obtained with
smoothed thresholding. Distributions for noise-free trajectories are shown in solid gray, with
median values of these distributions depicted by dashed lines. Histograms obtained from long
trajectories (1000 τ set) are shown in black. Red, green, and blue correspond to nonbackground
subtracted, background subtracted, and smoothed background subtracted trajectories, respec-
tively. Upper (lower) panels show the distributions for 75 τ set (25 τ set) trajectories.
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trajectories, performing ACF analysis with neither background subtraction nor
thresholding yielded poor results, both limiting the number of ACFs that were
fit (inset in Figure 1-8c) and decreasing accuracy and precision of extracted τ c
and β values. Approaches employing smoothed thresholding did not suffer as
acutely even at the lowest SBR values explored.
1.5 Conclusions
Previously, it was shown that experimentally realistic trajectory length affects
the ability to accurately and precisely obtain time constants and stretching ex-
ponents from autocorrelations of single molecule linear dichroism trajectories.
In part because autocorrelation analysis ameliorates effects of noise, whether
explicit noise and background further degrade ability to obtain τ c and β val-
ues and judge the homogeneity of single molecule dynamics had not previously
been investigated. Here, we showed through simulations that data processing
methods meant to exclude noise from trajectories may have deleterious ef-
fects. In particular, we demonstrated that for trajectories of sufficient length
and above a critical signal to background level, data processing in the form of
background subtraction and/or thresholding does not improve the accuracy and
precision of extracted τ c and β values relative to unprocessed data. In shorter
trajectories and at low SBR values, where signal and noise cannot be easily dis-
tinguished, background subtraction followed by smoothed thresholding pro-
vided the optimal results. Although initial assessment of each trajectory can be
used to direct data treatment choices on a trajectory to trajectory basis, using
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Figure 1.8: Median (filled squares, left axis) and standard deviations (open triangles, right axis)
of (a,b) log(τ set) and (c,d) β distributions as a function of SBR at B = 180 for several data treat-
ment approaches. Panels a and c are for trajectories that are photobleached at 75 τ set and pan-
els b and d for those photobleached at 25 τ set. In all panels, data treatment techniques are (red)
no thresholding nor background subtraction, (green) smooth thresholding and no background
subtraction, (blue) smoothed thresholding and background subtraction, and (cyan) no thresh-
olding and background subtraction. In all cases, the black dashed (dotted) line represents me-
dian (standard deviation) for noise-free trajectories of that length. Inset shows the percentage
of ACFs fit for all data processing techniques for both the 75 τ set (solid) and 25 τ set (mesh) tra-
jectories at SBR = 1.1. No ACFs were fit for the 25 τ set trajectories with no thresholding but
background subtraction.
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smoothed thresholding for all trajectories may be preferable to analyzing un-
processed data even for longer trajectories with higher signal to background.
This approach does not show deleterious effects for any trajectories explored
here and allows for automated identification of bleaching time, which, in turn,
allows for facile exclusion of points after the bleach as well as identification of
relevant trajectory length.
1.6 Outlook and Future Directions
The method for analyzing single molecule rotations was immediately useful
for advancing the understanding of supercooled liquids. The ability to extract
highly accurate rotational correlation times, along with the development of a
new probe, allowed the Kaufman Group to directly visualize ergodicity in a su-
percooled liquid—a feat considering that ergodicity is typically presumed theo-
retically in supercooled liquids, but never experimentally demonstrated. 115 The
analytical method described in this chapter was also important later, where ac-
curate extraction of τ c’s for molecules in a polystyrene film near the glass transi-
tion allowed for the description of exchange time (how quickly the environment
changes) for the host. A significant finding was that the exchange time in poly-
mer films is much faster than the segmental dynamics of a chain. 114
One future direction entails developing the ability to analyze rotations of
the probe molecule away from the sample plane (out-of-plane rotations) to yield
complementary information to the in-plane rotations described here. The infor-
mation about these out-of-plane rotations is encoded in the intensity trajectory
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that is the sum of the intensities of the two channels. However, performing an
autocorrelation analysis on the summed intensity from simulated data resulted
in the extraction of rotational correlation times that differed significantly from
theoretical values (predicted from effects of trajectory length and SBR). This
was the case even when the data was thresholded as described in this chapter.
The extracted rotational correlation times were noted as varying with back-
ground levels (B), even in simulation. While useful and complementary, the ex-
traction of out-of-plane rotations continue to remain elusive.
Supercooled liquids also exhibit a decoupling of rotational and translational
dynamics. 35,43 There is currently been no method to simultaneously measure
both the translations as well as the rotations of a single molecule. Several chal-
lenges must be overcome in order to realize this possibility. SBR in these ex-
periments are extremely low, even by single-molecule standards, for several
reasons (the necessitated use of an air objective in most experiments, as well as
the signal decomposition through the Wollaston prism). The simplest method to
simultaneously extract this information would be to perform FIONA and parti-
cle tracking algorithms for the molecules observed in both channels. However,
it would be difficult to reconcile the information from both channels simulta-
neously because the channel separation is not known with enough precision. If
precise channel separation is not known, then one is limited to analyzing shorter
trajectory length data which can be problematic not only for ACF analysis, but





Chain Structures Below the
Diffraction Limit
2.1 Introduction: Conjugated Polymers
Conjugated polymers (CPs) have gained attention as possible materials for next-
generation electronic and electro-optical devices. Unfortunately, analysis and
control of CP properties are often complicated by polydispersity, morphological
diversity, and chemical and physical defects. Understanding how these prop-
erties affect CP photophysics on a single molecule level is an important step in
understanding how such photophysics could be controlled in more complex en-
vironments such as thin films, where both intra- and intermolecular CP contacts
are present.
Single molecule studies on isolated CPs have measured fluorescence po-
larization anisotropy and polarization modulation depth. 147,81,46,71,17,149,3 While
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such measurements provide information about average CP conformation (espe-
cially when coupled with simulation), they do not allow simultaneous recording
of CP fluorescence intensity transients. Photophysical behavior of a CP is ex-
pected to be highly dependent on its conformation and can be characterized in
part by following its fluorescence intensity in time. For example, across-chain
exciton migration is expected to lead to few emitters and stepwise photobleach-
ing while the less efficient along-chain exciton migration would result in many
emitters and continuous photobleaching behavior. 57,133,148,33,77 These behaviors
are, in turn, believed to be characteristic of folded and unfolded CP conforma-
tions. 71,57,133,148,33,77,32 To validate this hypothesis, simultaneous measurement
of fluorescence intensity transients and extraction of conformation of single
CPs is required.
Super-resolution imaging approaches could be used to simultaneously as-
sess molecular conformation and photophysics of conjugated polymers since
such approaches can provide subdiffraction limit spatial resolution of multiple
emission sites within the diffraction limit and, provided that the appropriate
technique is used, allow for time-dependent intensity measurement as well. 146,169,47,141,51,50
Fluorescence imaging with one-nanometer accuracy (FIONA) has previously
been used to precisely identify the centroid position of emission from single
CPs. 51,50 By mapping the centroid position over time using FIONA, molecular
conformations of single CPs were traced out. In certain cases, CP conforma-
tion was found to be quite extended, and on such molecules sudden jumps in the
centroid position were seen. These jumps were often correlated with stepwise
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transitions in the fluorescence intensity transients. 50 This correlation suggested
that shifts of the centroid were the result of changes in number and/or position
of emitting site(s).
While these experiments were the first to directly probe molecular confor-
mation while tracking fluorescence intensity, FIONA cannot provide quanti-
tative characterization of a CP’s conformation if that CP has multiple simulta-
neously emitting sites. In this case, the centroid localized through FIONA will
report the average position of all such emitting chromophores, with this po-
sition weighted by the fluorescence intensity of each emitter. The failure of
FIONA to trace out molecular conformation will be exacerbated for molecules
with a large number of emitters (as is expected on CPs with extended confor-
mation). To avoid the averaging inherent in FIONA for CPs with multiple simul-
taneous emitters, single molecule high resolution imaging with photobleaching
(SHRImP) 47,141,158 or the equivalent techniques of nanometer localized mul-
tiple single molecule (NALMS) 122 and bleaching/blinking assisted localization
microscopy (BaLM) 19 can be employed. These techniques rely on the stochas-
tic nature of photobleaching and image subtraction to resolve individual emit-
ters within a diffraction-limited spot and thus can be used to spatially resolve
individual emitters along a CP experiencing serial emitter photobleaching. A
schematic diagram illustrating the SHRImP procedure is shown in Figure 2-1a–
c.
In this chapter, we use a SHRImP algorithm to map out the positions of indi-
vidual emitters along single poly(2-methoxy-5-(2’-ethylhexyloxy)1,4-phenylenevinylene)
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Figure 2.1: (a) An intensity trajectory with two emission sites (indicted by blue and green dots)
that photobleach serially. (b) Schematic depiction of SHRImP analysis: The final emitter (blue) is
localized via FIONA, and the position of each earlier emitter (in this depiction, there is a single
such emitter, depicted in green) is found via localization after SHRImP image subtraction. If
only FIONA is employed, when multiple emitters are present, the determined position (red)
will represent an average over all emission sites. (c) Schematic depiction of localized positions
as determined by FIONA (red and blue dots) and SHRImP (green cross). (d) Particular SHRImP
implementation employed in this work. Each frame image, F, is averaged with adjacent images
to produce a second set of frames, F’, to mitigate noise. SHRImP is calculated for frame (F’) i with
frames (F’) of (i + n)n=3,4,5,6. If frame pair {i, i + 4} satisfies the fit uncertainty and eccentricity
constraints described in the text, all SHRImP combinations for frames depicted in the two red
boxes are calculated. The frame pair yielding the minimum fit uncertainty is used to determine
the position of an emission site.
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(MEH-PPV) molecules exhibiting monotonically decreasing intensity, likely due
to serial photobleaching. We also develop a variant of this technique, all-frames
SHRImP (afSHRImP), in which all possible image subtractions are performed
combinatorially to reduce uncertainty associated with localized emission sites.
Using SHRImP and afSHRImP, we estimate the radius of gyration projected
onto the sample plane of single MEH-PPV chains immobilized in polystyrene
and corroborate correlation between photobleaching behavior and CP confor-
mation.
2.2 Experimental Details
MEH-PPV was synthesized following a previously described protocol. 106 The
resultant MEH-PPV had Mw = 168 kDa with PDI = 2.1 with a single-peak trace
on a gel-permeation chromatograph. For single-molecule measurements, MEH-
PPV was diluted in ≈4 wt % polystyrene (PS, Polymer Source, Mw = 6.4 kDa,
PDI = 1.05) with toluene or chloroform as the solvent. These solutions were
spin-coated at 2000 rpm onto glass slides resulting in ≈200 nm thick films as
measured via atomic force microscopy. The concentration of MEH-PPV in the
solutions was ≈10–11 M to ensure that the average separation between CPs
in the prepared film was greater than 1 µm. Experiments were performed on a
home-built microscope in epi-fluorescence configuration with 532 nm wave-
length excitation. An oil objective lens (60x, NA = 1.45) and additional magni-
fication of ≈1.5x resulted in a pixel size of 92.5 nm/pixel. The sample was illu-
minated with a power density of ≈160 W/cm2, and images were collected at
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a frame rate of 0.2 s on an EMCCD camera (Andor iXon DV-855). Further de-
tails about the microscope is available in Appendix C. Resultant movies were
analyzed using routines written in IDL and Python, the details of which are de-
scribed in the main text. Because it is not trivial to correct sample drift in SHRImP
analysis, only movies with drift below localization accuracy were subjected to
further analysis. Drift assessment and correction is discussed in Appendix A.
2.3 Data Analysis Methods
All movies were assessed using both frame-by-frame FIONA and SHRImP. Both
types of analyses were performed on movies whose adjacent frames (F) were
averaged, resulting in a movie in which each frame (F’) is an average of three im-
ages (Figure 2-1d). This averaging was performed to mitigate the anticipated
noise increase when subtracting images during SHRImP analysis. Both FIONA
and SHRImP analysis require 2D-Gaussian fitting of images. The general 2-D
Gaussian function is given by:
I(x, y) = A exp−[B(x− x0)2 + C(x− x0) +D(y − y0)]2 + I0 (2.1)
for which average fit uncertainty and eccentricity are calculated as δr = 1
2
(δx +
δy) and e = (1 − l2
L2
)1/2, where L is the semimajor axis and l is the semiminor axis
of the fitted Gaussian. In FIONA, localization accuracy as obtained from vari-
ous experimental parameters 146 is quite similar to that obtained using Gaus-
sian fit uncertainty as suggested by Selvin et al., 141 and we use that measure
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of fit uncertainty in this study. In an ideal situation, the 2D Gaussian fit of the
centroid associated with a single emitter would have an eccentricity of 0. How-
ever, in experiments the fits may not be perfectly symmetric not only because
the MEH-PPV molecules may consist of multiple emission sites but also be-
cause the images include noise from a variety of sources, and distortions occur
due to pixelation, imperfect optical alignment, and orientation effects. 146,109,50
We demonstrated that eccentricity is nonzero for single emitters by perform-
ing FIONA on single PDI dye molecules (pPDI: N,N’-bis(3-phosphonopropyl)-
3,4,9,10-perylene dicarboximide) and 3.5 nm diameter CdSe–ZnS core–shell
quantum dots, both of which are considered single point-source emitters. In
both cases, 2D Gaussian fit eccentricities typically ranged from 0.4 to 0.6. Such
eccentricities were also seen for MEH-PPV molecules with multiple single emit-
ters within the diffraction limit. At a typical signal-to-background ratio (SBR) for
MEH-PPV molecules in this experiment (SBR ≈ 1.4–2.1), fit uncertainty is ap-
proximately 0.07 pixels (≈7 nm). The subtracted images produced for SHRImP
analysis have increased uncertainty due to error propagation, with 21/2δr ≈
0.10 pixels.
Following frame averaging and frame-by-frame FIONA analysis, SHRImP
analysis was then used to localize individual emitters along MEH-PPV molecules
as shown schematically in Figure 2-1. Images obtained from frame subtractions
were retained if the resulting image was fit to a 2D Gaussian with (1) fit uncer-
tainty ≤ 0.10 pixels and (2) eccentricity ≤ 0.55. These values were set empiri-
cally and may differ for experimental conditions yielding different SBR. While
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the original SHRImP algorithm interrogated only time-adjacent frames, 47,141
(16, 17) the presence of stochastic noise results in particular frames having
poorer than average signal-to-noise, which in turn would lead to poorer than
average images generated through SHRImP subtractions using such frames. As
such, the SHRImP algorithm was modified to include not only frame pairs that
are time-adjacent but also those in the local time vicinity, as shown schemat-
ically in Figure 2-1 and explored in an example described here. A subtracted
image for a pair of frames, {i, i + 3}, is calculated, and its Gaussian fit eccentric-
ity and uncertainty are compared with the constraints. If the frame pair does
not satisfy the constraints, SHRImP of the next pair, {i, i + 4}, is calculated. The
same procedure is repeated until the pair {i, i + 6} is reached. Because frames
i + 1 and i + 2 have constituents in common with frame i, the pairs {i, i + 1}
and {i, i + 2} are not included in the SHRImP analysis. If analysis of the last pair
within the range defined does not satisfy the constraints, no SHRImP fits are
retained for frame i, and the algorithm is repeated for frame i+1. If any pair of
frames {i, i + n}n=3,4,5,6 does yield an image that satisfies the fit constraints, all
combinations {i, j} with i = i, i + 1, i + 2, and j = j, j + 1, j + 2 are assessed.
If multiple pairs for this frame combination satisfy the constraints, the combina-
tion whose result has minimum fit uncertainty is chosen.
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2.4 Results and Discussion
2.4.1 Example Stepwise and Continuous Trajectories
Figure 2-2 illustrates the SHRImP approach depicted schematically in Figure 2-
1 for two example molecules, one with stepwise photobleaching and one with
continuous photobleaching. For the molecule depicted in Figure 2-2a,b, the first
frame pair identified by the SHRImP algorithm described above that satisfies
the constraints is frame pair {3,8}. All combinations of frames 3,4,5 with frames
8,9,10 are then assessed, and frame pair {5,10} is chosen because it has the min-
imum fit uncertainty of the tested pairs. The fit results from that frame pair de-
termine the position of the first emission site, denoted #1 in Figure 2-2b. Using
the same approach, the remaining emission sites are determined. We note that
the last emission site, #4 in Figure 2-2b, is determined by performing FIONA on
the final frame identified via SHRImP analysis, as FIONA and SHRImP will re-
turn the same result in the presence of a single emitter, and FIONA localization
avoids the noise introduced by SHRImP subtraction. In Figure 2-2a, the paired
red arrows indicate the frame pairs identified by the SHRImP data analysis pro-
cess, and the single green arrow indicates the frame used for FIONA localization
of the final emitter. For the molecule depicted in Figure 2-2a,b, a total of four
emission sites were identified. These emission sites are plotted in Figure 2-2b
as large dots. FIONA localizations for every frame of the averaged movie are
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, of the four emission sites identified via SHRImP was
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found to be 17.0 ± 13.4 nm. Because each SHRImP fit has 5 - 7 nm uncertainty,
the RMS distance uncertainty is relatively large.
The same SHRImP analysis can also be used to identify emitter locations
along molecules with continuous photobleaching behavior, as shown for an ex-
ample molecule in Figure 2-2c,d. Even though such molecules reveal few abrupt
changes in intensity, the SHRImP algorithm identifies pairs of frames that, when
subtracted, yield images that are well fit and meet the constraints described
above. In this molecule, 10 emitters are found (with RMS distance of 30.1 ±
21.9 nm), as shown in Figure 2-2d.
2.4.2 Enhanced Precision of Localization of Emission Sites
Employing SHRImP as described above results in relatively high uncertainty in
localization of individual emitters. This is primarily caused by noise that is exac-
erbated when performing subtractions between frames. In cases where inten-
sity trajectories are stepwise, where undercounting of emitters is not expected,
error in localizing emitters can be minimized by statistical averaging through a
variant of SHRImP we call all-frames SHRImP (afSHRImP).
Here, every pair of frames (F’) in a trajectory is subject to SHRImP subtrac-
tion. The 2D Gaussian fits from the resulting images are visualized by plotting
their eccentricities in a matrix, as shown in Figure 2-3a for the molecule de-
picted in Figure 2-2a,b. Low eccentricity areas (depicted in blue and cyan) in-
dicate that the corresponding frame pairs have good SHRImP fits. For example,
frame pair 20, 40 has a bad SHRImP fit (e ≈ 0.9, orange) while frame pair 20, 60
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Figure 2.2: Intensity trajectory of MEH-PPV polymers with (a) stepwise and (c) continuous in-
tensity decays. Red arrows indicate frame pairs found by the SHRImP data analysis algorithm
depicted in Figure 2-1, and the single green arrow indicates the frame from which the final emit-
ter is localized by FIONA. (b,d) Large dots are emission sites localized from the frames indicated
by red and green arrows in panels a and c. Small dots indicate frame-by-frame FIONA centroid
localization for these molecules. Colors correspond to the order of pairs and order of frames
from navy to red for both SHRImP and frame-by-frame FIONA, with color changes in FIONA set
by initial position of frame pairs identified via SHRImP. Each tick in panels b and d corresponds
to 0.2 pixel separation with 92.5 nm/pixel magnification. The RMS distances for these MEH-
PPV molecules are found to be 17.0 ± 13.4 nm and 30.1 ± 21.9 nm via SHRImP analysis for the
molecules depicted by panels b and d, respectively.
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has a good SHRImP fit (e ≈ 0.4, blue). Similar 2D matrix plots can be made for fit
uncertainties; frames 20,40 and 20,60 have SHRImP fits with uncertainties of ≈
200 and 3.9 nm, respectively.
After generating the eccentricity contour map, rather than only consider-
ing fit results for adjacent and near-adjacent frames as depicted in Figure 2-
1, trajectories are divided into and inspected by sections. Visual inspection of
the contour map reveals color correlations over sets of frames. For example, all
combinations of frames 1-6 yield SHRImP subtractions with poor fits (as shown
through high eccentricity in Figure 2-3a), suggesting that no change in emitter
number or position has occurred during this period. This set of frames is then
considered a section and denoted S1 in Figure 2-3a. For frames in S1, an abrupt
and persistent color transition to blue in the eccentricity contour map is seen
when SHRImP subtractions are performed between frames in this section and
frames 7 and higher, indicating that a change in emitter number and/or posi-
tion has occurred. From visual inspection of square regions with concentrated
yellow–dark brown colors, the trajectory is separated into four sections (S1, S2,
S3, and S4 in Figure 2-3a) for analysis that allows more precise determination of
emitter position than does the SHRImP algorithm already described.
In afSHRImP, the first photobleached emission site is determined by aver-
aging the identified positions of every SHRImP calculation between frames in
sections 1 and 2 weighted by their fit uncertainties, and this procedure is re-
peated for determination of each emission site. The emission sites localized by
afSHRImP for the molecule depicted in Figure 2-2a,b are shown in Figure 2-3b
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Figure 2.3: (a) Two dimensional contour plot of frame-to-frame eccentricity of SHRImP fits for
the molecule depicted in Figure 2-2a,b. If the algorithm could not fit a SHRImP image, e = 1.2
was assigned (dark brown color). Frames are assigned to sections S1-S4 by grouping sections
of poor SHRImP fits, indicated by yellow-brown colors on the plot. (b) afSHRImP localization
of emitters on the molecule depicted in Figure 2-2a,b. Crosses are emission sites localized by
afSHRImP as described in the text. Error bars are smaller than the symbol size. Large hexagonal
symbols are emission sites identified by a standard implementation of SHRImP as also shown in
Figure 2-2b, with fit uncertainty represented by the outer circles. The first emitter is shown in
navy, the second in blue, the third in green, and the fourth in red. Small dots are frame-by-frame
FIONA localizations with colors corresponding to the order of frames from navy to red. Each
tick in panel b corresponds to 0.2 pixel separation with 92.5 nm/pixel magnification.
with crosses. For comparison, the emission sites identified through the imple-
mentation of SHRImP depicted in Figure 2-1 and shown in Figure 2-2b are also
shown, with outer circles representing uncertainty in position.
Following the afSHRImP procedure, the calculated RMS distance for the
molecule depicted in Figure 2-2a,b is 18.7 ± 1.7 nm. This is within the uncer-
tainty of the RMS estimation of 17.0 ± 13.4 nm from a standard SHRImP imple-
mentation (Figure 2-2b). Performing this comparison on several molecules with
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Table 2.1: Examples of RMS Distance and Associated Fit Uncertainty for Stepwise Photobleach-
ing MEH-PPV Molecules by Standard SHRImP and afSHRImP
standard SHRImP afSHRImP
no. RMS (nm) uncertainty (nm) RMS (nm) uncertainty (nm)
1 17.0 13.4 18.7 1.7
2 16.6 10.3 12.4 6.2
3 11.7 7.7 14.7 1.0
4 15.5 12.2 13.0 4.9
5 10.7 9.4 11.3 1.3
6 24.2 17.0 13.6 1.8
7 14.7 13.5 9.5 0.6
stepwise photobleaching trajectories chosen at random reveals that the two
SHRImP-based approaches yield quantitatively different RMS values, but in all
cases the RMS value obtained via afSHRImP is within the uncertainty of that ob-
tained by standard SHRImP analysis (Table 2-1), thus validating that approach.
Given the similarity between SHRImP and afSHRImP results and because af-
SHRImP is appropriate for stepwise trajectories only, standard SHRImP is used
in the analysis described below.
2.4.3 Correlation between MEH-PPV Photophysics and Conformation
The single chain properties of MEH-PPV are very challenging to ascertain from
typical experiments given the molecules’ tendency to aggregate. 80,73 In single
molecule studies, MEH-PPV has been seen to assume various conformations
in response to its interactions with both its host and solvent. 57,133,148,33,77,56 It
has been inferred from polarization modulation depth measurements that when
spin-coated from a solution of chloroform into a host polymer matrix, MEH-
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PPV preferentially adopts a stretched conformation while spin-coating from
a solution of toluene leads to preference for a highly ordered, folded confor-
mation. 133 We prepared samples by dissolving MEH-PPV in either toluene or
chloroform before spin-coating into a polystyrene matrix. While both types of
samples contained MEH-PPV molecules demonstrating both stepwise and con-
tinuously decaying intensity trajectories, the proportion of trajectories with
stepwise bleaching was high in samples in which toluene was the solvent (for
example, Figure 2-2a,b) while continuous bleaching trajectories were prevalent
when chloroform was used (for example, Figure 2-2c,d). As described above,
stepwise photobleaching is believed to indicate effective exciton funneling to
a few recombination sites as can occur across chains, as would be facilitated
through folded conformations. On the other hand, trajectories with higher ini-
tial and continuously decreasing intensities are indicative of the presence of
many individual emission sites isolated along an extended molecule. 57,133,148,33,77
While intuitively an MEH-PPV molecule in a folded configuration will be more
compact than one in a stretched conformation, to the best of our knowledge
the actual size distributions of MEH-PPV molecules exhibiting stepwise and
continuous photobleaching have not been reported previously. We estimated
the size of MEH-PPV molecules demonstrating stepwise photobleaching (pre-
pared from dissolution in toluene) and those with continuous photobleaching
(prepared from dissolution in chloroform) projected onto the two-dimensional
sample plane using SHRImP implemented as depicted in Figure 1 and compared
those with estimated sizes as obtained via frame-by-frame FIONA.
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RMS distances of the emission sites were calculated for 60 (toluene) and 61
(chloroform) MEH-PPV molecules displaying stepwise and continuous inten-
sity decays as obtained from FIONA and SHRImP (Figure 2-4). If the emission
sites are randomly distributed along the MEH-PPV chains, the RMS values are
approximately equal to the radius of gyration of the polymers. FIONA yields
median RMS distances of 8.2 and 11.9 nm for the stepwise and continuously
photobleaching trajectories, respectively, suggesting that stepwise trajectories
are associated with more compact conformations than continuously bleaching
ones. This correlation is made more obvious through SHRImP analysis, where
the median RMS distances obtained are 12.6 and 25.3 nm for molecules with
stepwise and continuous intensity trajectories, respectively. Though each RMS
value obtained via SHRImP has large relative uncertainty (≈10 nm), there is a
distinct difference in the peak values of the histograms associated with step-
wise and continuously photobleaching molecules. For stepwise trajectories, we
also assessed the radius of gyration using afSHRImP. As suggested by Table 2-1,
because the differences in RMS distance as obtained by standard and afSHRImP
are random and within a range near localization accuracy, there is no signifi-
cant change in size distribution relative to that shown in Figure 4a when using
afSHRImP.
The ratio of median RMS distance obtained via SHRImP relative to FIONA,
Rr, is 2.1 for continuously photobleaching trajectories and 1.5 for stepwise ones.
The relatively large value of Rr for continuously photobleaching molecules is
consistent with these molecules having many simultaneously emitting chro-
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Figure 2.4: RMS distance histograms of emission sites identified by SHRImP and frame-by-
frame FIONA for (a) 60 molecules with stepwise and (b) 61 molecules with continuous pho-
tobleaching intensity trajectories. Median RMS distances obtained are 8.2 (FIONA) and 12.6
(SHRImP) nm for molecules with stepwise bleaching trajectories and 11.9 (FIONA) and 25.3
(SHRImP) nm for molecules with continuously bleaching intensity trajectories.
mophores that FIONA averages over, thus yielding smaller observed positional
changes with the photobleaching of a given emitter relative to SHRImP.
Typically 4-6 emission sites were found via SHRImP analysis for stepwise
trajectories while 6-12 were found for continuously photobleaching trajecto-
ries. To assess whether the RMS distance distributions depend on the number
of emission sites, the first five emission sites of MEH-PPV data shown in Fig-
ure 2-4b were used to recalculate the RMS distance distribution for molecules
exhibiting continuous photobleaching. For example, the emission sites from
#1 to #5 in Figure 2-2c,d were used. The result showed that there is no signif-
icant difference between the two histograms with all emission sites and the
first five emission sites. This implies that the emission sites are distributed ran-
domly in space and bleach randomly in time. We note that while SHRImP is ex-
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pected to yield better estimates of number and position of emitters than can be
achieved via FIONA, for continuously photobleaching trajectories there is likely
an under-counting of emitters and residual averaging over multiple emitters.
The fact that the RMS distance is not strongly affected by the number of emit-
ters found in the range investigated suggests this does not prevent accurate
estimation of molecular extension. Moreover, the fact that the identified emit-
ters on molecules with continuous photobleaching trajectories are distributed
widely in space argues against serious undercounting and residual averaging via
SHRImP, as in this case a much tighter distribution of emitter positions would
be expected.
The average RMS distances obtained via SHRImP are reasonable given that
the end-to-end distance of the stretched Mw = 168k MEH-PPV molecules used
here is ≈417 nm (RMS distance ≈ 120 nm). To estimate the radius of gyration
(Rg) of MEH-PPV, a semiflexible polymer, the worm-like chain (WLC) model may











where Lc is the stretched length of the polymer and Lp is persistence length. 144
Lc is estimated by bN, where b is the length of the monomer and N is the number
of monomers. We assign b as 0.6455 nm as assessed from the molecular struc-
ture, and N is 646 for MEH-PPV molecules with Mw = 168 kDa. For MEH-PPV,
Lp has been approximated as 6.51 and 7.33 nm for toluene and chloroform, re-
57
spectively. 74 The resulting Rg values for the MEH-PPV used in this study are
then 26.0 nm (toluene) and 27.5 nm (chloroform). The WLC model thus predicts
Rg very similar to that measured for the continuously photobleaching MEH-PPV
molecules assessed here (prepared from dissolution in chloroform) but suggests
no significant difference for the radii of gyration of MEH-PPV prepared from
dissolution in toluene and chloroform. This contradicts most single molecule
experimental data that do suggest conformation dependence on the solvent.
The discrepancy may arise from solvent-dependent tension when MEH-PPV is
immobilized in a host matrix during spin coating and/or particular ternary inter-
actions between the conjugated polymer, solvent, and host matrix. 12,130 More
rigorous theoretical models must be developed for accurate inclusion of such
effects.
In addition to comparing the radius of gyration of the MEH-PPV molecules
with stepwise and continuous photobleaching, the data collected allows deter-
mination of distance between nearest emitters. Our analysis is predicated on
the presence of multiple simultaneous emitters, as is consistent with the mono-
tonically decaying intensity trajectories analyzed. In this model, assessing dis-
tance between nearest identified emitters provides a measure of the exciton
migration distance. We find that the median values of the nearest distance be-
tween emitters are 9.5 and 11.2 nm for stepwise and continuous trajectories,
respectively. The median exciton migration distance would be approximately
half this distance or ≈ 5 nm independent of conformation. This is consistent
with previous findings that average exciton migration distance is less than or
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similar to 10 nm in MEH-PPV. 51,50,99
2.5 Conclusions
It has previously been inferred that conjugated polymers exhibiting stepwise
photobleaching are in folded conformations while those exhibiting continu-
ously photobleaching trajectories are extended. We have prepared and investi-
gated a set of molecules with stepwise and continuous photobleaching behavior
and identify emitter positions through single molecule imaging and the super-
resolution approach of SHRImP, as well as a variant termed afSHRImP that
reduces the uncertainty associated with emitter localization. Using SHRImP
rather than the localization microscopy approach of FIONA allows identifica-
tion of emitter positions in both stepwise and continuous photobleaching tra-
jectories and yields larger estimates of the molecular radius of gyration in rea-
sonable agreement with theoretical predictions. We find molecules with step-
wise trajectories are more compact than those with continuous photobleaching,
consistent with previous suggestions. We demonstrate the utility of SHRImP
for identifying emitter positions and corroborating the correlation between
stepwise (continuous) photobleaching and compact (extended) conformation,
estimate the radius of gyration of compact and extended MEH-PPV molecules
(Mw = 168 kDa) as 12.6 and 25.3 nm, respectively, and provide an estimate of
≈10 nm for the distance between recombination sites.
59
2.6 Outlook and Future Directions
For the data presented in this chapter, we invetigated molecules that had ideal,
monotonically decreasing fluorescence intensity trajectories. However, most
CPs typically exhibit very complex fluorescence intensity trajectories as de-
scribed in Appendix A. Though the SHRImP framework is theoretically sound,
its application to all the fluoresence intensity trajectories collected is currently
limited by the understanding the wide range of photophysical events occuring
within the chain. For example, the fluorescence intensity trajectories for many
CPs display a mixture of stepwise and continuous characteristics. In addition,
though most changes in fluorescence occur due to photobleaching, photoactiva-
tion has been known to also happen in CP chains. 94
Next, modifications to the SHRImP algorithm can be made to follow the var-
ious proposed models for CP photophysics, and the results from the SHRImP
procedure compared to results expected from the model. For example, it was
recently shown that certain conformational moieties are more (or less) photo-
physically stable depending on the overall conformation of the chain. 118 Map-
ping and tracking which emitters bleach earlier than others can not only verify
these findings, but can possibly reveal other spatial relationships between that
emitters that may explain these behaviors.
Finally, SHRImP could be combined with some other algorithms developed
in the biophysical community to pick out transitions. 140,171 This may prove par-
ticularly useful for the study of CP aggregates which display pronounced pho-
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Applications in Solvent Vapor-Swollen
Materials
3.1 Introduction: Solvent Vapor Annealing
Polymers in contact with a compatible liquid- or vapor-phase solvent undergo
swelling. Homopolymer swelling has been extensively studied theoretically and
experimentally, and polymer swelling behavior has been exploited for applica-
tions including photolithography and ion exchange. 105,25,13,116,117 In 1995, poly-
mer swelling through exposure to solvent vapor was used as a tool for attaining
long-range nanoscale ordering in diblock copolymer thin films in a process that
became known as solvent vapor annealing (SVA). 87 This approach has become a
widely used alternative to thermal annealing for attaining order in such materi-
als, as it is typically both milder and more efficient than thermal annealing. 142,29
In recent years, there has been significant effort directed towards understand-
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ing and controlling the SVA process to attain better ordering in thin films of di-
block copolymers as well as for bottom-up assembly of organic materials. 142,155
Despite this, SVA remains poorly understood and of limited reproducibility,
with conditions set empirically for individual applications by individual labo-
ratories. 142
Polymer swelling is a complex phenomenon. In the homopolymer case, swelling
comprises two competing phenomena, solvent diffusion through the polymer
and relaxation of the polymer. 117 The relative rates of solvent diffusion and
host relaxation determine the details of the solvent swelling process as well
as the molecular rearrangements that occur upon swelling. For example, poly-
mers in a thin film prepared by spin-coating have been shown to reptate fol-
lowing swelling with a good solvent. 8,145 When applied to diblock copolymers,
the aforementioned complexities are exacerbated by phase segregation of the
individual blocks into nanostructures. 142,30,49 While SVA clearly enhances the
microphase segregation in these systems, allowing for long range order to be
achieved, the ways in which solvent choice, vapor pressure, and degree and time
course of swelling can be used to enhance and control this ordering remain un-
clear.
A key limitation to developing a fuller understanding of the SVA process is
the limited capacity to monitor the process in situ. It is relatively straightfor-
ward to monitor degree of solvent uptake in a polymeric thin film via quartz
crystal microbalances (QCMs) or optical metrology techniques. 116,117,48,75,124,58,101
QCMs operating in dissipation mode could additionally report bulk viscoelastic
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properties of a film during the process. 75 Evolving structural changes and po-
tential inhomogeneity of structure and mechanical properties across the films
over time are more challenging to assess during SVA. For diblock copolymers,
grazing incidence small-angle x-ray scattering (GISAXS) has been used to as-
sess transient nanostructures that arise during swelling. 30,49,95,173,139,49 While
GISAXS can reveal nanostructural motifs present in a swollen film, it cannot de-
scribe molecular motions in a spatially resolved manner. Indeed, no study to
date has simultaneously assessed film thickness and local structure or dynamics
in real time. Moreover, most of the aforementioned studies did not quantita-
tively control solvent vapor pressure, limiting ability to reproduce findings and
generalize results.
Here, we describe an apparatus for controlled delivery of solvent vapor to
polymer thin film samples and simultaneous monitoring of multiple properties
of those samples throughout the process of solvent vapor annealing. To achieve
this multi-modal monitoring, two polymer thin films are prepared in an identical
fashion and assessed in parallel adjacent to each other within a single sample
chamber. One sample, prepared on a QCM, is used to characterize the extent
of swelling while another, prepared on a coverslip, is used for epi-fluorescence
imaging. Swelling is performed in a controlled fashion using a series of mass-
flow controllers (MFCs) to generate and control solvent vapor pressures. This
approach to studying polymer films in their vapor swollen state allows simulta-
neous characterization of film swelling, viscoelasticity, structure, and/or dynam-
ics under well-controlled conditions.
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We demonstrate the broad utility of information that can be accessed using
this apparatus via two proof-of-principle experiments. In one case, the dynamics
within a polymer thin film are characterized by particle-tracking quantum dot
(QD) dopants, data that illuminate both bulk enhancement of diffusion that oc-
curs upon swelling as well as heterogeneity in dynamics across the swollen film.
In a second example, a mixture of solvents is used to monitor the aggregation of
conjugated polymer guests, demonstrating that the control of the conditions in
the sample chamber is sufficient to direct bottom-up assembly of mesoscopic
structures.
3.2 Experimental Details: Apparatus
3.2.1 Solvent Vapor Annealing Chamber
The sample chamber is composed of three parts—the base, the body, and the
lid—machined from aluminum. Within the sample chamber, two polymer thin
films were prepared and assessed in parallel, with a coverslip-mounted sam-
ple at the chamber base and a QCM-mounted sample at the chamber lid (Fig-
ure 3-1). The base has an opening to hold a 25 mm diameter coverslip, sealed
with Kalrez O-rings. The sample chamber lid is designed such that it can be fas-
tened between the QCM crystal holder head and the retainer cover that holds
the QCM in place (Figure 3-1(c)). The QCM sensor lies above and concentric to
the imaged sample. An inlet and outlet for vapor flow were bored through the
sides of the cylinder body to allow connection to a MFC-regulated vapor flow
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Figure 3.1: (a) Schematic diagram of the chamber components both unassembled and assem-
bled. (b)-(d) Photographs of the (b) sample chamber without lid, showing the coverslip in place
over the objective lens, (c) underside of the chamber lid with the QCM attached, and (d) fully
assembled chamber on the microscope sample stage.
system. The inlet and outlet to the sample chamber are controlled by two pin
valves. The three components of the sample chamber are held together with
bored-through screws with intercalating Kalrez O-rings to assure a good seal. In
the experiments performed here, Teflon tape was applied around all junctures
to further protect against possible leaks.
3.2.2 Solvent Vapor Production
Solvent vapor was generated using a series of mass-flow controllers (Alicat Sci-
entific MCS-100) to bubble dry nitrogen carrier gas through solvent reservoirs.
In the configuration shown in Figure 3-2, two MFCs (MFC-A and MFC-B) con-
trol flow in two channels, though this system can be extended to more chan-
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Figure 3.2: Schematic diagram of the solvent vapor delivery system. MFCs control the flow of
carrier gas through the appropriate solvent reservoirs and the sample chamber. Switches and
valves are present throughout (indicated by S- and V-, respectively) to direct and control flow.
The vent at right is left open except in cases where the solvent trap is used to condense solvent
vapors to assess quantity of solvent that was delivered to the sample.
nels to support delivery of complex mixtures of solvents. A switch is present in
each channel (S-A and S-B in Figure 3-2) to allow bypassing of the solvent reser-
voir connected to that channel. The flow of each channel is combined in a mix-
ing bottle to assure a reservoir of equilibrated vapor mixtures. Downstream
from the mixing bottle, another switch (S-C) allows flow to or bypass of the sam-
ple chamber. Perfluoroalkoxy tubing (McMaster Carr; Ultraclear PFA Tubing,
1/8 in. inner diameter) was used to connect all the components involved with
solvent vapor production and delivery since it is extremely resistant to a wide
range of organic solvents.
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3.2.3 Sample Characterization
The sample at the bottom of the chamber was prepared on a coverslip and was
interrogated via wide-field epi-fluorescence microscopy. The exemplary exper-
iments described here employed continuous wave 488 nm excitation, an oil-
immersion objective lens (Olympus PlanApo N 60×, NA = 1.4), and appropriate
dichroic (488 nm), longpass (520 nm), and bandpass (525 - 675 nm) filters. Im-
ages were collected using an EMCCD camera (Andor iXon DV-855).
In theory, the film employed for imaging could also be used to monitor film
swelling through an optically based technique such as ellipsometry or interfer-
ometry. However, doing so could complicate fluorescence imaging; moreover,
the film to be imaged must be prepared on a coverslip, which is not ideal for
these approaches. Instead, film thickness and swelling were assessed via par-
allel measurements on a film prepared on the QCM (Stanford Research Systems
QCM-200) at the sample chamber’s top. This measurement does not interfere
with imaging, and the QCM is compact and simple to operate. Moreover, the
QCM can return information on film viscoelasticity that can be used to validate
storage and loss moduli obtained, for example, via particle tracking microrheol-
ogy on the coverslip-mounted film. 164 Film thickness before and during SVA was
assessed by measuring the decrease in resonance frequency from a bare QCM
to one with a spin-cast film prior to or during swelling. The change in QCM reso-
nance frequency reports film uptake of solvent via the Sauerbrey equation,
∆f = −Cf∆m (3.1)
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where ∆f is the observed frequency change, Cf is the sensitivity factor for the
crystal used, and ∆m is the change of mass per area. 134 Change in mass per area
can be transformed to film thickness (or change thereof) via
∆m = ρ∆h (3.2)
with ρ the density of the solvent responsible for the change in mass. To assure
the (potentially evolving) viscoelasticity of the film does not affect measure-
ment accuracy, 64 the QCM should be operated in a mode that corrects for reso-
nance frequency changes due to viscoelastic losses.
3.3 Experimental Details: Control of Vapor Pressure
3.3.1 Single Solvent Vapor Delivery
As depicted in Figure 3-2, solvent vapor was generated using MFCs to bub-
ble dry nitrogen gas through solvent reservoirs. To assess the system’s perfor-
mance, expected and actual amounts of generated acetone vapor were com-
pared. 48 The flow controllers allow direct control of Q, the volumetric flow rate.






M is the molar flow rate, Q is the volumetric flow rate, ρ is the gas density, and
MW is the molecular weight of the gas. For nitrogen gas, employing Qnit = 100
69
standard cm3/min (sccm) yields Mnit = 4.147 × 10−3 mol/min. At this flow condi-
tion, the Reynolds number in the tubing used is 177, indicating laminar flow.
To calculate the molar flow rate for the solvent vapor, several assumptions
were made. First, it was assumed that bubbling nitrogen gas through a solvent
promotes solvent evaporation, ensuring that solvent vapor pressure remains
at saturation (psol) for a given temperature. Because the solubility of nitrogen
in common solvents is negligible, it was also assumed that Mnit remains con-
stant after bubbling. Finally, the total pressure in the system was assumed to
be 760 Torr because the SVA is an open system with low flow rates. Given these
assumptions, the molar flow rate for solvent vapor (Msol) for a MFC-controlled
channel is given by
Msol = Mnit[psol (760− psol)] (3.4)
Since pace = 193.19 Torr at 21 °C, for Qnit = 100 sccm, a volumetric flow rate
of Qace = 93.51 µl/min was expected. Experimentally, over two trials, 1760 ±
110 µl acetone was recovered at the solvent trap when nitrogen gas flowed
at Qnit = 100 sccm for 20 min and bubbled through acetone. This volume cor-
responds to Qace = 88 ± 5 µl/min. With a deviation of less than 10% between
predicted and measured recovered solvent, it was assumed there were no sig-
nificant leaks present in the system.
In a single channel configuration such as that described above, altering Mnit
will alter the rate of swelling, but the equilibrium vapor pressure in the chamber
will be the saturated vapor pressure of the solvent regardless of Mnit. The film
is thus expected to swell to the same degree over a range of nitrogen mass flow
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rates. To lower the vapor pressure of the delivered solvent relative to the satu-
rated vapor pressure and decrease degree of film swelling, mass flow of nitro-
gen through the solvent can be lowered while keeping the total nitrogen mass
flow rate identical by using the second MFC to deliver additional nitrogen gas
to the chamber (bypassing the second solvent container). The vapor pressure at
the sample is then given by




where Mnit,tot includes that delivered through the solvent as well as that deliv-
ered directly to the chamber.
We demonstrate these two methods of controlling flow rate and vapor pres-
sure using poly(methyl methacrylate) (PMMA) films swollen with toluene vapor.
The films were prepared by spin-coating 3.4 wt.% solutions of PMMA (Sigma
Aldrich, Mw = 350 000 g/mol) in toluene onto sample substrates (coverslip and
QCM) at 2000 rpm. Prior to the swelling experiments, solvent vapors were
equilibrated by bubbling carrier gas through the appropriate solvent reservoirs
and bypassing the sample chamber for 30 min. In addition, the arm of the QCM
was allowed to mechanically equilibrate for at least 2 h and parasitic capaci-
tance was cancelled.
Initial film thickness was assessed via change of QCM frequency as described
by Equations 3.1 and 3.2. Over nine samples, the change in resonance frequency
of the QCM after spin-coating was 1427 ± 65 Hz, corresponding to film thick-
ness of 213 ± 10 nm. This value was corroborated by subjecting a sample pre-
pared in the same way to scratch analysis on an atomic force microscope (AFM),
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which yielded a thickness of 215 nm.
Swelling of the PMMA films with toluene vapor was then performed, vary-
ing either the toluene vapor pressure in the chamber or the mass flow rate of
the toluene. First, nitrogen was bubbled through toluene in one channel, and a
second channel was used to dilute the vapor with carrier gas. In these exper-
iments, overall flow rate was kept constant at 100 sccm. Ultimate degree of
swelling was expected to differ as the solvent vapor pressure varied with the
mass flow of nitrogen through the solvent as described by Equation 3.5. The ex-
pected behavior was observed, as was the fact that extent of swelling did not
change linearly with partial toluene vapor pressure (Figure 3-3, solid lines). This
is in accordance with the previous studies that showed a non-linear decrease in
the glass transition temperature for polymers undergoing vapor swelling, with
the effect more dramatic at higher solvent weight fractions. 25
Next, the rate of swelling was varied by controlling the solvent delivery rate.
To accomplish this, a single channel was used to bubble nitrogen gas through
toluene, and flow rate was varied. An example is shown in Figure 3-3 for a sce-
nario in which saturated toluene vapor was delivered at 50 sccm (red dotted
line) compared to at 100 sccm (red solid line). This led to a slower rate of swelling,
as expected.
In this set of experiments and similar experiments with different solvents
that substantially swell the polymeric film, oscillations in apparent film thick-
ness were sometimes evident. Visual observation of these samples after re-
moval from the SVA chamber suggested that these oscillations were related
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Figure 3.3: (Solid lines) Change in film thickness (∆h) over time at various solvent partial vapor
pressures attained by dilution from saturation. Data shown are for a total flow rate of Qnit = 100
sccm. (Dotted line) Change in film thickness over time at saturated toluene vapor pressure at a
total flow rate of Qnit = 50 sccm. In both sets of data, temperature was held at 21 ◦C and vapor
was introduced at 5 min (vertical dashed line).
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to film de-wetting. Films studied here became susceptible to de-wetting un-
der conditions in which the film swelled to greater than 1.5 times the initial
film thickness, likely due to the solvent altering the surface-substrate interac-
tion. 127,7
3.3.2 Solvent Mixtures
Mixtures of solvents are appropriate for some experiments, including attaining
order in diblock copolymer films and preparing aggregates of conjugated poly-
mers. 48,154,62 Such solvent mixtures can be delivered to a sample using either a
solvent mixture in a single reservoir or pure solvents in separate reservoirs. We
demonstrated ability to control and monitor vapor pressure in each scenario for
a mixture of acetone and chloroform.
To demonstrate the expected dependence of vapor volume ratio on liquid
volume ratio, mixtures of acetone and chloroform were prepared in a single
solvent reservoir and flow rate was set at Qnit = 100 sccm. The generated va-
pors were condensed at the solvent trap and subsequently analyzed by gas
chromatography. The resulting liquid–vapor equilibrium curve for acetone-
chloroform liquid solvent mixtures is shown in Figure 3-4(a). The vapor volume
ratio differs from the liquid volume ratio in accordance with the boiling points of
each solvent and their interactions, and the behavior seen is consistent with the
previous reports. 125,125
Mixed vapors can alternatively be prepared using separate solvent reser-
voirs. When acetone and chloroform are held in separate containers, the vapor
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Figure 3.4: (a) Liquid-vapor equilibrium curve for acetone-chloroform liquid solvent mixtures
in a single reservoir. Error bars are standard deviations over 3 independent measurements,
though most are smaller than the data points. (b) Experimental (blue) and calculated (red)
chloroform vapor volume ratio as a function of Qnit at the chloroform channel for acetone-
chloroform solvent vapor mixtures with the two solvents in separate solvent reservoirs and
Qnit,tot = 100 sccm.
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volume ratio of each component can be straightforwardly controlled by varying
the volumetric flow in each channel. For comparison with the results in Figure
3-4(a), the total flow rate from both MFCs was held at 100 sccm. The calcu-
lated chloroform vapor volume ratio, based on Equations 3.3 and 3.4, agreed
well with the experimental results (Figure 3-4(b)).
Because partial vapor pressures are more easily controlled with separate
solvent reservoirs, this configuration is recommended when employing a mix-
ture of solvent vapors. However, this can be difficult and cost-prohibitive with
non-binary mixtures that would require many MFCs. In this case, using mixed
liquid reservoirs can be advantageous, though the vapor-liquid equilibrium
would need to be characterized for the specific mixture of liquid solvents.
3.4 Sample Data and Data Analysis
3.4.1 Monitoring Dynamics during Polymer Film Swelling
The PMMA films depicted in Figure 3-3 were monitored not only for film swelling
with the QCM but also for film dynamics via imaging fluorescent dopants within
the coverslip-mounted films. Such measurements were then used for subse-
quent particle tracking and analysis of diffusion constants across the film during
the solvent swelling process.
The PMMA films were prepared as described above. For each experiment,
one thin film was prepared on the QCM to characterize film thickness and swelling
and another was prepared on a coverslip for imaging. The sample on the cov-
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erslip was doped with 3 nm CdSe/ZnS core-shell QDs (Ocean Nanotech, QSP-
560-0050) at concentrations sufficiently low to achieve separation of ≈ 2.5 µm
between QDs.
Wide-field epi-fluorescence microscopy was employed to image the QD
dopants to interrogate the dynamics of the film at various times during solvent
swelling and as a function of position across the film. The motions of the QD
dopants during film swelling are expected to reflect the dynamics and viscoelas-
tic properties of the film. QD motions can be assessed and quantified following
particle tracking, and the algorithm proposed by Crocker and Grier was used to
identify and track the QDs in the sample data shown here. 28 From these tracks,
mean-squared displacement (MSD) was then computed via
MSD = ⟨∆r2(τ)⟩ = ⟨[r(t+ τ)− r(t)]2⟩ (3.6)
where τ is the lag time and r is the particle’s position. The MSD can be used
to assess whether the tracked particles are undergoing diffusive behavior or
anomalous diffusion including sub- or super-diffusive behaviors, which in turn
can indicate caging effects or active transport, respectively. For diffusive be-
haviors, the MSD is directly related to the diffusion constant via MSD = 2dDτ
with d the dimensionality of diffusion and D the diffusion constant. In particle-
tracking microrheology, the MSD is also used to extrapolate local frequency-
dependent storage and loss moduli. 164
In the PMMA film before swelling, QDs are expected to be nearly immobile.
Collecting data on ≈ 45 QDs in such a dry film for 100 s and performing parti-
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cle tracking on the resulting images showed that the ensemble average MSD
over all QDs tracked resulted in a non-zero MSD (Figure 3-5(a), black line). This
effect is due to localization error 146,135,90 as was verified by a Monte Carlo simu-
lation. To simulate the expected noise-related apparent motility, a point-spread
function (PSF) matching that of experiment was generated at the center of a
pixel array. Background intensity, signal-to-background ratio, and camera noise
were applied as described previously. 55 A Gaussian fit was performed on the
noisy PSF to determine centroid position before stochastic noise was renewed.
This process was repeated 2700 times, and a MSD was constructed from the
fitted positions, which will differ within localization accuracy. The MSD associ-
ated with the simulation is shown in Figure 3-5(a) (gray line), and it overlaps well
with that obtained from the QDs in the dry film. This sets a lower bound on the
diffusion constant that can be reliably obtained from this experiment at ≈ 10-5
µm2/s.
Upon swelling of the PMMA with 75% of saturated toluene vapor pressure
at 21 ◦C, the QD probes attained a degree of mobility due to rearrangement of
the surrounding host polymer and/or QD diffusion in the free volume within the
film. The motion of one such QD is shown in Figure 3-5(b), along with a track
depicting its motion over 8 s in the fully swollen film, as reported by the QCM
trace. The MSD for this QD as well as several others (thin red lines) and the en-
semble average of all QDs tracked (thick red line) are shown in Figure 3-5(a).
We note that some very fast QDs were not trackable due to the decrease in sig-
nal to background ratio that occurs when the photons emitted during the ex-
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Figure 3.5: (a) The MSDs of a subset of individual QDs tracked (thin red lines) in the swollen
film, the ensemble average MSD (thick red line) from all tracked particles in the swollen film, the
ensemble average of those in the as-cast film (black line), and a simulated ensemble MSD for
immobile particles (gray line). Inset shows zoomed in MSDs for immobile particles (black) and
simulation (gray). (b) (Left) Representative QD in the PMMA film swollen with 75% of saturated
toluene vapor pressure at 21 ◦C (Figure 3-3, green line). Fluorescence images have an expo-
sure time of 0.2 s and were collected continuously. The images shown are each separated by 1
s. (Right) Positions of this QD shown over 75 frames (15 s) as obtained from particle tracking
analysis. The QD is initially in the center of the frame. Time is indicated spectrally, with purple
representing the earliest time points, and the images at left are from the blue portion of the tra-
jectory. Scale bars are 1 µm.
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posure time (0.2 s) are spread over a large area. The ensemble MSD was fit to a
line yielding an average diffusion constant of the QDs in the film, D = 5.2 × 10-3
µm2/s, consistent with expectation for a polystyrene film with ≈ 30% mass sol-
vent. 52 Importantly, the variation among individual QD MSDs suggests that the
film is inhomogeneously mobile and that local viscoelasticity varies on the mi-
cron length scale in these swollen films. Particle tracking microrheology could
then be used to characterize the variation in viscoelasticity as a function of posi-
tion within the swollen film.
3.4.2 Monitoring and Controlling Aggregation of MEH-PPV via Polymer Film Swelling
The multi-modal aspect of the SVA system was exploited to explore aggregation
of single polymer chains in swollen films in real time. Here, poly(2-methoxy-5-
(2-ethylhexyloxy)-1,4-phenylenevinylene) (MEH-PPV) synthesized as described
previously 106 (Mw = 168 000 g/mol, PDI = 2.1) was embedded in PMMA (Sigma-
Aldrich, Mw = 97 000 g/mol). Sample films were prepared by spin-coating a
toluene solution of MEH-PPV containing 6.0 wt. % PMMA on the QCM sensor
and the coverslip at ≈ 2800 rpm for 60 s. The dried films had MEH-PPV concen-
tration of ≈ 5 × 10-7 M and were determined to have a thickness of ≈ 270 nm
via Equations 3.1 and 3.2. Change in film thickness over the course of SVA was
calculated from measured change of mass per unit area of the film combined
with known vapor volume ratio and independent measurements of film swelling
with each of the two solvents to determine swelling capacity of the PMMA film
with these solvents.
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The sample films were then placed in the chamber and exposed to nitrogen
gas flow at Qnit = 400 sccm for 30 min to remove residual solvents. Following
this, the films were swollen with solvent vapor using an acetone–chloroform
solvent mixture in a single container. The liquid volume ratio was 50%:50%, re-
sulting in a vapor volume ratio of 56.3%:43.7%, as shown in Figure 3-4(a). Ag-
gregates were prepared using two different solvent swelling conditions, one in
which the acetone-chloroform mixture was delivered at saturated equilibrium
vapor pressure and the one in which the vapor pressure was at 85% of the satu-
ration level.
Polymer film swelling and aggregation of MEH-PPV molecules were mon-
itored simultaneously. Figures 3-6(a) and 3-6(b) show degrees of film swelling
as measured at the QCM together with wide-field fluorescence images taken
of the sample during swelling. Since the fluorescence intensity of single chains
is low compared to emission from aggregates, the illumination intensity (0.7
W/cm2 at the sample) was chosen to best show the progression of aggregate
formation rather than to allow visualization of single molecules.
Before solvent vapor exposure, the film exhibited moderate, largely homo-
geneous fluorescence as a result of many individual MEH-PPV chains dispersed
within the film. The film was then swelled using the acetone-chloroform mix-
ture as described above. Acetone is a selective solvent for the host PMMA ma-
trix (having a Flory-Huggins interaction parameter of χ < 0.5 for the host and
χ > 0.5 for MEH-PPV), thus swelling the host matrix allowing for diffusion of
MEH-PPV chains. Mixing this solvent with chloroform, a non-selective good
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Figure 3.6: In situ monitoring of aggregation of MEH-PPV polymers. (a) Degree of film swelling
as a function of time for the sample films on the QCM sensor swollen with a 50:50 liquid vol-
ume chloroform:acetone mixture at 100% (dark blue) or 85% (light blue) saturated vapor pres-
sure. (b) Wide-field fluorescence images and (c) number of fluorescent features found using
feature finding algorithms adapted from Crocker et al. for films deposited on the coverslip at
various points during the solvent vapor annealing process. 28 Images represent ¼ of the total
field of view used for feature finding and feature intensity quantification. Scale bar is 5 µm.
(d) Histograms of average fluorescence intensity of individual aggregates obtained from films
quenched with nitrogen gas after 50 min of solvent swelling. Median values are 1236 and 859
counts/200 ms for the films swollen at 100% and 85% saturated vapor pressure, respectively.
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solvent for both MEH-PPV and PMMA, enables supersaturated conditions to
be achieved and aggregation to be initiated.28 Aggregation proceeds while the
film is swollen as evidenced by decreasing intensity across most of the image
alongside emergence of distinct bright features (Figure 3-6(b)). This suggests
that the onset of film swelling was accompanied by MEH-PPV chain diffusion
that allowed the aggregation process to begin. In the fully swollen state, fea-
tures become increasingly bright and their number decreases (Figure 3-6(c)).
This suggests that the growth of aggregates is consistent with Ostwald ripen-
ing, 112,79,63,152 in which single polymer chains preferentially re-solvate from
smaller aggregates and are incorporated into larger aggregates, as has been
suggested previously. 154 While the two films have approximately the same
number of aggregates 10 min into swelling, when the films are equally swollen,
by 20 min it is evident that the film that is more swollen has fewer aggregates,
suggesting that the aggregation process is limited by diffusivity of the single
molecules and/or small aggregate species. While the degree of film swelling sat-
urated after ≈20 min of solvent vapor swelling, aggregate growth continued
during the entire time the film was swollen, as judged by both the decreasing
number of features and the increasing brightness of the imaged spots. Assum-
ing the density of MEH-PPV chains is similar regardless of aggregate size, aggre-
gate size will be correlated with fluorescence intensity. 154 Figure 3-6(d) shows
histograms for the fluorescence intensity of individual aggregates after 50 min
of solvent swelling of the film, with intensity calculated by averaging intensi-
ties of the five brightest pixels in each feature. Aggregates generated under
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the higher partial vapor pressure exhibited higher fluorescence intensity, re-
flecting their larger size. Such aggregates could be further characterized over
the course of the swelling and de-swelling process by quantifying fluorescence
intensity, fluorescence anisotropy, and/or emission spectra. These results, in
which aggregates formed in a given time differ in size as a function of saturated
vapor pressure delivered, hint at the prospect of controlling not only aggre-
gate size but also photophysical properties such as fluorescence anisotropy and
spectra through precise control of the solvent swelling process.
3.5 Conclusions
Solvent vapor annealing studies to date have been limited in their ability to si-
multaneously control and monitor extent of swelling while characterizing film
microscopic structure and dynamics. We accomplish such control and mea-
surement here by using mass-flow controllers to set solvent vapor pressures, a
quartz crystal microbalance to characterize film swelling, and an epi-fluorescence
microscope to characterize structure and dynamics within the film. This ap-
proach enables both the study of solvent vapor annealing processes and con-
trolling the processes mediated by the solvent-swollen phases of polymer films.
3.6 Outlook and Future Directions
The ability to control and completely characterize solvent vapor annealing con-
ditions can be used to study various processes. Fundamental studies on poly-
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mer annealing are also now possible. Polymer films exhibit a change in their
mechanical properties upon annealing (through either thermal or solvent va-
por annealing methods). By introducing tracer particles or single-molecules, the
heterogeneity of film properties within the solvent-swollen film can be charac-
terized via particle-tracking microrheology. An interesting direction would be
the tracking of the film’s viscoelasticity as annealing proceeds.
This apparatus can be used to study block co-polymer thin films as they
undergo solvent-vapor mediated phase segregation into well-ordered nanos-
tructures. Currently, experimental parameters for attaining various phase-
segregated morphologies differs greatly, without uniform experimental con-
ditions. This apparatus provides the ability to characterize the intermediate
structures within the vapor swollen film as well as the mobility of the film. In
combination, this will supply the information necessary to understand the phase
transition mechanisms for ordering in these films.
Finally, this apparatus will be used to prepare aggregates of MEH-PPV in a
controlled fashion. Once prepared, these aggregates can be assessed using a
suite of spectroscopic and imaging techniques, such as SHRImP or polarization
modulation, to understand how photophysical properties emerge when chains
come into contact. This apparatus can be used to tune the aggregation process
to produce various degrees of internal ordering within the aggregate. In addi-
tion, the ability to track aggregates as they grow allow for the observation of





Optical Flow for Collagen Studies
4.1 Introduction: Collagen
Collagen gels are a type of complex material. In mammals, collagen is the most
abundant protein (comprising 25-35% of all protein in humans) and plays an es-
pecially important role as a structural material, comprising connective tissue in-
cluding but not limited to bone, cartilage, and the cornea. 5 Because of its struc-
tural importance, there are many collagen-related diseases resulting from ge-
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netic defects or nutritional deficiencies that affect the biosynthesis and assem-
bly of collagen. 24 The study of collagen assembly and its mechanical properties
is therefore extremely relevant for medical and tissue engineering applications.
Single-molecule imaging in collagen is not a practical approach to study-
ing the macroscopic properties of collagen gels. At the molecular level, colla-
gen is composed of three polypetide strands that spontaneously assemble into
a triple helical structure. The collagen self-assembly process continues, with
these triple helices forming fibrils that then comprise even larger fibers. 5 The
fibrillar network’s structural heterogeneities, combined with the long length
scales of interest here, make it difficult to employ pattern recognition as in the
case of single-molecule data, since single molecule analysis is grounded in the
the understanding of the PSF as an approximated 2D-Gaussian surface.
Because images of collagen do not consist of isolated point sources, the
analysis of such images require the use of different quantitative methods. Pre-
viously, most efforts to analyze collagen images have focused on quantifying
static properties observable within a single image, such as determining fibril di-
ameter, fiber number, mesh size, and fiber length. 166,167,174 To quantify dynamics
in the gel is more complicated.
This section of my dissertation describes the application of an optical flow
algorithm to the study of two phenomena involving the physics of collagen gels—
namely the sol-gel transition and strain-stiffening. Despite the well-understood
chemical composition of collagen, the final viscoelastic gel may exhibit varied
network structures and mechanical properties. 2,166,167 It has been noted for ex-
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ample, that the network structure and stiffness are sentitive to temperature,
pH, and ionic strength. These variations are due to early events in collagen fib-
rillogenesis, which is apparently a nucleation-and-growth process. 27 To better
understand how intital conditions determine equilibrium gel properties, de-
tailed study of the gelation process is needed. This chapter will discuss the use
of optical flow to study the dynamics of collagen during gelation before its rheo-
logical gel point, when these network properties are believed to be set. In addi-
tion to exhibiting tunable biomechanics, collagen gels, as well as other biopoly-
mer networks, are known to exhibit strain-stiffening, a phenomenon that is gen-
erally not observed in synthetic gels. This chapter will discuss the use of optical
flow calculations to characterize the perturbations to a collagen network that
occur during strain-stiffening, and identify local deformations that occur in ad-
vance of bulk gel failure.
4.2 Experimental Details
Collagen gels were prepared as described by Zhu et al. using acid-solubilized
collagen solutions at 1.0 mg/ml and gelation at 25 ◦C. 174 The gels were imaged
using an inverted confocal laser scanning microscope in either fluorescence or
reflectance mode as described in Appendix D. Imaging was performed in either
mode for strain-stiffening experiments integrated with a rheometer in a manner
described below.
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4.3 Data Analysis Methods
Optical flow refers to the detection of the change of structured light in an im-
age, due to relative motion between a scene and a detector. Replicating this ca-
pability is an ongoing endeavor in the machine intelligence and computer vision
community. Though these processes are naturally processed in the human vi-
sual system, they require estimation of self-motion, image segmentation into
independantly moving parts, and determining foreground and background. 10
There are two key steps to solving a basic optical flow problem: (1) deter-
mining the features within the image to track and (2) determining a mathemat-
ical method to follow those features. 9 10 For example, the widely-used Lucas-
Kanade method is one of a class of sparse techniques that follow specific, des-
ignated, edges within an image. 83 This is not ideal for the study of collagen gela-
tion, where large scale changes across the whole image are expected and fea-
tures will appear and evolve in size and shape. Instead, the Färneback algorithm
was used because it is an efficient method for calculating dense optical flow.
Here, a flow vector is assigned to each pixel of image. Using the Färneback algo-
rithm, the local image around the neighborhood of a pixel, x, is approximated by
as 3D-surface given by:
f1(x) ∼ xTA1x+ bT1 x+ c1 (4.1)
where A is a symmetric matrix, b is a vector and c a scalar determined by least
squares fit to the image. The displacement is estimated by constructing a new
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signal in which the previous signal was translated, f2(x) = f1(x − d), where d
is the displacement vector. 42 Because this algorithm does not rely on a specific
pattern recognition scheme, it is well-suited for dealing with all the stages of
gelation from nucleation to growth.
A primary assumption in this algorithm, and many other optical flow algo-
rithms, is that the frame rate is sufficiently fast so that displacements observed
between frames is not too large. The Färneback dense optical flow algorithm
was implemented using a routine written in Python along with the openCV soft-
ware library. The data displayed here is colorized to reflect both vector magni-
tude and angle by using the HSV (or hue, saturation, value) color scale, which is
well-suited for describing circular quantities such as angle, as well as polar co-
ordinates. In particular, only the hue and value parameters are used for the data
shown here. The so-called “value” scale depicts the magnitude of an optical flow
vector. As depicted in Figure 4-1, a vector with large magnitude in the “cyan” di-
rection would appear very vibrantly, while a vector in the same direction with a
small vector magnitude would appear as dimmer. The so-called “hue” is used to
indicate the direction of the vector. In the example shown in Figure 4-1, a vector
depicted in red would represent motion in the opposite direction of one drawn
in cyan.
While the HSV color scaling of the data is useful for qualitative, user-based
assessment of data, quantitative analysis brings the possibility of attaining more
information. The optical flow calculation yields a vector field, which can be de-
composed into a field of flow magnitudes and angles. While vector magnitudes
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Figure 4.1: The HSV cylinder is used to visualize the optical flow data presented in this chap-
ter. The color (or hue) is used to indicate optical flow direction (the angular component of the
vector). The value scale is used to indicate vector magnitude, with dimmer values representing
smaller magnitudes. The saturation dimension of this scale is not used for the data visualizations
in this chapter.
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can be characterized by conventional statistics, angular data must use direc-
tional statistics. A brief overview is given here for the two directional statistics
used—angular mean and angular variance. For a set of n vectors, the mean di-





















i cos θi ≥ 0
(4.2)
The angular variance, V, can be used to describe the heterogeneity of observed
flow vectors:











which is constrained to the range 0 ≤ V ≤ 1 , with the bounds of zero and one
describing anisotropic and isotropic alignment, respectively. 89 It should be noted
that these quantities were derived for the case in which the angle from every
vector is treated equally without consideration of its magnitude. In the future
however, it may be useful to to weight each angle when calculating the mean to
give less importance to optical flow with very small magnitudes that may stem
from noise in the images.
4.3.1 Quantitatively Assessing Early Events in the Collagen Gelation Process with
Optical Flow
It has been noted in the literature that the network properties of a collagen
gel, such as structure and stiffness are sentitive to temperature, pH, and ionic
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strength. 2 Thus, characterizing collagen during network development may en-
able improvements in collagen-based matrix design and may be relevant for un-
derstanding self-assembly processes of other fibrillar proteins as well. This is
particularly important for tissue engineering applications where the control of
biomechanical properties is critical.
Collagen gelation is typically assessed by turbidity or rheology. Both of
these methods provide characteristic time points to describe the gelation pro-
cess: a lag time (tlag) during which the turbidity and mechanical properties of
the forming gel resemble that of the solution before gelation commences, a
growth phase during which turbidity and viscoelastic moduli increase quickly,
and a plateau time (tpl) when the gelation process is complete. These observa-
tions of the complex sol-gel process are consistent with a two step nucleation-
and-growth model of collagen fibrillogenesis. 66,27 However, these characteristic
times inadequately describe the microscopic details within the forming collagen
gel.
Imaging can reveal details about the forming fibrillar structures within the
gel, including at these aforementioned time points. In particular, confocial re-
flectance microscopy as well as confocal fluorescence microscopy (CRM and
CFM, respectively) are popular methods for imaging collagen gels—not only are
they well-suited for thick samples, but they have also been shown to contain
information necessary to predict both rheological properties and information
provided from turbidity experiments. 166,174,167
From a rheological standpoint, the gel point (tg) is defined as the (frequency
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independent) time when the storage modulus surpasses the magnitude of the
loss modulus. Previous efforts attempting to characterize the forming gel found
that the network undergoes a so-called arrest, characterized by an arrest time
(ta), wherein the primary fiber network is no longer mobile and also resembles
that of the final gel. Interestingly, the arrest time occurs before the rheologi-
cally defined gel point. 166 Because the gel structure appears to be fully deter-
mined earlier than previously appreciated, attention should be paid towards
understanding the events leading up to arrest.
Previous observations of arrest time have relied on the qualitative assess-
ment of CRM data. However, CFM data is believed to be more sensitive to early
gelation events since CRM images are only generated once the fibers are large
enough to reflect light. Hence, optical flow characterizations of the forming net-
work will utilize CFM images.
The Färneback algorithm was applied to CFM images of a forming collagen
gel. A qualitatively assigned arrest time from CRM data was compared to the
optical flow result by visual inspection. It was noted that the first instance in
which the network appeared to be locked in place coincided with a largely unidi-
rectional optical flow. To attain a more quantitative measure of arrest, however,
the sum of the magnitudes of all optical flow vectors was tracked over time as
shown in Figure 4-2. The optical flow magnitude sum shows a sigmoidal curve,
with a sudden decay around the qualitatively assessed arrest time. In fact, the
inflection point of this curve is close to the qualitative arrest time.
A future research direction may involve investigating the abruptness of the
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Figure 4.2: Top: optical flow data presented in an HSV color scale for a selected time range
around arrest time. Bottom: the sum of vector magnitudes as computed by optical flow. Track-
ing the integrated optical flow magnitude of each frame reveals a sudden decay around the qual-
itatively assessed arrest time. The arrest time can be quantified as the inflection point of this
decay curve as shown above.
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arrest—observing any possible correlations between the decay rate of optical
flow magnitudes and experimental parameters. Other future research direc-
tions involve the characterization of optical flow before arrest time, character-
izing possible locally correlated dynamics emerging within the gel. This is sug-
gested by the presence of distinct regions of directional flow (indicated by the
HSV colorized data) present in each frame before arrest time. This is a compli-
cated endeavor, possibly requiring image segmentation, thresholding or cluster-
ing algorithms.
4.3.2 Quantitatively Assessing Strain-Stiffening Phenomena in Collagen Gels
In biology, structural integrity is provided largely by biopolymer networks, such
as collagen in the basement membrane, or actin cytoskeleton in cells. These
biopolymer networks allow cells and tissues to be quite resilient, in part be-
cause they exhibit stiffening at low-to-intermediate strain. This strain-stiffening
is unique to biopolymer networks in contrast to most synthetic gels, where
strain-stiffening is typically not observed. 104 39 6 ?
Though strain-stiffening in biopolymer networks is commonly observed, its
origins are not agreed upon. There are at least two hypotheses that may explain
the emergence of strain-stiffening—(1) entropic strain-stiffening by which the
filaments stretch out thereby limiting their thermal fluctuations or (2) enthalpic
strain-stiffening whereby the fiber network experiences inhomoheneous defor-
mations. 143 150 111 53 39 53
Strain-stiffening is typically studied using a rheometer to measure the vis-
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coelastic moduli of the gel while it is strained. Pairing rheology with imaging
can provide the information necessary to understand the relationship between
different types of strain-stiffening, network structures, and the mechanical re-
sponse of the gel. The multi-modal microscope shown in Figure 4-3 allows rhe-
ology to be performed simultaneously with confocal imaging of the gel. This
multi-modal setup is capable of fine control over strain while simultaneously
measuring the viscoelastic moduli of the gel and collecting CRM and CFM data.
The ability to concurrently acquire spatio-temporal information via imaging
along with assessment of mechanical properties is invaluable for determining
the microscopic origins of strain-stiffening within the gel.
Since the fibrillar network is too complex to qualitatively assess during a
strain-stiffening experiment, optical flow can aide in the detection of network
changes during stain stiffening. The collagen gel, prepared as described in the
previous section, was subjected to strain as shown in Figure 4-4. For the data
shown here, the gel was simultaneously imaged using CRM.
Optical flow analysis reveals that the movement of the gel at low strain
closely follows the direction of applied strain, as indicated by uniform color-
ing when the data is presented with HSV scaling. At increasing levels of strain,
however, optical flow detects motions that deviate from the direction of applied
strain. These deviations increase in directional heterogeneity with increased
strain. Figure 4-4 shows one such instance of non-affine deformation as de-
tected by optical flow when the gel is strained near its yield point.
Future directions involve the characterization of regions where inhomoge-
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Figure 4.3: Schematic of the rheomicroscope for simultaneous rheology and confocal mi-
croscopy measurements. The set-up allows the collection of CFM and CRM data from the glass
bottom while rheology can be performed at the same time with the top tool for the identical
biopolymer gel. Abbreviations used in scheme: L for lens, M for mirror, DM for dichroic mirror,
P for pinhole, BS for beam splitter, PMT for photomultiplier tube, LLF for laser line filter, FC for
fiber coupler, LP/BP for long pass / bandpass filter and OBJ for objective lens.
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Figure 4.4: Top: Percentage strain applied to the gel as a function of time, as well as the mechan-
ical response of the gel as recorded by its storage (red) and loss (black) modulus. In addition, the
integrated optical flow magnitude (blue) can be used to monitor the materials response to the
strain sweeps. The vertical dotted line indicates the time point indicated on the bottom portion.
Bottom: a selection of frames when the gel is strained at ≈7.8% and the non-affine deforma-
tions that are observed, indicated by the inhomogenoeus optical flow.
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neous deformations occur—particularly, achieving the ability to quantify their
size as well as the degree of heterogeneity within these regions of non-affine
deformation. In addition, determining whether these non-affine regions are
spatially correlated can indicate whether strain-stiffening is attributed to the
structures that are visible by CRM or if small structures that are not present
in the CRM image may play a role, such as through microscopic rearrangments
that cause strain to be transduced through the fibrillar network differently over
time.
4.4 Outlook and Future Directions
Preliminary assessments have shown the Färneback algorithm to be extremely
adept for the analysis of collagen’s properties. This concept of visualizing flow
can be indispensible for understanding other phenomena in not only complex
systems but also biology. Though optical flow methods are widely used in the
artificial intelligence community as well as in many commercial applications,
they are seldom used in a biological or biophysical context. This is slowly chang-
ing however. In addition to the work presented here, it has also been shown that
optical flow can yield results that are more accurate than traditional methods
for assessing velocity fields in particle image velocimetry. 153Optical flow was
also used to assess cell migration. 15 With a plethora of algorithms available, it
is important to select the correct algorithm that is appropriate for the material
and phenomenon in question. 9 10
It is also unclear how to assess the accuracy of an optical flow calculation,
100
which is necessary to study finer motions and distortions of the collagen net-
work, an understanding of what motions are statistically significant will be re-
quired. For further application of optical flow, determining “uncertainty in flow”,
in a manner analogous to attempts at quantifying localization accuracy for single-
molecule PSFs, is expected to follow SNR, SNB, and algorithmic parameters
such as whether or not image pyramids are used to detect motion or the Gaus-
sian width used for polynomial expansion in each pixel. As it becomes more de-
sirable to use optical flow to extract more complex details of collagen gelation
and strain-stiffening, unless uncertainty becomes quantifiable, attributing phys-
ical meaning to the optical flow calculations can become increasingly difficult.
Simulations reflective of the image generation process with subsequent optical
flow calculation can be used to explain expected uncertainty with variance in
SBR as well as heterogeneity of motions observed.
To localize and study specific structural motifs that lend to non-affine de-
formations within these networks, another algorithm will need to be developed
to utilize the flow vectors over the course of gel deformation, and map them to
the represent the actual fiber network. This could possibly be done using slower




[1] Abraham, A. V., Ram, S., Chao, J., Ward, E. S., & Ober, R. J. (2009). Quan-
titative study of single molecule location estimation techniques. Op cs
Express, 17(26), 23352–23373.
[2] Achilli, M. & Mantovani, D. (2010). Tailoring mechanical properties of
collagen-based scaffolds for vascular tissue engineering: The effects of
pH, temperature and ionic strength on gelation. Polymers, 2(4), 664–680.
[3] Adachi, T., Brazard, J., Chokshi, P., Bolinger, J. C., Ganesan, V., & Barbara,
P. F. (2010). Highly ordered single conjugated polymer chain rod mor-
phologies. Journal of Physical Chemistry C, 114(48), 20896–20902.
[4] Adhikari, A. N., Capurso, N. A., & Bingemann, D. (2007). Heterogeneous
Dynamics and Dynamic Heterogeneities at the Glass Transition Probed
with Single Molecule Spectroscopy. Journal of Chemical Physics, 127(11),
114508.
[5] Alberts, B., Johnson, A., Lewis, J., Raff, M., Roberts, K., & Walter, P. (2002).
Molecular Biology of the Cell.
[6] Arevalo, R. C., Kumar, P., Urbach, J. S., & Blair, D. L. (2015). Stress het-
erogeneities in sheared type-i collagen networks revealed by boundary
stress microscopy. PLoS ONE, 10(3).
[7] Ashley, K. M., Raghavan, D., Douglas, J. F., & Karim, a. (2005). Wetting-
dewetting transition line in thin polymer films. Langmuir, 21(21), 9518–
9523.
[8] Barbero, D. R. & Steiner, U. (2009). Nonequilibrium polymer rheology in
spin-cast films. Physical Review Le ers, 102(24), 248303.
102
[9] Barron, J. L., Fleet, D. J., & Beauchemin, S. S. (1994). Performance of op-
tical flow techniques. Interna onal Journal of Computer Vision, 12(1), 43–
77.
[10] Beauchemin, S. S. & Barron, J. L. (1995). The computation of optical flow.
ACM Compu ng Surveys, 27(3), 433–466.
[11] Benninger, R. K. P., Onfelt, B., Neil, M. A. A., Davis, D. M., & French, P.
M. W. (2005). Fluorescence imaging of two-photon linear dichroism:
cholesterol depletion disrupts molecular orientation in cell membranes.
Biophysical Journal, 88(1), 609–22.
[12] Bhattacharjee, S. M., Giacometti, A., & Maritan, A. (2013). Flory theory
for polymers. Journal of Physics: Condensed Ma er, 25(50), 503101.
[13] Billovits, G. & Durning, C. (1993). Linear viscoelastic diffusion in the
polystyrene/ethylbenzene system: differential sorption experiments.
Macromolecules, 26(25), 6927–6936.
[14] Bingemann, D. (2006). Analysis of ’Blinking’ or ’Hopping’ Single Molecule
Signals with a Limited Number of Transitions. Chemical Physics Le ers,
433(1-3), 234–238.
[15] Boric, K., Orio, P., Viéville, T., & Whitlock, K. (2013). Quantitative Analysis
of Cell Migration Using Optical Flow. PLoS ONE, 8(7).
[16] Born, M. & Wolf, E. (1999). Principles of Op cs.
[17] Bounos, G., Ghosh, S., Lee, A. K., Plunkett, K. N., Dubay, K. H., Bolinger,
J. C., Zhang, R., Friesner, R. A., Nuckolls, C., Reichman, D. R., & Barbara,
P. F. (2011). Controlling chain conformation in conjugated polymers us-
ing defect inclusion strategies. Journal of the American Chemical Society,
133(26), 10155–10160.
[18] Breedveld, V. & Pine, D. J. (2003). Microrheology as a tool for high-
throughput screening. Journal of Materials Science, 38(22), 4461–4470.
103
[19] Burnette, D. T., Sengupta, P., Dai, Y., Lippincott-Schwartz, J., & Kachar, B.
(2011). Bleaching/blinking assisted localization microscopy for super-
resolution imaging using standard fluorescent molecules. Proceedings of
the Na onal Academy of Sciences of the United States of America, 108(52),
21081–21086.
[20] Cheezum, M. K., Walker, W. F., & Guilford, W. H. (2001). Quantitative
comparison of algorithms for tracking single fluorescent particles. Bio-
physical Journal, 81(4), 2378–2388.
[21] Chen, D. T., Wen, Q., Janmey, P. a., Crocker, J. C., & Yodh, A. G. (2010).
Rheology of soft materials. Annual Review of Condensed Ma er Physics,
1(1), 301–322.
[22] Chenouard, N., Smal, I., de Chaumont, F., Maška, M., Sbalzarini, I. F.,
Gong, Y., Cardinale, J., Carthel, C., Coraluppi, S., Winter, M., Cohen, A. R.,
Godinez, W. J., Rohr, K., Kalaidzidis, Y., Liang, L., Duncan, J., Shen, H., Xu,
Y., Magnusson, K. E. G., Jaldén, J., Blau, H. M., Paul-Gilloteaux, P., Roudot,
P., Kervrann, C., Waharte, F., Tinevez, J.-Y., Shorte, S. L., Willemse, J.,
Celler, K., van Wezel, G. P., Dan, H.-W., Tsai, Y.-S., Ortiz de Solórzano, C.,
Olivo-Marin, J.-C., & Meijering, E. (2014). Objective comparison of parti-
cle tracking methods. Nature Methods, 11(3), 281–9.
[23] Chertkov, M., Kroc, L., Krzakala, F., Vergassola, M., & Zdeborová, L.
(2010). Inference in particle tracking experiments by passing messages
between images. Proceedings of the Na onal Academy of Sciences of the
United States of America, 107(17), 7663–7668.
[24] Chiti, F. & Dobson, C. M. (2006). Protein misfolding, functional amyloid,
and human disease. Annual Review of Biochemistry, 75, 333–366.
[25] Chow, T. S. (1980). Molecular interpretation of the glass transition tem-
perature of polymer-diluent systems. Macromolecules, 13(2), 362–364.
104
[26] Chung, I., Shimizu, K. T., & Bawendi, M. G. (2003). Room temperature
measurements of the 3D orientation of single CdSe quantum dots using
polarization microscopy. Proceedings of the Na onal Academy of Sciences
of the United States of America, 100(2), 405–408.
[27] Comper, W. & Veis, A. (1977). The mechanism of nucleation for in vitro
collagen fibril formation. Biopolymers, 16(10), 2113–2131.
[28] Crocker, J. & Grier, D. (1996). Methods of digital video microscopy for
colloidal studies. Journal of Colloid and Interface Science, 179(1), 298–310.
[29] De Luca, G., Treossi, E., Liscio, A., Mativetsky, J. M., Scolaro, L. M.,
Palermo, V., & Samorì, P. (2010). Solvent vapour annealing of organic thin
films: controlling the self-assembly of functional systems across multiple
length scales. Journal of Materials Chemistry, 20(13), 2493–2498.
[30] Di, Z., Posselt, D., Smilgies, D. M., & Papadakis, C. M. (2010). Structural re-
arrangements in a lamellar diblock copolymer thin film during treatment
with saturated solvent vapor. Macromolecules, 43(1), 418–427.
[31] Dickson, R. M., Norris, D. J., Tzeng, Y.-L., & Moerner, W. E. (1996).
Three-dimensional Imaging of Single Molecules Solvated in Pores of
Poly(acrylamide) Gels. Science, 274(5289), 966–968.
[32] Ebihara, Y., Habuchi, S., Vacha, M., & Materials, P. (2009). Conformation-
dependent room-temperature emission spectra of single MEH-PPV
chains in different polymer matrices. Chemical Le ers., 38(11), 1094–
1095.
[33] Ebihara, Y. & Vacha, M. (2008). Relating conformation and photophysics
in single MEH-PPV chains. Journal of Physical Chemistry B, 112(40),
12575–12578.
[34] Ediger, M. D. (2000). Spatially heterogeneous dynamics in supercooled
liquids. Annual Review of Physical Chemistry, 51, 99–128.
105
[35] Edmond, K., Elsesser, M., Hunter, G., Pine, D., & Weeks, E. (2012). De-
coupling of rotational and translational diffusion in supercooled colloidal
fluids. Proceedings of the Na onal Academy of Sciences of the United States
of America, 109(44), 17891–17896.
[36] Efron, B. (1979). Bootstrap methods: another look at the jackknife. The
Annals of Sta s cs, 7(1), 1–26.
[37] Empedocles, S. A., Neuhauser, R., & Bawendi, M. G. (1999). Three-
dimensional orientation measurements of symmetric single chro-
mophores using polarization microscopy. Nature, 399(6732), 126–130.
[38] Ennaceur, S. M., Hicks, M. R., Pridmore, C. J., Dafforn, T. R., Rodger, A., &
Sanderson, J. M. (2009). Peptide adsorption to lipid bilayers: slow pro-
cesses revealed by linear dichroism spectroscopy. Biophysical Journal,
96(4), 1399–1407.
[39] Erk, K. A., Henderson, K. J., & Shull, K. R. (2010). Strain stiffening in syn-
thetic and biopolymer networks. Biomacromolecules, 11(5), 1358–1363.
[40] Ernst, D. & Köhler, J. (2013). Measuring a diffusion coefficient by single-
particle tracking: statistical analysis of experimental mean squared dis-
placement curves. Physical Chemistry Chemical Physics, 15(3), 845–849.
[41] Ernst, D., Köhler, J., & Weiss, M. (2014). Probing the type of anoma-
lous diffusion with single-particle tracking. Physical Chemistry Chemical
Physics, 16(17), 7686–7691.
[42] Farneback, G. (2003). Two-frame motion estimation based on polynomial
expansion. Lecture Notes in Computer Science, 2749(1), 363–370.
[43] Flier, B. M. I., Baier, M. C., Huber, J., Müllen, K., Mecking, S., Zumbusch,
A., & Wöll, D. (2012). Heterogeneous diffusion in thin polymer films as
observed by high-temperature single-molecule fluorescence microscopy.
Journal of the American Chemical Society, 134(1), 480–488.
106
[44] Fourkas, J. T. (2001). Rapid determination of the three-dimensional ori-
entation of single molecules. Op cs Le ers, 26(4), 211–213.
[45] Frey, E. & Kroy, K. (2005). Brownian motion: a paradigm of soft matter
and biological physics. 14(1-3), 20–50.
[46] Furumaki, S., Habuchi, S., & Vacha, M. (2010). Fluorescence-detected
three-dimensional linear dichroism: A method to determine absorption
anisotropy in single sub-wavelength size nanoparticles. Chemical Physics
Le ers, 487(4), 312–314.
[47] Gordon, M. P., Ha, T., & Selvin, P. R. (2004). Single-molecule high-
resolution imaging with photobleaching. Proceedings of the Na onal
Academy of Sciences of the United States of America, 101(17), 6462–6465.
[48] Gotrik, K. W., Hannon, A. F., Son, J. G., Keller, B., Alexander-Katz, A., &
Ross, C. A. (2012). Morphology control in block copolymer films using
mixed solvent vapors. ACS Nano, 6(9), 8052–8059.
[49] Gu, X., Gunkel, I., Hexemer, A., Gu, W., & Russell, T. P. (2014). An in situ
grazing incidence x-ray scattering study of block copolymer thin films
during solvent vapor annealing. Advanced Materials, 26(2), 273–281.
[50] Habuchi, S., Oba, T., & Vacha, M. (2011). Multi-beam single-molecule de-
focused fluorescence imaging reveals local anisotropic nature of polymer
thin films. Physical Chemistry Chemical Physics, 13(15), 7001–7007.
[51] Habuchi, S., Onda, S., & Vacha, M. (2009). Mapping the emitting sites
within a single conjugated polymer molecule. Chemical Communica ons,
2009(32), 4868–4870.
[52] Hager, B. L. & Berry, G. C. (1982). Moderately concentrated solutions
of polystyrene. I–viscosity as a function of concentration, temperature,
and molecular weight. Journal of Polymer Science: Polymer Physics, 20(5),
911–928.
107
[53] Heussinger, C. & Frey, E. (2006). Floppy modes and nonaffine deforma-
tions in random fiber networks. Physical Review Le ers, 97(10), 105501.
[54] Hinze, G., Basché, T., & Vallée, R. A. L. (2011). Single molecule probing of
dynamics in supercooled polymers. Physical Chemistry Chemical Physics,
13(5), 1813–1818.
[55] Hoang, D. T., Paeng, K., Park, H., Leone, L. M., & Kaufman, L. J. (2014). Ex-
traction of rotational correlation times from noisy single molecule fluo-
rescence trajectories. Analy cal Chemistry, 86(18), 9322–9329.
[56] Hu, D., Yu, J., & Barbara, P. F. (1999). Single-molecule spectroscopy of the
conjugated polymer MEH-PPV. Journal of the American Chemical Society,
121(29), 6936–6937.
[57] Huser, T., Yan, M., & Rothberg, L. (2000). Single chain spectroscopy of
conformational dependence of conjugated polymer photophysics. Pro-
ceedings of the Na onal Academy of Sciences of the United States of Amer-
ica, 97(21), 11187–11191.
[58] Hüttner, S., Sommer, M., Chiche, A., Krausch, G., Steiner, U., & Thelakkat,
M. (2009). Controlled solvent vapour annealing for polymer electronics.
So Ma er, 5(21), 4206.
[59] Joo, C., Balci, H., Ishitsuka, Y., Buranachai, C., & Ha, T. (2008). Advances
in single-molecule fluorescence methods for molecular biology. Annual
Review of Biochemistry, 77, 51–76.
[60] Jung, C., Hellriegel, C., Michaelis, J., & Bräuchle, C. (2007). Single-
molecule traffic in mesoporous materials: Translational, orientational,
and spectral dynamics. Advanced Materials, 19(7), 956–960.
[61] Jung, C., Schwaderer, P., Dethlefsen, M., Köhn, R., Michaelis, J., &
Bräuchle, C. (2011). Visualization of the self-assembly of silica nanochan-
nels reveals growth mechanism. Nature Nanotechnology, 6(2), 87–92.
108
[62] Jung, Y. S. & Ross, C. A. (2009). Solvent-vapor-induced tunability of self-
assembled block copolymer patterns. Advanced Materials, 21(24), 2540–
2545.
[63] Kahlweit, M. (1975). Ostwald ripening of precipitates. Advances in Colloid
and Interface Science, 5(1), 1–35.
[64] Kanazawa, K. K. & GordonII, J. G. (1985). Frequency of a quartz microbal-
ance in contact with liquid. Analy cal Chemistry, 57(8), 1770–1771.
[65] Kaufman, L. J. (2013). Heterogeneity in single-molecule observables in
the study of supercooled liquids. Annual Review of Physical Chemistry, 64,
177–200.
[66] Keech, M. K. (1961). The formation of fibrils from collagen solutions. The
Journal of Biophysical and Biochemical Cytology, 9(1956), 193–209.
[67] Kepten, E., Bronshtein, I., & Garini, Y. (2013). Improved estimation of
anomalous diffusion exponents in single-particle tracking experiments.
Physical Review E, 87(5), 052713.
[68] Kepten, E., Weron, A., Sikora, G., Burnecki, K., & Garini, Y. (2015). Guide-
lines for the fitting of anomalous diffusion mean square displacement
graphs from single particle tracking experiments. PLoS ONE, 10(2).
[69] Kirstein, J., Platschek, B., Jung, C., Brown, R., Bein, T., & Bräuchle, C.
(2007). Exploration of nanostructured channel systems with single-
molecule probes. Nature Materials, 6(4), 303–310.
[70] Klar, T. A., Jakobs, S., Dyba, M., Egner, a., & Hell, S. W. (2000). Fluores-
cence microscopy with diffraction resolution barrier broken by stimu-
lated emission. Proceedings of the Na onal Academy of Sciences of the
United States of America, 97(15), 8206–8210.
[71] Kobayashi, H., Onda, S., Furumaki, S., Habuchi, S., & Vacha, M. (2012). A
single-molecule approach to conformation and photophysics of conju-
gated polymers. Chemical Physics Le ers, 528, 1–6.
109
[72] Kulzer, F., Xia, T., & Orrit, M. (2010). Single molecules as optical
nanoprobes for soft and complex matter. Angewandte Chemie - Inter-
na onal Edi on, 49(5), 854–866.
[73] Lee, C. K. & Hua, C. C. (2011). Nanomorphologies in conjugated poly-
mer solutions and films for application in optoelectronics, resolved by
multiscale computation. Optoelectronics—Materials and Techniques, 10,
261–285.
[74] Lee, C. K., Hua, C. C., & Chen, S. A. (2008). Single-chain and aggregation
properties of semiconducting polymer solutions investigated by coarse-
grained Langevin dynamics simulation. Journal of Physical Chemistry B,
112(37), 11479–11489.
[75] Lee, H.-S., Yee, M. Q., Eckmann, Y. Y., Hickok, N. J., Eckmann, D. M., &
Composto, R. J. (2012). Reversible Swelling of Chitosan and Quaternary
Ammonium Modified Chitosan Brush Layers: Effect of pH and Counter
Anion Size and Functionality. Journal of Materials Chemistry, 22(37),
19605–19616.
[76] Leone, L. M. & Kaufman, L. J. (2013). Single molecule probe reports of dy-
namic heterogeneity in supercooled ortho-terphenyl. Journal of Chemical
Physics, 138(12), 12A524.
[77] Liang, J. J., White, J. D., Chen, Y. C., Wang, C. F., Hsiang, J. C., Lim, T. S., Sun,
W. Y., Hsu, J. H., Hsu, C. P., Hayashi, M., Fann, W. S., Peng, K. Y., & Chen,
S. A. (2006). Heterogeneous energy landscapes of individual luminescent
conjugated polymers. Physical Review B, 74(8), 085209.
[78] Liao, Y., Yang, S. K., Koh, K., Matzger, A. J., & Biteen, J. S. (2012). Hetero-
geneous single-molecule diffusion in one-, two-, and three-dimensional
microporous coordination polymers: Directional, trapped, and immobile
guests. Nano Le ers, 12(6), 3080–3085.
110
[79] Lifshitz, I. & Slyozov, V. (1961). The kinetics of precipitation from super-
saturated solid solutions. Journal of Physics and Chemistry of Solids, 19(1),
35–50.
[80] Lin, H., Hania, R. P., Bloem, R., Mirzov, O., Thomsson, D., & Scheblykin, I. G.
(2010). Single chain versus single aggregate spectroscopy of conjugated
polymers. Where is the border? Physical Chemistry Chemical Physics,
12(37), 11770–11777.
[81] Lin, H., Tabaei, S. R., Thomsson, D., Mirzov, O., Larsson, P. O., & Scheblykin,
I. G. (2008). Fluorescence blinking, exciton dynamics, and energy transfer
domains in single conjugated polymer chains. Journal of the American
Chemical Society, 130(22), 7042–7051.
[82] Lu, C.-Y. & Vanden Bout, D. A. (2006). Effect of finite trajectory length on
the correlation function analysis of single molecule data. The Journal of
Chemical Physics, 125(12), 124701.
[83] Lucas, B. D. & Kanade, T. (1981). An iterative image registration technique
with an application to stereo vision. Proceedings of the Interna onal Joint
Conference on Ar ficial Intelligence, 7(2), 674–679.
[84] Mackowiak, S. A., Herman, T. K., & Kaufman, L. J. (2009). Spatial and tem-
poral heterogeneity in supercooled glycerol: Evidence from wide field
single molecule imaging. Journal of Chemical Physics, 131(24), 244513.
[85] Mackowiak, S. A. & Kaufman, L. J. (2011). When the heterogeneous ap-
pears homogeneous: Discrepant measures of heterogeneity in single-
molecule observables. Journal of Physical Chemistry Le ers, 2(5), 438–
442.
[86] Mackowiak, S. A., Leone, L. M., & Kaufman, L. J. (2011). Probe dependence
of spatially heterogeneous dynamics in supercooled glycerol as revealed
by single molecule microscopy. Physical Chemistry Chemical Physics, 13(5),
1786–1799.
111
[87] Mansky, P., Haikin, P., & Thomas, E. L. (1995). Monolayer films of diblock
copolymer microdomains for nanolithographic applications. Journal of
Materials Science, 30(8), 1987–1992.
[88] Manzo, C. & Garcia-Parajo, M. F. (2015). A review of progress in sin-
gle particle tracking: from methods to biophysical insights. Reports on
Progress in Physics, 78(12), 124601.
[89] Mardia, K. V. & Jupp, P. E. (2008). Direc onal Sta s cs.
[90] Martin, D. S., Forstner, M. B., & Käs, J. A. (2002). Apparent subdiffusion
inherent to single particle tracking. Biophysical Journal, 83(4), 2109–
2117.
[91] Mason, T. G. (2000). Estimating the viscoelastic moduli of complex fluids
using the generalized Stokes-Einstein equation. Rheologica Acta, 39(4),
371–378.
[92] Mason, T. G. & Weitz, D. A. (1995). Optical measurements of frequency-
dependent linear viscoelastic moduli of complex fluids. Physical Review
Le ers, 74(7), 1250–1253.
[93] Mei, E., Tang, J., Vanderkooi, J. M., & Hochstrasser, R. M. (2003). Motions
of single molecules and proteins in trehalose glass. Journal of the Ameri-
can Chemical Society, 125(9), 2730–2735.
[94] Messina TC, Kim H, Giurleo JT, Talaga DS (2006). Hidden Markov model
analysis of multichromophore photobleaching. The journal of physical
chemistry. B, 110, 16366–76.
[95] Metwalli, E., Perlich, J., Wang, W., Diethert, A., Roth, S. V., Papadakis,
C. M., & Müller-Buschbaum, P. (2010). Morphology of semicrystalline
diblock copolymer thin films upon directional solvent vapor flow. Macro-
molecular Chemistry and Physics, 211(19), 2102–2108.
112
[96] Michaelis, J. & Bräuchle, C. (2010). Reporters in the nanoworld: diffusion
of single molecules in mesoporous materials. Chemical Society Reviews,
39(12), 4731–4740.
[97] Michalet, X. (2010). Mean square displacement analysis of single-particle
trajectories with localization error: Brownian motion in an isotropic
medium. Physical Review E, 82(4), 041914.
[98] Michalet, X. & Berglund, A. J. (2012). Optimal diffusion coefficient esti-
mation in single-particle tracking. Physical Review E, 85(6), 061916.
[99] Mirzov, O., Cichos, F., Von Borczyskowski, C., & Scheblykin, I. G. (2004).
Direct exciton quenching in single molecules of MEH-PPV at 77 K. Chem-
ical Physics Le ers, 386(4-6), 286–290.
[100] Moerner, W. E. & Fromm, D. P. (2003). Methods of single-molecule fluo-
rescence spectroscopy and microscopy. Review of Scien fic Instruments,
74(8), 3597–3619.
[101] Mokarian-Tabari, P., Collins, T. W., Holmes, J. D., & Morris, M. A. (2011).
Cyclical “flipping” of morphology in block copolymer thin films. ACS Nano,
5(6), 4617–4623.
[102] Montiel, D., Cang, H., & Yang, H. (2006). Quantitative characterization of
changes in dynamical behavior for single-particle tracking studies. Journal
of Physical Chemistry B, 110(40), 19763–19770.
[103] Mortensen, K. I., Churchman, L. S., Spudich, J. a., & Flyvbjerg, H. (2010).
Optimized localization analysis for single-molecule tracking and super-
resolution microscopy. Nature Methods, 7(5), 377–381.
[104] Motte, S. & Kaufman, L. J. (2013). Strain stiffening in collagen i networks.
Biopolymers, 99(1), 35–46.
[105] Müller-Plathe, F. (1996). Local Structure and Dynamics in Solvent-
Swollen Polymers. Macromolecules, 29(13), 4782–4791.
113
[106] Neef, C. J. & Ferraris, J. P. (2000). MEH-PPV: Improved synthetic proce-
dure and molecular weight control. Macromolecules, 33(7), 2311–2314.
[107] Neice, A. (2010). Methods and limitations of subwavelength imaging.
Advances in Imaging and Electron Physics, 163(C), 117–140.
[108] Ntziachristos, V. (2010). Going deeper than microscopy: the optical imag-
ing frontier in biology. Nature Methods, 7(8), 603–614.
[109] Ober, R. J., Ram, S., & Ward, E. S. (2004). Localization accuracy in single-
molecule microscopy. Biophysical Journal, 86(2), 1185–200.
[110] Ober, R. J., Tahmasbi, A., Ram, S., Lin, Z., & Ward, E. S. (2015). Quantitative
aspects of single molecule microscopy. IEEE Signal Processing Magazine,
32(1), 58–69.
[111] Onck, P. R., Koeman, T., Van Dillen, T., & Van Der Giessen, E. (2005). Al-
ternative explanation of stiffening in cross-linked semiflexible networks.
Physical Review Le ers, 95(17), 178102.
[112] Ostwald, W. (1897). The Formation and Changes of Solids. Zeitschri
fuer Physikalische Chemie, Stoechiometrie und Verwandtscha slehre, 22,
289–330.
[113] Paeng, K. & Kaufman, L. J. (2014). Single molecule rotational probing of
supercooled liquids. Chemical Society Reviews, 43(4), 977–89.
[114] Paeng, K. & Kaufman, L. J. (2016). Single Molecule Experiments Reveal
the Dynamic Heterogeneity and Exchange Time Scales of Polystyrene
near the Glass Transition. Macromolecules, 49(7), 2876–2885.
[115] Paeng, K., Park, H., Hoang, D. T., & Kaufman, L. J. (2015). Ideal probe
single-molecule experiments reveal the intrinsic dynamic heterogeneity
of a supercooled liquid. Proceedings of the Na onal Academy of Sciences of
the United States of America, 112(16), 4952–7.
114
[116] Papanu, J. S., Hess, D. W., Soane, D. S., & Bell, A. T. (1990). Swelling of
poly(methyl methacrylate) thin films in low molecular weight alcohols.
Journal of Applied Polymer Science, 39(4), 803–823.
[117] Papanu, J. S., Soane, D. S., Bell, A. T., & Hess, D. W. (1989). Transport mod-
els for swelling and dissolution of thin polymer films. Journal of Applied
Polymer Science, 38(5), 859–885.
[118] Park, H., Hoang, D. T., Paeng, K., & Kaufman, L. J. (2015). Localizing exci-
ton recombination sites in conformationally distinct single conjugated
polymers by super-resolution fluorescence imaging. ACS Nano, 9(3),
3151–3158.
[119] Pramanik, R., Ito, T., & Higgins, D. A. (2013). Single molecule wobbling
in cylindrical mesopores. Journal of Physical Chemistry C, 117(7), 3668–
3673.
[120] Qian, H., Sheetz, M. P., & Elson, E. L. (1991). Single particle tracking: anal-
ysis of diffusion and flow in two-dimensional systems. Biophysical Journal,
60(4), 910–921.
[121] Qiu, X. H. & Ediger, M. D. (2003). Length scale of dynamic heterogeneity
in supercooled D-sorbitol: Comparison to model predictions. Journal of
Physical Chemistry B, 107(2), 459–464.
[122] Qu, X., Wu, D., Mets, L., & Scherer, N. F. (2004). Nanometer-localized
multiple single-molecule fluorescence microscopy. Proceedings of the
Na onal Academy of Sciences of the United States of America, 101(31),
11298–303.
[123] Quinlan, M. E., Forkey, J. N., & Goldman, Y. E. (2005). Orientation of the
myosin light chain region by single molecule total internal reflection fluo-
rescence polarization microscopy. Biophysical Journal, 89(2), 1132–1142.
[124] Rao, A., Kang, S., Vogt, B. D., Prabhu, V. M., Lin, E. K., Wu, W. L., &
Muthukumar, M. (2006). Effect of deprotection extent on swelling and
115
dissolution regimes of thin polymer films. Langmuir, 22(24), 10009–
10015.
[125] Reinders, W. & de Minjer, C. H. (1947). Vapour-liquid equilibria in ternary
systems. VI. The system water-acetone-chloroform. Recueil des Travaux
Chimiques des Pays-Bas, 66(9).
[126] Reinsberg, S. A., Qiu, X. H., Wilhelm, M., Spiess, H. W., & Ediger, M. D.
(2001). Length scale of dynamic heterogeneity in supercooled glycerol
near Tg. Journal of Chemical Physics, 114(17), 7299–7302.
[127] Reiter, G. (1992). Dewetting of thin polymer films. Physical Review Le ers,
68(75), 75.
[128] Richert, R. (2002). Heterogeneous dynamics in liquids: fluctuations in
space and time. Journal of Physics: Condensed Ma er, 14(23), R703–R738.
[129] Robbins, M. S. & Hadwen, B. J. (2003). The noise performance of electron
multiplying charge-coupled devices. IEEE Transac ons on Electron Devices,
50(5), 1227–1232.
[130] Rothberg, L. (2011). Conjugated polymers: watching polymers dance.
Nature Chemistry, 3(6), 425–426.
[131] Roy, R., Hohng, S., & Ha, T. (2008). A practical guide to single-molecule
FRET. Nature Methods, 5(6), 507–516.
[132] Rust, M. J., Bates, M., & Zhuang, X. W. (2006). Sub-diffraction-limit imag-
ing by stochastic optical reconstruction microscopy (STORM). Nature
Methods, 3(10), 793–795.
[133] Sartori, S. S., De Feyter, S., Hofkens, J., Van Der Auweraer, M., De
Schryver, F., Brunner, K., & Hofstraat, J. W. (2003). Host matrix depen-
dence on the photophysical properties of individual conjugated polymer
chains. Macromolecules, 36(2), 500–507.
116
[134] Sauerbrey, G. (1959). Verwendung von Schwingquarzen zur Wägung
dünner Schichten und zur Mikrowägung. Zeitschri für Physik, 155(2),
206–222.
[135] Savin, T. & Doyle, P. S. (2005). Static and dynamic errors in particle track-
ing microrheology. Biophysical Journal, 88(1), 623–638.
[136] Saxton, M. J. (1997). Single-particle tracking: the distribution of diffusion
coefficients. Biophysical Journal, 72(4), 1744–53.
[137] Saxton, M. J. (2014). A particle tracking meet. Naure Methods, 11(3), 247–
248.
[138] Seebacher, C., Hellriegel, C., Bräuchle, C., Ganschow, M., & Wöhrle, D.
(2003). Orientational behavior of single molecules in molecular sieves:
a study of oxazine dyes in AlPO4-5 crystals. Journal of Physical Chemistry
B, 107(23), 5445–5452.
[139] Sepe, A., Cernoch, P., Štepánek, P., Hoppe, E. T., & Papadakis, C. M. (2014).
Creation of lateral structures in diblock copolymer thin films during va-
por uptake and subsequent drying–effect of film thickness. European
Polymer Journal, 50(1), 87–96.
[140] Shuang, B., Cooper, D., Taylor, J. N., Kisley, L., Chen, J., Wang, W., Li, C. B.,
Komatsuzaki, T., & Landes, C. F. (2014). Fast step transition and state
identification (STaSI) for discrete single-molecule data analysis. Journal of
Physical Chemistry Le ers, 5(18), 3157–3161.
[141] Simonson, P. D., Rothenberg, E., & Selvin, P. R. (2011). Single-molecule-
based super-resolution images in the presence of multiple fluorophores.
Nano Le ers, 11(11), 5090–5096.
[142] Sinturel, C., Vayer, M., Morris, M., & Hillmyer, M. A. (2013). Solvent vapor
annealing of block polymer thin films. 46(14), 5399–5415.
117
[143] Storm, C., Pastore, J. J., MacKintosh, F., Lubensky, T., & Jamney, P. A.
(2005). Nonlinear elasticity in biological gels. Nature, 435(May), 191–
194.
[144] Teraoka, I. (2002). Polymer Solu ons: An Introduc on to Physical Proper es.
New York, NY: WILEY-VCH Verlag.
[145] Thomas, K. R., Chenneviere, A., Reiter, G., & Steiner, U. (2011). Nonequi-
librium behavior of thin polymer films. Physical Review E, 83(2), 021804.
[146] Thompson, R. E., Larson, D. R., & Webb, W. W. (2002). Precise nanometer
localization analysis for individual fluorescent probes. Biophysical Journal,
82(5), 2775–2783.
[147] Thomsson, D., Lin, H., & Scheblykin, I. G. (2010). Correlation analysis of
fluorescence intensity and fluorescence anisotropy fluctuations in single-
molecule spectroscopy of conjugated polymers. ChemPhysChem, 11(4),
897–904.
[148] Traiphol, R., Sanguansat, P., Srikhirin, T., Kerdcharoen, T., & Osotchan, T.
(2006). Spectroscopic study of photophysical change in collapsed coils
of conjugated polymers: Effects of solvent and temperature. Macro-
molecules, 39(3), 1165–1172.
[149] Traub, M. C., Lakhwani, G., Bolinger, J. C., Vanden Bout, D., & Barbara,
P. F. (2011). Electronic energy transfer in highly aligned MEH-PPV sin-
gle chains. Journal of Physical Chemistry B, 115(33), 9941–9947.
[150] Vader, D., Kabla, A., Weitz, D., & Mahadevan, L. (2009). Strain-induced
alignment in collagen gels. PLoS ONE, 4(6).
[151] Veigel, C. & Schmidt, C. F. (2011). Moving into the cell: single-molecule
studies of molecular motors in complex environments. Nature Reviews
Molecular Cell Biology, 12(3), 163–76.
118
[152] Vengrenovitch, R. (1982). On the Ostwald ripening theory. Acta Metallur-
gica, 30(6), 1079–1086.
[153] Vig, D. K., Hamby, A. E., & Wolgemuth, C. W. (2016). On the quantification
of cellular velocity fields. Biophysical Journal, 110(7), 1469–1475.
[154] Vogelsang, J., Adachi, T., Brazard, J., Vanden Bout, D. A., & Barbara, P. F.
(2011). Self-assembly of highly ordered conjugated polymer aggregates
with long-range energy transfer. Nature Materials, 10(12), 942–6.
[155] Vogelsang, J. & Lupton, J. M. (2012). Solvent vapor annealing of single
conjugated polymer chains: building organic optoelectronic materials
from the bottom up. Journal of Physical Chemistry Le ers, 3(11), 1503–
1513.
[156] Walt, D. R. (2013). Optical methods for single molecule detection and
analysis. Analy cal Chemistry, 85(3), 1258–1263.
[157] Wang, C.-Y. & Ediger, M. D. (1999). How long do regions of different dy-
namics persist in supercooled o–terphenyl? Journal of Physical Chemistry
B, 103, 4177–4184.
[158] Wang, Y., Fruhwirth, G., Cai, E., Ng, T., & Selvin, P. R. (2013). 3D super-
resolution imaging with blinking quantum dots. Nano Le ers, 13(11),
5233–5241.
[159] Wei, C. Y. J., Kim, Y. H., Darst, R. K., Rossky, P. J., & Vanden Bout, D. A.
(2005). Origins of nonexponential decay in single molecule measure-
ments of rotational dynamics. Physical Review Le ers, 95(17), 173001.
[160] Wei, C. Y. J., Lu, C. Y., Kim, Y. H., & Vanden Bout, D. A. (2007). Determining
if a system is heterogeneous: The analysis of single molecule rotational
correlation functions and their limitations. Journal of Fluorescence, 17(6),
797–804.
119
[161] Weihs, D., Teitell, M. A., & Mason, T. G. (2007). Simulations of complex
particle transport in heterogeneous active liquids. Microfluidics and
Nanofluidics, 3(2), 227–237.
[162] Wildenberg, S. M. J. L. V. D., Prevo, B., Peterman, E. J. G., & Ferrand, P.
(2011). Single molecule analysis. Methods in Cell Biology, 783(5), 81–99.
[163] Wilson, S. M. & Bacic, A. (2012). Preparation of plant cells for transmis-
sion electron microscopy to optimize immunogold labeling of carbohy-
drate and protein epitopes. Nature Protocols, 7(9), 1716–1727.
[164] Wirtz, D. (2009). Particle-tracking microrheology of living cells: princi-
ples and applications. Annual Review of Biophysics, 38, 301–26.
[165] Wöll, D., Braeken, E., Deres, A., De Schryver, F. C., Uji-i, H., & Hofkens, J.
(2009). Polymers and single molecule fluorescence spectroscopy, what
can we learn? Chemical Society Reviews, 38(2), 313–328.
[166] Yang, Y. L. & Kaufman, L. J. (2009). Rheology and confocal reflectance
microscopy as probes of mechanical properties and structure during col-
lagen and collagen/hyaluronan self-assembly. Biophysical Journal, 96(4),
1566–1585.
[167] Yang, Y. L., Leone, L. M., & Kaufman, L. J. (2009). Elastic moduli of collagen
gels can be predicted from two-dimensional confocal microscopy. Bio-
physical Journal, 97(7), 2051–2060.
[168] Ye, F., Collinson, M. M., & Higgins, D. A. (2009). What can be learned from
single molecule spectroscopy? Applications to sol-gel-derived silica ma-
terials. Physical Chemistry Chemical Physics, 11(1), 66–82.
[169] Yildiz, A., Forkey, J. N., McKinney, S. A., Ha, T., Goldman, Y. E., & Selvin, P. R.
(2003). Myosin V walks hand-over-hand: single fluorophore imaging with
1.5-nm localization. Science, 300(5628), 2061–2065.
120
[170] Yildiz, A. & Selvin, P. R. (2005). Fluorescence imaging with one nanome-
ter accuracy: Application to molecular motors. Accounts of Chemical Re-
search, 38(7), 574–582.
[171] Yuan, J., He, K., Cheng, M., Yu, J., & Fang, X. (2014). Analysis of the steps in
single-molecule photobleaching traces by using the hidden Markov model
and maximum-likelihood clustering. Chemistry – An Asian Journal, 9(8),
2303–2308.
[172] Yuste, R. & Masters, B. R. (2011). Imaging: A Laboratory Manual.
[173] Zhang, J., Posselt, D., Sepe, A., Shen, X., Perlich, J., Smilgies, D. M., & Pa-
padakis, C. M. (2013). Structural evolution of perpendicular lamellae in
diblock copolymer thin films during solvent vapor treatment investigated
by grazing-incidence small-angle X-ray scattering. Macromolecular Rapid
Communica ons, 34(16), 1289–1295.
[174] Zhu, J. & Kaufman, L. J. (2014). Collagen I self-assembly: revealing the
developing structures that generate turbidity. Biophysical Journal, 106(8),
1822–1831.
[175] Zondervan, R., Kulzer, F., Berkhout, G. C. G., & Orrit, M. (2007). Local vis-
cosity of supercooled glycerol near Tg probed by rotational diffusion of
ensembles and single dye molecules. Proceedings of the Na onal Academy




Drift from Single-Molecule Data
Drift is a commonly occuring problem when imaging. It is often unavoidable, es-
pecially when the length scales of interest approach the nanoscale, and greatly
affects quantitative image analysis. Since drift is encountered in several projects
discussed in this dissertation, a brief review of drift and how it was removed in
the contexts of the studies presented in the dissertation are covered here.
A.1 Drift and Brownian Motion
Brownian motion is defined as the memory-less motion of a particle suspended
in an isotropic fluid. This phenomenon is ubiquitous across topics in soft matter
and biology. This random motion, caused by the stochastic collisions of the fluid
on the particle in question, follows a well-defined form (given below in the 1-
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The diffusion coefficient, D, is expressed as D = kBT/6πηr, where kB is the
Boltzmann constant, T is the temperature, η is the viscosity of the medium, and
r is the radius of the diffusing particle. Note that the probability distribution
function is centered on zero. If sufficient particles are observed in parallel expe-
riencing the same environment, the mean step size between two points in time
should be zero. This observed behavior would yield a linear mean-squared dis-
placement given by MSD = 4Dt. 45 97
When Brownian motion is superimposed with sample drift, for example a












with the transition probability distribution function being a translation of the
drift-free one, now centered on Vt instead of zero. This results in modified MSD
trajectories described by:
MSDobs = MSD + V
2t2 = 4Dt+ V 2t2 (A.3)
This relationship also holds for a sample undergoing flow. Interestingly, a con-
stant drift velocity affects the MSD non-linearly. It should also be noted that in
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the regime where both diffusion and drift are present, diffusion dominates the
MSD curve at early times (t ≪ 4D/V 2). 120 In the extreme case however, where
the drift velocity is much greater than diffusion, V ≫ D, 4D/V 2 may be smaller
than the frame rate of the movie. In such a scenario it is important to remove
drift before any data analysis.
For a collection of homogenously sized particles in an isotropic fluid, the al-
gorithm for removing drift is quite simple. A particle tracking analysis is done
following the Crocker and Grier algorithm for feature finding and linking parti-
cles between frames. This yields spatial trajectories in x,y coordinates for each
of the particles. From this, the drift in the x-dimension at time ti relative to the






xi − x0 (A.4)
This can be calculated for each dimension. Higher resolution can be attained by
using FIONA to attain the coordinates, as was the case in all de-drifted data pre-
sented in this dissertation. Special care must be taken to ensure that the proper
parameters are used in the feature finding and particle-tracking algorithms,
as the success of inferring the drift trajectory relies on having constructed the
proper spatial trajectories.
This relationship should hold true regardless of heterogeneous diffusivities,
in which case the transition probability for a given particle should still be cen-
tered on the drift. Therefore, despite a spread of diffusivities, the drift should
still be extractable given ”enough” particles are considered. There may be a
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need to average over more trajectories when the spread of dynamics observed
is large or if localization accuracy is low.
A.2 Drift and Single-Molecule High-Resolution Imaging with Photobleach (SHRImP)
In cases where SHRImP analysis is used, drift correction is more challenging.
It is still quite straightforward to calculate the sample drift from a SHRImP ex-
periment using FIONA as described above. Though the PSF jumps in position as
emitters bleach within a conjugated polymer, these jumps are very small (much
smaller than drift) because the emitters are within a diffraction limited spot.
Furthermore, these jumps are rare events that are easily averaged out when
considering an ensemble of particles.
If one considers the entirety of a frame-to-frame eccentricity plot, such as
in Chapter Two, it would require movies that undergo very minimal drift since
two PSFs that may not be close in time would need to be subtracted from each
other. In the extreme case, when drift is significant, a PSF taken from later in the
movie will have drifted too much relative to that from early the movie to be sub-
tractable with fidelity. For all the data presented in chapter two, drift was not
only deemed minimal, but within localization accuracy for the the entirety of the
movie. Furthermore, all SHRImP subtractions used PSFs temporarlly adjacent
to each other.
To investigate the effect of drift, we developed a drift tracing algorithm and
employed it on MEH-PPV immobilized in polystyrene matrices. In the MEH-
PPV movies used in this work, while typically only 10 - 20 MEH-PPV molecules
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Figure A.1: An example of calculated drift for a movie with 200 MEH-PPV features tracked via
FIONA over 100 frames.
were analyzed via SHRImP, more features were visible. These were deemed in-
appropriate for the SHRImP analysis presented in this study either because the
signal to background was too low for SHRImP (though acceptable for FIONA)
and/or because the intensity trajectories were more complex than the mono-
tonically decaying ones analyzed in this study. Thus, movies typically had 200
individual features that could be used for drift analysis and correction.
Given that the typical drift over the full trajectory in movies used for fur-
ther assessment is ≈ 10 nm, we assume that the drift between adjacent and
near-adjacent frames used in SHRImP subtraction is negligible. Beyond that,
we tested the effect of drift and drift correction as follows. If a SHRImP pair
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frame {i,j} was identified, the averaged drift from the beginning of the movie
to the time points associated with the SHRImP subtraction were calculated
and used to correct the position of the emission site. Using the movie associ-
ated with Figure A-1 as an example, an emission site (x,y) was determined by
SHRImP via a subtraction on a selected MEH-PPV molecule’s intensity trace us-
ing frame pair {20,23}. The average change in feature positions between frames
1 and 20 is (dx,dy) = (1.04 nm, 1.39 nm), while that between frames 1 to 23 is (-
0.19 nm, 1.73 nm). Averaging the changes from frame 1 to 20 and frame 1 to 23
yields an average drift to the time associated with the photobleaching event of
(0.43 nm, 1.56 nm). The drift-corrected position of the identified emitter would
then be (x - 0.43 nm, y - 1.56 nm). We find that so long as the drift over the full
course of the trajectory is no greater than 10 nm in either x or y, the difference
between identified positions and resulting RMS distance is well below localiza-
tion accuracy, as shown in Figure A-2. Here, over all the molecules assessed in
this study, we find that the RMS distance changes by -0.13 and -0.15 nm follow-
ing de-drifting for stepwise and continuous intensity trajectories, respectively.
Given the limited effect of dedrifting in these movies and the potential error in-
troduced by imperfect de-drifting, the data analyzed in all sections of Chapter
Two except Figure A-2 was not corrected for drift. Instead, only movies with
no greater than 10 nm drift in x and y over the course of the trajectory were
deemed appropriate for further analysis.
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Microrheology at Long Lag Times
B.1 Introduction: Microrheology
Rheology characterizes materials by applying forces and monitoring the resul-
tant deformation or stress. This is particularly useful in the field of soft matter,
where materials often exhibit viscoelastic properties—the superposition of both
a storage and loss modulus, where the material has properties between that of a
purely elastic solid and a purely viscuous fluid, respectively. 21
Traditionally, rheological measurements are performed macroscopically to
obtain the complex viscoelastic modulus, G. This can be used to represent the
relationship between oscillating stress and strain on a viscoelastic material:
G(ω) = G′(ω) + iG′′(ω) (B.1)
where G′ is the storage (or elastic) modulus, and G′′ the loss (or viscuous) modu-
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lus. In traditional rheometry, G′ and G′′ are obtained from the applied stress and









with δ being the phase shift between them.
In possibly heterogeneous materials however, the sources of macroscopic
anomalies may have origins in their microscopic details. Thus, the characteriza-
tion of smaller regions can be important. Microrheology is a set of techniques
developed to measure G for smaller regions and quantities and facilitate the un-
derstanding of how microscopic properties affect macroscopic observations.
This is frequently achieved by introducing tracers (either particles or single-
molecules) into the medium of interest and probing their motions. These parti-
cles undergo Brownian motion, which can be measured by their mean-squared
displacement (MSD):
⟨∆r̃2(t)⟩ = ⟨[r(t0 + τ)− r(t0)]2⟩ (B.4)






The complex viscoelastic modulus is related to the motion of these tracers by
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where G̃(s) is the Laplace transform of G, ⟨∆r̃2(s)⟩ is the Laplace transform of
the mean squared displacement, s the Laplace frequency, and a the radius of the
tracer probe. 18,164,92,91
B.2 Mean-Squared Displacement: Experimental Considerations
Challenges abound when performing particle-tracking microrheology. For ex-
ample, localization accuracy poses a problem—while static localization accuracy
is a well-solved problem, there exists no good measure for dynamic localization
accuracy. 109,135,97,98These issues in localization accuracy are propagated into
the MSD, affecting both the slope and y-intercept of the MSD and can not be
removed by simple subtraction.
Resultant MSDs may then appear to reflect heterogeneous behavior due
to the nature in which they are computed in combination with some experi-
mental considerations including but not limited to localization accuracy. At
longer lag times, the MSD is computed from progressively fewer points, which
greatly increases the likelihood of observing anomalous artifacts at these time-
scales. 136,97,98 Trajectory length also needs to be long enough to overcome in-
stances of faster or slower diffusion due to stochasticity. This is the case even
when the tracers are dispersed in a homogeneous medium. In reality, many sys-
131
tems probed by microrheology are heterogeneous in nature, which complicates
the analysis. To overcome these difficulties, most experimentalists average over
many trajectories to mitigate problems associated with the short traejctory
lengths as well as to remove contributions from noise in the MSD. This however
poses the risk of averaging over the microscopic heterogeneities that microrhe-
ology promises to uncover in the first place.
B.3 Simulated Particle Tracking Microrheology Experiments: Homogeneous Sce-
narios
A Markov chain Monte Carlo simulation was written to explain the connection
between single-molecule trajectories, experimental parameters, and subse-
quent micro-rheological analysis. A point-spread function was generated on the
center of a pixel array (with pixel dimensions corresponding to 100 nm/pixel)
and camera noise and signal-to-background ratio of 4.5 applied in a similar man-
ner described previously. 55 The frame rate chosen was 0.1 s per frame. For the
data presented here, the SBR and frame rate was chosen to match the experi-
mental scenario encountered in Chapter 3, when preparing aggregates of MEH-
PPV.
The generated PSF was translated by picking a step in both the x- and y-











for a total of 1000 steps, again to match typical experimental conditions. This
trajectory is considered to be long for typical single-molecule and single-particle
studies. The MSD was then calculated for this trajectory. For the data shown
here, the diffusion coefficient was chosen as 0.0005 µm2/s. It should be noted
that these simulations exclude camera blur effects due to motion. However, dis-
torations of the data due to any motion-induced blurring effect is expected to be
minimal since the typical displacement between frames given these conditions
is expected to be less than a pixel.
Assuming the trajectory is long enough, the MSD should match the theoret-
ical MSD for the input diffusion coefficient. In the case of this simulation, when
determining the diffusion coefficient from such trajectories, the linear fit of the
first few points, where the MSD statistics are best, yielded good estimates of
the input diffusion coefficient (always correct to the 4th significant digit). This
is expected, matching the findings of several previous studies describing the
relationship between trajectory length and estimates of the diffusion coeffi-
cient. 136,40
However, most experimental conditions yield individual MSDs that deviate
significantly from the ideal trajectory due to short trajectory length. This yields
non-linear MSD behaviors that can easily be misconstrued as sub or super-
diffusion when fit to a power law, given below:
MSD ≈ kxν (B.8)
where values of ν < 1 indicate sub-diffusion and ν > 1 for super-diffusion.
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Figure B.1: Selected mean-squared displacement trajectories (left) resulting from a simulation
of 500 diffraction-limited particles with a diffusion coefficient of 0.0005 µm2/s. Many of the
particles show apparent non-linear behaviour, and some trajectories exhibit dramatic super-
and sub-diffusive behaviours based on their MSD curves. On the right are two of the trajec-
tories, corresponding in color to their MSD curves given on the left. Note that the stochastic
nature of diffusion results in times over which individual trajectories exhibit sub- or super-
diffusion.
For these simulations, the power laws should yield ν = 1, indicating no anoma-
lous diffusion and a linear MSD. The power law fit however, was found to always
suggest the presence of anomalous diffusion. This can be problematic, for ex-
ample, when examining heterogeneous systems. For example, we wished to use
diffusion to size MEH-PPV aggregates, but this was complicated by findings of
anomalous diffusion that may have been physical or artifactual.
Of course, in the case of homogeneous diffusion, the mean of these anoma-
lous MSDs can be computed, and often results in the reconstruction of an ac-
curate MSD. The goal of this study was to move towards the development of a
method to compute the MSD when averaging is not an option, such as in these
heterogeneous systems. This would enable true single-particle microrheology
that would allow one to probe and compare distinct environments.
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B.4 Bootstrap: Resampling with Replacement
Resampling methods are a popular technique for estimating the precision of
sample statistics (such as a the sample mean or variance). One such method is
called bootstrapping, wherein a probability distribution of population statis-
tics is inferred by random sampling with replacement from the sample data. An
example would be an experiment to determine average human height. Since
it is impractical to measure every human, heights are only measured for N hu-
mans. Bootstrapping this data involves constructing new means from subsets
chosen via sampling with replacement, with replacement indicating that when
a piece data is picked, it can be picked again as part of the same iteration of re-
sampling. Assuming N is sufficiently large and many repetitions are performed,
a histogram of bootstrap means will result, which will allow an estimate of the
distribution of mean human heights. This can be applied to any other statistic or
estimator. 36
B.5 Towards Improved MSDs via Bootstrap Resampling
First, it was investigated whether under typical conditions (trajectory length
and signal-to-background ratio) the step size distribution had been sampled suf-
ficiently to provide accurate diffusion constants. Figure B2 shows that the prob-
ability distribution of step sizes has indeed been sampled enough under these
conditions, closely resembling the step size distribution set by the simulation.
For the data presented in this section, the trajectory shown in black in Fig-
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ure B1 is resampled 500 times using two methods. In one case, the trajectory
was resampled (with replacement) using only the steps that were observed
from the original trajectory, and new trajectories were constructed using those
steps only. In the other case, the observed step distribution was fit to a Gaus-
sian, with the fit results used as the resampling distribution. Figure B2 also shows
the original trajectory in black, along with the results of trajectories from re-
sampling. There were no notable differences in the resampled trajectories in
their x,y-coordinates or MSDs from a qualitative standpoint.
The MSD was computed for each of the 500 trajectories obtained via re-
sampling. These MSDs were then compiled in a mean of resampled trajectory
MSDs, which was then compared to the theoretical MSD expected from the
input diffusion coefficient. By either method of resampling, the mean of re-
sampled MSDs contains significantly fewer anomalies compared to the original
trajectory from which the resampling was performed. Moreover, in both cases
it was also more similar to the theoretical MSD than the original trajectory as
well. There were slight deviations however, depending on the method of resam-
pling. Typically, when a trajectory was resampled using the observed steps, the
resampled mean MSD displayed either a slight super- or sub-diffusive behav-
ior. This was dependant on the particulars of the trajectory that was resampled.
However, when resampling from the Gaussian fit of observed step size distribu-
tion, the resampled MSDs typically exhibit a power law close to 1. The MSD is
linear even at long lag times, when the statistics of the MSD are poor.
A problem was encountered however, when resampling a non-mobile tra-
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Figure B.2: A selection of trajectories observed via resampling (in this case, resampling from
observed steps). The original trajectory (identical to that shown in Figure B1) is shown in black,
and selected trajectories observed from resampling are shown in other colors. The MSDs of tra-
jectories obtained from resampling are shown in the upper right, with colors corresponding to
their trajectories. No significant qualitative differences were observed in individual MSDs from
either resampling method. The bottom right shows the distribution of observed steps (cyan) as
well as the theoretical step size distribution (in grey). The fit of the observed step distribution
is shown in the blue line, while the probability disitribution function for the simulation is in the
black line for comparison.
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Figure B.3: A trajectory, whose MSD is shown in black, was resampled in two ways. The mean
MSD via resampling the observed steps is shown in cyan. Though much less anomalous than the
original MSD, it exhibits super-diffusion as shown by its power law exponent being greater than
one. The mean MSD via resampling from the Gaussian fit is shown in blue. The theoretical MSD
for the inputted diffusion coefficient is drawn in red. The resampled mean MSD obtained from
the Gaussian fit is very close to the theoretical MSD and has the correct power law.
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Figure B.4: An immobile trajectory whose only apparent motions are due to camera noise is
shown in black. Resampling as described in this appendix yields trajectories that exhibit signifi-
cant levels of motion. The ability to resample while preserving fidelity of the resampled trajecto-
ries for motion, or lack thereof, is an ongoing endeavor.
jectory. Because of issues of localization accuracy, an immobile PSF will appear
mobile due to spurious changes in the images from camera noise. Resampling
a trajectory whose only motions are due to camera noise results in what would
appear to be a significantly mobile particle upon resampling. This can be prob-
lematic, since at times it is difficult to assess when a particle is immobile or expe-
riencing only very small motions.
There are several possible approaches to avoid attaining falsely mobile tra-
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jectories via resampling. For example, a Markov chain can be used to choose the
ordering of the steps when resampling. Another method might make use of the
radius of gyration of the observed trajectory to create a probabilty distribution
function for likely positions about the mean observed position, or using energy
penalties when a position outside the radius of gyration is chosen.
Another future consideration is the case in which the observed trajectory is
a result of heterogeneous modes of diffusion, such is the case in many viscoelas-
tic materials. Extending this resampling method to a heterogeneous systems
however, may be difficult. This is because each mode of diffusion, assuming they
are Brownian, has a distinct probability distribution function of steps sizes cen-
tered at zero, as described in Appendix A. In the case where many modes of dif-
fusion are present, the distribution of observed step sizes would then be the
superposition of many Gaussians. From an experimental standpoint, decompos-
ing the observed step size distribution into its constitutent modes of diffusion
would be difficult a priori. It is possible that a Markov chain may also help in this
regard. Some algorithms for classifying dynamical diffusion states have been
developed previously, which could possibly be incorporated into a new frame-
work that involves resampling. 161,41,67,68
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C
Details on Fluorescence Imaging
Methods
Many of the experiments described in this dissertation were performed on home-
built epi-flourescence microscopes with slight modifications. As the focus of
this dissertation is on the analysis techniques, the details of these setups are
given here instead.
C.1 A Versatile Epi-Fluorescence Microscope for Super-Resolution and Transla-
tional Diffusion Measurements
For work described in Chapters Two and Three, samples were prepared on a
coverslip and interrogated via wide-field epi-fluorescence microscopy. The ex-
periments employed continuous wave 488 nm excitation, an oil-immersion ob-
jective lens (Olympus PlanApo N 60×, NA = 1.4), and appropriate dichroic (488
nm), longpass (520 nm), and bandpass (525 - 675 nm) filters. Images were col-
lected using an electron-multiplying charge coupled device (EMCCD) camera
141
Figure C.1: A schematic of the home-built epi-fluorescence microscope.
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Figure C.2: A schematic of the home-built epi-fluorescence microscope. This configuration dif-
fers from that in the previous section in the use of an air objective for compatibility with the
cryostat, as well as a Wollaston prism on the collection side for the measurement of rotations.
(Andor iXon DV-855). This setup can be easily modified to allow for different
types of measurements with just slight changes. For example, placing a rotating
polarizer on the excitation end would allow for fluorescence polarization modu-
lation measurements. For super-resolution (SHRImP) measurements no optical
modifacations were necessary.
C.2 A Modified Epi-Fluorescence Microscope for Rotational Diffusion Measure-
ments
For the work described in Chapter One, data was collected using a standard mi-
croscope in epi-fluorescence configuration and an air-objective (NA = 0.75). On
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the excitation side, a quarter- and half- waveplate were used to generate circu-
larly polarized light in order to democratically excite all fluorophores regardless
of their axial positioning. An excitation wavelength of 532 nm is typically em-
ployed on this microscope with the appropriate dichroic mirror (532 nm) and
filters. On the detection side, a Wollaston prism (Karl Lembrecht MWQ12-2)
was used to resolve orthogonal polarizations of fluorescence. For the data pre-
sented in chapter one, an EMCCD camera (Andor iXon DV887) recorded data at
a frame rate of 5 Hz, resulting in ≈12 frames per median probe rotational corre-
lation time. Guidelines for selecting the right frame rates for probing rotations
have been described previously. 84,85,76
Because the materials studied via the rotational diffusion of guest probes
were supercooled liquids, they were then placed in a cryostat (Janus, ST-500-
LN) and cooled with liquid nitrogen and a temperature controller (Lakeshore
331S). Because the sample requires thermal contact with the heating stage in-
side the chamber, optically accessing the sample through the cryostat requires
the use of an air-objective.
C.3 Multi-modal Confocal Imaging for Collagen Experiments
Collagen gels described in Chapter Four were imaged using an inverted confocal
laser scanning microscope (Olympus Fluoview 300) with an oil objective (NA =
1.42), integrated with a rheometer as shown in Figure 4-4. A 488 nm laser was
used to excite the samples.
To perform simultaneous imaging with rheology, as explained in Chapter
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Four, the excitation was diverted to an objective lens at the the base of a rheome-
ter using a coverslip as its base. The data is collected in the same way as afore-
mentioned above, with the descanned light collected through a confocal pinhole
and collected by two PMTs.
145
