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We present a study of the mode degeneracy in non-Hermitian photonic crystals (PC) with TM-
like polarization and C4v symmetry from the perspective of the coupled-wave theory (CWT). The
CWT framework is extended to include TE-TM coupling terms which are critical for modeling the
accidental triple degeneracy within non-Hermitian PC systems. We derive the analytical form of the
wave function and the condition of Dirac-like-cone dispersion when radiation loss is relatively small.
We find that, similar to a real Dirac cone, the Dirac-like cone in non-Hermitian PCs possesses good
linearity and isotropy, even with a ring of exceptional points (EPs) inevitably existing in the vicinity
of the 2nd-order Γ point. However, the Berry phase remains zero at the Γ point, indicating the cone
does not obey Dirac equation and is only a Dirac-like cone. The topological modal interchange
phenomenon and non-zero Berry phase of the EPs are also discussed.
I. INTRODUCTION
Photonic crystals (PCs) have been attracted much at-
tention in the past years owing to their great potential
in manipulating light at wavelength scale. Various de-
vices and applications, such as optical waveguide [1, 2],
filter [3–5], cavity [6, 7], and laser [8] have been demon-
strated. Conventionally, the light is vertically confined
within the PC slab because of the total internal reflec-
tion at dielectric boundaries, and hence, such closed and
lossless systems can be described by Hermitian operators.
Recently, some extraordinary phenomena have been ob-
served within the radiation continuum of PC slabs where
light is allowed to escape and transport energy away [9–
12]. Anomalously, narrow resonances can occur in the
continuum. Such unique resonances have been inter-
preted as a photonic analogy of the bound states in the
continuum (BICs) in quantum mechanics that were first
proposed by von Neumann and Wigner [13] and have
been intensively studied in decades [14–17]. Apparently,
such PC systems are non-Hermitian since energy conser-
vation no longer holds.
Owing to the analogy between quantum mechanics and
electrodynamics, PCs possess photonic band that is sim-
ilar to the electronic band of crystalline solids. It was
recently found that, some accidental degeneracies can
occur at the center of the Brillouin zone of a square
[18–20] or triangular [21–26] PC lattice, leading to the
observation of Dirac-like cone [26] and various counter-
intuitive transport properties such as zero-index meta-
materials [18, 19, 27, 28] and ring of EPs [29].
Previously, the 2D Hermitian PC systems were studied
by using effective medium theory [23, 24], ~k · ~p method
[30], and tight-binding approximation [20, 27]. In these
2D PC systems, there is no radiation loss since the PCs
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are assumed to be infinitely thick. The triple degeneracy
is found by continuously varying the radii of the dielec-
tric pillar. However, radiation loss exists in the non-
Hermitian PC slabs, leading to non-orthogonal eigen-
functions with complex eigenvalues. Therefore, we have
to take into account more structural parameters to form
the accidental degeneracy. Meanwhile, intriguing phe-
nomena such as EPs have been experimentally demon-
strated [29] which reveal some essential differences be-
tween Hermitian and non-Hermitian systems. As clar-
ified by Mei et al. [30] for Hermitian PC systems, the
Dirac-like cone at Brillouin zone center with C4v sym-
metry has zero Berry phase, and hence it can not be
mapped into the massless Dirac equation like the Dirac
cone in Graphene. Consequently, such Dirac-like cone is
not expected to give rise to extraordinary properties such
as Zitterbewegung [22, 31] and anti-localization. Yet, for
non-Hermitian PC systems with Dirac-like cone, it is still
unclear if such a claim holds.
In recent years, we have developed a comprehensive
coupled-wave theory (CWT) framework capable of an-
alytically modeling non-Hermitian PC systems [32–37].
Since the radiation loss has been included in the analy-
sis, CWT can be a promising tool to investigate the mode
degeneracy in non-Hermitian systems. In this work, we
extend the CWT framework to analytically study the
complex band structure near the 2nd-order Γ point of
PC slabs with TM-like polarization and C4v symmetry.
In contrast to our previous works, we include the TE-TM
coupling terms which are crucial for the study of mode
degeneracy within such non-Hermitian PC systems. Fur-
thermore, we obtain the reduced coupling matrix as well
as analytical wave functions, which provide analytical in-
sights into the characteristics of band structure for non-
Hermitian systems.
The remainder of this paper is organized as follows.
In Section II, we derive the extended CWT formulation
and the coupling matrix by including the important TE-
TM coupling terms. In Section III, we first analytically
2derive the explicit condition of forming the triple degen-
eracy. Then, we obtain a reduced coupling matrix from
the CWT equation to analytically study the linearity and
isotropy of the band structure. It is found that, a ring of
EPs inevitably appears around the 2nd-order Γ point if
the system is non-Hermitian. The topological properties
of the triple degeneracy is discussed in Section IV. In
Section V, we conclude with our findings.
II. THEORY AND FORMULATION
In this section, we present the coupled-wave formula-
tion for a two dimensional (2D) PC slab with periodicity
in the x and y directions and multilayered structure in z
direction. As shown in Fig. 1(a), the PC layer consists of
a square lattice of circular-shaped pillars with two differ-
ent materials (permittivities: ε1 and εq). The PC pillar
has a finite thickness 2h with lattice constant a and filling
factor f . Under TM-like polarization, the H component
follows:
∇× [ 1
ε(r)
∇×H(r)] = k2H(r). (1)
According to the Bloch’s theorem, For an off-Γ recip-
rocal wave vector k‖ = kxeˆx + ky eˆy, the components
Hi(z) can be expanded as
∑
m,nHi,mn(z)e(m,n) where
e(m,n) = exp(−imxβ0x−inyβ0y), i = x, y, z, β0 = 2π/a
and mx = m + kx/β0, ny = n + ky/β0. We also ex-
pand 1/ε(r) as κ0 +
∑
m 6=0,n6=0 κmne(m,n). For the
PC layer, upper-clad and lower-clad, we denote κ0(z)
as κa = f/ε1 + (1 − f)/εq, κb = 1/εq and κc = 1/ε2,
respectively.
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FIG. 1. (a) Schematic of a multilayered PC slab consisting of
a square latticed pillars on the substrate. The PC pillars are
embedded in refractive-index-matching liquid whose permit-
tivity is denoted as εq. (b) Two typical direct-coupling paths
(arrows) between the basic waves depicted in reciprocal space.
For TM-like polarization that we focus on, the mag-
netic fields are given as (Hx, Hy, Hz). The Hz compo-
nent was neglected in our previous works because of the
transverse nature of the TM mode. However, for a real-
istic and non-Hermitian PC slab, Hz = 0 only rigorously
holds at one particular cross section of the slab. The exis-
tence of Hz component implies that the system contains
TE components {Ex, Ey, Hz}, which will lead to some ex-
tra coupling paths that we denote as TE-TM couplings.
Hence, the Hz terms are included in the formulation to
improve the accuracy (see Appendix A).
The set of coupled-wave equations that depicts the
wave interactions within non-Hermitian PC slab is pre-
sented as (also see previous works [32, 33, 37]):
H(nyHx,mn −mxHy,mn) =
∑
m′,n′ 6=m,n
κm−m′
n−n′
{Πp(Hx,m′n′ , Hy,m′n′) + Πs(Hx,m′n′ , Hy,m′n′ , Hz,m′n′)}(2)
H(mxHx,mn + nyHy,mn) +HδHz,mn =
∑
m′,n′ 6=m,n
κm−m′
n−n′
{Ξp(Hx,m′n′ , Hy,m′n′) + Ξs(Hx,m′n′ , Hy,m′n′ , Hz,m′n′)}(3)
HzHz,mn =
∑
m′,n′ 6=m,n
κm−m′
n−n′
{Υp(Hx,m′n′ , Hy,m′n′ , Hz,m′n′)} (4)
where
H = k2 + κ0 ∂
2
∂z2
+ δK
∂
∂z
− κ0(m2x + n2y)β20
Hz = k2 + κ0 ∂
2
∂z2
− κ0(m2x + n2y)β20
Hδ = iβ0δK(m2x + n2y)
and δK = (κb − κa)δ(z − h) + (κa − κc)δ(z + h). The
right hand side of Eqs.(2)-(4) depicts the coupling paths
between individual Bloch waves, which can be classified
into two groups: the terms Πp,Ξp,Υp with subscript p
describe the in-plane couplings that are induced by the
planar permittivity modulation (the only coupling mech-
anism for TE-like modes); the terms Πs,Ξs with sub-
script s represent the surface couplings owing to the in-
dependent boundary condition in TM-like polarization.
By applying the boundary conditions appropriately (as
discussed in Appendix A), such coupled-wave equations
can be solved.
Submitting Eqs.(4) to (3), we obtain the transverse
constraint:
iβ0(mxHx,mn + nyHy,mn) =
∂
∂z
Hz,mn (5)
which is exactly the same as the divergence equation ∇ ·
3H = 0. For vertical homogeneous structure, or the case
where the TE-TM coupling is sufficiently weak, Eq.(5)
turns out to be a trivial form ofmxHx,mn+nyHy,mn = 0.
We choose a set of Bloch waves V as the basis to sim-
plify Eqs.(2)-(4). At the 2nd-order Γ point, the modal
energy is dominated by the Bloch waves with in-plane
wave vectors satisfying m2 + n2 = 1, which are referred
to as basic waves. Additionally, we denote the Bloch
waves m2 + n2 > 1 and m2 + n2 = 0 as high-order waves
and radiative wave, respectively; these waves are excited
by the basic waves.
For an arbitrary wave vector k‖ near the 2nd-order Γ
point, the basic waves follow:
nyHx,mn −mxHy,mn =
√
m2x + n
2
yVmnΘ0,mn(z) (6)
where Θ0,mn, (m
2 + n2 = 1) are the vertical (out-
of-plane) profile of the basic waves; and we de-
note Vmn as {Rx, Sx, Ry, Sy} by giving (m,n) ∈
{(1, 0), (−1, 0), (0, 1), (0,−1)}. Since the TE-TM cou-
pling terms are relatively weak, we assume that the ba-
sic waves are almost in TM polarization, and the trivial
transverse constraintmxHx,mn+nyHy,mn = 0 still holds.
We take the basic waves as the unperturbed basis and the
couplings as perturbation. Hence, Θ0,mn should satisfy
H(m,n)Θ0,mn(z) = 0 (7)
By solving Eqs.(6)-(7) with trivial transverse con-
straint, the basic waves, including the vertical profile
Θ0,mn and the wavenumber k0,mn, can be obtained. Be-
sides, the high-order waves and radiative waves can be
solved by using Green function method [32, 33, 36].
Hence, we can rewrite the equations into an eigenvalue
problem:
k2V = (K +C)V = DV (8)
where V = [Rx Sx Ry Sy]
T , and matrix K is in a diag-
onal form of {k20,10, k20,−10, k20,01, k20,0−1}.
The coupling matrix C depicts the coupling strength
between the individual basic waves, whereas the other
orders of Bloch waves contribute as coupling paths. Here,
the matrix C can be written as:
C = Cd +Crad +Ch +CTE-TM (9)
where Cd, Crad, Ch and CTE-TM correspond to the di-
rect couplings between basic waves [see Fig. 1(b)], the
couplings via radiative waves, couplings via high-order
waves, and the TE-TM couplings, respectively. Since
the basic waves as well as high-order waves are confined
within the PC slab, they do not contribute to energy
leakage. As a result, the non-Hermiticity of matrix C
only originates from Crad and CTE-TM .
At the 2nd-order Γ point (k‖ = 0), we have (m2x+n
2
y) =
(m2+n2) = 1, and hence, the basic waves share identical
vertical profile Θ0(z) and wavenumber k0. Matrix K
turns into a constant k20 and Eq.(8) becomes:
(k2 − k20)V = CV (10)
As proved in Appendix B, due to the C4v symmetry
owned by the PC slab, the matrix C has a symmetric
form as:
C = A+ iB
=


a b −c c
b a c −c
−c c a b
c −c b a

+ i


d d 0 0
d d 0 0
0 0 d d
0 0 d d

 (11)
where the matrix elements a, b, c, d rely on a series of
structural parameters, such as the filling factor, slab
thickness, and the permittivity of the PC layer and up-
per/lower claddings. The CWT gives the explicit expres-
sions of such matrix elements.
III. MODE DEGENERACY AND BAND
STRUCTURE
A. Condition of mode degeneracy at the Γ point
From the perspective of CWT, the accidental degen-
eracy is equivalent to the degeneracy of eigenvectors of
matrix C. The non-Hermiticity of the PC system is de-
scribed by matrix B. In order to deal with the radiative
waves, we should consider the eigenvalues of matrix C
rather than its Hermitian part matrix A.
Solving the eigenvalue problem Eq.(10) leads to four
band-edge modes TM1∼4 at the Γ point, whose eigen-
states are presented in Eq.(12). Their field patterns are
illustrated in Fig. 2.
TM1 : Cφ1 = (a− b+ 2c)φ1
TM2 : Cφ2 = (a+ b+ i2d)φ2 (12)
TM3 : Cφ3 = (a+ b+ i2d)φ3
TM4 : Cφ4 = (a− b− 2c)φ4
where
φ1 =
1
2


−1
1
1
−1

 φ2 = 1√
2


0
0
1
1


φ3 =
1√
2


1
1
0
0

 φ4 = 1
2


1
−1
1
−1

 .
Obviously, φ1 and φ4 are two degenerate eigenstates
of matrix B with eigenvalue 0, corresponding to real fre-
quencies with infinite Q factor. On the contrary, φ2 and
φ3 correspond to a non-zero eigenvalue of 2d, leading to
complex mode frequencies, namely, finite lifetime.
According to Eq.(12), the condition of mode degener-
acy becomes quite straightforward. Since the two leaky
modes TM2 and TM3 are degenerate by nature owing to
their in-plane symmetry, accidental triple degeneracy can
be realized by tuning the structural parameters to make
4TM
1
TM
4
TM
3
TM
2
-
+
FIG. 2. Calculated field patterns of four band-edge modes
(TM1-TM4) at the 2nd-order Γ point. The vectorial arrows
represent the magnetic components (Hx and Hy) and colors
represent the electric component (Ez). The circles indicate
the pillars on substrate.
them degenerate with a single high-Q mode, namely,
mode TM1. From the perspective of CWT, the real parts
of their eigenvalues should be equal to each other, which
gives the condition of mode degeneracy at the 2nd-order
Γ point:
a− b+ 2c = a+ b
=⇒ b = c (13)
The detailed expressions of b and c can be found in
Appendix B. For a low-index-contrast structure, b and c
can be simplified by only keeping the strongest coupling
term C1D but neglecting C2D, Crad, CTE-TM , as:
b1D =
∫
PC
κ2,0[− ∂2∂z2 + δA ∂∂z − β20 ]Θ0(z)Θ∗0(z)dz
c1D = κ1,−1β20
∫
PC
Θ0(z)Θ
∗
0(z)dz (14)
where κm,n = 2f(1/ε1 − 1/εq)J1(ζ)/ζ with ζ =
2
√
fπ(m2 + n2). Apparently, b and c not only depend
on the coupling coefficients κmn{f, ε1, εq}, but also rely
on the vertical profile Θ(z){h, f, ε1, ε2, εq}. For infinitely
thick PCs stated in other works, the accidental degener-
acy is realized by continuously varying the radius of the
hole or pillar. However, the realistic PC slabs actually
provide extra freedom to achieve b = c.
As presented in Fig. 1(b), the element b1D depicts
the feedback between basic waves Rx and Sx (also Ry
and Sy), whereas the element c1D presents the coupling
between the basic waves propagating in orthogonal di-
rections, for instance, Rx and Ry. For the TE modes,
the polarization of basic waves in x and y directions are
normal to each other, which forbids the direct couplings
between them. However, for the TM modes, the electric
fields of the basic waves are always perpendicular to the
transversal PC plane, and hence, can be coupled directly
regardless of the propagating directions, leading to a non-
zero value of c. As a result, the condition b = c can be
more easily fulfilled for the TM modes.
B. Linearity and isotropy of the Dirac-cone like
band near the Γ point
From the explicit expression of the triple degeneracy,we
can analytically investigate the linearity and isotropy of
the band near the 2nd-order Γ point. Here we focus on
a realistic structure shown in Fig. 1 (a) with structural
parameters listed in Table I. The parameter set (f, εq) is
tuned to realize this accidental triple degeneracy.
TABLE I. Structural parameters used in Fig.3
Layer Thickness ε(r)
upper-clad (liquid) ∞ εq
PC (Si3N4/liquid) 0.6a 4.0804/εq
lower-clad (SiO2) ∞ 2.1316
(c) (d)
XX MM ΓΓ
0.3-0.8
-0.4
0
2.2 0.352 1.8
b -c 0 b-c
0.4
0.8
-0.02 -0.01
0.62
0.64
0.66
0.68
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FIG. 3. (a) Elements of coupling matrix C in parameter
space {f, εq}. Point O is a specific point that we choose for
the eigenvalue calculations. (b) Three-dimensional plot of the
band structure calculated by CWT with structural parame-
ters shown in Table I. The linear bands (green and orange)
form a Dirac-like cone. The real (c) and imaginary (d) parts of
the eigenvalues calculated by CWT (circles) and FEM (solid
lines). The in-plane wavevector k‖ is along Γ-X and Γ-M
directions.
Fig. 3(a) illustrates the elements b and c in the parame-
ter space {f, εq}. The curvature (b−c) intersects with the
zero plane, which gives the line b− c = 0, on which every
point represents a set of (f, εq) for realizing triple degen-
eracy. Here we focus on the point O(f = 0.35, εq = 2.15).
Fig. 3(b) presents the band structure of point O in the
k‖-space, and the details in X-Γ-M direction are illus-
trated in Fig. 3(c) and (d). The CWT results agree well
with the finite-element method (FEM, COMSOL Multi-
physics) simulations. The band structure clearly shows
an accidental triple degeneracy at the 2nd-order Γ point,
5which is formed by the degenerate leaky modes TM2,
TM3 and high-Q mode TM1.
We investigate the band structure by assuming a small
off-Γ wave vector k‖. For a low-index-contrast Si3N4
structure, the coupling matrix C is almost invariant
around the 2nd-order Γ point, and hence, matrixK dom-
inates the band gap at off-Γ points.
It’s easy to prove that (see Appendix C):
k0,mn = k0 − ξ
ς
β0
k0
(mkx + nky) (15)
where ξ and ς are the coefficients related to structural
parameters. Therefore, the matrix K at an off-Γ point
is linear with respect to kx and ky. Taking K as pertur-
bation and applying the condition of triple degeneracy
b = c in matrix C, the coupling matrix D under basis
{φ3, φ4, φ1, φ2} becomes:
D =


a+ b+ 2id 1√
2
µkx − 1√2µkx 0
1√
2
µkx a− 3b 0 1√2µky
− 1√
2
µkx 0 a+ b
1√
2
µky
0 1√
2
µky
1√
2
µky a+ b+ 2id


(16)
where µ = −2ξβ0/ς .
The matrix above clearly depicts the couplingss
brought by the off-Γ wave vector k‖. As modes TM1,2,3
are triply-degenerate and TM4 is far above them, we re-
duce the matrix by neglecting the coupling terms with
mode TM4 as:
Dr =


a+ b+ 2id − 1√
2
µkx 0
− 1√
2
µkx a+ b
1√
2
µky
0 1√
2
µky a+ b+ 2id

 (17)
One eigenvalue of Dr is λ2 = a+ b+ i2d, correspond-
ing to the flat band whose real part remains a + b and
imaginary part remains 2d. Despite this trivial solution,
the other two eigenvalues are
λ1,3 = (a+ b+ id)±
√
µ2
2
(k2x + k
2
y)− d2 (18)
Clearly λ1,3 only depend on |k‖| =
√
k2x + k
2
y regardless
of the specific direction, which means the mode frequen-
cies are isotropic in arbitrary direction.
Eq.(18) indicates that, there exists an off-Γ ring satis-
fying
√
k2x + k
2
y =
√
2d/µ on which λ1 and λ3 are fully
degenerate. These off-Γ degenerate points are EPs that
we will elaborate in the following sections. It is note-
worthy that, as long as the radiation exists, the ring of
EPs would always exist around the 2nd-order Γ point,
making the band discontinuous and not cone-like. In
other words, there’s no rigorous cone dispersion in non-
Hermitian photonic crystal slab with C4v symmetry.
However, if d is sufficiently small, the EPs ring would
be very close to 2nd-order Γ point, and the overall band
would still look like a cone. For instance, the band illus-
trated in Fig. 3(c) clearly exhibits a cone-like dispersion.
In this case, back to Eq.(18), d could be neglected and
λ1,3 are both linear with the same slope coefficient of
µ/
√
2, which indicates that the top and bottom halves of
the cone share the same linearity.
Some interesting details can be noticed from Fig. 3(c).
For example, the linearity of the band in X-Γ direction
remarkably degrades when deviating from 2nd-order Γ
point. Moreover, in Γ-M direction, the leaky mode TM2
no longer remains flat but behaves as ripple-like disper-
sion which could easily be observed in Fig. 3(b). We be-
lieve this band distortion is due to the influence of mode
TM4. Such mode has been neglected in previous studies
of Hermitian systems, and also been dropped for simplic-
ity in our reduced matrix Dr. The couplings brought by
TM4 are proportional to kx or ky, and hence, significant
band distortion will occur at large off-Γ wave vectors. On
the other hand, for a high-index-contrast structure, or
strong optical confinement, the linear region of the cone-
like band will be relatively small since the band could be
twisted by the strong coupling strength.
C. Ring of exceptional points
As mentioned, the EPs ring where λ1 and λ3 are fully
degenerate is inevitable in non-Hermitian PCs. As stated
above, Eq.(18) indicates the EPs ring appearing at the
off-Γ wave vectors satisfying:
|k‖| =
√
2d
µ
(19)
Obviously, there is an infinite number of EPs on the ring
which separates the whole plane into two sections. Inside
this ring, the real frequencies of λ1 and λ3 are degenerate
as a+ b, while outside this ring, the imaginary parts are
degenerate as a value of d. The ring is a collection of
singular points and its size depends on the strength of
radiation loss d and coefficient µ.
Here we present a realistic structure with relatively
strong radiation loss (Qv ≈ 110), in order to demonstrate
a distinct and clear EPs ring. The structural parameters
are listed in Table II.
TABLE II. Structural parameters used in Fig.4
Layer Thickness ε(r) f
upper-clad (liquid) ∞ 4.00 -
PC (Si/liquid) 0.4a 12.11/4.00 0.28
lower-clad (Si3N4) ∞ 4.0804 -
Fig. 4 (a) and (b) illustrate the complex band struc-
ture in k‖-space. The EPs ring can be clear observed
from both the real and imaginary parts of the band. The
details of the band in X-Γ-M direction are presented in
6(c) (d)
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FIG. 4. Three-dimensional plot of the real (a) and imaginary
(b) parts of the eigenvalues calculated by CWT with struc-
tural parameters shown in Table II. The real (c) and imag-
inary (d) parts of the eigenvalues with k‖ along the specific
Γ-X and Γ-M directions, calculated by CWT (circles), CWT
with reduced coupling matrix Dr (squares), and FEM (solid
lines).
Fig. 4 (c) and (d). The CWT results are in good agree-
ment with FEM simulations, which confirms the validity
of the CWT model.
Eq.(18) is derived from the reduced coupling matrix
Dr neglecting the couplings with mode TM4. As a result,
the EPs ring is exactly a circle, in other words, isotropic
in the k‖-space. From Fig. 4 (c) and (d), we find the
results given by Dr agree well with the CWT results and
FEM results. However, similar to the distortion of band
in Fig. 3, the couplings between TM4 and TM1,2,3 also
degrade the isotropy of the ring.
IV. TOPOLOGICAL PROPERTIES OF THE
BAND WITH TRIPLE DEGENERACY
In this section, we investigate the topological proper-
ties of band with triple degeneracy from reduced coupling
matrix Dr in several specific parameter spaces.
A. Zero Berry Phase of band structure in k‖-space
As we stated above, in non-Hermitian case, there al-
ways exists a EPs ring around the 2nd-order Γ point. On
the ring, the coupling matrix becomes defective. Due to
the position with respect to the EPs ring, there are three
typical different loops in k‖-space shown in Fig. 5.
Type I Type II Type III k
x
k
y
EPs Loop Γ pointEP in space {kx,S}
{kx,S}
S
FIG. 5. Three different loops. Type I (outside the EPs ring)
and Type II (inside the EPs ring) loops are in the k‖-space
resulting in no topological interchange and zero Berry phase;
Type III loop is in parameter space {kx, S} where S refers to
a structural parameter.
First we consider type I and type II loop. It’s clear that
there are no singular points on these loops. We revisit
the Berry phase that may be accumulated along these
loops, since it is an important indicator to distinguish
whether the cone-like band follows the Dirac equation.
The Berry phase in k‖-space for a non-Hermitian system
is defined as [38]
γ = i
∮ 〈
Φ(k‖)|∇k‖ |Ψ(k‖)
〉
dk‖ + η (20)
Where eiη(T ) =
〈
Φ(k‖(0))|Ψ(k‖(T ))
〉
and T refers to the
end of loop. The left vector Φ is the eigenvector in the
dual space. From the perspective of CWT, the explicit
wave functions of the degenerate modes can be chosen as
the eigenvectors of coupling matrix. Here we calculate
the Ψ from reduced coupling matrix Dr to simplify the
evaluation. This is valid because we only concern a small
region around the 2nd-order Γ point where the coupling
terms with mode TM4 is negligible.
Here we take |Ψ1〉 with eigenvalue λ1 in Eq.(18) as
an example, whose left vector |Φ1〉 satisfies λ∗1|Φ1〉 =
D†r|Φ1〉. Obviously Dr is a symmetric non-Hermitian
matrix, so we have D†r = D
∗
r and the left vector can be
chosen as |Φ1〉 = |Ψ∗1〉. Differentiation of the orthogonal-
ization relation
〈
Ψ∗1(k‖)|Ψ1(k‖)
〉
= 1 yields
∇kp
〈
Ψ∗1(k‖)|Ψ1(k‖)
〉
=
〈∇k‖Ψ∗1(k‖)|Ψ1(k‖)〉+ 〈Ψ∗1(k‖)|∇k‖Ψ1(k‖)〉
= 2
〈
Ψ∗1(k‖)|∇k‖Ψ1(k‖)
〉
= 0. (21)
So the Berry connection
〈
Φ1(k‖)|∇k‖ |Ψ1(k‖)
〉
= 0, and
the Berry phase is solely dominated by η in Eq.(20).
Clearly, there’s no modal interchange along the Type I
and Type II loops and no phase change of the instanta-
neous eigenvector Ψ1(k‖). So phase η vanishes and Berry
phase remains zero. For eigenvector |Ψ3〉 with eigenvalue
λ3, the result is the same.
7Zero Berry phase indicates that, encircling around the
Γ point in the k‖-space dose not accumulate any extra
geometric phase, no matter the loop is inside the EP ring
or outside the EP ring. Therefore, the band structure at
the Γ point under C4v symmetry can not be described by
the Dirac equation. In other words, the cone-like disper-
sion we observe at 2nd-order Γ point with C4v symmetry
is actually not a Dirac cone but Dirac-like cone. Com-
pared to Dirac cone in Graphene, it does not give rise to
some unique properties like anti-localization when dis-
order exists. Nevertheless, the Dirac-like cone still pos-
sesses good linearity and isotropy near the 2nd-order Γ
point with small radiation.
B. Modal interchange and non-zero Berry phase in
parameter space {kx, S}
Though Berry phase remains zero in k‖-space, non-
zero Berry phase may be realized in other parameter
spaces. We consider a loop in space {k‖, S} where S
refers to any structural parameter and k‖ refers to a
specific direction in k‖-space since the band structure
is isotropic in the vicinity of 2nd-order Γ point. Here we
take {ky = 0, S = f} as an example. When f varies, the
condition of triple degeneracy b = c no longer holds and
we denote S = b− c, which is equivalent to parameter f .
Space {kx, S} is shown in Fig. 5 on which loop is de-
noted as Type III. Clearly we find space {kx, S} contains
two EPs at (±√2d/µ, 0).
When f varies, the reduced coupling matrix becomes
D
f
r =


a+ b+ 2id − 1√
2
µkx 0
− 1√
2
µkx a− b+ 2c 1√2µky
0 1√
2
µky a+ b + 2id

 (22)
the non-trivial eigenvalues of Dfr with ky = 0 are
λf1,3 = (a+ c+ id)±
√
µ2
2
k2x + (S + id)
2 (23)
Fig. 6 gives the Riemann surfaces of λf1,3 in parame-
ters space {kx, S}, from which two EPs at (±
√
2d/µ, 0)
can also be clearly observed. In fact, the two EPs are
the branch points at which the two sheets of Riemann
surfaces intersect. On the line S = 0, the real parts are
degenerate for |kx| <
√
2d/µ, and the imaginary parts
are degenerate for |kx| >
√
2d/µ.
The loop evolving in the parameter space {kx, S} can
be topologically different according to how the EPs are
encircled. When no EP is encircled, the eigenvalues sim-
ply return to their initial values. When a single EP is
encircled, both the real and imaginary parts of the eigen-
values cross to the other sheet after finishing the loop, as
a result, the eigenvalues interchange with each other. Af-
ter two cycles the eigenvalues return to theirselves. Fur-
ther, when both two EPs are encircled, the real parts of
eigenvalues stay on the same sheet while the imaginary
-0.1
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FIG. 6. The real (a) and imaginary parts (b) of the eigenval-
ues λ1,3. The red dots denote two EPs at (±
√
2d/µ, 0).
parts cross to the other sheet but will then cross back.
After finishing the loop, the eigenvalues return to their
initial values.
The eigenvectors corresponding to λf1,3 of D
f
r are
u1 =
1
N−


1√
2
µkx
S + id−M
0

u3 = 1
N+


1√
2
µkx
S + id+M
0


(24)
where N± =
√
µ2k2x/2 + (S + id±M) =√
2M2 ± 2M(S + id) and M =
√
µ2k2x/2 + (S + id)
2.
Since coupling matrix Dfr is symmetric, as we stated
in last section, the left vectors could be chosen as
|v1,3〉 = |u∗1,3〉. In order to evaluate the Berry phase,
we analyze the behavior of the eigenvectors u1, u3 in
space {kx, S} by assuming a small circle of radius r
around a single EP in Fig. 6 [39], chosen here as
(µkx/
√
2 = +d, S = 0):
µkx√
2
= +d+ r cosϕ S = r sinϕ (25)
With the approximation r ≪ d, the two eigenvectors u1,3
could be represented in the form:
u1 =


− sin θ
cos θ
0

 u3 =


cos θ
sin θ
0

 (26)
where
tan θ =
id+ r sinϕ+
√
r2 + 2dreiϕ
d+ r cosϕ
= i+
√
2r
d
ei
ϕ
2 +O(r) (27)
and further we have
Re(θ) = Re(arctan(i +
√
2r
d
e
ϕ
2 )) = Re(arctan(z))
= Re(− i
2
ln
1 + iz
1− iz ) =
1
2
(
π
2
+
ϕ
2
) (28)
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FIG. 7. (a). The parameter space {f, εq} and the loop {A − B − C −D − E − F − A} around the degenerate point O; (b).
band structure of points on the loop. The parameter sets {f, εq} for A, B, C, D, E and F points are {0.37, 2.10}, {0.37, 2.22},
{0.35, 2.22}, {0.34, 2.22}, {0.34, 2.10}, and {0.35, 2.10}, respectively, with other parameters listed in Table I.
Eq.(28) indicates the behavior of eigenvectors:
u1
2pi−→ −u3 2pi−→ −u1 u3 2pi−→ +u1 2pi−→ −u3 (29)
Obviously, the eigenvectors are interchanged after a sin-
gle circle encircling one EP and one of them gain extra
phase π. After second cycle both eigenvectors are recon-
structed with extra phase π. Further, we can infer that
for a single loop encircling both two EPs, both eigenvec-
tors accumulate a extra phase π too. As the coupling
matrix Dfr is symmetric and Berry phase is dominated
by phase η in Eq.(20), the geometric phase is
γ1,3 = π (30)
both for two circle encircling a single EP and one circle
encircling both EPs.
What we should point out is that the approximation
r ≪ d we take in considerations above is only used to
investigate the behavior of eigenvectors in a simple way.
Virtually because of the continuity of the band structure
except EPs in Fig.6, the conclusion Eq.(30) are exact
regardless of the specific loop.
C. Modal exchange in parameter space {f, εq}
Further, we consider a structural parameter space, i.e
space {f, εq} shown in Fig. 7 (a). In this parameter space
exists line b = c corresponding to condition of triple de-
generacy. It is noteworthy that, because of the uncer-
tainty in fabricating realistic devices, the working points
in this space would always slightly deviate from the exact
degenerate condition b = c. Due to the uncertainty of the
measurement, it is also difficult to distinguish whether
the rigorous degenerate condition b = c has been met.
When the parameters slightly deviate from b = c, the
sign of b−c determines which mode (mode TM1 or TM3)
lying on the top half of the cone. More specifically, for
the points in parameter space with b > c, mode TM1
forms the bottom half; while for the points with b < c,
mode TM3 turns to be the bottom half.
Such phenomena is illustrated in Fig. 7 (b). When sys-
tem evolves adiabatically along a loop encircling a rigor-
ous degenerate point O, the system would cross the b− c
plane twice and return to its initial state. During this
loop encircling, we can observe that the two bands form-
ing the up/bottom halves of the cone switch twice, and
eventually come back to the initial state. We refer to this
evolution as a topological exchange of the modes.
V. CONCLUSION
In this work, we present an analytical study of the
mode degeneracy with TM-like polarization in a non-
Hermitian photonic crystal slab with C4v symmetry.
The CWT framework provides an analytical perspec-
tive to comprehensively understand the physics of a non-
Hermitian photonic crystal system. We introduce the
TE-TM couplings to improve the accuracy and extend
CWT framework to depict the analytical wave functions
and complex band structure through reduced coupling
matrix.
From the CWT framework, the elements of the cou-
pling matrix are evaluated , and hence, the condition of
realizing accidental triple degeneracy is derived. Com-
paring to the Hermitian PCs that extend infinitely along
z direction, the realistic non-Hermitian PCs provide ex-
tra freedoms in tuning the structural and material pa-
rameters to fulfill the accidental degeneracy condition.
The ring of EPs appears around 2nd-order Γ point in-
evitably with triple degeneracy in non-Hermitian system.
The band structure exhibits a cone-like dispersion with
weak radiation loss. When the radiation loss become
strong, the ring of EPs becomes distinct and easy to ob-
serve.
Furthermore, the linearity and isotropy, as well as the
topological properties on the triple degeneracy, have been
studied with the reduced coupling matrix. The analytical
study reveals that, the cone-like band in a non-Hermitian
PC with weak radiation loss possesses good linearity and
9isotropy in the vicinity of the Γ point, which is similar to
a real Dirac cone. The ring of EPs with strong radiation
loss also owns good isotropy.
Since the CWT gives a set of explicit wave functions
of the degenerate modes, we can use them to calcu-
late the Berry phase directly. The Berry phase remains
zero at the center of the Brillouin zone, even the system
is non-Hermitian. It indicates that the band structure
induced by the accidental triple degeneracy with weak
radiation loss is only Dirac-like cone. Different from
Graphene with real Dirac-cone, the PC with Dirac-like
cone doesn’t obey Dirac equation, and doesn’t give rise
to some unique properties like anti-localization against
disorder, too. However, analytical study reveals that a
loop in parameter space {kx, S} continuously and adia-
batically encircling EPs gives rise to a modal interchange
phenomenon and results in a non-zero Berry phase π,
where S refers to a structural parameter like f . More-
over, a modal exchange of the band will occur when the
parameters evolve as a loop encircling a rigorous degen-
erate point in the structural parameter space {f, εq}.
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Appendix A: the boundary conditions
The representation in details of in-plane coupling items
in Eq.(2)-(4) are
Πp = − ∂
2
∂z2
(nyHx,m′n′ −mxHy,m′n′) + (m2x + n2y)β20
(n′yHx,m′n′ −m′xHy,m′n′) + il1β0
∂
∂z
Hz,m′n′
Ξp = − ∂
∂z
(mxHx,m′n′ + nyHy,m′n′)− l2β0 ∂
∂z
Hz,m′n′
Υp = l2β
2
0Hz,m′n′ − iβ0
∂
∂z
(mxHx,m′n′ + nyHy,m′n′)
(A1)
And the surface coupling items have the representation
in details as:
Πs = δh
∂
∂z
(nyHx,m′n′ −mxHy,m′n′)− iδhl1β0Hz,m′n′
Ξs = δh
∂
∂z
(mxHx,m′n′ + nyHy,m′n′) + iδhl2β0Hz,m′n′
(A2)
where δh = δ(z − h)− δ(z + h), l1 = mxn′y − nym′x and
l2 = mxm
′
x + nyn
′
y.
The boundary conditions can be derived from the inte-
gral on Eq.(2) and (3) over the upper and down bound-
aries (h − δ, h + δ) and (−h − δ,−h + δ) with δ → 0.
Since the the Dirac function δh terms in Πs,Ξs has been
treated as surface coupling, the discontinuity only comes
from the δK terms in operator H and Hδ. We have:
for Eq.(2) : (A3)
κb
∂
∂z
(nyHx,mn −mxHy,mn)|h+0 = κa ∂
∂z
(nyHx,mn −mxHy,mn)|h−0
κa
∂
∂z
(nyHx,mn −mxHy,mn)|−h+0 = κc ∂
∂z
(nyHx,mn −mxHy,mn)|−h−0
for Eq.(3) : (A4)
[κb + (κb − κa)
κbβ
2
0(m
2
x + n
2
y)
k2 − κbβ20(m2x + n2y)
]
∂
∂z
(mxHx,mn + nyHy,mn)|h+0 = κa ∂
∂z
(mxHx,mn + nyHy,mn)|h−0
[κc + (κc − κa)
κcβ
2
0(m
2
x + n
2
y)
k2 − κcβ20(m2x + n2y)
]
∂
∂z
(mxHx,mn + nyHy,mn)|−h−0 = κa ∂
∂z
(mxHx,mn + nyHy,mn)|−h+0
where the terms of (κb − κa){κbβ20(m2x + n2y)/(k2 −
κbβ
2
0(m
2
x + n
2
y))} and (κc − κa){κcβ20(m2x + n2y)/(k2 −
κcβ
2
0(m
2
x+n
2
y))} come from the δKHz,mn terms inHδ op-
erator, which is a result of the TE-TM coupling. Because
there is no Dirac function in Hz operator, the boundary
conditions for Eq.(4) is continuous.
Coupling Eqs.(2)-(4) include TE-TM couplings intro-
duced by component Hz,mn. To highlight the importance
of such TE-TM couplings, we show in Fig. 8 the band
structure evaluated by CWT without TE-TM couplings.
The structural parameters are the same as those used
for Fig. 4, as listed in Table II. By comparing to Fig.
10
4 (which includes the TE-TM couplings), we find that
the CWT results without TE-TM couplings cannot re-
produce the FEM results and describe the feature of the
EPs. Therefore, including the TE-TM couplings is crit-
ical for the accurate modeling of Dirac-like-cone disper-
sion within non-Hermitian PC systems.
Appendix B: the matrix C at the Γ point
Owing to the C4v symmetry at the Γ point, the cou-
pling matrix C should be symmetric to some extent. As
stated above, the coupling matrix C can be divided into
four parts {C1D,Crad,C2D,CTE-TM}. First part C1D
has a form as:
C1D =


0 χ2,0 −κ1,−1β20 κ1,1β20
χ−2,0 0 κ−1,−1β20 −κ−1,1β20
−κ−1,1β20 κ1,1β20 0 χ0,2
κ−1,−1β20 −κ1,−1β20 χ0,−2 0


(B1)
where χm,n =
∫
PC
κm,n{[−∂2/∂z2 + δA∂/∂z −
β20 ]Θ0(z)}Θ∗0(z)dz.
The second part Crad corresponds to the couplings via
the radiative waves, which can be evaluated with Green’s
function. Further, we can cacluate Crad as
Crad =


u10,−10 u10,10 0 0
u−10,−10 u−10,10 0 0
0 0 u01,0−1 u01,01
0 0 u0−1,0−1 u0−1,01

 (B2)
where umn,pq =
∫∫
PC
κm,nκp,q{[−∂2/∂z2 + δA∂/∂z] ·
G0,−(z, z′)[(∂2/∂z′2 − δ′A∂/∂z′)Θ0(z′)]}Θ∗0(z)dz′dz and
Green’s function G0,−(z, z′) is the solution of H(mx =
0, ny = 0)G0,−(z, z′) = −δ(z, z′), with applying the
boundary conditions Eq.(A3) in Appendix A.
The third part CTE-TM depicts the couplings be-
tween the basic waves {Hx,10, Hx,−10, Hy,01, Hy,0−1} and
{Hz,10, Hz,−10, Hz,01, Hz,0−1}. Similarly, we have:
CTE-TM =


v0110,10 + v
0−1
10,10 u
01
10,−10 + u
0−1
10,−10 0 0
v01−10,10 + v
0−1
−10,10 u
01
−10,−10 + u
0−1
−10,−10 0 0
0 0 v1001,01 + v
−10
01,01 v
10
01,0−1 + v
−10
01,0−1
0 0 v100−1,01 + v
−10
0−1,01 v
10
0−1,0−1 + v
−10
0−1,0−1


where
vstmn,pq = κm−s
n−t
κs−p
t−q
∫∫
PC
{[− ∂
2
∂z2
+ β20 + δA
∂
∂z
]Gst,+(z, z
′)[(
∂2
∂z′2
− δ′A
∂
∂z′
)Θ0(z
′)] + δAβ20
∂
∂z′
Θ0(z
′)Gst,0}Θ∗0(z)dzdz′
(B3)
Green’s function Gst,+(z, z
′) is the solution of H(mx =
s + ∆x, ny = t + ∆y)Gst,+(z, z
′) = −δ(z, z′) with ap-
plying the boundary condition Eq.(A4). Gst,0(z, z
′) is
the solution of the same equation but with continuous
boundary condition.
As mentioned, the non-Hermiticity of matrix C only
comes from the Crad and CTE-TM parts. At the sym-
metric C4v-Γ point, the coupling coefficients κm,n =
2f(1/ε1 − 1/ε2)J1(ζ)/ζ, ζ = 2
√
fπ(m2 + n2) only de-
pends on (m2+n2). Therefore, all the non-zero elements
in Crad and CTE-TM are identical , and hence, the imag-
inary part of matrix C has a symmetric form like:
B = i


d d 0 0
d d 0 0
0 0 d d
0 0 d d

 (B4)
The forth part C2D corresponds to the in-plane 2D
distributed couplings via high-order waves. As the close
form of C2D is too complex, here we prove that the C2D
matrix also possesses a symmetric form like A in Eq.(11)
by analyzing the underlying coupling paths.
We consider the lowest set of the high-order
waves that consists of four individual waves
{(1, 1), (1,−1), (−1, 1), (1, 1)}. Via these waves, there
are 4 different coupling paths depicted by C22D. The
superscript 1 denotes that the matrix depicts the
coupling via high-order waves of m2 + n2 = 2.
Fig. 9 (a) illustrates one possible coupling path where
the basic wave (0, 1) couple to the four high-order waves,
and then back to itself. This coupling path is depicted
by the matrix elements C22D(3, 3). Apparently, the four
diagonal elements corresponding to this coupling path
are identical.
Fig. 9 (b) presents another possible path between basic
wave (0, 1) and (0,−1). This coupling path is depicted
by matrix elements C22D(4, 3), C
2
2D(3, 4), C
2
2D(1, 2) and
C22D(2, 1).
Moreover, Fig. 9 (c) and (d) give the third and fourth
possible paths between the basic waves (0, 1) and (−1, 0).
These two coupling paths are depicted by matrix ele-
ments C22D(2, 3), C
2
2D(1, 4), C
2
2D(3, 2), C
2
2D(4, 1), and by
C
2
2D(1, 3), C
2
2D(2, 4), C
2
2D(3, 1), C
2
2D(4, 2), respectively.
Apparently, the two paths given by Fig. 9 (c) and (d)
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have the same coupling strength but in an opposite sign.
Combined all the coupling paths, the matrix C22D have
the a symmetric form, as:
A =


a b −c c
b a c −c
−c c a b
c −c b a

 (B5)
Following the same approach, we can conclude that
every CM2D,M ≥ 1 has the same symmetric form with
C12D, as a result, the entireC2D owns the symmetric form
as shown in Eq.(B5). Finally, we prove that coupling
matrix C has a form of Eq.(11).
Appendix C: the matrix K at off-Γ points
In this section, we prove that in the vicinity of the
Γ point, the eigenvalue k0,mn, (m
2 + n2 = 1) of Eq.(7)
linearly varies along kx and ky. k0,mn is the solution to
the dispersion equation [40]:
tan(gt) =
gεavg(ε3p+ ε4q)
ε2ε4g2 − ε2avgpq
(C1)
where t = 2h is the thickness of PC layer. Coefficient g, p
and q are the propagation constants of each layer:
g =
√
εavgk2 − β2
q = i
√
ε3k2 − β2
p = i
√
ε4k2 − β2 (C2)
where β =
√
m2x + n
2
yβ0. k0 is the solution of Eq.(C1)
when β = β0.
From Eq.(C2) we know g, p and q all depend on k and
β. We concern about an arbitrary direction ny = n +
∆y,mx = m + ∆x, where ∆x,y = kx,y/β0. Expanding
g, p and q in the vicinity of β0, we can have
g = g0 − β
2
0
g0
(m∆x + n∆y)
p = p0 +
β20
p0
(m∆x + n∆y)
q = q0 +
β20
q0
(m∆x + n∆y) (C3)
where g0, p0 and q0 denote the values of g, p and q when
β = β0. Expand tan(gt) in the vicinity of β0:
tan(gt) = tan[t(g0 − β
2
0
g0
(m∆x + n∆y))]
= tan(g0t)− t
cos2(g0t)
β20
g0
(m∆x + n∆y)(C4)
Notice that both tan(g0t) and cos
2(g0t) don’t depend
on ∆x or ∆y since g0 only relies on β0. Submitting
Eqs.(C3) and (C4) into Eq.(C1) and neglecting the high-
order terms of (m∆x + n∆y), we obtain
tan(g0t)[ε3ε4g
2
0 − ε2avgp0q0] = εavgg0[ε3p0 + ε4q0] + ξβ20(m∆x + n∆y) (C5)
where
ξ =
t
cos2(g0t)g0
[ε3ε4g
2
0 − ε2avgp0q0] + tan(g0t)[2ε3ε4 + ε2avg(
p0
q0
+
q0
p0
)] + εavg[ε3(
g0
p0
− p0
g0
) + ε4(
g0
q0
− q0
g0
)]
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g0, p0, q0 and ξ in Eq.(C5) only rely on β0 since their
dependences to (m∆x + n∆y) have been separated into
the linear terms. All of them are functions of unknown
quantity k and we can expand them near zero-order so-
lution k0 as
g0 = g00 +
εavgσ
g00
k0
p0 = p00 − ε4σ
g00
k0
q0 = q00 − ε3σ
q00
k0 (C6)
where σ = k − k0 and g00, p00 and q00 denote the values
of g, p and q when β = β0, k = k0. Since ξ is a slow
varying function with respect to k, we approximately take
ξ = ξ0(k0) which can be evaluated through the structural
parameters and k0 directly.
Expand tan(gt) in the vicinity of k0 similarly:
tan(g0t) = tan(g00t) +
1
cos2(g00t)
εavgk0
g00
σ (C7)
Submitting Eqs.(C6) and (C7) to Eq.(C5), we have
tan(g00t)[ε3ε4g
2
00 − ε2avgp00q00] = [εavgε3g00p00 + εavgε4g00q00] + ςk0σ + ξβ20(m∆x + n∆y) (C8)
where
ς = εavg[εavg(
ε3p00
g00
+
ε4q00
g00
)− ε3ε4(g00
p00
+
g00
q00
)]− tan(g00t)[2ε3ε4εavg + ε2avg(
ε3p00
q00
+
ε4q00
p00
)]− [ε3ε4g
2
00 − ε2avgp00q00]
cos2(g00t)
εavg
g00
Apparently, Eq.(C8) can be simplified as ςk0σ +
ξβ20(m∆x + n∆y) = 0, that is
k = k0 + η(m∆x + n∆y) (C9)
where η = −ξβ20/(ςk0).
ξ = ξ0(k0) and ς all are determined by to β0 and k0,
which can be evaluated by the zero-order trial solution
and structural parameters. As kT = (kxeˆx + ky eˆy) =
β0(∆xeˆx +∆y eˆy), Eq.(C9) turns to be Eq.(15).
It is noteworthy that, the coefficient η depends on a
series of structural parameters. It becomes tedious to
analytically evaluate η according to Eq.(C5) and (C8).
Alternatively, we can obtain η by fitting the dispersion
curve given by Eq.(C1).
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