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Abstract 
Driver’s propensity describes the physiological and psychological states of a vehicle driver and can be used as a dynamic 
measurement of driver characteristics and an important index for determining factors that may affect driver characteristics such
as emotional state and decision preference. Drivers with different propensities behave differently under the same traffic situations;
therefore, it is an important concept for studying traffic flow theory and developing new vehicle warning systems. In this study
we focused on the prediction of driver’s propensity, and an overall consideration of the physiological and psychological indexes
which influence the prediction were investigated. Psychological measurements, simulated driving, and vehicle tests were 
conducted and a prediction model for driver’s propensity was established. Validation results showed that the method in this paper 
was a better predictor of driver’s propensity than previous methods, and the new model provides a basis for further study of 
dynamic characteristics and recognition of driver’s propensity. 
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Peer-review under responsibility of the Department of Transportation Engineering, Beijing Institute of Technology. 
Keywords:Driver’s propensity; Physiological and psychological factors; Affective computing; Traffic safety; Driver-assistance system 
1. Introduction 
Because of the rapid development of our social economy, ownership of vehicles (and private vehicles in 
particular) has increased significantly. Vehicles bring comfort and convenience for people, but the increase in the 
number of vehicles also increases the potential for traffic accidents that may cause extensive damage to people’s 
lives and property. Analyses of traffic accidents show that greater than 90% of the factors that contribute to traffic 
accidents are human factors, and greater than 70% of all traffic accidents are caused by a combination of human, 
vehicle, road, and environmental factors [1,2]. Therefore, the control of driver’s behavior is important to solve traffic 
safety problems. According to international and national research, the physiological and psychological 
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characteristics of drivers are related closely to traffic safety. Driver’s propensity is defined as the driver’s attitude 
toward traffic conditions, and the corresponding preference of driver’s decisions and behaviors under the influence 
of all dynamic factors. It also reflects the driver’s psychological emotional states in the process of vehicle operation 
and movement. Therefore, the identification of driver’s propensity requires the application of artificial psychology 
and recognition of emotional state. In recent years, both national and international scholars have begun to research 
the influence of driver’s physiological and psychological factors on traffic safety. Taha [3] recognized that 
operator’s intentions typically followed a Markov Decision Process and applied the results to the development of a 
new assistant wheelchair driving system. Kamaruddin et al. [4]studied the recognition of emotion in a driver’s voice 
while driving and established an emotional space model that can be utilized in vehicle active safety warning systems. 
Nor et al. [5] analyzed driver’s emotional states and driving behavior using a driving simulator in different traffic 
conditions, and the results showed that a driver’s unsteady emotion leads to an increased risk of causing a traffic 
accident. Leng [6] studied driver’s emotional states from the aspect of physiological parameter monitoring, but they 
did not mention the influence of changing emotional states on driving decision-making. Pecher [7] studied the 
influence of happy and sad music on driving safety, and the results show that drivers are more easily distracted when 
listening to happy music, thereby increasing the likelihood of traffic accidents, while sad music tends to cause the 
driver to slow down and drive in the same lane. Trick et al. [8] performed basic research on attention-emotion and 
addressed the influence of short mood on risk perception and vehicle steering. Scott-parker et al. [9] explored the 
influence of different emotional states on driving, such as driver’s propensity, susceptibility, and rage, and reported a 
degree of correlation between gender, psychological status, and risky driving though they did not consider the 
drivers’ types. Schmidt-Daffy [10] studied the influence of fear and anxiety on driving behavior, and the results 
show that drivers will drive slowly in order to ensure safety with the increase of fear and degree of anxiety.  
Other researchers have focused on developing emotional state prediction in artificial systems, which may have 
potential for inclusion in motor vehicles. For example, Xie et al. [11] built a probability space model of emotional 
states for home-service robot according to the basic emotion theory, and an affective computing model based on the 
hidden Markov model (HMM) was established by applying the characteristics of the Markov chain and elaborating 
the meaning and estimation methods of the parameters.Gao et al. [12] presented a more humanized and attitude 
integrated artificial affection model (AME model) that integrates the interactive attitudes of robots and humans. 
Zhao et al. [13] applied the emotion cognition evaluation theory to human learning and decision-making processes 
and optimized emotional behavior selection to emotional decision making in human–computer interactions. Pan and 
Shen [14] handled the recognition problems of physiological signal affection combining traditional support vector 
machine (SVM) classification method, and report an effective way to handle two sides of the emotion classification 
problem by reducing the signal noise and eliminating the individual differentiation. In the research of Yu and He, 
[15], the impact of emotion on driver’s physiology and cognition was taken into account to develop an emotion 
model, and the emotion structure combined with Agent produced real emotional behaviors. Wu and Lei [16] studied 
the influence of anger on traffic safety through analysis of driver’s behavior characteristics in poor emotional states, 
the recognition method, and it’s influence on driver’s physiology and psychology. Sun et al. [17] proposed a new 
emotion model (Personality—OCC) by combining personality traits, and a virtual driver emotion simulation 
experiment of automobile pervasive computing showed that human personalities can directly affect emotion. Wang 
et al. [18]; Zhang and Wang [19]; Wang et al. [20] studied computing problem related to determining driver’s 
emotional state from different aspects. Previous research tended to focus on psychology tests and their influence on 
traffic safety from a relatively static and macroscopic perspective. However, in the field of active vehicle safety there 
are few recent studies on driver’s emotional characteristics from a microcosmic and dynamic perspective  [21-23]. 
The premise for achieving the dynamic computation of driver’s propensity is to obtain and analyze the typical 
characteristics; therefore, the primary prediction needs to be obtained in advance. The purpose of this paper is to 
investigate method for predicting driver’s propensity through an overall consideration of the physiological and 
psychological indexes that may influence the prediction. Psychological measurements, simulated driving and vehicle 
tests were performed, and the prediction model of driver’s propensity was established. Validation results showed that 
the method in this paper could produce a better prediction of driver’s propensity compared to previous methods, and 
provided a basis for further study of the dynamic characteristics and recognition of driver’s propensity. 
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2. The Main Influencing Factors of Driver’s Propensity 
Driver’s propensity can be divided into five types: conservative, conservative-common, common, common-
radical and radical [18,19]. Drivers of different types possess different outward manifestations, with the fundamental 
reason for the driver’s self-factors due to physiological and psychological differences. The physiological 
characteristics are the essential material foundation of the psychological factors, while external factors such as task 
urgency, driving experience, education, job, and value ideas are related closely to physiological and psychological 
characteristics. 
Because of the diversity and complexity of influencing factors, all factors must be considered to determine the 
influence on driver’s propensity. The prediction of driver’s propensity using these factors was the premise to 
calibrate and validate the dynamic measurement model. It is important to analyze driver’s propensity factors in order 
to avoid the interference of message overlap caused by multiple variables and contributions. The influencing factors 
were sequenced according to each factor’s entropy correlation [24-26]. The factors with entropy correlations greater 
than 0.98 were selected as the main influencing factors on driver propensity. The influencing factor sequences were 
obtained according to the entropy correlation as follows: performance reaction time > choice reaction time > 
discrimination reaction time > speed estimation ability > vision in physiological characteristics; attention > will > 
emotion > temperature in the psychological characteristics; task urgency > driving ability in the external 
characteristics. 
3. The Prediction Method of Driver’s Propensity Based on the Structural Equation Model 
3.1. Structural Equation Model 
The structural equation model (SEM) proposed by Karl Joreskog is a linear structure relation model where the 
latent variable can be measured indirectly by some observation indexes, and it is used widely in the field of 
psychology and education and behavior science. The SEM can be used to quantitatively study multivariable 
interactive relationships, and it can consider and handle multi-dependent variables. It allows measurement error of 
independent and dependent variables, and estimates factor structure and relationships. It also handles the complex 
relation model of a single index belonging to multi-factors [26]. According to whether the variables can be measured 
directly, the variables can be divided into the measurement variable and latent variable where the former can be 
measured directly and the latter cannot be measured directly but only estimated through the former. The variable can 
be endogenous and exogenous. Endogenous variables are influenced by other variables.  
The SEM contains a measurement equation and a structural equation. The measurement equation is used to 
describe the relationship between the measured variables and latent variables, including the measurement equations 
of exogenous variables and endogenous variables, which are shown respectively as formula (1) and (2). 
xx [ G /    (1) 
yy K H /    (2) 
Among them, x  is the vector consisted of the exogenous measurement index; y  is the vector consisted of the 
endogenous measurement index; x/ is the relationship between the exogenous measurement and exogenous latent 
variables; y/ is the relationship between the endogenous measurement and endogenous latent variable measurement;  
K is the vector consisted of the endogenous latent variables; [  is the vector consisted of the exogenous latent 
variables; G  is the error term of the exogenous variable; H is the error term of the endogenous variable y .
The structural equation is used to describe the relationship between latent variables, and it is typically written as 
the following equation: 
B + +K K [ ] * (3)
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where K  is the vector consisted of the endogenous latent variables; B is the coefficient matrix of the endogenous 
relationship between the latent variables; * is the influencing coefficient matrix of the exogenous latent variables on 
the endogenous ones; ] is the residual structural equation, which reflects the sections that K  could not be explained 
in equation. 
The basic application of the SEM is that, according to previous theory and knowledge, the model can reflect the 
relationships among variables that can be formed through deduction and hypotheses. To test the fitting degree of 
model and sample matrix, if the model can fit the objective sample data, then it is reasonable; otherwise, it needs to 
be amended. If it still cannot meet the index requirements after the amendment, then the model needs to be denied. 
The main steps of structural equation modeling are as shown in Figure 1 and are described in further detail below 
[27]. 

Fig. 1.  Main steps of the structural equation model 
Step 1 - Model specification: A theoretical model that can reflect relationships among sets of variables is formed 
according to the existing theory. It can be represented by the measurement equation and structural equation, and a 
road map can show the parameters of each variables. 
Step 2 - Model recognition: There are t  rules, order conditions and rank conditions in model recognition. The t
rule means that the numbers of parameters to be estimated can be no larger than the different variance or covariance 
generated by the variable, and it is a necessary condition for model identification. Assuming that p  is the number of 
endogenous variables and q  is the number of exogenous variables, the model can produce ( )( 1) / 2p q p q  
different variance or covariance. Assuming that the number of unknown parameters in the model is t , a necessary 
condition of the model can be identified as: 
( )( 1) / 2t p+ q p+ qd  (4)
Step 3 - Model estimation: The model is estimated according to the variance and covariance of the measured 
variables and parameters in the model are estimated. A common method is the linear structure relationship method 
(LISREL). In the current study, the statistical analysis software AMOS 17 was used to estimate parameters. 
Step 4 - Model evaluation: After parameters are estimated, the model needs to be fitted and evaluated. Model 
evaluation is used to predict the variance–covariance of the measurement variables, and then the variance and 
covariance are used to match measurement variance-covariance. When the prediction is very close to the 
measurement variance–covariance, then the model can be used to fit the data. The relevant evaluation index is 
calculated according to the data model, and the index size is used to determine whether the model is in accordance 
with the general standard. In this paper, 2 dfF , GFI, AGFI, NFI, IFI, CFI, RMSEA index were selected to evaluate 
the model. The 2 dfF term is a model of the chi square degrees of freedom which is generally < 3 when the model 
fits well. If it is between 3 and 5, the model fit is acceptable. The GFI and CFI terms represent the fit index and 
comparative fit index, respectively, where a good model fit occurs when GFI and CFI are > 0.8. The RMSEA term 
refers to the gradual residual square and square root; if it is < 0.05, then the model fit is very good, if it is between 
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0.05 and 0.08, then the model is reasonable, if it is between 0.08 and 0.10, then the model has common fit, if it is 
more than 0.10, then the model has bad fitting degree. 
Step 5 - Model modification: If the model fitting degree is poor, or model cannot fit the original data, it is 
necessary to modify the model. Generally, the model can be modified by the index or residual matrix method with 
aid of AMOS statistical analysis software. 
3.2. Experiment Design  
The experimental subjects were common vehicle drivers whose careers are teachers, staff, workers and 
freelancers of Zhangdian in Zibo city. The total sample size was 100, of which 70 drivers were male and 30 drivers 
were female. The age ranged from 18 to 58 years old. Driving years ranged from 0.5 to 22 years. Approximately 
92% of the subjects had prior instances of illegal driving behavior. The average was 5.12 instances per driver and the 
frequency was 0.63 times per year. Approximately 44% of them had traffic accidents, with an average number of 
accidents of 2.54 per driver, and frequency of 0.31 times per year. 
The selected drivers were given a number from 1 to 100, and then their gender, age, driving years and education 
information were recorded to design experiments in order to obtain the standard data of each physiological, 
psychological, or other external factor of interest. Before the experiment, the driver practiced in advance to be 
familiar with the vehicle performance. The experiment routes of each driver were the same, and drivers were tested 
normally with little interference from other people. 
3.3. Data Processing 
The driver’s propensity prediction included the calculations of physiological, psychological and other external 
factors. Portions of the experimental data are shown in Table 1. Among them, X1 is the visual reaction time value, 
X2is the value of speed estimation ability, X3 is the choice reaction time value, X4  is the discrimination reaction 
time value, X5is the operation reaction time value, Y1is the temperament value, Y2 is the will value, Y3 is the 
attitude value, Y4 is the attention value, Y5 is the emotion value, W1is the task priorities value and W2 is the 
driving skills value. 
In order to eliminate the influence of different experiment data dimensions, the original list data were 
standardized based on the observation data and relative difference among different drivers using Equation (5):  
min
max min
xi X
Ti
X X
D D
D
D D

 
 (5)
where TiD is the data after standardization, XiD  is the original data and minXD and maxXD are the minimum and 
maximum values of original data.  
3.4. Prediction Method of Driver's Propensity based on Structural Equation Model 
In the driver’s propensity model, physiological characteristics, psychological characteristics, and external 
characteristics should be considered. The three variables were taken as latent variables and factors including 
different features were taken as observation index to establish the driver’s propensity prediction model (Figure 2) 
The model was estimated by application of AMOS17.0 software. The model chi square value was 78.3, freedom 
degrees was 50, the significant probability was 0.216 > 0.05. Therefore, the initial model matches the observation 
data. Regarding the goodness of the model fit, the RMSEA values was 0.067, GFI was 0.915 and CFI was 0.974, 
where a GFI index > 0.9 represents an overall good fit, and an RMSEA < 0.08 represents an acceptable value. The 
results indicated that the fitting degree of the initial model and observation data was very high. The output results of 
the standardized Structural Equation Model using AMOS17.0 software are shown in table 2. 
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Table 1. Partial list of experimental data 
NO X1 X2 X3 X4 X5 Y1 Y2 Y3 Y4 Y5 W1 W2 
1 0.437 1.920 0.558 0.491 1.187 0.15 0.19 0.22 0.1 0.32 0.1 0.5 
2 0.431 1.850 0.556 0.475 1.185 0.15 0.45 0.15 0.05 0.33 0.1 0.4 
3 0.428 1.840 0.555 0.477 1.187 0.15 0.27 0.11 0.1 0.36 0.2 0.3 
4 0.433 1.910 0.551 0.483 1.187 0.15 0.15 0.31 0.05 0.35 0.1 0.5 
5 0.427 1.950 0.559 0.475 1.188 0.35 0.31 0.36 0.2 0.32 0.2 0.7 
6 0.435 1.970 0.558 0.476 1.187 0.35 0.31 0.43 0.15 0.37 0.3 0.4 
7 0.431 1.910 0.551 0.478 1.189 0.35 0.15 0.36 0.05 0.35 0.1 0.3 
8 0.432 1.870 0.552 0.479 1.187 0.35 0.19 0.14 0.1 0.32 0.2 0.2 
9 0.430 1.890 0.556 0.478 1.187 0.35 0.45 0.21 0.1 0.34 0.4 0.6 
10 0.427 1.840 0.557 0.483 1.184 0.3 0.27 0.45 0.1 0.34 0.2 0.7 
11 0.436 1.860 0.558 0.486 1.188 0.15 0.73 0.27 0.15 0.35 0.3 0.8 
12 0.428 1.920 0.555 0.479 1.188 0.15 0.59 0.29 0.15 0.36 0.1 0.3 
… … … … … … … … … … … … … 
95 0.429 1.580 0.548 0.478 0.825 0.3 0.12 0.88 0.2 0.84 0.7 0.9 
96 0.423 1.510 0.547 0.475 0.849 0.2 0.11 0.56 0.25 0.8 0.7 0.9 
97 0.421 1.490 0.547 0.477 0.828 0.2 0.07 0.68 0.3 0.79 0.5 0.8 
98 0.418 1.660 0.556 0.476 0.841 0.2 0.81 0.64 0.35 0.82 0.6 0.6 
99 0.422 1.710 0.566 0.481 0.835 0.3 0.54 0.87 0.4 0.84 0.4 0.9 
100 0.429 1.730 0.564 0.482 0.832 0.3 0.67 0.89 0.4 0.87 0.7 0.9 
Fig. 2.  Initial model of the driver’s propensity prediction model 
Driver’s 
propensity
Physiological
factors 
Vision e1 
1
1
Speed  
Estimation
e2 1
e3 1
e4 1
Operation
Reaction 
e5 1
Psychological
factors 
Tempera-
ture e6 
1
1
Will e7 1
Attitude e8 1
Attention e9 1
Emotion e10 
1
External
factors 
Task 
urgency e11 
1
Driving 
Skill e12 
1
e13
e14
e15
1
Discrimination
  Reaction 
Choice
Reaction
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Table 2. Output results of the standardized Structural Equation Model 
Latent 
variable 
Observatio
n index 
Coeffic
ient
Factor loadings 
after 
standardization
Latent 
variable 
Observation 
index 
Coeffic
ient
Factor loadings 
after 
standardization
Physiologica
l
characteristi
cs
X1 O11 0.039 
Psychologi
cal
characterist
ics
Y1 O21 0.025 
X2 O12 0.044 Y2 O22 0.137 
X3 O13 0.125 Y3 O23 0.103 
X4 O14 0.094 Y4 O24 0.379 
X5 O15 0.235 Y5 O25 0.097 
External 
characteristi
cs
W1 O31 0. 35 
Driver’s 
propensity 
Physiological
characteristics 
J1 0.477 
W2 O32 0.017 
Psychological 
characteristics 
J2 0.613 
External  
characteristics 
J3 0.319 
The ijO  term in Table 1 is the factor loading coefficient of each observation variable in the latent variable, and it 
reflects the importance of the index on the latent variables and thus it can be used as a weight basis. Through the 
comparison of ijO , each index was ordered according to the different importance among the indexes, in the 
physiological characteristics, reaction time > choice reaction time > discrimination reaction time > visual velocity 
estimation ability; in the psychological characteristics, attention > will > emotion > attitude > temperament; in the 
external features: task emergency > driving ability. The ranking results were same to the influencing factors selection 
results of driver’s propensity using the gray relation entropy analysis method. The path coefficient iJ  represents the 
degree of importance of the latent variables, but also can be used as the basis of factor weight. Taking ijO  and iJ  as 
the factor weight, the calculation method of driver’s propensity prediction is shown in formula (6) 
5 5 2
1 1 2 2 3 3
1 1 1
j i j j j j
j j j
F X Y WJ O J O J O
   
  ¦ ¦ ¦ (6)
where F  is a decimal between 0 and 1. Combining the characteristics of statistical laws, F  was divided into 
five intervals and the driver’s propensity types were determined according to the intervals (Table 3). 
Table 3. Predicted type division of driver’s propensity 
Driver’s propensity 
types
Conservative 
type 
Common-conservative 
type 
Common type
Common- radical 
type 
Radical type 
F [0.00,0.322] [0.322,0.427] [0.427,0.574] [0.574,0.665] [0.665,1.00] 
4. Model Validations 
Using the feature extraction model and identification model of driver’s propensity [18-21], the prediction method 
was validated (Figure 3). According to the results, the recognition accuracy A indicated that driver’s propensity was 
recognized dynamically (free flow and following state) on the basis of the simple psychological test method; 
recognition accuracy B was the result of the obvious prediction method; recognition accuracy C was the result based 
on this paper’s method. The simulation results based on speed, headway, and acceleration are shown in Figures 4–6, 
respectively, where simulation 1 is the result on the basis of the simple psychological test method, simulation 2 is the 
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result of the obvious prediction method and simulation 3 is the result based on this paper’s method. 
Fig. 3.  Verification results 
Fig. 4. Simulation results of speed. The blue line represents the measured value, magenta line (simulation 1) represents the results of the simple 
psychological test method, red line (simulation 2) represents the results of the obvious prediction method, and the cyan line (simulation 3) 
represents the results of the model developed in this paper 
0
5
10
15
20
25
30
H
ea
dw
ay
˄
m
˅
time˄s˅
Simulation results of headway
measured value simulation 1
simulation 2 simulation 3
Fig. 5.  Simulation results of headway. The blue line represents the measured value, magenta line (simulation 1) represents the results of the 
simple psychological test method, red line (simulation 2) represents the results of the obvious prediction method, and the cyan line (simulation 3) 
represents the results of the model developed in this paper 
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Fig. 6.  Simulation results of acceleration. The blue line represents the measured value, magenta line (simulation 1) represents the results of the 
simple psychological test method, red line (simulation 2) represents the results of the obvious prediction method, and the cyan line (simulation 3) 
represents the results of the model developed in this paper 
The experimental results showed that the prediction of driver’s propensity using the method developed in this 
paper method is better than the previous prediction methods. 
5. Conclusions 
The prediction accuracy of driver’s propensity is important for dynamic feature extraction and recognition in the 
follow-up study. Driver’s propensity has a close relationship with driver’s physiological and psychological factors 
and other external features. The analysis and calculation of the influence factors can avoid interference of 
information overlapping the propensity. The main influencing factors were first selected and the indexes were 
obtained through designing experiments. The factors were then researched quantitatively and the prediction model 
was established using the SEM. Validation results showed that the method in this paper could be a better predictor of 
driver’s propensity than previous methods, and it provided a basis for further studying dynamic characteristics and 
dynamic recognition of driver’s propensity. It should be pointed out that the measures of driver’s physiological and 
psychological characteristics were conducted in a certain environment, and the results were influenced easily by the 
driving environment. The driving simulation environment had differences with actual road conditions, and the skill 
degree of the driving simulator had an influence on the experimental results. The selection of the experimental 
method and subjects had limitations. Therefore, future studies should reduce the influence of the environment and 
selection of subjects to avoid influencing the factors selection of driver’s propensity. 
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