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CHAPTER 1

INTRODUCTION

Cybersecurity methods for protecting data in-transit and at-rest often rely upon
cryptographic algorithms to ensure that sensitive data is not readable by people or devices
for which the data is unintended. Various cybersecurity algorithms already exist and are
utilized on electronic devices that we use in our everyday lives. A user typing in a username
and password for authentication purposes, a person utilizing a credit card on the Internet to
purchase a product and a user downloading updates to a personal computer are common
use cases for needing cybersecurity algorithms [1]. Academic research into protecting
sensitive data using cybersecurity started in the mid-1970s. Typically, students are taught
on how the cybersecurity algorithms are designed and should be safely utilized. Hardly any
information is provided to students about which algorithms to utilize and how to implement
the algorithms across heterogeneous devices ranging from personal computers to small
wireless sensor nodes [2]. Emerging areas of computing devices such as e-health care
sensors, smart automobiles and mobile phones will require the use of cybersecurity
algorithms and therefore make the need of cybersecurity even more universal [3]. Applying
cybersecurity algorithms to protect the privacy and sensitive data of individuals and
businesses is a critical goal in the 21st century [4]. It is important that Computer Science
students learn how to design, develop and implement cybersecurity solutions to protect
sensitive data across several types of computing devices.
1

Many cybersecurity algorithms have been designed to use the computational and
memory resources of personal computers and server computers to adequately provide
protection to the data that is used on computing devices [5]. The innovations in the
technology field within the past few years has caused a drastic increase in the number of
electronic devices that exist in the world today. This has allowed for the creation of an
Internet of Things (IoT) ecosystem where small sensor devices are collecting, storing and
transmitting data that is often sensitive [3]. The amount of information that is being
collected across multiple types of devices is undergoing rapid changes. Massive amounts
of sensitive information are being collected and transmitted over network connections.
Current cybersecurity algorithms do not perform efficiently and adequately within an IoT
ecosystem; which consists of devices with limited computational, storage and energy
resources. Cybersecurity algorithms are often left out of devices with limited
computational or energy resources and therefore the devices are vulnerable to cybersecurity
threats [6]. Students implementing cybersecurity algorithms are often not informed of the
similarities and differences of well-known cybersecurity algorithms along with the
limitations and performance of the algorithms across heterogeneous computing devices.
Students are often overwhelmed in hands-on projects [2]. In this thesis, we propose a
progressive approach to teach students cryptography and security functions on personal
computers, mobile platforms and wireless sensor nodes to protect critical and sensitive
information on several heterogeneous computing devices and data communicated between
electronic devices.
There are many cybersecurity protocols that students need to understand how to
correctly utilize for personal computers, mobile devices and IoT devices. A growing area
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of concern in the technology world is the protection of personal sensitive information that
is collected by electronic devices. People use various electronic devices on a daily basis,
often without realizing the amount of personal data that the devices collect from users and
their physical environment. Protecting the privacy of people is expected in today’s society
[4]. The gathered and transmitted data should be protected against attackers that attempt to
corrupt or steal the data. Therefore, there is a need to research and develop a progressive
approach to teach programming students how to protect the personal data of users without
overwhelming the common users of everyday electronic devices. Students should develop
and deploy solutions that will ensure efficiency and scalability when dealing with devices
ranging from personal computers to devices deployed into an IoT ecosystem.
In the post personal computer era, cybersecurity algorithms are used to ensure
confidentiality, privacy and authenticity [7]. A secret or confidential piece of information
can be sent over an insecure communication channel by applying a cryptographic
algorithm. Initially, this is accomplished by converting the sensitive information into an
unreadable format. Only the entities that possess a key can transform the unreadable
information back into the original form that is readable and understandable. A
cryptographic algorithm utilizes a computer programmatic function and mathematical
based techniques to render the sensitive information unreadable. Ultimately, cryptographic
techniques can be employed to ensure that sensitive information is protected from
unauthorized access while it is stored on a device [1]. This is extremely important in order
to protect the critical operations of devices as well as protect the confidential information
of the users of electronic devices.
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Usually, cybersecurity is taught to Computer Science students by studying the
mathematics involved in the algorithms. However, little work has been focused on
comparing the algorithms, particularly across heterogeneous devices. To make the
education more challenging, there are many cybersecurity algorithms and different
hardware and software platforms. Recent research into teaching cybersecurity has focused
on examining the various stages of commonly practiced cybersecurity algorithms; but little
effort has focused on examining the algorithms across heterogeneous devices [2]. The
techniques and methods to teach students cybersecurity for several types of heterogeneous
devices must undergo serious changes and enhancements. Computer Science students are
programming on several types of heterogeneous devices. Devices that are deployed into an
Internet of Things (IoT) ecosystem are becoming the new norm. More smartphones and
mobile computing devices are being used in the everyday life of people. Computer Science
students need to understand how to implement security solutions for a wide range of
devices that are commonly used. A new progressive approach is needed to teach
cryptography and cybersecurity algorithms to students.
For our research, we used a step-by-step approach to teach students cryptography
and security functions on personal computers, mobile platforms and wireless sensor nodes.
First, we started with a high-level overview of the cybersecurity concepts. Then, we moved
onto representative traditional cybersecurity algorithms and implementations that are more
frequently accepted in the current era. To further help students, our learning modules
emphasized examining the algorithms across different types of devices. We focused on
Rivest-Shamir-Adleman (RSA) and Advanced Encryption Standard (AES) cryptography
algorithms, while we also presented hashing and digital signatures. These cybersecurity
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methods are capable of providing the needed security measures for personal computers and
mainframe servers; however, these algorithms have several limitations on devices with
more restricted computational and energy resources. Our sample implementations are
custom-built and tailored for students to learn and implement on heterogeneous devices.
We examined the performance of the algorithms in terms of speed and memory usage.
Additionally, we researched the learning process of students when they studied our learning
modules using technology to track their eye movements. The eye tracking study allowed
us to determine if and where we could make improvements in our learning modules.
Our core contributions, include the following; First, our progressive approach
guides students from concepts to hands-on implementations. Second, our learning modules
include background information, project descriptions, video presentations, demos and
source code. All documents, programs and videos are made available online
(http://pervasive.cs.uah.edu/PSP) and have been used by other universities. Third, to the
best of our knowledge, our learning modules are the first to target devices in heterogeneous
environments. Fourth, we utilize eye tracking technology in order to examine students’ eye
movements when they study our learning modules to improve upon our teaching material.
In this thesis, we propose a progressive approach to teach students cryptography
and security functions on personal computers, mobile platforms and wireless sensor nodes
to protect critical and sensitive information on various heterogeneous devices as well as
data communicated between devices. We implemented several cryptography and
standardized security algorithms to protect data. Our source code implementations include
two versions. In one version, we used the Java prebuilt-in libraries, while in the other
version we demonstrated our custom cross-platform implementations. We focused on the
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similarities and differences with several well-known cybersecurity algorithms along with
the performance analysis for limitations of the security algorithms. We utilized eye tracking
technology to record students’ eye movements while they read our four learning modules.
This research allowed us to improve our learning modules to teach students cybersecurity
algorithms across devices ranging from personal computers to Internet of Things devices.
After students complete their projects, they can better understand different cybersecurity
algorithms implementations across heterogeneous devices. Our four learning modules
enable students to compare and contrast firsthand the implementations of standard
cybersecurity algorithms across several devices and platforms.
The remainder of this thesis discusses background information, presents each of
our learning modules and implementations, the results from our eye tracking study and
explores future work. In Chapter 2, we provide background information about
cybersecurity algorithms and the devices that should utilize the algorithms. In Chapter 3,
we present our research into how cybersecurity algorithms are currently taught to students
and how we improved upon their methods in our learning modules. In Chapter 4, we
discuss the design and implementation of the algorithms from two of our learning modules.
In Chapter 5, we focus on the performance analysis learning module that presents our
findings on the algorithms being used on several types of computing devices. In Chapter
6, we present our results from the eye tracking study utilized to analyze our learning
modules. In Chapter 7, we discuss our research and provide information on potential future
work.
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CHAPTER 2

BACKGROUND AND RELATED WORK

Our research focused on developing a progressive approach to teach students
various cybersecurity algorithms and how the algorithms perform across several
heterogeneous computing devices. This chapter provides background information on these
topics and highlights related work on cybersecurity algorithms and heterogeneous
computing devices.
2.1

Cybersecurity Research
Cybersecurity algorithms are practiced to ensure confidentiality, integrity,

availability and authenticity [7]. Confidentiality is defined as protecting the ability to
access and disclose information. Confidentiality prevents unauthorized leakage of
information. Integrity is defined as protecting data from malicious modification or deletion.
Integrity provides trust in the information. Availability is defined as providing timely and
reliable access to information. Authenticity is defined as being capable of verifying the
certainty of the source of the information [5]. All four of these cybersecurity properties are
critical in today’s information age.
Several cybersecurity techniques and methods already exist to address each of the
four properties. For example, data confidentiality is accomplished by converting the
sensitive information into an unreadable format. Only the entities that have a unique key
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can transform the unreadable information back into the original form that is readable and
understandable. A cryptographic algorithm designed to provide data confidentiality utilizes
computer programmatic functions and mathematical based techniques to render the
sensitive information unreadable. Cryptographic techniques can be adopted to ensure
sensitive information is protected from unauthorized access while it is stored on devices
and when sensitive information is transferred between devices [1]. It is essential that
students understand which cybersecurity algorithms are designed for addressing each of
the four cybersecurity properties. There is a need to develop techniques to teach students
the various cybersecurity algorithms and how the algorithms perform across several types
of computing devices that is used in everyday lives.
A community of experts study the cybersecurity algorithms to determine if
vulnerabilities exist in the design, architecture or implementations. The cybersecurity
algorithms are often created by researchers at industries, like International Business
Machines Corporation (IBM) [8] and universities, like Massachusetts Institute of
Technology (MIT) [9] and University of California, Davis [10]. The cybersecurity
algorithms are then verified by entities like the National Security Agency (NSA) [11],
National Institute of Standards and Technology (NIST) [12] and the Open Web Application
Security Project (OWASP) [13] for use by government agencies, private companies and
individuals. Continuous verification of cybersecurity algorithms by a community of
experts is critical to ensuring that our sensitive data is protected in today’s information age.
2.1.1 Data Confidentiality Algorithms
Providing the ability to ensure data confidentiality is a critical property of
cybersecurity that students study during their coursework. Data confidentiality can be
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achieved with cryptography algorithms. While there are many different cryptography
algorithms that have been developed and are currently applied in protecting sensitive data,
all the algorithms share a common premise. A cryptographic algorithm is desirable if it can
be verified by a community of experts that determine an algorithm is capable of
withstanding attacks. Therefore, the designs and architectures of cryptographic algorithms
must be publicly available and are analyzed by a community of experts utilizing
mathematical proofs. A cryptographic algorithm is considered credible if it is
computationally infeasible to decrypt an encrypted message without possessing the
decryption key. The encoded plaintext message or ciphertext must not reveal any
information about the plaintext message that was encrypted. It must be computationally
easy to encrypt and decrypt a message. Additionally, it must be computationally
impracticable for an attacker to discover the unique secret key [1]. These principles are
expected for all cryptographic algorithms that are developed.
The computational difficulty of many cryptographic algorithms has a direct impact
on determining if the algorithms are capable of withstanding cyber-attacks. Typically,
cryptographic algorithms are more secure if they have a longer and more randomized key
[2]. Many cryptographic algorithms that were developed in the past and were considered
safe and secure at the time of invention are currently susceptible to attacks. This is because
over time the computational capabilities of devices have increased and have allowed older
encryption algorithms to be broken on devices with improved computational and memory
resources [14]. Therefore, cybersecurity algorithms must be constantly studied by a
community of experts to find vulnerabilities that may exist and report the results to those
that rely upon insecure algorithms. Any new cryptographic algorithm that is designed and
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developed must undergo serious scrutiny to ensure that there are no vulnerabilities that
exist in the algorithm design and architecture. Often research institutions like the National
Institute of Standards and Technology (NIST) examine new cybersecurity algorithms [2].
This is critical for students to understand when examining the cryptography algorithms that
already exist and separating the algorithms that have known vulnerabilities from the
currently acceptable and secure algorithms.
We initially start by providing students with a scenario of where data confidentiality
is needed. Suppose that Alice wishes to transmit sensitive information to Bob over an
insecure communication medium, see Figure 2.1. Operating on an insecure communication
medium introduces security risks. Alice and Bob may never know that an attacker
intercepted the private information being transferred between them. The attacker may gain
access to critical or sensitive information.

10

Figure 2.1. Alice sends Bob sensitive information

Therefore, Alice should utilize a cryptographic algorithm to ensure that only the
intended recipient, Bob, is capable of reading and understanding her sensitive information,
see Figure 2.2. A secret key is shared between Alice and Bob and no other individual is
capable of knowing the contents of this secret key. Alice would protect any sensitive
information with the secret key and a cryptographic algorithm. Alice would transmit the
encrypted information to Bob. Bob would use the secret key and the same cryptographic
algorithm to decode the covert information received from Alice. Bob would then be
capable of understanding the original sensitive information that Alice wanted Bob to
receive [2]. Even if an attacker intercepts the encrypted information, it would be
computationally difficult and impracticable to decrypt the encoded information [15]. This
use case provides students with a simple understanding of when to utilize cryptographic
algorithms in order to provide data confidentiality for sensitive data.
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Figure 2.2. Alice protects her sensitive information

There are many more use cases of needing to use cryptographic algorithms to
ensure secure transmission of data and safe storage of sensitive information on devices.
Additional use cases can be found in [16]. The risk associated in these examples can be
mitigated by using well-defined and researched cryptographic algorithms. If secure
cryptographic algorithms are misused, then the algorithms might not be capable of
protecting confidential information. It is crucial for students to understand how to apply
cryptographic algorithms to protect sensitive data.
Most cryptography algorithms belong to one of two branches depending upon the
design of their secret key. If a cryptographic algorithm relies upon the same secret key
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being shared between two entities for both the encryption and decryption stage, then the
algorithm is known as symmetric-key based. If a cryptographic algorithm relies upon two
secret keys with one key remaining private and one key being publicly available, then the
algorithm is known as public-key based [2]. It is important for students to understand these
two branches of cryptography algorithms, because the secrecy of the key is critical to
protecting data [17]. Students need to understand which keys should be shared between
entities and which keys to use for encryption and decryption.
Public-key based cryptography relies upon the generation of a key pair. One of the
keys is a public key that is available to anyone to use for the encryption stage and the other
key is a private key that is available only to the receiving entity and is needed for the
decryption stage. The principle of using the key pair technique is if the public key was used
to generate the encoded plaintext message or ciphertext, then the ciphertext can only be
decrypted by possessing the private key, as shown in Figure 2.3. As long as an attacker
does not obtain the private key from the key pair, the message encrypted with the public
key is computationally difficult to decrypt [1]. Public-key based cryptography can be
applied to provide confidentiality of a message and is also used for authenticity of the
sender [5].
Suppose that Alice wants to communicate a confidential message with Bob. Alice
would use Bob's public key to encrypt a message before transmitting over an insecure
communication medium, as shown in Figure 2.3. When Bob receives the encrypted data,
he would then use his own private key to decrypt the message. This is capable of ensuring
that only Bob can decrypt the message [1].
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Figure 2.3. A public-key based cryptographic algorithm

The Rivest-Shamir-Adleman (RSA) cryptographic algorithm is a public-key based
cryptographic algorithm. The algorithm utilizes mathematical prime and factoring
operations to conceal data using the public-key based infrastructure. RSA relies upon the
mathematical basis that factoring is extremely time consuming. Ron Rivest, Adi Shamir
and Leonard Adleman was the first group to publicly reveal RSA at Massachusetts Institute
of Technology (MIT) [18].
Symmetric-key based cryptography is a cryptographic method in which the sender
and receiver share the same key as shown in Figure 2.4. The key may be identical or can
be easily transformed by the sender and receiver [1]. The shared key must be
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communicated between the sender and receiver utilizing a secured communication
medium. In general, an algorithm that utilizes a symmetric key takes less computational
time than public-key based algorithms [19].

Figure 2.4. A symmetric-key based cryptographic algorithm

Suppose that Alice wants to communicate a confidential message with Bob. Alice
would use the shared key to encrypt a message before transmitting over an insecure
communication medium, as shown in Figure 2.4. When Bob receives the encrypted data,
he would then utilize the same shared key to decrypt the message. This is capable of
ensuring that only Bob can decrypt the message [1]. Protecting the shared key is critical
for symmetric-key based algorithms.
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The Advanced Encryption Standard (AES) is an algorithm for symmetric-key based
cryptography. AES is a 128-bits block cipher algorithm operating on a key that is capable
of being 128-bits, 192-bits or 256-bits in length. A block cipher encrypts and decrypts data
in blocks of bits. The algorithm relies upon substitutions and permutations to convert the
original plaintext message into encoded message or ciphertext [16]. AES has been
examined and validated by the National Institute of Standards and Technology (NIST) [5].
Joan Daemen and Vincent Rijmen created the AES algorithm [18]. The University of
California, Davis provides a publicly available implementation of the AES algorithm [10].
AES is often widely used by the U.S. and Canadian governments [20].
Rivest Cipher 4 (RC4) algorithm is a stream implementation of the symmetric-key
based standard. The RC4 algorithm relies upon encrypting one byte at a time and a key
length that varies. The implementation of a stream cipher is typically faster than that of a
block cipher [21]. The architecture relies upon using a bitwise exclusive-OR operation with
a one-byte message and a pseudorandom bit generator number that is 8-bits in length. A
secure pseudorandom number generator is essential to maintaining the security of
information encrypted with the RC4 algorithm. Permutations of the variable-length key are
essential for executing the RC4 algorithm. The recommended key size is at least 128-bits.
This algorithm is often used in Internet protocols such as Transport Layer Security (TLS)
[22], [23].
All of these cryptographic algorithms can be applied to provide confidentiality for
information. Each algorithm has unique properties that determine in which use case an
algorithm should be practiced. It is vital for students to recognize the various features of
these algorithms and when to utilize the algorithms. Furthermore, students need to
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understand how the algorithms perform across several types of devices. Some algorithms
require more computational resources and other algorithms require more memory storage
resources. Depending upon the type of device, some algorithms might not perform
adequately to protect sensitive data.
2.1.2 Data Integrity Algorithms
While data confidentiality is a key component of cybersecurity, data integrity is
also a critical aspect of cybersecurity that students need to study during their coursework.
Providing the ability to determine if data has been modified during transit or at-rest is a
critical goal in today’s information age. There are many cybersecurity algorithms that have
been developed to provide means to determine the integrity of data. Students need a welldefined approach to learn how to provide data integrity on various types of devices that we
use in our everyday lives.
Many data integrity algorithms rely upon a technique known as cryptographic
hashing. A cryptographic hash algorithm is a function that takes a variable length message
and maps it to a shorter string, often called a digest. A specific length for the input is not
required; instead, hashing relies upon a variable length input block of data [24].
One type of cryptographic hashing is MD4 and MD5. Both of these algorithms
were designed to be very efficient to execute. However, both of these algorithms are known
to be susceptible to attacks and should not be adopted [25]. Currently, the Secure Hash
Algorithm (SHA) is acceptable for security based hashing [26]. SHA-2 typically relies
upon a hash value with a length of either 256-bits or 512-bits. SHA can operate with an
input of less than 264 bits for 128-bits hash value and 2128 for 512-bits hash value. Also the
SHA standard relies upon a block input that is 512-bits or 1020-bits in length [24].
17

Cryptographic hashing is a critical aspect in most data integrity algorithms. Applying the
wrong cryptographic hash function in a data integrity algorithm could lead to
vulnerabilities for ensuring that data has not been tampered.
Message authentication code (MAC) relies upon the technique of cryptographic
hashing to verify the integrity of data. This allows one to discover if an attacker intercepted
and modified data during transit. A variable length message is hashed into a small message
digest. When transmitted, the hashed value can be recalculated. If the message has been
modified, then two different hash digests are calculated. If the message was not modified,
then the same hash digest is calculated [5]. MAC relies upon a shared secret key to ensure
information transmitted is from the right source and not modified. This technique will only
work if an attacker does not possess the secret key. This means that MAC relies upon a
symmetric-key based standard for authenticating information. A potential problem for
MAC is the sharing of the secret key [2]. Therefore, another method was needed to provide
data integrity.
Digital signatures (DS) provide similar benefits of the message authentication code
architecture. However, the digital signature technique relies on using a private key of an
entity in order to digitally sign the hash digest of a message. Then, one can utilize the public
key of an entity in order to verify the integrity of the data. This permits the receiver to
identify if the sender of the data is the correct originator of the data. This also solves the
problem of ensuring a secret key is only shared between authorized entities. Digital
signatures can be implemented by using the public-key based RSA cryptography standard
in combination with the SHA hashing technique, as shown in Figure 2.5 [7]. Financial
applications may utilize digital signatures to detect forgery attempts [27].
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Figure 2.5. A public-key based cryptographic algorithm

Suppose that Alice wants to ensure authentication and data integrity of the message
with Bob. Alice would use her own private key to digitally sign a message or sign the
hashed digest before transmitting over an insecure communication medium, as shown in
Figure 2.5. Therefore, Bob would then use Alice's public key to verify the message. This
ensures that Alice is the original source of the transmitted data as well as ensure Bob that
the message has not been modified during transit [7].
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These algorithms are designed to provide a technique to ensure the receiver that the
data has not been tampered with during transit. This technique can also be applied to ensure
that data stored on a device has not been malicious updated. A clear understanding of the
above mentioned data integrity algorithms will help prepare students to deploy this critical
cybersecurity aspect to several types of computing devices.
2.1.3 Stages of Cryptography Algorithms
To help students understand the components of cybersecurity algorithms for data
confidentiality and data integrity, our approach relies upon breaking down the algorithms
into three stages that are critical to protecting sensitive information. The first stage is the
key initialization stage. The second stage is the encryption of plaintext information into
encoded ciphertext. The last stage is the decryption of the encoded ciphertext back into
plaintext data [1].
A sender and receiver keeps a secret which is used in a cryptography algorithm
known as the key. A cryptographic algorithm to transform plaintext into ciphertext and
transform ciphertext into plaintext is completed by utilizing a specific key. Additionally,
message authentication codes and digital signatures algorithms rely upon a specific key for
signing and verifying the integrity of data. Since the design of the cryptographic algorithm
is publicly available, the effectiveness of a cryptographic algorithm is dependent upon
maintaining the secrecy of the key. Therefore, it is imperative to ensure that an attacker
cannot gain access to the key [17]. Furthermore, the effectiveness of the key is an important
factor in determining if an algorithm is effective in the encryption and decryption of the
data. The length of the key as well as the secrecy of the key is essential. Most algorithms
need a randomized key generator to be secured [28]. The computational processing power
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that is required to generate the keys for encryption and decryption is associated with the
strength of a specific cryptographic algorithm. A key is a number of bits that are generated
from an allowable key space. This range of valid keys that can be generated in a key space
is dependent upon the cryptographic algorithm that is utilized [1].
In our tutorials, presentations and demos, we start by examining the key
initialization stage first. Symmetric-key based cryptography is a method in which the
sender and receiver share the same key. AES is a cryptography algorithm that utilizes a
symmetric key [16]. Public-key based cryptography relies upon the generation of a key
pair. One of the keys is a public key that is available to anyone and the other key is a private
key that is only available to the receiver. RSA is a cryptography algorithm that utilizes the
public-key key pair [18].
To offer the same security level, RSA and AES require different key sizes as shown
in Table 2.1. This provides a comparison of the key size or modulus size for the AES and
RSA algorithms. For example, a key that is 128-bits in length for AES is as strong as a
modulus key that is 3072-bits in length for the RSA algorithm. This indicates that AES is
capable of utilizing a smaller key size in order to encrypt and decrypt when compared to
RSA and still provides the same level of protection [5].
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Table 2.1. Comparison of AES and RSA algorithms

AES
(key size in bits)
56
80
112
128
192
256

RSA
(modulus size in bits)
512
1024
2048
3072
7680
15360

Plaintext is a message or clear text information that should be concealed from others
and needs protecting before transmitting or storing on a device. When plaintext information
is sent into the encryption stage, the result from the transformation is a ciphertext
representation of the original clear text. This ciphertext is the encrypted version of the
plaintext and is not in a clear human readable text. This is the second phase that we
examined in our tutorials, presentations and demos.
When the ciphertext information is sent into the decryption stage, the result is the
decrypted plaintext. This clear text is the decrypted version of the ciphertext. This will
result in the restoration of the original information [22]. This is the last phase that we
examined in our tutorials, presentations and demos.
It is imperative to consider the runtime computational and memory resources
required for key initialization, encryption and decryption. Therefore, our learning modules
and source code implementations are designed to provide students a detailed understanding
of each of the three stages. This is particularly important to understand when deploying
cybersecurity algorithms across heterogeneous devices.
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2.2

Heterogeneous Environments
Everyday users of traditional computing devices expect security protocols to be in

place in order to protect their sensitive and confidential information that computing devices
collect. Most cybersecurity algorithms that have been designed and developed for
protecting data on traditional computing devices [5]. Now, people are relying upon more
types of computing devices in their everyday lives and the devices are becoming more
connected to the Internet and other devices. Mobile phones and tablets as well as small
wireless sensor devices are starting to play a critical role in our everyday lives [29].
However, many mobile platforms and sensor devices do not have the powerful hardware
resources to match traditional computing devices. Many common cybersecurity algorithms
will not work on devices with limited hardware resources. Many resource constrained
devices do not have appropriate cybersecurity measures to protect sensitive data [3]. Cyber
attackers are starting to find vulnerabilities in these devices and exploit the vulnerabilities
to discover sensitive information about users of the computing devices [30]. There is a need
to implement cybersecurity algorithms across a wide range of computing devices to protect
the sensitive data of users. Programming students need a progressive approach to learn how
to implement various cybersecurity algorithms across a wide range of devices. It is
necessary to teach students cybersecurity procedures given the rise of mobile computing
devices as well as wireless sensor devices in our everyday lives. It is critical that
appropriate cybersecurity algorithms are provided for devices in our constantly evolving
computing world.
Examining the similarities and differences among the cybersecurity algorithms
particularly across several types of computing devices is essential. In today’s world, we are
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managing all types of computing devices in our everyday lives and the devices collect all
types of sensitive and personal information. Students need to understand how cybersecurity
algorithms perform across heterogeneous devices. Analyzing the capabilities, overheads,
efficiencies and the limitations on personal computers, mobile tablets and small wireless
sensors can provide students a greater understanding of the cybersecurity algorithms. All
of these devices have different hardware and software capabilities. Some algorithms
require more computational resources while other algorithms require more memory
resources in order to execute. Our approach relies upon several heterogeneous computing
devices in our testing of the cybersecurity algorithms. Some devices have more
computational or memory resources than other devices that we selected for this research.
Our research allows students to compare several implementations of well-known
algorithms and compare their performance across several types of heterogeneous electronic
devices.
2.2.1 Hardware and Software Requirements
It was essential to select computing devices that have varying degrees of
computational and memory resources to develop our step-by-step approach to teach
students cybersecurity algorithms across various computing devices. However, it was also
crucial that the selected devices have common features to provide a baseline to compare
the algorithms across devices. For this research, it was key to select devices that could run
cybersecurity algorithms that were implemented in the Java programming language. This
would provide a programming language baseline to compare our implementations and
focus solely on the performance capabilities of the selected devices.
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We developed two types of cybersecurity modules for testing the capabilities and
performance requirements of various cybersecurity algorithms. One of our source code
module implementations was capable of using the standardized Java Security and
Cryptographic Libraries on devices that support the full Java Virtual Machine (VM)
environment [31], [32]. Our second source code module provided implementations based
upon the Java programming language, but without relying upon the Java Security and
Cryptographic Libraries. Some of the devices that we selected had a minimum Java VM
that allowed them to run Java source code, but did not have the full Java API Libraries and
therefore did not have the capability of using the Java Security and Cryptographic
Libraries. Our own source code ensures consistency across platforms while maintaining
scalability. This was especially critical for devices that do not support the Java Security
and Cryptographic Libraries. The scalability and efficiency of these algorithms is
extremely important when messages are transmitted across various heterogeneous
platforms.
Several integrated development environments (IDEs) were employed depending
upon the device. These range from the Eclipse and NetBeans IDEs to the Android Studio
IDE. Our projects and the source code implementations is available for students to study
our implementations and the results. Utilizing these IDE’s and the Java programming
language can allow students to duplicate our results of the cybersecurity algorithms.
Our device selection process was conducted early on during the research. Our focus
was to select devices with a wide range of computational and memory hardware resources.
Additionally, we focused on finding devices that provided a common programming
language platform to ensure consistency when comparing algorithms and implementations.
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2.2.2 Traditional Computing Devices
For this research, we defined traditional computing devices as personal computers
and mainframe servers. During the early 1990s, personal computers and enterprise
mainframes where connected using the Internet and allowed for the transfer of information
to appear almost instantaneous [33]. These devices are powerful now and the cybersecurity
algorithms we described are readily available on traditional computing devices. Current
cybersecurity solutions were tailored to be performed on traditional computing devices.
The design and development of most cybersecurity algorithms typically require many
computations to protect sensitive information [34]. Most courses at universities focus
solely on teaching students how to implement cybersecurity algorithms on traditional
computing devices [2]. This research was expanded to examine the capabilities of more
computing devices that we utilize in our everyday lives.
2.2.3 Mobile Computing Devices
During the mid-2000s, mobile computing devices became the new norm and were
connected to networks with traditional computing devices [35]. There are many differences
in the capabilities of traditional computing devices and mobile ones, such as tablets and
smartphones. The gap between personal and mobile computers is closing in terms of
hardware resources. However, the gap between mainframe servers and mobile computing
devices is still significantly large in terms of hardware resources [36]. In addition, mobile
computing devices have power constraints that limits the ability to execute energy and
time-consuming algorithms [37]. Each resource limitations presents unique challenges for
any cybersecurity solutions to overcome in order to function as designed and expected. It
is essential to consider all aspects of resources limitations of computing devices when
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developing cybersecurity solutions and implementations. Students need an approach that
explains how cybersecurity algorithms perform on mobile computing devices.
For this research, we focused on utilizing the Android mobile computing operating
system. Android is a Linux-based open source operating system developed by Google. A
developer is capable of developing an application that can be executed on the Android
operating system [38]. The Android operating system is capable of executing source code
written in the Java programming language [39]. This research utilized a Google’s Nexus 7
tablet to execute several cybersecurity algorithms. While mobile computing devices have
more resource limitations than traditional computing devices, there are even more resource
constrained computing devices that we utilize in our everyday lives.
2.2.4 Internet of Things Devices
The innovations within the technology field over the past few years has caused a
significant explosion in the number of electronic devices that exist in the world today. This
has allowed for the creation of an Internet of Things (IoT) World, where small wireless
sensor devices are collecting, storing and transmitting data, that is often sensitive. IoT
devices can be hidden or placed in plain sight and collect data concerning their local
environment. The global IoT ecosystem is growing at a significant rate driven by the need
to detect and collect information [3]. Now, miniaturized computing devices are emerging
into the everyday life of consumers and businesses. These devices come in a variety of
sizes and forms. IoT devices can be placed anywhere to collect various types of data.
Businesses rely upon IoT devices to decrease cost and develop technologies for new
markets. Governments use IoT devices to monitor and protect the critical infrastructure and
military entities of nations. Recent trends in the IoT World have focused on the integration
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of small devices with consumers in their physical environment ranging from their health
care to their home automation. The amount of information that is collected across multiple
types of IoT devices is undergoing rapid changes. Massive amounts of sensitive
information are being collected and stored. All of the data from businesses, governments
and consumers is at risk of exposure if their IoT devices are unsecure [40]. This presents
new challenges in the protection of the data gathered by IoT devices. Ensuring that IoT
devices are capable of performing as expected by users is essential to the growing IoT
World. The IoT World is considered to be the unavoidable expansion of technology and
computing in the everyday lives of people.
There are many security issues with IoT devices that need researching and solving.
A growing area of concern for the IoT World is the protection of personal sensitive
information that is collected by IoT devices. Many IoT devices now collect activities and
personal choices of individuals that use the devices often without realizing the amount of
personal data that the IoT devices collect from their physical environment. Users are often
unaware of the amount of their personal information that is exposed while using IoT
devices. A medical heart rate monitor is an example of a biomedical IoT device that can be
used to gather sensitive and confidential data concerning a medical patient [6]. Imagine
having the capability of remotely monitoring a patient’s health using tiny body sensors and
thus preventing a heart attack [41]. Many IoT devices do not provide sufficient
cybersecurity protections to protect the health care data of patients [3]. There is a potential
for an attacker to launch an attack to collect a patient’s personal health information. Health
care monitoring devices are often used by hospitals for patients and the military for
warfighters deployed on the battlefield [42]. Protecting the privacy of the users of IoT
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devices is expected by the users. Cyber attackers can launch attacks against IoT devices
that are used in the national defense of countries, critical infrastructure of cities and the
everyday life of consumers [30]. The gathered data should be protected against attackers
that attempt to corrupt the data.
The capabilities of these small IoT devices are rapidly changing and growing. Most
IoT devices rely upon wireless communication mediums to transfer information to users
and other devices. A group of IoT devices may cooperate and share data between the
various devices in order to make decisions. Storing information on these small devices as
well as transmitting over wireless channels present several security issues that need
addressing. Providing the ability to protect and access the information collected by IoT
devices is challenging with the ever evolving environment in which IoT devices reside.
However, without appropriate control over the information that is gathered from IoT
devices, the IoT World could suffer a significant setback in the ability to meet the
expectations of the users.
The Internet of Things is the next wave of low cost Internet connected sensor
devices that gather physiological and environment data in aspects that have never been
possible before now. The world is expected to consist of more than forty billion IoT devices
by 2020 [43], [44]. Devices that are used in an IoT ecosystem often have limited resource
constraints, such as computational capabilities, storage space and battery life [37]. The
power consumption of algorithms deployed on IoT devices is critical to take into
consideration. Also, IoT devices may have limited bandwidth capabilities and
cybersecurity algorithms might overload the communication medium of IoT devices. Most
cybersecurity algorithms require the performance and memory resources of personal
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computers and mainframe servers to adequately provide protection to the data that is used
on those devices. Current cybersecurity algorithms do not efficiently and effectively work
within a limited resource environment made up of IoT devices [3]. Because of hardware
and software limitations, IoT devices are not capable of relying upon computationally
expensive algorithms or extensive memory requirements that many cybersecurity
algorithms require. The lack of large amounts of storage also limits cybersecurity solutions
that store large amounts of information about cryptography keys and digital signatures.
Due to the limited processing and storage capabilities of IoT devices, security of their data
becomes an afterthought and many IoT devices are left unsecure and are vulnerable to
cyber attackers [3], [37]. Students need to understand the limitations of IoT devices when
deploying current cybersecurity algorithms to IoT devices. There is a growing concern for
students to learn how to implement cybersecurity algorithms that are capable of protecting
IoT devices that operate within a resource constrained environment.
Students need the opportunity to analyze the capabilities and performance results
of deploying cybersecurity solutions to wireless IoT sensor devices. Wireless IoT sensors
are typically autonomous devices that monitor or collect information for specific tasks.
Wireless sensors can be utilized to measure and collect speed, light, temperature and sound
measurements. For our research, we used the Java Sun Small Programmable Object
Technology (SPOT) nodes (see Figure 2.6) as wireless sensors to analyze the capability
and performance of employing encryption and decryption techniques on wireless sensors.
The SPOT nodes are small wireless sensors that include an accelerometer, a light, a
temperature sensor and eight LED lights. They were developed by Sun Labs based off of
the Squawk Java Virtual Machine. Squawk is a small Java virtual machine that allows for
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customizable programming applications to be developed based upon the Java programming
language. This allows for applications to execute directly on the processor without having
an operating system installed on the sensors. The development kit contains two Sun SPOT
nodes and one Sun SPOT base station [45]. The Java Sun SPOT modes provided an ideal
IoT platform device to deploy several cybersecurity algorithms.

Figure 2.6. Java Sun Small Programmable Object Technology (SPOT) nodes

Our approach allows students to compare several cybersecurity algorithms on the
IoT device. Students need to understand the capabilities and performance results of using
cybersecurity algorithms across a wide range of computing devices. Specific cybersecurity
algorithms work well on some computing devices, but are severely limited on other
resource and software constrained computing devices. Many courses at universities focus
on providing an overview of cybersecurity algorithms and often focus on devices that can
easily use the algorithms. There is a need to develop a novel technique to teach students
how to develop and deploy cybersecurity solutions to a wide range of heterogeneous
computing devices. This research focused on developing a progressive approach to teach
students the deploying of various cybersecurity solutions to three types of computing
devices.
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CHAPTER 3

TEACHING CYBERSECURITY

Our research focused on developing a step-by-step approach to teach students
various cybersecurity algorithms and how the algorithms perform across various
heterogeneous computing devices. This chapter provides an overview of current techniques
utilized to teach students cybersecurity algorithms as well as how we improved upon the
techniques with our learning modules. Our goal was to develop several learning modules
that will simplify the process required for students to study in order to learn how to
implement cybersecurity solutions across a wide range of computing devices.
3.1

Current Research into Teaching Cybersecurity
Data confidentiality and data integrity algorithms are the foundation for providing

essential cybersecurity needs for electronic devices. Data confidentiality and integrity
algorithms are often taught by informing the students of the existence of a range of
cybersecurity algorithms without explaining how they perform on a wide assortment of
heterogeneous devices [2]. Recent Computer Science courses require students to
understand the mathematics required for many cybersecurity algorithms [46]. Many
students are overwhelmed attempting to understand the complex mathematical operations
required for many cybersecurity algorithms [47]. It is crucial for students to understand
how to implement computer algorithms across a wide range of different computing devices
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especially as the types of computing devices we utilize in our everyday lives continue to
diversify. There is a need to develop a very simple methodology for students to learn
cybersecurity algorithms. Many universities are currently conducting research into
techniques to improve the teaching and learning abilities of Computer Science concepts
and algorithms to students.
Leveraging the methodologies from other universities allowed us to form a starting
principle to develop our learning modules and improve upon the techniques that are already
proven to teach students cybersecurity concepts. The Department of Mathematical
Sciences at Michigan Technological University took teaching cryptography to students to
a new level by utilizing a software tool to visualize the various stages of cryptography.
Their application focuses on explaining the building blocks of the Data Encryption
Standard (DES) algorithm. Their tool detects the permutations and rounds of DES. This
allows students to trace through the components that make up the DES algorithm [47]. We
improved upon their idea by demonstrating the various stages of newer cryptographic
algorithms. Educational institutes like United Arab Emirates University and Trakya
University in Edirne focuses on similar visualization tools to teach cryptography to
students during their course work [48], [49]. Victoria University has developed courses for
students to visually study cryptography algorithms like Caesar and Vigenère ciphers [46].
These universities have developed courses that teach cybersecurity algorithms to students.
Developing techniques and methodologies to teach students cybersecurity
algorithms has expanded into several conferences and organizations. The Association for
Computing Machinery’s (ACM) Conference on Computer and Communication Security is
a conference for academia, government and industries to present their research into several
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aspects of computer security [50]. The National Colloquium for Information Systems
Security Education is a conference for research on the education, research and applied
practice of cybersecurity algorithms [51]. The International Federation for Information
Processing (IFIP) World Information Security Education is a conference that focuses on
education material across a wide range of computer security and information assurance
techniques that are currently being researched by a wide range of researchers [52]. The
Computer Science and Education in Computer Science (CSECS) is a conference that
accepts conference papers and publishes a research journal on several computer science
areas of studies, including cyber education. The research presented in this thesis has been
submitted and published in the 2016 edition of the CSECS journal [53]. The ACM
Computer Science Teachers Association is an organization that is designed to provide
material to help professors teach cybersecurity to students [54], [55]. This organization is
composed of the largest association of teachers within the computer science field. All of
these conferences discuss a variety of techniques that have been developed to teach
students several of the known cybersecurity algorithms.
Our learning modules can greatly help to reduce the time required for students to
learn many cybersecurity algorithms. Our research improves upon the ideas and
approaches by major universities and Computer Science conferences. This is done by
demonstrating the various stages of newer cybersecurity algorithms and concentrating on
demonstrating the algorithms on heterogeneous devices. Our focus is on improving the
teaching of modern cybersecurity algorithms by studying the algorithms and their
performance on several heterogeneous computing devices. Our learning modules rely upon
active learning techniques to engage students by offering students the opportunity to deploy
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many common cybersecurity algorithms to a variety of electronic devices. This is
imperative for students to learn as they utilize more heterogeneous devices in their
everyday lives.
3.2

Our Research into Teaching Cybersecurity
Given all of the cybersecurity algorithms that are available, students are often

overwhelmed when choosing appropriate algorithms and they often lack hands-on
experiences. Therefore, our focus was to develop a methodology to teach students an indepth understanding of the cybersecurity algorithms [56]. Due to the heterogeneous nature
of the devices we selected, we had to develop several implementations to compare the
cybersecurity algorithms across the various platforms. Some implementations are based
upon the built-in security functions provided by Java’s Security and Cryptographic
Libraries [31], [32]. Another set of custom-built implementations was designed to enable
cross-platform comparison on several heterogeneous computing devices [57]. This was
especially critical for devices that do not support the built-in Java libraries. Students need
to understand that all computing devices have different hardware and software
requirements that can constrain the ability to deploy cybersecurity solutions to the devices.
Our focus was to develop a technique that students can visually compare and contrast the
capabilities and performance results of several cybersecurity algorithms across a wide
range of heterogeneous devices. We conducted a performance analysis of the various
algorithms to help students better understand the algorithms usages and limitations. We
created a website to host the material as shown in Figure 3.1. This allows students to easily
access and utilize our work.
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Figure 3.1. UAH Computer Science Department Pervasive Lab

The content within each learning module is designed to simplify the process
required to teach students cybersecurity algorithms. Our learning modules are designed to
provide students a visual technique that allows them to receive help from various types of
instructional material. Our approach will help students understand more about the various
cybersecurity algorithms, how to deploy the algorithms and how the algorithms perform
across a wide range of devices.
3.3

Learning Modules
One of our goals in our research was to develop several learning modules that

would simplify the process of teaching cybersecurity algorithms and procedures to
students. Each learning module is designed to contain sufficient information on describing
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cybersecurity algorithms, how to deploy several cybersecurity algorithms and the expected
performance results of the algorithms across a wide range of computing devices.
Our learning modules include background information, project descriptions, video
presentations, device demonstrations and source code reviews. Students may watch our
videos before they read our learning modules. The videos provide an overview of the
material contained in each of our learning modules. Our videos include live demos, which
provides PowerPoint slides and step-by-step description of the source code, as shown in
Figure 3.2. In each source code demonstration, we discussed the key functions and
parameters in order to utilize our source code. The videos, present the material from the
presentations and then examine each source code file from our demonstrations, as shown
in Figure 3.3. The videos can reduce the learning time for students. Another advantage of
creating the videos of our presentations and demonstrations, is that we can show students
the expected outcome when they implement the cybersecurity algorithms. Our four
learning modules enables students to compare and contrast firsthand the implementation
of standard cybersecurity algorithms across various heterogeneous devices and platforms.
The learning modules will help to facilitate better teaching and learning of the various
cybersecurity algorithms across an assortment of computing devices. Each learning module
provides a detailed description of our implementations and issues that we discovered when
developing and executing the implementations.
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Figure 3.2. PowerPoint Presentation in Video

Figure 3.3. Source Code Demonstration in Video

We wanted students to learn the basics of several widely used cybersecurity
algorithms including symmetric-key based and public-key based ciphers as well as block
and stream ciphers. Our learning modules focused specifically on comparing the RSA and
AES cryptography algorithms that are designed to provide data confidentiality.
Additionally, on devices that supported the Java Security and Cryptographic Libraries we
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examined cybersecurity hashing, message authentication codes and digital signatures to
provide students an overall understanding of data integrity algorithms [31], [32]. We
implemented and executed several cybersecurity algorithms for students to study in order
to learn about the algorithms and how they perform across various types of computing
devices.
It is vital that students first understand why cryptography is needed to protect the
privacy and integrity of data on electronic devices. Furthermore, students need to
understand that some implementations can be deployed onto specific electronic devices
and may have limitations that can cause a cybersecurity algorithm to not function properly.
Finally, students need a technique to visually see the algorithms at work and how well the
algorithms perform across a wide range of devices. Our four learning modules have been
designed with these goals in mind in order to provide a progressive approach to teach
students cyber security algorithms on devices ranging from their personal computer to their
smartwatch.
3.3.1 Cybersecurity Algorithms Learning Module
This learning module focuses on providing a high level overview of many
cybersecurity algorithms. We discuss many modern cybersecurity algorithms that are
capable of providing data confidentiality and data integrity. This learning module focuses
on explaining several cybersecurity algorithms to students that have never had any
cybersecurity experience. This module is critical for students to start with in order to fully
understand why there is a need to study cybersecurity algorithms across various
heterogeneous devices.
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This learning module focuses on providing students several use cases and scenarios
of when to use cybersecurity algorithms to protect data across a wide range of computing
devices. We compare many commonly utilized cybersecurity algorithms and describe
when to utilize the algorithms. We improved upon techniques applied by other universities
by breaking the cybersecurity algorithms down into separate stages to allow students to
visualize what parts of the algorithms require more computing resources. In addition, this
learning module provides students an overview of the many computing devices that we
examined in this research. This will help students understand why they need to consider
the physical limitations of computing devices when deploying computer algorithms on
various types of devices and platforms.
3.3.2 Cybersecurity Algorithms using Java Libraries Learning Module
This learning module focuses on utilizing the cryptographic libraries that are
provided with the Java Virtual Machine (VM). We used the Java Application Program
Interface (API) for the algorithms on platforms that support the Java Security and
Cryptographic Libraries. Several cybersecurity algorithms are already implemented in the
Java 7 API libraries and therefore provided an ideal platform for testing robust
implementations of many cybersecurity algorithms [31], [32]. These Java libraries provide
an API that makes the use of the cybersecurity algorithms easier for software developers.
This is often the simplest technique to implement cybersecurity solutions for testing and
demonstration purposes.
This learning module focuses on demonstrating the Java Libraries on two
computing devices. We utilized a MacBook Air with Mac Yosemite operating system (OS)
and a Google Nexus 7 tablet with Android 5.0 OS. Because these implementations utilized
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the Java Security and Cryptographic Libraries, the implementations in this learning module
were not cross-platform compatible on certain computing devices. We discovered that in
order to compile and execute the projects, the system must have the full Java VM installed
and configured correctly. Therefore, we determined that a cross-platform implementation
of the cybersecurity algorithms should be developed. This would allow us to demonstrate
the limitations of deploying cybersecurity solutions to a wide range of heterogeneous
computing devices.
3.3.3 Cybersecurity Algorithms using Cross-Platform Libraries Learning Module
This learning module focuses on utilizing our cross-platform library
implementations that we developed during this research. Our custom implementations did
not rely upon the standardized Java Security and Cryptographic Libraries. This is because
not all devices support the full Java VM. Our cross-platform implementations are designed
to allow for a consistent comparison with devices that do not support the full Java VM.
The Java Sun SPOT sensors are capable of executing code written in the Java programming
language; however, we discovered that these devices do not have the ability to execute the
full Java VM. Therefore, these sensors nodes lack the Java Security and Cryptographic
Libraries. This is due to the limited hardware resources that are available on the wireless
sensor device and is similar to other devices found in the Internet of Things ecosystem.
This

learning

module

focuses

on

demonstrating

our

cross-platform

implementations on three computing devices. We used our cross-platform implementation
of RSA and AES on personal computers, mobile tablets and small wireless sensor nodes.
Implementing these algorithms without the Java libraries presented unique challenges that
we had to overcome. This research allowed us to examine the limitations of specific devices
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in terms of the computational time and memory resources for security needs. We used a
MacBook Air with Mac Yosemite OS, a Google Nexus 7 tablet with Android 5.0 OS and
a Java Sun SPOT wireless sensor node. Comparing the performance capabilities of our
cross-platform implementations on these devices is critical for students to understand.
Knowing how different algorithms perform on different computing devices is critical with
the ever evolving and dynamic updating technology world.
3.3.4 Cybersecurity Algorithms and Performance Measurements Learning Module
In this learning module, we analyzed the similarities and differences of the
algorithms along with the capabilities, overheads and efficiencies, as well as the limitations
on personal computers, mobile tablets and wireless sensor nodes. All of these devices have
different hardware and software capabilities. Our research allowed students to compare and
contrast several implementations of well-known algorithms as well as their performance
across a wide selection of heterogeneous computing devices.
Our approach examined the computational time requirements and memory
requirements of various cybersecurity algorithms. We examined the resource requirements
to generate a key, encrypt a message and decrypt a message for the data confidentiality
algorithms. Furthermore, we examined the resource requirements to generate a key,
digitally sign a message and verify the digital signature for data integrity algorithms. This
technique is critical to being able to teach students about the various cybersecurity
algorithms. We want students to learn these various cybersecurity algorithms in order to
be able to develop their own applications that utilize these algorithms to protect their
sensitive information. In their projects, students utilized various cybersecurity algorithms
across various heterogeneous devices. We asked them to focus on applying the
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standardized implementations and their own custom-built implementations. In addition,
students were asked to compare the performance between the built-in implementations and
their custom built implementations.
3.4

Evaluation of Learning Modules
One of our goals during our research was to determine the effectiveness and

helpfulness of our learning modules to assist students in deploying many of the common
cybersecurity algorithms to multiple computing devices. During the Spring 2016 Computer
Science (CS) 685 Computer Security course, we asked students to participant in a study
that promoted our four learning modules. Students in the class participated in a semester
long term project on deploying cybersecurity algorithms to at least two computing devices.
Students were allowed to work within groups of three or four students. Each group in the
class were given specific guidelines for deploying many of the common cybersecurity
algorithms with an application prototype and computing devices of their choosing.
Our learning modules are designed to prepare students to deploy many of the
commonly practiced cybersecurity algorithms across a wide range of computing devices.
Students in the class were asked to read our four learning modules before starting their
implementations of the source code of the cybersecurity algorithms. Each group was asked
to develop a design architecture that included an application layer, a communication layer
and a cybersecurity algorithm layer. The application layer represents what type of
application would use the cybersecurity algorithms. The communication layer indicates
how at least two computing devices would communicate between each other and exchange
information. The cybersecurity layer includes both public-key based and symmetric-key
based cryptography algorithms, cybersecurity hash algorithms and digital signatures. The
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application that students develop must utilize both Application Programmer Interface
(API) Libraries as well as custom-built implementation of a public-key and a symmetrickey based algorithm. Students were asked to analyze the computational and memory
resources of the algorithms across the devices they selected. Each team was required to
develop a presentation including information on their architecture, interface and
implementations of the cybersecurity algorithms. Students presented their research at the
end of the class and demonstrated their application using the cybersecurity algorithms.
It is important to ensure that our learning modules are concise yet informative to
the students in the course in order to decrease the overwhelming tasks of deploying several
cybersecurity algorithms across various computing devices. Each group in the course had
the opportunity to attend a study that would examine their eye movements when reading
our learning modules. One of our goals during this research was to determine if information
in our learning module was confusing or if information was overlook by students. Five
groups totaling nineteen students participated in the eye tracking study. Each student in the
group was required to read one of the learning modules and allowed us to monitor their eye
movements while they were reading. Additionally, students were asked to complete a brief
questionnaire survey about the learning modules and how we could improve upon the
learning modules to help future students. Our questionnaire survey can be found in
Appendix A. Our results from the eye tracking part of this research is discussed in more
details in Chapter 6. The evaluation of our learning modules is critical to improving our
modules and providing a progressive approach to teach students how to deploy
cybersecurity algorithms to a wide range of electronic computing devices.
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CHAPTER 4

IMPLEMENTATION LEARNING MODULES

We want students to learn the basics of the most widely used cybersecurity
algorithms including symmetric-key and public-key based ciphers, stream ciphers,
cybersecurity hash functions, message authentication code and digital signatures. During
our research, we developed two implementation learning modules to help students develop
and deploy several of the commonly utilized cybersecurity algorithms on devices ranging
from traditional computing to the Internet of Things (IoT). This chapter describes the two
implementation learning modules and why it is critical for students to study the learning
module for hands-on experience when developing and deploying their cybersecurity
solutions.
4.1

Deployment of Cybersecurity Algorithms Across Heterogeneous Devices
Computer Science courses that only provide students with a basic understanding of

the cybersecurity algorithms do not provide the adequate education for students to deploy
cybersecurity algorithms across a wide range of computing devices. It is important for
students to understand not only which cybersecurity algorithm to utilize but also how to
develop and deploy the source code of the cybersecurity algorithm on electronic devices.
Little information is provided about how to implement the cybersecurity algorithms across
heterogeneous computing devices. Therefore, during our research we developed two
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learning modules that focuses on the deployment of the algorithms on many heterogeneous
computing devices. One learning module focused on utilizing prebuilt cybersecurity
libraries and another learning module focused on manually implementing a few of the
cybersecurity algorithms we determined students should be familiar with when deploying
cybersecurity solutions.
Our second learning module focused on applying the cryptographic libraries
provided with the Java Virtual Machine (VM). We focused on the Rivest-Shamir-Adleman
(RSA) and Advanced Encryption Standard (AES) algorithms on the personal computer and
the mobile tablet. Several cybersecurity algorithms implemented in the Java 7 Application
Programmer Interface (API) libraries provided an ideal platform for testing robust
implementations of many cryptographic algorithms [31], [32]. This learning module
allowed us to examine the computational time and memory usage in three phases of many
cryptographic algorithms. During our research, we conducted an analysis of several
standardized cybersecurity algorithms that are commonly utilized to protect data. Because
these implementations utilized the Java cybersecurity libraries, the projects in the second
learning module are not cross-platform compatible on certain computing devices. We
discovered that in order to compile and execute the source code in the second learning
module, the full Java VM must be installed and configured correctly.
Our third learning module focused on utilizing an implementation of RSA and AES
that runs on a personal computer, mobile tablet and small wireless sensor node. The
wireless sensor node does not have the capability of relying upon the Java VM and Java
cryptographic libraries. Therefore, we implemented a cross-platform version that would
allow us to examine the algorithms on all three computing platforms. Our custom
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implementation in the third learning module did not rely upon the standardized Java
Security and Cryptographic Libraries. Implementing the cybersecurity algorithms without
the Java libraries presented unique challenges that we had to overcome. Similar to the
second learning module, we examined the limitations of specific devices in terms of the
computational time and memory resources to execute the cybersecurity algorithms. Our
cross-platform implementation is designed to allow for a consistent comparison with other
devices that do not support the full Java VM. Our goal is for students to study the second
learning module using the prebuilt libraries and then use our third learning module to
develop their own source code of the major cybersecurity algorithms.
4.2

Cybersecurity Algorithms using Java Libraries Learning Module
Studying a learning module that relies upon built-in libraries for many of the

commonly utilized cybersecurity algorithms is an introduction for students when deploying
cybersecurity algorithms on electronic devices. We examined many programming
languages in order to determine the programming language that could provide the most
robust built-in cybersecurity algorithm libraries and could be deployed to several
heterogeneous computing devices. It was also important to choose a programming
language that students can easily use the prebuilt libraries in their application. During our
development of the second learning module, we examined Java, Python and C++ to
determine the best compatible programming language. The implementations within our
second learning module relies upon the standardized Security and Cryptographic Libraries
from the Java programming language.
Utilizing several popular cybersecurity algorithms that were already implemented
in the Java Virtual Machine (VM) platform provided an ideal platform for testing
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performance of the standardized cybersecurity algorithms. Applying the Java libraries
provided a more robust implementation of various cybersecurity algorithms and therefore
helped to ensure that the implementations are cybersecurity safe and secured. Additionally,
the Java libraries provided an Application Programmer Interface (API) that makes the use
of the cybersecurity algorithms easier for students to utilize the libraries [31], [32]. The
Java Security and Cryptographic Libraries were also available of the majority of our
selected computing devices that we want students to examine when studying our learning
modules.
4.2.1 Hardware and Software Requirements
It was important to select a wide range of computing devices with difference
hardware resources to demonstrate how cybersecurity algorithms perform differently
depending upon the device. Our goal in the device selection process was to select
computing devices that students use on a daily basis and demonstrate how to deploy and
analyze the cybersecurity algorithms. One device that we selected was a modern personal
computer platform and the second device was a mobile tablet platform. Our selected
devices are intended to serve as a test platform to demonstrate our approach and the
performance results of the algorithms across a wide range of computing devices. Our
source code projects are designed so that students can easily utilize our source code on
similar computing devices.
During the development of our second learning module we relied upon two
computing devices to implement the algorithms, perform the performance analysis and
develop our demonstration of the built-in Java Security and Cryptographic Libraries. We
utilized a MacBook Air with Mac OS X Yosemite operating system and a Google Nexus
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7 tablet with Android Lollipop operating system. Both of these devices are capable of
running applications written in the Java programming language [58], [59]. Additionally,
these two devices have the capability of using procedural calls from the full Java Virtual
Machine that allowed us to utilize the standardized Java libraries [60]. We relied upon the
Android Studio and Eclipse integrated development environments (IDEs) to develop our
demonstration application of the Java Security and Cryptographic Libraries. Our
implementations are designed so that students can easily integrate and execute our
application on other operating systems. Our results can be duplicated on any devices that
support the full Java Virtual Machine and the Java Security and Cryptographic Libraries.
4.2.2 RSA Cryptography
It is fundamental for students to understand how to deploy at least one public-key
based cryptographic algorithm. One of the most commonly studied and utilized algorithm
is the Rivest-Shamir-Adleman (RSA) public-key based algorithm. The second learning
module implementation relies upon the Java Security and Cryptographic Libraries in order
to execute the RSA algorithm. This implementation is considered to be the standardized
RSA algorithm. Starting with an already implemented library provides an easy and
straightforward method to demonstrate the RSA algorithm. Students can clearly see and
understand the procedural function calls that the Java libraries provides for quickly
deploying source code projects. This is the first implementation in our second learning
module and is designed to help students quickly and easy understand how to deploy a
commonly utilized cybersecurity algorithm.
This implementation is not cross-platform compatible on certain devices, because
this implementation is using the Java Security and Cryptographic Libraries. The operating
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system must have the full Java Virtual Machine (VM) installed and configured correctly in
order to compile and execute this implementation. This implementation was tested using
the Java 7 VM. Additionally, the personal computer project contains the necessary
functionality for executing on the personal computer. The Android project contains the
necessary functionality for executing on a mobile tablet.
Before developing our source code, we designed the individual packages and
classes for each stage of the RSA algorithm. Our demonstration implementation has classes
that utilize the Java libraries for the key generation stage, encryption and decryption stages.
Based upon our research, we set the key size to the recommended value of “2048” bits
[16]. Our source code has a variable defined with the value set. This allowed students to
download our source code and easily modify the key size. Both the public and private keys
are automatically generated by the operating system using the Java Security and
Cryptographic Libraries. Figure 4.1 is an example of our source code that we utilized to
demonstrate the algorithm to the students on the personal computer. Figure 4.2 is an
example of the RSA algorithm on the mobile tablet. The source code from the personal
computer required a few small modifications to develop the app for the mobile tablet. Both
the personal computer and mobile tablet implementations provide the performance analysis
of all three stages of the cryptographic RSA algorithm.
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Figure 4.1. RSA cryptography algorithm on the personal computer
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Figure 4.2. RSA cryptography algorithm on the mobile tablet
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4.2.3 AES Cryptography
Algorithms that rely upon the public-key based approach are just one type of
cryptographic algorithm. Another type of data confidentiality algorithm that is essential for
students to study is the symmetric-key based standard. We relied upon the Advanced
Encryption Standard (AES) cryptography algorithm for our testing and demonstration
purposes. The second learning module also provides the implementation of the AES
algorithm that utilizes the functional procedure calls from the Java Security and
Cryptographic Libraries. The Java implementation is also considered to be the standardized
AES algorithm. We followed a similar approach to the RSA cryptography implementation
to provide a method to compare and contrast the various stages of both algorithms. This is
the second implementation in our second learning module and is designed to help students
quickly and easy understand how to deploy another commonly utilized cybersecurity
algorithm.
Both the RSA and AES algorithms in the second learning module rely upon the
Java Security and Cryptographic Libraries and therefore both algorithms are not crossplatform compatible on certain computing devices. The operating system must have the
full Java Virtual Machine installed and configured correctly in order to compile and
execute this implementation. The AES implementation was tested using the Java 7 VM.
Similar to the RSA implementation, the AES implementation has the necessary
functionality for executing on the personal computer and the mobile tablet.
Similar to the RSA implementation, for the AES implementation we also designed
individual’s packages and classes that utilize the Java libraries for the three stages. Based
upon our research, we set the key size to the recommended value of “256” bits [16]. We

53

developed a key size variable in the AES source code that allows students to download our
source code and modify the key size. The symmetric key is automatically generated by the
operating system using the Java Security and Cryptographic Libraries. Figure 4.3 is an
example of our source code that we utilized to demonstrate the algorithm to the students
on the personal computer. Figure 4.4 is an example of the AES algorithm on the mobile
tablet. The same modifications to make the source code run on the mobile tablet that was
made on the RSA algorithm was also made on the AES algorithm. Both the personal
computer and mobile tablet implementations provide the performance analysis of all three
stages of the cryptographic AES algorithm.

Figure 4.3. AES cryptography algorithm on the personal computer
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Figure 4.4. AES cryptography algorithm on the mobile tablet
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4.2.4 Java Security and Cryptography Libraries
In the second and third learning modules our primary focus is on the RSA and AES
cryptography algorithms. However, the Java Security and Cryptography Libraries also
provide other commonly utilized cybersecurity algorithms. Therefore, in our second
learning module we also examined additional cybersecurity algorithms and how the
algorithms perform on the personal computer and the mobile tablet. RSA and AES are
commonly utilized cybersecurity algorithms for providing data confidentiality. However,
students need to understand how to implement data integrity algorithms across a wide range
of computing devices. Our second learning module explores more data confidentiality and
data integrity algorithms that students can study when developing an application to protect
sensitive data.
The Java Security and Cryptography Libraries provide the capability of deploying
an application using the Rivest Cipher 4 (RC4) data confidentiality algorithm [61]. AES is
a symmetric-key based cipher that relies upon a block implementation. However, RC4 is a
symmetric-key based cipher that relies upon a stream implementation. The implementation
of a stream cipher is typically faster than that of a block cipher [22]. Our source code is
designed using the Java libraries and each stage of the cryptography algorithm has source
code files. Students can easily compare and contrast the results of the RC4 algorithm with
the AES algorithm in our performance analysis.
Students need to understand the difference between typical computer hashing and
cryptographic secure hashing. Standard computer hashing will not work for cybersecurity
algorithms. Therefore, we examined the Secure Hash Algorithm (SHA) family of
acceptable cybersecurity hashing. Students can study the algorithms with our source code
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and modify the source code with various hash sizes. It is important for students to study
cryptographic hashing before studying message authentication code and digital signatures.
While data confidentiality is valuable, students also need to understand data
integrity algorithms when developing and deploying cybersecurity solutions to a wide
range of electronic devices. Therefore, in the second learning module we examined
message authentication codes to provide data integrity. The Java libraries provide API
functional procedure calls allowed us to successfully deploy message authentication codes.
For our research, we examined HMAC with MD5, SHA-256 and SHA-512 [62]. In
addition, students need to understand digital signatures can also provide data integrity. For
the second learning module, we utilized SHA-512 with RSA-2048 to examine a commonly
utilized digital signature algorithm. Students can compare and contrast the two data
integrity algorithms in our performance analysis.
4.2.5 Conclusion on Java Libraries
Overall, utilizing the standardized Security and Cryptographic Libraries provided
by the Java programming language and Java Virtual Machine (VM) allowed us to study
the performance measurements of various cybersecurity algorithms across multiple
platforms. Our second learning module focused solely on applying the Java libraries
because this is the simplest technique to demonstrate the selected cryptography algorithms
across a wide range of computing devices. Our goal in the second learning module is to
provide students an entry-level implementation and analysis of the RSA and AES
algorithms.
The second learning module provided significant details and information for
students in the Computer Security CS 685 course. This learning module was designed to
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assist them before they started the implementation of the source code for the RSA and AES
algorithms that utilize a prebuilt cybersecurity algorithm library provided by a
programming language. We asked students to read the learning module to demonstrate the
need to study the three stages of the cryptographic algorithm and visually see the
differences in the key generation of the RSA and AES algorithms. After students completed
their implementation of the prebuilt cybersecurity algorithms, we asked students to expand
and implement their own version of the RSA and AES algorithms. This is because of
limitations of relying upon the prebuilt libraries.
The second learning module has limitations on the type of computing devices that
the implementations can be deployed on. There are many computing devices that are
capable of executing source code written in the Java programming language; however, the
devices lack the full blown Java VM and libraries. The second learning module relies upon
the Java Security and Cryptographic Libraries and these libraries are not available on all of
our selected computing devices. Our wireless sensor nodes are not capable of executing
the source code written in the second learning module.
4.3

Cybersecurity Algorithms using Cross-Platform Libraries Learning Module
During our research, we developed another learning module that focused on

manually implementing many of the cybersecurity algorithms we determined students
should study in a computer security course. This is due to the limitations of not having the
capability of relying upon the Java Security and Cryptographic Libraries on all computing
devices. Often devices with limited hardware resources are not capable of supporting the
full Java Virtual Machine and therefore do not provide the capability of utilizing the full
version of the Java libraries. The implementations of the various cybersecurity algorithms
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within the third learning module did not rely upon the standardized Java Security and
Cryptographic Libraries. Therefore, we developed our own implementation of the RSA
and AES cryptographic algorithms.
We implemented one public-key based cryptography algorithm and one symmetrickey based cryptography algorithm in our third learning module. The RSA implementation
is based off of the mathematics behind the RSA algorithm [5]. The AES implementation is
based off of an implementation provided by Professor Phillip Rogaway at the Computer
Science Department at University of California, Davis [10]. Implementing these algorithms
without the Java libraries presented unique challenges that we had to overcome in order to
perform an analysis for the third learning module. A goal during this learning module is to
educate students on the unique challenges that we faced and overcome to deploy the
algorithms on devices with limited hardware and software resources.
4.3.1 Hardware and Software Requirements
For the second learning module, we focused only on the personal computer
platform and the mobile tablet platform. However, for the third learning module, we
expanded our device selection to include small wireless sensors nodes. This covers a wider
range of computing devices with different hardware resources to demonstrate how
cybersecurity algorithms perform differently depending upon the device. The small
wireless sensors nodes are commonly found in an Internet of Things (IoT) ecosystem and
currently need cybersecurity protection algorithms developed and deployed to IoT devices.
More computing devices are starting to be deployed into a IoT ecosystem and currently the
IoT devices lack the necessary protection against cyber threats [3], [37]. The third learning
module serves as a test platform to demonstrate our approach and the performance results
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of manually implementing many of the common cybersecurity algorithms. Our source code
projects are designed so that students can easily utilize our source code on similar
computing devices. Another objective for the third learning module was to determine the
capability of implementing several of the cybersecurity algorithms without relying upon
standardized cybersecurity libraries.
During the development of our third learning module we relied upon three
computing devices to implement the algorithms, perform the performance analysis and
develop our demonstration of our custom built implementations of RSA and AES. The
algorithms discussed were implemented using the Java programming language but without
relying upon the Java Security and Cryptographic Libraries. Our cross-platform
implementation is designed to allow for a consistent comparison with other devices that do
not support the full Java Virtual Machine and therefore lack the ability to rely upon the
Java Security and Cryptographic Libraries.
We used a MacBook Air with Mac OS X Yosemite operating system, a Google
Nexus 7 tablet with Android Lollipop operating system and a Java Sun Small
Programmable Object Technology (SPOT) wireless sensor node with Java Squawk
operating system. All three of these devices are capable of running applications written in
the Java programming language [58], [59], [63]. The Sun SPOT sensor are capable of
executing code written in the Java programming language; however, the Sun SPOT devices
do not have the ability to execute the full Java Virtual Machine [64]. This is due to the
limited hardware resources that are available on the Sun SPOT nodes. We relied upon the
Android Studio, Eclipse integrated development environments (IDEs) and NetBeans IDEs
to develop our demonstration application of the cross-platform implementations. Our
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implementations are designed so that students can easily integrate and execute our
application on other operating systems.
4.3.2 RSA Cryptography
While our second learning module provided students an initial introduction to the
Rivest-Shamir-Adleman (RSA) algorithm, the RSA implementation cannot be utilized on
all computing devices. It is critical for students to understand how to deploy at least one
public-key based cryptographic algorithm without relying upon the prebuilt libraries and
function calls to utilize the algorithm. Therefore, the third learning module
implementations relies upon the basic Java programming language without utilizing the
Java Security and Cryptographic Libraries. During this research, we implemented the RSA
algorithm across all three of our selected devices. After reviewing the content in our third
learning module, students can clearly understand the limitations of relying upon prebuilt
libraries and discover the necessity to develop and deploy our own source code
implementation of the standardized cryptography algorithms for specific devices. This is
the first implementation in our third learning module and is designed to help students
understand that some devices must have algorithms manually developed and deployed.
This is especially critical for students deploying cybersecurity algorithms to devices that
have limited hardware and software resources commonly found in the Internet of Things
(IoT) ecosystem.
The implementation within our third learning module is cross-platform compatible,
because this implementation does not rely upon the Java Security and Cryptographic
Libraries. The operating system must only have the minimal Java Virtual Machine installed
and configured correctly in order to compile and execute this implementation. The Java
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Sun SPOTS are preconfigured with a minimal Java Virtual Machine [64]. Each of the three
projects contains the necessary functionality for executing on their specific device.
Similar to our second learning module, we designed individual packages and
classes for each stage of the RSA algorithm for our third learning module. Our crossplatform version has classes for the key generation stage, encryption and decryption stages.
Our source code has variables defined to set the public and private mathematical key values
[16]. This allows students to download our source code and easily modify the key size.
Both the public and private keys are manually generated by the student and hardcoded in
the key source code file. Figure 4.5 is an example of our source code that we utilized to
demonstrate the algorithm to the students on the personal computer. Figure 4.6 is an
example of the RSA algorithm on the mobile tablet. Figure 4.7 is the example of the crossplatform implementation running on the Java Sun SPOT wireless sensor nodes. The source
code from the personal computer required a few small modifications to develop the app for
the mobile tablet and the application for the sensor nodes. All three versions of our crossplatform RSA implementation provide the performance analysis of all three cryptography
stages.
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Figure 4.5. Our RSA cryptography algorithm on the personal computer
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Figure 4.6. Our RSA cryptography algorithm on the mobile tablet
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Figure 4.7. Our RSA cryptography algorithm on the wireless IoT sensor

The source code within our third learning module requires more explaining than
the second learning module for each of the three stages of the RSA algorithm. It is essential
that students understand how to properly code the algorithms. Incorrectly programming a
functionality of any cybersecurity algorithm could result in vulnerabilities that cyber
attackers could exploit. We break down the three stages and explain each individually for
students in our third learning module.
The RSA key class initialization is designed to create the public and private
cryptographic keys. Currently, this class constructor initializes the public key instance field
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to a default value, identified by the identifier "e". Additionally, this class constructor sets
the private key instance field to a default value, identified by the identifier "d". This
constructor can be upgraded in the future to allow the constructor to manually calculate a
value for both "e" and "d". The constructor would have values for "p" and "q" and both of
these values would be prime numbers. This would allow for a more robust implementation
of the RSA cryptography algorithm. Refer to [16] for more details on how to properly
initialize and calculate the required value for "p", "q", "e" and "d".
The RSA encryption class contains a function that implements the RSA encryption
stage. The "encrypt" function is designed to accept a plaintext string message to encrypt
and a Key object that has been initialized. The "encrypt" function returns a byte array of
the transformation from the plaintext to the ciphertext. The initial implementation accepts
strings that are less than 1000 characters for testing and demonstration purposes. This can
be expanded in the future to allow for varying size of messages or string to encrypt. The
RSA implementation is derived from the mathematics behind the RSA algorithm. RSA
utilizes the power function for very large numbers for the exponent value. The encryption
function relies upon a very resource and performance efficient method for calculating the
power and modulus function of the RSA cryptographic algorithm. This can cause a simple
implementation of the power function to fail due to the limitation of the size of a "long"
data type. Performing too many mathematical calculations in order to keep the size of the
value low can greatly reduce the performance of the RSA algorithm [5]. Therefore, an
extremely efficient mathematical technique was needed to solve this problem in order for
RSA to be performed on devices with limited resources. This implementation greatly
reduced the time required to run the RSA encryption function. An optimized
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implementation of modular exponentiation to increase the efficiency of the RSA algorithm
is extremely important for students to understand.
The RSA decryption class is similar to the encryption class, but performs the
opposite cryptography procedure. It is designed to accept a byte array of encrypted
ciphertext bytes and a Key object that has been initialized. The function returns a string of
the transformation from the ciphertext to the plaintext. The results from this function
should match the results from the original message that was encrypted. Again this function
relies upon the very efficient mathematical technique to ensure a very fast method for
performing the power and modulus functions.
Our main driver program for the three stages is also explained to students in the
third learning module. The class demonstrates how to utilize the Key Generation,
Encryption and Decryption packages for the RSA cryptographic algorithm. The class
contains a performance function for evaluating the amount of memory required and the
computational time required to initialize the key, perform the encryption and execute the
decryption stage on a sample message.
4.3.3 AES Cryptography
Similar to how the RSA algorithm from the second learning module could not be
utilized on all computing devices, the Advanced Encryption Standard (AES) algorithm
from the second learning module will not execute on all electronic devices. It is important
for students to understand how to deploy at least one symmetric-key based cryptographic
algorithm without relying upon the prebuilt libraries and function calls to utilize the
algorithm. During this research, we implemented the AES algorithm across all three of our
selected devices without relying upon the Java Security and Cryptographic Libraries. The
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AES implementation is based upon source code provided by Professor Phillip Rogaway at
the Computer Science Department at University of California, Davis [10]. After reviewing
the content in our third learning module, students can clearly understand the limitations of
relying upon prebuilt libraries and discover the necessity to develop and deploy their own
source code implementation of the standardized cryptography algorithms. This is the
second implementation in our third learning module and is designed to help students
understand that some devices must have algorithms manually developed and deployed to
solve a problem.
The AES implementation within our third learning module is cross-platform
compatible, because this implementation does not rely upon the Java Security and
Cryptographic Libraries. Similar to our cross-platform RSA algorithm requirement, the
operating system must only have the minimal Java Virtual Machine installed and
configured correctly in order to compile and execute our cross-platform AES
implementation. The Java Sun SPOTS are preconfigured with a minimal Java Virtual
Machine [64]. Each of the three projects contains the necessary functionality for executing
on their specific device.
Similar to our RSA cross-platform implementation, we designed individual
packages and classes for each stage of the AES algorithm for our third learning module.
Our cross-platform version of the AES algorithm has classes for the key generation stage,
the encryption and decryption stages. Our source code has variables defined to set the
symmetric mathematical key values. The symmetric key is generated by our source code
relies upon lookup tables as required by the AES algorithm. Our source code is designed
so students can choose the AES key size of “128-bits”, “192-bits” or “256-bits” for the key
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strength [16]. Figure 4.8 is an example of our source code that we utilized to demonstrate
the algorithm to the students on the personal computer. Figure 4.9 is an example of the
AES algorithm on the mobile tablet. Figure 4.10 is the example of the cross-platform
implementation running on the Java Sun SPOT wireless sensor nodes. The source code
from the personal computer required a few small modifications to develop the app for the
mobile tablet and the application for the sensor nodes. All three versions of our crossplatform AES implementation provide the performance analysis of all three cryptography
stages.
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Figure 4.8. Our AES cryptography algorithm on the personal computer
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Figure 4.9. Our AES cryptography algorithm on the mobile tablet
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Figure 4.10. Our AES cryptography algorithm on the wireless IoT sensor

When developing the learning module, we developed the source code packages in
a similar format for both the cross-platform RSA and AES implementations. It is essential
that students understand how to properly code the algorithms. Incorrectly programming a
functionality of any cybersecurity algorithm could result in vulnerabilities that cyber
attackers could exploit. We break down the three stages and explain each individually for
students in our third learning module.
The AES key class is designed to initialize the instance fields required to create a
single symmetric cryptographic key that is required for the symmetric-key requirement of
the AES algorithm. A symmetric-key based algorithm utilizes a single key value for both
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the encryption and decryption stages. The AES algorithm relies upon blocks that are 128
bits in length. Additionally, the symmetric key must be 128, 192 or 256 bits in length. The
class initializes several matrices and instance fields that are designed for implementing the
AES algorithm [10]. This will generate the key that is capable of being utilized for both
the encryption and decryption stages.
The AES encryption class implements the functionality for the AES encryption
stage. The "encrypt" function is provided to accept an array of bytes to encrypt and a Key
object that has been initialized. The "encrypt" function returns a byte array of the
transformation from the plaintext to the ciphertext.
The AES decryption class is similar to the AES encryption class, but performs the
opposite cryptography procedure. This class contains a function that implements the AES
decryption algorithm. It is designed to accept a byte array of encrypted ciphertext and a
Key object that has been initialized. The function returns an array of bytes of the
transformation from the ciphertext to the plaintext. The results from this function should
match the results from the original array of bytes that were encrypted.
Our main driver program for the three stages is also explained to students in the
third learning module. The class demonstrates how to utilize the Key Generation,
Encryption and Decryption packages for the AES cryptographic algorithm. Similar to our
cross-platform RSA implementation, the AES driver class contains a performance function
for evaluating the amount of memory required and the computational time required to
initialize the key, perform the encryption and execute the decryption stage on a sample
message. The key length can be initialized by setting the string variable "key" to the
approximate string representation. Valid key lengths for the AES algorithm are "128-bits",
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"192-bits" or "256-bits" [16]. In addition, the main contains a parser that will break a string
up into 128-bits for the correct block size required to execute the AES cryptographic
algorithm.
4.3.4 Conclusion on Cross-Platform Libraries
Overall, developing and deploying our own cross-platform implementations of the
RSA and AES algorithms allowed us to study the performance of various cybersecurity
algorithms across a wide range of computing devices. Our third learning module focuses
solely on our own cross-platform implementations to support a wider range of computing
devices than the Java Security and Cryptographic Libraries. Our goal in the third learning
module is to provide students a more in-depth study of the implementations and analysis
of the RSA and AES algorithms.
Unlike tablets and personal computers, the Sun SPOT wireless sensor node has both
limited hardware resources as well as limited software capabilities. The devices do not
support the standardized Java Security and Cryptography Libraries. We implemented the
RSA and AES cryptographic algorithms on three platforms without relying on the Java
Cryptography and Security Libraries. We used an improved implementation of modular
exponentiation to increase the efficiency of the RSA cryptographic algorithms on the Sun
SPOTS. This implementation requires less multiplication steps to solve the encryption and
decryption stage. The limited capability of the Sun SPOT devices for running RSA
encryption required an improvement to our initial RSA implementation.
The third learning module provides significant details and information for students
in the Computer Security course. This learning module was designed to assist students after
studying the second learning module by showcasing a custom built cross-platform
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implementation. This demonstrates to students how to overcome the limitations of relying
upon prebuilt libraries. Students are offered the opportunity to study the performance
analysis of both the prebuilt and our own custom built implementations.
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CHAPTER 5

PERFORMANCE ANALYSIS

We want students to learn the similarities and differences of the most widely used
cybersecurity algorithms including symmetric-key and public-key based ciphers, stream
ciphers, cybersecurity hash functions, message authentication code and digital signatures.
During our research, we examined the computational time and memory requirements of
several commonly utilized cybersecurity algorithms on devices ranging from traditional
computing to the Internet of Things. This chapter describes our fourth learning module and
why it is critical for students to study this learning module for hands-on experience to
understand the performance difference in the algorithms when developing and deploying
their cybersecurity solutions.
5.1

Cybersecurity Algorithms and Performance Measurements Learning Module
It is valuable for students to not only understand how to implement many of the

common cybersecurity algorithms across a wide range of heterogeneous devices but also
understand how the algorithms perform on several computing devices. Therefore, our
fourth and final learning module focused on demonstrating the performance of many of the
cybersecurity algorithms that are discussed in all of our learning modules. The fourth
learning module is critical for students to study and understand before starting their course
project. The performance analysis learning module is designed to prepare students to

76

understand which algorithms perform better on specific devices when compared to other
computing devices.
For our fourth learning module, we analyzed the general similarities and differences
concerning the performance results of many cybersecurity algorithms. Our approach
examined the computational time requirements and memory requirements of various
algorithms. For the data confidentiality algorithms, we examined the requirements to
generate a key, encrypt a message and decrypt a message. For the data integrity algorithms,
we examined the requirements to generate a key, digitally sign a message and verify the
integrity of a message. Performing this analysis allowed us to compare the overhead of
several cryptographic algorithms across three platforms: personal computers, tablets and
small wireless sensors. The fourth learning module project allows us to examine the
limitations of specific devices in terms of the computational time and memory resources.
We relied upon two different implementations of the RSA algorithm and two
different implementations of the AES algorithm. One utilized the Java Security and
Cryptographic Libraries. This approach allowed us to utilize the full strength of using a
standardized implementation of the algorithms. In the other implementations, both the RSA
and AES algorithms did not use the Java Security and Cryptographic Libraries. This
implementation is capable of being compiled and executed on a platform that has a minimal
Java VM without importing Java libraries, like the Java Security and Cryptographic
Libraries. Our implementations without the Java libraries has limitations and weaknesses.
But our implementations allow for consistency in comparing the algorithms across all three
platforms.
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The Java Security and Cryptographic Libraries are available on the personal
computer and the mobile tablet. However, the wireless sensor node does not support the
full Java VM. Therefore, it is not possible to utilize the default standardized cryptographic
implementation on the wireless sensors. This was the reason behind our custom built
implementation of the RSA and AES cryptographic algorithms. The customized
implementation has weaknesses due to the limitations of not having all Java libraries to
allow for advanced data types. This especially limits the RSA algorithm, which requires
significantly large data types in order to perform the mathematical calculation, required in
the encryption and decryption stages. The recommend key size for the decryption phase of
the RSA algorithm is 2048-bits. However, our cross-platform implementation uses a very
small key size (21-bits). We are fully aware the implementation is not secure. Yet, using
our implementation of the RSA and AES algorithm allows us to study the performance and
resource requirements across the platforms and systems by utilizing the same source code.
Even without the key size being large enough to provide adequate protection, the small key
size remaining consistent across devices allows for a consistent comparison of the
algorithms across our three devices.
The results from the memory usage of these algorithms across various devices are
an estimate of the amount of memory required for each stage. It is not possible to obtain
an exact measurement of how much memory resources were needed for each stage. This is
because the algorithms are implemented using the Java programming language, which
reclaims memory at random time by Java Garbage Collector. We provided an estimate of
the amount of memory resources that are required based upon a rounded estimation of the
free memory for each stage.
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5.2

Data Confidentiality Algorithms
Our fourth learning module first starts by examining the RSA and AES algorithms

that relies upon the Java Security and Cryptographic Libraries. Overall, our analysis of the
memory resource requirements indicates that the RSA algorithm required considerably less
memory resources for the entire process when compared to the AES algorithm as shown
in Table 5.1. This compares the memory requirements for executing the RSA and AES
Cryptography algorithm. Results are provided for both implementations that utilize the
Java Security and Cryptographic Libraries as well as our cross-platform compatible
implementations. The numbers provided are a rounded estimate of the amount of memory
required. However, the AES algorithm is over three times faster than the RSA algorithm
as shown in Table 5.2. This compares the computational time requirement for executing
the RSA and AES Cryptography algorithm. Results are provided for both implementations
that utilize the Java Security and Cryptographic Libraries as well as our cross-platform
compatible implementation. The RSA algorithm that uses the Java Security and
Cryptographic Libraries is significantly slower than the AES algorithm that utilizes the
same Java libraries. The RSA key size was set to 2048-bits and the AES key size was set
to 192-bits. The results are expected for both the RSA and AES algorithms.
Next, our learning modules examined the same resources required for our crossplatform implementation that we manually implemented. The analysis also indicates that
the amount of memory resources required for our customized implementations of these
algorithms is less than that required for using the Java Security libraries implementation.
At first glance, the cross-platform RSA algorithm appears faster than the cross-platform
AES algorithm. However, the cross-platform RSA key is extremely small and therefore is
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not as secure as a more robust implementation of the RSA algorithm. The RSA algorithm
relied upon a 21-bit key instead of a 2048-bit key that is recommended. The AES algorithm
is over three times faster than the RSA algorithm. However, the AES algorithm does
require more memory resources to execute our cross-platform version. The analysis also
indicates that the Java Sun SPOT wireless sensor node has limited computational resources
when using an RSA algorithm. This was anticipated due to the limited hardware features
on the wireless sensors. It is key for students to understand the requirements for each stage
of the cryptography algorithms.
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Table 5.1. Memory requirements for RSA and AES cryptography algorithm

(in bytes)

Key
Generation
RSA
AES
Encryption
RSA
AES
Decryption
RSA
AES
Total
Required
RSA
AES

PC
(crossplatform)

PC
Wireless
Tablet
Tablet
(java
Sensor
(cross(java
crypto
(crossplatform) crypto
libraries) platform)
libraries)

55,000
110,000

2,000,000
4,000,000

3,000
100,000

2,000
70,000

30,000
240,000

N/A
N/A

N/A
210,000

60,000
N/A

70,000
30,000

8,000
15,000

110,000
N/A

100,000
N/A

N/A
20,000

60,000
30,000

20,000
5,000

165,000
110,000

2,100,000
4,210,000

63,000
120,000

132,000
130,000

58,000
260,000

Table 5.2. Computational time requirements for RSA and AES cryptography algorithm

(in
milliseconds)
Key
Generation
RSA
AES
Encryption
RSA
AES
Decryption
RSA
AES
Total
Required
RSA
AES

PC
(crossplatform)

PC
Wireless
Tablet
Tablet
(java
Sensor
(cross(java
crypto
(crossplatform) crypto
libraries) platform)
libraries)

2
8

718
227

10
637

1
8

1964
23

2
5

4
9

58
73

11
2

1
3

2
2

15
1

109
65

2
1

22
1

6
15

737
237

177
775

14
11

1987
27
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5.2.1 Key Initialization Stage
Our first stage that we examined is the key initialization stage of the RSA and AES
cryptography algorithms designed to provide data confidentiality. Using the standardized
Java Security and Cryptographic Libraries allowed us to execute and demonstrate the RSA
algorithm with a 2048-bit key size. A 2048-bit key for the RSA algorithm is the current
recommendation [16]. We utilized a 256-bit key for the AES algorithm. Comparing the
key initialization stage of the RSA algorithm to the AES algorithm indicates that the RSA
algorithm requires significantly more computational resources for this stage than the AES
algorithm when using the standard Java implementation. The AES initializes its key three
times faster than the RSA algorithm computational time requirement. However, the results
indicate that the AES algorithm requires over twice the amount of memory resources to
initialize its key when compared to RSA. These results are expected for the standardized
cryptography algorithms.
The key initialization stage for the cross-platform RSA algorithm required less
memory resources and computational time than the cross-platform AES algorithm to
calculate the key components. However, this implementation had hard coded values for
each variable in the key class. This is due to the limited capability of the data types on the
cross-platform implementation. The maximum data type supported is a "long" or a data
type no larger than 64-bits [65]. Therefore, the values assigned to variables must remain
small. Typically, RSA is implemented with the data type known as "BigInteger" or
"BigDouble" in Java. This allows for performing multiplications on numbers larger than
64-bits. A 21-bit key was chosen for this implementation to ensure consistent results when
performing the necessary mathematical operations of the RSA algorithm on the Sun
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SPOTs. The values that have been hardcoded in the RSA cross-platform key class have
been computed to ensure valid results for the encryption and decryption stages. Students
should understand these types of limitations when developing their cybersecurity solutions.
5.2.2 Encryption Stage
The next phase in the algorithms that we examined is the encryption stage. Both
the memory resources and computational time requirements are about the same for the
RSA and AES algorithms that utilized the Java Security and Cryptographic Libraries. A
limitation with determining exactly how much memory resources is required is the Java
garbage collection. There were no significant changes in the encryption stage for either
RSA or AES for our study.
The RSA algorithm that is cross-platform compatible is extremely efficient in
computational time resources as well as memory resources. This is due to the small key
size that is used in the RSA encryption phase. The AES implementation of the encryption
stage is also extremely efficient. Both implementations of the RSA and AES algorithms do
not perform as well on the Java Sun SPOT wireless sensor node. This result is expected as
the resources on the Sun SPOTs are more limited than that of the personal computer or the
mobile tablet.
5.2.3 Decryption Stage
The decryption stage is the last stage that is required to transform the encrypted
ciphertext data back into the original plaintext data. Analyzing the results from using the
Java Security and Cryptographic Libraries demonstrates that the RSA decryption stage is
significantly slower than the AES decryption stage. This is directly related to the
encryption key value "e" and the decryption key value "d" in the RSA key class. This is
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because a much larger value is usually set for "d" than "e" [16]. The results from the
decryption stage was as expected.
The RSA decryption stage for our cross-platform edition is very efficient; however,
very unsecure due to the small Key size of only “21-bits”. Comparing it to the AES
decryption times for our manual implementation indicates that the RSA decryption phase
takes longer than the AES decryption phase. Again, the results are expected and similar to
the Java Security and Cryptography Libraries results.
5.2.4 Key Size Comparison of RSA Versus AES
In our first learning module we pointed out that students could compare the RSA
and AES algorithms with a different key size but with the same cryptographic strength. In
our second learning module we compared the RSA and AES algorithms and their
respective key lengths. In our fourth learning module we approached the analysis by
comparing the performance results of RSA with a 3072-bit key and AES with a 128- bit
key. In addition, we analyzed the performance of RSA with a 15,360-bit key with AES
using a 256-bit key. These key length comparisons are designed so that for each
comparison the strength of the algorithm is the same as shown in Table 5.3 and Table 5.4
[16]. The analysis clearly indicates that RSA takes a significant amount of computational
resources as the key size increases. A 256-bit AES algorithm is more secure and finishes
quicker than a 3,072-bit RSA as shown in Table 5.3 and Table 5.4.
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Table 5.3. RSA-3072 has comparable strength to AES-128

(modulus size
= 3072-bits)
(key size =
128-bits)
Key
Generation
RSA
AES
Encryption
RSA
AES
Decryption
RSA
AES
Total
Required
RSA
AES

PC
(in
milliseconds)
(java crypto
libraries)

PC
(in bytes)
(java crypto
libraries)

Tablet
(in
milliseconds)
(java crypto
libraries)

Tablet
(in bytes)
(java crypto
libraries)

3,118
247

3,600,000
4,400,000

3,416
29

260,000
240,000

4
9

130,000
115,000

2
1

20,000
15,000

30
1

115,000
N/A

35
1

10,000
4,000

3,152
257

3,845,000
4,515,000

3,453
31

290,000
259,000
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Table 5.4. RSA-15360 has comparable strength to AES-256

(modulus size
= 15360-bits)
(key size =
256-bits)
Key
Generation
RSA
AES
Encryption
RSA
AES
Decryption
RSA
AES
Total
Required
RSA
AES

PC
PC
Tablet
(in
(in bytes)
(in
milliseconds)
(java
milliseconds)
(java crypto
crypto
(java crypto
libraries)
libraries)
libraries)

Tablet
(in
bytes)
(java
crypto
libraries)

1,986,825
242

3,000,000
4,400,000

999,084
N/A

620,000
240,000

15
8

115,000
115,000

13
3

90,000
15,000

2,476
1

1,500,000
N/A

1,667
1

25,000
5,000

1,989,316
251

4,615,000
4,515,000

1,000,764
43

735,000
260,000

5.2.5 Rivest Cipher 4 (RC4) Algorithm
In our first learning module, we mentioned the Rivest Cipher 4 (RC4) cipher as a
symmetric-key based cipher with a stream implementation. In our second learning module,
we executed the RC4 algorithm utilizing the Java Security and Cryptographic Libraries. In
our fourth learning module, we compared the performance of the computational time
requirements and the memory resource required on the personal computer and the mobile
tablet as shown in Table 5.5. The results are for the RC4 key generation, encryption and
decryption stages. The numbers provided are a rounded estimate of the amount of memory
required. The results indicate that the computational time and memory requirements for
RC4 and AES were very similar.
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Table 5.5. RC4 cryptography algorithm

Key
Generation
Encryption
Decryption
Total
Required

5.3

PC
(in
milliseconds)
(java crypto
libraries)
498

PC
(in bytes)
(java crypto
libraries)

Tablet
(in bytes)
(java crypto
libraries)

4,200,000

Tablet
(in
milliseconds)
(java crypto
libraries)
26

2
1
501

120,000
100
4,320,100

1
1
28

15,000
5,000
230,000

210,000

Data Integrity Algorithms
During the first learning module, we introduced to students the concept of

cryptographic hashing, message authentication codes and digital signatures to provide data
integrity. We utilized the Java Security and Cryptographic Libraries in the second learning
module to complete our performance analysis and demonstrate the data integrity algorithms
to the students. In our fourth learning module we examined the performance results of the
MD5 and SHA family of hashing algorithms. The performance measurements are shown
in Table 5.6. This compares the performance results of the MD5, SHA-256 and SHA-512
hashing algorithms that is provided in the Java Security and Cryptographic Libraries. The
numbers are provided are a rounded estimate of the amount of memory required. The
results indicate that that MD5 and the SHA family of cryptographic hashing performs
extremely well across a wide range of computing devices. A fast and secure hash function
is extremely critical for developing data integrity algorithms.
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Table 5.6. MD5, SHA-256 and SHA-512 hashing algorithms

PC
(in
milliseconds)
(java crypto
libraries)

PC
(in bytes)
(java crypto
libraries)

Tablet
(in
milliseconds)
(java crypto
libraries)

Tablet
(in bytes)
(java crypto
libraries)

16
20
40

112,000
110,000
110,000

10
11
10

185,000
186,000
186,000

Total
Required
MD5
SHA-256
SHA-512

The Sun SPOT wireless sensor node does not support the full Java Virtual Machine.
However, the developers for the Sun SPOTs have implemented the MD5 and the SHA-1
hashing algorithms. Therefore, we utilized these provided implementations to perform our
analysis on the Sun SPOTs. The results are shown in Table 5.7. This compares the
implementation of the MD5 and SHA-1 hashing algorithms that is provided by the Sun SPOT
developers. The numbers are provided are a rounded estimate of the amount of memory

required. The results indicate that the MD5 and SHA-1 algorithm perform extremely well
on the memory requirements and with the computational time.
Table 5.7. MD5 and SHA-1 hashing algorithms

Total
Required
MD5
SHA-1

Wireless Sensor
(in milliseconds)
(cross-platform)

Tablet
(in bytes)
(cross-platform)

78
79

2,900
2,300
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We introduced students to the concept of message authentication code that utilizes
cryptographic hashing to provide data integrity in our first learning module. We utilized
the MD5 and SHA family of hashing for message authentication code. We relied upon the
Java Security and Cryptographic Libraries in our second learning module to implement
message authentication code. The results are shown in Table 5.8. This compares the
performance results of the Hash-based Message Authentication Code with MD5, SHA-256
and SHA-512 hashing algorithms that is provided in the Java Security and Cryptographic
Libraries. The numbers provided are a rounded estimate of the amount of memory required.
The results indicate that on the personal computer the memory and computational resources
doubled for increasing the cryptographic hashing algorithm security key size.
Table 5.8. Hash-based Message Authentication Code

Total
Required
HmacMD5
HmacSHA256
HmacSHA512

PC
(in
milliseconds)
(java crypto
libraries)

PC
(in bytes)
(java crypto
libraries)

Tablet
(in
milliseconds)
(java crypto
libraries)

Tablet
(in bytes)
(java crypto
libraries)

532
223

4,225,000
2,240,000

25
21

203,000
203,000

502

4,320,000

22

204,000

During the first learning module, we introduced students to digital signatures as the
most widely utilized technique to provide data integrity. This implementation relied upon
the Java Security and Cryptographic Libraries in order to execute the SHA with RSA
Digital Signature. The results are shown in Table 5.9. This provides the performance results
for using the SHA-512 with RSA-2048 Digital Signature algorithm that is provided in the
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Java Security and Cryptographic Libraries. The numbers provided are a rounded estimate
of the amount of memory required. The results indicate that the most time consuming and
memory resource heavy task is the signing of a message. Verification that a message has
not been modified is extremely efficient. These results are expected for digital signature
algorithms [16]. There are many more key sizes that students can modify and examine the
performance with our source code while developing their class project.
Table 5.9. Digital Signature

SHA (512-bit)
with
RSA (2048bit)
Signing
Verifying

5.4

PC
(in
milliseconds)
(java crypto
libraries)
397
3

PC
(in bytes)
(java crypto
libraries)
1,030,000
1

Tablet
(in
milliseconds)
(java crypto
libraries)
149
1

Tablet
(in bytes)
(java crypto
libraries)
227,000
2,000

Performance Conclusion
The goal of our fourth learning module was to develop a performance analysis

learning module that would compare and contrast major cybersecurity algorithms across a
wide range of computing devices ranging from traditional computing to the Internet of
Things. Students are often overwhelmed when developing and deploying cybersecurity
solutions to a wide range of computing devices. Some cybersecurity algorithms do not
perform as well on devices with limited hardware when compared to devices with more
hardware and software resources. Our performance analysis learning module provides
students a significant detailed analysis of the various stages of many cybersecurity
algorithms we discuss in our other three learning modules.
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We relied upon two different implementations of the RSA and AES cryptographic
algorithms for testing the capability and efficiency of using acceptable security algorithms.
One implementation was based upon the standardized Java Security and Cryptographic
Libraries and another was based upon our manual cross-platform implementation. Our
cross-platform implementation is written in the Java programming language; however, it
is designed to function without using the Java Security and Cryptographic Libraries.
During our fourth learning module, we primary focused on the RSA and AES
algorithms. Our cross-platform RSA algorithm performed poorly on devices with limited
resources like the Java Sun SPOT wireless sensor. Furthermore, the cross-platform RSA
algorithm is not as secured as the Java Security and Cryptographic RSA algorithm because
of a small key size and this reduces the security level of the cross-platform RSA algorithm.
The AES algorithm requires far less computational resources when compared to the RSA
algorithm for similar strength key or modulus size. Both algorithms require approximately
the same amount of memory resources in order to complete. Our AES implementation
performed very well on the Sun SPOT wireless sensor device. The AES algorithm did
require a large amount of memory resources in order to execute.
We also studied in our fourth learning module the capability of using the RC4
symmetric-key based algorithm on the personal computer and tablet by applying the
implementation provided in the Java libraries. Furthermore, we studied the capabilities and
performance results of using cryptographic hashing on all three of our devices. The Java
Sun SPOT developers provided an API for MD5 and SHA-1 hashing algorithms. The
personal computer and mobile tablet devices was capable of supporting the Java Security
and Cryptographic Libraries and allowed us to test the performance of MD5, SHA-256 and
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SHA-512. The performances for all of the algorithms are very similar. Both MD5 and
SHA-1 are currently known to have vulnerabilities in their design. Therefore, the SHA-256
and SHA-512 is the recommend algorithm to utilize for security hashing [66].
We examined the capability of using message authentication codes as well as digital
signatures on the personal computer and the mobile tablet. The results for both MAC using
both MD5 and SHA indicate that both are comparable in terms of computational or
memory resources. Our analysis indicates that the signing stage of the algorithm requires
more computational time than the verifying stage.
Our fourth learning module is designed to conclude the teaching of the
cybersecurity algorithms to students. This learning module will complete the needed
research information to help students develop their source code of many commonly utilized
cybersecurity algorithms. Specifically, this learning module provides students with a
complete depiction of how the algorithms perform across a wide range of computing
devices. This progressive approach provides students a detailed representation of the
expected results when deploying cybersecurity algorithms to protect the sensitive data
controlled by electronic computing devices.
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CHAPTER 6

ANALYSIS OF OUR LEARNING MODULES

During this research, we utilized eye tracking technology to record students’ eye
movements while they read our learning modules before starting their semester project in
a Computer Science cybersecurity course at The University of Alabama in Huntsville
(UAH). Our study allowed us to determine which sections of our learning modules students
spent more time on and which sections were skipped over during our eye tracking study.
This chapter describes our results from the eye tracking study and our future plans for our
four learning modules.
6.1

Eye Tracking Technology
Research into the recording and analyzing of eye gaze data to help understand

human behavior, consumer responses and physiology effects is being conducted with
advanced tools for visualizations and analysis with a wide range of stimuli [67], [68].
Current eye tracking devices utilize invisible infrared light to bounce the light off of the
face of participants. Infrared light is reflected by the retina in our eyes. An eye tracking
device can identify the position of the pupil based upon the light reflection [69], [70]. Eye
tracking technology has been utilized in previous studies to investigate the cognitive
processes of people by monitoring their eye movements as they watch visualizations [71].
The study of eye movements can allow for understanding of what people are visually
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observing [72], [73]. Recent research into eye tracking technology provides the ability to
evaluate our concentration objectively and discreetly [74]. Our eyes fixate on specific
locations in order to help our brain identify and encoded the information we are viewing.
Fixations are when our eyes are locked in on an object. Multiple fixations within the same
area allows our brain to process the information we are viewing [75]. According to the
mind-eye hypothesis, people are typically thinking about the content that they are viewing
[69]. Eye gaze data points is evaluated as coordinates on a computer monitor and allows
for determining how participant’s eyes moved over the computer monitor [76]. Knowing
the type of information that can be computed from students’ eye movement provides the
ability to monitor what information in our learning modules students are paying attention
to and what content in our learning modules students are glancing over. During this
research, we used eye tracking technology to observe the eye movements of students as
they read our four learning modules.
The Tobii company offers an eye tracking hardware device and a software
application for recording eye gaze data points from students whom participated in the study
of our learning modules [77]. Monitoring the eye movement of students can help us to
understand if students read certain areas of our learning modules while disregarding other
sections. The Tobii company provides the capability of gathering data points from students
while they examine the content presented on their computer monitor, which in our study is
the material from our learning modules. We utilized their technology to monitor the eye
movements of nineteen students that read our learning modules. The software application
collects and records the raw data points from user’s eye movements. The raw data is
converted to eye fixations inside the Tobii Studio software application. Fixations are
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defined as eye movements that are collected every 3.3 milliseconds by the Tobii software.
Each eye fixation is a data point with a timestamp and a “x,y” coordinate based upon where
the participant looks on the computer monitor [78]. The Tobii company provides a software
application that filters fixations to ensure only valid fixations are accepted. The software
application also provided us with the capability of analyzing and presenting the fixations
into descriptive statistics and metrics [79].
6.1.1 Hardware and Software
The Tobii company provides both a physical hardware device and a software
application to monitor participants eye movements. The Tobii X2-60 Eye Tracker and
Tobii Studio software application was used in our study. A laptop with a 15-inch
widescreen display was utilized and students were approximately 20 inches away from the
monitor. The Tobii eye tracker hardware is capable of monitoring participant’s raw data
eye movements during a recording session and report these data points to the Tobii Studio
software application. The device relies upon infrared sensors to gather participants eye
movements [80]. The device can be attached to a monitor or laptop in order to monitor the
eye movements of students when they were presented our learning modules. The software
is designed to interface with the Tobii eye tracker in order to facilitate the recording and
understanding of participant’s eye movement from their eye movement data points.
Instructions, images, movies, web sites, questionnaires and a portable document format
(PDF) document are some of the types of stimuli. We used PDF versions of our four
learning modules as stimuli during our study. When a recording session is started, a specific
participant was selected and the eye tracker calibrated for the specific user. The software
records eye movements individually per participants. The recordings can be analyzed after
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students complete their recording session and various statistics metrics can be generated
[79].
6.1.2 Tobii Studio Fixations
The Tobii eye tracker that we used collected raw eye movements from participants
every 3.3 milliseconds [81]. The raw eye movement data was cleaned up by utilizing filters
and then represented as fixations. Generally, fixations occur when the eye is resting on a
certain area. Fixations indicate where a participant focused on the computer monitor and
what content was presented to them that they examined on a computer monitor [69]. Recent
research indicates that people are paying attention to information when they a
concentrating on a particular area [82]. Fixations can help to determine when and where
people are paying attention to information. Fixations are utilized to generate descriptive
statistics and metrics provided by the Tobii Studio software applications [79]. A detailed
analysis of the statistics and metrics was required and can provide meaning to the fixations
that were collected.
The focus of our research was to utilize the eye tracking technology to improve our
four learning modules. Therefore, we asked students to read our learning modules while
we used the eye tracking technology to monitor their eye movements. After the raw data
was recorded, we filtered and generated fixations along with descriptive statistics and
metrics. Then, we performed a detailed analysis of the statistics and metrics to determine
which sections of our learning modules could be modified in order to enhance the learning
experience for students studying how to deploy cybersecurity algorithms on heterogeneous
computing devices.
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6.1.3 Tobii Studio Filters
Fixations are generally considered to be when the human eye remains stationary
over a specific period of time [83]. The Tobii Studio software application provided several
filtering options to reduce outliers from the raw data and determine specifically which
fixations are allowed to affect the statistics and metrics. The provided filters are designed
to help reduce the amount of data for analysis and ensure only valid data points are applied
in the generation of the statistics and metrics.
The Tobii Studio software application provided several fixation filters and
configuration settings. The filter that was applied in this research for studying our learning
modules is identified as “Tobii I-VT Filter”. According to Tobii, this filter classifies eye
movements based on the velocity of the directional shifts of the eye. The velocity is
measured in visual degrees per second. If the velocity of the eye movement is below a
specific threshold, then the samples are classified as part of a fixation. For our analysis, the
velocity threshold was set to the default setting of 35 degrees per second, as shown in
Figure 6.1. This algorithm was developed in 2012 by Anneli Olsen [84]. Changes to the
Tobii Studio filters and settings alters the descriptive statistics and metric values that are
generated by the software. Tobii Studio provided recommend values for their filtering
software and we relied upon their default values for our analysis.
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Figure 6.1. Tobii I-VT Filter Settings

6.1.4 Tobii Studio Metrics
The Tobii Studio software applications provides the capability of analyzing
fixations by relying upon visualizations and area of interest (AOI). Visualizations allow
for visualizing the fixations after the raw data has been filtered. Visualizations can be
viewed as gaze plots, heat maps and clusters inside Tobii Studio. Visualizations can be
watched for specific sections of a recording. AOI are determined by analysts and are
usually determined after viewing the visualizations like heat maps or gaze plots. AOIs are
generally useful for determining what information on the overall page was focused on
during the recording sessions [85]. Visualizations are critical in determining the AOIs that

98

should be selected. Creating the AOIs is very important because AOIs are used to generate
statistics with the Tobii Studio software application.
Tobii Studio provides several statistics metrics for a comprehensive numerical
analysis of the eye movements that is collected from the Tobii eye tracker. Furthermore,
Tobii Studio provides multiple metrics that are calculated based upon the AOIs that are
defined. The statistics metrics are calculated per AOI. Various tables and charts can be
generated to visually examine the various descriptive statistics across multiple media types.
Both tables and charts provide multiple descriptive statistics per metric that is analyzed.
Descriptive statistics such as mean, maximum, minimum, sum, median, count and standard
deviation are automatically calculated per AOI. The statistics are based upon the fixations
that are created from the filtered data [79]. The metrics that are based upon fixations
allowed us to determine what students viewed from our learning modules. Often the
statistics metrics are used collectively to determine what areas of our learning modules
students focused on during the recording sessions.
The Tobii Studio software application generates several descriptive statistics that
could be used to help us understand which sections in our learning modules students
focused more on than other sections. Tobii provides two metrics that monitor the eye
movements of a participant based upon their first fixation within an AOI. The “Time to
First Fixation” metric provides a measurement of how long it takes before a participant
fixates with an AOI for the first time. The measurement is provided in seconds and starts
when the media containing the AOI is first displayed. This metric can provide very valuable
information in determining how long it takes for participants to focus on a specific area of
the learning modules. The “First Fixation Duration” metric provides a measurement of how
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long a participant fixated for the first time within an AOI. This metric is also provided in
seconds. The timing starts when the first fixation with an AOI occurs and stops whenever
the participant has a second fixation within the AOI. We examined these two metrics in
our learning modules hoping that they would provide valuable insight into how long it
takes participants to focus on a specific section in our learning modules.
Another set of metrics that the Tobii Studio software application provides is based
upon the overall fixations that occur throughout a participant recording session. The
“Fixation Duration” metric provides a measurement for the length in time of each
individual fixation within an AOI. This measurement is provided in seconds [79]. This
metric could reveal an average length of each fixation for each of our learning modules.
According to research conducted, the fixation duration can help to determine the amount
of attention deployed to a specific location on the computer monitor [76], [81]. Current
studies indicate that for a longer fixation duration, the more effort in attempting to
understand the area being examined [86]. The “Fixation Count Total” is a sum of the total
number of fixations that occur for all participants for each page. The “Total Fixation
Duration” metric provides a measurement of the duration of all fixations for a specific AOI.
This measurement is provided in seconds. This metric could reveal an average length of all
fixations within each of our learning modules for students whom participate in our study.
The “Fixation Count” metric provides a measurement of how many times a participant
fixated with an AOI [79]. This set of metrics can help us determine how often students
fixated on each page. This allows for a relative comparison of specific pages to other pages
in each learning module.
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The last set of metrics that that Tobii Studio software application provides is based
upon the number of visits within an AOI. The “Visit Duration” metric provides a
measurement of the length in time of each individual visit within an AOI. A visit start time
starts when the first fixation of an AOI occurs. The end time for the visit is when the next
fixation occurs that is outside the AOI. The “Total Visit Duration” metric is a measurement
on the duration of all visits for a specific AOI. This is the sum of visit durations for a
particular AOI. The “Visit Count” metric is a measurement of the number of visits within
an AOI. A visit is started when the first fixations occurs within an AOI and ends when the
last fixation for a AOI occurs [79]. This set of metrics can help us determine how long
students took to read our learning modules and which pages students took longer to read.
These three sets of descriptive metrics were utilized to examine the AOIs that
students focused on during our examination of our four learning modules. Focusing on
these three sets of metrics allowed for a comprehensive understanding of what students
focused on during their reading of our learning modules. Tobii provided the descriptive
metrics on a page by page basis for each learning module. This allows for a detailed
analysis of each page of our learning modules.
6.2

Study of our Learning Modules with Tobii Eye Tracking Technology
Five groups from the Computer Security course at UAH with a total of nineteen

graduate students participated in our eye tracking study. Out of our nineteen students,
fifteen students were male and four students were female. Students ages were between
eighteen and forty-five with an average age of twenty-five years. In regards to ethnicity,
three students were Caucasian, no students had African American heritage, fifteen where
Asian or Pacific Islander and one student had Hispanic or Latino heritage. The study was
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approved by the UAH Institutional Review Board (IRB) and all students gave their written
consent. Each student in the group were required to read one of the learning modules and
allow us to monitor their eye movements while they were reading. Additionally, students
were asked to complete a brief questionnaire survey about the learning modules and how
we could improve upon the learning modules to help future students. Our questionnaire
survey can be found in Appendix A.
During our study, we setup the Tobii eye tracker hardware and the Tobii Studio
software application to gather the eye movements of students while they read our four
learning modules. Each of our learning modules was inserted as stimuli in Tobii Studio.
Each student that participated in our study was required to read one of the four learning
modules. Our learning modules were presented in PDF format, as shown in Figure 6.2, for
students to read. Before starting the experiment, each student received detailed instructions
on how to complete their recording session. We calibrated the eye tracker for each student
before they started reading their selected learning module. Our experiment relied upon a 9point calibration of the display screen for the stimulus [79]. After the recording session,
students were given the opportunity to review the recording of their fixations within Tobii
Studio.
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Figure 6.2. A page from one of our learning modules

After all of the recording sessions were completed, we started the analysis phase of
our research. Initially, we examined the heat maps and gaze plots to help us determine the
AOIs that should be selected. Figure 6.3 is an example of a heat map from our
Cybersecurity Algorithms using Java Libraries Learning Module for all students and Figure
6.4 is an example of a heat map for one specific student in our study. Figure 6.5 is an
example of a gaze plot for all students and Figure 6.6 is an example of a gaze plot for one
specific student in our study. For our study, each page of the PDF document from the four
learning modules contained a single AOI that included the paragraph content, as shown in
Figure 6.7. This allowed us to focus only on the textual and image content of our learning
modules.
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Figure 6.3. Heat map for all students

Figure 6.4. Heat map for a specific student
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Figure 6.5. Gaze plot for all students

Figure 6.6. Gaze plot for a specific student
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Figure 6.7. AOI rectangle for a page from one of our learning modules

Next, we generated the descriptive statistics such as mean, maximum, minimum,
sum, median, count and standard deviation for each of the nine Tobii Studio metrics. These
descriptive statistics were generated per page of the PDF document and for each of the nine
metrics. Furthermore, we generated these same descriptive statistics as an overview of each
document for each metric for each page from our learning modules, as shown in Table 6.1.
This table illustrates the “Total Visit Duration” metric in the fourth learning module,
“Cybersecurity Algorithms and Performance Measurements”. This approach provided us
with a page by page view of each learning module to examine the statistics and metrics
provided by Tobii Studio.
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Table 6.1. Statistics for total visit duration for our fourth learning module
Cybersecurity Algorithms and Performance Measurements Learning Module
Total Visit
Duration

Duration of all visits within an AOI or an AOI Group (seconds).
N

Mean

Max

Min

Sum

Median

Stdev

Page 1

4

52.02

94.1

14.2

208.08

49.89

32.74

Page 2

4

66.98

114.5

41.07

267.91

56.17

32.92

Page 3

4

68.27

93.77

45.8

273.1

66.77

22.82

Page 4

4

75.06

149.71

11.29

300.23

69.62

57.61

Page 5

4

53.07

94.01

0.08

212.29

59.1

40.52

Page 6

3

65.57

78.3

43.8

196.72

74.61

18.94

Page 7

4

69.18

120.42

25.25

276.7

65.52

42.66

Page 8

4

46.81

109.72

0.13

187.22

38.69

45.75

Page 9

4

34.16

66.61

0.08

136.64

34.97

28.13

Page 10

4

75.02

194.92

16.97

300.09

44.1

81.08

Page 11

3

45.54

66.19

29.98

136.63

40.46

18.63

Page 12

4

19.57

31.63

5.76

78.28

20.44

11.91

Page 13

4

5.15

9.74

2.17

20.6

4.35

3.32

Page 14

4

28.11

39.49

11.9

112.42

30.52

12.84

Page 15

4

39.78

63.48

18.09

159.12

38.78

22.38

Page 16

3

3.47

5.28

1.21

10.41

3.92

2.08

Page 17

4

29.06

47.91

17.38

116.26

25.48

13.39

Page 18

4

41.16

63.61

19.41

164.65

40.82

18.1

Page 19

4

45.82

69.12

18.32

183.3

47.93

24.83

Page 20

4

34.61

65.59

14.36

138.43

29.24

22.81

Page 21

4

39.66

84.01

3.27

158.63

35.68

34.02

Page 22

3

14.29

30.9

3.32

42.86

8.65

14.63

3.82

43.29

76.96

15.63

167.30

40.26

27.37

4.00

75.06

194.92

45.80

300.23

74.61

81.08

3.00

3.47

5.28

0.08

10.41

3.92

2.08

84.00

952.36

1693.01

343.84

3680.57

885.71

602.11

4.00

43.35

67.87

14.28

161.89

39.62

22.82

0.39

21.41

44.37

14.20

85.03

20.29

18.23

Document 4
Mean
Document 4
Max
Document 4
Min
Document 4
Sum
Document 4
Median
Document 4
Stdev
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Finally, our approach to examining each metric for each learning module involved
examining which pages had outliers relative to each PDF document learning module in
their entirety. For example, in Table 6.1, the metric “Total Visit Duration” had a mean high
value of 75.06 seconds for page 4 and a mean low value of 3.47 seconds for page 16 when
compared to the overall mean summary value of 43.29 seconds for this specific metric for
the fourth learning module. Additionally, our analysis revealed that one student spent
194.92 seconds on page 10. On average students took 952 seconds or over 15 minutes to
read our performance measurements learning module. This type of analysis was conducted
for each of the nine metrics for all four of our learning modules. Each learning module was
evaluated with this approach in order to determine which pages in the documents students
focused more and which pages received little attention from students. The use of eye
tracking technology allowed us to study the cognitive processes of students when they read
our learning modules. Our overall goal in examining the learning modules at this detailed
and meticulous level is to improve our four learning modules and provide students with the
best possible progressive cybersecurity learning modules.
6.2.1 Analysis of Cybersecurity Algorithms Learning Module
We designed our first learning module to provide students a high level overview of
the designs and architectures of many commonly used cybersecurity algorithms.
Additionally, we explained to students the need for the cybersecurity algorithms and when
to apply them to protect sensitive data. The primary goal of this module was to educate
students that are not very familiar with cybersecurity concepts. This learning module had
twenty-four pages of information for students to read while we monitored their eye
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movements with the Tobii eye tracking technology. Five students out of our nineteen
participated in reading this learning module.
To start our analysis, we generated the descriptive statistics for all nine metrics for
each page of the first learning module as well as statistics for the entire learning module.
We generated nine tables similar to Table 6.1 for this learning module. We utilized the
average, maximum and minimum for the entire learning module and compared specific
pages to find outliers relative to the statistics for the entire learning module. Our analysis
revealed some pages received significant attention while other pages received little
attention. We selected a few pages from the first learning module and provided the results
in Table 6.2.
Table 6.2. Cybersecurity Algorithms Learning Module

The analysis of our first learning module indicated that several pages received
higher amounts of fixations and durations when compared to all pages from the first
learning module. Both pages 16 and 18 had close to maximum values for the fixation count
total metric, the total fixation duration metric and the total visit duration metric as well as
many other metrics. The fixation count total metric revealed that page 16 had 736 fixations
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for five students while the average for the document was 387. The total fixation duration
average for page 16 was 22.97 seconds while the average for all pages was 11.54 seconds
and the maximum for all pages was 22.97 seconds. The total visit duration average for page
16 was 64.82 seconds while the average for all pages was 35.49 seconds and the maximum
for all pages was 64.82 seconds. Page 16 finished discussing the key strength of AES and
RSA in terms of the key size. The page primary focused on describing the RC4 algorithm.
This is intended to give students an overview of how RC4 works. The fixation count total
metric for page 18 was 692 for five students while the average total was 387. The total
fixation duration average for page 18 was 21.49 seconds while the average for all pages
was 11.54 seconds and the maximum for all pages was 22.97 seconds. The total visit
duration average for page 18 was 52.09 seconds while the average for all pages was 35.49
seconds and the maximum for all pages was 64.82 seconds. Page 18 finished discussing
the Message Authentication Code (MAC) overview. Page 18 primary focused on
describing the Digital Signatures. It should provide students an overview of why Digital
Signatures are needed to determine the integrity of data. Based upon our analysis these two
pages received significant attention from students in our study.
The analysis indicated that several pages received a very small amount of fixations
and durations when compared to all pages of the first learning module. Both pages 9 and
13 had close to minimum values for the fixation count total metric, the total fixation
duration metric and the total visit duration metric as well as many other metrics. The
fixation count total metric revealed 131 fixations for five students while the average for
five students was 387 for page 9. The total fixation duration average for page 9 was 3.92
seconds while the average for all pages was 11.54 seconds and the minimum for all pages
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is 3.39 seconds. The total visit duration average for page 9 was 9.54 seconds while the
average for all pages was 35.49 seconds and the minimum for all pages was 9.41 seconds.
Page 9 provided an image demonstrating how to utilize the symmetric-key based
infrastructure to provide confidentiality to protect data. It provided step-by-step
instructions on how to encrypt with the shared key and decrypt with the shared key. The
fixation count total revealed that page 13 had 124 fixations for five students while the
average for the document was 387 and the minimum for the document was 110. The total
fixation duration average for page 13 was 4.22 seconds while the average for all pages was
11.54 seconds. The total visit duration average for page 13 was 11.77 seconds while the
average for all pages was 35.49 seconds and the minimum for all pages was 9.41 seconds.
Page 13 provided a demonstration on how to utilize the public-key based infrastructure to
provide authenticity to protect data. It provided step-by-step instructions on how to
digitally sign with the private key and verify with the public key. Based upon our analysis
these two pages received little attention from students in our study.
Our analysis indicated that page 19 received an average number of fixations and
durations when compared to all pages of the first learning module. The total fixation
duration average for this page was 11.71 seconds while the average for all pages was 11.54
seconds. The fixation count average for this page was 80.8 while the average for all pages
was 78.12. The visit duration average for this page was 11.74 seconds while the average
for all pages was 12.09 seconds. The total visit duration average for this page was 44.63
seconds while the average for all pages was 35.49 seconds and the maximum for all pages
was 64.82 seconds. Page 19 focused on platforms and devices that we used in our study. It
discussed the API and source code implementations that we utilized across the various
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devices. Based upon our analysis page 19 received typical attention from students in our
study.
Our analysis revealed that the total fixation duration and the total visit duration
metrics provided the most detail on a page by page view as well as an overall understanding
of our first learning module. The total fixation duration metric revealed that students
fixated for approximately 275 seconds or close to 5 minutes for the entire document and
the total visit duration metric revealed that students spent approximately 845 seconds or
over 14 minutes for all 24 pages in the document. Students spent the most time and had
more fixations on pages that provided information that is not commonly expressed in
significant detail in entry level cybersecurity courses. Students spent a significant amount
of time reviewing the information on the comparison of key size for RSA and AES in terms
of their strength presented on page 16. This type of comparison is not typically given in
entry level cybersecurity courses and may have been new content for students. In addition,
the eye tracking study revealed that students spent a lot of time and had a high number of
fixations on cybersecurity algorithms to provide data integrity as provided on page 18.
Students are typically more familiar with data confidentiality algorithms than data integrity
algorithms. Our analysis also revealed that students did not spend a lot of time on images
presented in the first learning module. Both page 9 and 13 provided images of how to apply
symmetric-key based and public-key based algorithms. The information presented in these
images was not complex and is usually covered in cybersecurity courses and therefore
might not be new content to students in our graduate level Computer Security course at
UAH. Many pages throughout our first learning module received about the same amount
of attention during the eye tracking study from students in terms of fixations and duration
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times. Furthermore, we did not receive any negative feedback about the first learning
module from students in their questionnaires that they completed at the end of their
recording session.

Figure 6.8. Cybersecurity Algorithms Learning Module

6.2.2 Analysis of Cybersecurity Algorithms using Java Libraries Learning Module
We designed our second learning module to provide students a detailed
demonstration on how to utilize the built-in Java Security and Cryptographic Libraries to
protect sensitive information across various platforms. The primary goal of this module
was to educate students on how to deploy cybersecurity solutions using prebuilt libraries.
This learning module had fifteen pages of information for students to read while we
monitored their eye movements with the Tobii technology. Five students out of our
nineteen participated in reading this learning module.
We generated the same type of descriptive statistics for all nine metrics for this
learning module using the same technique as the first learning module. Additionally, we
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performed the same comparison technique that we deployed in the first learning module.
Our analysis revealed some pages received significant attention while other pages received
little attention. We selected a few pages from the second learning module and provided the
results in Table 6.3.
Table 6.3. Cybersecurity Algorithms using Java Libraries Learning Module

The analysis of our second learning module indicated that several pages received
higher amounts of fixations and durations when compared to all pages of the second
learning module. Both pages 4 and 14 had close to maximum values for the fixation count
total metric, the total fixation duration metric and the total visit duration metric as well as
many other metrics. The fixation count total for five students for page 4 was 516 while the
average for five students for all pages was 323 and the maximum for all pages was 604.
The total fixation duration average for page 4 was 16.03 seconds while the average for all
pages was 9.40 seconds and the maximum for all pages was 17.41 seconds. The total visit
duration average for this page was 51.07 seconds while the average for all pages was 28.60
seconds and the maximum for all pages was 56.34 seconds. Page 4 discussed the RSA Java
libraries package and the RSA Java Android package. Page 4 provided information about
the key generation, the key size and the steps required to complete the demonstration. It
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provided students an overview of how to deploy the Java Security libraries to an Android
platform. The fixation count total for five students for page 14 was 604 while the average
for five students for all pages was 323 and the maximum for five students for all pages was
604. The total fixation duration average for page 14 was 17.41 seconds while the average
for all pages was 9.40 seconds and the maximum for all pages was 17.41 seconds. The total
visit duration average for page 14 was 49.52 seconds while the average for all pages was
28.60 seconds and the maximum for all pages was 56.34 seconds. This page provided a
conclusion to the students on how to deploy the Java built-in libraries to a wide range of
electronic devices. Based upon our analysis these two pages received significant attention
from students in our study.
The analysis indicated that several pages received very small amounts of fixations
and durations when compared to all pages of the second learning module. Both pages 5
and 15 had close to minimum values for the fixation count total metric, the total fixation
duration metric and the total visit duration metric as well as many other metrics. The
fixation count total for five students for page 5 was 25 while the average for all pages was
323 and the minimum for all pages was 25. The total fixation duration average for page 5
was 1.06 seconds while the average for all pages was 9.40 seconds and the minimum for
all pages was 1.06 seconds. The total visit duration average for page 5 was 3.28 seconds
while the average for all pages was 28.60 seconds and the minimum for all pages was 3.28
seconds. This page was a wrap up sentence from the previous page and therefore provided
little information for students to read. The fixation count total for five students for page 15
was 86 while the average for five students for all pages was 323 and the minimum for five
students for all pages was 25. The total fixation duration average for page 15 was 3.06
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seconds while the average for all pages was 9.40 seconds and the minimum for all pages
was 1.06 seconds. The total visit duration average for page 15 was 4.98 seconds while the
average for all pages was 28.60 seconds and the minimum for all pages was 3.28 seconds.
Also this page was a wrap up sentence from the previous page and was expected to have
minimal measurements for the metrics. Based upon our analysis these two pages received
little attention from students in our study.
The analysis of our second learning module also focused on the total fixation
duration and the total visit duration metrics to provide a page of page view as well as an
overall understanding of our second learning module. The total fixation duration metric
revealed that students fixated for approximately 141 seconds or close to 3 minutes for the
entire document and the total visit duration metric revealed that students spent
approximately 434 seconds or over 7 minutes for all 15 pages in the document. Again it
appears that students spent the most time and had more fixations on pages that provided
information that is not commonly expressed in significant detail in entry level
cybersecurity courses. Students spent a lot of time reviewing the information on how to
deploy RSA using the Java build-in libraries to the mobile tablet platform with the Android
operating system provided on page 4. Additionally, students appeared to focus on reading
our conclusion of how to deploy cybersecurity algorithms utilizing the Java build-in
libraries provided on page 14. Two pages in our learning module provided little
information for students to read and therefore counted towards the lower fixation and
duration values for page 5 and page 15. Most pages throughout our second learning module
received about the same amount of attention during the eye tracking study from students
in terms of fixations and duration times. The second learning module did not receive any
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negative feedback from students in their questionnaires that they completed at the end of
their recording session.

Figure 6.9. Cybersecurity Algorithms using Java Libraries Learning Module

6.2.3 Analysis of Cybersecurity Algorithms using Cross-Platform Libraries
Learning Module
We designed our third learning module to provide students a detailed understanding
and demonstration of how to develop and deploy their own custom implementations of
cybersecurity algorithms to a wide range of electronic devices. The primary goal with this
module was to educate students on the difficultly to developing and deploying their own
implementations especially on devices with limited hardware and software resources. This
learning module had twenty-three pages of information for students to read while we
monitored their eye movements with the Tobii eye tracking technology. Five students out
of our nineteen participated in reading this learning module.
We generated the same type of descriptive statistics for all nine metrics for this
learning module using the same technique as the first learning module. Additionally, we
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utilized the same comparison technique that we deployed in the first learning module. Our
analysis revealed some pages received significant attention while other pages received little
attention. We selected a few pages from the third learning module and provided the results
in Table 6.4.
Table 6.4. Cybersecurity Algorithms using Cross-Platform Libraries Learning Module

The analysis of our third learning module indicated that several pages received
higher amounts of fixations and durations when compared to all pages of the third learning
module. Both pages 2 and 6 had close to maximum values for the fixation count total
metric, the total fixation duration metric and the total visit duration metric as well as many
other metrics. The fixation count total for five students for page 2 was 832 while the
average for all pages was 420 and the maximum for all pages was 832. The total fixation
duration average for page 2 was 28.85 seconds while the average for all pages was 13.61
seconds and the maximum for all pages was 28.85 seconds. The total visit duration average
for page 2 was 63.85 seconds while the average for all pages was 35.35 seconds and the
maximum for all pages was 63.92 seconds. Page 2 provided an introduction to our crossplatform implementations module. The fixation count total for five students for page 6 was
812 while the average for all pages was 420 and the maximum for all pages was 832. The
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total fixation duration average for page 6 was 27.88 seconds while the average for all pages
was 13.61 seconds and the maximum for all pages was 28.85 seconds. The total visit
duration average for page 6 was 63.92 seconds while the average for all pages was 35.35
seconds and the maximum for all pages was 63.92 seconds. Page 6 provided detailed
information on the encryption package for the RSA algorithm. Page 6 discussed in great
detail the improved mathematical technique that we utilized to run the RSA algorithm on
the Java Sun SPOTs. Based upon our analysis these two pages received significant
attention from students in our study.
The analysis indicated that several pages received very small amounts of fixations
and durations when compared to all pages of the third learning module. Both pages 21 and
23 had close to minimum values for the fixation count total metric, the total fixation
duration metric and the total visit duration metric as well as many other metrics. The
fixation count total for five students for page 21 was 151 while the average for all pages
was 420 and the minimum for all pages was 69. The total fixation duration average for
page 21 was 4.66 seconds while the average for all pages was 13.61 seconds and the
minimum for all pages was 1.76 seconds. The total visit duration average for page 21 was
9.95 seconds while the average for all pages was 35.35 seconds and the minimum for all
pages was 5.12 seconds. This page provided a detailed image of the AES cross-platform
implementation running on the Android tablet. It demonstrated the encryption stage, the
decryption stage and the performance of both stages. The fixation count total for five
students for page 23 was 69 while the average for all pages was 420 and the minimum for
all pages was 69. The total fixation duration average for page 23 was 1.76 seconds while
the average for all pages was 13.61 seconds and the minimum for all pages was 1.76
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seconds. The total visit duration average for page 23 was 5.12 seconds while the average
for all pages was 35.35 seconds and the minimum for all pages was 5.12 seconds. This
page provided the references for our third learning module. Based upon our analysis these
two pages received little attention from students in our study.
Again for our third learning module we focused our analysis on the total fixation
duration and the total visit duration metrics. The total fixation duration metric revealed that
students fixated for approximately 311 seconds or over 5 minutes for the entire document
and the total visit duration metric revealed that students spent approximately 808 seconds
or over 13 minutes for all 23 pages in the document. Students spent the most time and had
more fixations on the introduction to this learning module presented on page 2.
Additionally, the eye tracking study revealed that students spent a lot of time and had a
high number of fixations on the mathematical improvement technique that we used to
improve the RSA algorithm for the Internet of Things wireless sensor devices that we
utilized in our demonstration and presented on page 6. This type of information is usually
not provided when generally talking about the RSA algorithm. Our analysis also revealed
that images in this learning module receive a small amount of attention from students. Page
21 provided students an overview of the AES algorithm running on the Android platform.
This image might have been overlook because several other images of our cross-platform
AES algorithm was presented directly before the image on page 21. Furthermore, our
results indicate that students did not review the references in significant detail. Overall,
many pages in our third learning module received about the same amount of attention
during the eye tracking study from students in terms of fixations and duration time.
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Students did not provide any negative feedback about the third learning module in their
questionnaires.

Figure 6.10. Cybersecurity Algorithms using Cross-Platform Libraries Learning Module

6.2.4 Analysis of Cybersecurity Algorithms and Performance Measurements
Learning Module
We designed our fourth learning module to provide students a detailed description
of the computational and memory requirements for our various implementations and
demonstrations. The primary goal with this module was to educate students of the
performance differences of the same implementation but with different hardware and
software platforms. This learning module had twenty-two pages of information for students
to read while we monitored their eye movements with the Tobii eye tracking technology.
Four students out of our nineteen participated in reading this learning module.
We generated the same type of descriptive statistics for all nine metrics for this
learning module using the same technique as the first learning module. Additionally, we
utilized the same comparison technique that we deployed in the first learning module. Our
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analysis revealed some pages received significant attention while other pages received little
attention. We selected a few pages from the fourth learning module and provided the results
in Table 6.5.
Table 6.5. Cybersecurity Algorithms and Performance Measurements Learning Module

The analysis of our fourth learning module indicated that several pages received
higher amounts of fixations and durations when compared to all pages of the fourth
learning module. Both pages 3 and 4 had close to maximum values for the fixation count
total metric, the total fixation duration metric and the total visit duration metric as well as
many other metrics. The fixation count total for four students for page 3 was 640 while the
average for all pages was 353 and the maximum for all pages was 659. The total fixation
duration average for page 3 was 25.23 seconds while the average for all pages was 15.61
seconds and the maximum for all pages was 26.83 seconds. The total visit duration average
for page 3 was 68.27 seconds while the average for all pages was 43.29 seconds and the
maximum for all pages was 75.06 seconds. Page 3 provided students a detailed description
of how we performed the performance comparison across the three computing devices we
selected. The fixation count total for four students for page 4 was 659 while the average
for all pages was 353 and the maximum for all pages was 659. The total fixation duration
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average for page 4 was 26.83 seconds while the average for all pages was 15.61 seconds
and the maximum for all pages was 26.83 seconds. The total visit duration average for page
4 was 75.06 seconds while the average for all pages was 43.29 seconds and the maximum
for all pages was 75.06 seconds. Page 4 wraps up the introduction on our performance
analysis. Additionally, this page contains content on the key initialization stage for the
cross-platform implementation of the RSA algorithm. Based upon our analysis these two
pages received significant attention from students in our study.
The analysis indicated that several pages received very small amounts of fixations
and durations when compared to all pages of the third learning module. For example, page
22 had close to minimum values for the fixation count total metric, the total fixation
duration metric and the total visit duration metric as well as many other metrics. The
fixation count total for four students for page 22 was 104 while the average for all pages
was 353 and the minimum for all pages was 24. The total fixation duration average for
page 22 was 8.61 seconds while the average for all pages was 15.61 seconds and the
minimum for all pages was 1.51 seconds. The total visit duration average for page 22 was
14.29 seconds while the average for all pages was 43.29 seconds and the minimum for all
pages was 3.47 seconds. Page 22 provided students with the reference for our fourth
learning module. Based upon our analysis page 22 received little attention from students
in our study.
The fixation count total for page 21 had a count of 318 while the average for all
pages was 353. The total fixation duration average for this page was 15.25 seconds while
the average for all pages was 15.61 seconds. The total visit duration average for page 21
was 39.66 seconds while the average for all pages was 43.29 seconds. Page 21 provided a
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discussed on the second half of our conclusion of the performance analysis discussed in
the fourth learning module. Based upon our analysis page 21 received typical attention
from students in our study.
We studied the total fixation metric and total visit duration metric in the fourth
learning module. The total fixation duration metric revealed that students fixated for
approximately 331 seconds or close to 6 minutes for the entire document and the total visit
duration metric revealed that students spent approximately 920 seconds or over 15 minutes
for all 22 pages of the entire document. Students spent the most time and had more fixations
on pages that described our setup for the performance analysis that we conducted to provide
students a method to understand how the same implementation of cybersecurity algorithms
perform across different devices. Students spent a significant amount of time reviewing the
information on the computational and memory performance setup presented on page 3 and
page 4. Again, the references of the fourth learning module were mostly overlooked by
students. Many pages throughout our fourth learning module received about the same
amount of attention during the eye tracking study from students in terms of fixations and
duration times. Additionally, we did not receive any negative feedback about the fourth
learning module from students in their questionnaires that they completed at the end of
their recording session.
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Figure 6.11. Cybersecurity Algorithms and Performance Measurements Learning Module

6.3

Conclusion of Eye Tracking Research
We employed eye tracking technology to monitor what information in our learning

modules students paid attention to and what content in our learning modules students
glanced over. A goal of our eye tracking research was to improve our four learning modules
to enhance the learning experience for students studying how to deploy cybersecurity
algorithms on electronic devices ranging from traditional computers to devices deployed
in an Internet of Things ecosystem. The eye tracking study of our four learning modules
provided valuable information about how students read our learning modules.
Our analysis of the eye tracking revealed several pages in each document module
received a significant number of fixations and a longer visit duration time when compared
to other pages in each document. The results from several of our learning modules indicate
that students took a longer period of time and have more fixations for relatively new
information that is generally not covered until advanced cybersecurity courses. Students
also appeared to spend more time in the introduction and conclusion section of several of
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our learning modules. Additionally, the eye tracking study indicates that students focused
on the performance analysis setup section of the four learning module. Knowing which
sections of our learning modules students spent more time on and had more fixations will
allow us to enhance these sections to ensure students get the best information on the studied
topics.
Furthermore, several pages of each learning module had a low number of fixations
and a short visit duration time when compared to other pages in each document. The results
from several of our learning modules indicate that students largely overlooked images in
our learning modules. Also, students did not spend a lot of time on the sections that contain
information common to many students studying cybersecurity concepts. Students also
appeared to skip over the references section of several of our learning modules. Knowing
which sections of our learning modules students appeared to glance over and not spend
significant time on will allow us to reexamine the sections and determine if the information
is needed in our learning modules.
The eye tracking study presented us a unique methodology to study how students
read and used our learning modules when developing and deploying their own
cybersecurity algorithms and implementations in the Computer Security course at UAH.
The results from the eye tracking study will allow us to enhance specific sections of our
learning modules. Particularly, we plan to provide more information on cybersecurity
algorithms that is not typically covered in entry level cybersecurity courses but should be
discussed with students in a graduate level cybersecurity course. In addition, we plan to
enhance the introduction and conclusion sections of our four learning modules to provide
students more detailed information. The research revealed that we might need to reexamine
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the images in our learning modules as students did not appear to spend significant time on
the images. Overall, the results from the eye tracking study and student feedback indicate
that our learning modules were overall useful in completing the semester project for the
Computer Security course in the Spring 2016 semester at UAH.
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CHAPTER 7

CONCLUSION AND FUTURE RESEARCH

Cybersecurity techniques are designed to protect sensitive data in-transit and at-rest
across a wide range of electronic devices. Modern cybersecurity algorithms are designed
to operate on devices with substantial computational and memory resources such as
traditional computing devices. However, in the current era people are starting to rely upon
electronic devices with limited hardware resources. Often these devices do not provide the
adequate cybersecurity measures to protect the sensitive data that is collected and
transmitted by electronic devices. In the 21st century, the Internet of Things (IoT) World is
expanding at a significant rate and the devices within the IoT ecosystem have limitations
when applying modern cybersecurity algorithms. The types of electronic devices that are
collecting personal and sensitive information is continuing to grow and diversify at a
significant pace. Despite the importance for students to learn cybersecurity algorithms,
hardly any information is provided to students about which algorithms to utilize and how
to implement the algorithms across heterogeneous devices ranging from personal
computers to small wireless sensor nodes. Students need to understand the performance
limitations of modern cybersecurity algorithms when developing and deploying
cybersecurity solutions for a wide range of heterogeneous devices with different hardware
capabilities. Previous research had not developed a methodology to clearly and easily
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provide students the critical information needed to deploy cybersecurity algorithms to
devices ranging from traditional computers to devices operating within an IoT ecosystem.
It is important that Computer Science students learn how to design, develop and
implement cybersecurity algorithms to protect sensitive data across various types of
computing devices. Students are often overwhelmed in hands-on projects. Leveraging the
previous research completed at universities and research presented at conferences allowed
us to define criteria to develop our learning modules and improve upon the techniques that
are already proven to teach students cybersecurity concepts. Our four learning modules are
designed to provide students a progressive approach to developing and deploying several
cybersecurity algorithms to multiple types of computing devices. We presented the
algorithms, development and demonstration of many cybersecurity algorithms. To
facilitate student learning, each learning module is designed to provide students
background information, a detailed project tutorial, a presentation and a video
demonstration of our source code to help students learn the material.
The ability to reduce the time required for students to understand the differences in
public-key based and symmetric-key based cryptographic algorithms as well as how well
the algorithms perform across various types of devices was a key feature for our learning
modules. We provided two types of implementations of the RSA and AES algorithms for
testing the capability and efficiency of using accepted cybersecurity algorithms. One
implementation set was based upon the Java Security and Cryptographic Libraries and the
other implementation set was our custom built version. The performance analysis revealed
that RSA would have limitations on devices with limited computational resources while
the AES algorithm has limitations on devices with limited memory resources. In addition,
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our learning modules demonstrated to students that manually implementing our own
version of commonly used cybersecurity algorithms has performance and cybersecurity
limitations when compared to relying upon prebuilt libraries for the algorithms. This
demonstrated to students the issues with deploying cybersecurity algorithms to devices
deployed into an IoT ecosystem. In addition, we also studied RC4, SHA-256 and SHA512, message authentication codes and digital signatures. Each of our learning modules are
designed to provide students a step-by-step approach to implementing commonly adopted
cybersecurity algorithms to provide data confidentiality and data integrity.
Computer Science students need hands-on practice to learn how to prevent and
solve cybersecurity issues for computing devices. Students were asked to utilize our
learning modules in the Computer Security (CS 685) at the University of Alabama in
Huntsville (UAH) to help them in a semester long project where they implemented several
versions of modern cybersecurity solutions. Students practiced our learning modules
before starting their hands-on project in the Computer Security course and while they were
implementing their solutions. We asked students to develop their own implementations of
the algorithms we discussed as well as utilize prebuilt algorithms and compare the
algorithms. Students were provided the opportunity to develop their own application that
relied upon many of the cybersecurity algorithms discussed in our learning modules. We
taught students the latest cybersecurity algorithms and challenges with deploying the
algorithms on several types of computing devices.
During our research, we strived to identify and reduce learning obstacles in our four
learning modules that students study to learn how to develop and deploy cybersecurity
algorithms on devices ranging from traditional computer devices to devices deployed into
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an IoT ecosystem. One of our goals during this research was to determine if information in
our learning modules was confusing or if information was overlook by students. We
wanted to identify bottlenecks in our learning modules. This research revealed that several
researchers are relying upon eye tracking technology to study eye movements in order to
determine what people are thinking about when they are viewing content. During this
research, eye tracking technology was used in the Computer Security course to record eye
movements of students while they read our learning modules. Our study allowed us to
determine which sections of our learning modules students spent more time on and which
sections were skipped over during our eye tracking study. Our research using eye tracking
technology revealed that students typically paid more attention to pages in our learning
module with content that is relatively new information that is generally not covered until
advance cybersecurity courses and in the introduction and conclusion of each learning
module. Also, our eye tracking study revealed that students paid little attention to pages
with commonly known cybersecurity concepts. Our future research will include updating
our learning modules with more information on cybersecurity algorithms that is not
typically covered in entry level cybersecurity courses but should be discussed with students
in a graduate level cybersecurity course. Furthermore, our future research with the eye
tracking technology will focus on developing a more controlled and detailed experiment to
reduce any potential variations. Future research may utilize more objective questionnaire
test designed for each learning module to evaluate how much information from each
learning module students absorbed. Our overall goal was to utilize eye tracking technology
to study students’ attention when reading our learning modules. Overall, the results from
the eye tracking study and student feedback on their semester project indicated that our
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learning modules were useful in completing the semester project for the Computer Security
course in the Spring 2016 semester at UAH.
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APPENDIX A
EYE TRACKING STUDY

Figure A. 1. UAH IRB Approval
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Figure A. 2. Eye Tracking Study Instructions
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Figure A. 3. Study Questionnaire Form Page 1
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Figure A. 4. Study Questionnaire Form Page 2
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