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RESUME 
· Cette étude s'inscrit dans le contexte du nouvel hôpi-
tal mi1itaire de Bruxelles et concerne spécifiquement le sys-
-, 
tème transactionnel. Celui-ci reprendra des applications 
existantes du "Service de Santé" et supportera, en plus, des 
applications de gestion hospitalière. Sur la m~me machine, 
d'autres applications en batch et en remote-batch sont prévues 
mais nous ne les prenons pas en considération, dans cette 
étude. Le problème est de définir l e s moyens, tant matériel 
que logiciel, de ce système et d'évaluer les performances de 
la configuration que nous dessinerons. 
Le choix des terminaux ainsi que de leurs emplacements 
a été effectué dans des études précédentes. Il e n ressort que 
le futur réseau se scinde en deux parties : un -réseau externe 
dont les terminaux sont répartis dans les principaux centres 
et hôpitaux militaires de Belgique et d'Allemagne, et un r é -
seau interne à l'hôpital de Bruxelles dont les terminaux se 
répartissent aux points où les informations de gestion sont 
saisies ou restituées. 
Pour concevoir une configuration, il faut certaines 
connaissances des applications : t ypes de transactions, fonc-
tions à exécuter dans le CPU par transaction, acc ès aux fi -
chiers et volumes des transactions par t e r mi.naux. Ces der-
niers, bien qu'approximatifs, sont très i mportants pour la 
déf i nition des moyens. A l'aide de ces r e nseignement s , nous 
établirons une configuration de r éseau : logiciel de s te rmi-
naux, logiciel de télétraitement de l ' ordinateur, logicie l du 
front-end processor et un schéma des lignes en fonction de s 
emplacements physiques des te rminaux et du volume des tran-
sactions. 
Dans les connaissances actuell es, nous avons à no t r e 
disposition deux moyens pour e st i~er l es perfo rmance s du sys -
tème : le calcul analytique et l a s imulation. Le cal cul ana -
l y tique donne de bons résultats , pour autant qu' au cune r e s sour-
ce n'atteigne une charge critique . Hou~ avons choisi la 
simulation parce qu'elle permet de juger ·des situations ambi-
gùës qui résultent du calcul analytique. Le modèle de simula-
tion est caractérisé par la présence de trois blocs indépendants 
l'horloge multiple, le programme de gestion de lignes et les 
applications. L'horloge met des demandes de polling pour le 
PGL, le PGL transmet des messages vidéo et imprimante et les 
applications utilisent les ressources du CPU et des disques 
pour compléter ou consulter les fichiers. 
Pour exploiter les résultats de la simulation, nous 
essayons d'abord de valider le modèle en approchant des résul-
tats de la si~ulation par un rapide calcul analytique. La 
simulation a sous-chargé certains terminaux, ce dont nous 
avons tenu compte pour l'analyse des résultats. Le CPU et les 
disques ne posent pas de problème au point de vue de leur 
charge. Certaines lignes, par contre, atteignent une charge 
critique. Les lignes du réseau externe pourront accepter 
leur charge théorique sans dégradation importante du temps de 
réponse, sauf pour la ligne de la Gendarmerie qui devra passer 
de 4800 à 9600 bps. Pour le réseau interne, la situation est 
différente : certaines lignes accusent des temps de réponse 
pour lesquels l'écart-type est très important. Cela nous a 
amenés à proposer une nouvelle configuration de ligne pour le 
résoau interne. 
Pour le futur, on pourra affiner les temps de service 
du CPU par applications. Lorsqu'on connaitra plus de détails 
sur les applications, on pourra étudier les répartitions des 
longueurs des messages selon les applications et les terminaux. 
Il serait également intéressant de changer les valeurs d~ nos 
paramètres par celles obtenues chez quelques constructeurs 
pour une praiàl'e évaluation des performances de leur configu-
ration. On peut prévoir une modélisation de réseaux plus 
complexes ayant des concentrateurs ou des lignes en boucle s. 
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Le présent travail s'inscrit dans l e cad re de l'infor-
mat i sation du nouvel hôpital militaire de Neder-Over -Hembeek 
(Bruxelles) dont l'ouverture est prévue dans le courant de 
l 'année 1980. La présence de l'informatique dans les grands 
hôpitaux est devenue nécessaire, compte tenu des progrès de 
la médecine, du caractère urgent de l'obtention de certains 
antécédents médicaux et des besoins administratifs et médico-
administratifs. 
L'informatisation de la médecine militaire a débuté , il 
y a huit ans, par l'automatisation des dossiers médicaux de s 
~il i tai res de carrière et des gendarmes. Cette application 
f on ctionne depuis cinq ans en mode transactionnel, ave c pos t es 
r épartis dans les centres et hôpitaux militaires de Belgi que 
e t d'Allemagne. Avec le transfert de l'hôpital à Neder-Ove r-
Hembeek, les responsables de l'implantation ont pensé faire 
appel plus largement à l'informatique. 
Les objectifs visés par les responsables sont: 
- la reprise des applications existantes, concernant l e 
dossier médical 
- l'informatisati on de la ge s tion hospitalière 
- la surveillance permanent e de patients (moni to ring) 
Ce s tro i s premiers objectifs devront § t r e a t te int s dès l 'ou-
ve rture de l 1 h8pital, dans le courant de l ' année 1 980. 
lJ 1 aut r e s objectifs sont p r évus et seront réalisés par la suite 
- l' automatisation du système laboratoire 
- l'interprétation automat i que d'électrocardiogrammes (ECG) 
- l'in terconnexion de s trois systèmes , laboratoi re, moni-
toring et ECG, à l 'o rdinateur de gestion hospitalière. 
Le s quest ions au su jet d'un tel sys t ème sont nombreu-
ses : intég r a t ion du système dans le fonctionnement génér a l 
de l 1 h8pital , choix app roprié des terminaux et des "t_ , pes de 
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matériel, flux des informations, sélection des applications. 
D'un point de vue purement informatique, l'établissement du 
système envisagé amène de nombreux problèmes intéressants 
mais qui sortent du propos de ce travaïl. Nous étudierons 
la partie transactionnelle du sys tème, à sagoir la reprise 
des applications du dossier médical et la gestion hospitalière. 
Nous ne nous pencherons pas sur le système transactionnel du 
laboratoire parce que celui-ci forme un système autonome et 
qu'il comporte peu de postes transactionnels par rapport au 
système principal. L'interconnexion des systèmes laboratoire, 
ECG et monitoring au système de gestion hospitalière est 
prévue en remote-batch; les transferts de fichiers se feront 
en dehors des heures normales d'ouverture du conversationnel. 
Nous ferons l'hypothèse que le système étudié supporte 
uniquement le transactionnel; il faudra donc corriger les 
conclusions sur le matériel du site en fonction de l'importan-
ce du batch et du remote-batch. Dans une première phase, il 
faut approfondir l'étude des applications : leurs exigences 
en fichiers, en fonctions exécutées par le processus. Ceci 
a été réalisé par l'analyse fonctionnelle et nous ne dévelop-
perons pas ce dernier point. Par la suite, le concepteur 
doit préciser ses besoins en performances prix, charge du 
système et temps de réponse. En fonction de ces n ~cessités, 
il faut encore déterminer quel e st le type de logiciel néces-
s aire pour le télétraitement, que ls sont les types de liaisons 
possibles entre les terminaux et l'ordinateur de traitement. 
Parmi les nombreuses questions, nous nous proposons de 
r épondre à celles qui nous permettront de définir et de con -
cevoir une première configuration du r éseau et d'en mesurer 
les performances. Les résultats que nous obtiendrons pourront 
@tre utiles dans la rédaction du cahier des charges et dans 
les discussions avec les cons t ructeurs. 
Nous présenterons l' ensembl e du système informatique 
de l'hôpital, puis nous définirons le transactionnel dans l a 
gestion hospitalière et dans l' app lication des dossiers médi-
caux, pour en comprendre le fonctionnement et, surtout, pour 
déterminer l'importance du réseau. Ces connaissances nous 
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permettront de concevoir un réseau: schéma et type des lignes, 
types de logiciels côté terminal et côté ordinateur de traite-
ment. Par la suite, nous évaluerons les performances du ré-
seau. Les paramètres de performances peuvent être évalués 
tout au long du cycle de vie du projet : par le calcul analy-
tique et la simulation lors du développement, par les tests 
au moment du démarrage et des mesures lors du fonctionne ment 
du système. Dans notre situation, nous ne possédons comme 
outil que le calcul analytique et la simulation. Le calcul 
analytique, par la théorie des files d'attente, fournit de 
bonnes estimations, mais la simulation la précise, surtout 
lorsqu'une ressource devient critique. Nous reviendrons sur 
ce point dans le chapitre : "Evaluation des performances". 
4. 
CHAPITRE I 
PRESEHTATION DU SYSTEME 
Le présent chapitre montre ce que sera le futur systè-
me informatique du nouvel hôpital milj_taire, vers 1982 . Dès 
l'ouverture de l'hôpital, ce système reprendra les applica-
t ions existantes du "Seryice de Santé". En plus, on y commen-
cera l'exploitation de nouvelles applications : la . gestion 
hospitalière, l'automatisation du système laboratoire et la 
su~~eillance intensive de patients (monitoring). L'année 
suivante verra l'installation du système d'analyse des élec-
trocardiogrammes (ECG). Vers 1982, on prévoit la liaison 
des systèmes laboratoire, ECG et monitoring à l'ordinateur de 
ge stion. Il est prévu, hors projet, un système de téléphones 
de saisie. 
1. Application existante. 
Dans la première phase d'informatisation de la médecine 
mi l itaire, les autorités responsables ont été amenées à l' é -
t ablissement d'un suivi médical pour les militaires de carriè-
re et pour les gendarmes. Ce dossier comporte un grand nombre 
de caractéristiques médicales concernant les individus , ainsi 
que des résultats d'examens médicaux d 'aptitude. 
Les buts de 1 1 application "Doss j_er Médical Individuel " 
( Ufü) sont : 
la constitution et la mise a jour d'un sui v i méd i cal 
pour tous les milita ires 
l'apport de tous les antécédents médicaux n écessajres au 
médecin pour l'établisseme nt de son diagnostic 
- le repérage, au niveau de s cent r es de recrutement, des 
inaptes qui se présentent à plusieurs postes 
Le réseau actuel est repris à la figure I~1. 
Ville Cent r e 
Bruxelles CRS 
Bruxelles DAILLY 
Bruxéll.es O !A GEHUZRT 
Bruxell es Gendarmeri e 
Bruxelles Hôpital militaire 
Namur Castmed 
Namur Cmedpara 
Os te nde Cnavmed 
Ostende Hôpita l mi lita ire 
Cologne (RFA) Hôpital mi lita i r e 
Soes t (RFA) Hôpital mi litaire 
Anvers Hôpital mil itaire 
Lj_ège Hôpital mili t a ire 
Terminaux: 
A Vi déo de dialogue 
B Har d - copy 





























F'ig . I-1 Répa r ti t ion actuel1e de s terminaux pour TP-IMD. 
Au niveau des centres ae re crutement (CHS , Gendarmerie , 
CMA et CNAVMED ) , l'opérateur effectue une procédure de 
11 CAN1J I DATUI-Œ" lors de la présentation d'une personne. Cet te 
procédu re permet le repérage des inaptes qui se seraient déjà 
présentés à un autre ce ntre de re crutement : elle r e cherche, 
en temp s r éel, dans le fichier IMD, une liste de pers onnes 
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répondant à certains critères. Lorsqu'un individu est accepté, 
les premiers renseignements sont enregistrés dans le fichier 
IMD. Lors des différents examens médicaux que subira cette 
personne, un opérateur ajoutera, en temps réel, au fichier 
IMD, les nouveaux renseignements par une procédure de 
"COLLECTE". Après une série de collectes concernant un m~me 
examen pour plusieurs individus, l'opérateur vérifiera, par 
une procédure d' "INTERROGATION", le contenu des différents 
segments qu'il vient d'introduire. Il compare visuellement 
l'information affichée sur l'écran et l a fiche remplie par le 
médecin. En cas d'erreur, il recommence une proèédure de col-
lecte pour le segment fautif. Là où l'équipement l e permet 
- c'est-à-dire, s'il y a une imprimante ou un hard-copy - l'o-
pérateur peut demander une impression sur papier, en colle c te 
comme en interrogation. 
Le fichier IMD a une structure de séquentiel indexé 
var iable. (voir Annexe A) 
2. Développement futur. 
Applications internes au nouve l hôpital militaire de Bruxelles . 
2 .1 . Qbjegtif~ ~o~ 
2.1.1 . Démarrage de la gestion hospitalière. 
La ge stion hospitalière comporte quatre volets : 
- la ge stion d'occup a tion: optimisation de l'attribution 
de s emplacements en fonction des soins à accorder et 
de la disponibilité des l its 
- la gestion administrative : comptabilité et factu r a tion 
- la gest ion médico-adminis t rative : concerne l'ad~i s s ion 
en hospitali.sation, la r éception en consult ation e t 
l'entrée en expertise 
- la. gestion des prestations : introduct ion , dans le sys tè -
me , des prestations e f f ec h .:ées dans les dif f é r en ts 
:=;ervices. 
7. 
2 .1. 2 . Automatisation du système laboratoir e. 
Les fonctions du laboratoire sont: 
l'exécution des procédures de gestion journalière 
- planification des analyses 
contrôle de réception des échantillons 
- enregistrement des demandes 
- validation et exploitation des résultats 
l'acquisition et le traitement, en temps réel, des signaux 
en provenance des équipements de dosage automatique, et 
en différé, des autres résultats. 
2 .1 .3 . Système monitoring. 
Le s rôles du monitoring sont les suivants 
- surveillance permanente de patients 
- analyse des paramètres médicaux 
- dé termination de l'évolution des paramètres médicaux pour 
devancer l'alarme 
Le s ystème ECG a comme f onction, l'analy se de s élec-
t r ocardiogrammes ( 90 7~ batch, 10 1/; temps r ée l ). 
2 . 3 . Qb j e~tif~ ~2_: liaison des systèmes l abo rat oi r e, ECG e t 
monitoring à l'ordinateur de gestion. 
Les r enseignements ob t enus pa r ces différen t s sys t èmes 
Si-:ron t t r ansfé rés vers l es fichiers méd i caux de l 'ordinateur 
de bc st ion, en r emote-batch . 
Dans l e futur, des t él éphones de s a j_sie s e ron t i ns t a l lés 
d a1 1s l e s uni t és de s oins et des se rv i ce s de consultation , pour 
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l'enregistrement des prestations. 
La figure I-2 représente 1 1 ensemble du sy stème infor-
matique de l'hôpital militaire ve r s 1985 
La suite du travail sera consacrée à l'étude du système 
tran s actionnel: appltcations IMD et ge st i on hospitalière. 
Le tab l eau I-3 montre la répartition des terminaux pour les 
applications IMD et gestion hospitalière, suivant les lieux 
e t l es types. 
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1 • Réseau externe. 
Ville Centre 
Bruxelles CRS 






Cologne (RFA) Hôpital militaire 
Soest (RFA) Hôpital militaire 
Anvers Hôpital militaire 
Liège H8pital militaire 
Ostende H8pital militaire 
2. Réseau interne. 
Lieu 
Aa:nission en hospitalisat i on 




Aàmission en urgence 
A Vidéo de dialogue 
B Hard-copy 




















D Imprimante programmable avec front-feed 
E Estampeuse 
Tableau I -3 
10. 






















DEFINITION DU SYSTEME THANSACTIONNEL 
Le chapitre précédent a permis au lecteur de se faire 
une idée de l'ampleur du futur système informatique de l'hôpi-
tal militaire. Ce chapitre l'éclairera sur le fonctionnement 
du système transactionnel: type de transaction, fonctions 
exécutées par les applications et les principaux fichiers uti-
lisés par celles-ci. De plus, un élément important décidera 
de l 'importance du système : ce sont les volumes. Les volumes 
r eprennent l'activité des divers terminaux: nombre de procé-
dures exécutées, nombre de dialogues nécessaires pour réaliser 
complètement une telle procédure. On imagine sans peine, que 
l es volumes détermineront, pour une large part, la configura-
tion du r éseau futur. 
1. Transactions. 
Dans la suite de l'exposé, nous appellerons "transaction" 
- sauf stipulation contraire - un aller et retour de messages 
entre le terminal et l'ordinateur, et nous réserverons le 
terme "procédure" à la r éalisation complète d'une f onction 
une fonction s 1 effectue donc en plusieurs transactions. 
Il a été convenu, dès les premiÈ:res analyses, que le 
dialogue serait guidé par grilles. L'intér@t de ce choix ré-
side dans la clarté et la facilité d'utilisation pour un opé-
r ateur. Celui-ci de~ande, pour i niti.aliser une procédure, u·n 
formulaire adminis tratif qui lui per~et tra de choisir la pro-
cédure désirée. Ensuite, lors du dialogue, l'opérateur com-
plètera ou recevra, au fur et à mesure du déroulement de la 
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procédure, des grilles qui lui indiqueront les significations 
des zones de l'écran. 
2 . Fonctions. 
L'analyse fonctionnelle a fait ressortir les beso ins de 
procédures, en temps réel, reprises dans les annexes B et C. 
L'annexe B reprend les procédures dialoguées au vidéo. L'anne-
xe C reprend les procédures d'impression qui sont demandées 
par programmation, au cours de procédures transactionnelles , et 
qui se dé roulent de façon asynchrone par rapport à la procédu-
re d j_aloguée. Ces dernières procédures entrent dans l' appli -
cation temps réel car les documents demandés doivent §tre dé-
livrés dans les minutes qui suivent l'introduction de la de-
mande, pour les documents 53 à 58. Pour les procédures 51 et 
52, les délais peuvent ~tre plus longs, mais elles intervien-
nent, dans le temps réel, comme éléments perturbateurs en aug-
mentant la charge des lignes, du CPU et des disques, et donc 
le temps de réponse. 
Comme nous l'avons dit plus haut, les dialogues entre 
l'opérateur et la machine seront guidés par grilles. Les 
fonction6 se déroulent suivant le processus du dialogue. Ces 
procédures sont détaillées en annexe D: 11Description des 
proc édures 11 • 
3. Fichiers. 
Il ressort de la description des fonctions que les 
fichiers nécessaires sont : 
- fichier IMD: séquentiel indexé variable 
- fichier des formulaires ou grilles : doit permettre un 
accès direct 
- fichier des mouvements (MVTS) : écriture séquentie l l e 




Les volumes repris en annexe E représentent les nom-
bres de procédures que supporte un terminal. Dans la colonne 
"CADENCE", nous trouvons les d étails des volumes par terminal 
et par procédure. 
Pour les postes existant actuellement, les nombres de 
procédures (colonne "NOMBRE") sont donnés en moyenne et en 
écart-type par jour pour les autres, nous ne trouvons qu'une 
moyenne ou un maximum par jour. 
Les nombres moyens ou maxima ont été obtenus à partir de rele-
v f s effectués à l'hôpital actuel, et ont été corrigés pour un 
hôpital plus important. 
Dans la colonne "CADENCE" , les cadences maximales horai-
res, le matin et l'après-midi, représentent les rythmes cal-
culés pour effectuer le travail journalier en huit heures. 
Pour les centres moins importants (par exemple Evere), la ca -
dence indique un rythme raisonnable pour l'opérateur afin de 
ne pas le distraire pendant son travail. 
Nous devrons tenir compte de ce que ces chiffres repré-
sentent des maxima pour les calculs de nos propositions de 
configuration. 
La colonne ''n" indique le nombre moyen de segments col-
lect és ou interrogés dans l'application IMD. Nous remarquons 
que pour une m~me proc édu r e, ce nomb r e peut varjer d'un poste 
a 1 1 aut:re. 
Les chiffres donn és permettent de suivre l'encha inement 
des procédures vidéo, aj_nsi que l e s éventuelle s impressions 
de do cuments ou estampage de badges, suivant la procédure 
engagée et le pos te éme tteur. 
Exemples : 
1 ° Une collecte ave c impress ion (proc r~dure n ° 2 ) implique 
l'imp r ession de l' extrait H fü (p;1o c tiC1ure n° 52 ). 
CMA, Genda r :nerie, Cl'fülJPAnA, CIJ AVMED. 
2° Une admi ssion en expertise phase 1 (proc édure n° 9) i ~µ l i -
que l'estampage d 'un badge d ' hospitalisation (p rocédure n° J7 ) 
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sur l'estampeuse du centre d'estampage. 
(la somme des procédures n° 9 au CRS et à l'admission en 
expertise est égale à la somme des badges d'hospitalisation 
sortis aux estampeuses de la centrale des badges) 
1 5. 
CHAPITRE III 
ETUDE D-1 UNE CONFIGURATION 
Dans les chapitres précédents, nous avons d éfini les 
objectifs et les fonctions du réseau. Maintenant, nous allons 
proposer une première configuration capable de satisfaire 
les buts que nous nous sommes fixés et dont nous mesurerons 
les performances par la suite. 
1 1 1 
De cette configuration, nous allons étudier les terminaux, 
spécialement les fonctions qu'ils assument entre la ligne et 
l'écran-clavier. A l'aide des volumes, nous proposerons un 
schéma des lignes, compte tenu des dispositions et des charges 
de chacun des terminaux ou groupes de terminaux. 
Du côté de l'ordinateur, nous étudierons son logiciel: le 
contrôle du système de temps r éel, le contrôle des lignes 
et le front-end processor, les files d'attente, l'allocation 
des buffers d'entrée-sortie télétraitement et quelques autres 
hypothèses. 
1. Les terminaux. 
Le rôle des terminaux est la co~munication Llirecte 
entre l'ordinateur et l'homme ; ils jouent donc un rôle 
important. 
Comme nous l'avons dit plus haut, le dialogue entre 
l'opérateur et l'ordinateur se ra guidé par grilles. Le 
terminal recevra de la ligne, une suie d'environ 1200 carac-
tères qu'il devra afficher, c'est-à-dire découper le message 
en ligne s et les lignes en zones, pro t égées ou non, et ajou-
ter les caractères blancs nécessaires. 
La première solution serait d'envoyer le texte comple t avec 
blancs et caractères de début et fin de zone protégée. 
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Un~ seconde solution serait d'envoyer sur la ligne uniquement 
des caractères de texte accompagnés de caractères de contrôle. 
Le terminal, par son unité de contrôle, déchiffre le message 
et intercale les blancs nécessaires. 
La troisième solution consisterait en l'émission d'un numéro 
de grille et du texte de réponse. A partir du numéro de gril-
le, le terminal va lire la grille demandée dans le fichier 
des grilles, enregistré sur un support magnétique à accès di-
rect, connecté au terminal. 
Si cette dernière solution est avantageuse au point de vue 
ae l'équilibre des charges dans les deux sens sur une ligne, 
elle a le désavantage de demander un terminal plus complexe. 
Quant à la première solution, elle a l'avantage d'~tre plus 
simple du côté terminal, mais elle a le désavantage d'augmen-
ter la charge de ligne. Elle peut avoir besoin de recourir 
à une ligne plus rapide, donc plus coûteuse. 
En première approche, nous prendrons donc un vidéo 
qui, en plus des fonctions élémentaires, assurera les fonc-
tions suivantes 
- formattage du message 
- éd i tion des messages 
- protection de zones 
- verrouillage du clavier pendant l'attente d'une réponse 
de l'ordinateur 
Si l'analyse des charges de ligne nous permet d'opter pour 
une configuration en multipoint, les vidéos devront comporter 
un buffer qui mémorisera les messages en entrée et en sortie. 
Les imprimantes choisies sont bufferisées de façon à contenir 
une ligne d'impression; les estampeuses comportent un buffer 
pour un badge complet. 
Le processus de transmission dépend du constructeur et du 
type de terminal. Il ne nous est pas loisible, dans le ca-
dre de notre exposé, de décider du choix d'une procédure 
synchrone ou asynchrone. 
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2. Les lignes. 
Pour nous permettre de décider des lignes nécessaires, 
nous calculerons les charges de lignes qu'entra1nent les pro-
cédures pour chaque lieu. Nous avons o_irec tement regroupé 
sur une même ligne, les terminaux se trouvant d ans un même 
local, pour le réseau interne, et dans un même bâtimen t , 
pour le réseau externe. Pour le calcul des charges, nous 
avons pris en considération le maximum de procédures que 
peut effectuer un opérateur en une heure de pointe ; ces 
nombres sont repris dans la colonne "CADENCE " du tableau 
de s volumes en annexe E. 
Pour préciser notre idée, prenons un exemple. 
Au CRS, le poste n°1 (voir tableau - annexe E ) effectuera en 
une heure, 13 procédures CANDIDATlfrŒ, plus 13 procédures 
COLLECTE SANS IMPHESSION, plus 13 proc édures INTERHOGATION 
SANS IMPRESGI ON. 
La charge pour ce poste sera, pour une ligne de 4800 bps 
(8 bits par caractère - par procédure COLIBC1E ) : 
13 ( 20 X 2 + 200 + 3 X 1200) X 8 X _1 _ _ 0 023 - 2 3 o/ X 4800 3600 - ' - ' 1J 
Comme le poste n°2 effectue la même procédure à l a même caden-
ce , la charge pour cette p rocédure sur la ligne sera de 0,046t 
s oit 4,6 7~. 
Pour les autres postes, veuillP-z vous reporter a l ' annexe F 
charges de lignes. 
En fonction des différentes charges, nous proposons 
une première configuration de lignes - lignes half-duplex. 
Pour ne pas avoir un temps d 'attente de ligne trop important 
par rapport au temps de service ligne, nous considérerons 
qu 'une ligne est suffisamment chargée lorsque la charge avoi-
sine 40 %, vu les connaissances actuelles : débits maxima , 
me ssages de longueur maximale. 
Justifions par la formule de Kint chine-Pollaczek: 
1 lor~que les arrivées forment un processus de Poisson ( l e temps 
entre les arrivées suit une loi exponentielle), nous obtenons : 
e 18 . E (t) E (t ) = 1 w -f s 
où e = la charge de ligne 
t = le temps d'atten t e w 
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Par ce graphique, nous voyons que pour p ~ 45 %, une 
faible augmentation de p fait augmenter très fortement le 
facteur f!./ 1 - f, tandis que pour e L 35 % , le facteur f / 1 - {> 
est moins sensible aux légères variations de (> • C'est donc 
pour une raison de stabilité que nous prendrons une charge 
qui avoisine 40 %, au maximum. 
En fonction des charges par lieu, nous proposons la 






4. Namur : CASTMED 
CMEDPARA 
5. Ostende C1'!AVMED 
H.M. 
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Soest 
7 . Anvers+ Liège 
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9. Adm. Expertise 
10. Centre Estampage 
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1. Actue llement, les vj_d ,:;os oe l a Cendarmerie sont r eliés 
au cen t re ae tra itemen t par une l.j u1e c1e 4800 bps qui ùonne 
satisfaction . Pour cette r aison, nous prenons une ligne de 
4800 bps , malgré la charge de 50 %. 
2 . La ligne n° 6 vers 1 1 Allemagne est une lj_gne qui sup -
porte une charge provenant d ' au tres c0.ntres et qu i n'ent r ent 
pas dans noLre sujet. I l est bien (~vide nt que si cette li-
gne étai t rapide , la charge prise par l'applicat ion IMD di-











hors application IMD, nous avons pris la ligne minimum pouvant 
supporter la charge. Il nous faut également tenir comp.te 
d'une vitesse raisonnable pour l'affichage sur l'écran. 
3. L'ordinateur. 
Nous prenons comme hypothèse, une machine fictive sa-
chant travailler en batch. Nous nous proposons de définir un 
software minimal pour supporter le réseau télétraitement et 
le temps réel. La machine que nous définirons peut ne pas 
exister dans les gammes actuelles des constructeurs. 
Le contrôle du système temps réel comporte trois 
parties : 
- une horloge multiple 
- le programme de gestion de ligne 
- les programmes de traitement des données. 
L'horloge multiple a pour but de mettre, dans une file 
d'attente devant une ligne, une demande de polling toutes les 
ti secondes (t1 peut varier pour chaque ligne). 
Le programme de gestion de ligne se compose lui-m~me 
de plusieurs parties : 
- un programme d'analyse de la file d'attente des demandes 
d'entrée-sortie vers la ligne. Les demandes d'entrée-
sortie sont classées par priorité et, pour une même p rio -
rité, suivant la discipline FIFO. Les demandes d'entrée-
sortie sont, par ordre de priorités décroissantes : 
- demande d'adressage des vidéos 
- demande de polling des vidéos 
- demande d'adressage des imprimantes. 
- des programmes d'écriture ou de lecture sur les terminaux. 
Les programmes d'applica tion ou de traitement è.e don-
nées analysent les messages : tests de validation de données, 
mise et recherche sur disque et traitement de mise à jour de 
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la base de données pour certaines procédures. 
PrinciRe de fonctionnement_: figure III - 4 
L'horloge met une demande de polling pour la ligne Li dans la 
file d'attente Q1 (1). Lorsqu'il reçoit le contre1e, le dis-
tributeur de t~ches Di analyse la demande dans la file (2) et 
la reconna1t comme une demande de polling. Le programme de 
polling se déroule suivant les données de la zone Ci (4) con-
tenant les caractéristiques des terminaux et unités de contrô-
le de lignes, la procédure de transmission, la liste de polling, 
la zone de mémoire pour la réception et/ou l'émis sion des 
messages, etc •.• 
Le message, entré en mémoire, est mis sur disque (5) et une 
demande de traitement est mise dans la file d'attente du 
programme d'application demandé (6). Le distributeur Dn+k 
analyse la demande dans sa file d'attente et prend la demande 
de plus grande priorité (7). 
Le programme correspondant est chargé, si n écessaire, en mé-
moire (8), le message est amené en mémoire dans la zone de 
travail du programme (9). Après traitement, le message à 
envoyer est mis sur disque (10) et une demande d'adressage 
est mise dans la file Qi (11). 
Lorsque le distributeur reçoit la main, la demande est analy-
sée (12) et il passe le contrôle au programme d'adressage (13). 
La tâche d'adressage envoie le message verp le terminal (14). 
Du fait de la configu ration en multipoint, la dis ci-
pline de ligne doit ~tre gérée par l'ordinateur. Cette dis-
cipline travaille par polling et adressage. Le contrô l e de 
ligne peut être effectué par p rogrammat ion de l'uni té cent r a -
le ou peut être g éré par un ordinateur frontal. Dans ce cas , 
l'unit~ centrale donne l'ordre d'entrée-sortie ligne à l' uni-
; 
té de ~ontrôle qui prend en cha r ge toutes les fonc t i ons de 
transmission. Pour des raisons de coût et de simplicité , 
nous choisissons le contrôle de ligne assuré par p r ogramm, t ion 
HORLOGE 
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c e l'unité centrale. Si la charge du CPU était trop forte, 
il y aurait lieu soit d'en augmenter la puissance, soit· de 
fa i re appel à un ordinateur frontal qui puisse prendre en 
charge les télétransmissions. Les fonctions assurées par 
l'unité de contrôle de ligne peuvent être plus ou moins nom-
breuses suivant son intelligence, .mais elle assure au moins 
les fonctions suivantes : 
- détection des erreurs de transmission 
- conversion de codes (éventuellement ) 
- détection de fin de message 
- assemblage de bits en caractères 
- décomposition des caractères en suite de bits. 
Cette unité interfère sur le CPU lors de l'entrée (sortie) de 
chaque caractère en mémoire centrale : cela provoque une inter-
ruption qui donne l'accès à la mémoire pour le F. E. P. afin 
qu'il puisse entrer le caractère. Par exemple, pour une ligne 
Ge 4800 bps (= 480 caractères par seconde), le programme en 
cours sera interrompu, pour un cycle, toutes les 2 millise-
condes. 
Le nombre de fonctions effectuées par le F. E. P. augmente 
avec son intelligence : 
- assemblage des caractères en messages et transfert d'un 
message complet vers la mémoire centrale 
- préparation d'émission de messages : adresser le message, 
ajouter les caractères de synchronisation 
- compactage des messages : pour limiter le nombre de 
caractères à émettre sur la ligne, le mess age est codé. 
Il est évident qu'il faut une unité qui effectue le 
décompactage dans l'unité de contrôle du terminal. 
- découpage des messages en blocs : il exis te une longueur 
optimale pour la transmission. Cette technique permet 
ae minimiser le temps de transmission d'un message en 
fonction de la longueur de ce message et de la proba -
bilité d'erreur de transmission sur la ligne. 
Pour la suite de notre exposé, nous prendrons un 
F.E.P. assurant: 
- la d étection des erreurs de transmission 
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la conversion de codes 
la détection de fin de message 
- l'assemblage de bits en caractères 
- la décomposition des caractères en suite de bits 
l'entrée des caractères un à un dans la mémoi r e centrale 
Notre choix est guidé par le faible nombre de terminaux e t l a 
simplification du matériel et du logiciel. En effet, plus un 
réseau est complexe, plus il coûte au démarrage, à l'exploi-
tation et à la maintenance. 
Dans le contr6le du système, les files d'attente 
jouent un rôle très important, car une demande peut trouver 
la ressource désirée occupée. Il y en a devant les lignes 
(Q1 - Q2 : figure III - 4), devant les programmes d'appli -
cation (Qn+k) et d'autres appartenant au système d'exploi-
tation mais qui sortent de notre propos. 
Les demandes dans une file d'attente doivent contenir 
au moins : 
- le numéro du programme de traitement 
- la longueur du message 
- le message lui-m~me 
- le numéro ou l'adresse du terminal émetteur ou récepteur 
le niveau de priorité de la demande 
Eventuellement, pour des raisons de sécurité , on peut y ajou-
ter l'identification de l'opérateur. 
Ces files d'attente peuvent résider 
- entièrement en mémoire centrale 
entièrement sur mémoire auxilliaire à a ccès direct 
- en mémoire centrale avec débordement su r disque 
Il est également possible de mett re l 'en-tête de la demande 
en mémoire centrale, suivie de l ' adre ssage où se trouve le 
message lui-même, sur mémoire auxili a ire à accès direct. 
Il n'est pas de notre propos de donner une solution de 
gestion de files d'attente. Toute solution nous pa ra1t, à 
priori, bonne si elle permet 
- le repérage d'une demande de plus gr ande prior ité , pour 
L 
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une tâche particulière 
- une optimisation de l'espace mémoire - centrale et auxi-
liaire - occupé 
La routine de gestion des files d'attente, que l les que soient 
la file et la discipline de gestion, doit se trouver au niveau 
superviseur ou au niveau de plus haute priorité par rapport 
aux autres routines du moniteur de télétraitement. 
3.4. Allocation des buffers d 1 entrée-sortie_télétraitement. 
Le message, en entrée comme en sortie, doit être mis 
en mémoire centrale après ou avant transmission. La zone de 
m~moire peut @tre allouée de différentes façons dont nous pré-
senterons les plus courantes. L'utilisateur n'est pas tou-
jours libre du choix de la méthode qui lui procurera le meil-
leur rendement, car il peut @tre lié par l'utilisation d'un 
programme de gestion de ligne, fourni par un constructeur. 
Pour estimer la taille de la mémoire, il est né cessaire de se 
fixer une première discipline d'allocation de mémoire, quitte 
à la réviser lorsqu'on conna1tra le programme de gestion des 
buffers d'entrée-sortie ligne du constructeur choisi. 
Les quatre techniques les plus courantes sont 
1. Allocation statique : une zone fixe est allouée en perma-
nence pour chaque ligne et sa dimension égale le plus 
long message. 
2. Allocation d'une zone de longueur égale au plus long mes-
sage, lors de l'entrée ou de la so r t ie du message. Le 
bloc est retenu jus qu'à la fin de transmission e t 
ensuite retourne au pool. 
3. Idem que 2 mais l e s l ongueurs diffè r ent à l' ent r ée et à 
l a sortie : à l'entrée, on réserve une zone de l ongueur 
égale au plus long message en ent r ée ; pour la sortie , 
elle égale le pl us long message en sortie. 
4. Allocation par bl oc s : la zone d'entrée-sortie ligne e st 
divis ée en bloc s de l ongueur inférieure à celle de la 
plupart des mes sage s . Un bloc est assigné à une ligne 
lorsqu'il y a début d' arrivée de message. Lorsque le 
27. 
premier bloc est plein, un autre bloc est pris de la 
réserve et chaîné au premier pour recevoir la su~te du 
message. 
La figure III-5 illustre la place de mémoire nécessaire en 













Fig. IJ I-5 
28. 
Nous voyons sur la figure que les méthodes prennent 
moins de place en passant de 1 à 4. En contre-partie, elles 
demandent de plus en plus de temps CPU pour l'allocation de 
place de mémoire. 
Pour montrer cela, prenons un exemple chiffré ; celui-ci ne 
se rapportera cependant pas à la réalité du futur réseau par-
ce que nous avons pris des hypothèses trop pessimistes. 
Néanmoins, ces chiffres donneront une idée de la borne supé-
rieure de la taille de mémoire pour ces tampons• 
1° méthode 
Il faut réserver 1200 bytes par ligne (le maximum de 200 
et de 1200). Cela donne une zone totale de 15600 bytes pour 
les 13 lignes. Par cette méthode, il n'y a jamais de manque 
d'espace pour les entrées-sorties des lignes. 
2° méthode 
La probabilité d'observer une émis sion, à un moment donné, 
sur l'ensemble des lignes, est de 28 %. Il faudra donc, en 
moyenne, 0,28 x max(200, 1200) = 341 ,54 bytes pour les trans-
missions, avec un écart-type de 541 ,48 bytes. Si nous suppo-
sons que la distribution de l'espace nécessaire pour ces tam-
pons suit une loi normale, une zone de 1035 bytes suffira 
dans 90 % des cas, 1604 dans 99 % et 2015 dans 99 ,9 %. 
3° méthode 
En r eprenant les chiffres de la 2° méthode, nous voyons 
que la probabilité d'une émission, à un moment donné, sur 
l'ensemble des lignes, est de 2 % pour les entrées et de 26 % 
pour les sorties. Cela nous donne une moyenne de 321 ,54 bytes 
avec un écart-type de 527,69 bytes. Suivant l'hypothèse de 
normali té de l'espace nécessaire, nous avons que 997 bytes 
suffisen t dans 90 % des cas, 1551 dans 99 % et 1953 dans 99,9 %. 
4° méthode 
Si nous prenons des blocs de 200 caractères, nous voyons 
qu'en moyenne, 189,23 bytes sont nécessaires et que l'écart-
type vaut 354,30 bytes. Suivant l'hypothèse de normalité, 
643 bytes suffisent dans 90 % des cas, 1014 dans 99 % et 1284 
dans 99,9 %. 
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Pour le choix de l'une de ces méthodes, il y a deux intérêts 
qui vont à l'encontre l'un de l'autre ; le premier qui mini-
mise l'utilisation du CPU et l'autre qui minimise l'espace de 
mémoire alloué aux entrées-sorties lignes. 
Ce compromis est trouvé dans les méthodes 2 et 3. La troisi-
ème méthode nous fait gagner plus de place que la seconde , 
mais elle demande un temps CPU supplémentaire que nous ne 
sommes pas en mesure d'estimer. 
Comme la zone que nous définissons pour les entrées-sorties 
peut être insuffisante en période de pointe , il faut prévoir 
une procédure pour ce cas d'exception; ici, il y a encore 
plusieurs solutions : 
- accro1tre temporairement la zone d'entrée-sortie ligne 
- retarder le polling et l'adressage des messages en 
attente de sortie. 
1) Mise des messages sur disque avant et après traitement. 
Les messages proprement dits sont mis sur disque dès que le 
message complet est entré en mémoire, et le message de répon-
se est mis sur disque avant d'être émis. Cette solution a 
l'avantage d'économiser plus de place en mémoire centrale et 
permet le logging. Cependant, elle a l'inconvénient de 
nécessiter des allers et retours entre mémoire centrale et 
disque, donc d'accro1tre la charge du canal et des d i sques, 
et finalement, d'allonger le temps de réponse par des temps 
de service et temps d'attente supplémentaires . 
2) Canal multiplexeur par bloc entre mémoire cent rale 
et unités disques. 
Nous avons choisi un canal multiplexeur par bloc pour ur, 
maximum de rendement uu canal. Certes, si l a charge est 
faible, on pourrait passer à un canal sélec t eur , pour autant 
que le batch ne charge pas trop le canal. 
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3) Protection de s fichiers. 
La protection des f ichi ers est assurée par des programmes non 
réentrants au niveau des transactions : si deux messages arri-
vent et demandent un traitement par la m@me partie du program-
me, l'un sera bloqué pendant tout le traitement de l'autre y 
compris ses entrées-sorties disques, jusqu'à ce que le mes~a 
ge de réponse soit pr@t et mis dans la file d'attente des 
sorties de ligne. 
Il faut également prévoir une protection des fichiers communs 
à plusieurs applicat i ons, qui en modifi ent les contenus. 
Cette protection peut ê tre réalisée par le gérant des fichiers 
du système d'exploitation ou par une interface réalisée lors 
du développement des applications. 
4) Puissance du CPU. 
Vu le faible déb i t de transactions (moins d'une par seconde), 
nous avons chois i un CPU de puissance moyenne : 800. 000 ins-
tructions par seconde . Ce CPU suffit pour supporter l'appli-
cation temps rée l seule. Si, à cause de l'introduct ion du 
batch, le temps de réponse se dégradait trop sérieusement, 
il faudrait prendre un CPU plus puissant. 
5) Evaluat i on du nombre d'instructions. 
Pour évaluer le nombre d'instructions, nous nou s sommes 
basés sur un programme existant, qui a pour rôle de chercher 
un segment sur un disque et d'en préparer l'affichage. Ce 
programme, écrit en ASSEMBLEUR 360 (SIEMENS) a 2012 instruc-
tions. Pour les programmes d'applications, nous avons pris une 




EVALUATION DES PERFORMANCES 
Après avoir établi une configuration qui pouvait satis-
faire les besoins en temps r éel, nous nous proposons d'en me-
surer les performances : temps de réponse, charges, files 
d'attente, ••• Ces mesures nous permettrons de voir si la 
configuration définie précédemment répond aux critères et 
objectifs assignés. Dans un premier paragraphe, nous verrons 
les différents moyens permettant l'évaluation des paramètres 
de performance : le calcul analytique par la théorie des files 
d'attente et la simulation. Par la suite, nous émettrons les 
hypothèses qui nous ont permis de modéliser le système tran-
sactionnel pour la simulation. Nous exposerons en premier 
lieu les principes de base : l'asynchronisme entre le program-
me de gestion de lignes et l e s applications, et le fonctionne-
ment des files d'attente. Ensuite, nous ferons des hypothèses 
plus particulières sur l'horloge multiple, le programme de 
gestion de lignes et les applications. 
1. Méthodes pour l'évaluation des performances. 
Les paramètres de performance sont: 
- le temps de réponse (moyen et maximum) 
- les charges de ligne 
- les files d'attente devant les goulots d'étrangl ement 
possibles (longueur et temps d' attente) 
D'autres paramètres peuvent également avoir de l'impor tance 
pour l'étude de notre configuration: 
- la charge du CPU 
- la chkrge des canaux et des disques 
- la charge des imprimantes 
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La solution de ces problèmes peut être t rouvée par calcul, en 
résolvant les problèmes de files d'at tent e , ou par simulation. 
Le calcul analytique peut donner une idée as sez précise des 
paramètres mentionnés ci-dessus, pour autant qu' on puisse 
justifier certaines hypothèses, faites pa r exempl e sur les 
distributions des arrivées et des temps de services . Ces hy-
pothèses sont nécessaires si l'on recherche l'emploi de théo-
rèmes sur les réseaux de files d'attente . Les r ésul tats ob -
tenus dans ces conditions peuvent ~tre acceptés si certaines 
ressources n'atteignent pas un niveau critique. Mai s dans l e 
cas contraire, il faut revoir le modèle en relâchant certaines 
hypothèses. Pour estimer les paramètre s de performances, nous 
pouvons utiliser le calcul analytique, ou la simulation s i 
celui-ci devient trop lourd. Nous choisissons la simulat i on 
pour d'autres raisons : 
- elle permet de prendre un modèl e plus p r oche de la r éali-
té que la théorie des f iles d'attente et donne donc des 
résult ats plus f i able s 
- c 'est une méthode s imple 
- ell e est un des out i l s l e s plus puissants pour l ' e stima-
tion de système s . 
Le choi x d 'un langage de simul ation se fait selon les critères 
suivants 
- facilité de modélisat i on du système 
- capac i té de représentation des caractères hardware et 
software 
- facilité de gestion des files d'attente devant les dif-
férents serveurs 
- soup l esse du modèle 
- l angage imp lément é sur une machine faci l ement acces s ible 
au programmeur 
Pour ces raisons, et plus part i culiè rement la dernière , hoï s 
prendrons GPSS (Ge ne r al Purpose Systems Simulator) ou plu ô· 
SIAS (version Siemens du GPSS). 
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2. Modélisation du système TR. 
Ce qui caractérise tout système de télétraitement, 
c'est la d ésynchronisation ent re d'une part, les ent r ées - s 0r ti s 
lignes et, d'autre part, le traitement de s messages. 
Le programme de gestion de ligne s'exécute suivant un rythme 
déterminé et, pendant qu'il ne travaille pas (WAIT), les pro-
gr ammes d ' applications peuvent t ourne r . Le lien entre les 
deux parties es t la file d'attente : les messages entrés par 
le programme de gestion de ligne (PGL) s ont mis en file d'at-
tente avant leur traitement. Le s p rogr a~mes de traitement 
peuvent être interrompus à tout mome n t par le PGL • 
PGL .... , _T...;.1 ....... _T....;;2"'---4,,1_T~3~---1, _ _ _ _ _ 1-T.:..:n:........i,_A_t_t_e_n_t_e _ 4-T-=-2 • _ 
1 
At t ente Traitements 
Applicat i on 
t 
De plus, il y a un troisième bloc asynchrone : l'horloge qui 
met des demande s de polling au PGL. Elle a une priorjté 
supérieu r e au PGL . Au nive au GPSS, l'asynchronisme est obte-
nu par l e s chaines -utilisateurs (instructions LINK-UNLINK). 
Le mécanisme, dans ses grandes lj_gnes, est le suivant : 
- l'horloge, lo r s de son activation, met de s demandes de 
pol l ing , à s on rythme pr opre, devant e PGL. 
Signification GPSS : mise de transactions(*) d an s la ch~ine -
utilisateur n° 2. 
- le PGL, lors de son activation, chois it l a demande de 
plus grande priori té pour une ligne ( suivant l ' o rdre o.u balay -
age des lignes). S'il s'agit d'un poll i ng, le te rmin a l cor -
r espondant est pollé et lorsqu ' il y a un message en atten te 
(dans l a chaîne-utilisateur n° 1), il e st ent r é en mémoi r e 
(*) transactions sens GPSS : élé~ents actifs du mod èl e qui 
passent par les éléments passifs(= blocs) 
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(UNLINK). S'il s'agit d'un adressage , le message est trans-
mis (UNLINK de la transaction de la chaîne-utilisateur n° 2 
vers la cha!ne actuelle). 
Signification GPSS : le programme va rechercher dans la chaî-
ne-utilisateur n° 2 s'il y a lieu d'effectuer une opération 
d'entrée-sortie pour un terminal particulier. Cela dema de 
un double balayage : un balayage "vertical" qui vérifie 
l'existence d'au moins une demande pour toutes les lignes 
(il existe une demande d'entrée-sortie dans la chaîne-utili-
sateur n° 2 pour la ligne n° X= paramètre n° 2 - instruction 
UNLINK) ; ensuite, un balayage "horizontal" qui vérifie s'il 
n'y a pas d'autres demandes d'entr ées -sorties pour la même 
ligne lorsqu'une entrée-sortie vient de se terminer pour cette 
ligne. Ces deux balayages s'effectuent simultanément et 
concurramment du CPU. Les demandes d'entrées-sorties ligne 
sont mises dans la chaîne-utilisateur n° 2 par l'horloge et 
par les programmes d'application. 




Fig. IV -1 
6 
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La figure IV - 1 nous montre le fonctionnement général du 
modèle qui est similai re au fonct i onnement donné au paragra-
phe "Principe de fonctionnement" du chapitre précédent 
(figure III - 4). 
L'horloge met une demande de polling pour un terminal , suivant 
des conditions que nous expliciterons plus loin, dans la 
chaîne-utilisateur n° 2 (1). Lorsque l e PGL est activé, il 
anal yse les demandes d'entrées-sorties dans la chaine-utili-
sat eur et en prendra la plus prioritaire pour une l i gne fixée 
(2). Si celle-ci est reconnue co• me étant une demande de 
polling pour le terminal n° X (3), elle va tes t er le contenu 
de la chaine-utilisateur n° 1 pour voir s'il n'y a pas de 
message en attente dans le termi nal n° X. Le message entre 
en mémoire (4) et est mis dans l a chaine-uti lisateur n° 3 (5) 
pendant que le PGL eff ectue la gestion "administrat ive" du 
mes sage. Une fo i s cet t e opération terminée, le PGL d échaine 
le message de la chaîne -utilisateur n° 3 pour le rendre con-
current de s ressources nécessaires aux applications (6 ) , 
suivant la priorité de l ' application. Lors que le me ssage de 
réponse est prê t, le programme d'application met dans la chaî-
ne-utilis ateur n° 2 une demande d'adre ssage (7). Quand l e 
PGL sera activé , il prendra l a demande d'adressage de la chaî-
ne-utilisateu r n° 2 (8 ) , pour autant qu'e lle soit la premièr e 
dans la fi le . Ensui t e, l e me ssage est émis, sous l e cont rôle 
du PGL, vers l e te rminal . 
2. 2 . 1. Horloge. 
Toutes les seconde s , l' horloge me t à j our des comp t eurs 
(X1 à X25) qui enregistrent le t emps écoulé depuis l'intro-
duction de la dernière demande de polling . Lorsque la valeur 
du comp teur devient supérieure ou égale au temp s fixé entre 
deux pollings pour un terminal, i l y a lieu de mettr e une 
demande de polling pour ce te rminal dans l a chaîne -u tili sa-
teur n° 2 , à condition qu'il n ' y ai t ni demande d'adressage , 
ni demandê de polling en cours pou r ce termi nal . 
. 1 
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Pour des raisons évidentes, il est inutil e d'avoir, dans une 
file d'attente, deux demandes de polling ou une demande de 
polling et une demande d'adressage pour un m~me vidéo . 
En réalité, l'horloge multiple me t des demandes de polling 
pour une ligne et le programme de gestion de lignes s'exécute 
en suivant la liste des terminaux à polle r sur cette ligne. 
Notre hypothèse nous a permis une programmation plus aisée 
et, dans notre cas, n'apporte pas de perturbation importante 
des résultats. 
Nous supposons que la pr ogrammation exécute en moyenne 
1500 instructions. Ce t te valeur peut ~tre admise en raison 
des opérations exécutées : recherche s en table, incrément a-
tions, gestion de file d'attente, etc ••• Si notre valeur 
était trop éloignée de la réali té, nous pourrions la modifier 
a l'aide d'un facteur multiplicatif. 
L' hor loge teste tous les vidéos sauf celui du SMTS qui 
ne fonctionne pas pendant les heures de pointe. 
2.2.2 . Programme de gestion de lignes. 
2. 2 . 2 . 1 . Généralités. 
Le programme de gestion de lignes balaye les files 
d'attente de demandes d' entrée s-sorties pour toutes les lignes. 
Cela se tradu i t dans l e programme par la recherche des tran-
sacti ons de plus gr ande priorité dont le paramètre n° 1 varie 
,de 1 à 12 (=nombre de lignes) - instruction UNLINK. 
1 
Lorsqu ' une transaction est prise en considération, elle est 
aiguill ée vers une r outine d'analyse qui détermine le type 
d'opération entrée-sortie à effectuer: polling ou adressage 
de vidéo, ou adressage de termj_naux de typ(j 11 i mprimante ". 
2.2.2.2. Analyse des files d'attente. 
Une routine PGL analyse les files d'attente pour en 
extraire une demande de plus grande priorité pour une ligne 
déterminée . Comme nous l'avons vu, dans notre cas, il y a 
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trois classes de demand. 's d'entrée-sortie ligne. Pour la 
simulation, elles ont les priorités suivantes i 
priorité 40: 
priorités comprises entre 
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polling 
adressage des vidéos 
adressage des impriman-
tes 
L'adressage des vidéos a une priorité plus élevée par rapport 
au polling pour éviter l'engorgement des files d'attente du 
système. Les imprimantes n'occupent que les "trous" entre 
les transmissions pour les vidéos. Il est à remarquer que 
lors d'une entrée-sortie ligne, le PGL ne teste pas l'état de 
la file d'attente pendant le balayage : c'est la fin d'une 
transmission au vidéo ou la fin d'émission d'une ligne de 
texte à imprimer qui le fait. Pour cette raison, il a été 
nécessaire d'introduire un compteur d'entrée - so r tie par ligne 
au lieu d'un interrupteur logique : en effet , nous pouvons 
relier plus d'une imprimante sur une m~me ligne. 
2.2.2.3. Préparation de transmission. 
Pour la préparation d' une transmission vers un te rminal , 
le CPU exécute environ 10000 ins tructions pour: 
- reconnaitre le type de ·procédure d'ent rée -sortie 
- gérer la sortie d'un élément de la file d'attente 
- allouer l'espace-mémoire nécessaire à l ' opérat i on 
- composer les messages 
- etc ••• 
Si cette valeur était trop éloignée de la réalité, nous pour -
rions la modifier à l'aide d'un facteur multiplicatif. 
2.2.2.4. Polling . 
Le polling a pour but de r e chercher un message en 
attente dans un t erminal. Pour tester un terminal, nous 
supposons qu ' i l y a émission d'une quinzaine de caractè re s, 
compte t enu des caractè re s de synchronisation, d'adresse, de 
redondan ce , etc ••• 
1 
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De plus, nous devons ajouter des temps d'attente et de service 
de contrôleurs de lignes, de terminal, des temps de retourne-
ment de modem, etc ••• Vu les rares renseignements sur ces 
temps de service et d'attente pour ces équipements, nous 
représenterons ces temps par l'émission de caractères supplé-
mentaires (une dizaine). Nous retiendrons donc qu ' un message 
de polling comporte 25 caractères. Si dans la réalité, le 
nombre de caractères transmis et les temps des contrôleurs 
diffèrent de nos estimations, on pourra en modifier la valeur 
(SAVELOC d'un demi-mot n° 10). 
Le terminal répond, soit par le message lui-m~me, soit 
par une réponse négative (NAK). Dans le cas de réception d'un 
message, l'ordinateur renvoie un message de bonne réception 
(ACK) - (une quinzaine de caractères . Ce nombre pourra ~tre 
changé, au besoin: SAVELOC d'un demi-mot n° 5). Ensuite, le 
message est mis sur disque (DISK 1). Ce n'est qu'après la 
fin d'écriture du message sur le disque qu'il pourra éventuel-
, lement ~tre traité. En cas de réponse négative (NAK), le CPU 
traite la fin d'entrée-sortie ligne. Dans les deux cas, on va 
voir s'il n'y a pas d'autres demandes d'entrée-sortie ligne 
à satisfaire. 
2.2.2.5. Adressage Vidéo. 
Lors d'un adressage pour un v déo , le message à émettre 
est amené en mémoire centrale. Ensu~te, le programme de ges-
1tion de lignes teste la disponibilité du terminal récepteur -
pour la simulation, nous supposons que le te rminal est tou -
jours libre. Cela amène donc un trafic supplémentaire sur la 
ligne. 
Lorsqu'une réponse affirmative revient à l'ordinateur, il y a 
émission du message. 
fait en un seul bloc. 
Pour notre simulation , l'émission se 
La longueur de 1200 caractères étant 
considérée comme un maximum, nous supposons que ce nombre 
comporte également les caractères supplémentaires que néce ss i -
tent une transmission par blocs et le test du terminal. 
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2.2.2.6. Adressage des imprimantes. 
Nous avons distingué les trois types d'imprimantes en 
raison de leur mode de fonctionnement: 
- les imprimantes programmables : imprimantes bufferisées 
d'une ligne, qui impriment sur papier, en continu. 
- les front-feed: imprimantes bufferisées d'une ligne, 
qui impriment des liasses introduites à la demande, par 
un opérateur. 
- les estampeuses : imprimantes b fferisées d'un badge 
complet, qui estampent une carte plastique , - alimentation 
automatique provenant d'un magasin de cartes vierges 
(vitesse d'estampage : 2 à 3 caractères effectifs par 
seconde). 
Pour la simulation, nous faisons les remarques suivan-
tes : 
1) Les imprimantes programmables et les estampeuses 
disposent toujours de supports pour l'impression. Nous ne 
tenons pas compte du manque de papier ou de cartes parce que 
ce problème ne fait pas partie d'une simulation qui a pour 
rôle l'étude du système en régime normal. Par un dispositif 
sonore ou lumineux, le front-feed signale une demande de lias-
se à l'opérateur. Celui-ci introduit un document dans le 
guide-papier, avant l'émission d'un texte. Cette opération 
doit intervenir dans la simulation car elle apparait à chaque 
émission de document sur un front-feed. 
2) Les imprimantes programmables et les front-feed 
reçoivent le texte, ligne par ligne, tandis que les estampeu-
ses reçoivent le texte comple t d'un badge, dans un buffer , 
avant l'embossage. 
3) Pour l'émission du texte, ligne par ligne, ve rs les 
imprimantes, nous voyons deux ~1olutions : 
a) Lorsque le texte du buffer a été imp r imé, il y a position-
nement d'un interrupteur que l'ordinateur va vérifier pério-
diquement. Quand cet interrupteur se trouve dars la position 
adéquate, l'ordinateur émet la ligne de texte suivante. 
b) L'ordinateur envoie les lignes de texte à une cadence 
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déterminée par la vitesse d'impression. Deux cas peuvent se 
présenter : 
- le contenu du buffer a été entièrement imprimé et la 
ligne suivante peut y ~tre introduite 
- le contenu du buffer n'a pas encore été entièrement 
imprimé; l'imprimante demande alors une réémission 
différée 
Pour la simulation, nous prendrons cette dernière solution 
en supposant que le cas du tampon non vide, à l'arrivée du 
nouveau texte, est un cas exceptionnel (panne de l'impriman-
te, bourrage de papier, ••• ). 
Lors de l'initialisation d'un nouveau document à imprimer, 
l'ordinateur teste la disponibilité de l'imprimante (réponse 
supposée toujours affirmative). Ensuite, les lignes de texte 
sont envoyées à un rythme défini par la vitesse d'impression 
(le texte précédent est supposé déjà imprimé). 
Lorsqu'une ligne de texte a été émise, il y a lieu de voir 
s'il n'y a pas de demandes de polling ou d'adressage vidéo, 
qui sont prioritaires pour la m~me ligne (instruction UNLINK 
pour la chaine-utilisateur n° 2). 
Il peut également y avoir un adressage pour une autre impri-
mante attachée à la m~me ligne ; dans ce cas, les lignes de 
texte seront émises sous le contrôle du programme de gestion 
de lignes, suivant les besoins de l'une ou l'autre des impri-
mantes. Dans le cas où il y aurait une autre demande d 'adres-
sage pour l'imprimante qui est en cours d 'édition , on ne 
pourrait sélectionner cette dernière pour des raisons évi den-
tes de lisibilité de documents. 
2.2.3. Les applications. 
Dans ce paragraphe, nous exposerons l es hypothèses 
émises sur les programmes d'applications e t sur l'environne-
ment de ces applications : 
- l'entrée de nouvelles procédures dans le système 





- la sortie des messages de réponse et le temps de réfle-
xion de l'opérateur 
- le traitement du programme d'impression 
Pour l'introduction de nouvel_es procédures dans le 
modèle, nous avions deux solutions possibles. La première 
consistait en une arrivée globale suivant la moyenne des en-
trées dans le système pendant les he res de pointe. Latran-
saction (sens GPSS) choisit aléatoirement le terminal émetteur. 
Si le terminal choisi était occupé, nous réitérerions la pro-
cédure. L'avantage de cette solution est le nombre restreint 
de blocs nécessaires à la programmation. 
A cause des générateurs pseudo-aléat ires, cette méthode pré-
sente comme désavantage de charger certains terminaux plus 
que d'autres -èt donc d'amener une trop grande discordance 
entre les résultats obtenus par simulation et par calcul des 
charges de lignes. 
Bien que donnant une charge globale acceptable dans le systè-
me, nous avons d~ abandonner cette solution car elle chargeait 
également certaines imprimantes plus que nécessaire. Il nous 
parait évident qu'une telle simulation ne pourrait donner des 
résultats valables pouvant nous guider dans nos conclusions. 
Nous avons donc retenu la solution suivante : chaque 
terminal génère (GENERATE) indépendamment l'arrivée de ses 
procédures, choisissant parmi les procédures qu'il peut exé-
cuter et déterminant, par la m~me occasion, les impressions 
nécessaires. Nous avons fait une exception à cette règle en 
regroupant les vidéos de la Centrale d 1 Estampage en une sta-
tion multiple (ST0HAGE) car c'est le seul poste où il n'y a 
que des procédures exécutées lors de l'arrivée de personnes 
à ce poste. 
Cette solution a le désavantage de demander un grand nombre 
de blocs supplémentaires (proportionnel au nombre de vidéos), 
mais a l'avantage de respecter l'activité des vidéos. 
Du point de vue de la simulation , nous devons savoir 
quelles sont les exigences des applications en temps CPU et 
en accès disque . Pour le temps CPU nécessaire, nous supposons 
que le programme d'application déroule, en moyenne, 4500 
instructions d'un langage de base, par transaction. Si, par 
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la suite, notre hypothèse s'avérait trop éloignée de la réali-
té, on pourrait la modifier par un facteur multiplicatif. 
Le programme de traitement est supposé chargé en mémoire cen-
trale lorsque le message est s~lectionné pour ~tre traité. 
D'après les descriptions des fonctions (Annexe D) , les moyen-

















' logiques acces 
' logiques acces 
' logiques acces 
' logiques acces 
Si l'on veut procéder à des modifications, on pou rra le faire 
en changeant des paramètres situés en t~te du programme (fonc-
tion n° 18). De par la structure des fichiers , nous supposons 
qu'à un accès logique correspondent trois accès physiques. 
Lorsque le message de réponse a été composé, il est 
placé dans une file d'attente sur un isque. Quand la répon-
se arrive sur l'écran de l'opérateur, celui-c i a un délai de 
réflexion qui dépend du type de procédu re. Nous faisons 
l'hypothèse que ce temps est une variable aléatoire de dis-
tribution gamma (R = 2) pour les raisons suivantes : 
- loi gamma: il est généralement admis que le t emps de 
réponse d'un opérateur est une vari able aléatoire nor-
male limitée aux valeurs positives . Or nous pensons que, 
pour notre cas, la probabilité d ' avoir ·une réponse en un 
temps inférieur à la moyenne est inférieure à la proba-
bilité d'avoir une réponse en un temps supérieur à la 
moyenne ; c'est-à-dire que l a densité de probabilité 
n'est pas symétrique par r appo rt à la moyenne. Pour 
cette raison, nous nous écartons de la loi normal e. 
- R =moyenne= 2: vu l e temps moyen qui nous est imposé, 
il est ~eu probabl e qu'un opérateur puisse répondre en 
un temps inférieur à la moitié du temps moyen. 
Si une procédure d 'impression est nécessaire, elle es t 
décidée au dernier dialogue (voir annexe D). Ces procédures 
ont une priorité inférieure aux procédures transactionnelles 
et ne s'exécutent, dès que la demande est faite, que pour au-
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tant que le CPU soit libre. Il y a une exception à cela: les 
procédures d'impression de l'extrait et du résumé IMD sont 
mises dans un fichier d'attente (TPSPOOL). Suivant la pro-
cédure transactionnelle et le terminal émetteur, il y a es-
.tampage d'un ou de · deux badges, impression d'étiquettes, im-
pression de document pour front-feed ou pour imprimante en 
continu. Avant l'émission du message vers l'imprimante ré-
1ceptrice, le message est mis en file d'attente sur disque. 
3. Le programme. 
Le programme se scinde en quatre parties: 
- la routine des entrées-sorties disques 
- l'horloge multiple 
- le programme de gestion de lignes 
- les applications 
L'organig ramme détaillé du programme se trouve à l'annexe G. 
Nous reprenons ici les différents paramètre s que reçoivent 
les transactions de la partie ttapplication" du programme de 
simulation. 
Avant le polling, le message reçoit les paramètres suivants 
- numéro de terminal émetteur (P1) 
- numéro de ligne (P2) 
- nombre de dialogues pour la procédure (P3) 
- numéro du type de procédure (P4) 
- longueur du message transmis sur la ligne -IN (P5) 
- temps moyen de réflexion de l'opérateur (P6) 
- nombre d'accès logiques par transaction (P9) 
- code représentant les impressions nécessaires (P12) 
Les autres paramètres sont reçus lors du traitement (message 
transactionnel) : 
- longueur du message transmis sur la ligne -OUT (P5) 
- enregistrement du temps de réponse (P7) 
- nombre d'accès physiques par accès logique dis que (PB) 
- numéro du disque à accéder (P10) 
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Pour les messages des imprimantes, les paramètres sont les 
suivants : 
- contr8le des types d'impression demandés (P4) - (la pre-
mière fois: P12) 
- imprimante réceptrice (provi soire) (P11) 
- nombre de caractères émis en une fois (P5) 
- numéro de table pour enregistrement du temps de réponse• 
- nombre de 11 lignes" constituant l e document (P3) 
- type d'imprimante (P12) 
= 0: imprimante programmable 
= 1 : estampeuse 
= 2: front-feed 
(P6) 
Au début de l'annexe G, nous avons repris la table de corres-
pondance entre les numéros des t e nninaux et leur numéro dans 
le programme de simulation . 
L'annexe li reprend le listing du programme avec les résultats . 
* Le temps de réponse pour une imprimante est le temps écoulé 
entr e l a demande et l ' impression du dernier caractère de la 
derni ère ligne du document demandé. 
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CHAPITRE V 
RESULTATS ET CONCLUSIONS DE LA SIMULATION 
Ayant soumis notre modèle, avec ses paramètres, a une 
simulation, nous nous proposons d'en étudier les résultats et 
d'en tirer les conclusions quant à l'architecture du système 
et ses transformations souhaitables. 
Pour appuyer nos conclusions, nous nous proposons d'abord de 
valider la simulation en approchant certains résultats de la 
simulation par un rapide calcul analytique. Ensuite, nous 
analyserons les différents résultats intéressants de notre 
simulation: 
- charge du CPU 
- charge des disques 
- temps de réponse des vidéos 
- temps de réponse et charge des imprimantes 
Cette analyse nous permettra d'émettre des observations et des 
recommandations au sujet de certains éléments critiques. 
1. Validation de la simulation. 
Cette validation de la simulation a pour buts : 
- d'approcher certains résultats de la sj_mulation par un 
calcul analytique simple. Par exemple, approcher le 
temps de réponse par une somme de temps de service et de 
temps d'attente par la formule de Kintchine -Pollac zek. 
- de rechercher les erreurs logiques qui pourraient se 
trouver dans le modèle. 
- de donner plus de confiance aux conclusions qui vont ~t re 
tirées de cette simulation. 
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Ligne Vitesse Charge Charge en 
ligne calculée % simulation cf 70 
1 CRS 9600 25 23 
2 MS Evere + CMA 4800 28 31 
3 Gendarmerie 4800 50 51 
4 Namur 4800 31 21 
5 Ostende 4800 28 37 
6 Allemagne 2400 20 58 
7 Anvers et Liège 2400 20 56 
8 Adm. Hosp. 2400 27 44 
9 Adm. Expert. 2400 44 4 5 
10 Centr. Estamp. 2400 27 49 
1 1 Classement 2400 26 47 
12 Urgence 2400 16 26 
Les diff érences jusqu'à 5 % sont normales du f ait que, pour l e 
calcul des charges théoriques, nous n 'avons pas tenu compte : 
- des caractères supplémentaires tels que début e t fin de 
message, caractères de synchronisation, ca r ac tè res de 
contr8le de parité et les carac tè r es dé gestion de trans -
~ission (polling) 
des réémissions poss ibles dues à une erreur de t rans~is-
sion 
Les différences ont aussi pour origine, la nature aléatoire de 
la simulation. On ne peut prétendre~ des r ésul tats concor-
dant exactement avec de s moyennes théoriques. 
Les différences plus i mpor tantes sont dues aux gén~rateurs 
pseudo-aléatoire s du langage. Lorsqu'on demande une valeur 
aléatoire, quell e que soit sa dist r ibution, le système 
calcule une valeur al éatoi re de distribution uniforme ; la 
valeur pour la dis tribution demandée est obtenue par trans-
formation. La vale~r aléatoi r e de distribution uniforme est 
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obtenue par une méthode déterministe qui fournit une suite de 
nombres (toujours la même). Bien que GPSS (et SIAS) comporte 
huit générateurs indépendants, certains blocs , sous certaines 
formes, emploient systématiquement l e premi e r. 
Exemples : GENERATE 
TRANSFER 
De ce fait, les passages successifs par ces blocs i mpliquent 
la génération d'une sous-suite de l a suite des nomb re s aléa-
toires uniformes ; cette sous-suite peut ne plu s suivre une 
distribution uniforme. 
Remarque : 
Nous relevons que pour le C~ŒDPARA de Namur, il n' y a aucun 
document imprimé, parce qu'il manque un bl oc "ASSIGN 12,3 11 • 
Cela aura pour conséquence, une augmentation de la cha rge de 
l'ordre de 8 à 9 % . 
1.3. flegh~rgh~ gp~l~tiqy_e_dg 1emPê ~e_rfil)Qn~e_mQY~n_ag niye~u_ 
~e~ yi~éQs_e1 ~ow~r ~iëon de_celui-ci avec_les_résultats_ 
ob1enuë naK ë i mu!a1iQn~ 
1 .3.1. Trafic d'entrée. 
Le nombre de dialogues e ffectués pendant les 45 mi nu-
t e s d'observation du système, est de 1424, soit un trafic 
d'entrée de 0,53 transactions par seconde. Le trafic maxi mum 
théorique est de 0,87 t rans actions par seconde. 
Si nous détaillons l e s ent r ée s par vidéo ou groupe de vidéos, 
suivant la cadence maximal e , la cadence de simulation ramenée 
ià une heu r e et l a cadence théorique moyenne (80 % de la 
cadence théorique maximale) , nous obtenons . l e tableau qui 
suit : 
48 . 
Vidéo Cadence max. Cade nce de Cadence 
théorique simulat i on moyenne 
t héorique 
CHS 1 391 78 60 62,4 
2 39 
3 20 1 1 16 
Evere 5 5 4 
CMA 39 26 31 , 2 
Gendarmerie 1 391 78 44 62,4 
2 39 
CASTMED 1 401 80 67 64 
2 40 
CMEDPARA 10 4 8 
CNAVMED 39 27 31 ,2 
H.M. (externes) 40 42 32 
Adm. Hosp. 1 24 
2 24 72 54 57 ,6 
Adm . Urgence 24 
Adm . Expe r t. 1 40 80 46 64 
2 40 
Centr. Badge s 1 29 
2 29 87 67 69 ,6 
3 29 
Il -re s sort de ce tableau que la simulation a donné le plus 
s ouven t une cadence inférie u re à la moyenne théorique. 
A part le s v i d éos CRS 3 , Gendarmerie 1 et 2 et Admissjon en 
Expertis e 1 et 2 , les différences sont l égè res par rapport & 
la cadence moyenne théo r ique. Nous pouvons croire que ce l a 
rie surchar ge ra pas les lignes parce que rh,US avons émi s 
l'hypo thè s e que t ous les mes sages avaien t la longueur maxirrnrn. 
Pa r contre , nous dev rons tenir compte d'une augmentation de 
l a charbe du CPU e t des disques. Pour les vidéos CHS 3, 
Ge nd arme r i e 1 et 2 et Admission en expertise 1 et 2, le sup-
plément de charge ne se r a pas négligeable et nous devr ons en 
t eni r compte l o r s de nos conclusions. 
1 . 3.2. Utilisation du CPU. 
Lorsque nous calculons les charges du CPU pour les 
différentes parties du programme, nous ob tenons le s chiffres 
suivants : 
transmission - horloge 
- polling-adressage : 
application vidéo 
impres s ions 
t otal : 38 t~ 
La simulation donne une charge de 36,3 % pour l e CPU. 
Es t imons le temps d'attente moyen pour une transaction: 
Considérons le temps de service CPU co r.ime une varj_able 
aléa toire constante ; la formule de Kintchine-Pollaczek 
devi ent : 
= 
2 X 0,64 
X 52, 12 = 14 ,66 ms 
1 .3 .3 . Ut ilisation des disques. 
Le temps de service moyen pour une lecture phy sique 
dis que d ' un enregistre~ent d'env i ron 2000 ca r actères est de 
40 ms : 
temps d'initialis a tion . 1 ms . 
temps moyen de seek . 27 ,5 ms . 
t emps moyen de ro t ation . 8 ms . 
t emps de transf ert 3 ms 
temps d 'attente du canal avant le . 0,5 ms . 
trans f 8 rt 
E(ts)dis que . 40 ms . 
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Considérons le temps de service disque ayant une distri-
bution uniforme ; la formule de Kintchine-Pollaczek 
donne 
Dans 
;(t ) . = f: E(t ) [1 + C5";s ] 
w disque 2 (1 -{) s E(ts)2 
cr: 
notre cas, 1 + r« 2 vaut 1,1355. E(ts) 
Supposons que nous n'avons qu'un seul disque allant 4 
fois plus vite : 
E(t) = 10 ms 
s 
e = 19 % 
E(tw)aisque = 1 ,35 ms 
En moyenne, il y a 7,67 accès physiques d i s que par dia-
logue pour l'application, plus 4 pour la t ransmission 
(files d'attente sur disque). Pour un dialogue , les 
entrées-sorties disques prennent en moyenne : 
11 ,67 x 41 ,35 = 482,67 ms 
1 .3.4. Utilisation des lignes. 
Les charges de lignes ont été étudiées au point 1 .2. 
Pour approcher le temps de réponse, nou s allons prendre les 
charges données par la simulation. Nous devons égal ement 
uistinguer les trois t ypes de lignes 24t 10 bps , 4800 bp s et 
96( 10 bps. Les charges moyenne s sont: 
2400 bps o,46 
4800 bps 0, 35 
9600 bps 0, 23 
Suppo s ons que t ou s les message s , en entrée , ont 200 caractù re s 
e t , en s ort i e , 1200 carac t è res, et qu' il y a un message de 
s or tie par mess age en t ré. Nous prenons des ca r a c tè res de 10 




Le temps de service de ·la ligne • • 
v--o o--.v Total 
2400 bps 833 ms 5 sec. 5,833 sec. 
4800 bps 417 ms 2,5 sec. 2,917 sec. 
9600 bps 208 ms 1 ,25 sec. 1,458 sec. 
Calcul du temps moyen d'attente de la ligne 
• t 
Considérons une variable aléatoire qui ne prend que 2 
valeurs distinctes : 200 et 1200 caractères. 
moyenne : 700 caractères 
variance : 250000 (caractères)2 
La formule de Kintchine-Pollaczek donne : 
e 
__,...___ E(t) 1 ,51 
2c1-e) s 
700 X 10 
vitesse de ligne 




1 ,876 sec. 
o,593 sec • 
0,164 sec. 
1.3.5. Temps de réponse. 
Par les calculs effectués ci-dessus, l'espérance du 
temps de réponse vaut: 
E(t) IN+ E(t )CPU + E(t )d. + 2 -E(t )1 . + s ligne s s isque w igne 
E(tw)CPU + E(tw) ctisque 
temps estimé temps de simulation 
2400 bps 5 '1 sec. 3,2 sec. 
4800 bps 2,2 sec. 2,8 sec. 
9600 bps 1 , 1 sec. 2,4 sec. 
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La différence entre les temps estimés et les temps obtenus 
par simulation est significative. Cette différence provient 
de l'hypothèse faite sur la distribution du temps de service 
de ligne. En effet, le trafic sur les lignes est géré par 
polling-adressage, et donc, le temps d'attente moyen de la 
ligne, est le demi-temps entre deux pollings pour un vidéo 
et le demi-temps d'exécution du programme de gestion de 
lignes. 
Si nous remplaçons les temps d'attente de ligne de la formule 
ci-dessus par 0,75 sec.+ 0,5 sec., le tableau devient : 
temps estimé temps de simulation 
2400 bps 2,6 sec. 3,2 sec. 
4800 bps 2,2 sec. 2,8 sec. 
9600 bps 2 sec. 2,4 sec. 
Les différences s'expliquent maintenant par 
- les priorités des différentes applications pour les 
ressources comme le CPU, les disques et les lignes 
- les priorités absolues de l'horloge et du programme de 
gestion de lignes qui peuvent in-œrrompre toute applica-
tion. 
1.3.6. Conclusion. 
Du fait de notre vérification e t âe nos hypothèses, 
nous pouvons considérer le modèle comme valide. Mais nous 
devrons tenir compte des diff érences entre les cadences 
théorique moyenne et de simulation, dans l'analyse des ré-
sultats. 
53 . 
2. Analyse des résultats de la simulation. 
2 .1. Qh~rge_dg CPU. 
charge : 36 ~(; 
temps moyen de service 7,022 ms 
Avec une telle charge, on peut prévoir un CPU moins 
puissant pour arriver à une charge de 80 % , si l'on consi-
dère le transactionnel. Comme dans la simulation, le CPU 
prend les fonctions de transmission. 
Canal: charge : 8 ~ 
temps moyen de service 2 ms 
Disques 
charge oi 7v temps d 'accès nombre 
moyen a 'entrées 
1 59 39 40646 
2 6 40 3888 
3 6 40 3717 
4 5 40 3601 
L1e ce s chiffres, nous pouvons déduire que : 
- le canal peut acce p t e r d 'autres unités disques dans les 
conditions de la si~ulation, c'es t -à-dire : trans fert de 
blocs de données de 2UOO ca ractères. S 'il y a un logi -
ciel de base de ct onnPes, il faut revoj_r le p rocessus 
des échanges en fonction de l'imp l émentation physique du 
s ystème de ge st ion de base de données. 
- la chéjrge des d isque s est nettement d és c'quj ljbrée en dé -
faveur du disque n° 1 : celui-ci contient, entre autres , 
les fi chiers de mes sages en atten t e de tra i tement et en 
attente d'émission. Pour pallier cette situa tion, nous 
proposons les solutions suivantes 
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1) Répartition des files d'attente entre mémoires centra-
le et secondaire. 
- garder les files d'attente de message en mémoire 
centrale. 
Cette solution a le désavantage de demande r beau-
coup de place en mémoire ce ntrale, surtout pour les 
messat es à destination des imprimantes qui demande-
raient! 900 Kbytes . 
- ne garder que les file s d' a ttente des me ssages vidéos 
en mémoire ce ntrale, le s me ssages d'impre ssion 
étant stockés sur di s que avant émission . 
Cette solution doit ~t r e examinée plus p r écisémen t 
et demande un changement du mod~le. El le am~ne des 
r épercussions sur les temps d ' attente et donc sur 
le temps de répon se. 
2 ) Hépar t ition des fi chjers de fi les d'attente sur plu-
sieurs disques. 
Sj l'on parvient à équilibrer les charges entre les dis -
ques c:. 20 ~~ par disque ), on réduit les temps d I attente 
devant les disques. Par r épartit ion des fichiers , nous 
entendons la répart ition d 'une file d'attente sur l'en-
semble des dis ques. Cela a~ène également une u iminution 
des mouvements des bras de ecture lors des transferts 
d 'informa tion. 
2.3.1. Applicat ions GLS TION i1 1 0CCU P'.ATHJN . 
Ce t ype d I applj cation n' ' St effectué que par l e s c: eux 
vid éos cte l'aamission e n expertjse . 
temps de r épons e moyen 
écart-type 
3 , 212 s e c. 
1 , 829 sec . 
Supposons que le temp s de r ~ponse sujt une dist r ibution ga~ma 
( 
}!, ( t )1 ; 
oùH = -- = 
5t 
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Par les tables, nous obtenons que 95 % des transactions ont 
un temps de réponse inférieur à 7,25 secondes. Vu ce temps, 
et co~me la charge de ligne (45 %) doit encore augmenter, il 
faudra effectuer des transformations dont nous parlerons 
dans les conclusions. 
2.3.2. Applications COLLECTE. 
Ce type d'application, Eünsi que les INTERROGATIONS, 
provient principalement des vidéos du réseau externe. 
temps de réponse moyen 2,794 sec. 
écart-type o,892 sec. 
R -- ( E6(tt ) )2 = 9 , 81 ::::: 1 0 
Ce qui donne, par les courbes gamma, un temps de réponse infé-
rieur à 4,5 secondes dans 95 7:; des cas - résultat confirmé 
par la simulation. Ce temps est raisonnable pour cette appli-
cation. Bien que nous ayions obtenu des temps jusqu'à 6,75 
secondes, le réseau est acceptable dans les conditions de la 
simulation. Comme nous l'avons vu dans l'étude des entrées 
(1.3. p.47 ), le trafic augmentera pour les vidéos CHS 3 et 
ceux de la Gendarmerie. Si la ligne du CRS acceptera cette 
charge supplémentaire sans problème, par contre la ligne de 
la Gendarmerie devra passer de 4800 à 9600 bps. 
2.3.3. Applications INTERROGATION. 




R --(~tt))2 ') = 6 , 34 ::::-- 6 , 5 
Nous obtenons par les tables des courbes gamma, un temps de 
réponse inférieur à 4,4 secondes dans 95 % aes cas. N"ous 
pouvons tirer les m~mes conclusions que ci-dessus pour les 
applications ne t ype COLLECTE. 
; . 3.~. Applications de type HOSPITALISATION. 
temps de r éponse moyen 
écart-type 








D'ap rès les tables, nous pouvons a ire que 95 % de s tr~nsac-
tions auront un temps ue r éponse inf ( rieur à 6 se conde s. Ces 
temps paraissent trop élevés et j_l nous faut examiner le ré-
seau interne, ligne par ligne, pour repérer l'orieine de valeurs 
aussi élevées. 
l iEne n° 8 
charge 
Admission en Hospitalisation . 
temps cte r éponse moyen: 2 ,839 sec. 
écart- t ype : 1,073 s ec. 
R = 7 
Par les tables des distributions gamma , nous obtenons que 
95 ~ des transactions ont un temps de réponse jnfér j eur 
à 4,8 secondes. Ce temps de r éponse est a cceptable . 
Comme la charge oe ligne restera presque l a même, nous 
pouvons dire qu 'il n'y aura pas de problèmes sur cette 
ligne. 
Admis sion en Expertise. 
chan:; e 
temps a e réponse moyen : 3 , 761 sec. 
écart-type : 1, 955 se c. 
H = 3,7 3 ,5 
ii ous avons 'J5 7c. des tr ans a cU uns qui on t un temps de r é -
ponse inférieur à 7 ,8 secondes. La charge r éelle de l a 
ligne sera supérieure à ce lle ob t enue dans la sj mulation 
et l'on peut craind re une dég rad a tion encore plus impor-
tante du temps de réponse - princip&lement uue à un 
éca rt-type trop important. Cet t e ligne ne peut pas ~tre 
acceptée. 
- ligne n° 10: Centrale c es Badges. 
charge : 49 7; 
temps de réponse moyen: 3,339 sec. 
écart-type : 2,193 sec. 
R = 2,32 ~,5 
/i . 
La charge r éelle sera approxima tivement la même que dans 
la simulation, mais il faut relever que, ici encore, 
l ' écart-type est trop important et cette ligne ne pourra 
donc pas convenir. 
- ligne n° 12: Admission en Urgence. 
charge : 26 7; 
temps de réponse moyen: 2,842 sec. 
écart-type : 1,270 sec. 
La charge réelle sera inférieure à celle obtenue par si-
mulation . D'après les tables des courbes gamma , nous 
obtenons que 95 Jo des trans actions auron t un temps de 
réponse inférjeur a 5,25 secondes. La simulation donne 
un temps de réponse inférieur à 4 s econdes dans 95 ~ des 
cas . Cette différence s'explique pa r une surcharge de 
la ligne qui a augmenté l' écart-type et qui n' apparaitra 
p ~s dans la réalité. 
Ce s résultats asse z défavorables font apparaitre la néce ~sjté 
•
1 1une transformation du rése au in t erne don t nous expose r ons 
l e s modalités dans nos conclusions. 
Le t able t,u ci-dess ous r ep r end 
- l e s imp r imantes 
- l a cadence maxi·1ale de ooct~•nents à imprimer 
- la cadence obtenue p r; .. r simulation ( r n·:1.enée à. 1 heure ) 
- la charge a e l'imprimante 
la longueur ~aximale des files a ' a t tenle aevan t le s 1~ -
primantes 




Cadence Cadence Charge long. long. Imprimantes théorique simulée 7~ max. fin sim. 
Evere 2 3 35 1 0 
CMA 13 8 47 1 0 
Gendarmerie 26 18 ,67 90 1 0 
CME!JPARA 13 
CNAVMEl.J 13 6 ,67 35 1 0 
Cologne 8 16 67 6 4 
Soest 8 20 89 4 0 
Anvers 8 21 , ::3 91 4 0 
Liège 8 8 39 2 0 
Ostende 8 16 70 2 0 
.A.dm. Hosp. FF 32 32 25 3 0 
ES 24 22 ,67 35 3 0 
Adrn. Exp . FF 26 17 ,33 51 1 0 
Centr. Badg. ES 11 li- 85,33 55 3 0 
Classe'T!ent 1 ~4 24 93 5 3 
r, 20 17 ,33 4 1 0 é. 
A.dm. Urgence FI' 16 16 13 2 (J 
ES 16 16 22 2 0 
He -.1 arque : 
Par suite de non a ss ignation du paramètre n° 12, l'impri-
'îlante au CMEDPARA n' a pas été mi se en service. Sa charge doit 
être équivalente à ce l le du CNAVHED d'Ostende. 
Lie ce tableau, nous tirons l e s conc lusions suivantes : 
- Evere : l'ir.iprimante pro[;rammc:.ble de 60 lignes/min. peut 
être remplacéep a r une aut r 8 , ~o ins r ap i de , pour en aug-
menter la charge à 60 ou 70 ~-
- CMA: la charge réelle aevr r1. it êtr8 sup é rieure à celle 
de l a simulatj on, 'T!ais l a vitesse Ge l' i nprj11ante peut 
être suff js an t e vu l a ch&r[E:: s i11ulée . 
- Gendarme r j e : la s imulation a fourni un nombre de do cu-
ments inf t:r ieur al. nombre t h ~o ri que. Vu l a cha r ge dé jà 
jrnportante cle l ' i mprimante actuelle (100 lir;nes/minute ), 
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il faudra, soit en prendre une autre, plus rapide, soit 
la dédoubler. 
- CMEDPARA et CNAVMED: la cadence obtenue par simulation 
est faible par rapport au maximum théorique; mais la 
charge (35 %) et la longueur de la file d'attente peu-
vent laisser supposer que l'imprimante initialement pré-
vue (60 lignes/minute) suffira. 
- Cologne ·, Soest, Anvers, Liège, Ostende : la simulation 
a surchargé tous les front-feed (sauf Liège) et on pour-
rait en diminuer la vitesse d'impress ion . 
- Réseau interne : 
Les front-feed sont au m@me niveau de production en simu-
lation et en théorie, sauf celui de l'Admission en Ex-
pertise. En effet, dans ce cas, la charge maximale thé-
orique est supérieure à celle de la simulation. 
Comme les charges sont faibles pour l'Admission en Hospi-
talisation et l'Admission en Urgence, on pourrait pren-
dre des front-feed de vitesse d'impression moins élevée 
(environ 30 lignes/minute). 
Pour le front-feed de 1 1 Admission en Expertise, 1 1 augmen- · 
tation de la charge peut @tre acceptée par le front-feed 
actuel (60 lignes/minute). 
L'imprimante du Classement para1t @tre à la limite de la 
saturation: charge 93 %, longueur moyenne de file d'at-
tente : 1 ,9. La vitesse d'impression de 200 lignes/minute 
est trop faible, vu les cadences de simulation et théo-
rique qui sont égales. Nous préconisons les m@mes 
solutions que celles que nous avons suggérées pour 1 1 j_m-
primante de la Gendarmerie. 
Les estampeuses de 1 1Admission en Hospitalisation et de 
l'Admission en Urgence pourraient @tre plus lentes 
(2 caractères/seconde) en gardant un temps de réponse 
raisonnable. Les deux estampeuses de la Centrale des 
Badges sont capables d'accepter la charge théorique. 
Pour garantir un temps de réponse acceptable pour les 
badges d'identification, ceux-ci devraient être priori-
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taires par rapport aux badges d'hospitalisation qui sont 
moins "urgents". 
3. Conclusions et recommandations. 
S'il n'y a pas de problème du côté du CPU et des 
disques, par contre, les lignes sont causes de retard et 
d'allongement du temps de réponse~ 
Si nous considérons uniquement la partie temps réel, et dans 
les conditions de la simulation, on peut di~inuer la puissan-
ce du CPU à o,4 MIPS, vu les fonctions qu'il assume et une 
légère augmentation du trafic des entrées. 
En ce qui concerne les disques, nous proposons plu-
sieurs solutions pour diminuer ou répartir leurs charges : 
- garder les files d'attente des messages vidéo en mémoire 
principale et ne mettre sur disque que les messages à 
destination d'imprimante 
- répartir les fichiers sur plusieurs volumes en ligne. 
Ces solutions peuvent être utilisées simultanément. Nous ne 
pouvons départager ces solutions que par une modification du 
modèle actuel de simulation. 
Au point de vue des lignes, nous devons distinguer nos 
conclusions. 
Pour le réseau externe, les lignes prévues pourront accepter 
la charge théorique sans dégradation de temps de réponse, 
sauf pour la Gendarmerie où la ligne doit passer de 4800 à 
9600 bps. Le réseau externe pourra, dans ces conditions, 
accepter le trafic demandé. 
Pour le réseau inte rne, certaines lignes présentent une char-
ge très élevée et un écart-type trop important du temps de 
réponse (supérieur au demi-temps de réponse moyen). Il semble 
que cet écart-type élevé soit dû à 
- la faible vitesse de la ligne 
la part de la charge prise par les imprimantes. 
Comme la charge des lignes doit, le plus souvent augmenter ·ou 
rester constante par rapport à la simulation, il faut prévoir 
une modification du réseau interne. 
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Si nous prenons les charges de lignes par lieu et par 
procédure, nous obtenons une répartition de la charge comme 
suit (lignes de 4800 bps) • 
• 
Lieu Terminal Nombre Charge max. 
ligne% 
13 Vidéo 2 12 
Front-feed 1 2 
Estampeuse 1 0,3 
14 Vidéo 2 16 
Front-feed , 6 
15 Vidéo 3 16 
Estampeuse 2 1 
16 Imprimante 2 13 
17 Vidéo 1 (4)• 
Front-feed 1 (7)* 
18 Vidéo 1 6 
Front-feed 1 2 
Estampeuse 1 0,3 
Vu les charges et la disposit ion des locaux (voir annexe I), 
nous proposons de réserver deux lignes pour les vidéos et une 
autre pour toutes les imprimantes. 
Lignes Postes Vitesse Charge % 
8 2 vidéos Admission Hospitalisation 2400 36 
1 vidéo Admission Urgence 
9 2 vidéos Admission Expertise 4800 29 
3 vidéos Centrale Badges 
1 vidéo SMTS 
10 toutes les imprimantes internes 2400 64 
* n'intervient qu'en dehors des heures de pointe. 
Pour les vidéos, nous pouvons espérer obte nir un meilleur 
temps de réponse par rapport à l'ancien réseau. 
62 . 
Pour les imprimantes, les temps de réponse seront probable-
ment en augmentation. Nous devrons prévoir une échelle des 
priorités pour l'obtention de la ligne en tenant compte du 
f a it que nous ne pouvons avoir qu'un léger différ é pour les 
badges d'identification et les documents front-feed. Si 
~algr é ces priorités, les délais croissent pour la f ournj ture 
des documents, nous pourrons soit dédoubler cette ligne par 
une seconde, soit la remplacer par une ligne de 4800 bp s. Les 
-:1 odifications à apporter au prog ramme sont de l'ordre du 
changement de paramètres et ne nécessitent aucune transforma-




Ce chapitre doit montrer au lecteur quelles am éliora-
tions peuvent @tre apportées à la si:nulatio_n pour qu'elle 
soit plus proche de la réalité. Ensuite, ce modèle servira 
de base pour des mesures comparatives des propositions de 
constructeurs. Dans un futur plus lointain, ce modèle pourra 
être généralisé pour des réseaux plus complexes. 
1. Améliorations à apporter à la simulation. 
Lors·qu'on connaitra mieux les programmes d'application, 
on pourra affiner le temps de service du CPU ainsi que le 
nombre d'opérations logiques disque. On établira également 
la distribution de la longueur des enregistrements transférés. 
Il serait intéressant d'étudier les répartitions sta-
tistiques des longueurs des messages selon les applications 
et les terminaux émetteurs. Cette étude nous permettra une 
évaluation plus précise du réseau futur. 
Nous avons vu au chapitre III qu'il y avait plusieurs 
techniques d'allocation des buffers d'entrée-sortie télétrai-
tement, et que dans certains cas, il pouvait y avoir une 
saturation de ces zones, ce qui provoquerait un ralentissement 
du système. Le modèle ac tuel ne reprend pas ce cas ; il peut 
€tre intéressant d'inclure cette situation pour 
- voir l'influence de la taille des buffers sur le t emps 
de réponse en période de pointé 
- optimiser l'espace des tampons d'entrée-sortie pour le 
télétraitement 
64 . 
L'intégration d'un modèle d'un système de gestion ae 
base de données dans notre modèle peut être complexe et de-
mander plusieurs mois de mise au point. Néanmoins, pour res-
ter dans un cadre plus modeste, on pourrait simplifier, en 
augmentant, selon les procédures , le temps CPU nécessaire aux 
méthodes d'accès et les nombres d 'accès à la b ase, tout en 
ayant une bonne approximation. 
2 . Adaptation du modèle aux propositions de constructeurs. 
L'intérêt de cette étude r éside dans la comparaison en-
tre le réseau t h éorique que nous avons projeté et les proposi-
tions concrètes des constructeurs. L'adaptation de notre mo-
dèle ne pourra i t être que partielle ; en effet, il serait 
illusoire d'étudier en détail: 
- le s ystème d'exploitation de base 
- la gestion de la multip rogrammation 
- la gestion de la mémoire 
- la gestion de l'ensemble des fi chiers 
- les a l gorythme s des méthodes d 'accès aux fichiers 
- le moniteur de télét raitement 
- les f onctions assurées par le front -end processor 
Cette étude peut demander plusieurs mois de travail 
pour aboutir à la connaissance d' un s ystème , à condition d'ob -
tenir les informat ions nécessaires auprès du constructeur. 
Par la suite, il faud ra encore quelques mois pour mettre au 
point un simulateur d'un système . Il serait aberrant de re-
nouveler une telle étude pour d'autres systè~es. 
L'adaptation que nous proposons se limjteraj t à la 
modification de quelques paramètres : change~ents de configu-
ration des lignes, nombre de caractères émi s , nombre d'ins-
tructions parcourues dans les applications et le système d'ex-
ploitation, nombre d'accès aux fichiers, temps d ' opération 
disque, changement du type de c i nal , ••• Par contre, un chan-
gement dans la méthode d'accès de t élétrajtement apporterait 
de s t ransfo rmations profondes dans le progr&mme de gestion de 
65. 
lignes (reprogrammation du modèle du programme de gestion de 
lignes). 
3. Elargissement du modèle. 
Dans le cadre des changements de configuration des lignes, 
on pourrait @tre amené à modéliser des réseaux plus complexes 
comprenant, par exemple, concentrateurs, multiplexeurs et 
minis gérant un sous-ensemble de terminaux. Il faudrait éga-
lement envisager la possiblité de réseau comprenant des boucles. 
66 . 
CONCLUSIONS PEHSONNELLES 
Au terme de ce travail , il nous faut souli gner la 
puiss an ce de la simulation; ellé fournit des résultats inté-
re ssants pour la conception du r éseau, tant d'un point de vue 
log iciel que matériel. Nous devons également précise r qu'elle 
est longue : longue à la concep tion, longue à la programmation, 
longue à tester. En effet , il nous a fallu près de six mois 
pour aboutir au programme f i nal et pour repérer les erreurs 
dans le modèle et dans le programme . De plus , son exécution 
est longue : pour que les résultats soient valables , il faut 
si11ule r le modèle un temps suffisamment long, et il faut éga-
le~ent éliminer la période d'initialisation où le modèle n ' e st 
pas encore en charge. Pour ces rais ons, le temps total ae 
simulation a été de 4 9 :ninu tes , ce qui a demand é près d'une 
heure de temps CPU. 
Le calcul analy tique peut donne r des rifoultats as sez 
r>roches dans des délais p l us cmirts, et revjent donc moins 
che r. Par contre , les résultat s peuve nt être mis en doute 
quant au taux d 'erreur ou quant aux hypothèses émises . 
f.; j l'on utilise le cal cul analytique , dè s les p remières ébau-
ches de configuration, on détermine les ressources critiques 
Jventuelle s où l e taux d 'e rreur peut avoir une importance 
sur la confj_guration. Pou r ces raisons, nous pensons que la 
si::iulation est le complément néce ~saire du calcul analy tique . 
La simulation prolonge les r ésul t a t s d.u c ,,lcul analytique et 
e st un outil pr écieux lorsque l e taux d ' erreur es t critique 





ANNEXE A DES CHIPTION DE LA 8TRUCTU}Œ DU FICHIER IMD 
Nous nous p r oposons de d écrire, dans l e s g r a ndes lignes, 
l'organisation séquentielle indexée varj able. Les articles 
de longueur variable sont plac és dans un fichier de structure 
séquentielle indexée. 
Un article contient une part ie fixe et un nombre varia-
ble de chapitres de longueur variable. Ces chapitres - ac t uel-
lement au nombre maximum de cinq - contiennent un nombre 
variable de segments fonc t ionnels , souvent rép étitifs. 
Examinons la s t ructure d' un article 
1) Partie fixe. 
Cette partie contient: 
- des éléments d'identification codé s en chiffres, pe rMe t tant 
de situer l'ind ivi du dans son cadre admini.s t ratif. Ce 
numero d 'ident if i cation consti tue un a r gument de r e cher-
che et un critè r e de r uptu r e . 
- des po i nteurs ve rs les chapit re s et vers l a f i n de la 
partie variable. 
~ ) Par t i e variable. 
Cel te par t ie a, ;:ictuellement, c jnq chap itres au maximum, 
ma is il e st poss i ble d'e n a,iou te r d 1 8.utres par l a suite . 
Ces chapitre s peuven t avoj r ;iusqu I à 99 s egments diff ére nt s. 
Ces seg:ne n t s peuvent êt r e j_ntercalés ct an s un ordre f onc -
tionnel et ch r onol og i que. Ch&que s egmen t peut avoi r jus -
q~ •à ~9 r épéti t ifs, sauf pou r les segments p a thologique s 
où ce nombre est i.l l imité. 



















Collecte avec impression 
Collecte sans impression 
Interrog. sans impression 
Interrog. avec impression 
Admission Hosp. Phase 1 
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Mi se à jour administrative 
En r egistrement résultats 
expertises 
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Hospitalis a t i on 
(1 = nombre de segments édités) 
Procédu res 
Résumé IMIJ 
Ex t rajt IMI.; 
Résumé I LCH4/ILCH5 
Liasse d'admis sion 
Dossier d'expertise 
Etiquettes 
Badge d 'hospitalisation 





























ANNEXE D DESCRIPTION DES PROCEDURES 













ADMISSION EN HOSPITALISATION PHASE 1 
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ANNEXEE VOLUMES PAR 'I'EHMINAL 
- - - - -
-------- - --
- - - - -
-----------
1 • Réseau externe 
Lieu Poste Type Pro- Nombre Cadence/heure 
cédure Max. x s n Matin Apr.m. 
CRS 1 A 1 - 44 21 13 13 
3 - 47 27 20 13 13 
4 - 47 27 2 13 13 
2 A 1 - 50 24 13 13 
3 - 54 27 19 13 13 
4 - 54 27 2 13 13 
3 A 9 50 20 
MS-Evere 4 A 4 3 - 20 5 5 
5 2 2 5 5 
5 C 51 2 5 5 
CMA 6 A 1 7 6 13 13 
2 - 16 9 16 13 13 
4 - 16 9 2 13 13 
7 C 52 - 16 9 16 13 13 
Gendarmerie • 8 A 1 - 10 13 13 
2 - 20 9 17 13 13 
4 - 20 9 2 13 13 
9 A 1 - 10 13 13 
2 - 33 21 17 13 13 
4 - 33 21 2 13 13 
10 C 52 - 53 27 17 26 26 
CAS Tl•Œl.J 11 A 3 - 125 1 20 20 
4 - 125 2 20 20 
12 A 3 - 125 1 20 20 
4 
- 125 2 20 20 
CMEDPARA 13 A 2 5 3 16 13 13 
4 5 3 2 13 13 
14 C 52 5 3 16 13 13 
CNAVMED 15 A 1 9 6 13 13 
2 - 18 1 1 15 13 13 
4 - 18 1 1 2 13 13 
16 C 52 - 18 1 1 1 5 13 13 
HM-Cologne 17 A 5 - 17 1 8 2 
18 D 51 - 17 8 2 
54 - 17 8 2 
HM-Soest 19 A 5 - 11 1 8 2 
20 D 51 - 11 8 2 
54 - 1 1 8 2 
HM -Anve rs 21 A 5 - 14 1 8 2 
22 D 51 - 14 8 2 
54 - 14 8 2 
HM-Liège 23 A 5 - 1 1 1 8 2 
24 [i 51 - 11 8 2 
54 - 1 1 8 2 
HM-Ostende 25 A 5 9 1 8 2 
26 D 51 9 8 2 
54 9 8 2 
83. 
2. Réseau interne 
Lieu Poste Type Pro- Nombre Cadence/heure 
cédure Max. y s n Matin Apr.m. 
Admission 27 A 6 36 8 2 
Hospital. 7 36 8 2 
8 36 8 2 
28 A 6 24 8 
7 24 8 
8 24 8 
15 40 10 
16 60 15 
17 5 2 
19 20 5 
29 D 53 60 - 16 2 
54 60 - 16 2 
30 E 57:r· 60 - 16 4 
58 36 8 2 
Admission 31 A 9 9 3 
Expertise 10 9 3 
11 9 3 
12 4 2 2 
18 180 
- 25 25 
19 18 4 4 
32 A 9 9 3 
10 9 3 
11 9 3 
12 4 2 2 
18 180 
- 25 25 
19 18 4 4 
33 D 55 68 - 26 
Ce ntrale 34 A 13 40 - 12 2 
Estampage 14 55 - 17 2 
35 A 13 40 - 12 2 
14 55 - 17 2 
36 A 13 40 - 12 2 
14 55 - 17 2 
37 E 57 34 - 13 
58 ~142 - 44 6 
38 E 57 34 - 13 
58 142 - 44 6 
Classement 
~6 C 51 81 - 24 3 C 56 72 - 20 2 
SMTS 41 A 2 35 5 7 
4 35 2 7 
5 50 1 10 
42 D 51 50 10 
52 35 5 7 
Admission 43 A 6 21 8 2 
Urgence 7 21 8 2 
8 21 8 2 
44 D 53 21 8 2 
54 21 8 2 
45 E 57 21 8 2 
58 21 8 2 
ANNEXE F: CHARGES DE LIGNE. 
Vitesse de transmission: 4800 bps 
Lieu Procédures Cadences HP Charge max. 
en% 
1 1 26 4,6 
3 26 34,7 
4 26 2,9 
9 20 7,6 
2 4 5 1 '5 
5 5 o,6 
51 5 2,6 
3 1 13 4,3 
2 13 14,6 
4 13 1 ' 5 52 13 5,8 
4 1 26 4,6 
2 26 30,9 
4 26 2,9 
52 26 12, 1 
5 3 40 4,9 
4 40 4,5 
6 2 13 14, 6 
4 13 1 '5 52 13 5,8 
7 1 13 2 ,3 
2 13 13,7 
4 13 1 '5 52 13 5,5 
8 à 12 5 8 0,5 
51 .9 4,2 











Lieu Procédures Cadences HP Charge max. 
en r~ 
13 6 16 6, 1 
7 16 3 





53 16 1 , 1 
54 16 0,7 
57 16 0,2 
58 8 0, 1 
14 9 E, 2, 3 
10 6 1 , 1 
1 1 fi 1 , 1 
12 4 1 
18 50 9,3 
19 8 1 ,8 
55 26 5, B 
1 5 13 36 6 , 7 
14 51 6,2 
57 26 0,3 
58 88 0,7 
16 51 24 12,6 
56 20 0 ), '-r-
17 2 2,7 
4 1 , 2 
5 o ,6 
51 5 ,3 
52 1 , 6 
1 8 6 8 3 '1 
7 8 1 ' 6 
8 8 1 , 6 
5'3 8 0,'.5 
54 8 o,4 
57 E.: () ' 1 









ANNEXE G • ORGANIGRAMME DU PROGRAMME DE SIMULATION. .
- - - - -
--------------------
- - - - -
--------------------
Table de correspondance des numéros des terminaux 
Lieu NO terminal No terminal Type 
-simulation 
CRS 1 1 Vidéo 
2 2 Vidéo 
3 3 Vidéo 
MS-Evere 4 4 Vidéo 
5 26 Impr. prog. 
CMA-Geruzet 6 5 Vidéo 
7 27 Impr. prog. 
Gendarmerie 8 6 Vidéo 
9 7 Vidéo 
10 28 Impr. prog. 
Castmed 11 8 Vidéo 
(Namur) 12 9 Vidéo 
CMEDPARA 13 10 Vidéo 
(Namur) 14 29 Impr. prog. 
CNAVMED 15 11 Vidéo 
(Ostende) 16 30 Impr. prog. 
Cologne 17 12 Vidéo 
18 31 Front-feed 
Soest 19 13 Vidéo 
20 32 Front-feed 
Anvers 21 14 Vidéo 
22 33 Front-feed 
Liège 23 15 Vidéo 
24 34 Front-feed 
Ostende 25 16 Vidéo 
26 35 Front-feed 
87 . 
Lieu No terminal N° terminal Type 
-simulation 
Adm. Hosp. 27 17 Vidéo 
28 18 Vidéo 
29 36 Front-feed 
30 37 Estampeuse 
Adm. Exp. 31 19 Vidéo 
32 20 Vidéo 
33 38 Front-feed 
Centr. Est. 34 21 Vidéo 
35 22 Vidéo 
36 23 Vidéo 
37 39 Estampeuse 
38 40 Estampeuse 
Classement 39 41 Imp. prog. 
40 42 Imp. prog. 
SMTS 41 25 Vidéo 
42 43 Imp. prog. 
Adm. Urgence 43 24 Vidéo 
44 44 Front-feed 
45 45 Estampeuse 
SOUS-ROUTINE LI ISQUE 












8 , 8 
CHANE L, THAt<:S 
AIJVANCE 16 
ADVANCE 3 
li.ELEASE CHANE L 
IŒLEMiE P1 0 
LOOP 8 ,DISK 
TH.AXSlt'EB P , 7 , 1 
H. 




a ccè s au disque dont le 
num éro es t c.! ans le pa-
r amè tre n° 10 (52 à 56) 
accè s au canal ( avec 
f i le d'attente) 
temps de service canal 
pour tester le périphé-
rique e t le lancement 
de l' opér a t i on 
l i bération du canal 
temps de seek: variable 
aléatoire u ni f orme 
a ans ( 1 0 , 45) ms 
Rotat ional De lay: vari-
able a l éato i re unjfo rme 
dans ( O, 1 6 ) ms 
test du canal : 
- ljb re : l e · trans fe rt 
peut commence r 
- oc cup ~ : at t ente sup-
pl émentaire d ' un tour 
(= 16 ms) 
a ccès au cana l (canal 
occupé ) 
temps tie transfer t d'un 
bloc de 1900 à 2400 by t e s 
l ibération du canal 
ljbér at ion ~u d jsque 
1 le ctur e log i que co r -
re sp ond à P8 l e ctures 
physiques 
f i n de l ' opération djsque 
retour au prog ra""!me au 
bloc suivant l'appel 
HORLOGE 
GENERATE XH2,,,,70 
ASSIGN 1, 1 1 1 
SAVE SAVEVALUE *1+,XH2 
TEST GE X*1 ,FN5 ,LOOP---~ 
SAVEVALUE *1 ,o 
Jt 1 0 
GATE LR V'LSW,LOOP 
SPLIT 1 ,LINK 
LOOP ASSIGN 1 +, 1 1.1- 1 




,Z F/t/ 1'6 
HE TUHN CPU 
TERMINA TE 
Génération des transac-
tions "horloge" de pri-
orité 70 toutes les 
XH2 millisecondes 
paramètre n° 1 : numéro 
du vidéo à tester 
mise à jour du compteur -
temps (X*1) pour ce vi-
déo 
test du compteur X*1 : 
- si (X*1) ~ t emps entre 
polling pour ce vidéo , 
on remet ce compteur 
à zéro 
- sinon, on teste le 
compteur suivant 
s'il existe une demande 
de polling ou d'adressa-
ge en attente ou en cours, 
on n'ajoute pas une nou-
velle demande de polling 
création d'une copie 
qui va attendre un pas -
sage du PGL 
numéro du terminal 
suivant 
test fin de boucle 
(24 vidéos à tester) 
réquisition du CPU sui-
vant la pr iorité du 
programme 11 hor loge 11 
service CPU de 2 mse c. 
- déroulement de 1500 
i nstructions -
abandon du CPU pa r 
"ho rloce" 
des t ruction de s transac-
tions de balayage des 
compteurs 
HORLOGE . (suite ) 
LINK PRIORITY 40 
LOG IC S V~LSW 
s 
ASSIGN 2,FN1 
,Z FN -1 





les transactions de pol -
ling ont une priorité 
de ~o 
un interrupteur logique 
signale l'existence 
d'une demande de poll i ng 
pour un vidéo 
détermination de l a l i -
gne en fonction du nu-
méro de vidéo 
calcul du paramètre 
pour l'ordre dans la 
cha1ne-utilisateur 
la demande de polling 
attend le passage du 
PGL dans la chaîne-
utilisateur n° 2 sui-
vant sa priorité 
91 • 
P 1{(;G i lAW·Œ DE CESTI ON lJE LIGNES (P.G.L.) 
LiENEttATE no ,,, 1 , 65 Gén ération d'une tran-
saction qui simule la 
boucle du PGL. 
A0.s 1 ASSIGN 2 , 1 Compteur de boucle ini-2 1 
tialisé à 1 pour le ba-
layage de toutes les 
lignes 
PiŒEMPT CPU Réquisition du CPU 
ADVC A.:.NANCE 1 ,FN16 déroulement de 500 ins-1 FN-16 tructions 
ASSIGN 9,ViPAHAM Paramètre no 9 . numéro 
'1 v'};PARAM . du compteur nombre d 'E/S 
en cours pour une même 
ligne 
TE[i '.l' E ·. H*9 o ASW) Si la ligne n'est pas en 1 . , , u~ 
• d 1E/S, continue cours on 
en séquence. Sinon on 
va en Af;f>2 . 
2 
UNLINK 2 ,ANALYS , 1 ,2 1 On libère une demande 
ANALY.S d'E/S ligne et elle est 
2 aiguillée vers le bloc 
Il J.. t'.ALY:: Il 
F. c; C' l 
.a. ~ ) I J}, !;] (jf! 2+, 1 2+ 1 Pas sage à la ligne sui-
vante 
'.l'.t.~3 '.I' G P2 ,YH4,ADVC te st de fin de boucle 
RETUtlN CPU le CPU est libéré dès 
PII que la boucle d'analyse 
des demandes est ter-
mi née 
AiJ V 1,!'l C:6 XII3 XH3 le PGL attend }.1[3. ms a -
vant de co11r1encer un 
'l11t/ci'· EiFbH ,ASS1 nouveau balayage 
UCH un LlNK ;:.: ,ANALYS,1, 2 2 On bbère une demande 
1 d ' E/8 ljgne et elle es t 
AN.ALYS d irj_gée vers le blo c 
11 A.NALYS 11 
G.AVEVALUE *l;)-,1,H 1écrémentation du comp-
1'-9- 1 H teur nornbre d 1E/S en cours 
'l'L.tMINil 1.'E IJes truction CJ es i.ransac -
-- -- tions 
ANALYS PRIO iUTY 65 
ASSIGN 9,V$PARAM g Vf,PAP.AM 
PREMPT CPU 




SAVEVALUE *9+,1 ,H 
SEI ZE P2 
AIJVANCE V$TMIT 
V.!TMJ T 
UNLINK 1 ,MESS , 1 , 1 , ,NAK 
1 _,,..,_ ____ __ 




HE LEASE P2 
92. 
les transactions -deman-
de d 1E/S- ont une prio-
rité de 65 lorsqu'elles 
sont prises en charge 
par le PGL. 
Choix du compteur -nom-
bre d 1E/S en cours 
(fonct. n° de ligne) 
Réquisition du CPU par 
le PGL 
Déroulement de 10000 
instructions 
Libération du CPU 
Polling 
incrémentation du comp-
teur -nombre d 1E/S en 
cours- pour la ligne en 
question 
Le PGL saisit la ligne 
n° P2 
émission de 15 caractères 
+ temps de service 
Front-Erid 
+ temps de retournement 
Modem 
(= temps d'émission de 
10 caractères) 
On libère le mes sage en 
attente de polling pour 
le terminal qui a son 
numéro égal au paramètre 
n° 1 de la transaction 
du PGL. S'il n'y en a 
pas, la transaction du 
PGL est dirigée vers le 
bloc "NAK". 
Emission de 15 caractère s : 
5 pour le mess age 
10 pour service Front -End 
et retournement Modem 
Libération de la ligne 
par le PGL. 
P ŒMPT CPU 
A.lJVANCE 
HETURN CPU 
ASSIGN 10 ,DISK1 
ASS IGN 
TRA11iSFEH SBR , lJISK , 7 
Ul'JLINK 3, TRT, 1 , 1 
LOGIL H vi1sw 
'l'fü\fü-;FEH , UCH 
1·.1. · .'J_•VANCE V~EMIT 
p~ 
P, ü!,EMPT ~PU 
1 , FN1 6 
HETur<N CPlJ 
LOC l L, H V~LSW 
Ti--U.i i~iFEH , UCH 
C 
6 FN16 







Réquisition du CPU 
Déroulement de 4000 
instructions 
Libération du CPU par 
le PGL 
numéro du disque conte-
nant la file d'attente 
des messages 




- mjse du me ssage sur 
disque-
la transaction du PGL 
libère la transaction 
-message en TRT 
la demande cte polling 
a é t é exécut ée 
fin d ' opération d 'E /S , 
on va voir s 'il y ·a d ' au~ 
tres demandes pour cette 
ligne 
l '.mission de 15 caractè-
res 
ljbé rat i on de l a ljgne 
par le PGL 
réquisition du CPU pour 
traitement fin E/S 
déroule~ent de 800 
jn tr11ctions 
libération du CN par 
le PGL 
la de~ande de pol l ing 
a f5tô exécutée 
fin d I opéra U on C1 1E/S 
ori va voir s 'il -:,. ~i 
u. ' autres demandE::s pour 
cett.e ligne 




ASSIGN 8, 1 
ASSIGN 10 ,DISK1 
TRM18:F'ER SBR ,DISK, 7 




FJRST ASSIGN 7 ,M1 
ADVANCE viLINE 
ADVANCE V$TMIT 
TRANSFER • 01 0, ,FIRST 
10 D]Sl<1 
*'1+,1 H 
V-$ E /'-fl T 
7 /1 1 
V $ Li!/E 
V.$ Tl'1IT 
94. 
adressage des vidéos 
traitement CPU pour 
méthode d'accès 
déroulement de 2500 
instruc t i ons 
choix du nombre d'accès 
physiques 
choix du disque conte-
nant la file d'attente 
des messages en sortie 
recherche du message 
sur disque 
incrémentation du comp-
teur -nombre d 1E/S en 
cours 
le POL saisit la ligne 
n° P2 
le PGL demande s·i le 
vidéo est prêt à 
recevoir 
réponse du v i déo 
enregistrement du t emp s 
de réponse dans le 
paramètre 7 
t~ansmission du mes s a-
ge 
réponse de réception 
du vidéo 
réémission en cas 








SPLIT 1 ,TES 







le PGL libère la ligne 
traitement CPU de fin 
d'opération d'E/S 
dêroulement de 2000 
instructions 
choix de la table pour 
enregistrer le temps 
de réponse 
enregistrement du temps 
de réponse dans la 
table n° P4 par type 
d'application 
et dans la table n° 
V$TBLE par numéro de 
ligne 
création d'une copie 
qui simule le traite-
ment du message par un 
opérateur humain 
la demande d'adressage 
a été éxécutée 
fin d'opération d 1E/S 
on va voir s'il y a 
d'autres demandes pour 
cette ligne 
PRTER · TEST E P1 ,39,FACY 
GATE SNF 1 ,USE 
ENTER 1 
THANSFER ,PH.ITY 













adressage des terminaux 
de type imprimante 
si le récepteur est une 
des estampeuses de l'é-
dition des badges, on 
continue en séquence 
si la station "Storage 1" 
est pleine, la transac-
tion est aiguillée vers 
le bloc "USE" 
si Storage n° 1 est li-
bre, la transaction 
"entre" dans la station 
------ si le périphérique de-
V./TMIT 
V:J, EMTT 
mandé est occupé, la 
transaction est envoyée 
au bloc "USE" 
sinon, la transaction 
saisit la station n° P1 
si le périphérique de-
mandé est un Front-Feed, 
on continue en séquence ; 
sinon, on va en "PRITY" 
le PGL saisit la ligne 
n° P2 
transmission de 25 ca-
ractères 
demande d e papier 
réponse du terminal 
le PGL libère la ligne 
n° P2 
UNLINK 2,ANALYS,1 ,2, pendant l'attente dupa-
pier, on va vo i r s'il 2.._ ____ _ 
1 
2. ~A~W.:.:A.:..L.;.;Y.s .... __ 
y a d'autres demandes 
dans la file des deman -
des d 1E/S 
ADVANCE 6000,2000 
6(JOC' ,1 2000 
R.l T y >------t 
PRITY SAVEVALUE *9+,1 ,H 
DEPART V'$QUEUE 


























délai d'attente pour 
l'introduction et la 
mise en place du papier 
v.a. uniforme dans 
(4,8) sec. 
incrémentation du comp-
teur -nombre d 1E/S en 
cours 
la demande sélectionnée 
sort de la file d'atten-
te 
traitement CPU pour la 
méthode d'accès 
déroulement de 4000 
instructions 
nombre accès physiques 
à effectuer 
numéro du disque où se 
trouve le message à 
envoyer 
lecture du message sur 
disque 
le PGL saisit la ligne 
n° P2 
le PGL demande si le 
terminal est pr~t à 
recevoir 
réponse du terminal 
émission du message 
réponse du terminal 







UNLINK 2,ANALYS,1 ,2 
ADVANCE FN19 
L00P 3,NWLIN 
TEST NE P12,1 ,WAIT 
HELEASE P1 
TABULATE P6 
TRANSFER , UCH 
3,Ff,J16 




FN ·1 ~ 
98. 
le PGL libère la ligne 
no P2 
traitement CPU de la fin 
d'opération d'entrée-
sortie 
déroulement de 2000 
instructions 
pendant l'attente, on 
essaie de satisfaire 
une autre demande d 1E/S 
pour cette même ligne 
temps de retardement 
pour l'impression d'une 
ligne de texte 
(dépend de l'imprimante ) 
boucle d'émission ligne 
par ligne (texte) 
si le terminal est une 
estampeuse, on branche 
en "WAIT" 
le terminal est libéré 
après l'impre ssion de 
la dernière ligne 
enregistrement du temps 
de réponse dans la 
table n° P6 
fin d'opération d 1E/S, 
on va voir s'il y a 
d'autres demandes pour 
cette ligne 
WAIT SAVEVALUE *9-,1 ,H 
ADVANCE V$PUNCH 
'.l'EST E P1,39,HEL 
LEAVE 1 
TRAl'JSFER , TAB 
HEL HELEASE P1 
TAB TABULATE P6 
TEd.MINATE 




teur -nombre d'E/S en 
cours 
délai d'estampage 
vitesse : 3 caractères/ 
seconde 
si le récepteur est 
l'une des estampeuses 
de l'édition des bad-
ges, on continue en 
séquence, sinon on 
branche en "REL" 
on libère une des 2 
estampeuses 
on libère le terminal 
enregistrement du temps 
de réponse dans la t a -
ble n° P6 
destruction de 1~ tran-
saction 
USE SAVEVALUE 8,P1 ;H 
ASSIGH 1 ,FN2 
TESTE XH8,P1 ,DIF 
LINK 2,7 
DIF TESTE P1 ,39,SEZ 
GN11E SNF 1 , USE+ 1 
TRANSFER ,UNLK 
SEZ GATE NU P1 ,USE+1 








ASSIGN 1 ,XHB 1 X>-18 
LINK 2,7 ---------2 
--------tl 
100. 
dans cette partie, on 
essaie de trouver un 
message en attente pour 
un terminal type "im-
primante" libre ,, 
sauvetage du numéro du 
terminal occupé en mé-
moire 
choix de 1 1 "imprimante fi 
suivante sur la même 
ligne 
lorsqu'on a parcouru 
toutes les imprimantes 
sur une même ligne, la 
recherche est arr@tée, 
sinon on branche en 
11DIF 11 
la demande d'E/S est re-
mise en file d'attente 
la station n° 39 est une 
station double 
si la station double 
est pleine, on branche 
en flUSE+1", sinon on 
branche en flUNLK" 
si la station est occu-
pée, on branche en 
"USE+ 1 fi sinon on va en 
séquence 
on libère une demande 
d'E/8 ligne et elle est 
dirjgée vers le bloc 
''ANALYSfl 
restauration du paramè-
tre n° 1 
la demande non satis-
faite est r emi se en 
file d'attente 
APPLICATION 
Arrivée des procédures prototype 
GENE..:tATE ••• ,FN4 
ASSIGN 1 , •.. 
GATE LS P1 ,LNX 
TERMINATE 
LNX ASS IGN 2,FN1 
LOGICS P1 
TH.ANSFER .XXX, , YY 
ASSIGN 3' •.• 
ASSIGN 4' •.. 
ASSIGN 5' ... 
ASSIGN 6' ••• 
ASSIGN 9' •.• 
ASSIGN 1 2, ••• 














arrivée des procédures 
suivant un processus 
de Poisson 
le paramètre n° 1 con-
tient le numéro du vi-
déo émetteur 
si le vidéo est occupé, 
la transaction est 
détruite., 
sinon le paramètre n° 2 
reçoit le numéro de li-
gne 
le terminal émetteur 
est mis "occupé" 
choix du type de pro-
cédure 
le paramètre n° 3 re-
çoit le nombre de dia-
logues en fonction du 
terminal et de la pro-
cédure 
le paramètre n° 4 reçoit 
le numéro du type d'ap-
plication (42 à 45) 
nombre de caractères 
émis du terminal à l'or-
dinateur au 1° dialogue 
temps moyen de réfle -
xion de l ' opéra teur 
nombre d'accès logiques 
disque pour le 1° dia-
logue 
code pour les procédu-
res d'impression né-
cessaires · 
le message attend un 
polling 
MESS PREEMPT P2 
ERTR ADVANCE viLINE 
ADVANCE V~MIT 













8 , 1 
1 U ,DISK1 
TRAfü :FER SBR,DISK, 7 
\/$EMIT 
p 
.t;. FN 16 
.,10, .D I S K 1 
102. 
le me ssage pollé ré-
quisitionne la ligne 
n° P2 
temps de transmission 
du message 
réponse de bonne récep-
tion ( 15 caractè res) 
réémission en cas d'er-
reur de transmission 
la transaction "messa-
ge" libère la ligne 
n° P2 
en tant que message 
conversationnel, la 
transaction a une prio-
rité de P4 pour l'accès 
aux ressources CPU et 
disques 
le ~essage, une fois 
entré, attend la fin de 
traitement par le PGL 
(mise du message sur 
disque) 
l a transaction demande 
le CPU, suivant sa pri -
orité, pour la méthode 
d'accès-disque 
-déroulement de 2500 
instructions-
1 accès physique pour 
lire le message 
l e ~essage se trouve 
sur le disque DISK1 
lecture du message sur 
disque 





TRAN[3FEH SBR , 1.J ISK, 7 
LOOP 9,CPU 
.ASSIGN 5,FN7 
TEST LE P3,1 ,CONT 
TBS '.11 NE P12,o ,coNT 
SPLIT 1 ,IMPR 





t raitement par le pro-
gramme d'application 
du message 
déroulement de 1400 
instructions entre 2 
accès disques(en moyen-
ne) 
choix du nombre d'accès 
physique dis (:_ue par 
accès logique 
choix du disque 
(équiprobable entre les 
4 unités) 
op c: ration sur le disque 
le paramètre n° 5 con-
tient la longueur du 
message de réponse 
(en caractères) 
au dernier dialogue, 
il y a lieu de voir 
s'il faut exécuter une 
procédure d'impression 
si P12 = o, il n'y a pas 
d 'impression à effectuer 
envoi d'une transaction 
vers la procédure 
d 'i'îlpression 
CONT SEIZE CPU 
AfJVANCE 4,FN16 
HELEASE CPU 
ASSIGN 8, 1 
ASSIGN 10 ,DISK1 
TRANSFER SBR,DISK,7 
LOGIC S V$LSW 
ASSIGN 7,V$0RDER 
LJ HK 2,7 
TEST ASSIGN 3-, 1 
ADVANCE P6 ,F}:20 
TEST LE P3,0, NEW 
LOGIC R P1 
.4 FN16 
g 1 




P6 FN 20 
R 
104 . 
la transaction demande 
le CPU, suivant sa 
priorité, pour_ lamé-
thode d'accès disque 
déroulement de 2500 
instructi ons 
1 accès physique pour 
écrire le message 
le message se r a écrit 
sur le dis que DISK1 
écriture du message sur 
disque 
il existe une demande 
d'adressage pour le 
terminal n ° P1 
calcul du par amè t re 
pour le classement de 
la transaction dans la 
f ile d'attente des de-
mandes d 1E/ S ligne 
la demande d'adressage 
est mise en file d'atten-
te devant le PGL 
le nomb r e de dialogues 
est déc rémenté de 1 
t emps de réflexion de 
l 'opé r ateur 
si on n'est pas au de r-
nier dialogue, on bran-
che en "NEW" 
sinon le terminal devi-
ent libre 
~----------~----------------------- - -------i 
TES T GE P1 , 21 , TERM 
TEST LE P1 ,23,TERM 
LEAVE 2 
111-'AHT CESTA 
TERM 'rERMINA TE 
NEW ASSlGN 4+ , 41 
AS ~;llii•J '5, Fl.J6 
ASSl GN 9 ,FN18 
LH :i<: 1 , 1"11'0 
s élection des v idéos 
de la Centrale des 
Badges 
( = station multiple 
-storage) 







------- ----1 f 
0 
un po s te de la station 
et quitte la file d ' at -
tente de l a Centrale 
des Badge s 
le paramètre n° 4 con -
t ien t le numéro de ty -
pe de procédure 
nomb re a e cara c tè res 
émi s du t e rminal ve rs 
l'ordinateur 
nombre d 'accès lor,i ques 
d is que au dialogue 
suivant 
e nregistrement de l' heu-
re l orsque le message 
est prêt 
le ries sage attend un · 
po J l ing 
IMPH PHIOHITY V$PRI O 
AS,L:JGN 4,P12 
CTROL TEST G , P4,0, NOP 
TRANSFER FN,17 
NOP TERMINA TE 
BADGE ASSIGN 4-,4 
TESTE P4,16,NBCAR 
'l'EST NE P1 ,24,BIDT 
TRANSFEH . XH12, ,CTH.OL 





les traitements pour 
impression ont une 
priorité inférieure aux 
traitements "dialogués" 
sauvetage du paramètre 
n°12 dans le paramètre 
n°4 
si P4 = o, toutes les 
impressions demandées 
sont prêtes pour l'émis-
sion 
si P4 ~ O, choix de la 
procédure d'impression 
suivant la valeur du 
paramètre n°4 - la fonc-
tion n°17 indique l'éti-
quette de branchement : 
BADGE , LABEL , FFEED , PRIN T 
le paramètre n°4 est di -
minué de 4 pour détermi-
ner les impressions 
suivantes 
badge d'identification 
pour les hospitalisés 
NBCAR ASSIGN 5,FN9 
ASSIGN 11,FNB -11 FNB 
SEIZE CPU 
ADVANCE 5,FN16 S FN-16 
iiELEASE CPU 
ASSIGN 8, 1 a 1 
ASSIGN 10 ,FN14 
TRANSFER SBR,DISK,7 
ASSIGN 3, 1 
ASSIGN 6,5 6 S 
ASSIGN 12, 1 12 -1 




choix du nombre de ca-
ractères du badge 
choix de l'estampeuse 
traitement CPU pour 
l'édition du badge et 
pour la méthode d'accès 
disque 
déroulement de 3500 
instructions 
nombre d'accès physique 
disque par accès logique 
choix du disque 
opération d isque 
le badge est émis en 
une seule fois 
numéro de table pour 
l'enregistrement du 
temps de réponse 
P12 = 1 : imprimante 
de type estampeuse 
le badge est prêt pour 
être émis : branchement 
en XMIT 
la trans action-mère 
branche en CTROL pour 
l es impressions suivantes 
LABEL ASSIGN 4-,5 
TRANS FER .XH7, , CTROL 
SEIZE CPU 
.ADVANCE 1 ,FN16 
RELEASE CPU 
ASSIGN 3,5 
AS SIGN 5,106 
ASSIGN 6,7 
ASSIGN 11 ,42 
ASSI GN 12 , 0 









mètre n° 4 pour les 
impressions suivantes 
il n'y a impression 
d'étiquettes que pour 
XH7 %,des admissions en 
hospitalisation 
traitement CPU pour l'é-
dition des étiquettes 
déroulement de 1000 
instructions 
le paramètre n° 3 con-
tient le nombre de li -
gnes à écrire 
le paramètre n° 5 con-
tient le nombre de ca-
ractères à transmettre 
par ligne de texte 
le paramètre n° 6 con-
tient le numéro de la 
table où sera enregis-
tré le temps de réponse 
les étiquettes sont im-
primées sur l'impriman -
te n° 42 
Pî2 = ô = type impri -
mante programmable 
- les étiquettes sont 
pr~tes pour émission 
(branchement en XMI T) 
- la transaction-mère 
branche en CTR0L pour 
les impressions sui-
vante s 




ASSI GN 4-,2 4- 2. 
Tl~S T E P4 ,10,WRI 
ASSIGN 3 '15 
TRANSFEH ,WRI+1 
WHI ASSIGN 3,FN11 
ASSIGN 5,1 06 
S'. 1C'(, 
ASSIGN 6,6 6 6 
ASSIGN 12 ,2 -12 2. 
SPLIT 1 ,XMIT 
TRANSFER ,CTROL 
109. 
choix du Front-Feed 
récepteur 
traitement CPU pour l'é-
dition du document 
déroulement de 2000 
instructions 
décrémentation du para-
mètre n° 4 pour les 
impressions suivantes 
nombre de lignes à im-
primer pour IDCH4/ICH5 
pour une hospitalisation 
nombre de lignes à 
imprimer 
nombre de caractè res 
par ligne de texte ' a 
envoyer 
numéro de table pour 
enregistrer le temps 
réponse 
P12 = 2 . type Front-. 
Feed 
de 
- le docu~en t est pr~t 
pour émission 
(branchement en XHTT) 
- la transaction-mère 
branche en CTHOL pour 
les impressions 
suivantes 
PtU î-J T AS ~; H., N 11 ,FH12 
--'11 F r,J,f 2_ 
A.SSIG t'. 12 ,o 
-1 
SEIZE CPU 
PJJVA:-TC.E 4,FN16 ,.', F"N-16 
IŒLEASE CPU 
... 
AS:iIGli 8, 1 8 1 
ASS IGN 10 ,DISK2 






choix de l'imprimante 
réceptrice 
P1 .2 ::! 0 . type impriman-. 
te programmable 
traitement CPU pour la 
méthode d'accès 
déroulement de 2500 
instructions 
choix du nombre d'accès 
physiques par accè s lo-
gique 
choix du disque conte-
nant la file d'attente 
des messages pour 
TPSPOOL 
entrée dans la file 
d'attente de TPSPOOL 
traitement disque 
les messages pour TPnPC'OL 
ont la priorité la plus 
faible 
cho ix du 11 ombre d'accès 



















5 , 64 
6 'f3 
ASS I GN 4- ,3 









traitement CPU pour 
l'application et pour 
la méthode d'accès 
disque 
déroulement de 5000 
instructions 
choix du nombre d'accès 
physiques par accès 
logique 
choix du disque pour 
1 1 E/S dis que 
traitement disque 
sortie de la file d ' at -
tente de TPSPOOL 
nombre de lignes à im-
primer 
nombre de caractères par 
ligne à imprimer 
numéro de table pour 
enregistrerment du temp s 
de réponse 
décrémentation du para-
mètre n° 4 pour les 
impressions suivantes 
- le document est prêt 
pour émiss ion 
(branchement en XMIT ) 
- la transaction-mère 
branche en CTROL pour 
les impressions 
suivantes 
XMIT ASSIGN 1 ,P11 
ASSIGN 2,FN1 
SEIZE CPU 
AJJVANCE 3 ,FN16 
HELEASE CPU 
ASSIGN 8, 1 
ASS IGN 10 ,DISK1 
THANSFER SBR, DISK, 7 
QUEUE V$~UEUE 






choix de ligne en fonc -
tion du terminal 
traitement pour lamé -
thode d'accès disque 
2500 instructions 
parcourues 
1 accès physique pour 
écrire le message 
numéro du disque conte-
nant la file d'attente 
du PGL 
écriture du message sur 
disque 
le message est placé 
dans la file d'atten-
te de l'imprimante ré-
ceptrice 
calcul du paramètre pour 
le classement de la 
transaction dans la 
file d'attente des de-
m8ndes d 1E/S ligne 
la demande d'adressage 
est mise en file d'at-
tente devant le PGL. 
,i,' 
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L. E- SHIP 
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1 2 FUNCTION · P1, &15 
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1 3 FUNCTICN P11,D12 
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14 FUNCTJON RN4,D4 
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16 FUNCTION XH 11.·c 2 
0 0 10 10 
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-
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• 9f, 16 2.3 .9?23 2.6 .9969 2.9 • 9988 ,: 3.2 .9995 3.s .9998 3.8 
1 4.2 
f r1 !T VARIA BLE XH5*800/FN3 
UNE VAl•. IABLE P5~800/FN3 . 
LSw VARIJ\fLE P1+25 
0 Pl, F.1-! V,.. FHABLE: ~O•PR 
PP-.P.Art: VARIABLE PZ+14 
PPIO VJl..RIA eLE PR-10 
PUNCH VARIAP.LE (30000+(PS-100) • RN5)/XH9 
<W F: UE VAFIA 8LE P1-24 
TPLE VJIRIABLE P2+8 
H'· IT VARIABLE: XH10*800/FN3 
1 STCRAG E ., ... 
' ) ,_ STORA GE 3 
1 TA CLE P?,250,250,40 
:, TAr,LE P7,2S0,2 50,40 
J TA f.;LE Pî,250,2 50 ,40 
4 TAGLE P?,250,250,40 
5 TARLE ~1, 10000,10000,40 
(:1 TAGLE ~,,10000,10000,,o 


























































NAME A~B ~i~~,E,f~G C~MM~NTS 
TAHLE ,-,1 ,·s09p,~ooo;~o ... 
TÂBLE Mf~120~00~~0000,~o 
. TABLE ' .P7 .250 ,250,4 l:î.. · 
TABLE P7,250,250,40 · 
TABLE P7,250,250,4O 
TABL E P7,250~250,40 · 
TAULE P7,250,250,40 
TA~LE P7,250,250,40 
TA ULE P7,250,250,40 
TARLE P7,25ü,2S0,4 0 
TA &L~ P?,250,250,40 
TAbLE P7,250,2S0,40 
TAéLE P?,?50, 250,40 
TAOLE - P7,250,250,40 
INITIAL X1-X25,5000 
INITIAL XH2, 10GO 






I NI TIAL XH10,25 
I NITIAL XH11,1 
INITIAL XH12,500 







GATE U CHANEL,TRANS 
ADVANCE 16 










SAVE VALU f: 
TEST GE 
SAVEVALUE 




FPE u 1rr 
ADVM!CE 
Rf TUkN 



























































































































AD V Mi Cl 
RE:TlJf:N 
LO G!C R 
TRIINSFER 







.A, 8 ~;·c ~ D, E, f., G 
40 
VSLSW 
2, FN 1 
7,VSORDER 
2,7 













ë., AN AL VS, 1, 2 





























P 7., 1 ( , , F 1\ T E R 
,t-9 +, 1 , t, 
CPU 
4,FN16 

































































A Cl VANCE 
Fir~ST ASSI GN 
ADVANCE 
ADVANCE 











PRTER Tf.ST E 
GATf SNF 
ENTER 
TPMJSF E P 




















XINIT AD VANCE 
Al)VANCE 







l • .(_'.;, 
' ' • , 
; ' 
• 1 
A.B,C,D,l,f ,G .· 
~ • /? 
; . , 
'tPli 











































































































• 1, ., • 'l;tl'.è~ ~ l l' 
• ,J~ 
• 1 
-~,. • ;, ,~! 'l ~~ . ·i 
' • ~ ',> . .( • • l • 
,:,..,; 
,r, 















































GATE SNf 1,USE+1 
TRANSFER ,UNLK 









TE Rr-' lNATE 
JSSIGN 
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' • ,i • ~ , , 
,1 
. 120 • 
• 1 
BLOCIC# *LOC NAME A,B,C,P 1 E,F,G COMMENTS 
00186 . TP.ANSFER .GT1, ·1 
1' ·\' CRS . POSTE 3 ,)· ·1-
.. 
()0187 GENERATf; · 200000 ,fN4 
00188 A SS lGN 1,3 · 
00189 GATE LS P1,lN2 
00190 TER~lNATE 
00191 LN ~ ASSIGN ;::, FN 1 
00192 LOGIC s P1 
00193 ASSIGN 4,45 
00194 · ASSIGN 6,25000 
0019 5 ASSIGN s.20 
00196 ASSIGN 9,1 
00197 ASSIGN 3,6 
00198 ASSIGl'i 12,6 
00199 LINK 1,FIFO 
H• MS.EVERE P(,~TE 4 
00200 GENERf.TE 60000,FN4,,15 
00?01 ASSIGN 1,4 
00202 GATE LS P1,lN3 
00203 TERMINA TC:. 
00204 LN3 ASSIGh 2,FN1 
00205 LOGIC s P1 
0020 6 ASSIGN é,10000 
00207 ASSIGN 4,44 
00208 A SS IGN 5,FNô 
002lJ9 ASSIGN 9,3 
00210 TRANS FER • 500,, IN3 
00211 ASSIGN 3,20 
00212 L JNI<" 1,flFO 
00213 IN 3 ASSIGN 3,2 
00214 ASSIG~ 12,3 
00215 LINtc: 1,FlFO 
** CMA POSTE 6 
00216 GENERATE '• 0000, FN4 
00217 ASSIGN 1,5 
00218 GATE LS P1 ,LN4 
0021 9 TE Rr,, IrHlT E 
00220 LN4 AS S ICI~ 2.FN1 
00221 LOGIC s P1 
00222 ASS IGN 4 , 43 
00223 TRAN5FER .o67,,C04 
00224 ASSICI! 6,80CO 
00 225 ASSI(;N 5,~o 
00 226 JISSlC,N C) I 1 
002 27 ASSll:iN 3,3 
002 28 LINK 1, FIFO 
00 229 C04 TRANSFf'.P • 500,, It-.4 
00230 ASSIGN 6,10COO 
0023 1 ASSIGN 5, FNo 
00232 A SS I<.iN 9,-;, 
00233 ASS!GN 3,16 
00234 ASS H,N 12 ,3 
0023 5 LINK 1,FIFO 
00236 IN4 ASSI GN f:i,10000 
-·-- ------ --- --
·--- .. ~ ·- .. -
' 
121. 
BLOCt:'# -~LOC t-! AME A,B,C,v,E,.-F,6 CO Ml"ENTS 
00237 ASSIGN 4,44 
00238 ASSl CN 5,FN6 
00239 ASS I (,N 9,2 
00 240 ASS IU, 3., 2 
00241 LI Nt-- 1,FIFO 
~* GENCARF.ERir POSTE ,l 
007.42 Gf.t-lERATl 5:.C•OO , FN4 
00243 ASSIGfl 1,6 
00244 TP,1\NSFER ,GTS 
k* F ENt1ARM f..R 1 f PGSTl 9 
00245 GENFRATE. 5C'COO,FN4 
00246 liSSIC.N 1,7 
00247 G T :- GA TE LS P1,LN5 
0024P Tf Ft'ilNA TE 
00249 LN 5 A'.:>SIGN 2, FN1 
00250 ASS!GN 4,43 
002 51 LOGIC C P1 ... 
0025c: îf( ANS FEP. . 6o:-' ,,C05 
00253 ASSIGN 6,8000 
00254 ASSibN ~., 2(1 
00255 ASSH,N 9,1 
00256 ASSTCN ., -->,.) 
00257 LH:r 1,FIF O 
00258 C IJ 5 TPt 1SFEP. .500,.,IN5 
00250 AS S H ,N 6,1000C 
00260 A~ S H , N 5,FN6 
00261 t.SSlGN 9,2 
00262 ASS IU\ 3,17 
00263 l'l SS I GN 12,3 
00264 L .ltl Y- 1,FIFO 
ou 265 IN'5 AS 5 I G ~; t ,10ûPO 
00266 ,'ISSH,N 4.,44 
00?67 A SS H,N 5, FN6 
0026f, f, SSIGti 9,2 
0026Q AS::i IGfJ .., '") 
• I '-
0027C LI r. t: 1,Flffl 
1: ,1- Cf-ST MEtl rcsn. 11 
00271 GENEPJl Tf o JOOC! , FN4 
00272 AS :; IC,t. 1,8 
00?73 TP tld !Sff1' ,G 16 
li- ~ CAS Tl·'E [l P03Tl 1 ;:_ 
00274 l-i ~ i, E: PATE 600GC I H,4 
OC,?75 AS~IGN 1, 9 
00276 ( Té GATE LS P1,LN6 
00277 TE r,f ItU TE 
f\0 278 1. ,_, l ASSlGN 2,FN1 
00279 LCCIC s f 1 
00280 H i'.NSF E k .':00,,INé 
00281 AS S IGI! 4,43 
002P.2 AS S Ili~, 3,FN6 
002 83 ASS H N r .. ,2GOOG 
f\O 284 ASSIGN 3,1 
00285 P, SSH"N 9., 2 
00286 LI ~.K 1.,FifO 
122. 
BLOCt(# •LOC NAME A,u,c.o,E,F,G COMMENTS 
00287 IN 6 ASSIGN 4,44 
00288 ASSIGN 5,FNé 
00289 ASSIGN 6,2 0000 
00290 ASSIGN 3, 2 
00291 ASSIGN 9 , 2 
00292 LINK 1,FIFO 
,!:~· Cft': E DPA J;i A P OST E 1 3 
1)0293 GUirRA T [ 60000,FN4,,17 
00294 ASSIC N 1,10 
00295 GA TE L5 P1,L~ 7 
00296 TER r" INATE 
C0297 LN7 ASSIGN 2 ,FN1 
0029~ LOGIC s f' 1 
()0299 ASSif.N 9 , 2 
00300 TR t. NSFEP .-. .sno,,1N7 
00301 ASSIGN 4,43 
00302 ASSIGN 5,FN6 
00303 ft.SSIGf-J 6,10000 
00304 ASSJGN 3 ,16 
00305 LI NI<. 1,fIFO 
00306 IN: ASSIGN 4,44 
00307 ASSIGN 5,FN6 
00308 ASSJ GN 6,10000 
00309 ASStGN 3, 2 
00:!-1 (l LI N!( 1,FlFO 
• ·fr CNAVME D ros r r 1 5 
(10311 GE NE RA TE. é0000, FN4 
00312 ASSI GN 1, 11 
00313 GATE LS P1,LN 8 
00314 TE R l•I I N A T F 
00315 LN fi AS S I G t~ 2,FN1 
()0316 LOGIC s P1 
00317 ASSI CN 4, 43 
0031P. ASSI GN 9,1 
()0319 TR ANS FER . o67 ,,C0 3 
00320 ASS! (;N 6, ~ooc 
no321 ASSI GN 5,20 
00322 AS SIGN 3,3 
00323 LI Nr 1, FI f 0 
00324 co s TR ANSFf:.f/ .500 ,,I N8 
003 25 ASSIGN 6,10000 
00320 ASSIGN 5,F~é 
00327 ASS IGN 3,15 
0032P. .A S~IGN 12, 3 
00329 LINK 1,FifO 
0033(, I N,S ASSHiN 4,44 
()0331 A SS H , N 5, FtJ 6 
00332 A5SICiN c,? 
00333 A!>S!6N .; , ... 
00334 LlNK 1,FIFO 
f ,l• r!M -~ 0LN PùSTE 17 
00335 hENERAH. 45000r , FN4 
00330 AS!:>IGN 1,12 
00337 T RANSHP ,CT9 
123. 
BLOCIC# ~LOC NAr,tE A,R,C,D,.E,F,G CO~MfNTS 
... HPI-SOEST PO$TE 19 
00338 GENERATE 430000, FN 4 
00339 A SS !G N 1,13 
00340 H'1NSffR 1 GT9 
·""' 
H,-,-ANTW POSTE ~1 
00341 b tr~ fR AT f 450000,FN4 
00342 ASSIGN 1,14 
00343 TRANS FU~ 1 GT9 
Jr :ll Hr~ -LI fG E POSTE 23 
00344 &ENERATE 45QOOO,FN4 
00345 ASSIGN 1,15 
00346 TRi\NSFER ,G T9 
:l* H"'l -OOSTF. POSTE ., C: ~ .J 
00347 (CNERATE: 4500CO,FN4 
0034f ASSIGN 1,16 
00349 GT9 GATE LS P1 1 LN9 
00350 TE i;.r,•JtJJI TE 
00351 L. f\ <i ASS!G"- 2, FN1 
0035 2 LOG I C s r,1 
r. •353 J\SSICN 4,44 
00354 ASS IC, N 5,FN6 
00355 ASSI6N éi ,10000 
00356 AS~!GN 3,1 
(10357 ASSIGN 9, 2 
003'5R ASSluN 12, S 
oo y:;o LINK 1,FlFO 
... AOM-H OSP P05TF - .., ~ I 
0036 0 GU.ER AT[ 12GOOCl,FN4 
00361 ASSHN 1,17 
00362 TF ANS F Ei; ,GT10 
cl, ADM-H 0:f' r 1_; STE zg 
00363 (.fN:RATL.. 1;::nooo,FN4 
00364 A~S Il N 1,18 
f10365 C,T1 û GA TE LS r1,LN10 
00360 TEl"-ift':lNATr 
00367 Lf\410 ASSIGN :,FN1 
00368 l<' L IC s P1 
00369 A~SIG~1 i, I 45 
00~70 ASSI(;N ~, 20 
0037., ,1~,S!C,tl ,·,15CCC 
0037Z A~:;IGN r , 1 
00373 T PANS F f h .t67,,HP10 
00374 ASS1GN ..,_Il 
(10375 A~~ s ru: 12,2C 
OU?7t LHH' 1,FIF0 
OO .H7 HP10 /\~StCN - 1 ..,,_ 
0037 8 LI t,; 1,FJF0 
If'!\' A [ ~. -1. X D Fv::;, î 1: :1 
0037Q cr r~ERJIT[: cûGOO,FN4 
00380 ., ': S ff N 1, 1 () 
00381 TrM; SFU ,1;111 
·•. ·lr ,u:~:-E xr· PO:: Tt .., ,. 
-· , .. 
003 82 uENE:RATl l• 0 L1 0 0 , f N 4 















































































LINK #• CENT-EST POSTES 
































































































--- . . - · -- - -· -
- -·---
BLOCI<# *LOC NAME A,B.C,D,E,F,G CO fl'~E N TS 
00436 TRT SEIZE CPU 
00437 ADVANCE 4,FN16 
00438 REL EA SE CPU 
00439 ASSIGN 8,1 
00440 ASSIGN 10,D1Stc1 
00441 TRANSFER se R,D lSK, 7 
00442 CPU SE l ZE CPU 
00443 ADVANCE 2,FN16 
00444 RELEAS E' CPlJ 
00445 ASS IGN 8,3 
00446 ASSIGN 10,FN14 
00447 TRANSFE.R SBR,DISk,7 
00448 LOOP 9,CPU 
00449 ASSIGN 5,FN7 
00450 TE ST LE P3,1,CONT 
00451 TEST NE P12,0,CONT 
00452 SPL Il 1, Jr,,PR 
00453 CONT SEIZE CPU 
00454 AD VANCE 4,FN16 
00455 RELEASE CPU 
00456 ASSIGN 8,1 
00457 ASSIGN 10,DlSK1 
00458 TRANSFER SBR,DISK,7 
00459 LOGIC S VSLSW 
00460 ASSIGN 7.,VSORDER 
00461 LlNK 2,7 
0046?. TES ASSIGN 3 .. ,1 
(10463 AD VAN CE P6,FN20 
00464 TE ST LE P3.,0,NEW 
00465 LOGIC R P1 
00466 Tf ST GE P1, 21, TER"1 
00467 TE~T LE P1,23,TERM 
00468 TEST LE P1,23,TERr 
00469 LEAVE 2 
00470 DErART CESTA 
00471 TERM TEF11"lt4ATE 
00472 NEW ASSIGN 4+,41 
004 73 ASSIGN S,FN6 
00474 ASSIGN 9,FN18 
00475 ~A RI( 
00476 LI NK 1,FIFO 
(10477 lf"P~ PRIORITY \t'SPR 10 
0047 8 ASSIGN 4,P 1 2 
004 79 CTROL TEST G F4,0,N0P 
0048 (1 TRANSFER FN,, 17 
00481 NOP TfRt,llNATE 
004 82 8AlHiE AS S IGN 4-,, 4 
00483 TE ST E P4,16,NBCA 
00484 TEST NE P1,24,eIDT 
()04 85 TRr'·. NS FEI? .XH12,,CTROL 
00486 bl DT ASSIGN 5,20C 
004 87 TRANSFER ., NF. CAR +1 
P-048 8 NB CAR ASSIGN 5,FN9 
00489 ASSIGN 11,FN8 
·- •• 4 -
--·-
--· - . - - - - -
.-
126. 
BLOCIC# *LOC NAME A,8,C,D,E;f,G COMMENT$ 
00490 SEIZE CPU 
00491 ADVANCE 5,FN16 
00492 REL~ASE CPO 
00493 ASSIGN 8,1 
00494 A SS IGN 10,FN14 
00495 TRANSFER SBR,DISK,7 
00496 ASSIGN 3, 1 
00497 ASSIGN 6,5 
00498 ASSIGN 12,1 
00499 SPLIT 1,XMlT 
00500 TRANSFE~ ,CTROL 
00501 LABEL ASSIGN 4-,s 
00502 TRANSFER .X H7,,,CTROL 
00 503 SEIZE CPU 
00504 AD VAN CE 1, FN 16 
0050S Rf'LEASE CPU 
00506 ASSIGN 3,5 
00507 ASSI6N 5,106 
00508 ASSIGN 6,7 
00509 ASSIGN 11,42 
00510 ASSIGN _12,0 
ClO 511 SPLIT 1,X ,.,. lT 
00S12 TRANSFER ,CTROL 
00513 FFEED ASSIGN 11, FN 10 
00514 SEIZE CPU 
00515 ADVANCE 4,FN16 
00516 RELEASE CPU 
0051? ASSI GN 4-,2 
00518 TE!>T E P4,1 0 ,WR1 
00519 ASSIGN 3 ,15 
00520 TRANSFER ,WR1+1 
00521 WR! ASSIGN 3,FN11 
00522 AS S IGN 5,106 
00523 ASSlGN 6, 6 
00524 ASSIGN 12, 2 
00525 SPLIT 1,X MIT 
00526 TRA NSFER ,CT ROL 
00527 PRINT ASSIGN 11,FN12 
00528 ASSIGN 12 , 0 
00529 SEIZ E CPU 
00 53 0 ADVANCE 4,FN16 
0053 1 Rf LEAS E CPU 
00532 ASSIGN 8,1 
00533 ASSIEN 10,DIS1<2 
00534 QU[U[ 1 
00535 TR,\NSFER Sl R,DIStc,7 
00536 PP..l:<.'RlTY -i -..,, 
00537 SEIZE TPSPOOL 
00538 ASSIGN 9,5 
00539 SPO OL SEIZE CPU 
00540 AD VANCE 7, FN 16 
00541 RELEASE CPU 
00542 ASSIGN 8,3 
(10543 ASSIC,N 10,FN14 
·- . ·---
127. 
·- - ·- ··- - -- - ---- -
-- -
.. - - .. 
BLOCK# ·wLO C NAPIIE A.,B.,C.,O.,E,F,G COMMENTS 
00544 TRANSFER SBR,DISk,7 
00545 LOOP 9,SPOOL 
' 00546 RFLEASE TPSPOOl 
00547 DEPART 1 
00548 A SS IGN 3,FN13 
00549 ASSIGN 5.,64 
00550 ASSIGN 6,8 
00551 ASSIGN 4-.,.3 
00552 SPLIT 1,XPHT 
00553 TRANSFER ,CTROL 
00554 XMIT ASSIGN 1,P11 
00555 ASSIGN 2,FN1 
00556 SE IZE CPU 
00557 ADVANCE 3,FN1 6 
00558 RELEASE CPU 
00559 ASSIGN 8,1 
00560 ASSIGN 10,DIS K1 
00561 TRANS FER SBR,DlS~,.7 
00562 QUEUE VSQUEUE 
00563 ASSIGN 7,VSORDER 
00564 L l NI< 2,7 
00565 GENERATE 60000 






F.ft CI Lln AV( RAGE NUMBER AVERAGE 
- ·-·--- . ~ 
ID UT LIZATlON fNTRIES TIMEITRANS 
Lignes 9600bps 1 L CRS 0.229 6952 88.940 
4800bps 2 L EV CM C .. 311 4212 199.132 
4800bps 3 L (ENDR 0.505 6563 207.761 
4800bps 4 L NAl-'.Uf'I 0.209 4779 118.331 
4800bps 5 l OSTEN 0.361 6433 1 53. 344 
·2400bps 6 L RFA i:-1 . :75 5486 283.193 
2400bps ? L AN LC 0.563 6456 235.452 
2400bps 6 L ADliOS C.440 4105 289.257 
2400bps 9 L ADEXP l' .449 3('66 395.819 
2400bps10 L ES Tl~P o.1.n1 5567 236.2.34 
2400bps11 L CLASS 0.4 72 3187 399.928 
2400bps 12 L LJRC~C G.2~7 2333 297.172 
Imprimantes 26 IP 1:. VRE o.3 ~o 3 314592.CüO 
27 If' cr A 0 .4 71 6 212012 . 5(10 
23 IP (OR 0.903 13 187594.C77 
30 IP O!AV U.349 5 18862~.200 
' 31 n KOLN 0.665 12 .149c1B.667 
; :, 
..,._ fF SCE S 0.383 15 1597 7 7.eLO 
33 Ff ANTW 0.914 16 1 5 4 ?.1 (,. 1 BR 
34 FF LIHi 0 .393 6 176695 .667 
35 ff ùS H, C. 7C? 12 1;7Q79 . 917 
't FF AHOS 0 .? 50 24 ?2'44.292 
37 E S Al-lOS 0 .345 ,ï ~. 4 ,) .:. 3 • 1 1 i~ 
-, ,· FF AEXP C.506 14 ~7 .) Zc.500 .)û 
41 IP CL AS 0.<;\'1 16 1~(, r: .:,i..,.31 3 
42 I fJ LA[ l. G.f14~ 13 t;7[0.3ü8 
4 t+ ff Li RC, 0.130 12 '.)q]14 . 5F'3 
45 FS URfi 0 .2 :4 12 5r : 9':'. :ï(ù 
- ·-· - -
_ .._,.. __ 
Application 't9 TPSPUOL D.0 20 78 H ·2:. 3:,9 
TPSPOOL - -
Disques 
. . I 
r· . , 
• ~ .' .. i., ··r 
• . ''•o••i'" • 
l,' • ·; . '; ~ .:• .. ~•~~/ ' 






• '1 ·~, • - • ' ' .... • 
.. ' '•: . FA~U .. J!J'.1~ ·;_ . .--· AViRA6E . ~- · NùflftR , .: . AVERAG E 
•i. .t';·,·. ' -- - --~~~-.:-..;:_...2_..;, ___ '•!:,_~ --.c--- - - -~---,- _ _: ----·· . - -
. . . ' -~. · 1·0 ù'tLI lkTION . ;· ~HTRlf$ :, .'1fllE/lRANS 
·. · 5b>' . . tpu . : ;· · f :3i1:'. . _: . :·13,~2,·\ · ,.· •· 1 022 . 
. : ) ' . ' ' . ' ,. . 
' ' . 
. r '·1:/ . C·tlAH_Eb _... _ 




1> lSk 2 
t>·lSK3 
DI Stt.4. 
._o;'ot1, '• .';:" 10!702 r{ . 












- - - ~ - ··-- - ----------·-- - .... 
. :,· 
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i RANGE STORAGE CAPACITY AVERAGE AVERAGE 
1 
1 ID CONTENTS UTLlZATION 
1 
1 
1 , FS EST PI< 1.108 0.554 1 
2 ESTA MP 3 0.872 C.291 
NUM8ER AVERAGE CURRENT 
ENTRIES TU11E/TRANS CONTENTS 
65 46008 .508 0 












nUElll: t',A XI flllJ f·: AVEHAGE TOTAL ZERO %-ZfRO AVERAGE NZ-AVERAGE TABLE CURRENT 
lt cotqlNTS CONTENTS ENTld ES [NTR IE S ENîRIES TiME/îRANS TIM[/îRANS NUMBER CONTENTS 
<~SPOOL 2 0.031 78 0 .oo 1C89.500 1089.500 0 0 
IP EVRE. 1 0.137 "t 0 .oo 123499.667 123499.667 0 0 .., 
IP C!'1A 1 0.032 6 0 • 00 14268.167 14268.167 0 0 
IP GOR 1 0.286 . 14 0 .oo · 55122.571 55122.571 0 1 
IP CNAV 1 0.004 5 0 .oo 2000 .ooo 2000.000 0 0 
Ff KOLN 6 1.235 16 0 .oo f08462 .75 0 2Q8462a750 0 4 
FF S0ES 4 1.316 14 0 .oo 253761.429 253761.429 0 a 
Ff ANTW 4 0.943 16 0 .oc 159186.313 159186.313 0 0 
FF LIEG ., 0.069 6 0 .oo 31141.000 31141.000 0 0 
FF OSTN .., 0.249 12 0 .oo 55966.750 55966.750 0 0 c:. 
FF AHOS 3 0.289 24 0 .oo 32533 .083 32533.083 0 0 
[S AHOS 3 0.151 17 0 .oo 24025. 294 24025.294 0 0 
FF AEXP 1 0.081 13 0 .oo 16796.846 16796.846 0 0 
1 ES ESTli 3 0 .252 64 0 • 00 10636.969 10636.969 0 0 
lP CLAS 5 1.882 18 0 .oo 282264.500 282264.500 0 3 
IP LAB L 1 0.002 13 0 .oo 383.769 383.769 a 0 
FF UR G ? ... 0 .129 12 0 • 00 29027.083 29027.083 0 0 
-" 
w 
ES UR G 2 0 .11 8 12 0 -" .oo 26485 .. 583 26485.583 0 0 • 
CE STA 4 0.871 51 0 . oo 46110.490 46110.490 0 0 
' . ,1 
•,' 
132. 
Temps de répo~se des vidéos pour· les .-,applications du type 
TABLE NUMBER 










































AV ERA GE VALUE OF 
• r • • ~ 1 
I •, 
GESTION ~ 1 0CC~PATlON . 
1 . 










































































































































85. 72 . 
79. 2?. 
75.33 
59. 74 . 
53.25 1 





















2. t, 1 
1. 3 1 
133. 
Temps de réponse des vidéos pour les applications du type 
COLLECTE 
TABLf NU~E!ER 2 
i 
ENTPIES IN TAl:iLE MEAN ARG UMENT STANDARD DEVIATION 
774 2794.2 47 891.508 
UPPER OBSERVEI> PER CENT CUMULATIVE CUIWIULATIVE 
LIMIT FREQ UENCY Of TOT AL PERCENTAGE RfMAlNDER 
25(; 0 .oo .oo 100.00 
500 0 .oo .oo 100.00 
75 0 0 .oo .oo 100.00 
1f'0 () 0 .oo .oo 100.00 
1 ? 50 1 0 1.29 1.29 98.71 
1 50 0 26 3.36 4.65 95.35 
175 0 3 6 4.65 9.30 90.70 2n oo 46 5.94 15.24 84. 76 
~?.50 103 13 .31 28.55 71.45 
2 500 111 14.34 42.89 57.11 
27 50 100 12.92 55.81 44.19 
3 000 82 10.59 66.41 33.60 
32 50 4 7 6.07 72.48 27.52 
3500 5 3 6.85 79.32 20.68 
3750 43 5.56 84.88 15 .12 
400 0 54 6.98 91.86 8.15 
4 2 50 17 2.20 94.05 5.95 
4500 10 1.29 95.34 4.66 
4750 9 1 .16 96.50 3 . c:-o 
5000 5 .65 97.15 2.85' 
5?5 0 9 1 .16 9 8 .31 1.69 
SSGO 4 .52 98.83 1 . 1 7 
': 75 0 6 .78 99.60 .40 
6000 0 .oo 99.60 .40 
6250 1 .13 99.73 .27 
6500 1 .13 99.86 .14 
6750 1 .13 99. 99 . 01 
Rf,AlNlt-: <î FRE:OUENCI ES ARE ALL ZERO 
- - ---- --·-
134. 




TAEl LE NUr-'GER 3 
-- . ·- ----· 
ENTR lE S IN TAl:iLE MEAN ARGUMENT STANDARD ~EVlATlON 
1R9 2511.683 998.002 
UPPER OBSERVED PER CENT- CUMULATIVE CU,.ULATlVE . 
Ll~IT FREQUfNCY OF TOTAL PERCE.NTAGE RE"1AlNDER 
2:: (1 0 .oo .oo 100.00 
50ü 0 .oo .oo 100.00 
750 0 .oo .oo 100 .oo 
1 r,oo 1 .53 .53 99.47 
12 5U 9 4.76 5.29 94.71 
1500 17 8.99 14.28 85.72 
1750 29 15.34 29.63 70.37 
7.000 10 5.29 34.92 65.08 
~250 18 9.52 44.44 55.56 
2500 19 10.05 54.49 45.51 
2750 18 9.52 64.02 35.98 
3000 16 8.47 72.48 27.52 
3250 9 4.76 77.24 22.76 
3 500 14 7.41 84.65 15.3 S 
~ 750 11 5.82 90.47 9.53 
4000 6 3.17 93.64 6.36 
4250 5 2.65 96.29 3.71 
4 500 0 .oo 96.29 3.71 
4750 3 1 .59 97.88 2 .13 
'5000 1 .53 98.40 1.60 
5250 0 .oo 98.40 1.6 0 
5500 1 .53 98.93 1.07 
5750 0 .oo 98.93 1 .07 
6000 0 .oo 98.93 1.07 
6250 0 .oo 98.93 1.~7 
6500 1 .53 99.46 .54 
6750 0 .oo 99.46 . 54 
7000 1 .53 99.99 .01 
REMAINING FPEQUENCIE S ARE ALL ZERO 
-- . ·--·- --·-. -- _.,_  _.. ..wr-..-•- - -~•••v·- .. - •--- -· ·-
' . ' 
135. 
Temps de réponse des vidéos pour les applications de type 
TABLE NU~BE.R 





































































































































AVERAGF VALUE OF OVERFLOW: 11935.600 

















































































1. c: 8 
1.58 
1. 8 
1 -~ 8 
1 .. 58 
1.32 
136. 
Temps de réponse des estampeuses 
TABLF NlWB ER 5 
ENTRJES IN TABLE r-t EAN A RGUfllE NT STAND ARD DEVIATI ON 
93 66449.161 24440.219 
UPPER OBSERVED PER CENT CUMULATIVE CUMUL ATIVE LI r-1 T FREQUENCY Of TOTA L PERC ENTA6[ REP'IAINDER 
10000 0 .uo .oo 100 .oo 2 000 lJ 0 . oo .oo 100.00 
30000 0 .oo .oo 100.00 40000 8 8 . 60 8.60 91.40 scooo 17 18.28 26.88 73.12 6000 0 1 6 17 .20 44. 09 55.92 7000 0 22 23.66 67.74 32.26 80000 13 13 . 98 81 . 72 18 .28 90000 8 8 . 60 90.32 9.68 100000 2 2.15 92. 47 7.53 110000 1 1 . 08 93 . S5 6.46 1?0000 2 2.15 95 . 70 4.31 1300 00 1 1 . 08 96 . 77 3.23 14 0 0 00 0 .oo 96.77 3.23 15(' 0 ()(1 2 2 .15 98.92 1.08 160000 0 .oo 98 . 92 1. 08 170 000 1 1.08 100.00 .01 
REMAININt:i FRtQlJE NCIE S ARE ALL ZERO 
-------




Temps de réponse des f:ront-feed 
•--· -- - - --- --
TABLE Nu,-eER 6 
-· ------- - ·----- -- . 
-------
ENTR l E"S IN TABLE MEAN ARGUMENT ST~N DARO DEVIATION 
8C 96612.100 78461.661 
UPPER OBSERVED PER CENT CU MULATIVE CUMULATIVE 
LIMlT FREQUENCY OF TOTAL PER CENTAGE REMAINDER 
10000 0 .oo .oo 100 .oo 
20000 0 . oo .oo 100 .oo 
30000 B 1(1 . 00 10.00 90.00 
40000 10 12 . 50 22.50 77 .50 
50000 11 13 . 75 36.25 63.75 
60000 1 1 . 25 37.50 62.50 
70000 14 17.50 55.QO 45.00 
80000 5 6.2 5 61.25 38 .75 
90000 1 1.25 62.50 37.5 1 
100000 1 1. 25 63.74 36 .26 
1100 00 4 5.00 68.74 31 . 2 6 
12000c 6 7.50 76.24 23 . 76 
13000 0 ~ 3 . 75 79.99 20 .0 1 ,J 
14 000() 1 1 . 25 81.24 18 .76 
15 0000 0 .oo 81.24 1 8 . 76 
16000 0 2 2.50 83.74 16 . 26 
170000 1 1 . 25 84.99 15 . 0 1 
18000 0 0 . oo 84.99 15 . 0 1 
19()000 2 2. 50 87.49 12 .51 
200000 0 . oo 87.49 12.5 1 
21 0000 0 . oo 87.49 1 2 . 51 
220000 2 2.50 89.99 10 .01 
23 00 00 1 1. 25 91.24 8 .77 
240000 0 .oo 91.24 8 .77 
250(100 0 .oo 91.24 8 . 7 7 
260 000 1 1. 25 92.48 7.52 
270000 2 2 . 50 94.98 5 .02 
2EOOO O 2 2. 50 97.48 2.52 
290GOO 0 • 00 97.48 2.52 
30000 0 0 .oo 97. 48 2.52 
310000 0 .oo 97.48 2 . 52 
320000 0 .oo 97.48 2.52 
1 1 33 0000 0 .oo 97.48 2.52 
l 340000 0 .. DO 97.48 2 .5 2 
350000 1 1.25 98. 7 1.2 7 
36fl000 0 .00 98.73 1 .27 
370000 0 .oo 9B.t3 1 • i: 7 
380000 1 1.25 99.98 .02 
REM~INI NG FRE<HIENCIF S ARE ~LL ZERO 
. . -~ --------.. -· 
----------
Temps de réponse des étiquettes 
TABLE NU'116ER 
ENTRIES IN TA8LE 
13 
UPPER 




























Temps de réponse des imprimantes programmable s 
TABLE NUM BER 8 
ENTRIES IN TABLE MEAN ARGUMENT STANDAR D DEVIA TI ON 
67 397950.328 194 732. 77 7 
UPPER OESER\IED PERCENT CU MUL ATIVE CUll"ULATIVE LINIT FREQUENCY OF TOTAL PER CFN TAGE REMAINDER 
120000 0 .oo .oo 1or.co 150000 C .oo .oo 100.00 180000 3 4.48 4.48 95 .52 210000 4 5.97 10.45 89.55 240000 6 8.96 19.40 80.60 
~70000 8 11.94 31.34 68.66 300000 4 5.97 37.31 62 .69 33 0000 8 11.94 49.25 50.75 36000 0 7 10.45 59.70 40.30 390000 5 7.46 67.16 32.84 4 20000 1 1.49 68.65 31.35 45 000C 1 1.49 70.15 29.66 480000 0 .oo 70.15 29.86 510000 2 2.99 73.13 26.87 540000 1 1.49 74.62 25 .38 570000 4 S.97 80.59 19.41 600000 2 2.99 83.58 16.42 630000 2 2.99 86.56 13.44 660000 1 1 .49 as.os 11 .95 690000 1 1.49 89.55 10.45 720000 2 2.99 92.53 7 .4 7 750000 1 1.49 94.02 5. 98 780000 0 . oo 94.02 5 . 98 810000 0 .oo 9 4 .02 S.9 840000 0 .oo 94.0 2 5.98 870000 1 1. 49 95.52 4.49 900000 2 2 . 99 98.50 1.50 930000 1 1 . 49 99 .99 
.01 
REMAlNlNG FREGUENCIES ARE All ZERO 
t' 1 
140. 
Temps de réponse des vidéos sur la ligne au CBS 
TABLE NU MBfR 9 
ENTRI ES IN TABLE MEAN ARGU~E.f'tT STANDARD OEVlATlON 
337 2416.341 755.723 
llPPFR OBSERVED PERCENT CUMULATIVE CU,itUL.ATlVE LI MIT FREQUENCY OF TOTAL PERCENTAGE JEMAlNDER 
250 . 0 .oo .oo 100.00 500 0 .oo .oo 100.00 750 0 .oo .oo 100.00 1000 0 .oo .oo 100.00 12 ~o 11 3.26 3.26 96.74 1500 27 8.01 11.28 88.73 1750 33 9.79 21.07 78.93 2000 29 8.61 29.67 70.33 2250 52 15.43 4 5. 10 54.90 2500 50 14.84 59.94 40.06 2750 34 10.09 70.03 29.97 3000 37 10.98 81.01 18.99 3250 14 4.15 8 5.16 14.84 3500 16 4.75 89.91 10.09 37~0 10 2.97 92.87 7 .13 4000 17 5.04 97.92 2.08 4? 50 2 
.59 98.51 1 .49 1.5()0 2 .59 99.10 
.90 4 750 3 .89 99.99 
.n1 
REPIIAI NI NG FRE'GUE.NCIES ARE ALL ZERO 
141 . 
Temps de réponse des vidéos de la ligne de Evere et de Geruzet 
TABLE NU MBER 10 
ENTRIES IN TABLE MEAN ARGUfllENT STANDARD l> EVlATI ON 
156 2974.276 931.94 3 
UPPER OBSERVED PERCE NT CUMUL ATIVE CUfllULATlVE 
LIPHT FREQUENCY OF TOTA L PERCE NTA 6E REPIAINl>ER 
l50 0 .oo .oo 100.00 
500 0 . oo .oo 100 .oo 
750 0 . oo .oo 100.00 
1 OGO 0 .oo .oo 100 . 00 
1250 1 .64 . 64 99.36 
1500 7 4.49 5. 13 94 .87 
1750 5 3 . 21 8 . 33 91.67 
2COO 7 4.49 1 2 . 82 87.18 
2250 11 7.05 19 .. 87 80.13 
250 0 20 12.82 32 . 69 67.31 
2750 18 11.54 44.23 55.77 
3000 1 2 7.69 51.92 48.08 
3250 18 11.54 6 3.46 36.54 
3500 14 8.97 7 2. 43 27 .57 
3750 16 10.26 82 . 69 17 .31 
4000 1 2 7.69 90.38 9.62 
4250 7 4.49 94. 87 5.13 
4500 1 . 64 9 5. 51 4 .4 9 
I. 75 0 0 .oo 95. 51 4.49 
sooo 1 .64 96 .15 3 .85 
~250 3 1 .92 98.07 1.93 
5500 1 .64 98.71 1 .29 
5750 0 .oo 98.71 1 .2Q 
6000 0 .oo 98.71 1.29 
6250 0 .oo 98.71 1 .2 Q 
65 00 1 . 64 99.36 .6 5 
6750 1 . 64 100.00 .oo 
REMAINING FRE.Q UENCI ES A RE ALL ZERO 
. 
142 . 
Temps de réponse des vidéos de la ligne de la gendarmerie 
TABLE NUMBER 11 
ENTRIES IN TABlE MEAN ARGUMENT STAND ARD DEVIATI ON 
266 2996.102 1012.797 
UPPER oeSERVED PER CENT CUMULATIVE CUMULAT I VE 
LIMIT FREQUENCY OF TOTAL PERCENTAGE RUIA IN DER 
250 0 .oo .oo 100.00 
500 0 .oo .oo 100 .oo 
750 0 . oo .oo 100.00 
1000 1 . 38 .38 99.63 
1250 3 1 . 13 1.50 98.50 
1500 2 .7 5 2.25 97.7 5 
1750 10 3.76 6.01 93_q9 
2000 1C 3.76 9.77 90.23 
2250 37 13.9 1 23.68 76 . 32 
2500 40 15 .04 38.72 6 1 . 28 
27 50 36 13 .53 52.25 47.75 
3000 24 9.02 61.27 38.73 
3250 12 4.5 1 65.78 34.22 
35()0 1 5 5. 64 71.42 ? 8. 58 
3750 16 6. 02 77.44 22.56 
4000 17 6 . 39 83.83 16 . 17 
4250 9 3.38 87.21 1 2. 79 
4'500 7 2.63 89.84 10 .16 
475 0 8 3.01 92.85 7 .1 5 
5000 3 1.1 3 93.98 6.03 
5250 6 2.26 96.23 3 .77 
5500 4 1. 50 97.73 2.2 
5750 4 1. 50 99.24 .76 
6000 0 . oo 99.24 .7 
6250 1 . 38 99.61 .39 
650 0 1 .38 99.99 .01 
RE .. AI NI NG FR fQ lJE NC IE S ARE Alt ZERO 
Temps de réponse des vidéos de la ·· ligne de · Namur 
TABLE NUMBER 
ENTRIES IN TABLE 
111 
. ~ . ~ , r . . .. . , ... 
' ' 
' . ·,· 







































































































































































Temps de réponse des vidéos de la ligne d'Ostende 
• 1.-
,, 
' ~ . 
' . 
TABLE NlJMB ER 13 
f~TRIES IN TABLE MEAN ARGUMENT STANDA RD DE VIATI ON 
1 1 8 2555.915 756.204 
UPPER OBSERVED PER CEttT CUMULATIVE CUMULAT IVE 
LI"1IT FREQUENCY OF TOTAL PERCENTAGE Rfll\AlN DER 
250 0 .oo . oo 100.00 
500 0 .oo .oo 100.00 
750 0 .oD .. . oo 100.00 
1000 0 .oo .oo 100 .oo 
1 ~so 2 1.69 1.69 98. 3 1 
1500 2 1.69 3.39 96.61 
1750 15 12 .71 16.10 83.90 
2000 10 8.47 24.57 75 .43 
2250 17 14.41 38.98 61.02 
2500 10 8.47 4 7.4S 52.55 
2750 20 16.95 64.40 35.60 
3000 14 11.86 76.27 23.73 
3250 5 4.24 80.50 19.50 
3500 8 6.78 87.28 12.72 
3750 7 5.93 93 . 21 6.79 
4000 6 5.08 98.30 1 .70 
4250 1 .85 99.15 .86 
4500 0 .oo 99.15 .86 
4750 0 .oo 99.15 .86 
5000 0 .oo 99.15 . 8 6 
c;2so 0 . oo 99.1 5 .86 
5500 0 . oo 9 9 . ,5 . 86 
5750 1 .85 9 9.99 .01 
flEMAINlNG FREOU[ NClES ARE ALL ZERO 
- ·-
- -~ -- - - - . 
14-5. 






,JI\' .- . 
TABLE NUfllBER 14 
ENTRIES IN TABLE MEAN ARGUMENT STANDAR D DEVIATI ON 
15 2913.000 1125. 024 
UPPFR OBSERVEO PEA CENT CUIWIU lATlYE CUMULAT IVE 
LH~IT FREQUENCY OF TOTAL PER CENTA6E RE MAIN DER 
250 0 . oc .oo 100.00 
500 0 .oo .oo· 100.00 
750 0 .oo .oo 100.00 
1000 0 .oo .oo 100.00 
1250 0 .oo .oo 100 .oc 
1500 1 6.67 6.67 93 .33 
1750 1 6.67 13.33 86 .67 
2000 1 6.67 20.00 8 0 .00 
22 50 3 20.00 40.00 60 .00 
2500 2 13.33 53.33 46.67 
2750 0 .oo 53.33 46.67 
3000 0 .oo 53.33 46.67 
3250 1 6.67 60.00 40.00 
3500 1 6. 67 66.66 3 3 .34 
3750 . 1 6. 67 73.33 26.67 
4000 1 6. 67 79.99 20.01 
4250 1 6.67 86.66 13.34 
4500 0 .oo 86.66 13.34 
4750 1 6.6 7 93.33 6.61 
'5000 1 6. 67 99.99 .01 
REPIIAININ G HEQUE.NCIES ARE ALL ZERO 
- -
,. ~ 
. •,. . ·,; 




Temps de répçmse des vidéos d~ la ligne d'Ànvers è:t de Liège 
•, ( 1. ,··. 
:: ' ' ' 
.,. ·. • 
'1• 
.. .~ ' 
'' 
. " . -, 
": .\ 
..... -... , 
TAPLE NU"1BER 1S 
ENTRIES IN TABLE MEAN ARGUMENT STANDARD .DEVIATION 
11 2292.818 630.753 
UPPER OBSERVE0 PER CENT CUMULA Tl\'~ CUll'ULAT IVE LIMIT FREGUENCY OF TOTAL PER CEN TA6E REll'lAINl>ER 
250 d .oo .oo 100.00 500 0 .oo 
_oo 100.00 750 0 .oo .oo 100 .oo 1000 0 .oo .oo 100 .oo 1250 0 .oo 
.oo 100.00 1500 2 18.18 18.18 81.82 1750 2 18.18 36.36 63.64 2000 0 .oo 36.36 63.t-4 2250 1 9.09 45.45 54.55 2500 1 9.09 54 .. 54 45.46 2750 î 9.09 63.63 36 .37 3000 3 27.27 90.90 9.10 3250 1 9.09 
. 99.99 
.01 
REMAINING FREGUENCIES ARE All ZERO 
- ·- -- - · ·- ----
.. - - · - -. 
-





Temps de réponse des vidéos de la ligne da l'adm~ss1on 
. .. . · en li~spitalis1tion 
...... 




TABLE NUMBER 16 · 
t t ..; 
ENTRIES IN TA BLE MEAN ARGUMENT STANDARD DEVIATION 
110 2839.364 1073.756 
UPPER OBSERVEI> PERCENT CUMULATIVE CUMULATIVE 
LIMIT fREQUENCY OF TOTAL 
-=-· ... ~ - - PERCENTAGE RE~AINDER 
250 0 .oo .oo 100.(10 
500 0 .oo .oo 100. 00 
750 0 .oo .oo 100.00 
1000 0 .oo .oo 100.00 
1250 2 1.82 1.82 98.18 
1500 2 1.82 3.64 96.36 
1750 5 4.55 8.18 91.82 
2000 8 7.27 15.4S 84.55 
2250 15 13.64 29.09 70.91 
2500 12 10.91 40.00 60.00 
2750 17 15.45 55.45 44.55 
3000 20 18.18 73.63 26.37 
3250 9 8.18 81.81 18.19 
350G 2 1 .82 83.63 16.37 
3750 2 1.82 85.45 14.55 
4000 5 4.55 90.00 10.01 
4250 1 .91 90.90 9.10 
4500 1 .91 91.81 8.19 
4 750 1 .91 92. 72 7.28 
5000 1 .91 93.63 6.37 
~250 1 .91 94.54 5.46 
55fl0 2 1.82 96.36 3 .t•4 
5750 0 .oo 96 .. 36 3.64 
(JÜÜÜ 1 .91 97.27 2.73 
6250 0 .oo 97.27 2. 7 3 
6500 1 .91 98.18 1.82 
l750 1 .91 99.09 ,.9 2 
70UO 1 .91 99 .99 .o 1 
REMAlNING FRE QllENCIES ARE ALL ZERO 
-··. -- -- . - ·-. -------- -- - -
- ·----· ---
- -- --
,, 148 . 
Temps de réponse des vidéos de ;,11grie de l'admiseion 
1 l 
en ·e,JKpe rtise . • ,. 
TABLE Nll~O Er< 17 • ;' ·•1: ., '~ .. , r 
. f.. 
·' \,. 
ENTRifS IN TABLE. ~EAN AR6UMENT STA N&ARO DEVIATION 
116 3781.164 1954.838 
UPPFR OBSERVED PERCENT CUMULATIVE cu.-uLATIV f 
LIMIT FREGUENCY OF TOTAL PER CENTAGf REMAINDE R 
250 0 . oo .oo 100 . 0 0 
500 0 . oo .oo 100 .oo 
750 C . oo .oo 100.0( 
1000 0 .oo .oo 100.00 
12 5(, 3 2.59 2.59 97 .41 
1~00 2 1. 72 4.3t 95.69 
1750 1 . 86 5.17 94 . 8 3 
2000 6 5 . 17 1 o.34 89.66 
225 0 7 6.03 16.38 83.62 
2500 10 8.62 25.00 75.00 
2750 9 7.16 32.76 67.24 
30GO 14 12.07 44.82 55 .18 
3250 7 6 . 03 50.86 49.14 
35 00 6 5 .17 56.03 43.97 
3750 4 3.45 59.48 40.52 
400 0 8 6.90 66.37 33.63 
42 50 7 6.03 72.41 27.59 
4500 1 .86 73.27 26. 73 
4 750 6 S.17 78.44 21.56 
500 0 4 3.45 81.89 18 .11 
5 25 0 4 3 . 45 85.34 14.66 
5500 2 1. 72 87.06 12.94 
5750 0 . oo 87.06 12.94 
liOOO 0 .oo 87.06 12.94 
62 5 0 3 2.59 89.65 10.35 
6~ 00 1 .86 90 .. 51 9.49 
6 7!•0 3 2.59 93.10 6.ço 
7000 0 .oo 93. 6. 9 O 
725 0 0 .oo 93.10 6.9() 
7500 0 .oo 93.10 6.?0 
77 50 2 1.72 94.1J2 5 .1 R 
8 1)(;0 0 .oo 94. 2 5 .. 1 P. 
R250 1 .86 95. 8 4.?2 
8500 0 . oo 95.6 4 .:s 2 
8?50 1 .86 6.54 3.46 
900 0 1 .86 97.41 2.59 
925 0 1 .86 98.2"' 1.73 
OYERFLOW 2 




Temps de r~ponse des v idéos de la l~gne . de la centrale 
i • 
. des badges ·. , .. . :i 
.... \ . 
. , TA BLE NUM RER 18 · •·, ' l 
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5 . 10 
5 .1 Cl 
3 .40 
3 .40 
3 .4 0 
3 .4 0 
'3 .40 
3.40 
3 . 40 
3 . 40 






Temps de réponse des vidéos de la ~ig~e de l'admission 
en urgence . . 
': • ? 
: 
. ",·. 






TABLE NUMBER 20 
ENTRIES IN TABLt MEAN ARGUM ENT STAtU>~RD OEVlATJ ON 
69 2842 .4 78 1270.023 
UPPER OBSERV ED PERCENT CUMULATIVE 
LIMIT FREQ UENCY OF TO TAL PER Ct:NTAGE 
250 0 . oo . oo 
500 0 . oo .oo 
750 0 . oo . oo 
1000 0 .oo . oo 
1250 2 2.90 2.90 
1500 2 2.90 5 . 80 
175 0 3 4 .35 10.14 
2 000 1 1. 45 11.59 
225 0 7 10.14 21.74 
250 0 7 10.14 31.88 
275 0 15 Z1 .74 . 53.62 
3".'0 0 12 17.39 71.01 
3250 13 18.84 89.85 
35 0ü 1 1.45 91 .. 30 
3750 0 .oo 91.30 
4 COO 1 1 . 45 92.75 
4 25 0 3 4.35 9 7.10 
4 500 0 .oo 97.10 
4750 0 .oo 9 7.10 
50 00 0 . oo 97.10 
5 250 0 . oo 97.10 
55()0 0 . oo 97.10 
~7 50 (j .oo 97.10 
6000 0 .oo 97.10 
t1250 0 . 0() 97.1 0 
650 0 0 .oo 97. 10 
6750 1 1 . 45 98.54 
OVERFLOW 1 

















8 . 70 
8.70 





2. 0 1 
2.91 
2 .9 1 
2 . 9 1 
2 . 91 
2 .91 
1 .46 
ANNEXE I EMPLACEMENTS DES TERMINAUX DANS L'HOPITAL 
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