This work analyzes the adiabatic decoherence of a many-body system coupled with a boson field. The studied system is a partition of equivalent elements with strong interactions within each element and no direct interaction between different elements, coupled with a common boson bath. This model aims to feature the decoherence mechanism that arises when the only interplay between different elements comes from the coupling of each element with a common environment. We restrict the analysis to "local" observables compatible with the anisotropy of the observable system, that is, to operators whose expectation values can be put in terms of a density operator reduced both over the environment (as usual in the spin-boson model) and also reduced to a single, representative element of the partition. Such condensed density matrix undergoes irreversible decoherence, which depends on an exponential decay represented by a function Γ(t) and on a phase factor Υ(t). The first function depends on the temperature and the second does not, while both depend on the on the eigenvalues of the system-environment Hamiltonian (eigenselectivity). As a novel result, we find that the phase factor involves a macroscopic sum over all possible configurations of states in all the partition elements (except the representative one). This reference to the entire system introduces a relevant decay in the absolute value of the matrix elements. The result is applied to a system of spin 1/2 pairs in the context of solid state NMR. We estimate the decoherence rates in terms of physical constants of the model and find that it is mainly governed by the phase factor and its numerical value is remarkably similar to the experiment.
I. INTRODUCTION
Observed systems can rarely be considered as strictly isolated in nature; virtually all systems are subject to the action of some environment. The physical processes that lead a system to final equilibrium with a reservoir or environment can be in some cases extremely slow due to the inefficiency of relaxation mechanisms, even so, quantum coherences can vanish in an early time scale, before thermalization processes have any effect. This phenomenon, known as adiabatic quantum decoherence, is of great importance in quantum information processing technology, since it involves a rapid and irreversible loss of available quantum information in many-body systems, induced by coupling with the environment, even when the energy can in practice be conserved [1, 2] . Also, from the basic point of view, understanding adiabatic decoherence is a stimulating challenge, as it is a purely quantum process, associated with other quantum manifestations such as system-environment entanglement or multi-partite quantum correlations, and therefore linked to the very foundations of the theory. Decoherence has even be posed as the mechanism that selects the "preferred basis" in the context of quantum measurement [3, 4] . These fundamental problems demand to study the characteristics that the system-environment coupling must have in order to stand as the universal vehicle of quantum decoherence during the measurement process [5] . In this sense, both fundamentals and applications of many-body systems call for a description of quantum decoherence agents which allows a quantitative calculation of the decoherence rates in terms of physical properties of the observed system and the environment. A widely used model for studying adiabatic decoherence is that of a qubit or spin coupled with a boson bath (spin-boson model). Such model provides an exact closed master equation for the density matrix in the adiabatic case ("pure dephasing") that can be studied in the Markovian and non-Markovian regimes [6] . A different theoretical strategy is needed when the many-body character of the observed system plays a relevant role. An important experimental example where a system of qubits evolves in contact with a reservoir is provided by nuclear spins in solid-state and liquid crystal Nuclear Magnetic Resonance (NMR), where the system-environment interaction as well as the many-body character of the interacting spins can not be overlooked.
The NMR experimental setup allows tracking the spin dynamics along the different timescales imposed by the system-environment Hamiltonian. The long term spinlattice relaxation processes that bring the spin system to thermal equilibrium with the environment, starting from a non equilibrium initial state, are very well understood in terms of thermal fluctuations of the environment (or lattice) [7] . The fact that the energy transfer involved in spin-lattice relaxation is a slow mechanism in comparison with the characteristic time scale of the NMR signals in solid-state experiments, led many to assume that the early spin dynamics before relaxation can be considered as that of a truly closed system which undergoes a unitary evolution [8, 9] .
However, decoherence processes can affect the spin dynamics in a timescale much shorter than that of spinlattice relaxation, and NMR techniques also allow to scrutinize the spin dynamics within this time scale. Particularly, there is a set of pulse sequences with the effect of reversing the evolution under the dipole-dipole interaction Hamiltonian (hence known as time reversal sequences) [10] . The reversed signal amplitude attenuates irreversibly for increasing refocusing times and it has been proved that the decay cannot be ascribed to experimental misadjustments, nor to the non-reversed terms of the evolution Hamiltonian [11] [12] [13] . This phenomenon has been called decoherence in the NMR literature, since it concerns the decay of coherences (off-diagonal elements of the density matrix), and takes place over a time range much shorter than T 1 .
Likewise, it is feasible to prepare and observe states of quasi-equilibrium, which the system attains over an early time scale, depending on the initial condition (ref jb, etc). In these states the dynamics of the NMR observables is described through a density matrix diagonal-inblocks in the eigenbasis of the system-environment interaction Hamiltonian [14] [15] [16] . On a longer timescale these states relax to thermal equilibrium. The times needed for establishing quasi-equilibrium are experimentally similar to those of decoherence, suggesting that both phenomena have the same origin and mechanisms. So far, a quantitative theoretical explanation of decoherence in terms of identifiable physical processes has not yet been established.
The work of ref. [17] presented a theoretical approach based on the spin-phonon model to describe the irreversible decoherence in a system of dipole interacting spin pairs, adiabatically coupled with a phonon bath. In that approach, the system-bath interaction is given by the variation of dipole intra-pair energy due to the coupling with a phonon environment, which in turn correlates different pairs through their collective dynamics. Treating the observed spins as an open quantum system imposes an irreversible decay of the off-diagonal elements of the density matrix (in the basis of the interaction Hamiltonian). Physically, it reflects the interplay of two opposite tendencies: the internal spin dynamics promotes the build-up of multiple correlations while adiabatic decoherence degrades them with an efficiency that increases with the coherence order. This subtle mechanism should affect, in turn, the expectation values of the observable quantities.
The decoherent density matrix obtained in [17] was used to study the spin system purity, which can be conceived as an upper bound for the macroscopic observable magnetization (NMR signal amplitude) in a timereversal NMR experiment [12] . The purity decoherence rate yielded by this model has a clear dependence on the main dipolar coupling strength, while is practically independent of the sample temperature. Both attributes agree with experimental decoherence rates of refocused NMR signals. Even when this approach allows estimating an upper bound and not a quantitative calculation from first principles, the qualitative agreement with the experiment suggests that the spin-phonon coupling provides a relevant decoherence mechanism for the irreversible decay of coherences. The magnitude of this upper bound strongly depends on the number of correlated spins at a given time, and this number is definitely controlled by the "spin-flip" terms of the dipolar Hamiltonian. Resorting to reasonable hypotheses on the growth velocity of the number of correlated 1 H spins, based on studies of multiple quantum coherence in crystals with uniformly distributed spins [18] , the upper bound from this model falls in a range compatible with experimental decoherence rates.
However, irreversible attenuation of coherences is a prevalent phenomenon, also observed in materials where the symmetry and interactions among spins may not ensure the long-range connectivity (via spin-flip terms) needed for the former mechanism to be dominant. For this reason, we aim to widen the study to other possible decoherence mechanisms. In this work we focus on decoherence in the kind of system where a partition in equivalent elements can be clearly identified, and where the interactions within each element are much stronger than between different elements. In this way we explore conditions that can be thought as an opposite limit of that analyzed in ref. [17] , where decoherence efficiency is linked to the dynamics governed by the dipolar spin-flip terms, which enable the growth of multi-spin correlations. On the contrary, we now focus to models where such capability is inhibited by a clusterized distribution of the observed system [19, 20] .
The attributes described above are not uncommon in nature, for example partly deuterated crystals [19] , and natural hydrated crystals present much of these characteristics: in gypsum (dihydrated calcium sulfate) or POMH (hydrated phosphate oxalate), the nuclear spins of hydrogens of hydration water constitute a network of tightly dipole-coupled spin pairs, with weak inter-pair magnetic interaction. This kind of spin system can be treated as an ensemble of weakly interacting spin pairs from the viewpoint of many NMR experiments [15, 21] . The spin magnetization and the intra-pair dipolar energy are examples of local observables that can be described through this model. In sect.II B we derive the density matrix needed for calculating the time evolution of the expectation values of local observables, namely, operators that act separately on each element of the partition. Such density matrix is obtained by tracing over the environment and over the states of all the partition elements but a representative one. This quest can be given a rigorous treatment, hence, models like this can be used as a testbed for studying quantum correlations in real manybody systems.
The example analyzed in Section III allows obtaining an estimate of the decoherence rate on a concrete model that closely approximates the case of weakly interacting spin pairs in hydrated crystals. The selected example allows us to visualize that decoherence in this type of many-body system is controlled by quantum properties of collective nature, corresponding to a partition whose elements interact only through a common quantum environment. What we learn from this simple case allows us to improve our understanding of the nature of quasiequilibrium states, since the essence of the phenomenon is already present in this case. Other situations of greater complexity than the case discussed here, such as an ensemble of weakly interacting partition elements, could be treated in a similar framework as generalizations of the present approach.
II. DYNAMICS OF AN OBSERVED SYSTEM COUPLED WITH A BOSON BATH
We consider an open quantum system S which can in principle be addressed, prepared and measured in contact with an environment or bath E that cannot be observed nor controlled. This work focuses on observable systems S that can be viewed as a partition of equivalent elements, where the interactions within each element are much stronger than between different elements.
Let us call H S and H E to the Hilbert spaces of the system and environment, respectively. A basis for the compound system can be written as
Since only S is accessible to measurement, the relevant observables have the form Q = Q (s ) ⊗ I (e) , where the superscripts indicate the space (H S or H E ) where each operator acts on. The expectation value of such operator on a state ρ(t) of the compound system can also be written in terms of ρ (s ) (t), the density operator reduced over the environment variables (see Appendix A)
where Tr S {.} stands for the trace over the S variables. and
We are interested in describing observed systems which admit a partition on N equivalent elements. In consonance with this attribute, we now consider a kind of observables on H S , which may be called "local observables", having the form
where A = 1, · · · , N labels the partition elements, and the superscripts (.) indicate the subspace where each operator belongs.
Experimental techniques frequently deal with observables O (s ) which measure the same magnitude on each partition element, that is O (1) = · · · = O (A) = · · · = O (N ) . An example of a local observable is the transverse magnetization in NMR experiments.
Let us write the observed Hilbert space in a condensed form as
where H A is the Hilbert space of a particular partition element and HĀ the Hilbert space of all the other elements
be a corresponding basis, where a labels the basis vectors | a ≡ | m A of H A , andā labels the different combinations of states |ā ≡ | m 1 · · · m i · · · m N with i = A which span HĀ. The expectation value of a local observable like (4) is then the sum over the partition elements A of the individual averages
where the trace over the S variables involves a sum over the quantum numbers m ≡ {a,ā}, then each term in (7) has the form O (s )
where owing to the definition (4) of a local observable
, where δā ,ā ≡ δā 1 ,ā 1 ...δā i,ā i ...δā N −1 ,ā N −1 . This leads to O (s )
where we defined the density matrix reduced over HĀ as
and ρ (s ) is the density operator reduced over H E . That is, the local density matrix σ (A) is the result of tracing over both the bath variables and over the Hilbert space HĀ of all the partition elements except A. It is worth to mention that the doubly reduced σ (A) contains all the relevant information needed for calculating expectation values of local operators of the form (4) . Section II C is concerned with the evolution of this doubly reduced density operator imposed by the coupling with an environment. Before that, let us define the general form of the Hamiltonians of our system of interest.
A. Model Hamiltonians
As mentioned in the introduction, we aim to describe the decoherence of a spin system, induced by the coupling to a common phonon bath. The system-environment Hamiltonian has the form
and the characteristic features of the system, environment, and system-environment coupling we are interested in are:
system Hamiltoninan H S : The observed system admits a partition, as stated near Eq. (5). Particularly, let us consider the case in which the partition elements do not interact directly with each other, but through a common environment represented by the boson bath. Accordingly, we write the system Hamiltonian as the sum of the interaction terms of each partition element
Since the partition elements are assumed equivalent, we can write H (s )
where 
with the symbol [·] k indicating that all the operators and constants inside the brackets have the label k, l, and the index (e) emphasizes that the boson creation and annihilation operators b † , b refer to the environment degrees of freedom. The commutators involving these operators satisfy
It is convenient to write the environment Hamiltonian (15) as
system-environment interaction H I : We define an interaction Hamiltonian that accounts for the coupling of the spin system to the boson bath, where each partition element interacts individually with the common environment.
The proposed Hamiltonian has the form
where the hermitic, spin operators S
(s )
A act on H S , and the system-environment coupling strength is represented by the complex constants g A k . We assume that the spin operators S (s )
which also implies that
We find convenient to define a global spin operator
which allows writing
This form makes it evident that the interaction Hamiltonian of our model differs from separable expressions of the type
that are frequently studied in the literature [22] . The form (18) represents a system-environment interaction where although the non interacting partition elements couple independently with the environment, they become correlated through the common bath.
Considering only the coupling of each partition element with the common environment is a convenient assumption that allows simplifying the mathematics of the problem while preserving the possibility of applying the model to a specific, experimentally accessible example. Besides, it allows to study the effects of decoherence dynamics in the limiting case where the system is composed by strictly non-interacting equivalent elements. A more general case that also introduces weak interaction between the partition elements is also possible and will be presented elsewhere.
Up to this point we have not imposed any restriction on the form of H S and S (A) . Let us now focus the analysis on the case of Hamiltonians which satisfy the adiabatic condition, in the sense that the system-environment coupling does not involve energy exchange.
Consequently the observed system Hamiltonian commutes with the total Hamiltonian, [H, H S ] = 0, which means that H S is time independent.
Having defined an interaction Hamiltonian H I where the spin part is a local operator, the adiabatic condition (23) also implies [S (A) , H S ] = 0, ∀A, and thus [S (A) , H (A) ] = 0. Then, we can write their common basis {| m } as a product of eigenvectors of the single partition elements
where H (s )
and {| a } is the common eigenbasis of H (A) and S (A) , therefore
with λ a the corresponding eigenvalue, and
and the energy of the whole observed system is
The action of the global spin operator, defined in (21), on this basis is
where we defined
Notice that the eigenvalues (30) may not be real (if for example the constants g A k ∈ C as happens in the example of Section III) and the spin operators Λ (s ) k be non-hermitic. Also, under the adiabatic condition the time evolution operator can be factorized as
Its action on the spin eigenstates | m yields
where we defined an operator
k , which acts on H E (notice that operators with different index k commute, and also that J In this section we calculate the density operator reduced to the observed Hilbert space
and its time evolution under the propagator of Eq. (31), using the Hamiltonians defined in Sec.II A which satisfy the adiabatic condition stated in Eq. (23). This derivation generalizes the one presented in [17] to show explicitly both the real and imaginary parts of the decoherence function.
Let us assume a separable initial state
where ρ (s ) 0 is an arbitrary initial state of the observed system, and the environment state corresponds to a boson bath at thermal equilibrium,
with β ≡ / (k B T ), k B the Boltzmann constant, and T the absolute bath temperature. In terms of the definition (17), we can write
where
The time evolved elements of the density matrix reduced over the environment, in the eigenbasis (24) are
the reduced matrix elements can be written as
and
In this way the time evolution of each matrix element in (38) is composed by two contributions of essentially different quality: the factor of Eq. (39) is related to the evolution under H S only (disregarding the presence of an environment), while the factor in (40) stands for the dynamics imposed by the coupling to the boson bath. The trace over the environment variables is calculated in Appendix B where we show that the functions S k m,n (t) can be written as
with {z} the imaginary part of z. Notice that in (42), the symbol {·} k affects the frequency and also the eigenvalues λ m (λ k m ). Finally, by replacing Eqs.(42) in Eq. (38), we can write a condensed expression
where we define
and Γ m,n (t) ≡ k Γ k m,n (t), and Υ m,n (t) ≡ k Υ k m,n (t).
(45) We call S m,n (t) the decoherence function of the observed system, produced by the coupling with a common boson bath. The reason for this name will become evident in the next sections.
The time dependence of the density matrix reduced over the bath variables, in Eq. (43) has an oscillating factor related with the energy difference (E m − E n ). The function S m,n (t) also introduces variation with time. The reduced density matrix dynamics of equations (41) and (42) is similar to those obtained in Refs. [17, 22] , except for the term with {λ m λ * n } which arises from the dependence on k of the eigenvalues λ k m . As a consequence, these quantities may be complex. This, in turn, is a consequence of considering that all the partition elements A interact with a common boson bath, as represented by the interaction Hamiltonian defined in (18) .
It is worth to remark that from Eq. (42a) the function Γ k m,n (t) is always real and positive, it can also be seen [1, 23] that Γ m,n (t) in Eq. (45) diverges as t → ∞. Consequently, the modulus of the reduced density matrix elements attenuate irreversibly in time as
which means that ρ (s ) m,n (t) undergoes a non unitary dynamics. On the other hand, the factor e −i Υ k m,n (t) in Eq. (44) acts as a phase factor which does not contribute to the attenuation of ρ (s ) m,n (t) . It is worth to notice from Eqs. (42) that both Γ k m,n (t) and Υ k m,n (t) depend on the differences between the eigenvalues λ k m and λ k n (or their moduli) therefore they do not contribute to the decay of diagonal elements of the reduced density matrix (in this case also {λ m λ * n } = |λ m | 2 = 0). On the contrary, as seen in (46) and (42a), the efficiency of the decoherence function goes as |λ m − λ n | k . This selective action that depends on the eigenvalues of the interaction Hamiltonian is a fingerprint of adiabatic decoherence in open quantum systems and has been referred to as eigenselection [17, 24, 25] . This effect allows calling the set of eigenvectors of the interaction Hamiltonian H I as the preferred basis [26] since it transforms an arbitrary initial state into one having a diagonal density matrix (when written on this basis).
C. Dynamics of the density operator reduced to one element of the partition
As seen in Eqs. (7) and (10), the expectation value of a local observable like (4) is related to that of a single partition element. The reduced density operator σ (A) (t) entering in such expectation value involves the whole observed system through the trace over the complement Hilbert space, as in Eq. (11) (σ (A) (t) ≡ TrĀ ρ (s ) (t) ). In this section we calculate the matrix elements of σ (A) (t) using the ρ 
where the symbol ·|ā =ā indicates that the matrix elements entering into the sum are only those having the same index in the subspace HĀ while a and a can be different. Notice that this prescription applies also to (E m − E n ) |ā =ā , and to S m,n (t)|ā =ā which entails evaluating the functions (42a) and (42b) under the same conditions. According to (28) , the difference between eigenvalues of the system Hamiltonian becomes
therefore this factor is out of the partial trace. In order to evaluate Γ k m,n (t)|ā =ā and Υ k m,n (t)|ā =ā , we rewrite the eigenvalues λ m defined in Eq. (30) as
and get
(50c) After using (50) in Eqs. (42a) and (42b), the functions included in the decoherence function can be written as
Here we can see that the exponential factors in S m,n (t)|ā =ā , which involve the functions γ(β, t) and ε(t) do not depend on the quantum numbersā i and therefore do not contribute to the partial trace. On the contrary, the factor with χ Here we see that the matrix elements certainly depend on the initial state, and also there is a manifest dependence on the difference of eigenvalues (λ a − λ a ) (eigenselectivity). The sums over k contribute to the time dependence through the functions ε(t), ζ A,Āi (t) and γ(t), the last one also includes dependence on the environment temperature. The new contribution that arises from the partial trace includes the function χ {ā} A (t) which, as seen in Eq. (53), endows the reduced density matrix with a reference to the entire observed system.
The significance of the doubly reduced density matrix σ (A) (t) derived so far lies in that it opens a way to accomplish the calculation of expectation values of local observables, on the contrary, the equivalent strategy of using the complete density matrix (simply reduced) ρ (s) (t) becomes impossible in most many-particle systems. In our result, the dynamics of a single partition element σ (A) (t) reflects in a simplified way the existence of the rest of the elements. This poses another difference worth to be mentioned, the absolute value of the matrix elements σ (A) a,a (t) depend on both Γ and also on the phase factor Υ, while the purity ρ m,n (t) (s ) of the complete S system does not depend on the phase introduced by the function Υ m,n , as evident from Eqs. (43) and (44).
III. APPLICATION: ENSEMBLE OF NON-INTERACTING SPIN PAIRS COUPLED TO A COMMON PHONON BATH
This section aims to provide a test on the accuracy of the model derived so far to treat a case where the observed system is composed of nuclear spin-pairs coupled to a phonon bath. That is, the partition elements are dipole interacting pairs of spins 1/2.
We focus on a problem where the observed system is a collection of non interacting pairs of dipole coupled spins 1/2 arranged at the sites a cubic lattice, as depicted in Fig.1, and represent the environment by a phonon bath, as in Eq. (15) . We write the system Hamiltonian as a sum of the secular dipolar interaction of the spin pairs [27] H (s )
where A labels pairs and
with
is the dipolar coupling (in frequency units), θr ,ẑ is the angle between the laboratory z-axis and the direction of vector r A 12 (see Fig.1 ), γ p is the proton gyromagnetic constant, and
is the secular component of the second order spherical tensor which involves the spin operators of spins at pair A.
We assume that the interaction energy between the spin pairs and the phonons resides in the small variations of the intra-pair energy caused by the phonons throughout the lattice. In order to write the interaction Hamiltonian we follow references [17, 28] and consider the position vector of spin i within the lattice as the sum of a mean value (or equilibrium value), r 0i plus a small displacement u i . We write r 0i = r A ± d 2d , where r A is the mean position of the A-th pair andd is a unit vector parallel to the line connecting the spins 1 and 2 at the Ath pair, and d is the equilibrium intra-pair distance. We expand (r A 12 ) −3 in terms of the displacement, considered as a quantum variable as
where k refers to the phonon wave vectors with frequency ω k ,ˆ k is a unit polarization vector, and c k ≡ 2 ω k N mp , with m p the mass of the described particles (protons). This procedure allows writing the interaction Hamiltonian
In this model, the system-environment coupling coefficients have the following expression in terms of the lattice parameters
By comparing the interaction Hamiltonian (60) of this model example with the general expression of Eq. (18), we can identify
We may now identify the basis {| a } for the spin pair with the triplet-singlet basis, which is an eigenbasis of the secular dipolar tensor
where the corresponding eigenvalues are
According with the definition (62), we have
Notice also that
A κ a | m , and consequently the system energy difference involved in Eq. (47) is 
where we defined the following functions that are similar to those in Eq. (53) with the coupling coefficients as in
where ζ A,Āi (t) in Eq. (67a) is
In Eq. (67b) β ≡ / (K B T ), K B the Boltzmann constant, and T the absolute temperature of the bath. In Eq. (68) r A,Āi ≡ r A − rĀ i , θ A,Āi is the angle between vector r A,Āi and the intra-pair versord, thereforê d · r A,Āi = r A,Āi cos θ A,Āi .
By comparing equations (66a) and (66b) one can notice that the real and imaginary parts of the decoherence function are radically different in nature. In fact, the real part depends only on the state of the target pair A and practically coincides with the result of the usual spin-boson theory. By other hand, the imaginary part contributes a noteworthy characteristic since it depends on the state of all the neighbors of pair A through the sum overĀ i = A in Eq. (67a). Also, it is strictly temperature independent, namely, it does not reflect any statistical thermal property of the environment. This contribution instead has a purely Hamiltonian origin.
In order to evaluate the decay time related with decoherence functions obtained in Eqs.(66), we introduce the following assumptions:
1. The spin pairs are arranged in a cubic lattice and the pair axis (d) coincides with one of the axis of the unit cell.
2. The lattice parameter a is larger than the pair size d, that is d/a 1.
3. The elastic constant of a pair is much smaller along the intra-pair direction than in perpendicular directions.
4. The elastic constant of a pair is much larger than between different pairs.
Under these reasonable conditions we can assume that the mechanical waves propagate mainly alonĝ d, therefore one can only involve vectors k along such direction and the polarization l assumes a single value. In other words, the dynamics will be mainly driven by the components of k along the intra-pair direction, which in turn establishes a onedimensional description of the wave vector k = 2π N 1 a n with n = 0, ±1, · · · , ± N 1 2 ,
where N 1 ∼ 3 √ N is the number of pairs alongd.
5. N 1 is large, so we can replace
with k M = π/a. 6. We select the following realistic values for the constants involved in Eqs. 7. In Eq. (67), the dispersion relation ω k for acoustic phonons and under assumption (4) can be well approximated by
We further simplify this by assuming a linear relation
throughout the k range, that is ω k ≤ ω (max) = π c/a. This assumption introduces an error when evaluating the sum (or integral) (67) when de k is large, however, the frequency dependence in Eq. (67) goes as ω −2 k , and thus the greater values of k are less significant than the lower k region.
8. The optical modes will be neglected because their frequencies are greater than the maximum frequency of the acoustic mode and therefore contribute negligibly to Eqs.(67).
With these assumptions and using that |k| d 1 y
β ω k 2 1, we may approximate
where we used the dispersion relation ω k = c |k| , in Eq. (72a), we can finally get the approximate functions (66)
with S A,Āi ≡ sin π r A,Āi cos θ A,Āi /a π r A,Āi cos θ A,Āi /a .
The expression for the pair-reduced matrix elements in the case of non-interacting spin pairs comes after replacing the decoherence function (with the approximate functions (73)) in Eq. (54)
where we defined the constants (77) The fact that ν epsilon ν 0 allows us to neglect the exponential that involves ν epsilon in the second row of Eq. (75). Besides this, since |κ m A − κ n A | max = 3, the minimum decay constant of the exponent containing τ γ is very long
Let us now focus on the sum in the third row of Eq. (75). We are interested in comparing the time evolution of a local observable calculated with the reduced density matrix, with one measured in a NMR experiment, therefore we choose an experimentally accessible initial state. Notice that NMR techniques are frequently designed to prepare states having the form
where N ≡ T r S I s = N N A , and N A ≡ T r A I (A) , and the second term, sometimes called deviation density operator, can be written in terms of traceless operators only. Moreover, we will use initial states where ∆ρ (s ) (0) can be written in terms of local traceless operators, that is
A common example of an initial state like this is the simple case of the state obtained after applying a saturating (π/2) pulse to a spin system in thermal equilibrium with an external magnetic field B = B 0ẑ . In the high temperature limit and for the case where the system is partitioned into spin pairs, we can write
where the x component of the spin operator of the spin pair is I 
(82)
After these considerations on the initial state, we can write the off diagonal elements of the reduced density matrix (75) as
where we defined the function G A (t) that deserves a separate comment
Notice that G A (t) involves the sum over the statesā (from the partial trace) and also contains a sum over the sitesĀ i = A within the auxiliary functionχ {ā} A (t). In this way, G A (t) involves the eigenvalues of all the pairs or partition elements. In other words, this function links the decoherence dynamics of pair A with all the other pairs, even though the pairs were assumed as non-interacting in H S and H I . Besides this, and owing to the fact that the sum over {ā}, has a macroscopic number of terms, the functionχ {ā} A practically attains continuous values with probability p(χ A ). Then we can approximate the sum in Eq. (84) by an integral as
With the aim of estimating the contribution of G A to the decoherence rate, we propose that p(χ A ) is a Gaussian distribution with standard deviation σ χ A centered at χ A = 0, and extend the integration limits to infinity, then
where we introduced a characteristic time
Then, with these considerations on the function G(t) and on the magnitudes of the constants calculated in (77), we may write the reduced density matrix elements in terms of the initial state, the dipolar frequency ν 0 , and the decay time τ χ as
In this way the matrix elements of the pair-reduced density matrix decrease in time with different decay constants given by (κ a − κ a )/τ χ . If this matrix is used to calculate the expectation values of operators of the kind O A , their time dependence will also reflect the attenuation effect introduced by the spin-environment contact and the existence of other elements of the partition (or many-body character of the interaction Hamiltonian).
Let us now estimate the values of the decay time τ χ , associated to e Υ(t) in a particular case, associated to the term Υ of the decoherence function. (88) we need to fix some criteria
• For simplicity, we consider that the pairs are arranged at the sites of a cubic lattice of parameter a, then we write r A,A = n 2 x + n 2 y + n 2 z a.
• Letd ẑ, then r A,A cos (θ A,A ) /a = n z , which implies that the function (74) turns into a Sinc function S A,A = sin (πn z ) / (πn z ). Then this function is zero for every integer n z except for n z = 0, that is, for the sites lying on a plane perpendicular tô d. In other words, only a two-dimensional set of sites A contributes to the three-dimensional sum in Eq. (85), then if the complete sample has, say N ≈ 1 × 10 23 sites, only N χ ≈ N 2/3 2.15 × 10 15 of them contribute to χ A .
• Let us assume that the width of p(χ A ) is σ χ A ≈ N χ , as usual in a binomial distribution, therefore σ χ A 46.4 × 10 6 .
Using these assumptions, we get an estimation for the decay constant τ χ 373µs.
(90) Figure 2 shows the time evolution of the matrix elements of Eq. (89), using the constants and approximations declared above. The abscissa is a normalized timê t ≡ |κ a − κ a | t/3. The time evolution of the different matrix elements can be visualized by just multiplyingt by 3/ |κ a − κ a |.
Since some of the numerical constants used in the estimations are reasonable but somewhat arbitrary, in Fig.  3 we show the variation of the decoherence time τ χ as a function of the sample size N , and the speed of sound c. We see that τ χ attains reasonable values in spite of the rather wide variation ranges: (10 21 ≤ N ≤ 10 25 and 3000 m/s ≤ c ≤ 10000 m/s).
IV. DISCUSSION
This work analyzes the decoherence dynamics of an observable system in contact with a quantum environment. The studied system is a partition of equivalent elements with strong interactions within each element and no direct interaction between different elements, coupled with a common boson bath. This model aims to feature the decoherence mechanism that arises when the only interplay between different elements comes from the coupling of each element with a common environment. Nevertheless, the derivation presented admits a generalization to face more complex models which include weak interelement interaction. The model closely approaches the case of some actual systems, and when applied to a particular case -dipole coupled pairs of 1 H spins from the hydration water molecules in gypsum coupled with the lattice phonons-yields decoherence rates that share the same qualitative and quantitative characteristics than experimental ones.
In this work we restrict the analysis to local observables (defined in Eq. (4)) compatible with the anisotropy of the observable system, that is, to operators whose expectation values can be put in terms of a density operator which is also reduced to a single, representative element of the partition. This extra reduction does not mean introducing additional simplifying hypotheses, but rather it is a natural consequence of the partitionable form of the studied model. It implies the passage from a description in terms of the "grand" density operator ρ (s ) (t) to a "condensed" density operator σ (A) (t) whose dynamics reflects the quantum correlation with the whole system through the interaction with a common bath. That is, although σ (A) acts on the Hilbert space of a single-element it retains, in fact, track of the existence and dynamics of the rest of the solid, which was originally contained in each element of the grand matrix. Consequently, the expectation values of local observables reflect the manybody correlations, despite being a sum of contributions from individual partition elements.
An additional feature of the condensed density operator is that it depends on local variables only, in a closed way. The reduction involves a sum over all the possible configurations of quantum states of the rest of the open system. In this sense, we can say that the decoherent dynamics of the partitionable system arises from the interference between all possible quantum states that the many-body system can attain. This is a purely quantum effect as it is Hamiltonian in nature.
The usual procedure of reducing over the environment variables [17, 22] introduces a decoherence function with two exponential factors, a real one Γ(t) and an imaginary one Υ(t), defined in Eq. (42). The second reduction considered in this work also yields a decoherent density operator σ (A) (t) that keeps a clear dependence on the eigenvalues of the system-environment Hamiltonian (eigenselectivity), which is a fingerprint of adiabatic decoherence. However, some novel properties of the decoherence function arise, particularly related with the function χ {ā} (t) defined in Eqs. (52) and (53):
• χ {ā} (t) contains a sum over sitesĀ i (see Eq. (53)) and thus depends on the eigenvalues of all the partition elements, even when direct interactions between elements is ruled out in the Hamiltonians that drive the dynamics.
• The phase factor Υ(t) does not enter in the magnitude of the grand matrix elements ρ (s) m,n (t) , in contrast, the magnitude of the condensed matrix elements σ (A) a,a (t) do have an explicit dependence on Υ(t), and through it on the whole observed sys-tem.
• The function Υ(t) does not reflect the thermal properties of the environment, hence its absolute independence from bath temperature.
It is worth to remark that when the general result is applied to a particular example (non-interacting spin-pairs coupled with a phonon bath), we could also perform a quantitative estimation of the decoherence rates. These parameters, calculated in terms of physical constants of the model system (gypsum crystal in this case), are also mainly governed by the imaginary part of the decoherence function and its approximate value is remarkably similar to the experimental one.
On the other hand, the real part of the decoherence function in σ (A) (t) does not differ from that in the grand density operator ρ (s ) (t) and reflects the dependence on the bath temperature. It is interesting to realize that this function has negligible contribution to the decoherence rate in the non-interacting cases treated in this work. However, this contribution may instead become dominating in cases of non-partitionable systems where the system dynamics allows a fast growth of multi-spin correlations (as the case treated in ref. [12] ). In other words, the relative importance of Γ(t) and Υ(t) in a general case will be determined by the internal dynamics of the spin system, given by both the system, and system-environment Hamiltonians H S and H I .
In summary, we see that the decoherence function in this model of non-interacting partition elements in contact with a common boson bath captures essential features of the decoherence phenomenon and also enables a quantitative calculation which opens the possibility of accounting for actual experimental results. Comparison with experiment will allow to refine model Hamiltonians in order to scrutinize in the microscopic origin of the interactions involved in irreversible phenomena like the build-up of quasi-equilibrium states or the attenuation of refocused signals in solid state NMR. By the same token, in our view, these transient processes are a consequence of adiabatic decoherence, which brings the non-equilibrium density operator to a diagonal form in the preferred basis.
From a fundamental point of view, progress in the characterization of adiabatic decoherence in real many-body open quantum systems can contribute to the field of irreversibility in quantum systems where the measurement problem is one the most conspicuous examples. In this context, simple cases like the one treated here can also be of use to learn about the role of decoherence in the dynamics of quantum correlations in bipartite systems.
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