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We propose a new method for the study of the asymptotic behavior of difference equations
in inﬁnite-dimensional spaces, providing characterizations for the property of uniform
exponential trichotomy. We deduce the structure of the stable, unstable and bounded
subspace and prove the uniqueness of the projection families. We introduce a new
admissibility concept with respect to a discrete input–output system and prove that this is
a necessary and suﬃcient condition for the existence of uniform exponential trichotomy.
Throughout the paper, there is no assumption on the coeﬃcients and the obtained results
are applicable to any class of difference equations.
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1. Introduction
Exponential trichotomy is the most general asymptotic property of evolution equations expressed in terms of exponential
decay backward and forward in time. The concept of exponential trichotomy arises from the central manifold theorem and
relies on the decomposition of the main space at every moment into three closed subspaces such that the trajectory on the
ﬁrst subspace is exponentially stable, the trajectory on the second subspace is uniformly bounded and on the third subspace
is exponentially expansive. Generally, the occurrence of the center manifold makes the study of the global bifurcation a
diﬃcult problem. Thus, the research works concerned with the existence and persistence of exponential trichotomy are still
relatively few (see [1,9,10,16,17,24–27,33,45,47,50]) despite the impressive development in the study of the exponential
dichotomy in the last decades (see [1–5,7,11–15,18–24,26,27,29,31,32,34–39,41–44,46,48,49] and the references therein).
The study of the existence of exponential trichotomy for non-autonomous systems has the origin in the pioneering work
of Elaydi and Hajék (see [24–26]), where the authors proposed various approaches and concepts of exponential trichotomy
for several classes of evolutionary systems. In [25] the authors considered the system
x˙ = A(t)x, t ∈ R (1.1)
where x ∈ Cn and A(t) is a bounded and continuous n× n matrix. Denoting by M the Banach space of all locally integrable
functions f : R → C with supt∈R
∫ t+1
t | f (t)| < ∞, the authors proved that the system (1.1) has exponential trichotomy (see
Deﬁnition 1.1 in [25]) if and only if for every f ∈ M the inhomogeneous differential equation
y˙ = A(t)y + f (t), t ∈ R
has at least one bounded solution on R (see [25, Theorem 5.2]). In [24] and [26] the authors treated the case of non-
linear differential equations, extending their techniques and pointing out new applications. In [50], a distinct concept of
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heteroclinic orbit with saddle-node bifurcations. Exponential trichotomy of evolution families in inﬁnite dimensional spaces
was studied for the ﬁrst time in [45]. There, we obtained necessary and suﬃcient conditions for the existence of exponential
trichotomy of strongly continuous evolution families on the real line, in terms of the solvability of an associated integral
equation (see [45, Theorem 3.8 and Theorem 3.10]). It worth mentioning that the problem of the persistence of nonuniform
exponential trichotomy of evolution families on the half-line was recently considered by Barreira and Valls [9], employing
direct and computational methods.
In the last few years an important progress was made in control theory using discrete-time techniques and a number
of applications proved their relevance to problems and phenomena which occur in the engineering and physical sciences
(see [2,4–8,13–19,24,27–30,33,38–44,46–49]). The discrete exponential trichotomy was studied for the ﬁrst time by Elaydi
and Janglajew in [27]. The authors introduced a concept of exponential trichotomy (see [27, Deﬁnition 1]) for a system of
difference equations
x(n + 1) = A(n)x(n), n ∈ Z (1.2)
where for every n ∈ Z, A(n) is a k × k real invertible matrix. One of the main results of the paper states that the system
(1.2) has an exponential trichotomy if and only if for every bounded sequence b : Z → Rk the nonhomogeneous system
y(n + 1) = A(n)y(n) + b(n), n ∈ Z
has at least one bounded solution. To prove this, the authors used an innovative proof based on the structure of the
fundamental matrix of the system (1.2) and on Green functions. The results were applied to the study of the persistence
of exponential trichotomy in the presence of various perturbations and the methods were also extended for the case of
non-linear difference equations. An interesting analysis of the robustness of exponential trichotomy of difference equations
was presented by Alonso, Hong and Obaya in [1], providing a comparison between dichotomy and trichotomy. An inedit
approach was proposed by Barreira and Valls in [10] where the authors give a complete characterization of nonuniform
exponential trichotomies in terms of strict Lyapunov sequences for a linear cocycle with discrete time.
Recently, Cuevas and Vidal introduced in [16] a new trichotomy concept called weighted exponential trichotomy for
systems of the form (1.2). One of the most important step in their attempt was to prove that if the system (1.2) has a
weighted exponential trichotomy, then the k-dimensional space S of all the solutions of equation (1.2) can be written as
S = B1 ⊕ B2 ⊕ B3 and the asymptotic behavior of the solution is described on each subspace B j , j ∈ {1,2,3} (see [16,
Theorem 4.1]). After that, the authors deduced the analogous result for the case of weighted compensated expo-ordinary
trichotomy and established the connections between weighted exponential trichotomy and the (h,k) trichotomy on Z+
and Z− . It worth mentioning that the (h,k) trichotomy was previously studied in [33], where López-Fenner and Pinto
proposed a nice study of discrete non-autonomous nonlinear systems possessing (h,k)-trichotomies. A new concept of
exponential trichotomy for variational discrete equations was introduced and characterized in [47], using the solvability of a
certain variational control system. There we proved that the uniform exponential trichotomy of a linear skew-product ﬂow
is equivalent with the uniform exponential trichotomy of the variational discrete equation associated with it, and thus all
the obtained results were applicable to the class of linear skew-product ﬂows.
In this context, several natural questions arise concerning the case of difference equations. Taking into account that the
existence of exponential trichotomy means the decomposition of the main space at every moment into a direct sum of
three closed subspaces such that the behavior of the solution on these subspaces is described by uniform boundedness or
by exponential decay backward and forward in time, the ﬁrst question is whether we can determine the structure of the
trichotomy subspaces for the general case of difference equations in inﬁnite-dimensional spaces. This is an essential item in
the study of exponential trichotomy, because if one knows the structure of the trichotomy spaces, then one can estimate the
behavior on each subspace independently and, moreover, there is a clear expectation concerning the splitting of the main
space at every moment.
In the last decades, the input–output techniques were intensively used in the study of the asymptotic behavior of evo-
lution equations, due to their wide applicability area (see e.g. [15,19–23,27,32,34–36,40–49] and the references therein). In
this framework, the second question is if exponential trichotomy of difference equations can be expressed in terms of the
solvability of an associated input–output system. Then, the next question is related to the appropriate admissibility concept
which may provide the existence of exponential trichotomy in inﬁnite-dimensional spaces. After that, it is also interesting
to see whether the suﬃcient conditions for exponential trichotomy are also necessary.
The aim of this paper is to answer these open questions. We will study the general case of difference equations of the
form
x(n + 1) = A(n)x(n), n ∈ Z (A)
where for every n ∈ Z, A(n) : X → X is a bounded linear operator on a Banach space X . The paper is organized as fol-
lows: we introduce a concept of exponential trichotomy (see Deﬁnition 2.1) arising from the central manifold theorem and
which is a direct generalization of the exponential dichotomy concept in inﬁnite-dimensional spaces. Our ﬁrst purpose is to
obtain the structure of the stable, unstable and bounded subspace associated with an exponentially trichotomic difference
equation. We will treat the most general case, without any requirement concerning the coeﬃcients. Thus, we deduce that for
difference equations in inﬁnite dimensional spaces the trichotomy projections are uniquely determined. After that, we deﬁne
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to F(Z, X) – the space of all sequences s : Z → X with ﬁnite support and the output sequence belongs to an p(Z, X)-space
(see Deﬁnition 3.1). Using constructive methods, we will deduce the behavior on the bounded subspace, on the unstable
subspace and respectively on the stable subspace. After that, we prove that the admissibility of the pair (p(Z, X),F(Z, X))
is a suﬃcient condition for the decomposition of the space X into a direct sum of stable, unstable and bounded subspace.
The main result of the third section will establish that the admissibility of the pair (p(Z, X),F(Z, X)) implies the existence
of uniform exponential trichotomy of the system (A). The purpose of the fourth section is to study whether the converse
implication holds. We prove that the answer is positive. Using several technical results concerning the structure of the so-
lutions, we will ﬁnally obtain that (A) is uniformly exponentially trichotomic if and only if there is p ∈ [1,∞) such that the
pair (p(Z, X),F(Z, X)) is admissible for the associated input–output control system.
2. The structure theorem
The structure theorem of the dichotomy projections plays a very important role in the study of the exponential di-
chotomy of evolution equations on the real line (see [41,42,46]) and respectively in the detection criteria for the existence
of the exponential dichotomy of variational systems (see [15,19,20,48,49]). The knowledge of the intrinsic structures that
govern an asymptotic property facilitates the implementation of the detection methods in concrete applications (see e.g.
[11,12,37,46,48]) and also allows a better estimation of the stable and the unstable behavior of a time-varying system (see
e.g. Theorem 3.2 and Theorem 3.3 in [46] and Theorem 4.1 in [19]). In this context, the natural question arises whether one
may establish the structure of the trichotomy projections for the case of the exponential trichotomy of difference equations.
The main purpose of this section is to provide a complete answer to this question and to emphasize the speciﬁc properties
of the exponential trichotomy.
Let X be a real or complex Banach space and let I be the identity operator on X . The norm on X and on B(X)-the
Banach algebra of all bounded linear operators on X , will be denoted by ‖ · ‖.
Throughout the paper, we denote by Z the set of the integers, N is the set of all m ∈ Z with m 0 and respectively, Z− is
the set of all m ∈ Z with m 0. For every E ⊂ Z, we denote by χE the characteristic function of the set E . If J ∈ {Z,N,Z−},
let S( J , X) denote the linear space of all sequences s : J → X . We also denote by S(B(X)) the linear space of all sequences
A : Z → B(X).
For p ∈ [1,∞), the linear space p( J , X) = {s ∈ S( J , X): ∑n∈ J ‖s(k)‖p < ∞} is a Banach space with respect to the norm
‖s‖p := (∑n∈ J ‖s(k)‖p)1/p . The linear space ∞( J , X) = {s ∈ S( J , X): supn∈ J ‖s(n)‖ < ∞} is a Banach space with respect
to the norm ‖s‖∞ := supn∈ J ‖s(n)‖. Let c0(Z, X) := {s ∈ S(Z, X): limn→±∞ s(n) = 0}, which is a closed linear subspace of
∞(Z, X).
Let A ∈ S(B(X)). Consider the linear system of difference equations
x(n + 1) = A(n)x(n), n ∈ Z. (A)
Let  = {(m,n) ∈ Z × Z: m n} and let Φ = {Φ(m,n)}(m,n)∈ be the evolution operator associated with (A), i.e.
Φ(m,n) :=
{
A(m − 1) · · · A(n), m > n,
I, m = n.
Remark 2.1. The family Φ = {Φ(m,n)}(m,n)∈ satisﬁes the evolution property, i.e. Φ(m,n)Φ(n,k) = Φ(m,k) for all
(m,n), (n,k) ∈ .
Remark 2.2. An operator P ∈ B(X) is a projection if P2 = P . Then, Im P and Ker P are closed linear subspaces of X , P Im P ⊂
Im P , P Ker P ⊂ Ker P and X = Im P ⊕ Ker P .
Deﬁnition 2.1. The system (A) is said to be uniformly exponentially trichotomic if there are three families of projections
{Pk(n)}n∈Z ⊂ B(X), k ∈ {1,2,3} and two constants K  1 and ν > 0 such that the following properties hold:
(i) A(n)Pk(n) = Pk(n + 1)A(n), for all n ∈ Z and k ∈ {1,2,3};
(ii) Pk(n)P j(n) = 0, for all k 	= j and all n ∈ Z;
(iii) P1(n) + P2(n) + P3(n) = I , for all n ∈ Z;
(iv) supn∈Z ‖Pk(n)‖ < ∞, for all k ∈ {1,2,3};
(v) ‖Φ(m,n)x‖ Ke−ν(m−n)‖x‖, for all x ∈ Im P1(n) and all (m,n) ∈ ;
(vi) 1K ‖x‖ ‖Φ(m,n)x‖ K ‖x‖, for all x ∈ Im P2(n) and all (m,n) ∈ ;
(vii) ‖Φ(m,n)x‖ 1K eν(m−n)‖x‖, for all x ∈ Im P3(n) and all (m,n) ∈ ;
(viii) the restriction A(n)| : Im Pk(n) → Im Pk(n + 1) is an isomorphism, for all n ∈ Z and all k ∈ {2,3}.
Remark 2.3. If P2(n) = 0, for all n ∈ Z, in Deﬁnition 2.1, then one obtains the classical concept of uniform exponential
dichotomy (see [12–14,21,46,48,49]). This means that an exponentially dichotomic system is a uniformly exponential tri-
chotomic system whose bounded subspace contains only the zero vector, at every moment.
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sxn : Z → X, sxn(k) =
{
Φ(k,n)x, k n,
0, k < n.
Let p ∈ [1,∞). For every n ∈ Z, we consider the stable subspace
Xs(n) =
{
x ∈ X: sxn ∈ p(Z, X)
}
the bounded subspace
Xb(n) =
{
x ∈ X: sxn ∈ ∞(Z, X) and (∃) δ ∈ ∞(Z, X) with δ(n) = x and δ(k) = A(k − 1)δ(k − 1), ∀k n
}
and respectively the unstable subspace
Xu(n) =
{
x ∈ X: (∃) ϕ ∈ p(Z, X) with ϕ(n) = x and ϕ(k) = A(k − 1)ϕ(k − 1), ∀k n}.
Proposition 2.1. For every n ∈ Z we have that:
(i) A(n)Xs(n) ⊂ Xs(n + 1);
(ii) A(n)Xb(n) = Xb(n + 1);
(iii) A(n)Xu(n) = Xu(n + 1).
Proof. (i) The inclusion is immediate.
(ii) Let n ∈ Z. Let x ∈ Xb(n) and let y = A(n)x. Since sxn ∈ ∞(Z, X) we have that syn+1 ∈ ∞(Z, X). Let δ ∈ ∞(Z, X) with
δ(n) = x and δ(k) = A(k − 1)δ(k − 1), for all k n. Setting
δ˜ : Z → X, δ˜(k) =
{
χ{n+1}(k)y, k n + 1,
δ(k), k n,
we have that δ˜ ∈ ∞(Z, X) and δ˜( j) = A( j − 1)δ˜( j − 1), for all j  n + 1. This shows that y ∈ Xb(n + 1), so A(n)Xb(n) ⊂
Xb(n + 1).
Conversely, let y ∈ Xb(n + 1). Then, syn+1 ∈ ∞(Z, X) and there is δ¯ ∈ ∞(Z, X) with δ¯(n + 1) = y and δ¯(k) =
A(k − 1)δ¯(k − 1), for all k  n + 1. Setting x = δ¯(n) we have that y = A(n)x. It is easy to see that sxn(k) = syn+1(k), for
all k ∈ Z \ {n}, so sxn ∈ ∞(Z, X). Since δ¯(k) = A(k − 1)δ¯(k − 1), for all k n, we obtain that x ∈ Xb(n), so y ∈ A(n)Xb(n).
(iii) This follows using similar arguments with those from (ii). 
The asymptotic behavior described by exponential trichotomy is based on a decomposition of the main space at every
moment into a direct sum of three subspaces such that the behavior of the solution on these subspaces is described
by boundedness or by exponential decay backward and forward in time. Therefore, when one investigates the existence
of exponential trichotomy there are two primordial questions: are the projection families uniquely determined and if so,
which are the corresponding subspaces for each behavior: stability, boundedness and expansiveness. In this framework, an
essential item in the study of exponential trichotomy is to establish the structure of the projections families. Thus, the main
result of this section is:
Theorem 2.1 (The structure theorem). If the system (A) is uniformly exponentially trichotomic with respect to the families of projec-
tions {Pk(n)}n∈Z, k ∈ {1,2,3}, then:
(i) Im P1(n) = Xs(n), for all n ∈ Z;
(ii) Im P2(n) = Xb(n), for all n ∈ Z;
(iii) Im P3(n) = Xu(n), for all n ∈ Z.
Proof. For every k ∈ {1,2,3} we set ak := supn∈Z ‖Pk(n)‖. Let K  1, ν > 0 be constants given by Deﬁnition 2.1. Let n ∈ Z.
(i) It is easy to see that Im P1(n) ⊂ Xs(n). Conversely, let x ∈ Xs(n). Then, in particular, sxn(m) → 0 as m → ∞. From
relations (vi) and (vii) from Deﬁnition 2.1, we have that
1
K
∥∥Pk(n)x∥∥ ∥∥Φ(m,n)Pk(n)x∥∥= ∥∥Pk(m)Φ(m,n)x∥∥ ak∥∥sxn(m)∥∥, ∀m n, ∀k ∈ {2,3}. (2.1)
For m → ∞ in (2.1) we obtain that Pk(n)x = 0, for k ∈ {2,3}, so x = P1(n)x.
(ii) Let x ∈ Xb(n). Then
1
eν(m−n)
∥∥P3(n)x∥∥ ∥∥Φ(m,n)P3(n)x∥∥= ∥∥P3(m)Φ(m,n)x∥∥ a3∥∥sxn∥∥∞, ∀m n. (2.2)K
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For j → −∞ we obtain that P1(n)x = 0. This shows that x = P2(n)x, so Xb(n) ⊂ Im P2(n).
Conversely, let x ∈ Im P2(n). Then, sxn ∈ ∞(Z, X). Moreover, for every k  n − 1 since the operator Φ(n,k)| : Im P2(k) →
Im P2(n) is invertible, there is a unique xk ∈ Im P2(k) such that Φ(n,k)xk = x. Taking
δ : Z → X, δ(k) =
⎧⎨
⎩
0, k n + 1,
x, k = n,
xk, k n − 1,
we have that δ(k) = A(k − 1)δ(k − 1), for all k n. In addition, we have that
1
K
‖xk‖
∥∥Φ(n,k)xk∥∥= ‖x‖, ∀k n − 1. (2.4)
In particular, from (2.4) we obtain that δ ∈ ∞(Z, X). This implies that x ∈ Xb(n), so Im P2(n) = Xb(n).
(iii) Let x ∈ Xu(n). Then, there is ϕ ∈ p(Z, X) with ϕ(n) = x and ϕ(k) = A(k−1)ϕ(k−1), for all k n. For every j ∈ {1,2}
we have that∥∥P j(n)x∥∥= ∥∥P j(n)ϕ(n)∥∥= ∥∥Φ(n,k)P j(k)ϕ(k)∥∥ Ka j∥∥ϕ(k)∥∥, ∀k n. (2.5)
From ϕ ∈ p(Z, X), in particular, we have that ϕ(k) → 0 as k → −∞. Then, from (2.5) we deduce that P j(n)x = 0, for
j ∈ {1,2}. This implies that x = P3(n)x, so Xu(n) ⊂ Im P3(n).
Conversely, let x ∈ Im P3(n). For every k n − 1, there is a unique xk such that Φ(n,k)xk = x. We consider
ϕ˜ : Z → X, ϕ˜(k) =
⎧⎨
⎩
0, k n + 1,
x, k = n,
xk, k n − 1,
and we have that ϕ˜(k) = A(k − 1)ϕ˜(k − 1), for all k n and
1
K
eν(n−k)‖xk‖
∥∥Φ(n,k)xk∥∥= ‖x‖, ∀k n.
This implies that ϕ˜ ∈ p(Z, X), so x = ϕ˜(0) ∈ Xu(n). In conclusion, we have that Im P3(n) = Xu(n). 
Remark 2.4. According to Theorem 2.1, we deduce that the projection families given by the uniform exponential trichotomy
of difference equations are uniquely determined.
3. Suﬃcient conditions for exponential trichotomy of difference equations
In the last decades, the so-called admissibility techniques have proved to be very eﬃcient methods in the study of the
qualitative theory of time-varying systems with important applications in the detection of the exponential dichotomy (see
[14,15,19,21–23,27,29,31,32,34,35,41–46,48,49] and the references therein). One of the main advantages of the admissibility
concepts is that the study of the existence of exponential dichotomy focuses on the solvability of some associated input–
output systems between certain spaces, which, in concrete situations, relies on the appropriate choice of the input space
and of the output space as well, according to the particular conﬁguration of the initial system (see [15,19,32,35,41–46,48,
49]). Thus the admissibility type methods provide ﬂexible detection criteria for the existence of the exponential dichotomy
of large variety of time-varying systems, being also applicable in control problems (see e.g. [19,29,35,46,49]). Extending
the study to a more complex behavior like exponential trichotomy, it is interesting to see whether one may ﬁnd suitable
admissibility concepts for the existence of this new asymptotic property. The main idea is not to extend the methods
used in the study of dichotomy to a new case, because generally, the techniques do not work due to the presence of
the non-trivial central manifold. Therefore the ﬁrst aim is to obtain proper admissibility conditions for the existence of
exponential trichotomy, such that the new admissibility concepts will reﬂect the relevancy of each structure which describes
the trichotomy phenomenon.
In this section we give for the ﬁrst time a resolution for the case of difference equations. We introduce a new admissi-
bility concept with respect to an input–output system and we prove that this admissibility is a suﬃcient condition for the
existence of uniform exponential trichotomy.
Let X be a real or complex Banach space. Let p ∈ [1,∞). We consider the spaces
Γ (Z, X) = {s ∈ ∞(Z, X): s|N ∈ p(N, X)},
Λ(Z, X) = {s ∈ ∞(Z, X): s|Z− ∈ p(Z−, X)}.
Let F(Z, X) be the linear space of all sequences s : Z → X with the property that the set {k ∈ Z: s(k) 	= 0} is ﬁnite.
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x(n + 1) = A(n)x(n), n ∈ Z (A)
the input–output system
γ (n + 1) = A(n)γ (n) + s(n + 1), n ∈ Z (S A)
with γ ∈ ∞(Z, X) and s ∈ F(Z, X).
Deﬁnition 3.1. The pair (p(Z, X),F(Z, X)) is said to be admissible for the system (S A) if there exists L > 0 such that the
following assertions hold:
(i) for every s ∈ F(Z, X) there exist γ ∈ Γ (Z, X) and λ ∈ Λ(Z, X) such that the pairs (γ , s) and (λ, s) satisfy the system
(S A);
(ii) if s ∈ F(Z, X) and γ ∈ Γ (Z, X) ∪ Λ(Z, X) are such that the pair (γ , s) satisfy the system (S A), then ‖γ ‖∞  L‖s‖1;
(iii) if s ∈ F(Z, X) has the property that s(n) ∈ Xs(n), for all n ∈ Z or s(n) ∈ Xu(n), for all n ∈ Z, and γ ∈ p(Z, X) is such
that the pair (γ , s) satisﬁes the system (S A), then ‖γ ‖p  L‖s‖1.
The main purpose of this section is to establish the connections between the admissibility of the pair (p(Z, X),F(Z, X))
for the system (S A) and the existence of the uniform exponential trichotomy of the system (A).
Theorem 3.1 (The behavior on the bounded subspace). If the pair (p(Z, X), F(Z, X)) is admissible for the system (S A), then the
following assertions hold:
(i) there is K > 0 such that
1
K
‖x‖ ∥∥Φ(m,n)x∥∥ K‖x‖, ∀x ∈ Xb(n), ∀(m,n) ∈ ;
(ii) the restriction A(n)| : Xb(n) → Xb(n + 1) is an isomorphism, for all n ∈ Z;
(iii) Xb(n) is a closed subspace, for all n ∈ Z.
Proof. Let L > 0 be given by Deﬁnition 3.1.
(i) Let n ∈ Z and let x ∈ Xb(n). Considering the sequence
u : Z → X, u(k) = χ{n}(k)x
we have that u ∈ F(Z, X). An easy computation shows that the pair (sxn,u) satisﬁes the system (S A). From x ∈ Xb(n) we
have that sxn ∈ ∞(Z, X). In particular, since sxn(k) = 0, for all k < n, we obtain that sxn ∈ Λ(Z, X). Then, according to our
hypothesis, it follows that∥∥sxn∥∥∞  L‖u‖1 = L‖x‖.
This implies that ‖Φ(m,n)x‖ L‖x‖, for all m n.
Since x ∈ Xb(n) there is δ ∈ ∞(Z, X) with δ(n) = x and δ(k) = A(k − 1)δ(k − 1), for all k n.
Let m > n. We consider the sequences
s : Z → X, s(k) = −χ{m}(k)Φ(m,n)x,
γ : Z → X, γ (k) =
{
χ{n,...,m−1}(k)Φ(k,n)x, k n,
δ(k), k < n.
Then γ ∈ Γ (Z, X) and an easy computation shows that the pair (γ , s) satisﬁes the system (S A). According to our hypothesis
we obtain that
‖x‖ = ∥∥γ (0)∥∥ ‖γ ‖∞  L‖s‖1 = L∥∥Φ(m,n)x∥∥
and the proof is complete.
(ii) Let n ∈ Z. According to Proposition 2.1(ii) it follows that the restriction A(n)| : Xb(n) → Xb(n+ 1) is correctly deﬁned
and surjective. In addition, from (i) we have that A(n)| is also injective.
(iii) Let n ∈ Z and let (x j) ⊂ Xb(n) with lim j→∞ x j = x. Let M := sup j∈N ‖x j‖. From (i) we have that∥∥Φ(m,n)x j∥∥ L‖x j‖ ML, ∀m n, ∀ j ∈ N. (3.1)
For j → ∞ in (3.1) it follows that ‖Φ(m,n)x‖ ML, for all m n, so sxn ∈ ∞(Z, X).
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‖x j − xi‖ =
∥∥Φ(n,k − 1)(δ j(k − 1) − δi(k − 1))∥∥ 1
L
∥∥δ j(k − 1) − δi(k − 1)∥∥, ∀k n, ∀i, j ∈ N.
Since (x j) is convergent, from the above inequality it follows that for every k n, the sequence (δ j(k)) is convergent. Setting
δ : Z → X, δ(k) =
{
0, j > n,
lim j→∞ δ j(k), k n,
we have that δ(n) = lim j→∞ x j = x and δ(k) = A(k − 1)δ(k − 1), for all k n. Moreover, from∥∥δ j(k)∥∥ L∥∥Φ(n,k)δ j(k)∥∥= L∥∥δ j(n)∥∥= L‖x j‖ ML, ∀ j ∈ N, ∀k n
we deduce that ‖δ(k)‖ ML, for all k n, so δ ∈ ∞(Z, X).
In conclusion, we obtain that x ∈ Xb(n). 
Theorem 3.2 (The behavior on the unstable subspace). If the pair (p(Z, X),F(Z, X)) is admissible for the system (S A), then the
following assertions hold:
(i) there are K , ν > 0 such that∥∥Φ(m,n)x∥∥ 1
K
eν(m−n)‖x‖, ∀x ∈ Xu(n), ∀(m,n) ∈ ;
(ii) the restriction A(n)| : Xu(n) → Xu(n + 1) is an isomorphism, for all n ∈ Z;
(iii) Xu(n) is closed, for all n ∈ Z;
(iv) Xb(n) ∩ Xu(n) = {0}, for all n ∈ Z.
Proof. Let L > 0 be given by Deﬁnition 3.1.
(i) Using similar arguments with those in the proof of Theorem 3.1(i) we obtain that∥∥Φ(m,n)x∥∥ 1
L
‖x‖, ∀x ∈ Xu(n), ∀(m,n) ∈ . (3.2)
Let h ∈ N∗ be such that h1/p  eL3. Let n ∈ Z and let x ∈ Xu(n) \ {0}. From (3.2) we have that Φ(k,n)x 	= 0, for all k  n.
Because x ∈ Xu(n) there is ϕ ∈ p(Z, X) with ϕ(n) = x and ϕ(k) = A(k − 1)ϕ(k − 1), for all k n. We consider the sequence
s : Z → X, s(k) = −χ{n+h+1,...,n+2h}(k) Φ(k,n)x‖Φ(k,n)x‖ ,
γ : Z → X, γ (k) =
{∑∞
j=k+1
χ{n+h+1,...,n+2h}( j)
‖Φ( j,n)x‖ Φ(k,n)x, k n,
αϕ(k), k < n,
where α := ∑n+2hj=n+h+1(1/‖Φ( j,n)x‖). Since x ∈ Xu(n) using Proposition 2.1(iii) we have that s(k) ∈ Xu(k), for all k ∈ Z.
Moreover, s ∈ F(Z, X), γ ∈ p(Z, X) and an easy computation shows that the pair (γ , s) satisﬁes the system (S A). Then,
according to our hypothesis we have that
‖γ ‖p  L‖s‖1 = Lh. (3.3)
Using (3.2) we have that L‖Φ(n + 2h,n)x‖ ‖Φ( j,n)x‖, for all j ∈ {n + h + 1, . . . ,n + 2h}. This implies that
α  h
L‖Φ(n + 2h,n)x‖ . (3.4)
We observe that γ (k) = αΦ(k,n)x, for all k ∈ {n, . . . ,n + h − 1}. Then, using (3.2) and (3.4) we deduce that
h‖x‖
L2‖Φ(n + 2h,n)x‖ 
α
L
‖x‖ ∥∥γ (k)∥∥, ∀k ∈ {n, . . . ,n + h − 1}
which, using (3.3), implies that
h‖x‖
L2‖Φ(n + 2h,n)x‖h
1/p  ‖γ ‖p  Lh. (3.5)
From (3.5) we obtain that
∥∥Φ(n + 2h,n)x∥∥ h1/p
3
‖x‖ e‖x‖.
L
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Let ν = 1/l and let K = eL. Let (m,n) ∈  and let x ∈ Xu(n). Then there are k ∈ N and j ∈ {0, . . . , l − 1} such that m =
n + kl + j. Using (3.2) and (3.6) we have that∥∥Φ(m,n)x∥∥ 1
L
∥∥Φ(n + kl,n)x∥∥ 1
L
ek‖x‖ 1
K
eν(m−n)‖x‖.
(ii) It follows from Proposition 2.1(iii) and from (i).
(iii) Let n ∈ Z and let (x j) ⊂ Xu(n) with lim j→∞ x j = x. Let M := sup j∈N ‖x j‖. Since x j ∈ Xu(n) there is ϕ j ∈ p(Z, X)
with ϕ j(n) = x j and ϕ j(k) = A(k − 1)ϕ j(k − 1), for all k n.
Let K , ν > 0 be given by (i). Using similar arguments with those in the proof of Theorem 3.1(iii) we deduce that for
every k n the sequence (ϕ j(k)) is convergent. Let
ϕ : Z → X, ϕ(k) =
{
0, k > n,
lim j→∞ ϕ j(k), k n.
Then ϕ(n) = x and ϕ(k) = A(k − 1)ϕ(k − 1), for all k n. From∥∥ϕ j(k)∥∥ Ke−ν(n−k)∥∥Φ(n,k)ϕ j(k)∥∥= Ke−ν(n−k)∥∥ϕ j(n)∥∥ MKe−ν(n−k), ∀ j ∈ N, ∀k n,
we obtain that∥∥ϕ(k)∥∥ MKe−ν(n−k), ∀k n.
This inequality implies that ϕ ∈ p(Z, X), so x ∈ Xu(n). In conclusion, the subspace Xu(n) is closed.
(iv) Let n ∈ Z and let x ∈ Xb(n) ∩ Xu(n). Let K , ν > 0 be given by (i). From (i) and from Theorem 3.1(i) we have that
1
K
eν(m−n)‖x‖ ∥∥Φ(m,n)x∥∥ L‖x‖, ∀m n.
This inequality implies that x = 0 and the proof is complete. 
Theorem 3.3 (The behavior on the stable subspace). If the pair (p(Z, X), F(Z, X)) is admissible for the system (S A), then the
following assertions hold:
(i) there are K , ν > 0 such that∥∥Φ(m,n)x∥∥ Ke−ν(m−n)‖x‖, ∀x ∈ Xs(n), ∀(m,n) ∈ ;
(ii) Xs(n) is closed, for all n ∈ Z;
(iii) Xs(n) ∩ Xb(n) = Xs(n) ∩ Xu(n) = {0}, for all n ∈ Z.
Proof. Let L > 0 be given by Deﬁnition 3.1.
(i) Using similar arguments with those in the proof of Theorem 3.1(i) we deduce that∥∥Φ(m,n)x∥∥ L‖x‖, ∀x ∈ Xs(n), ∀(m,n) ∈ . (3.7)
Let h ∈ N∗ be such that h1/p  eL3. Let n ∈ Z and x ∈ Xs(n) \ {0}. If Φ(n + h,n)x 	= 0, then Φ(k,n)x 	= 0, for all k ∈
{n + 1, . . . ,n + h}. We consider the sequence
s : Z → X, s(k) = χ{n+1,...,n+h}(k) Φ(k,n)x‖Φ(k,n)x‖ ,
γ : Z → X, γ (k) =
{∑k
j=n
χ{n+1,...,n+h}( j)
‖Φ( j,n)x‖ Φ(k,n)x, k n,
0, k < n.
We have that s ∈ F(Z, X) and using Proposition 2.1 (i) we have that s(k) ∈ Xs(k), for all k ∈ Z. Setting α :=∑n+h
j=n+1(1/‖Φ( j,n)x‖) we observe that γ (k) = αsxn(k), for all k < n and all k  n + h. Since x ∈ Xs(n) we have that
sxn ∈ p(Z, X). Then, we deduce that γ ∈ p(Z, X). An easy computation shows that the pair (γ , s) satisﬁes the system
(S A). According to our hypothesis, it follows that
‖γ ‖p  L‖s‖1 = Lh. (3.8)
From (3.7) we have that ‖Φ( j,n)x‖  L‖x‖, for all j ∈ {n + 1, . . . ,n + h}. This implies that (1/α)  (L/h)‖x‖. In addition,
from (3.7) we have that
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α
∥∥γ (k)∥∥ L2
h
‖x‖∥∥γ (k)∥∥, ∀k ∈ {n + h, . . . ,n + 2h − 1}.
This inequality and relation (3.8) imply that∥∥Φ(n + 2h,n)x∥∥h1/p  L2‖x‖
h
‖γ ‖p  L3‖x‖
so ∥∥Φ(n + 2h,n)x∥∥ 1
e
‖x‖. (3.9)
If Φ(n + h,n)x = 0, then obviously relation (3.9) holds. Observing that h does not depend on n or x, and setting l = 2h we
have that∥∥Φ(n + l,n)x∥∥ 1
e
‖x‖, ∀x ∈ Xs(n), ∀n ∈ Z. (3.10)
Let ν = 1/l and let K = Le. Let (m,n) ∈  and let x ∈ Xs(n). Then there are k ∈ N and j ∈ {0, . . . , l − 1} such that m =
n + kl + j. From (3.7) and (3.10) we successively deduce that∥∥Φ(m,n)x∥∥ L∥∥Φ(n + kl,n)x∥∥ Le−k‖x‖ Ke−ν(m−n)‖x‖.
(ii) Let n ∈ Z and let (x j) ⊂ Xs(n) with lim j→∞ x j = x. Let M := sup j∈N ‖x j‖. If K , ν > 0 are given by (i), then we have
that ∥∥Φ(k,n)x j∥∥ Ke−ν(k−n)‖x j‖ MKe−ν(k−n), ∀k n, ∀ j ∈ N. (3.11)
For j → ∞ in (3.11) we obtain that sxn ∈ p(Z, X), so x ∈ Xs(n). This shows that Xs(n) is closed.
(iii) Let n ∈ Z and let x ∈ Xs(n) ∩ [Xb(n) ∪ Xu(n)]. Using Theorem 3.1, Theorem 3.2 and (i) we have that
1
L
‖x‖ ∥∥Φ(m,n)x∥∥ Ke−ν(m−n)‖x‖, ∀m n
which implies x = 0. 
Proposition 3.1 (The decomposition of the main space). If the pair (p(Z, X),F(Z, X)) is admissible for the system (S A), then the
following assertions hold:
(i) Xs(n) + Xb(n) + Xu(n) = X, for all n ∈ Z;
(ii) Xs(n) ⊕ Xb(n) ⊕ Xu(n) = X, for all n ∈ Z.
Proof. (i) Let n ∈ Z and let x ∈ X . We consider the sequence s : Z → X , s(k) = χ{n}(k)x. According to our hypothesis there
are γ ∈ Γ (Z, X) and λ ∈ Λ(Z, X) such that the pairs (γ , s) and (λ, s) satisfy the system (S A). Observing that γ (m) =
Φ(m,n)γ (n), for all m  n, from γ ∈ Γ (Z, X) it follows that sγ (n)n ∈ p(Z, X), so γ (n) ∈ Xs(n). Moreover, from λ(n) =
A(n − 1)λ(n − 1) + x and λ(k) = A(k − 1)λ(k − 1), for all k n − 1 we deduce that considering
ϕ : Z → X, ϕ(k) =
⎧⎨
⎩
0, k > n,
x− λ(n), k = n,
−λ(k), k < n,
we have that ϕ(n) = x− λ(n) and ϕ(k) = A(k− 1)ϕ(k− 1), for all k n. Since λ ∈ Λ(Z, X) it follows that ϕ ∈ p(Z, X). This
implies that ϕ(n) = x− λ(n) ∈ Xu(n).
Let δ : Z → X , δ(k) = λ(k) − γ (k). Then δ ∈ ∞(Z, X) and δ(k) = A(k − 1)δ(k − 1), for all k ∈ Z. This implies that δ(n) ∈
Xb(n).
In conclusion, it follows that x = γ (n) + (λ(n) − γ (n)) + (x− λ(n)) ∈ Xs(n) + Xb(n) + Xu(n).
(ii) Let n ∈ Z. From Theorem 3.1, Theorem 3.2 and Theorem 3.3 we have that Xs(n), Xb(n) and Xu(n) are closed and
Xs(n) ∩ Xb(n) = Xs(n) ∩ Xu(n) = Xb(n) ∩ Xu(n) = {0}, for all n ∈ Z. According to (i) it remains to prove that for every x ∈ X
there are xs ∈ Xs(n), xb ∈ Xb(n) and xu ∈ Xu(n), uniquely determined, such that x = xs + xb + xu .
Let x ∈ X and let xs, ys ∈ Xs(n), xb, yb ∈ Xb(n) and xu, yu ∈ Xu(n) such that x = xs + xb + xu and x = ys + yb + yu . This
implies that (xs − ys) + (xb − yb) = yu − xu .
We set z = yu −xu . If L > 0 is given by Deﬁnition 3.1 and K , ν > 0 are given by Theorem 3.2, then from Theorems 3.1–3.3
we obtain that
1
K
eν(m−n)‖z‖ ∥∥Φ(m,n)z∥∥ L(‖xs − ys‖ + ‖xb − yb‖), ∀m n.
This inequality implies that z = 0, so yu = xu . Then, we have that xs − ys = yb − xb . Since Xs(n) ∩ Xb(n) = {0}, it follows
that xs = ys and xb = yb , which completes the proof. 
The main result of this section is:
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tem (S A), then the system (A) is uniformly exponentially trichotomic.
Proof. From Proposition 3.1 it follows that for every n ∈ Z there are three projection families {Pk(n)}n∈Z , k ∈ {1,2,3}, such
that Im P1(n) = Xs(n), Im P2(n) = Xb(n) and Im P3(n) = Xu(n). Then, we have that Pk(n)P j(n) = 0, for all k 	= j and all n ∈ Z
and
P1(n) + P2(n) + P3(n) = I, ∀n ∈ Z. (3.12)
Using Proposition 2.1 we obtain that A(n)Pk(n) = Pk(n + 1)A(n), for all n ∈ Z and k ∈ {1,2,3}. In addition, from Theo-
rems 3.1–3.3 we deduce that there are K , ν > 0 such that the assertions (v)–(viii) from Deﬁnition 2.1 hold.
It remains to prove that supn∈Z ‖Pk(n)‖ < ∞, for all k ∈ {1,2,3}. Let L > 0 be given by Deﬁnition 3.1.
Step 1. We prove that supn∈Z ‖P3(n)‖ < ∞.
Let n ∈ Z and let x ∈ X . We set xs = P1(n)x, xb = P2(n)x and xu = P3(n)x. Since xu ∈ Im P3(n) = Xu(n) there exists
ϕ ∈ p(Z, X) such that ϕ(n) = xu and ϕ(k) = A(k − 1)ϕ(k − 1), for all k n. We consider the sequences
s : Z → X, s(k) = χ{n}(k)x,
λ : Z → X, λ(k) =
{
Φ(k,n)(xs + xb), k n,
−ϕ(k), k < n.
We have that s ∈ F(Z, X) and since ϕ ∈ p(Z, X) we deduce that λ|Z− ∈ p(Z−, X). Moreover, from xs ∈ Xs(n) and xb ∈
Xb(n) we obtain that supmn ‖Φ(m,n)xs‖ < ∞ and supmn ‖Φ(m,n)xb‖ < ∞. This implies that supmn ‖λ(m)‖ < ∞. Then,
it follows that λ ∈ Λ(Z, X). An easy computation shows that the pair (λ, s) satisﬁes the system (S A). According to our
hypothesis it follows that
‖λ‖∞  L‖s‖1 = L‖x‖
which implies that∥∥Φ(m,n)(P1(n)x+ P2(n)x)∥∥= ∥∥λ(m)∥∥ L‖x‖, ∀m n. (3.13)
Taking into account that x ∈ X was arbitrary, from (3.13) we obtain that∥∥Φ(m,n)(P1(n)x+ P2(n)x)∥∥ L‖x‖, ∀m n, ∀x ∈ X . (3.14)
In particular, for m = n in (3.14) it follows that∥∥P1(n) + P2(n)∥∥ L, ∀n ∈ Z.
Then
sup
n∈Z
∥∥P3(n)∥∥ 1+ sup
n∈Z
∥∥P1(n) + P2(n)∥∥ 1+ L.
Step 2. We prove that supn∈Z ‖Pk(n)‖ < ∞, for all k ∈ {1,2}.
Let n ∈ Z and let x ∈ X . Using relation (3.14) we have that
L‖x‖ ∥∥Φ(m,n)(P1(n)x+ P2(n)x)∥∥ 1
K
∥∥P2(n)x∥∥− Ke−ν(m−n)∥∥P1(n)x∥∥, ∀m n,
so ∥∥P2(n)x∥∥ K L‖x‖ + K 2e−ν(m−n)∥∥P1(n)x∥∥, ∀m n. (3.15)
For m → ∞ in (3.15) we deduce that∥∥P2(n)x∥∥ K L‖x‖, ∀n ∈ Z, ∀x ∈ X
so supn∈Z ‖P2(n)‖ < ∞. This and relation (3.12) complete the proof. 
4. Necessary and suﬃcient conditions for uniform exponential trichotomy
Starting with the pioneering works of Coffman and Schäffer [21], Coppel [22], Daleckii and Krein [23], Massera and Schäf-
fer [34] a central concern in the study of the asymptotic behavior using admissibility techniques was to obtain input–output
characterizations for stability and dichotomy of time-varying systems. In recent years, employing evolution semigroups tech-
niques (see [15,31,32,35]), or Green functions (see [19,29]) or direct estimations with respect to the admissible spaces [14,
27,41–49] the approaches were diversiﬁed such that a clear delimitation appeared between various concepts of admissibility
and their applicability area.
The new studies reveal that sometimes an admissibility criterion is only a suﬃcient condition for the existence of an
exponential dichotomy, which becomes necessary using additional hypotheses (see e.g. Theorem 4.5 in [35], Theorem 3.3
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that this is a suﬃcient condition for the existence of uniform exponential trichotomy. The natural question arises whether
the admissibility is also a necessary condition for exponential trichotomy. The aim of this section is to show that the answer
is positive and that there is no need to use additional hypotheses.
Indeed, let X be a real or complex Banach space, let p ∈ [1,∞) and let A ∈ S(B(X)). We consider the linear system of
difference equations
x(n + 1) = A(n)x(n), n ∈ Z (A)
and we associate with (A) the input–output system
γ (n + 1) = A(n)γ (n) + s(n + 1), n ∈ Z (S A)
with γ ∈ ∞(Z, X) and s ∈ F(Z, X).
In the previous section, we proved that the admissibility of the pair (p(Z, X),F(Z, X)) for the system (S A) is a suﬃcient
condition for the existence of the uniform exponential trichotomy of the system (A). The naturally question arises whether
the admissibility is also a necessary condition for uniform exponential trichotomy. The purpose of this section is to answer
this question.
We start with several technical results:
Theorem4.1. Suppose that the system (A) is uniformly exponentially trichotomicwith respect to the families of projections {Pk(n)}n∈Z ,
k ∈ {1,2,3}. Then the following assertions hold:
(i) for every s ∈ F(Z, X) the sequence
γ1,s : Z → X, γ1,s(n) =
n∑
k=−∞
Φ(n,k)P1(k)s(k)
belongs to p(Z, X);
(ii) there is q1 > 0 such that
‖γ1,s‖p  q1‖s‖1, ∀s ∈ F(Z, X);
(iii) if γ ∈ ∞(Z, X) and s ∈ F(Z, X) are such that the pair (γ , s) satisﬁes the system (S A) and
γ1 : Z → X, γ1(n) = P1(n)γ (n)
then γ1 = γ1,s .
Proof. Let K , ν > 0 be two constants given by Deﬁnition 2.1.
(i) Let s ∈ F(Z, X). Then, there are m, l ∈ Z, m < l such that s(k) = 0, for all k ∈ Z \ {m, . . . , l}. Denoting by
y1 :=
l∑
j=m
Φ(l, j)P1( j)s( j)
we have that γ1,s(n) = Φ(n, l)y1, for all n l. Since y1 ∈ Im P1(l) it follows that∥∥γ1,s(n)∥∥ Ke−ν(n−l)‖y1‖, ∀n l. (4.1)
Taking into account that γ1,s(n) = 0, for all nm − 1 and using (4.1) we obtain that γ1,s ∈ p(Z, X).
(ii) Let a1 := supn∈Z ‖P1(n)‖. Since 1(Z, X) ⊂ p(Z, X) there is ς > 0 such that
‖α‖p  ς‖α‖1, ∀α ∈ 1(Z, X). (4.2)
Let s ∈ F(Z, X). We have that
‖γ1,s‖1 =
∞∑
n=−∞
∥∥γ1,s(n)∥∥ Ka1 ∞∑
n=−∞
n∑
k=−∞
e−ν(n−k)
∥∥s(k)∥∥
= Ka1
∞∑
k=−∞
∞∑
n=k
e−ν(n−k)
∥∥s(k)∥∥= Ka1
1− e−ν ‖s‖1. (4.3)
Setting q1 = (Ka1ς)/(1− e−ν), from (4.2) and (4.3) it follows that
‖γ1,s‖p  q1‖s‖1, ∀s ∈ F(Z, X).
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γ1(n + 1) = A(n)γ1(n) + P1(n + 1)s(n + 1), ∀n ∈ Z. (4.4)
Let m ∈ Z be such that s(k) = 0, for all km − 1. Then, from (4.4) we obtain that
γ1(n) = Φ(n, j)γ1( j), ∀ j  nm − 1. (4.5)
Let nm − 1. Then, from (4.5) we have that∥∥γ1(n)∥∥ Ke−ν(n− j)∥∥γ1( j)∥∥ Ka1‖γ ‖∞e−ν(n− j), ∀ j  n.
For j → −∞ it follows that γ1(n) = 0, for all n  m − 1. In particular, we have that γ1(n) = γ1,s(n), for all n  m − 1.
Moreover, γ1(m − 1) = 0 implies γ1(m) = P1(m)s(m) = γ1,s(m). Then, using relation (4.4) we deduce that
γ1(n) =
n∑
j=m
Φ(n, j)P1( j)s( j) = γ1,s(n), ∀nm
and the proof is complete. 
Theorem 4.2. Suppose that the system (A) is uniformly exponentially trichotomic with respect to the families of projections
{Pk(n)}n∈Z , k ∈ {1,2,3}. For every (m,n) ∈  we denote by Φ3(m,n)−1| the inverse of the operator Φ(m,n)| : Im P3(n) → Im P3(m).
Then the following assertions hold:
(i) for every s ∈ F(Z, X) the sequence
γ3,s : Z → X, γ3,s(n) = −
∞∑
k=n+1
Φ3(k,n)
−1
| P3(k)s(k)
belongs to p(Z, X);
(ii) there is q3 > 0 such that
‖γ3,s‖p  q3‖s‖1, ∀s ∈ F(Z, X);
(iii) if γ ∈ ∞(Z, X) and s ∈ F(Z, X) are such that the pair (γ , s) satisﬁes the system (S A) and
γ3 : Z → X, γ3(n) = P3(n)γ (n)
then γ3 = γ3,s .
Proof. Let K , ν > 0 be two constants given by Deﬁnition 2.1.
(i) Let s ∈ F(Z, X). Then, there are m, l ∈ Z,m < l such that s(k) = 0, for all k ∈ Z\ {m, . . . , l}. This implies that γ3,s(n) = 0,
for all n l. Moreover, setting
y3 := −
l∑
k=m
Φ3(k,m)
−1
| P3(k)s(k)
we have that γ3,s(n) = Φ3(m,n)−1| y3, for all nm − 1. This implies that∥∥γ3,s(n)∥∥ Ke−ν(m−n)‖y3‖, ∀nm − 1. (4.6)
Since γ3,s(n) = 0, for all n l, using (4.6) we obtain that γ3,s ∈ p(Z, X).
(ii) Let a3 := supn∈Z ‖P3(n)‖. From 1(Z, X) ⊂ p(Z, X) we have that there is ς > 0 such that
‖α‖p  ς‖α‖1, ∀α ∈ 1(Z, X). (4.7)
Let s ∈ F(Z, X). We have that
‖γ3,s‖1  Ka3
∞∑
n=−∞
∞∑
k=n+1
e−ν(k−n)
∥∥s(k)∥∥= Ka3 ∞∑
k=−∞
k−1∑
n=−∞
e−ν(k−n)
∥∥s(k)∥∥= Ka3
eν − 1‖s‖1. (4.8)
Setting q3 = (Ka3ς)/(eν − 1), from (4.7) and (4.8) it follows that
‖γ3,s‖p  q3‖s‖1, ∀s ∈ F(Z, X).
(iii) Let γ ∈ ∞(Z, X) and s ∈ F(Z, X) be such that the pair (γ , s) satisﬁes the system (S A). Then
γ3(n + 1) = A(n)γ3(n) + P3(n + 1)s(n + 1), ∀n ∈ Z. (4.9)
A.L. Sasu, B. Sasu / J. Math. Anal. Appl. 380 (2011) 17–32 29Let l ∈ Z be such that s(k) = 0, for all k l + 1. From (4.9) we deduce that
γ3(n) = Φ(n, l)γ3(l), ∀n l. (4.10)
Since γ3(l) ∈ Im P3(l) from (4.10) it follows that∥∥γ3(l)∥∥ Ke−ν(n−l)∥∥γ3(n)∥∥ Ka3e−ν(n−l)‖γ ‖∞, ∀n l.
For n → ∞ we obtain that γ3(l) = 0. Then, from (4.10) it follows that γ3(n) = 0, for all n  l. In particular, γ3(n) = γ3,s(n),
for all n l. From
0 = γ3(l) = Φ(l, l − 1)γ3(l − 1) + P3(l)s(l)
we deduce that
γ3(l − 1) = −Φ3(l, l − 1)−1| P3(l)s(l).
Inductively, using relation (4.9) we obtain that
γ3(k) = −
l∑
j=k+1
Φ3( j,k)
−1
| P3( j)s( j), ∀k l − 1
so γ3 = γ3,s . 
Theorem 4.3. Suppose that the system (A) is uniformly exponentially trichotomic with respect to the families of projections
{Pk(n)}n∈Z , k ∈ {1,2,3}. Then the following assertions hold:
(i) for every s ∈ F(Z, X) the sequence
λ2,s : Z → X, λ2,s(n) =
n∑
k=−∞
Φ(n,k)P2(k)s(k)
belongs to Λ(Z, X);
(ii) there is q2 > 0 such that
‖λ2,s‖∞  q2‖s‖1, ∀s ∈ F(Z, X);
(iii) if λ ∈ Λ(Z, X) and s ∈ F(Z, X) are such that the pair (λ, s) satisﬁes the system (S A) and
λ2 : Z → X, λ2(n) = P2(n)λ(n)
then λ2 = λ2,s .
Proof. (i) This follows using similar arguments with those in the proof of Theorem 4.1(i).
(ii) Let K > 0 be given by Deﬁnition 2.1 and let a2 := supn∈Z ‖P2(n)‖. Then
∥∥λ2,s(n)∥∥ Ka2 n∑
k=−∞
∥∥s(k)∥∥ Ka2‖s‖1, ∀n ∈ Z.
Setting q2 = Ka2 we obtain the conclusion.
(iii) This follows similarly with the proof of Theorem 4.1(iii). 
Theorem 4.4. Suppose that the system (A) is uniformly exponentially trichotomic with respect to the families of projections
{Pk(n)}n∈Z , k ∈ {1,2,3}. For every (m,n) ∈ we denote byΦ2(m,n)−1| the inverse of the operatorΦ2(m,n)| : Im P2(n) → Im P2(m).
Then the following assertions hold:
(i) for every s ∈ F(Z, X) the sequence
γ2,s : Z → X, γ2,s(n) = −
∞∑
k=n+1
Φ2(k,n)
−1
| P2(k)s(k)
belongs to Γ (Z, X);
(ii) there is q2 > 0 such that
‖γ2,s‖∞  q2‖s‖1, ∀s ∈ F(Z, X);
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γ2 : Z → X, γ2(n) = P2(n)γ (n)
then γ2 = γ2,s .
Proof. (i) This follows using similar arguments with those in the proof of Theorem 4.2(i).
(ii) Let K > 0 be given by Deﬁnition 2.1 and let a2 := supn∈Z ‖P2(n)‖. We set q2 = Ka2 and then
∥∥γ2,s(n)∥∥ q2 ∞∑
k=n+1
∥∥s(k)∥∥ q2‖s‖1, ∀n ∈ Z.
(iii) This follows in the same manner like Theorem 4.2(iii). 
The ﬁrst main result of this section is
Theorem 4.5 (Necessary condition for uniform exponential trichotomy). If the system (A) is uniformly exponentially trichotomic, then
the pair (p(Z, X), F(Z, X)) is admissible for the system (S A).
Proof. Let {Pk(n)}n∈Z , k ∈ {1,2,3} be the families of projections and let K , ν > 0 be two constants given by Deﬁnition 2.1.
For every s ∈ F(Z, X), let γ1,s , γ3,s , λ2,s and γ2,s be the sequences introduced in Theorems 4.1–4.4.
Let q1 > 0 be given by Theorem 4.1, let q3 > 0 be given by Theorem 4.2 and let q2 > 0 be given by Theorem 4.3 and
Theorem 4.4. We set L = q1 + q2 + q3.
In what follows, we prove that all the conditions from Deﬁnition 3.1 are fulﬁlled.
Step 1. Let s ∈ F(Z, X). We consider the sequences
γs : Z → X, γs(n) = γ1,s(n) + γ2,s(n) + γ3,s(n),
λs : Z → X, λs(n) = γ1,s(n) + λ2,s(n) + γ3,s(n).
From Theorem 4.1 and Theorem 4.2 we have that γ1,s + γ3,s ∈ p(Z, X) and from Theorem 4.4, we have that γ2,s ∈ Γ (Z, X).
This implies that γs ∈ Γ (Z, X). In addition, from Theorem 4.3 we have that λ2,s ∈ Λ(Z, X), so λs ∈ Λ(Z, X).
An easy computation shows that the pairs (γs, s) and (λs, s) satisfy the system (S A).
Step 2. Let γ ∈ Γ (Z, X) and s ∈ F(Z, X) be such that the pair (γ , s) satisﬁes the system (S A). For k ∈ {1,2,3}, let
γk : Z → X, γk(n) = Pk(n)γ (n).
From Theorem 4.1(iii) we have that γ1 = γ1,s and from Theorem 4.1(ii) it follows that
‖γ1‖∞  ‖γ1‖p  q1‖s‖1. (4.11)
From Theorem 4.2 we obtain that γ3 = γ3,s and
‖γ3‖∞  ‖γ3‖p  q3‖s‖1. (4.12)
From Theorem 4.4 we have that γ2 = γ2,s and
‖γ2‖∞  q2‖s‖1. (4.13)
From relations (4.11)–(4.13) it follows that
‖γ ‖∞ 
3∑
k=1
‖γk‖∞  L‖s‖1.
If λ ∈ Λ(Z, X) and s ∈ F(Z, X) are such that the pair (λ, s) satisﬁes the system (S A), then using similar arguments and the
results obtained in Theorems 4.1–4.3, we deduce that ‖λ‖∞  L‖s‖1.
Step 3. Let s ∈ F(Z, X) be a sequence with the property that s(n) ∈ Xs(n), for all n ∈ Z and let γ ∈ p(Z, X) be such
that the pair (γ , s) satisﬁes the system (S A). According to Theorem 2.1 it follows that s(n) ∈ Im P1(n), for all n ∈ Z. Setting
sk : Z → X, sk(n) = Pk(n)s(n) it follows that s1 = s and s2 = s3 = 0.
For every k ∈ {1,2,3} let γk : Z → X, γk(n) = Pk(n)γ (n). From Theorem 4.1 we have that
‖γ1‖p  q1‖s‖1  L‖s‖1. (4.14)
Let k ∈ {2,3}. Since the pair (γ , s) satisﬁes the system (S A) it follows that
γk(m) = Φ(m,n)γk(n), ∀(m,n) ∈ . (4.15)
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1
K
∥∥γk(n)∥∥ ∥∥γk(m)∥∥ ak∥∥γ (m)∥∥, ∀m n (4.16)
where ak := supn∈Z ‖Pk(n)‖. From γ ∈ p(Z, X) it follows that γ (m) → 0 as m → ∞. Then, for m → ∞ in (4.16) we have
that γk(n) = 0. In this way we deduce that γ2 = γ3 = 0, so γ = γ1.
Then, from (4.14) it follows that ‖γ ‖p  L‖s‖1.
If s ∈ F(Z, X) has the property that s(n) ∈ Xu(n), for all n ∈ Z and γ ∈ p(Z, X) is such that the pair (γ , s) satisﬁes the
system (S A), then using similar arguments we obtain that γ1 = γ2 = 0. Hence
‖γ ‖p = ‖γ3‖p  q3‖s‖1  L‖s‖1
and the proof is complete. 
The central result of this paper is:
Theorem 4.6. Let (A) be a linear system of difference equations and let p ∈ [1,∞). Then, (A) is uniformly exponentially trichotomic
if and only if the pair (p(Z, X),F(Z, X)) is admissible for the associated control system (S A).
Proof. Necessity follows from Theorem 4.5.
Suﬃciency follows from Theorem 3.4. 
Remark 4.1. In the asymptotic theory of difference equations the studies are sometimes devoted to systems with uniformly
bounded coeﬃcients, i.e. supn∈Z ‖A(n)‖ < ∞ or to systems with coeﬃcients satisfying certain particular hypotheses (see
e.g. [14,28], Section 4 in [46], and the references therein). It worth mentioning that the main results of this paper hold
for any class of difference equations, in the most general case, without any assumption concerning the coeﬃcients A(n).
Theorem 4.6 gives a characterization for the existence of the exponential trichotomy of general difference equations in terms
of the solvability of an associated input–output system, in inﬁnite dimensional spaces.
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