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Abstract
A simple proof of the entropy inequality due to Chung, Graham, Frankl and Shearer [F.R.K. Chung, R.L. Graham, P. Frankl,
J.B. Shearer, Some intersection theorems for ordered sets and graphs, J. Combin. Theory Ser. A 43 (1) (1986) 23–37] is given by
proposing a “dropping method” based on the strong subadditivity of the joint entropy.
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1. Introduction
The following interesting entropy inequality is given in [1,2] as a key lemma used in certain combinatorial
arguments:
λH(XS) ≤ H(X A1)+ · · · + H(X Am ), (1)
where S = {1, . . . , n} is the set of indices of the given discrete random variables X1, . . . , Xn , and A1, . . . , Am is
a family of subsets (possibly with repeats) of S. Furthermore, for A = {i1, . . . , ik} ⊆ S, X A and H(X A) denote
the random vector (X i1 , . . . , X ik ) and its Shannon entropy H(X i1 , . . . , X ik ) (H(Xφ) = 0), and it is assumed that
every element of S appears in at least λ (≥ 1) members of A1, . . . , Am , i.e., |{ j | i ∈ A j }| ≥ λ for every i
∈ S.
It is obvious that the well-known subadditivity H(XS) ≤ H(X1) + · · · + H(Xn) is a special case of (1), and this
as well as other basic properties of entropy has played important roles in deriving a number of information-theoretic
combinatorial results (see for example [3,4]).
In this note we offer a simple and intuitively clear proof of (1) that suggests various inequalities of a similar type,
by proposing a “dropping method” (Section 2), accompanied with several remarks (Section 3) for the case where the
collection A1, . . . , Am forms a 1-design.
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2. Proof by dropping
We first show the known inequality called strong subadditivity (2) below for the sake of completeness: Since we
know that the conditional entropy H(X |Y ) = H(X, Y ) − H(Y ) has the property H(X A|XB) ≤ H(X A|XC ) for
C ⊆ B, we have H(X A−A∩B |XB) ≤ H(X A−A∩B |X A∩B). The left-hand side is equal to H(X A∪B)− H(XB) and the
right to H(X A)− H(X A∩B). Hence we have
H(X A∩B)+ H(X A∪B) ≤ H(X A)+ H(XB). (2)
Now take, for example, A = {1, 2, 3, 4}, B = {2, 3, 5} ⊆ S, which we arrange in upper and lower rows, respectively,
as in the figure, and “drop from A to B” all the elements i such that i ∈ A and i 6∈ B, then the upper row becomes
A ∩ B and the lower becomes A ∪ B. (There will be no change when A ⊆ B.)
A = 1 2 3 4
↓ ↓
B = 2 3 5
−→
A ∩ B = 2 3
A ∪ B = 1 2 3 4 5.
Therefore the inequality (2) might be viewed as one aspect of the general tendency “Unequalization decreases
entropy.”
Consider the following simple algorithm D. Let α1, . . . , αm ⊆ S.
(1) r ← 1.
(2) Compute αr ∩αr+1 and αr ∪αr+1 by the dropping from αr to αr+1, and let these be new αr and αr+1, respectively.
(3) r ← r + 1 if r < m − 1 and go to (2). Stop if r = m − 1.
RunDwith the initialization αr ← Ar , r = 1, . . . ,m. When stopped, we have αm = S as the bottom set of the vertical
list (α1, . . . , αm)T. The further λ− 1 applications of D to the list obtained thus far yield αm−λ+1 = αm−λ+2 = · · · =
αm = S, hence proving (1) as (2) can be used successively. (There may be redundant steps. But they are harmless for
our proof.)
3. Case of 1-design
In the case where A1, . . . , Am are all distinct and |A1| = · · · = |Am | = k ≥ 1 with |{ j | i ∈ A j }| = λ for every
i ∈ S, we have a 1-design: S as the set of objects, A1, . . . , Am as blocks of size k, each object belonging to exactly λ
blocks. There are two necessary conditions: mk = nλ and m ≤ ( nk ). The inequality (1) in this case of 1-design looks
beautiful especially from the viewpoint of our proof by dropping. It is not hard to show that the two conditions are
also sufficient for a 1-design of parameters (n, k, λ) to exist.
Now, from (1), we have, for A such that |A| = k ≥ 2,
(k − 1)H(X A) ≤
∑
B∈
(
A
k−1
) H(XB), (3)
because
(
A
k−1
)
constitutes a 1-design of parameters (k, k − 1, k − 1). (
(
S
k
)
denotes the set of all the k-subsets of S.)
Summing (3) over all A ∈
(
S
k
)
, we have
(k − 1)
∑
A∈
(
S
k
) H(X A) ≤
∑
A∈
(
S
k
)
∑
B∈
(
A
k−1
) H(XB). (4)
The right-hand side, however, is seen to be equal to (n − k + 1)∑
B∈
(
S
k−1
) H(XB) by the double-counting on the( n
k
)×( nk−1)matrix whose rows are labeled by A’s ∈ ( Sk ), columns are labeled by B’s ∈ ( Sk−1), and (A, B)-element
is given by H(XB) if B ⊆ A and by 0 otherwise, because we have that the right-hand side of (4) = the sum of all
row-sums = the sum of all column-sums =∑
B∈
(
S
k−1
)(n − (k − 1))H(XB).
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The inequality
(k − 1)
∑
A∈
(
S
k
) H(X A) ≤ (n − k + 1)
∑
B∈
(
S
k−1
) H(XB)
thus obtained from (1) was first shown in [5] following a different line of argument (see also [6] or [7]).
We finally note that, when A1, . . . , Am form a 2-design of parameters (n, k, λ), i.e., every set ∈
(
S
2
)
is contained
in exactly λ members of A1, . . . , Am , we naturally have the inequality
λ(n − 1)H(XS) ≤ (k − 1)(H(X A1)+ · · · + H(X Am )),
since that design is also a 1-design of parameters (n, k, λ(n−1)k−1 ).
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