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We present the derivation of second-order relativistic viscous hydrodynamics from an effective
Boltzmann equation for a system consisting of quasiparticles of a single species. We consider
temperature-dependent masses of the quasiparticles and devise a thermodynamically-consistent
framework to formulate second-order evolution equations for shear and bulk viscous pressure cor-
rections. The main advantage of this formulation is that one can consistently implement realistic
equation of state of the medium within the framework of kinetic theory. Specializing to the case
of one-dimensional purely-longitudinal boost-invariant expansion, we study the effect of this new
formulation on viscous hydrodynamic evolution of strongly-interacting matter formed in relativistic
heavy-ion collisions.
I. INTRODUCTION
Relativistic fluid dynamics has been widely applied to
study space-time evolution of the strongly-interacting,
hot and dense matter created in ultra-relativistic heavy-
ion collisions at the Relativistic Heavy-Ion Collider
(RHIC) in BNL and the Large Hadron Collider (LHC)
in CERN; for reviews see [1–5]. Multiple successes of
the pioneering studies employing ideal fluid dynamics to
describe experimental data at RHIC led to establishing
the paradigm of perfect-fluidity of the created new phase
of matter called the quark-gluon plasma (QGP) [6] and
raised questions about its fast thermalization [7]; see also
§1.3 in Ref. [8]. The universal existence of the viscous ef-
fects in nature [9–11] as well as the increasing precision
of flow measurements at the LHC suggested necessity of
inclusion of the dissipative effects in the fluid dynamic
modelling and resulted in a rapid development of the for-
mulation of relativistic viscous hydrodynamics [12–28].
Much of the research in the field of heavy-ion collisions
has been devoted to the extraction of the thermodynamic
and transport properties of the QGP medium encoded
mainly in its equation of state, shear viscosity η, and
bulk viscosity ζ [29–38].
The successes of viscous fluid dynamics in explaining
a wide range of collective phenomena observed in high-
energy heavy-ion collisions have been initially attributed
to the proximity of the created QGP state to the lo-
cal thermodynamic equilibrium. This assumption plays
a key role in the formulation of the theory of relativistic
hydrodynamics as it is usually constructed as an order-
by-order expansion around equilibrium state in powers of
thermodynamic gradients, where ideal hydrodynamics is
of zeroth order. The first-order relativistic Navier-Stokes
theory [39, 40] involves parabolic differential equations
and therefore suffers from acausality and instability. The
second-order Israel-Stewart theory [41–43] leads to hy-
perbolic equations which restores causality but may not
guarantee stability [44, 45].
The procedure outlined above indirectly sets the for-
mal applicability limits of the resulting theory, mak-
ing it questionable when the dissipative corrections
are large [46]. Interestingly, recent findings within the
gauge/gravity duality framework [47], as well as, in
the effective kinetic theory approach [48] show that, in
practice, the relativistic viscous hydrodynamics behavior
in heavy-ion collisions sets in quite early, even though
the system is far from equilibrium – the phenomenon
commonly known as the hydrodynamization of the sys-
tem. These observations suggest that the applicability of
the viscous hydrodynamics may be broader than previ-
ously expected.
In order to describe the collective behaviour of the
QGP within fluid dynamics, one needs to incorporate its
properties through the transport coefficients and equa-
tion of state. In principle, the two should be treated as
an external input in the hydrodynamic equations, and
extracted from the experimental data. As, in general, it
is a highly non-trivial task, one usually follows different
methodology. Since the full information on the properties
of nuclear matter produced in heavy-ion collisions should
follow from the fundamental theory of strong interac-
tions, namely Quantum Chromodynamics (QCD), one
may try to incorporate into hydrodynamics the results of
ab-initio calculations of thermodynamic and transport
quantities performed in the framework of lattice QCD
(lQCD) [49–53]. However, it turns out that in contrast
to the classical Navier-Stokes theory the form of the rela-
tivistic viscous hydrodynamics equations is not universal
and strongly depends on the underlying microscopic the-
ory used to derive them [12–28, 54–59]. Moreover, in the
phenomenologically interesting regime the lQCD calcu-
lations of transport properties are still plagued by large
uncertainties [60, 61].
In view of the above problems, one typically resorts to
a simple microscopic theory, such as the kinetic theory,
to derive the hydrodynamic evolution equations. Sub-
sequently, in order to incorporate realistic properties of
the strongly-interacting matter in the hydrodynamic evo-
lution, equation of state and transport coefficients ob-
tained from lQCD are implemented. However, the latter
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2procedure inadvertently fixes the parameters of the mi-
croscopic theory, introducing effective interactions which
were not taken into account in the derivation of the hy-
drodynamic evolution equations. These inconsistencies
eventually lead to the violation of thermodynamic rela-
tions in such a system.
In the specific case of relativistic kinetic theory for a
single particle species, the equation of state is fixed by
the particle mass. Using this simple formalism it is not
possible to fit exactly the temperature scaling of energy
density and pressure given by lQCD as one may only
select the most convenient effective mass. In order to
improve the fit, one may consider temperature (medium)
dependent particle masses, which, in a thermodynami-
cally consistent framework, lead to a non-ideal equation
of state [62–65]. This is achieved by introducing an extra
contribution to the energy-momentum tensor which can
be physically interpreted as a mean field. While this pro-
cedure is equivalent to the introduction of the notion of
interacting quasiparticles in the microscopic theory, only
in specific limits they can be considered actual quasipar-
ticle excitation of the fundamental theory [63].
Once an effective quasiparticle kinetic theory is con-
structed which can reproduce any thermodynamically
consistent equation of state, hydrodynamic evolution
equations should be derived by coarse graining this the-
ory. To the best of our knowledge, this has not yet been
done. In this paper, we derive evolution equations for
second-order viscous hydrodynamics for a system of sin-
gle species of quasiparticles from an effective Boltzmann
equation in the relaxation time approximation. Special-
izing to the case of transversally homogeneous and boost-
invariant longitudinal expansion, we study the effect of
this new formulation on the evolution of strongly inter-
acting matter formed in high energy heavy-ion collisions.
II. QUASIPARTICLE THERMODYNAMICS
Let us consider a system of ideal (non-interacting)
uncharged particles of a single species. Within kinetic
theory, the equation of state of such a system depends
parametrically only on the mass of the particle [66]. In
order to describe an arbitrary equation of state, one
can consider temperature-dependent masses of the par-
ticles, m(T ) [67]. Such an idea may be physically sound,
for instance, when considering high-temperature QCD.
In this case resummed perturbative calculations suggest
that the system is made of partons with thermal masses
m(T ) = gsT , where gs is the strong coupling [68]. How-
ever, these particles do not correspond to any real ex-
citations of the underlying fundamental theory, espe-
cially close to the crossover region. While introducing
a temperature-dependent mass leads to some degree of
freedom in choosing the equation of state of the system,
unfortunately, it violates basic thermodynamic identities
[62].
A possible way to restore thermodynamic consistency
at global equilibrium is to introduce additional effective
mean field through a bag function B0(T ) to account for
the fundamental interactions giving rise to the in-medium
masses [62]. The latter may be included in the Lorentz
covariant way by modifying the definition of the equilib-
rium energy-momentum tensor [63, 69–72]
Tµν0 =
∫
dP pµpν f0 +B0(T ) g
µν , (1)
where gµν = diag(1,−1,−1,−1) is the metric tensor, f0
is the equilibrium distribution function, pµ is the quasi-
particle four-momentum and B0(T ), called the bag pres-
sure/energy, is a function which can be determined by
requiring thermodynamic consistency. In the above equa-
tion, dP is the Lorentz covariant momentum integration
measure defined as∫
dP =
∫
d4p
(2pi)4
2 Θ(p · t) (2pi) δ(p2 −m2), (2)
where Θ is the Heaviside step function, tµ is an arbitrary
time-like four-vector, p · t ≡ pµgµνtν and p2 ≡ p · p.
The equilibrium energy density and pressure can be
defined as
E0 = u · T0 · u, P0 = −1
3
∆ : T0, (3)
where ∆µν = gµν − uµuν with ∆µνuν = 0 and uµ, which
will be defined in Sec. III, is the fluid four-velocity satis-
fying u2 = 1. We also introduced the following notation
A : B ≡ AµνBµν for the Frobenius product. The ther-
modynamic relation
dP0
dT
=
E0 + P0
T
, (4)
is guaranteed to be satisfied if [62]
dB0 +mdm
∫
dP f0 = 0. (5)
The latter relation can be seen explicitly for the case of
Maxwell-Boltzmann distribution [73],
f0 = g exp[−β(u · p)], (6)
where g is the degeneracy factor and β ≡ 1/T . In this
case the equilibrium energy density and pressure is given
by
E0 = gT
4z2
2pi2
[
3K2(z) + zK1(z)
]
+B0 (7)
P0 = gT
4z2
2pi2
K2(z)−B0, (8)
where Kn(z) are the modified Bessel functions of second
kind of order n and z ≡ m/T . The temperature deriva-
tive of pressure is given by
dP0
dT
=
gT 3z2
2pi2
[
4K2(z) + zK1(z)− dm
dT
K1(z)
]
− dB0
dT
=
E0 + P0
T
−
(
dB0
dT
+m
dm
dT
∫
dPf0
)
, (9)
3which leads to Eq. (5) in order to satisfy the thermody-
namic relation given in Eq. (4).
III. NON-EQUILIBRIUM AND BOLTZMANN
EQUATION
A. Off-equilibrium mean field and the
energy-momentum conservation
For the general non-equilibrium case, we propose the
energy-momentum tensor of the form
Tµν =
∫
dP pµpν f +Bµν , (10)
where in equilibrium we require Bµν |eq = B0gµν . With
f → f0, the above equation reduces to Eq. (1) in equi-
librium. We now split Bµν into equilibrium and non-
equilibrium parts,
Bµν = B0 g
µν + δBµν , (11)
where δBµν has to be fixed by requiring energy and mo-
mentum conservation. The dissipative quantities are de-
fined as
Π ≡ −1
3
∆ : (T − T0) , (12)
piµν ≡ ∆µναβ
(
Tαβ − Tαβ0
)
= ∆µναβ T
αβ , (13)
where Π is the bulk, piµν is the shear pressure correc-
tion, and ∆µναβ =
1
2 (∆
µ
α∆
ν
β + ∆
µ
β∆
ν
α − 23∆µν∆αβ) is the
symmetric traceless projector orthogonal to uµ.
The energy-momentum conservation equation requires
that the four divergence of energy-momentum tensor
should vanish, i.e., ∂µT
µν = 0. The four-divergence of
Tµν in Eq. (10) reads
∂µT
µν = ∂µB
µν +
∫
d4p
(2pi)3
2Θ(p · t)(p · ∂)δ(p2 −m2) pνf
+
∫
dP pν(p · ∂)f. (14)
Rewriting the Dirac delta function in the above equation,
(p · ∂)δ(p2 −m2) = m (∂µm)
[
−∂µ(p)δ(p2 −m2)
]
, (15)
where ∂µ(p) is the gradient with respect to the quasiparti-
cle momenta, the energy-momentum conservation leads
to
∂µB
µν +m∂νm
∫
dPf
+
∫
dP pν
[
(p · ∂)f +m (∂ρm) ∂(p)ρ f
]
= 0. (16)
The Boltzmann equation for temperature-dependent
particle masses can be written as [63, 74]
(p · ∂)f +m (∂ρm) ∂(p)ρ f = C[f ], (17)
where C[f ] is the collision kernel. Substituting the above
equation in Eq. (16), we obtain
∂µB
µν +m∂νm
∫
dPf +
∫
dP pνC[f ] = 0. (18)
Note that the last term in the above equation corresponds
to the first moment of the collision kernel, which may not
vanish for a system of quasiparticles with temperature-
dependent masses1.
Using the equilibrium condition, Eq. (5), we write
the four-momentum conservation requirement for non-
equilibrium quantities
∂µδB
µν +m∂νm
∫
dP δf +
∫
dP pνC[f ] = 0, (19)
where δf ≡ f −f0. In the present calculation, we assume
the collision kernel to be given by the relaxation-time
approximation [75],
C[f ] = − (u · p)
τR
δf, (20)
where τR is the relaxation time.
In order to have a well defined kinetic framework, it is
necessary to define the fluid four-velocity uµ and effective
temperature T . Since in the present work we do not
consider conserved charges, the natural choice for the
fluid four-velocity is the Landau frame definition [75]
uµT
µν = Euν . (21)
It is important to note that in the present quasiparticle
framework, the collision kernel defined in the relaxation-
time approximation, Eq. (20), does not fix the local rest
frame. Indeed, even in equilibrium, the mean field con-
tribution to the energy and momentum B0 can be signif-
icant. The quasiparticle excitations can exchange four-
momentum with the mean fields and therefore they are
not required to satisfy vanishing first moment of the colli-
sion kernel. Sources of four momentum from the kinetic
contribution of Tµν are acceptable as long as they are
compensated with an opposite source on the dynamic
Bµν component.
Temperature of the system is defined through the
matching condition
E = E0 ⇒
∫
dP (p · u)2δf + u · δB · u = 0, (22)
1 Quasiparticles may not be the only carriers of energy and mo-
mentum.
4which is equivalent to fixing the effective local tempera-
ture T in order to reproduce the energy density of the sys-
tem using the equilibrium relations. As a consequence,
the first-moment of the collision kernel in the relaxation-
time approximation can be written as
− 1
τR
∫
dP (p · u)pνδf = 1
τR
uµδB
µν . (23)
Therefore, the condition to satisfy energy and momentum
conservation, Eq. (19), becomes
∂µδB
µν +m∂νm
∫
dP δf +
1
τR
uµδB
µν = 0. (24)
After some straightforward algebra it is possible to show
that for δBµν = 0, the above equation reduces to
−3m (∂νm) Π = 0. (25)
Since we are interested in the case of temperature-
dependent particle masses where bulk viscosity is non-
vanishing, we conclude that, in general, δBµν 6= 0 in order
to keep the energy and momentum conserved.
We note that in Ref. [76] (see also Ref. [77]), the Au-
thors also consider the out-of-equilibrium contribution,
δBµν 6= 0, in order to obtain a set of equations for
anisotropic hydrodynamics within a quasiparticle kinetic
framework. They assume δBµν to be proportional to the
metric tensor, similar to the equilibrium case, for which
the first moment of the collision kernel vanishes. While
this is a convenient choice for anisotropic hydrodynamics
at the leading order, where one can make certain ap-
proximations on the shape of the distribution function,
in the present paper we prefer to have an extended al-
gebra in order to fix δBµν by using only the constraints
obtained from energy-momentum conservation. More-
over, in Refs. [76], the definition of effective temperature
out of equilibrium fixes the kinetic contribution to the
proper energy density (the quasiparticle contribution, op-
posed to the bag contribution, which can be interpreted
as mean fields). Since this kind of quasiparticle do not
correspond to any known excitation, we prefer not to use
them to define the effective temperature. We therefore
consider a standard Landau matching in which the effec-
tive temperature is defined using the full energy density.
B. Ansatz for δBµν and its evolution equations
In order to specify the form of δBµν , we first note that,
in general, the symmetry of Tµν restricts δBµν to have
ten independent components. However, the conservation
of energy and momentum leads to only four constraints.
Therefore one has to reduce the number of independent
degrees of freedom in δBµν to four. In the present work,
we make an ansatz for δBµν of the form,
δBµν = b0 g
µν + uµbν + bµuν , (26)
where bµ is orthogonal to the fluid four-velocity, i.e.
u · b = 0. Therefore, the matching condition, Eq. (22),
leads to ∫
dP (p · u)2δf = −b0, (27)
while the definition of bulk viscous pressure and shear-
stress tensor in Eqs. (12) and (13) reduces to
Π = −1
3
∆αβ
∫
dPpαpβδf − b0, (28)
piµν = ∆µναβ
∫
dPpαpβδf. (29)
It is interesting to observe that in the above equations,
compared to its usual definition for a system of particles
with constant masses, the definition of bulk viscous pres-
sure receives a correction from δBµν . On the other hand,
the definition of shear-stress tensor remains unchanged.
For non-vanishing masses, Eq. (28) leads to∫
dP δf = − 1
m2
(
3Π + 4b0
)
. (30)
Using the above relation along with Eq. (26) in the four-
momentum conservation requirement for non-equilibrium
quantities, Eq. (24), we get
∂νb0 + θ b
ν + b˙ν + (∂ · b)uν + (b · ∂)uν
− ∂
νm
m
(
3Π + 4b0
)
+
1
τR
(
b0 u
ν + bν
)
= 0, (31)
where we have defined A˙ ≡ u · ∂A and θ ≡ ∂ · u. The
projection along and orthogonal to uµ leads to a set of
relaxation-type equations for the components of δBµν
b˙0 +
b0
τR
=
m˙
m
(
3Π + 4b0
)
+ b · u˙− ∂ · b, (32)
b˙〈µ〉 +
bµ
τR
=
∇µm
m
(
3Π + 4b0
)
−∇µb0 − θ bµ
− (b · ∂)uµ, (33)
where ∇µ ≡ ∆µν∂ν and b˙〈µ〉 = ∆µν b˙ν . It is interesting to
note that in the above equations, the relaxation time for
b0 and b
µ is the same as the Boltzmann relaxation time.
In order to replace the m˙ and ∇µm by T˙ and ∇µT in
Eqs. (32) and (33), we decompose the energy-momentum
tensor in the hydrodynamic degrees of freedom,
Tµν = Euµuν − (P + Π)∆µν + piµν , (34)
where P = P0(T ) is the hydrostatic pressure (the equi-
librium contribution), which depends only on the effec-
tive temperature and it is not an additional degree of
freedom. The projection of the energy-momentum con-
servation equation, ∂µT
µν = 0, along and orthogonal to
uµ leads to
E˙ =− (E + P) θ −Π θ + pi : σ, (35)
∇µP = (E + P) u˙µ + Π u˙µ −∇µΠ + ∆µα∂βpiαβ . (36)
5where σµν ≡ ∆µναβ∇αuβ is the stress tensor. Since one can
always express E and P in terms of T using the matching
condition, Eq. (22), and the equation of state, we can
further rewrite the above equations as
T˙
T
=− c2s
(
θ +
Π θ − pi : σ
E + P
)
, (37)
∇µT
T
=
(
u˙µ +
Π u˙µ −∇µΠ + ∆µα∂βpiαβ
E + P
)
, (38)
where we have used the thermodynamic relation, Eq. (4),
and the definition of squared speed of sound, c2s = dP/dE .
Using Eqs. (37) and (38) to rewrite m˙/m = κ T˙/T and
∇µm/m = κ∇µT/T and substituting in Eqs. (32) and
(33), we get
b˙0 +
b0
τR
= − κc2s
(
θ +
Π θ − pi : σ
E + P
)
×
(
3Π + 4b0
)
+ b · u˙− (∂ · b), (39)
b˙〈µ〉 +
bµ
τR
= κ
(
u˙µ +
Π u˙µ −∇µΠ + ∆µα∂βpiαβ
E + P
)
×
(
3Π + 4b0
)
−∇µb0 − θ bµ − (b · ∂)uµ,
(40)
where we introduced κ ≡ (T/m)(dm/dT ). Note that, at
first order in the gradient expansion, we get b0 = 0 and
bµ = 0, which is consistent with the results of Refs. [64,
65]. Up to second-order, we find
b0 = −3 τR κc2s Π θ, bµ = 3 τR κΠ u˙µ. (41)
IV. DISSIPATIVE EVOLUTION EQUATIONS
In order to derive second-order evolution equations for
the dissipative quantities, we start with the Chapman-
Enskog-like iterative solution of the Boltzmann equation,
Eq. (17). The first-order solution is given by [63]
δf1 = − τR
(u · p)
[
(p · ∂)f0 +m (∂ρm) ∂ρ(p)f0
]
. (42)
In the following, for simplicity, we restrict ourselves to
classical Maxwell-Boltzmann distribution for the equilib-
rium distribution function, Eq. (6). Using Eqs. (37) and
(38), one gets [63]
δf1 =
f0 βτR
(u · p)
[(
1
3
p2 −m2κ c2s
)
−
(
1
3
− c2s
)
(u · p)2
]
θ
+
f0 βτR
(u · p) (p · σ · p). (43)
We can now proceed to obtain the first-order equations
for the dissipative quantities. Using Eq. (43) in Eqs. (28)
and (29), and keeping terms which are first-order in gra-
dients, we get
Π = −βΠ τR θ, piµν = 2βpiτR σµν , (44)
where
βΠ =
5
3
β I3,2 − c2s (E + P) + κc2sm2β I1,1 , (45)
βpi = βI3,2, (46)
and the shear and bulk viscosities are given by the fol-
lowing relations βpiτR = η and βΠτR = ζ, respectively.
In the above equations, the integral coefficients In,q are
defined as
In,q ≡ (−1)
q
(2q + 1)!!
∫
dP (u · p)n−2q (p ·∆ · p)q f0. (47)
Note that while the form of βpi in Eq. (46) is identical
2
to that obtained for the constant mass case [57], βΠ in
Eq. (45) is different. Using Eq. (44) in Eq. (43), we obtain
the first-viscous correction to the distribution function,
δf1 =− f0β
(u · p)βΠ
×
[(
1
3
p2 −m2κ c2s
)
−
(
1
3
− c2s
)
(u · p)2
]
Π
+
f0β
2(u · p)βpi (p · pi · p). (48)
The above expression for δf1 will be used to derive the
second-order evolution equations for dissipative quanti-
ties.
For the formulation of second-order viscous hydrody-
namics equations for piµν and Π, we adopt the method
developed in Ref. [16]. We consider the co-moving deriva-
tive of dissipative quantities from Eqs. (28) and (29),
Π˙ = −1
3
(u · ∂)
∫
dP (p ·∆ · p) δf − b˙0, (49)
p˙i〈µν〉 = ∆µναβ (u · ∂)
∫
dP p〈αpβ〉 δf, (50)
where X〈µν〉 ≡ ∆µναβXαβ and X˙〈µν〉 ≡ ∆µναβX˙αβ . Re-
arranging the Boltzmann equation, Eq. (17), in the
relaxation-time approximation, Eq. (20), we get
δ˙f = −f˙0 − 1
(u·p)
[
(p · ∂)f +m (∂ρm) ∂ρ(p)f
]
− δf
τR
.(51)
Using δf = δf1 in the right hand side of the above equa-
tion, substituting in Eqs. (49) and (50) and performing
the integrations, we arrive at the second-order evolution
equations for bulk viscous pressure and shear-stress ten-
sor
Π˙ =− Π
τΠ
− βΠθ − δΠΠΠθ + λΠpipi : σ, (52)
p˙i〈µν〉 =− pi
µν
τpi
+ 2βpiσ
µν + 2pi〈µγ ω
ν〉γ − τpipipi〈µγ σν〉γ
− δpipipiµνθ + λpiΠΠσµν , (53)
2 In the sense that it corresponds to the simple substitution
βpi(m,T )→ βpi(m(T ), T ), from the fixed mass case to the quasi-
particle one.
6where ωµν ≡ 12 (∇µuν −∇νuµ) is the vorticity tensor.
The transport coefficients obtained here are:
δΠΠ = − 5
9
χ−
(
1− κm2 I1,1
I3,1
)
c2s
+
1
3
βκc2sm
2
βΠ
[ (
1− 3c2s
)
(βI2,1 − I1,1)
− (1− 3κc2s)m2 (βI0,1 + I−1,1)
]
, (54)
λΠpi =
β
3βpi
(2I3,2 − 7I3,3)−
(
1− κm2 I1,1
I3,1
)
c2s, (55)
τpipi = 2− 4β
βpi
I3,3, (56)
δpipi =
5
3
− 7
3
β
βpi
I3,3 − β
βpi
κc2sm
2 (I1,2 − I1,1) , (57)
λpiΠ = − 2
3
χ, (58)
where
χ =
β
βΠ
[ (
1− 3c2s
)
(I3,2 − I3,1)
− (1− 3κc2s)m2 (I1,2 − I1,1)
]
. (59)
As expected, in the constant mass limit, κ→ 0, the above
transport coefficients match exactly with those obtained
in Ref. [57]. Note that functions In,q used here are equiv-
alent to (−1)qI(R)N,q from Ref. [57] with n = N −R.
The integral coefficients can be obtained in terms of
modified Bessel functions of the second kind, Kn(z),
I3,3 =
gT 5z5
210pi2
[
1
16
(K5− 11K3 + 58K1)− 4Ki,1 +Ki,3
]
,
(60)
I3,2 =
gT 5z5
30pi2
[
1
16
(K5 − 7K3 + 22K1)−Ki,1
]
, (61)
I3,1 =
gT 5z3
2pi2
K3 = T (P0 + E0) = T 2S0, (62)
I2,1 =
gT 4z2
2pi2
K2(z) = P0 +B0 (63)
I2,0 =
gT 4z2
2pi2
[
3K2(z) + zK1(z)
]
= E0 −B0 (64)
I1,2 =
gT 3z3
30pi2
[
1
4
(K3 − 9K1) + 3Ki,1 −Ki,3
]
, (65)
I1,1 =
gT 3z3
6pi2
[
1
4
(K3 − 5K1) +Ki,1
]
, (66)
I0,1 =
gT 2z2
6pi2
[
1
2
(K2 − 3K0) +Ki,2
]
, (67)
I−1,1 =
gTz
6pi2
[
K1 − 2Ki,1 +Ki,3
]
, (68)
where the z-dependence of Kn is implicitly understood.
Here the function Ki,m is defined by the integral
Ki,m(z) =
∫ ∞
0
dθ
(cosh θ)m
exp(−z cosh θ), (69)
which has the following property
d
dz
Ki,m(z) = −Ki,m−1(z). (70)
This identity can also be written in integral form
Ki,m(z) = Ki,m(0)−
∫ z
0
Ki,m−1(z′)dz′. (71)
We observe that by using the series expansion of
Ki,0(z) = K0(z), the above recursion relation can be
employed to evaluate Ki,m(z) up to any given order in z.
V. IMPOSING LATTICE QCD EQUATION OF
STATE
In order to solve the energy-momentum conservation
equations, Eqs. (35) and (36), coupled to the relaxation-
type equations for the dissipative quantities, Eqs. (52)
and (53), one has to impose the equation of state of the
system. This is necessary to fix the temperature depen-
dence of the thermodynamic quantities like energy den-
sity and pressure, as well as the transport coefficients,
Eqs. (45)-(46) and Eqs. (54)-(59). For this purpose it
is sufficient to define the temperature dependence of the
quasiparticle mass, m(T ), extracted for the microscopic
theory in question. In this case one may follow the pre-
scription employed in Refs. [63, 76].
We consider finite-temperature lQCD equation of
state at zero baryon chemical potential computed by
the Wuppertal-Budapest collaboration [51]. To correctly
match the energy density and pressure given in Eqs. (7)
and (8) with that of lQCD at asymptotically large tem-
peratures (Stefan–Boltzmann limit), we fix the degener-
acy factor to be
g =
pi4
180
(
4(N2c − 1) + 7NcNf
)
, (72)
where for the number of colors and flavors we choose
Nc = 3 and Nf = 3, respectively. Using Eqs. (7)
and (8) one finds that the equilibrium entropy density,
S0 = (E0 +P0)/T , as expressed in Eq. (4), is independent
of the bag pressure, B0. Therefore it is the most conve-
nient quantity which can be used to determine m(T ) by
numerically solving
g
2pi2
(
m(T )
T
)
K3
(
m(T )
T
)
=
S0(T )
T 3
∣∣∣∣
lQCD
, (73)
where right hand side of the above equation is evaluated
using lQCD results [51].
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FIG. 1. (Color online) Temperature dependence of the quasi-
particle mass (a) and the bulk, βΠ, and shear, βpi, first-order
transport coefficients (see Eqs. (45) and (46)) scaled by E0+P0
(b) in the case of standard second-order viscous hydrodynam-
ics with lQCD equation of state (vHydro) and the present for-
mulation of quasiparticle second-order viscous hydrodynamics
(QvHydro).
For numerical convenience, we use analytic fit to the
lQCD results for the interaction measure (trace anomaly)
[51]
I0(T )
T 4
= exp
[
−
(h1
Tˆ
+
h2
Tˆ 2
)]
(74)
×
[
h0
1 + h3Tˆ 2
+
f0
[
tanh(f1Tˆ + f2) + 1
]
1 + g1Tˆ + g2Tˆ 2
]
,
with Tˆ ≡ T/(0.2 GeV). Following Refs. [76, 77], the
parameters for the fit function are chosen as follows: h0 =
0.1396, h1 = −0.18, h2 = 0.035, f0 = 2.76, f1 = 6.79,
f2 = −5.29, g1 = −0.47, g2 = 1.04, and h3 = 0.01.
Using Eq. (74), the equilibrium pressure is obtained by
performing the integral
P0(T )
T 4
=
∫ T
0
dT
T
I0(T )
T 4
, (75)
while the energy density is calculated from the relation
E0(T )
T 4
= 3
P0(T )
T 4
+
I0(T )
T 4
. (76)
To obtain B0(T ), one may use the relation expressing
thermodynamic consistency, Eq. (5), which reduces to
dB0(T )
dT
= −gT
3z2
2pi2
K1 (z)
dm
dT
. (77)
The above equation can be solved numerically using the
boundary condition B0 = 0 at T ' 0.
In order to compare with the usual viscous hydrody-
namic results obtained using lQCD equation of state, we
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FIG. 2. (Color online) Temperature dependence of the bulk
(a) and shear (b) second-order transport coefficients in the
case of standard second-order viscous hydrodynamics with
lQCD equation of state (vHydro) and the present formulation
of quasiparticle second-order viscous hydrodynamics (QvHy-
dro).
use the standard prescription of matching speed of sound
squared c2s obtained from kinetic theory and lQCD to
extract m(T ). In this method, one commonly uses a
small-m/T expansion for the second-order transport co-
efficients [37, 78]. It is important to note that this naive
prescription is not only thermodynamically inconsistent
but also incompatible with the small-m/T expansion;
see Fig. 1 (a). However, using equation c2s(m(T )/T ) =
c2s(T )|lQCD, one can extract m(T ), exactly, via the rela-
tion [57]
m(T )
T
=
√
3(E0 + P0)
c2s P0
(
1
3
− c2s
)
, (78)
where, P0 and E0 are taken from parametrization of the
lQCD results, Eqs. (75) and (76). The extracted m(T )
is then used to evaluate the transport coefficients which
appear in the viscous evolution equations (52) and (53).
In the following, we refer to this prescription as the stan-
dard viscous hydrodynamics (vHydro).
In Fig. 1 (b) we show the temperature dependence of
bulk, βΠ, and shear, βpi, first-order transport coefficients
(see Eqs. (45) and (46)) scaled by E0 +P0 for vHydro ap-
proach (thin blue lines) and for the present framework of
quasiparticle viscous hydrodynamics (QvHydro) (thick
red lines). We observe that although the quasiparticle
mass is significantly different for the case of vHydro and
QvHydro formulation (see Fig. 1 (a)), the first-order co-
efficients are quite similar. In Fig. 2 we show the similar
comparison performed for the second-order transport co-
efficients. In this case we see that there are substantial
differences in the two cases for all the transport coeffi-
cients. In the next Section, we study the effect of these
differences in the case of one-dimensional boost-invariant
8expansion of the viscous QCD medium.
VI. LONGITUDINAL BJORKEN FLOW
In order to quantify the effect of the present formula-
tion of quasiparticle second-order viscous hydrodynam-
ics, we consider transversely homogeneous and purely-
longitudinal boost-invariant, the so-called Bjorken, ex-
pansion [79]. The latter may be applicable to the early-
time evolution of the viscous QCD matter in the very
center of the heavy-ion collision. With this symmetry it
is convenient to use Milne coordinates, xµ = (τ, x, y, ς),
where τ ≡ √t2 − z2, ς ≡ tanh−1(z/t) and gµν =
diag(1,−1,−1,−τ2). One may check that in such a case
the fluid becomes static, uµ = (1, 0, 0, 0).
In this case the energy-momentum conservation equa-
tions, Eqs. (35) and (36), together with the equations for
the dissipative quantities, Eqs. (52) and (53), reduce to
E˙ = −1
τ
(E + P + Π− pi) , (79)
Π˙ +
Π
τΠ
= −βΠ
τ
− δΠΠ Π
τ
+ λΠpi
pis
τ
, (80)
p˙is +
pis
τpi
=
4
3
βpi
τ
−
(
1
3
τpipi + δpipi
)
pis
τ
+
2
3
λpiΠ
Π
τ
, (81)
where pis ≡ −τ2piςς . The transport coefficients appearing
in the above equations are given in Eqs. (45)-(46) and
Eqs. (54)-(59), and the integral coefficients are given in
Eqs. (60)-(68).
We note that for the results presented here we choose
equal bulk and shear relaxation times, τpi = τΠ = τR.
Identifying the first-order constitutive relations, Eq. (44),
as the Navier–Stokes equations, we obtain
τR =
η¯S0
βpi
. (82)
In the above equation, we have defined η¯ ≡ η/S and
used S ' S0. One can safely make this approximation,
because S = S0 +O(δ2), which leads to third-order cor-
rections in Eqs. (80) and (81) that can be ignored.
To study the evolution of the viscous QCD matter, we
numerically solve Eqs. (79)-(81) with the transport co-
efficients given in Eqs. (45)-(46) and Eqs. (54)-(59), and
supplemented with the lQCD equation of state, as de-
scribed in Section V. For the initial conditions we choose
T (τi) = 0.6 GeV, pis(τi) = 0 and Π(τi) = 0, where the
initial proper time is τi = 0.25 fm. The initial tempera-
ture and thermalization time roughly correspond to those
attained at the LHC. To study the effect of the equation
of state in the entire physically interesting temperature
range, and to compare with other results available in the
literature, we perform the evolution to extremely late
times, τf = 500 fm. For the value of shear viscosity
to entropy density ratio, we consider the lower bound
η/S = 1/(4pi). We compare our results (QvHydro) with
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FIG. 4. (Color online) The proper-time dependence of the
bulk viscous pressure scaled by the equilibrium pressure.
that obtained using quasiparticle anisotropic hydrody-
namics (QaHydro) formulated in Ref. [76], and the stan-
dard second-order viscous hydrodynamics (vHydro).
In Fig. 3, we present the proper-time evolution of the
ratio of longitudinal pressure, PL = P0 + Π − pis, to
transverse pressure, PT = P0 + Π +pis/2, obtained using
QaHydro (purple dotted curve), the present formulation
of QvHydro (red solid curve) and vHydro (blue dashed
curve). We observe that, at early times, the predictions
concerning PL/PT evolution within QvHydro and QaHy-
dro are more in agreement compared to vHydro evolu-
tion. This feature is more evident in Fig. 4, where we
show the proper-time dependence of the bulk pressure
Π scaled by the equilibrium pressure for the three cases.
We see that, at early times, QaHydro and QvHydro lead
to a similar increase of the scaled bulk pressure as com-
pared to the vHydro result. We note, that the proper-
time evolution of temperature resulting from these three
9hydrodynamic formulations is the same up to the 0.5%
accuracy.
VII. SUMMARY AND OUTLOOK
In this paper, we have presented a first derivation of
the second-order relativistic viscous hydrodynamics for
a system of quasiparticles of a single species from an ef-
fective Boltzmann equation. We allowed the quasiparti-
cles to have temperature-dependent masses and devised
a thermodynamically-consistent framework to formulate
second-order evolution equations for the shear and bulk
viscous pressure corrections. The formulation presented
here is capable of accommodating an arbitrary equation
of state, such as those obtained from lattice QCD calcula-
tions, within the framework of kinetic theory. It is impor-
tant to maintain this consistency when one is using trans-
port coefficients derived from kinetic theory for hydrody-
namic simulations of QCD matter. Finally, we studied
the effect of this new formulation in the case of one-
dimensional purely-longitudinal boost-invariant expan-
sion of viscous QCD medium formed in ultra-relativistic
heavy-ion collisions.
Looking forward, it would be interesting to consider
lQCD equation of state with non-zero chemical potential
in the present calculation. This will require current con-
servation equation and evolution equation for dissipative
charge current. Deriving the transport coefficients for
particles obeying quantum statistics is another problem
worth investigating. Moreover, since, as shown here, the
thermodynamically-consistent incorporation of the real-
istic equation of state within the quasiparticle picture
results in a significant modification of the transport coef-
ficients, in particular bulk viscosity, it would be interest-
ing to determine the impact of this change in a realistic
higher-dimensional simulations. These studies may be
especially interesting in the context of the recent find-
ings concerning the importance of bulk viscosity in the
evolution of matter in heavy-ion collisions [37]. We leave
these questions for future studies.
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