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Abstract
We obtain Poisson equations satisfied by elliptic modular graph functions with four
links. Analysis of these equations leads to a non–trivial algebraic relation between
the various graphs.
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1 Introduction
Modular graph functions, or more generally modular graph forms, play a key role in the
analysis of perturbative contributions to higher derivative interactions in the low energy
effective action of superstring theory, and have been studied upto genus two in various
contexts. The links in these graphs at genus g are given by scalar Green functions or
their derivatives on the genus g Riemann surface, while the vertices are integrated over the
worldsheet [1,2] with a non–trivial measure involving the worldsheet moduli. These graphs
are Sp(2g,Z) covariant and they contribute to the Sp(2g,Z) invariant integrand, whose
integral over the moduli space of the genus g Riemann surface yields coefficients of terms
in the effective action that are analytic in the external momenta.
A non–trivial generalization of these graphs arises when two of the vertices are not
integrated over the worldsheet2. At genus one, they have been discussed in [2] and referred
to as single–valued elliptic multiple polylogarithms. Apart from being interesting in their
own right, they arise in the asymptotic expansion of genus two modular graph functions
around the non–separating node [3, 4]. They have been referred to as generalized modular
graph functions in [4] and as elliptic modular graph functions in [5], which is the terminology
we shall use.
A non–trivial algebraic identity between genus two modular graphs was obtained in [5],
which can be analyzed in an asymptotic expansion around the degeneration nodes. It was
found that on expanding around the non–separating node, the genus two identity yields
a non–trivial Poisson equation involving various graphs at genus one. Each term in this
equation involves graphs with a total of four links. Furthermore, some of the graphs have
two vertices that are not integrated over and hence are elliptic, while the others simply are
modular graphs. For the elliptic modular graphs, let the locations of the two unintegrated
vertices be pb and pa. Using translational invariance on the torus, we can shift them to
be at v = pb − pa and at 0, which is the convention we shall use. From the point of view
of the degenerating genus two Riemann surface, pb and pa are the two punctures on the
worldsheet at the non–separating node which are connected by a thin long tube, roughly
the inverse length of which is the expansion parameter. While this eigenvalue equation
has been deduced as a consequence of the genus two identity, it is interesting to obtain it
directly from an analysis at genus one.
In this paper, we obtain this Poisson equation directly at genus one, without worrying
about its genus two origin. To start with, we briefly review relevant definitions and prop-
erties of various genus one invariants. We next obtain the Poisson equation by analyzing
the variation of the Green function in the various graphs under a variation of the Beltrami
differential. We also obtain the Poisson equation satisfied by a different elliptic modular
graph with four links. Analyzing these equations, we obtain a non–trivial algebraic equa-
tion relating various elliptic modular graphs as well as modular graphs. Some of the terms
in this equation are quadratic in the graphs.
When the two unintegrated vertices at v and 0 are identified, the elliptic modular graphs
2All the vertices that arise in the modular graphs mentioned above are integrated. However, using
translational invariance at genus one, one of the vertices can be fixed and hence unintegrated.
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reduce to modular graphs, and hence our results generalize those for modular graphs. For
such graphs, several Poisson equations as well as algebraic relations between them have
been obtained that are of relevance to the low momentum expansion of the effective action
of type II string theory [1,2,6–18]. Our analysis follows the method of deriving the Poisson
equations in [7, 9, 10, 13, 15] by analyzing the variations of the Green functions that arise
in the graphs under a variation of the Beltrami differential. We expect our analysis of the
elliptic modular graphs along these lines to be generalizable to various cases.
2 Genus one modular invariant graphs and their variations under
complex structure deformations
The links of the various graphs are given by the scalar Green function G(z, w) = G(z −w)
on the toroidal worldsheet. The Green function is given by [19, 20]
G(z) =
1
pi
∑
(m,n)6=(0,0)
τ2
|mτ + n|2
epi[z¯(mτ+n)−z(mτ¯+n)]/τ2 . (2.1)
It is modular invariant and doubly periodic on the torus. Since it is single valued, we
can integrate by parts and neglect total derivatives which proves to be very useful in our
calculations.
Denoting by z the coordinate on the torus, we have that
−
1
2
≤ Rez ≤
1
2
, 0 ≤ Imz ≤ τ2. (2.2)
The measure is given by d2z = dRezdImz, while the Dirac delta function is normalized to
satisfy
∫
Σ
d2zδ2(z) = 1. In the integrals over the worldsheet, we denote the worldsheet by
Σ.
(i) (ii) (iii) (iv)
Figure 1: The modular graphs (i) D4, (ii) C1,1,2, (iii) E4, (iv) E2
From the definition (2.1), it follows that
∫
Σ
d2zG(z, w) = 0 (2.3)
2
which is very useful for our purposes. Thus there can be no graphs where a single link
representing a Green function ends on an integrated vertex.
First let us consider the modular graphs where the ones that are relevant to us are given
in figure 1. The first two graphs are given by
D4 =
∫
Σ
d2z
τ2
G(z)4, C1,1,2 =
∫
Σ2
d2z
τ2
d2w
τ2
G(z, w)2G(z)G(w), (2.4)
while the others are special cases of the non–holomorphic Eisenstein series Ek defined by
Ek =
∫
Σk−1
k−1∏
i=1
d2zi
τ2
G(z1)G(z1 − z2) . . . G(zk−2 − zk−1)G(zk−1)
=
1
pik
∑
(m,n)6=(0,0)
τk2
|mτ + n|2k
(2.5)
for k ≥ 2.
The SL(2,Z) invariant Laplacian is given by
∆ = 4τ 22
∂2
∂τ∂τ¯
. (2.6)
The Eisenstein series Ek satisfies the Laplace equation
∆Ek = k(k − 1)Ek (2.7)
while the modular graph D4 satisfies the Poisson equation [1, 8, 9](
∆− 2
)(
D4 − 3E
2
2
)
= 36E4 − 24E
2
2 . (2.8)
Also the graph C1,1,2 satisfies the non–trivial relation [1, 6, 8, 9]
1
24
D4 = C1,1,2 −
3
4
E4 +
1
8
E22 (2.9)
hence relating it to the other graphs having distinct topologies.
Next let us consider the elliptic modular graph functions. They are real–valued functions
of τ , the complex structure modulus of the torus, and v ∈ Σ. Also they are invariant under
the SL(2,Z) transformation
τ →
aτ + b
cτ + d
, v →
v
cτ + d
, (2.10)
where a, b, c, d ∈ Z and ad − bc = 1. The ones that are relevant for our purposes are given
in figure 2. In this as well in later figures, the unintegrated vertices are labelled by v and
0, while the remaining vertices are integrated3.
3The labels v and 0 for the unintegrated vertices can be interchanged, which follows from elementary
properties of the Green function.
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Figure 2: The elliptic modular graphs (i) G2(v), (ii) G4(v), (iii) D
(1)
4 (v), (iv) D
(2)
4 (v), (v)
D
(1,2)
4 (v), (vi) D
(1,1,2)
4 (v)
In figure 2, the first two graphs are special cases of the iterated Green function Gk(v)
(k ≥ 1) which is defined recursively by
Gk+1(v) =
∫
Σ
d2z
τ2
G(v, z)Gk(z) (2.11)
where G1(z) = G(z), the Green function. They satisfy the Laplace equation
∆Gk(v) = k(k − 1)Gk(v), (2.12)
The next two graphs in figure 2 are special cases of the elliptic graph (k ≤ l)
D
(k)
l (v) =
∫
Σ
d2z
τ2
Gk(v, z)G(z)l−k = D
(l−k)
l (v). (2.13)
Note that D
(k)
l (0) = Dl, where
Dl =
∫
Σ
d2z
τ2
G(z)l, (2.14)
of which D4 in (2.4) is a special case.
Finally, the last two graphs in figure 2 is given by
D
(1,2)
4 (v) =
∫
Σ2
d2z
τ2
d2w
τ2
G(v, z)G(v, w)G(w, z)G(z), D
(1,1,2)
4 (v) =
∫
Σ
d2z
τ2
G(v, z)2G2(z).
(2.15)
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Note that
Gk(0) = Ek (k ≥ 2), D
(1,2)
4 (0) = D
(1,1,2)
4 (0) = C1,1,2. (2.16)
Our primary aim is to obtain Poisson equations satisfied by linear combinations of
these graphs. To do so, we shall not directly apply (2.6) on the graphs as this is quite
cumbersome. Instead, we shall analyze the variations of the graphs under variations of the
Beltrami differentials to obtain the Poisson equation, along the lines of [7, 9, 10, 13, 15],
The variations are given by [1, 21, 22]
∂µG(z1, z2) = −
1
pi
∫
Σ
d2z∂zG(z, z1)∂zG(z, z2), (2.17)
and
∂µ∂µG(z1, z2) = 0. (2.18)
Also the Laplacian is given in terms of the variations of the Beltrami differentials by
∆ = ∂µ∂µ. (2.19)
Thus very briefly, the aim is to consider the ∂µ∂µ variation of the graphs, integrate by
parts appropriately using the single valued nature of the Green function, and simplify the
resulting expressions using the equations
∂w∂zG(z, w) = piδ
2(z − w)−
pi
τ2
,
∂z∂zG(z, w) = −piδ
2(z − w) +
pi
τ2
(2.20)
satisfied by the Green function. Now the ∂µ∂µ variation of any graph yields graphs having
a maximum of two ∂ and two ∂ operators acting on the Green function along its links using
(2.17), which we want to manipulate to obtain the Poisson equation.
1 2 1 2
i ii
Figure 3: (i) ∂z2G(z1, z2) = −∂z1G(z1, z2), (ii) ∂z2G(z1, z2) = −∂z1G(z1, z2)
Derivatives of Green functions along the links will be denoted graphically as depicted
by figures 3 and 4.
We now proceed to obtain the Poisson equations satisfied by the various graphs.
5
δ δ
1 2
Figure 4: ∂z1∂z2G(z1, z2)
3 Poisson equations for the elliptic modular graphs
To motivate the choices of elliptic modular graphs that can potentially satisfy useful Poisson
equations, consider the family of modular invariants [4]
F2k(v) =
1
(2k)!
∫
Σ
d2z
τ2
f(z)2k, (3.1)
where k is a positive integer, and f(z) = G(v, z)−G(z).
The simplest case is given by F2(v) which yields
F2(v) = E2 −G2(v) (3.2)
by analyzing (3.1) directly. Thus F2(v) satisfies the Laplace equation(
∆− 2
)
F2(v) = 0. (3.3)
We now want to analyze the Poisson equation satisfied by F4(v). From (3.1), we get
that
F4(v) =
D4
12
−
D
(1)
4 (v)
3
+
D
(2)
4 (v)
4
(3.4)
in terms of the various graphs listed earlier.
In the various expressions to follow, for the sake of brevity, we shall denote an integrated
vertex over the location zi as
∫
i
. The measure can be either d2zi/τ2 or d
2zi. While the factor
of τ2 arises from the original graphs, the lack of this factor in the integration measure follows
from the variation (2.17). At the very end, we shall obtain all graphs with the measure
factor d2zi/τ2 for every integrated vertex, which is a consequence of modular invariance.
In order to consider the action of the Laplacian ∆ on F4(v) in (3.4), we note that its
action on D4 is given by (2.8), and thus we need to consider its action on the remaining
two graphs in (3.4).
Using (2.17) and (2.18), we see that the action of ∆ on D
(1)
4 (v) is given by
∆D
(1)
4 (v) = 6
∫
1
G(v, z1)∂µG(v, z1)∂µG(v, z1)G(z1)
+3
[ ∫
1
G(v, z1)
2∂µG(v, z1)∂µG(z1) + c.c.
]
, (3.5)
6
where the first term is manifestly real. Integrating by parts and using (2.20) repeatedly,
we get that the first term in (3.5) yields4
∫
1
G(v, z1)∂µG(v, z1)∂µG(v, z1)G(z1) = D
(1,2)
4 (v)−
G2(v)
2
2
+ E4 + C1,1,2 −
E22
2
−
H1(v)
pi
−
1
2pi
(
H2(v) + c.c.
)
+
1
pi2
(
K1(v) + c.c.
)
.
(3.6)
v v
v
v
v
v
v
v
v
v
v
0
0
0
0
0 0
0
0
00
0
(i) (ii) (iii)
(iv) (v) (vi)
(vii) (viii) (ix)
Figure 5: The graphs (i) H1(v), (ii) H2(v), (iii) H3(v), (iv) H4(v), (v) H5(v), (vi) H6(v),
(vii) H7(v), (viii) H8(v), (ix) H9(v)
In obtaining equations like this, and also later, we use elementary relations like∫
1,2,3
G(v, z1)G(v, z2)∂z3G(z1, z3)∂z3G(z2, z3)G(z3) = piD
(1,2)
4 (v)−
pi
2
G2(v)
2 +
pi
2
E4,
∫
1,2,3
G(z1)G(z2)G(z3)∂z3G(z1, z3)∂z3G(z2, z3) = piC1,1,2 −
pi
2
E22 +
pi
2
E4 (3.7)
4The various graphs Hi(v),Ki(v) and Pi(v) needed in our analysis are given in the appendix, and also
depicted by figures 5, 6 and 7.
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to express integrals involving derivatives of Green functions in term of modular graphs as
well as their elliptic cousins.
Proceeding similarly, the second term in (3.5) gives
∫
1
G(v, z1)
2∂µG(v, z1)∂µG(z1) = −
2
3
D
(1)
4 (v) +
H∗2 (v)
pi
+
2
pi
H3(v) +
2
pi2
K2(v). (3.8)
Thus we see that the action of ∆ on D
(1)
4 (v) not only produces graphs with links given
by Green functions, but it also produces graphs with links involving derivatives of Green
functions.
v v
v v
v
0
0
0
0
0
(i) (ii)
(iii)
(iv)
(v)
Figure 6: The graphs (i) K1(v), (ii) K2(v), (iii) K3(v), (iv) K4(v), (v) K5(v)
We now consider the action of ∆ on D
(2)
4 (v) in (3.4). This gives us that
∆D
(2)
4 (v) = 4
∫
1
∂µG(v, z1)∂µG(v, z1)G(z1)
2 + 8
∫
1
G(v, z1)∂µG(v, z1)G(z1)∂µG(z1). (3.9)
Note that each contribution is manifestly real.
Proceeding as before, the first and second terms in (3.9) yield
∫
1
∂µG(v, z1)∂µG(v, z1)G(z1)
2 = −D
(2)
4 (v) + 2D
(1,2)
4 (v)−G2(v)
2 + E4
+
1
pi
(
H4(v) + c.c.
)
+
2
pi2
K3(v), (3.10)
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and ∫
1
G(v, z1)∂µG(v, z1)G(z1)∂µG(z1) =
1
pi
(
H3(v) + c.c.
)
−
1
2pi
(
H4(v) + c.c.
)
+
1
pi2
(
K4(v) +K5(v)
)
, (3.11)
respectively.
Thus as with the case involving D
(1)
4 (v), we see that the action of ∆ on D
(2)
4 (v) produces
graphs with links given by Green functions, as well as graphs with links given by derivatives
of Green functions.
δ
δ δδ
δ
δ
δ
δ
δ
δ
(i) (ii)
(iii) (iv)
(v)
v v
v v
v
0
0
0 0
0
Figure 7: The auxiliary graphs (i) P1(v), (ii) P2(v), (iii) P3(v), (iv) P4(v), (v) P5(v)
Let us now consider the graphs Ki(v) each of which has four derivatives of the Green
function.
To evaluate each of them, we start with an appropriate auxiliary graph [9], which yields
Ki(v) on using (2.20) trivially. On the other hand the auxiliary graph is such that it can
be independently evaluated on integrating by parts and using (2.20) such that it contains
no contributions having more than two derivatives of the Green function. For every Ki(v),
the auxiliary graph is given by Pi(v).
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Thus to evaluate K1(v), we start with the auxiliary graph P1(v). It can be simplified
trivially by using (2.20) for the link which has both ∂ and ∂ acting on the Green function,
hence relating it to K1(v). Alternatively, it can be evaluated by judiciously integrating by
parts both ∂ and ∂ which are on the same link, and hence moving the arrows around the
circuit and using (2.20). We see that this procedure only produces graphs having no more
than two derivatives.
For K1(v), adding the contribution from the complex conjugate as well, we get that
(K1(v)
pi2
−
1
4
∂µE2∂µG2(v)
)
+ c.c. = 2E4 − C1,1,2 +
1
2pi
(
H5(v) + c.c.
)
−
1
pi
(
H6(v) + c.c.
)
+
1
2pi
(
H7(v) + c.c.
)
−
1
pi
(
H8(v) + c.c.
)
. (3.12)
Proceeding similarly, for K2(v), we get that
(K2(v)
pi2
−
1
4
∂µE2∂µG2(v)
)
+ c.c. = D
(1)
4 (v)− E2G2(v) + 2G4(v)−D
(1,1,2)
4 (v)
−2D
(1,2)
4 (v)−
1
2pi
(
H5(v) + c.c.
)
+
1
pi
(
H6(v) + c.c.
)
. (3.13)
For K3(v), K4(v) and K5(v), a similar analysis yields
K3(v)
pi2
−
1
4
∂µG2(v)∂µG2(v) = E4 +
H9(v)
pi
−
1
pi
(
H6(v) + c.c.
)
−
1
2pi
(
H7(v) + c.c.
)
−
1
pi
(
H8(v) + c.c.
)
,
K4(v)
pi2
−
1
4
∂µE2∂µE2 =
D
(2)
4 (v)
4
−
E22
4
−D
(1,1,2)
4 (v) +G4(v),
K5(v)
pi2
−
1
4
∂µG2(v)∂µG2(v) = −2D
(1,2)
4 (v) +
1
2
(D
(2)
4 (v)−G2(v)
2) +G4(v)
−
1
pi
(
H1(v) +H9(v)
)
+
1
pi
(
H6(v) + c.c.
)
+
1
pi
(
H7(v) + c.c.
)
. (3.14)
Now let us consider the contributions to ∆D
(1)
4 (v) and ∆D
(2)
4 (v) that arise only from
Hi(v). These are given by terms involving Hi(v) explicitly in (3.6), (3.8), (3.10) and (3.11),
as well as from Ki(v) that we obtain from the right hand side of (3.12), (3.13) and (3.14).
Defining
Λ(v) = −
6
pi
H1(v) +
6
pi
(
H3(v) + c.c.
)
+
3
pi
(
H7(v) + c.c.
)
−
6
pi
(
H8(v) + c.c.
)
, (3.15)
we have that
∆D
(1)
4 (v)− 3
(
∂µE2∂µG2(v) + c.c.
)
= Λ(v) + . . . ,
∆D
(2)
4 (v)− 4∂µG2(v)∂µG2(v)− 2∂µE2∂µE2 =
4
3
Λ(v) + . . . . (3.16)
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where the remaining contributions on the right hand side do not contain derivatives and
all other contributions involving Hi(v) cancel. Strikingly, the right hand side of both the
equations in (3.16) are proportional to Λ. Thus eliminating Λ between the two equations,
we get that
∆
(
D
(1)
4 (v)−
3
4
D
(2)
4 (v)
)
− 3
(
∂µE2∂µG2(v) + c.c.
)
+ 3∂µG2(v)∂µG2(v) +
3
2
∂µE2∂µE2
= 2
(
D
(1)
4 (v)−
3
4
D
(2)
4 (v)
)
+ 9E4 + 3G2(v)
2 −
3
2
E22 − 6E2G2(v). (3.17)
Now the terms other than ∆D
(1)
4 (v) and ∆D
(2)
4 (v) on the left hand side of (3.17) can
be expressed in terms of the action of ∆ on bilinears of graphs, which follows from the
identities
∆
(
E2G2(v)
)
= 4E2G2(v) +
(
∂µE2∂µG2(v) + c.c.
)
,
∆G2(v)
2 = 4G2(v)
2 + 2∂µG2(v)∂µG2(v),
∆E22 = 4E
2
2 + 2∂µE2∂µE2. (3.18)
This leads to the Poisson equation
∆
(
D
(1)
4 (v)−
3
4
D
(2)
4 (v)− 3E2G2(v) +
3
2
G2(v)
2 +
3
4
E22
)
= 2
(
D
(1)
4 (v)−
3
4
D
(2)
4 (v)
)
+ 9E4 − 18E2G2(v) + 9G2(v)
2 +
3
2
E22 (3.19)
involving the various modular graphs and their elliptic generalizations.
Coupled with the Poisson equation for D4 in (2.8), and the definitions (3.2) and (3.4)
for F2(v) and F4(v) respectively, we see that (3.19) leads to the Poisson equation
∆
(
F4(v)−
1
2
F2(v)
2
)
= 2F4(v)− 3F2(v)
2 (3.20)
which is precisely the equation obtained in [5], hence providing a derivation directly at
genus one.
Note that the elliptic modular graphsD
(1,2)
4 (v) andD
(1,1,2)
4 (v) given in figure 2, that arose
in the intermediate steps of the calculation, cancel in the final answer. While D
(1,2)
4 (v) does
not yield a Poisson equation involving only graphs having links given by Green function
and not their derivatives, D
(1,1,2)
4 (v) does yield such an equation.
Proceeding along the lines of our previous analysis, we get that the Poisson equation
satisfied by D
(1,1,2)
4 (v) is given by
(
∆− 2
)
D
(1,1,2)
4 (v) = 10G4(v)− E
2
2 − E4 + F2(v)
2. (3.21)
11
4 An algebraic relation among modular graphs
Let us rewrite the Poisson equations satisfied by D
(1,1,2)
4 , F4(v) and D4 keeping only F2(v)
2
and E22 as the source terms and absorbing all other contributions in the definition of the
eigenfunction. This gives us that
(
∆− 2
)(
D
(1,1,2)
4 (v)−G4(v) +
1
10
E4
)
= F2(v)
2 − E22 ,(
∆− 2
)(
F4(v)−
1
2
F2(v)
2
)
= −2F2(v)
2,
(
∆− 2
)(
D4 − 3E
2
2 −
18
5
E4
)
= −24E22 . (4.1)
Note that each equation has the same eigenvalue.
6
1
8
1
1
4
1
2
1
4
1
8
v v v
v
v v v
0 0 0
0 0 0
0
Figure 8: The graphical expression for Φ(v)
Eliminating the source terms between these equations, we get that
(
∆− 2
)
Φ(v) = 0, (4.2)
where
Φ(v) = D
(1,1,2)
4 (v)−
1
6
D
(1)
4 (v) +
1
8
D
(2)
4 (v)−G4(v)−
1
4
G2(v)
2 +
1
2
E2G2(v) +
1
4
E4 −
1
8
E22 ,
(4.3)
which is denoted graphically in figure 8. The solution of (4.2) consistent with SL(2,Z)
invariance is
Φ(v) = αE2 + βG2(v), (4.4)
where α and β are constants. We expect α and β to vanish simply because every term on
the left hand side of (4.4) has four links, while those on the right hand side have two links.
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To see this, we integrate over the vertex marked 0 over Σ in figure 8, with the measure
d2z/τ2. The left hand side trivially vanishes as contributions that arise involving E4 and
E22 cancel, while the right hand side yields αE2, thus yielding α = 0.
Next we identify the vertices marked v and 0 in figure 8. Setting α = 0, we get that
C1,1,2 −
1
24
D4 −
3
4
E4 +
1
8
E22 = βE2. (4.5)
Using the identity (2.9) the left hand side of (4.5) vanishes, and hence β = 0. Thus
Φ(v) = 0, (4.6)
which yields a non–trivial algebraic relation between several elliptic modular graphs and
modular graphs of distinct topologies.
Note that among elliptic graphs with four links, the two graphs in figure 9 are trivially
equal, which easily follows along the lines of our analysis.
v v0 0
Figure 9: An equality among elliptic graphs
Thus we see that the analysis of the variations of the graphs under a variation of the
Beltrami differential can be manipulated to yield Poisson equations they satisfy. The struc-
ture of the eigenfunctions follows naturally, where the various subtractions from the parent
set of graphs arise from manipulations involving the auxiliary graphs. It will be interesting
to generalize this procedure to have a detailed understanding of Poisson equations satisfied
by various elliptic modular graphs. It will also be interesting to understand the possible
origin of these Poisson equations from identities among modular graphs at genus two, where
they should arise in the asymptotic expansion around the non–separating node.
A The list of various graphs
In this appendix, we list the various graphs that are needed in the main text. They are
depicted graphically in figures 5, 6 and 7.
Each of the graphs Hi(v) (i = 1, . . . , 9) has two derivatives of the Green function. They
are given by
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H1(v) =
∫
1,2
G(v, z1)G(v, z2)G(v)∂z1G(z1)∂z2G(z2),
H2(v) =
∫
1,2
G(v, z1)
2G(v, z2)∂z1G(z1)∂z1G(z1, z2),
H3(v) =
∫
1,2,3
G(v, z1)G(v, z2)G(z2, z3)∂z2G(z1, z2)∂z3G(z3),
H4(v) =
∫
1,2
G(v, z1)G(z2)
2∂z2G(v, z2)∂z2G(z1, z2),
H5(v) =
∫
12
G(v, z1)
2G(v, z2)∂z2G(z1, z2)∂z2G(z2),
H6(v) =
∫
123
G(v, z1)G(z1, z2)G(v, z3)∂z3G(z2, z3)∂z3G(z3),
H7(v) =
∫
1
G(v, z1)
2∂z1G(z1)
∫
z2
G(v, z2)∂z2G(z2),
H8(v) =
∫
1,2
G(v, z1)G(z2)∂z2G(z1, z2)
∫
3
G(z3)∂z3G(v, z3),
H9(v) =
∫
1,2
G(v, z1)G(v, z2)G(z1, z2)∂z1G(z1)∂z2G(z2). (A.1)
The graphsKi(v) (i = 1, . . . , 5), each of which has four derivatives of the Green function,
are given by
K1(v) =
∫
1,2,3
G(v, z1)G(v, z2)∂z3G(z1, z3)∂z3G(v, z3)∂z3G(z2, z3)∂z3G(z3),
K2(v) =
∫
1,2,3
G(v, z1)G(z3)∂z2G(z1, z2)∂z2G(v, z2)∂z2G(v, z2)∂z2G(z2, z3),
K3(v) =
∫
1,2,3
G(v, z1)G(v, z2)∂z3G(z1, z3)∂z3G(z3)∂z3G(z2, z3)∂z3G(z3),
K4(v) =
∫
1,2,3
G(z3)G(v, z1)∂z2G(z1, z2)∂z2G(v, z2)∂z2G(z2, z3)∂z2G(z2),
K5(v) =
∫
1,2,3
G(z3)G(v, z1)∂z2G(z1, z2)∂z2G(z2)∂z2(v, z2)∂z2G(z2, z3). (A.2)
Finally, the auxiliary graphs Pi(v) (i = 1, . . . , 5) needed to simplify the graphs involving
Ki(v) are given by
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P1(v) =
∫
1,2,3,4
G(v, z1)G(v, z4)∂z2G(z1, z2)∂z2G(v, z2)∂z3G(z3)∂z3G(z3, z4)∂z2∂z3G(z2, z3),
P2(v) =
∫
1,2,3,4
G(v, z1)G(z4)∂z2G(z1, z2)∂z2G(v, z2)∂z3G(v, z3)∂z3G(z3, z4)∂z2∂z3G(z2, z3),
P3(v) =
∫
1,2,3,4
G(v, z1)G(v, z2)∂z3G(z1, z3)∂z3G(z3)∂z4G(z2, z4)∂z4G(z4)∂z3∂z4G(z3, z4),
P4(v) =
∫
1,2,3,4
G(v, z1)G(z4)∂z2G(z1, z2)∂z2G(v, z2)∂z3G(z3, z4)∂z3G(z3)∂z2∂z3G(z2, z3),
P5(v) =
∫
1,2,3,4
G(v, z1)G(z3)∂z2G(z1, z2)∂z2G(z2)∂z3G(z3, z4)∂z4G(v, z4)∂z2∂z4G(z2, z4).
(A.3)
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