























































これは次のように定義されている N(P1，σi 1)なる分布をもっ母集団X1から 121自のサンフ。ノレfl査を，
そして， N(μ2， σ~I) なる分布をもっ母集団 X2 から 12 2 偲のサンフ。/レ備をそれぞれ抽出し， σ?=イ=
σ2と仮定すれば， 母平均 μlとμ2の間には差がないという帰無仮説のもとでは，次の統計量は自由
度 (n1十n2-2)をもっ t分布に従う， というのがそれである.
t ( 1 ) 
σ正1一正2
ここでのぬと %2は母集団 X1とX2から抽出された2サンブ。ノレ値群それぞれの平均， σ正1-X2 は2サ
ンフ。ノレ平均関の差の標準誤差の推定{直で、あり，次式によって与えられる.
九千(1172î~ y/2(勺;L)ν2 ( 2 ) 
ここでの 5iとS3は2サンフ。ノレ億群それぞれの分散である.
Cliff & Ordは，次に述べる手続きによって，空間的自己相関を有する 2変数を実験的に生成し，
その成果に基づく t確率限界値を求め，独立的な変数の場合の同様の限界値(これは t分布表に記さ
れている〉と比較している.
ステップ 1: 3 x 3， 5 x 5， 7 x 7， 10 x 10の4種類の方格メッシュの人工的な地区およびアイ
ノレランド(ダプリン郡は除く)の 111~単位の地区2) を取りあげ，それぞれにおいて 2 変数 X1 と X2 の
サンフ。ノレ値が計測されるとする.IiJ者の人工的な 4地区については，境界効果を除くためトーラス面
に写像する.接合係数に関して， メッシュ方格または君1)iとjが辺または境界を共有するときは Wij
=1，そうでないときは WijニOとし， I; wij=lとなるように尺度化する(後述する Wijはすべて尺
度化されたものであり iキjである)• 
ステップ 2: X1とX2それぞれに対して，T記のような10対の自己相関パラメータ (ρ1，ρ2)を導入
する.すなわち， (0.0， 0.0)， (0.0， 0.5)， (0.0， 0.9)， (0.5， 0.5)， (0.5， 0.9)， (0.9， 0.9)， 
( -0.5， -0.5)， (-0.9， -0.9)， (0.5， -0.5)， (0.9， -0.9)の10対であり， 各パラメータ値は
X1と X2それぞれにおける自己相関の水準を示す3)
3 
第 l表 独立的変数と空間的 I~I 己柱|関変数に i到する t j出来限界値 (7X7方格メッシュの場合〉
ノミー セント点 独の立t分的変布数 I 空間的自己キI~l 関変数の t 分布α 
(0.0， (0.0， (0.0， (0.5， (0.5， (0.9， (-0.5， (-0.9， (0.5， (0.9， 
O. 5) 0.9) 0.5) 0.9) 0.9) -0.5 -0.9 -0.5) -0.9) 
0.10 1. 29 1. 30 1. 88 7.30 2.39 7.21 8.51 O. 77 0.37 1. 77 5.50 
0.05 1. 66 1. 61 2.53 9.20 3.01 9.08 10.98 0.99 0.47 2.25 7.08 
0.025 1.98 1. 97 2.94 10.90 3.63 1'1. 05 12.88 1. 17 0.56 2.65 8. 12 
0.010 2.36 2.23 3.40 13.22 4.05 13.38 14.99 1. 35 0.65 3.14 10.02 
0.005 2.62 2.42 3.71 14.69 4.47 16.63 16.35 1. 47 0.73 3.53 11.48 
注 j).;t コj)'l数{直は 2変数それぞれの自己中間関パラメータ.01とρ2・ (Cli妊&Ord， 1975aより)
ステップ 3:上の 2つのステップにおいて与えられた ω!)および ρ，(h=l，2)に基づいて， 次式で
される自己相関オベレータを求める.
(1一九WfI)-l ( 3 ) 
ここでの Iは単位行列， W は Wijを要素とする 11，)(11， の接合係数行列である.
ステップ 4 標準正規母集団からの乱数として撹乱項ベクトノレe"を生成する.
ステップ 5 相際オベレータとj賛否L項ベクトノレから， 空間的自己相腐を有する変数値ベクトノレ Xk
を次式によって導く.
xk=(I-ρk W，J-le;， ( 4 ) 
ステップ6:ステップ4と5の作業を1， 2001互l反復する.
このような手続きによってシミュレートされた， 自己~;!~関を有する変数値に関する t 確率限界値と，










地誌のそれ幻と相関するという l 階の I~I 己相関がみられ，その相1*1がどの方向についても向ーであ
るとすれば， この自己相関は次のように表わせる.
お1ニρL;Wij勾 +ei (i=1，2，… ， n) ( 5 ) 































推定i直は最長不備性をもたなくなる， ということであり，古くから Student(1914)や Yule(1926)な
どによって指摘されてきた問題である.とりわけ，時系列車:象を扱う計量経済学では最重要問題の 1
つとされ，多数の成果が報告されている 4) 空間系列の自己相関に関する研究は) Cliff & Ord (1972) 
以来活発になってきている.このような自己椙関の回帰パラメータへの影響に対する注目の増大は，
回帰分析が諸分野できわめて頻用されていることに由来しているのはいうまでもない.
線形@帰モデノレは，Yを従属変数， m1eiのXを独立変数， 戸を未知の回帰パラメータ eを誤差，
tを観測体とすると 3 一般に次のように表現される
Yi= .80+.81 Xli+.82 X2i十・・・】ト.8mXmi十θi(i= 1， 2， ."， n) ( 8 ) 
または， y=xβ十e ( 8 ')
しかし， これには4つの基本的な仮定が設けられてし、る. それは， (1) E (e)=O， (2) E (ee') =σ21， 
(3)Xは固定された数の集合で、あること， (4)Xの階数 <nであること，である. (1)は eiの期待値










L=e'e=(Y -Xs)' (Y-Xβ) 
これは次のように改書することができる.



























Ui=ρ2ωij Uj十ei (14) 
または uニρWu-トe (14/) 





E (uu/)ヱペ [(1-ρW)(I-ρWYJ-l (17) 
能単にするために，上式での [(1-ρW)(I-pW)つ-1を M とおくと，
E (uu/) = σ~M (18) 
明らかに班キIであるので， IEi])吊モデ‘/レの誤差項は， :#1:スカラーの共分散行列をもつことになる.









E(u)=Oであるので， E( 戸 β である.したがって， X と u が互いに独立'~I仏つまり E(X'u)=0で
/'. あるならば， J比自己~:131認が存在していても不備推定量である 同の分散については，式(19)か
ら次のようになるの.
E(a一戸)(去一s)'=E[α(X'X)γ一lX'、uu叫1
) :σ:ぷ(X'X)一→1[口(X'MX)(X'X)γ一1ワJ (ω21υ 
/'-. 




になるといえる. しかし， このような状況は実際にはほとんどなく， もし， ρ>0であり， 1つまた
はそれ以上の独立変数が自己1:131認を有するならば，上述の行列の各要素は 1より大となり，最小 2乗
法による推定量は不偏性をもつものの， その分散は真の分散に比べて過小に推定されることになる
(このことは後述の数値例によって確かめられる)• 要するに， (X'MX) (X'X)-l =Iの場合以外に
は，最小 2乗推定量は， [(X'MX) (X'X)-l-1]の量だけ偏るわけーで、ある.
/'. 
このようなFの分散に対ーする偏りに加えて，いま 1つの儒りが生ずる.それは，誤差項uの分散に





















行なわれるが，それに関して注目すべき事柄が2つある. 1つは， Cli百&Ord (1975b)ゃ Haining
(1977， 1978)などの研究成果をもとにして，空間的自己相関に関する諸測度の検定力について Cli百
& Ordが下した次のような結論である (Cliff& Ord， 1981， p.178). すなわち， (1)データ数値が区間
尺度の場合は， Moranの I統計量が， GearyのC統計量や BB，BWのような接合統計量より秀れて
いる.このことは，正規分布のデータについてのみ成立するが，データのタイプより単位地症の形状の
方がむしろ重要である. (2)順序尺度の場合は， 1統計量を利用すべきである. (3)パイナリー尺度の
場合は，BVV統討量:を利用すべきである.しかし， (B)をもっ地区が全体のほぼ50%を占める状









を除去することが要請されるが，それには 2つの戦術が考えられる. 1つは， 自己相i認が存在するデ
ータ数値を無~{ll認のそれに変換する方法であり，いま 1 つは，既存の統計量を， I~ì 己相関が存在して
いても正しい推測結果を導く統計量に修正する方法である.前者に関しては減算法(differencing 






!lXiニ Xi-ρI:'Wij Xj (25) 
または， X*=X-ρWX=(I-ρW) X (25') 
なる 11唱の階差式によっておを !lXiに変換するのである.一般均には， ρェ1とおいたときの次式
が用いられるとされている (Upton& Fingleton， 1985， p.283). 
X*=X一明TX=(I-W)X (26) 
























Ui=ρI: Wij uj-l-ei 
または uニρWu十e





ステップ 1 サンプノレ地区として， 5X5， 6x6， 7X7の3種の方格メッシュを取りあげる.
ステップ 2 式(28)のJとして O.0， O. 4， O. 8，式(29)のρとして0.0，0.2， 0.4， 0.6， 0.8， 1.0 
を与える.
ステップ 3:正規分布すると仮定された Vfこっし、て平均75，分散201，e については平均 0，分散251
をそれぞれとるように Vとeをサン/プノレ地区数ーだけ乱数を発生させる.
ステップ4: Xを次式から計算する.
X=(I -2W)-lV (30) 








ステップ 7 同様の数値を減算法によって独立I~I守数値に変換し，その結果に対して設小 2 乗法を illi
用し， sとvar(s)を求める.
'^' '^' ステップ 8:ステップ 3~7 を 100 1TI1反復し，変換I誌の場合の3とvar(s)それぞれの平均値と，
変換後の場合のそれらを求める.そして，それらの結果値を両方の場合について比較する.
この比較の結果は第 2表と第 3表に示されるとおりである.陣表にみられる平均平方誤差 (MSE)
/'、/、、
は，E(s一真の，8)2と定義されるものであっ(真のFは式(27)にみられる 0.5である)， sの真の分散
'^' を意味する.これを基準にすれば， var (戸)の偏りの程度を評価することができる.
第2表¥，立， yとXの両方に空間的自己相関がある(したがって Uvこも|司擦のi:131認がある)場合の含，
o /'. 
var (s)， MSEを示している.この表によると，sに関しては， ，{と ρが大になるに伴い，真の戸{重
からの偏りは全体的に拡大し， その傾向は地区数が小なほど著しいこと， しかし， その偏りが真の
F値を上回るものか否カミについては一定の傾向が認められないことが読み取れる var(s)に関して
'^' は興味ある 4つの傾向がみられる.それは， (1) var(ß) は真の分散に比べて全体的に過ノj、に~jZ {[lli さ
/ヘ
れている. (2)地区数とえを一定にすると， ρの増大に伴って var(戸)は大になり，真の分散からの
嬬りは拡大する. ρが0.6以上になるとその偏りは急激に拡大し， (5 x 5)の場合では p=1.0のと












































第 2表 ~I~変換の場合の最小 2 乗推定結果
(5 x 5) (6 x 6) 
var (戸) MSE 戸 var (戸) MSE 
0.127 O. 136 0.495 0.085 0.091 
O. 126 O. 139 0.574 0.086 0.085 
0.131 O. 145 0.466 0.101 O. 107 
0.190 0.217 0.527 0.111 0.118 
0.246 0.381 O. 544 0.176 0.178 
0.504 1. 197 0.488 0.627 0.914 
0.113 0.124 0.495 0.074 0.075 
0.113 O. 153 0.490 0.077 O. 097 
0.119 0.159 0.473 0.089 O. 103 
0.154 0.207 O. 531 0.098 0.115 
0.251 0.552 0.529 0.153 O. 233 
0.635 1.264 0.490 0.501 O. 880 
0.071 0.080 0.492 O. 042 O. 044 
O. 077 0.099 O. 528 0.043 0.055 
O. 079 O. 124 0.490 0.048 O. 078 
O. 088 O. 140 0.531 0.053 0.091 
O. 153 O. 402 O. 516 0.082 0.215 
O. 454 0.965 O. 513 O. 407 0.800 
9 
(7 x 7) 
s var (戸) MSE 
0.524 0.061 0.065 
0.493 0.066 0.069 
0.525 0.069 0.070 
0.541 0.084 0.099 
0.499 0.138 O. 154 
0.561 0.608 0.877 
O. 534 O. 052 O. 059 
0.497 O. 058 O. 059 
O. 529 O. 060 0.063 
O. 533 0.073 0.115 
O. 503 O. 136 O. 193 
0.514 0.494 0.861 
0.516 0.027 0.034 
0.499 0.030 0.038 
0.513 0.032 0.044 
O. 516 0.038 0.090 
O. 503 0.071 0.211 
O. 490 O. 349 O. 736 
(Martin， 1974より)
きvar(s) !ti真の分散の 1/2にも減じている. (3)地i玄数と ρを一定にすると， えのj曽大につれて
/'.. 
var (s)は ρの場合とは逆に減少する. しかし，真の分散からの錦りは拡大する.例えば， (6 x 6) 
/'.. 
での pニ1.0の場合， )，=0.0のときの var( s)は真の分散の 7/10であるが，え=0.8のときでは 1/2
/'.. 
にも減少している. (4) Pとえを一定にすると，地区数が大になるほど var( s)は小になり， これの











2表の場合と若干異なる傾向を呈している.それは， (1)一定のえのもとで， var (戸)の値とその
/'.. 


















































第 3表 変換のJ場合の最小 2乗推定結果
(5 x 5) (6 x 6) 
var ( s) MSE F var (，8) MSE 
O. 132 0.147 0.529 0.090 0.146 
O. 107 O. 145 0.509 0.072 0.118 
0.106 0.144 0.45] 0.068 0.096 
O. 100 O. 130 0.517 0.062 O. 069 
0.085 0.086 0.507 0.056 O. 060 
0.082 0.082 0.497 0.055 O. 056 
0.172 O. 236 0.507 0.118 O. 162 
O. 138 0.179 0.497 0.099 O. 135 
0.117 O. 145 0.529 0.094 O. 124 
0.116 O. 140 0.486 0.086 0.111 
O. 104 0.138 O. 522 O. 077 0.086 
O. 104 O. 103 0.511 0.076 0.078 
O. 185 O. 191 O. 521 0.129 O. 173 
O. 157 O. 163 O. 507 0.104 O. 127 
O. 142 O. 143 0.496 0.098 0.112 
O. 130 0.131 O. 520 0.092 O. 103 
O. 127 O. 127 O. 513 O. 086 0.096 
O. 124 O. 123 O. 500 O. 084 0.086 
(7 x 7) 
P var (s) MSE 
0.489 0.062 0.099 
0.513 0.054 0.088 
0.501 0.047 0.068 
0.541 0.044 0.057 
0.490 0.043 0.056 
O. 500 0.050 0.056 
O. 529 0.082 O. 109 
O. 486 0.071 0.103 
O. 505 O. 061 0.080 
O. 556 0.057 0.074 
0.490 0.056 0.063 
O. 515 O. 056 O. 056 
O. 558 O. 090 O. 099 
0.498 0.078 O. 101 
0.510 0.068 O. 076 
0.516 0.038 O. 070 
0.489 0.034 0.068 




る(Cliff& Ord， 1981， p.193).すなわち， (1) マイナスの自己i:I~11調がみられる場合は，その相践を含






結果に偏りが生ずることはないが，プラスの I~l 己 *131認がみられる場合は，減算法による変換を施すべ
きであることを示唆している. Martinの研究結果から明らかなように， とりわけ 0.4< pζ 1.0の場
合は減算法は有効である.しかし，注意すべきは， 1つの平均に関する有意性検定に対してはこの方






Cliff & Ord (1981)は{話日更な推定法を提唱している.それは MoranのI統計量を利用する方法であ
る.しかし， この統計量は，その定義式から理解されるようにめ， ピアソン積率相関係数の場合のよ
うな[-1，十1Jの範IEを取らず， この íl割強を逸JJ~~することがしばしば起こる.それゆえ， 1 





r var ( .I;ωij Zj)寸 11
max 11/= I一τ古-)J ( iキj)
(32) 
(33) 
ただし， Ziニエi-Xである.このような推定法は実用上きわめて便利なものであるが， Cli在&Ord 




除くために， Cli任&Ord (1975a)は修正 f というべきものを考案している.この統計量は，
自己相関を含むデータ数値に適用しても偏りを生じないものである. 彼らは初めに， N(μゎ σ2A;1)





PI< - l'A"l 
-;;'2=(nl十幻2十 十nm)-l[子FGjj〉(X11一五)(XI)・一五)















t= _____(一一一 ← 1 V12 
ぴ{ム〈十 -;:;-) 
(37) 
'1，1 (1-P1)2 nl1-ρ/ 
二五ニ(幻1+均一2)-1[Xl' A民十X2'A2X2-xi(l一命2_X~(1ー ρ2)2J (38) 
これが修正 t統計量である.
この統計量の有効性を検討するために， Cliff & Ordは，前述の手続きに従って生成された空間的
自己相腐を有する2変数の数値を式(37)と(38)に投入し， 5つの有意水準ごとの f確率限界値を求め
ている.さらに，分散推定量について次式で定義される通常のものを用意し










第4表修正t統計量に関する t確率眼界値 (7x 7方絡メッシュの場合)
パーセン 独立的 修正 t統計量に関する t分布
ト点
(0.0，0.0) (0.0，0.5) (0.0， O.9) (0.5， O.5) (0.5，0.9) 
α f分布 a b a b a b a b a 
O. 10 1. 29 1. 36 1. 34 1. 41 1. 28 2.35 1. 34 2. 33 1.26 
0.05 1. 66 1.72 1. 69 l. 96 1. 86 4.04 1. 59 I 1. 93 l. 74 3. 97 1. 65 
O. 025 1. 98 1.96 1. 94 2.34 2.17 6.08 2. 12 i 2.34 2.09 6. 34 2.14 
2.34 2. 35 2. 76 2.61 10. 09 3.28 2.71 2.49 10. 12 2. 60 
0.005 I 2.62 2. 56 2. 54 2. 85 2. 70 20.34 3.55 2.98 2.67 11. 00 2.87 
(0.9，0.9) (-0.5， -0.5) ¥ (-0.9， -0.9) (0.5， -0.5) (0.9， -0.9) 
a b a b a b a b a b 
0.10 1. 29 2. 50 1. 01 1. 31 1. 16 1. 27 O. 68 1. 60 1. 36 2. 27 1. 08 
0.05 1. 66 4.09 1.25 l. 66 1. 41 l. 52 0.88 1. 98 1. 78 3. 77 1. 49 
0.025 1. 98 6.34 L 45 1. 88 1. 76 1. 87 1. 02 2.56 2. 28 5.46 1.80 
0.01 2.36 9.88 1. 84 2. 24 1. 86 1. 99 l. 14 3.24 2.82 10.05 2. 24 
0.005 2. 62 12.17 2. 71 2. 27 1. 98 2. 18 1. 20 3. 78 3.20 12.48 2.48 










で注意すべきは， ，-誤差項に空 I~=\'j的自己相関がみられる線形回帰モデノレJ とは， Haggettらが述べて
いるように，線形回帰モデノレとして正しく特定化され，従属変数と独立変数それぞれのサンフ。ノレ{j直に




















'^、b =(X*'X*)-lX/Y，ド (44) 
これをもとに戻せば，次のように表わせる.
/'、
b =(X'D-IX)-lX'D-IY (45) 
この推定量の分散は次のようになる.
/'-. 











もし uの分布が N(O，02D)であるならば， J二式から次の式が成立する(ここでの D-lは，前章第
l節および本章第 2節で定義されたAに他ならない)• 
D-l=(1-ρ明T)'(1一ρW)
v=σ2 [(1-ρW)' (1-ρW) J-1 
(51) 
=σ2(1ー ρW)-l[(1-ρW)' J-1 (52) 
したがって，誤差項に空間的自己相関がみられる場合の一般化最小2乗法は，式(45)，(46)， (47)に
式(51)を代入したものになる.
このような一般化最小2乗法の利用は， Upton & Fingletonが指摘するように，計算が比較的容
易であることや各種の変数値の@帰モデノレに適用が可能でトあることなどから， さまざまな問題状況に
























ここでの σは eの標準偏差である.n 181のサンフ。ノレ地区全体を考え，eiが独立かつ均等に分布すると
仮定すれば，結合尤j支を表わす関数Lは，次のような個々の密度関数の積になる.
L=立サ27reXP(~:J) 
I { -e' e ¥ 計 h は，L=一一土;-::-t;;exp(一一一 j










n っ 1 (V'V C) t:)'V'V I t:)'V' ln L= constant一一lnσ一一一(Y'Y-2s'X'Y十点 X'Xs) (57) 2 .. - 2σ2 








e = (1一ρW)u=Au (これ以後任一ρW)=Aとおく〉なる自己回帰形式の相関があるとすれば，尤
度関数は次のようになるであろう.
LzlA11 叫 i-=(Au)'A~l (58) 1 (2π)η12 ~"'l:" L 2σ2 J 
この式が式 (55')と大きく異なる点は， Aの行列式 IAIが力1:えられていることである.これは，
般にヤコビ行列式と呼ばれる変換因であり，上式の uをeに変換させる因子である.式(58)を対数変
換すると，次のようになる.






ここで注意すべきは， この式では推定されるべきものは σ2とsに加えて， Aの中に含まれている ρ
16 
の合計3つのノミラメータであることである.
上式に関して， YとXのデータイ直を与えて， 1n Lを最大にするような σ2とsとρの推定{践を求め
る問題は，産党1'守に?求めるべき 3つのパラメータに関して 1nLをそれぞれ偏微分して儒導関数を
導き，それをゼ;コとおいた尤度方程式を連立方程式化すれば解きうるであろうと考えられる
ρ が既知:1の場合Vì(式 (32) を忠弘、 IJ~ されたしう，戸と σ2 の最尤推定量は，点と σ2 に|持する 1n Lの
偏導関数をゼ lコとおくことによって次のように得られる.すなわち 3 偏導関数は次式のとおりであり，
主計=一歩(一山'AY十川'AXs)
















ln L=C011star1t-111n JK÷ln iA ( 65〉2 
./'-_ /'-_ /'-_ 


























メータに関する最尤法はこれに当たる)， モンテカノレ 1コ法を用いる確率的方法， 近似解を逐次改良す
る逐次近似法に大別されるが (OR事典編集委員会編， 1975， p.84)， Hepple (1976)は，多数の未知数




21措偏導関数行チIJGが対称であり ， Idl誌のベクトノレ d(l)，d(2)，…， d(/')がある場合， 次の条件を満た
すとき，
d(か (69) 
Id屈のベクトノレはGvこ関して互いに共役であるといわれる 11) これに隠して 1つの基本的定理がある.
それは， iGが対称行列であるならば，Gvこ関して互いに共役なn個のゼロでないベクトノレが存在し，
さらにGが正値定符号であるならば， G vこ関して互いに共役なゼロでないベクトノレは 1次独立であ
るJである.そして， 2次i菊数の最小値を見出すための探索において iJ'Z個の共役な方向の各々に沿
って探索を順次行なうならば， 2次関数の最小点が得られる」という定理がある.Powellの方法を






ステップo: 1次独立!めな共役方向の初期ベクトノレ針。) diO)，..， d~02_ l (ηは未知数のil!il数) と
推定すべき未知数の初期ベクトノレxy〉を用意し， k =0とする.
ステップ 1: x6k) =xSP とおき，次式で、表わされる xjP1をtェ0，1， "'，n -1 (iは探索方向)に
ついて求める.
X~~~l =x~k) 十αf!?) d?h)εαjh):nlinf(xjjt)十αdf!?) (70) 
ステップ 2: d1~k) =X，~k) -XJf?)とおいて，次式から X21を求める.
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X~:_?-l =X (71) 
ステップ 3: X~k+l) =X~~l とおく.
ステップ 4 次式が成立するならば，作業終了， X~<) が最適解 e 成立しないときは次ステップを行
なう.
1 X~?"-1-l) -X~?) 1 ~ 0 
ステップ 5:次式によって戸を見定める.





一 rf(x~<) )-f(X~~l) 寸
!α;}?) 1< I I 
日 Lf (X1k) ) -f (x払)_j 

































?? ?? (75) 
，/'._ 




めるかである.この標準誤差は， Kendall & Stuartが提示したパラメータに関する分散共分散行列
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ここでの OrとOsはそれぞれ f若干自と 5番目のノミラメータである.ml帰モデノレにおけるノミラメータは
戸と σ2とρの3つであるが，そのうちの戸と σ2に関する 1階偏導関数はそれぞれ前掲の式(61)と
(62)のとおりであるが， ρに関するそれは次式で、与えられる.







8σ20σ2 J 2σ4 
Eド2(lnοJ=αーゆB)BρBρ 
EI~2(iU)_ 1 =-+tr(B) 





ここでのα=-L; A7!C1一ρん)2，B=WA-1である. J二式で、示される 4つの 2階矯導関数以外の 2つの
もの，つまり E[32 (ln L)(os3ρ]とE[32 (ln L)/eJ s eJσ2Jはゼロである.かくして， 3つの@帰パラメ
ター s，02， ρの最尤推定量に関する分散共分散行列は次のように示される.
r n/2 σ2tr(B) 0 l-l 
^^^ I I V(σ2，ρ?戸 σ41σ2tr(B) σ4 tr (B'B)ー がα o I (82) 





IAI=二日 (1-ρん) (83) 
ln I AI = L; ln (1-ρん) (84) 










このような状況下‘での行列 W は tqxqp( =nX n)の対称行列になるが， メッシュでの行r列 sに当
たる方格に関するWの詔有{@:). rsは次式で、与えられる.
んS= ÷ 凶 7何叫π刈州内/パ/(tωρ十刊叫Iわ)J凶十れC∞ω州OωM仲S心[ドS7r/( 川)] } (86) 
@帰パラメータの最尤推定量の有意性検定においては， J二述のような襟準誤差を利用する方法の他
に，尤度1ヒを利用する方法もある.この方法は，概述すれば， -2111 (LR/ Lu)=21n(Lu I LR)がカイ
2乗分布に従うことに基づいている Luは非制約モデノレの尤度関数であり LR はtl到来ワモデノレのそ
れで、ある.ここでの非制約モデノレは，すべての最尤推定量を含む田町iモデノレに関する尤度関数である
(式 (60)を参照された¥.，、). 後者の制約モテ、ノレについては， m1自の回帰ノミラメー タのに|二1のた番iヨのノミ
/'、




関数のsに関する 1階と 21惜の両方の偏導関数を問題にする Lagrange乗数による検定法などもある








3) (ρ1，ρ2)=(0. 0， O.0)の場合は， 2 変数ともに I~l 己
椙闘をもたないことを意味し， 2変数それぞれが独
立的に分布する状況で、ある
4)例えば， Durbin & '¥九Tatson(1950・1951・1971)，
Christ (1966)， Johnston (1972)などがあげられる











ここでの M=I-X(X'xt1X. Cli百&Ord (1972)も
また次の統計量を導いている
11η ノ¥ノ'- 1 /".. 
1 =(n/W) 22 1(}ij e iむ/2ん2
? ???
? ? ? ??? ? ?? ??、 ???
8)詐事は奥野 (1981)を参照されたい.
9) 1豆町jパラメータの推定!日]泌を含む各種の地3~1~;..:的






ュートン法の一都 (OR事典編集委員会編L 1975)， 









12) このことについては， Dixon (1972)のp.p.49"'"'-'87 
およびその訳醤松原訳 (1974)のp.p.53~97 と今野
・I-Li下 (1978)の p.p.169~195 を参照されたい.
13) ここで述べるアルゴリズムは， 1.京若のものを平易









f 6 -2 -2¥ 
G=I -2 6 -21 
¥-2 -2 6/ 
ステップo 未知数初期ベクトノレXTおよび共役
方向初期ベクトノレ daO)，d~O) ， d~O) として次のように
おくことにする (Powellは共役方向初期ベクトノレと
して単位ベクトルを薦めている)
x ~O) =(1/2， 1， 1/2)' (この場合はf(X60))=2となる)， 






f (xaO) +αd~0))=! [(1 /2 ， 1， 1/2)'十α(1，0， 0)〆)




次に， ここで見出された α に基づいて式刊から x~O)
を次のように求める
x}u) =X60 ) →-a~O)d60) 二二 (1/2，1， 1/2)' +0 x (1， 0， 0)' 
=(1/2， 1， 1/2)' 







x~O) = x}O)十α}O)d[O) =(1/2， 1， 1/2)'-2/3 (0，1，0)' 
=(1/2， 1/3， 1/2)' 
このときの f(x~O))=2/3 であり，上述の !(x1(O)) よ
り4/3だけ減少している.
@ d~O) 方向の直線探索を行なう.①と②の場合と




x~O) = x?) + aiO)d~OJ =(1/2， 1/3， 1/2)' 
-2/9 (0， 0， 1)' =(1/2， 1/3， 5/18)' 










ステップ 2: diO)=x~0)-xáO)= (1 /2 ， 1/3， 5/18)'-
0/2， 1， 1/2)'ニ (0，ー 2/3，-2/9)'とおき， f(xiO)十
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xtl=X~O) 十 αiOld~O)=(1/2 ， 1/3，5/18)' 
十1/8(0， -2/3， -2/9)'=(1/2，1/4，1/4)' 
このときの f(x~O))= 1/2であり ， f(x~O)) に比べて
わずか 1/54だけ減少しているにすぎない.
ステップ 3: x~})=x.~0)= (1 /2 ， 1/4， 1/4)'とおく
ステップ 4 式刊が成立するか否かを検討する








f(x~O))-f (x~O)) =2/3 -14/27 =4/27 
f(x~O)) -f (x~O)) = 14/27 -1 /2= 1/54 
であるので，各誌の関数{患の最大差は， f(xi01) 
-f(x~O))=4/3 のものである.それゆえ ， P =1と見
定められる.そこで，次に式刊の不等式を調べる
その結果は，
!竺竺三竺~Jパ=(1422)1~ょ~ol\ F(v(O)¥J ¥ 4/3ノゾnf(x}O))-f(x~O))J ¥'1 0/ 
と得られ， これは叫0)=1/8より小である.それゆ
え，式同は満たされないそこで， d~1)=d~O)=(1 ， 0 ， 
0)/， d(l?=d~O)=(O， O ， l)' ， dP)ニ d10)= (0， -2/3， 








x~1)= (1 /2 ， 1/4， 1/4)'， f(Xd1) =1/2， 
ad1)=ー1/3
dd1) : x~ l) =(1/6， 1/4， 1/4)'， f(X}ll) = 1/6， 
=-1/9 
d~l) : x~ll =(1/6， 1/4， 5/36)'， f(x?)) =7/54， 
αPl=1/4 
d~ll: x~1)=(1/6 ， 1/12， 1/12)'， f(xi1) =1/18， 
αi1 =1/2 
d~I)=(-1/3 ， -1/6， -1/6)'， XJ1)=(0， 0， 0)'， 
f(X~11) =0 
この場合では P=0となり， \[f(xPl)-f(x~1)) J / 
[パX~l)) -f(xPl) J} 1/2= 1/.v6と求められる.これは
ai1)=1/2 より小である.それゆえ， 3段階段(!?
= 2)の探索に際しての共役方向ベクトノレは， db2) 
=d}l) =(0， 0， 1)'， di21 =d~l) =(0， -2/3， -2/9)'， dF) 
=(WJ = (-1/3，ー 1/6，ー 1/6)'と改められる.
3 段階 I~l の探索における出発点は x;/) =(0， 0， 0)' 
であり，改められた上述の 3つの共役方向ベクトノレ
の直線探紫を行なうと， X~2) = (0， 0， 0)'となり，ス
テップ3・4によれば， X13)=X~2) とおかれ， X~3) は
X}/)(=X~l)) と全く等しく， (0， 0， 0)'である. した
がって3 作業はこの段階で終了し， fi}られた最適j停
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Discussio11 01 Spatial Autocorrelation 
一一-l¥1ainly0口ItsNoise Effect and Ren10val Methods一一一
Takashj OKUNO 
Spatial autocorrelation is one of the most important and fundamental themes in quantita-
tive geographical research. In fact， ¥vhen A. D. Cliff and J. K. Ord reported some characteris-
tics of modelling and analyzing in spatial context to statisticians in the joint meeting of the 
Royal Statistical Society and the Institute of British Geographers of 1975， they proposed tbat to 
develop this correlation was the one of four main tasks for the application of statistical concepts 
and methods to human geographic phenomena. They c1aimed tbat some aspects of spatial auto-
correlation are obviously associated with an essential subject of geography and a much impor-
tant technical problem of quantitative geography. In the previous paper (Okuno， 1981)， the 
author reviewed the advantages and disadvatages of five measures and their statistical mo-
ments， beginning with P. A. P. Morarずsproposa1 of 1948. This continued paper， based on more 
recent contributions of spatial autocorrelation， aims firstly to investigate various biases which 
spatial correlation in cross-sectional data takes carry into the statistical test and Inferential 
resu1t and secondly to review some methods to remove the biases. '¥九Tiththe first point， two 
kinds of biases， w hich are regarded "noise e百ect"by traditional statisticians， are considered. 
These are for the t-test statistics used in testing the significant difference between two sample 
means， as shown in Cli百andOrd (1975a)， and a1so for the ordinary least船S司uaresestimator of 
linear regression parameter with spatially autocorrelated error term. ¥Vith the second point， 
two ¥vays of overcoming these problems are discussed from the seηse of practically treating 
cross-sectional data. One is the spatial differencing method as a filter of the data to remove 
the spatial correlation in straightforward manner. Another is the modified t-statistics by Cliff 
and Ord (1975a) and the genetalized leastωsquares and the maximum likelihood method， which 
produce the modified regression models alO¥ving for the correlation. 1n the context of calculat-
ing maximum of the logarithmic likelihood function， the Powell's method (Powell， 1964)， being 
one of the conjugate direction methods， particularly is recommended as the most effective aト
gorithm. 
