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Abstract
We calculate the formal group law which represents the completion of
the Ne´ron model for an algebraic torus over Q split in a tamely ramified
abelian extension. To that end, we introduce an analogue of the fixed part
of a formal group law with respect to a group action and give a method
to compute its Honda type.
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Introduction
An explicit description of a formal group law which represents the completion
of the Ne´ron model for an elliptic curve over Q was given by Honda with the
aid of the L-series of the curve considered (see [Ho1]). The first attempt to
construct such a formal group law for algebraic tori was made by Deninger and
Nart [DN]. They consider a torus over Q which is split over an abelian tamely
ramified extension K of Q and define a formal group law in terms of the Galois
representation corresponding to this torus. Employing Honda’s isomorphism
criterion for formal group laws (see [Ho2]) they show that after inverting some
primes, the formal group obtained becomes isomorphic to the completion of the
Ne´ron model for the torus.
In our article, we work in the same setting as Deninger and Nart and cal-
culate a formal group law which represents the completion of the Ne´ron model.
Our main tools are Edixhoven’s interpretation of the Ne´ron model as a maximal
fixed subscheme [Ed], Honda’s theory of formal group laws [Ho2] and a theory
∗The author wishes to thank JSPS for financial support and the Mathematical Institute
of Tohoku University for its hospitality.
†The author was partially supported by the Minerva Foundation through the Emmi
Noether Institute, the Ministry of Absorption, Israel, and the grant 3-3578 from the Min-
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of universal fixed pairs for a formal group law with a group action which is
introduced within the scope of this note.
The outline of the paper is as follows. In Section 1, we review the notion of
the formal completion of a group scheme and introduce related notation. We
proceed with the definition and basic properties of formal group laws accompa-
nied with the main results of Honda’s theory (Section 2). In Section 3, formal
group laws supplied with a group action are studied. We introduce the notion
of a universal fixed pair widely employed in subsequent constructions and find
universal fixed pairs for certain formal group laws over the ring of integers in
an unramfied extension of Qp (Theorem 1). Moreover we establish a sufficient
condition for a formal group law over Z to appear in a universal fixed pair.
The construction of the Weil restriction of a formal group law is considered in
Section 4. We present an explicit expression for the logarithm of the Weil re-
striction of the multiplicative formal group law and further compute its Honda’s
type. Another Honda’s type of the same formal group law is computed in [Ib].
An advantage of our type is that its coefficients belong to Z, and thus it can be
used for finding a universal fixed pair in the global case.
Section 5 is devoted to the definition of Ne´ron model and its main properties.
Our reference for this topic is [BLR]. We also recall Edixhoven’s result (see
[Ed]) which asserts that if T is a torus over L and K/L is a tamely ramified
Galois extension, then the Ne´ron model for T is isomorphic to the maximal
fixed subscheme in the Weil restriction of the Ne´ron model for TK with respect
to the natural action of Gal(K/L).
In Section 6, we consider a d-dimensional torus T over L split over a Galois
extension K of L and prove that the cotangent space of the Weil restriction of
the Ne´ron model for TK is isomorphic to
(X ⊗Z OL)⊗OL HomOL(OK ,OL)
as Gal(K/L)-module, where X is the Galois module ofK-characters correspond-
ing to T (Theorem 2). Further we show that if K/L is tamely ramified, then
the Weil restriction Φ of the direct sum of d copies of the multiplicative formal
group law provided with the Galois action whose linear part is given in The-
orem 2 admits a universal fixed pair. Since the formal completion commutes
with taking the maximal fixed subscheme and Weil restriction, we conclude that
the formal group law which appears in this universal fixed pair represents the
completion of the Ne´ron model for T (Theorem 3). Further we consider several
special cases and apply the techniques of Sections 3 and 4 in order to calculate
the formal group law representing the completion of the Ne´ron model explicitly.
The case where L = Qp and K is an abelian tamely ramified extension of
Qp is treated in Section 7. We prove that the formal completion is isomorphic
to the direct sum of a p-divisible group whose dimension is equal to that of the
maximal subtorus of T split over the maximal unramified subextension of K,
and several copies of the additive formal group schemes (Theorem 4). IfK/Qp is
unramified, we get the same answer as in [DN]. In another particular case, when
K/Qp is totally ramified, the formal completion turns out to be isomorphic to
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the direct sum of several copies of the multiplicative and additive formal group
schemes. A similar result for the reduction of the Ne´ron model for such tori
appears in [NX]. We apply Theorem 4 to show that in the case considered, the
formal completion of the Ne´ron model is uniquely determined by its reduction,
and give an example of two tori such that their Ne´ron models have isomorphic
completions, but non-isomorphic reductions.
Section 8 is devoted to one-dimensional tori over L = Q which are split
over a tamely ramified quadratic extension K of Q. We construct two formal
group laws representing the completion of the Ne´ron model (for one of them
this was proven in [DN]) and reprove Honda’s theorem (see [Ho1]) which asserts
that the formal group law obtained from the Dirichlet series of K/Q is strongly
isomorphic to the formal group law Fq(x, y) = x + y +
√
qxy, where q is the
discriminant of K/Q. The case where L = Q and K is an abelian tamely
ramified extension of Q, is considered in Section 9. Due to the Kronecker-
Weber theorem, one can suppose that K = Q(ξ), where ξ is a q-th primitive
root of unity, and q is the product of distinct primes. We express the coefficients
of the corresponding formal group law in terms of the images of the Frobenius
automorphisms with respect to the Galois representation in the character group
of T (Theorem 5). This is our main result. As an application, we show that a
torus over Q split over an abelian tamely ramified extension of Q is determined
up to isomorphism by the completion of its Ne´ron model. A similar result for
Jacobians and elliptic curves was proven in [Na].
Throughout the paper, we use the following matrix notation.
If U = {ai,j}0≤i≤m−1;0≤j≤n−1, V = {bi′,j′}0≤i′≤m′−1;0≤j′≤n′−1 are matrices,
their Kronecker product U ⊗ V is a matrix W = {ck,l}0≤k≤mm′−1;0≤l≤nn′−1,
where ci′m+i,j′n+j = ai,jbi′,j′ for 0 ≤ i ≤ m − 1, 0 ≤ j ≤ n − 1, 0 ≤ i′ ≤
m′ − 1, 0 ≤ j′ ≤ n′ − 1. Notice that (U ⊗ V )(U ′ ⊗ V ′) = (UU ′ ⊗ V V ′) and
(U ⊗ V )T = UT ⊗ V T .
To make calculations with Kronecker product easier, we sometimes employ
the following “matrix-of-matrices” representation. Let R be a ring and let
U (i,j), 0 ≤ i, j ≤ n− 1 be matrices from Mm(R) and U (i,j) = {a(i,j)k,l }0≤k,l≤m−1.
Then the correspondence
{U (i,j)} 7→ {cs,t}0≤s,t≤mn−1, cim+k,jm+l = a(i,j)k,l
is a bijection between Mn(Mm(R)) and Mmn(R). Remark that if U ∈ Mm(R)
and V = {bi,j}0≤i,j≤n−1 ∈Mn(R) then {Ubi,j}0≤i,j≤n−1 7→ U ⊗ V .
Denote n× n matrices
Jn =


1 0 · · · 0
0 0 0
...
. . .
...
0 0 · · · 0

 , J ′n =


1 · · · 1
...
. . .
...
1 · · · 1

 , Pn =


0 0 · · · 0 1
1 0 0 0
0 1 0 0
...
. . .
...
0 0 · · · 1 0

 .
As usual, the n × n identity matrix is denoted by In, and the m × n matrix
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(
In
0
)
is denoted by Im,n (n ≤ m). Finally, we write δji for Kronecker’s delta,
i.e. δji = 1, if i = j, and δ
j
i = 0 otherwise.
1 Completion of group schemes along the zero
section
Let A be a ring. Let C be a pro-nilpotent augmentated A-algebra, i.e. an
A-algebra with augmentation map ε : C → A, ε(a) = a for any a ∈ A, and
decreasing chain of ideals Jk such that Ker ε = J1, and J1/Jk is a nilpotent A-
algebra for any k. If C is complete and Hausdorff in the topology defined by Jk,
one can define the functor Spf C from the category of nilpotent A-algebras to
the category of sets by Spf C(N) = lim−→Hom
∗
A(C/Jk, A⊕N), where Hom∗ is the
set of homomorphisms of augmentated algebras. A functor from the category of
nilpotent A-algebras to the category of sets is called a formal scheme over A, if it
is isomorphic to Spf C for some complete Hausdorff pro-nilpotent augmentated
A-algebra C. Evidently, any formal scheme can be extended to a functor defined
on the category of complete Hausdorff pro-nilpotent augmentated A-algebras.
A continuous homomorphism h : C′ → C of complete Hausdorff pro-nilpotent
augmentated A-algebras defines a morphism Spf h : Spf C → Spf C′ in the
following way: if s ∈ Spf (C)(N), then Spf h(s) = s ◦ h ∈ Spf (C′)(N).
Yoneda lemma for formal group schemes. Let C, C′ be complete Hausdorff
pro-nilpotent augmentated A-algebras, and η : Spf C → Spf C′ be a morphism
of functors. Then there is a unique continuous homomorphism h : C′ → C such
that η = Spf h.
Let H be an A-algebra and J ⊂ H be an ideal in H such that H/J ∼= A
and ∩J k = 0. Then HˆJ = lim←−H/J
k with the augmentation map HˆJ →
HˆJ /J1 and the chain of ideals Jk = Ker(HˆJ → HJ /J k) is a complete Haus-
dorff pro-nilpotent augmentated A-algebra. In this case, the formal A-scheme
Spf HˆJ is called the formal completion of S = Sp H along J and is denoted
by SˆJ . Remark that if k is such that N
k = 0, then Hom∗A(H/J k, A ⊕ N) =
Hom∗A(H, A⊕N). Hence SˆJ (N) can be identified with the subset of S(A⊕N) =
HomA(H, A⊕N) consisting of the homomorphisms which map J in N .
A functor from the category of nilpotent A-algebras to the category of groups
is called a formal group scheme over A if its composition with the forgetful func-
tor is a formal scheme over A. Due to Yoneda Lemma, giving a formal group
scheme structure to a formal scheme Spf C is equivalent to fixing comultiplica-
tion, counit and coinverse in C which satisfy usual group axioms.
Let G be an affine group scheme over A with Hopf algebra H, and J denote
the augmentation ideal in H. Then H/J ∼= A and ∩J k = 0. Thus one can
consider the formal completion GˆJ that we denote just by Gˆ. For a nilpotent
A-algebra N , the comultiplication in H induces a group structure on Gˆ(N)
what converts Gˆ into a formal group scheme. Moreover any morphism η : G→
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G′ of affine group schemes induces a morphism ηˆ : Gˆ → Gˆ′ of their formal
completions.
2 Logarithms of formal group laws and their
types
Let A be a ring. We denote by X and Y the sets of variables x1, . . . , xd and
y1, . . . , yd, respectively. A d-dimensional formal group law over A is a d-tuple of
formal power series F ∈ A[[X,Y ]]d such that
i) F (X, 0) = 0;
ii) F (X,F (Y, Z)) = F (F (X,Y ), Z);
iii) F (X,Y ) = F (Y,X).
Let F and F ′ be d- and d′-dimensional formal group laws over A. A d′-tuple
of formal power series f ∈ A[[X ]]d′ is called a homomorphism from F to F ′, if
f(0) = 0 and f(F (X,Y )) = F ′(f(X), f(Y )). The matrix D ∈ Md′,d(A) such
that f(X) = DX mod deg 2 is called the linear coefficient of f . Formal group
laws are called strongly isomorphic, if there exists an isomorphism between them
whose linear coefficient is the identity matrix.
If G is a smooth affine group scheme over A with Hopf algebra H and aug-
mentation ideal J , then any set of elements x1, ..., xd ∈ J such that x1 +
J 2, ..., xd + J 2 form a free A-basis of J /J 2, gives rise to an isomorphism
between HˆJ and A[[X ]] which provides a formal group scheme structure to
Spf A[[X ]]. The images of x1, ..., xd ∈ A[[X ]] with respect to the comultipli-
cation form a d-tuple of elements of A[[X,Y ]] which is a d-dimensional formal
group law over A. Thus, for example, the element x − 1 of the augmentation
ideal in the Hopf algebra Z[x, x′]/(1 − xx′) of the multiplicative group scheme
Gm over Z, induces the multiplicative formal group law Fm(x, y) = x+ y + xy.
For a morphism η : G → G′ of smooth affine group schemes over A, denote
by C the matrix of the A-module homomorphism from J ′/J ′2 to J /J 2 in the
bases x′1+J ′2, . . . , x′d′+J ′2 and x1+J 2, . . . , xd+J 2. Then the linear coefficient
of the formal group law homomorphism corresponding to ηˆ in the same bases is
CT .
If λ ∈ A[[X ]]d and λ(X) ≡ X mod deg 2, then there exists a unique in-
verse under composition λ−1. In this case, Fλ(X,Y ) = λ
−1(λ(X) + λ(Y )) is
a d-dimensional formal group law over A, and λ ∈ HomA(Fλ, (Fa)dA), where
Fa(x, y) = x+ y is the additive formal group law over Z.
Let λ ∈ A[[X ]]d, λ(X) ≡ X mod deg 2 and λ′ ∈ A[[X ′]]d′ , λ′(X ′) ≡ X ′
mod deg 2, where X ′ is the set of variables x′1, . . . , x
′
d′ . If D ∈ Md′,d(A), then
λ′−1 ◦Dλ ∈ A[[X ]]d′ is a homomorphism from Fλ to Fλ′ .
Proposition 2.1. [Ho2, Theorem 1] For any d-dimensional formal group law F
over Q-algebra A, there exists a unique λ ∈ HomA(F, (Fa)dA) such that λ(X) ≡
X mod deg 2.
Let A be a ring of characteristic 0. Then A = A ⊗Z Q is a Q-algebra.
If F is a formal group law over A, then applying Proposition 2.1 to FA we
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obtain λ ∈ A[[X ]]d which is called the logarithm of F . The logarithm of Fm is
Lm(x) =
∑∞
i=1(−1)i+1xi/i.
Proposition 2.2. [Ho2, Proposition 1.6] Let F and F ′ be d- and d′-dimensional
formal group laws over A with logarithms λ and λ′, respectively, and f ∈
HomA(F, F
′), then f = λ′−1 ◦ Dλ, where D ∈ Md′,d(A) is the linear coeffi-
cient of f .
Let L be a finite unramified extension of Qp with integer ring OL and Frobe-
nius automorphism σ. Denote Ld = L[[X ]] and let N : Ld → Ld be a Qp-algebra
map defined by N(xi) = x
p
i and N(a) = σ(a), where a ∈ L. Let E = OL[[N]]
be a noncommutative Qp-algebra with multiplication rule Na = σ(a)N, a ∈ OL.
Then Ld has a left E-module structure which induces a left Md(E)-module struc-
ture on Ldd.
If u ∈ Md(E), u ≡ pId mod N and λ ∈ Ldd are such that uλ ≡ 0 mod p,
we say that λ is of type u. Clearly, if u ∈ Md(E), u ≡ pId mod N, then
(u−1p)(id) ∈ Ldd is of type u, and ((u−1p)(id)) ≡ X mod deg 2. Remark also
that Lm is of type p− N.
Proposition 2.3. [Ho2, Theorem 2, Proposition 3.3, Theorem 3]
(i) If λ ∈ Ldd is of type u, then λ is the logarithm of a formal group law over
OL.
(ii) For any formal group law F over OL with logarithm λ ∈ Ldd there exists
u ∈Md(E) such that λ is of type u.
(iii) Let F, F ′ be d- and d′-dimensional formal group laws over OL with loga-
rithms λ, λ′ of type u, u′, respectively, and D ∈ Md′,d(OL). Then λ′−1 ◦
Dλ ∈ HomOL(F, F ′) if and only if there exists w ∈ Md′,d(E) such that
u′D = wu.
We will also use the following technical result.
Lemma 2.4. [Ho2, Lemma 2.3] If v ∈ E, λ ∈ L1 is of type u ∈ E and ϕ ∈
OL[[X ]], then v(λ ◦ ϕ) ≡ (vλ) ◦ ϕ mod p.
If λ ∈ Q[[X ]]d and p is a prime, we call a type of λ considered as an element
of Qp[[X ]]d its p-type. To avoid confusion in this case, instead of N and E , we
write Np and Ep.
Let Ξ be a map from the set of prime numbers to Md(Z) such that any
two matrices from its image commute. If p1, . . . , pk are distinct primes and
m =
∏k
i=1 p
ti
i , put Am =
∏k
i=1 Ξ(pi)
ti and λΞ =
∑∞
m=1AmX
m/m ∈ Q[[X ]].
Finally, define FΞ(X,Y ) = λ
−1
Ξ (λΞ(X) + λΞ(Y )).
Proposition 2.5. [Ho2, Theorem 8] λΞ is of p-type pId − Ξ(p)Np ∈ Md(Ep),
and FΞ is a formal group law over Z.
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Proof. For any prime p, we have
(pId − Ξ(p)Np)λΞ = (pId − ApNp)

 ∑
(m,p)=1
∞∑
i=0
AmA
i
p
mpi
Xmp
i


=
∑
(m,p)=1
pAm
m
Xm ≡ 0 mod p.
Thus λΞ is of the required p-type. By Proposition 2.3 (i), FΞ is a formal group
law over Zp. Since it is true for any prime p, it is defined over Z.
3 Universal fixed pairs for group actions on for-
mal group laws
The action of a group G on a formal group law Φ over a ring A is given by
a homomorphism G → AutA(Φ). We denote the image of σ ∈ G under this
homomorphism also by σ. It will never lead to confusion.
Let F be a formal group law over A and f ∈ HomA(F,Φ). A pair (F, f)
is called fixed for (Φ,G) if σ ◦ f = f for any σ ∈ G. Yoneda Lemma implies
that a pair (F, f) is fixed if and only if for any nilpotent A-algebra N , we have
Im f(N) ⊂ Φ(N)G .
A fixed pair (F, f) is called universal if for any fixed pair (F ′, f ′), there
exists a unique g ∈ HomA(F ′, F ) such that f ′ = f ◦ g. Clearly, if (F, f) and
(F˜ , f˜) are universal fixed pairs, then g ∈ HomA(F˜ , F ) satisfying f˜ = f ◦ g is an
isomorphism.
Proposition 3.1. If (F, f) is a fixed pair such that for any nilpotent A-algebra
N the map f(N) : F (N)→ Φ(N)G is bijective, then it is universal.
Proof. We notice that for any nilpotent A-algebra N and any fixed pair (F ′, f ′),
there exists a unique homomorphism g(N) : F ′(N) → F (N) such that f(N) ◦
g(N) = f ′(N), and that g(N) is functorial in N . Then the statement follows
from Yoneda Lemma.
Proposition 3.2. Let G act on formal group laws Φ and Φ′, and ϕ ∈ HomA(Φ,Φ′)
commute with the actions of G. If (F, f) and (F ′, f ′) are universal fixed pairs
for (Φ,G) and (Φ′,G), respectively, then there exists a unique ϕ˜ ∈ HomA(F, F ′)
such that ϕ ◦ f = f ′ ◦ ϕ˜.
Proof. For any σ ∈ G, we have σ ◦ϕ ◦ f = ϕ ◦ σ ◦ f = ϕ ◦ f . Hence, (F, ϕ ◦ f) is
a fixed pair for (Φ′,G). Therefore, there exists a unique ϕ˜ ∈ HomA(F, F ′) such
that ϕ ◦ f = f ′ ◦ ϕ˜.
Let G1,G2 act on Φ and σ1σ2 = σ2σ1 for any σ1 ∈ G1, σ2 ∈ G2. If (F1, f1) is
a universal fixed pair for (Φ,G1) then for any σ2 ∈ G2 we have σ1 ◦ (σ2 ◦ f1) =
σ2◦(σ1◦f1) = σ2◦f1 for any σ1 ∈ G1. Thus there exists a unique σ′2 ∈ AutA(F1)
such that f1 ◦ σ′2 = σ2 ◦ f1. It induces an action of G2 on F1.
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Proposition 3.3. Let G = G1×G2 act on a formal group law Φ. If (F1, f1) is a
universal fixed pair for (Φ,G1) and (F2, f2) is a universal fixed pair for (F1,G2)
with respect to the induced action of G2 on F1, then (F2, f1 ◦ f2) is a universal
fixed pair for (Φ,G).
Proof. Let (F ′, f ′) be a fixed pair for (Φ,G), i.e., σ ◦ f ′ = f ′ for any σ ∈ G. It
implies that (F ′, f ′) is a fixed pair for (Φ,G1) thus giving g1 ∈ HomA(F ′, F1)
such that f ′ = f1◦g1. Then for any σ2 ∈ G2, we have f1◦(σ′2◦g1) = σ2◦f1◦g1 =
σ2 ◦ f ′ = f ′ = f1 ◦ g1 which implies σ′2 ◦ g1 = g1 by universality of (F1, f1). It
gives g2 ∈ HomA(F ′, F2) such that g1 = f2◦g2. Thus (f1◦f2)◦g2 = f1◦g1 = f ′.
The uniqueness of g2 can be easily checked in a similar way.
Let L be a finite unramified extension of Qp with integer ring OL and residue
field k.
Lemma 3.4. Let G′ be a set of matrices over OL with the same number of
columns n such that ∩D′∈G′Ker (D′ ⊗ k) = {0}. Then there exist D′i ∈ G′,
D′i ∈ Mni,n(OL) and Ci ∈ Mn,ni(OL) for 1 ≤ i ≤ m such that
∑m
i=1 CiD
′
i ∈
GLn(OL).
Proof. It is enough to prove that if G is a set of matrices over k with the
same number of columns n such that ∩D∈GKer D = {0}, there exist Di ∈
G, Di ∈ Mni,n(k), 1 ≤ i ≤ m, and Ci ∈ Mn,ni(k), 1 ≤ i ≤ m, such that∑m
i=1 CiDi ∈ GLn(k). Consider a finite set of matrices D1, . . . , Dm ∈ G whose
kernels have zero intersection, and construct a matrix D∗ with the rows of these
matrices. Since ∩mi=1Ker Di = {0}, the rank of D∗ is equal to n. Then there is a
matrix C∗ with n rows such that C∗D∗ = In. The required matrices C1, . . . , Cm
are formed by the corresponding columns of C∗.
Theorem 1. I. Let G∗ ⊂Mr(OL). The following conditions are equivalent
(i) rkOL ∩D∈G∗ Ker D = dimk ∩D∈G∗Ker (D ⊗ k);
(ii) If x ∈ OrL is such that for any D ∈ G∗ there is yD ∈ OrL satisfying Dx = pyD,
then there exists x′ ∈ OrL such that Dx′ = yD for any D ∈ G∗;
(iii) There exist 0 ≤ e ≤ r and Q ∈ GLr(OL) such that for any D ∈ G∗
Q−1DQ =
(
0 Dˆ
0 D˜
)
, Dˆ ∈Me,r−e(OL), D˜ ∈Mr−e(OL),
and there are Di ∈ G∗, Cˆi ∈Mr−e,e(OL) and C˜i ∈Mr−e(OL), 1 ≤ i ≤ m, such
that
∑m
i=1 CˆiDˆi + C˜iD˜i ∈ GLr−e(OL).
II. Let Φ be an r-dimensional formal group law over OL with logarithm Λ.
Let a group G act on Φ and G∗ = {D ∈ Mr(OL) : Λ−1 ◦ (D + Ir)Λ ∈ G}.
If G∗ satisfies one of the above equivalent conditions then (Φ,G) has a univer-
sal fixed pair. Moreover, if Λ is of type v, then a universal fixed pair (F, f)
can be taken in such a way that the linear coefficient of f is QIr,e, and the log-
arithm of F is of type u, where u is the upper-left e×e-submatrix of v˜ = Q−1vQ.
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Proof. I. Remark that ∩D∈G∗Ker D is a p-divisible OL-module. Since the re-
duction of ∩D∈G∗Ker D is a subspace of ∩D∈G∗Ker (D ⊗ k), condition (i) is
equivalent to the fact that they coincide. Obviously, the latter is equivalent to
condition (ii).
Now suppose that for any D ∈ G∗(
0 Dˆ
0 D˜
)(
xˆ
x˜
)
=
(
pyˆD
py˜D
)
, xˆ, yˆD ∈ OeL, x˜, y˜D ∈ Or−eL .
Then Dˆx˜ = pyˆD, D˜x˜ = py˜D and for C˜i, Cˆi provided by condition (iii) we have
(
∑m
i=1 CˆiDˆi + C˜iD˜i)x˜ = p
∑m
i=1 CˆiyˆDi + C˜iy˜Di which implies that x˜ = px˜
′ for
some x˜′ ∈ Or−eL . It gives for any D ∈ G∗(
0 Dˆ
0 D˜
)(
0
x˜′
)
=
(
yˆD
y˜D
)
as required.
For the reverse implication, take e = rkOL ∩D∈G∗ Ker D and let Q be the
transition matrix from a basis of OrL with first e vectors from ∩D∈G∗Ker D to
the standard basis. Then for any D ∈ G∗, we have
Q−1DQ =
(
0 Dˆ
0 D˜
)
, Dˆ ∈Me,r−e(OL), D˜ ∈Mr−e(OL).
Denote G′ = {D˜ ∈ Mr−e(OL) : D ∈ G∗} ∪ {Dˆ ∈Me,r−e(OL) : D ∈ G∗}.
If x˜ ∈ kr−e and x˜ ∈ ∩D′∈G′Ker (D′ ⊗ k) then for any D ∈ G∗(
0 Dˆ
0 D˜
)(
0
x˜
)
=
(
0
0
)
which implies that
x = Q
(
0
x˜
)
∈ ∩D∈G∗Ker (D ⊗ k) .
Then x is the reduction of an element from ∩D∈G∗Ker D by condition (i). It
gives x˜ = 0, i.e., ∩D′∈G′Ker (D′ ⊗ k) = {0}. It remains to apply Lemma 3.4.
II. If ϕ(X) = QX ∈ Lrr then Λ˜ = ϕ−1 ◦ Λ ◦ ϕ is of type v˜. By Propo-
sition 2.3 (i), Λ˜ is the logarithm of a formal group law Φ˜ over OL, and ϕ ∈
HomOL(Φ˜,Φ). Furthermore, ϕ
−1 ◦ σ ◦ϕ ∈ AutOLΦ˜ for any σ ∈ G which defines
an action of G on Φ˜. If D+ Ir is the linear coefficient of σ, then the linear coef-
ficient of ϕ−1 ◦ σ ◦ ϕ is equal to (Q−1DQ + Ir). Therefore Proposition 2.3 (iii)
implies the existence of w ∈ Mr(E) such that v˜Q−1DQ = wv˜. For 1 ≤ i ≤ m,
let wi correspond to Di and
v˜ =
(
u ∗
u˜ ∗
)
, wi =
(
zˆi wˆi
z˜i w˜i
)
,
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where u, zˆi ∈Me(E), u˜, z˜i ∈Mr−e,e(E), wˆi ∈Me,r−e(E), w˜i ∈ Mr−e(E). Then
m∑
i=1
(
Cˆi C˜i
)
wiv˜ =
m∑
i=1
(
Cˆi C˜i
)(zˆi wˆi
z˜i w˜i
)(
u ∗
u˜ ∗
)
=
m∑
i=1
(
Cˆi C˜i
)(u ∗
u˜ ∗
)(
0 Dˆi
0 D˜i
)
=
(
0 ∗) .
It gives
∑m
i=1(Cˆizˆi+ C˜iz˜i)u+
∑m
i=1(Cˆiwˆi+ C˜iw˜i)u˜ = 0. Since wˆi ≡ Dˆi mod N
and w˜i ≡ D˜i mod N, we obtain that
∑m
i=1 Cˆiwˆi+C˜iw˜i ∈ Mr−e(E) is invertible,
and hence, u˜ = zu for some z ∈Mr−e,e(E).
Let λ ∈ Lee be of type u and λ(X) ≡ X mod deg 2. Then by Proposition 2.3
(i), λ is the logarithm of a formal group law F over OL. Since
v˜Ir,e =
(
u
u˜
)
=
(
Ie
z
)
u,
Proposition 2.3 (iii) implies that f˜ = Λ˜−1 ◦ Ir,eλ ∈ HomOL(F, Φ˜). Moreover,
(Q−1DQ+ Ir)Ir,e = Ir,e for any D ∈ G∗, and hence, by Proposition 2.2, we get
(ϕ−1 ◦ σ ◦ ϕ) ◦ f˜ = f˜ for any σ ∈ G. Thus (F, f˜) is a fixed pair for (Φ˜,G).
Now let (F ′, f ′) be another fixed pair for (Φ˜,G) and the linear coefficient of
f ′ be
Z =
(
Z˜
Zˆ
)
∈ Mr,e′(OL), where Z˜ ∈ Me,e′(OL), Zˆ ∈Mr−e,e′(OL).
Then (Q−1DQ + Ir)Z = Z, and therefore, DˆiZˆ = 0 and D˜iZˆ = 0, 1 ≤ i ≤ m.
Since
∑m
i=1 CˆiDˆi + C˜iD˜i is invertible, Zˆ = 0, and hence, Z = Ir,eZ˜. According
to Proposition 2.3 (ii), there exists u′ ∈Me′ (E) such that the logarithm λ′ of F ′
is of type u′. By Proposition 2.3 (iii), we have v˜Z = w′u′ for some
w′ =
(
w˜′
∗
)
∈Mr,e′(E), where w˜′ ∈ Me,e′(E).
Then uZ˜ = w˜′u′, and Proposition 2.3 (iii) implies that g = λ−1 ◦ Z˜λ′ ∈
HomOL(F
′, F ). Besides, by Proposition 2.2, we have f ′ = f˜ ◦ g.
If g′ ∈ HomOL(F ′, F ) is such that f ′ = f˜ ◦ g′, and Z ′ ∈ Me,e′(OL) is the
linear coefficient of g′, then Ir,eZ
′ = Z = Ir,eZ˜, and hence, Z
′ = Z˜. Then
Proposition 2.2 implies that g′ = g, and thus (F, f˜ ) is a universal fixed pair for
(Φ˜,G).
Finally, let f = ϕ ◦ f˜ . Then f ∈ HomOL(F,Φ), the linear coefficient of f is
QIr,e, and (F, f) is a universal fixed pair for (Φ,G).
Proposition 3.5. Let Φ be a formal group law over Z provided with an action
of a group G, and for any prime p, the logarithm of Φ be of p-type vp. If there
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exist Q ∈ GLr(Z) and a formal group law F over Z such that for any prime p,
Q satisfies condition (iii) of Theorem 1,I for L = Qp, and the logarithm of F is
of p-type up, where up is the upper-left e × e-submatrix of Q−1vpQ, then there
exists f ∈ HomZ(F,Φ) such that the linear coefficient of f is equal to QIr,e and
(F, f) is a universal fixed pair for (Φ,G).
Proof. By Theorem 1 for any prime p, there exists a universal fixed pair (Fp, fp)
for (Φ,G) such that the logarithm λp of Fp is of type up, and the linear coefficient
of fp is QIr,e. Proposition 2.3 (iii) implies that vpQIr,e = wpup for some wp ∈
Mr,e(Ep), and then f = Λ−1 ◦QIr,eλ ∈ HomZp(F,Φ), where Λ and λ denote the
logarithms of Φ and F , respectively. Since it is true for any prime p, we have
f ∈ HomZ(F,Φ). Moreover by Proposition 2.2, we get f = fp ◦ (λ−1p ◦ λ), and
hence, σ ◦ f = σ ◦ fp ◦ (λ−1p ◦ λ) = f for any σ ∈ G. Thus (F, f) is a fixed pair
for (Φ,G).
Let (F ′, f ′) be another fixed pair for (Φ,G). For every prime p, there exists
gp ∈ HomZp(F ′, Fp) such that f ′ = fp ◦ gp. Denote the linear coefficients of f ′
and gp by Z ∈Mr,e′(Z) and Zp ∈ Me,e′(Zp), respectively, and let
Q−1Z =
(
Z˜
Zˆ
)
∈ Mr,e′(Z), where Z˜ ∈Me,e′ (Z), Zˆ ∈Mr−e,e′(Z).
Then Z = QIr,eZp implies Zˆ = 0 and Z˜ = Zp, in particular, the entries of
Zp are in Z. According to Proposition 2.3 (ii), for every prime p, there exists
u′p ∈Me′(Ep) such that the logarithm λ′ of F ′ is of type u′p. By Proposition 2.3
(iii), we have upZ˜ = w
′
pu
′
p for some w
′
p ∈ Me,e′ (Ep), and then g = λ−1 ◦ Z˜λ′ ∈
HomZp(F
′, F ). Since it is true for any prime p, we get g ∈ HomZ(F ′, F ).
Besides, by Proposition 2.2, we have f ′ = f ◦ g.
If g′ ∈ HomZ(F ′, F ) is such that f ′ = f ◦ g′, and Z ′ ∈ Me,e′(Z) is the
linear coefficient of g′, then QIr,eZ
′ = Z = QIr,eZ˜, and hence, Z
′ = Z˜. Then
Proposition 2.2 implies that g′ = g, and thus (F, f) is a universal fixed pair for
(Φ,G).
4 Weil restriction for formal group laws
Let A be a ring, B be an A-algebra which is a free A-module of finite rank
with basis e0, . . . , en−1 that we fix throughout this section. For a positive
integer d, denote Bd = B[[x1, . . . , xd]]. Define the Weil restriction functor
RB/A(Spf Bd) from the category of nilpotent A-algebras to the category of sets
by RB/A(Spf Bd)(N) = Spf Bd(N ⊗A B). Denote Ad = A[[z1, . . . , znd]]. For
any nilpotent A-algebra N , the map
ρd(N) : Spf Ad(N)→RB/A(Spf Bd)(N)
defined by
(
ρd(N)(s)
)
(xl) =
∑n−1
j=0 s(zjd+l) ⊗ ej, 1 ≤ l ≤ d, is a bijection.
Therefore, it gives an isomorphism ρd : Spf Ad → RB/A(Spf Bd) that depends
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on the fixed basis. It implies, in particular, that RB/A(Spf Bd) is a formal
scheme over A. Let f : Bd′ → Bd be a continuous homomorphism of B-algebras.
Denote by RB/A(f) : Ad′ → Ad the unique continuous homomorphism of A-
algebras such that
n−1∑
j=0
RB/A(f)jd′+l(z1, . . . , znd)ej = fl
(
n−1∑
i=0
zid+1ei, . . . ,
n−1∑
i=0
zid+dei
)
∈ B ⊗Ad
for any 1 ≤ l ≤ d′, where fm ∈ Bd and RB/A(f)m ∈ Ad are the images of zm
with respect to f and RB/A(f), respectively. Certainly, RB/A(f) also depends
on the chosen basis.
Proposition 4.1.
(Spf f)(ρd) = ρd′(Spf RB/A(f)).
Proof. Let N be a nilpotent A-algebra and s ∈ HomA(Ad, N). Then(
(Spf f)
(
ρd(N)(s)
))
(xl) =
(
ρd(N)(s)
)
(f(xl))
= fl
(
ρd(N)(s)(x1), . . . , ρd(N)(s)(xd)
)
= fl
(
n−1∑
i=0
s(zid+1)⊗ ei, . . . ,
n−1∑
i=0
s(zid+d)⊗ ei
)
.
for any 1 ≤ l ≤ d′. On the other hand,
(
ρd′(N)
(
(Spf RB/A(f))(s)
))
(xl) =
n−1∑
j=0
(
(Spf RB/A(f))(s)
)
(zjd′+l)⊗ ej
=
n−1∑
j=0
s
(
RB/A(f)(zjd′+l)
)
⊗ ej =
n−1∑
j=0
RB/A(f)jd′+l
(
s(z1), . . . , s(znd)
)
ej .
Let F be a d-dimensional formal group law over B. Then F provides a
formal group scheme structure to Spf Bd, and hence, also to RB/A(Spf Bd).
Further, ρd allows to define a formal group scheme structure on Spf Ad, which
gives an nd-dimensional formal group law depending on the chosen basis. We
denote this formal group law by RB/A(F ).
Proposition 4.2. If F and F ′ are formal group laws over B, and f ∈ HomB(F, F ′),
then RB/A(f) ∈ HomA(RB/A(F ),RB/A(F ′)).
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Proof. Denote by d, d′ the dimensions of F, F ′, respectively. Let N be a nilpo-
tent A-algebra and s1, s2 ∈ HomA(Ad, N). Then Proposition 4.1 yields
ρd′(N)
(
RB/A(f)
(RB/A(F )(s1, s2))) = f(F (ρd(N)(s1), ρd(N)(s2)))
= F ′
(
f
(
ρd(N)(s1)
)
, f
(
ρd(N)(s2)
))
= ρd′(N)
(
RB/A(F ′)
(RB/A(f)(s1),RB/A(f)(s2))).
Suppose that A is of characteristic 0. Then A = A⊗ZQ and B = B⊗ZQ are
Q-algebras, and B is an A-algebra of rank n. We consider B as a free A-module
with the same fixed basis e0, . . . , en−1. Denote by λ the logarithm of F .
Proposition 4.3. RB/A(λ) is the logarithm of RB/A(F ).
Proof. Denote Bd = B[[x1, ..., xd]] and Ad = A[[z1, ..., znd]]. Let ρ∗d : Spf Ad →
RB/A(Spf Bd) be defined similarly to ρd. Since B = A ⊗A B, the formal
group schemes RB/A(Spf Bd) and RB/A(Spf Bd)A coincide as well as the maps
ρ∗d and (ρd)A. Hence, RB/A(FB) = RB/A(F )A. Besides, it is clear that
RB/A((Fa)dB) = (Fa)ndA . According to Proposition 4.2, we get RB/A(λ) ∈
HomA(RB/A(F )A, (Fa)ndA ). By definition ofRB/A, we have
∑n−1
j=1 RB/A(λ)jd+lej ≡∑n−1
i=1 zid+lei mod deg 2. Hence,RB/A(λ)jd+l ≡ zjd+l mod deg 2. ThusRB/A(λ)
is the logarithm of RB/A(F ).
The next proposition shows a relation between two Weil restrictions of the
same formal group law defined with the aid of two distinct bases.
Proposition 4.4. Let e0, . . . , en−1 and e
′
0, . . . , e
′
n−1 be two free A-bases of
B and F be a formal group law over B. If ρd : Spf Ad → RB/A(Spf Bd)
and ρ′d : Spf A
′
d → RB/A(Spf Bd) are the corresponding maps, RB/A(F ) and
R′B/A(F ) are the corresponding formal group laws over A, then there exists
f ∈ HomA(R′B/A(F ),RB/A(F )) with linear coefficient Id ⊗W , where W is the
transition matrix from e′0, . . . , e
′
n−1 to e0, . . . , en−1.
Proof. Suppose that W = {wi,j}0≤i,j≤n−1 ∈ GLn(A), i.e., e′j =
∑n−1
j=0 wi,jei.
Define the continuous homomorphism g : Ad → A′d as follows: g(zid+l) =∑n−1
j=0 wi,jz
′
jd+l. Let N be a nilpotent A-algebra and s ∈ HomA(A′d, N). Then
ρd(N)(Spf g(s))(xl) =
n−1∑
i=0
s(g(zid+l))⊗ ei =
n−1∑
i=0
n−1∑
j=0
wi,js(z
′
jd+l)⊗ ei.
On the other hand
ρ′d(N)(s)(xl) =
n−1∑
j=0
s(z′jd+l)⊗ e′j =
n−1∑
j=0
n−1∑
i=0
s(z′jd+l)⊗ wi,jei.
Thus ρd ◦ (Spf g) = ρ′d and therefore Spf g induces a homomorphism from
R′B/A(F ) to RB/A(F ) whose linear coefficient is equal to Id ⊗W .
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5 Galois action on the Weil restriction of split
tori
Let A be a ring, B be an A-algebra which is a free A-module of finite rank. Let
S be a smooth separated scheme over B of finite type. Define Weil restriction
functor RB/A(S) from the category of A-algebras to the category of sets by
RB/A(S)(R) = S(R⊗A B).
Proposition 5.1. [BLR, Section 7.6, Theorem 4, Proposition 5] The functor
RB/A(S) is a separated smooth scheme over A.
If G is a group scheme over A such that its underlying scheme S is smooth,
separated and of finite type, then RB/A(S)(R) is a group, which defines a group
scheme denoted by RB/A(G).
Let K/L be a finite Galois extension of fields, and T be a torus over L
represented by the Hopf algebra H . It is easy to see that if a field K ′ splits
T , then KK ′ splits RK/L(TK), and in particular, the latter scheme is a torus.
Define a right action of Gal(K/L) on RK/L(TK) as follows: if σ ∈ Gal(K/L),
R is an L-algebra and s ∈ RK/L(TK)(R) = HomK(H ⊗L K,R ⊗L K), then
sσ = σˆ−1 ◦ s ◦ σ˜, where σ˜ : H ⊗LK → H ⊗LK and σˆ : R⊗LK → R⊗LK are
induced by σ. For every L-algebra R, the map
Ω(R) : T (R)→RK/L(TK)(R)
defined by Ω(R)(g)(a ⊗ v) = g(a)(1 ⊗ v), a ∈ H , v ∈ K, is a homomorphism.
Hence, it gives a morphism Ω : T →RK/L(TK).
Suppose that L is a local or global field and denote its ring of integers by
OL. Let S be a smooth separated scheme over L. A smooth separated scheme
Y over OL is called a Ne´ron model of S, if it is a model of S, i.e. YL = S,
and satisfies the following universal property: for any smooth scheme Z over
OL and any L-morphism g : ZL → YL = S there exists a unique OL-morphism
h : Z → Y such that hL = g (see [BLR], Section 1.2, Definition 1). Evidently,
if a scheme S admits a Ne´ron model, then it is unique up to isomorphism.
Proposition 5.2. [BLR, Section 1.2, Proposition 6] Let G be a smooth sepa-
rated group scheme over L such that its underlying scheme S admits a Ne´ron
model Y over OL. Then Y admits a unique group scheme structure which in-
duces the original group scheme structure on YL = S.
Proposition 5.3. [BLR, Section 10.1, Proposition 6] Any torus over L admits
a Ne´ron model over OL.
By the above Proposition, the schemes T and RK/L(TK) admit Ne´ron mod-
els which we denote by T and U , respectively. Due to the universal property of
Ne´ron models, the right action of Gal(K/L) on RK/L(TK) can be extended to
the right action on U , and Ω can be extended to the morphism ω : T → U .
Let S be a separated scheme over a ring A provided with an action of a finite
group G. Define the functor SG of fixed points by SG(R) = S(R)G .
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Proposition 5.4. [Ed, Proposition 3.1] The functor SG is represented by a
closed subscheme of S.
Proposition 5.5. [Ed, Theorem 4.2] If K/L is tamely ramified, then ω : T → U
is a closed immersion which induces an isomorphism T → UGal(K/L).
For a group scheme G, we denote by G0 the connected component of the
unit in G.
The scheme U0 is invariant with respect to the right action of Gal(K/L) on
U , so we obtain an action on U .
Proposition 5.6. The natural morphism ((U0)Gal(K/L))0 → (UGal(K/L))0 is an
isomorphism.
Proof. We describe how to construct the inverse morphism. There is a natural
morphism from (UGal(K/L))0 to U0, and its image is a subscheme invariant with
respect to the action of Gal(K/L). That gives a morphism from (UGal(K/L))0 to
(U0)Gal(K/L), and the image of this morphism is a connected subscheme. Thus
we obtain a morphism from (UGal(K/L))0 to ((U0)Gal(K/L))0.
Let OK denote the ring of integers of K.
Proposition 5.7. [NX, Lemma 3.1] There exists a natural isomorphism from
ROK/OL((Gm)dOK ) to the connected component of the unit in the Ne´ron model
for RK/L((Gm)dK).
Suppose that T is split over K, and its dimension is d. Denote by X the
group of group-like elements in H ⊗L K. Then X is a free Z-module of rank
d. We fix a free Z-basis x1, . . . , xd in X , and denote by X the set of variables
x1, . . . , xd. Then X is identified with Zd, H ⊗L K is identified with the Hopf
algebra K[X,X−1], TK is identified with (Gm)dK , U is identified with the Ne´ron
model for RK/L((Gm)dK), and according to Proposition 5.7, U0 is identified
with ROK/OL((Gm)dOK ). Moreover we obtain a right action of Gal(K/L) on
ROK/OL((Gm)dOK ). If σ ∈ Gal(K/L), R is an OL-algebra and
s ∈ ROK/OL((Gm)dOK )(R) = HomOK (OK [X,X−1], R⊗OL OK)
then sσ = σˆ′
−1 ◦ s ◦ σ˜′, where σ˜′ is the restriction of σ˜ to OK [X,X−1], and σˆ′
is induced by σ.
Let T ′ be another torus over L split over K with Hopf algebra H ′ and
η : T → T ′ be a morphism. Denote by T ′ and U ′ the Ne´ron models for T ′ and
RK/L(T ′K). Then η induces a morphism U0 → U ′0 which commutes with the
actions of Gal(K/L) on U0 and U ′0. If a Z-basis x′1, . . . , x′d′ in the group X ′ of
group-like elements in H ′ ⊗L K is fixed, then η induces a morphism
η˜ : ROK/OL((Gm)dOK )→ ROK/OL((Gm)d
′
OK )
which also commutes with the actions of Gal(K/L).
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Suppose that η corresponds to the homomorphism X ′ → X given by the ma-
trix C = {ck,l}1≤k≤d;1≤l≤d′ ∈ Md,d′(Z) in the bases x′1, . . . , x′d′ and x1, . . . , xd.
If R is an OL-algebra and
s ∈ ROK/OL((Gm)dOK )(R) = HomOK (OK [X,X−1], R⊗OL OK),
then η˜(R)(s)(x′l) =
∑d
k=1 ck,ls(xk).
6 Main construction
We keep the notations of the previous section. Suppose that the characteristic
of L is equal to 0. Denote the degree of K/L by n and fix a free OL-basis
e0, . . . , en−1 of OK such that e0 = 1. Further, denote
H = OL[zj,l, z′l] 0≤j≤n−1
1≤l≤d
/

1− z′lNOK/OL

 ∑
0≤j≤n−1
zj,lej



 ,
where NOK/OL is the norm map from OK to OL. For any OL-algebra R, the
map
ν(R) : Sp H(R)→ROK/OL(Sp OK [X,X−1])(R)
defined by ν(R)(s)(xl) =
∑n−1
m=0 s(zm,l)⊗em, 1 ≤ l ≤ d, is a bijection. Therefore,
it gives an isomorphism ν : Sp H → ROK/OL((Gm)dOK ) which allows to define
the group scheme structure on Sp H.
The augmentation ideal J of the Hopf algebraH is generated by the elements
z1, . . . , znd, where zl = z0,l − 1, zjd+l = zj,l, for 1 ≤ l ≤ d, 0 < j ≤ n − 1.
Further, z1+J 2, . . . , znd+J 2 form a free OL-basis of J /J 2. Thus the elements
z1, . . . , znd provide a coordinate system on Ŝp H = Spf HˆJ and give rise to an
nd-dimensional formal group law Φ with logarithm Λ.
Proposition 6.1. Φ = ROK/OL((Fm)dOK ).
Proof. Let N be a nilpotent OL-algebra. Denote N ′ = N ⊗OL OK . The set
Ŝp H(N) is the subset of Sp H(OL ⊕ N) which consists of the elements s ∈
HomOL(H,OL ⊕N) such that s(z0,l)− 1, s(zj,l) ∈ N , 1 ≤ l ≤ d, 0 < j ≤ n− 1.
On the other hand, the setROK/OL((Fm)dOK )(N) = (Fm)dOK (N ′) is the subset of
(Gm)dOK (OK⊕N ′) which consists of the elements s′ ∈ HomOK (OK [X,X−1],OK⊕
N ′) such that s′(xl)−1 ∈ N ′, 1 ≤ l ≤ d. Hence, ν(OL⊕N) provides a bijection
from Ŝp H(N) to (Fm)dOK (N ′). Moreover, we have HˆJ = Ad and ν(OL ⊕ N)
restricted to Ŝp H(N) coincides with ρd(N). The formal group laws Φ and
ROK/OL((Fm)dOK ) come from the group structure on (Fm)dOK (N ′) with the aid
of the bijections ν(OL ⊕N) and ρd(N), respectively. Hence, they coincide.
Corollary. For any 1 ≤ l ≤ d,
n−1∑
j=0
Λjd+l(z1, . . . , znd)ej = Lm
(
n−1∑
i=0
zid+lei
)
∈ K[[z1, . . . , znd]].
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Proof. It follows from Propositions 4.3 and 6.1.
Let H′, ν′, J ′, Φ′ be defined for the torus T ′ similar to H, ν, J , Φ. The
morphism η : T → T ′ induces a homomorphism Φ → Φ′ which corresponds to
the morphism ν′−1◦η˜◦ν : Sp H → Sp H′ in the bases z1, . . . , znd and z′1, . . . , z′nd′ .
Proposition 6.2. The linear coefficient of the homomorphism Φ → Φ′ of for-
mal group laws induced by η is CT ⊗ In.
Proof. Let R be a OL-algebra and s ∈ HomOL(H, R). Then
(η˜ ◦ ν)(R)(s)(x′l) =
d∑
k=1
ck,lν(R)(s)(xk) =
n−1∑
m=0
d∑
k=1
ck,ls(zm,k)⊗ em.
On the other hand,
(η˜◦ν)(R)(s)(x′l) = (ν′◦ν′−1◦η˜◦ν)(R)(s)(x′l) =
n−1∑
m=0
(ν′
−1◦η˜◦ν)(R)(s)(z′m,l)⊗em.
Therefore (ν′
−1 ◦ η˜ ◦ ν)(z′m,l) =
∑d
k=1 ck,lzm,k. Hence, the homomorphism
J ′/J ′2 → J /J 2 induced by ν′−1 ◦ η˜ ◦ ν maps z′md′+l to
∑d
k=1 ck,lzmd+k, i.e.,
the matrix of this homomorphism in the bases z′1, . . . , z
′
nd′ and z1, . . . , znd is
C ⊗ In.
The isomorphism ν allows to define a right action of Gal(K/L) on Sp H,
and hence, an action on H and on J /J 2. In the basis z1, . . . , znd, the action
on J /J 2 gives the representation θ : Gal(K/L)→ GLnd(OL).
The group X is invariant with respect to the action of the group Gal(K/L)
on H ⊗L K which is defined by the intrinsic action on K. Thus in the basis
x1, . . . , xd, it provides the representation χ : Gal(K/L)→ GLd(Z).
There is a unique action of Gal(K/L) on O˜K := HomOL(OK ,OL) such
that σa˜(σa) = a˜(a) for any a ∈ OK , a˜ ∈ O˜K , σ ∈ Gal(K/L). The elements
e˜0, . . . , e˜n−1 defined by e˜j(ei) = δ
j
i form a free OL-basis of O˜K which gives the
representation ψ : Gal(K/L)→ GLn(OL).
Theorem 2. θ(σ) = χ(σ)⊗ ψ(σ) for any σ ∈ Gal(K/L).
Proof. Suppose that χ(σ) = {ak,l}1≤k,l≤d, ψ(σ) = {bi,j}0≤i,j≤n−1. Let R be an
OL-algebra and s ∈ HomOL(H, R). Then
ν(R)(s) ∈ HomOK (OK [X,X−1], R⊗OL OK).
Besides, we have the natural mapping O˜K ×R⊗OL OK → R. Then
e˜j(−1 + ((ν(R)(s))σ)(xl)) = σe˜j(−1 + (ν(R)(s))(σ˜xl))
=
n−1∑
i=0
bi,j e˜i
(
−1 + (ν(R)(s))
(
d∏
k=1
x
ak,l
k
))
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=n−1∑
i=0
bi,j e˜i
(
−1 +
d∏
k=1
(
1 +
n−1∑
m=0
s(zmd+k)⊗ em
)ak,l)
≡
n−1∑
i=0
bi,j e˜i
(
d∑
k=1
ak,l
n−1∑
m=0
s(zmd+k)⊗ em
)
=
n−1∑
i=0
d∑
k=1
bi,jak,ls(zid+k) mod s(J 2).
On the other hand,
e˜j(−1 + (ν(R)(sσ))(xl)) = e˜j
(
n−1∑
m=0
(sσ)(zmd+l)⊗ em
)
= (sσ)(zjd+l).
Thus σ(zjd+l) =
∑n−1
i=0
∑d
k=1 bi,jak,lzid+k.
Corollary. The OL-linear map Θ : O˜K ⊗OL (X ⊗Z OL) → J /J 2 defined by
Θ(e˜j ⊗ xl) = zjd+l, is Gal(K/L)-equivariant.
The right action of Gal(K/L) on Sp H induces a right action on Φ which
is in fact an action of the opposite group Gal(K/L)◦ on Φ. Clearly, the linear
coefficient of the endomorphism σ ∈ Gal(K/L)◦ of Φ is θ(σ)T .
Theorem 3. If K/L is tamely ramified, then there exists a universal fixed pair
(F, f) for (Φ,Gal(K/L)◦) such that F represents Tˆ .
Proof. According to Proposition 5.5, the restriction of ω to T0 is an isomor-
phism from T0 to (UGal(K/L))0. Proposition 5.6 implies that T0 is isomorphic
to ((U0)Gal(K/L))0. Since U0 is identified with ROK/OL((Gm)dOK ), and ν is an
isomorphism, we obtain that T0 is isomorphic to ((Sp H)Gal(K/L))0. There-
fore Tˆ is isomorphic to ̂(Sp H)Gal(K/L). Moreover, (Sp H)Gal(K/L) is repre-
sented by the algebra H/I, where I is the ideal generated by elements a− σa,
a ∈ H, σ ∈ Gal(K/L). Consider a formal group law F which represents
̂(Sp H)Gal(K/L). The morphism ι : (Sp H)Gal(K/L) → (Sp H) induces a homo-
morphism f = ιˆ : F → Φ. Evidently, (F, f) is a fixed pair for (Φ,Gal(K/L)◦).
For any nilpotent OL-algebra N , ̂(Sp H)Gal(K/L)(N) = Hom∗A(H/I, A ⊕ N)
consists of elements s ∈ Hom∗A(H, A⊕N) such that sa− σa = 0 for any a ∈ H,
σ ∈ Gal(K/L), and hence, it coincides with Ŝp H(N)Gal(K/L). Therefore the
map f(N) : ̂(Sp H)Gal(K/L)(N)→ Ŝp H(N)Gal(K/L) is bijective, and by Propo-
sition 3.1, (F, f) is a universal fixed pair for (Φ,Gal(K/L)◦).
7 Tori split over a tamely ramified abelian ex-
tension of Qp
We keep the notations of Section 6. Suppose that L = Qp, and K/Qp is a
tamely ramified abelian extension. In this case K = K1K2, where K1/Qp is an
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unramified extension of degree n1, and K2/Qp is a totally ramified extension
of degree n2, n = n1n2. Then K1 = Qp(ξ), where ξ is a primitive (pn1 − 1)-th
root of unity; K2 = Qp(pi), where pin2 = pε, ε ∈ Z∗p and n2 | p− 1. The group
Gal(K/K2) is isomorphic to Gal(K1/Qp) ∼= Z/n1Z. Take σ1 ∈ Gal(K/K2)
such that σ1|K1 is the Frobenius automorphism. Then σ1 generates Gal(K/K2).
The inertia subgroup Gal(K/K1) of Gal(K/Qp) is isomorphic to Gal(K2/Qp) ∼=
Z/n2Z. Let ζ be a primitive n2-th root of unity. Take σ2 ∈ Gal(K/K1) such that
σ2(pi) = ζpi. Then σ2 generates Gal(K/K1). Consider the following Zp-basis of
OK : ein2+j = pijξp
i
, 0 ≤ i ≤ n1 − 1, 0 ≤ j ≤ n2 − 1.
If κ ∈ K[[y1, . . . , ym]] then there exist unique κ(j) ∈ K1[[y1, . . . , ym]], 0 ≤
j ≤ n2 − 1, such that κ =
∑n2−1
j=0 κ
(j)pij .
Lemma 7.1. [De, Proposition 1.7, Proposition 1.8] Let λ =
∑∞
i=1 ciy
i ∈
K[[y]] be such that pkcrpk ∈ OK for any non-negative integers r, k. If ϕ ∈
OK [[y1, . . . , ym]], then
(i) (λ ◦ ϕ)(0) ≡ λ(0) ◦ ϕ(0) mod p;
(ii) (λ ◦ ϕ)(j) ≡ λ(j) ◦ ϕ(0) mod OK for 0 < j ≤ n2 − 1.
Proposition 7.2. Λ is of type v = pInd − Id ⊗ Jn2 ⊗ Pn1N.
Proof. For any 1 ≤ l ≤ d, consider
ϕl =
n1−1∑
i=0
n2−1∑
j=0
z(in2+j)d+lein2+j ∈ OK [[zl, zd+l, . . . , z(n−1)d+l]].
By Corollary from Proposition 6.1, we have
n2−1∑
j=0
n1−1∑
i=0
Λ(in2+j)d+lein2+j = Lm ◦ ϕl
which implies
∑n1−1
i=0 Λ(in2+j)d+lξ
pi = (Lm ◦ ϕl)(j) for any 0 ≤ j ≤ n2 − 1.
If j 6= 0, then by Lemma 7.1
n1−1∑
i=0
Λ(in2+j)d+lξ
pi ≡ L(j)m ◦ ϕ(0)l = 0 mod OK ,
whence pΛ(in2+j)d+l ≡ 0 mod p.
If j = 0, then Lemma 7.1 implies Λin2d+lξ
pi ≡ Lm ◦ ϕ(0)l mod p.
We consider the action of N on K1[[z1, . . . , znd]] introduced in Section 2.
Then applying Lemma 2.4 we get
(p−N)
n1−1∑
i=0
Λin2d+lξ
pi ≡ (p−N)(Lm ◦ ϕ(0)l ) ≡ ((p− N)Lm) ◦ ϕ(0)l ≡ 0 mod p.
Therefore
p
n1−1∑
i=0
Λin2d+lξ
pi ≡
n1−1∑
i=0
(NΛin2d+l)ξ
pi+1 mod p.
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Hence pΛin2d+l − NΛ(i−1)n2d+l ≡ 0 mod p for 1 ≤ i ≤ n1 − 1 and pΛl −
NΛ(n1−1)n2d+l ≡ 0 mod p.
Thus pΛ ≡WNΛ mod p andW = {wα,β}1≤α,β≤nd where win2+l,(i−1)n2d+l =
1 for 1 ≤ i ≤ n1 − 1, 1 ≤ l ≤ d and wl,(n1−1)n2d+l = 1 for 1 ≤ l ≤ d, the other
entries being equal to 0. Therefore W = Id ⊗ Jn2 ⊗ Pn1 as required.
For 0 ≤ i ≤ n1 − 2, 0 ≤ j ≤ n2 − 1, we have σ1(ein2+j) = e(i+1)n2+j ,
σ1(e(n1−1)n2+j) = ej , i.e., in the basis e0, . . . , en−1 the automorphism σ1 is given
by the matrix In2 ⊗ Pn1 . Therefore, ψ(σ1) = ((In2 ⊗ Pn1)−1)T = In2 ⊗ Pn1 .
Denote U1 = χ(σ1)
T . Then by Theorem 2, θ(σ1)
T = U1 ⊗ In2 ⊗ PTn1 .
Lemma 7.3. If
Cˆ =


U−11 ⊗ In2
U−21 ⊗ In2
...
U−n1+11 ⊗ In2

 , Q1 =
(
In2d 0
Cˆ Ind−n2d
)
,
andD = U1⊗In2⊗PTn1 , then Q−11 DQ1−Ind =
(
0 Dˆ
0 D˜
)
, where Dˆ ∈Mn2d,nd−n2d(Z),
D˜ ∈Mnd−n2d(Z), and CˆDˆ + D˜ is invertible.
Proof. First, notice that
U1 ⊗ In2 ⊗ PTn1 =


0 U1 ⊗ In2 0 · · · 0
0 0 U1 ⊗ In2 0
...
. . .
...
0 0 0 U1 ⊗ In2
U1 ⊗ In2 0 0 · · · 0

 .
Then one can directly compute that Q−11 DQ1− Ind is of the required form with
Dˆ =
(
U1 ⊗ In2 0 0 · · · 0
) ∈ Mn2d,nd−n2d(Z), and
D˜ =


−2In2d U1 ⊗ In2 0 · · · 0 0
−U−11 ⊗ In2 −In2d U1 ⊗ In2 0 0
−U−21 ⊗ In2 0 −In2d 0 0
...
. . .
...
−U−n1+31 ⊗ In2 0 0 −In2d U1 ⊗ In2
−U−n1+21 ⊗ In2 0 0 · · · 0 −In2d


∈Mnd−n2d(Z).
The last assertion is now obvious.
Lemma 7.4. [Ed, Lemma 3.3] Let G = Z/nZ, (n, p) = 1, and M¯ be a finitely
generated Fp[G]-module. Then there exists a unique up to isomorphism Zp[G]-
module M which is free as a Zp-module and such that M ⊗Zp Fp ∼= M¯ .
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Proposition 7.5. Let G = Z/n2Z, n2 | p − 1, σ be a generator of G and M
be a finitely generated Zp[G]-module which is free as a Zp-module. Then there
exists a free Zp-basis of M consisting of eigenvectors of σ. The multiplicity of
the eigenvalue 1 is equal to rkZpM
G.
Proof. Since (n2, p) = 1, the algebra Fp[G] is semisimple by Mashke’s Theorem,
and the Fp[G]-module M ⊗Zp Fp is isomorphic to the direct sum of irreducible
Fp[G]-modules. Let M¯0 be an irreducible Fp[G]-module, and x ∈ M¯0, x 6= 0.
Then 0 = (σn2 − 1)x = ∏n2i=1(σ − ζi)x, where ζ1, . . . , ζn2 are the n2-th roots
of unity. Therefore, there exist y ∈ M , y 6= 0, and an index 1 ≤ i ≤ n2 such
that (σ − ζi)y = 0. Obviously Fpy is an Fp[G]-submodule of M¯0. Since M¯0 is
irreducible and y 6= 0, we get Fpy = M , i.e., every irreducible Fp[G]-module
is one-dimensional. Thus there exists a free Fp-basis m1, . . . ,md of M ⊗Zp Fp
consisting of eigenvectors of σ. Let α¯i ∈ Fp be the eigenvalue of the vector mi,
1 ≤ i ≤ d. Define a Zp[G]-module structure on M ′ = Zdp by σ(a1, . . . , ad) =
(α1a1, . . . , αdad), where αi ∈ Zp is the multiplicative representative of α¯i, 1 ≤
i ≤ d. Then M ′ ⊗Zp Fp ∼= M ⊗Zp Fp. Therefore, Lemma 7.4 implies that
M ∼=M ′.
For 0 ≤ i ≤ n1 − 1, 0 ≤ j ≤ n2 − 1, we have σ2(ein2+j) = ζjein2+j and
σ2(e˜in2+j) = ζ
−j e˜in2+j , i.e., ψ(σ2) = V ⊗ In1 , where V is the diagonal matrix
with j-th diagonal entry equal to ζ−j+1.
Denote d0 = rkZp(X ⊗Z Zp)<σ2>. Then by Proposition 7.5, there exists a
free Zp-basis y1, . . . , yd of X ⊗Z Zp consisting of eigenvectors of σ2 such that
the eigenvalues of y1, . . . , yd0 are equal to 1, and the eigenvalues of yd0+1, . . . , yd
are not equal to 1. Let W ∈ GLd(Zp) be the transition matrix from y1, . . . , yd
to x1, . . . , xd. Then W
−1χ(σ2)W is a diagonal matrix with l-th diagonal entry
equal to ζil , where il = 0 for 1 ≤ l ≤ d0, and 1 ≤ il ≤ n2 − 1 for d0 +1 ≤ l ≤ d.
Denote U2 = χ(σ2)
T . Then by Theorem 2, θ(σ2)
T = U2 ⊗ V ⊗ In1 .
Define a permutation τ of the set {1, . . . , n2d} in the following way: for
0 ≤ j ≤ n2 − 1, 1 ≤ l ≤ d put τ(jd + l) = j1d + l, where j1 is the reminder
of the division of j + il by n2. Then τ(i) = i for 1 ≤ i ≤ d0 and τ(i) > d for
d0 + 1 ≤ i ≤ d.
Lemma 7.6. If Pτ ∈ Mn2d(Z) is the matrix of τ , i.e., Pτ = {δτ(β)α }1≤α,β≤n2d,
Q2 = ((W
T ) ⊗ In2)−1Pτ and D = U2 ⊗ V , then Q−12 DQ2 − In2d =
(
0 0
0 D˜
)
,
where D˜ ∈ Mn2d−d(Zp) is invertible.
Proof. As we showed above, (WT ⊗ In2)D(WT ⊗ In2)−1 = (W−1χ(σ2)W )T ⊗
V is a diagonal matrix with the (jd + l)-th diagonal entry equal to ζil−j for
0 ≤ j ≤ n2 − 1, 1 ≤ l ≤ d. According to the definition of τ , we obtain that
P−1τ (W
T ⊗ In2)D(WT ⊗ In2)−1Pτ is a diagonal matrix with first d diagonal
entries equal to 1 and the rest of the diagonal entries equal to ζi for 1 ≤ i ≤
n2 − 1. Hence, Q−12 DQ2 − In2d is of the required form. Finally, since ζi − 1 is
invertible for 1 ≤ i ≤ n2 − 1, we get that D˜ ∈Mn2d−d(Zp) is invertible.
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The character group of the maximal subtorus Ts (resp. Ta) of T which is
split (resp. anisotropic) over K1 is canonically isomorphic to X/Kerρs (resp.
X/Kerρa), where ρs : X → X and ρa : X → X are defined by
ρs(x) =
∑
σ∈Gal(K/K1)
σx = x+ σ2x+ · · ·+ σn2−12 x, ρa(x) = σ2(x)− x.
Denote ds = dimTs, da = dim Ta. Then ds+da = d (see [Wa, Section 7.4]). Let
x˜1, . . . , x˜ds and xˆ1, . . . , xˆda be free Z-bases of X/Kerρs and X/Kerρa, respec-
tively, and let χ˜ : Gal(K1/Qp)→ GLds(Z) be the representation corresponding
to x˜1, . . . , x˜ds . Denote U˜1 = χ˜(σ1|K1)T .
Let T ′s, T
′
a, ρ
′
s, ρ
′
a, d
′
s, d
′
a be defined for the torus T
′ similar to Ts, Ta,
ρs, ρa, ds, da. Let x˜
′
1, . . . , x˜
′
d′s
and xˆ′1, . . . , xˆ
′
d′a
be free Z-bases of X ′/Kerρ′s
and X ′/Kerρ′a, respectively. The morphism η : T → T ′ induces the morphisms
ηs : Ts → T ′s and ηa : Ta → T ′a which correspond to homomorphismsX ′/Kerρ′s →
X/Kerρs and X ′/Kerρ′a → X/Kerρa. Denote the matrices of these homomor-
phisms in the chosen bases by Cs ∈ Mds,d′s(Z) and Ca ∈ Mda,d′a(Z), respectively.
Theorem 4. Let T , T ′ be tori over Qp which are split over an abelian tamely
ramified extension K of Qp, T , T ′ be their Ne´ron models, and η : T → T ′ be a
morphism. Then
I. A formal group law with logarithm of type
pId −
(
U˜1 0
0 0
)
N
represents Tˆ .
II. The linear coefficient of the homomorphism of formal group laws corre-
sponding to Tˆ and Tˆ ′ in the sense of part I induced by η is equal to(
CTs 0
0 CTa
)
.
Proof. I. According to Theorem 3, a formal group law which appears in a uni-
versal fixed pair for (Φ,Gal(K/Qp)) represents Tˆ . By Theorem 1 we can take
a universal fixed pair (F1, f1) for (Φ, 〈σ1〉) such that the linear coefficient of f1
is Q1Ind,n2d, and the logarithm of F1 is of type u1, where u1 is the upper-left
n2d × n2d-submatrix of Q−11 vQ1 for v and Q1 being from Proposition 7.2 and
Lemma 7.3, respectively, i.e.,
v = pInd −


0 0 · · · 0 Id ⊗ Jn2
Id ⊗ Jn2 0 0 0
0 Id ⊗ Jn2 0 0
...
. . .
...
0 0 · · · Id ⊗ Jn2 0

N,
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Q1 =


In2d 0 · · · 0 0
U−11 ⊗ In2 In2d 0 0
U−21 ⊗ In2 0 0 0
...
. . .
...
U−n1+11 ⊗ In2 0 · · · 0 In2d

 .
An easy calculation shows that u1 = pIn2d − U1 ⊗ Jn2N. The linear coefficient
of f1 is equal to Q1Ind,n2d. The action of 〈σ2〉 on Φ induces the action on F1
by condition f1 ◦ σ′2 = σ2 ◦ f1 for σ′2 ∈ AutZp(F1). If Z ∈ Mn2d(Zp) is its linear
coefficient, we have Ind,n2dZ = Q
−1
1 (U2⊗V ⊗ In1)Q1Ind,n2d, which implies that
Z is the upper-left n2d × n2d-submatrix of Q−11 (U2 ⊗ V ⊗ In1 )Q1. An easy
calculation gives Z = U2 ⊗ V .
By Theorem 1 we can take a universal fixed pair (F2, f2) for (F1, 〈σ′2〉) such
that the linear coefficient of f2 is Q2In2d,d, and the logarithm of F2 is of type
u2, where u2 is the upper-left d× d-submatrix of
Q−12 u1Q2 = pIn2d−Q−12 (U1⊗Jn2)Q2N = pIn2d−P−1τ (W−1χ(σ1)W⊗Jn2)TPτN
for Q2 being from Lemma 7.6. Properties of the permutation τ imply that the
upper-left d×d-submatrix of P−1τ (W−1χ(σ1)W⊗Jn2)TPτ is equal to
(
Uˆ1 0
0 0
)
∈
Md(Zp), where Uˆ1 is the upper-left d0 × d0-submatrix of (W−1χ(σ1)W )T .
If we extend ρs and ρa on X ⊗ZZp, then we get ρs(yl) = n2yl and ρa(yl) = 0
for 1 ≤ l ≤ d0, ρs(yl) = 0 and ρa(yl) = (ζil − 1)yl for d0 + 1 ≤ l ≤ d,
and consequently, Kerρs = 〈yd0+1, . . . , yd〉, Kerρa = 〈y1, . . . , yd0〉. Moreover
y1+Kerρs, . . . , yd0 +Kerρs and yd0+1+Kerρa, . . . , yd+Kerρa are free Zp-bases
of (X ⊗ZZp)/Kerρs and (X ⊗ZZp)/Kerρa, respectively. Clearly, x˜1, . . . , x˜ds is a
free Zp-basis of (X/Kerρs)⊗ZZp ∼= (X⊗ZZp)/Kerρs, and xˆ1, . . . , xˆda is a free Zp-
basis of (X/Kerρa) ⊗Z Zp ∼= (X ⊗Z Zp)/Kerρa. It yields in particular d0 = ds.
Denote by Ws ∈ GLds(Zp) the transition matrix from y1 + Kerρs, . . . , yds +
Kerρs to x˜1, . . . , x˜ds and by Wa ∈ GLda(Zp) the transition matrix from yds+1+
Kerρa, . . . , yd +Kerρa to xˆ1, . . . , xˆda .
The matricesW−1χ(σ1)W andW
−1χ(σ2)W commute, therefore the former
is a block diagonal matrix with two blocks of size ds × ds and da × da. One
can easily see that its upper-left block coincides with W−1s χ˜(σ1)Ws. It implies
Uˆ1 =W
T
s U˜1(W
T
s )
−1. Thus
u2 = pIn2d −
(
WTs U˜1(W
T
s )
−1 0
0 0
)
N.
Now (F2, f1 ◦f2) is a universal fixed pair for (Φ,Gal(K/Qp)) by Proposition 3.3.
According to Proposition 2.3 (i),(iii), there exists a formal group law F3
whose logarithm is of type
(
WTs 0
0 WTa
)−1
u2
(
WTs 0
0 WTa
)
= pId −
(
U˜1 0
0 0
)
N,
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and
f3(X) =
(
WTs 0
0 WTa
)
X
is an isomorphism from F3 to F2. Thus, (F3, f1 ◦ f2 ◦ f3) is a universal fixed
pair for (Φ,Gal(K/Qp)) with F3 as required.
II. The homomorphism Φ → Φ′ induced by η commutes with the actions
of Gal(K/L) on Φ and Φ′. According to Proposition 6.2, its linear coeffi-
cient is equal to CT ⊗ In. Let (F1, f1) and (F ′1, f ′1) be as above. Then by
Proposition 3.2, we get a homomorphism F1 → F ′1 whose linear coefficient Z1
satisfies Q′1Ind′,n2d′Z1 = (C
T ⊗ In)Q1Ind,n2d. It implies that Z1 is the upper-
left n2d
′×n2d-submatrix of Q′1−1(CT ⊗ In)Q1. An easy calculation shows that
Z1 = C
T ⊗In2 . The homomorphism F1 → F ′1 commutes with the actions of 〈σ2〉
on F1 and F
′
1. Then Proposition 3.2 yields a homomorphism F2 → F ′2 whose lin-
ear coefficient Z2 satisfies Q
′
2In2d′,d′Z2 = (C
T ⊗ In2)Q2In2d,d. Hence, Z2 is the
upper-left d′×d-submatrix of Q′2−1(CT ⊗In2)Q2 = P−1τ ′ ((W−1CW ′)T ⊗In2)Pτ .
Let W−1CW ′ = {cˆl,l′}1≤l≤d;1≤l′≤d′ , Z2 = {c˜l′,l}1≤l′≤d′;1≤l≤d. Then direct
computation shows that c˜l′,l = cˆl,l′δ
i′
l′
il
. Since (W−1CW ′)(W ′−1χ′(σ2)W
′) =
(W−1χ(σ2)W )(W
−1CW ′), we obtain that if il 6= i′l′ , then cˆl,l′ = 0. It yields
Z2 = (W
−1CW ′)T . Since il = i
′
l′ = 0 for 1 ≤ l ≤ ds, 1 ≤ l′ ≤ d′s and il 6= 0,
i′l′ 6= 0, for ds+1 ≤ l ≤ d, d′s+1 ≤ l′ ≤ d′, we obtain that Z2 is a block-diagonal
matrix with two blocks of size d′s × ds and d′a × da. One can easily see that the
upper-left block is (W−1s CsW
′
s)
T and the lower-right block is (W−1a CaW
′
a)
T .
Finally, the linear coefficient of the composition F3
f3−→ F2 −→ F ′2
(f ′3)
−1
−→ F ′3, is
equal to (
(W ′s)
T 0
0 (W ′a)
T
)−1
Z2
(
WTs 0
0 WTa
)
=
(
CTs 0
0 CTa
)
as required.
Corollary. Suppose that the assumptions of Theorem 4 are satisfied.
I. Tˆ is isomorphic to the direct sum of a p-divisible group and da copies of
the additive formal group scheme.
II. If K/Qp is unramified, then Tˆ is represented by a formal group law whose
logarithm is of type pId − U1N.
III. If K/Qp is totally tamely ramified, then Tˆ is isomorphic to the direct
sum of ds copies of the multiplicative formal group scheme and da copies of the
additive formal group scheme.
Part II of the above Corollary follows from Theorem 1.5 of [DN]. Besides,
Theorems 0.1 and 1.3 of [NX] imply that part III holds for the reduction of the
formal group scheme Tˆ .
Lemma 7.7. Let F , F ′ be d-dimensional formal group laws over Zp with log-
arithms of types u, u′, respectively, such that their reductions are isomorphic.
If
u = pId −
(
S 0
0 0
)
N, u′ = pId −
(
S′ 0
0 0
)
N,
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with matrices S ∈ GLd1(Zp), S′ ∈ GLd′1(Zp), then F and F ′ are isomorphic.
Proof. By Theorem 6 of [Ho2], there exist w, z ∈ GLd(E) such that u′z = wu.
In particular, it implies d′1 = d1. Denote by u˜, u˜
′, z˜, w˜ the upper-left d1 × d1-
submatrix of u, u′, z, w, respectively. Then we get u˜′z˜ = w˜u˜. Let λ, λ′ be of
types u˜, u˜′, respectively. By Proposition 2.3 (i), λ and λ′ are the logarithms of
formal group laws F˜ and F˜ ′. Obviously, F is isomorphic to the direct sum of
F˜ and d − d1 copies of the additive formal group law, and F ′ is isomorphic to
the direct sum of F˜ ′ and d − d1 copies of the additive formal group law. Thus
it remains to show that F˜ is isomorphic to F˜ ′. Let
z =
(
z˜ zˆ
∗ ∗
)
,
with zˆ ∈ Md1,d−d1(E). Since
u′z = wu ≡
(∗ 0
∗ 0
)
mod p,
we get u˜′zˆ ≡ 0 mod p. Therefore zˆ ≡ 0 mod p, and since z is invertible,
z˜ is also invertible. Take D ∈ GLd1(Zp) such that z˜ = D mod N. Then
λ′′ = D−1z˜λ is of type u˜z˜−1D, and hence, by Proposition 2.3 (i),(iii), the
formal power series λ′′ is the logarithm of a formal group law F˜ ′′ over Zp which
is isomorphic to F˜ ′. Since (λ−1 ◦ z˜−1Dλ′′)(X) = X , Theorem 5 (ii) of [Ho2]
implies that the reduction of F˜ coincides with that of F˜ ′′. Since u˜ = pId1 − SN
and S is invertible, F˜ is a p-divisible group of height d1. Then by Theorem 2
of [DG], any deformation over Zp of the reduction of F˜ is isomorphic to F˜ . In
particular, F˜ ′′ is isomorphic to F˜ .
Proposition 7.8. Let T , T ′ be tori over Qp which are split over an abelian
tamely ramified extension of Qp, and T , T ′ be their Ne´ron models. If the re-
ductions of T and T ′ are isomorphic, then Tˆ and Tˆ ′ are isomorphic.
Proof. It is clear that the reductions of Tˆ and Tˆ ′ are isomorphic. Then by
Theorem 4, Tˆ and Tˆ ′ are represented by formal group laws which satisfy the
conditions of Lemma 7.7. Therefore Tˆ and Tˆ ′ are isomorphic.
Remark. It is easy to give an example of tori T , T ′ such that Tˆ and Tˆ ′ are
isomorphic, but the reductions of T and T ′ are not. TakeK to be the unramified
extension of Qp of degree 2, and define χ, χ′ : Gal(K/Qp)→ GL2(Z) as follows:
χ(∆p) =
(
1 0
0 −1
)
, χ′(∆p) =
(
0 1
1 0
)
.
Let T , T ′ be tori over Qp corresponding to the representations χ, χ′. Then
the connected components of the reductions of T , T ′ are tori over Fp which
correspond to representations χ¯, χ¯′ : Gal(Fp2/Fp)→ GL2(Z) defined by
χ¯(∆p) =
(
1 0
0 −1
)
, χ¯′(∆p) =
(
0 1
1 0
)
.
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Clearly, these representations are not isomorphic, and hence, the reductions of
T and T ′ are not isomorphic. On the other hand, by Theorem 4, Tˆ , Tˆ ′ can be
represented by formal group laws with logarithms of types u = pI2 − χ(∆p)N,
u′ = pI2 − χ′(∆p)N, respectively. Since
u
(
1 1
−1 1
)
=
(
1 1
−1 1
)
u′,
Proposition 2.3 (iii) implies that for p 6= 2, Tˆ and Tˆ ′ are isomorphic.
8 One-dimensional tori over Q
We keep the notations of Section 6. Suppose that T is a non-split one-dimensional
torus over L = Q which is split over a tamely ramified quadratic extension K
of Q. Then d = 1, n = 2, Gal(K/Q) = {idQ, σ} and the discriminant of OK
is odd, i.e., there exists ξ ∈ OK such that 1, ξ form a free Z-basis of OK and
q = (σ(ξ) − ξ)2 is odd. Let x2 − rx + s ∈ Z[X ] be the minimal polynomial for
ξ. Then q = r2 − 4s. Finally, put e0 = 1, e1 = ξ.
Proposition 8.1. Λ is of p-type vp = pI2 − VpNp, where
Vp =


I2, if
(
q
p
)
= 1(
1 r
0 −1
)
, if
(
q
p
)
= −1(
1 r/2
0 0
)
, if p | q
.
Proof. Let (p, q) = 1. Then Qp(ξ)/Qp is an unramified extension of degree 1, if(
q
p
)
= 1, and 2, if
(
q
p
)
= −1. Indeed, for p 6= 2, it follows from the definition of
the Jacobi symbol, and for p = 2, it is true, since q ≡ 1 mod 4.
Denote ϕ(z1, z2) = z1 + ξz2. By Corollary from Proposition 6.1, we have
Λ1 + Λ2ξ = Lm ◦ ϕ.
We consider the action of Np on Qp(ξ)[[z1, z2]] introduced in Section 2. Then
according to Lemma 2.4,
(p− Np)(Λ1 + Λ2ξ) ≡ ((p− Np)Lm) ◦ ϕ ≡ 0 mod p.
If
(
q
p
)
= 1, then Np(ξ) = ξ, and we get pΛ1 − NpΛ1 ≡ 0 mod p and pΛ2 −
NpΛ2 ≡ 0 mod p. If
(
q
p
)
= −1, then Np(ξ) = r − ξ, and we obtain pΛ1 −
Np(Λ1 + rΛ2) ≡ 0 mod p and pΛ2 +NpΛ2 ≡ 0 mod p. Thus in each case, Λ is
of the required p-type.
We proceed with the case p | q. Since 1, ξ is a free Z-basis in OK , p2 ∤ q. Let
pi = r−2ξ. We have pi2 = q. Therefore, Qp(ξ)/Qp is a totally ramified extension
of degree 2, and e0, e1 form a free Zp-basis of Zp[ξ]. Then Proposition 6.1
implies that Φ = RZp[ξ]/Zp((Fm)dZp[ξ]). Take e′0 = 1, e′1 = pi, and denote Φ′ =
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R′
Zp[ξ]/Zp
((Fm)dZp[ξ]). Let Λ
′ be the logarithm of Φ′. Then by Proposition 4.4,
we get Λ−1 ◦ (Id ⊗W )Λ′ ∈ HomZp(Φ′,Φ), where
W =
(
1 r
0 −2
)
.
Applying Proposition 7.2 for the data d = 1, n1 = 1, n2 = 2, we deduce that Λ
′
is of p-type pI2 − J2Np. Hence, Proposition 2.3 (iii) implies that Λ is of p-type
pI2 −WJ2W−1Np just as required.
Since σ(ξ) = r − ξ, in the basis e0, e1 the automorphism σ is given by
the matrix
(
1 r
0 −1
)
. Therefore, ψ(σ) =
(
1 0
r −1
)
. Since T is non-split,
χ(σ) = −1. Then θ(σ)T =
(−1 −r
0 1
)
by Theorem 2.
For a prime number p, let Ξ(p) =
(
q
p
)
, if (p, q) = 1; Ξ(p) = 0, if p | q. Further,
let FΞ be defined as at the end of Section 2. Due to Proposition 2.5, FΞ is a
formal group law over Z. Finally, denote the formal group laws Fr,s(x, y) =
(x+ y + rxy)(1 − sxy)−1 and Fq(x, y) = x+ y +√qxy.
Proposition 8.2. Let T be a non-split one-dimensional torus over Q which is
split over a tamely ramified quadratic extension of Q, and T be its Ne´ron model.
Then
I. FΞ represents Tˆ ;
II. FΞ is strongly isomorphic to Fr,s over Z;
III. FΞ is strongly isomorphic to Fq over Z[ξ].
Proof. According to Theorem 3, a formal group law from a universal fixed pair
for (Φ,Gal(Q(ξ)/Q)) represents Tˆ . Take
Q =
(−r (r + 1)/2
2 −1
)
.
Then condition (iii) of Theorem 1,I is obviously satisfied for L = Qp and any
prime p. Further, applying Proposition 8.1 one can directly check that the
upper-left entry of Q−1vpQ is equal to pId−Ξ(p)Np. On the other hand, Propo-
sition 2.5 implies that the logarithm of FΞ is of p-type pId − Ξ(p)Np. Then by
Proposition 3.5, there exists fΞ ∈ HomZ(FΞ,Φ) such that (FΞ, fΞ) is a universal
fixed pair for (Φ,Gal(Q(ξ)/Q)). Thus FΞ represents Tˆ .
Proposition 6.1 implies that Φ = (Φ1,Φ2), where Φ1(x1, x2; y1, y2) = x1 +
y1 + x1y1 − sx2y2, Φ2(x1, x2; y1, y2) = x2 + y2 + x1y2 + x2y1 + rx2y2. Besides,
one can check that g(x1, x2) = x2(1 + x1)
−1 belongs to HomZ(Φ, Fr,s) and its
linear coefficient is (0, 1) ∈ M1,2(Z). According to Proposition 2.3 (ii), for every
prime p, there exists u′p ∈ Ep such that the logarithm λr,s of Fr,s is of p-type
u′p. By Proposition 2.3 (iii), we have u
′
p(0, 1) = (wˆp, w˜p)vp for some wˆp, w˜p ∈
Ep. Applying Proposition 8.1 we obtain wˆp = 0 and u′p = w˜p(p − Ξ(p)Np).
Therefore, w˜p ≡ 1 mod Np, and λr,s is of p-type w˜−1p u′p = p−Ξ(p)Np. Further,
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Proposition 2.3 (iii) implies that λ−1r,s ◦λΞ ∈ HomZp(FΞ, Fr,s). Since it is true for
any prime p, λ−1r,s◦λΞ ∈ HomZ(FΞ, Fr,s), i.e., FΞ and Fr,s are strongly isomorphic
over Z.
Finally, if
√
q = r − 2ξ, then x(1 + ξx)−1 ∈ HomZ[ξ](Fr,s, Fq).
Part I of the above Proposition is a special case of Theorem 1.5 of [DN], and
part III is precisely Theorem 4 of [Ho1].
9 Tori split over a tamely ramified abelian ex-
tension of Q
We keep the notation of Section 6. Suppose that L = Q and K/Q is a tamely
ramified abelian extension. Due to the Kronecker-Weber Theorem, one can
replace K by a larger field so that K = Q(ξ), where ξ is a primitive q-th root
of unity and q = p1 · · · pk is the product of distinct primes pi. Then K is the
composite of the extensionsQ(ξi)/Q, 1 ≤ i ≤ k, where ξi = ξq/pi , and the degree
of K/Q is n = (p1 − 1) · · · (pk − 1). Denote Ki = Qpi(ξ1, . . . , ξi−1, ξi+1, . . . , ξk).
For any i = 1, . . . , k, fix si ∈ Z such that si is a multiplicative generator
modulo pi, i.e. si 6≡ 0 mod pi and sαi 6≡ 1 mod pi for any 1 ≤ α ≤ pi − 2.
Further, for any integer l relatively prime to pi, take 0 ≤ ri(l) ≤ pi − 2 such
that l ≡ sri(l)i mod pi. Denote also ni =
∏i−1
j=1(pj − 1) for 1 ≤ i ≤ k. Consider
the bijection
γ :
k∏
i=1
{0, . . . , pi − 2} → {0, . . . , n− 1}
given by γ(α1, . . . , αk) =
∑k
i=1 αini. Notice that for any matrices U
(i) =
{a(i)αi,βi}0≤αi,βi≤pi−2, 1 ≤ i ≤ k, and U (1) ⊗ · · · ⊗ U (k) = {as,t}0≤s,t≤n−1, we
have aγ(α1,...,αk),γ(β1,...,βk) = a
(1)
α1,β1
· · ·a(k)αk,βk .
For 0 ≤ αi ≤ pi − 2, 1 ≤ i ≤ k, put eγ(α1,...,αk) =
∏k
i=1 ξ
s
αi
i
i . Obviously,
e0, . . . , en−1 is a free Z-basis of OK = Z[ξ].
Proposition 9.1. Λ is of p-type vp = pInd − Id ⊗ VpNp, where Vp = P r1(p)p1−1 ⊗
· · · ⊗ P rk(p)pk−1 if p 6= pi for any i = 1, . . . , k and
Vpi = P
r1(pi)
p1−1
⊗ · · · ⊗ P ri−1(pi)pi−1−1 ⊗ (piIpi−1 − J ′pi−1)⊗ P
ri+1(pi)
pi+1−1
⊗ · · · ⊗ P rk(pi)pk−1 .
Proof. Let p 6= pi for any 1 ≤ i ≤ k. Then Qp(ξ)/Qp is unramified. For any
1 ≤ l ≤ d, consider ϕl =
∑n−1
i=0 zid+lei. By Corollary from Proposition 6.1, we
have
∑n−1
j=0 Λjd+lej = Lm ◦ ϕl for any 1 ≤ l ≤ d.
We consider the action of Np on Qp(ξ)[[z1, . . . , znd]] introduced in Section 2.
Then applying Lemma 2.4 we get
(p− Np)
n−1∑
j=0
Λjd+lej ≡ ((p− Np)Lm) ◦ ϕl ≡ 0 mod p.
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Hence,
∑n−1
j=0 pΛjd+lej ≡
∑n−1
j=0 (NpΛjd+l)e
p
j mod p. If 0 ≤ αi, α′i ≤ pi − 2, 1 ≤
i ≤ k, are such that α′i ≡ αi + ri(p) mod pi− 1, then epγ(α1,...,αk) = eγ(α′1,...,α′k).
Therefore, we obtain
pΛγ(α′1,...,α′k)d+l − NpΛγ(α1,...,αk)d+l ≡ 0 mod p.
Thus Λ is of the required p-type.
We proceed with the case p = pi. Since e0, . . . , en−1 is a free Zpi -basis of
Zpi [ξ], Proposition 6.1 implies that Φ = RZpi [ξ]/Zpi ((Fm)dZpi [ξ]). Take pii such
that pipi−1i = −pi. Then by Lubin-Tate theory, Qpi(ξi) = Qpi(pii) and there
existsW = {wα,β}0≤α,β≤pi−2 ∈ GLpi−1(Zpi) such that piβi =
∑pi−2
α=0 wα,βξ
sαi
i for
any 0 ≤ β ≤ pi − 2.
Take e′0, . . . , e
′
n−1, another free Zpi -basis of Zpi [ξ], where
e′γ(α1,...,αk) = pi
αi
i
∏
1≤j≤k, j 6=i
ξ
s
αj
j
j , 0 ≤ αi ≤ pi − 2, 1 ≤ i ≤ k.
Denote for this basis Φ′ = R′
Zp[ξ]/Zp
((Fm)dZp[ξ]). Let Λ
′ be the logarithm of Φ′,
then Proposition 4.4 implies that Λ−1 ◦ (Id ⊗ Wˆ )Λ′ ∈ HomZp(Φ′,Φ), where
Wˆ = Ip1−1 ⊗ · · · ⊗ Ipi−1−1 ⊗W ⊗ Ipi+1−1 ⊗ · · · ⊗ Ipk−1.
For any 1 ≤ l ≤ d, consider ϕ′l =
∑
0≤i≤n−1 zid+le
′
i. By Corollary from Propo-
sition 6.1, we have
∑
0≤i≤n−1 Λ
′
id+le
′
i = Lm ◦ ϕ′l.
Remind that for any κ ∈ Qpi(ξ)[[y1, . . . , ym]], there exist unique κ(j) ∈
Ki[[y1, . . . , ym]], 0 ≤ j ≤ pi − 2, such that κ =
∑pi−2
j=0 κ
(j)piji . Thus for any
0 ≤ αi ≤ pi − 2, ∑
0≤αj≤pj−2
j 6=i
Λ′γ(α1,...,αk)d+l
∏
j 6=i
ξ
s
αj
j
j = (Lm ◦ ϕ′l)(αi) .
If αi 6= 0, then by Lemma 7.1∑
0≤αj≤pj−2
j 6=i
Λ′γ(α1,...,αk)d+l
∏
j 6=i
ξ
s
αj
j
j ≡ L(αi)m ◦ ϕ′(0)l = 0 mod Zpi [ξ],
whence piΛ
′
γ(α1,...,αk)d+l
≡ 0 mod pi.
If αi = 0, then Lemma 7.1 implies∑
0≤αj≤pj−2
j 6=i
Λ′γ(α1,...,αk)d+l
∏
j 6=i
ξ
s
αj
j
j ≡ Lm ◦ ϕ′(0)l mod pi.
We consider the action of Npi on Ki[[z1, . . . , znd]] introduced in Section 2. Then
applying Lemma 2.4 we get
(pi − Npi)
∑
0≤αj≤pj−2
j 6=i
Λ′γ(α1,...,αk)d+l
∏
j 6=i
ξ
s
αj
j
j ≡ (pi − Npi)
(
Lm ◦ ϕ′(0)l
)
≡
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((pi − Npi)Lm) ◦ ϕ′(0)l ≡ 0 mod pi.
Therefore,
pi
∑
0≤αj≤pj−2
j 6=i
Λ′γ(α1,...,αk)d+l
∏
j 6=i
ξ
s
αj
j
j ≡
∑
0≤αj≤pj−2
j 6=i
NpiΛ
′
γ(α1,...,αk)d+l
∏
j 6=i
ξ
s
αj+rj(pi)
j
j mod pi.
As before, choose 0 ≤ α′j ≤ pj − 2 for j = 1, . . . , i − 1, i + 1, . . . , k such that
α′j ≡ αj + rj(pi) mod pj − 1 and put αi = 0. It gives
piΛ
′
γ(α′1,...,α
′
k
)d+l ≡ NpiΛ′γ(α1,...,αk)d+l mod pi.
Thus Λ′ is of a pi-type v
′ = piInd − Id ⊗ V ′Npi , where
V ′ = P
r1(pi)
p1−1
⊗ · · · ⊗ P ri−1(pi)pi−1−1 ⊗ Jpi−1 ⊗ P
ri+1(pi)
pi+1−1
⊗ · · · ⊗ P rk(pi)pk−1 .
Hence, by Proposition 2.3 (iii), Λ is of pi-type v = (Id ⊗ Wˆ )v′(Id ⊗ Wˆ )−1 =
piInd − Id ⊗ VNpi , where V = WˆV ′Wˆ−1.
Since 1 =
∑pi−2
α=0 (−ξs
α
i
i ), we get wα,0 = −1 for any 0 ≤ α ≤ pi − 2, i.e.,
all entries of the first column of W are equal to −1. Further, let W−1 =
{w′α,β}0≤α,β≤pi−2. For any 0 ≤ β ≤ pi − 2, there exists τβ ∈ Gal(Qpi(ξi)/Qpi)
such that τβ(ξi) = ξ
sβ
i
i . Denote ζβ = τβ(pii)/pii. Then ζ
pi−1
β = 1, ζβ ∈ Zpi , and
hence, τβ(ξi) =
∑pi−2
α=0 w
′
α,0τβ(pii)
α =
∑pi−2
α=0 w
′
α,0ζ
α
β pi
α
i which implies w
′
α,β =
ζαβw
′
α,0. Since
∑pi−2
β=0 ζ
α
β = 0 for any 1 ≤ α ≤ pi − 2, we get
−1 =
pi−2∑
β=0
ξ
sβ
i
i =
pi−2∑
α=0
pi−2∑
β=0
ζαβw
′
α,0pi
α
i = (pi − 1)w′0,0,
and then w′0,β = w
′
0,0 = −(pi − 1)−1, i.e., all entries of the first row of W−1 are
equal to −(pi − 1)−1. Therefore, WJpi−1W−1 = (pi − 1)−1J ′pi−1, and thus
V = P
r1(pi)
p1−1
⊗ · · · ⊗ P ri−1(pi)pi−1−1 ⊗ (pi − 1)−1J ′pi−1 ⊗ P
ri+1(pi)
pi+1−1
⊗ · · · ⊗ P rk(pi)pk−1 .
Clearly, Λ is also of pi-type (Ind − Id ⊗W ′Npi)v, where
W ′ = P
r1(pi)
p1−1
⊗· · ·⊗P ri−1(pi)pi−1−1 ⊗
(
Ipi−1 − (pi − 1)−1J ′pi−1
)⊗P ri+1(pi)pi+1−1 ⊗· · ·⊗P rk(pi)pk−1 .
Finally, since
(
Ipi−1 − (pi − 1)−1J ′pi−1
)
J ′pi−1 = 0, we obtain that Λ is of the
required pi-type.
Let σi ∈ Gal(Q(ξ)/Q), 1 ≤ i ≤ k, be such that σi(ξi) = ξsii , σi(ξj) = ξj , for
j 6= i. They span Gal(Q(ξ)/Q) and, in the basis e0, . . . , en−1, are given by the
matrices
Pˆi = Ip1−1 ⊗ · · · ⊗ Ipi−1−1 ⊗ Ppi−1 ⊗ Ipi+1−1 ⊗ · · · ⊗ Ipk−1.
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Therefore, ψ(σi) = (Pˆ
−1
i )
T = Pˆi. Denote Ui = χ(σi)
T . Then UiUj = UjUi and
by Theorem 2, θ(σi)
T = Ui ⊗ PˆTi .
From now on, we employ the “matrix-of-matrices” representation described
in Introduction. Denote Di = Ui⊗ PˆTi −Ind. Then, under our convention, Di =
{d(i)s,t} ∈ Mn(Md(Z)), where d(i)s,t = δt−nis Ui−δtsId for ni =
∏i−1
j=1(pj−1) = γ(εi),
and εi stands for the k-vector (0, . . . , 1, . . . , 0) with unity on the i-th position.
Lemma 9.2. Denote U 〈α〉 = U−α11 · · ·U−αkk for 0 ≤ αi ≤ pi − 2 and let Q =
{qs,t} ∈ GLn(Md(Z)), where
qγ(α),γ(β) =
{
U 〈α〉, if γ(β) = 0 and γ(α) 6= 0
δ
γ(β)
γ(α)Id, otherwise
.
Then for any 1 ≤ i ≤ k,
Q−1DiQ =
(
0 Dˆi
0 D˜i
)
,
where Dˆi ∈M1,n−1(Md(Z)) and D˜i ∈Mn−1(Md(Z)).
Moreover, for any prime p there exist Cˆ
(p)
i ∈ Mn−1,1(Md(Zp)) and C˜(p)i ∈
Mn−1(Md(Zp)) such that
∑k
i=1 Cˆ
(p)
i Dˆi + C˜
(p)
i D˜i ∈ GLn−1(Md(Zp)).
Proof. Observe first that Q−1 = {q′s,t} ∈ GLn(Md(Z)) is the matrix given by
q′s,t = −qs,t if s = 0 and t 6= 0, and q′s,t = qs,t otherwise.
We have Q−1DiQ = {a(i)s,t}0≤s,t≤n−1, where
a
(i)
s,t =
n−1∑
s′,t′=0
q′s,s′d
(i)
s′,t′qt′,t.
Direct calculation shows that
a
(i)
0,0 = −Id + UiU 〈εi〉 = −Id + UiU−1i = 0
and
a
(i)
γ(α),0 = U
〈α〉 − U 〈α〉UiU 〈εi〉 = 0
if γ(α) 6= 0, proving the first assertion.
In order to prove the existence of Cˆ
(p)
i and C˜
(p)
i , we need to compute ex-
plicitly the matrices Dˆi = {aˆ(i)t }1≤t≤n−1 and D˜i = {a(i)s,t}1≤s,t≤n−1. Here we
get
aˆ
(i)
t = a
(i)
0,t = δ
t
niUi
and
a
(i)
γ(α),γ(β) = −δγ(β)ni UiU 〈α〉 + δγ(β)γ(α)+niUi − δ
γ(β)
γ(α)Id
for γ(α) 6= 0 and γ(β) 6= 0.
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By Lemma 3.4, we only need to prove that, for any prime p(
∩ki=1Ker (Dˆi ⊗ Fp)
)
∩
(
∩ki=1Ker (D˜i ⊗ Fp)
)
= {0}.
Let (x1, . . . , xn−1) ∈ Fdp be such that (x1, . . . , xn−1) lies in the intersection of
the kernels. Denote U i = Ui ⊗ Fp ∈ GLd(Fp), U 〈α〉 = U 〈α〉 ⊗ Fp ∈ GLd(Fp).
Then, for any 1 ≤ i ≤ k, we have{
U ixni = 0
−U iU 〈α〉xni + U ixγ(α)+ni − xγ(α) = 0
which gives {
xni = 0
U ixγ(α)+ni = xγ(α)
.
This implies xs = 0 for any 1 ≤ s ≤ n− 1 as required.
For a prime number p, define Ξ(p) ∈ Md(Z) in the following way: if p 6= pi
for any 1 ≤ i ≤ k, put Ξ(p) =∏ki=1 U ri(p)i = χ(∆p)T , where ∆p ∈ Gal(Q(ξ)/Q)
is the Frobenius automorphism corresponding to p; if p = pi, put
Ξ(pi) =

piId − q−2∑
j=0
U ji

 ∏
1≤j≤k, j 6=i
U
rj(pi)
j =
(
piId −
∑
τ∈Gi
χ(τ)T
)
χ(∆pi)
T ,
where Gi = Gal(Q(ξ)/Q(ξ1, . . . , ξi−1, ξi+1, . . . , ξk)), and ∆pi ∈ Gal(Q(ξ)/Q(ξi))
is the Frobenius automorphism corresponding to pi. Further, let FΞ be defined
as at the end of Section 2. Due to Proposition 2.5, FΞ is a formal group law
over Z.
Let F ′Ξ be defined for the torus T
′ similar to FΞ.
Theorem 5. Let T , T ′ be tori over Q which are split over an abelian tamely
ramified extension of Q, T , T ′ be their Ne´ron models, and η : T → T ′ be a
morphism. Then
I. FΞ represents Tˆ .
II. The linear coefficient of the homomorphism FΞ → F ′Ξ induced by η : T →
T ′ is CT .
Proof. I. According to Theorem 3, a formal group law from a universal fixed
pair for (Φ,Gal(Q(ξ)/Q)) represents Tˆ . Take Q ∈ GLnd(Z) as in Lemma 9.2.
Then condition (iii) of Theorem 1,I is satisfied for L = Qp and any prime p.
Further, we calculate the upper-left d× d-submatrix up of Q−1vpQ with the aid
of Proposition 9.1.
If p 6= pi for 1 ≤ i ≤ k, define r(p) = (r1(p), . . . , rk(p)). Then
up =
∑
α,β
δ
γ(β)
0 Id
(
pδ
γ(α)
γ(β)Id − δγ(α)γ(β−r(p))IdNp
)
U 〈α〉 = pId − U r1(p)1 · · ·U rk(p)k Np.
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If p = pi, denote
δ(pi, α, β) = δ
α1
β1−r1(pi)
· · · δαi−1βi−1−ri−1(pi)δ
αi+1
βi+1−ri+1(pi)
· · · δαkβk−rk(pi).
Then
upi =
∑
α,β
δ
γ(β)
0 Id
(
piδ
γ(α)
γ(β)Id − (piδαiβi − 1)δ(pi, α, β)IdNpi
)
U 〈α〉
= piId − U r1(pi)1 · · ·U ri−1(pi)i−1 U ri+1(pi)i+1 · · ·U rk(pi)k
(
piId −
pi−2∑
s=0
Usi
)
Npi .
Obviously, in both cases up = pId − Ξ(p)Np.
On the other hand, Proposition 2.5 implies that the logarithm of FΞ is of
p-type pId − Ξ(p)Np. Then by Proposition 3.5, there exists fΞ ∈ HomZ(FΞ,Φ)
such that the linear coefficient of fΞ is QInd,d, and (FΞ, fΞ) is a universal fixed
pair for (Φ,Gal(Q(ξ)/Q)). Thus FΞ represents Tˆ .
II. The homomorphism Φ → Φ′ induced by η commutes with the actions
of Gal(K/L) on Φ and Φ′. According to Proposition 6.2, the linear coefficient
of this homomorphism is equal to CT ⊗ In. Let (FΞ, fΞ) and (F ′Ξ, f ′Ξ) be as
above. Then by Proposition 3.2, we get a homomorphism FΞ → F ′Ξ whose
linear coefficient Z satisfies Q′Ind′,d′Z = (C
T ⊗ In)QInd,d. It implies that Z is
the upper-left d′ × d-submatrix of Q′−1(CT ⊗ In)Q. Thus we obtain
Z =
∑
α,β
δγ0 (β)Id′δ
γ(β)
γ(α)U
〈β〉 = CT .
Proposition 9.3. Let T , T ′ be tori over Q which are split over an abelian
tamely ramified extension of Q, and T , T ′ be their Ne´ron models. Then the
natural homomorphism HomQ(T, T
′)→ HomZ(FΞ, F ′Ξ) is an isomorphism.
Proof. Theorem 5 implies the injectivity. Take a homomorphism from FΞ to
F ′Ξ and denotes its linear coefficient by E. If p 6= pi for any 1 ≤ i ≤ k, then
FΞ and FΞ′ are of p-types pId − χ(∆p)TNp and pId − χ′(∆p)TNp, respectively,
where ∆p ∈ Gal(Q(ξ)/Q) is the p-Frobenius. By Proposition 2.3 (iii), we get
χ′(∆p)
TE = Eχ(∆p)
T . Since any element of Gal(Q(ξ)/Q) is the p-Frobenius
for some prime p, the matrix ET ∈ Md,d′(Z) defines a Gal(Q(ξ)/Q)-modules
homomorphism from X ′ to X which gives rise to a morphism from T to T ′. Ac-
cording to Theorem 5, this morphism is the inverse image of the homomorphism
FΞ → F ′Ξ taken in the beginning of the proof. This proves the surjectivity.
Corollary. Suppose that the assumptions of Proposition 9.3 are satisfied. If Tˆ
and Tˆ ′ are isomorphic, then T and T ′ are isomorphic.
Comparing the above Corollary with Proposition 7.8 and the subsequent
remark we see that while in the local case, the completion of the Ne´ron model
for a torus contains even less information than its reduction, in the global case
the completion of the Ne´ron model determines the torus uniquely up to isomor-
phism.
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