Structural domains are considered as the basic units of protein folding, evolution, function and design. Automatic decomposition of protein structures into structural domains, though after many years of investigation, remains a challenging and unsolved problem. Manual inspection still plays a key role in domain decomposition of a protein structure. We have previously developed a computer program, DomainParser, using network¯ow algorithms. The algorithm partitions a protein structure into domains accurately when the number of domains to be partitioned is known. However the performance drops when this number is unclear (the overall performance is 74.5% over a set of 1317 protein chains). Through utilization of various types of structural information including hydrophobic moment pro®le, we have developed an effective method for assessing the most probable number of domains a structure may have. The core of this method is a neural network, which is trained to discriminate correctly partitioned domains from incorrectly partitioned domains. When compared with the manual decomposition results given in the SCOP database, our new algorithm achieves higher decomposition accuracy (81.9%) on the same data set.
INTRODUCTION
The concept of structural domains was ®rst proposed by Wetlaufer in 1973 (1) . Though there is still no established de®nition, domains are generally considered as compact, semi-independent units, each of which forms a structurallỳ separate' region in a three-dimensional protein structure. Each domain should be able to exist and remain folded as a native-like structure if it is cleaved from the rest of the protein (2) . Domains are considered as the basic units of protein folding, function, evolution and design.
Several databases of protein domains have been constructed, such as SCOP (3) and CATH (4) , which provide a rich source of information for structural and functional prediction/annotation of proteins. One popular application of these domain databases is threading-based protein structure prediction (5±7). A clear advantage of domain-based threading, compared with protein chain-based threading, is its wider scope of applicability since a novel protein may share only a domain, rather than the whole structure, with a known protein structure.
Decomposition of multi-domain protein structures into individual domains has been traditionally done manually. As the rate of protein structure determination has increased signi®cantly in the past few years and is expected to continue to go up, partly due to the world-wide Structural Genomics Projects (8) , the manual process has become a bottleneck in keeping the domain databases up to date. There is apparently an urgent call for more ef®cient, reliable and fully automated methods for domain decomposition. A number of computer algorithms for domain assignment from protein structural coordinates have been proposed, which include PUU (9), DOMARK (10), DETECTIVE (11) , STRUDL (12) , DomainParser (13) , etc. Whereas these algorithms/programs employ different computational approaches, they essentially follow one basic design principle: inter-residue interactions are denser within domains than between domains.
A systematic assessment by Jones et al. (14) was carried out on a test set of 55 protein structures on four popular domain decomposition programs: PUU (9), DETECTIVE (11), DOMARK (10) and the one developed by Islam et al. (15) . The study showed that the most accurate program achieved an accuracy of 76% (PUU) when compared to human assignments by the original authors of the structures, while the other three fell between 67 and 76%. The four programs agreed on only 55.7% of the identi®ed domains on a larger data set of 787 protein chains. Due to such limitations of the current computer programs, manual checking is usually needed for the construction of domain databases. For example, all protein domains in SCOP are de®ned manually by human experts (3); CATH uses both computer programs and human annotations for its domain de®nition. For each protein, CATH runs three domain decomposition programs, DETECTIVE, PUU and DOMARK. If a consensus is reached among the three programs, CATH adds the consensus result into its database; otherwise it relies on human assignments. For only about 53% of the proteins, CATH takes the computer-generated results (14) .
Using a graph-theoretic approach, we have previously developed a program, DomainParser, for protein domain decomposition. On the same test set of 55 proteins, DomainParser assigned 78.2% of the proteins consistently with the manually identi®ed domains (13) . DomainParser formulates the domain decomposition problem as a network ow problem and employs the Ford±Fulkerson algorithm to solve it (16) . Large-scale testing revealed a signi®cant gap in its decomposition accuracy when DomainParser has or has no knowledge about the number of domains to be partitioned (13) . This points to possible directions for further improvement of the program. We have observed that good domain partitions share certain common features, de®ned in terms of the number of segments and other parameters related to the partitioned domains, while bad partitions have different distributions of these parameters, suggesting that they could be distinguished through data clustering.
Although DomainParser performs equally well when compared with other automatic programs, it is in need of an effective way to assess the quality of a partition, which is a common problem among most automatic programs (10) . Here we present a computational procedure that combines the structural information of a protein structure including hydrophobic moment pro®le and neural networks for quality checking of the identi®ed domains. The hydrophobic moment, ®rst introduced by Eisenberg (17) , has been useful in measuring the amphiphilicity of a-helical protein structures. While the ®rst-order moment can classify the helices into various groups, the second-order moment provides the spatial pro®ling of globular proteins hydrophobicity (18) . Based on 30 relatively diverse protein structures, Silverman reported two important features of moment calculation. One is that when calculated from the interior to the exterior of the proteins, the overall pro®les of the second-order ellipsoidal moments of all high resolution X-ray crystallographic structures follow a very similar pattern. This global feature is independent of the size and fold of the protein. Misfolded protein structures displayed irregular spatial pro®les, which can be distinguished easily from the pro®les of their native structure. The other feature is that the hydrophobic ratio R t , the ratio of distances at which the second-order and zero-order moments vanish respectively, lies within a narrow range (18) .
The hydrophobic moment pro®les re¯ect the unique property of globular proteins; non-polar side chains tend to pack together to form a hydrophobic core, while hydrophilic side chains form an exterior shell. The working de®nition of a protein domain implies that each domain should contain an identi®able hydrophobic core (11) , suggesting that each wellde®ned protein domain should also have the similar hydrophobic moment pro®le as that of the native globular proteins. It has been shown that individual domains have similar structures when solved either independently or as part of a large protein.
Several parameters related to a speci®c partition of a protein and the resulting domains can be used to evaluate the speci®c partition. A neural network is a natural tool to incorporate all the information available for the domain identi®cation. In this report, we describe how we incorporated the hydrophobic moment pro®ling and other valuable data into DomainParser. DomainParser with new capabilities showed improved performance over the original DomainParser. The new program is available at http://compbio.ornl.gov/structure/ domainparser2.
MATERIALS AND METHODS
Our overall approach can be summarized as follows. For a given protein structure, we ®rst employ a`top-down' approach to partition the structure into domains using DomainParser with modi®ed parameters to avoid possible undercutting. This step is followed by a domain quality checking step to assess whether an individual domain is overcut through a`bottomup' approach.
In the ®rst step, DomainParser ®rst bi-partitions the structure into two substructures with the smallest (minimum) bottleneck, then tries to recursively solve the minimum cut problem on each substructure until the stopping criteria are met. The stopping criteria used in this study are slightly more relaxed than the one in the previous version of DomainParser in order to minimize the number of undercut. So our focus in quality assessment will be mainly on the possibility of overcutting of domains. The result of the recursive application of the Fork±Fulkerson algorithm is a set of predicted domain structures. For each of them, we employ a neural network approach with various parameters to assess its quality being like a native structure of a protein domain. The parameters include: (i) the ®tness of the hydrophobic moment pro®le of the predicted domain with the general hydrophobic moment pro®le of experimental structures; (ii) the number of nonconsecutive sequence segments in a predicted domain; (iii) the compactness of the domain; (iv) the size of the interface between two domains; (v) relative motion between two domains; (vi) the size of the predicted domain.
A neural network is trained to distinguish correctly partitioned domains from incorrectly partitioned, speci®cally overcut, domains. If a predicted domain receives a bad quality score from the trained neural network, the program then undoes the partition (merge) of the domain and goes back one level up in the recursion, and then checks the quality of the predicted domain at that level. This evaluation process stops when all the predicted domains receive good quality scores.
Network¯ow representation of the domain partition problem
The domain decomposition problem has been formulated as a network¯ow problem (13) . In this formulation, each residue is represented as a node of a connected network and each residue±residue contact is represented as an edge if the distance between the atoms is within a cut-off value. In the current DomainParser program, the cut-off is set at 4 A Ê (9,13). The capacity of an edge is de®ned by the type of the interaction between the two involved residues (13) . We use the following function to assign the capacity of an edge c(u,v) between residues u and v:
where k u,v is the number of atom±atom contacts between residues u and v. k b u,v is the number of backbone±backbone atom contacts between residues u and v, which adds extra weights to backbone±backbone atom contacts. k b u,v is used to prevent a b-sheet from being decomposed into different and w e (= 1000) is determined arbitrarily as described (13) . Each interface between two domains is modeled as a minimum¯ow cut (or bottleneck) of the network. For proteins with multiple domains, our program runs on each of the partitioned substructures recursively until the appropriate stopping criteria are met. Figure 1 shows an example of a twodomain protein and a schematic of its network representation.
To ®nd the minimum cut or the bottleneck of a¯ow network, we need to ®nd a connection between two subunits where the total edge capacity across it is minimized. This minimum cut problem can be solved ef®ciently by ®nding the maximum¯ow of the network with the Ford±Fulkerson algorithm (16) . Using a representation by Picard and Queyranne (19), we can ef®ciently enumerate all minimum cuts of the network.
Stopping criteria and initial evaluation
In our current implementation, the stopping criteria are de®ned as follows. (i) A domain should have at least 35 residues. (ii) A b-sheet with more than two residues in each strand should belong to only one domain, which generally keeps a b-sheet intact; at most one b-strand can be cut at the interface between two domains. (iii) A domain must be compact enough to satisfy the following condition (9,13):
where i and j represent any two atoms separated by at least three residues on the sequence; P i,j = 1 if the distance between i and j is 4 A Ê or less, otherwise P i,j = 0; n a is the number of atoms in the domain. (iv) The interface between two domains should be small enough to satisfy
The number of segments and the number of residues in a domain, D, should satisfy the following:
where r(D) and s(D) are the numbers of residues and segments in a domain D, respectively. The original values of g m , f m and l s (0.54, 0.52 and 35) were obtained through training on a small set of proteins (13) . In our current implementation, the following values are adopted: g m = 0.52; f m = 0.56. These values are chosen to reduce the number of undercut.
Hydrophobic moment pro®le analysis
The hydrophobic moment pro®le of each partitioned domain is analyzed using the method of Silverman (18) Figure 2 shows an example of pro®ling one protein structure, 2i1b. For a native protein structure, the secondorder moment, [H d 2 (d)], increases to a peak value then decreases before becoming negative. The zero-order moment, [H d 0 (d)], has a similar pro®le except that it vanishes around zero.
To calculate the hydrophobic ratio R t = d ± /d 0 , we adopt a different protocol from the one used by Silverman. In Silverman's approach, d ± is chosen when all the values of the second-order moment per residue [H d 2 (d)] are negative at larger values of d compared to d ± and hydrophobic ratios cannot be assigned to any decoy structures or other non-native structures since they have irregular second-order moment pro®les, as shown in Figure 2 . For our purpose to use neural networks, we assign an R t value for each partitioned domain along with three other parameters describing the second-order moment pro®le. The d ± value is chosen after the second-order moment per residue turns negative. For native protein structures, our protocol does not affect the R t value since in most cases [H d 2 (d)] only intercepts with the x-axis once. For a decoy protein or an overcut protein domain, the hydrophobic moment pro®le generally¯uctuates a lot and may intercept the x-axis multiple times. In our study, three additional parameters, Md, Ud and Od, are calculated. Md represents the number of points of [H d 2 (d)] that are positive after it becomes negative for the ®rst time. Ud is a measure of the number of intercepts with the x-axis of the moment pro®le, which re¯ects the irregularity of the pro®le. For a native protein, zero is expected for Ud, while it could be any positive number for a decoy or an overcut protein domain. Od re¯ects the relationship between the total number of residues and the maximum value of d of a protein structure. These three parameters are used for the neural network trained to distinguish native from non-negative (including decoy and incorrectly cut domains) structures.
Other parameters related to domain partition and the resulting domains
In addition to the above parameters, we have used ®ve other parameters to help assess the quality of a predicted domain. They include Sd, Fd, Cd, Id and Td for each partitioned domain. Sd is the size of a single domain in terms of the number of residues; Fd is the number of segments in a partitioned domain; Cd represents the compactness of a partitioned domain; Id is a measure of the`size' of a domain interface relative to the`volume' of the domain as discussed earlier. The last parameter, Td, is a measure of the relative motion between compact domains, which is decided by the strength of non-bonded interactions across the interface (21) .
The parameters from good domain partitions and bad partitions have different distributions, as shown in Figures 3  and 4 . The generation of the results for incorrect domain partition is described in the next section. It is obvious that domains resulting from overcut partitions have more fragments, higher Id and Td values and smaller Cd values. Domain size Sd is also an important parameter of a protein domain. Studies have shown that the sizes of protein domains have a narrow distribution (Fig. 4) (22) .
Neural network training and performance evaluation
Figures 2±4 show that the parameters have different distributions between correctly partitioned domains and incorrectly partitioned domains. We have trained a neural network to separate such correct from incorrect domain partitions. Our training set consists of 633 correctly partitioned domains and 928 incorrectly partitioned domains from a total of 1619 protein structures. The correct domain partitions are based on the annotations of the SCOP database. The incorrect domain partitions (overcut domains) are generated using the old version of DomainParser, which can specify the number of domains to be decomposed. The number of domains used for DomainParser to generate incorrect domain partitions is larger than the number of domains assigned by SCOP. For training, each partitioned domain (correct or incorrect) is represented as a vector of nine values of the parameters described above, plus a categorical value to indicate which classes the domain belongs to. We have divided all partitioned domains into two categories: correctly cut (represented as 1) and overcut (represented as 0). A domain is considered as`correctly cut' if it is at least 85% in consistency with the annotated result in SCOP. Our neural network has nine input nodes, for the nine parameter values respectively, and one output node representing the category a predicted domain belongs to (Fig. 5) .
Several neural network architectures were trained and tested using SNNS (Stuttgart Neural Network Simulator) version 4.3. Various numbers of the hidden nodes and learning functions, including the standard back-propagation learning algorithm, were tested. A total of 20 different networks with different architectures have been trained and evaluated. The best performing network architecture is the one with one hidden layer of six nodes along with nine input nodes and one output node, as shown in Figure 5 . RPROP, which stands for resilient propagation' (23), was selected as the learning function. The RPROP algorithm was developed to overcome the inherent disadvantages of pure gradient-descent. It performs a local adaptation of the weight updates according to the behavior of the error function. The RPROP algorithm generally provides faster convergence than most other algorithms. SNNS generates a C code of the trained neural network, which was included as a subroutine in the new DomainParser program.
Con®dence estimation
One of the most important evaluation criteria on the partitioned domains is their reliability. The output from the neural network is a value between 0 and 1, which does not imply its direct use as a probability value. To better estimate the reliability of the results based on the output of the neural network, the same testing and training set for the neural network was used to assign the con®dence to various output levels from the network. The results from both the training and testing sets were combined and sorted by the network output value. The frequency of true positives was obtained for different ranges. The con®dence of each partitioned domain was determined as the frequency of true positives as described in Materials and Methods. Figure 6 shows the con®dence level of different ranges of the network output.
RESULTS

Test set selection
A list of 3242 protein chains was selected from the latest release (June 16, 2002) of FSSP (24) . These protein chains share <25% sequence identity when aligned with each other. The SCOP domain database was used as reference domain de®nitions because it is de®ned by human experts and therefore more reliable (3). The SCOP protein domain Table 3 ).
Neural network performance
The neural net architecture shown in Figure 5 was used with the learning function of RPROP. On both the training and the testing data, the selected network achieved an accuracy of 86% (Table 1 ). The advantage of using SNNS v.4.3 is that the network chosen can be easily converted to a C function and incorporated into the main program.
New DomainParser performance
Using default parameters, we tested the performance of the previous version of DomainParser on the test set of 1317 protein chains. According to the SCOP protein domain de®nitions, 860 protein chains are single-domain proteins, 330 are two-domain proteins, 99 are three-domain proteins and 28 have four domains (see Table 3 ). For the purpose of comparison, we used the de®nition of`correct' by Jones et al. (14) . The domain decomposition is considered as`correct' if the number of decomposed domains is the same and the residue assignment is at least 85% in agreement with the domain structure reported. DomainParser correctly assigned 752 single-domain protein chains and 229 multi-domain protein chains (Table 3) . Among the incorrect decompositions, 224 domains are overcut, 94 are undercut. The overall accuracy is~74.5% (Table 2) .
Upon applying the quality checking ability with the neural network to DomainParser, 800 single-domain protein chains and 278 multi-domain protein chains were assigned correctly ( Table 3 ). The overall accuracy improved to 81.9 from 74.5% (Table 2 ). The results are available at http://compbio.ornl.gov/ structure/domainparser2/testing.html. The old version of DomainParser tends to overcut protein chains into domains using default parameters. The number of overcut is reduced substantially from 17 to 8.4% with the quality check capability. The number of undercut is only slightly increased from 7.1 to 8.3%.
We also tested the performance of the new version of DomainParser on the set of 55 proteins used by several programs (13, 14) . Among the 55 proteins, 30 are singledomain proteins, 20 are two-domain proteins, two are threedomain proteins and three are four-domain proteins. The performance of the new version of DomainParser on this set is 80%, while the old version has an accuracy of 78.2% (13) according to the domain assignments from the literature. The new version correctly assigned 28 one-domain proteins out of 30, while the old one missed three of them (13) . On the other hand, both the old and the new versions of DomainParser assigned 16 multi-domain proteins correctly (Table 4) (13) . However, if we use the protein domain de®nitions by SCOP as references, the performance of our new program is 83.6% (Table 4) .
We further tested our program on a non-redundant set of 90 protein chains with author assignments maintained at http:// www.bmm.icnet.uk/~domains/test/dom-rr-all-c.html by Islam et al. (15) , and achieved an accuracy of 90%. Among the 90 proteins, each of which represents a distinct fold in FSSP (24), 23 are multi-domain proteins. The result is available at http:// compbio.ornl.gov/structure/domainparser2/islamset.html.
Even though new capabilities were added to DomainParser, it runs as ef®ciently as DomainParser alone. Figure 7 shows the computational time on 278 protein chains that resulted in two domains. It took less than 25 s of CPU time to complete the decomposition for all the protein chains that have 600 residues or less (Fig. 7) . It may take a little longer for the new DomainParser since the initial partition may result in more than two domains.
General functionality of DomainParser
DomainParser takes a protein structure in PDB (25) format as input and generates one set of domains. In most cases, running DomainParser using defaults should give satisfactory partitions. For each predicted domain, DomainParser provides a value indicating the con®dence. In addition, several options offered in DomainParser can provide a partition that a user desires or correct some overcut/undercut partitions. For example, if a user has some knowledge about the possible number of domains a protein chain may have, he/she can input this number, k, as a constraint. DomainParser will generate the best k-domain partition. The user can also de®ne the minimum number of residues (r) in a domain (default r = 35) and the maximum number of b-strands (b1) that allow bridging two different domains (default b1 = 1).
DISCUSSION
On the test set of 1317 protein chains, the new DomainParser program performed signi®cantly better than the previous version. About 81.9% of the results from new DomainParser are in agreement with the SCOP assignments, while the old one achieved 74.5% consistency. Among the assignments inconsistent with SCOP, some may not necessarily indicate the inaccuracy of the assignments by DomainParser. The discrepancies may simply be the result of the lack of a standard de®nition of a domain, as discussed by several studies (11, 12, 26) . Manual assignments could sometimes be subjective, as evidenced by the inconsistent domain assignments for the same protein by different experts (13) . We further examined the protein chains in our test set that do not agree with the assignments by SCOP. These proteins fall into several groups. Among the 110 protein chains that are overcut by our program with the SCOP de®nitions as standard, we believe that the majority are decomposed correctly by DomainParser from the view point of structural domains. Figure 8 shows several examples. DomainParser assigns two domains for both 1hzda (74±279 and 280±339) and 2adma (21±243 and 244±413), while SCOP assigns them as singledomain proteins. Clearly, they are multi-domain proteins from a structural point of view. It is not clear why SCOP lists them as single-domain proteins. One possible explanation is that experts take the functions of proteins and evolution information into consideration when they examine the protein structures for domain identi®cations (27) . Usually, active sites are located in the clefts between domains (9). In these cases, one structural domain may not be a full functional domain. Several proteins de®ned as two-domain proteins by SCOP are assigned as three-or four-domain proteins by DomainParser. Though the domain numbers are different, they do agree on some partitioned domains. Holm and Sander (21) argued that there could be alternative, equally reasonable ways to decompose a large protein into smaller domains. Some discrepancies in the undercut category are the results of the rules used by DomainParser and other domain decomposition programs. A compact, near globular structure with a hydrophobic core is expected for a protein domain. Figure 9 shows four examples, which are assigned as multiple domains by SCOP but single-domain structures by DomainParser. Domains 1±36 of 6prch, 31±66 and 67±100 of 1zmec and 334±349 of 1d0ab, which are separated domains in SCOP, are too simple to be treated as single domains (some of them are just an a-helix) and are rejected by DomainParser, on the basis of the rules discussed above and the minimum size requirement of 35 amino acids (see Materials and Methods). Using recurrence information to divide the polypeptide chain into domains, Holm and Sander found that a single long helix is one of the most dominant domain fold types (21) . However, this is not consistent with the general rule of domain decomposition, i.e. each domain should be in general compact and globular. In almost all the undercut cases, if we require that the number of decomposed domains is two or more (one of the options provided by DomainParser), the results are in high agreement with the SCOP assignments. One of the rules DomainParser uses is that a b-sheet can belong to only one domain, which resulted in the assignments of 1plq and 1ig3a as single-domain protein chains. Apparently, this rule is not strictly applied in the SCOP assignments. SCOP assigns two domains (1±126 and 127±258) to 1plq. However, residues 46±53 in one domain and residues 244±250 in the other domain are parts of a b-sheet (Fig. 10) . By relaxing this rule, DomainParser assigns the domains of this protein in consistency with SCOP. In protein chain 1ig3a that has two domains de®ned by SCOP (10±178 and 179±263), two b-sheets are split since strands 172±177 and 179±184 and strands 22±25 and 189±193 belong to different domains. Some of the domain assignments by SCOP, which are undercut by DomainParser into single-domain proteins, are structurally close. The two domains assigned by SCOP for 1bs8a (319±450 and 9±318;451±506) are very close (Fig. 10C) . The above discrepancies are apparently the result of how a`domain' is de®ned. A reasonable comparison of the performance of automatic domain partition programs is possible only when we have a rigorous de®nition of a protein domain.
Since we used the hydrophobic moment pro®le to assess the quality of partitioned domains, and we are dealing with individual protein chains, some domains that are decomposed correctly by DomainParser are missed by the quality checking step. This could be the result of the unique properties of those proteins. Some protein structures are solved with co-factors or hetero molecules, which may affect the hydrophobic moment pro®ling of the partitioned domains.
All these discrepancies between our assignments and SCOP could provide us with ideas for possible improvements of DomainParser. Incorporation of functional and evolutionary information may be the next step to take in generating the next version of DomainParser. With its ef®cient and accurate computation, we believe that the program should become a valuable tool for automated domain decomposition at large scale, which will be particularly useful for keeping the domain databases up to date in a timely fashion. We plan to construct a domain database using DomainParser to complement other protein domain databases.
