This paper presents a novel classifier based on collaborative representation and multiple onedimensional embedding with applications to face recognition. To use multiple 1-D embedding (1DME) framework in semi-supervised learning is first proposed by one of the authors, J. Wang, in 2014. The main idea of the multiple 1-D embedding is the following: Given a high-dimensional data set, we first map it onto several different 1-D sequences on the line while keeping the proximity of data points in the original ambient high-dimensional space. By this means, a classification problem on high dimension reduces to the one in a one-dimensional framework, which can be efficiently solved by any classical 1-D regularization method, for instance, an interpolation scheme. The dissimilarity metric plays an important role in learning a decent 1DME of the original data set. Our another contribution is to develop a collaborative representation based dissimilarity metric. Compared to the conventional Euclidean distance based metric, the proposed method can lead to better results. The experimental results on real-world databases verify the efficacy of the proposed method.
Introduction
Face recognition has received massive interest in pattern recognition for decades owing to its wide applications in the real world. 8, 11, 15, 28 It also has a rich literature. 4, 6, 9, 18, 26, 27 A number of face recognition algorithms have been developed to extract useful facial fea-tures, including Fisherface, 2 Eigenface, 26 Independent Face, 14 and Laplacianface. 10 The existing literature 1, 7 shows that facial images of a subject approximately lie in a lowdimensional subspace. To use this as a prior knowledge, Wright et al. 27 proposed a sparse representation-based classifier (SRC) by exploiting the discriminative property of sparse representation of the query image to perform classification. After the work of Wright et al., 27 various representation-based classifiers are proposed for face recognition. For example, Zhang et al. 29 developed a collaborative representation-based classifier (CRC) by solving the representation vector with the regularized least squares method. Naseem et al. 18 devised a linear regression classifier (LRC) by representing a query image as a linear combination of class-specific dictionaries.
Recently, Ram et al. [19] [20] [21] [22] proposed a smooth ordering method for image processing. The main idea of smooth ordering is to capture the smoothness of the image patches and use it for the recovery of the corrupted image. Specifically, it first orders all patches of a given corrupted image such that they are chained in the "shortest possible path". 22 The reordered patches are expected to be smooth and also induce a 1-D ordering of the image pixels in the center of the patches. Then a 1-D smooth operator (e.g., interpolation) is applied to the reordered pixels, generating the decent recovered image.
However, the original smooth ordering methods only consider the order of the original dataset and change it into a smooth version. They fail to take into account the distance between the high-dimensional data points in the manifold. To reduce this limitation, J. Wang 23, 24 developed a Multiple 1-D embedding (1DME) method to embed the highdimensional data into multiple 1-D sequences on a line and perform classification on the 1DME. Due to the specific objects an application deals with, the metric on the data sets should be consistent of the objects. For instance, the original smooth ordering use the Euclidean distance to measure the dissimilarity between image patches. And in the experiments of Ref. ?, the so-called 1-shift (Euclidean) distance is introduced to measure the dissimilarity of handwritten digits. These distances may be not appropriate for other realworld applications. For example, in this paper, we deal with facial images. The researches have shown that facial images of a subject with distinct expression and illumination can be well represented by a low-dimensional subspace. 7 For such data, samples in a class may not be close in the sense of Euclidean distance but lie in the same subspace. Thus, we need to develop a dissimilarity metric to measure the subspace membership of the points in the facial-image datasets for decent classification performance.
In this paper, we propose a novel classifier based on Multiple 1-D embedding (1DME) and collaborative representation (CR). The contributions of this paper are as follows:
1. A collaborative representation based dissimilarity (CRD) metric is developed to measure the affinity of the points in the facial-image data sets. The experimental results show that under CRD, data samples in a class are similar while those in distinct classes have large dissimilarity value. Compared to the Euclidean distance, it leads to better classification results. 2. We present a CR-based 1DME method (referred as CR1DME) to embed a high dimensional dataset onto multiple 1-D sequences while preserving the proximity 
matrix of all samples of data points. In this way, the classification problem on the original high dimension reduces to a simpler one in the 1DME framework, which can be efficiently tackled with 1-D classifiers. Then we leverage CR1DME to develop a classifier by learning 1DME-based interpolation scheme.
The rest of the paper is arranged as follows. Section 2 formulates the problem and reviews the 1-D manifold embedding (1DME) based method. In Section 3, we propose the CR1DME model and utilize it to develop a novel classifier. In Section 4, we conduct experiments on popular real-world face data sets to validate the efficacy of the proposed method for face recognition. Finally, we give the conclusion in Section 5.
Review of Multiple 1-D Embedding-Based Method
In this section, we formulate the classification problem and review the 1DME-based method proposed by J. Wang. 23, 24 To begin with, we specify some important notations used in the paper. Throughout this paper, we represent matrices with boldface uppercase letters, vectors with boldface lowercase letters, and scalars with normal italic letters, respectively. Sets are denoted as uppercase calligraphic letters. For a set S, |S| denotes its cardinality. Assume the number of classes is C and denote
m be the labeled sample sets, where m denotes the feature dimension and l is the number of labeled samples.
m denotes the set of unlabeled samples where n is the number of all samples. Denote X = X L X U and arrange the data points as the columns of a matrix X = [x 1 , x 2 , · · · , x n ]. Let y i ∈ C be the label of x i and denote
. Table  1 summarizes the notations and their descriptions. Given the labeled dataset (X L , Y L ), the goal is to learn a classifier to predict the labels of unlabeled data points {x i } n i=l+1 . With the notations above, we now proceed to introduce the 1DME method. Let X = {x 1 , x 2 , · · · , x n } ⊂ R m be the given high dimensional dataset. The goal of 1D embedding is to embed it into a line while preserving the important geometric structures of the original dataset, such as the proximity of data points. To this end, we will apply a smooth ordering (column) permutation P, which changes the column order of X, to produce a smooth data matrix X p . Here, the smoothness of a data matrix is measured by the total variation of its columns
where d (x, z) denotes the predefined dissimilarity or distance metric between x and z. Therefore, we compute the permutation operator P by minimizing the total variation of P(X):
By the way, a permutation operator P is induced by a permutation π of the index set I = {1, 2, · · · , n}
Hence, we may identify P with π. As Ref. 22 mentioned, the optimization problem (2.2) is equivalent to searching the shortest path passing through X and visit each data point only once. Therefore, it turns to be a traveling salesman problem (TSP), 5 which is computationally expensive for large datasets. For this reason, usually the problem (2.2) is approximatively solved by a simple yet effective greedy algorithm. 22 After obtaining the permutation operator P and the ordered data matrix
, we make the 1-D embedding of X as follows: Define a mapping h : X → R such that
of X. It can be seen that the vector t = [t 1 , t 2 , · · · , t n ] has the same total variation and smoothness as X p , i.e., t TV = X p TV . The algorithm to compute the smooth ordering permutation was first developed in Ref. 22 . In Ref. 23 , a distance measurement on the ordered sequence is added (see Step 3 in Algorithm 1). For readers' convenience, we quote it in the following.
Algorithm 1 1-D Manifold Embedding
m×n , a random probability vector p = [p 1 , p 2 , · · · , p n ], the parameter α and the dissimilarity function d.
Initialization: Randomly choose a index j ∈ I = {1, 2, · · · , n} and set π(1) = j and t 1 = 0.
Compute the cardinality of N c (i) denoted as |N c (i)|, and determine π(i + 1) using the following criterion.
we first find the nearest sample x i 1 and the second nearest sample x i 2 of x π(i) in N c (i). Then we compute q i as
we find the nearest and the second nearest samples of x π(i) in I c and define π(i + 1) as described in the case
Otherwise, |I c | = 1 and i = n − 1. Then we set π(i + 1) as the index of the only sample in X c .
For end
A multiple 1D embedding contains several versions of 1D embedding with the different heads, which are chosen at random. To develop a 1DME-based algorithm, we first construct an individual classifier based on each 1D embedding, then integrate these classifiers into a single one by a voting role. The process above is repeated for successively improving the quality of the classifier. The motivation and benefits of 1DME-based algorithm are as follows. The classification problem for high-dimensional data reduces to that cab be solves in a 1-D framework. Hence, the developed algorithms are more stable and controllable. A M1ED-based classifier is essentially dimension-free. Hence, it can alleviate the curse of dimensionality, 13 which appears as the data dimensionality increases. More details can be found in Ref. 24 .
Proposed Method
This section aims to describe the proposed classifier for face recognition, which is arranged as follows. First, we develop a collaborative representation (CR) based approach to learn the dissimilarity between pairwise data points. This leads to a collaborative representation (CR) based 1DME (CR1DME) method by incorporating the proposed CR based dissimilarity method into the original 1DME-based one. 23 Finally, we propose a classifier of CR1DME with application to face recognition.
Dissimilarity Learning via Collaborative Representation
In 1DME-based method, the dissimilarity metric d(·, ·) plays an important role in learning a decent 1DME of the original data set. Denote by D = (d i j ) ∈ R n×n the dissimilarity matrix where d i j = d(x i , x j ). We aim to propose a dissimilarity metric under which samples in a class are similar while those in distinct classes have large dissimilarity value.
A conventional choice of the dissimilarity metric d is the Euclidean distance due to its simplicity. In this case, if two data points have small Euclidean distance, their positions in a 1-D embedding will be close. Then the two points will be assigned to the same class with large probability. However, in many real-world applications, Euclidean distance is not a good measurement for data dissimilarity. For example, facial images of a subject under distinct expression and illumination can be well represented by a low-dimensional subspace. 1 For such data, samples in a class may not be close in the sense of Euclidean distance but lie in the same subspace. This motivates us to propose a novel dissimilarity metric which measures the subspace membership of the data points instead of the Euclidean distance. For this end, we first compute the coefficient matrix C using collaborative representation min
where λ denotes the regularization parameter. The optimal solution of the problem (3.1) can be explicitly formulated as
where I ∈ R n×n denotes the identity matrix. Thus, the problem (3.1) can be efficiently computed. For symmetry and normalization, we construct the affinity matrix A = |C * | + |C * | T and normalize A to make the maximal and minimal value of its entries as 1 and 0, respectively. The proposed dissimilarity is defined as d(x i , x j ) = 1 − a i j , where a i j denotes the (i, j)-th entry of A. According to the theory in Ref. 17 , when under appropriate conditions, d(x i , x j ) is large when x i and x j belong to distinct subspaces, and small if they are from a same subspace. Therefore, the proposed dissimilarity encourages the 1D embedded data from a same subspace (corresponding to the same class) to be close while those from distinct subspaces far apart. This gives rise to success of the proposed CR1DME method.
Classifier of CR1DME
Now we develop a classifier of CR1DME by integrating the individual modulus aforementioned and a M1dE-based adaptive interpolation scheme 23 into a unified framework. Given the data matrix X, we first learn a dissimilarity matrix D = (d i j ) ∈ R n×n with d i j = d(x i , x j ) using collaborative representation as stated in the previous section. Then, with the dissimilarity defined, we compute a classifier using a 1DME-based classification algorithm, e.g., the 1DMEI algorithm in Ref. ? without the iterative procedure.
Algorithm 2 Classifier of CR1DME
of training samples , and the number of embeddings K. Output: The predicted labels of test samples 1: Learn the dissimilarity matrix D via collaborative representation. 2: Construct K 1DMEs of X using Algorithm 1. To have a better understanding of our method, we formulate the classification procedure as follows. It is known that a problem of multiclass classification can be reduced to multiple binary classification problems using one-vs.-rest (OvR) strategy. 12 For this reason and brevity of notations, we describe the proposed classifier for a binary problem only, where the label y ∈ {−1, +1}. This algorithm can be found in Ref. 23 too. We define a univariate functionf : R → R such thatf
.2)-(3.4). 4: Predict the labels of test samples
Then a cubic interpolation operator L is utilized to interpolatef on the set
This yields a function f : X → R formulated as
Finally, the label of the test sample x i (l + 1 ≤ i ≤ n) is determined by the sign of f (x i ). For better performance, we can employ K permutation operators P k and compute K 1DMEs. Then we can obtain K functions f k (1 ≤ k ≤ K) defined on X using the same strategy aforementioned. We use the sign of f
to determine the label of x i . Algorithm 2 provides a pseudocode of the proposed classifier of CR1DME.
Experiments
In this section, we conduct experiments on popular read-world datasets to evaluate the efficacy of the proposed classifier for face recognition. We first compare the proposed dissimilarity matrix with the Euclidean distance for 1DME. Then we compare the performance of the proposed method with several state-of-the-art classifiers for face recognition.
Experimental Settings
This section aims to introduce the used datasets, competing methods and their parameter settings in the experiments. We utilize two popular databases, i.e., the ORL database 25 and the Extended Yale B database. 16 Fig. 1 shows some facial images from these two databases. The description of them are as follows. To evaluate the performance of CR1DME, we compare it with several state-of-theart classifiers for face recognition. They are LRC, CRC, SRC, and two popular semisupervised classifiers, i.e., laplacian regularized least squares (LapRLS) and laplacian support vector machines (LapSVM). 3 For each method, we use the code provided by the corresponding authors. For CRC and SRC, the regularization parameters are chosen as 0.001 and 0.1, respectively. For LapRLS and LapSVM, we choose N = 10 nearest neighbor, and two regularization parameters γ A = 10 −6 and γ I = 10 −2 according to the reference. 3 For CR1DME, we choose the parameter α = 10, λ = 4 × 10 −3 and the number of embeddings K = 15.
Dissimilarity Comparison for 1DME
Now we analyze the impact of the dissimilarity metric to the classifier of 1DME. Specifically, we compare the proposed CR based dissimilarity (CRD) with the Euclidean distance for 1DME. Denote by X c the set of samples belonging to class c (1 ≤ c ≤ C) in X. For comparison, we define an average class dissimilarity between a sample x i and X c d(
for i = 1, 2, · · · , n and c = 1, 2, · · · , C. Ideally, we expect thatd (x i , X c ) has small value if x i belongs to class c and large value otherwise. If so, the embeddings of the samples in a same class will be close and those of samples in distinct class will be far apart, thereby leading to decent classification results. Consequently,d can be used as an evaluation index for the dissimilarity metric.
We use a subset of the facial images of the first ten subjects in the Extended Yale B database to conduct the experiment. Thus, this subset consists of 640 facial images of ten subjects. For efficiency, we downsample each facial image to have 6 × 5 pixels with the downsample ratio 1/8. We compute the average class dissimilarity between the 4-th facial image of the first subject x 4 and X c for c = 1, 2, · · · , C using the Euclidean distance and CRD, respectively. The results are shown in Fig. 2 . It can be seen that with the Euclidean distance based dissimilarity, x 4 has the smallest average class dissimilarity with the images of the 8-th subject rather than those of the first subject. In contrast, using the proposed dissimilarity, x 4 is the most similar to the facial images of the first subject, which is also the true subject of x 4 . By applying 1DME on this subset, the 1-D embedding of x 4 will be close to those from the same class with large probability. To make the results more convincing, we also compute the average class dissimilarity between each sample and samples from every class. Fig. 3 shows the average class dissimilarity map using the Euclidean distance and the CRD, respectively. It can be found that the CRD performs better than the Euclidean distance. Concretely, using the CRD, the samples always have the smallest average class dissimilarity with those from the same class. In comparison, the map computed with the Euclidean distance is disordered.
For simplicity, we refer to the classifier of 1DME using the Euclidean distance as E1DME. We conduct face recognition experiments on this subset using E1DME and CR1DME, respectively. For each subject, n t (= 6, 8, 10, 12) images per class are randomly selected for training and the rest for test. Feature dimension Recognition rate (%) E1DME CR1DME (d) Fig. 4 : Recognition results on a subset of the Extended Yale B database with the first 10 subjects for E1DME and CR1DME based on n t images per subject for training. (a) n t = 6; (b) n t = 8; (c) n t = 10; (d) n t = 12.
subset. It can be seen that CR1DME performs much better than E1DME at all levels.
Results on the ORL Database
In this section, we validate the effectiveness of the proposed method on the ORL database. For each subject, we randomly select n t (= 2, 3, 4, 5) images for training and the rest for test. Before performing classification, we use PCA to reduce the dimension of vectorized images to vary from 10 to 80. Fig. 5 shows the recognition rate of distinct algorithms as a function of the feature dimension for distinct number of images per subject for training. To make it more convincing, we repeat the face recognition experiments of each method ten times with n t = 2 and feature dimension varying from 10 to 80. Table 2 reports the average recognition rates of each method over the ten-run test. Based on the results, we draw the following conclusions.
First, in general as the training set size and feature dimension increases, all methods achieve higher recognition rates. However, CR1DME outperforms competing methods in most cases. As shown in Table 2 , when the feature dimension is 80, the average recognition rate of CR1DME is 84.59 percent, while all the other methods achieve the average recognition rate less than 77 percent. Second, since both CR1DME and CRC take advantage of the collaborative representation, the comparison between them suggests that the 1DME based classifier performs better than the class residual based decision rule in CRC. Concretely, for n t = 2, when the feature dimension varies from 10 to 80, the average recognition rate of CR1DME improves that of CRC by at least 5 percent at each level.
Results on the Extended Yale B Database
This section aims at testing the performance of CR1DME on the Extended Yale B database. We compute the recognition rates with feature dimensions 30, 56, 120 and 504. The corresponding downsampling ratio is 1/8, 1/6, 1/4 and 1/2, respectively. Fig. 6 shows the recognition rates of distinct algorithms under varying feature dimensions and values of n t . We also repeat the experiments above for n t = 6 and n t = 8 ten times and report the average recognition rates in Table 3 . From the results, some conclusions can be obtained as follows.
First, CR1DME significantly outperforms competing methods for the training set with small size. For example, in Fig. 6(a) with the number of images per subject n t = 6 and feature dimension 30, the recognition rate of CR1DME is 71% while recognition rates of all other methods are less than 55%. In addition, as the feature dimension increases, CR1DME still achieves better performance than other algorithms. Since images for training are often limited in practice, this makes senses for real-world face recognition. Second, when the feature dimension increases from a low level, the recognition rate of CR1DME increases rapidly. This comes from the fact that for the images with higher dimension, CR1DME can learn a much better dissimilarity matrix. Then the 1DME of the images in the same class are closer and those from different classes are far apart, thereby producing better classification results.
Conclusion
In this paper, we propose a novel method for face recognition based on CR and 1DME. 23 First, we devised a CR based dissimilarity metric by considering the subspace structure of facial images. Under the metric, data samples in a same class are similar while those in distinct classes have large value of dissimilarity. With the dissimilarity metric, we make a multiple 1D-embedding of the original datasets, preserving the proximity of data points in the high dimensional ambient space. Then the classification problem on high dimension can be solved in the one-dimensional framework. A classifier of CR1DME is developed based on 1DME interpolation scheme that was developed by one of the authors in Ref. 23 . Experimental results on real datasets show that the proposed method outperforms several other state-of-the-art methods for face recognition, especially when labeled samples per class are limited.
