Abstract. In this work we develop some categorical aspects of the double structure of a module, defined in [2] .
Introduction
The study of bi-Lipschitz equisingularity was started at the end of 1960's with works of Zariski [10] , Pham [8] and Teissier [7] . At the end of 1980's, Mostowski [6] introduced a new technique for the study of Bi-Lipschitz equisingularity from the existence of Lipschitz vector fields.
In [3] Gaffney defined the concept of the double of an ideal and developed the infinitesimal Lipschitz conditions for a family of hypersurfaces using the integral closure of modules, namely, the double of some jacobian ideals. In [4] Gaffney used the double and the integral closure of modules to get algebraic conditions for bi-Lipschitz equisingularity of a family of irreducible curves. In [1] the authors also used the double and the integral closure of ideals to get an algebraic condition in order to get a canonical vector field defined along a Essentially Isolated Determinantal Singularities (EIDS) family, which is Lipschitz provided the matrix of deformation of the 1-unfolding which defines the EIDS is constant.
In [2] it was extended the notion of the double for modules, and we have generalizations for some results of [3] , further.
In this work, our main goal is to look the categorical properties of the double structure, under an algebraic viewpoint. In [2] we develop algebraic conditions, in order to ensure the existence of Lipschitz canonical vector fields, using the double and the integral closure of modules.
In section 1 we define the double homomorphism and we get several results that relates standard properties of a homomorphism and its double.
In section 2 we develop some relations between the homological behavior of chain complexes and its doubles.
In section 3 we see the notion of double in a categorical viewpoint, and we prove that the double category is isomorphic to the categories of the modules that are embedded in a free module with finite rank.
In section 4 we find a quite natural way to define the double in a quotient of a free module with finite rank.
Finally, in section 5 we extend the notion of a double homomorphism between two submodules embedded on finite powers of local rings of possibly different analytic varieties, linked by an analytic map-germ between them.
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THE DOUBLE HOMOMORPHISM AND BASIC PROPERTIES
Let R be a ring. Definition 1.1. Let T (R) be the category of the R−modules M which are R−submodules of R p , for some natural number p.
Let X ⊂ C n be an analytic space and let O X be the analytic sheaf of local rings over X, and let x ∈ X.
Here we work on the categories
We recall the definition now.
Consider the projection maps π 1 , π 2 : X × X → X.
The first result is a quite useful tool many times when we work with the double. 
(d) It is a straightforward consequence of the item (c). Our main goal is to give a categorical sense for the double structure. The next theorem is the key for it. 
and h i , g j ∈ M. So, we get two equations:
Take U an open neighborhood of x in X where α i , β j are defined on U × U, and h i , g j are defined on U. For each w ∈ U define α w i , β w j ∈ O X,x given by the germs of the maps α
The equation (1) implies that
Applying φ (which is an O X,x −homomorphism) in both sides of the last equation we get
Analogously, using the equation (2), we get
The equations (3) and (4) implies that
and the Claim is proved. Now, by the definition of φ D , it is clear that φ D is an O X×X,(x,x) −module homomorphism and is the unique satisfying the property
From now on, all the modules are objects in T (O X,x ) and their doubles are objects in T (O X×X,(x,x) ).
Notice that if id
The next proposition gives us a relation between images and kernels of a module homomorphism.
The next proposition shows that the double homomorphism has a good behavior with respect to sum and composition.
, which proves (c).
Proof. (a) By Propositions 1.3 (d) and 1.6 (a) we have: 
and only if, there exists an
O X,x −homomorphismφ : O p X,x → O q X,x such thatφ(M) ⊂ N andφ | M = φ.
Proof. (=⇒) By hypothesis there exists a q
(⇐=) Let e 1 , ..., e p be the canonical elements in O p X,x . Let A be the q × p matrix whose columns are φ(e 1 ), ..., φ(e p ).
is an O X×X,(x,x) −homomorphism induced by a 2q × 2p matrix.
Proof. By hypothesis there exists a q × p matrix A with entries in O X,x such that
So, taking the 2q × 2p matrix
we conclude that φ D (h D ) = B·h D , and the proposition is proved, once M D is generated by h D , h ∈ M.
As an application of the double homomorphism, we prove in the next theorem that the double structure is compatible with finite direct sum of modules.
Proof. Consider the canonical projections and inclusions:
Thus, we get the double homomorphism of each one above:
By the Claims 1 and 2 we have that
Since {(h, g) D / h ∈ M and g ∈ N} is a generator set of
which finishes the proof of the theorem.
Proof. Induction on r and use the previous theorem. of length r. This series can be given on the form
, which has finite length by hypothesis. Hence, r ≤ ℓ(
) is finite. 
HOMOLOGICAL ASPECTS OF THE DOUBLE STRUCTURE
We will see that the double homomorphism gives a natural way to study the homology of the double structure. X×X,(x,x) ). The chain complex C D is called the double of C. Proof. Let i ∈ Z be arbitrary. We have the sequences
Definition 2.2 (The double chain complex). Let
C = (M • , φ • ) be a chain complex in T (O X,x ). We define C D := ((M • ) D , (φ • ) D ) and
by Proposition 2.1 we have that C D is a chain complex in T (O
Proof. Let i ∈ Z. So we have that the diagram
, and the following diagram is also commutative:
Proof. It is a straightforward consequence of the Proposition 1.7 (b).
Now, we will get some results related to chain homotopy.
• ) be chain complexes. Let µ : C → C ′ be a homomorphism of degree 1, i.e, µ is a collection of O X,x −module homomorphisms
We know this homomorphism induces a chain morphism µ : C → C ′ given by {μ i :
If α, β : C → C ′ are chain morphisms, remember that µ : C → C ′ is defined as a homotopy between α and β whenμ = α − β, and we denote α ≃ β by µ. Proof. Proof. We have that µ is a homotopy between α and β ⇐⇒μ = α − β. By Proposition 1.7 (a) and (c) and the previous lemma we have:
Proof. By hypothesis there exists a chain morphism β :
Corollary 2.9. If C is a contractible chain complex then C D is also contractible.
Proof. Since C is contractible then id C ≃ 0 C , and by the Proposition 2.7 follows that
Notice the nice relation between the Proposition 2.3 and Corollary 2.9. We already know every contractible chain complex is an exact sequence. The Proposition 2.3 says that the exactness on the double level implies the exactness on the single level. The Corollary 2.9, which treats about contractible (stronger than exactness), says the opposite.
It is clear that all the results obtained in this section can be naturally translated to the cohomology language.
THE DOUBLE CATEGORY
Let us define the category D(O X,x ). The objects of D(O X,x ) consist of the double of modules in
Working with the standard composition of maps, we have the category D(O X,x ), called the double category of (X, x).
The morphisms in D(O X,x ) are called O X,x −double morphisms. Observe that the O X,x −doubles morphisms are O X×X,(x,x) −homomorphisms with an addictional property: they preserve the double structure.
Notice that D(O X,x ) is a subcategory of T (O X×X,(x,x) ).
Theorem 3.1. The covariant functor
is an isomorphism of categories.
Proof. The Proposition 1.3 (d) proves that the map between the objects is a bijection, and the Proposition 1.7 (a) proves that the map between the morphisms is a bijection. Hence, D is an isomorphism of categories.
The Theorem 3.1 implies that T (O X,x ) and D(O X,x ) are essentially the same category, so they have the same behavior in all of the categorical statements. But, one of them is reasonable to emphasize, in the next corollary, which is interesting to compare with the result obtained in the Corollary 1.8. 
Here it is reasonable to emphasize the difference between the notions of injective homomorphism and monomorphism of modules, which are not the samething in the category of modules, since we are understanding the term monomorphism in the categorical sense, i.e, there is a left-inverse morphism.
The same remark has to be done between surjective homomorphism and epimorphism.
Remark 3.4. The covariant functor
is not an isomorphism of categories anymore.
In fact, suppose (X, x) irreducible. It is proved in [2] that the generic rank of the double of every module M in T (O X,x ) has generic rank even. Thus, the map between the objects cannot be surjective.
THE DOUBLE IN A QUOTIENT OF A FREE O X -MODULE OF FINITE RANK
Let W be an O X,x −submodule of O p X,x , and consider the quotient map
Notice the definition of (h+W ) D does not depend of the choice of the representative h. In fact, if
Now, we want to define the double of a submodule M of
Rewriting with standard notation, we conclude that, if M is a submodule of O
The double homomorphism relative to an analytic map germ
Let (Y, y) and (X, x) be germs of analytic spaces, and let ϕ : (Y, y) → (X, x) be an analytic map germ. So, the pullback map ϕ * : O X,x → O Y,y is a ring homomorphism, which induces an O X,x −algebra structure in O Y,y . Thus, every O Y,y −module is also an O X,x −module through this ring homomorphism.
We will see that there is a natural O X×X,(x,x) −algebra structure in O Y ×Y,(y,y) induced by the pullback of ϕ. In fact, let
be the C−algebra homomorphism such that µ X,x (f ⊗ C g) is the germ of the map
and let
the same for (Y, y). Since ϕ * : O X,x → O Y,y is a ring homomorphism then we have a natural C−algebra homomorphism
In fact, the map
is C−bilinear. So, the existence and uniqueness of ϕ ⊗ is provided by the universal property of the tensor product. It is known that µ X,x and µ Y,y are C−algebra isomorphisms, so we can consider the C−algebra homomorphism ǫ ϕ : O X×X,(x,x) → O Y ×Y,(y,y) such that the following diagram is commutative:
Since µ X,x and µ Y,y are C−algebra isomorphisms then we can identify ǫ ϕ ∼ = ϕ ⊗ , and
x where a representative of α is defined on U × U. For each w ∈ U let α w ∈ O X,x be the germ of the map
Proof. We can write α = (f i ⊗ C g i ), with f i , g i ∈ O X,x . For all y 1 ∈ ϕ −1 (U) we have: ϕ * (α ϕ(y 2 ) )(y 1 ) = α ϕ(y 2 ) (ϕ(y 1 )) = α(ϕ(y 1 ), ϕ(y 2 )) = (f i (ϕ(y 1 )) ⊗ C g i (ϕ(y 2 ))) = ( (ϕ * (f i )) ⊗ C ((ϕ * (g i ))) (y 1 , y 2 ) = (ϕ ⊗ (α))(y 1 , y 2 ) = (ϕ ⊗ (α)) y 2 (y 1 ), and the lemma is proved.
Clearly we get the analogous result if we fix the first coordinate instead the second one.
Consider the projections π α i , β j ∈ O X×X,(x,x) and h i , g j ∈ M. So, we get two equations:
Take U an open neighborhood of x in X where α i , β j are defined on U × U, and h i , g j are defined on U. For each w ∈ U define α By Lemma 5.1 we conclude that
Hence,
