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Resumo
O envelhecimento é uma realidade da sociedade contemporânea. Fato com-
provado pelo aumento da expectativa de vida, que hoje tem uma média mundial
próxima dos 72 anos. Porém, o aumento da expectativa de vida tem apresentado
alguns desafios para a ciência, como a demência senil, haja vista que 47 milhões de
pessoas no mundo inteiro apresentam algum tipo de demência e a cada ano surgem
cerca de 10 milhões de novos casos, sendo a doença de Alzheimer (DA) a causa mais
comum dessa enfermidade, abrangendo 60% a 70% das ocorrências. A demência é
um conceito bastante amplo que abrange os casos de doença mental caracterizados
por perda da capacidade cognitiva, além de incluir diversas alterações como: perda
gradativa da memória, distúrbios de linguagem e de habilidades visuoespaciais, di-
ficuldade de raciocínio, de concentração e de aprendizado, entre outras. Embora a
DA seja a causa mais comum de demência, ela é apenas um subtipo desta síndrome.
Há outras causas possíveis, dentre elas: demência vascular, demência de corpos de
Lewy (DCL), demência da doença de Parkinson (DDP), demência frontotemporal
e demência da doença de Huntington. Desses exemplos de causas da demência, a
DCL, a DDP e a DA compartilham um biomarcador conhecido como placas senis
formadas pelo peptídeo β-Amilóide (Aβ).
Dentro desse contexto, neste trabalho foi feito um estudo do reconhecimento
molecular dos compostos naturais cinamaldeído, curcumina e ácido rosmarínico (li-
gantes) pelo peptídeo Aβ, na sua forma de 42 aminoácidos (Aβ1−42). Esse estudo foi
viabilizado através do uso de um protocolo obtido da combinação da dinâmica mo-
lecular, docking e métodos computacionais de modelagem molecular. Os resultados
obtidos indicam que os ligantes têm atividades sobre o peptídeo Aβ1−42, principal-
mente, nos aminoácidos Phe4, Leu17, His13, Phe19, Phe 20, Ile31, Ile32 e Val39, que
possivelmente têm um papel importante na agregação proteica do Aβ1−42. Assim,
quando esses aminoácidos interagem com os compostos estudados, tem-se o impe-
dimento da agregação do peptídeo e, por conseguinte, da formação de placas senis.
Esse impedimento está vinculado principalmente às interações do tipo ligações de
hidrogênio e empilhamento de anéis aromáticos. A partir dessas interações, pode-se
i
também perceber que os grupos funcionais anéis aromáticos, carbonila e hidroxila
são importantes para se ter ação no peptídeo Aβ1−42. Esse mapeamento detalhado
das interações entre o peptídeo e esses ligantes naturais pode proporcionar um vis-




Aging is a reality in contemporary society. This fact is confirmed by the
increase in life expectancy, which today has an average of 72 years. However, the
increase in life expectancy has presented some challenges for science, such as senile
dementia, given that 47 million people worldwide have some type of dementia and
each year around 10 million new cases arise, being Alzheimer’s disease (AD) the
most common cause of this disease, covering 60% to 70% of occurrences. Demen-
tia is a very broad concept that covers cases of mental illness characterized by loss
of cognitive skills, in addition to several changes such as: gradual loss of memory,
language and visuospatial disorders, difficulty in reasoning, concentration and le-
arning, among others. Although AD is the most common cause of dementia, it is
only a subtype of this syndrome. There are other possible causes, including vas-
cular dementia, Lewy body dementia (LBD), Parkinson’s disease dementia (PDD),
frontotemporal dementia and Huntington’s disease dementia. Of these examples of
causes of dementia, LBD, PDD and AD share a hallmark known as senile plaques
formed by the β-Amyloid (Aβ) peptide.
In this context, this work was carried out in a molecular recognition study
of natural compounds cinnamaldehyde, curcumin and rosmarinic acid (ligands) by
the peptide Aβ, in the form of 42 amino acids (Aβ1−42). This study was made
possible through the use of a protocol applied by the combination of molecular
dynamics, docking and computational methods of molecular modeling. The results
obtained show that the ligands has activity on the Aβ1−42 peptide, mainly in the
amino acids Phe4, Leu17, His13, Phe19, Phe 20, Ile31, Ile32 and Val39, which are
probably playing an important role on the aggregation of Aβ1−42. Thus, when these
amino acids interact with the studied compounds, they prevent the aggregation of
peptide and, therefore, the formation of senile plaques. This impediment is mainly
linked to the hydrogen bonding and aromatic ring stacking interactions. From these
interactions, you can also see that the aromatic ring, carbonyl and hydroxyl groups
are important for action on the Aβ1−42 peptide. This detailed mapping of the
interactions between peptides and these natural ligands can provide a glimpse of
iii
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O comportamento dos seres vivos é o resultado da comunicação entre os
genes e o meio ambiente. Nesse cenário, a aprendizagem e a memória são os meca-
nismos mais importantes pelos quais o ambiente altera o comportamento. É através
da aprendizagem que se adquire conhecimento sobre o mundo, enquanto a memória é
o processo pelo qual o conhecimento é codificado, armazenado e, depois, recuperado.
No entanto, devido ao envelhecimento, o mecanismo da memória tem sofrido altera-
ções significativas colocando o idoso sob o risco de uma nova epidemia: a demência,
que é uma síndrome caracterizada pela perda de memória e prejuízo cognitivo de
gravidade suficiente para interferir nas relações sociais e ocupacionais do ser humano
[1].
O envelhecimento é uma realidade da sociedade contemporânea. Fato com-
provado pelo aumento da expectativa de vida, que hoje tem uma média mundial
de 72 anos [2]. Porém, o aumento da expectativa de vida tem apresentado alguns
desafios para a ciência, como a demência senil, haja vista que 50 milhões de pessoas
no mundo inteiro apresentam algum tipo de demência e a cada ano surgem cerca de
10 milhões de novos casos, sendo a doença de Alzheimer (DA) a causa mais comum
dessa enfermidade, abrangendo 60% a 70% das ocorrências [2, 3].
A demência é um conceito bastante amplo que abrange os casos de doença
mental caracterizados por perda da capacidade cognitiva, além de incluir diversas
alterações como: perda gradativa da memória, distúrbios de linguagem e de habi-
1
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lidades visuoespaciais, dificuldade de raciocínio, de concentração e de aprendizado,
entre outras. Considerando-se a amplitude de consequências dessa doença, é ne-
cessário diferenciar a demência do envelhecimento natural, pois, com o chegar da
idade mais avançada, ocorrem mudanças próprias dessa condição nas habilidades
cognitivas como dificuldade de foco, de acesso a memórias específicas, por exemplo
lembrar nomes, de solucionar problemas mais complexos, redução da capacidade
psicomotora, etc. Essas mudanças não se adequam aos critérios do diagnóstico de
demência, porque o prejuízo cognitivo provocado por essa síndrome é quase sem-
pre acompanhado não só por distúrbios emocionais e neuropsiquiátricos (psicose,
agitação, depressão, etc), mas também pelo declínio da capacidade de realizar as
atividades diárias [4].
Embora a DA seja a causa mais comum de demência, ela é apenas um sub-
tipo desta síndrome. Há outras causas possíveis, dentre elas: demência vascular,
demência de corpos de Lewy (DCL), demência da doença de Parkinson (DDP), de-
mência frontotemporal (DFT) e demência da doença de Huntington [4]. Entretanto,
esse rol não se encerra nesses exemplos. Apesar disso, para o presente estudo há
dois subtipos de demência que requerem uma maior atenção, além da própria DA: a
DCL, que é responsável por 15%-20% dos casos dessa síndrome [3], e a DDP (3-4%)
[5].
A DA, a DCL e a DDP podem ser confundidas entre si, pois além de compar-
tilharem um quadro clínico semelhante, também possuem características patológicas
em comum, a saber: as placas senis ou neuríticas (também chamadas de fibrilas ami-
loide), que são agregados proteicos de qualquer proteína com a característica comum
de um núcleo de folhas-β, e os emaranhados neurofibrilares da proteína Tau (Figura
1.1). Além delas, um outro biomarcador conhecido como corpos de Lewy também














Figura 1.1: Diagrama das características patológicas presentes em alguns dos sub-
tipos de demência.
Nessas três enfermidades, as placas senis são formadas pelo peptídeo β-
Amilóide (Aβ), mas em pessoas com doença de Parkinson (DP) sem demência, a
presença dessas placas é praticamente insignificante. Entretanto, apesar da DCL e
da DDP terem como principal característica os corpos de Lewy, nas que possuem
DDP também existe a presença do Aβ, que é bastante difundida e severa o que,
provavelmente, contribui para a demência. Na DCL, esse peptídeo também é bem
difundido e ultrapassa a quantidade observada na DDP [8].
Por conseguinte, é necessário ter melhor compreensão dos mecanismos mole-
culares presentes em cada doença. Não só por ser importante para o desenvolvimento
de novas terapias, mas também para o entendimento mais substancial do que é a
demência e de como funcionam as suas causas.
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1.1 Síntese e Mecanismos dos Biomarcadores: α-sinucleína,
proteína Tau e peptídeo Aβ
1.1.1 α-sinucleína
A doença de Parkinson e a demência de corpos de Lewy, ambas conhecidas
também pelo termo genérico doença de corpos de Lewy, são α-sinucleinopatias,
que são neuropatias caracterizadas pelo acúmulo anormal da proteína α-sinucleína
hiperfosforilada nos neurônios [9, 10]. Essas duas neuropatias são caracterizadas
pela presença de corpos de Lewy (intraneuronal) e neuritos de Lewy, que se alojam
preferencialmente nos prolongamentos neuronais1(Figura 1.2) [8, 13, 14].
1Corpos de Lewy são inclusões intracitoplasmáticas com 5-25 µm de diâmetro, tem um núcleo
eosinofílico (coloração obtida após usar o corante eosina) denso e um halo circundante mais claro.
O seu núcleo é composto de um material filamentoso e granular que é cercado por filamentos
orientados radialmente. Esses corpos são compostos pelas proteínas -sinucleína (majoritariamente)
e ubiquitina [11, 12].
Neurito é qualquer filamento ou crescimento em formato de ponta apresentado por células neurais
em cultura de tecido ou células embrionárias. Estas projeções podem continuar-se para formarem
uma árvore ramificada de dendritos ou um único axônio ou podem ser reabsorvidas num estágio
adiantado de desenvolvimento. Os neuritos de Lewy são neuritos anormais que contém filamentos
semelhantes aos encontrados em corpos de Lewy [13].
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Figura 1.2: Tecido de pacientes com doenças neurodegenerativas e sua provável
evolução temporal. (a) depósitos de proteína Aβ (placas senis) no neocórtex de um
paciente com DA. (b) inclusão emaranhado neurofibrilar da proteína Tau em um
neurônio neocortical de um paciente com DA. (c) inclusão de α-sinucleína (corpo
de Lewy) em um neurônio neocortical de um paciente com DP/DCL. Barras de
escala - 50 µm em a, 20 µm em (b) e (c).(d-f), progressão de lesões proteicas
específicas em doenças neurodegenerativas ao longo do tempo (t), inferidas a partir
de análises post-mortem de cérebros; depósitos de Aβ e inclusões de Tau em cérebros
de pacientes com DA (d e e),inclusões de α-sinucleína no cérebro de pacientes com
DP(f). Três estágios são mostrados para cada doença, com setas brancas indicando
a possível propagação da lesões.
Fonte: Adaptado de Jucker & Walker, 2013 [15]
Na maioria dos pacientes, essas duas principais sinucleinopatias são fáceis
de diferenciar clinicamente pela predominância de características motoras extrapi-
ramidais2 em pacientes com DP e demência em pacientes com DCL. Contudo, em
alguns pacientes, demência e sinais extrapiramidais ocorrem em sucessão, levan-
tando a questão sobre a nosologia3 de cada uma das doenças. Para fins de pesquisa,
os casos são classificados como DCL se a demência ocorrer dentro de 12 meses an-
tes das características parkinsonianas, ou parkinsonismo, e como demência da DP
(DDP) se a demência ocorre um ano ou mais após um diagnóstico clínico de Parkin-
2O sistema extrapiramidal é formado pelo tálamo, cerebelo e gânglios da base. Estas estru-
turas, através de suas conexões, estão envolvidas em vários processos, inclusive na modulação do
controle motor. A disfunção de estruturas do sistema extrapiramidal associa-se a transtornos dos
movimentos [16].
3Ramo da medicina que estuda a classificação das doenças.
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son [5]. Na prática clínica real, um diagnóstico é feito com base nas características
clínicas preponderantes. A separação entre DDP e DCL é considerada por alguns
como artificial, uma vez que tal separação implica que as duas síndromes clínicas
têm diferentes substratos anatômicos, que podem, em última instância, ter dife-
rentes desafios terapêuticos, e há pouca diferença na distribuição ou gravidade das
características patológicas entre as duas [14].
1.1.2 Proteína Tau
A Tau é uma proteína altamente solúvel e associada à estabilidade neuro-
nal. Ela está concentrada, principalmente, nos axônios e estabiliza a estrutura dos
neurônios ao ligar-se nos microtúbulos. Seis isoformas de Tau são expressas no cére-
bro humano adulto por meio do splicing alternativo4 de mRNA do gene MAPT(do
inglês Microtubule-Associated Protein Tau), todas elas foram detectadas em lesões
associadas à DA. Nas doenças em que a proteína Tau está presente, ela está hiperfos-
forilada e incapaz de interagir com os microtúbulos, ocasionando a desestruturação
do citoesqueleto e interrupção do fluxo no axônio [17].
A DA, em particular, caracteriza-se pela presença de altos níveis de inser-
ções intraneuronais de Tau hiperfosforilada no cérebro. Esse defeito da proteína Tau
parece promover sua auto-montagem em filamentos helicoidais emparelhados (do in-
glês, Paired Helical Filaments - PHFs) e filamentos retos, dessa forma esses eventos
ocorrem antes da agregação da tau em emaranhados neurofibrilares (do inglês, Neu-
rofibrilary Tangles - NFTs) (Figura 1.3). Após a morte de neurônios que possuem
agregados solúveis da Tau, os filamentos dessa proteína podem estar presentes no
espaço extracelular.
4É um processo regulado durante a expressão gênica que resulta na codificação de múltiplas
proteínas por um mesmo gene.
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Figura 1.3: Representação dos processos relacionados à proteína tau.
Fonte: Adaptado de Giacobini, 2013 [17]
1.1.3 Peptídeo Aβ
Dentro das vertentes de pesquisa voltadas para a DA, há uma hipótese
chamada cascata amilóide, que no seu contexto originário dizia que a deposição de
Aβ no cérebro constitui a lesão patológica central da DA. Essa hipótese atribui a
demência à morte neuronal causada pela toxicidade de fibrilas amilóides insolúveis.
Recentemente, o foco dessa proposta tem passado das placas amilóides para o con-
ceito de que a falha da memória é causada pela interrupção da função sináptica por
pequenos oligômeros solúveis do peptídeo Aβ [17].
Sendo assim, o foco dessa estratégia é a restauração da homeostase do Aβ
no cérebro, que é interrompida por alterações na produção e na remoção de Aβ
nessa enfermidade. Com base nessas premissas, foram desenvolvidas quatro estra-
tégias principais para reduzir os níveis de Aβ no cérebro: prevenção ou redução
da formação de Aβ, visando, em particular, as enzimas proteolíticas que mediam o
processamento da APP (β-secretase e γ-secretase); remoção de depósitos amilóides
existentes por meio da imunoterapia (imunização passiva ou ativa); prevenção ou
redução da agregação de Aβ, e aprimoramento da remoção Aβ [17].
Ainda no âmbito da DA, em particular na DA familiar, um dos genes en-
volvidos nessa doença é o Precursor da Proteína Amilóide (PPA) que reside no
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cromossomo 21, também responsável pela Síndrome de Down. Porém, só foi ob-
servada essa mutação no tipo precoce da DA. Outros genes mutantes identificados
foram os da pressenilina 1 e pressenilina 2, proteínas transmembranares que mo-
dificam o processamento do PPA, resultando em quantidades aumentadas de uma
forma particularmente tóxica do peptídeo Aβ, a Aβ1−42 [18]. Na forma mais tardia
da DA, os marcadores genéticos observados foram os da proteína apolipoproteínaE
(APOE), cujo gene que a codifica está no cromossomo 19, sendo o alelo ε4 que possui
fator de risco para desenvolvimento da DA. Apesar disso, herdar esse alelo não é
suficiente para causar a DA, apenas aumenta o risco de desenvolvê-la [19, 20].
Paralelamente, há evidências de que a atividade da isoforma da APOE4 au-
menta a concentração do peptídeo Aβ, cujos agregados formam as placas neuríticas,
ao diminuir a sua remoção do organismo. Além dessa proteína, há a enzima GSK-3β
que é essencial para a neurotoxicidade induzida pela Aβ. A Aβ não só ativa a GSK-
3β, mas também ativa as enzimas quinase 5 dependente de ciclina (CDK5, do inglês
Cyclin-dependent Kinase 5 ) e quinase 2 reguladora extracelular (ERK2, do inglês
Signal-regulated Extracellular Kinase 2 ), as quais conduzem à hiperfosforilação da
Tau e, por fim, à apoptose5. Além de todos esses acontecimentos, o peptídeo Aβ é
capaz de afetar a membrana neuronal ao ponto de desregular a concentração interna
de íons, em especial, a do íon Ca2+ [21, 22].
No que tange a deposição da proteína Aβ, primeiramente, precisa ocorrer
a sua formação que decorre da clivagem sequencial da APP(do inglês, Amyloide
Precursor Protein), uma glicoproteína integral da membrana, através da via meta-
bólica amiloidogênica. Há duas vias que competem pelo substrato APP, a que leva
ao processamento amiloidogênico e a que conduz ao processo não amiloidogênico
da proteína (Figura 1.4). Elas são mediadas por três enzimas proteolíticas: α, β e
γ-secretases. Na via não-amiloidogênica, a clivagem da APP é feita pela α-secretase
na superfície celular, liberando uma porção solúvel do N-terminal, sAPPα, e o frag-
mento C-terminal CTFα (do inglês, C-Terminal Fragment). Em sequência acontece
5Morte celular
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a clivagem do CTFα por meio da γ-secretase, o que produz um peptídeo p3 extra-
celular solúvel e a APP de domínio intracelular (AICD - Amyloid Precursor Protein
Intracellular Domain). Já a via amiloidogênica envolve a clivagem da APP pela
β-secretase, conhecida como BACE1, no aminoterminal que libera a parte solúvel,
sAPPβ, no domínio extracelular e o fragmento CTFβ. A clivagem do CTFβ através
da γ-secretase, no carboxiterminal, produz peptídeos β-amilóide de comprimentos
variados (39-43 aminoácidos), bem como o fragmento AICD [23, 24, 25].
Figura 1.4: Representação das vias não-amiloidogênica e amiloidogênica.
Fonte: Adaptado de Spies, Petra E.; et al. [27]
O Aβ produzido pode seguir essencialmente dois caminhos: continuar na
forma solúvel no meio extracelular ou agregar-se (oligomerizar), ficando insolúvel e
depositando-se como placas neuríticas. Para seguir a segunda via, quando o peptídeo
é liberado, ele altera sua forma nativa principal de α-hélice para folha-β (detalhes
no Apêndice B) permitindo sua autoassociação em oligômeros (dímeros, trímeros,
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etc), protofibrilas e fibrilas (Figura 1.5) ou apenas em oligômeros [26].
Figura 1.5: Esquema geral do mecanismo de agregação. (A) Fase lenta (lag phase)
em que o peptídeo ou a proteína está na sua conformação nativa e se desdobra
formando uma estrutura de folha-β (B) que agrega para formar o núcleo (C) e as
protofibrilas (D) - até esse momento os agregados são solúveis. Em seguida, na fase
de crescimento (fase mais curta) os monômeros e oligômeros associam-se ao núcleo
de folha-β para formar as fibrilas maduras na fase platô - placas senis (E).
Fonte: Adaptado de Belo, 2014 [28]
Alguns indícios sugerem que a formação de Aβ pode conduzir à patologia da
Tau, mesmo que a deposição de Tau no cérebro anteceda a formação de placas senis.
No entanto, se Aβ é necessária para a neurotoxicidade da Tau ou se o contrário é
verdadeiro continua a ser uma questão inconclusiva. Apesar disso, há crescentes evi-
dências de que para ocorrer os eventos relacionados à DA, exige-se a presença dessas
duas proteínas, ou seja, um único biomarcador não é suficiente para desencadear
todos os processos da doença [29]. Somado a esse contexto, o compartilhamento da
presença do Aβ pelas causas apresentadas que levam à demência é uma das razões
que motivou este trabalho a ter o foco voltado para esse peptídeo enquanto alvo
molecular.
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Peptídeo Aβ1−42 como Alvo Molecular
O peptídeo Aβ possui duas formas predominantes: o Aβ de 40 aminoá-
cidos (Aβ1−40) e o de 42 aminoácidos (Aβ1−42). Levando em consideração todos
os possíveis comprimentos de Aβ, o peptídeo Aβ1−40 é o de maior ocorrência no
organismo como um todo e, também, um dos componentes principais das placas
neuríticas juntamente com o Aβ1−42 [30]. Apesar disso, mesmo o Aβ1−40 partici-
pando da composição dessas placas, o componente predominante nestas estruturas
é a forma Aβ1−42, responsável por 90% da composição destes agregados [31].
Essas duas formas preponderantes de Aβ possuem uma estrutura primária
semelhante, dada pela seguinte sequência de aminoácidos: NH2 - 1DAEFRHDSGY
11EVHHQKLVFF 21AEDVGSNKGA 31IIGLMVGGVV 41IA - COOH (detalhes dos
códigos e estruturas dos aminoácidos estão no Apêndice A). A diferença entre elas re-
side no dipeptídeo Ile41-Ala42, presente na forma Aβ1−42 e ausente na Aβ1−40. Esse
dipeptídeo a mais no carboxiterminal tem um grande impacto no comportamento
desses dois peptídeos de modo a alterar suas taxas e mecanismos de agregação. A
forma Aβ1−42 possui uma taxa de agregação muito maior que a da Aβ1−40 [31]. Além
disso, ela é a forma mais neurotóxica do peptídeo Aβ [23, 32, 33]. Isso sugere que o
impacto patogênico desse peptídeo varia com o seu tamanho.
Dentre as estruturas de Aβ, a sua forma monomérica (Figura 1.6 e Figura
1.7) é o primeiro estágio antes do início do processo de oligomerização. Esse processo
ocorre por meio do rearranjo conformacional do peptídeo (Apêndice B), passando
de α-hélice para folha-β e/ou de um coil para folha-β, levando à construção de
agregados de vários tamanhos: dímeros, trímeros, tetramêros e outros agregados
muito maiores até chegar na forma de placas senis, o produto final da agregação.
Então, caracterizar essa estrutura inicial a nível atômico é essencial para elucidar
seus mecanismos de agregação [34].
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Leu17-Ala21
Figura 1.6: À esquerda, o monômero do peptídeo Aβ1−42 com duas α-hélices nas
regiões indicadas (código PDB:1Z0Q, modelo 25). À direita, a distribuição dos
aminoácidos no monômero de acordo com sua polaridade: branco para apolares,
verde para polares e azul para polares básicos. Em condições fisiológicas e pH
neutro, os aminoácidos aspartato(D), glutamato(E), lisina(K) e arginina(R) possuem
carga, enquanto a histidina(H) é considerada neutra [34]. A maioria dos aminoácidos
hidrofóbicos estão na região Leu17-Ala21 e perto do C-terminal (Ala30-Ala42), com
exceção das glicinas (Gly33,Gly37,Gly38) que são polares. Além disso, os primeiros




Figura 1.7: Na figura da esquerda, tem-se o monômero do peptídeo Aβ1−42 na sua
forma de folha-β(código PDB:2NAO, cadeia B); à direita, um exemplo de trímero
(código PDB:2NAO, cadeias A,B e C), que é um agregado formado a partir de
monômeros como o representado à esquerda.
Na atualidade, os meios pelos quais ocorre a oligomerização permanecem
inconclusivos. Entretanto, há alguns achados de grande importância que contribuem
para encontrar a estrutura desse processo de agregação. Entre essas descobertas
está o fato de que as regiões compreendidas pelos aminoácidos Leu17-Ala21, Asp23-
Lys28 e Gly29-Met35 têm papel essencial na agregação do peptídeo Aβ [31, 35].
A importância de cada uma dessas regiões será devidamente abordada na seção de
resultados e discussões deste trabalho.
1.2 Compostos Naturais com Ação em Proteínas Amiloido-
gênicas
Através dos séculos, plantas e temperos são usados tanto no âmbito nutri-
cional como na esfera medicinal. Diante disso, uma dieta baseada nesses alimentos
com ações terapêuticas vem ganhando espaço, pois cada vez mais estudos estão
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comprovando que essas plantas vão além da adição de sabor à comida. Elas têm
demonstrado grande utilidade para retardar, previnir e até tratar doenças neurode-
generativas [36, 37].
Com base nesse cenário, o presente trabalho aborda três compostos naturais
com ação no peptídeo Aβ42. São eles: cinamaldeído, curcumina e ácido rosmarínico
(Tabela 1.1). O primeiro possui uma estrutura química bem menor que a dos outros
dois compostos, os quais compartilham semelhanças estruturais, sendo, portanto, um
contraponto para observar o porquê do cinamaldeído também ter ação no peptídeo
Aβ, mesmo com algumas literaturas demonstrando que compostos com similaridades
estruturais às da curcumina são melhores candidatos para ter ação nessa estrutura
proteica [38].




















Tabela 1.1: Tabela com os compostos estudados, suas respectivas fórmulas molecu-
lares, estruturais e o IC50 b para inibição do peptídeo Aβ42. ND é Não Determinado.
a Reinke, Ashley A.; Gestwicki, Jason E.[38]
b IC50(Half maximal inhibitory concentration) é o índice de concentração máxima necessária para
um composto inibir 50% de um processo biológico. Assim quanto menor esse índice mais eficaz
é um fármaco e quanto maior a porcentagem de inibição mais potente é o composto, ou seja,
precisa-se de uma dose pequena para fazer efeito (inibir)
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1.2.1 Cinamaldeído
A canela é um tempero comum usado por vários séculos em diferentes cul-
turas pelo mundo. Ele é obtido da casca interna das árvores do gênero Cinnamo-
mum da família Lauraceae, que possui aproximadamente 250 espécies. Essa planta
tropical tem duas variedades principais: Cinnamomum zeylanicum, também conhe-
cida como Cinnamomum verum e Cinnamomum cassia (ou Cinnamomum aroma-
ticum/canela-chinesa) [39, 40]. O cinamaldeído ou aldeído cinâmico é o composto
orgânico responsável pelo sabor e odor da canela, sendo o componente majoritário do
óleo esencial dessa planta [41]. Esse aldeído possui isômeros cis(Z) e trans(E)(Figura




Figura 1.8: Isômeros trans (E) e cis(Z) do cinamaldeído, respectivamente.
Essa especiaria amplamente usada possui propriedades curativas que de-
rivam dos seus vários compostos, quais sejam, cinamaldeído, eugenol, acetato de
cinamila e uma ampla variedade de outras substâncias. Dentre os atributos medi-
cinais da canela estão: controle glicêmico, anti-oxidante, anti-inflamatório e anti-
microbiano [40, 41, 43]. Nesse contexto, o cinamaldeído é considerado o principal
responsável por essas características [43, 44]. Além disso, foi demonstrado que essa
especiaria tem um efeito inibitório na agregação de Tau relacionada a DA [41], bem
como propriedades farmacológicas no tratamento de diabetes tipo II [37].
Ademais, estudos demostram que o cinamaldeído possui atividade neuropro-
tetora contra o peptídeo Aβ [40, 43], reduz sua oligomerização, diminui a agregação
da Tau e provoca uma melhora cognitiva em modelo animal de DA [37, 45].
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1.2.2 Curcumina
O açafrão-da-terra, também conhecido como cúrcuma, turmérico, entre ou-
tros nomes é uma planta herbácea da família do gengibre, Zingiberaceae, e espécie
Curcuma longa originária da Ásia. Ele é diferente da especiaria extraída das flores
de Crocus sativus, também conhecida como açafrão. É a partir da raiz da cúrcuma
que se obtém uma especiaria homônima de cor dourada, usada como condimento ou
corante. O composto responsável por essa cor é a curcumina, principal constituinte
químico dessa planta. Além disso, é reconhecido como sendo responsável pela maio-
ria dos efeitos terapêuticos como propriedades anti-inflamatórias, anticancerígenas,
antibacteriana, antiviral e antifúngica [46, 47].
A curcumina é hidrofóbica por natureza e freqüentemente solúvel em dime-
tilsulfóxido, acetona, etanol e óleos. Quando exposta a condições ácidas, sua cor
passa do amarelo para o vermelho escuro, e, nessa cor, é usada frequentemente em
várias cerimônias religiosas [46]. Ela pode existir segundo duas formas tautoméricas
distintas, a forma cetônica e a forma enólica (Figura 1.9), das quais a última é a











Figura 1.9: Tautômeros da curcumina: formas cetônica(A) e enólica(B).
Ademais, estudos recentes também mostraram que a curcumina pode ser
útil no tratamento da DA devido à sua capacidade de impedir a agregação das
proteínas amiloidogênicas. O mecanismo de sua propriedade protetiva em relação
à DA é atribuído a vários fatores, incluindo sua capacidade de eliminar as espécies
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reativas de oxigênio (ROs, do inglês Reactive Oxygen species) que são conhecidas por
desempenhar um papel no dano cerebral. Principalmente, sabe-se que a curcumina
impede a agregação das proteínas Aβ e Tau interagindo diretamente com elas para
impedir sua agregação em espécies neurotóxicas no sistema nervoso central [30, 48].
1.2.3 Ácido rosmarínico
O ácido rosmarínico (estrutura na Tabela 1.1) é um éster proveniente do
ácido cafeico e do ácido 3,4-dihidroxifenilacético, sendo um composto com caráter
predominantemente lipofílico. Ele é encontrado em várias espécies vegetais como
alecrim (Rosmarinus officianalis L.), manjericão (Ocimun basilicum), orégano (Ori-
ganum vulgare), salvia (Salvia officianalis) e muitas outras. Dentre as suas diversas
atividades biológicas estão as antiséptica, antioxidante, anti-inflamatória, antiviral,
hipoglicemiante, antitumoral e neuroprotetora [49]. Além de todas essas proprieda-
des, o ácido rosmarínico previne a neurotoxicidade induzida pelo Aβ, protege contra
as ROs e inibe a formação das placas amilóides vistas na DA agindo na agregação
dos monômeros em oligômeros e destes em fibrilas [33, 50].
1.3 Objetivos
Haja vista a atividade inibitória desses três compostos no peptídeo Aβ1−42,
a presente pesquisa tem como objetivo compreender os detalhes moleculares dessas
interações, por meio da busca de padrões que possam explicar a afinidade dessas
três moléculas pelo mesmo alvo. Esse alvo molecular foi escolhido devido à sua par-
ticipação no papel de componente majoritário das placas senis da DA e também ter
um papel importante em outras causas de demência, por ser a estrutura mais neu-
rotóxica desse peptídeo e, evidentemente, pela atividade que os compostos naturais
citados neste capítulo possuem sobre ele.
O peptídeo Aβ1−42 será estudado nas suas diferentes conformações de monô-
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mero, α-hélice e folha-β, pois essa estrutura é o estágio anterior ao início da agre-
gação. Assim sendo, esse passo primário será investigado para observar se há possi-
bilidades do impedimento da mudança de conformação desse peptídeo, de α-hélice
para folha-β, pelos compostos naturais apresentados e, mesmo ocorrendo a mudança
conformacional, se esses compostos conseguem interromper a continuidade do pro-
cesso de agregação. Ao mapear essas relações, é possível direcionar a racionalização
de novos fármacos com atividade nesse alvo molecular.
Capítulo 2
Metodologias
No presente capítulo, serão apresentadas as fundamentações teóricas perti-
nentes a cada um dos métodos usados para a análise do peptídeo Aβ1−42 e das inte-
rações desse alvo molecular com os compostos naturais escolhidos, a saber: aldeído
cinâmico (isômero trans), curcumina (forma enólica) e ácido rosmarínico. Dentre
as metodologias aplicadas estão: dinâmica molecular clássica dos monômeros nas
formas α-hélice e folha-β, docking molecular dos compostos naturais no peptídeo
e análise energética dos possíveis sítios de interação através de método híbrido de
Mecânica Quântica e Mecânica Molecular, que são métodos mais adequados para o
tratamento de sistemas com uma grande quantidade de átomos como os estudados
neste trabalho, pois proporcionam um menor custo computacional e um nível de
cálculo mais apurado na região de interesse.
A dinâmica molecular foi empregada com o intuito de avaliar a flexibilidade
do peptídeo, a estabilidade de suas estruturas secundárias, α-hélices e folhas-β, e
para amostrar um grande número das possíveis conformações desse alvo molecular.
Assim que o peptídeo atingiu o equilíbrio termodinâmico, um ensemble de várias
conformações dessa fase equilibrada foi produzido. A partir deste ensemble, foram
extraídas várias conformações do peptídeo para fazer o docking molecular sobre
essa amostragem de equilíbrio, a fim de localizar os possíveis sítios de interação dos
compostos naturais no alvo molecular. Como resultado do docking, foram obtidos
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vários complexos dos ligantes mais o peptídeo em suas diversas conformações dadas
pela dinâmica. Partindo desse cenário, a próxima etapa foi estimar as energias dos
complexos através de cálculos híbridos de Mecânica Quântica e Mecânica Molecular
objetivando apontar as configurações mais etáveis. Por fim, caracterizou-se as possí-
veis interações dos complexos com menor energia por meio de medidas de distância
e análise dos orbitais de fronteira.
2.1 Dinâmica Molecular Clássica
A dinâmica molecular (DM) é um método amplamente usado para o estudo
de uma diversidade de problemas desde fluidos simples a biopolímeros complexos e
macromoléculas. Ela fornece informações sobre o comportamento dinâmico micros-
cópico, dependente do tempo, dos átomos individuais que compõem o sistema. Já
as propriedades macroscópicas como pressão, volume, temperatura, energia interna,
entropia, energia livre são deduzidas por meio de expressões matemáticas da me-
cânica estatística que conectam as observáveis macroscópicas com o movimento e a
distribuição dos átomos e moléculas [51, 52].
Nessa ferramenta, o comportamento dinâmico de um sistema molecular é
simulado usando a integração numérica das equações de movimento regidas pelas
leis de Newton. O resultado desses cálculos é a trajetória que especifica como as
posições e velocidades das partículas no sistema variam com o tempo.
A trajetória é obtida ao ser resolvida a equação da segunda lei de Newton















A força exercida sobre a partícula i, é dada pelo negativo do gradiente da





Nessa esfera, é possível diferenciar três tipos de problemas envolvendo as
leis de Newton para o movimento: o primeiro caso e mais simples é a ausência de
força atuante sobre cada partícula entre as colisões - de uma colisão para a outra,
a posição da partícula muda pela equação ~viδt, sendo ~vi a velocidade constante e
δt o tempo entre as colisões; o segundo trata-se da atuação de uma força constante
entre as colisões. Um exemplo disso é uma partícula carregada movendo-se em um
campo elétrico uniforme; na terceira situação, a força que atua na partícula depende
da sua posição em relação às outras partículas [53]. Nesse último caso, é bastante
difícil descrever o movimento analiticamente e uma das alternativas para solucionar
esses problemas são os métodos de diferenças finitas [54].
Dentro desses métodos, há vários algoritmos para integrar as equações de
movimento. Em todos eles as posições e as propriedades dinâmicas podem ser
aproximadas pelas expansões de séries de Taylor:









δt4~c(t) + ... (2.4)






δt3~c(t) + ... (2.5)
~a(t+ δt) = ~a(t) + δt~b(t) +
1
2
δt2~c(t) + ... (2.6)
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sendo ~v a velocidade, que é a primeira derivada da posição com respeito ao tempo,
~a é a aceleração, que corresponde a segunda derivada, ~b é a terceira derivada e assim
por diante.
O algoritmo mais difundido, provavelmente, é o de Verlet [55]. Esse algo-
ritmo faz o uso das posições, das acelerações no tempo t e das posições do passo
anterior, x(t−δt), para determinar as novas posições em (t+δt). Então, as expansões
de Taylor para as posições ficam descritas como:
~r(t+ δt) = ~r(t) + δt~v(t) +
1
2
δt2~a(t) + ... (2.7)
e
~r(t− δt) = ~r(t)− δt~v(t) + 1
2
δt2~a(t) + ... (2.8)
Adicionando as duas equações acima, tem-se:
~r(t+ δt) = 2~r(t)− ~r(t− δt) + δt2~a(t). (2.9)
A velocidade não aparece explicitamente nas equações do algoritmo de Ver-
let, mas pode ser deduzida ao dividir a diferença das posições nos tempos t + δt e
t− δt por 2δt:
~v =
~r(t+ δt)− ~r(t− δt)
2δt
. (2.10)
Uma das desvantagens desse cálculo é que as posições ~r(t+ δt) são obtidas
ao adicionar-se um termo pequeno, δt2~a(t) à subtração de dois termos maiores, 2~r(t)
e ~r(t− δt), o que pode ocasionar uma perda de precisão.
Há inúmeras variações desse algoritmo. Uma delas é o método da velocidade
de Verlet [56] que dá as posições, velocidades e acelerações ao mesmo tempo sem
comprometer a precisão. Nesse método, as equações 2.9 e 2.10 ficam escritas como:
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~v(t+ δt) = ~v(t) +
1
2
δt[~a(t) + ~a(t+ δt)]. (2.12)
Como a maior parte das metodologias de dinâmica são dependentes de uma
função de energia adequada para reproduzir a paisagem de energia do sistema, faz-
se necessário o uso de funções de energia convenientes que descrevam as interações
inter e intramoleculares resultando na descrição apropriada da dinâmica do sistema
[52].
2.1.1 Funções de Energia Potencial
Considerando o tamanho dos sistema modelado e o custo computacional, é
bastante comum o uso da Mecânica Molecular (MM) para a realização da dinâmica
molecular. Na MM, as moléculas ao serem descritas por forças newtonianas, podem
ser tratadas como um grupo de partículas mantidas unidas por forças harmônicas
ou elásticas. O conjunto completo dos potenciais de interação entre as partículas é
referido como campo de força. O campo de força empírico, que é um caso especial
de funções de energia ou potenciais interatômicos, permite que a energia potencial
total do sistema, V(r), seja calculada por meio da estrutura tridimensional (3D) do
sistema. V(r) é o somatário de termos da energia, incluindo os termos para átomos
ligados como comprimentos e ângulos de ligação, ângulos diedrais e os termos para
átomos não-ligados, como as interações de van der Waals e de Coulomb [51]. O












na qual Vl é a energia de estiramento da ligação em relação à sua posição de equilí-
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brio, Vθ é a energia de deformação do ângulo de ligação, no que diz respeito ao seu
valor de equilíbrio, Vφ é a energia de torção em torno de uma ligação, VvdW repre-
senta a energia das interações de van der Waals e Velec são as energias de atração ou
repulsão eletrostática entre duas cargas.
Os campos de forças existentes foram desenvolvidos de maneira indepen-
dente e com parâmetros específicos. Alguns incluem termos para descrever espe-
cificamente as ligações de hidrogênio ou as ligações para acoplar oscilações entre
ângulos e comprimentos de ligação e, dessa forma, obter uma melhor concordância
com os espectros vibracionais. A escolha do campo de força depende do sistema a
ser estudado e das propriedades que serão investigadas. No caso de sistemas bio-
moleculares, os campos de força mais utilizados são CHARMM [57], AMBER [58],
GROMOS [59], OPLS [60], entre outros.
No campo de força CHARMM, a função de energia potencial é baseada em
cargas de ponto fixo e se divide em duas expressões, uma responsável pela energia
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Nas contribuições intramoleculares estão os termos de ligações(b), ângulos de valência(θ),
torção ou ângulos diedros(φ), diedros impróprios(ψ), o termo de Urey-Bradley e cor-
reções torcionais para o backbone, UCMAP . Nesses termos, os coeficientes K são as
constantes de força e os parâmetros com sub-índice 0 são os valores correspondentes
ao equilíbrio.
O termo de Urey-Bradley é uma função quadrática de distância e representa
a correlação entre o comprimento de ligação e o potencial angular. Já o termo de
ângulo diedral impróprio é uma função quadrática usada para pontos como o Cα
da proteína, em que átomos ligam-se a um átomo central e o diedro impróprio é
um ângulo diedral fictício. Os termos de Urey-Bradley e de diedros impróprios são
usados para melhorar os ajustes na parte vibracional do espectro com relação aos
movimentos fora do plano (Figura 2.1).
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Figura 2.1: Tipos de interação no campo de força CHARMM.
Nas contribuições intermoleculares, estão inclusos os termos eletrostáticos
e as interações de van der Waals, sendo qi e qj as cargas parciais dos átomos i e j,
respectivamente, εij a profundidade do poço, Rmin,ij é o raio no termo de Lennard-
Jones para tratar as interações de van der Waals, e rij é a distância entre i e j.
2.1.2 Simulação de Dinâmica Molecular
Dinâmica molecular (DM) é um método de simulação computacional que
estuda o movimento físico dos átomos e moléculas de um sistema, cujo potencial
de interação, posições e velocidades iniciais entre suas partículas já são conhecidos.
Essas simulações de DM podem ter seu processo dividido nas seguintes etapas:
escolha das condições iniciais do sistema, o cálculo das forças exercidas sobre cada
partícula devido à interações intermoleculares, equilibração, ensembles e controles
de simulação e, por fim, a análise das trajetórias geradas.
Na configuração inicial do sistema, sem a proteína, é conveniente situar, ini-
cialmente, as partículas nas posições de uma rede cristalina, que pode ser criada a
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partir de um arranjo experimental disponível, para evitar uma sobreposição indese-
jada entre as partículas na caixa de simulação. A caixa cúbica é a mais usual e suas
dimensões são determinadas de tal maneira que reproduzem a densidade numérica,
N
V
, do sistema real e de suas condições termodinâmicas. Para caracterizar-se o sis-
tema, as condições fisiológicas são reproduzidas de modo a aproximá-lo do modelo
real e, na maioria das simulações, o meio escolhido é o aquoso em que, na DM, a
solvatação é explícita. No caso de solvente explícito, existem alguns modelos para
a água, entre eles estão os da família TIP(Transferable Intermolecular Potentials)
que são o TIP3P e TIP4P [60], SCP e SCP/E [52]. No entanto, os modelos mais
conhecidos se utilizam da aproximação SHAKE [61] para manter-se a geometria mo-
lecular. Além disso, são adicionadas condições de contorno com o intuito de reduzir
os efeitos de fronteira, pois as móleculas que estão na borda da caixa experimentam
forças atrativas e/ou repulsivas diferentes das moléculas do centro.
As condições de contorno ou condições de fronteiras periódicas replicam a
caixa de simulação em várias caixas adjacentes, nos três eixos cartesianos, conser-
vando a configuração das moléculas da caixa original. Assim, durante a simulação
da caixa central, as moléculas da superfície ficam cercadas por moléculas em todas
as direções, evitando os efeitos indesejados nas bordas que gerariam descontinuida-
des na distribuição espacial das interações intermoleculares (Figura 2.2). Devido a
aplicação das condições periódicas, as partículas da caixa central interagem com as
partículas das caixas imagem, logo se um sistema contém N partículas e o potencial
se expressa como a soma das interações entre pares de partículas, então as interações
com as partículas das caixas imagem também tem de ser incluídas nessa soma. Com
isso, a soma constará de infinitos termos e, na prática, isso requer a realização de
aproximações.
Para o tratamento das interações de curto alcance, cujo potencial decai rapi-
damente com o aumento da distância entre as partículas, emprega-se o procedimento
denominado convenção da imagem mínima, que é o truncamento do potencial em
um raio de corte esférico, geralmente da ordem de L
2
, em que L é o comprimento da
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Figura 2.2: Diagrama das caixas imagem, obtidas pela aplicação das condições de
fronteiras periódicas.
célula de simulação, para evitar a interação da partícula com sua própria imagem
ou com a mesma partícula duas vezes. Contudo, no tratamento das interações de
longo alcance, em que o potencial decai com a distância que é menor do que r−d,
sendo d a dimensionalidade do sistema, o truncamento abrupto do potencial produz
efeitos que, em muitos casos, comprometem severamente os resultados das simula-
ções. Esse problema tem sido contornado com a utilização de métodos baseados
em somas infinitas como o PME (Particle Mesh Ewald) [62], uma das variantes do
método de soma de Ewald adotada na maioria dos pacotes computacionais, que
produzem trajetórias estáveis [51, 63].
A soma de Ewald é um método para calcular interações de longo alcance em
sistemas periódicos. Ele foi desenvolvido pela primeira vez como um método para o
cálculo de energias eletrostáticas de cristais iônicos e hoje é comumente usado para
calcular interações de longo alcance em química computacional. A soma de Ewald é
um caso especial da fórmula da soma de Poisson (Equação 2.16), que é uma equação
que relaciona os coeficientes da série de Fourier da soma periódica de uma função
com os valores da transformada de Fourier da função contínua. Na soma de Ewald,
substitui-se da fórmula de Poisson o somatório das energias de interação no espaço









Na equação acima, fp é uma função periódica de período 1, fp(x+1) = fp(x).
Se f for absolutamente integrável em R, então segue do teorema de Fubini que fp é
absolutamente integrável em [0, 1]. f̂ é a transformada de Fourier da função f e os
coeficientes f̂(2πn) vão para zero rapidamente.
A soma de Ewald é dada pela seguinte equação:
φ(~r) = φsr(~r) + φlr(~r), (2.17)
sendo o primeiro termo o de curto alcance e o segundo termo o de longo alcance.
A interação de longo alcance é dividida em duas partes: uma contribuição de curto
alcance e uma contribuição de longo alcance que não tem singularidade (a função
é "bem comportada"). A contribuição de curto alcance é calculada no espaço real,
enquanto a contribuição de longo alcance é calculada usando uma transformada de
Fourier. A vantagem desse método é a rápida convergência da energia em compara-
ção com a de uma soma direta, ou seja, o método possui alta precisão e velocidade
razoável ao computar interações de longo alcance e, por isso, é um método bastante
utilizado para o cálculo de interações de longo alcance em sistemas periódicos.
O Particle Mesh (PM) é um método computacional para determinar as for-
ças em um sistema de partículas. Essas partículas podem ser átomos, estrelas ou
componentes fluidos e, dessa forma, o método é aplicável a vários campos, incluindo
dinâmica molecular e astrofísica. O princípio básico desse método é converter um
sistema de partículas em uma grade de valores de densidade, a partir disso o poten-
cial é, então, resolvido para essa grade de densidade e as forças são aplicadas a cada
partícula com base na célula em que está e no local em que a célula está.
No PME, assim como na soma padrão de Ewald (Equação 2.17), o potencial
de interação é dividido em dois termos. A idéia básica da soma de Ewald para
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φ(~rj − ~ri) = Esr + Elr, (2.18)











na equação acima Φ̂lr(~k) e |ρ̂(~k)| são as transformadas de Fourier do potencial e da
carga, respectivamente [62].
2.1.3 Ensembles Estatísticos
A Física Estatística, por meio da teoria de probabilidades, relaciona as leis
e os resultados da Termodinâmica com o comportamento de um grande número de
partículas presentes nos sistemas macroscópicos. No cenário das simulações, essa
área é de grande importância, pois apesar do movimento das partículas microscópi-
cas ser governado pelas leis da mecânica, a solução das equações do movimento para
o grande número de partículas que compõem os sistemas, da ordem da constante
de Avogadro (A ≈ 6, 02x1023), torna-se inviável. Esse ramo da ciência possibilita a
construção de uma análise mecânico-estatística, na qual conecta-se os estados mi-
croscópicos (Mecânica) a um estado macroscópico (Termodinâmica). Com o objetivo
de obter um formalismo mais adequado para o cálculo de grandezas termodinâmi-
cas, surgiram os ensembles estatísticos, que são o conjunto dos estados microscópicos
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aos quais se associam determinados pesos probabilísticos (pesos de Boltzmann). Em
outras palavras, esses ensembles permitem considerar um grande número de cópias
fictícias com a mesma natureza (macroestado) do sistema observado, cada uma re-
presentando um estado físico possível em que esse sistema pode estar [64]. A partir
dos ensembles estatísticos é possível definir os ensembles termodinâmicos que, entre
outras características, estão em equilíbrio estatístico, isso quer dizer que os valores
médios de todas as quantidades físicas que caracterizam o estado são independentes
do tempo, e através deles as propriedades dos sistemas termodinâmicos são alcan-
çadas. Há vários ensembles termodinâmicos com características distintas, em que
parâmetros diferentes permanecem constantes, como: o canônico (NVT), que o es-
tado termodinâmico é caracterizado por um número fixo de átomos(N),volume(V)
e temperatura(T) constantes; o isobárico-isoentálpico (NPH), no qual o número de
átomos, a pressão e a entalpia são fixos, o gran-canônico (µVT), em que o potencial
químico, o volume e a temperatura são constantes, o isobárico-isotérmico(NPT),
cujo número de átomos, a pressão e a temperatura são constantes, etc [65].
O ensemble canônico se refere ao conjunto de estados possíveis que um sis-
tema mecânico pode ser encontrado estando em equilíbrio térmico, mantido pelo
contato com um banho de calor a uma temperatura fixa. O sistema pode trocar
energia com o banho de calor para que os estados do sistema sejam diferentes em
energia total [66]. Nesse ensemble, um sistema clássico com N partículas e tempe-
ratura constante T interagindo em equilíbrio é retratado pela distribuição de Boltz-
mann. Esse físico, em sua teoria que gerou a distribuição de Boltzmann, queria
explicar o comportamento de um gás por meio da Mecânica Clássica, algo inviável
pela quantidade de moléculas existentes num gás. Assim, para Boltzmann formular
matematicamente sua teoria precisou fazer uma suposição conhecida como hipótese
ergódica.
Para elucidar essa hipótese, considere a média de uma quantidade G(~rN),
que é uma função da posição ~r de todas as N partículas e é expressa na forma de







na equação acima β = 1
kBT
, em que kB é a constante de Boltzmann.
Se o sistema em equilíbrio, depois de um tempo grande o suficiente e sob
certas condições, ocupa todo o espaço de fase de microestados com a mesma energia,
e a densidade de probabilidade é diferente de zero, o que quer dizer que todos os
microestados acessíveis são igualmente prováveis nesse período de tempo, o sistema é
dito ergódico. Essa é a chamada hipótese ergódica na qual a média de uma amostra
ao longo do tempo é igual à média no ensemble definida por:






nessa equação 〈G〉M é a média sobre as medições M, da quantidade G em todos os
tempos, (tµ)Mµ=1. Para uma boa amostragem, que seria uma grande quantidade de
medições, a média 〈G〉M é vista como uma aproximação conveniente para a média
do ensemble equilibrado [67].
Na maioria das vezes, as simulações de DM fazem uso do ensemble micro-
canônico (NVE) para determinar suas condições iniciais, sendo a energia total E
uma constante de movimento e sua média temporal igual a do ensemble. Todavia,
os experimentos laboratoriais são realizados com volume e temperatura constantes,
o que corresponde ao ensemble canônico, ou à pressão e temperatura constantes,
que é o ensemble isobárico-isotérmico.
Mesmo no ensemble NVE, inicialmente à energia constante, a temperatura
flutua devido a interconversão espontânea das componentes cinética e potencial da
energia total. A energia interna total pode ser escrita como a soma das contribuições
cinéticas (K) e potencial (U) envolvendo a soma sobre todos os pares de moléculas:
E = 〈K〉+ 〈U〉 . (2.23)
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A temperatura e a pressão podem ser calculadas via teorema de virial. Para





= 2 〈k〉 = 3NkBT, (2.24)
na equação acima kB é a constante de Boltzmann, mi a massa e pi o momento
do átomo i, e N o número total de partículas. Essa equação está relacionada ao











Se as velocidades forem alteradas por um fator λ em uma dada temperatura

























Este é o modo mais simples de controlar a temperatura, multiplicando as velocidades
atômicas instantâneas pelo fator λ. Uma variante dessa abordagem é o termostato
de Berendsen [68, 69], no qual o sistema é acoplado a um banho térmico com tem-
peratura T0 fixa, e durante as simulações as velocidades são reescalonadas a cada
passo de integração para ajustar a energia cinética do sistema até a temperatura
desejada.
No ensemble NVT a energia total não é conservada e o início da simulação
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é equiparado a um banho térmico, portanto esse ensemble é essencial para a ter-
malização do sistema, quando tratamentos térmicos como o Simulated Annealing,
que faz uma busca probabilística do mínimo global da energia termodinâmica, são
aplicados [53, 70].
Já no ensemble NPT a variável que flutua é o volume do sistema podendo
alterar as dimensões da caixa de simulação, além de poder flutuar na medida em




é o responsável por manter
a taxa de flutuação equilibrada. A pressão do sistema pode ser calculada por meio











rij = rj(t)− ri(t) é o vetor posição das moléculas i e j, e Fij é a força intermolecular
entre essas duas moléculas no instante t. Existem alguns métodos que fazem a
pressão ficar constante corretamente durante a simulação, um exemplo é o método
de dinâmica de Langevin, que serve para descrever a dinâmica de uma partícula
browniana [71].
2.1.4 Trajetórias geradas na DM
As simulações de DM consistem em cinco fases, quando já estão definidas as
estruturas tridimensionais e as topologias dos sistemas de interesse, a saber: etapa
inicial, minimização (ou relaxação), termalização, equilibração e produção [72]. Na
etapa inicial, é criada a caixa de solvatação contendo receptor e/ou ligante, solvente
e íons, caso sejam necessários para neutralizar as cargas do sistema. Na etapa de
minimização, o sistema é relaxado para corrigir possíveis distorções nas ligações,
ângulos e interações, reduzindo consideravelmente as forças atuantes sobre os áto-
mos em valores próximo de zero e, por conseguinte, a energia potencial do sistema
[53]. Dessa forma, a superfície do potencial é percorrida na direção do decréscimo da
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energia levando o sistema a um mínimo de energia local próximo ou ao mínimo glo-
bal. Os algoritmos de minimização mais empregados na DM são o método Steepest
Descent, que partindo da derivada primeira consegue determinar a direção do mí-
nimo tendo como ponto inicial uma estrutura de alta energia potencial, e o método
dos gradientes conjugados, no qual retira-se informações da derivada primeira para
levar o sistema o mais próximo possível do mínimo global, determinando a direção e
o passo para acelerar a busca pelo mínimo da superfície[51, 53]. Após a relaxação, a
força atuante sobre os átomos do sistema minimizado é extremamente pequena, de
maneira que os átomos deixam de ter uma aceleração significativa e, consequente-
mente, não adquirem velocidade (equação 2.2), logo não ocupam uma nova posição
no sistema. Nesse contexto, ao começar a etapa de termalização, as velocidades
iniciais são atribuídas aos átomos aleatoriamente em conformidade com a distri-
buição de Maxwell-Boltzmann. Dado que esse processo de fixar velocidades para
cada temperatura pode ocasionar perturbações no sistema, incluindo deformações
nas macromoléculas, o procedimento mais usual é aquecer o sistema gradualmente
iniciando em uma temperatura mais baixa até a temperatura de equilíbrio, com o
fim de uniformizar as energias do sistema [51]. Por último, na etapa de produção,
são obtidas as trajetórias que serão utilizadas para análise.
Na produção, o sistema evolui temporalmente, o que gera as trajetórias.
Nessa etapa, as posições e outras configurações são gravadas para a realização das
análises das propriedades do sistema.
Das inúmeras propriedades passíveis de serem calculadas a partir das traje-
tórias, estão propriedades estruturais, como a função de distribuição de pares, g(r),
que fornece a probabilidade de se encontrar uma partícula β em uma camada esférica
de espessura dr, a uma distância r da partícula α, posicionada na origem. Levando
em consideração as coordenadas cartesianas retiradas das trajetórias de simulação,



















Por conseguinte, para o número de partículas N(r), localizado na região ∆r a uma





Além da distribuição radial, as trajetórias possibilitam o cálculo de médias
como o desvio quadrático médio ("Root Mean Square Devation- RMSD), que fornece
a diferença estrutural do sistema num determinado passo da simulação em relação
às configurações iniciais. Na DM, esse desvio é usado para comparar as coordenadas
atômicas das estruturas moleculares e, através disso, observar as flutuações em torno
da posição de equilíbrio e as regiões mais instáveis da estrutura. A equação que rege






na equação acima rj(ti) é a distância do átomo j no passo i da simulação, r0 é a
distância de referência e N o número total de átomos.
Na situação que se deseja observar, os átomos ou as regiões da estrutura
que flutuam mais ou menos, tem-se a equação:
〈RMSDj〉 =
√∑M
j=1 [rj(ti − r0)]2
M.∆t
, (2.31)
sendo M o número de configurações e ∆t o intervalo de tempo entre os passos da




A técnica de docking molecular é uma abordagem in silico amplamente
utilizada para auxiliar na descoberta e na concepção de novos compostos bioativos.
No docking ligante-receptor, busca-se a conformação e a orientação de um
ligante com relação a um determinado receptor quando a estrutura deste é conhecida
ou pode ser modelada. Em geral, existem dois objetivos a serem alcançados no
estudo de docking : uma modelagem estrutural e a previsão dos modos de ligação.
No entanto, a identificação de características moleculares que são responsáveis por
reconhecimento biológico específico, ou a previsão de modificações estruturais que
melhorem a potência do composto, são questões complexas que muitas vezes são
difíceis de entender e, ainda mais, de simular em um computador [73]. Em vista
desses desafios, o processo do docking é dividido em etapas no qual cada passo
introduz um ou mais graus adicionais de complexidade, mas pode ser resumido em
dois momentos: no primeiro é necessário um algoritmo que explore a superfície de
energia e preveja a conformação preferencial do ligante no sítio de ação biológica do
receptor, que é a pose; e no segundo, coordenar as conformações por intermédio de
uma função de avaliação (scoring function), o que significa, aplicar um modelo de
ponderação da energia livre de ligação, scorings, que separe os distintos modos de
ligação do mesmo ligante, ou que, sendo os ligantes diferentes, selecione aquele com
maior afinidade pelo sítio ativo [74].
2.2.1 Funções de Scoring
Ao longo da execução do docking, os algoritmos de busca investigam um
número excessivo de conformações de ligantes, usualmente milhares. As funções de
scoring são usadas para avaliar a qualidade desses modos, direcionando a busca para
conformações de ligante relevantes e, dessa forma, reduzindo custo computacional.
Geralmente, o método de docagem computacional é realizado com o em-
prego de um campo de força simples e explorando-se uma região ampla do espaço
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conformacional. A depender do programa os campos de força podem variar. A fun-
ção de scoring do programa AutoDock [75] é baseada no campo de força molecular
AMBER.
No AutoDock, a energia livre de ligação é a diferença entre a energia do
ligante e receptor no estado não-ligado e a energia do ligante e do receptor no com-
plexo. Isso acontece em duas fases: análise das energias intramoleculares da transi-
ção do estado não-ligado para o ligado, para cada uma das moléculas separadamente,
e a avaliação energética intermolecular das moléculas no complexo.
O campo de força abrange seis termos de potencias de interação que en-
volve contribuições entre átomos ligados e não-ligados e um termo de contribuição
entrópica conformacional de ligação (∆Sconf ) descritos na equação abaixo:










não−ligado + ∆Sconf ),
(2.32)
L está relacionado ao ligante e R ao receptor. Os primeiros dois termos são referentes
às energias intramoleculares para os ligantes nos estados ligado e não-ligado, e os dois
subsequentes são correspondentes as energias intramoleculares dos receptores nos
mesmos estados. O último parêntese constitui as mudanças de energia intermolecular
entre os estados ligado e não-ligado.
Os termos atômicos por pares incorporam a dispersão/repulsão, as ligações



























As contantes de ponderação(W) são otimizadas para ajustar a energia livre
empírica com base em um conjunto de complexos caracterizados experimentalmente.
O primeiro termo é o potencial de Lennard-Jones para interações de dispersão/re-
pulsão. As variáveis A e B foram extraídas do campo de força AMBER. O segundo
termo é um potencial para ligações de hidrogênio. Os parâmetros C e D foram atri-
buídos para melhorar a descrição do potencial de ligação para O-H, N-H e S-H. As
interações eletrostáticas são avaliadas segundo um potencial similar ao coulombiano
e o último termo representa o potencial de dessolvatação baseado no volume (V) dos
demais átomos em torno de um átomo definido, ponderado por um parâmetro de
solvatação (S) e um termo exponencial devido a distância. O termo para entropia
torsional é proporcional ao número de ângulos de rotação da molécula (Ntors):
∆Sconf = WconfNtors. (2.34)
O número de ângulos de rotações abarca todos os graus de liberdade tor-
cionais, incluindo rotações de átomos de hidrogênio polar em grupos hidroxila e
similares [76].
O AutoDock Vina é uma ferramenta de docking molecular que possui vários
algoritmos de busca implementados com base no Algoritmo Genético Lamarckiano
(do inglês, Lamarckian Genetic Algoritms - LGA) [77], que procura um mínimo glo-
bal de energia de ligação do complexo. Durante o processo de docagem, a proteína
é mantida rígida e as mudanças conformacionais são feitas pelo ligante. A inclusão
da flexibilidade é de grande importância para os resultados serem compatíveis ao
sistema real, sendo fundamental para a compreensão das interações farmacobiológi-
cas. Apesar disso, a flexibilidade do sistema ainda é um desafio para os métodos de
docagem.
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2.3 Métodos Computacionais voltados à Modelagem Mole-
cular
Nas últimas décadas, ocorreram avanços significativos no desempenho com-
putacional. Esses avanços impactaram positivamente o ramo da Química computa-
cional levando a resultados mais precisos de diversas propriedades moleculares, em
especial às relacionadas a grandezas termoquímicas. Mesmo com o desenvolvimento
de métodos cada vez mais sofisticados e funções de base extensas para descrever
sistemas eletrônicos, a realização de cálculos envolvendo um grande número de par-
tículas ainda é uma tarefa com elevado custo computacional. Algumas estratégias
têm tido sucesso e tornado possível a abordagem mais precisa de sistemas molecu-
lares relativamente grandes. Dentre elas destacam-se a Teoria do Funcional de Den-
sidade (DFT, do inglês Density Functional Theory), o método ONIOM (do inglês
Own N-layered Integrated Molecular Orbital and Molecular Mechanics) e também
os métodos compostos [78].
O desafio central para os cálculos estruturais em modelagem molecular é a
solução da equação de Schrödinger não relativística e independente do tempo:
Ĥψ(r,R) = Eψ(r,R) (2.35)
sendo ψ(r,R) a autofunção do sistema, r as coordenadas eletrônicas, R as coordena-

































em que o primeiro termo é operador energia cinética dos elétrons, o segundo o
operador energia cinética dos núcleos, o terceiro a interação coulombiana entre os
41
núcleos e os elétrons, o quarto a interação coulombiana entre os núcleos e, por fim,
o quinto a interação coulombiana entre os elétrons. MA e ZA é a massa e o número
atômico do núcleo A, respectivamente.



































ψ(r,R) = Eψ(r,R) .
Essa equação (2.37) é extremamente complexa e solucioná-la, mesmo empregando
técnicas computacionais, se torna uma tarefa quase impossível para a maioria dos
sistemas. Dessa forma, precisamos fazer o uso de aproximações para obtermos a
solução desejada. No caso desse trabalho, a aproximação usada é a aproximação de
Born-Oppenheimer (ABO).
2.3.1 Aproximação de Born-Oppenheimer
Pelo fato do núcleo ser mais massivo que os elétrons, ele se move muito
devagar. A ABO trata desse movimento, isto é, qualitativamente essa aproximação
considera o núcleo fixo com os elétrons se movimentando ao seu redor. Fazendo o
uso do teorema adiabático, que afirma que se a perturbação num sistema for lenta
o suficiente, o sistema possui a capacidade de ajustar-se à nova configuração e seu
autoestado é conservado [79].
A partir desse teorema é possível aplicar a expansão adiabática na autofun-
ção do sistema molecular:
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ψ(r,R) = φ(r;R)χ(R) (2.38)
na qual φ(r;R) é a autofunção eletrônica que depende de forma explícita das coor-
denadas eletrônicas e parametricamente das coordenadas nucleares e χ(R) é a au-
tofunção nuclear que descreve o movimento dos núcleos. Desse modo, substituindo









































































φ(r;R) = ε(R)φ(r;R). (2.41)
O desacoplamento da equação 2.39 nas equações 2.40 e 2.41 é conhecido
como a aproximação Born-Oppenheimer. Sendo a localização dos núcleos constante,






















φ(r;Ra) = ε(Ra)φ(r;Ra) . (2.42)
O termo em colchetes é o hamiltoniano eletrônico, e a equação (2.42) é a
equação de Schrödinger eletrônica, em que ε(Ra) representa a energia eletrônica e
φ(r;Ra) é a autofunção eletrônica para uma molécula de configuração fixa (Ra).
Como a energia eletrônica é calculada para várias configurações nucleares,

















χ(R) = E(R)χ(R). (2.43)








depende da configuração nuclear e, além disso, ele representa a curva de energia
potencial, sistema diatômico, ou superfície de energia potencial, sistema com mais
de dois núcleos, para o movimento nuclear.
Já as soluções da equação (2.43) descrevem a translação, rotação e vibração
das moléculas, ou seja, a dinâmica molecular, e ela é conhecida como equação de







∇A2 + V (R)
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é o potencial efetivo ao qual os núcleos são submetidos.
2.3.2 Equação de Schrödinger Eletrônica
A equação de Schrödinger eletrônica, que deve ser resolvida para cada con-
figuração nuclear R é:
Ĥeφ(r;R) = ε(R)φ(r;R), (2.46)
em que Ĥe descreve o movimento dos elétrons para uma certa configuração nuclear e
ε(R) é o espectro eletrônico, ou seja, corresponde às energias eletrônicas do sistema.
Para resolver a equação de Schrödinger eletrônica, precisa-se de métodos
numéricos eficazes, pois resolvê-la analiticamente não é factível mesmo para uma
molécula simples como o H2. Hoje, há uma quantidade razoável de métodos compu-
tacionais capazes de solucionar essa equação. Esses métodos podem ser classificados
como semi-empíricos (SE), ab initio e DFT.
Teoria do Orbital Molecular
A teoria dos orbitais moleculares, uma ampliação das ideias de Bohr, con-
sidera que não só todos os elétrons de valência têm uma influência na estabilidade
da molécula, mas também que os orbitais atômicos do nível de valência deixam de
existir quando a molécula é formada, sendo substituídos por um novo conjunto de
níveis energéticos correspondentes às novas distribuições da nuvem eletrônica, que
é a densidade de probabilidade. Esses novos níveis de energia constituem uma pro-
priedade da molécula como um todo e são chamados de orbitais moleculares (OM).
De forma mais direta, há uma função de estado para cada elétron e sua composição
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para formar a função de estado total dos N elétrons foi desenvolvida em primeira
instância por Hartree, Roothan, Löwdin, dentre outros [76, 80].
A partir disso, tem-se o OM φi(rµ) = φi(xµ, yµ, zµ) em que xµ, yµ, zµ são
as coordenadas do elétron µ e i indica o estado eletrônico. Sendo ξ(Sµ) a função de
spin, o produto entre φi(rµ) e essa função resulta no spin-orbital molecular (SOM),
definido por:
ψ(qµ) = φi(x




em que ξ(Sµ) =
 α(µ) ↑ (spin up)β(µ) ↓ (spin down) .
Para satisfazer o princípio de exclusão de Pauli, a função de estado total do
sistema de N-elétrons (Φ) precisa ser escrita como um produto antissimétrico dos
spin-orbitais:













na expressão acima Â é o operador antissimetrizador, Φa,b,...,k(q1, q2, ..., qN) é re-
presentado por Φ e ψj(qµ) por ψµj . A relação 2.48 pode ser reescrita como um






























A função de estado acima possui duas propriedades: os SOM’s são linear-
mente independentes e o princípio de exclusão de Pauli é satisfeito reflexamente.
Além disso, a constante 1√
N !
é um fator de normalização e o determinante de Slater
inverte o foco do problema de achar a autofunção para N-elétrons, ou seja, agora
precisa-se resolver N autofunções para um único elétron [80].
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Como os spin-orbitais ψk são linearmente independentes, é possível escrevê-
los, formando um conjunto ortonormal, como:
∫
ψ∗k(µ)ψl(µ)dτµ = δkl. (2.50)
Assim sendo,
∫
Φ∗Φdτ = 1. (2.51)














N dτN = 1. (2.52)
Constituindo-se a energia do sistema na forma da seguinte equação:
E =
∫
Φ∗ĤΦdτ ≡ E[Φ], (2.53)












e na equação 2.54 ĥ(µ) é o operador hamiltoniano de uma partícula para o µ-ésimo
elétron movendo-se no campo dos núcleos, além de ser um operador hermitiano e












é a energia cinética do elétron µ, e o segundo termo a energia coulombiana de
interação elétron-núcleo.
O método Hartree-Fock busca uma solução aproximada para o estado fun-
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damental de um sistema de elétrons em um átomo, uma molécula ou um sólido
considerando apenas um determinante de Slater. A partir do determinante (2.49),
a parte espacial e a dependência relacionada aos spins podem ser escritas separada-
mente:
ψ1a = φr1α(1) (2.56)
ou
ψ1a = φr1β(1),
nessas equações acima α e β são, respectivamente, spin up ↑ e down ↓. Se não
houver restrição para os orbitais moleculares, o método é chamado de Hartree-Fock
não Restrito(UHF), geralmente usado em sistemas de camada aberta. Sistemas de
camada aberta também podem ser descritos por uma autofunção do tipo restrita,
na qual as partes espaciais dos spins-orbitais duplamente ocupados, sejam neces-
sariamente as mesmas. Nesse cenário, tem-se o método Hartree-Fock Restrito de
Camada Aberta (ROHF).Já em sistemas que o estado eletrônico for camada fechada,
há a restrição que cada orbital espacial seja associado a dois elétrons, um com spin
α e outro com spin β, ou seja, sem elétrons desemparelhados, nesse caso o método
é chamado Hartree-Fock Restrito(RHF) [79, 82].
Método Hartree-Fock
O teorema variacional diz que a autofunção mais próxima da solução exata,










(〈ψaψb|ψaψb〉 − 〈ψaψb|ψbψa〉), (2.57)
48
Isso significa que, para encontrar a autofunção, a energia é minimizada em
relação às alterações nos orbitais de um elétron, a partir do qual o determinante
Slater foi construído. Para tanto, é necessário que as funções de spin sejam orto-
normais, isto é:
〈ψa|ψb〉 − δab = 0 (2.58)
Como o objetivo é encontrar os melhores orbitais que minimizem a ener-
gia, ou que pelo menos permaneçam estacionários em relação às mudanças em ψi,
mantendo a propriedade de serem ortonormais. Pelo princípio variacional, a energia
calculada será sempre maior que a energia real do estado fundamental. Nesse caso,
é necessário achar o conjunto de orbitais moleculares que minimizam o valor de E .
Então, usando o "método dos multiplicadores indeterminados de Lagrange", no que
concerne aos orbitais moleculares, a função Lagrange pode ser escrita como:
L[ψ] = E [ψ]− εba(〈ψa|ψb〉 − δab) (2.59)
nessa equação, εba são os multiplicadores de Lagrange. Como L é real e 〈ψa|ψb〉 =
〈ψb|ψa〉∗, os multiplicadores de Lagrange precisam ser elementos de uma matriz
Hermitiana, εba = ε∗ab. Haja vista essas condições, quando cada orbital molecular é
modificado por uma quantidade infinitesimal δψ, L é um mínimo e por isso δL = 0,
tem-se:
δL = δE −
N∑
a,b=1
εba(〈δψa|ψb〉+ 〈ψa|δψb〉) = 0 (2.60)
Fixando Jb e Kb como os operadores de Coulomb e de Troca, respectiva-




















(〈δψa|Jb −Kb|ψa〉+ 〈ψa|Jb −Kb|δψa〉),
(2.63)
A partir da equação acima tem-se um novo operador, F(1) = h(1) +∑
b(Jb(1) − Kb(1)), conhecido como operador de Fock. Ele é um operador efe-
tivo de um-elétron, associado a variação na energia. Assim, colocando a expressão












εab(〈δψa|ψb〉+〈ψa|δψb〉) = 0, (2.65)






As equações de HF expressas em sua forma canônica, F(1)ψ′a(1) = εaψ
′
a(1),
formam um conjunto de equações de autovalor. Um orbital de Fock específico só
pode ser determinado uma vez que todos os outros orbitais ocupados são conhecidos
e, por isso, métodos iterativos devem ser empregados para determinar os orbitais.
Um conjunto de orbitais, que é uma solução para as equações de HF, são chamados
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orbitais de campo autoconsistente (SCF, do inglês "Self-Consistent Field") [82].
Método de Hartree-Fock-Roothan
O método HF encontra uma solução aproximada para o estado fundamen-
tal de um sistema de elétrons num átomo considerando apenas um determinante de
Slater. Como isso é feito de forma numérica, para sistemas poliatômicos o cálculo
torna-se inviável. Essa barreira foi transposta pelas equações de Roothan-Hall [82],
que são obtidas estendendo-se os conceitos do princípio variacional e da combina-
ção linear de orbitais atômicos (LCAOs, do inglês "Linear Combination of Atomic
Orbitals") às equações de HF, que serão obtidas através de um conjunto de funções
de base conhecidas (tipo Gaussianas ou Slater). Com um conjunto adequado de





sendo gν(r) funções de base conhecidas, k o número de funções do conjunto, Cνp os
coeficientes a serem determinados.
As funções mais usadas em cálculos moleculares são as gaussianas. Ao
escrever esse tipo de função em coordenadas cartesianas, obtém-se a expressão a
seguir:
g(x, y, z) = Nxlymzne−αr
2
, (2.68)
em que l, m e n são números inteiros, r =
√
x2 + y2 + z2 e N uma constante de
normalização. Para as funções gaussianas cartesianas, é possível classificá-las de
acordo com a soma dos expoentes l, m e n. Se essa soma for 0, a função é do tipo
s, se for 1, do tipo p, 2, do tipo d e 3, do tipo f.









Multiplicando a equação 2.69 por g∗µ(r1) e integrando, a equação integro-diferencial







em que gν(1) ≡ gnu(r1).
A equação acima possibilita a definição de duas matrizes, são elas: a matriz
de superposição com os elementos determinados por
Sµν = 〈gµ(1)|gν〉 (2.71)
e a matriz de Fock com os elementos descritos por
Fµν = 〈gµ(1)|F(1)|gν〉. (2.72)







que em sua forma matricial fica
FC = SCε. (2.74)
Essa expressão é a equação de Hartree-Fock-Roothan e ε é a matriz diagonal das
energias orbitais εpq = εpδpq.
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2.3.3 Métodos Semi-empíricos
As equações de Hartree-Fock-Roothaan, no caso restrito ou no irrestrito,
ficam limitadas à sistemas mais simples, pois o tempo computacional necessário
cresce com a ordem de M4, em que M é o número de funções atômicas de base
[83]. Outra dificuldade é o fato desse método não descrever de forma satisfatória a
energia associada ao sistema, pois não abrange a energia de correlação eletrônica.
Com o objetivo de se obter soluções para problemas moleculares com um grande
número de elétrons, surgiu a linha de pesquisa dos métodos semi-empíricos. Nele
o formalismo autoconsistente da teoria de orbitais moleculares usando a expansão
em orbitais atômicos (SCF-LCAO) é mantido e o foco fica em torno de resolver as
dificuldades próprias do método HF com a introdução de parâmetros. Há inúmeras
aproximações usadas para implementar os métodos semi-empíricos e algumas delas
são o CNDO(Complete Neglect Differential Overlap), o INDO(Intermediate Neglect
Differential Overlap) e o NDDO(Neglect of Diatomic Differential Overlap) todos
baseados na aproximação ZDO(Zero Differential Overlap) [84, 85].
No presente trabalho, o método semi-empírico usado para fazer uma pri-
meira otimização, foi o Parametric Model 6 (PM6). Esse método é um aprimora-
mento dos modelos AM1(Austin Model 1 ) e PM3(Parametric Model 3 ), pertencentes
ao método MNDO(Modified Neglect of Diatomic Overlap) [86], feita por Stewart [87].
Além de usar um conjunto muito maior de dados de referência para os parâmetros, o
PM6 também introduziu várias melhorias nos termos núcleo-núcleo. Ele substituiu
as correções gaussianas para o termo núcleo-núcleo do AM1 e PM3 usando um termo
de correção de núcleo-núcleo, originalmente introduzido por Voityuk e Rösch, que
emprega parâmetros emparelhados em vez de parâmetros específicos de elemento.
O PM6 ainda usa diferentes potenciais de repulsão núcleo-núcleo para N-H, O-H,
C-C e Si-O com o intuito de corrigir falhas específicas na parametrização. Por fim,
o método PM6 também adiciona d-orbitais na base atômica para certos elementos,
assim como o método MNDO/d. O mais recente dos modelos PMx de Stewart é o
53
PM7, que inclui ainda uma correção de dispersão e correção de ligações de hidrogê-
nio com base na correção H+. Adicionalmente, várias integrais semi-empíricas são
modificadas por funções de comutação para impor convergência ao resultado clássico
em distâncias maiores [88].
2.3.4 Teoria do Funcional de Densidade
A teoria do funcional de densidade (DFT) permite calcular todas as pro-
priedades dos sistemas pela densidade de elétrons ρ(r) que é uma função de três
variáveis: ρ(r) = f(x, y, z). Como a densidade é uma função da função de onda,
refere-se a ela como um funcional. Para um sistema de N elétrons, a densidade ele-
trônica depende de 3N variáveis (ou 4N , se levar o spin em consideração). Existem
dois tipos de densidades de elétrons para sistemas polarizados por spin, um para
spin up, ρ(r) ↑, e outro para elétrons spin down, ρ(r) ↓. O fato de que as proprie-
dades do estado fundamental são funcionais da densidade eletrônica foi introduzido
por Hohenberg e Kohn, em 1964, e é a estrutura básica dos métodos modernos de
funcionais de densidade. Em 1965, os cientistas Kohn e Sham desenvolveram o mé-
todo KS, que dava resultados mais acurados na aplicação da DFT para a energia
cinética [78, 82]. Hohenberg e Kohn (HK) propuseram os seguintes teoremas:
• O potencial externo sentido pelos elétrons é um funcional da densidade eletrô-
nica ρ(r).
• A energia do estado fundamental é mínima para a densidade exata.
Dessa forma, partindo da aproximação de Born-Oppenheimer, o estado fun-
damental do sistema de elétrons é resultado das posições dos núcleos. No Hamil-
toniano, a energia cinética de elétrons e a interação elétron-elétron se ajustam ao
potencial externo Vext, proveniente dos núcleos. Uma vez que o potencial externo
começa a funcionar em um sistema, todo o resto, incluindo a densidade eletrônica,
se organiza para fornecer a menor energia total possível do sistema.
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A partir desse cenário, Kohn e Sham propuseram um funcional de energia
para um sistema de partículas não-interagentes dado pela equação:
EKS[ρ] = T0[ρ] + UH [ρ] + Vext[ρ] + VXC [ρ], (2.75)
em que T0[ρ] é a energia cinética média, UH [ρ] é a energia coulombiana média entre os
elétrons, Vext[ρ] é o potencial efetivo externo e VXC [ρ] é o termo de troca e correlação,
com correções para a energia cinética e para a energia de Hartree.
O método KS descreve a repulsão elétron-elétron de Coulomb e um funcional
universal G[ρ]:









sendo G[ρ] = Ts[ρ] + Exc[ρ]. Ts[ρ] é o funcional de energia cinética de um sistema
de elétrons não-interagentes, que possui a mesma densidade eletrônica do sistema
interagente. Exc[ρ] abrange o termo de troca e correlação, interação elétron-elétron,
e a parte residual da energia cinética, T [ρ] − Ts[ρ], sendo T [ρ] a energia cinética
exata para o sistema interagente.
Para partículas não-interagentes, é possível excrever um Hamiltoniano com
um potencial local efetivo, νef (r):
HKS = −1
2
∇2 + νef (r). (2.77)
A autofunção ψKS do estado fundamental para partículas que não interagem
é aproximada por um produto anti-simétrico de N funções de onda de um elétron,
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Assim, os orbitais de Kohn-Sham(KS), ψKSi , são determinados através da









em que εi são os autovalores e ψi são as autofunções.
O operador KS depende apenas de r, e não do índice (natureza) dos elé-
trons, ou seja, é o mesmo para todos os elétrons. Os orbitais KS, ψKSi , podem ser
usados de forma imediata para calcular a densidade, e a partir dela pode-se calcular
um potencial efetivo otimizado. Por conseguinte, a ligação entre o sistema não inte-
ragente e o sistema real a partir da escolha desse potencial otimizado, de modo que




2|ψKSi (r)|2 = ρ0(r). (2.80)
A densidade também pode ser utilizada para o cálculo da energia total,








∣∣∣∣ψKSi 〉 . (2.81)
Por meio da minimização da equação 2.76 e considerando as funções de um
elétron ortonormais, obtém-se o potencial efetivo da seguinte forma:
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dr1 + νxc(r). (2.82)
Nessa equação, νxc = δEXC [ρ]δρ(r) . O termo EXC é o potencial de troca e correlação, que
inclui todos os termos de interação entre partículas. O tratamento desse termo é
complexo e um obstáculo para a DFT, mas existem aproximações que definem esse
potencial e, consequentemente, trazem confiabilidade para a teoria.
Funcional de Troca e Correlação
Uma aproximação muito usada no formalismo da DFT é expressar o funci-
onal de troca e correlação em termos do gradiente da densidade de carga total. Ela
é conhecida como expansão generalizada em termos do gradiente (do inglês, Gene-
ralized Gradient Approximation - GGA), e o seu funcional é escrito como a soma de

















1 + 6bχσ sinh
−1 χσ
dr, (2.84)
nessa equação χσ ≡ |∇ρσ/(ρσ)4/3, sinh−1 = ln[x + (x2 + 1)1/2] e b é um fator semi-
empírico igual a 0, 0042u.a. auferido após o cálculo de energia de troca pelo método















Outros funcionais de correlação corrigidos pelo gradiente muito usados são
57
o de Lee-Yang-Parr (LYP) e os de Becke. Além desses, os funcionais híbridos são
bastante empregados. Eles são uma combinação linear dos funcionais DFT puros e
o termo de troca obtido pelo método HF(EHFX ). Para sistemas de camada fechada,












∣∣∣∣ 1|r1 − r2|
∣∣∣∣φKSj (1)φKSi (2)〉 . (2.86)
Nesta pesquisa, para a otimização dos sistemas moleculares após o uso do
método semi-empírico PM6, foi usado o funcional híbrido B3LYP, que tem três
parâmetros de Becke mais os funcionais de correlação LYP. O B3LYP é definido
pela expressão:
EB3LY PXC = (1− a0 − ax)ELSDAX + a0EHFX + (1− aC)EVWNC + aCELY PC , (2.87)
sendo o termo de correlação EVWNC proveniente da aproximação da densidade lo-
cal de spin - LSDA(do inglês, Local-Spin-Density Aproximation), desenvolvida por
Vosko-Wilk-Nusair [89].
Devido à sua eficiência computacional e precisão razoável, a DFT com apro-
ximações semilocais à energia de troca e correlação como, por exemplo, a LSDA e
o padrão Perdew-Burke-Ernzerhof (PBE) da GGA, é um dos métodos de estrutura
eletrônica mais amplamente usado em várias áreas. As aproximações semilocais exi-
bem um cancelamento de erro bem compreendido entre troca e correlação em regiões
de ligação. Assim, alguns efeitos de correlação de médio alcance, importantes para
ligações fortes e fracas, são realizados pela parte da troca da aproximação. No en-
tanto, é sabido que essas aproximações não podem produzir corretamente forças de
dispersão assintóticas de longo alcance. Isso levanta dúvidas sobre a adequação de
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aproximações semi-locais para a descrição de interações fracas, incluindo ligações de
hidrogênio e interações de van der Waals, mesmo perto do equilíbrio. No entanto,
essa deficiência é solucionada por funcionais conhecidos como meta-GGAs (MGGA).
Comparados aos GGAs, que usam a densidade ρ(r) e seu gradiente ∇ρ, os MGGAs





, dos orbitais ocu-
pados ψi [90]. O funcional MGGA usado neste trabalho para o cálculo de energia
de single-point foi o funcional M06-L [91]. A energia de troca desse funcional, com
σ referente ao momento angular de spin do elétron que pode assumir dois valores,





[F PBEXσ (ρσ,∇ρσ)f(wσ) + εLSDAXσ hX(xσ, zσ)]dr, (2.88)





















F PBEXσ (ρσ,∇ρσ) é a densidade da energia de troca do modelo de troca de Perdew-




















nessa expressão wσ é uma função de tσ, que é uma função da densidade de energia
























eUEGαβ [gαβ(xα, xβ) + hαβ(xαβ, zαβ)]dr, (2.95)














e hαβ(xαβ, zαβ) definido pela equação 2.89, com x2αβ ≡ x2α + x2β e zαβ ≡ zα + zβ.
Para spins paralelos tem-se:
EσσC =
∫













e hσσ(xσ, zσ) é definido pela equação 2.89. Dσ é o fator de correção de auto-interação,




4(zσ + CF )
. (2.99)
Nas equações 2.95 e 2.97, eUEGαβ e eUEGσσ são a densidade da energia de corre-
lação no limite do gás de elétrons uniforme (UEG, do inglês uniform-electron-gas)
para os casos de spins anti-paralelos e spins paralelos, respectivamente, e podem ser
extraídas da densidade total da energia de correlação do UEG. A energia total de








Os parâmetros não lineares γCαβ = 0, 0031 e γCσσ = 0, 006 são dados pelo
trabalho de Zhao e Truhlar [91].
Conjuntos de Funções de Base
Os primeiros tipos de funções de base utilizados foram os orbitais do tipo
Slater (STO - do inglês, "Slater Type Orbital"), que apresentam semelhanças com as
funções hidrogenóides. As funções de Slater não permitem uma resolução analítica
rápida das integrais de dois elétrons de mais de um centro ou ainda integrais de
atração nuclear de três centros. Para resolver esse óbice da solução analítica de
integrais de energia, funções do tipo gaussiana (GTO - do inglês, "Gaussian Type
Orbitals") foram introduzidas [92].
Tendo em vista a melhora do desempenho computacional, usa-se a combi-
nação linear de gaussianas, em que duas ou mais gaussianas primitivas (PGTOs, do
inglês "Primitive Gaussian-Type Orbitals") são combinadas linearmente, formando
gaussianas contraídas. Essas contrações são chamadas de contração de orbitais do
tipo gaussiana (CGTO, do inglês "Contracted Gaussian-Type Orbitals") e a eficiên-
cia computacional está no fato que apenas as CGTOs são calculadas. Há incontáveis
conjuntos de bases voltados para o cálculo de sistemas poliatômicos, por isso será
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descrito nessa seção apenas as bases usadas neste trabalho.
O conjunto de base Pople aplicado nesta pesquisa corresponde ao conjunto
de bases K-nlmG ou k-nlm++G, conhecido também como conjunto de bases de
valência separada. Nesse conjunto, k é a quantidade de PGTOs contraídas para os
orbitais do núcleo, nlm indica a valência separada, ou seja, refere-se à quantidade de
PGTOs utilizadas para descrever os orbitais de valência, mais externos. Um único +
denota funções de difusão, (s, px, py, pz), para os átomos pesados e ++ indica funções
de difusão para os átomos pesados e para os hidrogênios [93]. As bases usadas no
presente trabalho foram a 6-311G(d,p), para otimização do sistema molecular, e a
6-311+G(d,p), para o cálculo de single point. Nessas bases, 6 funções gaussianas
contraídas descrevem cada orbital do núcleo, 3 GTOs contraídas referem-se à parte
mais interna da camada de valência, 1 GTO diz respeito à parte mais externa da
camada de valência e mais 1 gaussiana para descrever a parte externa da camada
de valência mais distante. Dessa forma, a função de base escolhida trata o orbital
interno por meio de três gaussianas, e os orbitais médios e externos como gaussianas
únicas (6-311 G).
Além disso, essas bases permitem acrescentar funções de polarização e fun-
ções difusas. Nesta pesquisa, foi acrescentada uma função de polarização de simetria
d aos átomos pesados, e funções de polarização de simetria p aos átomos mais leves,
hidrogênio (d,p). As funções de polarização retêm informações sobre as deformações
ocorridas nos orbitais que participam de interações. Já as funções difusas são dota-
das de informações sobre uma região maior do espaço dos orbitais ocupados e são
necessárias sempre que haja elétrons fracamente ligados. O uso de funções difusas
melhora a descrição de sistemas com densidade eletrônica relevantes, que estejam
distantes do núcleo [79].
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2.3.5 O Método Integrado de N-camadas: ONIOM
A partir de meados da década de 70, surgiram os métodos híbridos de me-
cânica quântica (QM) e mecânica molecular (QM/MM). Esses métodos consistem
na combinação de diferentes tipos de aproximações, ab initio, semiempírico e mecâ-
nica molecular, tentando assim aproveitar as vantagens de cada uma e contornando
algumas de suas limitações.
A aproximação QM/MM envolve a separação do sistema em regiões QM e
MM, onde o potencial molecular é determinado parcialmente pelo cálculo de estru-
tura eletrônica por mecânica quântica e parcialmente pelo campo de força da MM.
O motivo dessa divisão são vários fatores: tamanho dos fragmentos e natureza dos
átomos, moléculas presentes no sistema, tipo de propriedade de interesse, etc. Isso
significa que, nas partes consideradas mais difíceis (sistema "modelo"), nas quais há
átomos não parametrizados, interações incomuns, ou átomos diretamente partici-
pantes do estado de transição (ET) de uma reação, são aplicados métodos precisos e
mais demandantes computacionalmente, enquanto o restante da molécula (sistema
"real"), constituída por interações consideradas mais simples, é tratado por méto-
dos rápidos, baseados na mecânica molecular [78, 94]. Para os métodos QM/MM, a
energia total para o sistema completo, EQM/MM , é escrita de forma aditiva, fazendo
uma soma da energia do sistema modelo pelo método QM (EQM), a energia do
sistema real pelo método MM (EMM), e as interações (EQM−MM) entre o sistema
modelo QM e o sistema real MM:
EQM/MM = EQM + EMM + EQM−MM . (2.101)
As energias dos dois sistemas e as interações entre eles são adicionadas para
obter a energia do sistema como um todo. O acoplamento Hamiltoniano de QM/MM
(EQM−MM), as interações entre os sistemas "modelo"e "real", geralmente inclui: in-
terações ligadas para ligações covalentes que cortam o limite QM/MM (alongamento,
contribuições flexíveis e torcionais) e interações não-ligadas(van der Waals e inte-
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rações eletrostáticas). Todas as interações QM-MM são classicamente avaliadas,
embora as interações eletrostáticas possam ser computadas "semiclassicamente".
A primeira implementação dessa nova geração de métodos ficou conhecida
como Integrated Molecular Orbital and Molecular Mechanics (IMOMM), esse mé-
todo pode ser constituído de métodos MO (Molecular Orbital) em diferentes níveis
de aproximação, a essa integração de dois métodos MO deu-se o nome de método
IMOMO. Como esses métodos foram bem sucedidos, novos estudos foram realizados
para atingir uma maior versatilidade nos cálculos de estrutura eletrônica. Assim,
apareceu o método ONIOM [95] , que pode ser descrito como uma superposição
de cálculos como numa "cebola"e, além disso, ele abrange os métodos IMOMM e
IMOMO. De acordo com o esquema teórico desse método, é possível dividir qualquer
sistema molecular em diferentes níveis ligados seguindo a ordem mais conveniente
do problema estudado. Cada parte pode ser tratada sob qualquer nível de cálculo e
ao integrar-se os resultados obtidos nessas partes, obtém-se uma extrapolação atin-
gindo valores de energia mais precisos sobre todo o sistema [96]. Quando dois níveis
diferentes de aproximação são integrados, que foi o modelo usado para este trabalho







Camada baixa; nível 
“baixo”
Figura 2.3: Diagrama esquemático do método ONIOM para duas camadas.
Fonte: Elaborado pela autora
Ao contrário dos esquemas aditivos de QM/MM que estimam a EQM−MM
(2.101), o IMOMM é um método "subtrativo"ou "extrapolativo": a energia total
do sistema completo ("real") é calculada como a energia MO (ou QM) do sistema
modelo (E(QM,model)) mais a energia MM do sistema real (E(MM,real)) e menos a
energia MM do sistema modelo (E(MM,model)), que remove a "contagem dupla"das
contribuições MM:
EIMOMM = EONIOM2(QM :MM) = E(QM, model) + E(MM,real) − E(MM,model), (2.102)
Embora o ONIOM possa ser usado como um método QM/MM de duas
camadas, ele também pode, exclusivamente, combinar diferentes métodos de QM e
QM e, dessa forma, ser estendido para várias camadas [96].
Dessa forma, tendo o diagrama como base, a equação para a energia final
de um sistema com duas camadas é definida pela seguinte expressão:
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E = E(high, model) + E(low,real) − E(low, model), (2.103)
sendo high e low referente aos níveis de teoria "alto"e "baixo"de aproximação, en-
quanto model e real descrevem os sistemas de tamanho "pequeno"("modelo") e
"real", respectivamente. No caso desta pesquisa, os sistemas moleculares estudados
passaram por três etapas: duas de otimização e uma de single point. Em todas elas,
no nível "baixo"foi implementado o campo de força AMBER como método de MM.
Para nível "alto"(QM), a aproximação usada foi o PM6, na primeira otimização, e
B3LYP para as últimas duas etapas.
Capítulo 3
Resultados e Discussões
No presente capítulo será apresentado o comportamento das estruturas se-
cundárias do peptídeo Aβ1−42 ao longo da DM. Esse comportamento será avaliado
via RMSD. Logo após, serão mostradas as nuvens de solução advindas do docking,
as quais apresentam as poses preferenciais do ligante. Em seguida, serão descritas
as energias alcançadas via QM/MM em função das distâncias encontradas entre
peptídeo e os ligantes para as configurações escolhidas. Por fim, a partir dessas con-
formações de interesse, serão exibidas as prováveis interações entre o alvo molecular
e os ligantes que levam a um mínimo de energia dentro dos resultados encontrados
nesta pesquisa. Juntamente com essas possíveis interações, serão mostrados os or-
bitais de fronteira relativos aos compostos naturais. Neste capítulo, também são
descritos os detalhamentos da aplicação de cada um dos métodos empregados.
3.1 Resultados da Dinâmica Molecular
3.1.1 Configurações Iniciais e Equilibração do Sistema
A simulação de dinâmica molecular para o receptor, tanto a partir da sua
forma cristalográfica de α-hélice (Código PDB:1Z0Q, modelo 25) quanto de folha-
β(Código PDB:2NAO, cadeia A), foi realizada no pacote computacional NAMD [97],
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com o campo de força CHARMM36 [98]. As moléculas de água foram adicionadas
usando o modelo TIP3P [60] e as caixas cúbicas de simulação com dimensões 67 x 51
x 40(
◦
A)3, para a α-hélice, e 36 x 58 x 77(
◦
A)3, para a folha-β (Figura 3.1). O sistema
foi neutralizado e moléculas de NaCl foram adicionadas para reproduzir a solução
fisiológica de concentração 0,15 µM. A distância entre pares de interações não-ligados
teve o cut off de 12
◦
A. O PME foi utilizado para as interações eletrostáticas de
longo alcance.
Nessa simulação, considerou-se constante o número de moléculas, a pres-
são e a temperatura (ensemble NPT), usando a dinâmica de Langevin para manter
constantes a temperatura e a pressão, 300 K e 1 atm, respectivamente. As tra-
jetórias foram acumuladas com um passo de tempo, timestep, de 1 fs. O tempo
de amostragem total, incluindo a termalização e a relaxação, foi de 211ns para a
conformação em α-hélice e 200 ns para a estrutura em folha-β, a evolução temporal
e a mobilidade do sistema foram computados pelo cálculo do RMSD. O tempo de
simulação para estágio de termalização e relaxação do sistema foi de 11 ns para as
duas conformações iniciais do peptídeo: α-hélice e folha-β. Os demais 200 ns, para
o primeiro caso, e 189 ns, para o segundo, consistem na amostragem da dinâmica do
sistema. Cada arquivo de trajetória corresponde a 1 ns composto por 100 frames,
totalizando 21042 frames, para o formato α-hélice, e 19938 frames, para o formato
folha-β, na simulação completa.
As imagens tridimensionais, assim como a construção e visualização do sis-
tema para a simulação de DM, foram produzidas usando o programa gráfico Visual
Molecular Dynamics (VMD) [99].
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Figura 3.1: Caixas das simulações com 13287 átomos, para a conformação em α-
hélice (à esquerda), e 14489, para a forma de folha-β (à direita), sendo 627 átomos
do peptídeo e o restante dividido em moléculas de água e íons do NaCl.
3.1.2 Análise de RMSD das Conformações do Peptídeo Aβ
O conhecimento das flutuações conformacionais das proteínas é importante
para compreender as funções biológicas desenvolvidas pelos sistemas, pois a relação
entre movimento e função proteica não é totalmente conhecida [74], ainda mais em
doenças neurodegenerativas ocasionadas por erro do folding proteico (Apêndice B),
como as causas de demência apresentadas neste trabalho, em que uma proteína
específica modifica sua forma nativa. Assim, é de suma importância conhecer essas
variações e mapeá-las.
A dinâmica conformacional do peptídeo Aβ nas suas várias extensões, como
a Aβ1−42 e a Aβ1−40, e de seus segmentos vem sendo amplamente estudada. Uma vez
que, é necessário compreender melhor o mecanismo pelo qual esse peptídeo altera
sua forma nativa(α-hélice ou coil) para a forma em folha-β levando à formação de
placas senis. Nesse sentido, foi realizada a análise das flutuações dos aminoácidos da
Aβ1−42, para ambas as conformações, a partir de 11 ns de simulação, pois para con-
trole da simulação de DM, nos primeiros 11 nanosegundos o backbone do peptídeo foi
liberado aos poucos até atingir uma dinâmica em que o peptídeo pôde movimentar-se
livremente, sem qualquer rigidez, até alcançar o equilíbrio termodinâmico.
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Dessa forma, visando uma melhor descrição dessas flutuações para o alvo
molecular estudado neste trabalho, a verificação da estabilidade do peptídeo Aβ,
tanto no formato α-hélice quanto no de folha-β, foi feita utilizando o RMSD das
trajetórias no decorrer da simulação, calculado sobre o backbone da proteína para
todos os frames gerados. Por conseguinte, todas as estruturas foram sobrepostas e
as flutuações em torno da posição média, tendo como valor de referência o primeiro
conjunto de coordenadas do sistema, são mostradas nos gráficos da presente seção.
Assim sendo, o peptídeo Aβ1−42 será descrito considerando toda sua exten-
são, que tem como estrutura primária os aminoácidos 1DAEFRHDSGY 11EVHHQKLVFF
21AEDVGSNKGA 31IIGLMVGGVV 41IA (detalhes dos códigos e estruturas dos
aminoácidos estão no Apêndice A). A partir dessa divisão, também serão analisadas
algumas regiões específicas.
Conformação Inicial de α-hélice
Nesta parte da seção, serão feitas discussões sobre os resultados obtidos
considerando a divisão do peptídeo nas suas duas regiões de α-hélice, segmentos
compreendidos pelos aminoácidos Ser8-Gly25 e Lys28-Gly38, e nas regiões que te-
nham alguma particularidade a ser mencionada.
No gráfico da Figura 3.2, tem-se o RMSD de toda extensão do peptídeo
para sua conformação em α-hélice desde o princípio da DM. Nota-se que a partir
da marca de 126 nanosegundos de simulação as variações em torno da posição de
equilíbrio, até os 211 nanosegundos finais, alcançam o equilíbrio, flutuando em torno
de 7
◦
A indicando alta mobilidade do peptídeo. Mesmo com um RMSD aparentemente
alto, o valor alcançado nessa simulação é menor do que o descrito na literatura
[25, 31, 100].
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Figura 3.2: RMSD da extensão total do peptídeo Aβ1−42 com conformação inicial
de α-hélice durante 211ns de simulação de DM. O segundo gráfico detalha o RMSD
a partir do momento que o peptídeo flutua na posição de equilíbrio.
A Figura 3.3 ilustra as mudanças do peptídeo a cada 20 ns da simulação.
Aos 20 ns, observa-se que o peptídeo começa a perder a estrutura de α-hélice na
região dos aminoácidos Lys28-Val39 e ela é completamente desfeita aos 40 ns. A
partir de 80 ns em diante, a região que compreende os aminoácidos Ser8-Asp23
fixa sua forma de α-hélice, ao passo que a região dos aminoácidos Gly29-Val36
assume a forma de folha-β e, aos 120 ns, a região compreendida pelos aminoácidos
Ile31-Leu34 formam uma dobra (essa aproximação pode ser vista através da Figura
3.4). A desestruturação da α-hélice próxima ao C-terminal do peptídeo, coloca os
resíduos hidrofóbicos presentes nessa região, que são quase todos com exceção das
glicinas (aminoácidos 33, 37 e 38), em contato com o solvente, o que provavelmente
contribui na oligomerização da Aβ1−42 para minimizar o acesso do solvente a essa
área [31, 35, 101]. A instabilidade da α-hélice dessa região se deve, possivelmente,
à presença de uma única ponte de hidrogênio entre os backbones dos aminoácidos
Ile32 e Met35 e de interações hidrofóbicas, que são interações mais fracas e mais
fáceis de serem desfeitas.
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Figura 3.3: Mudanças sofridas pelo peptídeo Aβ1−42 a cada 20 ns da simulação. A
primeira figura mostra a conformação α-hélice do cristal(PDB:1Z0Q) e suas prin-
cipais estruturas. Na sequência estão dispostas representações das modificações do
peptídeo ao longo dos 200 ns da simulação.
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A dobra da região Ile31-Leu34 é composta por uma maioria de aminoácidos
apolares com exceção da Gly33. Esses aminoácidos são reportados na literatura
como componentes do núcleo de pentâmeros, forma preferencial de agregação do
peptídeo Aβ1−42 [35]. Logo, pode ser que essa seja uma formação que favoreça o
processo de amiloidose.
Figura 3.4: Medida de distância entre os aminoácidos Ile31(laranja) e Val34(cinza),
a partir do centro massa de cada um deles, durante 200 ns de simulação de DM.
Na região Val24-Asn27 há um afastamento de seus aminoácidos mostrados
na Figura 3.5. Esse aumento de distância impede a formação de uma ponte salina
pelos aminoácidos aspartato(23) e lisina(28). Essa ponte está presente no peptídeo
Aβ1−40, que possui uma taxa de agregação muito menor que o Aβ1−42 [31]. Assim,
a ausência dessa estrutura pode ser um dos fatores que corroboram para a taxa
de agregação do monômero Aβ1−42 ser maior que a do Aβ1−40, pois é menos uma
interação para manter a conformação do monômero em α-hélice estável.
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Figura 3.5: Medida de distância entre os aminoácidos Val24(branco) e Asn27(verde),
a partir do centro massa de cada um deles, durante 200 ns de simulação de DM.
A seguir, os gráficos das Figuras 3.6 e 3.7 mostram, respectivamente, uma
alta flutuação da região dos aminoácidos Lys28-Gly38, com RMSD em torno de 6
◦
A,
provocada pela mudança no seu formato, de α-hélice para folha-β, e uma baixa
flutuação da região dos aminoácidos Ser8-Asp23, com RMSD em torno de 2,5
◦
A,
demonstrando sua tendência a permanecer em α-hélice.
Figura 3.6: RMSD da região dos aminoácidos Lys28-Val39 do peptídeo Aβ1−42 com
conformação inicial de α-hélice durante 200ns de simulação de DM.
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Figura 3.7: RMSD da região dos aminoácidos Ser8-Gly25 do peptídeo Aβ1−42 com
conformação inicial de α-hélice durante 200ns de simulação de DM.
Conformação Inicial de folha-β
Nesta parte da seção, serão feitas discussões sobre os resultados obtidos con-
siderando o peptídeo como um todo e sua divisão nas regiões de folha-β - segmentos
compreendidos pelos aminoácidos Asp1-Asp7, Gln15-Ala21 e Val39-Ala42.
Para o RMSD do peptídeo completo, apresentado no gráfico da Figura 3.8,
o momento em que o alvo molecular mostra uma menor flutuação e um possível
equilíbrio é observado a partir dos 85 ns até os 200 ns flutuando em torno do valor
de 13,5
◦
A. Esse valor elevado mostra uma grande mobilidade do peptídeo, que
também foi constatada na sua forma de α-hélice.
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Figura 3.8: RMSD da extensão total do peptídeo Aβ1−42 com conformação inicial
de folha-β durante 200ns de simulação de DM. O segundo gráfico detalha o RMSD
a partir do momento que o peptídeo flutua numa posição com menores variações de
RMSD.
Nas regiões de folha-β, nota-se uma maior estabilidade, visto que os RMSDs
encontrados são de valores bem menores. Para a região entre os aminoácidos Asp1 e
Asp7, o valor calculado foi de 3,5
◦
A (Figura 3.9), para Gln15-Ala21 de 4,5
◦
A (Figura
3.10) e para Val39-Ala42 de 2,5
◦
A (Figura 3.10).
Figura 3.9: RMSD da região dos aminoácidos Asp1-Asp7 do peptídeo Aβ1−42 com
conformação inicial de folha-β durante 189 ns de simulação de DM. O segundo gráfico
detalha o RMSD a patir do momento que a região analisada flutua na posição de
equilíbrio
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Figura 3.10: RMSD das regiões dos aminoácidos Gln15-Ala21 (à esquerda) e dos
Val39-Ala42 (à direita) do peptídeo Aβ1−42 com conformação inicial de folha-β du-
rante 189 ns de simulação de DM.
Observando os baixos valores dos RMSDs das regiões de folha-β, pode-se
dizer que não há grandes mudanças nessa estrutura secundária. Esse fato é confir-
mado pela Figura 3.11, que mostra as várias poses do peptídeo durante os 189 ns
de simulação de DM que ele está completamente livre, sem rigidez. Nessa figura, as
regiões que apresentam folha-β permanecem na mesma conformação. A mudança
mais significativa observada é a aproximação das regiões Asp1-Asp7 e Gln15-Ala21
(Figura 3.12), que sugere uma afinidade desses aminoácidos e indicam dois segmen-
tos com prováveis parcelas de responsabilidade pela agregação desse peptídeo. Uma
possível explicação seria que quando essas regiões interagem devem conferir estabi-
lidade aos oligômeros formados pelo Aβ1−42. Essa aproximação durante a simulação
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Figura 3.11: Mudanças sofridas pelo peptídeo Aβ1−42 a cada 20 ns da simulação. A
primeira figura mostra a conformação folha-β do cristal(PDB:2NAO) e suas prin-
cipais estruturas. Na sequência estão dispostas representações das modificações do
peptídeo ao longo dos 189 ns da simulação.
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Figura 3.12: Medida de distância entre os aminoácidos His4(branco, folha-β ma-
genta) e Val18(branco, folha-β azul), a partir do centro massa de cada um deles,
durante 189 ns de simulação de DM.
3.2 Resultados de Docking Receptor-ligante
Os estudos de docking foram realizados usando as conformações do peptí-
deo encontradas na DM. Essas nuvens de soluções são uma clusterização das poses
fornecidas pelo programa Autodock Vina e mostram a densidade dessas soluções
distribuídas ao longo do peptídeo.
O Docking realizado para os compostos aqui estudados e suas nuvens de
soluções obtidas para as conformações α-hélice e folha-β do peptídeo Aβ1−42 serão
apresentadas a seguir. Na forma de α-hélice, foram geradas 8600 soluções para os
três ligantes. Na folha-β, foram 9400 soluções para os três compostos naturais.
As especificações de cores usadas nas figuras são as mesma para todos os
ligantes. As cores vermelho e azul estão relacionadas à orientação dos átomos dos
ligantes. Nesta pesquisa, essa questão não será analisada, mas na Figura 3.13 tem-
se um exemplo dessas orientações para o cinamaldeído na α-hélice. No que tange
a essas orientações dos átomos do ligante, observa-se um espectro de cores entre
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o vermelho e o azul [102]. Conforme o ligante muda sua orientação entre as duas
posições mostradas na Figura 3.13, tem-se um vermelho mais claro, passando por
um azul claro até chegar no azul escuro da conformação apresentada na figura. A
cor branca é a ausência do ligante naquela posição.
  
Região dos aminoácidos 17-33 
N-terminal
C-terminal
Figura 3.13: Nuvem de docking do cinamaldeído na conformação de α-hélice do pep-
tídeo Aβ1−42. A segunda figura mostra as orientações do ligante determinadas pelas
cores azul e vermelha, mesmas cores das nuvens nas regiões que essas conformações
são encontradas.
Na figura acima, nota-se uma preferência de conformação, dada pela cor
azul, na região dos aminoácidos Leu17-Gly33 e na área próxima ao N-terminal há





Figura 3.14: Nuvem de docking do cinamaldeído na conformação de folha-β do
peptídeo Aβ1−42. A segunda figura detalha a posição do peptídeo da imagem à
esquerda.
Na nuvem representativa das soluções do aldeído cinâmico para a folha-β,
observa-se uma preferência da conformação do peptídeo no N-terminal, que apre-
senta uma cor vermelha mais intensa do que nas outras regiões do peptídeo.
Para a curcumina, tem-se as nuvens de docking em ambas conformações do
Aβ1−42 mostradas nas figuras 3.15 e 3.16. Na α-hélice, observa-se a mesma tendência
de separação das conformações preferenciais vista no cinamaldeído. Na folha-β, não
existe uma divisão tão clara, mostrando uma nuvem voltada para a cor vermelha




Figura 3.15: Nuvem de docking da curcumina na conformação de α-hélice do peptí-
deo Aβ1−42. A segunda figura detalha a posição do peptídeo da imagem à esquerda.
N-terminal
C-terminal
Figura 3.16: Nuvem de docking da curcumina na conformação de folha-β do peptídeo
Aβ1−42. A segunda figura detalha a posição do peptídeo da imagem à esquerda.
82
No âmbito do ácido rosmarínico, suas nuvens estão desenhadas nas figuras
3.17 e 3.18. Observa-se um comportamento bastante parecido com o da curcumina.
No entanto, na conformação de α-hélice do peptídeo não existe uma divisão para a
preferência de orientação do composto entre os aminoácidos dos dois terminais, há




Figura 3.17: Nuvem de docking do ácido rosmarínico na conformação de α-hélice





Figura 3.18: Nuvem de docking do ácido rosmarínico na conformação de folha-β
do peptídeo Aβ1−42. A segunda figura detalha a posição do peptídeo da imagem à
esquerda.
3.3 Resultados das Energias do Complexo Receptor-Ligante
via ONIOM
A fim de obter as energias dos complexos formados pelos compostos naturais
mais o peptídeo Aβ1−42 via método ONIOM2, neste trabalho, após a docagem dos
compostos no peptídeo, foram escolhidas 50 poses de docking para cada ligante
considerando as duas conformações do peptídeo, totalizando 300 poses.
Para encontrar as poses em que as duas estruturas estão mais próximas, o
peptídeo foi dividido em dois domínios: um hidrofílico (aminoácidos Asp1-Lys28)
e o outro hidrofóbico (aminoácidos Gly29-Ala42) [30]. Esses domínios são determi-
nados com base nas características das cadeias laterais da maioria dos aminoácidos
presentes em cada região. Assim, essas conformações foram escolhidas com base na
distância do centro geométrico desses dois domínios do peptídeo até o centro geo-
métrico do ligante por meio de um script em linguagem Python. A distância limite




A partir dessa triagem, os aminoácidos selecionados para ficarem na camada
alta do input do ONIOM juntamente com o ligante foram escolhidos de acordo com o
seu posicionamento dentro das poses adotadas. Desse modo, para todos os ligantes,
foram selecionados 3 aminoácidos, além do ligante, para constituírem a camada alta.
Tendo esse cenário como ponto de partida, os inputs para realizar os cál-
culos de energia eletrônica via método ONIOM2 foram construídos com o auxílio
do pacote Toolkit to Assist ONIOM Calculations (TAO) [103] e de scripts para au-
tomatizar os comandos disponibilizados por esse pacote (alguns dos scripts usados
estão disponíveis no Apêndice C). Os detalhes desse procedimento para cada ligante
serão apresentados nas seções oportunas.
Assim sendo, para encontrar as energias eletrônicas das conformações com
maior precisão, fez-se duas otimizações usando o programa Gaussian 09 [104]: uma
com o método PM6 e outra com o nível de cálculo B3LYP e a base de Pople 6-
311G(d,p), ambos para o tratamento da camada alta. O PM6 foi usado como uma
"pré-otimização". Com as estruturas otimizadas, foi feito um cálculo de single-point
usando o nível de cálculo M06-L e a base de Pople 6-311+G(d,p) na camada alta.
Esse nível de cálculo foi escolhido para contemplar possíveis contribuições dispersivas
nas interações envolvendo o peptídeo e os ligantes. Tanto nas otimizações como no
single-point, a camada baixa foi tratada pelo campo de força AMBER.
Após o cálculo da energia do complexo, fez-se um single-point apenas para
o peptídeo, preservando as divisões das camadas alta e baixa, e outro apenas para o
ligante, com o intuito de observar a contribuição energética das estruturas separadas
e ficar apenas com a energia eletrônica envolvida nas interações (Equação 3.1) [105].
∆E = Ecomplexo − Epeptideo − Eligante. (3.1)
Com o ∆E determinado, observou-se as poses de maior e menor energia
dos complexos formados pelo peptídeo mais cada um dos ligantes, com o intuito de
mapear as prováveis interações presentes que contribuem para uma maior estabi-
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lidade dessas conformações. A compreenção dos fatores estruturais que permitem
um alcance de mínimos de energia é imprescindível para o planejamento de fárma-
cos. Assim sendo, serão apresentados os resultados alcançados para cada composto
estudado em seções separadas.
3.3.1 Energias Eletrônicas das Interações do Cinamaldeído com o Pep-
tídeo Aβ1−42
Após todo o processo de otimização, nem todas as conformações convergi-
ram. Por conseguinte, para o composto cinamaldeído, das 25 conformações iniciais
de cada domínio (hidrofílico e hidrofóbico) obteve-se 18 estruturas otimizadas para
cada um dos dois domínios do peptídeo na forma de α-hélice. Na forma de folha-β,
foram 16 para o domínio hidrofílico e 8 para o hidrofóbico.
A camada alta, na conformação de α-hélice do peptídeo, foi formada pelo
aldeído cinâmico mais os aminoácidos His13, His14 e Leu17 - domínio hidrofílico.
Para o domínio hidrofóbico, os aminoácidos selecionados foram Ile32, Gly33 e Met35.
Na folha-β, os aminoácidos da camada alta foram Phe4, His6, Phe19 - domínio
hidrofílico -, Ile31, Leu34 e Met35 - domínio hidrofóbico.
Os resultados obtidos para cada uma das conformações do peptídeo são
apresentados a seguir em seções separadas.
Aβ1−42 em α-hélice
A Figura 3.19 apresenta a distribuição da diferença de energia para os dois
domínios do peptídeo em α-hélice. Nota-se que as menores energias, em sua maioria,
estão localizadas no domínio hidrofóbico.
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Figura 3.19: Distribuição da diferença de energia eletrônica do complexo formado
pelo peptídeo Aβ1−42 mais o cinamaldeído, levando em consideração a divisão do
peptídeo nos domínios hidrofílico e hidrofóbico. A distância apresentada é do centro
geométrico do ligante para o centro geométrico do grupo de aminoácidos escolhidos
para a camada alta.
As Figuras 3.20 e 3.21 mostram, para cada domínio considerado, as confor-
mações de menor e de maior energia. Por meio dessas figuras, é possível observar
que os tipos de interações mais importantes, em termos energéticos, são:
a) Interação por ponte de hidrogênio entre o grupo amina da cadeia lateral da Lisina
16 (LYS 16) e a carbonila do ligante;
b) Interação hidrofóbica da cadeia carbônica da Lys16 com a cadeia do ligante.
Além dessas, existem interações hidrofóbicas que possuem uma contribuição
energética menor, mas também levam a um mínimo de energia, que são o π-stacking
da Fenilalanina 20 (PHE 20) com o anel aromático do cinnamaldeído e a interação
do anel da Histidina 13 (HIS 13) com a cadeia carbônica do ligante. Em outras con-
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formações, é bastante provável que o π-stacking ocorra com a Fenilalanina 19 (PHE
19). No domínio hidrofóbico, a interação mais relevante é a ponte de hidrogênio
do grupo amina da cadeia lateral da Asparagina 27 (ASN 27) com a carbonila do
aldeído cinâmico. O restante das interações nesse domínio são puramente hidrofóbi-
cas, a saber: a cadeia lateral da Ile31 com o anel do cinamaldeído e a cadeia lateral









Figura 3.20: Interações do aldeído cinâmico (representação de esfera e varetas) com
os aminoácidos (representação em varetas) do Aβ1−42 no domínio hidrofílico. A
cor vermelha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios.
As distâncias são mostradas em Angströms. As interações mostradas na figura da
esquerda (menor energia) são π-stacking com a Phe20 (4,52
◦
A), uma ligação de hi-
drogênio com a Lys16 (1,99
◦
A) e duas interações hidrofóbicas, uma com o anel da
His13 (3,58
◦
A) e outra com a cadeia carbônica da Lys16 (3,70
◦
A). Na figura da direita
(maior energia), observa-se apenas interações hidrofóbicas com os aminoácidos mos-
trados: cadeia carbônica da Lys16 mais o anel do ligante (4,39
◦
A), cadeias carbônicas
do ligante mais da Leu17 (4,69
◦











Figura 3.21: Interações do aldeído cinâmico (representação de esfera e varetas) com
os aminoácidos (representação em varetas) do Aβ1−42 no domínio hidrofóbico. A
cor vermelha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios.
As distâncias são mostradas em Angströms. As interações mostradas na figura da
esquerda (menor energia) são uma ligação de hidrogênio com a Asn27 (2,15
◦
A) e duas
interações hidrofóbicas, uma do anel do ligante com a cadeia lateral da Ile31 (3,50
◦
A)
e outra da cadeia carbônica do ligante com a cadeia lateral da Met35 (3,96
◦
A). Na
figura da direita (maior energia), observa-se apenas interações hidrofóbicas com os
aminoácidos mostrados: cadeia carbônica do ligante com a cadeia lateral da Val40
(4,28
◦
A) e anel do ligante mais a cadeia lateral da Ile41 (3,75
◦
A).
Partindo das interações apresentadas nas Figuras 3.20, 3.21 e da Figura 3.22,
que ilustra os orbitais de fronteira do cinamaldeído (HOMO - Highest Occupied Mo-
lecular Orbital, e LUMO - Lowest Unoccupied Molecular Orbital) nas configurações
de menor energia e também do ligante isolado, sem estar interagindo com o peptí-
deo, é possível ver a alteração das nuvens eletrônicas de acordo com as interações
do ligante com os aminoácidos ao seu redor. As principais alterações são observadas
nos orbitais HOMO, que sofrem um deslocamento na região do ligante e possuem
uma maior superfície de densidade quando há interações do peptídeo com o ligante.
Além disso, quanto menor a energia, maior a superfície de densidade dos orbitais
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Figura 3.22: Representação dos orbitais HOMO e LUMO para o cinamaldeído iso-
lado e interagindo com o peptídeo Aβ1−42 em sua conformação de α-hélice. De cima
para baixo, a representação do HOMO e LUMO do ligante isolado (sem interação),
depois a representação do HOMO e LUMO da interação do cinamaldeído no domínio
hidrofílico (HIF) do peptídeo - configuração de menor energia - e, por fim, a repre-
sentação do HOMO e LUMO da interação do cinamaldeído no domínio hidrofóbico
(HYB) - configuração de menor energia
Aβ1−42 em Folha-β
Para a conformação em folha-β, a Figura 3.23 mostra a distribuição da
diferença de energia para os dois domínios do peptídeo. Nessa Figura, é possível ob-
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servar que, diferentemente dos resultados para a conformação α-hélice do peptídeo,
os dois domínios possuem energias bem similares.
Figura 3.23: Distribuição da diferença de energia eletrônica do complexo formado
pelo peptídeo Aβ1−42 mais o cinamaldeído, levando em consideração a divisão do
peptídeo nos domínios hidrofílico e hidrofóbico. A distância apresentada é do centro
geométrico do ligante para o centro geométrico do grupo de aminoácidos escolhidos
para a camada alta.
Com base na Figura 3.23 e analisando as conformações de menor e maior
energia, dentro de cada um dos domínios (Figuras 3.24 e 3.25), é possível observar as
interações mais relevantes energeticamente. De fato, no domínio hidrofílico, tem-se
a ponte de hidrogênio entre o grupo amina do backbone da Lisina 16 (LYS 16) e a
carbonila do ligante, seguida das interações próprias de anéis aromáticos, um empi-
lhamento do anel do ligante com a Fenilalanina 19 (PHE 19) fazendo um π-stacking
ou um T-stacking com a Fenilalanina 4 (PHE 4). Além dessas, há a interação hi-
drofóbica da cadeia carbônica do ligante com o anel da Histidina 13 (HIS 13). No
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domínio hidrofóbico, a interação mais substancial observada é uma ligação de hi-
drogênio do grupo amina do backbone da Glicina 29 (GLY 29) com a carbonila do
cinamaldeído e a cadeia lateral desse mesmo aminoácido com a cadeia carbônica do
ligante. O restante das interações prováveis nesse domínio são hidrofóbicas: cadeias









Figura 3.24: Interações do cinamaldeído (representação de esfera e varetas) com
os aminoádos (representação em varetas) do Aβ1−42 no domínio hidrofílico. A cor
vermelha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios. As
distâncias são mostradas em Angströms. As interações mostradas na figura da
esquerda (menor energia) são π-stacking com a Phe19 (3,78
◦
A), T-stacking com a
Phe4 (4,11
◦
A), uma ligação de hidrogênio com a amina do backbone da Lys16 (2,04
◦
A)
e a interação do anel da His13 (3,79
◦
A) com a cadeia do ligante. Na figura da direita
(maior energia), observa-se: um T-stacking com a Phe19(3,94
◦
A) e uma ponte de












Figura 3.25: Interações do aldeído cinâmico (representação de esfera e varetas) com
os aminoádos (representação em varetas) do Aβ1−42 no domínio hidrofóbico. A
cor vermelha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios.
As distâncias são mostradas em Angströms. As interações mostradas na figura
da esquerda (menor energia) são uma ligação de hidrogênio da amina do backbone
da Gly29 com a carbonila do composto (2,55
◦
A) e três interações hidrofóbicas, duas
interações possíveis com o anel do ligante, uma com a cadeia lateral da Gly33 (3,61
◦
A)
e outra com a cadeia lateral da Leu34(3,86
◦
A), e a cadeia lateral da Gly29 com a
cadeia do composto (3,50
◦
A) . Na figura da direita (maior energia), observa-se as
interações: cadeia carbônica do ligante com a cadeia lateral da Ile32 (3,55
◦
A), cadeia
lateral da Val39 e anel do ligante (2,86
◦
A) e uma ligação de hidrogênio da amina do
backbone da Gly33 com a carbonila do cinamaldeído (2,13
◦
A).
Haja vista as interações apresentadas nas Figuras 3.24 e 3.25 e da Figura
3.26, que ilustra os orbitais de fronteira do cinamaldeído (HOMO e LUMO) nas
configurações de menor energia e também do ligante isolado, sem estar interagindo
com o peptídeo, é possível ver a alteração das nuvens eletrônicas de acordo com as
interações do ligante com os aminoácidos ao seu redor. As mesmas alterações vistas













Figura 3.26: Representação dos orbitais HOMO e LUMO para o cinamaldeído iso-
lado e interagindo com o peptídeo Aβ1−42 em sua conformação de folha-β. De cima
para baixo, a representação do HOMO e LUMO do ligante isolado (sem interação),
depois a representação do HOMO e LUMO da interação do cinamaldeído no domínio
hidrofílico (HIF) do peptídeo - configuração de menor energia - e, por fim, a repre-
sentação do HOMO e LUMO da interação do cinamaldeído no domínio hidrofóbico
(HYB) - configuração de menor energia
3.3.2 Energias Eletrônicas das Interações da Curcumina com o Peptídeo
Aβ1−42
Para a curcumina das 25 conformações iniciais de cada domínio obteve-se 6
estruturas otimizadas para o domínio hidrofílico e 13 para o hidrofóbico, na forma de
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α-hélice do peptídeo. Na folha-β, 7 para o domínio hidrofílico e 5 para o hidrofóbico.
A camada alta, na conformação de α-hélice do peptídeo, foi formada pela
curcumina mais os aminoácidos Tyr10, His13 e His14 - domínio hidrofílico. Para
o domínio hidrofóbico, os aminoácidos selecionados foram Ala30, Met35 e Val39.
Na folha-beta, os aminoácidos da camada alta foram Phe4, His6, Phe19 - domínio
hidrofílico -, Ile31, Leu34 e Met35 - domínio hidrofóbico.
Aβ1−42 em α-hélice
A Figura 3.27 mostra a distribuição da diferença de energia para os dois
domínios do peptídeo em α-hélice. Nota-se que, assim como no cinamaldeído, as
menores energias estão localizadas no domínio hidrofóbico.
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Figura 3.27: Distribuição da diferença de energia eletrônica do complexo formado
pelo peptídeo Aβ1−42 mais a curcumina, levando em consideração a divisão do pep-
tídeo nos domínios hidrofílico e hidrofóbico. A distância apresentada é do centro
geométrico do ligante para o centro geométrico do grupo de aminoácidos escolhidos
para a camada alta.
Tendo a Figura 3.27 como ponto de partida e, também, as conformações
de menor e maior energia dentro de cada um dos domínios (Figuras 3.28 e 3.29)
é possível observar os tipos de interações mais relevantes. No domínio hidrofílico,
são uma possível ligação de hidrogênio com a cadeia lateral da Glutamina 15 (GLN
15) com a carbonila do ligante e outra ligação de hidrogênio com a carbonila do
Glutamato 22 (GLU 22) mais uma das hidroxilas do anel da curcumina. A interação
hidrofóbica observada foi com a cadeia lateral da Valina 18 mais um dos anéis
aromáticos do ligante. Para o domínio hidrofóbico, a interação mais relevante é a
ponte de hidrogênio do grupo amina da cadeia lateral da Asparagina 27 (ASN 27)
com o oxigênio entre o anel aromático e o grupo metila da curcumina. As interações
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hidrofóbicas nesse domínio foram com as cadeias laterais dos aminoácidos Ile32 e
Ile41 mais os anéis aromáticos da curcumina.







Figura 3.28: Interações da curcumina (representação de esfera e varetas) com os
aminoádos (representação em varetas) do Aβ1−42 no domínio hidrofílico. A cor ver-
melha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios. As
distâncias são mostradas em Angströms. As interações mostradas na figura da es-





A), interação hidrofóbica com a Val18(3,59
◦
A). Na figura da di-
reita (maior energia), observa-se apenas interações hidrofóbicas com os aminoácidos
mostrados: um π-stacking com a His13(3,79
◦
A), uma do anel da Phe20 com o grupo
metila do ligante (3,78
◦













Figura 3.29: Interações da curcumina (representação de esfera e varetas) com os
aminoádos (representação em varetas) do Aβ1−42 no domínio hidrofóbico. A cor
vermelha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios. As
distâncias são mostradas em Angströms. As interações mostradas na figura da
esquerda (menor energia) são uma ligação de hidrogênio com a Asn27 (2,85
◦
A) e
duas interações hidrofóbicas, uma do anel do ligante com a cadeia lateral da Ile32
(3,87
◦
A) e outra da cadeia lateral da Ile41 com um dos anéis da curcumina (3,52
◦
A).
Na figura da direita (maior energia), observa-se as seguintes interações: cadeia lateral
da Ile31 com um dos anéis (3,74
◦
A), cadeia lateral da Leu34 no mesmo anel da Ile31
(3,81
◦
A), ligação de hidrogênio da amina da Gly37 com a carbonila da curcumina
(2,96
◦
A)e a cadeia lateral da Ile41 com um dos anés aromáticos do composto (3,05
◦
A).
Partindo das interações apresentadas nas Figuras 3.28 e 3.29 e da figura
3.30, que ilustra os orbitais de fronteira da curcumina nas configurações de menor
energia e também do ligante isolado, sem estar interagindo com o peptídeo, é possível
ver a alteração das nuvens eletrônicas de acordo com as interações do ligante com
os aminoácidos ao seu redor. As principais alterações são observadas nos orbitais
HOMO, que apesar de continuar mais concentrado em uma região da curcumina,
ele também se desloca para o outro anel do ligante, apresentando pequenas porções
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Figura 3.30: Representação dos orbitais HOMO e LUMO para a curcumina isolada
e interagindo com o peptídeo Aβ1−42 em sua conformação de α-hélice. De cima
para baixo, a representação do HOMO e LUMO do ligante isolado (sem interação),
depois a representação do HOMO e LUMO da interação da curcumina no domínio
hidrofílico (HIF) do peptídeo - configuração de menor energia - e, por fim, a repre-
sentação do HOMO e LUMO da interação da curcumina no domínio hidrofóbico
(HYB) - configuração de menor energia
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Aβ1−42 em Folha-β
Em se tratando da folha-β, ao observar a distribuição da diferença de energia
para os dois domínios do peptídeo (Figura 3.31), percebe-se uma faixa de energia
menor para o domínio hidrofílico.
Figura 3.31: Distribuição da diferença de energia eletrônica do complexo formado
pelo peptídeo Aβ1−42 mais a curcumina, levando em consideração a divisão do pep-
tídeo nos domínios hidrofílico e hidrofóbico. A distância apresentada é do centro
geométrico do ligante para o centro geométrico do grupo de aminoácidos escolhidos
para a camada alta.
Tendo a Figura 3.31 como ponto de partida e, também, as conformações
de menor e maior energia dentro de cada um dos domínios, mostradas nas Figuras
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3.32 e 3.33, é possível observar que os tipos de interações mais relevantes, no domí-
nio hidrofílico, dadas por uma possível interação cátion-π com a cadeia lateral da
Arginina 5(ARG 5) e a ponte de hidrogênio entre o grupo amina da cadeia lateral
da Lisina 16 (LYS 16) e a carbonila do ligante. A interação hidrofóbica vista é o
π-stacking da Fenilalanina 4 (PHE 4) com um dos anéis aromáticos da curcumina.
No domínio hidrofóbico, as interações de maior relevância energética são:
a) Uma ponte de hidrogênio do grupo carbonila do backbone da Valina 36 (VAL 36)
com a hidroxila central da curcumina mais interação da cadeia lateral desse aminoá-
cido com o anel aromático;
b) Outra ligação de hidrogênio da amina do backbone da Valina 39 (VAL 39) com a
carbonila central do composto, além da interação da cadeia lateral desse aminoácido
com o anel aromático e
c) Interação da cadeia lateral da Isoleucina 41 (ILE 41) com um dos anéis aromáticos.
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Figura 3.32: Interações da curcumina (representação de esfera e varetas) com os
aminoádos (representação em varetas) do Aβ1−42 no domínio hidrofílico. A cor
vermelha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios. As
distâncias são mostradas em Angströms. As interações mostradas na figura da
esquerda (menor energia) são uma interação cátion-π com a Arg5 (3,53
◦
A), uma
ligação de hidrogênio com a Lys16 (2,01
◦
A) e um π-stacking com a Phe4(3,75
◦
A).
Na figura da direita (maior energia), observa-se as interações: um T-stacking com a
Phe19(3,09
◦
A), uma ligação de hidrogênio da cadeia lateral da Gln15 com a carbonila
central da curcumina (3,27
◦
A) e duas interações com a Val12, uma da cadeia lateral
com um dos anéis da curcumina (3,50
◦
A) e uma ligação de hidrogênio da carbonila











Figura 3.33: Interações da curcumina (representação de esfera e varetas) com os
aminoádos (representação em varetas) do Aβ1−42 no domínio hidrofóbico. A cor
vermelha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios. As
distâncias são mostradas em Angströms. As interações mostradas na figura da
esquerda (menor energia) são duas com a Val36, uma ligação de hidrogênio (2,48
◦
A)
e outra interação hidrofóbica com um anel da curcumina (4,24
◦
A), duas com a Val39,
uma ligação de hidrogênio (2,13
◦
A) e outra interação hidrofóbica com um anel da
curcumina (3,15
◦
A), e uma interação hidrofóbica com a Ile41 (2,71
◦
A). Na figura da
direita (maior energia), observa-se as seguintes interações: duas com a Asn27, uma
ligação de hidrogênio da carbonila central da curcumina com a amina do backbone
do aminoácido (2,12
◦
A) e a carbonila do backbone do aminoácido com a hidroxila
central do ligante (2,52
◦
A), e outras duas interações hidrofóbicas, a cadeia lateral da
Ile31 com um anel aromático (4,17
◦
A) e a cadeia lateral da Val40 com o outro anel
aromático da curcumina (3,59
◦
A).
Tendo em vista as interações apresentadas nas Figuras 3.32 e 3.33 e da
figura 3.34, que ilustra os orbitais de fronteira da curcumina nas configurações de
menor energia e também do ligante isolado, é possível ver a alteração das nuvens
eletrônicas de acordo com as interações do ligante com os aminoácidos ao seu redor.
Para as interações da curcumina na folha-β, também há um deslocamento do orbital
HOMO, mas isso ocorre de forma mais igualitária pela superfície do ligante do que
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nos complexos com o Aβ1−42 em conformação de α-hélice, o que provavelmente
ajuda a alcançar uma menor energia e uma maior estabilidade do complexo, pois
as energias dessas configurações são menores do que as energias dos complexos da











Figura 3.34: Representação dos orbitais HOMO e LUMO para a curcumina isolada
e interagindo com o peptídeo Aβ1−42 em sua conformação de folha-β. De cima para
baixo, a representação do HOMO e LUMO do ligante isolado (sem interação), de-
pois a representação do HOMO e LUMO da interação da curcumina no domínio
hidrofílico (HIF) do peptídeo - configuração de menor energia - e, por fim, a repre-
sentação do HOMO e LUMO da interação do ligante no domínio hidrofóbico (HYB)
- configuração de menor energia
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3.3.3 Energias Eletrônicas das Interações do Ácido Rosmarínico com o
Peptídeo Aβ1−42
Para o ácido rosmarínico das 25 conformações iniciais de cada domínio,
obteve-se 8 estruturas otimizadas para o domínio hidrofílico e 7 para o hidrofóbico,
na forma de α-hélice do peptídeo. Na folha-β, 12 para o domínio hidrofílico e 7 para
o hidrofóbico.
A camada alta, na conformação de α-hélice do peptídeo, foi formada pelo
composto mais os aminoácidos His13, Leu17 e Phe20 - domínio hidrofílico. Para
o domínio hidrofóbico, os aminoácidos selecionados foram Ile32, Gly33 e Met35.
Na folha-β, os aminoácidos da camada alta foram Phe4, Arg5 e Phe19 - domínio
hidrofílico -, Ile31, Leu34 e Met35 - domínio hidrofóbico.
Aβ1−42 em α-hélice
Na Figura 3.35 é mostrada a distribuição da diferença de energia para os
dois domínios do peptídeo em α-hélice. Nota-se que, assim como no cinamaldeído e
na curcumina, as menores energias estão localizadas no domínio hidrofóbico.
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Figura 3.35: Distribuição da diferença de energia eletrônica do complexo formado
pelo peptídeo Aβ1−42 mais o ácido rosmarínico, levando em consideração a divisão do
peptídeo nos domínios hidrofílico e hidrofóbico. A distância apresentada é do centro
geométrico do ligante para o centro geométrico do grupo de aminoácidos escolhidos
para a camada alta.
A partir da Figura 3.35 e, também, as conformações de menor e maior ener-
gia dentro de cada um dos domínios, mostradas nas Figuras 3.36 e 3.37, é possível
observar que os tipos de interações mais relevantes, no domínio hidrofílico, são da-
das por uma possível ligação de hidrogênio com a carbonila da cadeia lateral da
Aspartato 23 (ASP 23) com a hidroxila do ligante e outra ligação de hidrogênio com
a carbonila do backbone da Leucina 17 (Leu 17) mais uma das hidroxila do ácido
rosmarínico. A interação hidrofóbica observada foi um π-stacking com o anel aro-
mático da Fenilalanina 20 (PHE 20). Para o domínio hidrofóbico, as interações mais
relevantes foram as pontes de hidrogênio formadas pelos backbones dos aminoácidos
Glutamato 22 (GLU 22), Leucina 34 (LEU 34), Metionina 35 (MET 35) e Valina
39 (VAL 39) com o ácido rosmarínico, além da ponte de hidrogênio da carbonila do
Glu22 com a hidroxila do ligante.
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Figura 3.36: Interações do ácido rosmarínico (representação de esfera e varetas)
com os aminoádos (representação em varetas) do Aβ1−42 no domínio hidrofílico. A
cor vermelha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios.
As distâncias são mostradas em Angströms. As interações mostradas na figura da
esquerda (menor energia) são um π-stacking com a Phe20 (4,60
◦
A), uma ligação de
hidrogênio com Asp23(3,27
◦
A) e outra com a Leu17 (1,88
◦
A) e, por fim, um anel
do composto com a cadeia lateral da Leu17 (4,69
◦
A). Na figura da direita (maior
energia), percebe-se as interações: um π-stacking com a His14 (4,22
◦
A), uma ligação
de hidrogênio com a His13 (3,34
◦
A) e a cadeia lateral da Val18 com um anel aromático













Figura 3.37: Interações do ácido rosmaríco (representação de esfera e varetas) com
os aminoádos (representação em varetas) do Aβ1−42 no domínio hidrofóbico. A
cor vermelha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios.
As distâncias são mostradas em Angströms. As interações mostradas na figura
da esquerda (menor energia) são todas ligações de hidrogênio, a saber: Glu 22,
carbonila do backbone do aminoácido com hidroxila do ligante (3,16
◦
A) e outra da
carbonila da cadeia lateral do Glu22 com hidroxila do composto (2,04
◦
A), Leu 34,
grupo amina do backbone do aminoácido com carbonila do ligante (2,99
◦
A), Met35,
grupo amina do backbone do aminoácido com carbonila do ligante (3,34
◦
A), e Val39,
carbonila do backbone do aminoácido com hidroxila do ligante (3,02
◦
A). Na figura da
direita (maior energia), observa-se as seguintes interações: uma ligação de hidrogênio
da carbonila do backbone do aminoácido Val39 com hidroxila de um dos anéis do
ácido rosmarínico (2,19
◦
A), e outras duas interações hidrofóbicas, a cadeia lateral da
Ala30 com um anel aromático (3,36
◦
A) e a cadeia lateral da Gly37 com o outro anel
aromático da curcumina (2,69
◦
A).
Tendo em vista as interações apresentadas acima e da figura 3.38, que ilustra
os orbitais de fronteira do ácido rosmarínico nas configurações de menor energia e
também do ligante isolado, é possível ver a alteração das nuvens eletrônicas de
acordo com as interações do ligante com os aminoácidos ao seu redor. Ao contrário
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dos outros dois compostos, o ácido rosmarínico apresenta um deslocamento tanto do










Figura 3.38: Representação dos orbitais HOMO e LUMO para o ácido rosmarí-
nico isolado e interagindo com o peptídeo Aβ1−42 em sua conformação de α-hélice.
De cima para baixo, a representação do HOMO e LUMO do ligante isolado (sem
interação), depois a representação do HOMO e LUMO da interação do ácido ros-
marínico no domínio hidrofílico (HIF) do peptídeo - configuração de menor energia
- e, por fim, a representação do HOMO e LUMO da interação do ligante no domínio
hidrofóbico (HYB) - configuração de menor energia
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Aβ1−42 em Folha-β
Em se tratando da folha-β, ao observar a distribuição da diferença de energia
para os dois domínios do peptídeo (Figura 3.39), percebe-se uma faixa de energia
menor para o domínio hidrofílico.
Figura 3.39: Distribuição da diferença de energia eletrônica do complexo formado
pelo peptídeo Aβ1−42 mais ácido rosmarínico, levando em consideração a divisão do
peptídeo nos domínios hidrofílico e hidrofóbico. A distância apresentada é do centro
geométrico do ligante para o centro geométrico do grupo de aminoácidos escolhidos
para a camada alta.
Analisando a Figura 3.39 e, também, as conformações de menor e maior
energia dentro de cada um dos domínios (Figuras 3.40 e 3.41) é possível observar
que os tipos de interações mais relevantes, no domínio hidrofílico, que possui nas
duas conformações energéticas valores bem menores comparados a todos os outros
encontrados nos resultados deste trabalho, são dadas por ligações de hidrogênio ob-
servadas com os aminoácidos Arginina 5 (ARG 5), amina do backbone do aminoácido
com carbonila central do ligante, Glutamina 15 (GLN 15), carbonila do backbone
do aminoácido com hidroxila do ligante - configuração de menor energia -, Glicina 9
(GLY 9), carbonila do backbone do aminoácido com hidroxila do ligante, Histidina
13 (HIS 13), carbonila do backbone do aminoácido com hidroxila central do ligante,
110
e Arg5, carbonila do backbone do aminoácido com hidroxila central do ligante - con-
figuração de maior energia. As interações hidrofóbicas são todas por empilhamento,
são elas: dois T-stacking com os aminoácidos Phe4 e Phe20, para a configuração de
menor energia, e um π-stacking com a His6 e um T-stacking com com a Phe19, na
configuração de maior energia.
No que tange ao domínio hidrofóbico, as interações de maior relevância
energética são:
a) As ligações de hidrogênio do grupo carbonila do backbone dos aminoácidos Ile32,
Gly33, Met35 e Gly37 com as hidroxilas dos anéis do ácido rosmarínico;
b) A ligação de hidrogênio do grupo amina do backbone da Val39 com a carbonila
central do composto, além da interação da cadeia lateral deste aminoácido com o
anel aromático e
c) A interação hidrofóbica da cadeia lateral da Isoleucina 31 (ILE 31) com um dos
anéis aromáticos do ligante.










Figura 3.40: Interações do ácido rosmarínico (representação de esfera e varetas)
com os aminoácidos (representação em varetas) do Aβ1−42 no domínio hidrofílico.
A cor vermelha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios.
As distâncias são mostradas em Angströms. As interações mostradas na figura da
esquerda (menor energia) e na figura da direita (maior energia) estão descritas no
texto.
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Figura 3.41: Interações do ácido rosmarínico (representação de esfera e varetas)
com os aminoácidos (representação em varetas) do Aβ1−42 no domínio hidrofóbico.
A cor vermelha mostra os oxigênios, a azul os nitrogênios e a branca os hidrogênios.
As distâncias são mostradas em Angströms. As interações mostradas na figura da
esquerda (menor energia) são todas ligações de hidrogênio e estão descritas no texto.
Na figura da direita (maior energia), observa-se as seguintes interações: ligações de





A) e Gly33 (3,30
◦
A) com as hidroxilas dos anéis do ácido rosmarínico e , também
do grupo amina do backbone da Val36 com a carbonila do ácido rosmarínico (3,05
◦
A).




Considerando as interações apresentadas nas Figuras 3.40 e 3.41 e os orbitais
de fronteira do ácido rosmarínico nas configurações de menor energia e também do
ligante isolado (Figura 3.42), é possível ver a alteração das nuvens eletrônicas de
acordo com as interações do ligante com os aminoácidos ao seu redor. É observado












Figura 3.42: Representação dos orbitais HOMO e LUMO para o ácido rosmarínico
isolado e interagindo com o peptídeo Aβ1−42 em sua conformação de folha-β. De cima
para baixo, a representação do HOMO e LUMO do ligante isolado (sem interação),
depois a representação do HOMO e LUMO da interação do ácido rosmarínico no
domínio hidrofílico (HIF) do peptídeo - configuração de menor energia - e, por fim,
a representação do HOMO e LUMO da interação do ligante no domínio hidrofóbico
(HYB) - configuração de menor energia
Capítulo 4
Conclusões e Perspectivas
Neste trabalho foi feito um estudo de reconhecimento molecular dos com-
postos naturais cinamaldeído, curcumina e ácido rosmarínico pelo peptídio Aβ1−42.
A fim de viabilizar esse estudo, fez-se o uso de dinâmica molecular para avaliação da
flexibilidade do peptídeo, da estabilidade de suas estruturas secundárias, α-hélices e
folhas-β, e para amostrar um grande número das possíveis conformações desse alvo
molecular. A partir do ensemble de conformações adquirido por meio da DM fez-se
o docking molecular para localizar os possíveis sítios de interação dos compostos
naturais no alvo molecular. Partindo desse cenário, as energias dos complexos obti-
dos via docking foram estimadas através de cálculos híbridos de QM/MM, usando
o método ONIOM2, para serem observadas as configurações mais estáveis. Por fim,
caracterizou-se as possíveis interações dos complexos com menor energia usando
medidas de distância e análise dos orbitais de fronteira.
Diante dos resultados obtidos, pode-se sugerir que os aminoácidos possi-
velmente dotados de um papel importante para impedir a agregação do peptídeo
Aβ1−42 ou minimamente manter sua estrutura de α-hélice próxima do N-terminal
ao interagir com os compostos estudados são Phe4, Leu17, His13, Phe19, Phe 20,
Ile31, Ile32 e Val39. Esses aminoácidos tiveram interação com os três compostos.
Há também os aminoácidos que compartilharam interações com pelo menos dois
dos compostos e, provavelmente, também têm uma participação, a ser considerada,
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para evitar o processo de agregação, são eles: Arg5, His14, Gln15, Lys16, Glu22,
Asn27, Gly33, Leu34, Met35, Val36, Gly37 e Ile41. A importância desses aminoáci-
dos está vinculada às interações do tipo ligações de hidrogênio e empilhamento de
anéis aromáticos. Sendo as ligações de hidrogênio feitas com o backbone dos ami-
noácidos, as que levam à menor energia. Portanto, é bastante provável que, quando
o Aβ1−42 sofre a mudança da sua estrutura secundária de α-hélice para folhas-β, o
que faz esses compostos naturais impedirem a agregação do peptídeo para formar
placas neuríticas sejam as interações dessa natureza, pois, assim, impede-se que um
núcleo de estruturas do tipo folha-β seja formado. Lembrando que este núcleo é o
que caracteriza as proteínas como amiloidogênicas, ou seja, formadoras de placas
neuríticas.
A partir dessas interações, também pode-se perceber que grupos funcionais
como anéis aromáticos, carbonila e hidroxila são personagens importantes para se
ter ação no peptídeo Aβ1−42. Embora, a curcumina e o ácido rosmarínico tenham
mostrado energias menores em seus complexos em comparação com o cinamaldeído,
entende-se, por meio dos resultados obtidos nesta pesquisa, que o tamanho da estru-
tura química não é o mais importante para obter-se um fármaco com ação no Aβ1−42
e sim estruturas que tenham seus anéis aromáticos acoplados a hidroxilas (grupo ca-
tecol) e grupos carbonila ao longo da cadeia carbônica do ligante, mesmo que não
seja uma cadeia extensa. Além disso, a flexibilidade do ligante parece ter influência
na obtenção de mínimos de energia, pois o ácido rosmarínico, que apresentou as
menores energias dos resultados obtidos, mostrou uma flexibilidade na sua região
central, que contribui para o alcance de aminoácidos com um papel importante na
agregação do peptídeo.
Perspectivas
Esse estudo abre várias perspectivas futuras, entre os quais mencionamos:
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1) Realizar um estudo de decomposição da energia total de interação dos complexos
formados pelo peptídeo Aβ1−42 e os compostos naturais cinamaldeído, curcumina e
ácido rosmarínico. Este estudo visa determinar as principais contribuições das inte-
rações não-covalentes (troca, coulomb, dispersão e difusão) para entender com mais
detalhes como os compostos naturais cinamaldeído, curcumina e ácido rosmarínico
podem inibir o processo de oligomerização do peptídeo Aβ1−42. A realização deste
estudo pode ser realizada utilizando o método SAPT (do inglês Symmetry-adapted
perturbation theory);
2) Determinar a transferências de cargas durante as interações entre o peptídeo
Aβ1−42 e os compostos naturais cinamaldeído, curcumina e ácido rosmarínico. Esse
estudo torna-se importante pois complementa o estudo da decomposição das prin-
cipais componentes das interações dos complexos aqui estudados;
3) Estimar, através da teoria das estruturas de transição, a taxa de reação em função
da temperatura (com e sem efeitos de tunelamento), do primeiro estágio antes do
início do processo de oligomerização, ou seja, o rearranjo conformacional do peptídeo
Aβ1−42 ao passar de α-hélice para folha-β. A viabilização deste estudo pode ser
importante para conhecer como se dá a construção de agregados de vários tamanhos
(dímeros, trímeros, tetramêros, etc) até chegar na forma de placas senis, o produto
final da agregação. Esse estudo pode ser estendido para os complexos formados pelo
peptídeo Aβ1−42 e compostos naturais cinamaldeído, curcumina e ácido rosmarínico;
4) Utilizar o mesmo protocolo do presente trabalho para realizar um novo estudo
com outros ligantes. A escolha dessas novas moléculas pode ser feita através do
método virtual screening. Os critérios de seleção dos possíveis novos ligantes podem
ser baseados nos resultados obtidos nesta tese de doutorado.
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Apêndice A
Estrutura Química dos Aminoácidos
Os aminoácidos são moléculas orgânicas que participam na formação de
proteínas como unidade fundamental. Em sua estrutura molecular (Figura A.1) há
sempre um carbono central (Cα) ligado a um hidrogênio (H), a um grupo carboxila
(COOH), a um grupo amina (NH2) e a um radical "R", que varia de aminoácido

















Figura A.1: Fórmula geral dos aminoácidos.
Quando dois aminoácidos se unem, eles são chamados de dipeptídeo, se
são três forma-se um tripeptídeo e assim sucessivamente, sendo que a união de
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vários aminoácidos constrói uma cadeia polipeptídica. São conhecidos 20 aminoá-
cidos - Alanina, Arginina, Aspartato, Asparagina, Cisteína, Fenilalanina, Glicina,
Glutamato, Glutamina, Histidina, Isoleucina, Leucina, Lisina, Metinonina, Prolina,
Serina, Tirosina, Treonina, Triptofano e Valina - encontrados nas proteínas, com
sua síntese controlada por mecanismos genéticos, envolvendo a replicação do DNA
e transcrição do RNA. A metade dos aminoácidos é sintetizada pelo organismo e
é destinada a suprir as necessidades celulares. Os aminoácidos que não são produ-
zidos pelo próprio organismo precisam estar presentes na dieta e são chamados de
aminoácidos essenciais, os que são sintetizados são conhecidos como não-essenciais
[107].
Os aminoácidos são frequentemente dividos pelas características das suas
cadeias laterais, pois o backbone é o mesmo para todos. Abaixo segue a lista dos
20 aminoácidos presentes nas proteínas separados por sua classificação em apolares,






























































































Ácido glutâmico ou Glutamato (Glu ou E) Ácido aspártico ou Aspartato (Asp ou D)
Apêndice B
Enovelamento(folding) Proteico
Quando aborda-se os biomarcadores presentes na maioria das doenças neu-
rodegenerativas, o principal achado histopatológico compartilhado entre elas são os
agregados e as inclusões anormais de proteína compostos por proteínas "mal eno-
veladas"como, por exemplo, as placas neuríticas presentes na DA. Esses acúmulos
ocorrem devido ao erro de enovelamento proteico (misfolding, em inglês) (Figura
B.1) resultando em agregados que não possuem a função da proteína enovelada cor-




Figura B.1: Processo de agregação das proteínas.(a) cadeias polipeptídicas parci-
almente dobradas, liberadas pelos ribossomos (estruturas que fazem a síntese das
proteínas), normalmente tornam-se proteínas na sua forma nativa e, portanto, funci-
onal.(b) no entanto, polipeptídeos parcialmente dobrados podem às vezes associar-se
a cadeias semelhantes para formar agregados. Os agregados variam em tamanho,
desde dímeros e trímeros solúveis até estruturas fibrilares insolúveis. Ao contrário da
maioria das proteínas dobradas corretamente, agregados solúveis e insolúveis podem
ser tóxicos para as células através de mecanismos ainda desconhecidos
Fonte: Adaptado de Ellis & Pinheiro[109]
Para que uma proteína possa funcionar corretamente, ela precisa de uma
estrutura tridimensional única que determina sua função biológica. Essa estrutura
é chamada de nativa, sendo ela o produto final do folding proteico da cadeia de
aminoácidos que compõe a proteína. Basta uma falha, por menor que seja, na
estrutura nativa para que esta não funcione da maneira correta [110].
Há quatro níveis de organização para a estrutura de uma proteína: a es-
trutura primária, que é a sequência dos aminoácidos formadores da proteína; a
secundária, que são as conformações locais como folhas-β e α-hélices; a terciária
(nativa), que é seu arranjo tridimensional; e a quaternária, que é um arranjo tri-
dimensional de várias estruturas terciárias em um complexo multi-proteico (Figura
B.2). O processo pelo qual uma cadeia linear de aminoácidos (estrutura primária)
chega ao seu estado tridimensional nativo é chamado de enovelamento de proteínas
[111]. Assim, quando há uma falha nesse procedimendo surgem os agregados a partir
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de estruturas intermediárias que expõem temporariamente suas regiões hidrofóbicas
na sua superfície, permitindo que interajam com outras moléculas ao invés de se
voltarem para a parte interna da estrutura final [109].
Figura B.2: Níveis estuturais de uma proteína.(a) Estrutura primária,(b)
Estrutura secundária, (c) Estrutura terciária e (d) Estrutura quaternária.
Fonte: Adaptado de Openstax biology [112]
Nesse cenário, percebe-se que o processo defeituoso do folding é a porta de
entrada para as doenças neurodegenerativas como a DA.
Apêndice C
Scripts para Gerar os Inputs do ONIOM
Nesta seção, serão apresentados alguns dos scrips usados para gerar os inputs
para o cálculo com o ONIOM, que foram preparados a partir dos arquivos pdb
produzidos no docking.
Dicionário dos tipos atômicos do Aβ1−42 da topologia CHARMM para
AMBER
#!/bin/bash
# Ajusta os tipos atômicos apenas da proteína beta amilóide para o gaussian
reconhecê-los
dir=/diretorio/dos/pdbs/do/docking
for i in $dir































s/ HD1 ILE/HD11 ILE/g;
s/ HD2 ILE/HD12 ILE/g;


























s/ A / /g;
s/0.00 AB/0.00 /g;"$i
done
Observação: também foi feito um script igual a esse para cada ligante.
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Comando pdb2oniom do Pacote TAO









do /home/../taopackage/pdb2oniom -i $name$i.pdb -resid corelist.txt -near 5 -o
$name$i.gjf
mv $dir/$name$i.gjf $name$i.gjf.onb /home/../input
done
Observação: Para esse comando reconhecer o ligante é preciso gerar um
arquivo .prep, que é próprio do pacote AmberTools.
Arquivo .prep do Ambertools
O comando abaixo do Ambertools gera o arquivo prep a partir de um ar-
quivo pdb com cargas RESP(comando bcc), típico do AMBER, para que o Gaussian
reconheça os átomos do ligante na hora de gerar o input do ONIOM.
antechamber -fi pdb -fo prepi -i arquivo.pdb -o arquivo.prep -c bcc -pf y
Observação: Pode usar outras cargas. O manual do Ambertools mostra
cada um dos códigos.
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Procedimento após a escolha das camadas
Após usar os scripts descritos acima, as camadas foram escolhidas para
apenas um arquivo. De forma a transformar esse arquivo em um modelo e facilitar
os outros processos, que serão descritos a seguir. A escolha das camadas do ONIOM
foi feita no software Gaussview.
Logo depois de escolher as camadas, usou-se os seguintes comandos do pa-
cote TAO:
chargesum -g arquivo.gjf
parmlook -g arquivo.log -o arquivo.txt
O primeiro comando calcula as cargas de cada camada e o segundo é usado
para definir os parâmetros que o programa Gaussian não encontrar.
Com todos esses parâmetros definidos para um único arquivo, foi usado o
script abaixo nos outros arquivos para trocar apenas as colunas das coordenadas,
que são três, pois a tabela de conectividade e a camada alta foi a mesma dentro do







cd $dir for ((i=1;i<=24;i++)) # não colocar o número do arquivo que usar de
modelo
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do awk ’FNR==NRa[NR]=$3;b[NR]=$4;d[NR]=$5;next FNR>=13FNR<=656$3=a[FNR];
$4=b[FNR];$5=d[FNR]1’ $name$i.opt.gjf arquivo.0.gjf > $name2$i.gjf
mv $dir/$name2$i.gjf /home/../inputopt
Os números 3, 4 e 5 correspondem as colunas de coordenadas. Os números
13 a 656 são o intervalo de linhas que as coordenadas ocupam.
Observação: Quanto à tabela de conectividade, o próprio Gaussview gera
quando o arquivo é salvo.










/home/../taopackage/oniomlog -oi -t $name.$i.gjf -fo $name2.$i.gjf -i $name.$i.log
mv $dir/$name2.$i.gjf /home/../inputopt2
done





#p oniom(b3lyp/6-311g(d,p):amber=hardfirst) nosymm geom=connectivity
iop(2/15=3) test opt=quadmac
A chave b3lyp/6-311g(d,p) é para a camada alta e a chave amber=hardfirst
é para a camada baixa.
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