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Re´sume´. On classifie a` changement de variable formel pre`s les champs de vecteurs –ainsi
que les feuilletages qu’ils de´finissent– qui sont des perturbations d’un champ hamiltonien quasi-
homoge`ne X0 par des termes de degre´ de quasi-homoge´ne´ite´ supe´rieur. Le degre´ δ0 du champ X0
est quelconque, mais on demande que le champ perturbe´ laisse encore invariant les se´paratrices
de X0. Les formes normales pre´sente´es ici ge´ne´ralisent celles obtenues lorsque X0 posse`de une
partie line´aire semi-simple ou nilpotente. Nous les interpre´tons ge´ome´triquement en terme de
cohomologie relative au champ initial.
Introduction
On s’inte´resse a` la classification formelle de germes de champs de vecteurs
analytiques a` l’origine de Cn qui sont des perturbations d’un champ de vecteurs
quasi-homoge`ne X = X0+ · · ·, les termes perturbateurs ayant des degre´s de quasi-
homoge´ne´ite´ supe´rieur a` la partie initiale X0. Deux relations d’e´quivalences nous
inte´ressent ici :
i) Classification des champs : deux champs X et Y sont formellement (resp.
analytiquement) conjugue´s (X ∼ Y ) s’il existe une transformation formelle (resp.
analytique) Φ telle que Y = Φ∗X.
ii) Classification des feuilletages : deux champs X et Y sont formellement (resp.
analytiquement) orbitalement e´quivalents (X ≈ Y ) s’il existe une transformation
formelle (resp. analytique) Φ et une unite´ formelle (resp. analytique) u telles que
Y = uΦ∗X. Dans ce cas, la conjugaison Φ envoie les orbites du premier champ sur
celles du second, sans ne´cessairement conjuguer leurs flots.
Le proble`me des formes normales, c’est-a`-dire de la de´termination d’un repre´-
sentant privile´gie´ dans les classes d’e´quivalences modulo ∼ ou ≈, est motive´ d’une
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part par la ne´cessite´ de classifier ces champs ou feuilletages, d’autre part par l’ob-
tention de mode`les sur lequel on pourra re´pondre a` des proble`mes ”d’inte´grabilite´” :
existences de solutions ou inte´grales premie`res dans une classe de transcendance
donne´e. Pour cette seconde motivation, l’obtention d’un repre´sentant unique dans
uns classe d’e´quivalence donne´e n’est pas toujours ne´cessaire. La de´termination
explicite de formes normales a e´te´ tre`s e´tudie´e lorsque le premier jet du champ est
non nul, ce que nous ne supposerons plus ici.
Sur C2 muni de la forme volume standard, a` tout champ X on peut associer
la 1-forme duale ωX = iXdx ∧ dy. Les relations ∼ et ≈ se de´finissent de manie`re
analogue pour les 1-formes holomorphes. D’apre`s la formule Φ∗ωX = Jac(Φ)ωΦ∗X ,
on a
ωX ≈ ωY ⇔ X ≈ Y
ce qui nous permet de travailler indiffe´remment avec les champs ou les formes
pour cette relation. Il n’en est pas de meˆme pour la relation de conjugaison ∼ : les
champs ∂
∂x
et (1 + x) ∂
∂x
sont conjugue´s d’apre`s le the´ore`me de redressement des
champs re´guliers, mais leurs formes duales ne le sont pas puisque dy est ferme´e
alors que (1 + x)dy ne l’est pas.
Nous nous inte´ressons ici essentiellement a` la classification locale des feuil-
letages en dimension deux, mais obtiendrons au passage un re´sultat partiel de
classification des champs de vecteurs lorsque le degre´ de quasi-homoge´ne´ite´ δ0 du
champ initial est nul : ceci concerne en particulier les champs de type ”Poincare´-
Dulac” : X = 1
2pq
(qx∂x − py∂y) + · · · et les champs de type ”noeud-col” : X =
y∂y + · · ·.
La classification formelle des champs de vecteurs en toute dimension repose
sur un re´sultat pre´liminaire qui est bien connu lorsque la partie initiale X0 est
un champ semi-simple [8]. Nous le ge´ne´ralisons ici pour une partie initiale quasi-
homoge`ne de degre´ quelconque :
Lemme de pre´normalisation formelle des champs. On se donne un sup-
ple´mentaire V de l’image de l’ope´rateur ad(X0) = [X0, ·] dans un module de champs
formels M gradue´ par un degre´ de quasi-homoge´ne´ite´. Le champ X = X0+ · · · est
formellement conjugue´ a` un champ X0 + Y ou` Y appartient a` V .
Tout espace de formes pre´normales V est donc, d’apre`s ce lemme, isomorphe
au quotient H1K = M/B
1
K , B
1
K = Im(adX0), l’indice K faisant ici re´fe´rence aux
complexes de Koszul construits a` partir de tels ope´rateurs ad(X0) = [X0, ·]. Dans
le cadre de la relation d’e´quivalence des feuilletages, nous pouvons diminuer la
taille du sous-espace V :
Lemme de pre´normalisation formelle des feuilletages. On se donne un
supple´mentaire W de A1K = Im(adX0) + ÔnX0 dans M . Il existe un champ Y
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appartenant a` W , un diffe´omorphisme formel Φ et une unite´ formelle u tels que
Φ∗X = u(X0 + Y ).
Ces supple´mentaires e´tant fixe´s, il n’y a pas unicite´ de ces formes normales
formelles dans V ou W , d’ou` l’appellation ”pre´normalisation”. Ceci ne´cessitera
une re´duction supple´mentaire que nous ferons dans une seconde e´tape. Ne´anmoins,
cette e´tape de pre´normalisation doit eˆtre conside´re´e comme l’e´tape essentielle du
processus de normalisation et non comme une simple ope´ration pre´liminaire. C’est
en particulier elle qui est susceptible de cre´er de la divergence dans les conjuguantes
et dans les formes normales elle-meˆmes.
Ces lemmes rame`nent donc l’e´tape de pre´normalisation des champs (resp. des
feuilletages) a` un choix pertinent pour ce supple´mentaire V (resp.W ), c’est-a`-dire a`
un choix d’e´le´ments du moduleM dont la classe engendre le quotientH1K =M/B
1
K ,
(resp. G1K = M/A
1
K). On peut remarquer que ces quotients sont des modules
sur l’anneau I des inte´grales premie`res du champ initial X0. Il est donc naturel
d’imposer lors du choix de V ou W de pre´server cette structure. L’isomorphisme
que nous construirons entre V et H1K (ou entre W et G
1
K) sera un isomorphisme
de I-modules. Le re´sultat pre´sente´ ici se limite au cadre suivant :
1- Nous nous plac¸ons en dimension 2. Le champ quasi-homoge`ne initial X0 est
alors tangent a` une hypersurface S (se´paratrice) d’e´quation re´duite h0 = 0. Nous
supposons que le champ perturbe´ X = X0+ · · · reste tangent a` cette hypersurface
S. En d’autres termes, nous conside´rons une perturbation de X0 a` se´paratrice fixe´e.
Dans certains cas, (par exemple h0 = xy, h0 = y
2 − x3), cette hypothe`se n’en est
pas ve´ritablement une : la se´paratrice persiste et, e´tant rigide, on la redresse sur
la se´paratrice initiale par un changement analytique de coordonne´es.
Fixer les se´paratrices nous conduit a` travailler dans le moduleM = χ̂(log S) des
champs formels logarithmiques pour cette hypersurface S, c’est-a`-dire des champs
X tels que X(h0) appartient a` l’ide´al (h0). En dimension 2, ce module est toujours
un module libre de rang 2. Soit R le champ p-radial (ponde´re´ par les poids pi de
quasi-homoge´ne´ite´) pour lequel X0 est quasi-homoge`ne. Supposons que les champs
X0 et R forment une base de χ̂(logS). (Ce sera par exemple le cas sous l’hypothe`se
(2-) ci-dessous). Tout champ logarithmique se de´compose alors en une composante
”inte´grable” (en X0) et une composante ”dissipative” (en R) : la premie`re garde
h comme inte´grale premie`re, alors que la forme logarithmique duale de la seconde
n’est jamais ferme´e. En particulier, en comparant les deux lemmes de pre´nor-
malisation ci-dessus, on constate imme´diatement que si V est un espace de formes
pre´normales pour un champ X , sa composante dissipative W est un espace de
formes pre´normales pour le feuilletage de´fini par X . L’utilisation de cette base
nous permet de de´montrer facilement (voir e´nonce´ 3.8 ) le
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The´ore`me 1. Soit X0 un champ quasi-homoge`ne de degre´ δ0 par rapport a` un
champ quasi-radial R, laissant invariant une courbe S. On suppose que les champs
X0 et R forment une base des champs logarithmiques pour S. Soit X = X0 + · · ·
une perturbation de X0 laissant fixe S.
1. Le module des formes pre´normales de feuilletages de´finis par X est
G1K = Coker(X0) · R.
2. Si le degre´ de quasi-homoge´ne´ite´ δ0 du champ initial est nul, le module des
formes pre´normales du champ X est
H1K = Coker(X0) ·X0 + Coker(X0) · R.
Le proble`me de la de´termination d’un espace de formes pre´normales est donc
maintenant ramene´ a` la de´termination du conoyau de X0.
2- Nous supposons de plus que le champ initial X0 est hamiltonien, dual pour
la forme dx ∧ dy d’une forme δ−1dh, ou` l’inte´grale premie`re h est quasi-homoge`ne
de degre´ δ. On peut alors ve´rifier que les champs X0 et R forment une base de
χ̂(logS). Supposons de plus que h soit a` singularite´ isole´e. On de´signe par J0 l’ide´al
des composantes de X0 dans la base usuelle (qui est aussi l’ide´al jacobien de h),
et par a1 = 1, · · · aµ, une base de monoˆmes engendrant l’espace vectoriel O
2/J0.
Nous de´montrons (the´ore`me 4.1) que le conoyau de la de´rivation hamiltonienne X0
est un C[[h]]-module libre de rang µ engendre´ par les champs aiR. Ce fait re´sulte
essentiellement de l’existence d’une connexion singulie`re sur cet espace de type
Gauss-Manin, et d’un the´ore`me d’indice de B. Malgrange. De ces deux re´sultats
nous de´duisons le
The´ore`me 2. Soit X = X0 + · · · une perturbation a` se´paratrices fixe´es du
champ hamiltonien X0. Il existe un e´le´ment (d1, · · ·dµ) de C[[h]]
µ, une conjugaison
formelle Φ conjuguant orbitalement X au champ formel
X0 +
µ∑
i=1
di(h)aiR.
De plus, on peut imposer a` cette conjugaison d’eˆtre fibre´e pour le champ R, c’est-
a`-dire d’eˆtre l’exponentielle d’un champ coline´aire a` R.
Nous prouvons de plus que les coefficients formels di(h) des formes pre´normales
du the´ore`me 2 peuvent s’exprimer par des formules inte´grales. Pour cela, nous
conside´rons le point de vue dual concernant ces formes normales formelles en les
transfe´rant par une ”forme volume logarithmique” sur le module des formes loga-
rithmiques. Il apparait alors que le module des formes pre´normales de feuilletages
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est isomorphe au module de cohomologie relative formelle a` la forme initiale ferme´e
ω0 (proposition 5.1). Ceci nous permet, en utilisant une base de formes horizon-
tales de ce module, d’e´crire les coefficients multivalue´s apparaissant dans cette base
comme des inte´grales de la partie dissipative de la forme normale formelle sur les
cycles e´vanescents de sa partie hamiltonienne.
La non unicite´ des formes pre´normales de feuilletages obtenues au the´ore`me 2
provient d’une ambiguite´ dans le choix de la conjuguante fibre´e. En effet, on peut
faire ope´rer sur l’ensemble des formes pre´normales d’un feuilletage le groupe des
conjuguantes de la forme Φ = exp b(h)R ou` b est une se´rie formelle d’une vari-
able. La deuxie`me e´tape (re´duction finale) consiste donc a` choisir un repre´sentant
dans chaque orbite de cette action sur l’espace des formes pre´normales de X . Il
apparait que, apre`s division par une puissance fractionnaire convenable de h, les
coefficients di(h) se comportent sous cette action comme des champs de vecteurs
sur un reveˆtement fini du disque e´pointe´ image de h. Ceci permet de normaliser
un des coefficients di(h) choisi arbitrairement sous forme
hm
1 + λhm+n
.
De plus, pour que le re´sidu λ soit non nul, il est ne´cessaire qu’une certaine condition
de divisibilite´ soit satisfaite. On obtient ainsi une classification formelle de ces
feuilletages ge´ne´ralisant celles connues par Poincare´ et Dulac, ou celles de F. Loray
dans le cas des singularite´s cuspidales.
L’observation ci-dessus conduisant a` cette re´duction finale appelle une in-
terpre´tation ge´ome´trique. Quelle est la signification de ces µ champs de vecteurs ?
On sait d’autre part d’apre`s [10], ou d’apre`s [4] dans le cas du cusp, que ce
type de feuilletage avec se´paratrices quasi-homoge`nes est comple`tement classifie´
par sa structure transverse. Quel lien existe-t-il entre ces invariants explicites et
l’holonomie du diviseur exceptionnel conside´re´e dans [4] ?
Remarquons enfin que le processus de re´duction finale ne permet de normaliser
sous forme rationnelle qu’une seule des µ se´ries di(h) apparaissant dans les formes
pre´normales. En conse´quence, de`s que µ est plus grand que 1, subsistent des se´ries
formelles dans ces formes normales. Supposons maintenant que le champ X soit
analytique. La question de la convergence de ces se´ries se pose alors. On connait
aujourd’hui un exemple (voir [3]) ou`, dans le cas d’une se´paratrice de type cusp, ces
se´ries divergent. De plus, dans un travail re´cent, M. Canalis-Durand et R. Schaefke
ont e´tabli le caracte`re 1-sommable des formes normales et conjuguantes obtenues.
Il est donc raisonnable d’espe´rer une k-sommabilite´ des formes normales formelles
obtenues ici. L’interpre´tation ge´ome´trique des invariants souhaite´e ci-dessus pour-
rait nous y aider. Nous nous proposons de de´velopper ces deux questions dans un
travail ulte´rieur.
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Notations
On de´signe par On l’anneau des germes de fonctions holomorphes a` l’origine
de Cn et par Ôn son comple´te´ formel. On notera ∂x la de´rivation
∂
∂x
et hx pour
∂h
∂x
.
Dans tout le texte nous noterons :
– d0 : le degre´ de quasi-homoge´ne´ite´ de l’e´quation re´duite h0 de S ;
– δ0 : le degre´ de quasi-homoge´ne´ite´ du champ initial X0 ;
– δ : le degre´ de quasi-homoge´ne´ite´ de son inte´grale premie`re h.
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1 Fonctions et champs quasi-homoge`nes
Soit p = (p1, · · · pn) une collection d’entiers positifs tel que les pi soient premiers
entre eux. On conside`re le champ p-radial
Rp =
n∑
i=1
pixi
∂
∂xi
.
Pour tout monoˆme xm = xm11 · · ·x
mn
n on a
Rp(x
m) =< p,m > xm.
L’entier δ =< p,m >=
∑n
i=1 pimi est appele´ p-degre´ de quasi-homoge´ne´ite´ du
monoˆme xm.
De´finition 1.1 Une fonction polynomiale h de Cn dans C est dite quasi-homoge`ne
de poids p lorsque le p-degre´ de chacun des monoˆmes xm = xm11 · · ·x
mn
n de coeffi-
cient non nul de h est constant. Cette constante est le p-degre´ de quasi-homoge´ne´ite´
de h. En d’autres termes, une fonction polynomiale est p-quasi-homoge`ne de degre´
δ si et seulement si
Rp(h) = δh.
Le p-ordre νp d’une se´rie
∑
k amx
m est le minimum des p-degre´s des monoˆmes
de coefficient non nul de cette se´rie. L’espace Pn des fonctions polynomiales sur C
n
est de´composable en somme directe des espaces Pδn des fonctions polynomiales p-
quasi-homoge`nes de degre´ δ, δ de´crivant N. La notion de quasi-homoge´ne´ite´ s’e´tend
aux champs de vecteurs :
De´finition 1.2 Un champ de vecteurs polynomial X =
∑n
i=1 ai(x)
∂
∂xi
est quasi-
homoge`ne de poids p et de degre´ δ si
[Rp, X ] = δX.
Remarquons qu’avec cette convention, les champs line´aires X sont quasi-ho-
moge`nes de degre´ 0 et les champs constants ∂
∂xi
sont de degre´ ne´gatif −pi. Dans la
suite, le poids (p1, · · · pn) est fixe´. On note R = Rp et les de´nominations ”quasi--
homoge`ne, degre´, ordre” se rapporteront toujours a` ce poids. On ve´rifie facilement
les re´sultats suivants :
Proposition 1.3 i) Soit ak un polynoˆme quasi-homoge`ne de degre´ k, Xl un champ
quasi-homoge`ne de degre´ l. Le polynoˆme Xl(ak) est alors quasi-homoge`ne, de degre´
k + l.
ii) Soit ak un polynoˆme quasi-homoge`ne de degre´ k, Xl un champ quasi-homo-
ge`ne de degre´ l. Le champ akXl est alors quasi-homoge`ne de degre´ k + l.
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iii) Soit Xk un champ quasi-homoge`ne de degre´ k, Xl un champ quasi-homo-
ge`ne de degre´ l. Le champ [Xk, Xl], s’il est non nul, est quasi-homoge`ne de degre´
k + l.
iv) Soit h une fonction de deux variables quasi-homoge`ne de degre´ δ. Le champ
hamiltonien Xh = hy∂x − hx∂y est quasi-homoge`ne de degre´ δ − p1 − p2.
En particulier, tout champ monomial xm ∂
∂xi
est quasi-homoge`ne de degre´ <
p,m > −pi. En regroupant les champs monomiaux de meˆme degre´, on obtient
une de´composition de l’espace des champs formels s’annulant a` l’origine en somme
directe de sous-espaces de champs quasi-homoge`nes de degre´ δ, δ de´crivant N. Ceci
permet de de´finir le p-ordre d’un tel champ formel, ainsi que le p-degre´ d’un champ
polynomial.
Exemple. Le cusp h = yp − xq est quasi-homoge`ne de poids (p1, q1), ou` p1 et
q1 sont de´finis par : p = dp1, q = dq1, p1 premier avec q1. Il est de (p1, q1)-degre´
p ∨ q = dp1q1. Le champ Xh = hy∂x − hx∂y est (p1, q1)-quasi-homoge`ne de degre´
dp1q1 − p1 − q1.
2 Perturbation a` se´paratrices fixe´es : champs et
formes logarithmiques
On fixe maintenant le lieu des se´paratrices S de X = X0+ · · · ou` S de´signe un
germe d’hypersurface analytique a` l’origine de Cn, d’e´quation re´duite h0 = 0. On
demande donc que X reste tangent a` S c’est-a`-dire que X(h0) appartienne a` l’ide´al
(h0). Ceci est la de´finition d’un champ logarithmique. On de´signe par χ(log S)
le On-module des germes de champs logarithmiques pour S. Toutes les notions
rappele´es ici concernant χ(logS) sont expose´es dans [13]. Ce module est stable
par crochet de Lie. En dimension deux, il est libre de rang deux. En dimension
supe´rieure, ce n’est plus le cas. On a le crite`re suivant :
Proposition 2.1 Les n champs de vecteurs Xi de χ(log S) forment une base de
ce module si et seulement si le de´terminant de leurs composantes est produit de h0
par un unite´.
Une q-forme logarithmique a` poˆles sur S est une q-forme me´romorphe ω telle
que h0ω et h0dw soient holomorphes. Elles forment un On-module note´ Ω
q(log S).
Ces modules munis de la diffe´rentielle exte´rieure usuelle forment un complexe.
Les notions de produit inte´rieur et de´rivation de Lie s’e´tendent aux champs et
formes logarithmiques. En particulier, le module Ω1(log S) est dual de χ(log S)
pour l’accouplement des champs et 1-formes. Une manie`re duale de caracte´riser
les hypersurfaces S telles que χ(log S) –ou Ω1(logS))– soit libre est la suivante :
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Proposition 2.2 Le On-module Ω
1(log S) est libre si et seulement si
∧ni=1Ω
1(log S) = Ωn(log S)
c’est-a`-dire si et seulement si il existe n 1-formes logaritmiques ω1, · · ·ωn et une
unite´ u de On telles que
ω1 ∧ · · · ∧ ωn = u
dz1 ∧ · · · ∧ dzn
h
.
De plus, sous cette condition, les modules Ωq(log S) sont tous libres de base ωi1 ∧
· · · ∧ ωiq .
Notons qu’en ge´ne´ral, c’est-a`-dire en dehors du cas ou` S est a` croisements
normaux (ωi = dzi/zi), les formes ωi ne sont pas toutes ferme´es.
Remarque 2.3 Si χ(log S) est libre de base {X1, · · ·Xn}, et si {ω1, · · ·ωn} est
une base de Ω1(log S) duale de {X1, · · ·Xn} pour l’accouplement des champs et
1-formes, pour tout f de On on a
df =
n∑
i=1
Xi(f)ωi.
On se place maintenant en dimension deux. On suppose que h0 = 0 est une
e´quation re´duite de S, quasi-homoge`ne pour le champ p-radial R, de degre´ d0. On
conside`re la ”forme-volume logarithmique”
Ω =
dx ∧ dy
h0
.
Elle induit un isomorphisme ♯ entre χ(log S) et Ω1(log S) de´fini par X♯ = iXΩ ou`
iX de´signe le produit inte´rieur par X . L’isomorphisme inverse est note´ ♭.
Soit h1 · · ·hp une de´composition de h0 en e´le´ments irre´ductibles et h une fonc-
tion quasi-homoge`ne de degre´ δ, telle que h = 0 soit encore une e´quation de S :
h = hn11 · · ·h
np
p . La forme
ω0 =
1
δ
dh
h
appartient a` Ω1(log S). En effet,
h0ω0 = h1 · · ·hp
1
δ
p∑
i=1
ni
dhi
hi
est holomorphe, et h0dω0 est trivialement holomorphe puisque ω0 est ferme´e. On
s’inte´resse au champ logarithmique X0 dual de ω0.
10
Proposition 2.4 Soit X0 = ω
♭
0, et Xh = hy∂x − hx∂y le champ hamiltonien dual
de dh pour la forme volume dx ∧ dy. On a
i-) X0 =
h0
δh
Xh. En particulier h est une inte´grale premie`re du champ X0.
ii-) X0 est un champ a` singularite´ isole´e, quasi-homoge`ne pour le champ p-
radial R, de degre´ δ0 = d0 − p.
iii-) Les champs logarithmiques X0 et R forment une base de χ(log S) et les
formes logarithmiques −ωR = −R
♯ et ω0 = X
♯
0 forment une base duale de {X0, R}
pour l’accouplement des champs et 1-formes. En particulier, pour tout f de O2, on
a
df = R(f)ω0 −X0(f)ωR.
Preuve. i-) De dx ∧ dy(Xh, ·) = dh, on de´duit
Ω(
h0
δh
Xh, ·) =
dh
δh
= ω0, d’ou` ω
♭
0 =
h0
δh
Xh.
ii-) se de´duit de dx ∧ dy(X0, ·) = h0ω0 qui est une forme a` singularite´ isole´e.
On calcule le degre´ de quasi-homoge´ne´ite´ de X0 en utilisant la proposition (1.3).
iii-) Le crite`re (2.1) est ve´rifie´ d’apre`s :
Ω(X0, R) =
dx ∧ dy
h0
(
h0
δh
Xh, R) =
dh
δh
(R) =
R(h)
δh
= 1.
Les autres affirmations se de´duisent de cette meˆme e´galite´. ✷
De´finition 2.5 Dans la de´composition unique de tout champ logarithmique en
aX0 + bR, nous de´signerons la premie`re composante par ”composante inte´grable”
(elle admet h comme inte´grale premie`re), et la seconde par ”composante dissipa-
tive” (la forme duale bωR n’est jamais ferme´e). Nous dirons de plus que la com-
posante inte´grable est ”hamiltonienne” lorsqu’elle est duale d’une forme logarith-
mique de type dg/g (c’est par exemple le cas lorsque a = a(h)).
Exemple 1. (Poincare´-Dulac) :
On prend : h0 = xy, et h = x
pyq ou` p et q sont des entiers strictement positifs
premiers entre eux. Les fonctions h0 et h sont e´videmment homoge`nes mais aussi
quasi-homoge`nes pour le champ (q, p)-radial R = qx∂x + py∂y. Pour ce champ, on
a d0 = deg h0 = p + q, δ deg h = 2pq, et δ0 = degX0 = 0. Le champ hamiltonien
Xh n’est pas a` singularite´ isole´e de`s que p ou q est strictement supe´rieur a` 1. On
a ici :
ω0 =
1
2pq
(p
dx
x
+ q
dy
y
) et X0 =
1
2pq
(qx∂x − py∂y).
La base duale de X0 et R est forme´e de
−ωR = p
dx
x
− q
dy
y
et de ω0.
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Exemple 2. (Les singularite´s de type noeud-col) : On pose ici X0 = y∂y. Le
champX0 est quasi-homoge`ne pour le champ (1, 0)-radialR = x∂x de degre´ δ0 = 0 :
[x∂x, y∂y] = 0. Deux choix sont ici possible pour la se´paratrice S : x = 0 ou xy = 0.
Dans le premier cas, les champs X0 et R ne forment pas une base de χ(log S). Le
contexte ou` nous nous sommes place´s ici impose donc de ne conside´rer que les
singularite´s de type noeud-col qui conservent les deux axes comme se´paratrices.
Lorsque l’inte´grale premie`re h est elle-meˆme a` singularite´ isole´e, on a h0 = h,
et X0 = δ
−1Xh. En particulier :
Exemple 3. (Le cusp ; voir [5] et [17]) :
On a ici : h0 = h = y
p−xq ou` p et q sont des entiers strictement positifs. Dans
ce cas, on a vu que h est quasi-homoge`ne pour le champ radial R = p1x∂x+ q1y∂y,
(p = dp1, q = dq1, p1 premier avec q1), avec d0 = δ = p ∨ q = dp1q1 et δ0 =
dp1q1 − p1 − q1. La base duale de X0 et R est forme´e de −ωR et ω0 avec
ωR =
1
h
(−q1ydx+ p1xdy) et ω0 =
1
δ
dh
h
.
On notera χ̂(log S), Ω̂1(logS) les comple´te´s formels de χ(logS) et Ω1(log S).
Les re´sultats ci-dessus s’e´tendent dans ce contexte formel.
3 Pre´normalisation des champs et feuilletages
On se donne un sous-module M du module sur Ôn des champs de vecteurs
formels, gradue´ par un degre´ de quasihomoge´ne´ite´ k :M = ⊕kMk. On noteM≤k =
⊕l≤kMk le module des champs polynomiaux de degre´ au plus k. Soit X = X0+ · · ·
un champ dont la partie initiale X0 est quasi-homoge`ne de degre´ δ0. On conside`re
le complexe de Koszul :
0 −→M
d0
−→ M
d1
−→ ∧2M −→ · · ·
L’ope´rateur d0 est adX0 = [X0, ·]. L’ope´rateur d
1 est ici nul (on ne conside`re qu’un
seul champ de vecteurs) et rend l’appellation ”complexe de Koszul” un peu su-
perflue. Nous la conservons ne´anmoins car devient ne´cessaire de`s qu’on cherche
a` normaliser une famille de plusieurs champs de vecteurs (voir [14]). Dans les
notations suivantes, l’indice K rappelle l’utilisation de ce complexe de Koszul :
B1K = Im(d
0)
Z1K = Ker(d
1) (= M ici)
H1K = Z
1
K/B
1
K .
Le the´ore`me suivant ge´ne´ralise un fait expose´ par J. Martinet au se´minaire Bour-
baki [8] dans le cas d’un champ initial line´aire semi-simple.
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Lemme 3.1 (pre´normalisation des champs de vecteurs) On se donne un sup-
ple´mentaire V de B1K dans M . Il existe un champ Y appartenant a` V et un diffe´o-
morphisme formel Φ tel que
Φ∗X = X0 + Y.
Preuve. Le proble`me e´tant formel, on cherche une conjugaison Φ sous forme
expZ ou` Z est un champ de vecteurs formel. On a
(expZ)∗X =
∑
k≥0
ad
(k)
Z
k!
(X) = X + [Z,X ] + · · · .
Remarquons d’abord que d’apre`s la proposition (1.3), l’ope´rateur d0 = adX0 est
compatible avec la de´composition par le degre´, avec un de´calage de δ0 = deg(X0).
Ceci nous permet de de´composer par le degre´ les espaces B1K ,H
1
K , et V . Dans ce qui
suit, les indices correspondent au degre´ du champ correspondant. L’existence de
Φ s’e´tablit par la re´currence suivante. On suppose qu’on a une telle de´composition
jusqu’en degre´ k, c’est-a`-dire qu’il existe un champ Yk appartenant a` V≤k et un
champ Zk−δ0 dans M≤k−δ0 tels que
(expZk−δ0)
∗X = X0 + Yk + Y˜k+1 + · · ·
ou` Y˜k+1 appartient a`Mk+1. On de´compose ce premier terme du reste dans Mk+1 =
Im(d0)k+1 ⊕ Vk+1 :
Y˜k+1 = d
0(Zk+1−δ0) + Yk+1.
En composant a` gauche la conjugaison pre´ce´dente par exp(Zk+1−δ0), on fait alors
disparaitre le terme d0(Zk+1−δ0). En effet, en notant ≡ l’e´galite´ modulo des termes
d’ordre supe´rieur ou e´gal a` k + 2, on a
exp(Zk+1−δ0)
∗ exp(Zk−δ0)
∗X ≡ exp(Zk−δ0)
∗X + [Zk+1−δ0, exp(Zk−δ0)
∗X ]
≡ X0 + Yk + Yk+1 + d
0(Zk+1−δ0) + [Zk+1−δ0 , X0]
≡ X0 + Yk + Yk+1
ce qui de´montre le lemme. ✷
Remarque 3.2 i) Il n’y a pas d’e´nonce´ analytique analogue a` ce lemme, car nous
avons utilise´ de manie`re essentielle le fait qu’une conjugaison formelle est l’expo-
nentielle d’un champ formel, fait que nous perdons dans le contexte analytique.
ii) Pour un supple´mentaire V fixe´, ce processus ne donne pas un unique champ
e´quivalent a` X dans V . En effet, a` chaque e´tape, on peut rajouter au champ Zk+1−δ0
un champ commutant avec la partie initiale X0. Ce choix perturbe les termes d’or-
dre supe´rieur et modifie donc la forme normale formelle obtenue dans V . Pour
cette raison, nous parlons seulement ici de ”pre´normalisation”.
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Conside´rons maintenant la relation d’e´quivalence formelle classifiant les champs
a` unite´ pre`s :
X ≈ X ′ ⇔ ∃Φ ∈ D̂iff(C2, 0), ∃u ∈ Ô2, u(0) 6= 0, Φ
∗X = uX ′.
Lemme 3.3 (pre´normalisation des feuilletages) On se donne un supple´men-
taire W de A1K = B
1
K + ÔnX0 dans M . Il existe un champ Y appartenant a` W ,
un diffe´omorphisme formel Φ et une unite´ formelle u tels que
Φ∗X = u(X0 + Y ).
Preuve. On reprend le raisonnement par re´currence de (3.1) avec l’hypothe`se
suivante : on suppose qu’il existe un champ Yk appartenant a`W≤k, un champ Zk−δ0
dans M≤k−δ0 et un polynoˆme uk−δ0 = 1 + · · · de degre´ infe´rieur ou e´gal a` k − δ0
tels que
(expZk−δ0)
∗X = uk−δ0(X0 + Yk) + Y˜k+1 + · · ·
ou` Y˜k+1 appartient a` Mk+1. On de´compose ce premier terme du reste en
Y˜k+1 = d
0(Zk+1−δ0) + ak+1−δ0X0 + Yk+1
ou` le champ Yk+1 appartient a` Wk+1 et ak+1−δ0 est quasi-homoge`ne de degre´
k + 1− δ0. La conjugaison de X par exp(Zk+1−δ0) ◦ exp(Zk−δ0) donne, modulo
des termes d’ordre supe´rieur ou e´gal a` k + 2 :
exp(Zk+1−δ0)
∗ exp(Zk−δ0)
∗X ≡ uk−δ0(X0 + Yk) + d
0(Zk+1−δ0) + Yk+1 + ak+1−δ0X0 +
+[Zk+1−δ0, (1 + · · ·)X0]
≡ uk−δ0(X0 + Yk) + Yk+1 + ak+1−δ0X0
≡ (uk−δ0 + ak+1−δ0)(X0 +
uk−δ0
uk−δ0 + ak+1−δ0
Yk +
+
1
uk−δ0 + ak+1−δ0
Yk+1)
≡ (uk−δ0 + ak+1−δ0)(X0 + Yk + Yk+1)
la dernie`re e´galite´ provenant de
uk−δ0
uk−δ0 + ak+1−δ0
Yk = (1− ak+1−δ0 + · · ·)Yk ≡ Yk
puisque 2k + 1− δ0 > k + 1 de`s que k > δ0, et de
1
uk−δ0 + ak+1−δ0
Yk+1 = (1 + · · ·)Yk+1 ≡ Yk+1. ✷
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Remarque 3.4 La` encore, il n’y a pas unicite´ de la conjuguante et de la forme
normale formelle du feuilletage ainsi obtenues. Nous avons meˆme plus de liberte´
dans ces choix que dans la situation pre´ce´dente puisque, a` chaque e´tape, on peut
rajouter au champ Zk+1−δ0 un champ qui ne commute avec la partie initiale X0
que modulo un champ multiple de X0.
Nous nous plac¸ons maintenant en dimension 2, et conside´rons une perturbation
X du champ quasi-homoge`ne X0 de degre´ δ0 pre´servant un ensemble analytique
invariant S. Le champ X appartient donc au module M = χ̂(log S) des champs
logarithmiques pour S. Nous supposons que les champs X0 et R forment une base
de χ̂(logS) : c’est par exemple le cas lorsque le champ logarithmique X0 est dual
d’une 1-forme dh/h, d’apre`s la proposition (2.4). Le champ X s’e´crit
X = aX0 + bR,
avec a(0) = 1 et ν(bR) = ν(b) + 0 > δ0 ou` ν de´signe l’ordre de quasi-homoge´ne´ite´
relatif a` R. Dans ce contexte, les lemmes de pre´normalisation (3.1) et (3.3) peuvent
eˆtre pre´cise´s de la manie`re suivante. Remarquons d’abord que, puisque W est un
supple´mentaire d’un espace contenant Ô2·X0,W n’a pas de composante inte´grable,
et est donc inclus dans Ô2 · R : la composante dissipative (en R) d’un espace
de formes pre´normales du champ X est une espace de formes pre´normales du
feuilletage de´fini par X.
Nous pouvons de plus nous limiter a` ne conside´rer que des conjugaisons du
type suivant :
De´finition 3.5 Nous dirons qu’un diffe´omorphisme formel est fibre´ par rapport
au champ R s’il est l’exponentielle d’un champ multiple de R.
Un tel diffe´omorphisme pre´serve donc le feuilletage de´fini par le champ R,
feuilletage qui est transverse au feuilletage initial de´fini par le champ X0 en dehors
de S.
Lemme 3.6 (pre´normalisation a` se´paratrices fixe´es) On se donne un sup-
ple´mentaire V de B1K dansM = χ̂(log S). SoitW ⊂ Ô2R la composante dissipative
de V , supple´mentaire de A1K = B
1
K + Ô2X0 dans M .
1- Il existe un champ Y appartenant a` V , un diffe´omorphisme formel Φ, tels
que Φ∗X = X0 + Y.
2- Il existe un champ Y appartenant a` W , un diffe´omorphisme formel Φ fibre´
par rapport a` R et une unite´ formelle u tels que Φ∗X = u(X0 + Y ).
Preuve. Le module M = χ̂(log S) e´tant stable par crochet de Lie, cet e´nonce´
est un corollaire des deux lemmes pre´ce´dents 3.1 et 3.3, sous re´serve de ve´rifier
de plus que la conjugaison des feuilletages peut eˆtre choisie de manie`re fibre´e. On
modifie l’argument de re´currence de 3.3 en supposant que expZk−δ0 est fibre´e, de
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la forme exp bk−δ0R, ou` bk−δ0 est un polynoˆme de degre´ au plus k − δ0. Dans la
de´composition du premier terme du reste
Y˜k+1 = d
0(Zk+1−δ0) + ak+1−δ0X0 + Yk+1
l’e´criture de la somme des deux premiers termes n’est pas unique. On peut ajouter a`
Zk+1−δ0 une composante inte´grable quasi-homoge`ne de degre´ k+1− δ0 arbitraire :
cela n’affectera que la valeur du coefficient ak+1−δ0 . Nous utilisons cette liberte´
pour annuler la composante inte´grable de Zk+1−δ0 et choisir ce champ sous la
forme bk+1−δ0R. ✷
Remarque 3.7 Deux champs fibre´s par rapport a` R ont meˆme image par d0 si
et seulement si ils diffe`rent d’un champ fibre´ cR tel que [X0, cR] = 0, c’est-a`-dire
d’un champ fibre´ cR ve´rifiant X0(c) = 0. On peut donc faire ope´rer sur l’ensemble
des formes pre´normales d’un feuilletage donne´ le groupe des conjugaisons fibre´es
de la forme exp cR ou` c est une inte´grale premie`re de la partie initiale X0.
D’apre`s le lemme de pre´normalisation 3.6, les quotients qui nous inte´ressent
sont maintenant
H1K = χ̂(logS)/B
1
K
pour la classification des champs a` se´paratrices fixe´es, et
G1K = χ̂(log S)/A
1
K avec A
1
K = Ô2 ·X0 +B
1
K
pour la classification de feuilletages a` se´paratrices fixe´es. Remarquons que ce
sont des modules sur l’anneau I des inte´grales premie`res de X0. On de´signe par
Ker(X0) et Coker(X0) = Ô2/Im(X0) les noyau et conoyau du champ X0 vu comme
de´rivation agissant sur Ô2. Ce sont aussi des I-modules.
The´ore`me 3.8 Soit X0 un champ quasi-homoge`ne de degre´ δ0 par rapport a` un
champ quasi-radial R, laissant invariant une courbe S. On suppose que les champs
X0 et R forment une base des champs logarithmiques pour S.
1. G1K = Coker(X0) · R.
2. Si le degre´ δ0 du champ initial est nul (exemples 1 et 2),
H1K = Coker(X0) ·X0 + Coker(X0) · R.
Preuve. De la relation de quasi-homoge´ne´ite´ [R,X0] = δ0X0, on de´duit
[X0, aX0 + bR] = (X0(a)− δ0b)X0 +X0(b)R.
Un champ X = αX0 + βR appartient donc a` B
1
K si et seulement si il existe deux
coefficients a et b solutions du syste`me{
X0(a)− δ0b = α
X0(b) = β
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En particulier, un champ X = αX0 + βR appartient a` A
1
K = Ô2 · X0 + B
1
K si et
seulement si il existe un coefficient b solution de
X0(b) = β.
L’application
χ̂(log S) → Ô2/Im(X0) · R
X = αX0 + βR 7→ [β] · R
a pour noyau A1K et de´finit donc un isomorphisme entre G
1
K et Coker(X0) · R.
Si le degre´ δ0 est nul, le syste`me pre´ce´dent est diagonal, et on constate imme´-
diatement que X = αX0 + βR appartient a` B
1
K si et seulement si il existe deux
coefficients a et b solutions de X0(a) = α et de X0(b) = β. On identifie donc comme
ci-dessus H1K et Coker(X0) ·X0 + Coker(X0) ·R. ✷
Remarquons que de`s que le degre´ δ0 du champ initial est strictement positif, le
proble`me de la de´termination des formes pre´normales de champs devient plus diffi-
cile : il ne se de´compose plus en somme directe des deux proble`mes ”de´termination
d’une classe de feuilletages” puis ”classification des champs au sein de cette classe”.
Le the´ore`me 3.8 rame`ne donc la de´termination des espaces de formes pre´-
normales formelles de feuilletages (et de champs lorsque δ0 = 0) au calcul de
Coker(X0). Sur les exemples ”classiques”, le conoyau de X0 se calcule aise´ment.
Reprenons les exemples du paragraphe 2 :
Exemple 1. (Poincare´-Dulac) :
Soit X0 =
1
2pq
(qx∂x− py∂y), quasi-homoge`ne pour R = qx∂x+ py∂y. Les seules
obstructions a` la re´solution de l’e´quation X0(f) = g proviennent des termes gkp,kq
de la se´rie de Taylor de g. Le conoyau de X0 est donc ici C[[h]], avec h = x
pyq.
Nous en de´duisons donc qu’il existe des se´ries formelles d’une variable a et b avec
ν(b) > 0 telles que
X ∼ a(xpyq)X0 + b(x
pyq)R, X ≈ X0 + b(x
pyq)R.
Exemple 2. (Les singularite´s de type noeud-col) :
On a ici : X0 = y∂y et R = x∂x. On ve´rifie imme´diatement que le conoyau est
ici C[[x]]. Donc pour tout champ X = X0 + · · · il existe des se´ries formelles d’une
variable a et b avec ν(b) > 0 telles que
X ∼ a(x)X0 + b(x)R, X ≈ X0 + b(x)R.
Exemple 3. (Le cusp h = yp − xq) :
17
Soit X0 =
1
δ
(pyp−1∂x + qx
q−1∂y). Le conoyau de cette de´rivation a e´te´ calcule´
par F. Loray dans [5] : il est engendre´ sur C[[h]] par les monoˆmes ak,l = x
kyl,
k = 0, · · · q − 2, l = 0 · · ·p − 2. L’espace des formes pre´normales de feuilletages
obtenues ici est donc
X ≈ X0 +
∑
k=0,···q−2, l=0···p−2
C[[h]]xkyl R.
Nous nous proposons dans le paragraphe suivant, de ge´ne´raliser ce dernier
exemple a` toute de´rivation X0 = Xh, ou` h est une fonction quasi-homoge`ne a`
singularite´ isole´e.
4 Conoyau d’une de´rivation hamiltonienne X0
Nous nous plac¸ons sous l’hypothe`se (2-) mentionne´e dans l’introduction : le
champ initial X0 est hamiltonien, dual pour la forme dx ∧ dy d’une forme δ
−1dh,
ou` l’inte´grale premie`re h est quasi-homoge`ne de degre´ δ. Nous savons d’apre`s (2.4)
que les champs X0 et R forment une base de χ̂(logS). Nous supposons de plus que
h est a` singularite´ isole´e. On de´signe par J0 l’ide´al des composantes de X0 dans
la base usuelle (qui est aussi l’ide´al jacobien de h), et par a1 = 1, · · ·aµ, une base
engendrant l’espace vectoriel O2/J0.
Dans ce paragraphe, nous e´tudions le champX0 vu comme ope´rateur de de´rivation
sur l’anneau de fonctions C{h} (ou C[[h]]). En d’autres termes, nous e´crivons ici
X0 pour de´signer la de´rive´e de Lie LX0 .
The´ore`me 4.1 1 Le noyau Ker(X0) de la de´rivation X0 est l’anneau I = C{h}
des inte´grales premie`res de X0. Son conoyau O2/Im(X0) est le module libre de
rang µ engendre´ sur C{h} par (a1, a2, · · ·aµ).
On a un re´sultat analogue pour la de´rivationX0 agissant sur l’anneau des se´ries
formelles Ô2, en substituant dans l’e´nonce´ ci-dessus l’anneau C{h} par C[[h]].
Preuve. Clairement C{h} est inclus dans le noyau de X0. L’e´galite´ re´sulte d’un
the´ore`me de Mattei-Moussu ([11]) : Puisque h est a` singularite´ isole´e, elle n’est pas
une puissance d’une autre inte´grale premie`re et toute inte´grale premie`re analytique
(resp. formelle) du champ est obtenue par composition a` gauche de h par une se´rie
convergente (resp. formelle).
Pour de´terminer le conoyau de X0, nous nous inspirons d’un argument de B.
Malgrange utilise´ dans le cadre des modules de cohomologie relative a` un germe
d’application holomorphe : [6]. On conside`re ici les C{h}-modules
E =
J0
Im(X0)
et F =
O2
Im(X0)
.
1R. Schaefke a communique´ a` l’auteur une autre preuve de ce re´sultat, reposant ne´anmoins
sur un lemme analogue au lemme de division 4.2.
18
Le quotient F/E est un espace vectoriel de dimension finie µ. Ces modules sont
munis d’une E-F connexion ∇ : E → F (au sens de´fini dans [6]) que l’on construit
a` l’aide d’un lemme de division :
Lemme 4.2 (lemme de division) Pour tout e´le´ment f de J0, il existe a et b
dans O2 tels que
f = ah+X0(b).
De plus, dans cette e´criture, le coefficient a repre´sente un unique e´le´ment de F .
Preuve du lemme de division. On remarque d’abord que pour toute constante
c non entie`re ne´gative, les ope´rateurs R+ c sont bijectifs. En effet, en utilisant les
de´compositions en composantes quasi-homoge`nes α =
∑
αi, β =
∑
βi, l’e´galite´
(R + c)(α) = β e´quivaut a` (i + c)αi = βi pour tout i, syste`me que l’on re´soud
formellement ou analytiquement sans autre obstruction que celle annonce´e. De
plus, pour toute constante c on a la relation de commutation
(R + c)X0 = [R,X0] +X0R + cX0 = δ0X0 +X0R + cX0 = X0(R + c + δ0). (1)
ou encore, lorsque R + c est inversible,
(R + c)−1X0 = X0(R + c+ δ0)
−1. (2)
Pour tout e´le´ment f de J0, il existe un champ X tel que f = X(h). Choisissons
un coefficient α de sorte que le champ X − αR soit de divergence nulle. Ceci est
possible car, si p de´signe la somme des poids de R,
div(X − αR) = 0 ⇔ div(X)− R(α)− αdiv(R) = 0
⇔ (R + p)(α) = div(X).
et on utilise la surjectivite´ de l’ope´rateur R + p. Pour tout f de J0 on a
f = X(h) = αR(h) + (X − αR)(h) = ah+ Y (h).
Le champ Y e´tant de divergence nulle, il existe une fonction b˜ telle que
Y = b˜y∂x − b˜x∂y.
On a donc Y (h) = b˜yhx − b˜xhy = Xh(b˜) = X0(b), pour b = δb˜, d’ou` l’existence de
la de´composition annonce´e. Pour e´tablir son unicite´, il nous faut de´montrer que si
ah = −X0(b), alors a est dans l’image de X0. L’e´galite´ pre´ce´dente s’e´crit encore
(a
R
δ
+ Y )(h) = 0
et X0 e´tant a` singularite´ isole´e, nous en de´duisons l’existence de c dans O2 tel que
a
R
δ
+ Y = cX0.
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Puisque X0 et Y sont de divergence nulle, on obtient en appliquant l’ope´rateur de
divergence,
R + p
δ
(a) = X0(c)
d’ou`, en utilisant la relation de commutation (2),
a = (R + p)−1X0(δc) = X0(R + p + δ0)
−1(δc). ✷
Fin de la preuve du the´ore`me (4.1). Ce lemme de division nous permet de de´finir
l’ope´rateur
∇ :
J0
Im(X0)
−→
O2
Im(X0)
par la formule ∇ = R
δh
. En effet, pour tout e´le´ment de la source repre´sente´ par
f = ah,
∇(f) =
R
δh
(f) =
R
δh
(ah) =
R + δ
δ
(a),
est bien de´fini dans le quotient F = O2
Im(X0)
. Cet ope´rateur C-line´aire est une
connexion de C{h}-modules :
∇(l(h)f) = l′(h)
R
δh
(h)f + l(h)
R
δh
(f) = l′(h)f + l(h)∇(f).
De plus, l’ope´rateur ∇ est un isomorphisme : ceci re´sulte de la bijectivite´ de
l’ope´rateur R + δ et de l’unicite´ du coefficient a obtenu au lemme de division.
L’indice χ(∇,O2) de cet ope´rateur est donc nul. Un the´ore`me d’indice analytique
pour les E-F -connexions (voir [6], the´ore`me (3.2) page 408) nous assure alors que
le rang r du module E est donne´ par
r = χ(∇,O2) + dimCF/E = µ.
Pour trouver un syste`me ge´ne´rateur du module F , il suffit de remarquer que
le module E est isomorphe a` M · F ou` M de´signe l’ide´al maximal de C{h}. En
effet, le lemme de division nous permet de de´finir une application injective
E −→ M · F
f 7→ ah.
La surjectivite´ de cette application provient de la quasi-homoge´ne´ite´ de h. L’espace
vectoriel F/M · F est donc isomorphe a` F/E = O2/J0 et on obtient un syste`me
ge´ne´rateur de F a` partir de repre´sentants d’une base de cet espace vectoriel par le
lemme de Nakayama.
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Enfin, il nous reste a` ve´rifier que F est sans torsion. Soit f un repre´sentant d’un
e´le´ment de F tel que hf soit nul dans F . Puisque hf appartient a` M · F = E,
on peut lui appliquer l’ope´rateur ∇ = R/δh, et on a ∇(hf) = 0 dans F , ce qui
signifie qu’il existe un e´le´ment g de O2 tel que
∇(hf) = X0(g).
Les e´galite´s interme´diaires du calcul qui suit ont un sens apre`s avoir tensorise´ par
le corps des fractions de C{h} :
∇(hf) = f + h∇f = f + h
R
δh
f =
R + δ
δ
(f).
On obtient donc en utilisant la relation (2),
f = (R + δ)−1X0(δg) = X0(R + δ + δ0)
−1(δg)
d’ou` f = 0 dans O2/J0.
Pour obtenir une version formelle de ce re´sultat, nous devons nous assurer que
l’indice formel χ(∇, Ô2) reste e´gal a` l’indice analytique. D’apre`s [7], ceci e´quivaut
a` ve´rifier que l’origine est une singularite´ re´gulie`re pour l’ope´rateur ∇. Pour cela,
nous choisissons une base de E engendre´e par des ai qui sont des monoˆmes :
ai = x
kiyli. Ceci est toujours possible en utilisant la notion de base standard
conside´re´e par J. Brianc¸on et A. Galligo dans [1]. On peut supposer de plus que
a1 = 1. Calculons le syste`me diffe´rentiel associe´ a` ∇ dans cette base, sur le corps
des fractions de C{h}. On a
∇(ai) =
R
δh
(ai) = ri
ai
h
ou` ri est le rationnel positif
p1ki+p2li
δ
. On a donc
∇(
µ∑
i=1
di(h)ai) =
µ∑
i=1
(
d
dh
di(h)ai + di(h)ri
ai
h
)
d’ou` le syste`me diagonal
h
d
dh
di(h) + ridi(h) = 0, i = 1 · · ·µ
qui est a` point singulier re´gulier. ✷
Remarque 4.3 Les solutions de ce syste`me sont de la forme
di(h) = cih
−ri, ci ∈ C.
Le the´ore`me (3.8) et la de´termination du conoyau de X0 (4.1) de´montrent le
the´ore`me 2 e´nonce´ dans l’introduction.
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5 Formes pre´normales et cohomologie relative a`
la forme initiale duale
Soit ω0 = δ
−1dh/h la forme logaritmique ferme´e duale de X0. Le complexe
logarithmique formel relatif a` ω0 est de´fini par :
Ω̂·DR(logS) :=
Ω̂·(log S)
ω0 ∧ Ω̂·−1(logS)
muni de la diffe´rentielle d usuelle (celle-ci passe au quotient puisque ω0 est ferme´e).
L’indice ”DR” pour De Rham Relatif fait re´fe´rence a` cette diffe´rentielle. La coho-
mologie logarithmique relative a` ω0 est la cohomologie de ce complexe. Remarquons
que, contrairement au complexe relatif usuel (non logarithmique) toute 1-forme est
ici relativement ferme´e. En effet, puisque ω0 ∧ ωR est une base de Ω
2(logS) (voir
2.2), toute 2-forme logarithmique est multiple de ω0, et on a Ω̂
2
DR(logS) = 0. On
a donc :
Ĥ1DR(log S) =
Ω̂1(log S)
B̂1DR(log S)
avec
B̂1DR(log S) = {α ∈ Ω̂
1(logS), ∃f, g ∈ Ô2, α = df + g · ω0}.
On remarquera que B̂1DR(log S) et Ĥ
1
DR(log S) sont encore des C[[h]]-modules.
Proposition 5.1 Le module Ĥ1DR(logS) est le C[[h]]-module dual du module des
formes pre´normales de feuilletages G1K : Ĥ
1
DR(logS) = Coker(X0) · ωR. En parti-
culier, il est libre de rang µ, engendre´ par les formes aiωR, i = 1, · · ·µ.
Preuve. Pour toute ω = aω0 + bωR de Ω̂
1(log S) on a, en tenant compte de la
formule (2.3),
ω ∈ B̂1DR(log S) ⇔ ∃f, g ∈ Ô2, ω = df + g · ω0
⇔ ∃f, g ∈ Ô2, ω = −X0(f)ωR + (R(f) + g)ω0
⇔ ∃f, l ∈ Ô2, ω = X0(f)ωR + l ω0
Ainsi l’obstruction a` eˆtre un bord relatif ne porte que sur le seul coefficient de ωR et
se rame`ne a` rechercher les obstructions a` la re´solution de l’e´quation X0(f) = b. ✷
Cette proposition nous donne une formule inte´grale pour le calcul des coeffi-
cients de la forme normale de X = X0 + · · ·. Pour cela, e´crivons la version duale
du the´ore`me 2 e´nonce´ dans l’introduction :
The´ore`me 2♯. Soit ω = ω0+ · · · une perturbation de la forme ferme´e ω0. Il ex-
iste un e´le´ment (d1, · · ·dµ) de C[[h]]
µ, une conjugaison formelle fibre´e Φ conjuguant
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orbitalement ω a`
ωN = ω0 +
µ∑
i=1
di(h)aiωR.
Les 1-formes apparaissant dans cette forme normale ωN e´tant relativement
ferme´es par rapport a` ω0, il est naturel de les inte´grer sur des cycles dans les
feuilles de ω0, c’est-a`-dire dans les fibres de h. Pour ceci la base des formes aiωR
n’est pas adapte´e : une base duale de cycles pour une fibre donne´e ne l’est plus
pour les autres fibres lorsqu’on suit ces cycles par trivialisation locale du fibre´
de Milnor induit par h. Nous choisissons donc une base de formes ηi horizontales
c’est-a`-dire de formes biωR dont les coefficients sont solutions de ∇(b) = 0. D’apre`s
(4.3), il suffit de prendre
ηi = h
−riaiωR, avec ri =
p1ki + p2li
δ
.
Fixons une fibre F de h et une base γ1, · · ·γµ de l’homologie de F duale de la
restriction des formes ηi a` F . Soit γi(h) les cycles obtenus sur les autres fibres de
h a` partir de la fibre F par les trivialisations locales de la fibration h. D’apre`s la
formule (voir [6]) :
d
dh
∫
γ
(h)η =
∫
γ
∇η
ces formes horizontales restreintes aux fibres voisines restent duales des cycles
γi(h). Ecrivons maintenant ωN dans cette base horizontale :
ωN = ω0 +
µ∑
i=1
δi(h)ηi.
Nous avons obtenu :
δi(h) =
∫
γi(h)
ωN .
Remarquons que les coefficients δi(h) sont multivalue´s, uniformisables sur un reveˆtement
fini -les exposants ri sont rationnels- du disque image de h. Observons cependant
que, en tant que fonctions, les δi ne sont pas des invariants de la classe formelle
du feuilletage de´fini par ω. Plus pre´cise´ment, les fonctions
δ˜i(h) =
∫
γi(h)
ω
n’ont pas de raison d’eˆtre conjugue´es aux fonctions δi(h) de´finies sur la forme
normale ωN . La ve´ritable nature de ces invariants apparait dans le paragraphe qui
suit.
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6 Re´duction finale.
D’apre`s la remarque (3.7), les conjugaisons formelles fibre´es Φ de la forme
exp b(h)R ou` b est une se´rie formelle d’une variable, agissent sur l’ensemble des
formes pre´normales formelles du feuilletage de´fini par X = X0 + · · ·. Il s’agit ici
de de´finir un repre´sentant privile´gie´ unique dans chaque orbite de cette action.
Explicitons celle-ci.
Lemme 6.1 Soit R = p1x∂x + p2y∂y et Φ un diffe´omorphisme formel, tangent a`
l’identite´, a` l’origine de C2. Les proprie´te´s suivantes sont e´quivalentes :
i- ∃b∈ Ô1, Φ = exp b(h)R,
ii- ∃u∈ Ô1, u(0) = 1, Φ = (xu(h)
p1, yu(h)p2),
iii- ∃ϕ ∈ Ô1, ϕ(0) = 0, ϕ
′(0) = 1, h ◦ Φ = ϕ ◦ h.
Preuve. Pour ve´rifier l’e´quivalence entre (i-) et (ii-), on conside`re l’inte´grale
premie`re me´romorphe F = xp2y−p1 du champ radial R. Le fait que Φ soit fibre´e
(Φ = expB.R) e´quivaut a` F ◦Φ = F . En e´crivant Φ sous forme (xV, yW ) ou` V et
W sont des unite´s de Ô2, cette condition donne V
p2 =W p1 d’ou` l’existence d’une
unite´ U telle que V = Up1 et W = Up2 . De plus, le de´veloppement formel
expB.R =
+∞∑
i=0
(B.R)(i)
i!
prouve en l’appliquant a` x et y que B = b(h) si et seulement si U = u(h).
L’e´quivalence entre (ii-) et (iii-) se de´duit de la relation de quasi-homoge´ne´ite´
h(xup1 , yup2) = uδh(x, y)
en posant ϕ(h) = hu(h)δ. ✷
Lemme 6.2 Soit Φ une conjugaison ve´rifiant une des conditions du lemme (6.1).
On a :
Φ∗R =
ϕ(h)
hϕ′(h)
R,
Φ∗X0 = (
ϕ(h)
h
)δ0/δ X0.
Preuve. Soit ω0 = δ
−1dh/h. On a
Φ∗ω0 =
hϕ′(h)
ϕ(h)
ω0.
De plus, le de´veloppement formel de Φ = exp b(h)R montre l’existence d’un coef-
ficient c(h) tel que Φ∗R = c(h)R. De la relation ω0(R) = 1, nous de´duisons
c(h) =
ϕ(h)
hϕ′(h)
.
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Posons Φ∗X0 = aX0 + bR. De la relation ω0(X0) = 0, nous de´duisons b = 0.
Le de´veloppement formel de Φ = exp b(h)R montre que a = a(h). On calcule
maintenant ce coefficient en e´crivant
[Φ∗R,Φ∗X0] = Φ
∗[R,X0] = Φ
∗δ0X0 = δ0a(h)X0
soit encore
[
ϕ(h)
hϕ′(h)
·R, a(h)X0] = δ0a(h)X0
d’ou`
ϕ(h)
hϕ′(h)
(δa′(h)h+ δ0a(h)) = δ0a(h).
Cette e´quation diffe´rentielle d’une variable h et d’inconnue a admet pour solution
a(h) = (
ϕ(h)
h
)δ0/δ
d’ou` le re´sultat. ✷
Conside´rons maintenant une forme pre´normale Y du feuilletage de´fini par X =
X0 + · · · sous la forme obtenue au the´ore`me 1 :
Y = X0 +
µ∑
i=1
di(h)aiR.
On suppose qu’on a choisi une base a1 = 1, a2, · · · aµ de Ô2/J0 forme´e de monoˆmes
ai = x
kiyli. Ceci est toujours possible d’apre`s [1]. Pour toute conjugaison Φ ve´rifiant
une des conditions du lemme (6.1), on a donc
Φ∗ai = ai(xu(h)
p1 , yu(h)p2) = u(h)kip1+lip2ai = (
ϕ(h)
h
)riai
ou` ri est le rationnel
kip1+lip2
δ
. Nous obtenons donc :
Φ∗Y = (
ϕ(h)
h
)δ0/δ X0 +
µ∑
i=1
di((ϕ(h))
ϕ(h)1+ri
h1+riϕ′(h)
aiR
≈ X0 +
µ∑
i=1
di((ϕ(h))
ϕ(h)1+qi/δ
h1+qi/δϕ′(h)
aiR
ou` qi est l’entier kip1 + lip2 − δ0. Nous remarquons donc que si on pose δi(h) =
h1+qi/δdi(h), le coefficient δi(h) change sous l’action de Φ par la formule
δi(h) 7→
δi ◦ ϕ
ϕ′
(h)
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et se comporte donc comme un champ de vecteurs (ramifie´) d’une variable z :
θi = z
1+qi/δdi(z)∂z .
Posons di(z) = z
miui(z), avec ui(0) 6= 0. Ce champ ramifie´ se rele`ve par z = z˜
δ en
un champ uniforme
θ˜i = δz˜
1+qi+δmiui(z˜
δ)∂z˜.
Celui-ci se normalise (voir par exemple [9]) par une transformation ϕ˜ de la meˆme
classe (de convergence, divergence, sommabilite´,...) que di en
δz˜1+qi+δmi
1 + λz˜qi+δmi
∂z˜
Cette forme normale redescend en
z1+qi/δ+mi
1 + λzqi/δ+mi
∂z.
Nous avons donc montre´ l’existence d’une conjuguante Φ qui normalise di(h) sous
la forme
hmi
1 + λhmi+qi/δ
.
Remarquons que le nombre complexe λ est le re´sidu de la forme
u−1i (z˜
δ)
z˜1+qi+δmi
dz˜.
Pour qu’il soit non nul, il est ne´cessaire que δ divise qi. En conse´quence, nous avons
de´montre´ l’existence d’une transformation Φ agissant sur l’ensemble des formes
pre´normales de X et normalisant un des coefficients di choisi arbitrairement sous
forme
hmi
1 + λhmi+ni
avec mi et ni entiers, mi ≥ 1, ni ≥ 0, et λ nul de`s que δ ne divise pas qi =
kip1 + lip2 − δ0. Nous avons obtenu le
The´ore`me 6.3 (Classification formelle des feuilletages) Soit X = X0 + · · ·
une perturbation a` se´paratrices fixe´es du champ quasi-homoge`ne X0 = (dh/δh)
♭ =
δ−1Xh, de degre´ δ0, µ le nombre de Milnor de X0 (ou de h), et ai = x
kiyli une base
monomiale de Ô2/J0 ou` J0 de´signe l’ide´al engendre´ par les composantes de X0.
Il existe un e´le´ment (d1, · · ·dµ) de C[[h]]
µ et une conjugaison fibre´e Φ tangente a`
l’identite´ tels que
i- Φ conjugue pour la relation ≈ le champ X a`
X0 +
µ∑
i=1
di(h)aiR
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ii- un des coefficients formels di, choisi arbitrairement parmi les coefficients dj
non nuls –par exemple le premier non nul de la suite ordonne´e par le choix de la
base ai– s’e´crive sous la forme rationnelle
hmi
1 + λhmi+ni
avec mi et ni entiers, mi ≥ 1, ni ≥ 0. De plus, le coefficient λ est nul de`s que le
degre´ δ de h ne divise pas kip1 + lip2 − δ0.
Quelques commentaires sur cet e´nonce´ :
i-) La transformation utilise´e dans cette re´duction finale est dans la meˆme classe
de sommabilite´ que la forme pre´normale conside´re´e. En particulier, elle converge
de`s que celle-ci est convergente. Les proble`mes de divergence des formes normales
obtenues ne se posent donc que sur l’e´tape de pre´normalisation.
ii-) De cette re´duction finale des feuilletages de´finis par X = X0 + · · ·, nous
pouvons remarquer que nous avons caracte´rise´ chaque classe formelle de feuilletage
par une collection de µ champs de vecteurs d’une seule variable, de´finis a` conju-
gaison commune pre`s sur un reveˆtement fini d’ordre δ = deg h du disque image
de l’inte´grale premie`re h de x0. Une interpre´tation ge´ome´trique de l’alge`bre de
Lie engendre´e par ces invariants s’impose donc, ce que nous nous proposons de
de´velopper dans un travail ulte´rieur.
iii-) L’unicite´ des formes normales et conjuguantes donne´es par le the´ore`me
6.3 n’est pas comple`te : Nous pouvons encore faire agir le groupe des trans-
formations fibre´es exp b(h)R qui pre´servent le coefficient normalise´ sous forme
hmi/(1+λhmi+ni), c’est-a`-dire du groupe des diffe´omorphismes en h qui se rele`vent
en h˜ = hδ en un diffe´omorphisme pre´servant le champ θi. Ce groupe est une ex-
tension abe´lienne du groupe a` un parame`tre de θi par un groupe fini de rotations.
Son action modifiera les µ − 1 autres coefficients dj(h). Il n’est cependant pas
ne´cessaire de choisir un repre´sentant privile´gie´ sous cette action pour de´terminer
si deux champs X = X0 + · · · et X
′ = X0 + · · · sont formellement conjugue´s. La
remarque ii) ci-dessus re´pond a` cette question en la re´duisant a` un proble`me de
classification d’alge`bre de Lie d’une seule variable, et a` ce titre, ce the´ore`me peut
donc eˆtre conside´re´ comme un the´ore`me de classification comple`te.
Appliquons cette re´duction finale des feuilletages aux trois exemples expose´s
dans les paragraphes 2 et 3.
Exemple 1. (Poincare´-Dulac) Toute forme pre´normale formelle de 1
2pq
(qx∂x−
py∂y) + · · · est du type
X0 + d[[x
pyq]]R.
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La normalisation finale donne ici
Φ∗X0 = X0, Φ
∗R =
ϕ(h)
hϕ′(h)
R
et transforme d(h) en d◦ϕ(h) ϕ(h)
hϕ′(h)
. Le coefficient δ(h) = hd(h) se normalise comme
un champ de vecteurs, d’ou` la forme normale
X0 +
hm
1 + λhm
R,
encore e´quivalente a`
(1 + λhm) X0 + h
m R.
Celle-ci est une variante des formes normales formelles usuelles : pour retrouver
les formes normales Xp/q,m,λ propose´es dans [9], il suffit de faire une translation de
1/2 sur le re´sidu, et de faire agir un changement de variable line´aire convenable.
Exemple 2. (singularite´ de type noeud-col). Les formes pre´normales formelles
de y∂y + · · · sont ici du type
y∂y + d(x)x∂x.
Les transformations conside´re´es dans la re´duction finale (Φ = exp b(x)∂x : (x, y) 7→
(ϕ(x), y)) ve´rifient ici :
Φ∗X0 = X0, Φ
∗R =
ϕ
xϕ′(x)
R
ou` ϕ(x) = exp b(x)∂x(x). En posant d(x)R = δ(x)∂x, une telle conjugaison agit
sur δ(x) par δ◦ϕ
ϕ′
(x) et permet de le normaliser sous la forme normale d’un champ.
On obtient donc la forme normale formelle usuelle
X ≈ y∂y +
xm+1
1 + µxm
∂x ≈ (1 + µx
m)y∂y + x
m+1∂x.
Exemple 3. (Le cusp h = yp − xq.) Les formes pre´normales sont ici
X0 +
∑
k=0,···q−2, l=0···p−2
dk,l(h)x
kyl R.
D’apre`s le the´ore`me 6.3, la transformation finale permet de normaliser un des
coefficients dk,l(h) sous forme
hm
1 + λhm+n
le re´sidu λ e´tant nul de`s que δ = p ∨ q ne divise pas (ki + 1)p1 + (li + 1)q1. On
retrouve ainsi les formes normales formelles propose´es par Frank Loray dans [5].
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Montrons enfin comment nous pouvons de´terminer les formes normales formelles
des champs X = X0 + · · · lorsque le degre´ δ0 de X0 est nul, a` partir des formes
pre´normales obtenues au point 2) du the´ore`me 1. Examinons d’abord le cas du
noeud-col (exemple 2). Les formes pre´normales formelles obtenues au paragraphe
3 sont :
X ∼ X1 = a1(x)X0 + b1(x)R, X0 = y∂y, R = x∂x, ν(b1) = m > 0.
D’apre`s la remarque 3.2, on peut faire ope´rer sur ces formes pre´normales de X
tout diffe´omorphisme formel Φ = expZ tel que Z commute avec X0, c’est-a`-dire,
puisque [X0, R] = 0, de la forme Z = α(x)X0+β(x)R. Conside´rons d’abord l’action
d’un diffe´omorphisme de type exp β(x)R c’est-a`-dire d’un diffe´omorphisme Φ ne
de´pendant que de la seule variable x : Φ(x, y) = ϕ(x). La seconde composante de
X1 ne de´pendant que de cette seule variable, nous pouvons choisir Φ de sorte que
X ∼ X2 = a2(x)X0 + b2(x)R, avec b2(x) =
xm
1 + λxm
, a2 = a1 ◦ ϕ.
On peut maintenant faire agir une conjugaison formelle de la forme Φ = expα(x)X0.
Elle laisse invariante la premie`re composante de X2 puisque α(x)X0 commute avec
a2(x)X0, et agit sur la seconde par :
(expα(x)X0)
∗ b(x)R = b(x)R + [α(x)X0, b(x)R] +
+
1
2
[α(x)X0, [α(x)X0, b(x)R]] + · · ·
= b(x)R − b(x)xα′(x)X0.
d’ou`
(expα(x)X0)
∗ X2 = (a2(x)− b2(x)xα
′(x))X0 + b2(x)R.
Posons : a2(x) = Pm(x) + x
m+1v(x) ou` Pm est un polynoˆme de degre´ au plus m,
et choisissons α(x) de sorte que
v(x)−
α′(x)
1 + λxm
= 0.
Nous obtenons
X ∼ Pm(x)y∂y +
xm
1 + λxm
x∂x.
Ces formes normales sont celles obtenus par A.D. Bruno [2], et sous une vari-
ante par L. Teyssier [15]. Ce dernier a poursuivi la classification analytique de ces
champs dans [16].
Un raisonnement identique (la premie`re e´tape e´tant de´ja` explicite´e lors de la
re´duction finale du feuilletage) donne dans le cas des champs de Poincare´-Dulac
(exemple 1) les formes normales formelles suivantes :
X ∼ Pm(h)X0 +
hm
1 + λhm
R,
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ou` Pm est un polynoˆme de degre´ au plus m.
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