1. Introduction. Of the two better-known generalizations of the simple arithmetic mean, the Holder mean and the Cesaro mean, the latter has been the more extensively studied. This is primarily due to the equivalence of the two when used to define summability methods and to the following formulas. If we define C^, the k order Cesaro mean of the terms S o , S p , S n9 by the relation The only known analogues to these formulas for the Holder mean that this writer has been able to find are as follows. In § 2 below, the coefficients of (1.4) are obtained in different form, being expressed in terms of a particular set of polynomials. A few of the properties of these polynomials are considered in §3, while applications with respect to Holder summability are dealt with in §4. it follows that the coefficient of (1.4),
is a solution of (2.2) satisfying the boundary condition (2.3).
Another form of this solution is obtained when we consider the following set of polynomials. For arbitrary nonnegative integers m and /, 0 < / < m, let (2.4) F™(x) on the right of (2.7) together, then their sum is F τn * ί (x), thus completing the proof of ( 2.6) when 0 < < m. Its truth for / < 0 or / > m follows when we further consider (2.5) as well as (2.4).
Reconsidering equations (2.4), we note that each of the polynomials defined there has x as a factor. Consequently there exists a unique polynomial G™(χ) such that
for integral m > 0 and /. Substituting into (2.5) and (2.6), and noting that G^(x) = 1 for all x, we see that G™ (n + 1) is a solution for (2.2) satisfying the boundary conditions (2.3). Consequently, we assert that
for integers k > 0 and m > 0. 
Properties of the polynomials G™{x).
In the work that follows, it will be more convenient to consider the polynomials G™ {x) defined by (2.8). As might be expected, we find a considerable number of recurrence relations and other formulas involving these polynomials and their coefficients. Before proceeding to the particular applications in view, we shall list a few such relations. For integral m > 0 and /, lr Γhe author is indebted to the referee for suggesting the above derivation of (2.9) which is somewhat simpler than the proof originally presented. The referee also proposed the following alternative derivation. We v;rite 
Equation (3.1) is obtained by substituting from (2.8) into (2.6). The proof of (3.2) is carried out by first deriving the relation
in the same manner as we derived (2.6), then substituting from (2.8). Equation whenever 0 < i < m 9 0 < j < m -ί, and i + j £ 0. The induction can be carried out by using the identity and the fact that the truth of (3.11) implies that both
for 0 < i < m 9 0 < j < m -i, and Σ,a n = S(H,k).
It is of interest that
In the same manner, the sequence { C n \ defines Cesaro summability of order k.
Likewise, Cesaro summability of order k is denoted by
Σa n = S(C,k).
The Holder and Cesaro summability methods are equivalent in that if and only if Σ,a n =S(C,k).
At times it will be convenient to use the operator form of denoting the Holder 
£«" =S(H,q).
Letting q = 0 in Theorem 1 yields a Tauberian theorem, that is, a theorem in which ordinary convergence is deduced from the fact that the series is summable and satisfies some further condition (which will vary with the method of summation).
Letting q = -m in Theorem 1, we have the following corollary with respect to negative order summation. This relation is equivalent to a well-known analogue to Kronecker's theorem [3, p.485] which states that if Σ,<*n is summable ( C, q) f then H ι (na n ) = 0(C, g).
Conversely, it follows from (4.6) that if Σ,a n is summable (//, <? + 1), then a necessary and sufficient condition that it be summable (//, q) is that na = 0(#, g.+ l).
For integral q> 0 this is analogous to Theorem 65 of [l] However, in the foregoing case, the statement is true for all integral q. As a further extension of the analogue to Kronecker's theorem, we have the following. 
