Seeded PageRank is an important tool for analyzing a graph near a set of seed nodes that models a random walk starting from the set of seed nodes. This random walk has been observed to remain localized near the seed set in many real-world networks. We study the relationship of this localization behavior to the degree sequences of graphs. Our analysis yields a sublinear upper bound on the number of non-zero entries required in an approximation of seeded PageRank to obtain a desired accuracy on graphs that have a certain class of degree sequence. Experiments with real-world and synthetic graphs give further evidence to the idea that the degree sequence of a graph has a major influence on the localization behavior of seeded PageRank. Conversely, we show that for an extreme case of degree sequences, complete-bipartite graphs, seeded PageRank is totally de-localized.
Introduction
Localization is a curious phenomenon that arises whenever we have a quantity that is mathematically non-zero in a large space, but we are able to globally approximate that quantity with a specified accuracy by keeping only a few of the largest entries. A simple and easy example would be a finite truncation of an (infinite) convergent geometric sequence. Despite the sequence being infinite, a truncation can be made as accurate as desired with only a finite number of terms. Examples of this feature abound, including a Nobel prize winning localization result due to Andersen. Our aims are decidedly more modest, and we seek some theoretical understanding of localization in seeded PageRank vectors (also called personalized PageRank vectors).
The PageRank vector of a graph has a number of different derivations, but the most famous is via the random surfer process [Page et al., 1999] . As PageRank's random surfer moves between the nodes of a graph, at each node with probability α the surfer chooses to follow a random neighbor (chosen uniformly at random over all neighbors), and otherwise it resets its state with probability 1 − α. On a reset, the surfer teleports to a new state chosen from a reset distribution. The PageRank vector is the long-term fraction of time the process spends at each node, or, equivalently, the stationary distribution. (The PageRank process is a special case where these two concepts are the same.) Seeded PageRank refers to PageRank vectors where the reset distribution is a single node. Originally, PageRank vectors with these simple reset distributions were called personalized PageRank vectors due to PageRank's origins on the web, but we feel "seeded PageRank" is more appropriate given the vast number of uses of PageRank outside the web [Gleich, 2015] .
A seeded PageRank vector is determined by three inputs: 1. the underlying graph, represented by a column-stochastic probability transition matrix P where P j,i = 1/degree(i) for each directed edge (i, j) between nodes i and j (we label all nodes with a unique integer index and assume that all nodes have degree at least 1); 2. a parameter α that determines the reset probability (1 − α); and 3. a seed node, s. In our notation, the vector e s is the vector of all zeros with a single 1 in the position corresponding to node s. The seeded PageRank vector x is then the solution of the linear system:
When the network is strongly connected, the solution x is non-zero for all nodes. This is a consequence of the fact that there is a non-zero probability of walking from the seed to any other node in a strongly connected network. Our goal in this manuscript is to improve our theoretical and empirical understanding of localization in PageRank vectors. As a concrete example of localization, in Figure 1 we plot the seeded PageRank vector for a randomly chosen node in a 1.7 million node graph with 22 million edges. (The graph is the largest connected component of the as-skitter network Sosič, 2014, Leskovec et al., 2005] .) The true PageRank solution is non-zero everywhere and the two plots illustrate different aspects of what localization looks like in a "large vector." In this case, the plots show that we can approximate the seeded vector x with 1.7 million entries using only roughly 10,000 of the entries and attain a global accuracy of 10 −2 . (Formally, x − y 1 ≤ 10 −2 where y is composed of just the largest 10,000 entries from x.) Our goal is to understand when this behavior is possible.
Prior to our WAW2015 conference paper [Nassar et al., 2015] , localization results were only known for PageRank in the case of constant-degree graphs [Bar-Yossef and Mashiach, 2008] , or for incredibly weak norms such as the degree-weighted infinity norm [Andersen et al., 2006] . Our main contribution there was a new theoretical bound on localization in the 1-norm that applied to seeded PageRank on graphs with a large, skewed degree distribution. In this manuscript, we expand on our results from WAW2015 and improve them along a number of dimensions.
First, we produce a complete characterization of localization in PageRank on undirected complete-bipartite graphs (Section 3). This analysis has two interesting regimes: dense graphs and sparse graphs. We show that both of these cases exhibit de-localization in the 1-norm but localize in the 2-norm. Interestingly, measuring error in a degree- PageRank value 10 0 10 1 10 2 10 3 10 4 10 5 10 6 10 7 number of largest entries 10 -4 10 -3 10 -2 10 -1 10 0 1-norm error Figure 1 -At left, we display a seeded PageRank vector with α = 0.5 from the as-skitter graph based on index order (the arbitrary numerical labels of each node in the graph). The peaks indicate that there are only four extremely large entries. At right, we show the same vector in terms of the accuracy that results from using the largest k values in an approximation. This plot shows that we can get a 10 −2 , globally accurate, approximation of the vector with only about 10,000 entries out of 1.7 million. Our goal in this paper is to understand this type of localization in PageRank vectors.
normalized 1-norm yields de-localization only in the sparse regime, while dense graphs exhibit localization in this norm. We conclude that the 1-norm is the most appropriate norm to use in studying localization in PageRank. Second, we sharpen our result from [Nassar et al., 2015] in a way that results in a minor improvement to the bound (Theorem 4). The key to this result is a particular type of skewed degree sequence, and we analyze a number of real-world networks to determine where our theory makes non-trivial predictions (Section 4.1). In addition, we are able to further improve the bound for undirected graphs (Theorem 6).
Third, we include a set of empirical evaluations of our theoretical predictions on graphs up to 10 9 nodes (Section 5.1). We show that these results are robust to random graph generation mechanisms (Section 5.2 and Section 5.3). We further study our evaluation mechanism and find evidence that it is likely to underestimate localization compared with real data. Also, we show empirically that localization is most difficult to obtain in the 1-norm (Section 5.5).
Our code and data are available for others to reproduce our empirical findings:
https://github.com/nassarhuda/pprlocal 2 Related work Localization in PageRank is intimately tied to the decay of entries of functions of matrices. Study of the decay of entries of a function of a banded matrix has a long history [Demko, 1977 , Demko et al., 1984 , Benzi and Golub, 1999 , Benzi and Razouk, 2007 , Benzi et al., 2013 . Localization in PageRank on graphs with bounded max degree is equivalent to studying the decay of off-diagonal entries of the inverse function applied to banded matrices. Advances in analysis of localization of functions of sparse and banded matrices has implications for localization behavior of PageRank.
Parallel to the idea of bounding localization in PageRank vectors is the problem of locally computing pieces of a PageRank vector with guaranteed accuracy. Early work on PageRank localization, which proved localization for graphs with bounded max degree, implied local computation of the PageRank vector [Bar-Yossef and Mashiach, 2008] . A related work using PageRank for local clustering established a localization result for seeded PageRank on arbitrary graphs [Andersen et al., 2006] ; more specifically they prove seeded PageRank x on any graph can be approximated with a constant number of non-zero entries, and where the approximationx satisfies ε · degree(j) ≥ x j −x j > 0 for all entries j. A slightly relaxed version of this accuracy requirement that is more relevant to the themes of this paper can be stated as follows:x satisfies a degree-normalized infinity norm, D −1 (x −x) ∞ < ε, where D is the diagonal matrix of node degrees. We explore alternate norms in both our theory (Section 3) and experiments (Section 5.5). A wealth of other literature also analyzes the computation of a constant number of individual entries of a PageRank vector [Andersen et al., 2007 , Lofgren et al., 2015 . In [Borgs et al., 2014] the authors show that the problem of computing PageRank on all nodes with value above a certain threshold requires, in general, Θ(n) work. Rather than attempt to bound computational runtime, we focus here merely on understanding the localization phenomenon itself.
Negative results for strong localization
In this section we consider how the localization behavior in seeded PageRank vectors can change when we measure the error using different norms. We restrict our attention to the family of complete-bipartite graphs (K k,n−k ) because their structure and symmetry enable explicit computation of seeded PageRank vectors. Once we construct these PageRank vectors, we then study the sparsity of the sparsest ε-accurate approximations when error is measured using the 1-norm, 2-norm, and degree-normalized versions of the 1-and 2-norms. We demonstrate that the norm that is used can drastically change the sparsity of the sparsest ε-approximation. We conclude that the 1-norm is the most useful norm for studying localization behavior of seeded PageRank, because it is the only norm that we consider in which nearly-uniform distributions cannot be sparsely approximated. In other Table 1 -Our results on the relationship of norms to localization on complete-bipartite graphs.
Here "sparse" means that one partition is of constant size, i.e. k = O(1), while "dense" means both partitions have size O(n).
words, de-localized vectors can be reported as localized if error is measured using norms other than the 1-norm. Table 1 summarizes our results on the relationship of sparsity and norms on K k,n−k graphs. Lastly, we remark that we do not consider relative error in this paper. We leave for future work exploring the possibility that norms other than the 1-norm could be more useful when measuring relative error.
Overview of results. We begin by explicitly constructing a seeded PageRank vector for an arbitrary complete-bipartite graph on n nodes, with partitions of arbitrary sizes, denoted k and n − k. Our result demonstrates that all such seeded PageRank vectors consist of the seed node plus two scaled vectors of all 1s: nodes in the same partition as the seed all have the same PageRank value, and nodes outside the seed's partition all have the same PageRank value.
Then we use this construction to show that, for any complete-bipartite graph, all nodes have non-local seeded PageRank vectors when error is measured in the 1-norm. More concretely, we demonstrate that, in this setting, seeded PageRank vectors require Θ(n) nonzeros to attain a 1-norm accuracy of ε, where n is the number of nodes in the graph. This result on complete-bipartite graphs generalizes our analysis of star graphs in our previous work [Nassar et al., 2015] .
Next we consider localization of seeded PageRank vectors when error is measured in the degree-normalized 1-norm, i.e. D −1 (x −x) 1 . We demonstrate that in K k,n−k graphs that have partitions of the same size, seeded PageRank can be approximated with a sublinear number of nonzeros. Such instances of K k,n−k are dense, having O(n 2 ) edges. In contrast, we then show that in sparse K k,n−k graphs, i.e. complete-bipartite graphs in which one partition is of constant size, seeded PageRank vectors are de-localized even when error is measured as
We then consider localization in these same seeded PageRank vectors when error is measured as x −x 2 and as D −1 (x −x) 2 . In both cases we show that seeded PageRank is always localized for arbitrary complete-bipartite graphs.
We end with a toy example on a star graph to explore the localization behavior of residual vectors related to approximate PageRank vectors. A number of fast algorithms for producing sparse approximations of PageRank rely on the residual of the PageRank linear system to determine when the algorithm has converged to an accurate PageRank approximation. We show that, depending on the norm that is used, it is possible to have a sparse residual with norm less than ε even when the true solution is de-localized.
We conclude from this study of localization in different norms that the 1-norm is the most effective norm for analyzing localization behavior. This is because the 2-norm and degree normalized variations all fail to identify nearly uniform distributions as being de-localized. We therefore recommend that future studies of localization in seeded PageRank and algorithmic termination criteria for approximating seeded PageRank use the 1-norm to measure error. Alternatively, future work could explore the utility of measuring relative error, i.e. analyzing x −x 2 / x 2 , for example. We remark that our analysis here of error measured in the 1-norm applies also to relative error measured in the 1-norm, because the stochasticity of PageRank vectors x implies that x 1 = 1, and so x −x 1 / x 1 = x −x 1 .
Explicit computation of seeded PageRank vectors
Before proving the individual localization results mentioned above, we first present our explicitly computed seeded PageRank vector, as it is essential in proving all other results. The actual construction of seeded PageRank vectors for complete-bipartite graphs is not central to the themes of this paper, and so we leave the details in Appendix A. However, we give an outline of our construction here, before stating the result itself.
First we use the known structure of the spectrum of a complete-bipartite graph to construct a quadratic polynomial q(x) that interpolates the scaled resolvent function R(x) = (1−α)·(1−αx) −1 on the spectrum of any complete-bipartite graph. Then we study the block structure of the random-walk transition matrix P for an arbitrary completebipartite graph. Finally, we use this work to explicitly compute q(P )e j = R(P )e j for any seed node j. We present the formal result here.
Theorem 1 Let P be the random-walk transition matrix of a complete-bipartite graph on n nodes, and let the partition sizes be k and n − k. Fix a value α ∈ (0, 1) and let R(x) be the resolvent function R(x) = (1 − α) · (1 − αx) −1 . Then columns of R(P ) can be expressed as follows. For any node j in the partition of size k, we have
where 0 e This result implies that every column of R(P ) consists of one large entry at the seed node, R(P ) jj , and one sub-vector for each of the two graph partitions, with each sub-vector having entries of uniform value. Note that the sum of the entries in the partition containing the seed is 1 1+α , and the sum of the entries in the other partition is then α 1+α . When studying the degree-normalized error it will be useful for us also to have explicit computation of the vector D −1 x = D −1 R(P )e j . In complete-bipartite graphs, nodes in the partition of size k each have degree n − k, and nodes in the partition of size n − k have degree k. Thus, scaling the PageRank vector in (1) by node degrees yields the following.
Corollary 2
In the notation of Theorem 1, the degree-normalized seeded PageRank vector seeded on node j is
Having stated these preliminary constructions, we next proceed with proofs of our localization and de-localization results.
Localization behavior in the 1-norm
Recall that the overarching goal of the paper is to study the sparsest possible approximation to a seeded PageRank vector, such that the approximation meets a desired accuracy criterion. In this section we use the explicit PageRank construction in Theorem 1 to study the sparsity of approximations that are ε-accurate in the 1-and 2-norms, where ε is the desired accuracy.
We construct our sparse approximation as follows. Letx be the vector (1 − α)e j plus a certain number of the nonzero entries in the true solution x. More specifically,x equals (1 − α)e j plus z 1 entries of x corresponding to nodes in the partition of size n − k, and z 2 entries of x corresponding to nodes in the partition of size k. Note that we designx including the component (1 − α)e j simply to make the error analysis cleaner; this only affects the sparsity of the approximation by 1 and makes no difference in the asymptotic results. Thus, the approximation we are constructing is within 1 nonzero entry of being the sparsest possible.
Next we want to measure the 1-norm and 2-norm error of the approximationx that results from retaining z 1 + z 2 nonzeros as described above. We begin with the 1-norm analysis. We claim that the error satisfies
To see this, note that the entries in x corresponding to nodes in the seed's partition sum to α 2 /(1+α), whereas nodes outside the seed's partition sum to α/(1+α). If z 1 entries outside the seed's partition are retained, then (n − k) − z 1 entries are omitted from that sub-vector, so the error accrued from that sub-vector alone is ((n − k) − z 1 )/(n − k) = (1 − z 1 /(n − k)) times the total error contained in those nodes, which is α/(1 + α). Similar arithmetic yields the second summand of Equation (3).
To construct a sparse approximation of PageRank we want to retain the largest nonzeros in x. This requires that we know which entries have the largest and smallest value. There are two cases: the case in which the nodes in the seed's partition are larger in magnitude, i.e. when α 2 k(1+α) > α (n−k)(1+α) , and the case in which they are not. Simple algebraic manipulation shows that these cases are determined by the following inequality. Nodes in the partition of the seed (the partition of size k) have larger PageRank value if and only if k < α(n − k).
First we consider that case that the seed's partition has larger PageRank values, i.e. k < α(n − k). If this is the case, we want to retain nodes in the seed's partition (because they are larger in magnitude). In the context of Equation (3) this means we are increasing z 2 . However, even if we retain all nodes in the seed's partition (by setting z 2 = k), the total 1-norm error can still be as large as α/(1 + α) if we do not retain any nonzeros in the other partition (this corresponds to setting z 1 = 0). If ε < α/(1 + α), then we must increase z 1 in order to obtain an ε-accurate approximation.
We remark that if ε < α/(1 + α), then we must retain z 2 = k nonzeros just to attain an accuracy of α/(1 + α), and if k = Θ(n), then our approximation is already de-localized. However, to cover the case that k is small, we continue our analysis.
If we retain all k nodes in the seed's partition, and only z 1 nodes in the other partition, then by Equation (3) the 1-norm error is α/(1 + α)(1 − z 1 /(n − k)). This is bounded above by ε if and only if 1 − ε 1+α
The total number of nonzeros in the approximationx would then be z 1 + z 2 , which is
which completes a proof in the first case (the case k < α(n − k)) that Θ(n) nonzeros are required for an ε-accurate approximation.
In the second case, k ≥ α(n − k), nodes outside the seed's partition are greater in magnitude, and so we retain those first. Similar to the previous case, setting z 1 = (n − k) and z 2 = 0 in Equation (3) yields an approximation with a 1-norm accuracy of α 2 1+α . Again, (n − k) might already be enough nonzeros to be de-localized, but we continue our analysis for the case that (n − k) is small.
If α 2 (1+α) > ε then additional nonzeros must be retained in our approximation. Hence, we must increase z 2 . Note that the 1-norm error of our approximation is α 2 (1+α) (1 − z 2 /k). This is bounded above by ε if and only if
The total number of nonzeros in the approximationx is, again, z 1 + z 2 , which is
Since k ≤ n we have −k ≥ −n, and so we can write n − k + z 2 ≥ (1 − ε(1 + α)/α 2 )n which completes the second case, k ≥ α(n−k). Finally, both cases guarantee that approximating seeded PageRank with a 1-norm accuracy of ε requires at least (1 − ε(1 + α)/α 2 )n nonzero entries, proving the following result.
Proposition 3
Let P be the random-walk transition matrix of an n-node complete-bipartite graph, and let j be the index of any node in the graph. Fix a value α ∈ (0, 1), and a desired accuracy ε < α 2 /(1 + α). Then the number of nonzeros required to approximate the seeded PageRank vector (1 − α)(I − αP ) −1 e j with a 1-norm accuracy of ε is bounded below by (1 − ε(1 + α)/α 2 )n.
This statement implies that any seeded PageRank vector in any complete-bipartite graph is de-localized when error is measured in the 1-norm. The bound given in the proposition is not tight -rather, we relax the bounds that we gave in our proofs above for the sake of a cleaner, more intuitive statement.
Degree-normalized 1-norm Next we consider localization behavior when we normalize error by node degrees. More specifically, here we study the localization when we measure error using the expression D −1 (x −x) 1 .
This analysis builds on our previous analysis simply by scaling the nodes' Page-Rank values by the node degrees. Recalling Corollary 2, we will analyze the error in approximating the following scaled PageRank vector:
First we show that the approximationx = (1 − α)e j can be ε-accurate, depending on the sizes of n and the partitions of the complete-bipartite graph. This will give an example of a sparse approximation of PageRank that is ε-accurate, showing that, when error is measured as D −1 (·) 1 , seeded PageRank can be localized in the context of complete-bipartite graphs.
Observe from Equation (8) that the error of this sparse approximation is
For a complete-bipartite graph with balanced partitions (partitions with sizes k = n/2 = (n − k)) the error of this approximation is (α/(1 + α))(1 + α)2/n = 2α/n. As n increases this quantity goes to 0, proving that, for large enough graphs, the sparse approximation x = (1 − α)e j has error less than ε when measured in the degree-normalized 1-norm. This result demonstrates that seeded PageRank can be localized on dense graphs (since a complete bipartite graph with partitions of size n/2 has O(n 2 ) edges) when error is measured in the degree-normalized 1-norm. Sparse K k,n−k . In contrast with the above example of a dense graph, this paper is primarily concerned with sparse graphs -graphs with O(n) edges. This is because real-world graphs that exhibit localization behavior tend to be sparse. Hence, next we consider specifically complete-bipartite graphs in which at least one partition is of a constant size, as this class of graph has only O(n) edges.
Forcing one partition to have constant size creates two cases: the case in which the seed is in the partition of constant size (k = O(1)) and the case in which it is not ((n − k) = O(1)). Next we show in each of these two cases that seeded PageRank vectors are de-localized (in the context of sparse complete-bipartite graphs) when error is measured in the degree-normalized 1-norm.
First we address the case that the seed is in the small partition, so k = O(1). In this case, our approximationx can retain all k nonzeros in x that correspond to nodes in the small partition, and the approximation will still be localized. This leaves n − k entries in x that we have not yet retained, all of magnitude α/(k(n − k)(1 + α)). If our approximationx retains z of these nonzeros (in addition to the other k nonzeros already retained), then the error is
Thus, in order to guarantee D −1 (x −x) 1 ≤ ε, the number of nonzeros retained must satisfy
Because we assumed that k = O(1), we know (n − k) = O(n), and so this proves that the PageRank vector x is de-localized, as long as ε < α k(1+α) . (We note that this is a constant because k is assumed to be a constant.)
Next we address the case that the seed is in the large partition, which is the case k = Θ(n). In this case our approximation can retain all n − k = O(1) nonzeros in the small partition and the approximation will still be sparse. This leaves k − 1 entries of magnitude α 2 /(k(n − k)(1 + α)), and the seed node. To make the analysis a little cleaner, let our approximation bex = (1 − α)e j plus the n − k nonzeros in the small partition of the graph. If, in addition, our approximation retains z of the k remaining nonzeros, then the error is
Because we assumed that k = Θ(n), we know (n − k) = O(1), and so this proves that the PageRank vector x is de-localized, as long as ε < α (1+α)(n−k) . (We note again that this is a constant because here we assume n − k is a constant.) This completes our proof that seeded PageRank vectors on sparse complete-bipartite graphs are de-localized in the degree-normalized 1-norm.
Localization behavior in the 2-norm
To study how localization behaves when error is measured in the 2-norm, we return to Equation (1). The analysis we performed above (to relate sparsity of the approximation to α and ε) carries over to the 2-norm, with only mild changes.
The big difference (that seeded PageRank on complete-bipartite graphs is always localized when error is measured in the 2-norm) is a consequence of the following relationship of the 1-norm and 2-norm. The best example of a de-localized vector is the uniform distribution, the length n vector (1/n)e. Note that the 1-norm of this vector is 1, but the 2-norm is 1/ √ n. Thus, as n increases, this uniform distribution stays de-localized in the 1-norm, but can be "accurately approximated" with the 0 vector if error is measured in the 2-norm: (1/n)e − 0 2 = 1/ √ n, which is bounded by ε as n increases. This same effect makes seeded PageRank vectors "localized" when error is measured in the 2-norm, because, in our setting of complete-bipartite graphs, the PageRank vectors are essentially two uniform distributions glued together (see the equation in Theorem 1).
Here we demonstrate this localization behavior more rigorously. Following the analysis in Section 3.2, consider the squared 2-norm error resulting from the approximation x = (1 − α)e j plus z 1 non-zero entries retained outside the seed's partition, and z 2 nonzeros retained in the seed's partition. To compute the squared 2-norm error x −x 2 2 , we must square all entries that we do not retain and then sum the result. This produces the following modification of Equation (3) which we derived when measuring error in the 1-norm:
x
The factor of 1/(n−k) comes from the fact that in x there are (n−k) entries of magnitude (α/(1 + α))(1/(n − k)) that must be squared and summed to compute the 2-norm. (The factor of 1/k has a similar origin.) Equation (9) allows us to show that seeded PageRank can always be sparsely approximated with a 2-norm accuracy of ε. If both (n − k) and k are large, then we can set z 1 = 0 and z 2 = 0 and obtain an ε accurate approximation; in other words,x = (1 − α)e j would be an ε-accurate approximation in the 2-norm. This is because setting z 1 , z 2 = 0 results in the error
which goes to 0 if both k and (n − k) increase.
In the case that one partition stays constant size, then we setx to retain all nonzeros in the partition of constant size. If k = O(1), then this results in an approximationx with no more than k + 1 nonzeros, and an error of (α/(1 + α)) 2 /(n − k), which goes to zero as n increases (since we have assumed k is bounded by a constant). On the other hand, if (n − k) = O(1), then retaining all (n − k) nonzeros still results in an approximation with a constant number of nonzeros, and the error will be (α 2 /(1 + α)) 2 /k. Again, this goes to 0 as n increases, because (n − k) = O(1) implies k = (n), and so k would go to infinity as well.
This completes a proof that seeded PageRank on complete-bipartite graphs can be approximated with a 2-norm accuracy of ε using only a constant number of nonzeros.
Degree-normalized 2-norm.
Here we see the same localization behavior for seeded PageRank vectors on complete-bipartite graphs when measuring error in a degreenormalized 2-norm. The proof follows the proofs above with only minor modifications to account for the degree scaling.
From Equation (2) we have
where again z 1 and z 2 are the number of nonzeros from the two graph partitions that we retain in the approximate solution. Setting z 1 , z 2 = 0, (once again using the sparse approximationx = (1 − α)e j ) we get the squared, degree-normalized 2-norm error
which is bounded by 1/n. Hence, we have that D −1 (x −x) 2 ≤ 1/ √ n, which goes to 0 as n increases. This proves that seeded PageRank can be accurately approximated with a constant number of non-zeros when error is measured in the degree-normalized 2-norm.
Localization behavior in residual vectors
As a final observation on the relationship of norms to de-localization behavior, we look at the localization of residual vectors related to approximate PageRank vectors. Many algorithms for rapidly approximating seeded PageRank vectors in a sparse manner (such as the Gauss-Southwell linear solver we use in this paper) operate by maintaining sparse iterative solutionx and residual vectors r = (1 − α)e j − (I − αP )x. If convergence is desired in the 1-norm then often the exact error can be computed simply by studying x 1 . This is possible if x ≥x ≥ 0 holds entry-wise. However, if convergence is desired in other norms (for example, D −1 (·) ∞ is used in [Andersen et al., 2006] ) then the residual is used to determine convergence via the relationship
Here we construct a toy example to show that, depending on which norm is used, it is possible to have a sparse residual with norm less than ε, even if the exact solution is de-localized and the approximate solution has poor accuracy. The purpose of such an example is to show that we must carefully choose the norms we used to determine convergence of our algorithms for seeded PageRank, especially when the residual is used to determine convergence.
The toy example is simply the seeded PageRank vector for the star graph on n nodes, where the seed is the center node, which we will index as node 1. In this setting, the trivial approximationx = 0 has residual r = (1 − α)e 1 . Using the degree-normalized 1or 2-norm suggests that the approximation is good:
In both norms, the residual has norm (1 − α)/(n − 1), which goes to 0 as n increases. This is problematic because the actual solution vector, computed via Theorem 1, is x = (1/(1 + α))e 1 + (α/(1 + α))/(n − 1)(e − e 1 ) -as a uniform distribution with one altered entry, this vector is totally de-localized, yet a sparse, inaccurate approximation (x = 0) yields a sparse residual ((1 − α)e 1 ) with seemingly high accuracy, (1 − α)/(n − 1), when viewed through the degree-normalized 1-and 2-norms. In contrast, both the 1-and 2-norms report a large norm for this residual: (1 − α)e 1 1 = (1 − α)e 1 2 = (1 − α). Again, this suggests that non-degree-normalized norms are more trustworthy than degreenormalized norms for detecting localization behavior in seeded PageRank vectors.
Localization in Personalized PageRank
In Section 3 we observed that that there exist seeded PageRank vectors that are non-local in the 1-norm. Here we show that graphs with a particular type of degree sequence and a growing, but sublinear, maximum degree have seeded PageRank vectors that are always localized in the 1-norm, and we give an upper-bound on f (ε) for this class of graph. The bounds we present in this section build on top of our recent work with seeded heat kernel vectors on graphs with a skewed degree sequence [Gleich and Kloster, 2015] . We first adapted that work to obtain localization bounds on seeded PageRank vectors in our subsequent work [Nassar et al., 2015] . Here we use similar methodologies as in our previous works, but introduce minor improvements for a sharper overall bound on localization. Compared to our PageRank localization result in [Nassar et al., 2015] we show that starting with a better initial solution vector produces a tighter upperbound.
We then present a second result that further improves our bound by assuming the graph is undirected. Though we use some techniques from our above cited works, we provide self-contained proofs in this paper for the convenience of the reader.
Theorem 4
Let P be a uniform random walk transition matrix of a graph on n nodes with maximum degree d and minimum degree δ. Additionally, suppose that the kth largest degree, d(k), satisfies d(k) ≤ max {dk −p , δ}. The Gauss-Southwell coordinate relaxation method applied to the seeded PageRank problem (I − αP )x = (1 − α)e s from the initial solution x (0) = (1 − α)(I + αP )e s produces an approximation x ε satisfying x − x ε 1 < ε having at most N non-zeros in the solution, where N satisfies
and where we define C p to be
Note that the upper bound N = n is trivial as a vector cannot have more nonzeros than entries. Thus, d, δ, p, and n must satisfy certain conditions to ensure that inequality (11) is not trivial. In particular, for values of p < 1, it is necessary that d = o(n p ) for inequality (11) to imply that N = o(n). For p > 1, the bound guarantees sublinear growth of N as long as d = o(n). Additionally, the minimum degree δ must be bounded by O(log log n). Thus we arrive at:
Corollary 5
Let G be a class of graphs with degree sequences obeying the conditions of Theorem 4 with constant δ and d = o(n min(p,1) ). Then f (ε) = o(n), and seeded PageRank vectors are localized.
We also note that the theorem implies localized seeded PageRank vectors for any graph with a maximum degree d = O(log log n).
A sharper bound for undirected graphs. If we restrict our attention to undirected graphs, we can slightly sharpen our analysis. In our first bound (11) the minimum degree δ in the exponent of (α 2 /ε) can have a huge impact on the size of the overall bound. Our tighter analysis here changes this factor in the exponent to δ − 1. This change affects the size of only the constant in the bound, (α 2 /ε) (δ−1)/(1−α) , and so it might not seem like much of an improvement. However, for small values of δ, this can make a large difference. For example, when δ = 2 the improvement makes the large constant in our new theoretical upperbound the square root of the large constant in our old upperbound: (α 2 /ε) 2/(1−α) compared to (α 2 /ε) 1/(1−α) . We state the result here, and present the proof following our proof of Theorem 4.
Theorem 6
Let the setting be the same as in Theorem 4, except we assume the graph is undirected and the minimum degree δ ≥ 2. The Gauss-Southwell coordinate relaxation method applied to the seeded PageRank problem (I − αP )x = (1 − α)e s from the initial solution x (0) = (1 − α)(I + αP )e s produces an approximation x ε satisfying x − x ε 1 < ε having at most N non-zeros in the solution, where N satisfies
where C p is the same as in Theorem 4.
Note that both upperbounds have a factor α 2 /ε such that if α 2 /ε < 1 then the constant attached to C p becomes very small and the bound approaches d + 1. This makes sense, because if α 2 < ε, then the initial solution is already ε-accurate, making d + 1 a tight bound on the number of non-zeros in the solution.
Having stated our main theoretical results on the localization of PageRank, in the remainder of this section we will discuss our skewed degree sequence and present a proof of our results.
Our class of skewed degree sequences
We wish to make a few remarks about the class of skewed degree sequences where our results apply. Perhaps the most well-known example of such a skewed degree sequence is the power-law degree distribution where the probability that a node has degree k is proportional to k −γ . These power-laws can be related to our skewed sequences with p = 1/(γ − 1) and d = O(n p ) [Avrachenkov et al., 2012] . Our theoretical bounds asymptotically scale like d 1/p , and so this power-law setting renders our bound trivial with Θn nonzeros. Nevertheless, there is evidence that some real-world networks exhibit our type of skewed degrees [Faloutsos et al., 1999] where the bound is asymptotically non-trivial. Below we explore a dozen real-world datasets to see how well our skewed degree sequence setting models graphs in practice, and to understand whether d 1/p scales sublinearly in those settings.
Skewed degree sequences in real-world networks. To study how practical our skewed degree sequence is, in this here we look at the degree sequences of a variety of real-world datasets. The datasets we study here are from the SNAP repository [Leskovec and Sosič, 2014] . We use collaboration networks from Arxiv Astro Physics, Arxiv Condensed Matter, Arxiv High Energy Physics [Leskovec et al., 2005] , and DBLP [Yang and Leskovec, 2015] ; an email communication network from Enron [Leskovec et al., 2009, Klimt and Yang, 2004] ; a social network YouTube Leskovec, 2015, Mislove et al., 2007] ; an instance of the peer-to-peer network Gnutella [Ripeanu et al., 2002 , Leskovec et al., 2005 ; autonomous systems graphs Skitter and Caida [Leskovec et al., 2005] ; a co-purchasing network formed from Amazon data [Leskovec et al., 2007] ; and web graphs from Berkley-Stanford and Google web domains [Leskovec et al., 2009] .
We observe that the skewed degree sequence property and parameter settings we consider in our theoretical section do describe some of these real-world datasets accurately (for example, the bottom row of graphs in Figure 2 ). However, we also see that many of the real-world graphs are not perfectly modeled by our degree sequence assumption, and it would require a more nuanced model to accurately describe these degree sequences. In addition to showing how well our skewed degree sequence describes these real-world networks, we also want to see the extent to which our theoretical bound predicts sublinear localization for the degree sequences of these real-world graphs. With this in mind, Table 2 displays the quantity log n (C p ) for each network; if this quantity is less than 1, then our theoretical bound gives an asymptotically sublinear prediction for localization. From Figure 2 and Table 2 we can see that the datasets as-caida, web-BerkStan, web-Google, and youtube all exhibit degree sequences near our skewed degree sequence, and also have a sublinear asymptotic factor C p .
Plotting the line of best fit. We use RANSAC to perform the line fitting task on the data points [Fischler and Bolles, 1981] . In order to get a better fit, we sample 500 data points from the original set that are equally-spaced on a log-log scale. Then we use RANSAC on this subset of the nodes. We do this sampling because the degree sequences we are studying have many more nodes of low degrees than nodes of high degrees, forcing any line fitting strategy to heavily bias the line toward the low degree nodes. By sampling points that are equally spaced on a log-log scale, we instead bias toward a line that fits better on the log scale.
Deriving the bound
Getting back to the proof, our goal is an ε-approximation, x ε , to the equation (I − αP ) x = (1 − α)e s for a seed s. Given an approximation,x, we can express the error in terms of the residual vector r = (1 − α)e s − (I − αP )x as follows:
Using this relationship, we can bound our approximation's 1-norm accuracy, x −x 1 , with the quantity 1 1−α r 1 . This is because the column-stochasticity of P implies that (I − αP ) −1 1 = 1 1−α . Guaranteeing a 1-norm error x −x 1 < ε is then a matter of Figure 2 -Log-log plots of the degree sequences from real-world networks. For each dataset, we also plot a best-fit line to show how the actual degree sequence compares to the skewed degree sequence property that we assume in our theory. Though several datasets have degree sequences that are too lop-sided to match our skewed property (e.g. the collaboration networks in the middle two rows), a number of other graphs well-modeled by our skewed degree sequence (the top and bottom rows). We present the max degree, the slope of each best-fit line, and the size of our theoretical bound for each best-fit line in Table 2 . Table 2 -This summary of real-world networks and their degree sequences in the context of our skewed degree sequence model and our theoretical localization bound shows that a number of real-world networks fit the regime of our model where our theory implies sublinear localization. The column p gives the (negative) slope of the best-fit lines for each dataset (pictured in Figure 2 ). The 3rd column displays the exponent e such that d = n e ; this exponent determines when our localization bound predicts sublinear localization. The far right column shows how the asymptotic factor of our localization bound, Cp, compares to n: when log n (Cp) is less than 1, this indicates our theoretical localization bound is sublinear in n and hence predicts a PageRank vector that is localized. For example, the network web-BertStan has log n (Cp) < 1 and is modeled well by our skewed degree sequence (see Figure 2 ) and so our theory predicts localization in PageRank in this case.
data p log n (d) log n (C p ) ensuring that r 1 < (1 − α)ε holds. To bound the residual norm, we look more closely at a particular method for producing the approximation.
The Gauss-Southwell iteration. The Gauss-Southwell algorithm is a coordinate relaxation method for solving a linear system akin to the Gauss-Seidel linear solver. When solving a linear system, the Gauss-Southwell method proceeds by updating the entry of the approximate solution that corresponds to the largest magnitude entry of the residual, r. Hence, one iteration consists of altering only one entry of the solution, plus accessing one node's outlinks. This sparse update makes Gauss-Southwell convenient for seeded PageRank-style problems, and it has appeared numerous times in recent literature [Berkhin, 2007 , Bonchi et al., 2012 , Jeh and Widom, 2003 , McSherry, 2005 . Here we describe the Gauss-Southwell update as it is used to solve the seeded PageRank linear system. The algorithm begins by setting an initial solution and computing the associated residual. The standard choice for the initial solution is x (0) = 0, but we are able to sharpen our main theorem from [Nassar et al., 2015] by choosing the initial solution
In step k, let j = j(k) be the entry of r (k) with the largest magnitude, and let m k = |r (k) j |. Gauss-Southwell updates the solution x (k) and residual as follows:
and the residual update can be expanded to r (k+1) = r (k) − m k e j + m k αP e j . Since each update to the solution x (k) alters exactly one entry of the vector, the index k is an upper-bound on the number of non-zeros that we add to the initial solution vector x (0) . (Note that the initial solution x (0) has d + 1 nonzero entries.) To continue, we show that the residual and solution vector stay nonnegative throughout this process. This fact has been proved in previous applications of Gauss-Southwell (see [Bonchi et al., 2012] , Section 5.2, among others) but we include a proof for the convenience of the reader. First, note that the initial residual, r (0) = (1 − α)(I + αP + α 2 P 2 )e j , is nonnegative because it is a sum of nonnegative vectors (since P is nonnegative). Now, by way of induction assume that r (k) is nonnegative. Then the largest magnitude entry is positive, m k > 0. Hence, in the update of the residual r (k+1) = r (k) − m k e j + m k αP e j , subtracting m k e j is equivalent to setting the j th entry of the previous residual r (k) to zero (which is nonnegative by assumption), and then adding the scaled nonnegative vector P e j keeps the new vector r (k+1) nonnegative. By induction, this proves that the residual is always nonnegative. Finally, the solution must also always be nonnegative because all solution updates consists of adding m k , a positive quantity, to an entry of the solution.
Since the initial solution x (0) = (1 − α)(I + αP )e j is nonnegative, this completes a proof of the claim.
Since we have shown that the residual is always nonnegative, we know the 1-norm of the residual can be expressed as r (k+1) 1 = e T r (k+1) , where e is the vector of all ones. Expanding the residual in terms of the iterative update presented above, we can write the residual norm as e T r (k) − m k e j + m k αP e j . Then, denoting r (k) 1 by r k , we have the recurrence r k+1 = r k − m k (1 − α).
Next, observe that, since m k is the largest magnitude entry in r (k) , m k is larger than the average value of r (k) . Let Z(k) denote the number of nonzero entries in r (k) ; then the average value can be expressed as r k /Z(k). Hence, we have m k ≥ r k /Z(k), and so we can bound r k − m k (1 − α) above by r k − r k (1 − α)/Z(k). Thus, r k+1 ≤ r k (1 − (1 − α)/Z(k)), and we can recurse to find:
where r 0 = (1−α)α 2 because r (0) = (1−α)α 2 P 2 e s . Then, using the fact that log(1−x) ≤ −x for x < 1, we note:
.
(17)
To progress from here we need some control over the quantity Z(t), and this is where our assumptions on the degree sequence enter the proof. We remark that the proof steps below build toward a proof of both Theorem 4 and Theorem 6. We describe all proof steps in fullest generality first (so that they apply to graphs that are not necessarily undirected, as in Theorem 4). Then we explain how to modify the proof steps to obtain the sharper bound of Theorem 6 that applies specifically to undirected graphs.
Using the degree sequence
We show that, for a graph with a particular kind of skewed degree sequence, the number of entries in the residual obeys the following:
where the term C p is defined in the statement of Theorem 4. We follow our analysis in [Nassar et al., 2015] that improved on our previous approach in [Gleich and Kloster, 2015] . The bound in (18) is proved below, but first we use this upperbound on Z(t) to control the bound on r k . For the next step of our proof, we prove the following inequality
via using a left-hand rule integral approximation. To do this, first we use (18) to bound 1/Z(t) ≥ 1/(C p + δt). Then we sum and use the integral approximation:
which equals log ((C p + δk)/C p ) /δ, as claimed. Continuing with the residual bound, we plug the bound on (17) as follows. We obtain
This holds if and only if (δk + C p ) ≥ C p α 2 /ε δ/(α−1) holds. This inequality is guaranteed by
Thus, Gauss-Southwell will produce an ε-approximation as long as the number of steps used is at least k = 1
Note that if α 2 /ε > 1 then this number is negative -this simply means that k = 0 steps of Gauss-Southwell suffice to reach the target accuracy. (This occurs when the initial solution x (0) already satisfies the desired accuracy.)
Each step of Gauss-Southwell introduces at most one non-zero in the solution vector, and we know that the initial solution vector x (0) = (1 − α)(I + αP )e s has no more than 1 + d non-zeros. This implies that if 1 + d + k < n, then there is an approximation x ε with N = 1 + d + k < n non-zeros. If 1 + d + k ≥ n, then this analysis produces the trivial bound N = n.
Proving the degree sequence bound. Finally, we justify the inequality in (18) used in the proof of Theorem 4. Recall that Z(t) is the number of nonzeros in the residual after t steps. This means that Z(0) is the sparsity of the initial residual, (1 − α)α 2 P 2 e j . To upperbound Z(t), we will consider the number of nonzeros in this initial residual, as well as the maximum number of new nonzeros that could be introduced in the residual during the t steps of Gauss-Southwell. Essentially, we upperbound the number of nonzeros in the residual using a sum of the largest degrees in the graph.
To upperbound the number of nonzeros in the vector P 2 e j , first note that the vector P e j can have no more than d nonzero entries (recall that d is the maximum degree in the graph). Thus, P 2 e j = P (P e j ), which is a weighted sum of no more than d columns of P , can have no more nonzeros than d m=1 d(m), i.e. the sum of the d largest degrees in the graph. In every iteration of Gauss-Southwell, no more than d new new nonzeros can be introduced in the residual, where d new is the largest degree of any node that has not yet been operated on. Thus, we can upperbound the sparsity of the residual in step t as follows: Z(t) ≤ d+t m=1 d(m). When we substitute the decay bound d(m) ≤ dm −p into this expression, d(m) is only a positive integer when m ≤ (d/δ) 1/p . Hence, we split the summation Z(t) ≤ t m=1 d(m) into two pieces,
We want to prove that this implies Z(t) ≤ C p + δt. The second summand is straightforward to majorize by δt. To bound the first summand, we use a right-hand integral approximation:
This integral is straightforward to bound above with the quantity C p defined in Theorem 4. This completes the proof.
The undirected case
Here we describe how to modify the above proof of Theorem 4 so that it implies a slightly stronger result, restricted to undirected graphs. (The stronger result is Theorem 6).
Recall that Inequality (18), Z(t) ≤ C p + δt, gives an upperbound on the number of nonzeros in the residual at step t. We obtain the upperbound by summing together the t largest degrees in the graph. The term C p contains the sum of the degrees that are larger than δ -this consists of the (d/δ) 1/p largest-degree nodes. All nodes that are introduced in the residual after these must then have degree δ.
We alter this proof as follows. Although it is true that δ is the degree of any node introduced in the residual after the (d/δ) 1/p nodes of largest degree, these nodes of degree δ do not actually introduced δ new nonzero entries in the residual. This is because of the additional assumption that the graph is undirected: any node that is nonzero in the residual "received" its residual mass because one of that node's neighbors was operated on in a previous iteration of Gauss-Southwell. Thus, when we operate on a particular nonzero node v in the residual and make the neighbors of v become nonzero in the residual, at least one of the neighbors of node v was already nonzero. Hence, the number of nonzeros in the residual does not increase by d(v), but by at most d(v) − 1. Hence, in Inequality (18) we can replace δ with (δ − 1). It is straight-forward to follow the rest of the steps of the proof of Theorem 4 and replace δ with (δ − 1) to obtain the sharper inequality in Theorem 6.
Minimum degree of 1. We want to remark on the apparent problem that this modification causes in the case that δ = 1. The difficulty arises when we try to divide by δ − 1, which would equal 0 if we have δ = 1. Because we introduce the notation δ as the "minimum degree" in the graph, this issue would seem to be problematic, since many graphs have 1 as their minimum degree. However, in reality the above proofs work for any constant δ that upperbounds the smallest degree in the graph. Thus, the simplest way around this apparent difficult is just to set δ = 2 even when the minimum degree is 1. We mention this simple workaround for the case that d minimum = 1 to demonstrate that this common situation does not break our theory. However, we remark that this workaround makes the resulting theoretical bound more loose.
Experiments
In this section we present experimental evidence to better understand how well our theory models PageRank localization in a more concrete setting. We begin in Section 5.1 with an empirical evaluation of our theoretical localization bound (Theorem 6) on a set of large, synthetic graphs. We use the Bayati-Kim-Saberi procedure [Bayati et al., 2010] as implemented in the bisquik software package [Gleich, 2010] to generate graphs that have our skewed degree sequence. These tests show that our current bound (which sharpens our original analysis in [Nassar et al., 2015] ) predicts meaningful localization on larger graphs for some parameter settings. We then perform a number of experiments to validate our methodology.
The bisquik procedure used to generate the graphs in the first experiment is randomized and so different calls to the procedure yield different outputs. In Section 5.2 we generate multiple graphs with identical parameter settings using bisquik and show that PageRank localization does not change across the different instances of the generated graphs (Figure 4) .
In the next set of experiments, we continue to explore how much PageRank localization behavior can change across different graphs that have the same degree sequence. Whereas Section 5.2 explores localization behavior across multiple graphs generated via bisquik, in Section 5.3 we study PageRank localization across graphs that have nearly-identical degree sequences but were generated using different procedures.
Additionally, we observe PageRank on a real-world graph and a synthetic graph generated to have nearly the same degree sequence as the real-world graph. In all cases we conclude that the PageRank localization behavior is very similar across the different graphs that have identical or near-identical degree sequences.
In our experimental evaluation of our theoretical bound on large graphs (Section 5.1) we encounter a strange localization phenomenon: PageRank stays localized in a parameter setting where we would expect the approximation to be de-localized. We investigate the possibility that this phenomenon is a consequence of the way our graphs are constructed, and show evidence that for the parameter regime p = 0.95, our construction mechanism can produce a graph much like a wheel-and-spokes graph in which the spokes are long line graphs.
We end with an empirical comparison of PageRank error measured in different norms.
This evaluates our theoretical results on localization behavior in different norms on graphs that lie outside the extreme class of complete-bipartite graphs to which our theory applies (Section 3). Despite this, our experiments show that, just as our theory guarantees for complete-bipartite graphs, on our synthetic graphs with skewed degree sequences the 2-norm allows much sparser approximations of PageRank than the 1-norm.
Overall, the experiments we present in this section show that, although our theoretical localization bound seems to describe PageRank localization behavior more accurately on asymptotically large graphs, there remains a gap between the existing theoretical explanations for PageRank localization and the behavior we see in practice. Nevertheless, the bound we present in this paper brings the literature closer to an explanation of the graph properties responsible for the localization so often observed in seeded PageRank in practice.
Procedure used for generating graphs. Here we describe the routines used to generate our synthetic graphs with specified degree sequences in this paper. As a general pipeline, we construct the degree sequences with minimum degree δ = 2 and maximum degree d = √ n . Given an input parameter p for a decay exponent, we then produce the skewed degree sequence d(k) = max{ dk −p , δ} for k = 1, · · · , n. We then use the Erdős-Gallai conditions and the Havel-Hakimi algorithm to check if the generated degree sequence is graphical. Once we obtain a degree sequence that is graphical, we proceed to the graph generation step. The failure of the graphical sequence check is often due to the degree sequence having degree values that sum to an odd number. In all the experiments we have performed, perturbing one of the nodes with degree δ and increasing it by 1 was sufficient. We also use the Chung-Lu model [Chung and Lu, 2002] to produce synthetic graphs in this section.
Our localization theory in synthetic graphs
In this section we empirically evaluate our theoretical bound on PageRank localization by plotting our bound alongside actual PageRank vectors computed on large synthetic graphs. For this experiment, we use the Bayati-Kim-Saberi graph generation procedure [Gleich, 2010] to produce large graphs satisfying the skewed degree sequence from Theorem 4. For each parameter setting p = {0.5, 0.75, 0.95} we generate a single graph with n = 10 9 nodes, maximum degree d = n 1/2 , and minimum degree δ = 2. In all experiments we make sure that the largest connected component of the graph is of size at least 0.95 · n. Then we compute seeded PageRank on each such graph, seeded on the node of maximum degree, for each parameter setting α = {0.25, 0.5, 0.85}. Figure 3 compares our theoretical bound to the actual PageRank localization curve on each different graph. The experiments show that, although the theoretical bound is far from tight, it gives a meaningful prediction of localization for smaller values of α on the graphs other than the densest graph, i.e. the graph generated with p = 0.5. p = 0.5 p = 0.75 p = 0.95 α = 0.25 10 1 10 2 10 3 10 4 10 4 10 5 10 6 10 7 10 8 10 9 10 10 10 11 10 12 10 1 10 2 10 3 10 4 10 4 10 5 10 6 10 7 10 8 10 9 10 10 10 11 10 12 10 1 10 2 10 3 10 4 10 4 10 5 10 6 10 7 10 8 10 9 10 10 10 11 10 12 α = 0.50 10 1 10 2 10 3 10 4 10 4 10 5 10 6 10 7 10 8 10 9 10 10 10 11 10 12 10 1 10 2 10 3 10 4 10 4 10 5 10 6 10 7 10 8 10 9 10 10 10 11 10 12 10 1 10 2 10 3 10 4 10 4 10 5 10 6 10 7 10 8 10 9 10 10 10 11 10 12 α = 0.85 10 1 10 2 10 3 10 4 10 4 10 5 10 6 10 7 10 8 10 9 10 10 10 11 10 12 10 1 10 2 10 3 10 4 10 4 10 5 10 6 10 7 10 8 10 9 10 10 10 11 10 12 10 1 10 2 10 3 10 4 10 4 10 5 10 6 10 7 10 8 10 9 10 10 10 11 10 12 Figure 3 -In each sub-plot the x-axis represents 1/ and the y-axis represents the number of nonzeros present in the PageRank approximation. The blue curve represents the number of nonzeros in the sparsest PageRank approximation with 1-norm accuracy . All plots in this figure display results computed on graphs generated with bisquik [Gleich, 2010] with n = 10 9 , max degree d = n 1/2 , and min degree δ = 2. The dashed orange line shows the theoretical prediction from Theorem 6. The thick black line indicates when a solution vector is de-localized, i.e. has n nonzeros. We observe far more empirical localization in these graphs than we would predict based on our theory. In this figure, the size of the graph in all these plots is 10 9 , but the only experiment that delocalizes is p = 0.5 with α = 0.85, which uses parameters where our theory does not predict a sublinear bound on the number of nonzeros for any n. We explore the source of localization further in Figure 8 Figure 4 -These plots display the localization behavior of seeded PageRank vectors computed on multiple different graphs generated by bisquik using the same parameter settings (in particular, the same skewed degree sequence). All graphs used for these plots were generated with n = 10 7 nodes, maximum degree d = n 1/2 , and minimum degree δ = 2. For each plot, five graphs were generated, and for each graph we computed PageRank seeded on the node of maximum degree. (At left.) PageRank localization curves computed with α = 0.25 on five different graphs generated with p = 0.5. (Middle.) PageRank localization curves computed with α = 0.85 on the five different graphs with p = 0.5 used in the left plot. (At right.) PageRank localization curves computed with α = 0.85 on five different graphs generated with p = 0.95. All three plots show that PageRank behaves nearly identically on different graphs with the same degree sequence.
Consistency of localization across multiple bisquik runs
We would like to know whether the seeded PageRank localization behavior changes significantly on different graph outputs, even though the graphs have the same degree sequence. To explore this question, in this section we use bisquik [Gleich, 2010] to generate multiple graphs with identical parameter settings and observe PageRank localization on each such instance. Figure 4 shows plots of localization curves for five such instances of seeded PageRank on different graphs that have the same degree sequence. There is almost no variation in the behavior of the PageRank localization across the different graphs for any of the three parameter settings that we explore. This suggests that the localization results in Section 5.1, which we report on just a single graph for each parameter setting, likely describe the localization behavior that we would observe on any graph generated by bisquik [Gleich, 2010] with those parameter settings.
Consistency of localization across near-identical degree sequences
In the next set of experiments, we continue to explore how much PageRank localization behavior can change across different graphs that have the same degree sequence. Whereas Section 5.2 explores localization behavior across multiple graphs generated by bisquik, in Section 5.3 we study PageRank localization across graphs with identical degree sequences but that were generated using different procedures (the bisquik procedure used above, and the Chung-Lu graph model, mentioned at the start of this section). Additionally, we observe PageRank on a real-world graph and a synthetic graph generated to have 10 1 10 2 10 3 10 4 1/ε 10 0 10 1 10 2 10 3 10 4 10 5 10 6 10 7 10 8 10 9 10 10 nonzeros retained 10 1 10 2 10 3 10 4 1/ε 10 0 10 1 10 2 10 3 10 4 10 5 10 6 10 7 10 8 10 9 10 10 nonzeros retained 10 1 10 2 10 3 10 4 1/ε 10 0 10 1 10 2 10 3 10 4 10 5 10 6 10 7 10 8 10 9 10 10 nonzeros retained Figure 5 -Comparison of PageRank localization on graphs produced by the bisquik procedure (blue) and the Chung-Lu procedure (red-dashed) . For this experiment we generated a Chung-Lu graph on n = 10 7 nodes, set to have our skewed degree sequence in expectation. We then used bisquik to produce a graph with degree sequence identical to that of the Chung-Lu graph. We did this for skewed degree sequences with p = 0.5 (the left and center plots) and p = 0.95 (the right plot). These plots show localization curves for PageRank seeded on the maximum degree node of the synthetic graphs. The left plot shows PageRank with α = 0.25 while the center and right plots show PageRank with α = 0.85. In all cases the localization behavior of PageRank is nearly identical on graphs generated under the Chung-Lu model and the bisquik procedure.
nearly the same degree sequence as the real-world graph. Our plots show in all cases that the PageRank localization behavior is very similar across the different graphs that have identical or near-identical degree sequences. Localization in a synthetic copy of a real-world graph.
The purpose of this experiment is identical to the previous experiment: we want to understand how stable PageRank localization is across different instances of graphs with the same degree sequence. For this experiment, we use the same YouTube dataset as used in Section 4.1. We also use the Chung-Lu model to generate a synthetic graph with a degree sequence that is nearly identical to that of YouTube. We then compute PageRank seeded on the maximum degree node for each graph, with parameter values α = {0.25, 0.5, 0.85}. Figure 6 shows the PageRank localization curves for the pair of graphs for each parameter setting. The plots show that PageRank behaves very similarly on the two graphs for all parameter settings.
The output of the Chung-Lu procedure is not guaranteed to have exactly the degree sequence specified. With this in mind, in Figure 6 (top left) we display the degree sequence of youtube alongside the degree sequence of the Chung-Lu graph we produced to mimic the degree sequence of youtube. The plot shows that the degree sequences are nearly identical.
Explaining anomalous localization
Here we study an anomaly in the localization behavior on the skewed degree graph with p = 0.95 generated by bisquik. In particular we look closely at the subplot from with p = 0.95 and PageRank solved with α = 0.85. Whereas in most localization plots we see the localization curve approach the line y = n, in this subplot instead we see the localization curve grow very slowly and stay near 10 6 . Because the graph is connected, we know that a strict enough accuracy ε will guarantee the localization curve reaches n = 10 9 , and so this slow growth toward 10 6 merits explanation.
To explain this phenomenon, we first studied a much smaller example of our skewed degree sequence graph with p = 0.95 to better understand the structure of the graphs output by bisquik. Figure 7 (left) shows such a skewed degree graph with the same parameters in our previous experiments (p = 0.95 and maximum degree d = √ n ), but with only n = 100 nodes. From the image we can see that, although there are a handful of nodes with degree larger than the minimum degree of 2, the vast majority of nodes have degree 2 and form a wheel-and-spokes graph with the node of maximum degree at the center. Moreover, many of these degree-2 nodes form long line-graphs as the spokes that attach to the center node. The right-hand plot in Figure 7 demonstrates that the n = 10 9 node, p = 0.95 skewed degree graph generated by bisquik has a closely related structure. Namely, nearly all neighbors of the node of max degree have degree 2 and connect to nodes of degree 2, much like a wheel with long line-graphs as spokes. Specifically, the plot shows that almost all nodes inside the kth order neighborhood of the node of max degree are of degree 2, even as k increases.
The wheel-with-long-spokes graph. This structure (wheel-with-long-spokes) can explain the strange localization behavior we witnessed above as follows. Consider a wheel-and-spokes graph consisting of a center node and d spokes, each of which consists of a line graph of arbitrary (but finite) length. A standard argument shows that the k term PageRank approximation x k = k−1 j=0 α j P j e s has 1-norm accuracy bounded above by α k i.e. x − x k 1 ≤ α k [Gleich, 2015] . For an accuracy of ε it suffices to use k = log(1/ε)/ log(1/α) terms in the approximation. This is important because the structure of the wheel-and-spokes graph guarantees that each term P j e s can reach nodes that are no more than j levels outward from the center node s. In fact, each term P j e s reaches exactly d new nodes in the graph, meaning nodes that were not reached in any of the previous terms t < j. Hence, the vector x k = k−1 j=0 α j P j e s has exactly d(k − 1) + 1 nonzero entries: 1 in the first term, e s , and d in the other k − 1 terms. This proves that this wheel-and-spokes construction has localization behavior as follows. The PageRank vector seeded on the max degree node s of degree d can be approximated with an accuracy of ε using no more nonzeros than 1 + d( log(1/ε)/ log(1/α) − 1).
The fact that our synthetic graphs have structure similar to such a wheel-and-spokes graph suggests that we should see localization that grows roughly as d( log(1/ε)/ log(1/α) ). To test this, in Figure 8 we plot the same anomalous PageRank localization curve from Figure 3 (in blue) alongside the curve predicted by wheel-and-spokes behavior, d( log(1/ε)/ log(1/α) ) (in green). The plot shows a strong similarity between our theoretical prediction and the observed localization in PageRank. number of nodes present Figure 7 -(At left.) A toy example of our skewed degree graph with p = 0.95. The graph is essentially a wheel-and-spokes graph where the spokes are long line graphs that connect to each to form closed loops of various sizes. (At right.) To analyze the extent to which our larger skewed degree graph is like the wheel-and-spokes graph at left, we study the number of nodes in the seed's kth order neighborhoods that have degree 2. The blue curve indicates the total number of nodes inside the seed's kth order neighborhood. The red curve shows the number of such nodes that have degree larger than 2. This plot shows that the kth order neighborhoods of the seed expand simply by adding more nodes of degree 2, much like the wheel-and-spokes graph at left.
Comparison of norms on synthetic graphs
In our theoretical section we constructed examples in which norms other than the 1-norm can fail to detect de-localization in PageRank. We also proved that the 1-norm successfully detects when a vector is de-localized. However, these results were on extreme cases; namely, complete-bipartite graphs. Here we compare the same set of norms considered in that section in a more practical setting. In particular we study the 1-and 2-norms, as well as their degree-normalized variations. We generate skewed degree graphs using bisquik with different parameter settings and plot the errors of approximations of seeded PageRank vectors computed on those graphs. Figure 9 shows three such graphs with four different norms used to study localization. These empirical examples are in line with our theoretical results. Even on a graph that does not fit into the theoretical cases that we presented, we see that the 2-norm reports that the PageRank vector is localized whereas the 1-norm does not converge to the desired accuracy until far more nonzero entries are used in the approximation. Another observation to draw from these empirical examples is that the degree-normalized versions of the norms do not differ drastically from the non-degree-normalized norms. This suggests that on graphs without extremely large maximum degrees, the degree-normalized norms might be more sensitive to localization behavior. nonzeros retained Figure 8 -We observe strict localization in seeded PageRank on this skewed degree graph generated via bisquik with a decay exponent p = 0.95. We computed PageRank for this graph seeded on the node of max degree with α = 0.85. The blue curve indicates the number of nonzeros in the sparsest ε-accurate PageRank approximation. We see the approximation stays highly sparse compared to the graph size, n, indicated by the thick black line. The green curve indicates the level of localization expected on an exact wheel-and-spokes graph. This plot gives further evidence to our argument that a wheel-and-spokes like structure is responsible for the anomalous localization in PageRank on our synthetic skewed degree graphs. 10 0 10 1 10 2 10 3 10 4 10 5 10 6 10 7 nonzeros retained 10 -10 10 -9 10 -8 10 -7 10 -6 10 -5 10 -4 10 -3 10 -2 10 -1 10 0 norm error 1-norm 2-norm D −1 X 1-norm D −1 X 2-norm 10 0 10 1 10 2 10 3 10 4 10 5 10 6 10 7 nonzeros retained 10 -10 10 -9 10 -8 10 -7 10 -6 10 -5 10 -4 10 -3 10 -2 10 -1 10 0 norm error 1-norm 2-norm D −1 X 1-norm D −1 X 2-norm 10 0 10 1 10 2 10 3 10 4 10 5 10 6 10 7 nonzeros retained 10 -10 10 -9 10 -8 10 -7 10 -6 10 -5 10 -4 10 -3 10 -2 10 -1 10 0 norm error 1-norm 2-norm D −1 X 1-norm D −1 X 2-norm Figure 9 -Each subfigure is a log-log plot of different norm errors versus the largest nonzeros retained from the PageRank solution vector. The plots show that, just as our theory in Section 3 predicts for complete-bipartite graphs, measuring error in the 2-norm instead of the 1-norm results in much sparser approximations. The graph used in the leftmost plot is generated with p = 0.5 and PageRank is computed with α = 0.25. The graph used in the middle plot is generated with p = 0.5 and PageRank is computed with α = 0.85. The graph used in the rightmost figure is generated with p = 0.95 and α = 0.85. All graphs are of size n = 10 7 .
Discussion
We have studied localization behavior in approximate PageRank vectors and its relationship both to the degree sequence of the underlying graph and the norm used to measure the error of the approximation. In particular we proved that, when error is measured in the 1-norm, seeded PageRank is always de-localized for complete-bipartite graphs, whereas for graphs with a particular skewed degree sequence it is always localized. Our experiments show that, although this skewed degree sequence does accurately model some real-world networks, there are also many real-world datasets with degree sequences that do not decay sufficiently rapidly for our theory to apply. Thus, there remains an intermediate regime of degree sequences which neither our de-localization theory nor our localization theory describes. To extend our theory into this regime, we plan to extend our negative results on complete-bipartite graphs to slight edge-perturbations of the highly structured complete-bipartite graphs. Though incremental, this would make progress toward closing the gap between complete-bipartite graphs and graphs with our skewed degree sequence. Additionally, we are investigating extending our localization theory to apply to degree sequences that follow a more relaxed property. Rather than require a strictly log-linear skew, we believe that a piece-wise log-linear degree sequence, or possibly even more general, will suffice to prove localization results nearly identical to our current theory. Such a result could advance the literature to explain localization in a majority of real-world graphs. f (P ) = q(P ) for any polynomial q(x) that interpolates the function f (x) on the spectrum of P . If P has r distinct eigenvalues (i.e. P has a minimal polynomial of degree r), then this implies that f (P ) can be expressed using an interpolating polynomial on r values, and so q(x) can be a polynomial of degree r − 1.
Using the above facts, any matrix function f (P ) (such that f (x) is defined on the spectrum of P ) can be expressed in the form f (P ) = c 0 I + c 1 P + · · · + c r−1 P r−1 for appropriate coefficients c j . Next we show how to combine this fact with structural properties of complete-bipartite graphs to produce our de-localization results. Note that we this addresses a broader set of functions than just the resolvent function, but later on we will study specifically the case of the resolvent function to obtain a more explicit bound on the de-localization of PageRank.
Specializing to complete-bipartite graphs The random-walk transition matrix P of any complete-bipartite graph has eigenvalues −1, 0, and 1 ( [Chung, 1992] , Chapter 1.2). As noted above, P is diagonalizable, so we can determine f (P ) by the action of f (x) on the spectrum of P . Thus, for any function f (x) that is defined on the values {−1, 0, 1}, and any polynomial q(x) that satisfies q(−1) = f (−1), q(0) = f (0), p(1) = f (1) (21) the polynomial will also satisfy q(P ) = f (P ). Below we give the structure of the interpolating polynomial for the resolvent function before showing how such polynomials can be used to prove that these functions are not local on complete-bipartite graphs. The intuition of our results is that, because complete-bipartite graphs have 3 eigenvalues, any function of the graph can be expressed using an interpolating polynomial of degree 2; the matrices P and P 2 then determine the structure of any function f (P ), and because of the uniform nature of complete-bipartite graphs, the expressions P and P 2 (and, hence, f (P )) are roughly the sum of uniform distributions and so cannot be approximated using only small number of entries their non-zero.
A.1.1 Interpolating polynomials
Given any function f (x) defined on the values {−1, 0, 1}, the degree 2 interpolating polynomial q(x) for this function, defined by Equation (21), has coefficients q(x) = c 0 + c 1 x + c 2 x 2 given by
c 2 = 1 2 (f (1) + f (−1) − 2f (0)).
The value c 0 = f (0) follows from plugging 0 into q(x) and noting f (0) = q(0) = c 0 + 0 + 0. The other values follow from similar straight-forward algebra. Thus, for a general function f (x) defined on the spectrum of a complete-bipartite graph, we can study the localization of f (P ) = f (0) · I + 1 2 (f (1) − f (−1)) · P + 1 2 (f (1) + f (−1) − 2f (0)) · P 2 ,
by looking at the structure of the matrices P and P 2 . Because we intend to focus on the particular choice of the resolvent function, f (x) = (1 − α) · (1 − αx) −1 , we compute
so that we can write the more specific expression f (P )e j = (1 − α)e j + α 1+α P e j + α 2 1+α P 2 e j for a seeded PageRank vector on a complete-bipartite graph. All that remains is to analyze the block structure of P itself to determine the exact de-localization behavior of PageRank in this setting.
A.1.2 Using graph structure
Here we will consider a complete-bipartite graph with n nodes divided into a partition of k nodes and n − k nodes. In particular we want to understand the structure of the random-walk transition matrix, P , as well as P 2 , for such graphs. The nodes can be ordered so that the adjacency matrix has the block form A = 0 E T E 0 , where E is the (n − k) × k matrix of all 1s. The degree matrix is then D = (n − k) · I n−k 0 0 k · I k .
Letting I k 0 be a n × k matrix with a k × k identity block in the upper-most block, we can express the relationships
we have, in the notation of Section A.1.2, f (P )e j = (1 − α) · e j + α 
