Hall monoidal categories and categorical modules by Walde, Tashi
ar
X
iv
:1
61
1.
08
24
1v
2 
 [m
ath
.C
T]
  1
6 F
eb
 20
17
Hall monoidal categories and
categorical modules
Tashi Walde
Abstract
We construct so called Hall monoidal categories (and Hall modules there-
over) and exhibit them as a categorification of classical Hall and Hecke algebras
(and certain modules thereover). The input of the (functorial!) construction
are simplicial groupoids satisfying the 2-Segal conditions (as introduced by Dy-
ckerhoff and Kapranov [DKa]), the main examples come from Waldhausen’s
S-construction. To treat the case of modules, we introduce a relative version
of the 2-Segal conditions.
Furthermore, we generalize a classical result about the representation the-
ory of symmetric groups to the case of wreath product groups: We construct a
monoidal equivalence between the category of complex G ≀ Sn-representations
(for a fixed finite group G and varying n ∈ N) and the category of “G-
equivariant” polynomial functors; we use this equivalence to prove a version
of Schur-Weyl duality for wreath products.
This paper is, up to minor modifications, the author’s Master’s thesis as
submitted to the University of Bonn on July 22, 2016.
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1 Introduction
1. Introduction
The theory of Hall algebras began more than a century ago when Steinitz ob-
served [Ste01] that (for each fixed prime p) there is an associative (!) product
A · B :=
∑
C
t(C,A,B) · C
on (formal sums of) isomorphism classes {A,B,C, . . . } of finite abelian (p-)groups,
where t(C,A,B) counts the number of subgroups A′ ⊆ C such that A′ ∼= A and
C /A′ ∼= B. This product yields an associative algebra with a basis consisting of
partitions by identifying each finite abelian p-group
⊕
λZ / (p
λi) with its type λ.
The topic remained forgotten for more than fifty years until Hall rediscovered what
is nowadays known as Hall’s algebra of partitions [Hal59]. This most classical of
Hall algebras was and is of great interest due to its close relationship to several
fundamental objects in mathematics such as symmetric functions [Mac95] and flag
varieties.
Hall algebras came back into the spotlight in the early 90s due to Ringel’s ground-
breaking discovery [Rin90] that the positive part of the quantized enveloping algebra
Uv(g) (of a simple complex Lie algebra g) can be realized by applying Hall’s con-
struction to the category
−→
Q−repFq of finite dimensional representations over Fq of
the corresponding Dynkin quiver.
Many variants of Hall algebras have since been introduced and studied; see Schiff-
mann’s lecture notes [Sch09b] [Sch09a] for a detailed overview.
1.1. A universal perspective
Dyckerhoff and Kapranov [DKa] propose the following perspective on Hall algebras:
The various collections
XA[n] := {0 = A0 →֒ A1 →֒ . . . →֒ An}
of flags of length n ∈ N in a certain suitable category1)A can be naturally organized
into a simplicial object2)
XA : ∆op −→ C
which is known in algebraic K-theory as Waldhausen’s S-construction [Wal85].
We are supposed to view XA as the “universal” Hall algebra; all other Hall algebras
1)In the classical case of Steinitz and Hall, for instance, A would be the category of finite abelian
p-groups. For us A will always be a proto-abelian category [Dyc15, Definition 1.2].
2)For us XA will always be a simplicial groupoid, i.e. C := Grpd. Depending on the precise nature
of the category A other types of simplicial objects (e.g. simplicial spaces or simplicial stacks)
can be used [Dyc15].
2are created out of XA by applying appropriate specializations C  ? (called transfer
theories [DKa, Section 8.1]).
Example 1.1.1 (see Section 2). The classical Ringel-Hall algebra hall(A) (of a proto-
abelian categoryA) can be recovered [Dyc15, Proposition 2.19] by taking C := Grpd
to be the category of groupoids and by passing to (finitely supported) functions on
isomorphism classes. ♦
Associativity and unitality of the various Hall algebras are encoded universally in
the simplicial object XA as the so called 2-Segal conditions [DKa, Section 2.3].
The 2-Segal conditions can be formulated for any simplicial object; it is therefore
tempting to consider other simplicial objects X : ∆op → C which do not necessarily
arise through Waldhausen’s S-construction.
Example 1.1.2 (see Section 5.8). The classical Hecke algebra H(G,H) associated to
an inclusion H ⊆ G of finite groups can be obtained [DKa, Example 8.2.11] by
taking the 2-Segal simplicial groupoid (called the Hecke-Waldhausen construction)
XG,H : [n] 7−→ BH
(2)
×BG · · ·
(2)
×BG BH
(with n + 1 many factors) and passing to (finitely supported) functions on isomor-
phism classes. ♦
The Ringel-Hall algebra and the Hecke algebra can thus be put into the same
context: both algebras can be obtained by applying the transfer theory
V : Grpd→ Z−Mod, V : A 7→ Z(π0A)
(of finitely supported functions on isomorphism classes) to an appropriate 2-Segal
simplicial groupoid X ; in both cases we simply speak of the Hall algebra hall(X ) of
the corresponding simplicial groupoid X .
1.2. Hall monoidal categories
When reading about functions on isomorphism classes of a groupoid the following
objection should immediately jump to mind:
Objection 1.2.1. [Dyc15] If we are to consider “maps” out of a groupoid A then
surely we should not be using functions π0A→ Z on isomorphism classes but rather
functors A→ V for some suitably chosen category V. ♠
This idea leads to a categorification of the Hall algebra.
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Theorem 1.2.2 (see Section 4.2). If V is a cocomplete monoidal category (such that
the monoidal product is cocontinuous in each variable) then [−,V] : Grpd→ CAT
induces a functor
{2-Segal simplicial groupoids}
Hall⊠V−−−→ {monoidal categories | lax monoidal functors}
such that Hall⊠V (X ) is a monoidal structure on the functor category [X[1],V] for every
2-Segal simplicial groupoid X : ∆op → Grpd. ♥
The construction in Theorem 1.2.2 relies on the fact [Lur07, Section 1.1] that
monoidal categories can be described as op-fibrations of categories (see Appendix A.1)
over ∆op satisfying the pointed 1-Segal condition (see Section 3.3).
Observe how Theorem 1.2.2 upgrades the Hall algebra to a monoidal category and
upgrades the set-map
{2-Segal simplicial groupoids3)}
hall
−−→ {Z-algebras}
to a functor.
In the case V := VectC and under suitable finiteness conditions it is also possible to
go the other way (decategorify) and turn the Hall monoidal category Hall⊠(X ) back
into an algebra by first restricting to a smaller monoidal category Hall⊠f (X ) and then
passing to the Grothendieck-ring K0. We will study the relationship between this
fat Hall algebra4) K0Hall
⊠
f (X ) and the Hall algebra hall(X ) (see Section 5.2).
Remark 1.2.3. The first example of a Hall monoidal category appearing in the liter-
ature is probably due to Joyal and Street. They introduced [JS95] what we call the
finitary Hall monoidal category of vectFq and even equipped it with a braiding. ♦
Remark 1.2.4. We prove a slightly more general version of Theorem 1.2.2 by replac-
ing the assignment [−,V] : Grpd → CAT by an arbitrary componentwise cocon-
tinuous left monoidal derivator5) of groupoids (see Section 4.1). The rich supply of
monoidal derivators coming from monoidal model categories [Gro12] should there-
fore provide new (and hopefully interesting) Hall monoidal categories. ♦
3)Fine print: satisfying some suitable finiteness conditions
4)We call it fat because it is significantly bigger than the Hall algebra itself: every basis element of
the Hall algebra (corresponding to an isomorphism class [a] in X[1]) gets replaced by the whole
representation theory of the group Aut(a).
5)Warning: There are various definitions for the term “derivator”, starting from the original one by
Grothendieck [Gro, §I]. We use an ad hoc version of the one found in Groth’s thesis [Gro11] and
we sweep most subtleties of monoidal derivators under the rug. Therefore some additional care
needs to be taken if one wants to use the actual monoidal derivators occurring in the literature.
41.3. Can we also construct “Hall modules”?
We think of a 2-Segal simplicial object as a “mold” out of which unital associative
structures (e.g. unital algebras, monoidal categories,...) can be formed by passing
to specializations.
Question 1.3.1. Can we define a similar mold which gives rise to modules over
associative structures? ♠
Dyckerhoff and Kapranov suggest [DKb] that we consider morphisms Y → X of
simplicial objects and impose some suitable “relative” variant of the 2-Segal condi-
tions. We should then think of Y as an abstract X -module which gives rise to an
actual module after specialization.
Question 1.3.2. What is the appropriate notion of a 2-Segal morphism of simplicial
objects? How do 2-Segal morphisms give rise to modules? ♠
To answer these questions we introduce the language of hypo-simplicial objects.
Definition 1.3.3. A hypo-simplicial object (in C) is a functor X : ∆op§ → C
where ∆§ ⊆ ∆ is an admissible subcategory of ∆ (see Section 3.2). ♣
It is straightforward to generalize the 2-Segal conditions from simplicial objects
to hypo-simplicial objects (see Definition 3.5.1).
The main observation which ties the theory of hypo-simplicial objects to Ques-
tion 1.3.2 is that a morphism Φ: Y → X of simplicial objects (in C) is the same
thing as a hypo-simplicial object Φ> : ∆op> → C (a relative simplicial object) defined
on a certain admissible subcategory ∆> ⊂ ∆ (see Section 3.2.1).
Definition 1.3.4. A morphism Φ: Y → X of simplicial objects is called 2-Segal if
the corresponding relative simplicial object Φ> : ∆op> → C is 2-Segal. ♣
Remark 1.3.5. The notion of relative 2-Segal objects was independently discovered
by Young [You]. Proposition 3.5.10 shows that Young’s definition is equivalent to
ours. ♦
Example 1.3.6 (see Section 5.5). We introduce a “bounded” version of Waldhausen’s
S-construction by considering the groupoids YA,Q[n] of those flags
0 = A0 →֒ A1 →֒ . . . →֒ An →֒ A+∞
(in a proto-abelian categoryA) where all the quotients A+∞ /Ai (and the morphisms
between them) are contained in a suitable fixed subcategory Q ⊆ A (a quotient
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datum6)). These groupoids YA,Q[n] can naturally be assembled into a 2-Segal morphism
YA,Q → XA of simplicial groupoids. ♦
Example 1.3.7 (see Section 5.8). For inclusions H ⊆ G ⊇ P of finite groups, the
projections
XG,H;P[n] := X
G,H
[n]
(2)
×BG BP −→ X
G,H
[n]
assemble to a 2-Segal morphism XG,H;P → XG,H of simplicial groupoids. We will see
that the resulting module over the Hecke algebra H(G,H) (after passing to finitely
supported functions on isomorphism classes) is just the usual convolution module
on H-P -biinvariant functions G→ Z. ♦
Using this new language we can prove a refined version of Theorem 1.2.2:
Theorem 1.3.8 (see Section 4.2). Let ∆§ ⊆ ∆ be an admissible subcategory. Every
componentwise cocontinuous left monoidal derivator of groupoids V : Grpd→ Cat
induces a functor
{2-Segal ∆op§ → Grpd}
Hall⊠V−−−→ {pointed 1-Segal op-fibrations over ∆op§ }
lax ♥
We recover Theorem 1.2.2 because a pointed 1-Segal op-fibration over ∆op is noth-
ing but a monoidal category. Similarly a pointed 1-Segal op-fibration over ∆op> is
the same thing as a categorical right action of a monoidal category on a category
(see Section 3.3).
Corollary 1.3.9. Every 2-Segal morphism Φ: Y → X of simplicial groupoids gives
rise to a categorical right Hall module Hall⊠V (Φ
>) over the Hall monoidal category
Hall⊠V (X ). 
Every 2-Segal morphism Φ gives also rise to a similar categorical left Hall module
Hall⊠V (Φ
6) which has the same underlying category as Hall⊠V (Φ
>). By using a certain
admissible subcategory ∆⋄ ⊂ ∆ we will see how these two modules are “dual” to
each other (see Section 5.6).
1.4. A Schur-Weyl duality for wreath products via
“G-equivariant” polynomial functors
Most of the tools developed in this thesis will be tested on our pet example, the cat-
egory F1[G]−free of free representations of a finite group G over F1 (see Section 2.4
and Section 5.7).
6)Quotient data themselves are plentiful: Each pair (X,S) consisting of an object X ∈ A and
a group S ⊆ Aut(X) of automorphisms gives rise to a quotient datum QS(X), by restricting
(roughly) to those morphisms induced by S on quotients of X in A.
6The Hall algebra hall(F1[G]−free) of the category F1[G]−free is canonically isomor-
phic to the ring of divided powers. This ring is quite well understood. The same can
not be said about the (finitary) Hall monoidal category Hall⊠f (F1[G]−free) which
turns out to be the category
G ≀ S∗−repC :=
⊕
n∈N
G ≀ Sn−repC
equipped with the induction product (see Section 5.7).
One of the goals of this thesis is to understand the monoidal category G ≀ S∗−repC
in terms of polynomial functors G−repC → vectC and to use this understanding to
obtain a new perspective on the representation theory of wreath products7).
Theorem 1.4.1 (see Section 6). The formula
G ≀ Sn y E 7−→ E ⊗G≀Sn T
n(−)
(where T n(−) : G−repC → G ≀ Sn−repC is the n-th tensor power functor) defines
an equivalence of monoidal categories
Ξ: G ≀ S∗−repC
≃
−−→ {polynomial functors8) G−repC → vectC}.
If G is abelian then Ξ categorifies the classical ring isomorphism [Mac95, §I.B]
ch : K0(G ≀ S∗−repC)
∼=
−−→ Λ(G)
to the ring of symmetric polynomial class functions. ♥
Remark 1.4.2. Theorem 1.4.1 makes precise the intuition that polynomial functors
G−repC → vectC should be a categorification of G-equivariant (with respect to
conjugation) symmetric polynomial functions C[G]d → C (with d → ∞). In this
sense we can think of polynomial functors G−repC → vectC as a “G-equivariant”
analogue of the classical polynomial functors vectC → vectC. ♦
We can use Theorem 1.4.1 to obtain the following Schur-Weyl duality for wreath
products.
Theorem 1.4.3 (Schur-Weyl duality for wreath products; see Section 7). Let G be
a finite abelian group and let V be a free G-representation (over C) of rank d. Then
7)The wreath product groups G ≀ Sn := G
n
⋊ Sn are generalizations of the symmetric group with a
similar (but more complicated) representation theory [Mac95, §I.B]. A special case is the Weyl
group of type B which is given as Z(2) ≀ Sn.
8)Fine print: of bounded total degree
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Ξ (from Theorem 1.4.1) induces an assignment (with 0 7→ 0)
{irred. G ≀ Sn-reps (over C) (up to iso)} ∪ {0}
{irred. polyn. AutG(V )-reps. (over C) of homogeneous deg. n (up to iso)} ∪ {0}
Φ
(1.1)
which is always surjective and is always injective outside of its kernel.
The assignment Φ is a bijection in the case n 6 d. ♥
Remark 1.4.4. The topic of polynomialGLn-representations and polynomial functors
is an old one which appears in the literature in many different variants and flavors;
see for instance [Gre06], [FS97], [Koc], and references therein.
Theorem 1.4.1 and Theorem 1.4.3 reduce to very classical statements [Mac95, §I.A]
for G = {1}; most ideas in this case go back to Schur [Sch01,Sch27].
After the completion of this thesis I was made aware that Theorem 1.4.1 is proved
implicitly (with essentially the same arguments) in a paper by Macdonald [Mac80];
our proof should therefore be seen as a repackaging of his ideas. A similar result was
proved by Gal and Gal [GG, Section 7] by using a categorified version of Zelevinsky’s
theory of positive self-adjoint Hopf algebras.
What might be of interest in our proof of Theorem 1.4.3 is the approach via “G-
equivariant” polynomial functors. Various other approaches to a Schur-Weyl duality
for wreath products are known; see for instance [MS16] and references therein. ♦
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1.6. Notations and conventions
• The symbols N, Z, Q, C denote the natural numbers (including 0), integers,
rational numbers and complex numbers respectively.
• The cardinality of a finite set (or group) X is denoted by #X or by |X|.
8• The notations ⊆ and ⊂ are synonymous, but we preferably use the latter if
equality clearly does not occur or is not interesting (e.g. Z ⊂ Q).
• All rings and algebras are associative with 1 but are usually not commutative.
• The categories of all vector spaces (over k), representations (of G over k) and
(left)-modules (over a ring R) are denoted by Vectk, G−Repk and R−Mod
respectively. When considering finite dimensional vector spaces/representations
or finitely generated modules we use lower-case letters (e.g. vectk, G−repk or
R−mod).
• We write a ∈ C if a is an object in the category C.
• We denote the initial and terminal object in some category by ∅ and {⋆}
respectively.
• The opposite of a category C is denoted either by Cop or by Cop depending on
the typographical needs.
• If f : a → b is a morphism (from a to b) in C and we view it as a morphism
(from b to a) in Cop then we use the notation f : b← a; the arrow will always
show the direction in the original category C.
• The category of functors C → B (and natural transformations between them)
is denoted by [C,B] both in the enriched and in the non-enriched setting.
• IfG is a monoid (resp. R-algebra) then we sometimes think ofG as the category
(resp. R-linear category) BG with one element ⋆G and EndBG(⋆G) := G.
• The symbol ∆ can denote both the simplex category (of finite linearly ordered
sets) or a diagonal morphism (e.g. ∆: X → X ×X); the context will remove
any ambiguity. See Section 3 for more notation and conventions about ∆.
• If n ∈ N is a natural number then the symbol [n] denotes the linearly ordered
set {0 < · · · < n} (usually seen as an object in ∆).
• If G is a group then k[G] denotes the group algebra and Gk[G] denotes the
regular representation of G (over k).
• For a finite group G we denote by G⋆ the set conjugacy of classes in G and by
G⋆ the set of irreducible characters of G.
• The size of a partition λ = (λ1 > λ2 > . . . ) is |λ| :=
∑
i λi. We denote by Pn
the set of partitions of size n.
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• For a set X we denote by Pn(X) the set of partition-valued maps on X with
total size n; in other words, an element of Pn(X) is a family (λ(x))x∈X of
partitions such that ‖λ‖ :=
∑
x |λ(x)| = n.
• For a partition λ we denote by sλ, eλ and hλ the corresponding Schur function,
elementary symmetric function and complete symmetric function respectively.
• The tuple (1, . . . , 1) with d many 1’s is denoted by (1d). If the d is clear from
the context we might just write (1).
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2. The classical Hall algebra
We start off by recalling the classical definition of the Hall algebra.
Let A be a proto-abelian category [Dyc15, Definition 1.2]. In particular A has a
zero object, direct sums, as well as a notion of flags and short exact sequences.
Definition 2.0.1. A proto-abelian category A is called finitary if it is essentially
small and for each pair of objects A,A′ ∈ A the sets HomA(A,A
′) and ExtA(A,A
′)
(of extensions 0→ A′ →?→ A→ 0 up to equivalence) have finite cardinality. ♣
Example 2.0.2. The prototypical example of a finitary proto-abelian category is the
category vectFq of finite dimensional vector spaces over the finite field Fq; more
generally we can take the category of all finite abelian p-groups for some prime p.
Another example is the category vectF1 of finite pointed sets and partial bijections
which we study in more detail in Section 5.7. ♦
Warning 2.0.3. A proto-abelian category does not need to be enriched over abelian
groups as the example vectF1 shows. ♦
Construction 2.0.4. The classical Hall algebra hall(A) of a proto-abelian cat-
egory A is given as follows:
• The underlying abelian group is the free Z-module
⊕
[M ]∈Iso(A)
Z · [M ]
on the set of isomorphism classes of objects in A.
• The product of two basis elements is defined as
[N ] · [L] :=
∑
[M ]∈Iso
gMN,L[M ]
with the coefficients gMN,L given by
gMN,L :=
#{s.e.s. L →֒ M ։ N}
#Aut(L)#Aut(N)
One can prove that hall(A) is an associative algebra [Dyc15, Theorem 1.6]. We
denote the extension of scalars R ⊗Z hall(A) of the Hall algebra by any ring R by
hallR(A). ♣
Following Dyckerhoff and Kapranov [DKa, Section 8.2] we subdivide the construc-
tion A hall(A) of the Hall algebra into two steps:
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1. From the proto-abelian category A we can construct the simplicial groupoid
XA : ∆op → Grpd of flags.
2. To each groupoid A we can assign an abelian group V (A) of finitely supported
functions π0A→ Z.
We can then redefine the Hall algebra by taking V (XA[1]) as the underlying abelian
group; the multiplicative structure will be given by the extra functoriality structure
of V and the higher groupoids XA[n].
2.1. The simplicial groupoid of flags
Given a protoabelian category A we can define the following simplicial groupoid
XA : ∆op → Grpd:
• For [n] ∈ ∆op, the objects of the groupoid XA[n] are diagrams of the shape
0 A01 A02 · · · A0,n−2 A0,n−1 A0,n
0 A12 · · · A1,n−2 A1,n−1 A1,n
0 · · · A2,n−2 A2,n−1 A2,n
. . .
...
...
...
0 An−2,n−1 An−2,n
0 An−1,n
  
 

(2.1)
where all the vertical maps are epis, all the horizontal maps are monos and all
the square are bicartesian (i.e. both pullback and pushout). The morphisms
of XAn are simply all isomorphisms in A of such diagrams.
• A morphism f : [n] ← [m] in ∆op induces a morphism XAf : X
A
[n] → X
A
[m] of
groupoids by simultaneously omitting (in the case of face maps) and duplicat-
ing (in the case of degeneracy maps) rows and columns of such diagrams. It
is easy to see that this construction is functorial.
We call XA the simplicial groupoid of flags in A.
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Remark 2.1.1. Clearly the groupoid XA[1] is canonically isomorphic to the groupoid
A
∼= obtained from A by throwing away all non-isomorphisms. More generally, XA[n]
is equivalent to the groupoid
{0 →֒ A1 →֒ A2 →֒ . . . →֒ An}
∼=
of flags of length n in A. This is due to the fact that Diagram 2.1 is determined up
to isomorphism by the first row and the fact that all squares are pushouts. ♦
Remark 2.1.2. The simplicial object of flags XA first appeared in the context of
algebraic K-theory where it is known as the Waldhausen S-construction [Wal85,
Section 1.3]. ♦
2.2. Functions on isomorphism classes
Consider the assignment V : Grpd → Z−Mod given by sending a groupoid A to
the free Z-module V (A) := Z(π0A) of finitely supported functions on the isomorphism
classes of A. This assignment can not be extended to a functor but only to a partial
functor. We just give a sketch, see Dyckerhoff’s lecture notes [Dyc15, Section 2.3]
for more details and complete proofs.
Definition 2.2.1. Let f : A→ B be a map of groupoids.
• The map f is called π0-finite if the induced map of sets π0A→ π0B has finite
fibers.
In this case the pullback f ⋆ : V (B)→ V (A) given by
f ⋆ : ϕ 7→ (a 7→ ϕ(f(a)))
is a well defined Z-module homomorphism.
• We call f locally finite if for every a ∈ A and b ∈ B the 2-fiberA(a)
(2)
×f↾A(a) {b}
(where A(a) denotes the connected component of a in A) is finite, i.e. has finite
automorphism groups and finitely many isomorphism classes.
In this case we can define the pushforward f! : Q⊗Z V (A)→ Q⊗Z V (B) via
(f!ψ)(b) :=
∫
A
(2)
× f{b}
ψ :=
∑
[x,f(x)
∼=−−→b]∈π0
(
A
(2)
× f{b}
)
ψ(x)
#Aut([x, f(x)
∼=
−−→ b])
(2.2)
for a function ψ : π0A→ Q of finite support. ♣
Sometimes we can define the pushforward without having to tensor with Q.
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Lemma 2.2.2. Let f : A→ B be faithful in addition to being locally finite. Then
the pushforward f! : Q ⊗Z V (A) → Q ⊗Z V (B) restricts to a Z-module homomor-
phism f! : V (A)→ V (B). ♥
Proof. If f is faithful then all the 2-fibers A
(2)
×f {b} are discrete, hence the denom-
inators in Formula 2.2 disappear. 
Using the fact that 2-pullbacks are invariant under natural isomorphisms it is
easy to see that both the pushforward and the pullback construction are invariant
under natural isomorphisms, i.e. f ⋆ = g⋆ and f! = g! if f ∼= g (whenever defined).
Further, the obvious functoriality properties (fg)⋆ = g⋆f ⋆ and (fg)! = f!g! can be
shown to hold whenever both sides are defined. Finally for each 2-pullback square
of groupoids
X B
A D
f ′
g′ g
f
we have the pull-push equation (f ′)! ◦ (g
′)⋆ = g⋆ ◦ f! whenever both sides are defined
(actually the left side will be automatically defined if the right side is defined).
Example 2.2.3. For a group homomorphism f : BH → BG the 2-fiber BH
(2)
×f {⋆BG}
is nothing but the action groupoid G / H which has objects labeled by g ∈ G and
morphisms g
h
−−→ gh for h ∈ H .
Moreover f is locally finite if and only if the index [G : Im f ] and the cardinality
#Ker f are finite. In this case the pushforward
f! : Q ∼= Q⊗Z V (BH) −→ Q⊗Z V (BG) ∼= Q
is given by the number [G:Im f ]
#Ker f
which is just #G
#H
if both groups are finite. If f is
faithful then this number is just the integer [G : H ]. ♦
2.3. The classical Hall algebra, revised
Let A be a finitary proto-abelian category. As outlined before, we can use the pull-
push-structure on V and the groupoid XA[2] to define the multiplication on V (X
A
[1]).
Consider the multiplication span
XA[1] × X
A
[1]
c2←−− XA[2]
ν2−−→ XA[1] (2.3)
induced by the inclusions {0, 1}, {1, 2} →֒ {0, 1, 2} ←֓ {0, 2}. We call c2 the chop-
ping map and ν2 the extremal map.
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Proposition 2.3.1. [Dyc15, Proposition 2.19]
1. The chopping map c2 in the span 2.3 is π0-finite.
2. The extremal map ν2 in the span 2.3 is locally finite and faithful.
3. The induced map
µ : V (XA[1])× V (X
A
[1])
·
−−→ V (XA[1] × X
A
[1])
c⋆2−−→ V (XA[2])
(ν2)!
−−→ V (XA[1]),
endows the abelian group V (XA[1]) with the structure of an associative and
unital Z-algebra.
4. The canonical isomorphism hall(A)
∼=
−−→ V (A
∼=) ∼= V (XA[1]) (which sends an
isomorphism class [M ] to the function δ[M ]) of abelian groups is compatible
with the multiplications, hence we can (and will) identify the classical Hall
algebra hall(A) with
(
V (XA[1]), µ
)
. ♥
2.4. Example: vector spaces and free group representations
over F1
Let vectF1 be the category of finite pointed sets where the morphisms are par-
tial bijections, i.e. maps f : X → Y of finite pointed sets such that the restriction
f
∣∣
X\f−1{0}
(of f to the set of elements it doesn’t kill) is injective. We always denote
the distinguished element in a set by 0.
More generally, if G is a finite group we can consider the category F1[G]−free of
free G-representations over F1. The objects of this category are pointed sets with a
free G-action (by F1-linear isomorphisms, i.e. pointed bijections) and the morphisms
are G-equivariant partial bijections. Of course we recover vectF1 as F1[{1}]−free.
It is straightforward to show that F1[G]−free is proto-abelian and finitary with ker-
nels and cokernels given by Ker f = f−1{0} and Coker(f : X → Y ) = Y / Im f :=
{0} ∪ (Y \ Im f) respectively. The direct sum in F1[G]−free is given by the wedge
sum of pointed sets with the induced G-action.
We denote by X the simplicial groupoid of flags in F1[G]−free.
Each object X ∈ F1[G]−free can be decomposed into G-orbits as
X =
⊕
{0}6=G.x∈G\X
〈x〉
where all the 〈x〉 := {0} ∪ G.x are isomorphic via x 7→ 1G (and 0 7→ 0) to the
regular representation GF1[G] := {0} ∪G. Hence the only isomorphism-invariant in
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the category F1[G]−free is the rank defined by rkX :=
|X\{0}|
#G
.
If X is of rank n and {0}∪˙{x1, . . . , xn} is a system of representatives of G \X (in
this case we call {x1, . . . , xn} a F1[G]-basis of X) then we have an isomorphisms of
groups
G ≀ Sn
∼=
−−→ Aut(X) (2.4)
given by (g1, . . . gn, σ).xi := gσ(i).xσ(i).
We conclude that the assignment ⋆G≀Sn 7→ 〈n〉 :=
⊕n
i=1 GF1[G] on objects extends
to an equivalence of groupoids
∐
n∈N
BG ≀ Sn
≃
−−→ X[1] ≃ F1[G]−free
∼= (2.5)
by the group isomorphism 2.4 for the standard basis of 〈n〉.
Therefore the underlying abelian group of hall(F1[G]−free) has a basis given by the
stalk functions δ[n] for n ∈ N.
Claim 2.4.1. The equivalence 2.5 extends to an equivalence of spans
XA[1] × X
A
[1] X
A
[2] X
A
[1]
∐
n∈N
BG ≀ Sn ×
∐
m∈N
BG ≀ Sm
∐
n,m∈N
BG ≀ (Sn × Sm)
∐
l∈N
BG ≀ Sl
ν2c2
≃
∼=
≃ ≃
(2.6)
where the lower right horizontal map is given by the inclusions G ≀ (Sn × Sm) →֒ G≀Sl
for l = n+m. ♥
Proof. We define the middle vertical map by using the obvious maps
G ≀ (Sn × Sm) −→ Aut
(
0→ 〈n〉 →֒ 〈n+m〉։ 〈m〉 → 0
)
clearly making Diagram 2.6 commutative. It is straightforward to check that we
get an equivalence of groupoids by using the fact that every short exact sequence
0 → X → Z → Y → 0 is just a wedge-partition of Z into two G-stable subsets X
and Y with trivial intersection. 
We are left to compute the multiplicative structure. To do this we fix n,m, l ∈ N
and compute µ(δn, δm)〈l〉. By dropping the connected components on which δn · δm
is zero and restricting to the fiber of ⋆BG≀Sl (which corresponds to 〈l〉 ∈ X
A
[1]), we
are left with computing the pushforward of the function 1 : BG ≀ (Sn × Sm) → Z
along the inclusion G ≀ (Sn × Sm) →֒ G ≀ Sl if l = n + m; we are left with nothing
otherwise.
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We conclude the identity
δn · δm =
|G ≀ Sn+m|
|G ≀ (Sn × Sm)|
δn+m =
(
n+m
n
)
δn+m.
in hall(F1[G]−free).
Corollary 2.4.2. The Z-linear isomorphism
hall(F1[G]−free) ∼= Z
(N) ∼=−−→ ΓZ[x] := Z
{
xn
n!
∣∣∣ n ∈ N}
given by δn 7→
xn
n!
gives an algebra isomorphism from the Hall algebra of F1[G]−free
to the ring of divided powers. 
We observe that the Hall algebra is independent of the group G. This can be seen
as the first hint of the fact that the Hall algebra is not a sufficiently strong invariant
and that we could maybe do better.
Remark 2.4.3. Hall algebras of representation categories “over F1” have been studied
in great detail by Szczesny. For instance, he considers (Dynkin) quivers [Szc10b]
(where hall(Q−repF1) is related (but not necessarily isomorphic!) to the positive
part of the universal enveloping algebra of the corresponding simple Lie algebra)
and coherent sheaves on P1 [Szc10a]. ♦
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3. Preliminaries on (hypo-)simplicial objects
3.1. Notation and Conventions
• We view the simplex category ∆ as the category of finite linear orders;
morphisms are weakly monotone maps.
• When writing about objects in ∆ we use {x0, . . . , xn} and {x0 < · · · < xn}
interchangeably.
• We write Nn ∈ ∆ if the set N has n+ 1 elements (i.e. N is of dimension n).
• We call subset M ′ ⊆M (of an objects M ∈ ∆) convex if for x′ < y < z′ in M
with x′, z′ ∈M ′ it follows that y ∈M ′.
• For a morphism f : M → N in ∆ and a subset M ′ ⊆ M we abbreviate
f(M ′) := {x ∈ N | f(minM ′) 6 x 6 f(maxM ′)} for the convex hull of
f(M ′) in N .
• For {x0 < · · · < xn} = N
n ∈ ∆ we define the subsets Ni := {xi−1, xi} for all
1 6 i 6 n.
• A simplicial object in a category C is a functor ∆op → C.
A pseudo-simplicial object in a 2-category C is a pseudo-functor ∆op → C.
• If the objects in the category C have a common name <name> then we say
“(pseudo)-simplicial <name>” instead of “(pseudo)-simplicial object in C”. For
instance we say “simplicial groupoid” for a functor ∆op → Grpd or “pseudo-
simplicial category” for a pseudo-functor ∆op → CAT.
Remark 3.1.1. When working in ∆ (or ∆op) it is enough to consider the standard
objects [n] := {0, . . . , n} since any other object Nn ∈ ∆ of dimension n is isomorphic
to [n] via a unique isomorphism. ♦
3.2. Hypo-simplicial objects
The reason why we bloated our category ∆ (which we could have defined on the
skeleton of objects {[n] | n ∈ N} without losing anything) is that we want to consider
certain subcategories of ∆ and so we need some redundancy in the objects in order
to have “enough space”.
Definition 3.2.1. We call a subcategory ∆§ ⊆ ∆ admissible if it satisfies the
following conditions
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(ad1) If a morphism f in ∆§ is a bijection (i.e. f is an isomorphism in ∆) then the
inverse of f is also in ∆§ (i.e. f is an isomorphism in ∆§).
(ad2) The inclusion M →֒ N is a morphism of ∆§ whenever {x0, . . . , xn} = N
n ∈ ∆§
and M ⊆ N is not one of the two extremal singletons {x0} and {xn}.
(ad3) Every morphism f : M → N in ∆§ can be factorized (in ∆§) as
f : M ։ f(M) →֒ f(M) →֒ N ♣
Definition 3.2.2. Let C be a (2-)category. We call a (pseudo)-functor ∆op§ → C
defined on an admissible subcategory ∆§ ⊆ ∆ a (pseudo)-hypo-simplicial object
in C. ♣
Example 3.2.3. The whole simplex category ∆ ⊆ ∆ is clearly admissible. So we
recover the notion of (pseudo)-simplicial objects by specialising ∆§ := ∆ ⊆ ∆. ♦
Definition 3.2.4. If X : ∆op§ → C is a (pseudo-)simplicial object then we call the
morphisms X{x0,...xn} → X{x0,...,xi−1,xi+1,...,xn} induced by the inclusion face maps
and the morphisms X{x0,...xn} → X{x0,...,xi,x′i,...,xn} induced by xi, x
′
i 7→ xi degeneracy
maps (if they exist). ♣
3.2.1. Relative simplicial objects
We will now see the other main example which we will use later to construct modules
over the Hall monoidal category.
Definition 3.2.5. Fix the formal symbol −∞. The subcategory ∆> ⊂ ∆ is defined
as follows:
• Objects are those {−∞} 6= N ∈ ∆ such that −∞ ∈ N implies that −∞ is a
minimal element of N .
• Morphisms are weakly monotone maps f such that for all x ∈ Dom f we have
f(x) = −∞ if and only if x = −∞.
Similarly we can define (after fixing another formal symbol +∞) the subcategory
∆6 ⊂ ∆:
• Objects are those {+∞} 6= N ∈ ∆ such that +∞ ∈ N implies that +∞ is a
maximal element of N .
• Morphisms are weakly monotone maps f such that for all x ∈ Dom f we have
f(x) = +∞ if and only if x = +∞.
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We call ∆> and ∆6 the right- and left-relative simplex category respectively.
♣
Remark 3.2.6. Clearly both ∆> and ∆6 are admissible subcategories of ∆.
For the rest of Section 3 we will work with ∆>; everything we do works verbatim
for ∆6. ♦
Note that ∆> decomposes on objects as ∆> = ∆∈ ∪˙∆6∈ where ∆∈ = {N ∈ ∆> |
−∞ ∈ N} and ∆6∈ = {N ∈ ∆> | −∞ 6∈ N}. Observe that both ∆∈ and ∆6∈ are
canonically equivalent to ∆ via N 7→ N \ {−∞} and N 7→ N respectively.
There are clearly no morphisms from ∆∈ to ∆6∈ and the morphisms from ∆6∈ → ∆∈
are generated by the inclusions ιN : N →֒ {−∞} ∪N for N ∈ ∆6∈, i.e.
Hom(∆6∈,∆∈) = Hom(∆∈,∆∈){ιN | N ∈ ∆>}Hom(∆6∈,∆6∈).
Proposition 3.2.7. Let C be a category. We have an equivalence of categories
{hypo-simpl. objects ∆op> → C} −→ {maps of simpl. objects ∆
op → C} (3.1)
sending a hypo-simplicial object X> : ∆op> → C to the natural transformation
X>ιN : X
∈
N := X
>
{−∞}⊔N −→ X
>
N =: X
6∈
N
between the two simplicial objects X ∈ : ∆op ≃ ∆op∈
X>
−−→ C and X 6∈ : ∆op ≃ ∆op6∈
X>
−−→ C.
♥
Remark 3.2.8. It is not hard to see that ∆> is equivalent to the Grothendieck con-
struction (see Appendix A.1) of the functor [id] : {• → •} → Cat which picks out
the identity id : ∆ → ∆. In light of this description, Proposition 3.2.7 becomes
purely formal. ♦
Proof (of Proposition 3.2.7). The inverse functor is constructed as follows:
Let Φ: P → A be a morphism of simplicial objects P,A : ∆op → C. Denote by Pˆ
and Aˆ the simplicial objects ∆op∈ ≃ ∆op
P
−−→ C and ∆op6∈ ≃ ∆
op A−−→ C respectively;
let Φˆ : Pˆ → Aˆ be the transformation induced by Φ. We define the hypo-simplicial
object Φ> : ∆op> → C by Φ
> ≡ Pˆ on ∆op∈ , by Φ> ≡ Aˆ on ∆
op
6∈ and by Φ
>
ιN
:= ΦˆN . The
functoriality of Φ> corresponds to the naturality of Φ together with the functoriality
of P,A.
It is clear that the two procedures described above are inverse to each other and it is
easy to see that they are functorial. 
Remark 3.2.9. If C is a 2-category then we can replace all functors and natural
transformations by pseudo-functors and pseudo-natural transformations and obtain
an analogous statement for pseudo-(hypo-)simplicial objects. ♦
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Proposition 3.2.7 justifies the following definition:
Definition 3.2.10. We call (pseudo-)hypo-simplicial objects defined on ∆op> and
∆op6 right- and left-relative (pseudo-)simplicial objects respectively. ♣
3.3. The 1-Segal condition
Let C be a 2-category with finite products and a terminal object {⋆}.
In this section we denote by ≅ a map which admits an adjoint inverse (see Ap-
pendix A.3). This condition is usually stronger than being an equivalence (≃) and
weaker than being an isomorphism (∼=). If a map f admits an adjoint inverse, we
fix one and denote it by f−1.
Let ∆§ ⊆ ∆ be an admissibile subcategory.
Definition 3.3.1. A (pseudo)-hypo-simplicial object X : ∆op§ → C is said to satisfy
the pointed 1-Segal condition if
(pS1) for every {x0 < · · · < xn} = N
n ∈ ∆op§ the chopping map
cN : XN
≅
−−→ X{x0,x1} × · · · × X{xn−1,xn}
induced by the inclusions Ni := {xi−1, xi} →֒ N for 1 6 i 6 n admits an
adjoint inverse.
If C has some notion of homotopy fiber products (denoted by
h
×) then we can also
define the unpointed 1-Segal condition:
(uS1) For every {x0 < · · · < xn} = N
n ∈ ∆op§ the chopping map
cN : XN
≅
−−→ X{x0,x1}
h
×X{x1} . . .
h
×X{xn−1} X{xn−1,xn}
induced by the inclusions Ni := {xi−1, xi} →֒ N for 1 6 i 6 n admits an
adjoint inverse. ♣
Remark 3.3.2. Condition (pS1) for {x} = N1 ∈ ∆op§ implies that X{x} is adjoint
equivalent to the empty product which we interpret as the terminal object {⋆} ∈ C,
i.e. X{x} is contractible. We call such hypo-simplicial objects (where all the X{x} are
contractible) pointed. It is then clear that a hypo-simplicial groupoid is pointed
1-Segal if and only if it is unpointed 1-Segal and pointed. ♦
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3.3.1. Weak monoid objects and tensor products
If we specialize to actual simplicial objects defined on the whole ∆ then we obtain
so called weak monoid objects:
Definition 3.3.3. A pointed 1-Segal pseudo-simplicial object A : ∆op → C is called
a (weak) monoid object in C or, more precisely, a (weak) monoidal structure
on the underlying object A[1]. ♣
Remark 3.3.4. For brevity we will drop the adjective weak ; if we ever consider non-
weak (strict) monoid objects, we will say so explicitly. ♦
Let A : ∆op → C be a monoid object with underlying category A := A[1]. For any
n > 1 we can define an n-ary tensor product on A by
⊠n : A× · · · ×A ∼= A{0,1} × · · · × A{n−1,n}
c−1
[n]
−−→ A[n] −→ A{0,n} ∼= A. (3.2)
Note that condition (pS1) asserts, for n = 0, that the map c[0] : A[0]
≅
−−→ {⋆}
admits an adjoint inverse. Hence the canonical morphism [1] → [0] gives a map
I : {⋆}
c−1
[0]
−−→ A0 → A1 = A.
Next, we consider the diagram
A{0,1} ×A{1,2} ×A{2,3} A{0,1} ×A{1,2,3} A{0,1} ×A{1,3}
A{0,1,2,3} A{0,1,3}
A{0,3}
≅
≅
≅
≅
(3.3)
which comes by applying A to various subsets of {0, 1, 2, 3} and commutes up to
the isomorphisms specified by the pseudo-functoriality of A. After passing to the
adjoint inverses we obtain the following canonical mates (see Appendix A.3):
A{0,1} ×A{1,2} ×A{2,3} A{0,1} ×A{1,2,3} A{0,1} ×A{1,3}
A{0,1,2,3} A{0,1,3}
A{0,3}
≅
≅
≅
≅
(3.4)
These natural isomorphisms can be pasted to a natural isomorphism in the big
triangle, i.e. a natural isomorphism αr : ⊠3 ⇐⇒ −⊠ (−⊠−).
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Similarly, we construct a natural isomorphism αl : ⊠3 ⇐⇒ (−⊠−)⊠−.
Composing these two natural isomorphisms gives the so called associator
α : −⊠(−⊠−)⇐⇒ (−⊠−)⊠−.
Remark 3.3.5. Expressions of the form − ⊠ (− ⊠ −) are just a more intuitive way
of writing compositions like ⊠2 ◦ (idA × ⊠2). Similarly we might write − ⊠ − ⊠ −
for ⊠3. ♦
Following a similar idea we can pass to adjoint inverses in the pseudo-commutative
diagram
{⋆} × A{0,1} A{0} ×A{0,1} A{0,0′} ×A{0′,1}
A{0,1} A{0,0′,1}
A{0,1}
≅ 0← [0,0′
1← [1
0← [0,0′
1← [1
≅
∼=
≅
and paste the resulting mates to get a natural isomorphism
λ : I ⊠− ⇐⇒ idA,
called the left unitor. Similarly we obtain the right unitor
ρ : −⊠ I ⇐⇒ idA.
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3.3.2. The Mac Lane pentagon
Consider the following diagram of functors A4 → A and natural isomorphisms (de-
picted by single arrows) in which the dashed arrows are yet to be constructed:
(−⊠−)⊠−⊠− (−⊠−)⊠ (−⊠−)
((−⊠−)⊠−)⊠− −⊠−⊠ (−⊠−)
(−⊠−⊠−)⊠− ⊠4 −⊠ (−⊠ (−⊠−))
(−⊠ (−⊠−))⊠− −⊠ (−⊠−⊠−)
−⊠ (−⊠−)⊠− −⊠ ((−⊠−)⊠−)
αl(⊠2×id×id)
αr(⊠2×id×id)
αr(id×id×⊠2)
αl(id×id×⊠2)
αl⊠−
αr⊠−
β3l
β2m
β2l
β3r
β2r
−⊠αr
−⊠αl
αl(id×⊠2×id)
αr(id×⊠2×id)
(3.5)
The dashed arrow β3l is constructed by passing to adjoint inverses in the pseudo-
commutative diagram
A{0,1} ×A{1,2} ×A{2,3} ×A{3,4}
A{0,1,2,3,4} A{0,1,2,3} ×A{3,4}
A{0,4} A{0,3,4} A{0,3} ×A{3,4}
≅
≅
≅
≅
and pasting the resulting mates. The natural isomorphism β3r is constructed in the
same way from a similar diagram.
The pseudo-commutative diagram for constructing β2m is
A{0,1} ×A{1,2} ×A{2,3} ×A{3,4} A{0,1} ×A{1,2,3} ×A{3,4} A{0,1} ×A{1,3} ×A{3,4}
A{0,1,2,3,4} A{0,1,3,4}
A{0,4}
≅
≅
≅
≅
and β2l and β
2
r arise from a similar diagram.
Using the compatibility of canonical mates with pasting it is now easy to show that
each of the five pieces of Diagram 3.5 commutes.
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Remark 3.3.6. Diagram 3.5 is known as the Mac Lane pentagon and is part of the
usual axiomatization [ML78, §VII.1] of monoidal categories. This axiomatization
also includes two smaller diagrams involving the left and right unitors; these can be
proved by the same techniques. ♦
Remark 3.3.7. The Mac Lane coherence theorem [ML78, §VII.2] essentially states
the converse (at least in the case C = CAT): Every monoidal object given as
(A,⊠, I, α, λ, ρ) satisfying the MacLane pentagon (and a certain coherence state-
ment about λ and λ) can be made into a pointed 1-Segal (pseudo-)simplicial object.
More precisely, the assignment described in Section 3.3.1 can be upgraded to an
equivalence of categories
{1-Segal (pseudo)-simpl. ∆op → C}
≃
−−→ {(A,⊠, I, α, λ, ρ) in C (+ coherence)} ♦
3.3.3. Modules over monoid objects
Fix a monoid object A : ∆op → C in C. We want to define the notion of a module
over A in the language of pseudo-simplicial objects.
Definition 3.3.8. A (weak) right A-module structure on an object P ∈ C is a
pseudo-simplicial object P : ∆op → C with P[0] = P together with a pseudo-natural
transformation Φ: P → A which satisfies the right-relative pointed 1-Segal
condition:
(rpS1) For every n ∈ N the map
(ι⋆0,Φ[n]) : P[n]
≅
−−→ P[0] ×A[n]
induced by Φ and ι0 : [0] = {0} →֒ {0, . . . , n} = [n] admits an adjoint inverse.
♣
Recall that morphisms Φ: P → A of pseudo-simplicial objects A,P : ∆op → C
are the same thing as relative pseudo-simplicial objects Φ> : ∆op> → C. So we can
rephrase the definition of modules in terms of relative pseudo-simplicial objects.
Proposition 3.3.9. The morphism Φ: P → A is a right module over the monoid
object A (i.e. A is pointed 1-Segal and Φ satisfies the right relative pointed 1-Segal
condition) if and only if the corresponding right-relative pseudo-simplicial object
Φ> : ∆op> → C satisfies the pointed 1-Segal condition (pS1). ♥
Proof. Recall that Φ> : ∆op> → C is constructed on N
n = {x0 < x1 < · · · < xn} ∈
∆op> by Φ
>
N := P{x1,...,xn} if x0 = −∞ and by Φ
>
N := AN if x0 6= −∞; the missing
maps are induced by the morphism Φ.
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Hence the case x0 6= −∞ of condition (pS1) for Φ> corresponds precisely to the
pointed 1-Segal condition for A; the case x0 = −∞ corresponds precisely to the
relative pointed 1-Segal condition for Φ. 
From now on we will use Φ: P → A and Φ> interchangeably when talking about
right modules over monoid objects.
Given a right module Φ: P → A over a monoid object A, we can define an n-ary
action map as the composition
⊳n : P×A
n ∼= Φ>{−∞,0}×Φ
>
{0,1}×· · ·×Φ
>
{n−1,n}
c−1
{−∞}∪[n]
−−−−−−→ Φ>{−∞,0,...,n} −−→ Φ
>
{−∞,n}
∼= P.
We can then play the same game as in Section 3.3.1 and Section 3.3.2 to construct
the data of a categorical action with an associator (− ⊳−) ⊳− ⇐⇒ − ⊳ (−⊠−) and
an unitor − ⊳ I ⇐⇒ id which satisfy the usual coherence diagrams.
3.3.4. Monoidal categories and monoidal modules
A monoidal category is nothing but a monoid object in the 2-category of categories.
Since we can talk interchangeably about pseudo-functors ∆op → CAT (respectively
∆op> → CAT) and op-fibrations over ∆
op (resp. ∆op> ) via the Grothendieck construc-
tion (see Appendix A.1) we obtain the following definition of a monoidal category
and of monoidal modules:
Definition 3.3.10. 1. A monoidal structure on the underlying category A is
an op-fibration of categories A → ∆op (Condition A.1.3) with A[1] =: A such
that the corresponding pseudo-simplicial category ∆op → CAT satisfies the
pointed 1-Segal condition (pS1).
2. A right monoidal module is an op-fibration of categories Φ> → ∆op> such
that the corresponding relative pseudo-simplicial category ∆op> → CAT satis-
fies the pointed 1-Segal condition (pS1). ♣
Remark 3.3.11. In the 2-category CAT every equivalence admits an adjoint in-
verse [ML78, Theorem IV.4.1]. Hence in the (pointed or unpointed) 1-Segal condi-
tions (resp. relative 1-Segal condition) we can just require the chopping maps cN
(resp. the maps (ι0,Φ[n])) to be equivalences of categories. ♦
3.4. Lax and oplax morphisms
There is also an obvious notion of morphisms (pseudo)-hypo-simplicial objects.
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Definition 3.4.1. A morphism X → Y between pseudo-hypo-simplicial objects
X ,Y : ∆op§ → C in a 2-category C is a pseudo-natural transformation, i.e. a collection
of morphisms βN : XN → YN in C (for N ∈ ∆
op
§ ) which is natural up to specified
2-morphisms
XN XM
YN YM
Xf
βN βM
Yf
(3.6)
(for f : N ←M in ∆op§ ) which are compatible with horizontal pasting. ♣
Often it is necessary to weaken this notion.
Definition 3.4.2. A lax transformation X → Y is a collection of maps βN : X → Y
in C together with 2-morphisms
XN XM
YN YM
Xf
βN βM
Yf
βf (3.7)
which are compatible with horizontal pasting and such that βf is invertible whenever
f : {x0, . . . , xn} ←֓ {xi, . . . , xj} is the inclusion of a convex subset. ♣
3.4.1. (Lax) monoid homomorphisms
If β : A → A′ : ∆op → C is a (lax) morphism of monoid objects (i.e. pointed 1-Segal
pseudo-simplicial objects) in C, then we call β a (lax) monoid homomorphism.
Part of the structure of a lax monoid homomorphism is a homomorphism
b = β[1] : A = A[1] → A
′
[1] = A
′
on underlying objects.
By taking adjoint inverses in the diagram
A[1] × · · · × A[1] A[2] A[1]
A′[1] × · · · × A
′
[1] A
′
[2] A
′
[1]
β[1]×···×β[1] β[2]
≅
β[1]
≅
βc βν (3.8)
(where βc is invertible because the maps [2] ←֓ {0, 1}, . . . , {n− 1, n} are convex) we
can construct natural transformations
ζn : b(−)⊠
′ · · ·⊠′ b(−) =⇒ b(−⊠ · · ·⊠−)
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which are isomorphisms in the non-lax case.
Using the compatibility of β and canonical mates with pasting, we can prove that ζ
satisfies the obvious coherence axioms which we will not spell out here.
By taking the case ∆§ := ∆> we can similarly define (lax) module homomorphisms
β : P → P ′ which come equipped with transformations
ζn : b(−) ⊳ b(−)⊠
′ · · ·⊠′ b(−) =⇒ b(− ⊳−⊠ · · ·⊠−).
For the situation of C = CAT (i.e. monoidal functors and categorical modules)
we can again translate using the Grothendieck construction.
Definition 3.4.3. A (lax) monoidal functor A → A′ between monoidal categories
(seen as op-fibrations p, p′ : A,A′ → ∆op) is a functor β : A → A′ which commutes
with the fiber functors (i.e. p′ ◦ β = p) together with transformations 3.7 which
make the induced collection βn : An → A
′
n into a (lax) monoid homomorphism.
The definition of a (lax) module functor between categorical modules is the same
with ∆op replaced by ∆op> . ♣
Of course we can copy everything in Section 3.4 verbatim and just change the
direction of the transformation inhabiting the square 3.7. We then get the dual no-
tion of oplax homomorphisms, oplax monoidal functors and oplax module
functors.
3.5. The 2-Segal condition
Recall the abbreviation Mi := {xi−1, xi} for an object {x0, . . . , xm} =M
m ∈ ∆ and
the notation f(M ′) := {x ∈ N | f(minM ′) 6 x 6 f(maxM ′)} for a morphism
f : M → N in ∆ and a subset M ′ ∈M .
Definition 3.5.1. Let ∆§ ⊆ ∆ be an admissible subcategory. A hypo-simplicial
groupoid X : ∆op§ → Grpd is called 2-Segal if
(S2) for every map f : N ←M in ∆op§ the following square is a 2-pullback:
Xf(M) Xf(M1) × · · · × Xf(Mm)
XM XM1 × · · · × XMm
Xf Xf↾M1×···×Xf↾Mm
(3.9)
♣
Of course this definition does not just make sense for hypo-simplicial groupoids
but also for hypo-simplicial objects in any category C which has some notion of
homotopy limits, i.e. homotopy fiber products.
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3.5.1. The 2-Segal condition for simplicial groupoids
In the case where ∆§ = ∆ we can give an easier description of the 2-Segal condition
which agrees with the one given by Dyckerhoff and Kapranov [DKa, Proposition
2.3.2, Definition 2.5.3]
Proposition 3.5.2. A simplicial groupoid X : ∆op → Grpd is 2-Segal if and only
if the following two commutative diagrams of groupoids are 2-pullback squares for
all 0 6 i < j 6 n and all 0 6 k 6 n respectively:
X{0,...,n} X{i,...,j}
X{0,...,i,j,...,n} X{i,j}
(3.10)
X{0,...,n} X{k}
X{0,...,k,k′,...n} X{k,k′}
σk σk (3.11)
where σk is the degeneracy map induced by k, k
′ 7→ k. ♥
Corollary 3.5.3. [DKa, Proposition 2.3.3, Proposition 2.5.3] If a simplicial groupoid
X : ∆op§ → Grpd satisfies the unpointed 1-Segal condition then X is 2-Segal. 
For the proof of Proposition 3.5.2 we will need an easy Lemma about 2-pullbacks
of groupoids.
Lemma 3.5.4. Let
A B A Y
C D C Y ′
f f ′ f ∼=
be two pseudo-commuting squares. Then the induced square
A B × Y
C D × Y ′
f f ′×∼=
is a 2-pullback square if and only if the first square was 2-pullback. ♥
Proof. For strict pullbacks the result is clear. Hence it is also true if f ′ (hence
f ′ ×∼=) is an iso-fibration because in this case we can compute 2-pullbacks by strict
pullbacks [Dyc15, Proposition 2.5].
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We can replace B by the equivalent groupoid B which has additional copies bα of
every object b ∈ B labeled by the isomorphisms α : f ′(b)
∼=
−−→ d in D. We can also
replace f ′ by the iso-fibration f ′ : B → D which maps the “identity” b → bα to the
morphism α. Hence we can deduce the general case of the Lemma from the case
where f ′ is an iso-fibration. 
Proof (of Proposition 3.5.2). Let X : ∆op → Grpd be a simplicial groupoid sat-
isfying the two 2-pullback conditions 3.10 and 3.11. We call a map f : [n] ← [m]
hc-good, if the corresponding square 3.9 is a 2-pullback; then we proceed in three
steps:
1. Every injective map is hc-good.
2. Every degeneracy map {0, . . . , k, . . . , m} և {0, . . . , k, k′, . . . , m} is hc-good
(for 0 6 k 6 m).
3. If [n]
g
←−− [m] and [m]
f
←−− [l] are hc-good and f is surjective then the compo-
sition gf is hc-good.
Statements 1-3 imply that every map • ← • in ∆op is hc-good, since it can be factored
as a composition • ← •և · · ·և • where the leftmost map is injective and the others
are degeneracies (which are surjective).
1. Let f be injective. We can assume that f is the inclusion {0, . . . , n} ←֓
{f(0), . . . , f(m)} of an [m]-indexed subset.
Consider the following squares for i = 1, . . . , m.
X{f(0),f(1),...,f(i−1),f(i−1)+1,...,f(m)−1,f(m)}
i−1∏
k=1
X{f(k−1),f(k)} ×
m∏
k=i
X{f(k−1),...,f(k)}
X{f(0),f(1),...,f(i−1),f(i),f(i)+1,...,f(m)}
i∏
k=1
X{f(k−1),f(k)} ×
m∏
k=i+1
X{f(k−1),...,f(k)}
(3.12)
By removing the factors of the rightmost vertical map which appear on both
sides (using Lemma 3.5.4) we can reduce this square to
X{f(0),f(1),...,f(i−1),f(i−1)+1,...,f(i),...,f(m)−1,f(m)} X{f(i−1),...,f(i)}
X{f(0),f(1),...,f(i−1),f(i),f(i)+1,...,f(m)} X{f(i−1),f(i)}
(3.13)
which is the instance of the square 3.10 corresponding to the line {f(i−1), f(i)}
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in the polygon
{f(0), f(1), . . . , f(i− 1), f(i− 1) + 1, . . . , f(i), f(i) + 1, . . . , f(m)− 1, f(m)}.
Hence we know that the square 3.12 is a 2-pullback.
Finally, we can vertically paste the squares 3.12 for the various i = 1, . . . , m
to obtain the desired 2-pullback square 3.9.
2. If σk : {0, . . . , m}և {0, . . . , k, k′, . . .m} is the k-th degeneracy for 0 6 k 6 m
then the Diagram 3.9 will look as follows:
X{0,...,m} X{0,1} × · · · × X{k−1,k} × X{k=k′} × X{k′,k+1} × X{m−1,m}
X{0,...,k,k′,...,m} X{0,1} × · · · × X{k−1,k} × X{k,k′} × X{k′,k+1} × · · · × X{m−1,m}
Xσk id×···×Xσk×···×id
This square arises from Diagram 3.11 (which is a 2-pullback square because X
is 2-Segal) by adding a finite number of isomorphisms to the right map; hence
it is still a 2-pullback by Lemma 3.5.4
3. Diagram 3.9 for gf can be subdivided as follows:
X{gf(0),gf(0)+1,...,gf(l)} X{gf(0),...,gf(1)} × · · · × X{gf(l−1),...,gf(l)}
X{f(0),f(0)+1,...,f(l)} X{f(0),...,f(1)} × · · · × X{f(l−1),...,f(l)}
X{0,...,l} X{0,1} × · · · × X{l−1,l}
Xg Xg↾{f(0),...,f(1)}×···
Xf Xf↾{0,1}×···
The bottom square is a 2-pullback since f is hc-good. Moreover, since f is
surjective, the upper square reduces to
X{gf(0),gf(0)+1,...,gf(l)} X{gf(0),...,gf(1)} × · · · × X{gf(l−1),...,gf(l)}
X{0,...,m} X{0=f(0),f(1)} × · · · × X{f(l−1),f(l)=m}
Xg Xg↾{f(0),f(1)}×···
Note, that if f(i− 1) = f(i) for some 1 6 i 6 l then the corresponding map
Xg↾{f(i−1),f(i)} : X{f(i)} → X{gf(i)}
is an isomorphism; hence we can without loss remove those factors from the
diagram using Lemma 3.5.4. What is left after removing those factors will be
precisely the instance of the square 3.9 for g, which is a 2-pullback since g is
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hc-good.
Conversely, if X is 2-Segal then we can specialize f : N ← M to {0, . . . , n} ←֓
{0, . . . , i, j, . . . , n} and to {0, . . . , n}և {0, . . . , k, k′, . . . , n} in the 2-pullback square 3.9.
This gives us precisely (after dropping some vertical identities using Lemma 3.5.4)
that 3.10 and 3.11 are 2-pullback squares. 
The concept of 2-Segal simplicial groupoids wouldn’t be any use to us if it did not
apply to our main object of interest XA. So here comes the obligatory example:
Proposition 3.5.5. [Dyc15, Theorem 2.10] If A is a proto-abelian category then
the simplicial groupoid XA of flags in A is 2-Segal. ♥
Proof. We will later prove a very similar statement in the case of bounded flags (see
Proposition 5.5.6), hence we omit this proof. 
3.5.2. The relative 2-Segal condition
We want to define the notion of a 2-Segal morphism of simplicial groupoids.
Definition 3.5.6. A morphism Φ: Y → X of simplicial objects is called 2-Segal if
the right-relative simplicial groupoid Φ> is 2-Segal. ♣
Remark 3.5.7. Definition 3.5.6 seems arbitrarily biased towards the right-relative
point of view. It will turn out, however, that this is only an illusion; the left-relative
point of view would have given the same definition (see Remark 3.5.12). ♦
We can mimic the proof of Proposition 3.5.2 to show an analogous statement for
a large class of hypo-simplicial groupoids
Proposition 3.5.8. Let ∆§ ⊆ ∆ be an admissible subcategory with “enough degen-
eracies”, i.e. assume that every map in ∆§ can be factorized (in ∆§) as a composition
• ←֓ •և . . .և • of some degeneracies followed by an inclusion.
Then a hypo-simplicial groupoid X : ∆op> → Grpd is 2-Segal if and only if for
{x0 < · · · < xn} = N
n ∈ ∆op> the following two commutative diagrams of groupoids
are 2-pullback squares (for all 0 6 i < j 6 n and all 0 6 k 6 n respectively)
X{x0,...,xn} X{xi,...,xj}
X{x0,...,xi,xj ,...,xn} X{xi,xj}
(3.14)
X{x0,...,xn} X{xk}
X{x0,...,xk,x′k,...n} X{xk,x′k}
σk σk (3.15)
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whenever the degeneracy map σk is defined (i.e. whenever the map xk, x
′
k 7→ xk lies
in ∆§). ♥
Remark 3.5.9. Clearly ∆> has enough degeneracies; the only degeneracies which are
not defined are those corresponding to −∞, x 7→ x. ♦
We can further refine the criterium of Proposition 3.5.8 in the case where∆§ = ∆>:
Proposition 3.5.10. A relative simplicial groupoid X : ∆op> → Grpd (which we
can think of as a morphism Φ: X ∈ → X 6∈ of groupoids) is 2-Segal if and only if all
of the following conditions are satisfied:
1. The target simplicial groupoid X 6∈ : ∆op ≃ ∆op6∈ ⊂ ∆
op
> → Grpd is 2-Segal.
2. The source simplicial groupoid X ∈ : ∆op ≃ ∆op∈ ⊂ ∆
op
> → Grpd satisfies the
unpointed 1-Segal condition (uS1).
3. The morphism Φ: X ∈ → X 6∈ satisfies the following relative 2-Segal condi-
tions:
(rS2i) For every 0 6 i < j 6 n the following square is 2-pullback:
X ∈{0,...,n} X
6∈
{i,...,j}
X ∈{0,...,i,j,...,n} X
6∈
{i,j}
(3.16)
(rS2ii) For every 0 6 k 6 n the following square is 2-pullback:
X ∈{0,...,n} X
6∈
{k}
X ∈{0,...,k,k′,...n} X
6∈
{k,k′}
σk σk (3.17)
♥
Proof. We use Proposition 3.5.8 and identify the various cases with the conditions
of Proposition 3.5.10
1. corresponds to the case −∞ 6∈ N
2. corresponds to Diagram 3.14 in the case −∞ ∈ N , i = 0.
(rS2i) corresponds to Diagram 3.14 in the case −∞ ∈ N , i 6= 0.
(rS2ii) corresponds to Diagram 3.15 in the case −∞ ∈ N and k 6= 0.
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Note that the case −∞ ∈ N and k = 0 cannot appear since that is the situation
where the degeneracy σk is not defined. 
Remark 3.5.11. A definition of relative 2-Segal objects was independently proposed
by Young [You]. Proposition 3.5.10 shows that our notion of relative 2-Segal sim-
plicial objects is the same as his notion of unital relative 2-Segal simplicial objects.
We obtain his definition of (not necessarily unital) relative 2-Segal simplicial objects
by dropping condition (rS2ii). ♦
Remark 3.5.12. Observe that the conditions of Proposition 3.5.10 do not change if we
view the morphism Φ: X ∈ → X 6∈ as a left-relative simplicial groupoid X : ∆op6 →
Grpd and require it to be 2-Segal. Hence we can speak of a 2-Segal morphism
Y → X of groupoids without having to specify left or right. ♦
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4. The generalized Hall construction
4.1. Monoidal left derivators of groupoids
In this section we want to introduce what we need as a second ingredient to construct
the Hall monoidal category. We want to give an axiomatic characterization of what
the assignment V : Grpd → CAT should satisfy: It should be a componentwise
cocontinuous monoidal left derivator.
We will introduce all these terms in a rather ad hoc manner without delving into the
abstract theory of derivators. We will make some simplifying assumptions which are
probably not necessary because in the end we are mostly concerned with the case
V := [−,VectC] and the additional complications wouldn’t be worth it.
See Groth’s thesis [Gro11] for a systematic (and much more careful) development of
the theory of derivators and monoidal derivators.
4.1.1. Ad hoc definitions
Consider a 2-functor V : Grpd → CAT which is contravariant on 1-cells (but co-
variant on 2-cells). Such a functor is called a pre-derivator (of groupoids). To
stress the contravariance we denote the induced map on 1-cells by V⋆.
Definition 4.1.1. We call V a left derivator (of groupoids) if the following
conditions hold:
(D1) The 2-functor V takes coproducts to products.
(D2) For each map of groupoids f : A→ B the induced map V⋆(f) : V(B)→ V(A)
admits a left adjoint V!(f) : V(A)→ V(B)
(D3) Assume we have a 2-pullback square of groupoids:
X B
A D
f ′
g′ g
f
(4.1)
Then this square is required to be V-exact. This means that the canonical
mates (see Appendix A.3)
V!(f
′) ◦ V⋆(g′) =⇒ V⋆(g) ◦ V!(f) (4.2)
V!(g
′) ◦ V⋆(f ′) =⇒ V⋆(f) ◦ V!(g) (4.3)
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of the induced diagram
V(X) V(B)
V(A) V(D)
V⋆(f ′)
V⋆(g′) V⋆(g)
V⋆(f)
(4.4)
are required to be isomorphisms. ♣
Remark 4.1.2. In a derivator [Gro11, Definition 1.11] the maps V⋆(f) : V(B)→ V(A)
are required to have both a left and a right adjoint. In case we only need left adjoints,
we talk about left derivators.
Usually (pre-)derivators are defined as 2-functors Cat→ CAT defined on all small
categories and not just on groupoids. Moreover the usual axioms are a bit different
(and stronger); what we call Axiom (D3) can then be proved as a proposition. For
us Condition (D3) is really the key statement; hence it makes sense to take it as an
axiom.
We will not always mention that our left derivators are only defined on groupoids
and by “left derivator” we will always mean “left derivator of groupoids”. ♦
Proposition & Definition 4.1.3. Let V be a cocomplete category. Then V defines
a left derivator
V = [−,V] : Grpd→ CAT
called the left derivator represented by V. ♥♣
Proof. (D1) Clear.
(D2) For a map f : A→ B of groupoids, the induced functor V⋆(f) : [B,V]→ [A,V]
has a left adjoint V!(f) : [A,V] → [B,V] given by left Kan extension [ML78,
§X.] along f , which exists because V is cocomplete.
(D3) We have to show that the mate 4.3 is an isomorphism evaluated at any object
a ∈ A; the proof for the mate 4.2 is similar.
Fix a ∈ A and consider the following diagram where the two small squares
(hence the big rectangle) are 2-pullbacks:
P X B
{⋆} A D
π
p f ′
g′ g
a f
(4.5)
Applying V = [−,V] and passing to left adjoint gives the following pasting of
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canonical mates
[P,V] [X,V] [B,V]
V [A,V] [D,V]
V⋆(f ′p)
colimP=V!(π)
V⋆(p) V⋆(f ′)
V!(g
′)
V!(g)
evf(a)=V
⋆(f(a))
eva=V⋆(a) V⋆(f)
(4.6)
Observe that the 2-fiber P ≃ X
(2)
×g′ {a} ≃ B
(2)
×g {f(a)} of groupoids coincides
with the comma categories (X ↓ a) and (B ↓ f(a)). Hence the pointwise
formula for Kan extensions [ML78, Theorem X.3.1] states precisely that the
canonical mates
colimP ◦V
⋆(p) =⇒ eva ◦ V!(g
′)
colimP ◦V
⋆(f ′p) =⇒ evf(a) ◦ V!(g)
living in the left square and in the big rectangle are isomorphisms.
It follows that the canonical mate 4.3 living in the right square of Diagram 4.6
is an isomorphism after composition with eva (i.e. after evaluation at a). Be-
cause the obect a ∈ A was arbitrary, we conclude that all the components of
the mate transformation are isomorphisms, hence the mate itself is an isomor-
phism. 
Definition 4.1.4. A pseudo-natural transformation between two pre-derivators
V,W : Grpd → CAT is a collection of functors V(A)
FA−−→ W(A) for A ∈ Grpd
together with specified naturality isomorphisms living in the squares
V(A) W(A)
V(B) W(B)
FA
V⋆(f)
FB
W⋆(f) (4.7)
such that some coherence conditions are satisfied. ♣
Definition 4.1.5. A monoidal left derivator is a left derivator V : Grpd →
CAT together with pseudo-natural transformations
⊗
V V × V → V and {⋆} → V
satisfying the usual associativity and unitality conditions.. ♣
Remark 4.1.6. Of course this is not the correct definition. What we should really be
saying is that the associativity and unitality conditions are satisfied up to coherent
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2-isomorphisms. In other words we would have to introduce the 2-category of left
derivators and define a monoidal left derivator as a weak monoid object in this 2-
category [Gro12]. The technical details are quite burdensome, so we shall make do
with this naive definition. In fact we shall do even worse: we will assume that our
pseudo-natural transformations are strict, i.e. that all the instances of Square 4.7
commute on the nose; in other words we talk about natural and not pseudo-natural
transformations.
We can then define n-ary tensor products
⊗
V : V × · · ·×V → V (including the unit
J : {⋆} → V) without having to track all the involved isomorphisms. ♦
Example 4.1.7. If ⊗ : V × V → V is a cocomplete (strict) monoidal category, then
the corresponding represented left derivator is monoidal with tensor product given
by the composition
⊗
V
: [−,V]× [−,V]
∼=
←−− [−,V × V]
[−,⊗]
−−−→ [−,V]. ♦
Remark 4.1.8. Following the same spirit as Remark 4.1.6 we will pretend that all
our monoidal categories are strict so that we don’t have to track the coherence
isomorphisms. So for instance in VectC we want to pretend that (U ⊗ V ) ⊗W is
equal to U ⊗ (V ⊗W ). ♦
4.1.2. Multi-valued tensor products
Fix a monoidal left derivator V : Grpd→ CAT.
Construction 4.1.9. Let [n]
f
←−− [m]
g
←−− [l] be a diagram in ∆op and let Ai,
Bj and Ck be groupoids for 1 6 i 6 n, 1 6 j 6 m and 1 6 k 6 l together
with maps yjk : Ck → Bj for j = g(k − 1) + 1, . . . , g(k) and xij : Bj → Ai for
i = f(j − 1) + 1, . . . , f(j). It is sometimes convenient to collect all the xij ’s for a
fixed j into the map xj : Bj →
∏f(j)
i=f(j−1)+1Ai
We define the multi-valued tensor product
⊗xij
f
:
n∏
i=1
V(Ai)
pr
−−→
m∏
j=1
f(j)∏
i=f(j−1)+1
V(Ai)
∏
j
∏
i V
⋆(xij)
−−−−−−−−→
m∏
j
f(j)∏
i
V(Bj)
∏
j
⊗
V (Bj)
−−−−−−−→
m∏
j=1
V(Bj)
♣
We call the structure maps yjk and xij composable if all the expressions zik : Ck
yjk
−−→
Bj
xij
−−→ Ai are independent from the choice of j, as the notation suggests. In this
case we have
⊗yjk
g ◦
⊗xij
f =
⊗zik
fg as can be seen by considering the following com-
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mutative diagram:
∏n
i V(Ai)
∏m
j
∏f(j)
i V(Ai)
∏m
j
∏f(j)
i V(Bj)
∏m
j V(Bj)
∏l
k
∏g(k)
j
∏f(j)
i V(Ai)
∏l
k
∏g(k)
j
∏f(j)
i V(Bj)
∏l
k
∏g(k)
j V(Bj)
∏l
k
∏g(k)
j
∏f(j)
i V(Ck)
∏l
k
∏g(k)
j V(Ck)
∏l
k V(Ck)
pr
pr
∏m
j
∏f(j)
i V
⋆(xij)
pr
∏m
j
⊗
V (Bj)
pr
∏
k
∏
j
∏
i V
⋆(zik)
∏
k
∏
j
∏
i V
⋆(yjk)
∏
k
∏
j
⊗
V (Bj)
∏
k
∏
j V
⋆(yjk)∏
k
∏
j
⊗
V (Ck)
∏
k
⊗
V (Ck)
∏
k
⊗
V (Ck)
Here the second square on the right commutes because
⊗
V is a natural transfor-
mation, the triangle in the bottom right is associativity of
⊗
V , and the other two
pieces commute trivially (using zik = xijyjk).
Remark 4.1.10. In the case where n = 0 and xj : Bj → {⋆} are the unique maps to
the point, the multi-valued tensor product
⊗
f
: {⋆} =
m∏
j=1
{⋆}(Bj)→
m∏
j=1
V(Bj)
(induced by f : [0] ← [m]) is just a product of unit maps JBj : {⋆}(Bj) → V(Bj)
coming from the monoidal structure on V. Here {⋆}(−) denotes the terminal deriva-
tor (a.k.a. the terminator).
The multi-valued tensor product induced by f : {0, . . . , k, . . . , n}և {0, . . . , k, k′, . . . , n}
inserts a unit at position k. ♦
4.1.3. Naturality of multi-valued tensor products
Next consider maps Bj
βj
−−→ B′j of groupoids (for 1 6 j 6 m) and a bunch of
commutative diagrams in Grpd as follows (for f : [n]← [m], 1 6 i 6 n as above):
Ai A
′
i
Bj B
′
j
αi
xij x′ij
βj
(4.8)
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Applying the above procedure we obtain the commutative diagram
∏n
i V(Ai)
∏n
i V(A
′
i)
∏m
j
∏f(j)
i V(Ai)
∏m
j
∏f(j)
i V(A
′
i)
∏m
j
∏f(j)
i V(Bj)
∏m
j
∏f(j)
i V(B
′
j)
∏m
j V(Bj)
∏m
j V(B
′
j)
∏
i V
⋆(αi)
pr pr∏
j
∏
i V
⋆(αi)
∏
j
∏
i V
⋆(xij)
∏
j
∏
i V
⋆(x′ij)∏
j
∏
i V
⋆(βj)
∏
j
⊗
V (Bj)
∏
j
⊗
V (B
′
j)∏
j V
⋆(βj)
(4.9)
where the last square commutes by naturality of
⊗
V . Hence we get the following
commutative naturality square for the multi-valued tensor product:
∏n
i V(Ai)
∏n
i V(A
′
i)
∏m
j V(Bj)
∏m
j V(B
′
j)
∏
i V
⋆(αi)
⊗xij
f
⊗x′ij
f∏
j V
⋆(βj)
(4.10)
By applying the above to the commutative diagrams
Ai Ai
∏f(j)
i=f(j−1)+1Ai Bj
=
pr xij
xj
we immediately obtain:
Corollary 4.1.11. We can compute the multi-valued tensor-product corresponding
to f : [n]← [m] and xij : Bj → Ai as the composition
⊗xij
f
:
n∏
i=1
V(Ai)
⊗
f
−−→
m∏
j=1
V

 f(j)∏
i=f(j−1)
Ai

 ∏j V⋆(xj)−−−−−−→ m∏
j=1
V(Bj) (4.11)

4.1.4. Componentwise compatibility with homotopy colimits
A particular case of the above discussion is when f : [n] ← [m] is just the inclusion
{0, . . . , n} ←֓ {0, n} ∼= [1] and Diagram 4.8 is chosen to be
Ai A
′
i
∏n
i=1Ai
∏n
i=1A
′
i
αi
pri pri∏
i αi
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In this case the naturality square of the multi-valued tensor product looks as follows
∏n
i V(Ai)
∏n
i V(A
′
i)
V(
∏n
i Ai) V(
∏n
i Ai)
∏
i V
⋆(αi)
⊗
n
⊗
n
V⋆(
∏
i αi)
(4.12)
Remark 4.1.12. It is a straightforward calculation using the definitions that we
can recover the n-ary tensor product from this multi-valued tensor product as the
composition ⊗
V
(A) :
n∏
i=1
V(A)
⊗
n−−→ V(
n∏
i=1
A)
V⋆(∆n)
−−−−→ V(A)
where ∆n : A→
∏n
i=1A is the diagonal. ♦
Definition 4.1.13. A monoidal left derivator is said to be componentwise co-
continuous (cococo) if the mate
∏n
i V(Ai)
∏n
i V(A
′
i)
V(
∏n
i Ai) V(
∏n
i Ai)
∏
i V!(αi)
⊗
n
⊗
n
V!(
∏
i αi)
(4.13)
(corresponding to Diagram 4.12 after replacing the horizontal arrows with their left
adjoint) is an isomorphism for all n ∈ N and A1, . . . , An ∈ Grpd. ♣
Example 4.1.14. What does being componentwise cocontinuous mean for the repre-
sented left derivator [−,V]?
It is easy to compute that the map
⊗
n :
∏n
i [Ai,V]→ [
∏n
i Ai,V] is in this case given
by
(F1, . . . , Fn) 7→ F1 ⊗ · · · ⊗ Fn :
∏n
i
Ai
∏
i Fi−−−→
n∏
i
V
⊗
−−→ V
Hence the component at (F ′1, . . . , F
′
n) ∈
∏n
i=1[A
′
i,V] of the mate 4.13 is nothing but
the canonical natural transformation (of functors A1 × · · · × An → V )
(α1 × · · · × αn)!(F
′
1 ⊗ · · · ⊗ F
′
n) −→ α1!(F
′
1)⊗ · · · ⊗ αn!(F
′
n)
Evaluating this transformation at an element (a1, . . . , an) of A1×· · ·×An we obtain
the map
colim (F ′1(a
′
1)⊗ · · · ⊗ F
′
n(a
′
n)) −→ (colimF
′
1(a
′
1))⊗ · · · ⊗ (colimF
′
n(a
′
n))
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in V, where the colimits are taken over all arrows αi(a
′
i)→ ai in Ai. That all these
maps in V are isomorphisms means precisely that the tensor product in V preserves
colimits in each variable.
In particular we see that our main example (VectC,⊗) gives rise to a componentwise
cocontinuous monoidal left derivator. ♦
We conclude this ad hoc introduction of monoidal left derivators by proving an
easy lemma.
Lemma 4.1.15. Let V be componentwise cocontinuous. Then the mate correspond-
ing to Diagram 4.10 after replacing the horizontal arrows by their left adjoint is an
isomorphism if we assume that the square
∏f(j)
i=f(j−1)+1Ai
∏f(j)
i=f(j−1)+1A
′
i
Bj B
′
j
∏
i αi
xj x′j
βj
(4.14)
is V-exact. ♥
Proof. We can factor f : [n] ← [m] as [n] ←֓ f([m])
f
←−− [m]
id
←−− [m] and
xij : Ai ← Bj as Ai
id
←−− Ai
pri←−−
f(j)∏
i=f(j−1)+1
Ai
xj
←−− Bj and similarly for x′ij. (Recall
that f([m]) = {f(0), f(0)+ 1, . . . , f(m)} = {f(0)}⊔
∐m
j=1{f(j− 1)+ 1, . . . , f(j)} is
the convex hull of Im f .) This gives a decomposition of Diagram 4.10 as
∏n
i V(Ai)
∏n
i V(A
′
i)
∏m
j
∏f(j)
i V(Ai)
∏m
j
∏f(j)
i V(A
′
i)
∏m
j V(
∏f(j)
i Ai)
∏m
j V(
∏f(j)
i A
′
i)
∏m
j V(Bj)
∏m
j V(B
′
j)
∏
i V
⋆(αi)
⊗id
←֓=pr
⊗id
←֓=pr∏
j
∏
i V
⋆(αi)
⊗
f
⊗
f
⊗xj
id =
∏
j V
⋆(xj)
∏
j V
⋆(
∏
i αi)
⊗x′j
id =
∏
j V
⋆(xj)∏
j V
⋆(βj)
After replacing each horizontal arrow V⋆(?) with its left adjoint V!(?) the mate of the
first square is always an isomorphism and the mate of the second square (which is
just a product of instances of Diagram 4.13) is an isomorphism because V is compo-
nentwise cocontinuous. Hence the mate of the total rectangle being an isomorphism
follows from the mate of the lower square being an isomorphism, i.e. Diagram 4.14
being V-exact. 
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4.2. The generalized Hall construction
Recall that our goal is to construct the Hall monoidal category out of the 2-Segal
simplicial groupoid XA : ∆op → Grpd of flags (in some proto-abelian category A)
by applying the represented left derivator [−,VectC]. More generally we can use
any 2-Segal simplicial groupoid and any componentwise cocontinuous monoidal left
derivator of groupoids and still get a monoidal category (i.e. a pointed 1-Segal op-
fibration of categories over ∆op).
It turns out that with no additional effort we can take care not only of simpli-
cial groupoids but of any hypo-simplicial groupoid. This might seem like a cheap
improvement but it pays off: as we have seen in Section 3.3.4 we can formulate
the notion of modules over a monoidal category in the language of hypo-simplicial
groupoids, hence this more general construction will provide us with a way to con-
struct categorical modules over the Hall monoidal categories.
Let V : Grpd→ CAT be a componentwise cocontinuous monoidal left derivator of
groupoids and fix an admissible subcategory ∆§ ⊆ ∆.
In this section we construct a contravariant functor
{2-Segal hypo-simpl. ∆op§ → Grpd}
Hall⊠V−−−→ {pointed 1-Segal op-fibr. over ∆op§ }
lax
which we call the generalized Hall construction. The superscript lax on the right
side indicates that we only consider those functors of op-fibrations ?→ ∆op§ which in-
duce lax morphisms when we pass to pseudo-hypo-simplicial categories∆op§ → CAT.
4.2.1. Construct the data on objects
We start by constructing the assignment Hall⊠V on objects. Let X : ∆
op
§ → Grpd be
a hypo-simplicial groupoid, we construct an op-fibration Hall⊠V (X ) : F
⊠
X → ∆
op
§ and
prove that it is pointed 1-Segal.
We construct the category F⊠ = F⊠X :
• For each element Nn ∈ ∆op§ the objects of F
⊠ over N are finite tuples F =
(F1, . . . , Fn) of objects Fi ∈ V(XNi) (recall that if N = {x0, . . . , xn} then
Ni := {xi−1, xi}).
• To define the Hom-sets and composition over arrows Nn
f
←−− Mm
g
←−− Ll in
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∆op§ we use the following cospans which assemble to a commutative diagram:
F ∈
n∏
i=1
V(XNi)
G ∈
m∏
j=1
V(XMj )
m∏
j=1
V(Xf(Mj))
H ∈
l∏
k=1
V(XLk)
l∏
k=1
V(Xg(Lk))
∏l
k=1 V(Xfg(Lk))
⊗
f
⊗
fg
∏
j
V⋆(Xf↾Mj )
⊗
g
⊗
g∏
k
V⋆(Xg↾Lk )
∏
k
V⋆(X(fg)↾Lk )
∏
k
V⋆(Xf↾g(Lk))
(4.15)
The vertical arrows are the multi-valued tensor product defined in Section 4.1.2
using the structure maps coming from various inclusions e.g. Ni →֒ f(Mj) or
f(Mj) →֒ fg(Lk). Note that the square in the lower right is an instance of the
naturality square 4.10 for
⊗
g.
More explicitly, we define
Homf(F,G) := Hom m∏
j=1
V(X
f(Mj)
)
(⊗
f
(F ),
(∏
j
V⋆(Xf↾Mj )
)
(G)
)
and composition Homg(G,H)× Homf(F,G) → Homfg(F,H) by pushing the
homsets forward to the category
∏l
k=1 V(Xfg(Lk)) (in the bottom right corner)
and using the composition there.
• Finally, we define the Hom-sets Hom(F,G) :=
∐
f : N←M Homf (F,G). Clearly
the above composition law extends. Moreover we obtain the obvious functor
F⊠ → ∆op§ .
Note that the fiber F⊠N over N ∈ ∆
op
§ is clearly
∏n
i=1 V(XNi).
4.2.2. Check the properties
It is clear that the above construction of F⊠ really gives a category: associativity of
composition is obtained by assembling three cospans to a commutative diagram and
identities are easy since the maps
⊗
f and
∏
j
V⋆(Xf↾Mj ) are both just the identity if
f = id. By the construction of the composition in F⊠ the map F⊠ → ∆op§ respects
it; hence it can rightfully be called a functor.
We are left to check that this functor Hall⊠V (X ) : F
⊠ → ∆op§ is an op-fibration of
categories and that the corresponding hypo-simplicial category F⊠ : ∆op§ → CAT is
pointed 1-Segal.
44
(M1) We start with an object F in the fiber F⊠N and a map f : N ←M in ∆
op
§ . We
have to construct an object G over M and a morphism ϕ : F → G in F⊠ over
f such that for every g : M ← L in ∆op§ the induced morphism
Homg(G,H)
ϕ⋆
−−→ Homfg(F,H) (4.16)
is an isomorphism.
We take Diagram 4.15 and replace all horizontal arrows by their left adjoints
filling the formerly commuting areas with mates:
F ∈
n∏
i=1
V(XNi)
G ∈
m∏
j=1
V(XMj )
m∏
j=1
V(Xf(Mj))
H ∈
l∏
k=1
V(XLk)
l∏
k=1
V(Xg(Lk))
∏l
k=1 V(Xfg(Lk))
⊗
f
⊗
fg
∏
j
V!(Xf↾Mj )
⊗
g
⊗
g∏
k
V!(Xg↾Lk )
∏
k
V!(X(fg)↾Lk )
∏
k
V!(Xf↾g(Lk))
(4.17)
The lower mate is always an isomorphism (see Appendix A.3). By Lemma 4.1.15
the mate in the upper square is an isomorphism if all the squares (for 1 6 k 6 l)
∏
j XMj
∏
j Xf(Mj)
Xg(Lk) Xfg(Lk)
∏
j Xf↾Mj
Xf↾g(Lk)
(4.18)
are V-exact; here the products in the upper row are indexed by those 1 6
j 6 m such that Mj ⊆ g(Lk) (hence f(Mj) ⊆ fg(Lk)), i.e. those j such
that the vertical maps are defined. The squares 4.18 are instances of the
2-Segal condition (S2) (applied to the map f
∣∣
g(Lk)
: N ← g(Lk)) for the hypo-
simplicial groupoid X : ∆op§ → Grpd, hence they are 2-pullback, hence V-
exact by Axiom (D3).
Therefore all mates in Diagram 4.17 are isomorphisms.
As the diagram suggests, we define G :=
(∏
j V!(Xf↾) ◦
⊗
f
)
(F ). Then we
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calculate
Homg(G,H) = Homg
((∏
j
V!(Xf↾) ◦
⊗
f
)
(F ), H
)
:= Hom
((⊗
g
◦
∏
j
V!(Xf↾) ◦
⊗
f
)
(F ),
(∏
k
V⋆(Xg↾)
)
H
)
∼= Hom
((∏
k
V!(Xf↾) ◦
⊗
g
◦
⊗
f
)
(F ),
(∏
k
V⋆(Xg↾)
)
(H)
)
∼= Hom
((⊗
g
◦
⊗
f
)
(F ),
(∏
k
V⋆(Xf↾) ◦
∏
k
V⋆(Xg↾)
)
(H)
)
∼= Hom
(⊗
fg
(F ),
∏
k
V⋆(X(fg)↾)(H)
)
=: Homfg(F,H)
(4.19)
naturally in H . The map ϕ : F → G is now obtained as the image of idG
under this isomorphism Homid(G,G)
∼=
−−→ Homf (F,G) specializing H to G.
It is straightforward to check, using the naturality of the above isomorphism,
that this isomorphism Homg(G,H)
∼=
−−→ Homfg(F,H) is indeed given as ϕ
⋆.
This completes the proof that p is an op-fibration of categories.
Remark 4.2.1. Let f : Nn ← Mm be a map ∈ ∆op§ . The isomorphism we obtained
from the calculation 4.19 is not only natural in H but also in F . Therefore the
functor
n∏
i=1
V(XNi)
⊗
f
−−→
m∏
j=1
V(Xf(Mj))
∏
j V!(Xf↾Mj )
−−−−−−−−→
m∏
j=1
V(XMj ) (4.20)
does not only describe the assignment F 7→ G on objects but in fact describes the
functor f ⋆ : F⊠N → F
⊠
M induced by f on fibers. ♦
(pS1) By construction the fiber over (the identity on) Nn ∈ ∆op§ is
F⊠N :=
n∏
i=1
V(XNi) =:
n∏
i=1
F⊠Ni
so we have to show that for 1 6 i 6 n the projection functor pri : F
⊠
N → F
⊠
Ni
is indeed induced by the inclusions fi : N ←֓ Ni. This is immediate from the
description in Remark 4.2.1
4.2.3. Functoriality
Using the naturality of multi-valued tensor products it is immediate that Dia-
gram 4.15 is (contravariantly) functorial in X by sending a morphism α : Y → X
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to the induced morphisms
∏
V⋆(α?). All the definition of objects, morphisms, com-
position in F⊠X as well as the fiber functor Hall
⊠
V (X ) : F
⊠
X → ∆
op
§ are encoded in
Diagram 4.15; hence our construction is automatically equipped with a functoriality
α 7→ V⋆(α) =: Hall⊠V (α).
All in all we obtain a functor
Hall⊠V : {2-Segal hypo-simpl. ∆
op
§ → Grpd} −→ {pointed 1-Segal op-fibr. over ∆
op
§ }
We still need to see how the functors Hall⊠V (α) induce lax morphisms when we pass
from opfibrations F⊠X → ∆
op
§ to pseudo-hypo-simplicial objects F
⊠
X : ∆
op
§ → CAT.
Using Remark 4.2.1 can build the naturality square 3.7 (associated to a morphism
f : N ←M of ∆op§ ) as
∏n
i=1 V(XNi)
∏m
j=1 V(Xf(Mj))
∏m
j=1 V(XMj )
∏n
i=1 V(YNi)
∏m
j=1 V(Yf(Mj))
∏m
j=1 V(YMj)
⊗
f
∏
i V
⋆(α)
∏
j V!(Xf↾Mj )
∏
j V
⋆(α)
∏
j V
⋆(α)⊗
f
∏
j V!(Yf↾Mj )
(4.21)
where the first square commutes and the second square is inhabited by the canonical
mate associated to the naturality square of α.
If the morphism f is convex then the maps fMj : Mj → f(Mj) are isomorphisms;
this implies that the mate in the right square of Diagram 4.21 is an isomorphism.
To see the compatibility of Diagram 4.21 with horizontal pasting (for two composable
morphisms N
f
←−−M
g
←−− L in ∆op) we take the commutative cube
∏l
k=1 V(Xfg(Lk))
l∏
k=1
V(Xg(Lk))
m∏
j=1
V(Xf(Mj))
m∏
j=1
V(XMj )
∏l
k=1 V(Yfg(Lk))
l∏
k=1
V(Yg(Lk))
m∏
j=1
V(Yf(Mj))
m∏
j=1
V(YMj )
∏
j V
⋆(α)
⊗
g
∏
k
V⋆(Xf↾g(Lk))
⊗
g
∏
j V
⋆(α)
∏
j V
⋆(α)
∏
j
V⋆(Xf↾Mj )
∏
i V
⋆(α)
⊗
g
∏
k
V⋆(Xf↾g(Lk))
⊗
g∏
j
V⋆(Xf↾Mj )
(4.22)
and replace the horizontal arrows by their left adjoints and pass to mates.
Pasting two copies of Diagram 4.21 (one for f and one for g) corresponds to taking
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the front and right face of Diagram 4.22; taking Diagram 4.21 for the composition fg
corresponds to taking the left and back face of Diagram 4.22. Hence Diagram 4.21
is compatible with pasting up to the top and bottom faces of Diagram 4.22.
The mates of the top and bottom faces are precisely those isomorphisms which we
use to identify F⊠g ◦ F
⊠
f
∼= F⊠fg, thus the proof is concluded.
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5. Hall monoidal categories and categorical
modules
We are mainly interested to specializing the generalized Hall construction from Sec-
tion 4.2 to ∆§ := ∆ and ∆§ := ∆> (or ∆§ := ∆6 ). In these cases pointed 1-Segal
op-fibrations over ∆op§ are nothing but monoidal categories and monoidal right (or
left) modules respectively. We can describe the monoidal product and the action
product more explicitly.
Let X : ∆op → Grpd be a 2-Segal simplicial groupoid and let X> : ∆op> → Grpd
be a 2-Segal relative simplicial groupoid such that X agrees with the simplicial
groupoid
X>6∈ : ∆
op ≃ ∆op6∈ ⊂ ∆
op
>
X>
−−→ Grpd.
Theorem & Definition 5.0.1. Let V : Grpdop → CAT be a componentwise
cocontinuous monoidal left derivator of groupoids.
1. The structure Hall⊠V (X )makes the underlying category V(X[1]) into a monoidal
category. The monoidal product ⊠ is given by the composition
⊠ : V(X[1])× V(X[1])
⊗
2−−→ V(X[1] ×X[1])
V⋆(c2)
−−−→ V(X[2])
V!(ν2)
−−−→ V(X[1]) (5.1)
where the first functor is the multi-valued tensor product of V and the rest
arises by pull-pushing along the multiplication span
X{0,1} × X{1,2}
c2←−− X[2]
ν2−−→ X{0,2}.
The monoidal unit is given by the composition
I : {⋆}
⊗
0−−→ V({⋆})
V⋆(c0)
−−−→ V(X[0])
V!(ν0)
−−−→ V(X[1]). (5.2)
We call Hall⊠V (X ) the V-Hall monoidal category of X .
2. The structure Hall⊠V (X
>) makes the underlying category V(X>{−∞,0}) into a
categorical (right-)module over the monoidal category Hall⊠V (X ) (which has
underlying category V(X[1]) = V(X
>
[1])). The action product is given by the
composition
⊳ : V(X>{−∞,0})×V(X[1])
⊗
−−→ V(X>{−∞,0}×X[1])
V⋆(c)
−−−→ V(X>{−∞,0,1})
V!(ν)
−−−→ V(X>{−∞,1})
(5.3)
We call Hall⊠V (X
>) the categorical V-Hall (right-)module (over Hall⊠V (X ))
corresponding to X>.
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In the special case V = [−,VectC] we drop the V from the notation and speak of
the Hall monoidal category Hall⊠(X ) and categorical Hall (right-)module Hall⊠(X>).
♥♣
Proof. We will focus on the monoidal product in part 1. The rest is completely
analogous.
We already constructed the monoidal category Hall⊠V (X ) as a pointed 1-Segal op-
fibration F⊠ = F⊠X → ∆
op; all we need to do is determine the monoidal product
⊠2 : F
⊠
[1] ×F
⊠
[1] −→ F
⊠
[1]
and see that it agrees with the one described by the composition 5.1. The monoidal
product ⊠2 arises by inverting the first map in the multiplication span
F⊠[1] × F
⊠
[1]
≅
←−− F⊠[2] −−→ F
⊠
[1]
and we already know that this first map can be taken to be the identity if we identify
F⊠[2] with F
⊠
[1] ×F
⊠
[1] as in Section 4.2.2.
As we saw in Remark 4.2.1, the functor F⊠[2] → F
⊠
[1] (induced by [2] ←֓ {0, 2}) is
given by the composition
V(X{0,1})× V(X{1,2})
⊗c2
−−→ V(X{0,1,2})
V!(ν)
−−−→ V(X{0,2}),
which is equal to Composition 5.1 by Corollary 4.1.11. 
Definition 5.0.2. IfA is a proto-abelian category then we define itsHall monoidal
category as Hall⊠(A) := Hall⊠(XA), where XA is the 2-Segal simplicial groupoid
of flags in A defined in Section 2.1. ♣
5.1. Examples
Example 5.1.1 (The regular action). If X : ∆op → Grpd is a 2-Segal simplicial
groupoid then we can restrict it to a right relative simplicial groupoid
X> := X
∣∣
∆op>
: ∆op> ⊂ ∆
op → Grpd,
which is still 2-Segal.
If we view X> as a morphism of simplicial groupoids X
∣∣∈
∆op>
→ X
∣∣6∈
∆op>
then we obtain
the canonical map P ⊳X → X from the initial path space [DKa, Section 6.2].
Since in this case the action span for X> is canonically isomorphic to the multi-
plication span for X (via the isomorphisms X{−∞,0,...,n−1} ∼= X[n] which we had for-
gotten when passing from ∆op to ∆op> ) we see that the resulting categorical module
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Hall⊠V (X
>) is nothing but the right-regular action of the monoidal category Hall⊠V (X )
on itself. ♦
Example 5.1.2. Let X : ∆op → Grpd be an unpointed 1-Segal groupoid which is
hence 2-Segal by Corollary 3.5.3. The identity map X → X is easily seen to be
2-Segal using Proposition 3.5.10, since squares 3.16 and 3.17 are in this case simply
the 2-Segal squares for X . Thus we get a categorical action of Hall⊠V (X ) on the
category X[0].
♦
5.2. The finitary case and decategorification
In many cases it is important to impose some finiteness conditions; for instance we
might want to pass to Grothendieck groups/rings later and these groups/rings might
just vanish if the monoidal category is too big.
Definition 5.2.1. Fix n ∈ N. A hypo-simplicial groupoid X : ∆op§ → Grpd is
called n-finitary if for every object {x0 < · · · < xi} = N
i ∈ ∆op§ of dimension i 6 n
• the chopping map cN : XN1 × · · · × XNi ← XN is π0-finite
• the extremal map νN : XN → X{x0,xi} is locally finite.
If X is n-finitary and the extremal maps νN (for dimN 6 n) are faithful in addition
to being locally finite then we say X is n-integral.
If additionally the groupoid X{x0,x1} is locally finite (i.e. has finite automorphism
groups) for all {x0, x1} = N
1 ∈ ∆op§ then we call X n-regular.
We will write finitary, integral and regular when we mean 2-finitary, 2-integral
and 2-regular respectively. ♣
Remark 5.2.2. In the case N0 = {x0} the extremal map νN has to be read as the
degeneracy ν{x0} : X{x0} → X{x0,x′0} and the chopping map cN is just the unique map
c{x0} : X{x0} → {⋆} to the point. Hence X0 is π0-finite if X is finitary. ♦
Remark 5.2.3. If X is n-regular and i 6 n, then for any {x0 < · · · < xi} = N i ∈ ∆
op
§
the automorphism groups of XN embed into the automorphism groups of X{x0,xi}
via the faithful map νN ; hence the groupoid XN is also locally finite. ♦
Example 5.2.4. We have seen in Proposition 2.3.1 that the simplicial groupoid XA
of flags in a finitary proto-abelian category A is integral (recall that XA[0]
∼= {⋆}). It
is clearly also regular since XA[1]
∼= A
∼=. ♦
Definition 5.2.5. Let A be a groupoid. A functor A→ VectC is called finitary if
it takes values in finite dimensional vector spaces and if it is non-zero only on finitely
many isomorphism classes of objects in A. We denote by [A,vectC]f ⊂ [A,VectC]
the full subcategory of finitary functors. ♣
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Proposition & Definition 5.2.6. 1. If X is finitary then the monoidal unit
I ∈ [X[1],VectC] is a finitary functor and the product
⊠ : [X[1],VectC]× [X[1],VectC]→ [X[1],VectC]
restricts to a monoidal product on [X[1],vectC]f .
We call the induced monoidal subcategory Hall⊠f (X ) of Hall
⊠(X ) the finitary
Hall monoidal category of X .
2. If X> is finitary then the action product
⊳ : [X>{−∞,0},VectC]× [X[1],VectC]→ [X
>
{−∞,0},VectC]
restricts to a categorical right action of [X[1],vectC]f on [X
>
{−∞,0},vectC]f .
We call the resulting Hall⊠(X )-module Hall⊠(X>) the finitary categorical
Hall (right-)module associated to X>. ♥♣
Proof. Proposition 5.2.6 follows immediately from the following Lemma 5.2.7 by
using the explicit description for I, ⊠ and ⊳ given in Proposition 5.0.1. 
Lemma 5.2.7. Let f : A→ B be a map of groupoids.
1. If f is π0-finite then the induced pullback map f
⋆ : [B,VectC] → [A,VectC]
sends finitary functors to finitary functors.
2. If f is locally finite then the induced left Kan extension functor (pushforward)
f! : [A,VectC]→ [B,VectC] sends finitary functors to finitary functors. ♥
Proof. The first part is obvious so let us focus on the second part. Assume that
f : A→ B is locally finite and that F : A→ vectC is finitary. We can compute f!F
on an object b ∈ B via the pointwise formula for Kan extensions:
(f!F )(b) = colim
(
A
(2)
×f {b} → A
F
−−→ vectC
)
=
⊕
[a]∈π0A
colim
(
A(a)
(2)
×f {b} → A(a)
F
−−→ vectC
)
Each of the summands is a finite colimit (since the 2-fiber A(a)
(2)
×f {b} is finite by
assumption) of finite dimensional vector spaces, hence finite dimensional. Since F
is non-zero only on finitely many isomorphism classes [a1], . . . , [ar], we are left with
finitely many summands, hence the vector space (f!F )(b) is finite dimensional.
Moreover, the 2-fiber A(a)
(2)
×f {b} is only non-trivial if b ∼= f(a), hence f!F is sup-
ported on the (finitely many!) isomorphism classes [f(a1)], . . . , [f(ar)]. 
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Recall the assignment V : Grpd → Z−Mod given by A 7→ Z(π0A) which came
equipped with pullbacks f ⋆ or pushforwards f! whenever the map f of groupoids
was π0-finite or locally finite and faithful respectively.
Proposition 5.2.6 and Proposition 5.0.1 should be compared to the following analo-
gous proposition for the Hall algebra.
Proposition & Definition 5.2.8. 1. If X is integral then the multiplication
µ : V (X[1])× V (X[1])
·
−−→ V (X[1] × X[1])
c⋆
−−→ V (X[2])
ν!−−→ V (X[1]),
endows the abelian group V (X[1]) with the structure of an associative and
unital Z-algebra, where the unit is given by the composition
ε : {⋆}
1
−−→ Z ∼= V ({⋆})
c⋆
−−→ V (X[0])
ν!−−→ V (X[1]).
We call this algebra hall(X ) the Hall algebra of X .
2. If X> is integral then the action
V (X>{−∞,0})×V (X[1])
·
−−→ V (X>{−∞,0}×X[1])
c⋆
−−→ V (X>{−∞,0,1})
ν!−−→ V (X>{−∞,1})
endows the abelian group V (X>{−∞,0})
∼= V (X>{−∞,1}) with a right-hall(X )-
module structure. We call this module hall(X>) the Hall module associated
to X>. ♥♣
Proof. We have already seen the first part in Section 2.3, the rest is similar. 
5.2.1. The fat Hall algebra and the dimension map
Let X : ∆op → Grpd be a finitary 2-Segal simplicial groupoid. The category
[X[1],vectC]f is additive (since vectC is). Since the functor⊗ : [X[1],vectC]×[X[1],vectC]→
[X[1] × X[1],vectC] preserves direct sums in each variable and Left Kan extensions
also commute with direct sums we see from the description in Proposition 5.0.1 that
the monoidal product ⊠ : [X[1],vectC]f × [X[1],vectC]f → [X[1],vectC]f preserves di-
rect sums in each variable.
Hence passing to the Grothendieck group we obtain an associative algebra
Hall(X ) := K0Hall
⊠
f (X )
which we call the fat Hall algebra of X . If R is any commutative ring we can
consider an R-linear version and define HallR(X ) := R⊗Z Hall(X )
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The obvious question arising now is: What is the relationship between the fat
Hall algebra and the classical Hall algebra? To answer this question we construct
the dimension map
κX = κX[1] : K0Hall
⊠
f (X ) −→ hall(X ).
which is given by mapping a finitary functor ρ : X[1] → vectC to the function on
π0X[1] given by [a] 7→ dimC ρ(a). The map κX[1] is a well defined Z-module homo-
morphism because dimC is additive.
We can go through the same motions again for a relative simplicial groupoid
X> : ∆op> → Grpd and define the fat Hall (right-)module HallR(X
>) := R ⊗Z
K0Hall
⊠
f (X
>) and the dimension map κX> = κX>
{−∞,0}
: Hall(X>) −→ hall(X>).
Proposition 5.2.9. 1. If X is integral then the dimension map κX : Hall(X )→
hall(X ) is an unital Z-algebra homomorphism.
2. If X> is integral then the dimension map κX> : Hall(X
>) → hall(X>) is a
Hall(X>6∈ )-module homomorphism, where the algebraHall(X
>
6∈ ) acts on hall(X
>)
via the algebra homomorphism κ : Hall(X>6∈ )→ hall(X
>
6∈ ). ♥
Before we can prove Proposition 5.2.9 we need to define the dimension map more
generally: For any groupoid A we define κA : [A,vectC]f → V (A) by the same for-
mula κA(ρ)[a] := dimC ρ(a). The next Lemma shows that the collection {κA}A∈Grpd
is “natural enough” for our purposes.
Lemma 5.2.10. Let f : A→ B be a map of groupoids.
1. If f is π0-finite then we have the following commutative diagram of abelian
groups
K0[A,vectC]f V (A)
K0[B,vectC]f V (B)
κA
κB
V⋆(f) f⋆ (5.4)
2. If f is locally finite and faithful then we have the following commutative dia-
gram of abelian groups
K0[A,vectC]f V (A)
K0[B,vectC]f V (B)
V!(f)
κA
f!
κB
(5.5)
♥
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Remark 5.2.11. If H is a finite group then the map f : BH → {1} is locally finite
but Diagram 5.5 reads (after tensoring with Q)
Q⊗Z K0H−repC Q
Q⊗Z K0 vectC Q
Q⊗ZK0(C⊗C[H]−)
dimC
1
#H
dimC
which does not commute (try the trivial representation of H). Hence we really need
the faithfulness assumption in the second part of Lemma 5.2.10 even if f! would be
well defined without it (after tensoring with Q). ♦
Proof (of Lemma 5.2.10). The first part is obvious so assume that f : A → B is
locally finite and faithful. Let [b] ∈ π0B and ρ : A → vectC; we want to show the
identity
dimC ((V!(f)ρ)(b)) = f!(κA(ρ))(b) :=
∫
A
(2)
× f{b}
[a] 7→ dimC ρ(a) (5.6)
By the pointwise formula for Kan extensions, we can express the left side of Equa-
tion 5.6 in terms of a certain colimit over the 2-fiber A
(2)
×f {b}. Since the 2-fiber
A
(2)
×f {b} only depends on the connected component B(b) of b in B and the restric-
tion of f to the preimage of B(b) we may assume that B is connected.
Since ρ is finitary we may further assume that it is nonzero only on one isomor-
phism class [a] ∈ π0A. In this case both sides of Equation 5.6 only depend on the
connected component of a in A so we may assume that A is connected as well. If A
and B are both connected, we may assume without loss of generality that A = BH
and B = BG.
Now using that f is faithful we reduce to the case where f is just the inclusion of a
supgroup H 6 G (of finite index). In this case Diagram 5.5 reads
K0H−repC Z
K0G−repC Z
K0(GC[G]⊗C[H]−)
dimC
·[G:H]
dimC
and commutes since GC[G] is a free C[H ]-module of rank [G : H ]. 
Proof (of Proposition 5.2.9). We can compare the multiplications on the fat Hall
algebra (5.1) and the classical Hall algebra (Proposition 5.2.8) in the following dia-
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gram:
K0 V(X[1])×K0 V(X[1]) K0 V(X[1] × X[1]) K0 V(X[2]) K0 V(X[1])
V (X[1])× V (X[1]) V (X[1] × X[1]) V (X[2]) V (X[1])
⊗
κX[1]×κX[1]
V⋆(c2)
κ(X[1]×X[1])
V!(ν2)
κX[2] κX[1]
· c
⋆
2 (ν2)!
(5.7)
The first square commutes because the dimension of a tensor product is the product
of the dimensions and the other two squares commute by Lemma 5.2.10 (recall that
the map X[2]
ν
−−→ X[1] is faithful because X is integral).
Therefore Diagram 5.7 commutes, i.e. the dimension map κ : Hall(X ) → hall(X )
preserves multiplication. Doing the same thing for the unit (using the descrip-
tion 5.2) we obtain that κ is a homomorphism of (unital) algebras.
This concludes Part 1 of the proposition. Part 2 is essentially the same using the
explicit descriptions of the action maps in Theorem 5.0.1 and Proposition 5.2.8. 
5.2.2. Sections of the dimension map
We want to construct two extremal sections of the dimension map.
Definition 5.2.12. 1. The trivial section of the dimension map is the Z-linear
map
tX = tX[1] (resp. tX> = tX>
{−∞,0}
) : hall(X (>)) −→ Hall(X (>)) := K0Hall
⊠
f (X
(>))
given by mapping the basis element δ[a] ∈ hall(X )
(>) (for [a] ∈ π0X[1] resp.
[a] ∈ π0X
>
{−∞,0}) to the class in K0 of the following finitary functor:
t(δ[a]) : X[1] −−→ π0X[1]
C Isoπ0X[1] ([a],−)
−−−−−−−−−−→ vectC (5.8)
(resp. t(δ[a]) : X
>
{−∞,0} −−→ π0X
>
{−∞,0}
C Iso
π0X
>
{−∞,0}
([a],−)
−−−−−−−−−−−−→ vectC)
2. Assume X (>) is regular. The regular section of the dimension map is the
Q-linear map
rX = rX[1] (resp. rX> = rX>
{−∞,0}
) : hallQ(X
(>)) −→ HallQ(X
(>)) := Q⊗ZK0Hall
⊠
f (X
(>))
given by mapping the basis element δ[a] ∈ hall(X ) (for [a] ∈ π0X[1] resp.
[a] ∈ π0X
>
{−∞,0}) to the element
r(δ[a]) :=
1
#Aut(a)
[
X[1]
C IsoX[1] (a,−)
−−−−−−−−→ vectC
]
. (5.9)
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(resp. r(δ[a]) :=
1
#Aut(a)
[
X>{−∞,0}
C Iso
X
>
{−∞,0}
(a,−)
−−−−−−−−−−→ vectC
]
) in the Grothendieck
group. ♣
Remark 5.2.13. Here we view π0X[1] as a discrete category, hence Diagram 5.8 is
just a fancy way of describing the functor which maps an arrow x
∼=
−−→ y in X[1] to
idC : C→ C if x ∼= a ∼= y and all other arrows to zero.
The functor C Iso(a,−) depends on the chosen representative a ∈ [a] only up to
isomorphism, hence r(δ[a]) is well defined in the Grothendieck group.
Note that to define the regular section we need that the automorphism groups of X[1]
(resp. X>{−∞,0}) are finite so that the denominator is finite and so that C Iso(a,−)
does indeed take values in finite dimensional vector spaces. ♦
Proposition 5.2.14. 1. The map t is a Z-linear section of the dimension map
κ : Hall(X )→ Hall⊠(X ). In particular the dimension map is always surjective.
2. The map r is a Q-linear section of the dimension map Q ⊗ κ : HallQ(X ) →
hallQ(X )
3. Assume that the chopping map c : X[1] × X[1] ← X[2] (resp. c : X
>
{−∞,0} ×
X[1] ← X
>
{−∞,0,1}) is faithful and X[0] that is discrete. Then r : hallQ(X
(>)) →֒
HallQ(X
(>)) is an algebra-(resp. module-)homomorphism. ♥
We call t and r the trivial section and the regular section of the dimension
map respectively.
Proof (of Proposition 5.2.14). Parts 1 and 2 of Proposition 5.2.14 are immediate
from the definitions.
To prove that r is an algebra- (resp. module-) homomorphism we proceed analogously
to the proof for κ: we define rA : Q⊗Z V (A)→ Q⊗ZK0[A,vectC]f for every locally
finite groupoid A by the same formula r(δ[a]) := 1#Aut(a) [C IsoA(a,−)]. Then part 3 of
Proposition 5.2.14 follows from the following Lemma which says that this collection
is “natural enough” since all groupoids in the multiplication span (resp. action span)
are locally finite by regularity. 
Lemma 5.2.15. Let f : A→ B be a map of locally finite groupoids.
1. If f is π0-finite and faithful then we have the following commutative diagram
of abelian groups
Q⊗Z K0[A,vectC]f Q⊗Z V (A)
Q⊗Z K0[B,vectC]f Q⊗Z V (B)
rA
rB
V⋆(f) f⋆ (5.10)
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2. If f is locally finite (we do not assume faithful) then we have the following
commutative diagram of abelian groups
Q⊗Z K0[A,vectC]f Q⊗Z V (A)
Q⊗Z K0[B,vectC]f Q⊗Z V (B)
V!(f)
rA
f!
rB
(5.11)
♥
Proof. By making similar reduction steps as in the proof of Lemma 5.2.10 (and
using that f is faithful) we may assume that f is just the inclusion BH →֒ BG of
a subgroup H 6 G. In this case Diagram 5.10 reads
Q⊗Z K0H−repC Q
Q⊗Z K0G−repC Q
1
#HH
C[H]←−[1
1
#GG
C[G]←− [1
Q⊗ZK0 Res
G
H
=
and commutes since ResGH GC[G] ∼= HC[H ]
⊕[G:H].
In the second case we reduce to a group homomorphism f : BH → BG (which is
not necessarily faithful); Diagram 5.11 then reads
Q⊗Z K0H−repC Q
Q⊗Z K0G−repC Q
1
#HH
C[H]←− [1
1
#GG
C[G]←− [1
Q⊗ZK0(GC[G]⊗C[H]−) #G#H
which commutes since C[G]⊗C[H] HC[H ] = GC[G] and
#G
#H
1
#G
= 1
#H
. 
5.3. Idempotent decomposition of the Hall monoidal category
Let us denote by JT the unit {⋆} → V({⋆})
V⋆
−−→ V(T ) of the (cococo) monoidal left
derivator V. Let X : ∆op → Grpd be a 2-Segal simplicial groupoid and let Hall⊠V (X )
be its associated Hall monoidal category.
Theorem 5.0.1 tells us how to compute the monoidal unit I ∈ Hall⊠V (X ):
We take the monoidal unit JX[0] : {⋆} → V(X[0]) of V (which in the case V = VectC
is explicitly given as the constant functor X[0] → VectC with value C) and push it
forward to V(X[1]) via the degeneracy map ν0 : X[0] → X[1].
We can refine this description by constructing some orthogonal idempotents which
add up to the monoidal unit.
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Proposition 5.3.1. We have a decomposition
I ∼=
∐
T∈π0X0
IT
of the monoidal unit I ∈ Hall⊠(X ) into pairwise orthogonal idempotents (this means
that IT ⊠ IT ′ ∼= ∅ if T 6= T ′ and IT ⊠ IT ∼= IT ) defined by the compositions
IT : {⋆}
JT−−→ V(T )
V!(t)
−−→ V(X[0])
V!(ν0)
−−−→ V(X[1])
for each connected component t : T →֒ X0 of X0. ♥
Remark 5.3.2. Note that we do not need any finiteness assumptions since in V(X[1])
we can take arbitrary coproducts.
In the finitary case the groupoid X[0] is π0-finite, hence we have a finite set of
idempotents IT which add up to the identity, so in the fat Hall algebra K0Hall
⊠
f (X )
we get a well defined decomposition 1 =
∑
T∈π0X0
[IT ] of the unit into pairwise
orthogonal idempotents. If X is integral then we can use the dimension map to
push this decomposition down to the Hall algebra hall(X ). ♦
Proof (of Proposition 5.3.1). Let t : T →֒ X0 and t′ : T ′ →֒ X0 be inclusions of two
connected components. We define (P, p,∆′) via the (strict) pullback diagram
P T × T ′
X0 X0 ×X0
∆′
p t×t′
∆
(5.12)
where ∆: X0 → X0 ×X0 is the diagonal.
For T = T ′ the morphism ∆′ : P → T × T ′ is just the diagonal T → T × T (and
in this case p = t). If T and T ′ are different (hence disjoint) then ∆′ is the empty
morphism ∅→ T × T ′.
Observe that (t × t′) : T × T ′ →֒ X0 is an iso-fibration, hence Diagram 5.12 is also
a 2-pullback square. By applying V to the whole setting including the multiplication
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span we obtain the diagram (where JT,T ′ is defined by the diagram)
{⋆}
V(T )× V(T ′) V(T × T ′) V(P )
V(X[0])× V(X[0]) V(X[0] × X[0]) V(X[0]) V(X[0])
V(X[1])× V(X[1]) V(X[1] × X[1]) V(X[2]) V(X[1])
(IT ,It′)
(JT ,J
′
T )
JT,T ′
V!(t)×V!(t
′)
⊗
2 V
⋆(∆′)
V!(t×t
′) V!(p)
V!×V!
⊗
2 V
⋆(∆)
V! V! V!
⊠2
⊗
2 V
⋆(c2) V!(ν2)
of categories and functors. The mates in the first column are isomorphisms because
V is componentwise cocontinuous. The first mate in the second column is an iso-
morphism since Diagram 5.12 is 2-pullback. The second mate in the second column
is an isomorphisms because the square
X{0} X{0} × X{0}
X{0,1,2} X{0,1} ×X{1,2}
is an instance of the 2-Segal square (S2) (for the map {0} և {0, 1, 2}), hence is
2-pullback. The last mate is always an isomorphism.
The composition along the left and bottom boundary always gives IT ⊠ I ′T
• If T = T ′ then
JT,T := V
⋆(∆) ◦
⊗
2
(JT , JT ) ∼= JT ⊗ JT ∼= JT
(see Remark 4.1.12 for the first isomorphism, for the second we use that JT
is the monoidal unit), hence the composition along the upper right gives IT .
Hence we obtain the desired isomorphism IT ⊠ IT ∼= IT .
• If T 6= T ′ then P = ∅ implies that the composition along the top right picks
out the initial objects ∅ of V(X[1]). Hence we get IT ⊠ IT ∼= ∅ as desired.
It is straightforward to check that the coproduct of the IT ’s (in the cocomplete category
V(X[1])) does indeed give the unit I; the proof is thus concluded. 
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5.4. Functoriality
We have seen in Section 4.2.3 that the assignment
Hall⊠V : {2-Segal simpl. ∆
op → Grpd} −→ {monoidal categories}lax
is actually a contravariant functor. We can describe this functor a little bit more
precisely:
Every morphism α : Y → X of 2-Segal simplicial groupoids gives rise to a lax
monoidal functor α⋆ = Hall⊠V (α) : Hall
⊠
V (X )→ Hall
⊠
V (Y) which is given on underly-
ing categories by pullback V⋆(α[1]) : V(X[1])→ V(Y[1]).
The transformation α⋆(−)⊠Y α⋆(−) =⇒ α⋆(−⊠X −) is given by the pasting
V(X[1])× V(X[1]) V(X[1] × X[1]) V(X[2]) V(X[1])
V(Y[1])× V(Y[1]) V(Y[1] ×Y[1]) V(Y[2]) V(Y[1])
⊗
2
V⋆(α)×V⋆(α)
V⋆(c2)
V⋆(α×α)
V!(ν2)
V⋆(α) V⋆(α)⊗
2 V
⋆(c2) V!(ν2)
(5.13)
where the first two squares commute (up to canonical isomorphisms) and the third
is inhabited by a canonical pull-push mate.
In a very similar spirit the assignment X 7→ Hall⊠V (X ) can also be made into a
covariant functor
Hall⊠V : {2-Segal simpl. ∆
op → Grpd} −→ {monoidal categories}oplax
where on the right we consider oplax monoidal functors between monoidal categories:
Every morphism α : X → Y of 2-Segal simplicial groupoids gives rise to an oplax
monoidal functor α! : Hall
⊠
V (X )→ Hall
⊠
V (Y) which is given on underlying categories
by left Kan extension V!(α[1]) : V(X[1])→ V(Y[1]).
The transformation α!(−⊠X −) =⇒ α!(−)⊠Y α!(−) is given by the pasting
V(X[1])× V(X[1]) V(X[1] × X[1]) V(X[2]) V(X[1])
V(Y[1])× V(Y[1]) V(Y[1] × Y[1]) V(Y[2]) V(Y[1])
⊗
2
V!(α)×V!(α)
V⋆(c2)
V!(α×α)
V!(ν2)
V!(α) V!(α)⊗
2 V
⋆(c2) V!(ν2)
(5.14)
where the outer two squares commute (up to canonical isomorphisms) and the middle
one is inhabited by a canonical pull-push mate.
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We omit a detailed proof of all the coherence properties for the oplax functor α!.
Warning 5.4.1. Both pullback α⋆ and left Kan extension α! commute with co-
products, so in the finitary case they induce a Z-module homomorphism on the
Grothendieck groups K0Hall
⊠
V (?). However this maps K0(α
⋆) and K0(α!) are not
algebra homomorphisms in general, because we usually do not have isomorphisms
of functors α⋆(−)⊠Yα⋆(−)⇐⇒ α⋆(−⊠X−) or α!(−⊠X−)⇐⇒ α!(−)⊠Yα!(−). ♦
5.5. Hall (categorical) modules via bounded flags
Let A be a finitary proto-abelian category.
In Section 2.1 we defined the simplicial groupoid XA : ∆op → Grpd of flags in A;
this allowed us to define the Hall algebra and the Hall monoidal category of A by
applying the generalized Hall construction to XA.
Now we want to make use of our general machinery to construct some (categorical)
left modules of the Hall algebra (resp. Hall monoidal category). To do this we must
associate toA some left relative simplicial groupoids∆op6 → Grpd. These groupoids
will again consist of flags in A but this time we impose some boundary conditions.
5.5.1. Quotient data
We are looking for sensible boundary conditions to impose on flags of the shape
0 →֒ A1 →֒ A2 →֒ . . . →֒ An →֒ A+∞.
The most obvious idea is to ask for the rightmost object A+∞ to belong to some
subcategory Q ⊆ A. This might work for a fixed n, but when considering transition
maps [n] ← [m] it becomes apparent that we need to put requirements on all the
quotients Ai,+∞ := Coker(Ai →֒ A+∞). In order for this to work we need to impose
some axioms.
Definition 5.5.1. We call a subcategory 0 ∈ Q ⊆ A a quotient datum in A if
the following conditions hold
(Q1) Every morphism in Q is an epimorphism.
(Q2) For every monomorphism A →֒ H (in A) with H ∈ Q there is an epimorphism
H ։ Q in Q completing a short exact sequence 0→ A →֒ H ։ Q→ 0.
(Q3) If H ։ Q
∼=
−−→ Q′ is a diagram in A such that both H ։ Q and the composi-
tion H ։ Q′ are in Q then the isomorphism Q
∼=
−−→ Q′ is also in Q. ♣
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5.5.2. The quotient datum of a group of automorphisms
Let X be an object in A and let S ⊆ Aut(X) be a subgroup of automorphism of
X. We can define the abstract quotient datum associated to S as the category
QuotS(X) of quotients of X up to S:
• objects are epimorphisms q : X ։ Y
• morphisms in QuotS(X) from X ։ Y to X ։ Y
′ are maps Y → Y ′ in A such
that the square
X Y
X Y ′
s ∼=
commutes for some automorphism s ∈ S (such maps Y ։ Y ′ are automatically
epimorphisms themselves).
Example 5.5.2. If {1} = S ⊂ Aut(X) is the trivial group thenQuot(X) = Quot{1}(X)
is equivalent to the partially ordered set of quotient objects of X. ♦
There is a canonical faithful functor QuotS(X) → A which just remembers the
target Y of an epimorphism X ։ Y . We would like to think of QuotS(X) as
a subcategory of A via this functor. Alas this is not directly possible because
QuotS(X)→ A is not injective on objects; luckily there is a cheap fix:
We replace A by the bloated category Aˆ ⊃ A which has additional copies Yq of each
object Y ∈ A indexed by epimorphisms q : X ։ Y . Clearly Aˆ is equivalent to A
via Yq 7→ Y and we can factor the forgetful functor QuotS(X)→ A as
QuotS(X)
q 7→Yq
−−−−→ Aˆ
≃
−−→ A
Now the functor QuotS(X) →֒ Aˆ does in fact define a honest subcategory of Aˆ
which we denote by QS(X) and call the quotient datum associated to S (and
X).
Lemma 5.5.3. The subcategory QuotS(X)
∼= QS(X) ⊆ Aˆ is a quotient datum on
Aˆ. ♥
Proof. Condition (Q1) is obvious.
(Q2) The object H (of Aˆ) being in QS(X) means that there is an epi q : X ։ Y in
A such that H = Yq. We can complete the monomorphism A →֒ Yq ∼= Y to a
short exact sequence with Q ∈ A
0→ A →֒ Y
p
−−→ Q→ 0.
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Then
0→ A →֒ Yq
p
−−→ Qpq → 0
is the desired short exact sequence where Yq
p
−−→ Qpq comes from the morphism
X Y
Q
pq
q
p
in QuotS(X).
(Q3) Consider H α−−→ Q
β
−−→ Q′ in Aˆ as in Condition (Q3). The three objects H,
Q and Q′ are in QS(X), hence we can write them as Yp, Zq and Z ′q′ for some
epimorphisms p : X ։ Y , q(
′) : X ։ Z(
′) (in A) respectively. Thus we have
the situation in A
X X X
Y Z Z ′
s′
p
s s′s−1
q q′
α β
where s, s′ ∈ S are chosen such that the left square and the total rectangle com-
mute; this is possible since Y ։ Z and Y ։ Z ′ are morphisms of QuotS(X) by
assumption. We conclude that the rightmost square commutes with s′s−1 ∈ S,
hence β is a morphism of QuotS(X) (note that we did not use the assumption
that β is an isomorphism). 
Remark 5.5.4. If the category A is already bloated enough then we can choose
representatives q : X ։ Yq for each quotient object [q] of X such that the Yq are
pairwise non-equal objects. In this case we can replace QuotS(X) by the dense and
full (hence equivalent) subcategory QS(X) spanned by the objects q : X ։ Yq. On
the other hand the restricted functor QS(X) →֒ A is now injective on objects, hence
we can view it as a quotient datum on A. ♦
5.5.3. The 2-Segal relative simplicial groupoid of bounded flags
As indicated above, we can construct groupoids out of a quotient datum.
Definition 5.5.5. Let Q be a quotient datum on A. We define the left relative
simplicial groupoid XA,Q : ∆op6 → Grpd of flags in A bounded by Q as follows:
• Let Nn = {x0 < · · · < xn} ∈ ∆
op
6 be an object. We define X
A,Q
N to be the
subgroupoid of XAN where in the case xn = +∞ we require the rightmost
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column of the diagram
Ax0x1 Ax0x2 · · · Ax0xn−2 Ax0xn−1 Ax0xn
0 Ax1x2 · · · Ax1xn−2 Ax1xn−1 Ax1xn
0 · · · Ax2xn−2 Ax2xn−1 Ax2xn
. . .
...
...
...
0 Axn−2xn−1 Axn−2xn
0 Axn−1xn
  
 

(5.15)
to be contained in Q (both for the vertical arrows Axi,+∞ ։ Axi+1,+∞ and for
isomorphisms Axi,+∞
∼=
−−→ A′xi,+∞ between two such diagrams).
• The morphisms are induced by those of XA, i.e. they are given by simultane-
ously duplicating (in case of degeneracy maps) or deleting (in the case of face
maps) rows and columns.
Note that the condition on the morphisms in ∆6 (x 7→ +∞ if and only if
x = +∞) guarantees that the condition on the rightmost column being in Q
(in the case xn = +∞) is preserved. ♣
Proposition 5.5.6. For a quotient datum Q ⊆ A on A the relative simplicial
groupoid XA,Q : ∆op6 → Grpd is 2-Segal. ♥
Proof. We need to show that Diagram 3.14 and Diagram 3.15 of Proposition 3.5.8
are 2-pullback squares for XA,Q; basically all we need to do is to copy the proof from
the case of unbounded flags [Dyc15, Theorem 2.10]:
It is easy to see that the maps XA,Q{xi,...,xj} → X
A,Q
{xi,xj}
and XA,Q{x0,...,xk,x′k,...,n} → X
A,Q
{xk,x
′
k
}
are iso-fibrations, hence it is enough to show that those diagrams are (strict) pull-
backs.
• The map
Ψ: XA,Q{x0,...,xn} −→ X
A,Q
{x0,...,xi,xj ,...,xn}
×XA,Q
{xi,xj}
XA,Q{xi,...,xj} (5.16)
just forgets all the components Axaxb (in Diagram 5.15) with 0 6 a < i < b <
j 6 n or 0 6 i < a < j < b 6 n.
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Observe that those forgotten components can be recovered by completing the
two short exact sequences
0 Axaxb Axaxj Axbxj 0
0 Axixa Axixb Axaxb 0
In the case xb = xn = +∞ we have to complete the second sequence in such a
way that the dashed morphism is in Q; this is possible by Condition (Q2).
An isomorphism on the forgotten component can be recovered (uniquely!) by
filling in the unique dotted vertical morphism
0 Axixa Axixb Axaxb 0
0 A′xixa A
′
xixb
A′xaxb 0
∼= ∼= ∼=
(similarly for the other case). A priori, this dotted morphism only exists in
A; in the case xb = xn = +∞, however, it is automatically in Q by Condi-
tion (Q3).
Therefore the functor Ψ is actually an equivalence of groupoids.
• The functor
XA,Q{x0,...,xn} −→ X
A,Q
{x0,...,xk,x
′
k,...,xn}
is fully faithful with image consisting of flags
Ax0x1 →֒ . . . →֒ Ax0xk
=
−−→ Ax0xk →֒ . . . →֒ Ax0xn.
On the other hand XA,Q{xk} is just the trivial groupoid {0}, hence the fiber product
XA,Q{x0,...,xk,x′k,...,xn}
×XA,Q
{xk,x
′
k
}
XA,Q{xk}
consists of those flags
Ax0x1 . . . Ax0xk Ax0xk . . . Ax0xn
0 Axkx′k

where Axkx′k
∼= 0. It follows immediately that the map
XA,Q{x0,...,xn} −→ X
A,Q
{x0,...,xk,x
′
k
,...,xn}
×XA,Q
{xk,x
′
k
}
XA,Q{xk} (5.17)
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is an equivalence of categories as required. Observe that the quotient datum
Q never enters the picture, because degeneracies cannot involve the element
+∞. 
Remark 5.5.7. Matthew Young pointed out that one can generalize the notion of
a quotient datum by only requiring condition (Q2) to hold for all monomorphisms
A →֒ H with A in a fixed Serre subcategory B ⊆ A. The corresponding left relative
simplicial groupoid of flags XA,B,Q : ∆op6 → Grpd then consists of those flags 5.15
in A where the last column is in Q and everything but the last column is in B.
The same argument as for Prop 5.5.6 shows that this relative simplicial groupoid is
2-Segal.
Young essentially proves [You, Theorem 2.7] that a stability function and a framing
Φ on an abelian category A give rise to such a generalized quotient datum on the
Artin mapping cylinder AΦ; in this way he obtains a relative 2-Segal simplicial
groupoid which he calls the stable framed S-construction. ♦
5.6. Duality pairing on Hall (categorical) modules
Let Φ: Y → X be a 2-Segal morphism of simplicial groupoids such that both Φ>
and Φ6 are regular. The way we constructed the Hall (left- or right-) module
hall(Φ) with underlying free Z-module V (Y[0]) := Z
(π0Y[0]) it comes equipped with a
canonical non-degenerate pairing
〈−;−〉′ : Z(π0Y[0]) × Z(π0Y[0]) −−→ Z
given by
〈ϕ1;ϕ2〉
′ :=
∑
[a]∈π0Y[0]
ϕ1(a)ϕ2(a).
The questions are:
• How does this pairing interact with the left and right hall(X )-module struc-
tures?
• Is there an analogous statement for categorical Hall modules?
It turns out that we should renormalize the pairing 〈−;−〉′ by keeping track of the
automorphism groups of Y[0]. We thus define the slightly different pairing 〈−;−〉 by
〈ϕ1;ϕ2〉 :=
∑
[a]∈π0Y[0]
ϕ1(a)ϕ2(a)
#Aut(a)
, (5.18)
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which can be described in terms of groupoids as the pull-push composition
〈−;−〉 : V (Y[0])× V (Y[0])
·
−−→ V (Y[0])× V (Y[0])
∆⋆
−−→ V (Y[0])
π!−−→ Q⊗Z V ({⋆}) ∼= Q.
(5.19)
Remark 5.6.1. Since the automorphism groups in Y[0] are non-trivial in most exam-
ples, we really need to define (−;−) as a Q-valued pairing so that Equation 5.18
makes sense. ♦
It turns out that this renormalized pairing is compatible with the left and right
hall(X )-module structure:
Proposition 5.6.2. The non-degenerate pairing
〈−;−〉 : hall(Φ>)× hall(Φ6)→ Q (5.20)
is hall(X )-balanced, i.e. we have (η>.ϕ; η6) = (η>;ϕ.η6) for all ϕ ∈ hall(X ), η> ∈
hall(Φ>) and η6 ∈ hall(Φ6) ♥
We could prove Proposition 5.6.2 by hand but we will not do this. Instead we will
see a more conceptual explanation and prove an analogous statement for categorical
V-Hall modules.
5.6.1. Bi-relative simplicial groupoids
The main trick is to define a new admissible subcategory ∆⋄ ⊂ ∆ which allows us
to encode the additional duality pairing.
We pick distinct formal symbols −∞ and +∞.
Definition 5.6.3. We define the bi-relative simplex category ∆⋄ ⊂ ∆ as the
intersection ∆⋄ := ∆> ∩∆6. Explicitly:
• Objects are those N ∈ ∆ such that
∗ {−∞} 6= N 6= {+∞}
∗ −∞ ∈ N implies that −∞ = minN
∗ +∞ ∈ N implies that +∞ = maxN
• Morphisms are weakly monotone maps f such that for all x ∈ Dom f we have:
∗ f(x) = −∞ if and only if x = −∞
∗ f(x) = +∞ if and only if x = +∞
A hypo-simplicial groupoid∆op⋄ → Grpd is called a bi-relative simplicial groupoid.
♣
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Remark 5.6.4. The subcategory ∆⋄ ⊂ ∆ is clearly admissible. Observe that while
the singletons {−∞} and {+∞} are not objects in ∆⋄, the set {−∞,+∞} is. ♦
Some conventions:
• To simplify notation we will use natural numbers to denote elements of an
object N ∈ ∆⋄ which are known to be neither −∞ nor +∞. So for instance
we write {−∞, 0, . . . , n} instead of {−∞, x0, . . . , xn} when xn 6= +∞. We use
the symbols x0, . . . , xn when we want to leave open the possibility x0 = −∞
or xn = +∞.
• We will view ∆> and ∆6 as full subcategories of ∆⋄ consisting of those ob-
jects which do not contain +∞ and −∞ respectively. Note that the objects
{−∞,+∞} and {−∞, 0, . . . , n,+∞} of ∆⋄ do not belong to either ∆> or ∆6.
• We denote by ∆6∈ ⊂ ∆⋄ the full subcategory of those objects which do not con-
tain either −∞ or +∞. Observe that the inclusion ∆6∈ →֒ ∆ is an equivalence
of categories.
• For a X ⋄ : ∆op⋄ → Grpd be a bi-relative simplicial groupoid we denote by X
6∈,
X> and X6 the restrictions of X ⋄ to the full subcategories ∆op6∈ , ∆
op
> and ∆
op
6 .
5.6.2. The abstract categorical pairing
Let X ⋄ : ∆op⋄ → Grpd be a 2-Segal bi-relative simplicial groupoid.
We can apply the generalized Hall construction and obtain a pointed 1-Segal bi-
relative simplicial category F⋄ : ∆op⋄ → Grpd with F
⋄
N =
∏n
i=1 V(X
⋄
Ni
) for Nn ∈
∆op⋄ .
We obtain the categorical pairing (−;−) : F⋄{−∞,0}×F
⋄
{0,+∞} → F
⋄
{−∞,+∞} by choos-
ing an adjoint inverse for the first map in the following span of categories and
functors:
F⋄{−∞,0} × F
⋄
{0,+∞}
≅
←−− F⋄{−∞,0,+∞} −−→ F
⋄
{−∞,+∞} (5.21)
Claim 5.6.5. Recall that ⊲ and ⊳ denote the categorical left or right action of
Hall⊠(X 6∈) on Hall⊠(X6) and Hall⊠(X>) respectively. The pairing (−;−) comes
equipped with coherent natural isomorphisms (−;− ⊲−)⇐⇒ (− ⊳−;−). ♥
Proof. We define an unbiased (i.e. there is no preferred choice of bracketing) n-
ary pairing by choosing an adjoint inverse to the equivalence of categories in the
following span of categories and functors:
(−;−⊠ · · ·⊠−;−) : F⋄{−∞,0}×F
⋄
{0,1}×· · ·×F
⋄
{n,+∞}
≅
←−− F⋄{−∞,0,...,n,+∞} −−→ F
⋄
{−∞,+∞}
(5.22)
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Using the same techniques as in Section 3.3.1 and Section 3.3.2 we can define natural
isomorphisms (−;− ⊲−) ⇐⇒ (−;−;−) ⇐⇒ (− ⊳−;−) and show that they are
coherent. 
5.6.3. Morphisms induce bi-relative simplicial groupoids
There is an ample supply of bi-relative simplicial groupoids for those who know
where to look.
Construction 5.6.6. Every morphism Φ: Y → X of simplicial groupoids gives rise
to a bi-relative simplicial groupoid Φ⋄ : ∆op⋄ → Grpd:
• Put Φ⋄{−∞,+∞} := {⋆}.
• The groupoids Φ⋄{−∞,0,...,n}, Φ
⋄
{−∞,0,...,n,+∞} and Φ
⋄
{0,...,n,+∞} are all defined to
be Y{0,...,n}.
• The inclusions {−∞, 0, . . . , n} →֒ {−∞, 0, . . . , n,+∞} ←֓ {0, . . . , n,+∞} in-
duce the identity Φ⋄{−∞,0,...,n}
=
←−− Φ⋄{−∞,0,...,n,+∞}
=
−−→ Φ⋄{0,...,n,+∞}.
• The inclusions {−∞, 0, . . . , n,+∞} ←֓ {−∞,+∞} induce the unique map
Y[n] → {⋆}
• The inclusions {−∞, 0, . . . , n} ←֓ {0, . . . , n} →֒ {0, . . . , n,+∞} induce the
maps Y[n]
Φ[n]
−−→ X[n]
Φ[n]
←−− Y[n].
• All maps where the presence of the symbols −∞ and +∞ does not change
from source to target are defined via the corresponding maps in X or Y .
This construction defines a functor
{maps of simpl. ∆op → Grpd}
Φ 7→Φ⋄
−−−−→ {bi-rel. simpl. ∆op⋄ → Grpd} (5.23)
which is easily seen to be fully faithful ♣
Warning 5.6.7. The functor 5.23 is not dense since it only hits bi-relative simplicial
groupoids X ⋄ : ∆op⋄ → Grpd such that X
⋄
{−∞,+∞} ≃ {⋆} and such that the inclusions
{−∞, 0, . . . , n} →֒ {−∞, 0, . . . , n,+∞} ←֓ {0, . . . , n,+∞} induce equivalences of
groupoids. ♦
Proposition 5.6.8. For a morphism Φ: Y → X of simplicial groupoids the following
are equivalent:
1. The morphism Φ: Y → X is 2-Segal.
2. The right-relative simplicial groupoid Φ> : ∆op> → Grpd is 2-Segal.
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3. The left-relative simplicial groupoid Φ6 : ∆op6 → Grpd is 2-Segal.
4. The bi-relative simplicial groupoid Φ⋄ : ∆op⋄ → Grpd is 2-Segal. ♥
Remark 5.6.9. There is an apparent clash of notation here. Starting from a mor-
phism Φ: Y → X there are two ways to obtain a right-relative simplicial groupoid
Φ> : ∆op> → Grpd:
• We can apply Construction 5.6.6 to Φ and then restrict the resulting bi-relative
simplicial groupoid Φ⋄ : ∆op⋄ → Grpd to the subcategory ∆
op
> ⊂ ∆
op
⋄ .
• We can directly create a right-relative simplicial groupoid by using the equiv-
alence of categories from Proposition 3.2.7.
It is straightforward to see that the two versions agree so the notation is unambigu-
ous. Of course a similar remark applies for Φ6. ♦
Proof (of Proposition 5.6.8). This is easily done by considering the various cases
in Proposition 3.5.10. 
5.6.4. The categorical pairing
We can now explicitly describe the abstract categorical pairing in the case of (V-)Hall
modules.
Proposition 5.6.10. Let Φ: Y → X be a 2-Segal morphism of simplicial groupoids.
Then the composition
(−;−) : V(Y[0])× V(Y[0])
⊗
2−−→ V(Y[0] × Y[0])
V⋆(∆)
−−−→ V(Y[0])
V!(π)
−−−→ V({⋆}) (5.24)
defines a Hall⊠V (X )-balanced categorical pairing between the right and left Hall
⊠
V (X )-
modules Hall⊠V (Φ
>) and Hall⊠V (Φ
6). ♥
Proof. This is basically the same as the proof of Theorem 5.0.1; we just have to keep
in mind that Φ⋄{−∞,+∞} := {⋆} and that the map Φ
⋄
{−∞,0} × Φ
⋄
{0,+∞} ← Φ
⋄
{−∞,0,+∞}
appearing in the pairing span is nothing but the diagonal Y[0] × Y[0]
∆
←−− Y[0]. 
Corollary 5.6.11. In the situation V = VectC the categorical pairing
(−;−) : [Y[0],VectC]× [Y[0],VectC] −→ VectC
is given by the formula
(E;F ) :=
⊕
i∈I
Ei ⊗Gi Fi (5.25)
where we write
∐
i∈I BGi ≃ Y[0] and E = (Ei)i∈I , F = (Fi)i∈I ∈
∏
i∈I Gi−RepC ≃
[Y[0],VectC]. 
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5.6.5. The finitary case and decategorification
Looking at Corollary 5.6.11 it is clear that the categorical pairing (−;−) restricts
to a vectC-valued pairing
(−;−) : [Y[0],vectC]f × [Y[0],vectC]f −→ vectC
on the subcategory of finitary functors.
Corollary 5.6.12. By passing to Grothendieck groups the pairing (−;−) induces
a non-degenerate and Hall(X )-balanced pairing
K0 (−;−) : Hall(Φ
>)×Hall(Φ6)→ Z
between the right and left fat Hall modules associated to Φ: Y → X . 
Next we want to study the relationship between the pairing K0 (−;−) and 〈−;−〉.
The first idea would be to use the dimension map; alas this will almost never be
useful as the next proposition shows.
Proposition 5.6.13. The pairing K0 (−;−) : Hall(Φ
>) × Hall(Φ6) → Z descends
to a well defined pairing K0 (−;−) : hall(Φ
>)×hall(Φ6)→ Z via the dimension map
if and only if Y[0] is discrete.
In this case the pairings K0 (−;−) and 〈−;−〉 agree. ♥
Proof. Assume that Y[0] is not discrete. Pick any object a ∈ Y0 with non-trivial
automorphism group {1} 6= G := Aut(a) and consider the trivial representation C1
and the regular representation GC[G] of G := Aut(a). Setting 1 6= g := #G we have
have κ(g · [C1]) = κ([GC[G]]). On the other hand K0 (g · [C1]; g · [C1]) = g2[C]
κ
7−→ g2
and K0 (GC[G]; GC[G]) = [GC[G]]
κ
7−→ g 6= g2, hence K0 (−;−) cannot descend to a
well defined pairing via the dimension map.
The converse and the “In this case...”-part are obvious if we look at Corollary 5.6.11.

It turns out that the regular section respects the duality pairing:
Proposition 5.6.14. The regular sections r : hall(Φ>)→ Hall(Φ>) and r : hall(Φ6)→
Hall(Φ6) carry the pairing 〈−;−〉 on the Hall modules to the pairing K0 (−;−) on
the fat Hall modules. ♥
Proof. Recall that if Y0 ≃
∐
i∈I BGi then r(ϕ) :=
(
[GiC[Gi]]
#Gi
)
i∈I
in the notation
of Corollary 5.6.11, hence the result follows immediately from Equation 5.25 and
Equation 5.18. 
72
5.7. Example: vector spaces and free group representations
over F1
We want to go back to our pet example A := F1[G]−free and compute its finitary
Hall monoidal category Hall⊠f (F1[G]−free) as well as some categorical Hall modules
corresponding to parabolic subgroups of the symmetric group.
5.7.1. The Hall monoidal category
Denote by X the simplicial groupoid of flags in F1[G]−free.
We have already determined in Claim 2.4.1 that the multiplication span of X looks
as follows up to equivalence:
∐
n∈N
BG ≀ Sn ×
∐
m∈N
BG ≀ Sn
∼=
←−−
∐
n,m∈N
BG ≀ (Sn × Sm)
ν
−−→
∐
l∈N
BG ≀ Sl
Hence the underlying category of Hall⊠f (F1[G]−free) is the category
G ≀ S∗−repC :=
⊕
n∈N
G ≀ Sn−repC
of representations of the various wreath products G ≀ S∗.
Left Kan extension along the inclusion BG ≀ (Sn × Sm) →֒ BG ≀ Sn+m is nothing but
the induction Ind
G≀Sn+m
G≀(Sn×Sm)
, hence the monoidal product is given by the induction
product
En ⊠Em = Ind
G≀Sn+m
G≀(Sn×Sm)
(En ⊗Em) (5.26)
for representations En and Em of G ≀ Sn and G ≀ Sm respectively.
In Corollary 2.4.2 we identified the Hall algebra hall(F1[G]−free) with the ring
ΓZ[x] := Z
{
xn
n!
∣∣∣ n ∈ N} of divided powers by sending the standard basis vector
δ[n] to
xn
n!
. Under this identification the dimension map κ : K0(G ≀ S∗−repC) →
ΓZ[x] is given by G ≀ Sn y En 7→
dimEn
n!
xn and the regular section is the algebra
homomorphism
Q[x] = Q⊗Z ΓZ[x]
r
−−→ Q⊗Z K0(G ≀ S∗−repC)
given by mapping the monomial xn to the the class [G≀SnC[G ≀ Sn]] of the regular
representation of G ≀ Sn.
Remark 5.7.1. If G = 〈τ | τ 2 = 1〉 is the cyclic group of order 2 then F1[G]−free
has a very nice interpretation:
For X ∈ F1[G]−free we can define a non-degenerate pairing (−;−) on X with
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(x; y) = 1 if and only if y = τx; this pairing admits a Lagrangian i.e. an isotropic sub-
space of dimension 1
2
dimX (any set of representatives for the non-zero G-orbits does
the job). This construction identifies the category F1[G]−free with the category of
pairs (X, (−;−)) where X is an F1-vector space and (−;−) := X ×X → {0, 1} is a
non-degenerate pairing admitting a Lagrangian.
This point of view plays an important role in Young’s work [You], in particular he
uses it construct (categorical) modules over the Hall algebra (resp. Hall monoidal
category) of vectFq . ♦
5.7.2. Parabolic Hall modules
Fix a natural number r and tuple ϕ = (ϕ1, . . . , ϕr) ∈ N
r which we view as a
composition of N := |ϕ| =
∑r
i=1 ϕi. We obtain a corresponding N -dimensional
object [N ] ∈ F1[G]−free and the parabolic subgroup
G ≀ Sϕ := G ≀
(
r∏
i=1
Sϕi
)
→֒ G ≀ SN = AutF1[G]−free([N ]).
To this subgroup we can associate a quotient datum Q(ϕ) := Q(G ≀ Sϕ) as in
Section 5.5.2 which defines the categorical Hall module H(G,ϕ) := Hall⊠f (X
A,Q(ϕ))
of the Hall monoidal category Hall⊠f (F1[G]−free) = (G ≀ S∗−repC,⊠).
To compute H(G,ϕ) we must understand the left relative simplicial groupoid X ϕ :=
XA,Q(ϕ) : ∆op6 → Grpd of flags in F1[G]−free bounded by Q(ϕ); more precisely we
need to understand its action span
X{0,1} × X
ϕ
{1,+∞} ←−− X
ϕ
{0,1,+∞} −−→ X
ϕ
{0,+∞}. (5.27)
It is not hard to check that the action span 5.27 looks as follows (up to equivalence):
∐
n∈N
BG ≀ Sn ×
∐
µ6ϕ
BG ≀ Sµ ←−
∐
γ,µ
γ+µ6ϕ
BG ≀ Sγ × Sµ −→
∐
µ6ϕ
BG ≀ Sµ (5.28)
with components
BG ≀ Sn × BG ≀ Sµ ←֓ BG ≀ Sγ × Sµ →֒ BG ≀ Sγ+µ
for r-tuples γ, µ ∈ Nr with γ + µ 6 ϕ such that n = |γ|.
We conclude that H(G,ϕ) is the category
⊕
µ6ϕG ≀ Sµ−repC with the categorical
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G ≀ S∗−repC-action given by
En ⊲ Eµ =
⊕
|γ|=n
γ+µ6ϕ
Ind
G≀Sγ+µ
G≀(Sγ×Sµ)
(
ResG≀SnG≀Sγ En ⊗ Eµ
)
for representations En and Eµ of G ≀ Sn and G ≀ Sµ respectively.
The parabolic Hall module h(G,ϕ) := hall(XA,Q(ϕ)) has a Z-basis given by
{δµ}µ6ϕ where µ runs through all r-tuples dominated by ϕ; in particular h(G,ϕ)
has finite rank.
Claim 5.7.2. Mapping δµ to
Xµ
µ!
(where µ! :=
∏r
i=1 µ!) gives an isomorphism of
hall(F1[G]−free) ∼= ΓZ[x]-modules
h(G,ϕ)
∼=
−−→ ΓZ[X1, . . . , Xr]
/
Xϕ
ϕ!
where xn acts on the right hand side by (X1 + · · ·+Xr)
n =
∑
|γ|=n
n!
γ!
Xγ. ♥
Proof. Let Rn (for n ∈ N) and Rµ (for a sub-tuple µ 6 ϕ) denote the regular
representations G≀SnC[G ≀ Sn] and G≀SµC[G ≀ Sµ] respectively. Observe that
ResG≀SnG≀Sγ Rn
∼=
⊕
[Sn:Sγ ]
Rγ
and
Ind
G≀Sγ+µ
G≀(Sγ×Sµ)
Rγ ⊗ Rµ ∼= Rγ+µ
hence in the Grothendieck group K0H(G,ϕ) we have the identity
[Rn ⊲ Rµ] =
∑
|γ|=n
γ+µ6ϕ
n!
γ!
[Rγ+µ].
The dimension map is a module homomorphism and maps Rn, Rµ and Rγ+µ to
n!δ[n] , xn, µ!δµ , Xµ and (γ + µ)!δγ+µ , Xγ+µ = XγXµ respectively. The claim
follows. 
5.8. Convolution algebras
Let H ⊆ G be an inclusion of finite groups. Recall that the classical Hecke algebra
H(G,H) is the Z-algebra of H-H-biinvariant functions ϕ : G→ Z (i.e. for all g ∈ G
and h′, h ∈ H we have ϕ(h′gh) = ϕ(g) ) with the multiplication given by the H-
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convolution product:
(ϕ1 ∗ ϕ2)(g) :=
1
#H
∑
x∈G
ϕ1(x)ϕ2(gx
−1) (5.29)
Dyckerhoff and Kapranov observed [DKa, Example 8.2.11] that we can redefine this
algebra as the Hall algebra of a 2-Segal simplicial groupoid (see Section 5.8.3 below).
This means that we can apply our general machinery to construct a corresponding
monoidal category and some (categorical) modules.
5.8.1. The fiber simplicial groupoid
Definition 5.8.1. Let f : A → B be a map of groupoids. The fiber simplicial
groupoid X f associated to f is defined as follows:
• X f{0,...,n} := A
(2)
×B A
(2)
×B · · ·
(2)
×B A.
More precisely X f{0,...,n} is the 2-limit of the diagram
A A · · · A
B
f
f · · ·
f
(5.30)
with n+ 1-copies of A sitting over B via f .
• Face maps are given by projecting onto the corresponding components, degen-
eracies are given by diagonal inclusions.
If f : BH →֒ BG is an inclusion H ⊆ G of groups then we call X f the Hecke
simplicial groupoid and denote it by XG,H. ♣
Lemma 5.8.2. The fiber simplicial groupoid X f satisfies the unpointed 1-Segal
condition, hence is 2-Segal by Corollary 3.5.3. ♥
Proof. The unpointed 1-Segal condition is verified by induction with an easy calcu-
lation
X f{0,...,n+1} = X
f
{0,...,n}
(2)
×B A ≃ X
f
{0,...,n}
(2)
×A A
(2)
×B A ≃ X
f
{0,...,n}
(2)
×A X
f
{n,n+1}. 
Remark 5.8.3. The construction f 7→ X f is clearly functorial, i.e. induces a functor
Grpd→ −→ {unptd. 1-Segal simpl. ∆op → Grpd} ♦
Lemma 5.8.4. Any 2-pullback square of groupoids, seen as a morphism α : f → f ′
in Grpd→, induces a 2-Segal morphism α⋆ : X
f → X f
′
via the fiber simplicial
groupoid construction. ♥
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Proof. Omitted. 
5.8.2. The case of group actions
A right action by a group G on a set Z can be interpreted as the map q : Z/G→ BG
collapsing the set Z to a point. Since this map q is an iso-fibration, we can compute
the 2-pullback 5.30 as a strict pullback. Hence we can take
X q[n] :=
Z [n]
/
G,
where G acts on Z [n] = Zn+1 diagonally. The face and degeneracy maps are given
by projections and diagonal inclusions respectively.
Dyckerhoff and Kapranov [DKa, §2.6] call this X q the Hecke-Waldhausen space as-
sociated to the action Gy Z.
Lemma 5.8.5. If G and Z are finite then the simplicial groupoid X q is regular. ♥
Proof. All the finiteness conditions are automatically satisfied since G and Z are
finite. The maps ν[n] are faithful since on morphisms they are given by g 7→ g. 
The multiplication span for the groupoid X q looks as follows
Z [1] / G× Z [1] / G Z [2] / G Z [1] / G
(pr01,pr12) pr02 (5.31)
and the 2-fibers of the extremal map can be computed as the strict pullback
{z0} × Z × {z2} Z
[2] / G
{z0} × {z2} Z
[1] / G
pr02 pr02
since pr02 is an iso-fibration. Hence the product ∗ in hall(X
q) is given on functions
ϕˆ1, ϕˆ2 : π0
(
Z [1] / G
)
→ Z as
(ϕˆ1 ∗ ϕˆ2)(z0, z2) =
∫
{z0}×Z×{z2}
ϕˆ1(z0,−) · ϕˆ2(−, z2)
=
∑
z∈Z
ϕˆ1(z0, z)ϕˆ(z, z2).
(5.32)
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5.8.3. The classical Hecke algebra, revisited
If the action of G on Z is transitive then picking an element z ∈ Z identifies Z with
H \G where H := StabG(z). Thus we obtain an equivalence of groupoids
BH (H \G) / G Z / G
BG
≃
⋆7→H
i
q
≃
H 7→z
q
which induces an equivalence of simplicial groupoids XG,H ≃ X q.
Corollary 5.8.6. For an inclusion H ⊆ G of finite groups the Hecke simplicial
groupoid XG,H is regular. 
Remark 5.8.7. We have taken the easy way and required the groups G and H to be
finite. Lemma 5.8.6 is still true with some more precise finiteness assumptions on
certain indices of subgroups H , g−1Hg and their intersections. [DKa, Proposition
8.2.12] ♦
Now we want to show that the Hecke simplicial groupoid XG,H deserves its name.
Lemma 5.8.8. The assignment (Hg,Hg′) 7→ Hg′g−1H defines a bijection
π0
(
Z [1]
/
G
)
∼=
−−→ H
∖
G
/
H
with inverse given by HgH 7→ (H,Hg). ♥
Proof. Easy calculation. 
Therefore we can identify the elements ϕˆ : π0
(
Z [1] / G
)
→ Z of hall(X q) with
functions H\G/H → Z, i.e. H-H-biinvariant functions ϕ : G → Z. Under this
identification Equation 5.32 reads
(ϕ1 ∗ ϕ2)(g) , (ϕˆ1 ∗ ϕˆ2)(H,Hg) =
∑
Hx∈H\G
ϕˆ1(H,Hx)ϕˆ2(Hx,Hg)
,
∑
Hx∈H\G
ϕ1(x)ϕ2(gx
−1)
=
1
#H
∑
x∈G
ϕ1(x)ϕ2(gx
−1)
hence we recover exactly the convolution product of the classical Hecke algebra.
5.8.4. The Hall-Hecke monoidal category
What is the (finitary) Hall monoidal category of the Hecke simplicial groupoid XG,H?
Let us at least compute its underlying category.
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Claim 5.8.9. We have an equivalence of groupoids
∐
HgH∈H\G/H
BHg
≃
−−→
(
Z [1]
/
G
)
:= X q[1]
(where Hg := H ∩ g
−1Hg) given on objects by ⋆Hg 7→ (H,Hg) and on morphisms
by the inclusions Hg →֒ G. ♥
Proof. In Lemma 5.8.8 we have identified the isomorphism classes of Z [1] / G with
double cosets of H ⊆ G. For each double coset HgH , (H,Hg) the automorphism
group in Z [1] / G consists of those x ∈ G such that Hx = H and Hgx = Hg, i.e.
x ∈ Hg := H ∩ g
−1Hg. 
Therefore the underlying category of the finitary Hall monoidal categoryHall⊠f (X
G,H)
is the category ⊕
HgH∈H\G/H
Hg−repC.
5.8.5. Convolution modules
Let H ⊆ P ⊆ G be an inclusion of finite groups. Inside the Hecke algebra H(G,H)
we can find the right-submodule (i.e. right-ideal) H(G,H, P ) of those functions
ϕ : G → Z which are not only H-H-biinvariant but even H-P -biinvariant. We
will now describe H(G,H, P ) as the (right) Hall module of a certain 2-Segal mor-
phism of simplicial groupoids.
We consider a slightly more general situation. Let P ⊆ G be an inclusion of finite
groups and let Z be a right G-set viewed as the map q : Z / G→ BG. By restricting
q to a right action qP : Z / P → BP of P on Z we obtain the following commutative
2-pullback square.
Z / P BP
Z / G BG
qP
q
(5.33)
Using Lemma 5.8.4 we see that Diagram 5.33 induces a 2-Segal morphism Φq,P : X
qP →
X q of simplicial groupoids.
Lemma 5.8.10. The right-relative simplicial groupoid Φ>q,P corresponding to Φq,P
is regular. ♥
Proof. All finiteness conditions are automatic. Faithfulness conditions are satisfied
because on morphisms all structure maps are of the form P ∋ p 7→ p ∈ G or
G ∋ g 7→ g. 
Hence hall(Φ>q,P ) is a right-hall(X
q)-module structure on the abelian group V (π0X
qP
[0] )
of functions Z /P = π0(Z
[0] / P )→ Z.
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Claim 5.8.11. Explicitly the hall(X q)-action is computed by the formula
(ηˆ.ϕˆ)(z) =
∑
x∈Z
ηˆ(x)ϕˆ(x, z) (5.34)
for ϕˆ : π0(Z
[1] / G)→ Z and ηˆ : Z /P → Z. ♥
Proof. Straightforward computation. 
Let us return to the case Z ∼= H \ G which defines the Hecke algebra H(G,H).
The quotient Z /P is nothing but H\G/P , hence we can identify V (π0X
qP
[0] ) with
the Z-module H(G,H, P ) of H-P -biinvariant functions. Under this identifications
Equation 5.34 reads:
(η.ϕ)(g) =
∑
Hx∈H\G
η(x)ϕ(gx−1) =
1
#H
∑
x∈G
η(x)ϕ(gx−1) = (η ∗ ϕ)(g) (5.35)
for every H-H-biinvariant function ϕ : G → Z and every H-P -biinvariant function
η : G→ Z.
We have thus realized H(G,H, P ) as the right Hall module of the 2-Segal morphism
Φq,P .
Remark 5.8.12. The only reason why we might need the subgroup P to contain
H is if we want H(G,H, P ) to be included in H(G,H). Of course we could just
abstractly define H(G,H, P ) to consist of all H-P -biinvariant functions and define
a H(G,H)-module structure on H(G,H, P ) by Equation 5.35. ♦
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6. Equivariant polynomial functors
6.0.1. Motivation
A classical tool for studying the representations of the symmetric group is the char-
acteristic map which assigns to each representation of Sn a symmetric function and
in fact gives a ring isomorphism [Mac95, I.7.3]
ch : K0(S∗−repC)
∼=
−−→ Λ,
where Λ is the ususal ring of symmetric polynomial functions C∗ → C.
For a finite group G, this isomorphism can be generalized to a similar isomor-
phism [Mac95, §I.B.6]
ch : R(G) := K0(G ≀ S∗−repC)
∼=
−−→ Λ(G), (6.1)
where Λ(G) is the ring of symmetric polynomial class functions C[G]∗ → C (and
will be introduced properly in Section 6.5.1).
It is a pity, though, that we have to forget so much structure when passing from
the monoidal category G ≀ S∗−repC to its underlying Grothendieck-ring. So we cat-
egorify the notion of G-equivariant (with respect to conjugation) symmetric poly-
nomial functions C[G]∗ → C to get the notion of polynomial functors G−repC →
vectC which we interpret as “G-equivariant” analogues of the classical polynomial
functors vectC → vectC. Further, we replace the ring Λ(G) by the monoidal cate-
gory PolfC(G−repC,vectC) (of polynomial functors of bounded total degree).
Our goal will then be to construct an equivalence of monoidal categories
Ξ: G ≀ S∗−repC
≃
−−→ PolfC(G−repC,vectC) (6.2)
and show that it categorifies the ring isomorphism ch. This equivalence of categories
has the remarkably easy formula
G ≀ Sn ∋ En 7→ HomG≀Sn(T
n(−∨), En) ∼= En ⊗G≀Sn T
n
where ∨ denotes the dual representation and T n(−) is the n-th tensor power. This
means that every polynomial functor F can be written as an expression of the form
F ∼=
⊕
n∈N
En ⊗G≀Sn T
n(−)
which we can interpret as some sort of power series with coefficients En.
Hence the equivalence of categories 6.2 can also be seen as a categorification of the
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isomorphism
C[X ] ∼=
⊕
n∈N
C
∼=
←→ {polynomial functions f : C→ C}
which maps a polynomial
∑finite
n∈N enX
n (viewed as its sequence (e0, e1, . . . ) ∈
⊕
n∈N C
of coefficients) to the polynomial function
∑
n∈N en(−)
n : C→ C.
Remark 6.0.1. The notion of polynomial functors vectk → vectk has been studied
extensively, see Kock’s notes [Koc] for a historical overview.
All the ingredients that go into the monoidal equivalence 6.2 are present in Macdon-
ald’s paper [Mac80], our proof can be seen as a slightly more systematic repackaging
of Macdonald’s ideas. ♦
6.0.2. Overview
To prove that the map 6.2 is an equivalence we follow the same general strategy as
the classical one for G = {1} [Mac95, §I.A] and in many places the generalization
works almost word-by-word. We divide the proof into a few steps:
• We show that each polynomial functor decomposes into a direct sums of ho-
mogeneous ones so that we only have to worry about homogeneous functors
of some degree n.
• We use the auxiliary category (G−repC)≀Sn (see Appendix A.2) and construct
an equivalence of categories (Proposition 6.1.7)
Pol
(1)
C ((G−repC) ≀ Sn,vectC)
≃
−−→ PolnC(G−repC,vectC),
where the left side consists of multilinear functors (G−repC)
n → vectC with
some extra structure which encodes the action of the symmetric group.
The arguments in the first two steps are not specific to group representations and we
will carry them out by considering general k-linear categories G instead of G−repC
where the field k has to have characteristic 0.
• Embedded in the category Pol
(1)
k of componentwise linear functors we find
the nicer category Rep⊗n of componentwise representable functors. We will
study such multi-representable functors abstractly and derive an equivalence
of categories (6.2.3)
[D ≀ Sn,V]
≃
−−→ Rep⊗n([D,V]op ≀ Sn,V)
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in a completely formal way for any closed symmetric monoidal ground category
V (in our case V := VectC is the category of all C-vector spaces) and any V-
category D (in our case D := BC[G]; hence [D ≀ Sn,V] and [D,V] are nothing
but G ≀ Sn−RepC and (G−RepC) ≀ Sn) respectively.
• If D = BA is a finite dimensional algebra (e.g. A := C[G]) then we can pass
from the case of all vector spaces and all modules to the finite dimensional
case and obtain an equivalence of categories (Proposition 6.3.2)
A ≀ Sn−mod
≃
−−→ Rep⊗n(A−modop ≀ Sn, R−mod)
• Combining the previous steps we obtain a fully faithful functor
Ξn : A ≀ Sn−mod →֒ Pol
n
C(A−mod
op,vectC)
If we are in the semisimple case (e.g. for G-representations) then all linear
functors are representable, so we don’t actually lose anything by passing from
Pol
(1)
k to Rep
⊗n; hence Ξn is an equivalence in this case.
In the case of finite groups we can drop the (−)op, since the category of finite
dimensional G-representations is self-dual.
• Finally we need to check that the the resulting equivalences Ξn assemble to
the desired equivalence
Ξ: G ≀ S∗−repC
≃
−−→ PolfC(G−repC,vectC)
of monoidal categories (Proposition 6.4.1).
We will also see in which sense the constructed equivalence Ξ of monoidal cate-
gories categorifies the ring isomorphism 6.1 in the case where G is abelian:
When we want to decategorify a polynomial functor F : vectC → vectC into a poly-
nomial function f : C→ C the obvious way is to define f(x) = trF (·x : k → k). The
obvious generalization to polynomial functors F : G−repC → vectC is the formula
f(x) = trF (·x : GC[G]→ GC[G]) to obtain a polynomial function f : C[G]→ C.
In this spirit we can build a canonical decategorification map
χ : K0(Pol
f
C(G−repC))
∼=
−−→ Λ(G)
and show that it is an isomorphism and that it turns the equivalence Ξ (6.2) into
the ring isomorphism ch (6.1).
Actually, we will proceed the other way around: We show that map χ corresponds
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to ch under the identification coming from 6.2 and conclude that it is a ring isomor-
phism.
6.1. Polynomial functors and linearization
Let k be a field of characteristic 0 and denote by vectk the category of finite di-
mensional vector spaces over k. Let G and V be k-linear categories and C be an
arbitrary category. Let r and n be natural numbers.
Let ϕ = (ϕ1, . . . , ϕr) denote r-tuples of natural numbers with n = |ϕ| := ϕ1+· · ·+ϕr.
If r = n then we write (1) for the tuple (1, . . . , 1). For a tuple λ = (λ1, . . . , λr) ∈ k
r
(which we view as a variable) we abbreviate λϕ := λϕ11 · · ·λ
ϕr
r .
For a tuple X1, . . . , Xr ∈ G we denote by πi = π
X
i : X1 ⊕ · · · ⊕ Xr ։ Xi and by
ιi = ι
X
i : Xi →֒ X1 ⊕ · · · ⊕Xr the i-th projection and the i-th inclusion respectively.
We denote by (λ) = (λ)X both the automorphism (λ1, . . . , λr) =
r∑
i=1
λiιiπi of
X1 ⊕ · · · ⊕Xr in G and the automorphism (λ1, . . . , λr) of (X1, . . . , Xn) in G
r.
Definition 6.1.1. • We call a functor F : G → V polynomial if for all ob-
jects X, Y ∈ G the mapping F : Hom(X, Y ) → Hom(F (X), F (Y )) of k-
vector spaces is polynomial, i.e. for every f1, . . . , fs : X → Y the expression
F (λ1f1 + · · ·+ λrfs) is a polynomial in the variables λ1, . . . , λs ∈ k with coef-
ficients in Hom(F (X), F (Y )).
• If all this polynomials are homogeneous of degree n then we say that F is
homogeneous of degree n. We denote by Polnk(G,V) the category of poly-
nomial functors that are homogenous of degree n.
• A functor Gr → V is called homogeneous of degree ϕ if it is homogenous
of degree ϕi in the i-th variable for i = 1, . . . , r. We denote by Pol
ϕ
k (G
r,V) the
category of such functors. If n = r and ϕ = (1) then we call such functors
n-multilinear. ♣
If C is a category then we can form the wreath product C ≀ Sn by taking the
category Cn and adding some morphisms (but no additional objects) coming from
the permutation action of Sn on C
n. In the case where C = BG is a group we
recover the usual notion of wreath product, i.e. we have a canonical isomorphism
(BG) ≀ Sn ∼= B(G ≀ Sn). See Appendix A.2 for a systematic description of wreath
products (and more generally of semidirect products) of categories.
Definition 6.1.2. We call a functor G ≀ Sn → V homogeneous of degree n or n-
multilinear if it has the corresponding property after restricting to the subcategory
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Gn ⊂ G ≀ Sn. Denote by Pol
n
k(G ≀ Sn,V) and Pol
(1)
k (G ≀ Sn,V) the corresponding
categories. ♣
We will always abbreviate Pol?k(?) for Pol
?
k(?,vectk).
6.1.1. Decomposition into homogeneous pieces
Whenever we have a polynomial, we can decompose it into a sum of monomials, i.e.
homogeneous pieces. Now we want to do the same thing for polynomial functors.
Lemma 6.1.3. If F : Gr → vectk is homogeneous of degree ϕ then F ((λ)X) =
λϕidX ♥
Proof. Writing (λi)X for the map (1, . . . , λi, . . . , 1) : X → X we can decompose
(λ)X as (λ1)X · · · (λr)X . Since F is homogeneous of degree ϕi in the i-th coordinate
we obtain F ((λi)X) = λ
ϕi
i ; the claim follows since F respects compositions. 
Proposition 6.1.4. The functor
⊕
|ϕ|=n
:
∏
|ϕ|=n
Polϕk (G
r) −→ Polnk(G
r) is an equivalence
of categories. ♥
Proof. The functor
⊕
|ϕ|=n
is clearly faithful.
Every morphism
⊕
|ϕ|=n
Fϕ →
⊕
|ψ|=n
Gψ is a matrix of transformations αϕ,ψ : Fϕ → Gψ.
To see fullness we need to prove that all the entries off the diagonal are zero, or
in other words that every natural transformation α : F → G is zero if F ∈ Polϕk ,
G ∈ Polψk and ϕ 6= ψ. To prove this let X ∈ G
r be any object. By naturality of α we
have
αX ◦ F (λidX) = G(λidX) ◦ αX
Using Lemma 6.1.3 we conclude λϕαX = λψαX for all λ ∈ kr, hence αX = 0 if
ϕ 6= ψ.
Lastly we want to prove essential surjectivity; to do this let F : Gr → V be a polyno-
mial functor of homogeneous degree n. By the conditions on F , we can write
F ((λ)X) =
∑
|ϕ|=n
uϕ(X)λ
ϕ (6.3)
for some coefficients uϕ(X) ∈ Hom(F (X), F (X)).
Now take any map f : X → Y between objects X, Y ∈ Gn. Then we have
∑
|ϕ|=n
F (f)uϕ(X)λ
ϕ = F (f)F ((λ)X) = F ((λ)Y )F (f) =
∑
|ϕ|=n
uϕ(Y )F (f)λ
ϕ.
Comparing coefficients gives F (f)uϕ(X) = uϕ(Y )F (f), i.e. uϕ : F → F is a natural
transformation.
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For two tuples of scalars (λ)X , (µ)X we have
∑
|ϕ|=n
uϕ(X)(λµ)
ϕ = F ((λµ)X) = F ((λ)X)F ((µ)X) =

∑
|ϕ|=n
uϕ(X)λ
ϕ



∑
|ϕ|=n
uϕ(X)µ
ϕ


Comparing coefficients we see that we must have u2ϕ = uϕ and uϕuψ = 0 for ϕ 6= ψ.
Moreover by putting λ1 = · · · = λn = 1 in Equation 6.3 we obtain
∑
|ϕ|=n
uϕ = 1F .
This means that the uϕ form a complete set of pairwise orthogonal idempotents,
hence we have a direct sum decomposition
F =
⊕
|ϕ|=n
Fϕ (6.4)
where Fϕ = Im(uϕ). This shows that F lies in the essential image of
⊕
|ϕ|=n
. 
If F : G → V is a polynomial functor (not necessarily homogeneous) then in a
similar spirit we can define idempotent natural endo-transformations un for n ∈ N by
taking un(X) to be the coefficient of λ
n in the polynomial expression F (λ : X → X).
One can use exactly the same methods as in the proof of Proposition 6.1.4 to show
that we can decompose Polk(G) into the various Pol
n
k(G) and write every polynomial
F as direct sum
⊕
n∈N
Fn, where Fn is the image of the idempotent endomorphism
un(X) and is homogeneous of degree n. In other words the functor
⊕
n∈N
:
∏
n∈N
Polnk(G)
≃
−−→ Polk(G)
is an equivalence of categories.
Remark 6.1.5. Note that the direct sum of functors F =
⊕
n∈N
Fn might be infinite
even though vectk does not admit infinite direct sums. For example consider the
exterior power functor Λ∗ =
⊕
n∈N
Λn : vectk → vectk sending a finite dimensional
vector space X to the finite dimensional (!) space Λ∗X =
⊕
n∈N
ΛnX.
Evaluating a polynomial functor F at a fixed object X ∈ G will always result in a
finite sum decomposition F (X) =
finite⊕
n∈N
Fn(X) because only finitely many un(X) can
appear in the polynomial expression F (λ : X → X). ♦
Sometimes we are interested in those polynomial functors which can be written
as a finite sum of homogenous ones. We call such a polynomial functor finitary or
of finite total degree and we denote by Polfk(G) ⊂ Polk(G) the full subcategory
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of all finitary polynomial functors. Clearly we get an equivalence of categories
⊕
n∈N
:
⊕
n∈N
Polnk(G)
≃
−−→ Polfk(G).
6.1.2. Lifting the multilinear component to the wreath product
From now on we assume n = r.
For each functor F ∈ Polnk(G ≀ Sn), we have the restricted functor F
′ = F
∣∣
Gn
which
we decompose as F ′ =
⊕
|ϕ|=n
F ′ϕ : G
n → V.
Let α = (α, σ) : X → Y be a morphism in G ≀ Sn. Then F (α) is a morphism⊕
|ϕ|=n
F ′ϕ(X) = F
′(X)→ F ′(Y ) =
⊕
|ϕ|=n
F ′ϕ(Y ) and we can ask ourselves whether this
morphism descends to the summands F ′(1)(X)→ F
′
(1)(Y ).
For a tuple (λ) of scalars we have the equation α ◦ (λ)X = (σλ)Y ◦ α of morphisms
X → Y . where (σλ) := (λσ−1(1), . . . , λσ−1(n)). Applying F and using the decompo-
sition F ((λ)) = F ′((λ)) =
∑
|ϕ|=n
uϕλ
ϕ we obtain
∑
|ϕ|=n
F (α)uϕ(X)λ
ϕ =
∑
|ϕ|=n
uϕ(Y )F (α)(σλ)
ϕ.
Notice that λ(1) = (σλ)(1), hence comparing the coefficients of λ(1) gives F (α)u(1)(X) =
u(1)(Y )F (α). But u(1) is the idempotent corresponding to the summand F
′
(1) of F
′
and so we see that F (α) descends to a map F ′(1)(X) → F
′
(1)(Y ) which we shall call
F(1)(α).
In other words we have constructed an extension F(1) : G ≀ Sn → V of the functor
F ′(1) : G
n → V.
Claim 6.1.6. The construction F 7→ F(1) is functorial in F ; hence it provides a lift
of functors in the following commutative diagram:
Polnk(G
n)
∏
|ϕ|=n
Polϕk (G
n) Pol
(1)
k (G
n)
Polnk(G ≀ Sn) Pol
(1)
k (G ≀ Sn)
≃ pr(1)
Res Res
♥
Proof. Consider a natural transformation η : F → G between functors F,G ∈
Polnk(G ≀Sn). Then η is a fortiori a natural transformation F
′ → G′ and thus induces
a natural transformation η(1) : F ′(1) → G
′
(1). Now it is straightforward to show that
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η(1) is natural also with respect to the additional arrows α : X → Y in G ≀ Sn, since
η(1)(X), η(1)(Y ), F(1)(α) and G(1)(α) are just restrictions of η(X), η(Y ), F (α) and
G(α) respectively; hence the naturality equation is inherited. 
6.1.3. Linearization gives an equivalence of categories
Recall that we have the functor ∆: G × BSn → G ≀ Sn induced by the invariant
diagonal embedding ∆: G → Gn (see Appendix A.2.4). Pulling back along this
functor gives a functor
[G ≀ Sn,vectk]
∆⋆
−−→ [G × BSn,vectk] ∼= [G, Sn−repk],
where Sn−repk[BSn,V] is the category of Sn-representations over k.
It is clear that if L : G ≀ Sn → vectk is polynomial of homogeneous degree (1) then
∆⋆(L) : G → Sn−repk is polynomial of homogenous degree n. Hence we get an
induced functor
∆⋆ : Pol
(1)
k (G ≀ Sn)→ Pol
n
k(G, Sn−repk).
The category Sn−repk comes equipped with the functor
(−)Sn = lim
BSn
: Sn−repk → vectk
of Sn-invariants which assigns to each diagram BSn → vectk (a.k.a. Sn-representation)
its limit.
Proposition 6.1.7. The functors
L : Polnk(G)
(
⊕
: G≀Sn→G)⋆
−−−−−−−−−−→ Polnk(G ≀ Sn)
(−)(1)
−−−→ Pol
(1)
k (G ≀ Sn)
and
D : Pol
(1)
k (G ≀ Sn)
∆⋆
−−→ Polnk(G, Sn−repk)
((−)Sn)
⋆−−−−−→ Polnk(G)
form mutually inverse equivalence of categories. ♥
Remark 6.1.8. The functor L : Polnk(G) → Pol
(1)
k (G ≀ Sn) is called linearization
because it takes polynomial functors and turns them into multi-linear functors. We
can view multi-linear functors G ≀ Sn → vectk as linear functors G⊗n ⋊ Sn → vectk
where now ⋊ is the k-enriched version of the semi-direct product of categories. ♦
Proof. We show that the composition L◦D is naturally isomorphic to the identity.
Let L ∈ Pol(1)k (G ≀ Sn) be a functor which is linear in each variable. Let F = D(L),
i.e. F : X 7→ L(X, . . . , X)Sn. Then the image F under
⊕⋆ is given by
F ′ : (X1, . . . , Xn) 7→ L(X1 ⊕ · · · ⊕Xn, . . . , X1 ⊕ · · · ⊕Xn)
Sn
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Since L is linear in each argument, we can write
L(X1 ⊕ · · · ⊕Xn, . . . , X1 ⊕ · · · ⊕Xn) =
⊕
06γ1,...γn6n
L(Xγ1 , . . . , Xγn)
The question now is: what is the (1)-homogeneous part F ′(1) of F
′?
The endomorphism (λ) = (λ1, . . . , λn) of (X1, . . . , Xn) induces the map
⊕
06γ1,...,γn6n
L(Xγ1 , . . . , Xγn)
⊕
L(λγ1 ,...,λγn )−−−−−−−−−−→
⊕
06γ1,...,γn6n
L(Xγ1 , . . . , Xγn),
where L(λγ1 , . . . , λγn) is nothing but λγ1 · · ·λγn by (1)-linearity of L. We deduce that
the (1)-homogenous part of
⊕
06γ1,...,γn6n
L(Xγ1 , . . . , Xγn) is given by the summands
corresponding to those γ, where λγ1 · · ·λγn = λ1 · · ·λn; this means precisely that
γ : {1, . . . , n} → {1, . . . , n} is a bijection, i.e. γ ∈ Sn.
We conclude that F ′(1) is given by
F ′(1) : (X1, . . . , Xn) 7→
(⊕
σ∈Sn
L(Xσ(1), . . . , Xσ(n))
)Sn
since the Sn-action is compatible with the restriction to the (1)-homogenous compo-
nent.
The Sn-action simply identifies the various summands L(Xσ(1), . . . , Xσ(n)), hence we
have a natural isomorphism
L(X1, . . . , Xn)
(L(Pσ))σ∈Sn−−−−−−−→
∼=
(⊕
σ∈Sn
L(Xσ(1), . . . , Xσ(n))
)Sn
= F ′(1)(X1, . . . , Xn).
It is straightforward to check that the resulting isomorphism L
∼=
−−→ F ′(1) = (L◦D)(L)
is natural in L, thus the proof of L ◦D ∼= id is completed.
Next we show D ◦ L ∼= id.
Let F ∈ Polnk(G) be a polynomial functor of homogenous degree n. Denote by F
′ the
functor
⊕⋆(F ) : (X1, . . . , Xn) 7→ F (X1 ⊕ · · · ⊕Xn) and abbreviate LF := ∆⋆(F ′(1)).
Then we need to show that LF (X)Sn ∼= F (X) naturally in F and X.
Recall that LF (X) was defined to be the direct summand of F (Xn) induced by
the idempotent endomorphism u := u(1) which was defined to be the coefficient
of λ1 · · ·λn in the polynomial F ((λ1, . . . , λn) : Xn → Xn). Recall the notation
ιj : X → X
n and πj : Xn → X for the j-th inclusion and projection respectively.
Denote by ∆ =
∑
j ιj : X → X
n and ∇ =
∑
j πj : X
n → X the diagonal and codiag-
onal on X respectively and let Pσ =
∑
j ισ(j)πi : X
n → Xn be the permutation map
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associated to σ ∈ Sn.
Claim 6.1.9. We have the following equations:
uF (∆)F (∇)u = u
∑
σ∈Sn
F (Pσ)u. (6.5)
F (∇)uF (∆) = n! (6.6)
♥
Proof (of Claim 6.1.9). Consider the expression F (
∑
ij ξijιjπi) which is a polynomial
in the variables ξij ∈ k and denote by wσ the coefficient in front of ξσ(1),1 · · · ξσ(n),n.
The left side of Equation 6.5 is the coefficient of λ1 · · ·λn ·µ1 · · ·µn in the expression
F ((λ)∆∇(µ)) = F (
∑
ij λjµiιjπi). By putting ξij = λjµi we see that this coefficient
is precisely
∑
σ wσ.
On the other hand uF (Pσ)u is the coefficient of λ1 · · ·λn ·µ1 · · ·µn in the expression
F ((λ)Pσ(µ)) =
∑
i λσ(i)µiισ(i)πi. By putting ξij = λσ(i)µi if j = σ(i) and ξji = 0
otherwise we see that this coefficient is nothing but wσ. By summing over all σ ∈ Sn
we get Equation 6.5.
To get Equation 6.6 observe that the left side is the coefficient of λ1 · · ·λn in F (∇(λ)∆) =
F (λ1 + · · · + λn) = (λ1 + · · · + λn)
n; it is elementary to see that this coefficient is
indeed n!. 
Denote by b and q the inclusion of and the projection onto the direct summand
LF (X) of F (X ⊕ · · · ⊕ X) respectively, hence bq = u and qb = idLF (X). We can
define morphisms
ε : F (X)
F (∆)
−−−→ F (X ⊕ · · · ⊕X)
q
−−→ LF (X)
η : LF (X)
b
−֒−→ F (X ⊕ · · · ⊕X)
F (∇)
−−−→ F (X).
Equation 6.6 can then be rewritten as ηε = n!; restricting Equation 6.5 to LF (X)
gives εη =
∑
σ LF (Pσ). We know that
1
n!
∑
σ LF (Pσ) : LF (X) → LF (X)
Sn is a
retraction of the inclusion LF (X)Sn → LF (X); hence defining
ε′ : F (X)
ε
−−→ LF (X)
1
n!
∑
σ LF (Pσ)
−−−−−−−−→ LF (X)
Sn
η′ : LF (X)
Sn →֒ LF (X)
η
−−→ F (X)
gives ε′η′ = n! and η′ε′ = η
(
1
n!
εη
)
ε = n!. Therefore ε′ and η′ are mutually inverse
up to the invertible scalar n! ∈ k×.
It is clear that ε and η (hence ε′ and η) are natural in X and F since they are
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constructed out of the maps F (∆), F (∇), b, q and LF (Pσ); all of which are natural
in X and F . 
6.2. Multi-representable functors
Let V be a complete and cocomplete closed symmetric monoidal ground category,
e.g. V = R−Mod for any commutative ring R. Everything (categories, functors,
natural transformation) that appears in Section 6.2 shall be understood to be en-
riched over V even if it is not explicitly mentioned. See Kelly’s book [Kel82] for an
introduction to enriched category theory.
The symbol D will denote a V-category.
Definition 6.2.1. A functor D⊗n → V is said to be n-representable if it is repre-
sentable when fixing all but one of the variables.
A functor D ≀ Sn → V is said to be n-representable if the restriction to D
⊗n is
n-representable.
The V-category of all n-representable functors is denoted by Rep⊗n(−,V) with
Rep = Rep⊗1. ♣
We denote by
⊗
=
⊗
n : [D,V]
⊗n → [D⊗n,V] the functor given by
(ρ1, . . . , ρn) 7→ (x1, . . . , xn) 7→ ρ1(x1)⊗ · · · ⊗ ρn(xn).
6.2.1. Decomposing multi-representable functors
We use the notations YD : D →֒ [Dop,V] and Y
D : D →֒ [D,V]op for the co- and
contravariant (enriched) Yoneda-embedding respectively. See also Appendix A.4
Proposition 6.2.2. The functor
⊗
: [D,V]⊗n → [D⊗n,V] induces an equivalence
of categories
Rep([D⊗n,V]op,V)
⊗⋆
op
−−→ Rep⊗n([D,V]⊗nop ,V)
with an inverse given by the restriction of
[
[D,V]⊗nop ,V
] [(Y D)⊗n,V]
−−−−−−−→ [D⊗n,V]
≃
−−−−−→
Y[D⊗n,V]
Rep([D⊗n,V]op,V)
to the full subcategory of n-representable functors. ♥
Proof. Let L : [D,V]⊗nop → V be an n-representable functor. Then we need to show
that L can be written as the composition
[D,V]⊗nop
⊗
op
−−→ [D⊗n,V]op
Lˆ
−−→ V,
91 Equivariant polynomial functors
where Lˆ = [D⊗n,V](−, L
∣∣
D⊗n
) is the functor represented by the object L
∣∣
D⊗n
: D⊗n
(Y D)
⊗n
−֒−−−→
[D,V]⊗nop
L
−−→ D of [D⊗n,V]. For functors ρ1, . . . , ρn ∈ [D,V] we calculate:
L(ρ1, . . . , ρn) ∼= [D,V](ρ1, L(−, ρ2, . . . , ρn)
∣∣
D
)
= [D,V](ρ1, d1 7→ L(D(d1,−), ρ2, . . . , ρn))
∼= [D,V](ρ1, d1 7→ [D,V](ρ2, d2 7→ L(D(d1,−),D(d2,−), ρ3, . . . , ρn)))
∼= [D ⊗D,V](ρ1 ⊗ ρ2, (d1, d2) 7→ L(D(d1,−),D(d2,−), ρ3, . . . , ρn))
. . .
∼= [D⊗n,V](ρ1 ⊗ · · · ⊗ ρn, L(D(d1,−), . . . ,D(dn,−)))
=
(
Lˆ ◦
⊗)
(ρ1, . . . , ρn)
naturally in ρ1, . . . , ρn and L. The first and second ∼=-steps are given by apply-
ing the Yoneda Lemma A.4.1, ii. to the representable functors L(−, ρ2, . . . , ρn) and
L(D(d1,−),−, . . . , ρn) respectively. The third ∼= follows from applying Lemma A.4.2
to ρ1, ρ2 and F : (d1, d2) 7→ L(D(d1,−),D(d2,−), ρ3, . . . , ρn) and then the rest is re-
peating the same steps again and again.
On the other hand, consider a functor Lˆ : [D⊗n,V]op → V, represented as [D⊗n,V](−, E)
by an object E ∈ [D⊗n,V]. We have to show that the composition
D⊗n
(Y D)
⊗n
−−−−→ [D,V]⊗nop
⊗
op
−−→ [D⊗n,V]op
Lˆ
−−→ V
is naturally isomorphic to E. So we calculate, for x1, . . . , xn ∈ D:
E(x1, . . . , xn) ∼= [D,V](D(x1,−), E(−, x2, . . . , xn))
∼= [D,V](D(x1,−), d1 7→ [D,V](D(x2,−), E(d1,−, x3, . . . , xn))
∼= [D ⊗D,V](D(x1,−)⊗D(x2,−), E(−,−, x3, . . . , xn))
. . .
∼= [D⊗n,V](D(x1,−)⊗ · · · ⊗ D(xn,−), E).
Here the first and the second isomorphisms are the Yoneda Lemma A.4.1, i. and
the third is Lemma A.4.2; then we keep repeating the same steps. Since all the
provided isomorphisms are natural in x1, . . . , xn ∈ D and E ∈ [D⊗n,V] the proof is
completed. 
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6.2.2. Extending to the semidirect product
Now we want to apply Lemma A.2.8 to the following situation:
Let S := Sn. We set C := D
⊗n and C′ := [D,V]⊗nop with the obvious permutation
actions Γ: Sn y D
⊗n and Γ′ : Sn y [D,V]
⊗n
op . Further declare F to be the whole
category [C,V] and F ′ to be the full subcategory Rep⊗n([D,V]⊗nop ,V) of [C
′,V]. Then
the composition
Φ: F := [D⊗n,V]
≃
−−−−−→
Y[D⊗n,V]
Rep([D⊗n,V]op,V)
≃
−−→⊗⋆ Rep⊗n([D,V]⊗nop ,V) =: F ′
is an equivalence of categories by Proposition 6.2.2. It is an easy calculation to see
that Φ is compatible with the Sn actions on both sides.
Hence Lemma A.2.8 provides:
Corollary 6.2.3. The functor ΦSn : [D ≀ Sn,V]
≃
−−→ Rep⊗n([D,V]op ≀ Sn,V), which
explicitly is given by
E 7→ (ρ1, . . . , ρn) 7→ [D
⊗n,V] (ρ1 ⊗ · · · ⊗ ρn, E) ,
is an equivalence of categories with inverse given by the formula
L 7→ D ≀ Sn
Y D≀Sn
−−−−→ [D,V]op ≀ Sn
L
−−→ V

6.3. In representation theory...
Set V := R−mod for some commutative ring R. If D is a V- (i.e. R-)linear category,
then V- (i.e. R-)linear functors D → V are what we would call representations of D
over R.
6.3.1. ...of finite algebras...
Let A be an R-algebra, we can view it as the R-linear category D := BA.
Corollary 6.2.3 applies with V := R−Mod, so we get an equivalence of categories
A ≀ Sn−Mod
≃
−−→ Rep⊗n(A−Modop ≀ Sn, R−Mod) (6.7)
given by the formula
E 7→ Eˆ := HomA⊗n(−⊗ · · · ⊗ −, E) (6.8)
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Remark 6.3.1. Formula 6.8 is slightly ambiguous since it only describes Eˆ as a
functor
Eˆ : A−Mod⊗nop → R−Mod.
By the universal property of the wreath product, we still need to specify compatible
natural transformations Qσ : Eˆ ⇒ Eˆ ◦ σ for all σ ∈ Sn.
Consider the R-linear permutation map
Pσ(X1, . . . , Xn) : Xσ−1(1) ⊗ · · · ⊗Xσ−1(n) −→ X1 ⊗ · · · ⊗Xn
which is natural in X1, . . . , Xn ∈ A−Mod. Define the natural transformation Qσ :=
Eσ◦−◦Pσ : Eˆ ⇒ Eˆ◦σ which is given on the (X1, . . . , Xn)-th component by mapping
a morphism f : X1 ⊗ · · · ⊗Xn → E to the composition
Xσ−1(1) ⊗ · · · ⊗Xσ−1(n)
Pσ−−→ X1 ⊗ · · · ⊗Xn
f
−−→ E
Eσ−−→ E
where Eσ is the action of σ on E. A direct calculation shows that Eσ ◦ f ◦ Pσ is
an A⊗n-module homomorphism even though Pσ and Eσ are only R-linear, therefore
Qσ := Eσ ◦ − ◦ Pσ is well defined.
It is easy to see that the various Qσ are compatible, hence give rise to the desired
functor
Eˆ : A−modop ≀ Sn → R−Mod ♦
Proposition 6.3.2. If the algebra A is finite over R (i.e. finitely generated as an
R-module) then Equivalence 6.7 restricts to an equivalence of categories
A ≀ Sn−mod
≃
−−→ Rep⊗n(A−modop ≀ Sn, R−mod) (6.9)
where we consider finitely generated modules. ♥
Proof. By looking at the explicit formulas from Corollary 6.2.3 it is clear that under
Equivalence 6.7 the full subcategory A ≀ Sn−mod ⊂ A ≀ Sn−Mod (on the left)
corresponds to the full subcategory of those n-representable functors
L : A−Modop ≀ Sn −→ R−Mod
which map finite modules to finite modules (on the right).
Since every A-module is a direct limit of finite A-modules and n-representable func-
tors preserve direct limits in each variable, we see that every such functor L is
uniquely determined by its restriction to finite modules. The result follows. 
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6.3.2. ...over a field of characteristic zero
We go back to the situation where our ground ring R is a field k of characteristic 0;
we still consider a finite (dimensional) k-algebra A. We abbreviate Gn := A
⊗n−mod
with G := G1 = A−mod.
Consider the following composition Ξn of functors
A ≀ Sn−mod Rep
⊗n(Gop ≀ Sn,vectk) [G
op ≀ Sn,vectk]k
Polnk(G
op,vectk) Pol
n
k(G
op, Sn−repk) Pol
(1)
k (G
op ≀ Sn,vectk)
Ξn
≃
∼=
((−)Sn)
⋆ ∆⋆
≃
(6.10)
where the first equivalence is the one from Proposition 6.3.2 and the equivalence
in the bottom row is the one constructed in Section 6.2 (Proposition 6.1.7). The
vertical isomorphism arises from comparing the two different meanings of − ≀ Sn; in
the first case we use the vectk enriched version G
⊗n
op ⋊ Sn (and talk about k-linear
functors), in the second case we use the non-enriched version Gnop ≀Sn (and talk about
multilinear, i.e. (1)-homogeneous functors).
Tracking the explicit formulas for the various functors appearing in Diagram 6.10
we see that the dashed composition is given by
Ξn : E 7→ (HomA⊗n (T
n(−), E))Sn , (6.11)
where T n : A−mod→ A ≀ Sn−mod is the n-th tensor product functor.
Corollary 6.3.3. The functor Ξn : A ≀ Sn−repk −→ Pol
n
k(A−rep
op
k ,vectk) given
by Formula 6.11 is fully faithful. 
If the algebra A is semi-simple then every linear functor A−repk
op → vectk
is representable, hence the inclusion Rep⊗n(Gop ≀ Sn,vectk) →֒ [G
op ≀ Sn,vectk]k
appearing in the definition of Ξn is actually the identity.
Corollary 6.3.4. If the algebra A is semi-simple then the functor Ξn is an equiva-
lence of categories. 
For a finite group G we can identify G−repopC with G−repC via the duality
functor E 7→ E∨. Moreover there is a canonical isomorphism between invariants
and coinvariants, hence we don’t have to worry about the distinction.
Corollary 6.3.5. For a finite group G the functor
Ξn : G ≀ Sn−repk −→ Pol
n
k(G−repk,vectk)
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given by the formula
En 7→ HomG≀Sn(T
n(−∨), En) ∼= En ⊗G≀Sn T
n ∼= HomG≀Sn(E
∨
n , T
n(−))
is an equivalence of categories. 
6.4. The Hall monoidal category of F1[G]−free
Recall from Section 5.7 that G ≀ S∗−repC :=
⊕
n∈N
G ≀ Sn−repC is the underlying
category of the finitary Hall monoidal category Hall⊠f (F1[G]−free). The monoidal
product is given by the induction product
En ⊠Em := Ind
G≀Sn+m
(G≀Sn)×(G≀Sm)
(En ⊗Em)
for representations En and Em of G ≀ Sn and G ≀ Sm respectively.
We can assemble the Ξn’s for all n ∈ N to an equivalence
Ξ :=
⊕
n∈N
Ξn : G ≀ S∗−repC
≃
−−→
⊕
n∈N
PolnC(G−repC) ≃ Pol
f
C(G−repC).
Proposition 6.4.1. The functor Ξ: E∗ 7→ E∗⊗G≀S∗T
∗ is an equivalence of monoidal
categories
Ξ: Hall⊠f (F1[G]−free) −→
(
PolfC(G−repC),⊗
)
,
where ⊗ denotes the pointwise tensor product of polynomial functors. ♥
Proof. An easy calculation shows that ⊠ corresponds to ⊗ under Ξ:
Ξ(En ⊠Em) ∼=
(
Ind
G≀Sn+m
(G≀Sn)×(G≀Sm)
(En ⊗ Em)
)
⊗G≀Sn+m T
n+m
∼= (En ⊗ Em)⊗(G≀Sn)×(G≀Sm) Res
G≀Sn+m
(G≀Sn)×(G≀Sm)
T n+m
∼= (En ⊗ Em)⊗(G≀Sn)×(G≀Sm) (T
n ⊗ Tm)
∼= (En ⊗G≀Sn T
n)⊗ (Em ⊗G≀Sm T
m)
∼= Ξ(En)⊗ Ξ(Em)
naturally in En and Em. 
6.5. The characteristic map
In this section we will write K0 for the C-valued Grothendieck group/ring which we
would otherwise denote by C⊗Z K0
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6.5.1. Symmetric polynomial class functions
Let R(G ≀Sn) be the C-vector space spanned by the irreducible characters of G ≀Sn;
this is the same as the vector space of class functions G ≀ Sn → C. Out of this
vector spaces we can construct the graded ring R(G) :=
⊕
n∈NR(G ≀ Sn) with the
multiplication given by the induction product.
Note that R(G) is just the K0-ring of the monoidal category G ≀ S∗−repC, i.e. the
fat Hall algebra HallC(F1[G]−free). Hence the equivalence of (graded) monoidal
categories G ≀ S∗−repC ≃ Pol
f
k(G−repC,vectC) provides an isomorphism of graded
rings R(G) ≃ K0(Pol
f
k(G−repC,vectC)) =: F(G).
For each integer d > 1 we consider the ring Cd(G) of polynomial class functions
on C[G]d, i.e. functions f : C[G]d → C which can be written as
(∑
g aigg
)d
i=1
7→
fˆ((aic)c∈G⋆,i) where fˆ ∈ C[xic | 1 6 i 6 d; c ∈ G⋆] is a polynomial and aic =
∑
g∈c ai.
Since the irreducible characters γ ∈ G⋆ form a basis of the linear class functions
C[G]→ C, we immediately obtain that Cd(G) is the polynomial ring C[yiγ | 1 6 i 6
d; γ ∈ G⋆] in the polynomial functions yiγ : C[G]
d ∋ (ai)
d
i=1 7→ γ(ai).
Now we can build the graded ring Λ(G) of symmetric polynomial class functions
as the inverse limit limd←∞ Λd(G) (in the category of graded rings) of the system
defined by Λd(G) := Cd(G)
Sd (where Sd acts by permuting the variables) with the
maps Λd+1(G)→ Λd(G) given by restriction of functions.
6.5.2. An intrinsic description of the characteristic map
A main tool for understanding characters of the wreath product G ≀ Sn is the char-
acteristic map ch : R(G)→ Λ(G). We don’t need the original definition since we are
going to give a new one soon anyway, but we need the following facts:
(chi) The map ch is an isomorphism of graded rings. [Mac95, §I.B.6]
(chii) For any representation Eγ of G with character γ ∈ G
⋆, the map ch sends the
G ≀Sn-representation E
⊗n
γ to the n-th complete symmetric polynomial hn(y∗,γ)
in the variables y1,γ, y2,γ, . . . . [Mac95, §I.B.8]
(chiii) A complete set of pairwise non-isomorphic representations of G ≀ Sn is given
by {Xλ | λ ∈ Pn(G
⋆)}, where Xλ corresponds under ch to the Schur function
Sλ(y∗,∗) =
∏
γ∈G⋆ sλ(γ)(y∗,γ). [Mac95, §I.B.9]
The goal of Section 6.5.2 is to give an intrinsic definition of ch using the language
of polynomial functors.
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Let F : G−repC → vectC be a polynomial functor and let d ∈ N be the number
of variables. The functor F induces a polynomial function
χd(F ) : C[G]
d −→ EndG(GC[G]
d)
F
−−→ Endk(F (GC[G]))
tr
−−→ C,
where the first map is given by componentwise right-multiplication with the inverse,
i.e. (gi)i 7→ (xi)i 7→ (xig
−1
i )i.
For gi, hi ∈ G we have
χd(F )((h
−1
i gihi)i) = tr
(
F ((·hi)i)F ((·g
−1
i )i)F ((·hi)i)
−1
)
= trF ((·g−1i )i) = χd(F )((gi)i),
hence χd(F ) is a class function. Similarly, if σ ∈ Sd is a permutation and Pσ is the
corresponding permutation matrix then
χd(F )((gσ(i))i) = trF (P
−1
σ ◦ (·g
−1
i )i ◦ Pσ) = trF ((·g
−1
i )i) = χd(F )((gi)i);
therefore χd(F ) is also symmetric.
Since trmaps ⊕ to + and⊗ to · we obtain a ring homomorphism χd : F(G)→ Λd(G).
Clearly χd is graded, i.e. sends homogenous polynomial functors of degree n to
polynomial functions of degree n.
Using Lemma 6.5.1 below it is clear that χd(F )(g1, . . . , gd) = χd+1(F )(g1, . . . , gd, 0),
hence the various χ : F(G) → Λd(G) glue to a homomorphism χ : F(G) → Λ(G) of
graded rings.
Lemma 6.5.1. Let F : G → vectC be a functor and let g : A → A and B be
morphisms and objects in G. Then trF (g ⊕ 0: A⊕ B → A⊕ B) = trF (g) ♥
Proof. We write g⊕0 as the composition A⊕B
πA−−→ A
g
−−→ A
ιA−−→ A⊕B and obtain
trF (g ⊕ 0) = tr (F (ιA) ◦ F (g) ◦ F (πA)) = tr (F (g) ◦ F (πA) ◦ F (ιA)) = trF (g) 
Proposition 6.5.2. Let G be a finite abelian group. Then the ring homomorphisms
χ : F(G)→ Λ(G) and ch : R(G)
∼=
−−→ Λ(G) agree under the identification R(G)
∼=
−−→
F(G) induced by the monoidal equivalence Ξ: (G ≀ Sn y E) 7→ (E ⊗ T
n(−))Sn .
In particular χ is an isomorphism of graded rings. ♥
Proof. The complete symmetric polynomials generate the ring of symmetric polyno-
mials, hence by (chi) the E⊗nγ generate the ring R(G). Therefore we see that (chii)
determines the ring homomorphism ch uniquely which means we only need to show
that χ maps the functor Fγ⊗n :=
(
E⊗nγ ⊗ T
n(−)
)G≀Sn to hn(y∗,γ).
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We compute:
Fγ⊗n(GC[G]
d) ∼=
(
HomGn
(
GC[G]
d ⊗ · · · ⊗ GC[G]
d, E∨γ ⊗ · · · ⊗E
∨
γ
)∨)Sn
∼=
(
HomG
(
GC[G]
d, E∨γ
)∨
⊗ · · · ⊗HomG
(
GC[G]
d, E∨γ
)∨)Sn
∼=
(
Edγ ⊗ · · · ⊗ E
d
γ
)Sn
= Symn(Edγ)
It is straightforward to track the endomorphism (·g−1i )i : GC[G]
d → GC[G]
d through
the isomorphisms and see that it is the usual left-multiplication on Edγ
⊗n given by
(gi)
⊗n
i : (e
(1)
i )i ⊗ · · · ⊗ (e
(n)
i )i 7→ (gie
(1)
i )i ⊗ · · · ⊗ (gie
(n)
i )i. The proof is completed by
the next Lemma. 
Lemma 6.5.3. Let G be a finite abelian group and γ1, . . . , γd ∈ G
⋆ some (not
necessarily distinct) irreducible characters of G with corresponding representations
E1, . . . , Ed. Then the character of the G-representation Sym
n(
⊕d
i=1Ei) is given by
the complete symmetric polynomial hn(γ1, . . . , γd). ♥
Proof. Since G is abelian, all the Ei are one-dimensional; choose a basis element
ei of Ei. Then for each g ∈ G, the element ei is an eigenvector of g : Ei → Ei
with eigenvalue γi(g). A basis of Sym
n(
⊕
iEi) is given by monomials ei1 · · · · · ein
with 1 6 i1 6 · · · 6 in 6 d. This monomials are eigenvectors of g with eigenvalue
γi1(g) · · · · · γin(g), hence the trace of g is given by
∑
16i16···6in6d
γi1 · · · · · γin(g) =:
hn(γi, . . . , γd)(g). 
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7. Schur-Weyl duality for wreath products
7.1. Overview
We work over the complex numbers C. Let G be a finite abelian group and let
V ∼= GC[G]
d be a free G-representation of rank d.
The n-fold tensor product V ⊗n carries canonical actions by the wreath product G≀Sn
and by the automorphism group AutG(V ); clearly those two actions commute with
each other.
A careful study of this actions allows us to find a reciprocity between irreducible
representations of G ≀ Sn and irreducible polynomial representations of AutG(V ).
More specifically, we will construct for each n ∈ N an assignment (with 0 7→ 0)
{irred. G ≀ Sn-reps (up to iso)} ∪ {0}
{irred. polyn. AutG(V )-reps of homog. deg. n (up to iso)} ∪ {0}
Φ (7.1)
such that the n-fold tensor product decomposes as
V ⊗n ∼=
⊕
λ
Xλ ⊗ Φ(Xλ),
where λ labels pairwise non-isomorphic irreducible representations Xλ of the wreath
product G ≀ Sn.
The representations Φ(Xλ) of AutG(V ) are constructed by sending (the dual of) the
representation Xλ through the equivalence of categories
Ξn : G ≀ Sn−repC
≃
−−→ PolnC(G−repC)
from Corollary 6.3.5 and then evaluating the resulting functor Ξn(Xλ) at V .
Goal 7.1.1 (Theorem 7.7.1). The assignment Φ is always injective outside of its
kernel (i.e. non-isomorphic representations which do not get sent to zero stay non-
isomorphic) and Φ is always surjective. For n 6 d the kernel vanishes, hence in this
case the assignment is a bijection. ♠
The cornerstone of our approach is the fact (established in Section 6.5) that the
monoidal equivalence
Ξ: G ≀ S∗−repC
≃
−−→ PolfC(G−repC)
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categorifies the classical ring isomorphism
ch : K0(G ≀ S∗−repC)
∼=
−−→ Λ(G).
Remark 7.1.2. The structure and content of this section are a direct adaptation
of the corresponding chapter in Macdonald’s book [Mac95, §I.A] where the same
methods are used in the case G = {1}.
Various other roads to a Schur-Weyl duality for wreath products G ≀ Sn are known;
see [MS16] and references therein. ♦
7.2. Matrix coefficients
Let A be any (not necessarily finite) group and let ρ : A → Aut(W ) be a represen-
tation of A on the m-dimensional vector space W . If we choose a basis of W then
ρ gives a map A→ Aut(W ) →֒ End(W ) ∼= Matm×m(C) or equivalently a collection
of m ×m many maps ρij : A→ C. We call the map ρij the matrix coefficient of
ρ for the pair (i, j) (with respect to the given basis).
Proposition 7.2.1. [Mac95, I.A.8.2] [CWC62, (27.8)] Let ρ, ρ′, ρ′′, . . . be a bunch
of non-zero A-representations of dimensions m,m′, m′′, . . . respectively. Then the
following are equivalent:
1. The representations ρ, ρ′, . . . are irreducible and pairwise not isomorphic.
2. The set {ρij , ρ
′
i′j′, . . . | 1 6 i, j 6 m; 1 6 i
′, j′ 6 m′; . . . } of matrix coefficients is
linearly independent as a subset of the vector space CA of functions A→ C. ♥
Remark 7.2.2. Choosing a different basis of a representation will of course change
the ρij ’s but it will not change the subspace 〈ρ〉 := 〈ρij | 1 6 i, j 6 m〉C ⊆ CA
generated by the ρij ’s inside the space of all functions A→ C. Hence Condition 2 in
Proposition 7.2.1 is independent of any choice of basis. This of course also follows a
posteriori, since Condition 1 is basis-free. ♦
Remark 7.2.3. If we have representations ρ1, . . . , ρn of A then
〈ρd11 ⊕ · · · ⊕ ρ
dn
n 〉 = 〈ρ1〉+ · · ·+ 〈ρn〉 (7.2)
as subspaces of the vector space CA because in the correct basis the matrices de-
scribing the A-action on ρd11 ⊕ · · · ⊕ ρ
dn
n are in block-form. ♦
7.3. Polynomial representations of matrix groups
If A ⊆ GLI(C) := Aut(⊕i∈IC · ei) ⊂ MatI×I(C) is an affine algebraic matrix group
(where I is a finite set) then we have the ring O(A) := C[xij | i, j ∈ I] ⊂ C
A of
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polynomial functions on A, where xij : A → C is the (i, j)-th coordinate function
(ast)s,t∈I 7→ aij.
Note that the xij are usually not algebraically independent. In fact we have
O(A)
∼=
←−−−−−
xij← [Xij
C[Xij | i, j ∈ I]
/
A,
where A is the ideal of polynomials vanishing on A and the Xij : MatI×I(C) → C
are the algebraically independent coordinate functions on MatI×I(C).
If A is homogeneous, i.e. the ideal A can be generated by homogenous polynomials,
then we have a well defined decomposition O(A) =
⊕
nO(A) into the subspaces
On(A) ⊂ O(A) consisting of all polynomial functions of homogeneous degree n.
Definition 7.3.1. We call a representation ρ : A→ Aut(W ) of the affine algebraic
matrix group A ⊆ GLI(C) a polynomial representation if all the matrix coeffi-
cients ρij : A→ C of ρ are polynomial functions (for one, hence all bases of W ). In
other words we require the subspace 〈ρ〉 of CA to be already contained in O(A).
In case A is homogeneous: we say that ρ is polynomial of homogeneous degree
n if 〈ρ〉 is already contained in On(A). ♣
With the same proof as for polynomial functors one can prove:
Lemma 7.3.2. Every polynomial representation can be decomposed into a sum
of homogeneous ones. In particular every irreducible polynomial representation is
homogeneous. ♥
7.4. The n-standard representation
Let A ⊆ GLI(C) be a homogeneous affine algebraic matrix group and fix a natural
number n. We define the n-standard representation of A to be the n-fold tensor-
power T n(C(I)) = C(I) ⊗ · · · ⊗C(I) with A acting diagonally on all components. We
want to compute the matrix coefficients of this action.
The vector space T n(C(I)) has a canonical basis given by monomials ej1 ⊗ · · · ⊗ ejn
indexed by tuples (j1, . . . , jn) ∈ I
n. Let a = (aij)i,j∈I be an element of A. We
compute
a.(ej1 ⊗ · · · ⊗ ejn) =
(∑
i1∈I
ai1j1ei1
)
⊗ · · · ⊗
(∑
in∈I
ainjnein
)
=
∑
(i1,...,in)∈In
n∏
l=1
ailjl(ei1 ⊗ · · · ⊗ ein)
which means that the matrix coefficient for the pair ((i1, . . . , in), (j1, . . . , jn)) is given
by the monomial
∏n
l=1 xiljl : a 7→
∏n
l=1 ailjl. Since by definition the monomials
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∏n
l=1 xiljl span O
n(A) we obtain
〈T n(C(I))〉 = On(A). (7.3)
7.5. The ring of polynomial functions on Ad(G)
We denote by Ad(G) the group AutG(GC[G]
d) of G-automorphims of the free G-
module GC[G]
d. Note that Ad(G) is an affine algebraic matrix group in the sense of
Section 7.3 with respect to the standard basis dG := {1, . . . , d} ×G of GC[G]
d.
The subvariety Ad(G) = EndG(GC[G]
d) of EndC(GC[G]
d) = MatdG×dG(C) is de-
scribed by the equations a ◦ g = g ◦ a for g ∈ G. Hence the ideal A of C[Tif,jh |
1 6 i, j 6 d; g, h ∈ G] which describes this subvariety is generated by the (homo-
geneous) polynomials Tif,jh − Ti(fg),j(gh) (for f, g, h ∈ G) as can be seen by an easy
computation.
To proceed we need an easy lemma about the abelianization Gab := G/ [G,G] of
the group G.
Lemma 7.5.1. Let ∼ be the equivalence relation on the set G × G generated by
(f, h) ∼ (fg, gh) for all f, g, h ∈ G. Then the map
q : G×G
(f,h)7→f−1h
−−−−−−−−→ G։ Gab
induces a bijection q : G×G/∼
∼=
−−→ Gab. ♥
Proof. For any f, g, h ∈ G we have q(fg, gh) = g−1f−1gh = f−1h = q(f, h) since
g−1f−1g = f−1 in Gab, hence q is well defined. For elements g1, g2, g ∈ G we have
(1G, g1g2g) ∼ (g
−1
1 , g2g) ∼ (g
−1
1 g
−1
2 , g) = ((g2g1)
−1, g) ∼ (1G, g2g1g), hence the map
Gab
g 7→(1,g)
−−−−−→ G×G
/
∼
is a well defined inverse to q. 
Using Lemma 7.5.1 we deduce that O(Ad(G)) is the polynomial ring C[xijg | 1 6
i, j 6 d; g ∈ Gab] in the d2|Gab|-many algebraically independent variables xijg which
we view as the coordinate functions xif,jh for any pair (f, h) ∈ G × G such that
f−1h ≡ g mod [G,G].
This implies in particular that the space On(Ad(G)) of homogeneous polynomial
functions of degree n on Ad(G) has dimension
dimOn(Ad(G)) =
((
d2|Gab|
n
))
, (7.4)
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where
((
m
n
))
is the number of multisets of cardinality n contained in a given set of
size m and counts the number of monomials of degree n in m variables.
7.6. Decomposing the n-standard representation
Denote by T (n, d) the n-fold tensor product
(
GC[G]
d
)⊗n
which is a representation
both of G ≀ Sn and of Ad(G) (and those actions commute).
Recall that the partition valued maps λ ∈ Pn(G
⋆) of total size n index the irre-
ducible representations Xλ of G ≀ Sn. Hence by Corollary 6.3.5 they also index irre-
ducible polynomial functors of homogenous degree n via the formula Fλ := Ξn(Xλ) ∼=
HomG≀Sn(X
∨
λ , T
n(−)).
We obtain representations Rdλ of the group Ad(G) by evaluating the functor Fλ at
V = GC[G]
d; more precisely, Rdλ is given as the composition
Rdλ : BAd(G) = BAutG(V ) →֒ G−repC
Fλ−−→ vectC.
This representations are clearly polynomial of homogeneous degree n.
Note that we have an isomorphism of G ≀ Sn-representations
T n(X) ∼=
⊕
λ
X∨λ ⊗ HomG≀Sn(X
∨
λ , T
n(X)) =
⊕
λ
X∨λ ⊗ Fλ(X),
naturally in the G-representation X. Hence by specializing to X = GC[G]
d we
obtain the decomposition
T (n, d) ∼=
⊕
λ∈Pn(G⋆)
X∨λ ⊗ R
d
λ (7.5)
as Sn-modules and as Ad(G)-modules.
Example 7.6.1. For G = {1} and n = 2 we obtain the decomosition
T 2(Cd) ∼= C∨−1 ⊗ Λ
2(Cd)⊕ C∨+1 ⊗ Sym
2(Cd),
where C−1 resp. C+1 are the sign representation resp. the trivial representation of
S2.
This example also shows what can go wrong if we don’t have n 6 d: if specialize
to d = 1 then Λ2(C) will vanish in the above identity, hence the decomposition will
degenerate. In other words this is the case where some of the Rdλ’s might be zero. ♦
We will see soon that this degeneration phenomenon cannot appear for n 6 d.
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7.7. Schur-Weyl duality for wreath products
Theorem 7.7.1 (Schur-Weyl duality for G ≀S∗). Assume G is an abelian group and
let n, d be natural numbers.
(1) Some of the Ad(G)-representations R
d
λ (for λ ∈ Pn(G
⋆)) might be zero. All the
others are irreducible and pairwise non-isomorphic polynomial representations
of homogeneous degree n.
(2) For n 6 d all the Rdλ (for λ ∈ Pn(G
⋆)) are irreducible and pairwise non-
isomorphic polynomial representations of Ad(G) of homogeneous degree n.
(3) Every irreducible polynomial representation of Ad(G) is homogeneous of some
degree n and appears as Rdλ for some λ ∈ Pn(G
⋆). ♥
Remark 7.7.2. Note that Theorem 7.7.1 is basically saying that the assignment
Xλ 7→ R
d
λ (and 0 7→ 0) gives a well defined mapping
{irred. G ≀ Sn-reps (up to iso)} ∪ {0}
{irred. polyn. Ad(G)-reps of hom. degree n (up to iso)} ∪ {0}
which is always surjective, is always injective outside of its kernel and is a bijection
if n 6 d. ♦
Before we can start with the proof of the theorem we need a couple of computa-
tions.
Lemma 7.7.3. For a finite set X we have the identity
∑
λ∈Pn(X)
(∏
x∈X
sλ(γ)(1
d)
)2
=
((
d2|X|
n
))
♥
Proof. We start with the following identity of formal power series in the variables
x1, x2, . . . and y1, y2, . . . [Mac95, I.4.3]:
∏
i,j
(1− xiyj)
−1 =
∑
λ∈P
sλ(x1, . . . )sλ(y1, . . . )
By setting xi = yi = t for 1 6 i 6 d and xi = yi = 0 for i > d we obtain the identity
(1− t2)−d
2
=
∑
λ∈P
sλ(t, . . . , t)
2
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which we can take to the |X|-th power to get
(1− t2)−d
2|X| =
∑
λ : X→P
∏
x∈X
sλ(x)(t, . . . , t)
2
By restricting to the monomial t2n on both sides we get
ct2n =
∑
λ∈Pn(X)
∏
x∈X
sλ(x)(t, . . . , t)
2,
where c is the coefficient of t2n in (1− t2)−d
2|X|, which is the same as the coefficient
of tn in (1− t)−d
2|X| = (1+ t+ t2+ . . . )d
2|X|. It is an elementary calculation that this
coefficient is precisely
((
d2|X|
n
))
, hence specializing to t = 1 finishes the proof. 
Lemma 7.7.4. Let G be an abelian group, n, d ∈ N and λ ∈ Pn(G
∗). Then the
degree of the representation Rdλ is
dimRdλ =
∏
γ∈G∗
sλ(γ)(1
d). ♥
Proof. The degree of the representation Rdλ can be computed as
dimFλ(GC[G]
d) = trFλ(id
GC[G]
d) = trFλ((·1G
−1)i) = χ(Fλ)(1G, . . . , 1G),
where 1G is the unit of the group G. By definition Fλ corresponds to Xλ under the
isomorphism F(G) ∼= R(G) and we saw in Section 6.5.2 that χ corresponds to ch,
hence we can replace χ(Fλ) by ch(Xλ). Moreover, ch(Xλ)(1G, . . . , 1G) is nothing
but the Schur function Sλ(y∗,∗)(1G, . . . , 1G) :=
∏
γ∈G⋆ sλ(γ)(γ(1G), . . . , γ(1G)) by the
Property (chiii). Since the group G is abelian we have γ(1G) = 1 for all irreducible
characters γ ∈ G⋆ and the result follows. 
Remark 7.7.5. The Schur function sλ(γ) can be defined by the sum sλ(γ)(x1, . . . ) :=∑
T x
T where T runs over the semistandard tableaux of shape λ(γ) [Sag01, Defini-
tion 4.4.1]. Hence is clear that the expression sλ(γ)(1
d) counts semistandard Young
tableaux with entries contained in {1, . . . , d}. This number is always positive for
|λ(γ)| 6 d, hence Rdλ is non-zero in the range n 6 d. ♦
After these preparations we can finally prove the Schur-Weyl duality for wreath
products.
Proof (of Theorem 7.7.1). Putting together Lemma 7.7.4, Lemma 7.7.3 (applied to
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X = G⋆) and Equation 7.4 we obtain (observe |G⋆| = |G| = |Gab| since G is abelian)
∑
λ∈Pn(G⋆)
dim2Rdλ =
∑
λ∈Pn(G∗)
(∏
x∈G∗
sλ(γ)(1
d)
)2
=
((
d2|G⋆|
n
))
= dimOn(Ad(G)).
(7.6)
Equation 7.5 is a decomposition of T (n, d) into copies of Rdλ, hence by Equation 7.3
and Equation 7.2 we have
On(Ad(G)) = 〈T (n, d)〉 =
∑
λ∈Pn(G⋆)
〈Rdλ〉, (7.7)
i.e. the matrix coefficients of the Rdλ jointly span O
n(Ad(G)). The total number of
this matrix coefficients is described in Equation 7.6, hence the matrix coefficients of
all the Rdλ are actually a basis of O
n(Ad(G)) by reasons of dimensions.
It follows from Proposition 7.2.1 that all the non-zero Rdλ’s are irreducible and non-
isomorphic representations of Ad(G), hence part (1) is proved.
Conversely, let ρ be some irreducible polynomial representation of Ad. The repre-
sentation ρ must be homogeneous of some degree n by Lemma 7.3.2, hence we obtain
〈ρ〉 ⊆ On(Ad(G)) =
∑
λ∈Pn(G⋆)
〈Rdλ〉 by Equation 7.7. Therefore by Proposition 7.2.1
the representation ρ must be isomorphic to one of the Rdλ’s; this proves part (3).
Part (2) now follows directly from Remark 7.7.5 which guarantees that Rdλ is non-
zero for n 6 d. 
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A. Abstract Nonsense
A.1. The Grothendieck construction
When trying to define a category valued functor B → CAT one often faces the
problem of having to make some arbitrary choices.
The idea of the Grothendieck construction is that one can view a (pseudo-)functor
B → CAT as a “fibration” over B and that this “fibration” ? → B can often be
defined by making no choice at all, or rather, by taking all possible choices.
Example A.1.1. Consider the (pseudo-)functor
?−Mod : Ring −→ CAT
which assigns to each ring A the category of A-modules and to each ring homomor-
phism f : A → B the functor B ⊗A −. If one is really pedantic then this means
that we choose a specific model of the tensor product B ⊗A M for each A-module
M amongst all the possible models which satisfy the universal property.
What we could do instead is to define the category M of pairs (A,M) where A
is a ring and M is an A-module. A morphism (A,M) → (B,N) would then be a
ring homomorphism f : A→ B together with a A-module homomorphism M → N
(where A acts on N via f). The categoryM admits an obvious functorM→ Ring
which just forgets the second component.
Note that this whole construction is completely choice-free.
We can recover the category A−Mod as the fiberMA over A. Moreover if (A,M) is
in the fiber over A and f : A→ B is a ring homomorphism we can say that a model
for B ⊗A M is any T ∈ MB together with a natural isomorphism HomM(T,−) ∼=
HomM((A,M),−) of functors MB → Set.
We can thus recover the original functor ?−Mod by making lots of choices of such
models T = (B,B ⊗A M). ♦
Keeping this example in mind we can give a general construction.
Construction A.1.2. Let Γ: B → CAT be a pseudo-functor. The Grothendieck
construction Γ⋊ B is the following category:
1. Objects are pairs (c, b), where b is an object of B and c is an object of the
category Γb.
2. A morphism (c, b) → (c′, b′) is a pair (α : Γf(c) → c
′, f : b → b′), where f is a
morphism in B and α is a morphism in Γb′.
The identity on the object (c, b) is (Γidb(c)
∼=
−−→ c, idb), the composition of composable
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arrows (c, b)
(α,f)
−−−→ (c′, b′)
(β,g)
−−−→ (c′′, b′′) is given by
(Γgf (c) ∼= Γg(Γf (c))
Γg(α)
−−−→ Γg(c
′)
β
−−→ c′′, g ◦ f) ♣
The category Γ⋊ B comes equipped with the obvious projection functor p : Γ⋊ B →
B.
We want to classify the functors p : D → B that arise this way. For any object b ∈ B
we denote by Db the fiber of p over idb, i.e. the subcategory Db ⊂ D of morphisms
ψ such that p(ψ) = idb.
Definition A.1.3. A functor p : D → B is called an op-fibration of categories
(over B), if the following condition is satisfied:
(M1) Let f : b → b′ be a map in B and F ∈ Db an object in the fiber. Then we
require the existence of an object G ∈ Db′ and a morphism ϕ : F → G lifting
f (i.e. p(ϕ) = f) such that for any object H ∈ D the square
D (G,H) D (F,H)
B (b′, p(H)) B (b, p(H))
D(ϕ,id)
p p
D(f,p(H))
(A.1)
is a pullback of sets. ♣
Proposition A.1.4. The projection functor p : Γ⋊ B → B is an op-fibration of
categories. ♥
Proof. Abbreviate D := Γ⋊ B. Let a morphism f : b → b′ in B and an object
F = (c, b) ∈ Db be given. I claim that the morphism ϕ := (idΓf (c), f) : (c, b) →
(Γf(c), b
′) =: G is the desired lift of f .
Indeed if for any other object H := (cˆ, bˆ) we are given a morphism g : b′ → bˆ = p(H)
and a morphism ψ = (α : Γh(c)→ cˆ, h : b→ bˆ) : F → H such that h = p(ψ) = g ◦ f
then ψˆ := (α : Γg(Γf (c))→ cˆ, g) is the unique lift of g such that ψ = ψˆ ◦ϕ. In other
words, elements g ∈ B (b′, p(H)) and ψ ∈ D (F,H) with g ◦ f = p(ψ) glue uniquely
to the element ψˆ ∈ D (G,H), i.e. the square A.1 is a pullback. 
Now we want to study the converse. Fix an op-fibration p : D → B of categories.
Observe that (M1) is saying in particular (by restricting the pullback to the fiber of
the element idb′ ∈ B (b
′, b′)) that for all F ∈ Db the functor
f⋆(F ) = D (F,−)f = {ϕ ∈ D (F,−) | p(ϕ) = f} : Db′ −→ Set (A.2)
is represented by the object G ∈ Db′ (via the universal object ϕ ∈ f⋆(F )(G)).
The assignment F 7→ f⋆(F ) is contravariantly functorial in F ∈ Db, i.e. we have
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a functor f⋆ : Db → [Db′ , Set]
op. Saying that all the f⋆(F ) are representable means
that f⋆ factors through the Yoneda embedding Db′ →֒ [Db′ , Set]
op, i.e. we get an
induced functor f⋆ : Db → Db′ .
Moreover, for composable morphisms b
f
−−→ b′
g
−−→ b′′ in B we can restrict the
pullback in (M1) to the fiber of the element g ∈ B (b′, b′′) and obtain that
D (ϕ, id) : D (f⋆(F ),−)g
∼=
−−→ D (F,−)g◦f
is an isomorphism of functors Db′′ → Set (which is also natural in F ). Thus we
get a canonical isomorphism of the corresponding representing objects g⋆(f⋆(F )) ∼=
(g ◦ f)⋆(F ) which is also natural in F .
Therefore we obtain a pseudofunctor D : B → CAT given by b 7→ Db on objects and
by (f : b→ b′) 7→ (f⋆ : Db → Db′) on morphisms.
From the proof of Proposition A.1.4 we know that if p was of the shape D = Γ⋊ B →
B then for F = (c, b) and f : b → b′ as above a representing object of the functor
D (F,−)f can be chosen to be (Γf(c), b
′). Hence if we identify Γ(b) with Db by
mapping α : c → c′ to (Γidb(c)
∼= c
α
−−→ c′, idb) : (c, b) → (c
′, b) then the functor
D : B → CAT becomes nothing but Γ itself.
Corollary A.1.5. We have a one-to-one correspondence
{pseudo-functors B → CAT}
−⋊B
−−−→ {op-fibrations over B} 
Remark A.1.6. Both sides of this correspondence are in fact 2-categories and the
Grothendieck construction can be upgraded to an actual equivalence of 2-categories.
See the literature [Joh02, Theorem 1.3.6] for more details. ♦
A.2. Semidirect products of categories
Let S be a monoid with unit 1 ∈ S.
Definition A.2.1. An action of S on a category C (written Γ: S y C) is a functor
Γ: BS → CAT with C = Γ(⋆). ♣
Fix such an action Γ: S y C. We define the semidirect product C ⋊Γ S of C
with S (along Γ) by applying the Grothendieck construction (see Appendix A.1) to
the functor Γ: BS → CAT. Explicitly, C ⋊Γ S has an object (c, ⋆) for each object
c ∈ C and a morphism between two objects (c, ⋆), (c′, ⋆) ∈ C ⋊Γ S is a pair (f, s),
where s ∈ S and f : Γs(c)→ c
′ is a morphism in C. Composition is given by
(g : Γt(c
′)→ c′′, t) ◦ (f : Γs(c)→ c
′, s) := (g ◦ Γt(f) : Γts(c)→ c
′′, ts)
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Note that this generalizes the usual semidirect product of groups in the sense that
B(G⋊Γ S) = (BG)⋊Γ S when S is a group and acts on a group G (or, equivalently,
on the category BG) via Γ.
Remark A.2.2. It is immediate from the definition that if the action Γ: S y C is
trivial then we recover the usual product of categories in the sense that C ⋊Γ S =
C × BS. ♦
A.2.1. Universal property
The category C ⋊Γ S comes equipped with some extra structure:
• The functor (−, ⋆) : C →֒ C ⋊Γ S given by c 7→ (c, ⋆) on objects and by (f : c→
c′) 7→ (f : Γ1(c) = c→ c
′, 1) : (c, ⋆)→ (c′, ⋆).
• For each s ∈ S the natural transformation Ps := (idΓs, s) : (−, ⋆)⇒ (−, ⋆) ◦Γs
given on the object c ∈ C by the morphism (idΓs(c), s) : (c, ⋆)→ (Γs(c), ⋆).
satisfying PtΓs ◦ Ps = Pts for all s, t ∈ S.
Proposition A.2.3. The semidirect product C ⋊Γ S together with the inclusion
(−, ⋆) : C →֒ C ⋊Γ S and the natural transformations {Ps}s∈S satisfy the following
universal property:
1. Let D be a category equipped with a functor F : C → D and a set {Qs : F ⇒
F ◦Γs}s∈S of natural transformations such that QtΓs◦Qs = Qts for all s, t ∈ S.
Then there is a unique functor Fˆ = F⋊ΓQ : C⋊ΓS → D such that Fˆ ◦(−, ⋆) =
F and FˆPs = Qs.
2. Let D be equipped with a second such structure (F ′ : C → D, {Q′s : F
′ ⇒
F ′ ◦ Γs}s∈S) and let α : F ⇒ F
′ be a natural transformation. Then α is a
natural transformation F ⋊ΓQ⇒ F
′
⋊ΓQ
′ : C⋊ΓS → D (i.e. α is natural also
with respect to the extra morphisms of the category C ⋊Γ S) if and only if α
is compatible with the Qs and Q
′
s in the sense that Q
′
s ◦ α = αΓs ◦ Qs for all
s ∈ S. ♥
Remark A.2.4. This proposition generalizes the well known statement for represen-
tations of semidirect products that a representation ρ : BG⋊S → vectk is the same
thing as a representation ρ : BG→ vectk together with G-maps ρs : ρ→ Γ
⋆
s(ρ) (i.e.
natural transformations ρ→ ρ ◦ Γs) satisfying Γ
⋆
sρt ◦ ρs = ρts. ♦
Proof (of Proposition A.2.3). 1. We unravel the defining equations of Fˆ : The
first says that Fˆ (c, ⋆) = F (c) and Fˆ (f, 1) = F (f) for objects c and morphisms
f in C. The second says that for each object c ∈ C we have Fˆ (idΓs(c), s) =:
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Fˆ (Ps(c)) = Qs(c). Each object of C ⋊Γ S is of the shape (c, ⋆) and each
morphism (f : Γs(c) → c′, s) : (c, ⋆) → (c′, ⋆) of C ⋊Γ S can be written as
the composition (c, ⋆)
(idΓs(c),s)
−−−−−−→ (Γs(c), ⋆)
(f,1)
−−−→ (c′, ⋆). Hence Fˆ is uniquely
determined.
To show existence we define Fˆ by the above formula, i.e. we define Fˆ (c, ⋆) =
F (c) for c ∈ C and Fˆ (f : Γs(c)→ c′, s) := F (f)Qs(c). If (g : Γt(c′)→ c′′, t) and
(f : Γs(c) → c
′, s) are composable with composite (g ◦ Γt(f) : Γts(c) → c′′, ts)
we have to see
F (g)Qt(c
′)F (f)Qs(c) = Fˆ (g, t)Fˆ (f, s) = Fˆ ((g, t)(f, s)) = F (g)F (Γt(f))Qts(c)
which is immediate from the properties of {Qs}s∈S.
2. Because of the factorization (f, s) = (f, 1)(idΓs , s) we see that for α to be a
natural transformation of functors C ⋊Γ S → D is the same as being com-
patible with the morphisms of the shape (idΓs(c), s) : (c, ⋆) → (Γs(c), ⋆) for
c ∈ C. This compatibility is expressed by the equation Fˆ ′(idΓs(c), s)α(c) =
α(Γs(c))Fˆ (idΓs(c), s) which translates to Q
′
s ◦α = αΓs ◦Qs using the definition
of Fˆ and Fˆ ′. 
We identify the object c ∈ C with the object (c, ⋆) ∈ C ⋊Γ S and view the functor
(−, ⋆) : C →֒ C ⋊Γ S as an inclusion of categories.
A.2.2. Functoriality
Let θ : S → S ′ be a monoid homomorphism, let F : C → C′ be a functor and let S
and S ′ act on C and C′ via Γ: S y C and Γ′ : S ′ y C′ respectively. Assume further
that F has an Γ-Γ′-equivariant structure, i.e. isomorphisms F ◦ Γs ∼= Γ
′
θ(s) ◦ F for
all s ∈ S (satisfying some coherence).
Then we obtain a functor F ⋊Γ,Γ′ θ : C ⋊Γ S → C
′
⋊Γ′ S
′ given by F on objects and
(f : Γs(c)→ c
′, s) 7→
(
Γ′θ(s)(F (c))
∼= F (Γs(c))
F (f)
−−→ F (c′), θ(s)
)
on morphisms. It is
straightforward to check that this construction is functorial in the pair (F, θ) up to
pseudo-natural isomorphisms.
A.2.3. Enriched semidirect product
Let (V,⊗) be a complete and cocomplete closed symmetric monoidal category and
let CATV denote the (not enriched) 2-category of V-categories, V-functors and V-
transformations.
Definition A.2.5. A functor Γ: BS → CATV is called a V-action of S on the
V-category C := Γ(⋆). ♣
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We can define an enriched version of the semidirect product
Construction A.2.6. The V-category C ⋊Γ S has the same objects as C and we
define
(C ⋊Γ S) (c, c
′) :=
∐
s∈S
C (Γs(c), c
′)
with composiiton given by
C (Γs(c), c
′)⊗ C (Γt(c
′), c′)
Γ⊗id
−−−→ C (Γts(c),Γt(c
′))⊗ C (Γt(c
′), c′′)
◦
−−→ C (Γts, c
′′) ♣
Remark A.2.7. The enriched semidirect product satisfies an universal property which
is the V-enriched analogue of Proposition A.2.3 and characterizes V-functors C ⋊Γ
S → E out of the semidirect product (and V-natural transformations between them)
as V-functors F : C → E together with a set {Qs : F ⇒ F ◦ Γs} of V-natural trans-
formations satisfying the compatibility conditions QtΓs ◦Qs = Qts for all s, t ∈ S.
♦
We can deduce the following useful Lemma.
Lemma A.2.8. Let E be a V-category. Let S be a group and let C and C′ be two
V-categories with V-linear actions Γ: S y C and Γ′ : S y C′. Let F and F ′ be full V-
subcategories of [C, E ] and [C′, E ] respectively and let Φ: F → F ′ be a V-equivalence.
Assume that Φ is S-equivariant in the sense that for all s ∈ S the functors Γ⋆s : [C, E ]→
[C, E ] and Γ′⋆s : [C
′, E ] → [C′, E ] restrict to the subcategories F and F ′ respectively
and correspond to each other under the equivalence Φ.
Denote by FS the full subcategoriy of [C ⋊Γ S, E ] consisting of those V-functors
F : C ⋊Γ S → E whose restriction C →֒ C ⋊Γ S
F
−−→ E lies in F ; similarly define F ′S.
Then we can construct a certain V-equivalence of categories ΦS (see the proof)
making the following diagram commute:
F F ′
FS F
′
S
Φ
≃
≃
ΦS
ResC⋊SC Res
C⋊S
C
(A.3)
Moreover, this construction is functorial in Φ in the sense that (Φ1 ◦Φ2)S ∼= Φ
1
S ◦Φ
2
S
for two composable equivalences Φ1 and Φ2 as above. ♥
Proof. By the universal property of the semidirect product, a V-functor in FS is the
same thing as a V-functor F ∈ F together with a coherent S-indexed set {Qs : F ⇒
F ◦ Γs}s∈S of V-natural transformations. Under the equivalence Φ (which is S-
equivariant) this datum corresponds to a V-functor F ′ ∈ F ′ together with another
such coherent set {Φ(Qs)}s∈Sof V-natural transformations which then assemble to a
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unique V-functor in F ′S.
We have thus described the functor ΦS on objects; the description on morphisms is
analogous. It is clear that the assignment Φ 7→ ΦS is compatible with composition.

A.2.4. Wreath products
We are interested in the case where S 6 Sn is a subgroup of the symmetric group
with the canonical action Γ on the category Cn = C × · · · × C by permuting the
factors, i.e. Γσ : (f1, . . . , fn) 7→ (fσ−1(1), . . . , fσ−1(n)) for σ ∈ S. In this case we de-
note the category Cn ⋊Γ S by C ≀ S and call it the wreath product of C by S.
If S 6 T 6 Sn are nested subgroups then we obtain an inclusion of categories
Cn = C ≀ {1} →֒ C ≀ S →֒ C ≀ T →֒ C ≀ Sn.
Of course we can generalize to the V-enriched setting and define the wreath product
of a V-category C with S as the semidirect product C⊗n ≀ S where S acts on the
n-fold tensor product of V-categories by permuting the factors.
The diagonal embedding ∆: C →֒ Cn is invariant under the action of S, i.e.
Γσ ◦ ∆ = ∆ for all σ ∈ S. This means that ∆ is equivariant if we equip C with
the trivial action of S, hence we obtain a functor C×BS → C≀S which we also call∆.
A.3. Calculus of canonical mates
We work in a 2-category C. We will mostly be interested in the case C = CAT and
we will use the terminology from CAT (e.g. map or morphism for a 1-cell, natural
transformation (isomorphism) for an (invertible) 2-cell, etc.) where it makes sense.
We collect some abstract statements. All the proofs are purely formal manipulations
and are omitted. See Groth’s book [Gro16, §8.1] for more details.
Definition A.3.1. Let f : x→ y be a map. A map f! : y → x in the other direction
together with natural transformations f! ◦ f ⇒ id (called counit) and id ⇒ f ◦ f!
(called unit) is called a left adjoint of f if the triangle equations are satisfied,
i.e. the composite transformations f = f ◦ id⇐ f ◦ f! ◦ f ⇐ id ◦ f and f! = f! ◦ id⇒
f! ◦ f ◦ f! ⇒ id ◦ f! are the identity.
The map f! is called an adjoint inverse, if the unit and counit are both natural
isomorphisms. In this case we denote it by f−1. ♣
Remark A.3.2. We will abuse notation and call f! the left adjoint; the unit and
counit will be carried along silently and sometimes decorated in a way to make clear
that they belong to f
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If we say that a map f admits a left adjoint, it shall always be understood that we
are thereby also fixing such a left adjoint and denoting it with the standard notation
f! (with the unit and counit implicit).
When drawing diagrams we decorate a map with ⊣ if it admits a left adjoint and
by ≅ if it admits an adjoint inverse. ♦
Consider the following 2-cells where all arrows admit left adjoints.
• • • • • •
g
h
f
α
g
h
f
β
(A.4)
we obtain natural transformations
α! : g! ◦ f!
h
=⇒ g! ◦ f! ◦ h ◦ h!
α
=⇒ g! ◦ f! ◦ f ◦ g ◦ h!
f
=⇒ g! ◦ g ◦ h!
g
=⇒ h!
β! : g! ◦ f!
h
⇐= h! ◦ h ◦ g! ◦ f!
β
⇐= h! ◦ f ◦ g ◦ g! ◦ f!
g
⇐= h! ◦ f ◦ f!
f
⇐= h!
(A.5)
Next consider the 2-cell
• •
• •
a1
γ
a2
f1⊣ f2⊣
, (A.6)
where we assume f 1 and f 2 to admit left adjoints. We obtain a new square
• •
• •
a1
f1! f
2
!
a2
γ! (A.7)
inhabited by the following natural isomorphism:
γ! : f
2
! ◦ a
1 f
1
=⇒ f 2! ◦ a
1 ◦ f 1 ◦ f 1!
γ
=⇒ f 2! ◦ f
2 ◦ a2 ◦ f 1!
f2
=⇒ a2 ◦ f 1! (A.8)
We call the natural transformations α!, β! and γ! the canonical mates of the
2-cells α, β and γ respectively.
Lemma A.3.3. Canonical mates are compatible with pasting of 2-cells. ♥
Corollary A.3.4. If the natural transformations α and β in diagram A.4 are inverse
to each other then so are their canonical mates α! and β!. 
Warning A.3.5. Even if the 2-cell γ in diagram A.6 is invertible, it is usually not
true that the canonical mate γ! is an isomorphism. For example, the mate of the
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identity cells
• • • •
• • • •
id f
f⊣
f
id id
id
f⊣ (A.9)
are nothing but the unit id⇒ f ◦f! and the counit f! ◦f ⇒ id of the adjunction. ♦
As the next Lemma shows, the above example is the only obstruction.
Lemma A.3.6. Assume the maps f 1 and f 2 in the diagram A.6 admit not only a
left adjoint but an adjoint inverse. Then the 2-cell γ is invertible if and only if its
canonical mate γ! is an isomorphism. ♥
A.4. Some enriched category theory
We will briefly list some lemmata which will be used in Section 6.2. For a systematic
theory of enriched category theory, see Kelly’s book [Kel82].
We work over a complete and cocomplete closed symmetric monoidal category V.
The Yoneda principle is: if one can build two (potentially different) functors out of
instances of the Yoneda-maps Y D : D →֒ [D,V]op and YD : D →֒ [Dop,V], evaluation
functor [D,V]⊗D → V and the Hom-functor HomD : Dop ⊗D → V then those two
functors will be V-naturally isomorphic.
Lemma A.4.1 (Enriched Yoneda). [DK69, 5.1]
i. There is an isomorphism ρ(d) ∼= [D,V] (D (d,−) , ρ), natural in d ∈ D and
ρ ∈ [D,V]. In other words, the functor
D ⊗ [D,V]
Y D
−−→ [D,V]op ⊗ [D,V]
Hom[D,V]
−−−−−→ V
is naturally isomorphic to the evalutation map.
ii. If L : [D,V]op → V is representable, then a representing object can be chosen
to be L
∣∣
D
: D
Y D
−֒−→ [D,V]op
L
−−→ V. In other words the functor
[D,V]
Y[D,V]
−֒−−→ [[D,V]op,V]
[Y D,V ]
−−−−→ [D,V]
is naturally isomorphic to the identity functor. ♥
Lemma A.4.2. Let ρ1 : D1 → V, ρ2 : D2 → V and F : D1 ⊗D2 → V be V-functors.
Then we have a canonical isomorphism of objects in V
[D1,V] (ρ1, d1 7→ [D2,V] (ρ2, F (d1,−)))
∼=
−−→ [D1 ⊗D2,V] (ρ1 ⊗ ρ2, F ) ,
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which is natural in ρ1 ∈ [D1,V], ρ2 ∈ [D2,V] and F ∈ [D1 ⊗D2,V]. ♥
Proof. We calculate:
LHS =
∫
d1∈D1
[ρ1(d1), [D2,V](ρ2, F (d1,−))]
=
∫
d1∈D1
[
ρ1(d1),
∫
d2∈D2
[ρ2(d2), F (d1, d2)]
]
∼=
∫
d1∈D1
∫
d2∈D2
[ρ1(d1), [ρ2, F (d1, d2)]]
∼=
∫
(d1,d2)∈D1⊗D2
[ρ1(d1)⊗ ρ2(d2), F (d1, d2)] = RHS
where the first ∼= comes from the fact that ends commute with [−,−] in the second
variable (by definition); the second is the “Fubini theorem for ends” [Kel82, 2.1] to
join the two ends and the Hom-Tensor adjunction in V to modify the argument. 
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