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ABSTRACT 
Let A be an n X n matrix over a field of characteristic 2. If n is odd, then A is 
similar to an s-symmetric matrix (one symmetric around the diagonal from lower left 
to upper right). If n is even, this holds iff the elementary divisors of A that are odd 
powers of separable polynomials occur with even multiplicity. The proof uses the 
structure theory for pairs consisting of an inner product and a self-adjoint mapping for 
that inner product. 
An n x n matrix A over a field k is called s-symmetric if it is symmetric 
around the secondary diagonal (upper right to lower left), i.e. Aij = 
A n+l-j,n+l-i’ Reversing the order of the rows, or the order of the columns, 
will give a symmetric matrix; but (contrary to what is said e.g. in Muir’s book 
[4, p. 181) reversing both will preserve s-symmetry, and thus s-symmetric 
matrices are not necessarily similar to symmetric matrices. Indeed, when k is 
any field with char(k) # 2, A. Lee [ 1,2] has recently proved that s-symmetric 
matrices can have arbitrarily prescribed elementary divisors. In other words, 
any matrix over k is similar to an s-symmetric matrix. This paper completes 
the topic by settling the corresponding question in characteristic 2. We shall 
see that the theorem remains true when n is odd, while for even n there are 
certain parity restrictions on the elementary divisors. 
As in Lee’s work, we begin by noting that the s-symmetric matrices are 
precisely those that are selfadjoint with respect to the nondegenerate sym- 
*This work was supported in part by the National Science Foundation, Grant No. DMS 
8400649. 
LINEAR ALGEBRA AND ITS APPLZCATlONS 93:241-245 (1987) 241 
0 Ekevier Science F’ublishing Co., Inc., 1987 
52 Vanderbilt Ave., New York, NY 10017 0024-3795/87/$3.50 
242 WILLIAM C. WATERHOUSE 
metric bilinear form on n-space given by the symmetric matrix V whose only 
nonzero entries are l’s on the secondary diagonal. In other words, A is 
s-symmetric iff A’V = VA. To avoid being tied to a fixed basis of n-space, and 
to simplify references to the literature, we shall adopt a slightly more abstract 
viewpoint, so that our objects of study in general will be pairs consisting of a 
nondegenerate symmetric bilinear form (or “inner product”) on a k-vector 
space and a linear map on that space that is self-adjoint with respect to the 
form. In a fixed basis, of course, such a pair is a pair of matrices (W, B) 
where W is symmetric and B’W = WB. If S is any invertible matrix, then 
W’ = S’WS and B’ = S’BS wiU satisfy (B’)tW’ = W’B’; this is the matrix 
expression for the change of basis between equivalent pairs (W, B) and 
(W’, B’). Even over fields of characteristic 2, there is quite a lot known 
about inner products [3], and the pairs (W, B) have been analyzed in an 
earlier paper of mine [6]. Our theorem will rely on that analysis. 
THEOREM. Let k be any field of characteristic 2. lf n is odd, then there 
are s-symmetric n x n matrices over k with arbitrary elementary divisors. Zf n 
is even, the divisors that are powers of separable polynomials must have 
either even multiplicity or even exponent. 
Proof. For brevity, we shall call a (nondegenerate) form “split” if it is 
either an orthogonal sum of hyperbolic planes (in even dimension) or such a 
sum together with a one-dimensional summand (1). The form given by V is 
split, and any other symmetric matrix W giving a split form can be written as 
St VS for some invertible S. 
LEMMA 1. Zf a split form is written as an orthogonal sum of several 
other forms, then: 
(a) if n is even, the summa&s are all split forms of even dimension; 
(b) if n is odd, the summa&s are either split forms (of even or odd 
dimension) or forms that are orthogonal sums of even split forms with 
(1) _L (1). Conversely, an orthogonal sum of odd dimension with summa&s 
of these types is indeed split. 
Proof. The main tool used to analyze inner products in characteristic 2 
is the value space, the set of inner products (v, v) for v in the space. This is a 
vector space over the subfield k2, and clearly the value space for an 
orthogonal sum is the sum of the groups for the individual summands. The 
value space is zero (for a nondegenerate form) iff the form is alternating, 
which is true iff it is an orthogonal sum of hyperbolic planes. If we have a 
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collection of forms whose orthogonal sum is to be split, then (for even n) 
each summand must be split, as there must be no nontrivial elements in 
the value space. If n is odd, the other possibility is that the value spaces 
of some or all of the summands might be the same as for (l), i.e. k’. Any 
form with that value space is known [3] to be either (alternating) I (1) or 
(alternating) _L (1) I (1). Th us whenever we have a decomposition of our 
split form into orthogonal summands, the summands must be of these types. 
Furthermore, it is easy to see that (1) _t (1) I (1) is isometric to 
(alternating) I (l), and thus any sum of the type described is indeed split. n 
Next we must construct several specific examples (and show that others 
are impossible). We first consider an elementary divisor of multiplicity two. 
LEMMA 2. Let p(X) be any irreducible polynomial over k, and let e > 1 
be any integer. Then there is a linear map with elementary divisors (p”, p”) 
that is selfadjoint fm a split form in dimension 2e deg(p). 
Proof. Let L = k[h]/(p(X)e). Ch oose a linear function + from L to k 
that does not vanish on P(X)~-‘L, and define ([a, b],[a’, b’]) = +(ab’ - 
a’b). Clearly ([a, b],[a, b]) = 0, and clearly also the mapping [a, b] + 
[Au, hb] is self-adjoint with elementary divisors (p”, p”). If ([a, b],[a’, b’]) 
= 0 for fixed [a, b] and all [a’, b’], then ker($) 2 aL + bL; but by choice of 
$I that kernel does not contain any of the nontrivial ideals of L, and hence 
a = b = 0. Thus the form is indeed nondegenerate alternating. n 
Now we must consider single elementary divisors, again setting L = 
k [ A]/( p( A)e). The first result we need is quite familiar: 
LEMMA 3. The forms on L for which multiplication by A is selfadjoint 
are those given by (x, y) = +(xy) for some k-linear +: L + k. 
Proof. Any such bilinear form will satisfy (Xx, y) = $(hxy) = +(xXy) 
= (x, Xy), and thus these (p do give an (L: ktdimensional family of possible 
forms. Conversely, if (x, y) is any form on L with multiplication by X 
self-adjoint, we define +(u) = (1, u); we have then (Xk, u) = (1, X’U) = 
+( Xku), and our form does indeed come from + (because the Xk span L). W 
LEMMA 4. There is a linear map with single elementary divisor pe that is 
self&joint for an alternating form iff either p is inseparable or e is even. 
There is always one that is self&joint for one of the forms listed in Lemma 
103). 
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Proof. Suppose first that p is inseparable, so that p(h) = pO(h2) for 
some irreducible polynomial pa over k. Identifying the space with L = 
k[ X]/(p(h)“), we represent elements as polynomials in h of degree less than 
m = deg(p”). When we square such a polynomial and reduce modulo pe, all 
terms will involve even powers of X. Now let +: L + k be given by the 
coefficient of X”-‘. This function is not identically zero on the ideal of all 
multiples of p”- ‘, and thus (as in Lemma 2) it yields a nondegenerate form; 
but it is zero on all squares in L, and thus it actually gives an alternating form 
for which multiplication by X is self-adjoint. 
Now suppose that p is separable. To get a nondegenerate form, we must 
again choose C$ to be something not vanishing on p(X)“-‘L. If e is even, we 
can choose $I just as before; for when we take an element I3v,p’ and square 
it, the nonzero terms after reduction mod p” will again all have degree at 
most m - 2. Thus again we have an alternating form. 
Say finally that p is separable and e is odd. Let F = k[A]/(p(X)) be the 
separable field extension corresponding to p. By separability, kF 2 = F, and 
hence every multiple of p”-’ in L is actually a k-linear combination of 
squares. Thus we cannot get an alternating form in this case. But let us 
choose now polynomials Ji of degree less than deg(p) such that the oi of 
degree less than deg(p) with x2 = v, mod p correspond to a basis of F over 
k. Each element of L can be written uniquely as Ebiruipr, and we can then 
define C#I to be b,,,_ i. This is evidently nontrivial on a multiple of pee’, and 
so it gives us a nondegenerate form. Write A2 = vi + pw,. As we also have 
deg( wi) < deg(p), the value of C#J on any square (Ca jsfip”)2 = Ea~,(vj + 
Pwj)P2’ is [a1,(,-1),2 ] 2. Thus all values (x, x) are in k2, and hence the form 
must be either (alternating) _L (1) or (alternating) _L (1) _L (l), according as 
the degree of pe is odd or even. n 
Now we recall from [4] that every space with a nondegenerate form and a 
self-adjoint map has to be an orthogonal direct sum of subspaces that are 
invariant under the map and have the structure of either a single L or an 
L X L, with the action of the map given on each such subspace as multiplica- 
tion by X. To prove the theorem, then, we just have to see how these pieces 
can fit together. Suppose first that the total dimension n is even. By Lemma 
1, the only forms that can occur on the subspaces are the alternating ones. 
We have seen that L x L can always support a suitable such form, and L 
can also support such a form except in the case where p is separable and e is 
odd. Given a family of elementary divisors, then, we can group them to yield 
such a sum provided only that the divisors with p separable and e odd occur 
with even multiplicity. If n is odd, there is no problem at all, since each L 
supports either an alternating form or the orthogonal sum of an alternating 
form with a certain number of forms isometric to (1); since we know the sum 
ELEMENTARY DIVISORS OF MATRICES 245 
of any odd number of forms isometric to (1) is (alternating) I (l), we 
necessarily have a split form available in this case. Thus the Theorem is 
proved. n 
We might note also that when n is odd, the ordinary inner product 
(corresponding to the matrix W = I) is split, since it is a sum of an odd 
number of copies of (1). Hence the space of ordinary symmetric matrices 
(those self-adjoint with respect to this W) can be mapped onto the s-symmet- 
ric matrices by a similarity mapping B M S- ‘BS; we simply choose an S that 
takes one inner product to the other, i.e. S’S = V. If n is even, no such 
similarity mapping can exist, as there are symmetric matrices (e.g., diagonal 
ones) whose elementary divisors do not satisfy the condition in the Theorem. 
Finally, I should mention that Lee’s result (the construction of s-symmet- 
ric matrices with arbitrary elementary divisors in characteristics other than 2) 
can be derived by a variant of the argument here; we just use (e.g.) the 
results of [5, $21 in place of [4]. The proof is a bit simpler, because we can 
always decompose into subspaces looking like just a single L. The function + 
in Lemma 4 still yields a form (sum of hyperbolic planes) I (l), while its 
negative gives (sum of hyperbolic planes) I ( - l), and the result follows 
from this and the observation that (1) I ( - 1) now will be hyperbolic. 
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