ABSTRACT High-precision fluorescence microscopy such as superresolution imaging or single-particle tracking often requires an online drift correction method to maintain the stability of the three-dimensional (3D) position of the sample at a nanometer precision throughout the entire data acquisition process. Current online drift correction methods require modification of the existing two-dimensional (2D) fluorescence microscope with additional optics and detectors, which can be cumbersome and limit its use in many biological laboratories. Here we report a simple marker-assisted online drift correction method in which all 3D positions can be derived from fiducial markers on the coverslip of the sample on a standard 2D fluorescence microscope without additional optical components. We validate this method by tracking the long-term 3D stability of single-molecule localization microscopy at a precision of <2 and 5 nm in the lateral and axial dimension, respectively. We then provide three examples to evaluate the performance of the marker-assisted drift correction method. Finally, we give an example of a biological application of superresolution imaging of spatiotemporal alteration for a DNA replication structure with both lowabundance newly synthesized DNAs at the early onset of DNA synthesis and gradually condensed DNA structures during DNA replication. Using an isogenic breast cancer progression cell line model that recapitulates normal-like, precancerous, and tumorigenic stages, we characterize a distinction in the DNA replication process in normal, precancerous, and tumorigenic cells.
INTRODUCTION
Fluorescence microscopy is a simple but powerful technique to visualize biological structures or track the dynamic process of macromolecular interactions at a high precision in all three dimensions (3D). In particular, the recent development in superresolution imaging and single-particle tracking systems, such as single-molecule localization microscopy (SMLM) (also known as (fluorescence) photoactivated localization microscopy (1,2) and (direct) stochastic optical reconstruction microscopy ((d) STORM) (3, 4) ), demands an extremely stable optical system to maintain the 3D position of the sample down to a few nanometers. System drift is one major source for compromised precision, coming from various sources such as mechanical vibration or thermal expansion, especially when long acquisition time is required. Different methods have been developed to correct for lateral and axial drift. They are generally categorized into two approaches. One commonly used approach on a standard two-dimensional (2D) fluorescence microscope is posterior image processing method for lateral drift correction (5) (6) (7) (8) (9) , combined with a focus compensation hardware system for axial drift correction (e.g., a perfect focus system implemented in most commercial superresolution imaging systems) (10). Most focus compensation systems use a separate infrared light source and detector, and monitor the reflected infrared light at the interface between the cover glass and the sample due to their different refractive indices. Another approach is based on fiducial markers added as part of the sample. To correct for both lateral and axial drift, a 3D localization microscope setup has to be used, which requires additional optics, such as a cylindrical lens inserted into the detection path or multifocus configuration to localize the 3D positions of the fiducial markers (11) (12) (13) . These drift correction methods have routinely shown the precision in the lateral position of <10 nm and the axial position of $20-30 nm. A recent report demonstrated the state-of-the-art overall correction precision of $1.3 nm in the lateral position and $6 nm in the axial position using the phase response of the nanoparticles (14) . Current 3D drift correction methods suffer from certain limitations. First, they all require modification to a standard 2D fluorescence microscopy system (e.g., additional illumination light, optical components, special detectors) or introduction of other imaging modalities (e.g., phase or bright-field microscopy), which complicates the optical system and can be difficult to implement in laboratories without substantial optics expertise. On the other hand, the posterior cross-correlation image processing method is a simple alternative, but it can only be used to correct for lateral drift in a 2D system, and a separate focus compensation hardware system is often required to correct for the axial drift.
Here, we report, to our knowledge, a new and simple online marker-assisted (MA) drift correction method in which the entire 3D position can be derived from the fiducial markers on the coverslip of the sample for the 3D drift correction on a standard 2D fluorescence microscopy system without introducing additional light source, optics, or detectors. This method can routinely limit the effect of motion blur to be <2 nm in the lateral direction and <5 nm in the axial direction during a long data acquisition process of $20 min for various imaging depths. Then we provide examples of superresolution imaging of low-abundance molecules of interest and cells that move or deform during imaging to show that the resolution and reliability of the MA drift correction method is comparable to the state of the art. Furthermore, to demonstrate the application of the MA-based high-precision superresolution imaging system, we investigate an important biological problem. By mapping the temporal alteration of nanoscale organization of replication structures at the early onset of new DNA synthesis in cells at three different stages of neoplastic progression, we identify the distinction among three cell lines from an isogenic human breast cancer progression cell line model that recapitulates various stages of breast neoplastic transformation from normal-like (benign) breast epithelial cells, to precancerous, to a malignant form of breast cancer under the same genetic background (15) (16) (17) (18) (19) .
MATERIALS AND METHODS

Optical imaging system
The experiments were performed on our home-built fluorescence microscope based upon a model No. IX71 inverted microscope frame (Olympus, Melville, NY). The fluorophore was excited by 642 nm laser (model No. VFL-P-1000-642-OEM3; MPB Communications, Point-Claire, Quebec, Canada), whose intensity was controlled by a neutral density filter (model No. NDC-50C-4-A; Thorlabs, Newton, NJ). The laser beam was then expanded by a 10Â beam expander (model No. T81-10X; Newport, Stratford, CT), adjusted for appropriate field of view and focused onto the rear pupil of a 100Â, NA-1.4 oil immersion objective (model No. UPLSAPO 100XO; Olympus) by an achromatic lens. The emitted fluorescence was collected by the same objective, passing through a dichroic mirror (model No. FF660-Di02; Semrock, Rochester, NY) and a band-pass emission filter (model No. ET700/75m; Chroma Technology, Bellows Falls, VT), and then focused by a tube lens and a 0.5Â C-mount adaptor. The final image was recorded by a sCMOS camera (model No. pco.edge 4.2; PCO-Tech, Romulus, MI), corresponding to a pixel size of 130 nm on the sample plane. A closed-loop piezo nanopositioner (model No. Nano-F100S; Mad City Labs, Madison, WI) was used for drift correction by adjusting the axial position of the objective in real time. Data acquisition, laser intensity control, and drift correction were all integrated in our custom-designed software written in LabVIEW (National Instruments, Austin, TX) and MATLAB 2015 (The MathWorks, Natick, MA). The field of view was set to be 512 Â 512 pixels, corresponding to a region of 66 Â 66 mm 2 . For imaging cells, high oblique angle illumination was used to suppress the background signal. Stage clips (model No. IX-SCL for IX stage; Olympus) were used to firmly hold the sample on the microscope stage during the entire imaging process. We acquired 40,000 frames under laser power density of 3 kW/cm 2 with an exposure time of 20 ms for each image to ensure the collection of sufficient blinking events. The exposure times for each image (20 ms exposure time) and the drift correction rates (every 200 frames or 4 s) were used for all the experiments presented here.
Method to estimate 3D position from the fiducial markers
In conventional 2D fluorescence microscopy, the axial position cannot be determined from a 2D image, because the image pattern of the point spread function (PSF) appears identical above and below the focal plane, as shown in Fig. S1 . Our marker-assisted method is a simple approach to directly determine the 3D position from 2D images based on the asymmetric patterns of PSF from the multiple fiducial markers (e.g., gold nanoparticle) on the surface of the coverslip. First, a set of 2D images of the fiducial markers is recorded at different axial positions set by the objective nanopositioner. Next, the center location information of the PSF (x c , y c ) and the width of the PSF of each marker (w x , w y ) at each axial position is retrieved, by fitting with the 2D elliptical Gaussian function expressed as follows: 
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where (x,y) is the spatial coordinate of the nth marker; I is the intensity distribution; (x c (n), y c (n)) is the lateral center location of the nth marker; (w x (n), w y (n)) is the width of the PSF in the lateral (x-y) dimension for nth marker; P is the total photon number; and B is the background. Then, for each fiducial marker, the width and the center location information of the PSF (in the x-y dimension) is plotted as a function of different axial positions (z), presented as each calibration curve, as shown in Fig. S3 . Please note that F xc ðn; zÞ ¼ x c ðn; zÞ À x 0 ðnÞ and F yc ðn; zÞ ¼ y c ðn; zÞ À y 0 ðnÞ are defined as the center positon of the nth marker relative to (subtracting) the position of its peak pixel at the axial position of 0 (x 0 (n), y 0 (n)). Then, a fourth-order polynomial is used to fit each of the four calibration curves, defined as F wx ðn; zÞ, F wy ðn; zÞ, F xc ðn; zÞ, and F yc ðn; zÞ for the nth marker.
markers are built (see Figs. S3-S5 for more details on the specifics of the calibration curve), we estimate the position of system drift via an online drift correction method that is described in detail below. First, the objective nanopositioner is moved to each of a set of axial positions z. Then, the center location data (x c (n), y c (n)) of the nth marker and the width data (w x (n), w y (n)) of the nth marker in the x and y dimensions for each fiducial marker in the set of N fiducial markers are retrieved by 2D Gaussian function fitting as described above.
Next, a joint or combined axial position (z joint ) of the whole set of N fiducial markers is calculated by taking the positions of all markers into account to define the joint axial position z joint as the axial position where the difference on the PSF width of the calibration curves for all N fiducial markers is at a minimum. That joint axial position can be found via an optimization problem using the following equation:
Next, the calculated joint axial position z joint is used to calculate the center bias for each fiducial marker via the calibration curves of F xc ðn; zÞ and F yc ðn; zÞ. The calculated center bias is then subtracted from the retrieved center location (x c (n), y c (n)) of each fiducial marker to obtain a biasadjusted estimate of the center location (x c (n, z joint ), y c (n, z joint )) for each marker.
Then, a joint or combined center lateral location (in the x and y directions) for the whole set of N fiducial markers can be found using Eq. 3 as follows:
The above-described processes thus result in a single joint 3D position (z joint , x joint , y joint ) for all of the N fiducial markers on the coverslip. The 3D drift during data acquisition may then be calculated as the position difference between the joint 3D positions determined from two different images during the data acquisition process. The retrieved axial position drift (in the z direction) may be used to adjust objective nanopositioner to correct the axial drift, and the retrieved lateral drift (in the x and y directions) may be used in data reconstruction steps to correct for lateral drift. This process is summarized in the flowchart shown in Fig. S6 .
To perform 3D drift correction in the case of superresolution localization microscopy, two different scenarios are considered. When the fiducial markers are close to the imaging target (as shown in Fig. 1 f) , given that the fiducial markers can be detected in every imaging frame, the axial drift can be corrected during the data acquisition either every frame or at a set time interval (every 200 frames or 4 s used here). When the imaging plane is located at a focal plane distant from that of fiducial markers (e.g., an imaging plane located at several microns above the surface of the coverslip where the markers are already out of focus, as shown in Figs. 2, 3 , and 4), a jump strategy can be used to perform the drift correction. Specifically, at a set time interval (e.g., 200 frames or 4 s used here), the imaging plane jumps to the focal plane of fiducial markers via objective nanopositioner to record their PSF patterns. Please note that the 100-ms exposure time used here to accumulate sufficient photon number of >20,000 from gold nanoparticles for precise drift estimation, given that the estimated precision in theory should be inversely proportional to the photon number from the marker (20) .
We then calculate the sample drift according to the above-described method, compensate the sample drift, and return to the imaging plane for subsequent imaging. The total time used for the drift correction using this jump strategy in this work is $500 ms. The axial drift has to be corrected online, and the lateral drift can be corrected either online (if a motorized translational stage is used) or during postprocessing. We use postprocessing for lateral drift correction during superresolution image reconstruction.
Reconstruction of superresolution image
Our superresolution image reconstruction algorithm was implemented by least square fitting to a single-emitter Gaussian function written in MATLAB 2015 (21) and a diagram to detail all preprocessing and image reconstruction steps is shown in Fig. S7 . In brief, raw image data was first denoised with a difference of Gaussian filter (s 1 ¼ 1 pixel; s 2 ¼ 3 pixels) to highlight the candidate emitters from the background. Then, the peak positions of candidate single emitters were extracted by finding the local maxima in each region of 5 Â 5 pixels, followed by fitting with a single-emitter Gaussian function model in a region of 7 Â 7 pixels. Those candidate emitters that meet the following criteria were rejected in the localization process: 1) total photon number <100, 2) point spread function width of 50% larger or smaller than the system PSF, and 3) peak intensity versus background intensity <0.5. After applying the drift correction (marker-assisted or cross-correlation-based), the final superresolution image was rendered by accumulating all the valid emitters with a pixel size of 10 nm followed by a Gaussian smoothing filter (s 2 ¼ 10 nm), without any combination of consecutive frames. Please note that we did not account for the sCMOS-specific noise statistics in our image reconstruction algorithm, as it was previously shown that the localization bias caused by the fixed pattern noise is <2 nm for most state-of-the-art sCMOS cameras (22) . However, if higher precision is needed, a sCMOS-specific algorithm needs to be applied (23) .
Protocol to coat gold nanoparticles on the coverslip
We first coated the glass-bottom dish (Cat. No. FD3510-100; World Precision Instruments, Sarasota, FL) with poly-D-lysine (Cat. No. P7280; Sigma-Aldrich, St. Louis, MO) for 20 min, followed by a 200-mL diluted 100-nm gold nanoparticle solution (1:60 with ddH 2 O, EM.GC100; BBI Solutions, Cardiff, UK) for 3 h. Finally, dishes were coated with another layer of poly-D-lysine for 20 min to improve the cell adherence.
Cancer progression cell line model MCF10A progression cell lines were gifts from Dr. Saraswati Sukumar (Johns Hopkins University, Baltimore, MD), and were cultured in growth medium as described in Santner et al. (15) and Debnath et al. (24) . These cell lines were authenticated by Genetica DNA Laboratories (Cincinnati, OH) and the genetic profiles of all three cell lines (MCF10A, MCF10AT1K, and MCF10ACA1a) match with each other, confirming that they are isogenic and also match the commercial cell line MCF10A at 90%.
All cells were grown at 37 C with 5% CO 2 and the MCF10A series progression cell lines were maintained in DMEM/F12 medium supplemented with 5% horse serum, 10 mg/mL insulin, 20 ng/mL EGF, 0.5 mg/mL hydrocortisone, and 100 ng/mL cholera toxin. The cells were plated onto a poly-D-lysine-coated glass-bottom dish at an initial confluency of $50% and cultured overnight to let the cells attach to the dish.
Fluorescent labeling of newly synthesized DNA DNA staining was conducted by using a Click-iT Plus 5-ethynyl-2 0 deoxyuridine (EdU) Alexa Fluor 647 Imaging Kit (C10640; Thermo Fisher Scientific, Waltham, MA). Click-iT Plus reaction cocktails were prepared per the manufacturer's instruction as follows. For a total volume of 500 mL, cocktails contained 440 mL 1X Click-iT reaction buffer, 10 mL copper protectant, 1.2 mL Alexa Fluor 647 picolyl azide, and 50 mL reaction buffer additive. All the components were provided by the manufacturer's imaging kits. The cells were plated onto a gold-coated glass-bottom dish at an initial confluency of $50% and cultured overnight to let the cells attach to the dish. Diluted EdU in culture medium was added into the dish at a final concentration of 10 mM, and incubated with the cells for 1, 2, 5, and 10 min, respectively. After incubation, we removed the media and fixed the cells with 4% formaldehyde for 15 min. The cells were then washed three times with PBS, permeabilized with 0.2% Triton X-100 for 15 min, and washed three times with 3% BSA in PBS. The Click-iT Plus reaction cocktail (Thermo Fisher Scientific) was added to detect EdU, incubating for 30 min at room temperature, protected from light. After removing the reaction cocktail and washing twice with 3% BSA in PBS, the cells were stored in PBS until imaging.
Immediately before imaging, the buffer was switched to the imaging buffer (50 mM Tris-HCl pH 8.0, 10 mM NaCl, 1% v/v 2-mercaptoethanol from 14.3 M pure liquid (Sigma-Aldrich), 10% w/v glucose, 0.56 mg/mL glucose oxidase, 0.17 mg/mL catalase), adapted from the protocol recommended by Nikon (Melville, NY). Our superresolution imaging focused on the cells at the early S-phase, identified as those with bright and uniformly distributed fluorescence intensity throughout the nucleus, a characteristic DNA replication pattern for early S-phase based on the literature (25, 26) .
Fluorescence staining of microtubules
The cells were preextracted for 30 s with 0.5% Triton X-100 in BRB80 buffer (80 mM PIPES, 1 mM MgCl 2 , 1 mM EGTA, adjusted to pH 6.8 with KOH) supplemented with 4 mM EGTA, washed once with PBS, and then fixed with cold Methanol at À20 C for 10 min. After we removed the fixative and washed the cells with PBS, cells were then blocked for 2 h in 3% BSA. The sample was then incubated with anti-rabbit a-tubulin primary antibody (Cat. No. ab18251; Abcam, Cambridge, UK) at 1:300 concentration diluted in 3% BSA at 4 C overnight. Then the cells were washed 3 times with 0.05% Triton in PBS, and the secondary donkey anti-rabbit antibody (Cat. No. 121165; Jackson ImmunoResearch Laboratories, West Grove, PA) labeled with Immediately before imaging, the buffer was switched to the imaging buffer as described above.
Cluster analysis to automatically identify replication clusters and quantitative analysis
We first manually segmented each nucleus in superresolution image. Then for the first-step coarse segmentation of large clustered areas in the nucleus, the reconstructed STORM image was converted into a binary image mask, where any pixel with more than one localization event was designated as 1; otherwise, the pixel was designed as 0. The MATLAB functions ''imfill'' and ''bwboundaries'' were used to fill in holes (pixels with 0 value) of each enclosed area with 1 in the binary mask.
Next, a difference of Gaussian filter (s 1 ¼ 1 pixel; s 2 ¼ 3 pixels) was used to highlight the clusters from the noisy background. We set a threshold of 0.8 localizations per subpixel area (10 Â 10 nm) to identify only those clusters with sufficient relative intensity compared to background. This threshold value was chosen such that most clusters that can be visually identified can also be automatically selected by this cluster analysis algorithm. Within each coarsely segmented large clustered area (identified in the first step), we estimated the number of clusters and the initial position via the cluster peaks recognized by finding the local maxima in a region of 11 Â 11 pixels. We then retrieved their localization position list for each coarsely segmented, subsequent cluster analysis using a Gaussian mixed model (MATLAB function ''fitgmdist'' (27) ) to estimate the cluster size (defined as full width at half-maximum), cluster center position, and number of localizations per cluster). The region of nucleoli was rejected to ensure a more accurate estimation of cluster density (number of clusters per unit area).
Statistical analysis
To perform statistical analysis, we first take the mean value for each of the cluster properties (e.g., cluster size, spot number per cluster, and cluster density) by averaging the values for all clusters within each cell. This mean value was then used to calculate all statistical parameters (e.g., mean, standard deviation, 25th and 75th percentile) using $10 cells (from the same dish) from each cell type, as shown in Table 1 . The comparison between two groups is performed by a nonparametric Mann-Whitney test, assuming a 95% confidence interval, using the software GraphPad Prism 6 (GraphPad; https://www.graphpad.com/scientific-software/prism/). The two-sided exact p values for the comparisons of normal versus precancerous cells, precancerous versus tumorigenic cells, and normal versus tumorigenic cells, are listed in Table S3 . The p value < 0.05 is considered statistically significant.
RESULTS
Marker-assisted 3D online drift correction method
In a conventional 2D SMLM imaging system, as shown in Fig. 1 a, only the lateral 2D position can be accurately determined by fitting the image pattern of a fiducial marker (e.g., gold nanoparticle) with a Gaussian function model. To obtain the axial position, additional optical elements are required (e.g., cylindrical lens, phase mask, multifocal optics) to encode the axial position of the marker by the shape of its point spread function. Otherwise, their axial position cannot be determined, because the image pattern appears identical when the fiducial markers are located at the upper and the lower focal planes (as shown in Fig. S1 ).
However, this fact holds only if one fiducial marker is in the entire field of view or all of the fiducial markers are on the exact same focal plane. In practice, the surface of the substrate (i.e., coverslip) is not entirely flat, and such imperfection in fact creates the opportunity to precisely locate the 3D position on the sample itself without adding any additional optics. We recognize that, as shown in Fig. 1 b ( and Fig. S3 ), the axial positions of the fiducial markers attached Simple Nanometer Drift Correction Method to the coverslip surface are located at different depths and their joint PSF distribution is asymmetric, suggesting that the joint 3D position of these fiducial markers can be precisely determined simply from the 2D fluorescence image without encoding the axial information to the shape of the single PSF via additional optics.
We first measure the precision of this method by tracking the joint 3D positions of the fiducial markers via stepwise movement of axial positions at 50-nm step size, followed by repeated localization of the 3D positions at each axial (z) position. As shown in Fig. 1, c and d , the total error is <1.5 nm in the lateral direction and <5 nm in the axial direction for the entire depth range of [À400, 400 nm], with a precision smaller than 2 nm in all 3D positions for off-center axial positions of the focal plane (e.g., 250-400 nm and À400 to À200 nm) and even subnanometer accuracy for the lateral position.
To evaluate the routine performance of our high-precision superresolution imaging system, we track the long-term stability ($15 minutes) of the 3D position during an entire image acquisition process of 40,000 frames at an exposure time of 20 ms per image (drift correction frequency is performed once every 200 frames). Fig. 1 e shows that our system maintains the stability of 1.3 nm in the lateral direction and 3 nm in the axial direction, quantified by the SD of the 3D positions. The performance of our MA-based drift correction using different numbers of markers, photon numbers, and numbers of imaging frames is shown in Tables S1 and S2, which demonstrates the reproducibility and robustness of our method with an overall precision of <2 nm in the lateral dimension and <5 nm in the axial dimension. This value may also be affected by the movement error of the objective nanopositioner and high-frequency vibration besides the precision of MA-based drift correction method itself. The ultimate performance in imaging resolution using this high-precision SMLM system is evaluated by imaging microtubules in a MCF10A cell line. As shown in Fig. 1 , f-h, our system can achieve a spatial resolution of 11.2 nm defined by Fourier ring correlation (FRC) (28) , and in some areas, the hollow structure of the microtubules with a separation distance of <40 nm can be detected.
Superresolution imaging of cells using MA-based 3D drift correction
In the previous section, we demonstrated the performance of MA-based 3D drift correction on a standard 2D fluorescence microscope to be comparable to the state of the art but without additional optics. Next, we evaluate the performance of MA-based drift correction with the most commonly used posterior image registration method based on redundant cross correlation (RCC) in superresolution imaging of nanoscale structures. Given that the RCC-based drift correction cannot perform axial drift correction in a 2D system, we can only evaluate its performance in the lateral drift correction. We present three different examples to show that, even for lateral drift correction, the MA-based drift correction method can achieve either comparable or superior performance to RCC-based posterior image registration. We also demonstrate that our method can achieve more reliable representation of the actual structure in cases when the RCC-based method does not work effectively, such as a low number of molecules when the localization density is not sufficiently high, or when the sample (or part of the sample) deforms during image acquisition.
The first case is imaging a small number of molecules, such as the early onset of new DNA synthesis in early S-phase with ultrashort labeling of EdU for only 1 min. EdU is a nucleoside analog of thymidine that is incorporated into DNA during active DNA synthesis, followed by Alexa 647-Azide reaction, so that the fluorophore tags the newly synthesized DNA (29) . A spontaneously immortalized normal-like breast epithelial cell line, MCF10A, is used. As shown in Fig. 2 a, at 1 min of EdU exposure when the amount of newly synthesized DNA is still very low, the left side shows a conventional wide-field image and the right side shows the superresolution image. The conventional image does not provide sufficient structural detail within the nucleus, whereas the superresolution image reveals spatially isolated small clusters, indicating the individual replication origins shortly after the initiation of new DNA synthesis. Fig. 2 , c-e, compares the reconstructed superresolution images after only the MA-based axial drift correction (Fig. 2 c) , with the commonly used drift correction method based on image registration (6) (Fig. 2 d) and with our highprecision SMLM system using MA-based drift correction (Fig. 2 e) . Given the small number of labeled molecules at 1 min after the new DNA synthesis, all three images exhibit distinct small clusters, as indicated by the white arrows. The image with our SMLM system with MA-based drift correction (Fig. 2 e) gives the best FRC resolution (67.3 5 1.9 nm), when compared to that (84.5 5 1.1 nm) before lateral drift correction (Fig. 2 c) and that (75.8 5 1.4 nm) corrected with RCC-based lateral drift correction (Fig. 2 d) (6) . In addition, as shown in the cross-sectional distribution of the localization events (Fig. 2 f) along the vertical direction in the region indicated by the dotted green box in Fig. 2 , c-e, the MA-based drift correction also produces the tightest clusters with most localization events at each cluster. As indicated by different arrows between Fig. 2, d and e, and the difference in the derived positions shown in Fig. 2 , g and h, the RCC-based drift correction shows different drift trajectories compared to those of the MA-based drift correction method. Although ground truth is difficult to obtain here, the small number of labeled molecules in principle does not provide a sufficiently reliable average time-dependent reference image for the RCC-based method, whereas the MA-based method relies on the highly stable fiducial markers on the sample that remain the same during $20 min of the image acquisition process. The second case is imaging nucleosome organization labeled by H2B-AlexaFluor 647 in the cell nucleus from the same cell line via immunofluorescence staining. Fig. 3 , a-d, shows the comparison of conventional widefield, the reconstructed superresolution image after MAbased axial drift correction but before the lateral drift correction, and that performed after the 3D drift correction by the MA-based and the lateral drift correction by the RCC-based method. In the case where the target of interest (histone protein) is densely labeled, the MA-based drift correction method provides a slightly better image resolution defined by FRC.
The third case is an example to demonstrate that MAbased drift correction helps in identifying the situation when the cells may experience a possible deformation during the imaging process. Fig. 3 , e-g, shows that, for some cell nuclei imaged using the same conditions as those in Fig. 3, a-d , the RCC-based drift correction (Fig. 3 f) results in different elongated clusters from those with MA-based lateral drift correction (Fig. 3 g) , as seen in the two regions inside boxes 1 and 2. The RCC-based method results in a better FRC resolution, but does it also better reflect the actual structure of the cell? We explored two possible causes for such inconsistency-the distortion of the imaging field and the possible deformation in some parts of the cells. We first examine the drift trajectories in other cells growing on the same petri dish either in the same or other fields of view (FOVs) that exhibit a round (or roundlike) shape similar to those in Fig. 4 d. As shown in Fig. S8 , a-c, the drift trajectories from both cells and fiducial markers present a similar direction and the resulting reconstructed image exhibits round (or roundlike-shaped clusters (Fig. S8 c) . On the other hand, as shown in Fig. S8, d-f , different parts of the cell present distinct directions of drift trajectories, as indicated by the green arrows in Fig. S8 e. But all markers at similar locations in the same FOV exhibit similar drift trajectories toward the same direction (Fig. S8 f) . This result suggests that parts of the cell may undergo deformation or damage during image acquisition. Given that the markers located in the similar FOV do not present different drift orientations, it is unlikely to be due to field distortion. Further, it is well documented that the gold nanoparticles are highly stable, but the cell can be damaged during the long exposure of high laser power density used in STORM imaging (30) . Therefore, this example demonstrates that the cell deformation may occur under the STORM imaging condition, even though it only accounts for $5% of the cells in our experiments. The MA-based drift correction helps in identifying the types of cells that may be excluded for further analysis, but the RCC-based drift correction may obscure such a situation despite its better FRC resolution. Therefore, the above three examples demonstrate that our MA-based 3D drift correction method overall provides the state-of-the-art superresolution image and is highly reliable for various scenarios that other drift correction methods may not perform well.
Quantitative spatiotemporal imaging of DNA replication structures in neoplastic progression
To demonstrate the robustness of MA-based SMLM imaging on an important biological problem in which imaging targeted molecules vary from low abundance to dense compactly structures, we focus on spatiotemporal superresolution imaging of DNA replication in cells undergoing neoplastic progression. Abnormal proliferation and DNA replication in neoplastic progression are among the most universal characteristics shared by most cancers. To characterize the spatiotemporal alteration of replication structure in cells at different stages of neoplastic progression, we use an isogenic MCF10 cancer progression cell line model (16, 19) that recapitulates clinically significant stages (normal, precancerous, and tumorigenic) of neoplastic transformation in human breast cancer (15, 24) . Besides the normal cell line (MCF10A) used above, we also use its isogenic premalignant cell line (MCF10AT1K) generated by HRas transformation of MCF10A, and a fully malignant breast cancer cell line (MCF10CA1a) derived from MCF10AT xenografts to form poorly differentiated malignant tumors in the xenograft model.
Various microscopy techniques have been used to characterize the in situ DNA replication structures in mammalian cell nuclei, from phase contrast, confocal fluorescence microscopy, to electron microscopy, to more recently superresolution fluorescence microscopy (26, 29, (31) (32) (33) (34) (35) (36) . However, conventional microscope image of replication foci often can only be obtained after at least 5À10 min from the initiation of new DNA synthesis to accumulate sufficient signals to visualize replication foci and achieve sufficient resolution. Such a process inevitably results in aggregates of replication structure and may lead to incorrect or inconsistent characterization of replication structures (29) . These limitations hamper our ability to image temporal alteration of spatial arrangement of newly synthesized DNA at a high precision. Therefore, this is an important biological problem where both high temporal and spatial resolution are required. To capture the replication structure at the earliest onset of new DNA synthesis, we use a very short pulse-labeling time of 1 min, and then 2, 5, and 10 min. Fig. 4 , a1-d1, shows the temporal alteration of replication structures at 1, 2, 5, and 10 min after the initiation of new DNA synthesis for a normal cell. At 1 min, multiple replication origins are activated (Fig. 4, a1 and a2) , shown as wellseparated nanoscale clusters with a small number of newly synthesized DNA molecules. Next, two simultaneous processes can be observed-1) sequential activation of new sets of replication origins, shown as spatially separated nanosized clusters similar to those detected at 1 min (Fig. 4, a2-b2) ; and 2) heterogeneous spatial expansion of newly synthesized DNA at each activated origin, shown as larger and brighter clusters (Fig. 4, c2-d2) . As DNA replication continues, we observe further spatial expansion and more accumulated molecules (higher intensity in Fig. 4 , c1Àd1 and c2-d2) for each cluster, and many of them form aggregated clusters at $10 min, which are likely those replication foci observed under conventional light microscopy (6, 35) .
We then compare the superresolution images of replication structure in normal, precancerous, and tumorigenic cell lines after 1, 2, 5, and 10 min of exposure to EdU. Whereas all three cell lines exhibit a similar progressive change of replication structures-gradually increased number of replication origins and spatially expanded clusters during new DNA synthesis-their timing is different. More replication foci can be seen in precancerous cells compared to those from normal cells at the early onset of DNA synthesis (1-2 min shown in Fig. 4, e2-f2) . Although the gradual formation of large and heterogeneous replication foci can be observed in all three cell lines, those from tumorigenic cells are formed much faster with larger size and denser compaction (Fig. 4, j2-i2 ) than those from precancerous (Fig. 4, f2-h2 ) and normal cells (Fig. 4, b2-d2) .
We next quantitatively characterize the temporal change of replication structures in these three cell lines, as shown in Fig. 5 . A cluster analysis program is developed (described FIGURE 5 Given here is the average histogram distribution of (a)-(c) spot number per cluster and (d)-(f) cluster size of normal, precancerous, and tumorigenic cells at 1, 2, 5, and 10 min of exposure to EdU. To eliminate the effect of nucleus size, the y axis uses cluster density, calculated as the number of clusters per bin divided by the area of the cell nucleus. The number of cells averaged per group is shown in Table 1 . (g-i) Shown here is the statistical mean of cluster size, spot number per cluster, and cluster density at 1, 2, 5, and 10 min of exposure to EdU in normal, precancerous, and tumorigenic cells, respectively. The error bar is 95% confidence interval of the mean. The detailed statistical analysis is shown in Tables 1 and S3-S5 . To see this figure in color, go online.
in Materials and Methods; Fig. S7 ) to automatically identify each cluster and estimate the cluster size, spot number per cluster, and cluster density (i.e., number of clusters per mm 2 ) on each superresolution image. Due to the complex photophysics of Alexa Fluor 647, the spot number per cluster is the actual localization number per cluster (for 20 ms exposure time) without overblinking correction. Therefore, this value is not equivalent to the number of labeled molecules per cluster. Given the same imaging condition (e.g., illumination power density, number of imaging frames, exposure time, and no activation with shorter wavelength) used for all three cell lines and time points, their statistical difference that relates to the number of labeled molecules per cluster for these three cell lines can be compared. Fig. 5 , a-f, shows the temporal alteration of the average distribution of cluster size and spot number per cluster in normal, precancerous, and tumorigenic cells. Fig. 5, g-i, shows the statistical mean of cluster size, spot number per cluster, and cluster density over time in the three cell lines and the details are summarized in Table 1 . These results collectively quantify the structural changes of DNA replication in cells at different stages of neoplastic progression. Right after the initiation of new DNA synthesis (1 min), multiple replication origins are activated with an average size of $29 nm at a low spatial density of $1.8 clusters per mm 2 in normal cells (as shown in Table 1 ). All three cell lines exhibit a narrow distribution of cluster size ($28-41 nm) with a low spot number per cluster, as shown in blue curves of Fig. 5, a-f . Such characteristic clusters of replication origin are present throughout the observed time frame of 10 min. In precancerous and tumorigenic cells, the activation of new replication origins in the first 2 min is much faster compared to that of normal cells, reflected as the significantly higher cluster density ($2-3 times the density of that of normal cells) shown in Fig. 5 i, a manifestation of their faster proliferation rate. The cluster density reaches a plateau in all three cell lines, where precancerous cells exhibit the highest cluster density at $5-10 min ($25% higher, p value <0.0001), suggesting a characteristic structural alteration in DNA replication of precancerous cells. The cluster density in tumorigenic cells is similar to that of precancerous cells in the first 2 min, but significant aggregation of replication clusters at 5-10 min in tumorigenic cells may bury some newly activated replication origins, resulting in some undetected replication origin clusters (or lower cluster density). This data suggests faster activation of replication origins as a possible characteristic of tumorigenic cells as well.
Another process that occurs simultaneously with the sequential activation of new replication origins is new DNA synthesis around each activated origin, manifested as spatial expansion of each cluster with larger size and significantly increased spot number per cluster (suggesting a fast-growing number of newly synthesized DNA molecules) at each replication site over time, as shown in Fig. 5, g and h. The distribution of cluster size and spot number per cluster is also highly heterogeneous (wider distribution), as shown in Fig. 5 , a-f, especially for those at 5 and 10 min, suggesting a diverse timing in the activation of replication origins and new DNA synthesis on each replication site. Precancerous cells present only slightly larger cluster size and spot number per cluster over time compared to those of normal cells, and reach a similar value at 10 min with no statistical significance (as shown in Table S3 ). On the other hand, tumorigenic cells exhibit the highest rate of increase for spot number per cluster (73% increase versus normal cells at 10 min, p value <0.0001; 40% increase versus precancerous cells at 10 min, p value ¼ 0.0002, as shown in Table S3 ) and cluster size (31% increase versus normal cells at 10 min, p value <0.0001; 14% increase versus precancerous cells at 10 min, p value ¼ 0.0015). This result suggests that tumorigenic cells exhibit a significantly faster rate of new DNA synthesis at each replication site.
DISCUSSION
The essence of our marker-assisted 3D drift correction method is the ability to derive 3D position entirely from the 2D point spread function of fiducial markers (gold or fluorescent nanoparticles) on the coverslip of the sample, thus eliminating the need for any additional optics, light source, or detector. It can achieve superior routine performance comparable to other superresolution imaging systems that require additional optics to derive the axial position (5,10,11) and a similar precision compared to the state of the art that is based on a complicated and expensive optical setup (14) without being limited to the coverslip surface. Besides the advantage of simplicity, we also demonstrate that, in routine superresolution imaging experiments, the MA-based drift correction method is more reliable compared to posterior image processing in correcting lateral drift, especially in the case of a low number of labeled molecules or altered subcellular structures during the long image acquisition process. Our present work focuses on the use of gold nanoparticles as fiducial markers without the need for an additional light source. However, the same principle can also be extended to fluorescent nanoparticles as fiducial markers if other laser sources are easily available. Besides superresolution imaging demonstrated in this report, this system can also be applied to other fluorescence imaging applications that require maintaining nanometer precision in 3D, such as single-particle tracking.
With this MA-based SMLM imaging system, we investigate characteristic spatiotemporal structural alteration of DNA replication in which the newly synthesized DNA changes from low abundance to highly condensed structure, in cells undergoing different stages of neoplastic progression. Neoplastic transformation from normal cells to its malignant form generally undergoes premalignant and tumorigenic stage. In the premalignant stage, cells are often proliferating with an increased risk to progress into malignancy, but not tumorigenic. In the tumorigenic stage, cells undergo uncontrolled cell proliferation that leads to malignant tumor. Uncontrolled cell proliferation is a wellrecognized hallmark of cancer, but proliferation is not necessarily a cancer marker. Hence, understanding the distinction of DNA replication at different stages of cancer development can provide significant insights into designing effective diagnostic, therapeutic, and preventive strategies. Although numerous molecular markers (e.g., genetic, proteomic, gene expression) (16) (17) (18) (19) have been identified to delineate precancerous from tumorigenic cells, their characteristic structural differences in the fundamental process of DNA replication and high-order chromatin organization remain unclear. The robust performance of our MA-based SMLM system is crucial to accurately characterize the subtle structural alteration of DNA replication at the early onset of new DNA synthesis at a high temporal and spatial resolution. DNA replication process covers a range of situations from a small number of molecules at the initiation of new DNA synthesis to highly condensed structures. The DNA structure for very short pulse-labeling (i.e., 1-2 min) was often too weak to be detected (34) . Further, the labeling size is another important technical factor for precise characterization of replication structure. Most previous studies used anti-BrdU or anti-PCNA immunostaining in which each IgG adds $7 nm and the commonly used primary/secondary antibody labeling adds additional $14 nm, a size comparable to replication structure, which can significantly lower the labeling density and affect the accuracy in nanoscale structural assessment. Our use of EdU-Alexa 647 label has a fluorescent dye directly attached to the newly synthesized DNA with negligible label size (<1 nm).
Our quantitative superresolution imaging shows that the early phase of DNA replication is characterized as two distinct processes that occur simultaneously-1) sequential activation of multiple replication origins and 2) new DNA synthesis at each activated replication site where replicated DNA is folded into nanoscale clusters. The timing of these two processes at individual replication sites is asynchronous, reflected as heterogeneous size and amount of accumulated newly synthesized DNA at each replication site. In cells at different stages of neoplastic progression, both precancerous and tumorigenic cells present a faster proliferation rate than normal cells. The faster proliferation of precancerous cells appears to be reflected as a faster temporal activation of replication origins, shown as slightly increased spatial expansion and spot number per cluster at each replication site; whereas the faster proliferation in tumorigenic cells is reflected as a significantly faster rate of new DNA synthesis. Previous studies have proposed a similar model of two simultaneous processes in replication (37, 38) , but their difference in neoplastic progression was not studied.
Our findings suggest a new potential method to distinguish tumorigenic cells from nontumorigenic proliferative cells using fluorophore-tagged EdU superresolution imaging. Future work on superresolution imaging of DNA replication after functional treatment and in live cells is needed to further our understanding of functional significance of chromatin organization to DNA replication and gene expression in cancer initiation and progression.
SUPPORTING MATERIAL
Eight figures and five tables are available at http://www.biophysj.org/ biophysj/supplemental/S0006-3495(17)30441-1. . The proper number of axial positions and the axial range depend on how fast the axial drift occurs in the fluorescence microscopy system. We recommend setting the axial range to be larger than twice the maximum axial drift of the system in each correction cycle, defined as the time interval between two drift corrections (4 seconds in this work). In the experiments shown in Figs. 1-3 , we used 17 axial positions with an axial range from -400nm to 400nm at a step distance of 50 nm to generate the calibration curve. If the imaging plane of the fiduciary markers is located at z = 0 nm, this range is capable of correcting drift up to 400 nm per correction cycle (~6 µm/min). Supplementary Table S1 shows the performance of our marker-assisted drift correction method based on the calibration curve using 17 axial positions at the range of ± 400 nm.
AUTHOR CONTRIBUTIONS
In practice, we noticed that the axial drift of our localization microscope is less than 20 nm per correction cycle (<300 nm/min) (as shown in Fig. 2g) , so a long axial range of ± 400 nm is actually not necessary, a shorter axial range with fewer number of positions should be sufficient for online drift correction in our system, which is shown in Fig. S4 . F z ) of 7 random distributed gold nanoparticles and (b) the corresponding precision to estimate 3D positions. This is an example of a simplified version of our marker-assisted drift correction method using only 9 axial positions with an axial range from 100nm to 500nm. The imaging plane of the markers was chosen to be at 300 nm which is the axial position with best precision to estimate 3D positons based on Fig. 1d to build the calibration curve. Due to the shorter axial range, less number of axial positions and markers compared to Fig. S3 , this simplified version can be more convenient and efficient in practice. The performance of this simplified strategy is shown in Table S2 , with a correction precision of approximately <2 nm in the lateral dimension and <5 nm in the axial dimension. Figure S5 . The precision of estimated 3D positions with only two bright markers (35000 photons) at a separation of 100 nm in the axial direction. This is an example with one of the worst performance in the case of only two markers used for drift correction, and their precision is still < 2 nm and < 5 nm in the lateral and axial dimension, respectively. Supplementary Table S1 . Drift correction performance based on calibration curves with an axial range from -400nm to 400nm, in which the imaging plane of the markers is located at Z = 0 nm (exposure time for each frame: 20ms). The detailed performance of this experiment is shown in Fig. 1 of the main manuscript.
Supplementary Table S2 . Drift correction performance with calibration curve from 100nm to 500nm, in which the imaging plane of the markers is at z = 300nm (exposure time for each frame: 20ms).
Number of markers 7 11 10
Mean photon number per marker 28000 27000 23000
Total number of imaging frames 40000 40000 60000 σ X (nm) 
