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Abstract
In this paper we study the behavior of a class of mild solutions of the homogeneous and isotropic bosonic
Boltzmann-Nordheim equation near the blow-up. We obtain some estimates on the blow-up rate of the solutions
and prove that, as long as a solution is bounded above by the critical singularity 1
x
(the equilibrium solutions
behave like this power law near the origin), it remains bounded in the uniform norm. In the last section of the
paper, we also prove a local existence result for a class of measure-valued mild solutions, which allows us to solve
the Boltzmann-Nordheim equation for some classes of unbounded densities.
1 Introduction
The quantum Boltzmann equation or Boltzmann-Nordheim equation describes the dynamics of a dilute gas of
quantum particles.
In the bosonic, spatially homogeneous case, the Boltzmann-Nordheim equation reads:
∂tF1 =
∫
R3
∫
R3
∫
R3
q (F )Md3p2d3p3d3p4 , p1 ∈ R3 , t > 0 (1)
F1 (0, p) = F0 (p) , p1 ∈ R3 (2)
q (F ) = q3 (F ) + q2 (F ) , ǫ =
|p|2
2
(3)
M =M (p1, p2; p3, p4) = δ (p1 + p2 − p3 − p4) δ (ǫ1 + ǫ2 − ǫ3 − ǫ4) (4)
q3 (F ) = F3F4 (F1 + F2)− F1F2 (F3 + F4) (5)
q2 (F ) = F3F4 − F1F2 (6)
where we use the notation Fj = F (t, pj) , j ∈ R3. The mass of the particles is normalized to one.
If the distributions are isotropic in addition to being spatially homogeneous, the Boltzmann-Nordheim equation
can be written, after a suitable change in the time scale, as:
∂tf (x) + f (x)
∫ ∞
0
∫ ∞
0
dydzW (x, y, z, w) f (w) (f (y) + f (z) + 1)1{(w=y+z−x)≥0} (7)
=
∫ ∞
0
∫ ∞
0
dydzW (x,w, y, z) f (y) f (z) (f (x) + f (w) + 1)1{(w=y+z−x)≥0},
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where
W (x,w, y, z) =
min
{√
x,
√
w,
√
y,
√
z
}
√
x
(8)
and we have dropped the dependence of f and related functions in t for notational simplicity.
The function f is not the density of particles in the space of energy. Such density is given, up to an irrelevant
multiplicative constant, by:
g (x) =
√
xf (x)
Then (7), (8) become:
∂tg (x) + g (x)
∫ ∞
0
∫ ∞
0
dydz
Φ (x, y, z, w)√
xw
g (w)
(
g (y)√
y
+
g (z)√
z
+ 1
)
1{(w=y+z−x)≥0} (9)
=
∫ ∞
0
∫ ∞
0
dydzΦ (x,w, y, z)
g (y) g (z)√
yz
(
g (x)√
x
+
g (w)√
w
+ 1
)
1{(w=y+z−x)≥0}
Φ (x,w, y, z) = min
{√
x,
√
w,
√
y,
√
z
}
(10)
The stationary or equilibrium solutions of (7), (8) with finite mass are the Bose-Einstein distributions:
gBE (x) = m0δ (x) +
√
x
exp (βx + α)− 1 (11)
where m0 ≥ 0, β ∈ (0,∞] , 0 ≤ α <∞ and α ·m0 = 0. In [8] and [9] weak solutions of (7) were defined and studied:
it was shown that conservative (i.e. conserving both mass and energy) weak solutions of (7) exist and converge to
the physically expected equilibrium distributions. More recently, in [1] and [3] mild solutions of (7) were considered
and well-posedness results were proved for these.
A remarkable feature of the stationary solutions of (11) described above is the possibility of having a positive
macroscopic fraction of particles with energy x = 0. The onset of such macroscopic fraction of particles is the
phenomenon of Bose-Einstein condensation. We will term as Bose-Einstein condensate any nonzero Dirac measure
appearing in g at x = 0.
It has been conjectured in [7] and [13] that the solutions of (7), (8) might blow-up in finite time, and that such
blow-up would mark the onset of Bose-Einstein condensate, or more precisely in this setting, a macroscopic fraction of
particles with zero energy. This conjecture was supported by numerical simulations which supported also the picture
of self-similar behaviour for the solutions at the onset of the singularity. Rigorous results concerning singularity
formation in finite time have been obtained in [1], [2]. The main goal of this paper is to derive some quantitative
information about the behaviour of the solutions of (7), (8) near a blow-up point.
Associated with (7), (8) are several power laws which have some physical significance and have been considered
in the mathematical and physical literature. These power laws describe several possible asymptotic behaviours of
the solutions of (7) near the origin, i.e., as x→ 0 . We briefly review them below.
We first describe three power laws associated with the steady-state solutions of (7). While one of them gives the
asymptotic behavior of stationary solutions near the origin, the other two power laws are associated with non-zero
fluxes of mass and energy to or from the origin. In other words, each of these latter two power laws is associated
with one of the two conservation laws (for mass and energy) of (7). The corresponding exponents are called the
Kolmogorov-Zakharov exponents and they are related to Kolmogorov theory of wave turbulence [6].
The power law f (x) ≈ 1x yields the asymptotics of the stationary solutions (11) as x → 0 if α = 0. It has been
indicated also in [14] that this asymptotic should give the behaviour of f solution of (7), (8) in the presence of a
condensate. This power law describes the local behaviour of the non condensed part of a distribution f which is at
equilibrium with a condensate.
The power law f (x) ≈ 1
x
7
6
describes particle distributions yielding a particle flux towards x = 0 and the exponent
− 76 is associated to the mass conservation [6]. Singular solutions behaving like this power law were investigated in
[4] and [5]. In [5], it was proved that solutions with initial data behaving like x−7/6 exist locally and preserve the
2
singularity. The total mass is not conserved in this case and one could possibly think of the mass going into the
formation of the condensate, without any back reaction .
The Kolmogorov-Zakharov power law associated to the energy conservation law is f (x) ≈ 1
x
3
2
. However, this
exponent is also the critical exponent for which the number of particles per unit volume becomes divergent. A
consequence of this is that several integrals in (7), (8) become divergent and it it is not clear in which sense solutions
of this equation with this asymptotic behaviour as x→ 0 are meaningful solutions to (7), (8). So it is not understood
in which sense solutions with this behaviour can be given the meaning of solutions yielding a nonzero flux of energy
from or towards x = 0.
An interesting power law behaviour is f (x) ≈ 1xν , with ν = 1.234. This exponent has been computed numerically.
It corresponds to the power law which is generated at the blow-up time for the distribution f, taking as initial data a
bounded distribution f0 with finite mass and energy. This exponent is different from the previous ones and it cannot
be obtained by means of dimensional considerations, as it is the case of the other exponents. Actually this exponent
appears as the solution of a nonlinear eigenvalue problem, as it is usually the case in problems with self-similarity of
the second kind (cf. [7]).
It has been argued often in the physical literature that at the onset of the singularity the exponent ν should be
larger than 76 , since otherwise there would not be particle-fluxes towards the origin. However mathematically this
has not been proven yet and the role of the exponent − 76 in the asymptotic behavior of the solutions at the blow-up
time near the origin is still not clear.
It has been proved in [1], [2] that a class of solutions of (7), (8) with bounded initial data blow up in finite time,
leading to condensation for supercritical solutions. In [11] it has been shown that if the initial datum is singular
enough at the origin, then a condensate is present at every later time, even if initially there is no condensate. A critical
role is played by the power law f(x) = 1x . The main result in [10] implies that if the initial datum f0(x) = f(x, 0)
behaves like 1
xβ
with β > 1, then there is condensation at all times t > 0, even if there is none initially. In [10] more
information has been obtained about the role of the power law 1x in condensation and a regularity result has been
proved for solutions bounded above by this critical power law. In this paper, our main goal is to further clarify its
role in the blow-up of mild solutions that are initially bounded. As noted in [10], if the L1-norm of a solution is
bounded then that implies that the uniform norm of the solution is bounded. We include a different proof of this for
a class of solutions with weighted supremum norms in this paper. We then obtain, as a corollary, a lower blow-up
rate for the L1-norm. Our next result shows that if the initial datum is bounded, then as long as the solution is
bounded above by the critical singularity 1x , it remains bounded in the uniform norm. In the end we include a
local existence theorem for measure-valued mild solutions that have bounded variation in compact intervals in an
exponentially-weighted space.
Our results are presented in the two following sections, section 2 contains our results and estimates relating to the
blow-up of solutions of (7), while section 3 contains a local existence result for a class of L1-data for (7), as follows:
(2) We prove that as long as the L1 norm of f remains bounded, any solution of the BN equation which is initially
bounded in a suitably weighted supremum norm , remains bounded. This implies that near the blow-up the L1 must
become unbounded locally in some neighborhood of the origin. This gives, as a corollary, a Gronwall-type lower
estimate on how this localized L1 norm blows up in time. We then prove, as an implication of a result proved in
[11] that if initial datum is bounded, then as long as the solution is bounded above by the critical singularity 1x , it
remains bounded in the uniform norm.
(3) We study solutions of the BN equation with singular data. We prove a local existence result for solutions
of the BN equation in a large class of measures including those that have initial density f0 such that f0 (x) ≤ 1xα
with α < 1. More precisely, f0 ∈ L1loc (0,∞) allows us to obtain solutions defined locally in time, which belong to a
similar class. The derived solutions are singular near the origin, but they do not have any condensate and they are
conservative.
2 Estimates near the Blow-up
We consider the following evolution equation for a given distribution f(x, .) on R+:
3
∂tf(x) + f(x)
∫ ∞
0
∫ ∞
0
dydzW (x,w, y, z)f(w) (f(y) + f(z) + 1)1(w = y + z − x ≥ 0) (12)
=
∫ ∞
0
∫ ∞
0
dydzW (x,w, y, z)f(y)f(z) (f(x) + f(w) + 1)1(w = y + z − x ≥ 0),
where
W (x,w, y, z) =
min(
√
x,
√
w,
√
y,
√
z)√
x
,
and we have suppressed the time-dependence in the function f(x, t) for convenience. We now define a mild solution
of (12) as a function f(x, t) satisfying the following equation:
f(x, t) = f(x, 0) exp
(
−
∫ t
0
a[f ](x, s)ds
)
+
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)
J [f ](x, s), (13)
where
a[f ](x) :=
∫ ∞
0
∫ ∞
0
dydzW (x,w, y, z)f(w) (f(y) + f(z) + 1)1(w = y + z − x ≥ 0) (14)
J [f ](x) :=
∫ ∞
0
∫ ∞
0
dydzW (x,w, y, z)f(y)f(z) (f(x) + f(w) + 1)1(w = y + z − x ≥ 0). (15)
We look at mild solutions of the BN equation which are integrable and have a suitable decay at infinity, i.e., mild
solutions which are allowed to have a sub-linear singularity near the origin but sufficient decay at infinity. More
precisely, we consider non-negative functions bounded in the following weighted sup-norm:
||f(., t)||α,γ∞ = sup
x≥0
xα(1 + x)γf(x, t), (16)
where the exponent γ > 0 is chosen to be a large number (the choice is dictated by the estimates in the theorem
below) and α ∈ [0, 1). We denote the mass and energy associated with such a mild solution by m(f) and e(f)
respectively.
Now, given any time T we define the following sup-norm in time:
φ(T ) := sup
0≤t≤T
||f(., t)||α,γ∞ (17)
The following theorem shows that solutions in these classes stay bounded in their respective weighted sup-norms
mentioned above, as long as the L1-norm remains bounded.
Theorem 1 Consider a conservative mild solution of the BN equation which is initially bounded in the weighted sup
norm ||f(., t)||α,γ∞ defined in (16). Then, as long as there is some time T > 0 such that c(T ) = sup0≤t≤T
∫∞
0 f(x, t)dx
is bounded, there exists some constant κ > 0, depending only on T , c(T ), α, γ and the energy e(f), such that the
following bound holds:
φ(T ) ≤ 1
κ
φ(0),
and consequently, for subsequent times one obtains, for 0 ≤ n <∞:
φ(nT ) ≤ 1
κn
φ(0),
where φ(T ) is the sup norm defined in (17).
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Proof.
Recalling the definition of mild solutions, we obtain the following upper bound for φ(T ):
φ(T ) ≤ sup
0≤t≤T
sup
x≥0
[
exp
(
−
∫ t
0
a[f ](x, s)ds
)
xα(1 + x)γf(x, 0)
+ xα(1 + x)γ
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)
J [f ](x, s)
]
= I1 + I2,
where:
I1 = sup
0≤t≤T
sup
x≥0
exp
(
−
∫ t
0
a[f ](x, s)ds
)
xα(1 + x)γf(x, 0)
≤ sup
0≤t≤T
sup
x≥0
xα(1 + x)γf(x, 0)
= φ(0),
and I2 is written as a sum of three terms as follows:
I2 = sup
0≤t≤T
sup
x≥0
xα(1 + x)γ
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)
J [f ](x, s)
≤ J1 + J2 + J3,
where:
J1
= sup
0≤t≤T
sup
x≥0
xα(1 + x)γ
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
0
dydzW (w, x, y, z)f(x)f(y)f(z)1(y + z ≥ x),
J2
= sup
0≤t≤T
sup
x≥0
xα(1 + x)γ
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
0
dydzW (w, x, y, z)f(w)f(y)f(z)1(y + z ≥ x),
and
J3
= sup
0≤t≤T
sup
x≥0
xα(1 + x)γ
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
0
dydzW (w, x, y, z)f(y)f(z)1(y + z ≥ x).
In the above formulae w = y + z − x. We now estimate these three terms as follows:
i)
J1
= sup
0≤t≤T
sup
x≥0
xα(1 + x)γ
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
0
∫ ∞
0
dydzW (w, x, y, z)f(x)f(y)f(z)1(y + z ≥ x)
≤
(
sup
0≤t≤T
||f ||∞
)
sup
0≤t≤T
sup
x≥0
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
0
∫ ∞
0
dydzf(y)f(z)
≤ φ(T ) sup
0≤t≤T
∫ t
0
ds
(∫ ∞
0
dyf(y)
)2
= φ(T ) sup
0≤t≤T
∫ t
0
ds (l[f ](s))2
≤ Tφ(T )c(T )2,
5
where
l[f ](s) =
∫ ∞
0
dyf(y, s),
and
c(T ) = sup
0≤t≤T
l[f ](t).
ii)
J2
= sup
0≤t≤T
sup
x≥0
xα(1 + x)γ
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
0
∫ ∞
0
dydzW (w, x, y, z)f(w)f(y)f(z)1(y + z ≥ x)
= sup
0≤t≤T
sup
x≥0
2xα(1 + x)γ
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
0
∫ ∞
x
2
dydz
W (w, x, y, z)f(w)f(y)f(z)1(y > z)1(y + z ≥ x)
≤ φ(T ) sup
0≤t≤T
sup
x≥0
2xα(1 + x)γ
∫ t
0
ds
∫ ∞
0
∫ ∞
x
2
dydz(1 + y)−γf(w)f(z)1(y + z ≥ x)
≤ φ(T ) sup
0≤t≤T
sup
x≥0
2γ+α+1
(
1 + x
2 + x
)γ ∫ t
0
ds
∫ ∞
0
∫ ∞
x
2
dydzf(w)f(z)
≤ 2α+γ+1φ(T ) sup
0≤t≤T
∫ t
0
ds
∫ ∞
0
∫ ∞
0
dzdwf(w)f(z)
≤ 2α+γ+1Tφ(T )(c(T ))2.
iii) The term J3 requires a bit more care in its evaluation. In fact, the estimate in the regime of small values of
x will be treated differently from the estimate in the regime of large values.
When x is small, say x ≤ 1, we have the following estimate:
J3
= sup
0≤t≤T
sup
0≤x≤1
xα(1 + x)γ
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
0
∫ ∞
0
dydzW (w, x, y, z)f(y)f(z)1(y + z ≥ x)
≤ φ(T ) sup
0≤t≤T
sup
0≤x≤1
xα(1 + x)γ
∫ t
0
ds
∫ ∞
0
dyf(y)
[∫ 1
0
dzz−α +
∫ ∞
1
dz(1 + z)−γ
]
≤ 2γ 2− α
1− αTc(T )φ(T ).
On the other hand, when x > 1 we have, for any number µ (to be chosen in the course of the following compu-
tation),
6
J3
≤ sup
0≤t≤T
sup
x>1
xα(1 + x)γ
[
2
∫ t
0
ds exp
(−2(t− s)√xm(f)) 1√
x
(∫ µx
0
dy
√
yf(y)
)(∫ ∞
µx
(f(z)(1 + z)γ)(1 + z)−γ
)
+
∫ t
0
ds exp
(−2(t− s)√xm(f)) ∫ ∞
(1−µ)x
∫ ∞
(1−µ)x
dydzf(y)f(z)1(y + z ≥ x)
]
≤ 2φ(T ) sup
0≤t≤T
sup
x>1
xα(1 + x)γ(1 + µx)−γ+1
1
γ − 1
m(f)√
x
∫ t
0
ds exp
(−2(t− s)√xm(f))
+ 2 sup
0≤t≤T
sup
x>1
xα(1 + x)γ
∫ t
0
ds exp
(−2(t− s)√xm(f)) ∫ ∞
(1−µ)x
∫ ∞
x/2
dydzf(y)f(z)1(y + z ≥ x)1(y > z)
≤ φ(T ) 1
γ − 1 supx>1
(
1 + x
x
)(
1 + x
1 + µx
)γ−1
+ 2φ(T ) sup
0≤t≤T
sup
x>1
(1 + x)γ
∫ t
0
ds exp
(−2(t− s)√xm(f)) ∫ ∞
(1−µ)x
dy
(
y
(1 − µ)x
)3/2
f(y)
∫ ∞
x/2
dz(1 + z)−γ
≤ 2φ(T ) 1
γ − 1
(
1
µ
)γ−1
+ 2φ(T ) sup
0≤t≤T
sup
x>1
te(f)
(
1
(1− µ)x
)3/2
(1 + x)γ
(1 + x2 )
−γ+1
γ − 1
≤ 2.5e
γ − 1φ(T ) + 2
α+γ+1 γ
3
2
γ − 1 (Te(f))φ(T ),
where in the above computation m(f) and e(f) are the mass and energy associated with the function f (and
hence constant in time) and in the upper bound in the last step we used µ = 1− 1γ .
Putting all of the above estimates together we have:
φ(T ) ≤ φ(0) + T (c(T ))2φ(T ) + 2α+γ+1T (c(T ))2φ(T ) + 2γ 2− α
1− α (Tc(T ))φ(T )
+ 2α+γ+1
γ
3
2
γ − 1 (Te(f))φ(T ) +
2.5e
γ − 1φ(T ),
i.e. [
1− 2.5e
γ − 1 −
(
2α+γ+1
γ
3
2
γ − 1e(f) + 2
γ 2− α
1− αc(T ) +
(
1 + 2α+γ+1
)
(c(T ))2
)
T
]
φ(T ) ≤ φ(0)
As long as c(T ) <∞, for γ > 2.5e+ 1, we can choose the time T small enough so that:
1− 2.5e
γ − 1 −
(
2α+γ+1
γ
3
2
γ − 1e(f) + 2
γ 2− α
1− αc(T ) +
(
1 + 2α+γ+1
)
(c(T ))2
)
T = κ > 0,
which means,
φ(T ) ≤ 1
κ
φ(0).
If we have, for any suitably small T > 0, c(T ) <∞, we can iterate the above estimate and obtain, for any 0 ≤ n <∞:
φ(nT ) ≤ 1
κn
φ(0).
Thus solutions which are initially bounded in the weighted sup-norm defined above remain bounded at all subsequent
finite times if the L1 norm is bounded over some interval of time.
We now prove an easy corollary to the above theorem, which shows that the blow-up of the L1-norm takes place
locally near the origin and gives us a lower estimate for the time-dependence of this blow-up.
7
Corollary 2 Let f(., t) be a conservative mild solution of the BN equation with mass m(f) and energy e(f). Given
any δ > 0 let lδ(t) =
∫ δ
0 f(x, t)dx be the localized L
1-norm of this solution. Then the L1-norm of f(., t) can blow up
only if this localized norm blows up.
Suppose the blow-up time for this localized norm is T ∗ > 0. Then for t ∈ [0, T ∗) the following estimate holds:
lδ(t) ≥ 1√
2(T ∗ − t) − C(m(f), δ),
where C(m(f), δ) is a constant depending only on the mass m(f) and δ.
Proof. To see that the blow-up of the L1 norm has to occur locally in space in some neighborhood of the origin, we
just need to notice the following, :
c(T ) = sup
0≤t≤T
∫ ∞
0
dyf(y, t)
= sup
0≤t≤T
[∫ δ
0
dyf(y, t) +
∫ ∞
δ
dyf(y, t)
]
≤ sup
0≤t≤T
∫ δ
0
dyf(y, t) + sup
0≤t≤T
1√
δ
∫ ∞
δ
dy
√
yf(y, t)
≤ cδ(T ) + 1√
δ
m(f),
where δ > 0 is any fixed number and
cδ(T ) = sup
0≤t≤T
∫ δ
0
dyf(y, t).
It is then clear that the L1 norm can only blow up in an interval [0, δ], for any chosen δ > 0, since the other part of
the upper bound is constant in time.
Now the evolution equation for the density distribution f(x, t) implies:
d
dt
lδ(t) ≤
∫ δ
0
dx
∫ ∞
0
∫ ∞
0
dydzW (w, x, y, z)f(y)f(z) (f(x) + f(w) + 1)1(w = y + z − x ≥ 0)
≤
∫ δ
0
dx
∫ ∞
0
∫ ∞
0
dydzf(y)f(z) (f(x) + f(w) + 1)
≤ [lδ(t) + C(m(f), δ)]3 ,
where
C(m(f), δ) = max
(
1√
δ
m(f), 1 + δ
)
.
The blow-up time for the L1 norm is T ∗. Then at any time t in some time-interval to the left of this critical time,
say t ∈ [T0, T ∗], lδ(t) must be a super solution of the differential equation:
d
dt
h(t) = [h(t) + C(m(f), δ)]
3
,
with the condition that limt→T∗− h(t) =∞. This means that the localized L1 norm satisfies the following inequality:
lδ(t) ≥ 1√
2(T ∗ − t) − C(m(f), δ).
We now prove that if any solution, which is bounded initially by a constant at the origin and by the power law
1/x everywhere else, stays bounded for some time. This yields a condition about the blow-up (in unweighted sup
norm) of solutions that are initially bounded in a given weighted sup-norm. This result is obtained as an implication
of Theorem 5.1 in [11] .
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Theorem 3 Suppose f(x, 0) ∈ L∞(R+, (1 + x)γ) has mass m(f) <∞ , energy e(f) <∞ and satisfies
f(x, 0) ≤ min
(
1,
1
x
)
.
Let T∗ be the blow-up time for mild solutions of (12) in L∞((R+, (1 + x)γ)) having initial datum f(x, 0), mass m(f)
and energy e(f) . Then:
lim
t→T−
∗
(
sup
x∈R+
xf(x, t)
)
=∞.
Proof.
Let us note that, by Thm. 5.1 of [11], under the initial conditions stated above, there exists some time τ > 0
such that there is a conservative mild solution f(x, t), with initial datum f(x, 0), mass m(f) and energy e(f), such
that f(x, t) ≤ C(τ)x for all (x, t) ∈ R+ × [0, τ ], where C(τ) > 1 is a finite constant depending on τ .
Our proof consists in the following argument:
1. We first show that, if T > 0 is such that there exists a finite constant C with xf(x, t) < C, for all (x, t) ∈
R+ × [0, T ], then :
f(x, t) ≤ Cmin
(
k(T ),
1
x
)
, for all (x, t) ∈ R+ × [0, T ], (18)
where k(T ) is a constant depending on T .
2. The above bound implies that
T∗ ≥ T˜ , where T˜ = sup{τ > 0 : xf(x, t) <∞ ∀(x, t) ∈ R+ × [0, τ ]}.
3. However, T∗ ≯ T˜ , because, otherwise, we would be able to find a T ′, T˜ ≤ T ′ < T∗, such that supx∈R+ xf(x, T ′) =
∞ and f(x, T ′) < ∞. Since f(x, T ′) < ∞, the L1 norm of f stays bounded over the time-interval [0, T ′], and, by
Theorem 1 of this paper, this implies the boundedness of the quantity (1 + x)γf(x, t) for all (x, t) ∈ R+ × [0, T ′],
which means supx∈R+ xf(x, T
′) <∞.
Thus T∗ = sup{τ > 0 : xf(x, t) <∞, (x, t) ∈ R+ × [0, τ ]}, and limt→T−
∗
(
supx∈R+ xf(x, t)
)
=∞.
Now we just need to prove (18) and the rest of the argument would follow as above. To this end let us introduce
the following comparison function:
Φ(x, t) = Cmin
(
λ(t),
1
x
)
,
where λ(t) = exp
(
Ct
(
2e(f) + 11C2 + 2C
))
.
Note that, since by our assumption, the inequality f(x, t) ≤ Cx holds for (x, t) ∈ R+ × [0, T ] , f(x, t) > Φ(x, t)
implies that x < λ(t)−1 ≤ 1, where t ∈ [0, T ]. Now, for s ∈ [0, T ] we have:
∂s (f(x, s)− Φ(x, s))+ = (Q(f)(x, s)− ∂sΦ(x, s)) 1(f(x, s) > Φ(x, s)), (19)
where
Q(f)(x, s)
=
∫
R
2
+
dydzW (w, x, y, z) [f(y, s)f(z, s)(f(x, s) + f(w, s) + 1)− f(x, s)f(w, s)(f(y, s) + f(z, s) + 1)]1(w = y + z − x ≥ 0)
=
∫
R
2
+
dydzW (w, x, y, z)f(y, s)f(z, s)(1 + f(w, s))1(w = y + z − x ≥ 0)−
−f(x, s)
∫
R
2
+
dydzW (w, x, y, z) (f(w, s)(f(y, s) + f(z, s) + 1)− f(y, s)f(z, s))1(w = y + z − x ≥ 0)
= Q+(f)(x, s) − f(x, s)Q−(f)(x, s).
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Let us note here that Q−(f)(x, s) ≥ 0 (cf. Lemma 2.3,[11]).
Integrating (19), we have, for all t ∈ [0, T ] and a.e. in R+:
(f(x, t)− Φ(x, t))+ =
∫ t
0
ds (Q(f)(x, s)− ∂sΦ(x, s)) 1(f(x, s) > Φ(x, s)),
and, consequently:
m (f(t)− Φ(t))+ =
∫
R+
dx
√
x
∫ t
0
ds (Q(f)(x, s)− ∂sΦ(x, s)) 1(f(x, s) > Φ(x, s)) (20)
≤
∫
R+
dx
√
x
∫ t
0
ds (Q+(f)(x, s)− ∂sΦ(x, s)) 1(f(x, s) > Φ(x, s)).
We now estimate first the cubic term and then the quadratic term in Q+(f)(x, s). Using Lemma 5.3 of [11] we
have the following upper bound:∫ t
0
ds
∫
R+
dx
√
x1(f(x, s) > Φ(x, s))
∫
R
2
+
dydzW (w, x, y, z)f(w, s)f(y, s)f(z, s)1(w = y + z − x ≥ 0)
≤
∫ t
0
ds
∫
R+
dx
√
x1(f(x, s) > Φ(x, s))
∫
R
2
+
dydzW (w, x, y, z)Φ(w, s)Φ(y, s)Φ(z, s)1(w = y + z − x ≥ 0) +
+
∫ t
0
ds
∫
R+
dx
√
x1(f(x, s) > Φ(x, s))J (f,Φ)(x, s),
where ∫ t
0
ds
∫
R+
dx
√
x1(f(x, s) > Φ(x, s))J (f,Φ)(x, s)
=
∫ t
0
ds
∫
R+
dx1(f(x, s) > Φ(x, s))
∫
R
2
+
dydz1(w = y + z − x ≥ 0) (min(w, x, y, z)) 12 [f(w, s)f(y, s) (f(z, s)− Φ(z, s))++
+f(z, s)f(w, s) (f(y, s)− Φ(y, s))+ + f(z, s)f(y, s) (f(w, s)− Φ(w, s))+
]
We first estimate the integral involving J (f,Φ)(x, s), which consists of three terms as shown above. Let us look
at the following integral:
J1 =
∫
R+
dx1(f(x, s) > Φ(x, s))
∫
R
2
+
dydz1(w = y + z − x ≥ 0) (min(w, x, y, z)) 12 f(w, s)f(y, s) (f(z, s)− Φ(z, s))+ .
We estimate this term in the different regions of the y − z-plane as follows:
Suppose min(w, x, y, z) = z. Let us call this region ∆4. In this region z ≤ w = y + z − x ≤ y. Thus:
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J1(∆4)
=
∫
R+
dx1(f(x, s) > Φ(x, s))
∫∫
∆4
dydz
√
zf(w, s)f(y, s) (f(z, s)− Φ(z, s))+
≤
∫
R+
dx1(f(x, s) > Φ(x, s))
∫∫
∆4
dydz
√
zf(w, s) ((f(y, s)− Φ(y, s))+ +Φ(y, s)) (f(z, s)− Φ(z, s))
≤
∫
R+
dx1(f(x, s) > Φ(x, s))
∫∫
∆4
dydz
√
zf(w, s) ((f(y, s)− Φ(y, s))+ f(z, s) +
+
∫
R+
dx1(f(x, s) > Φ(x, s))
∫∫
∆4
dydz
√
zf(w, s)Φ(y, s) (f(z, s)− Φ(z, s))+
≤
∫ ∞
0
dy (f(y, s)− Φ(y, s))+
∫ y
0
dwf(w, s)
∫ w
0
dzf(z, s)
√
z +
+
∫ λ(s)−1
0
dx
∫ ∫
∆4
dydz
√
zf(w, s)Φ(y, s) (f(z, s)− Φ(z, s))+
(
1(y < 2λ(0)−1) + 1(y ≥ 2λ(0)−1))
≤ 4C2
∫ ∞
0
dy
√
y (f(y, s)− Φ(y, s))+ + Cλ(s)
∫ λ(s)−1
0
dx
∫ 2λ(0)−1
0
dw (f(w, s) − Φ(w, s))+
∫ w
0
dz
√
zf(z, s) +
+Cλ(s)
∫ λ(s)−1
0
dx
∫ 2λ(0)−1
0
dwΦ(w, s)
∫ w
0
dz
√
z (f(z, s)− Φ(z, s))+ +
+
∫ λ(s)−1
0
dxCλ(s)
∫ ∞
λ(0)−1
dw
√
w
λ(0)−
1
2
f(w, s)
∫ w
0
dz
√
z (f(z, s)− Φ(z, s))+
≤
(
4C2 + C(λ(0))
1
2m(f)
)
m
(
(f(s)− φ(s))+
)
,
where we have used the fact that f(x, s) ≤ Cx . J1 is estimated in the other regions of the y − z plane in a similar
manner, yielding the bound:
J1 =
∫
R+
dx1(f(x, s) > Φ(x, s))
∫
R
2
+
dydz1(w = y + z − x ≥ 0) (min(w, x, y, z)) 12 f(w, s)f(y, s) (f(z, s)− Φ(z, s))+
≤ A1 (C, λ(s),m(f))m
(
(f(s)− φ(s))+
)
,
where A1 is a constant depending on m(f), λ(s) and C.
In a similar manner we obtain the estimate :
J2 =
∫
R+
dx1(f(x, s) > Φ(x, s))
∫
R
2
+
dydz1(w = y + z − x ≥ 0) (min(w, x, y, z)) 12 f(w, s)f(z, s) (f(y, s)− Φ(y, s))+
≤ A2 (C, λ(s),m(f))m
(
(f(s)− φ(s))+
)
.
The remaining integral
J3 =
∫
R+
dx1(f(x, s) > Φ(x, s))
∫
R
2
+
dydz1(w = y + z − x ≥ 0) (min(w, x, y, z)) 12 f(y, s)f(z, s) (f(w, s)− Φ(w, s))+ ,
can also be estimated in a similar way, except for the region where min(w, x, y, z) = y, which we call ∆2. Thus we
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write the explicit estimate for this region below. In ∆2, y ≤ w ≤ z. Then we have:
J3(∆2)
≤
∫ λ(s)−1
0
dx
∫∫
∆2
dydz
√
yf(y, s) (f(z, s)− Φ(z, s)) (f(w, s) − Φ(w, s))+ 1(z ≤ 1) +
+
∫ λ(s)−1
0
dx
∫∫
∆2
dydz
√
yf(y, s)Φ(z, s) (f(w, s)− Φ(w, s))+ 1(z ≤ 1) +
+
∫ λ(s)−1
0
dx
∫∫
∆2
dydz
√
yf(y, s)f(z, s) (f(w, s)− Φ(w, s))+ 1(z > 1)
≤
∫ 1
0
dz (f(z, s)− Φ(z, s))+
∫ z
0
dwf(w, s)
∫ w
0
dy
√
yf(y, s) +
+
∫ 1
0
dzΦ(z, s)
∫ ∞
0
dw (f(w, s)− Φ(w, s))+
∫ w
0
dy
√
yf(y, s) +
+
∫ ∞
1
f(z, s)
∫ z
0
dw (f(w, s)− Φ(w, s))+
∫ w
0
dy
√
yf(y, s)
≤ A3 (C, λ(s),m(f))m
(
(f(s)− φ(s))+
)
.
Putting all of the above estimates together we arrive at the following bound:
∫ t
0
ds
∫
R+
dx
√
x1(f(x, s) > Φ(x, s))J (f,Φ)(x, s) ≤
∫ t
0
dsA (C, λ(s),m(f))m
(
(f(s)− φ(s))+
)
, (21)
where A (C, λ(s),m(f)) is a positive function of s.
Let us now look at the other part of the cubic term.∫∫
R
2
+
dydzW (w, x, y, z)Φ(w, s)Φ(y, s)Φ(z, s)1(f(x, s) > Φ(x, s))1(w = y + z − x ≥ 0)
≤ λ(s)
∫∫
R
2
+
dy′dz′1(x′ < 1)W (w′, x′, y′, z′)Φ′(w′)Φ′(y′)Φ′(z′)1(w′ = y′ + z′ − x′ ≥ 0),
where we have rescaled the energy variables and the function Φ as w′ = wλ(s), x′ = xλ(s), y′ = yλ(s), z′ = zλ(s)
and Φ(y, s) = λ(s)Φ′(y′), so that,
Φ′(y′) = Cmin
(
1,
1
y′
)
,
and
W (x′, y′, y′, z′) =
1√
x′
(min(w′, x′, y′, z′))
1
2 .
We now estimate this as follows:
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λ(s)
∫∫
R
2
+
dy′dz′1(x′ < 1)W (w′, x′, y′, z′)Φ′(w′)Φ′(y′)Φ′(z′)1(w′ = y′ + z′ − x′ ≥ 0)
≤ C3λ(s)
∫∫
1(max(y′, z′) < 1)dy′dz′Φ′(w′)Φ′(y′)Φ′(z′)1(w′ = y′ + z′ − x′ ≥ 0) +
+C3λ(s)
∫∫
dy′dz′1(min(y′, z′) ≤ 1)1(max(y′, z′) ≥ 1)Φ′(w′)Φ′(y′)Φ′(z′)1(w′ = y′ + z′ − x′ ≥ 0) +
+C3λ(s)
∫∫
dy′dz′1(min(y′, z′) ≤ 1)Φ′(w′)Φ′(y′)Φ′(z′)1(w′ = y′ + z′ − x′ ≥ 0)
≤ C3λ(s)
(∫ 1
0
dy′
)2
+ 2λ(s)C3
(∫ 2
1
dz′
∫ 1
0
dy′ +
∫ ∞
2
dz′
∫ 1
0
dy′
1
z′(z′ − 1)
)
+
+C3λ(s)
∫ ∞
1
∫ ∞
1
dy′dz′
1
y′z′
1√
y′z′
≤ 11C3λ(s)
Let us now proceed to estimate the quadratic term.
∫ t
0
ds
∫
R+
dx
√
x1(f(x, s) > Φ(x, s))
∫∫
R
2
+
W (x, y, z)f(y, s)f(z, s)1(w = y + z − x ≥ 0)dydz
≤ 2
∫ t
0
ds
∫
R+
dx
√
x1(f(x, s) > Φ(x, s))
[∫ ∞
1
dz
∫ z
0
dyW (x, y, z) ((f(y, s)− Φ(y, s))+ +Φ(y, s)) f(z, s)1(w = y + z − x ≥ 0)
+
∫ 1
0
dz
∫ z
0
dyW (x, y, z) ((f(y, s)− Φ(y, s))+ +Φ(y, s)) ((f(z, s)− Φ(z, s))+ +Φ(z, s))1(w = y + z − x ≥ 0)
]
≤ 2
∫ t
0
ds
∫
R+
dx
√
x1(f(x, s) > Φ(x, s))
[∫ ∞
1
dz
∫ z
0
dy
√
y
x
(f(y, s)− Φ(y, s))+ f(z, s) +
∫ ∞
1
dz
∫ z
0
dyΦ(y, s)f(z, s)+
+
∫ 1
0
dz (f(z, s)− Φ(z, s))+
∫ z
0
dy
√
y
x
f(y, s) +
∫ 1
0
dzΦ(z, s)
∫ z
0
dy
√
y
x
(f(y, s)− Φ(y, s))++
+
∫ 1
0
dz (f(z, s)− Φ(z, s))+
∫ z
0
dy
√
y
x
Φ(y, s) +
∫ 1
0
dzΦ(z, s)
∫ z
0
dyΦ(y, s)
]
≤ 2
∫ t
0
ds
[∫ 1
0
dx m(f)m ((f(s)− Φ(s))+) +
∫
R+
dx
√
x1(f(x, s) > Φ(x, s))Cλ(s)
∫ ∞
1
dz zf(z, s)+
+C
∫ 1
0
dx
∫ 1
0
√
z (f(z, s)− Φ(z, s))+ +
∫ λ(s)−1
0
dx
∫ 1
0
dzΦ(z, s)
∫ z
0
dy
√
y (f(y, s)− Φ(y, s))+
+
∫ 1
0
dx
∫ 1
0
dz
√
z (f(z, s)− Φ(z, s))+ +
∫
R+
dx
√
x1(f(x, s) > Φ(x, s))
∫ 1
0
dz zCλ(s)Φ(z, s)
]
≤
∫ t
0
ds (m(f) + 2C + 1)m ((f(s)− Φ(s))+) + 2
∫ t
0
ds
∫
R+
√
xdx1(f(x, s) > Φ(x, s))(C + e(f))Cλ(s)
Putting the above estimates for the cubic and quadratic terms together we get the following inequality:
m ((f(t)− Φ(t))+) ≤
∫ t
0
dsB (C, λ(s),m(f))m ((f(s)− Φ(s))+) +
∫ t
0
ds
∫
R+
dx
√
x
(
(2e(f)C + 2C2 + 11C3)λ(s) − λ˙(s)
)
, (22)
where B (C, λ(s),m(f)) is a positive function of s.
From our choice of λ(t) it is clear that (2e(f)C +2C2+11C3)λ(s)− λ˙(s) = 0. Thus as application of Gronwall’s
lemma to (22) yields that:
m ((f(t)− Φ(t))+) = 0.
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This means that, for all t ∈ [0, T ], a.e. in R+ the following inequality holds:
f(x, t) ≤ Φ(x, t).
This means that g(x, t) = min(f(x, t),Φ(x, t)) is a mild solution of (12), which has initial datum f(x, 0), mass m(f)
and energy e(f) and which remains bounded for all (x, t) ∈ R+ × [0, T ]. It is then obvious that T∗ > T , where T∗ is
the blow-up time for a mild solution of (12) with initial datum f(x, 0), mass m(f) and energy e(f). This implies, by
the arguments stated in the beginning of the proof, that :
lim
t→T−
∗
(
sup
x∈R+
xf(x, t)
)
=∞.
3 Local Existence result for a class of L1-data
In this section we present a local existence theorem for a class of measure-valued L1-data, which is not related to
the blow-up results stated above but of independent interest since this class of solutions of the BN equation has not
been considered in previous papers.
We consider mild solutions of the BN equation, as defined by (13).
Let us also define the following quantity:
I[f ](x, t) :=
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)
J [f ](x, s).
We now define the following set of measures on R+:
Gβκ = {µ|µ ≥ 0, sup
R>0
∫
(R,R+1)
dxeβxµ(dx) ≤ κ}.
We also use the following notation for the norm in the above definition:
||µ||Gβ = sup
R>0
∫
(R,R+1)
dxeβxµ(dx).
Then GβK ⊂ M+(R+), where M+(R+) is the cone of positive Radon measures on R+. We will now first prove a
few properties of this set of measures and then define measure-valued mild solutions for the Boltzmann-Nordheim
equation.
Proposition 4 The set Gβκ is weakly compact.
Proof. The measures in Gβκ are uniformly bounded. To notice this, let us define a sequence of sets
EK = (K,K + 1) ∪ (K + 1
2
,K +
3
2
), K ∈ N.
Then for µj ∈ Gβκ we have:
µj(R+) < µj(∪∞l=0El)
≤
∞∑
l=0
µj(El)
≤
∞∑
l=0
∫
(l,l+1)
e−βxeβxµj(dx) +
∞∑
l=0
∫
(l+ 1
2
,l+ 3
2
)
e−βxeβxµj(dx)
≤
∫
(0,1)
eβxµj(dx) +
∞∑
l=1
e−βl
∫
(l,l+1)
eβxµj(dx) +
∞∑
l=0
e−β(l+
1
2
)
∫
(l+ 1
2
,l+ 3
2
)
eβxµj(dx)
≤ C(β)κ,
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where C(β) ≤ 3 is a constant that depends only on β.
Thus any sequence of measures in Gβκ is a uniformly bounded sequence of Radon measures and hence has a
subsequence that weakly converges to a Radon measure µ in M+(R+). Let us denote the subsequence by {µi}.
Then we have:
lim
i→∞
∫
R+
φ(x)µi(dx) =
∫
R+
φ(x)µ(dx),
for all continuous, bounded functions φ. We now have to show that this limiting measure µ ∈ Gβκ.
Given any R > 0 the measure ν(dx) = eβx1(R ≤ x ≤ R + 1)µ(dx) is inner regular. Now let us construct the
following function on R+, for m ≥ 3:
ψm(x) = sin
(mπ
2
(x−R)
)
eβx, R < x < R+
1
m
= eβx, R +
1
m
≤ x ≤ R+ 1− 1
m
= sin
(mπ
2
(R+ 1− x)
)
eβx, R + 1− 1
m
< x < R+ 1
= 0 otherwise.
Also, let Am = [R+
1
m , R+ 1− 1m ]. Then we have:
∫
(R,R+1)
eβxµ(dx) =
∫
(R,R+1)
ν(dx)
= sup
Am
∫
Am
ν(dx)
= lim sup
m→∞
∫
1
(
R+
1
m
≤ x ≤ R+ 1− 1
m
)
eβxµ(dx)
≤ lim sup
m→∞
∫
ψm(x)µ(dx).
The compactly supported function ψm(x) is continuous and bounded. Thus :
lim
i→∞
∫
ψm(x)µi(dx) =
∫
ψm(x)µ(dx).
For every i we have:
∫
ψm(x)µi(dx) ≤
∫
(R,R+1)
eβxµi(dx) ≤ κ for all m.
This means, ∫
ψm(x)µ(dx) ≤ κ for all m,
which in turn means: ∫
(R,R+1)
eβxµ(dx) ≤ lim sup
m→∞
∫
ψm(x)µ(dx) ≤ κ.
Thus, µ ∈ Gβκ.
We now define the following uniform norm
||µ||Gβ ,T = sup
0≤t≤T
sup
R>0
∫
(R,R+1)
dxeβxµ(t, dx).
Let us define the space:
Gβκ,T = {f ∈ C
(
[0, T ];Gβ
)
; ||f ||Gβ ,T ≤ κ}.
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We can metrize Gβκ by introducing the following distance function:
d(µ, ν) = sup
f
{
|
∫
fdµ−
∫
fdν| : f ∈ BL(R+), ||f ||BL ≤ 1
}
,
where
||f ||BL = ||f ||∞ + sup
x,y,x 6=y
|f(x)− f(y)|
|x− y| .
The metric for Gβκ,T will then be:
ρGβ
κ,T
(µ, ν) = sup
0≤t≤T
d(µ, ν).
In the subsequent arguments we would only need to use the fact that the space Gβκ,T is metrizable and not the
metric described above. The metrizability of Gβκ,T means that any weakly sequentially continuous operator T on
this space mapping weakly compact subsets to weakly compact subsets has a fixed point in Gβκ,T . We also need to
keep in mind that any equicontinuous family of functions F ∈ Gβκ,T is a compact set in Gβκ,T , by the Arzela-Ascoli
theorem.
Let us now define measure-valued mild solutions of (12). To do this we first define the function a(x, s) and the
measure J [f ](s, .) that occur in the expression (13):
For f ∈ C ([0, T ],M+(R+)) we define:
a(x, s) =
∫ ∞
0
∫ ∞
0
W (x,w, y, z)f(s, dw)f(s, dy)1(z = x+ w − y ≥ 0)
+
∫ ∞
0
∫ ∞
0
W (x,w, y, z)f(s, dw)f(s, dz)1(y = x+ w − z ≥ 0) +
∫ ∞
0
∫ ∞
0
W (w, x, y, z)f(s, dw)dy1(z = x+ w − y ≥ 0).
On the other hand, given f ∈ C ([0, T ],M+(R+)), J [f ](s, .) is a measure which is defined by its action on any test
function φ ∈ Cb(R+) as follows:∫ ∞
0
φ(x)J [f ](s, dx) =
∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x)W (w, x, y, z)f(s, dx)f(s, dy)f(s, dz)1(w = y + z − x ≥ 0)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x)W (w, x, y, z)f(s, dw)f(s, dy)f(s, dz)1(x = y + z − w ≥ 0)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x)W (w, x, y, z)f(s, dy)f(s, dz)dx1(w = y + z − x ≥ 0).
Then a measure-valued mild solution at time t is:
f(t, dx) = exp
(
−
∫ t
0
a(x, s)ds
)
f(0, dx) +
∫ t
0
ds exp
(
−
∫ t
s
a(x, ξ)dξ
)
J [f ](s, dx), (23)
and its action on a test function φ ∈ Cb(R+) is given by:∫ ∞
0
φ(x)f(t, dx) =
∫ ∞
0
φ(x) exp
(
−
∫ t
0
a(x, s)ds
)
f(0, dx) +
∫ ∞
0
φ(x)
∫ t
0
ds exp
(
−
∫ t
s
a(x, ξ)dξ
)
J [f ](s, dx). (24)
We now define the time evolution operator T on C ([0, T ],M+(R+)) as follows:
T [f ](t, dx) = exp
(
−
∫ t
0
a(x, s)ds
)
f(0, dx) +
∫ t
0
ds exp
(
−
∫ t
s
a(x, ξ)dξ
)
J [f ](s, dx) (25)
In order to prove the well-posedness of the problem we have to show that the operator T has a fixed point in
Gβκ,T ). We will show this by proving that T is a weakly sequentially continuous operator mapping any compact
subset of Gβκ,T ) to itself. This will be done by proving a few lemmas. Observe that the mass and energy functionals
associated with any measure µ ∈ Gβκ are finite. The next lemma shows that, given a sequence µj of measures weakly
converging to µ ∈ Gβκ, the associated mass and energy functionals converge to their expected limits.
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Lemma 5 For any sequence of measures µj ∈ Gβκ converging weakly to µ ∈ Gβκ , we have:
lim
j→∞
∫
xαdµj =
∫
xαdµ,
where α = 12 ,
3
2 .
Proof. The limit stated in the theorem is obviously true on compact sets. Thus let us choose some large R and
notice the following, for any measure µi ∈ Gβκ:
∫
(R
1
α ,∞)
xαµi(dx) ≤
∞∑
l=R
1
α
[∫
(l,l+1)
eβxxαe−βxµi(dx)
+
∫
(l+ 1
2
),l+ 3
2
)
eβxxαe−βxµi(dx)
]
≤ C(α, β)
∞∑
l=R
1
α
[∫
(l,l+1)
eβxe−βx/2µi(dx) +
∫
(l+ 1
2
,l+ 3
2
)
eβxe−βx/2µi(dx)
]
≤ C(α, β)e−β R
1
α
2 κ,
where C(α, β) ≤ 3 is a positive constant depending only on α and β. This means,
lim
R→∞
∫
(R
1
α ,∞)
xαµi(dx) = 0, for all µi ∈ Gβκ.
Then convergence on compact sets means that
lim
j→∞
∫
xαdµj =
∫
xαdµ.
We would now like to prove the following lemma:
Lemma 6 Let Gβ ⊂M+(R+) denote the space of positive Radon measures with the following norm:
||f ||Gβ = sup
R>0
∫ R+1
R
eβxf(dx),
where β > 1 depends only on the mass m(f) =
∫∞
0
√
xf(dx) associated with the measure f . Then for f ∈ Gβ we
have the following estimate:
||T [f ]||Gβ(t) ≤ ||f0||Gβ + C
(
t+
1
m(f)
√
β
)
||f ||2Gβ (1 + ||f ||Gβ ), (26)
where C is a numerical constant and f0 = f(0, .). This estimate implies in particular that there exists some time T∗
such that the operator T maps Gβκ,T∗ to itself given f(0, .), such that ||f0||Gβ < κ.
Proof. To prove the theorem let us define:
IR[f ](t) :=
∫ R+1
R
eβx
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)
J [f ](dx, s).
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We now write the right hand side in a form that is more amenable to computations. This involves a change of
variable in one of the terms in the measure J [f ](dx, s), so that IR[f ](t) can be expressed as:
IR[f ](t) =
∫ R+1
R
eβx
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
0
∫ ∞
0
W (w, x, y, z)f(s, dy)f(s, dz)f(s, dx)1(w = y + z − x ≥ 0)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
eβ(y+z−w)
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)
W (w, x, y, z)f(s, dw)f(s, dy)f(s, dz)1(R < x = y + z − w < R+ 1)
+
∫ R+1
R
eβxdx
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
0
∫ ∞
0
W (w, x, y, z)f(s, dy)f(s, dz)1(w = y + z − x ≥ 0)
= IR1 [f ] + I
R
3 [f ] + I
R
2 [f ].
We will prove the theorem by first showing that the estimate in the theorem holds for IR[f ](t) for all R. We
notice that the above quantity contains one term , namely IR2 [f ], which is quadratic in f and two terms, I
R
3 [f ] and
IR1 [f ], which are cubic in f . Between the cubic terms, the term I
R
3 [f ] is a bit more difficult to estimate, while the
other one is simpler, so in the following computation we will estimate I3 in more detail. Also, we will estimate these
terms separately for two cases, namely, when R ≤ 1 and R > 1. We need to make two more remarks before we
proceed to compute the estimates: 1) In the quantity J [f ](dx, s) the domain can be described in terms of three
regions, namely:
∆1(x) := {(y, z) : 0 ≤ y < x, 0 ≤ z < x,w = y + z − x ≥ 0}
∆2(x) := {(y, z) : z ≥ x, 0 ≤ y ≤ x}
∆3(x) := {(y, z) : y ≥ x, z ≥ x}
The domain of integration contains these three regions plus the region in y-z plane which is symmetric to ∆2(x). In
the computation that follows we will denote by IRj (∆k) the part of I
R
j [f ] evaluated on region ∆k(x) of the y-z plane,
for j = 1, 2 and k = 1, 2, 3. 2) We use the following decomposition for the term a[f ](x, s):
a[f ](x, s) = 2
√
xm(f) + S[f ](x, s) (27)
= 2
√
xm(f) + 2
(
x
∫ ∞
0
f(s, dw)G(x,w) +
∫ ∞
0
∫ ∞
0
f(s, dw)f(s, dy)W (x,w, y, z)1(z = x+ w − y ≥ 0)
)
(28)
= 2
√
xm(f) + S1[f ](x, s) + S2[f ](x, s),
where m(f) is the associated mass and,
G(x,w) =
1
3
(w
x
) 3
2
, if w ≤ x,
=
1
3
+
w
x
−
√
w
x
, if w ≥ x
This means that:
exp
(
−
∫ t
s
dξa[f ](x, ξ)
)
< exp
(−2(t− s)√xm(f))
In the computation below we have to keep the above inequality in mind and control the integrals either by choosing a
short time (if R ≤ 1) or by the above inequality (for R > 1). We suppress the dependence of the measure f on time,
writing explicitly only the energy variable. Also C denotes a generic numerical constant whose value may change
from line to line. Let us now consider the different cases:
Case 1: R ≤ 1 Let us first estimate the quadratic term:
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i)
IR2 (∆1) =
∫ R+1
R
dx
1√
x
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ x
0
f(dz)
∫ x
x−z
dyf(dy)eβ(y+z)(
√
we−βw)
≤ C√
β
t||f ||2Gβ ,
ii)
IR2 (∆2) =
∫ R+1
R
dx
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
x
∫ x
0
f(dy)f(dz)eβx
√
y
x
≤
∫ t
0
ds
∫ R+1
R
dxeβx
∫ ∞
x
∫ x
0
f(dy)f(dz)
≤ C||f ||Gβ
∫ t
0
ds
∫ R+1
R
dxeβx
∞∑
k=x
∫ k+1
k
f(dz)eβze−βz
≤ Ct||f ||2Gβ
∫ R+1
R
dxeβx
∞∑
k=x
e−βk
= Ct||f ||2Gβ
eβ
eβ − 1
≤ Ct||f ||2Gβ
iii)
IR2 (∆3) =
∫ R+1
R
dx
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
x
∫ ∞
x
f(dy)f(dz)eβx
≤
∫ t
0
ds
∫ R+1
R
dxeβx
( ∞∑
k=x
∫ k+1
k
f(dz)eβze−βz
)2
≤ t||f ||2Gβ
∫ R+1
R
dxeβx
( ∞∑
k=x
e−βk
)2
≤ Ct||f ||2Gβ
Let us now compute an upper bound for the cubic term IR3 .
i)
IR3 (∆1) ≤
∫ t
0
ds
∫ R+1
0
∫ R+1
0
∫ R+1
0
f(dw)f(dy)f(dz)eβ(y+z−w)
≤ Ct||f ||3Gβ
ii)
IR3 (∆2) =
∫ ∞
R
∫ R+1
0
∫ min(z,y+z−R)
max(y,y+z−R−1)
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](y + z − w, ξ)
)
f(dw)f(dy)f(dz)
√
y
y + z − we
β(y+z−w)
≤
∫ t
0
ds
[∫ R+1
R
f(dz)eβz
∫ R+1
0
f(dy)eβy
∫ y+z−R
min(0,y+z−(R+1))
f(dw)
+ eβ(R+1)
∫ ∞
R+1
f(dz)
∫ R+1
0
f(dy)
∫ y+z−R
min(0,y+z−(R+1))
f(dw)
]
≤ C
∫ t
0
ds||f ||2Gβ
(
||f ||Gβ + eβ(R+1)
∞∑
k=R+1
∫ k+1
k
f(dz)eβze−βz
)
≤ Ct||f ||3Gβ
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iii)
IR3 (∆3) ≤
∫ t
0
ds
∫ ∞
R
f(dz)
∫ ∞
R
f(dy)
∫ y+z−R
y+z−(R+1)
f(dw)eβw
≤
∫ t
0
ds
( ∞∑
k=R
∫ k+1
k
f(dy)eβye−βy
)2
||f ||Gβ
≤ t
( ∞∑
k=R
e−βk
)2
||f ||3Gβ
≤ Ct||f ||3Gβ
Putting all of the above estimates together we have that for R ≤ 1,
IR[f ](t) ≤ Ct||f ||2Gβ (1 + ||f ||Gβ). (29)
Case 2: R > 1 We now consider the more delicate case, i.e., when R > 1. In our estimations in this case, besides
controlling the time, we also need to introduce a “small” parameter ǫ which we would fix in terms of β in the course
of our computations. As before, we estimate the terms in each of the three regions ∆j .
i)
IR2 (∆1)
=
∫ R+1
R
dx
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ x
0
∫ x
x−z
f(dy)f(dz)
√
w
x
eβx1(w = y + z − x ≥ 0)
≤
∫ R+1
R
dx
∫ t
0
dse−2(t−s)
√
xm(f)eβx
[∫ ∞
0
∫ ∞
0
1(0 ≤ w = y + z − x ≤ ǫ)f(dy)f(dz)
√
w
x
+
∫ x
ǫ
∫ x
x+ǫ−z
f(dy)f(dz)
√
w
x
1(w = y + z − x > ǫ)
]
≤
∫ R+1
R
dx
∫ t
0
dse−2(t−s)
√
xm(f) 1√
x
[
√
ǫ
∫ x+ǫ
0
∫ x+ǫ−z
max(0,x−z)
f(dy)f(dz)eβ(y+z−w)
+
∫ x
ǫ
∫ x
x+ǫ−z
f(dy)f(dz)
√
weβ(y+z−w)
]
≤ √ǫ||f ||Gβ
∫ R+1
R
dx
∫ t
0
dse−2(t−s)
√
xm(f) 1√
x
⌈x+ǫ⌉∑
k=0
∫ k+1
k
f(dz)eβz
+
∫ R+1
R
dx
∫ t
0
ds
e−2(t−s)
√
xm(f)
√
x
⌈x⌉∑
k=0
⌈x⌉∑
l=0
1(k + l > x+ ǫ)
∫ k+1
k
f(dz)eβz
∫ l+1
l
eβyf(dy)
√
we−βw
≤ √ǫ||f ||2Gβ
∫ R+1
R
dx
⌈x + ǫ⌉√
x
∫ t
0
dse−2(t−s)
√
xm(f)
+ ||f ||2Gβ
∫ R+1
R
dx
1√
x
∫ t
0
dse−2(t−s)
√
xm(f)
ǫ+⌈x⌉∑
m=ǫ
⌈x+m⌉∑
s=−⌊x+m⌋
√
me−βm
≤ C||f ||2Gβ
1
m(f)
(√
ǫ + e−β
)
,
where we choose ǫ = β−1 in order to ensure that the function g(x) =
√
xe−βx is monotone decreasing on (ǫ,∞).
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ii)
IR2 (∆2) =
∫ R+1
R
dx
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](x, ξ)
)∫ ∞
x
∫ x
0
f(dy)f(dz)eβx
√
y
x
≤
∫ t
0
ds
∫ R+1
R
dxeβx
∫ ∞
x
∫ x
0
f(dy)f(dz)
≤ C
∫ t
0
ds
∫ R+1
R
dxeβx
∞∑
k=x
∫ k+1
k
f(dz)eβze−βz
x∑
l=0
∫ l+1
l
f(dy)eβye−βy
≤ Ct||f ||2Gβ
The computation of IR2 (∆3) in this case can be done just like in the case R ≤ 1 with the result that
IR2 (∆3) ≤ Ct||f ||2Gβ .
We now estimate the cubic terms:
IR3 (∆1)
=
∫ R+1
0
∫ R+1
0
∫ min(y,z,y+z−R)
max(0,y+z−R−1)
eβ(y+z−w)
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](y + z − w, ξ)
)
f(dw)f(dy)f(dz)
√
w
y + z − x
≤
∫ R+1
0
∫ R+1
0
∫ min(y,z,y+z−R)
max(0,y+z−R−1)
∫ t
0
dse−2(t−s)
√
Rm(f)f(dw)f(dy)f(dz)
√
w
R
(1(0 ≤ w ≤ ǫ)
+1(w > ǫ))
Now ∫ R+1
0
∫ R+1
0
∫ min(y,z,y+z−R)
max(0,y+z−R−1)
∫ t
0
dse−2(t−s)
√
Rm(f)f(dw)f(dy)f(dz)
√
w
R
1(0 ≤ w ≤ ǫ)eβ(y+z−w)
≤
∫ t
0
dse−2(t−s)
√
Rm(f)
√
ǫ
R
∫ R+1
0
∫ ǫ
0
∫ w−z+R+1
max(0,w−z+R)
f(dy)f(dw)f(dz)eβ(R+1)
≤ √ǫ||f ||2Gβ
1
2Rm(f)
⌈R+1⌉∑
k=0
∫ k+1
k
dzf(dz)eβz
≤
√
ǫ
m(f)
||f ||3Gβ .
The other part is estimated as:∫ R+1
0
∫ R+1
0
∫ min(y,z,y+z−R)
max(0,y+z−R−1)
∫ t
0
dse−2(t−s)
√
Rm(f)f(dw)f(dy)f(dz)
√
w
R
eβ(y+z−w)1(w > ǫ)
≤
∫ t
0
dse−2(t−s)
√
Rm(f) 1√
R
∫ R+1
0
∫ R+1
ǫ
∫ w−z+R+1
max(0,w−z+R)
√
wf(dy)f(dw)f(dz)eβ(y+z−w)
≤
∫ t
0
dse−2(t−s)
√
Rm(f) 1√
R
∫ R+1
ǫ
√
wf(dw)e−βw
∫ R+1
0
f(dz)eβz
∫ w+R−z+1
max(0,w+R−z)
f(dy)eβy
≤
∫ t
0
dse−2(t−s)
√
Rm(f) 1√
R
||f ||Gβ
ǫ+⌈R+1⌉∑
ǫ
∫ k+1
k
f(dw)
√
we−βw
⌈R+1⌉∑
l=0
∫ l+1
l
f(dz)eβz
≤ ||f ||3Gβ
1
2Rm(f)
⌈R+ 1⌉
ǫ+1+⌈R⌉∑
k=ǫ
√
ke−2βk
≤ C||f ||3Gβ
1
m(f)
(√
ǫe−2βǫ + e−2β
)
.
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Thus:
IR3 (∆1) ≤ C||f ||3Gβ
(√
ǫ+ e−2β
m(f)
)
.
ii)
IR3 (∆2)
=
∫ ∞
R
∫ R+1
0
∫ min(z,y+z−R)
max(y,y+z−R−1)
eβ(y+z−w)
∫ t
0
ds exp
(
−
∫ t
s
dξa[f ](y + z − w, ξ)
)
f(dw)f(dy)f(dz)
√
y
y + z − w
≤
∫ R+1
R
∫ R+1
0
∫ min(z,y+z−R)
max(y,y+z−R−1)
eβ(y+z−w)
∫ t
0
dse(−2(t−s)
√
Rm(f))f(dw)f(dy)f(dz)
√
y
y + z − w
+
∫ ∞
R+1
∫ min(z,y+z−R)
max(y,y+z−R−1)
eβ(y+z−w)
∫ t
0
dse(−2(t−s)
√
Rm(f))f(dw)f(dy)f(dz)
√
y
y + z − w
Now: ∫ R+1
R
∫ R+1
0
∫ min(z,y+z−R)
max(y,y+z−R−1)
eβ(y+z−w)
∫ t
0
dse(−2(t−s)
√
Rm(f))f(dw)f(dy)f(dz)
√
y
y + z − w
≤
∫ R+1
R
∫ R+1
0
∫ min(w,w−z+R+1)
max(0,w−z+R)
eβ(y+z−w)
∫ t
0
dse(−2(t−s)
√
Rm(f))f(dy)f(dw)f(dz)
≤ Ct||f ||3Gβ .
The other part is evaluated as:
∫ ∞
R+1
∫ R+1
0
∫ min(z,y+z−R)
max(y,y+z−R−1)
eβ(y+z−w)
∫ t
0
dse(−2(t−s)
√
Rm(f))f(dw)f(dy)f(dz)
√
y
y + z − w
≤ t
√
ǫ
R
∫ ∞
R+1
∫ ǫ
0
∫ min(z,y+z−R)
max(y,y+z−R−1)
f(dw)f(dy)f(dz)eβ(R+1)+
+ t
eβ(R+1)√
R
∫ ∞
R+1
dz
∫ R+1
ǫ
∫ min(z,y+z−R)
max(y,y+z−R−1)
√
yf(dw)f(dy)f(dz)
≤ t
√
ǫ
R
||f ||3Gβeβ(R+1)
∞∑
k=R+1
e−βk+
+ ||f ||Gβ
eβ(R+1)√
R
∞∑
k=R+1
∫ k+1
k
dzf(z)
ǫ+1+⌈R⌉∑
l=ǫ
∫ l+1
l
dyf(y)
√
y
≤ Ct||f ||3Gβ
1√
R
(√
ǫ + e−β
)
Finally the term IR3 (∆3) is evaluated in the same way as in the case R < 1. In all the above estimates we keep in
mind the suppressed dependence of the measures f on the time variable s. Putting the estimates together and using
the fact that ǫ = β−1 we obtain, after taking supremum over R (since the right hand side of the above estimates do
not depend upon R) and s, the following bound:
||T [f ]||Gβ (t) ≤ ||f0||Gβ + C
(
t+
1
m(f)
√
β
)(
sup
0≤s≤t
||f(s, .)||Gβ
)2(
1 + sup
0≤s≤t
||f(s, .)||Gβ
)
The bound above means that, in Gβκ,T , given f(0, .), such that ||f0||Gβ < κ, one can choose a sufficiently small
time T∗ (depending on κ) and sufficiently large β (which of course depends on m(f)) such that, for T < T∗ and
0 ≤ t ≤ T :
||T [f ]||Gβ (t) ≤ ||f0||Gβ + C
(
T +
1
m(f)
√
β
)
κ2(1 + κ) ≤ κ
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i.e., the map T maps Gβκ,T to itself .
We now prove the following lemma:
Lemma 7 For T < T∗ the map T is weakly sequentially continuous in Gβκ,T .
Proof. Let {fn} be a sequence in Gβκ,T such that fn → f weakly in Gβκ,T . We want to show that T is continuous,
i.e., that we can pass to the limit in
∫∞
0
φ(x)T [fn](t, dx). We do this in several steps as follows:
First of all let us notice that:
an(s, x) =
∫ ∞
0
∫ ∞
0
W (w, x, y, z)fn(s, dw)fn(s, dy)1(z = x+ w − y ≥ 0)
+
∫ ∞
0
∫ ∞
0
W (w, x, y, z)fn(s, dw)fn(s, dz)1(y = x+ w − z ≥ 0)
+
∫ ∞
0
∫ ∞
0
W (w, x, y, z)fn(s, dw)dy1(z = x+ w − y ≥ 0)
=
∫ ∞
0
∫ ∞
0
W (w, x, y, z)fn(s, dw)fn(s, dy)1(z = x+ w − y ≥ 0)
+
∫ ∞
0
∫ ∞
0
W (w, x, y, z)fn(s, dw)fn(s, dz)1(y = x+ w − z ≥ 0)
+
∫ ∞
0
fn(s, dw)
∫ x+w
−(x+w)
W (w, x,
1
2
(x + w + ξ),
1
2
(x + w − ξ))dξ
We then notice that for x > 0, W (w, x, y, z) is a bounded continuous function of w, y, z. This means, by virtue
of the weak convergence of fn to f that:
lim
n→∞
∫ ∞
0
W (w, x, y, z)fn(s, dw)1(z = x+ w − y ≥ 0) =
∫ ∞
0
W (w, x, y, z)f(s, dw)1(z = x+ w − y ≥ 0),
and hence
lim
n→∞
∫ ∞
0
fn(s, dy)
∫ ∞
0
W (w, x, y, z)fn(s, dw)1(z = x+w−y ≥ 0) =
∫ ∞
0
f(s, dy)
∫ ∞
0
W (w, x, y, z)f(s, dw)1(z = x+w−y ≥ 0).
Similarly:
lim
n→∞
∫ ∞
0
∫ ∞
0
W (w, x, y, z)fn(s, dw)fn(s, dz)1(y = x+w−z ≥ 0) =
∫ ∞
0
∫ ∞
0
W (w, x, y, z)f(s, dw)f(s, dz)1(y = x+w−z ≥ 0).
For the limiting value of the last term, let us define:∫ x+w
−(x+w)
W (w, x,
1
2
(x+ w + ξ),
1
2
(x+ w − ξ))dξ = Φ(w, x).
Then Φ(w, x) is a continuous unbounded function such that on any set [L,∞], with L > 0 we have:∫ ∞
L
fn(s, dw)Φ(w, x) ≤ 2
∫ ∞
L
(x + w)fn(s, dw) ≤ C
(
xe−βL +
1√
L
E(fn)
)
,
where E(fn) denotes the energy associated with fn and is finite. This means the integral whose limiting value we
are interested in, can be made arbitrarily small on any [L,∞] by choosing a large enough L, while convergence is
guaranteed on compact sets (0, L). Thus:
lim
n→∞
∫ ∞
0
fn(s, dw)Φ(w, x) =
∫ ∞
0
f(s, dw)Φ(w, x).
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The above computations then mean that:
lim
n→∞
an(s, x) = a(s, x) > 0,
where
a(s, x) =
∫ ∞
0
∫ ∞
0
W (w, x, y, z)f(s, dw)f(s, dy)1(z = x+ w − y ≥ 0)
+
∫ ∞
0
∫ ∞
0
W (w, x, y, z)f(s, dw)f(s, dz)1(y = x+ w − z ≥ 0)
+
∫ ∞
0
∫ ∞
0
W (w, x, y, z)f(s, dw)dy1(z = x+ w − y ≥ 0).
Also,
lim
n→∞
Ψn(s, x) = Ψ(s, x),
where
Ψn(s, x) = e
− ∫ t
0
an(s,x)ds.
In the following computations we will encounter the term below:
Ψn(t, x)
Ψn(s, x)
= e−
∫
t
s
an(ξ,x)dξ < 1.
We now focus our attention on:
In =
∫ ∞
0
φ(x)
∫ t
0
ds
Ψn(t, x)
Ψn(s, x)
J [fn](s, dx).
This consists of two cubic and one quadratic terms in fn. We look at the relevant limits below:
I1,n =
∫ t
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
Ψn(t, x)
Ψn(s, x)
φ(x)W (w, x, y, z)fn(s, dx)fn(s, dy)fn(s, dz)ds
=
∫ t
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
Ψ(t, x)
Ψ(s, x)
φ(x)W (w, x, y, z)f(s, dx)fn(s, dy)fn(s, dz)ds
+
∫ t
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
[
Ψn(t, x)
Ψn(s, x)
fn(s, dx)− Ψ(t, x)
Ψ(s, x)
f(s, dx)
]
W (w, x, y, z)φ(x)fn(s, dy)fn(s, dz),
where we write the last term as follows:
∆I1,n =
∫ t
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
[
Ψn(t, x)
Ψn(s, x)
fn(s, dx)− Ψ(t, x)
Ψ(s, x)
fn(s, dx)
+
Ψ(t, x)
Ψ(s, x)
fn(s, dx) − Ψ(t, x)
Ψ(s, x)
f(s, dx)
]
W (w, x, y, z)φ(x)fn(s, dy)fn(s, dz)
≤
∫ t
0
∫ ∞
0
∫ ∞
0
(∫ ∞
0
|Ψn(t, x)
Ψn(s, x)
− Ψ(t, x)
Ψ(s, x)
|fn(s, dx)W (w, x, y, z)φ(x)
)
fn(s, dy)fn(s, dz)
+
∫ t
0
∫ ∞
0
∫ ∞
0
(
|
∫ ∞
0
Ψ(t, x)
Ψ(s, x)
W (w, x, y, z)φ(x)fn(s, dx)−
∫ ∞
0
Ψ(t, x)
Ψ(s, x)
W (w, x, y, z)φ(x)f(s, dx)|
)
fn(s, dy)fn(s, dz)
= ∆I11,n +∆I21,n.
We will first estimate the error term ∆I21,n. Let
ζt,s(w, x, y, z) =
Ψ(t, x)
Ψ(s, x)
W (w, x, y, z)φ(x).
Then for x > 0 ζt,s(w, x, y, z) is a continuous bounded function of its arguments and hence:
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lim
n→∞
∫ ∞
0
ζt,s(w, x, y, z)fn(s, dx) =
∫ ∞
0
ζt,s(w, x, y, z)f(s, dx),
which means that ∆I21,n can be made arbitrarily small by choosing n large enough.
We now turn to the other error term ∆I11,n. Let us first note that
Ψn(t, x)
Ψn(s, x)
→ Ψ(t, x)
Ψ(s, x)
,
as n → ∞ point wise by dominated convergence. We can now use Egorov’s theorem, which asserts that for ǫ > 0
there is a measurable subset B of R+ such that fn(B) < ǫ and
Ψn(t,x)
Ψn(s,x)
converges to Ψ(t,x)Ψ(s,x) uniformly on R+ \B.
Then:
∆I11,n =
∫ t
0
∫ ∞
0
∫ ∞
0
(∫
R+\B
|Ψn(t, x)
Ψn(s, x)
− Ψ(t, x)
Ψ(s, x)
|fn(s, dx)W (w, x, y, z)φ(x)
)
fn(s, dy)fn(s, dz)
+
∫ t
0
∫ ∞
0
∫ ∞
0
(∫
B
|Ψn(t, x)
Ψn(s, x)
− Ψ(t, x)
Ψ(s, x)
|fn(s, dx)W (w, x, y, z)φ(x)
)
fn(s, dy)fn(s, dz)
≤
∫ t
0
∫ ∞
0
∫ ∞
0
(∫
R+\B
|Ψn(t, x)
Ψn(s, x)
− Ψ(t, x)
Ψ(s, x)
|fn(s, dx)W (w, x, y, z)φ(x)
)
fn(s, dy)fn(s, dz)
Cǫ,
where C is some positive constant. Clearly this can be made arbitrarily small just by choosing n large enough and ǫ
small enough. We thus conclude that the term ∆I1,n can be made as small as we wish. Let us now turn to In again.
I1,n = ∆I1,n +
∫ t
0
∫ ∞
0
∫ ∞
0
[∫ ∞
0
Ψ(t, x)
Ψ(s, x)
W (w, x, y, z)f(s, dx)
]
fn(s, dy)fn(s, dz)ds
= ∆I1,n +
∫ t
0
ds
∫ ∞
0
fn(s, dy)
∫ ∞
0
fn(s, dz)F (t, s; y, z),
where
F (t, s; y, z) =
∫ ∞
0
Ψ(t, x)
Ψ(s, x)
W (w, x, y, z)f(s, dx),
is a continuous and bounded function of s, y, z. Thus:
I1,n = ∆I1,n +
∫ t
0
ds
∫ ∞
0
fn(s, dy)
∫ ∞
0
(fn(s, dz)− f(s, dz))F (t, s; y, z) +
∫ t
0
ds
∫ ∞
0
fn(s, dy)
∫ ∞
0
f(s, dz)F (t, s; y, z)
= ∆I1,n + δIn +
∫ t
0
ds
∫ ∞
0
fn(s, dy)
∫ ∞
0
f(s, dz)F (t, s; y, z),
where
δIn =
∫ t
0
ds
∫ ∞
0
fn(s, dy)
∫ ∞
0
(fn(s, dz)− f(s, dz))F (t, s; y, z).
Evidently both δIn and ∆I1,n can be made arbitrarily small while
lim
n→∞
∫ t
0
ds
∫ ∞
0
fn(s, dy)
∫ ∞
0
f(s, dz)F (t, s; y, z) =
∫ t
0
ds
∫ ∞
0
f(s, dy)
∫ ∞
0
f(s, dz)F (t, s; y, z).
Thus we finally have:
lim
n→∞ I1,n =
∫ t
0
ds
∫ ∞
0
f(s, dy)
∫ ∞
0
f(s, dz)
∫ ∞
0
Ψ(t, x)
Ψ(s, x)
W (w, x, y, z)f(s, dx) = I1.
For the other cubic term can be written as follows:
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I2,n =
∫ t
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
Ψn(t, x)
Ψn(s, x)
W (w, x, y, z)φ(x)fn(s, dw)fn(s, dy)fn(s, dz)1(x = y + z − w ≥ 0)
=
∫ t
0
∫ ∞
0
∫ ∞
0
(∫ y+z
0
Ψn(t, y + z − w)
Ψn(s, y + z − w)φ(y + z − w)W (w, y + z − w, y, z)fn(s, dw)
)
fn(s, dy)fn(s, dz).
This is then evaluated in the same manner as I1,n and the quadratic term is similarly dealt with, proving that
the operator T is indeed continuous in the metric space Gβκ,T∗ .
Lemma 8 Suppose ||f0||Gβ < κ and T < T∗ is as in lemma 3. The operator T is weakly compact in Gβκ,T .
Proof. For any f ∈ Gβκ,T and any continuous bounded function φ, let us define the following function:
Aφ[f ](t) =
∫ ∞
0
φ(x)T [f ](t, dx).
We now show that this function is Lipshitz continuous in time. Differentiating both sides we have:
| ∂
∂t
Aφ[f ](t)| ≤
∫ ∞
0
|a(x, t)| exp
(
−
∫ t
0
a(x, s)ds
)
f(0, dx)φ(x) + (30)
+
∫ ∞
0
φ(x)
∫ t
0
ds|a(x, t)| exp
(
−
∫ t
s
a(x, ξ)dξ
)
J [f ](s, dx) +
∫ ∞
0
φ(x)J [f ](t, dx).
We now use:
|a(x, t)| ≤ 2√xm(f)+2x
∫ x
0
1
3
(w
x
) 3
2
f(t, dw)+2x
∫ ∞
x
(
1
3
+
w
x
)
f(t, dw)+2
∫ ∞
0
∫ ∞
0
W (w, x, y, z)f(t, dw)f(t, dy),
and the bounds achieved in lemma 3 to obtain that the right hand side of (30) is bounded for 0 ≤ t ≤ T .
Thus Aφ[f ](t) is Lipshitz continuous and since the Lipshitz bound holds for any f ∈ Gβκ,T , we can conclude that
the family T [f ](t, .) is equicontinuous. Thus the map T is weakly compact.
Lemmas 3, 4 and 5 then imply the following local existence theorem:
Theorem 9 Let f0 ∈ Gβ. Then there exists κ > ||f0||Gβ and a time T > 0 depending on ||f0||Gβ such that there
exists, for 0 ≤ t ≤ T , a solution f(t, .) ∈ Gβκ,T of (12) in the sense of (23) and (24).
Proof. This is just a consequence of the fact that the time evolution operator T : Gβκ,T → Gβκ,T , since it is weakly
sequentially continuous and weakly compact , must have a fixed point f ∈ Gβκ,T by the Schauder-Tychonoff theorem.
It is then clear that this f must satisfy (23) and (24) by virtue of the definition (25).
We will now prove that the obtained measure-valued solution conserves mass and energy. For any f ∈ Gβκ,T let
us define an associated density:
g(., dx) =
√
xf(., dx).
Then the mass and energy functionals associated with the measure f(., dx) are :
m(f) =
∫
R+
g(., dx),
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and
e(f) =
∫
R+
xg(., dx).
We now prove the following lemma:
Lemma 10 Let f ∈ Gβκ,T be a measure-valued solution of (12) in the sense of (23) and (24). Let g be the associated
density. Then:
∂
∂t
(∫
R+
g(t, dx)
)
=
∂
∂t
(∫
R+
xg(t, dx)
)
= 0, a.e. t ∈ [0, T ]
Proof. We will prove this lemma in two steps.
First let us note the equation below, for any φ ∈ C([0, T ]× [0,∞)), which follows from the definition of g:∫ ∞
0
g(t, dx)φ(x, t)
=
∫ ∞
0
φ(x, t)Ψ(t, x)g(0, dx) +
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ t
0
ds
(
Ψ(t, x)
Ψ(s, x)
)
φ(x, t)Φ(w, x, y, z)
g(s, dy)g(s, dz)dx√
yz
1(w = y + z − x ≥ 0)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ t
0
ds
(
Ψ(t, x)
Ψ(s, x)
)
φ(x, t)Φ(w, x, y, z)
g(s, dx)g(s, dy)g(s, dz)√
xyz
1(w = y + z − x ≥ 0)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ t
0
ds
(
Ψ(t, x)
Ψ(s, x)
)
φ(x, t)Φ(w, x, y, z)
g(s, dw)g(s, dy)g(s, dz)√
wyz
1(x = y + z − w ≥ 0),
where Φ(w, x, y, z) = min(
√
w,
√
x,
√
y,
√
z) and
Ψ(s, x) = e−
∫
t
0
a(s,x)ds.
Since a(t, x) is bounded on compact sets in [0, T ] × [0,∞), we can differentiate both sides with respect to t and
obtain:
∂
∂t
(∫ ∞
0
φ(x, t)g(t, dx)
)
=
∫ ∞
0
g(t, dx)
∂
∂t
φ(x, t) −
∫ ∞
0
φ(x, t)a(x, t)g(t, dx)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x, t)Φ(w, x, y, z)
g(t, dy)g(t, dz)dx√
yz
1(w = y + z − x ≥ 0)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x, t)Φ(w, x, y, z)
g(t, dx)g(t, dy)g(t, dz)√
xyz
1(w = y + z − x ≥ 0)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x, t)Φ(w, x, y, z)
g(t, dw)g(t, dy)g(t, dz)√
wyz
1(x = y + z − w ≥ 0)
We now plug into the above equation the definition (14) for a(x, t) and observe that in the resulting equation the
cubic and the quadratic terms can be collected and combined as follows, after a change of variables:∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x, t)Φ(w, x, y, z)
g(t, dx)g(t, dy)g(t, dz)√
xyz
1(w = y + z − x ≥ 0)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x, t)Φ(w, x, y, z)
g(t, dw)g(t, dy)g(t, dz)√
wyz
1(x = y + z − w ≥ 0)
−
∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x, t)Φ(w, x, y, z)
g(t, dx)g(t, dw)g(t, dy)√
wxy
1(z = x+ w − y ≥ 0)
−
∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x, t)Φ(w, x, y, z)
g(t, dw)g(t, dx)g(t, dz)√
wxz
1(y = x+ w − z ≥ 0)
=
∫ ∞
0
∫ ∞
0
∫ ∞
0
[φ(w, t) + φ(x + y − w, t)− 2φ(x, t)] Φ(w, x, y, z)g(t, dx)g(t, dw)g(t, dy)√
wxy
1(x+ y = z + w).
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Similarly, for the quadratic terms:∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x, t)Φ(w, x, y, z)
g(t, dy)g(t, dz)dx√
yz
1(w = y + z − x ≥ 0)
−
∫ ∞
0
∫ ∞
0
∫ ∞
0
φ(x, t)Φ(w, x, y, z)
g(t, dx)g(t, dw)dz√
wx
1(y = x+ w − z ≥ 0)
=
∫ ∞
0
∫ ∞
0
∫ ∞
0
[φ(w, t) + φ(x + y − w, t)− 2φ(x, t)] Φ(w, x, y, z)g(t, dx)g(t, dw)g(t, dy)√
wxy
1(x+ y = z + w)
Thus:
∂
∂t
(∫ ∞
0
φ(x, t)g(t, dx)
)
=
∫ ∞
0
g(t, dx)
∂
∂t
φ(x, t) + (31)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
[φ(w, t) + φ(x + y − w, t)− 2φ(x, t)] Φ(w, x, y, z)g(t, dx)g(t, dw)g(t, dy)√
wxy
1(x+ y = z + w)
+
∫ ∞
0
∫ ∞
0
∫ ∞
0
[φ(w, t) + φ(x + y − w, t)− 2φ(x, t)] Φ(w, x, y, z)g(t, dx)g(t, dw)g(t, dy)√
wxy
1(x+ y = z + w)
=
∫ ∞
0
g(t, dx)
∂
∂t
φ(x, t) +G3[φ] +G2[φ],
where G3 and G2 denote the cubic and quadratic terms in g respectively. We now apply equation (31) to a
sequence of test functions defined as follows:
φn(x) = xζn(x),
where,
ζn(x) = 1, x ≤ n
= 0, x ≥ n+ 1
and ζ′n ≤ 0.
Then it easy to see that the finiteness of the energy integral implies:
lim
n→∞G3[φn] = G3[φ˜] = 0,
where φ˜(x) = x.
To conclude that the integral G2[φn] is convergent as well, it is enough to notice the following estimates:∫ ∞
0
Φ(w, x, y, z) [φn(w, t) + φn(x+ y − w, t)− 2φ(x, t)] 1(x+ y = w + z)
≤ min(√x,√y)
∫ x+y
0
dw [φn(w, t) + φn(x+ y − w, t)− 2φ(x, t)]
≤ min(√x,√y)(x+ y)2,
which in turn implies:
G2[φn] ≤ C
∫ ∞
0
y
3
2 g(t, dy)
∫ y
0
g(t, dx).
The right hand side is finite, since the moments of f ∈ Gβκ are finite. Thus one can the limit of the quadratic term
as:
lim
n→∞
G2[φn] = G2[φ˜] = 0,
as before.
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Thus equation (31) implies, when we evaluate it for the test function φn and take the limit:
∂
∂t
(∫ ∞
0
φ˜(x, t)g(t, dx)
)
= 0 a.e. t ∈ [0, T ],
where φ˜(x) = x.
This proves the conservation of energy. The conservation of mass follows by a similar argument.
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