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Abstract
Strong typicality, which is more powerful for theorem proving than weak typicality, can be applied
to ﬁnite alphabets only, while weak typicality can be applied to countable alphabets. In this paper, the
relation between typicality and information divergence measures is discussed. The new deﬁnition of
information divergence measure in this paper leads to the deﬁnition of a uniﬁed typicality for ﬁnite or
countably inﬁnite alphabets which is stronger than both weak typicality and strong typicality. Uniﬁed
typicality retains the asymptotic equipartition property and the structural properties of strong typicality,
and it can potentially be used to generalize those theorems which are previously established by strong
typicality to countable alphabets. The applications in rate-distortion theory and multi-source network
coding problems are discussed.
I. INTRODUCTION
Weak typicality was ﬁrst introduced by Shannon [1] to establish the source coding theorem,
while strong typicality was ﬁrst used by Wolfowitz [2] for proving channel coding theorems and
then by Berger [3] for proving the rate-distortion theorem and various results in multi-terminal
source coding. The concept of typicality was elaborated by Wolfowitz in the book [2]. Together
with others works (more history can be found in [4]), the ideas in [2] were systematically
developed into the method of types by Csisz´ ar and K¨ orner [5]. Both strong typicality and weak
typicality are widely used in information theory, and their details can be found in standard
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textbooks [6][7]. Strong typicality possesses stronger properties compared with weak typicality
[6], and hence it is instrumental to proving stronger results. The additional power afford by strong
typicality is particularly useful in universal coding, rate-distortion theory and large deviation
theory [7, P. 357]. For example, the rate-distortion theorem established by strong typicality is
stronger than the one established by weak typicality [7, Sec. 13.6]. Strong typicality is also used
in proving results in source coding with side information [7, P. 579], rate distortion with side
information [7, P. 585] and relay channel [8]. The remark on [8, Sec. II] asserts that strong
typicality is crucial in the proof of [8, Theorem 6].
Unfortunately, strong typicality can only be used for random variables deﬁned on ﬁnite
alphabets, and hence those theories proved by it suffer the same limitation. When it is important
for a theorem, e.g., the source coding theorem, to be independent of the alphabet size [9], we
can only use weak typicality in the proof because weak typicality can be applied to countable
alphabets1. Therefore, weak typicality and strong typicality are used in different problems in
information theory. In other words, a notion of typicality that can fully characterize the asymptotic
behavior of a memoryless source is lacking. One of the aims in this paper is to deﬁne a new
typicality which can be applied to countable alphabets while retaining the structural properties of
strong typicality. Then those theories that have been established by strong typicality can readily
be extended to countable alphabets. Furthermore, researchers can apply this new typicality in
place of strong typicality to avoid the assumption of ﬁnite alphabet and to prove some results
which cannot be proved by weak typicality.
This paper also serves to characterize the asymptotic behavior of a memoryless source. New
results on estimating the source distribution and entropy which are independent of the alphabet
size are obtained. These results can improve some existing results for those source distribution
that have a ﬁnite but long tail. They are also instrumental in proving the main results in this
paper, and they may have further applications in different problems.
The most important observation in this paper is the one-to-one correspondence between
different deﬁnitions of typicality and divergence measures. We ﬁrst express the deﬁnitions of
weak typicality and strong typicality in terms of information divergence measures in Section II.
After that, we deﬁne in Section III a new divergence measure which induces a new typicality for
1Countable alphabet means an alphabet which can be ﬁnite or countably inﬁnite
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univariate distributions. Then in Section IV, we extend the results to bivariate distributions. The
new typicality, called uniﬁed typicality, shares the same asymptotic equipartition property with
both weak and strong typicalities. Moreover, it satisﬁes a conditional asymptotic equipartition
property that is satisﬁed by strong typicality but not weak typicality. After that, the applications
of uniﬁed typicality to rate-distortion theory and multi-source network coding are discussed
before we conclude our paper in Section VI. In this paper, the base of the logarithm is 2.
II. WEAK TYPICALITY AND STRONG TYPICALITY
The main observation in this section is that the deﬁnitions of weak typicality and strong
typicality can be expressed in terms of entropy and information divergence measures. Consider
an information source fXk;k  1g where Xk are i.i.d. with distribution P = fp(x)g on a
countable alphabet X. We use X to denote the generic random variable and H(X) to denote
the common entropy for all Xk, where H(X) < 1. Let X = (X1;X2;:::;Xn). For a sequence
x = (x1;x2;:::;xn) 2 X n, we call Q = fq(x;x)g2 the empirical distribution of the sequence x,
where q(x;x) = n 1N(x;x) and N(x;x) is the number of occurrences of x in the sequence x.
The empirical distribution of the sequence x is also called the type of x [5]. Then the probability
of observing a sequence x from the source fXkg is
p(x) =
Y
x2X
p(x)
N(x;x) =
Y
x2X
p(x)
nq(x;x);
so that the empirical entropy can be written as
 
1
n
logp(x) =  
1
n
X
x
nq(x;x)logp(x)
=
X
x
q(x;x)log
q(x;x)
p(x)
 
X
x
q(x;x)logq(x;x)
= D(QjjP) + H(Q); (1)
where D(QjjP) is the Kullback-Leibler divergence between the empirical distribution of the
sequence x and the probability distribution of X. Thus the deﬁnition of weak typicality [6][7]
can be rewritten as follows.
2When there is no ambiguity, q(x;x) is simpliﬁed as q(x).
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Deﬁnition 1 (Weak typicality): For any  > 0, the weakly typical set W n
[X] with respect to
p(x) is the set of sequences x = (x1;x2;:::;xn) 2 X n such that
jD(QjjP) + H(Q)   H(P)j  : (2)
Strong typicality has been deﬁned in slightly different forms in [3][5][6], but these deﬁnitions
are essentially the same when the alphabet is ﬁnite. Here we adopt the deﬁnition in [6] which
is the simplest and also the most convenient for our discussion. By using the same notation
except that X is assumed to be ﬁnite, the deﬁnition of strong typicality in [6] can be rewritten
as follows.
Deﬁnition 2 (Strong typicality): For any  > 0, the strongly typical set T n
[X] with respect
to p(x) is the set of sequences x = (x1;x2;:::;xn) 2 X n such that q(x;x) = 0 for p(x) = 0 and
V (Q;P)  ; (3)
where V (Q;P) =
P
x jq(x;x)   p(x)j is the variational distance between the empirical
distribution of the sequence x and the probability distribution of X.
Weak typicality has signiﬁcant implications due to the weak Asymptotic Equipartition Property
(weak AEP) [6][7].
Theorem 1 (Weak AEP): For any  > 0:
1) If x 2 W n
[X], then
2
 n(H(X)+)  p(x)  2
 n(H(X) ):
2) For sufﬁciently large n,
PrfX 2 W
n
[X]g > 1   :
3) For sufﬁciently large n,
(1   )2
n(H(X) )  jW
n
[X]j  2
n(H(X)+):
Strong typicality applying to ﬁnite alphabet shares similar properties with weak typicality,
namely the strong AEP [6], which will not be repeated here. As we will see later, strong typicality
can show properties which cannot be shown by weak typicality. That is why strong typicality
is more powerful comparing with weak typicality. However, strong typicality cannot be applied
to countable inﬁnite alphabets. Since jXj is involved in the proofs of strong AEP [3][7][6], the
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proofs become invalid when jXj = 1. Therefore, the theorems proved by using strong typicality
cannot be applied to any distribution with countable inﬁnite alphabet. Although strong typicality
applying to countable alphabet does not have properties similar to Property 1 and Property 3 in
Theorem 1, a property similar to Property 2 still holds which is stated in the following lemma.
Lemma 2: For any  > 0,
PrfX 2 T
n
[X]g = PrfV (P;Q)  g  1   (2
M   2)exp

 n2
18

; (4)
where M is the smallest integer satisfying
1 X
i=M
p(x) 

3
: (5)
Proof: In this proof, we use [10, Prop. 1] which says that if the true distribution P has a
ﬁnite number of probability masses, say L, then
PrfV (P;Q)  g  1   (2
L   2)exp

 
n2
2

: (6)
Let M be the integer as prescribed in the lemma. Let
P
0 =
(
p(1);p(2);:::;p(M   1);
1 X
x=M
p(x)
)
and
Q
0 =
(
q(1;x);q(2;x);:::;q(M   1;x);
1 X
i=M
q(i;x)
)
;
where P0 and Q0 both have M probability masses3. Assume V (P0;Q0)  
3, i.e.,
V (P
0;Q
0) =
M 1 X
x=1
jp(x)   q(x;x)j +

   
1 X
x=M
p(x)  
1 X
x=M
q(x;x)

   


3
: (7)
Let
1 =
M 1 X
x=1
jp(x)   q(x;x)j (8)
and
2 =
  
 
1 X
x=M
p(x)  
1 X
x=M
q(x;x)
  
 
; (9)
3A similar trick can be found in [11].
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so that 1 + 2  
3. Consider
1 X
x=M
jp(x)   q(x;x)j 
1 X
x=M
q(x;x) +
1 X
x=M
p(x)
=
1 X
x=M
q(x;x)  
1 X
x=M
p(x) + 2
1 X
x=M
p(x)

1 X
x=M
q(x;x)  
1 X
x=M
p(x) +
2
3
 2 +
2
3
;
where the second inequality follows from (5) and the last inequality follows from (9). Then by
(8), we get
1 X
x=1
jp(x)   q(x;x)j  1 + 2 +
2
3
 : (10)
Since (7) implies (10), we have
Pr
(
1 X
x=1
jp(x)   q(x;x)j  
)
 Pr

V (P
0;Q
0) 

3

 1   (2
M   2)exp

 n2
18

; (11)
where the last inequality follows from (6).
Remarks:
i) This lemma says that the variational distance between the true distribution and the empirical
distribution converges to 0 in probability as long as the alphabet is countable. This is in
some sense an enhancement of [10, Prop. 1].
ii) If the true distribution has a long tail, this result can give a bound tighter than that in [10,
Prop. 1].
iii) Neither ﬁnite alphabet nor ﬁnite variance is assumed in this lemma. This is important in
the later parts of the paper.
When we consider a ﬁnite alphabet X, strong typicality is more powerful than weak typicality
as a tool for theorem proving for memoryless problems. In this case, strong typicality is in fact
stronger than weak typicality because for any x 2 X n, if x 2 T n
[X], then x 2 W n
[X] where
 =   log(minx p(x)) [6, p. 82]. However, this does not hold when we consider a countable
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alphabet X. We now argue that strongly typical set may not be a subset of weakly typical set no
matter how small  is. By the discontinuity of the Shannon entropy [12], there exist probability
distributions P and Q deﬁned on a countable alphabet such that both D(QjjP) and V (Q;P)
are small but jH(Q) H(P)j is large. This means that P and Q satisfy the condition in (3) but
not the condition in (2) since
jD(QjjP) + H(Q)   H(P)j  jD(QjjP)   jH(Q)   H(P)jj:
In short, strong typicality does not imply weak typicality when the alphabet is countable.
Moreover, the strong AEP does not necessarily hold for countably inﬁnite alphabet. We refer
the reader to Problem 3 in Chapter 6 in [6].
III. UNIFIED TYPICALITY
We have seen in the last section that weak typicality and strong typicality can be deﬁned in
terms of properly chosen information divergence measures. In this section, we introduce a new
information divergence measure and discuss the properties of the typicality it induces. We will
show that this new typicality uniﬁes both weak typicality and strong typicality.
We again consider an information source fXk;k  1g where Xk are i.i.d. with distribution
P = fp(x)g deﬁned on a countable alphabet X and H(P) < 1.
Deﬁnition 3 (Uniﬁed typicality): For any  > 0, the uniﬁed typical set Un
[X] with respect
to p(x) is the set of sequences x = (x1;x2;:::;xn) 2 X n such that
D(QjjP) + jH(Q)   H(P)j  : (12)
Note that in the above deﬁnition, we do not specify any constraint on jXj. The support of the
distribution P of the generic random variable X can be either ﬁnite or countably inﬁnite. The
former case can be regarded as equivalent to requiring jXj to be ﬁnite as in the deﬁnition of
strong typicality.
Uniﬁed typicality shares a similar AEP with weak and strong typicalities to be proved in the
following theorem. The proof can also illustrate the relationship among weak typicality, strong
typicality and uniﬁed typicality.
Theorem 3 (Uniﬁed AEP): For any  > 0:
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1) If x 2 Un
[X], then
2
 n(H(X)+)  p(x)  2
 n(H(X) ):
2) For sufﬁciently large n,
PrfX 2 U
n
[X]g > 1   :
3) For sufﬁciently large n,
(1   )2
n(H(X) )  jU
n
[X]j  2
n(H(X)+):
The following Lemma 4 [13, Theorem 8] will be used in the proof.
Deﬁnition 4: For an unnormalized distribution ~ P = (~ p1; ~ p2;:::; ~ pL) which can be normalized
by a positive constant   1 so that ( 1~ p1; 1~ p2;:::; 1~ pL) is a probability distribution with
L probability masses, let
H( ~ P) =  
L X
i=1
~ pi log ~ pi:
Lemma 4: Let ~ P = (~ p1; ~ p2;:::; ~ pN) and ~ Q = (~ q1; ~ q2;:::; ~ qN) be two unnormalized
distributions which can be normalized by two positive constants   1 and   1 so that
( 1~ p1; 1~ p2;:::; 1~ pN) and ( 1~ q1; 1~ q2;:::; 1~ qN) are two probability distributions. If4
V ( ~ P; ~ Q) =
N X
i=1
j~ pi   ~ qij  ;
then
jH( ~ Q)   H( ~ P)j 
8
<
:
 log + logN  < 1
logN   1:
Proof of Theorem 3: To prove Property 1, we have for any x 2 Un
[X],
  D(QjjP) + jH(Q)   H(P)j
 jD(QjjP) + H(Q)   H(P)j: (13)
Thus x 2 W n
[X]. By Property 1 in Theorem 1,
2
 n(H(X)+)  p(x)  2
 n(H(X) ):
4Here, the deﬁnition of variational distance is extended to accept unnormalized distributions as arguments.
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This proves Property 1.
To prove Property 2, assume that a random sequence X is generated from the information
source fXk;k  1g. Fix  > 0 and let
 =

3
: (14)
For any probability distribution P = fp(x)g such that H(P) < 1, we can ﬁnd an integer N
such that
 
1 X
x=N+1
p(x)logp(x) 

2
: (15)
Let 0 <  < min

; 1
2
	
be a positive real number satisfying
  log +  logN 

2
: (16)
Such a  exists because the L.H.S. of (16) tends to 0 as  ! 0.
We now show that
W
n
[X] \ T
n
[X]  U
n
[X]: (17)
Consider any x 2 W n
[X] \ T n
[X]. Then x satisﬁes
jD(QjjP) + H(Q)   H(P)j   (18)
and
V (Q;P)  : (19)
By (18),
  D(QjjP) + H(Q)   H(P)  H(Q)   H(P); (20)
and by (19),
  V (Q;P) =
1 X
x=1
jq(x)   p(x)j 
N X
x=1
jq(x)   p(x)j: (21)
If the two ﬁnite distributions P0 = fp(1);p(2);:::;p(N)g and Q0 = fq(1);q(2);:::;q(N)g were
normalized, then we have jH(Q0)   H(P0)j ! 0 as  ! 0 by (21) and the continuity of the
entropy function for ﬁnite alphabet. Although here P0 and Q0 are not normalized, Lemma 4
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shows that jH(Q0)   H(P0)j is upper bounded by the L.H.S. of (16). It then follows from (16)
that
 

2
  
N X
x=1
q(x)logq(x) +
N X
x=1
p(x)logp(x) 

2
:
So
H(Q)   
N X
x=1
q(x)logq(x)
  
N X
x=1
p(x)logp(x)  

2
= H(P) +
1 X
x=N+1
p(x)logp(x)  

2
 H(P)   ;
where the last inequality follows from (15). Together with (20), we obtain
jH(Q)   H(P)j  : (22)
An upper bound on D(QjjP) can also be obtained as
D(QjjP)  D(QjjP)   jH(Q)   H(P)j + 
 jD(QjjP) + H(Q)   H(P)j + 
 2;
where the last inequality follows from (18). Together with (22), this gives
D(QjjP) + jH(Q)   H(P)j  3 =  (23)
(cf. (14)), i.e., x 2 Un
[X], proving (17). It then follows that
PrfX 2 U
n
[X]g
 PrfX 2 W
n
[X] \ T
n
[X]g
= 1   PrfX 2 (W
n
[X])
c [ (T
n
[X])
cg
 1   (PrfX 2 (W
n
[X])
cg + PrfX 2 (T
n
[X])
cg) (24)
= PrfX 2 W
n
[X]g + PrfX 2 T
n
[X]g   1:
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From Property 2 in Theorem 1 and Lemma 2, we have PrfX 2 W n
[X]g > 1   , and PrfX 2
T n
[X]g > 1  > 1 , for sufﬁciently large n, where    can be seen from the choice of  in
(16). By using  =

3 from (14), we obtain PrfX 2 Un
[X]g > 1 2 > 1 , proving Property 2.
To prove Property 3, we use the lower bound on p(x) for x 2 Un
[X] obtained in Property 1
and consider
jU
n
[X]j2
 n(H(X)+)  PrfX 2 U
n
[X]g  1;
which implies jUn
[X]j  2n(H(X)+). On the other hand, by using the upper bound on p(x) for
x 2 Un
[X] obtained in Property 1 and the lower bound on PrfX 2 Un
[X]g obtained in Property
2 for sufﬁciently large n, we have
jU
n
[X]j2
 n(H(X) )  PrfX 2 U
n
[X]g  1   ;
which implies
jU
n
[X]j  (1   )2
n(H(X) ):
Thus
(1   )2
n(H(X) )  jU
n
[X]j  2
n(H(X)+):
The theorem is proved.
Remarks:
i) Since the weak law of large numbers for i.i.d. random variables requires only ﬁnite mean
[14], the assumption H(P) < 1 implies limn!1 PrfX 2 W n
[X]g = 1. Together with
Lemma 2, here in Theorem 3 we only require that X is countable and H(P) < 1.
ii) Theorem 3 shows that for a countable alphabet X, a) H(Q) converges in probability
to H(P), i.e., the entropy of the empirical distribution of the sequence x converges in
probability to the true entropy H(X) and b) Q converges in probability to P with respect
to Kullback-Leibler divergence, i.e., limn!1 PrfD(QjjP) > g = 0 for any  > 0. Note
that the entropy of the empirical distribution, H(Q), is different from the empirical entropy
in (1).
iii) The bound jUn
[X]j  2n(H(X)+) in 3) holds even for small n.
The proof of Theorem 3 implies the following corollary.
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Corollary 5: Let  and  be as speciﬁed in (14) and (16), respectively. Then
W
n
[X] \ T
n
[X]  U
n
[X]: (25)
Together with the following theorem, the relationship among weakly typical set, strongly
typical set and uniﬁed typical set is illustrated. In the following theorem, we will prove that
uniﬁed typicality is stronger than both weak typicality and strong typicality for countable
alphabet. This is analogous to the fact that strong typicality is stronger than weak typicality
for ﬁnite alphabet as discussed in Section II.
Theorem 6: For any x 2 X n, if x 2 Un
[X], then x 2 W n
[X] and x 2 T n
[X], where  =
p
  2ln2.
Proof: For any x 2 Un
[X], x 2 W n
[X] due to (13). Moreover,
  D(QjjP) + jH(Q)   H(P)j  D(QjjP) 
1
2ln2
V (Q;P)
2
by Pinsker’s inequality (see e.g., [6]). Thus V (Q;P) 
p
  2ln2: At the same time, q(x) = 0
for those x such that p(x) = 0 because D(QjjP) is bounded. Therefore x 2 T n
[X], where
 =
p
  2ln2.
Remarks:
i) Theorem 6 can readily be extended to multivariate distributions. The proof is omitted.
ii) It can be seen from the above proof that the deﬁnition of strong typicality in Deﬁnition 2 can
be strengthened by replacing the variational distance by the Kullback-Leibler divergence,
while preserving the AEP.
iii) The uniﬁed AEP in Theorem 3 implies that for any countable alphabet X, both D(QjjP) and
jH(Q) H(P)j vanish in probability as n ! 1. Since D(QjjP) ! 0 implies V (P;Q) ! 0,
where the latter is in fact the strong AEP when X is ﬁnite. We conclude that the uniﬁed
AEP implies the strong AEP. However, the converse is not true.
The following theorem giving a bound on the probability of obtaining a non-typical sequence,
enhances Property 2 of uniﬁed AEP.
Theorem 7: For any probability distribution fp(x)g with ﬁnite entropy and ﬁnite
E[ logp(X)2], we have
PrfX 2 (U
n
[X])
cg = O(n
 1):
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Proof: From Chebyshev’s inequality, we have
PrfX 2 (W
n
[X])
cg = Pr
( 
  
 
1
n
n X
k=1
logp(Xi)   H(X)
 
  
 
)

2
n2;
where

2 =
X
x
p(X = x)( logp(X = x))
2   (H(X))
2:
is the the entropy “variance”. On the other hand, we have
Pr

X 2 (T
n
[X])
c	
= 1   Pr

X 2 T
n
[X]
	
< (2
M   2)exp

 n2
18

;
from (11) where M depends on fp(x)g and . By (24), we have
PrfX 2 (U
n
[X])
cg = 1   PrfX 2 U
n
[X]g
 PrfX 2 (W
n
[X])
cg + PrfX 2 (T
n
[X])
cg
<
2
n2 + (2
M   2)exp

 n2
18

= O(n
 1):
Hence we have proved the theorem.
Theorem 7 can be applied to the Kullback-Leibler divergence estimation and entropy
estimation [15][16], which we now discuss. If jXj < 1,
PrfD(QjjP) > g  2
 n( jXj
log(n+1)
n ) (26)
is well known (see e.g., [7, Theorem 12.2.1]. By the deﬁnition of uniﬁed typicality, Theorem 7
implies that
PrfD(QjjP) > g = O(n
 1); (27)
and
PrfjH(P)   H(Q)j > g = O(n
 1): (28)
These results give new understanding on the Kullback-Leibler divergence estimation and entropy
estimation on countable alphabet.
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IV. UNIFIED JOINT TYPICALITY
In this section, we discuss uniﬁed joint typicality with respect to a bivariate distribution.
Generalization to a multivariate distribution is straightforward. Consider a bivariate information
source f(Xk;Yk);k  1g where (Xk;Yk) are i.i.d. with distribution PXY = fp(xy)g and
H(PXY ) < 1. We use (X;Y ) to denote the pair of generic random variables.
Deﬁnition 5: The uniﬁed jointly typical set Un
[XY ] with respect to p(xy) is the set of
sequences (x;y) 2 X n  Yn such that
D(QXY jjPXY ) + jH(QXY )   H(PXY )j +
jH(QX)   H(PX)j + jH(QY)   H(PY)j  ; (29)
where PX and PY denote the marginal distributions fp(x)g and fp(y)g, respectively, while QXY ,
QX, and QY are the corresponding empirical distributions of the pair of sequence (x;y), i.e.,
QXY = fq(x;y;x;y)g5. Here, q(x;y;x;y) = n 1N(x;y;x;y) and N(x;y;x;y) is the number of
occurrences of (x;y) in the pair of sequences (x;y).
Uniﬁed typicality preserves the consistency property and the preservation property [6] of strong
typicality as below.
Theorem 8 (Consistency): If (x;y) 2 Un
[XY ], then x 2 Un
[X] and y 2 Un
[Y ].
Proof: By the log-sum inequality (see e.g., [6]), we have
X
xy
q(xy)log
q(xy)
p(xy)

X
x
 
X
y
q(xy)
!
log
P
y q(xy)
P
y p(xy)

X
x
q(x)log
q(x)
p(x)
: (30)
Therefore,
  D(QXY jjPXY ) + jH(QXY )   H(PXY )j +
jH(QX)   H(PX)j + jH(QY)   H(PY)j
 D(QXY jjPXY ) + jH(QX)   H(PX)j
 D(QXjjPX) + jH(QX)   H(PX)j;
5When there is no ambiguity, q(x;y;x;y) is simpliﬁed as q(xy).
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where D(QXjjPX) denotes the R.H.S. of (30). Therefore x 2 Un
[X]. By symmetry, it is readily
seen that y 2 Un
[Y ].
Theorem 9 (Preservation): For any function f : X ! Y, denote (f(x1);f(x2);:::;f(xn))
as f(x). If x 2 Un
[X], then f(x) 2 Un
[f(X)] with  ! 0 as  ! 0.
Proof: Let Y = f(X) and y = (y1;y2;:::;yn) where yi = f(xi) for 1  i  n. Then
q(xy) = q(x)1fy = f(x)g (31)
and
p(xy) = p(x)1fy = f(x)g; (32)
where 1fy = f(x)g = 1 if and only if y = f(x). Since x 2 Un
[X],
D(QXjjPX) + jH(QX)   H(PX)j  : (33)
Therefore,
D(QXY jjPXY ) =
X
xy
q(x)1fy = f(x)glog
q(x)1fy = f(x)g
p(x)1fy = f(x)g
(34)
= D(QXjjPX) (35)
 : (36)
Then
D(QYjjPY)  D(QXY jjPXY )  ; (37)
where the ﬁrst inequality follows from the log-sum inequality (see for example [6]). So we have
D(QYjjPY)+jH(QY) H(PY)j  +jH(QY) H(PY)j. By letting  = +jH(QY) H(PY)j,
f(x) 2 Un
[f(X)] is shown.
The proof is completed if we can show that  ! 0 as  ! 0. It is equivalent to showing
lim
!0jH(QY)   H(PY)j = 0: (38)
By (37), D(QYjjPY) ! 0 and hence QY ! PY pointwise as  ! 0. Consider any  > 0. Since
entropy is lower-semicontinuous with respect to pointwise convergence [17], (37) shows that
there exists  such that for 0 <   
H(QY)  H(PY)   : (39)
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Now, we ﬁnd an upper bound on H(QY) as follows. For any  > 0, there exists sufﬁcient large
L and M such that
H(PXjY) 
M X
y=1
p(y) ~ H(PXjY =y) + ; (40)
where
~ H(PXjY =y) =  
L X
x=1
p(xjy)logp(xjy): (41)
On the other hand,
H(QXjY) 
M X
y=1
q(y)H(QXjY =y) (42)

M X
y=1
q(y) ~ H(QXjY =y); (43)
where the RHS of (43) is a continuous function in fq(xy) : 1  x  L and 1  y  Mg. From
(36), as  ! 0, we have D(QXY jjPXY ) ! 0, so that q(x;y) ! p(x;y) for all 1  x  L and
1  y  M. Following (43), by replacing q by p and Q by P on the RHS, for any  > 0, there
exists 0 such that for 0 <   minf;0g,
H(QXjY) 
M X
y=1
p(y) ~ H(PXjY =y)    (44)
 H(PXjY)   2; (45)
where the last inequality follows from (40). Therefore,
H(QY) = H(QXY )   H(QXjY) (46)
= H(QX)   H(QXjY) (47)
 H(PX) +    H(QXjY) (48)
 H(PX) +    H(PXjY) + 2 (49)
= H(PXY ) +    H(PXjY) + 2 (50)
= H(PY) +  + 2; (51)
where (47) follows from y = f(x), (48) follows from (33), (49) follows from (45) and (50)
follows from Y = f(X). Together with (39),
jH(QY)   H(PY)j   + 2: (52)
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By choosing  > 0 to be arbitrarily small, (38) is shown and the proof is completed.
Note that Theorem 9 is somewhat weaker than [6, Theorem 6.8]. Nevertheless, since  ! 0
as  ! 0, Theorem 9 still preserves the essential property of [6, Theorem 6.8] and it is good
enough for the purpose in Section VI. In the following theorem, the uniﬁed joint asymptotic
equipartition property (uniﬁed JAEP) is proved.
Theorem 10 (Uniﬁed JAEP): Let
(X;Y) = ((X1;Y1);(X2;Y2);:::;(Xn;Yn));
where (Xi;Yi) are i.i.d. with generic pair of random variables (X;Y ). The following hold for
any  > 0.
1) If (x;y) 2 Un
[XY ], then
2
 n(H(X;Y )+)  p(x;y)  2
 n(H(X;Y ) ):
2) For sufﬁciently large n,
Prf(X;Y) 2 U
n
[XY ]g > 1   :
3) For sufﬁciently large n,
(1   )2
n(H(X;Y ) )  jU
n
[XY ]j  2
n(H(X;Y )+):
Proof: We will ﬁrst prove Property 2 by letting  =

3. By applying Property 2 of Theorem
3 to the information source f(Xk;YK);k  1g, we have
D(QXY jjPXY ) + jH(QXY )   H(PXY )j   (53)
is true with probability greater than 1    for sufﬁciently large n. By applying Property 2 of
Theorem 3 to the information source fXk;k  1g, we have
D(QXjjPX) + jH(QX)   H(PX)j   (54)
is true with probability greater than 1    for sufﬁciently large n. Since (54) implies
jH(QX)   H(PX)j  ; (55)
(55) is true with probability greater than 1 . Similarly for the information source fYk;k  1g,
we have
jH(QY)   H(PY)j  ; (56)
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which is true with probability greater than 1    for sufﬁciently large n. Note that if (53), (55)
and (56) are true, then (29) is true because  =

3. By the union bound, we have
Prf(X;Y) 2 U
n
[XY ]g > 1   3 = 1   ;
for sufﬁciently large n, proving Property 2.
Finally, the proofs of Property 1 and Property 3 follow the same arguments as in Theorem 3,
so they are omitted.
In Deﬁnition 5, X and Y are assumed to be countable. If they are also ﬁnite, then a joint
typicality can be deﬁned in a way simpler than (29). Since entropy is continuous when the
alphabet is ﬁnite, a small D(QXY jjPXY ) implies that the L.H.S. of (29) is small. In this case,
it is sufﬁcient to require D(QXY jjPXY )   in order to deﬁne joint typicality. In the general
case that the alphabets are countable, the following example shows that omitting any term on
the L.H.S. of (29) will lead to a different deﬁnition. This will be illustrated by the following
probability distribution which has been used in [12] to show the discontinuity of entropy. For
a ﬁxed real number  and an integer n, where  > 0 and n > 2, let D
n be a probability
distribution such that one of the elements is 1  

logn, n of them are

nlogn and the rest are all
0, i.e.,
D

n =

1  

logn
;

nlogn
;

nlogn
;:::;0;0;::

: (57)
The above distribution is a special case of the distribution D;
n in [12] with log =  and
 = 1. Then it can readily be checked (see (3) in [12]) that
lim
n!1H(D

n) = : (58)
Moreover, for any  > 0 and  > 0, we have
lim
n!1D(D

njjD

n) = lim
n!1

1  

logn

log
1   
logn
1  

logn
+
lim
n!1
n X
i=1

nlogn
log

nlogn

nlogn
= 0 + lim
n!1n 

nlogn
log


= 0: (59)
November 5, 2009 DRAFT18
Thus we can ﬁnd an integer m such that D(D1
mjjD2
m), D(D3
mjjD2
m), jH(D1
m) 1j, jH(D2
m) 2j
and jH(D3
m)   3j are all less than . Let the distributions of independent random variables X
Q,
C
Q, Y
Q, X
P , C
P, and Y
P be D1
m, D3
m, D1
m, D2
m, D2
m and D2
m respectively. Now, the probability
distribution fq(xy)g is deﬁned by letting X = (X
Q;C
Q) and Y = (Y
Q;C
Q). On the other
hand, the distribution of fp(xy)g is deﬁned by letting X = (X
P ;C
P) and Y = (Y
P;C
P). The
probability distributions fq(xy)g and fp(xy)g as prescribed by Fig. 1(a) and the information
diagrams [6] of fq(xy)g and fp(xy)g are shown in Fig. 1(b) where the approximate values
shown in the diagrams have error range within . Then it can readily be checked that
D(QXY jjPXY ) = D(D
1
mjjD
2
m) + D(D
3
mjjD
2
m) + D(D
1
mjjD
2
m) < 3:
Moreover,
jH(QX)   H(PX)j = jH(D
1
m) + H(D
3
m)   H(D
2
m)   H(D
2
m)j  4;
and similarly, jH(QY)   H(PY)j  4: However,
jH(QXY )   H(PXY )j = jH(D
1
m) + H(D
3
m) + H(D
1
m)   H(D
2
m)   H(D
2
m)   H(D
2
m)j  1   6:
Therefore, the example in Fig. 1(b) shows that if jH(QXY )   H(PXY )j is dropped from (29),
then the meaning of Deﬁnition 5 is changed and Theorem 10 may not be proved.
On the other hand, even if only jH(QY) H(PY)j is dropped from (29), Theorem 8 cannot be
proved which can be seen from the information diagram in Fig. 1(c). By repeating the setup used
in Fig. 1(b) except that we replace the distribution of Y
Q by D2
m, we have jH(QXY ) H(PXY )j 
6, and jH(QX)   H(PX)j  4; but jH(QY)   H(PY)j  1   4. Thus we conclude that (29)
cannot be simpliﬁed.
For weak typicality and for a typical x, the number of y such that (x, y) is jointly typical is
approximately 2nH(Y jX) on the average. For strong typicality, this is not only true on the average,
but it is also true for every typical x as long as there exists at least a y such that (x, y) is jointly
typical [6]. This result is useful in the proof of a version of rate-distortion theorem (mentioned
in Exercise 10.16 in [7]) and it can be generalized to countable alphabet by using the uniﬁed
JAEP, as to be proved in Theorem 12.
Deﬁnition 6: For any x 2 Un
[X], the conditional typical set is deﬁned as
U
n
[Y jX](x) = fy 2 U
n
[Y ] : (x;y) 2 U
n
[XY ]g:
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22 2 31
X
1
Y X Y 
C
P Φ
X
P Φ
Y
P Φ
X 
C
Q Φ
X
Q Φ
Y
Q Φ
Y X Y 
(a) (b) 
{p(xy)} {q(xy)} {p(xy)}  {q(xy)} 
X  Y X Y 
(c) 
{p(xy)} {q(xy)} 
3 12 2 2 2
22 2 31
X
1
Y X Y 
C
P Φ
X
P Φ
Y
P Φ
X 
C
Q Φ
X
Q Φ
Y
Q Φ
Y X Y 
(a) (b) 
{p(xy)} {q(xy)} {p(xy)}  {q(xy)} 
22   2 41  
X
1 
Y X Y  X  Y X Y 
(c) (d) 
{p(xy)} {q(xy)} {p(xy)}  {q(xy)} 
3 12 22 2
Fig. 1. (a) To illustrate how to construct q(xy) and p(xy). (b)-(c) Two cases illustrating that (29) cannot be simpliﬁed.
Lemma 11: For any x 2 Un
[X],
jU
n
[Y jX](x)j  2
n(H(Y jX)+2)
Proof: Since x 2 Un
[X], by the uniﬁed AEP (Theorem 3), we have
2
 n(H(X) )  p(x)
=
X
y2Yn
p(x;y)

X
y2Un
[Y jX](x)
p(x;y)

X
y2Un
[Y jX](x)
2
 n(H(XY )+)
= jU
n
[Y jX](x)j  2
 n(H(XY )+);
so that
jU
n
[Y jX](x)j  2
n(H(Y jX)+2):
Theorem 12 (Conditional AEP): For any x 2 Un
[X], if
jU
n
[Y jX](x)j  1;
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then
2
n(H(Y jX) )  jU
n
[Y jX](x)j  2
n(H(Y jX)+)
where  ! 0 as  ! 0 and then n ! 1.
Proof: In the following, we adopt the notations He(XY ) and He(X) to represent the
entropies of fp(xy)g and fp(x)g in the unit of nat, respectively. Without loss of generality, we
assume  < 1 and let
A =

1
p


:
For any probability distribution P = fp(xy)g, let 0 be such that

   
 
A X
x=1
A X
y=1
p(xy)lnp(xy)   He(XY )

   
 
0 (60)
and

   
 
A X
x=1
 
A X
y=1
p(xy)
!
ln
 
A X
y=1
p(xy)
!
  He(X)

   
 
0: (61)
Here 0 ! 0 as A ! 1. Consider any x such that jUn
[Y jX](x)j  1. Then there exists a
y 2 Un
[Y jX](x) such that
D(n
 1N(x;y;x;y)jjp(xy))  
so that
V (n
 1N(x;y;x;y);p(xy)) 
p
2 ln2 (62)
by Pinsker’s inequality. Now let
K(x;y) = N(x;y;x;y); (63)
KX(x) =
1 X
y=1
K(x;y) = N(x;x);
and
K
0
X(x) =
A X
y=1
K(x;y)
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for 1  x  A. Straightforward combinatorics reveals that the number of y satisfying the
constraint in (63) is equal to
M(K) =
1 Y
x=1
KX(x)!
Q1
y=1 K(x;y)!
:
Note that for any such y, the empirical joint distribution Q is the same. Let
M
0(K) =
A Y
x=1
K0
X(x)!
QA
y=1 K(x;y)!
;
which is obviously less than or equal to M(K).
By [6, Lemma 6.11], it can easily be veriﬁed that
n
 1 lnM
0(K)

A X
x=1
(
K0
X(x)
n

ln
K0
X(x)
n
+ lnn

 
A X
y=1
K(x;y) + 1
n

ln
K(x;y) + 1
n
+ lnn
)
:
Since
K0
X(x)lnn
n
 
A X
y=1

K(x;y) + 1
n

lnn
=
K0
X(x)lnn
n
 
A X
y=1

K(x;y)lnn
n

 
A X
y=1
lnn
n
=  
Alnn
n
;
we have
n
 1 lnM
0(K)

A X
x=1

K0
X(x)
n

ln

K0
X(x)
n

 
A X
x=1
A X
y=1

K(x;y) + 1
n

ln

K(x;y) + 1
n

 
A2 lnn
n
: (64)
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The proof can be completed if we can relate the R.H.S. of (64) to the entropies He(X) and
He(XY ). By (62), we have
p
2 ln2 
1 X
x=1
1 X
y=1
jn
 1K(x;y)   p(xy)j

A X
x=1
A X
y=1
jn
 1K(x;y)   p(xy)j (65)

A X
x=1

   
A X
y=1
n
 1K(x;y)  
A X
y=1
p(xy)

   
=
A X
x=1

   
n
 1K
0
X(x)  
A X
y=1
p(xy)

   
= V
 
n
 1K
0
X(x);
A X
y=1
p(xy)
!
:
Then letting  and M in Lemma 4 be
p
2 ln2 and A, respectively, we can obtain the upper
bound
 
A X
x=1

K0
X(x)
n

ln

K0
X(x)
n

+
A X
x=1
 
A X
y=1
p(xy)
!
ln
 
A X
y=1
p(xy)
!
 (A;
p
2 ln2);
where
(M;) =  log + logM
for M > 1 and 0 <  < 1. Therefore,
A X
x=1

K0
X(x)
n

ln

K0
X(x)
n


A X
x=1
 
A X
y=1
p(xy)
!
ln
 
A X
y=1
p(xy)
!
  (A;
p
2 ln2)
  He(X)   
0   (A;
p
2 ln2); (66)
from (61). Now, we consider the second summation in (64) and let e = exp(1). Since  xlnx
is an increasing function for 0 < x  e 1, we have
 
K(x;y) + 1
n
ln
K(x;y) + 1
n
  
K(x;y)
n
ln
K(x;y)
n
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for
K(x;y)+1
n  e 1. Let C be the number of (x;y) such that
K(x;y)+1
n > e 1. Then
1 +
A2
n

A X
x=1
B X
y=1
K(x;y)
n
+
A2
n
=
A X
x=1
B X
y=1
K(x;y) + 1
n
 Ce
 1:
Therefore,
C  e

1 +
A2
n

: (67)
Since  xlnx is a strictly concave function, it is easily checked that if
K(x;y)+1
n > e 1, then
 
K(x;y) + 1
n
ln
K(x;y) + 1
n
+
K(x;y)
n
ln
K(x;y)
n
  
n   1 + 1
n
ln
n   1 + 1
n
+
n   1
n
ln
n   1
n
:
That is
 
K(x;y) + 1
n
ln
K(x;y) + 1
n
  
K(x;y)
n
ln
K(x;y)
n
 
n   1
n
ln
n
n   1
:
Together with (67), we have
 
A X
x=1
A X
y=1

K(x;y) + 1
n

ln

K(x;y) + 1
n

  
A X
x=1
A X
y=1

K(x;y)
n

ln

K(x;y)
n

  C
n   1
n
ln
n
n   1
  
A X
x=1
A X
y=1

K(x;y)
n

ln

K(x;y)
n

  e

1 +
A2
n

n   1
n
ln
n
n   1
:
By considering (65), we obtain
A X
x=1
A X
y=1
   
K(x;y)
n
  p(xy)
    
p
2 ln2:
By an argument similar to the one leading to (66), we can show that
 
A X
x=1
A X
y=1

K(x;y) + 1
n

ln

K(x;y) + 1
n

  
A X
x=1
A X
y=1
p(xy)lnp(xy)   

A
2;
p
2 ln2

  e

1 +
A2
n

n   1
n
ln
n
n   1
 He(XY )   
0   

A
2;
p
2 ln2

  e

1 +
A2
n

n   1
n
ln
n
n   1
; (68)
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from (60). By substituting (66) and (68) into (64), we have
n
 1 lnM
0(K)
  He(X)   
0   (A;
p
2 ln2) +
He(XY )   
0   

A
2;
p
2 ln2

  e

1 +
A2
n

n   1
n
ln
n
n   1
 
A2 lnn
n
= He(XY )   He(X)   
00 ln2;
where

00 ln2 (69)
= 2
0 + (A;
p
2 ln2) + 

A
2;
p
2 ln2

+ e

1 +
A2
n

n   1
n
ln
n
n   1
+
A2 lnn
n
 2
0 + 

1
p

;
p
2 ln2

+ 

1

;
p
2 ln2

+ e

1 +
1
n

n   1
n
ln
n
n   1
+
lnn
n
: (70)
By changing the base of the logarithm to 2, we have
n
 1 logM(K)  n
 1 logM
0(K)  H(Y jX)   
00:
Hence we have
jU
n
[Y jX](x)j  M(K)  2
n(H(Y jX) 00):
We now check that 00 ! 0 as  ! 0 and then n ! 1. When  ! 0, A and B tend to inﬁnity
so that 0 tends to zero. Moreover,
0  

1
p

;
p
2 ln2

 

1

;
p
2 ln2

=  
p
2 ln2

log
p
2 ln2

+ 2 
p
2 ln2

log
1
p

! 0:
At the same time, let
p
n > 1
 and let n tend to inﬁnity. Then
0  e

1 +
1
n

n   1
n
ln
n
n   1
 e

1 +
1
p
n

n   1
n
ln
n
n   1

! 0
and
0  lim
!0 lim
n!1
lnn
n
 lim
!0 lim
n!1
lnn
p
n
= 0
Therefore, 00 as deﬁned in (70) tends to zero. This proves the lower bound on jUn
[Y jX](x)j.
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The upper bound jUn
[Y jX](x)j  2n(H(Y jX)+2) has been obtained in Lemma 11. In summary,
by letting  = maxf2;00g, we have
2
n(H(Y jX) )  jU
n
[Y jX](x)j  2
n(H(Y jX)+);
where  ! 0 as  ! 0 and then n ! 1.
In the above theorem, we see that the set containing all x such that jUn
[Y jX](x)j  1 exhibits
a nice property. Moreover, this set has essentially the same property as the set Un
[X] that is
summarized as in the next theorem.
Deﬁnition 7: The set Sn
[X] is deﬁned as the set of all sequences x 2 Un
[X] such that Un
[Y jX](x)
is nonempty, i.e.,
S
n
[X] = fx 2 U
n
[X] : jU
n
[Y jX](x)j > 0g:
Theorem 13: For any  > 0:
1) If x 2 Sn
[X], then
2
 n(H(X)+)  p(x)  2
 n(H(X) ):
2) For sufﬁciently large n,
PrfX 2 S
n
[X]g > 1   :
3) For sufﬁciently large n,
(1   )2
n(H(X) )  jS
n
[X]j  2
n(H(X)+):
Proof: Since Sn
[X]  Un
[X], Property 1 follows Theorem 3. To prove Property 2, we
consider
1     Prf(X;Y) 2 U
n
[XY ]g  PrfX 2 S
n
[X]g;
where the ﬁrst inequality follows from Theorem 10 and the second inequality follows because
(X;Y) 2 U
n
[XY ] ) X 2 S
n
[X]:
Finally, the proof of Property 3 follows from the same argument as in Theorem 3, so it is
omitted here.
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Another nice property regarding the typical set Sn
[X] is presented in the next theorem. This
property is used in the proof of the achievability of the rate-distortion function in [6, Section
9.5].
Theorem 14: For any  > 0, let
M = 2
n(I(X;Y )+):
Deﬁne a set of sequences 
 = fyi 2 Un
[Y ] : 1  i  Mg which is independently and randomly
picked from Un
[Y ]. If x 2 Sn
[X], then
PrfjU
n
[Y jX](x) \ 
j > 0g  1   ;
where  ! 0 as  ! 0 and then n ! 1.
Proof:
We have proved that jUn
[Y ]j  2nH(Y )+ in Theorem 3. At the same time, if x 2 Sn
[X], we
have shown that jUn
[Y jX](x)j  2n(H(Y jX) ) in Theorem 12. Since the M sequences in 
 are
randomly and independently picked from Un
[Y ], we have
PrfjU
n
[Y jX](x) \ 
j = 0g =
0
@1  
  Un
[Y jX](x)
  
jUn
[Y ]j
1
A
M


1  
2n(H(Y jX) )
2n(H(Y )+)
M
=
 
1   2
 n(I(X;Y )++)M
:
Then
lnPrfjU
n
[Y jX](x) \ 
j = 0g  M ln
 
1   2
 n(I(X;Y )++)
  M2
 n(I(X;Y )++) (71)
=  2
n(  );
where (71) follows from lna  a   1 for a > 0. Therefore, we have
PrfjU
n
[Y jX](x) \ 
j > 0g = 1   PrfjU
n
[Y jX](x) \ 
j = 0g  1   ;
where  = exp( 2n(  )). According to Theorem 12, there exist 0 < 
3 and n0 > 1
02 such
that  < 
3 for  < 0 and n > n0. Let  < 
3 and  < 
3, so that        > 
3 > 0. Therefore,
 ! 0 as  ! 0 and then n ! 1.
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V. APPLICATIONS
In this section, we show how the results we have obtained can be used for enhancing results
in information theory problems. Since this essentially involves nothing but replacing strong
typicality by uniﬁed typicality in the original proofs, instead of presenting a tedious complete
proof of the result, we will only point out the critical arguments.
A. Multi-Source Network Coding
In [6], a complete characterization of the information rate region is given in Theorem 21.5.
This characterization is in terms of  
N, the set of all entropy functions deﬁned on ﬁnite alphabets.
In this section, we will show that the information rate region so characterized is unchanged if
 
N is replaced by  
N, the set of all entropy functions (possibly deﬁned on countable alphabets).
For the converse proof of Theorem 21.5 given in Section 21.6, since  
N   
N, exactly the
same proof can be used without modiﬁcation. So we only need to show that the achievability
proof of Theorem 21.5 given in Section 21.7, where strong typicality is used, continues to work
if uniﬁed typicality is used instead. Toward this end, we point out that in this proof, the essential
properties of strong typicality that are invoked are the joint AEP [6, Theorem 6.9], conditional
AEP [6, Theorem 6.10], consistency [6, Theorem 6.7] and preservation [6, Theorem 6.8]. Note
that the preservation property is instrumental in proving Lemma 21.9.
In Section IV of the current paper, we have obtained direct generalizations of the ﬁrst three
properties for uniﬁed typicality. We also have obtained a somewhat weaker generalization of the
preservation property for uniﬁed typicality. In this regard, we need the following lemma which
is a modiﬁcation of Lemma 21.9. In the following lemma,  denotes the uniﬁed typical set.
Lemma 15: Let
XS = xS
YS(xS) = yS 2 ^ n
[YS];
and for e 2 E, let Ce take the value ce, which by the code construction is a function of xS and
yS. Then
UIn(t)(cIn(t)) = ~ uIn(t)(yS):
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and
(yS;UIn(t)(cIn(t))) 2 
^ n
[YSUIn(t)
]
for all t 2 , where  ! 0 as  ! 0.
Then this lemma can be proved by essentially the same proof for Lemma 21.9. With this
lemma, the proof of the achievability of the information rate region can be completed accordingly.
The signiﬁcance of characterizing the information rate region in terms of  
N instead of
 
N is as follows. The set  
N, introduced in [18], has been studied extensive in the literature
[19][20][21][22]. On the other hand, relatively little about the set  
N is known except that  

N,
the closure of  
N, is equal to  
N [6, Appendix 2.A].
B. Rate-Distortion Theory
The use of uniﬁed typicality can readily generalize some existing coding theorems on ﬁnite
alphabet to countably inﬁnite alphabet. The version of the rate-distortion theorem for ﬁnite
alphabet in [7, Ch. 10.6] and [6, Theorem 8.17] is one of the examples, where the proof of
the achievability of the rate-distortion function RI(D) is established by using strong typicality.
By the same proof with strong typicality replaced by uniﬁed typicality, this version of the rate-
distortion can immediately be extended to countably inﬁnite alphabet.
The same result has been obtained in [23, Prop. 2b]. In this work, they ﬁrst prove a weaker
version of the rate-distortion theorem by using weak typicality and then strengthen the result
by constructing a supercode. Thus uniﬁed typicality gives an alternative direct proof. This
demonstrates the potential of uniﬁed typicality for generalizing coding theorems to countably
inﬁnite alphabet which have previously been proved by strong typicality for ﬁnite alphabets.
VI. CONCLUSION
We have introduced a new notion of typical sequences, called uniﬁed typicality, which works
for countable alphabets. This notion of typicality is stronger than both strong typicality and
weak typicality that were previously deﬁned in the literature. Fundamental properties of uniﬁed
typicality, including the asymptotic equipartition properties, have been proved. We have shown
how uniﬁed typicality can be used for obtaining a new characterization of the information rate
region for multi-source network coding and for giving a direct proof of a version of the rate-
distortion theorem for countably inﬁnite alphabet. In summary, the notion of uniﬁed typicality
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provides a more complete understanding of the asymptotic behavior of a discrete memoryless
source.
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