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In natural foraging, many organisms seem to perform two different types of motile search: directed search
(taxis) and random search. The former is observed when the environment provides cues to guide motion towards
a target. The latter involves no apparent memory or information processing and can be mathematically modeled
by random walks. We show that both types of search can be generated by a common mechanism in which Le´vy
flights or Le´vy walks emerge from a second-order gradient-based search with noisy observations. No explicit
switching mechanism is required – instead, continuous transitions between the directed and random motions
emerge depending on the Hessian matrix of the cost function. For a wide range of scenarios the Le´vy tail index
is α = 1, consistent with previous observations in foraging organisms. These results suggest that adopting a
second-order optimization method can be a useful strategy to combine efficient features of directed and random
search.
Many organisms must actively search for resources in or-
der to survive and produce offspring. Foraging theory exam-
ines the various search strategies implemented by organisms
depending on their abilities and the environments in which
they live. In directed search, greater involvement of sensory
and information processing abilities enable more complicated
strategies. In contrast, in the boundary case of a memoryless
and senseless forager, the only option is to wander randomly
in the environment (random search). Even in this case, how-
ever, different strategies exist, depending on the character of
the random motion. A natural candidate model for the random
strategy is Brownian motion that describes a wide range of
natural phenomena, including the movement of inanimate par-
ticles under thermal noise. A prominent feature of Brownian
motion is the linear growth of the variance of the position with
time. However, empirical data indicate that for organisms
the observed growth is often faster. Le´vy walks (LWs) [1–
3] and similar Le´vy flights (LFs) [2, 4, 5] have been success-
fully applied to fit experimental data obtained from the move-
ment patterns of many organisms and their cells, including T
cells [6], microglia [7], starved slime mould (Dictyostelium
discoideum) [8, 9], swarming bacteria [10], fruit flies [11],
honey bees [12, 13], wandering albatrosses [14, 15], marine
predators [16], and humans [17–19] (also in human’s gaze
[20] and word association [21] trajectories). In many differ-
ent random search scenarios, LWs and LFs have been shown
to be advantageous over normal diffusion [22–32] and alter-
native superdiffusive models [33]. These observations have
led to the so-called Le´vy flight optimal foraging hypothesis,
which states that LFs (or LWs) represent evolutionary adapta-
tions due to their distinct advantages over other random search
strategies [22, 34, 35].
Recently this view has been disputed because none of the
mentioned organisms is senseless and all of them are able
to perform some forms of directed search (taxis), for exam-
ple T cells and isolated bacteria perform chemotaxis [36–
40], whereas fruit flies perform phototaxis [41], geotaxis [42],
and chemotaxis [43, 44]. Indeed, a number of studies have
shown that characteristics of LFs and LWs may emerge natu-
rally on large scales from more realistic case specific models
of movement [45], including simple deterministic and semi-
deterministic walks in complex environments [35, 46–50],
self-avoiding random walks [51–53], diffusion with a time-
varying diffusion constant [54–56], and a multiplicative, self-
accelerating process [9, 57, 58]. It has also been suggested
that in some species a power-law distribution of lengths of
straight line segments of their movement patterns, a hallmark
of LWs and LFs, is a consequence of either the Weber-Fechner
law in odometry [59], a power-law distribution of switching
times between competing activities [60–65], or a so-called
aerial lottery [66–68]. Moreover, in some cases the appar-
ent superdiffusive character of the population dynamics may
be an artifact of averaging over an ensemble of the diffusive
motions of individuals with diverse characteristics [69].
These studies suggest LWs and LFs naturally arise in many
realistic biological settings but they do not argue why an ap-
parent common behavior is observed across species and envi-
ronments. Recently, a generalization of the LF optimal forag-
ing hypothesis was proposed that explicitly combines directed
and random search strategies. Specifically, an ad-hoc combi-
nation of taxis for choosing a direction and random, heavy-
tailed distributed step-lengths was shown to be efficient under
some search conditions [27, 70]. In contrast, here we propose
a novel mechanism by which LWs and LFs can emerge from
a generic, locally optimal, directed search strategy. In our
model the directed search is realized as a taxis driven by local
observations of a cost function (e.g. a repellent concentration
minus an attractant concentration) whose minima correspond
to targets. Inspired by the second-order gradient-based op-
timization techniques known from computer science we as-
sume that the search is based on noisy gradient and Hessian
estimates. As we show below, this generically leads to heavy
tails of the steps distribution. In contrast to previous mod-
els, our model predicts continuous crossover between random
Le´vy searches and directed, deterministic taxis depending on
the amount of information on the target location provided by
observations.
This letter is organized as follows. First, we fix the notation
and introduce a one-dimensional version of our model. Next,
we list different scenarios in which we are able to prove the
existence of the heavy tails. We then discuss how the tails
are affected by the landscape and the observation methods.
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2Finally, we discuss a multidimensional generalization of the
model followed by concluding remarks.
Let (xn)∞n=0 be a sequence generated by the Newton opti-
mization rule
xn+1 = xn + ∆n, (1)
with
∆n = −
f ′(xn) + ξ(n)G
f ′′(xn) + β + ξ(n)H
, (2)
where the cost function f : R → R is to be minimized. The
rule with β = ξ(n)G = ξ
(n)
H = 0 performs a gradient descent or
a gradient ascent on f , depending on its curvature. A positive
constant β (damping) is added to the denominator in order to
turn this algorithm into a minimizer. Note that the steepest
descent method:
∆˜n = −
f ′(xn) + ξ(n)G
β
, (3)
is recovered from (2) in the limit of β→ ∞ if f has a bounded
second derivative. Terms ξ(n)G and ξ
(n)
H account for noise: if
the optimization is to be performed in the physical world,
derivatives of f are based on noisy measurements. Similarly,
in many optimization problems solved on a computer, espe-
cially in machine learning, a function to be optimized is es-
timated with finite precision. With these definitions the se-
quence (xn)∞n=0 denotes a one-dimensional discrete-time ran-
dom walk.
Trajectories of LWs consist of linear segments (or instanta-
neous jumps in the case of LFs) ∆n, which are i.i.d. random
variables (hence we omit the time-index n in the discussion
of distributions and write simply ∆). The probability density
function (PDF) of ∆ is characterized by heavy tails i.e. for
large |z|
ρ∆(z) ∼ |z|−1−α, (4)
where the tail index 0 < α < 2. In the following we show
that for a wide range of scenarios the random walk defined
by (1) and (2) is equivalent to a (possibly inhomogeneous)
LW or LF (depending on how it is mapped into a continuous
time process [71]) with α = 1. We shall first analyze the case
when β = 0 and f (x) = const., so that only noise is sampled.
Assuming that the noise is Gaussian and that both f ′ and f ′′
are measured independently and without bias, we can write
∆ = − ξG
ξH
, (5)
where ξG and ξH are independent Gaussian variables with zero
mean and standard deviations σG and σH . The reader can
easily verify that ∆ is in this case characterized by the Cauchy
distribution
ρ∆(z) =
1
pi
γ
γ2 + z2
, (6)
where γ = σG
σH
. Comparing (6) with (4) we see that in our case
α = 1. More generally, let us assume that the numerator XG
and denominator XH in (2) are independent random variables
with PDFs ρXG and ρXH , respectively. This is the case if ξG and
ξH are conditionally independent given the current position of
the walker. The asymptotic form of the PDF of ∆ = −XG/XH
is given by
ρ∆(z) =
∞∫
−∞
dz1ρXG (z1)
∞∫
−∞
dz2ρXH (z2)δ
(
z +
z1
z2
)
=
=
1
z2
∞∫
−∞
dz1ρXG (z1)ρXH
(
− z1
z
)
|z1| = 〈|XG |〉ρXH (0)z2 + o
(
z−2
)
,
(7)
where the last equality holds if 〈|XG |〉 ≡
∫
ρXG (z)|z|dz < ∞ and
0 < ρXH (0) = limz→0± ρXH (z) < ∞. The condition 〈|XG | < ∞ is
equivalent to the statement that the tails of ρXG (z) decay faster
than z−2. If this condition is not fulfilled the appearance of
heavy tails in the distribution of ∆ is trivial. In our case, how-
ever, the heavy tails of ρ∆ appear due to a non-zero probability
of XH being arbitrarily close to zero. The described mecha-
nism is very general as it does not assume that the noise dis-
tribution has heavy tails. Intuitively, the division in (2) takes
the role of a noise amplifier. Clearly, first order methods, such
as the steepest descent (3), do not involve a division by a ran-
dom variable and therefore do not generically lead to heavy
tails.
In the case of correlated XG and XH the presence of heavy
tails cannot be ensured in general. For instance, if XG = −YXH
for some random variable Y , then the resulting ∆ has the same
distribution as Y . However, as we will now show, the heavy
tails are still present in the generic case of the bivariate normal
distribution of XG and XH:
ρX(x) =
|P|1/2
2pi
exp
(
− 12 (x − µ)ᵀP(x − µ)
)
, (8)
where X =
(
XG
XH
)
is a two-dimensional Gaussian random vec-
tor, µ =
( µG
µH
)
is a vector of its expected values, P =
(
P11 P12
P21 P22
)
is a symmetric, positive-definite precision matrix, and |P|
is its determinant. The PDF of ∆ can be calculated as
ρ∆(z) =
∫
d2xρX(x)δ(z + x1x2 ). and in the special case of
µG = µH = 0 simplifies to the shifted Cauchy distribution
ρ∆(z) =
1
pi
|P|1/2
P22 − 2P12z + P11z2 . (9)
In general, ρ∆ takes the form
ρ∆(z) =
|P|1/2
2piz2
∞∫
−∞
dx|x| exp
(
− 12 (x˜ − µ)ᵀP(x˜ − µ)
)
=
I(z)
z2
,
(10)
where x˜ =
( x−x/z ). Since 0 < limz→∞ I(z) < ∞, we see that yet
again ρ∆(z) ∼ 1/z2 for large z.
3FIG. 1. An example of search processes in an unbounded 2-
dimensional space. The optimized function f is a sum of 20 Gaus-
sians uniformly distributed within a 100× 100 cell, which is periodi-
cally repeated across an infinite space. The targets are sparse so that
in most places f is flat and does not provide any information about
the position of the targets due to measurement noise. The top two
plots represent a cell of f (yellow corresponds to high values, blue to
low values) and 20 exemplary trajectories of searches starting from
randomly chosen positions within the cell (blue dots) and finishing
at a target (green dots) or at some random position without finding
the target (red dots) due to the time limitation (104 steps). The bot-
tom left plot depicts the distributions of jump lengths averaged over
time and an ensemble of 104 trajectories. The second-order search
produces a power-law tail with an exponent α ≈ 1. The bottom right
plot shows the scaling of a displacement with time. As expected, for
short times the first order search leads to a diffusive behavior which
scales as n1/2, whereas the second-order search with strong noise σH
leads to a superdiffusive behavior which scales as n. For longer times
the median displacement saturates due to trapping at the targets.
It may now seem like the second-order methods should al-
ways lead to LFs or LWs given noisy observations, which
might prevent them from being an efficient search strategy.
However, this is not the case if the regularization factor β
and curvature f ′′(x) in the denominator strongly temper heavy
tails in (2). For example, in the case of independent Gaussian
ξG and ξH , the large z limit of the cumulative distribution of
the step size in (7) is given by
P (|∆| > z) ≈ 2〈|XG |〉ρξH (−β − f
′′(x))
z
=
2〈|XG |〉√
2piσHz
e−
c2
2 (11)
with c = β+ f
′′(x)
σH
. Namely, heavy tails are still present, but
they are suppressed by the exponential factor e−c2/2. Thus, for
|β + f ′′(x)|  σH the probability of large random displace-
ments is extremely low. Equation (11) provides a hint as to
why the noisy second-order search may be efficient: if β and
σH are chosen such that c ≈ 0 at the maxima, where f ′′ is neg-
ative, and c  1 at the minima, where f ′′ is positive, heavy
tails are present in the vicinity of the maxima facilitating fast
escapes, whereas around the minima heavy tails are strongly
suppressed, allowing for an effective local exploration.
We now address the question of how the method of esti-
mating f ′ and f ′′ from noisy measurements of f can influ-
ence our results. The simplest possible model in 1D consists
of three observations. Let us assume that the observations are
performed at x0−δx, x0, and x0 +δx, resulting in the following
noisy measurements: y− = f (x0 − δx) + ξ−, y0 = f (x0) + ξ0,
y+ = f (x0 +δx)+ξ+, where ξ• represent multivariate Gaussian
noise. If we assume that δx is small enough we can write the
following formulas for the maximum likelihood estimates of
the first two derivatives: fˆ ′(x0) = y+−y−2δx ≈ f ′(x0) + ξG,fˆ ′′(x0) = y−+y+−2y0δx2 ≈ f ′′(x0) + ξH , (12)
where ξG =
ξ+−ξ−
2δx and ξH =
ξ+−2ξ0+ξ−
δx2 . Hence, ξG and ξH are
two jointly Gaussian random variables. As shown in (9), this
generally yields the LW or LF with α = 1. This reasoning is
still valid in scenarios with more measurements, whenever the
desired estimates are based on linear combinations of noisy
observations. Note that the more measurements are used in
the estimators, the better the Gaussian model of noise.
Finally, we turn our attention to the multidimensional case.
For simplicity we assume that the search space is RD with
D ∈ N. The jump vector, in analogy to (2), takes the following
form (as before, since we focus on a single step, we omit the
step index)
∆ = −A−1∇ fˆ (x) = − (H f (x) + βI + ξH)−1 (∇ f (x) + ξG) ,
(13)
where H f (x) denotes the Hessian of f , ξG is a noise vector,
and ξH is a symmetric noise matrix. Under mild conditions,
in the limit of D → ∞ the noise eigenvalues λ(ξH) follow the
Wigner semicircle distribution [72–75]. If the curvature and
damping are much weaker than noise, they can only influence
the distribution insignificantly, so that 0 < ρλ(A)(0) < ∞ still
holds. Let Q be an orthogonal matrix diagonalizing A. The
k-th component of QT∆ = −QT A−1QQT∇ fˆ (x) is proportional
to 1/λ(A)k and thus, according to (7), its distribution has the
heavy tail 1/z2. We can thus conclude [76, 77] that the distri-
bution of ||∆|| also has the heavy tail 1/z2. In the continuous
time limit this leads to a superdiffusive, multidimensional LW
or LF [76, 78–82]. Note that the components of ∆ are not in-
dependent and the spectral measure [76, 81] takes a nontrivial
form, which will be the subject of future studies. In contrast,
if the shift of eigenvalue distribution related to the curvature
and damping factor is strong enough, the tails can be cut off
completely, due to the bounded support of the Wigner semicir-
cle distribution. In this case the continuous time limit process
corresponds to diffusive search. Although for any D < ∞ the
cut-off formally disappears, this shows that the heavy tails can
be strongly tempered by the damping factor and the curvature.
4Importantly, the heavy tails may be tempered in the directions
of large curvatures while being preserved in the other direc-
tions, thus providing a flexible combination of random and
directed search mechanisms.
We finally test our results using computer simulations in a
simple example of a search in an unbounded two-dimensional
space, see Fig. (1). First, the first-order search in (3) does
not produce power-law tails and its searching trajectory cor-
responds to that of normal diffusion except near a target. The
median distance from the initial position scales as
√
n with
time step n. Next, as predicted by our theory, the second-order
search with a sufficiently large Hessian noise (σH ≈ f ′′ + β)
produces heavy tails of the jump length distribution. In this
case, the median distance from the initial position scales lin-
early with time, which is a characteristic of the LF process
with α = 1. If the Hessian noise σH is a few times smaller
than f ′′ + β, the behavior of the second-order method is in the
middle between the above two extreme cases. In this case, the
heavy tail of the step size distribution is present but somewhat
tempered, in line with (11). As a consequence, the growth of
median distance from the initial position is initially ∼√n, sim-
ilarly to normal diffusion, but slowly builds up in time as ∼n
due to infrequent LF-like jumps. Note that, in the current sim-
ulation setup, the median distance saturates before the gener-
alized central limit theorem predicts its linear growth because
the trajectories are trapped by the targets sooner. This indi-
cates that the second-order method with an appropriate noise
level (or the damping constant) can find a target faster than the
first-order search or the ad-hoc combination of directed search
with power-law step sizes. The detailed analysis of the opti-
mal choice of the damping factor will be given elsewhere but,
intuitively, it is beneficial to perform the first-order search in
the direction of a convex surface and perform the LF search
along the direction of a concave or plateau surface.
To sum up, we analyze a stochastic version of Newton’s
optimization method. We argue that noise in the estimates of
the Hessian leads to a heavy-tailed distribution of jumps, an
indicator of LWs or LFs. We present conditions in D = 1
and D → ∞ under which the appearance of the heavy tails is
guaranteed and we corroborate these findings with computer
simulations in the biologically relevant case of D = 2.
Our model explains how a seemingly common behavior
(LW with the fixed tail index α = 1) can emerge from a
generic and locally optimal search strategy in the presence
of noise. This proposal is consistent with the role of evo-
lution and adaptation under selection pressures in acquiring
an advantageous search strategy. However, unlike some ear-
lier proposals [22, 35, 83] that explore over the entire range
of plastic α, our model only gives two possible rigid val-
ues for α: α = 1 generally and α = 2 in the limit of
( f ′′ + β)/σH → ∞. Moreover, our approach is distinct from
the Le´vy flight foraging hypothesis [22], because the possi-
ble evolutionary optimization is not carried within the fam-
ily of random search strategies (e.g., over a range of α) but
explicitly involves directed searches. Indeed, multiple spe-
cific mechanisms shaping directed search have been previ-
ously shown to produce LWs with an α = 1, e.g., movements
in narrow, confined environments [45], in bulk-mediated ef-
fective surface diffusion [45, 84], and in patchy environments
if foragers use information about patch quality [49]. Our
proposal has two advantages over such findings: First, the
second-order gradient-based optimization method is a well-
established generic search strategy that works efficiently in
many different environmental conditions. Second, by includ-
ing taxis, our model suggests a specific continuous crossover
between the random and directed search strategies as we fur-
ther discuss below.
Our results suggest that some organisms may perform taxis
according to Newton’s (or some other second-order) opti-
mization method, which should be possible to verify exper-
imentally. The resulting random walks are inhomogeneous
and anisotropic, with less jerky motion along directions with
larger curvatures or weaker measurement noise. These are
distinct features of our model that can be taken advantage
of in experiments aiming to assess whether foraging organ-
isms employ second order derivatives. The candidate organ-
isms that use taxis and, in some conditions, perform LWs with
α ≈ 1 include microglia [7], Dictyostelium discoideum [8, 9],
and Drosophila [11]. The strategy we introduce combines the
characteristics of two algorithms that are known to be efficient
in directed (second-order optimization) and random (LFs or
LWs) search scenarios. This method should therefore perform
well in a broad range of scenarios of stochastic optimization,
which may be of interest for the machine learning community.
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