Abstract-The 3S (Shrinking-Search-Space) multithresholding method which have been used for segmentation of medical images according to their intensities, now have been implemented and compared with FCM method in terms of segmentation quality and segmentation time as a benchmark in thresholding. The results show that 3S method produced almost the same segmentation quality or in some occasions better quality than FCM, and the computation time of 3S method is much lower than FCM. This is another superiority of this method with respect to others. Also, the performance of Cmeans has been compared with two other methods. This comparison shows that, C-means is not a reliable clustering algorithm and it needs several run to give us a reliable result.
(GM), and White Matter (WM) as shown in Figure 1 .
(a).
Gray matter is the outer shell of cerebrum, which we would like to discard it from cerebrum, the left part in the cerebrum will be the white matter. The purpose of this separation is finding white matter lesions for future work.
Almost all thresholding methods are bi-level, which they use two levels to categorize the image into background and object segments. However, MR images have many different parts which make these methods non-applicable. So, the lost of information from the image may occur and the diagnosis system may misleads physicians in their clinical task. Therefore, an optimum multi-level thresholding algorithm is required to find thresholding levels to ensure retaining of all important information from MR images.
The paper is organized as follows: Section 1 introduces the objectives of the paper, Section 2 discusses on the background work on thresholding, Section 3 explains the proposed method, Section 4 presents the results and discussion and lastly the conclusions are presented.
II. BACKGROUND
A. C-Means C-Means (CM) or K-Means initially proposed by (MacQueen, 1967) . This is one of the simplest unsupervised clustering methods. Let k be the number of clusters that our whole data belong to. Each cluster is represented by a center point which is the centroid of the cluster. According to this, each datum either belongs to a cluster or not. A datum belongs to a cluster if it's distance to the center point of this cluster is the lowest among other clusters. The algorithm starts with defining an initial value for each center point, here we have k center points. These k center points initially should be selected randomly or based on our previous knowledge on the data distribution. The next step is clustering the whole data according to their distances to the center points. Having clustered data, we now recalculate the center points for each new cluster, and do clustering again. In this stage, the data that belong to a cluster have been rearranged again. Based on the new clusters, we find the center points again, and do clustering based on these new points. We continue this procedure until we reach a steady state, in which an objective function doesn't change anymore, or when the number of iterations exceeds a specified threshold.
The objective function is defined as: So, the algorithm is implemented in the following steps: 1. Place k points in the data space as representatives of each cluster, 2. Assign each data point to the cluster that has the closest distance to it's center point, 3. Having these labels, recalculate the new k center points, 4. Repeat steps 2 and 3, until the objective function doesn't change anymore, or the iterations exceed a predefined value. This algorithm does not necessarily guarantee that the final cluster is an optimum one. To reach an optimum solution, this algorithm is needed to run several times. Also, this algorithm is very sensitive to the number of predefined clusters, and the initial center points.
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B. Fuzzy C-Means
Fuzzy C-Means (FCM) uses the same idea as C-Means, except in this approach each datum can belong to more than one cluster with a membership degree. This method which first developed by Dunn(1973) and improved by Bezdek (1981) [4] , now is used in many pattern recognition applications extensively. Similar to CM, FCM is based on minimization of an objective function as below:
Where n is the number of data points, and m is the fuzziness degree, which is any real number greater than 1, So, the algorithm is implemented in the following steps:
1. Place k points in the data space as representatives of each cluster. 2. Calculate the center points and membership functions according to (3) and (4). 3. Repeat steps 2 and 3, until the objective function doesn't change anymore, or the iterations exceed a predefined value. Despite to CM, this algorithm always converges to the optimum solution. But, it has still sensitivity to the number of predefined cluster numbers, and initial values of the center points or membership functions.
C. The DBT (Chowdhury) method
In this method, the total average information for discriminating class C 0 from class C 1 , and discriminating information for class C 1 versus class C 0 can be measured by the logarithm of the likelihood ratios. Therefore, the total average information for discriminating class C 0 from class C 1 is the divergence function, 
Where w 0 and w 1 are the zero order cumulative moments, or in another word the probability of occurrence of classes C 0 and C 1 respectively.
It is required to minimize this function to get a threshold T, which distinguishes the object from the background.
This method is a bi-level thresholding method. This method is useful for some limited applications which have only one object in a background such as text or finger print segmentations. But if we want to use thresholding to segment many objects in a picture, such as medical images, then this method does not fulfill our requirements in segmentation. So it is sensible to extend the method to multithresholding applications.
To apply this for a multi-level thresholding approach we need to do an exhaustive search over all possible threshold values. So far, many approaches have been proposed to overcome the complexity limitation. These algorithms have been tested on Otsu method, but it can be used for Divergent-Based Thresholding (DBT) method too. The researchers in [5] proposed a hybrid optimal estimation algorithm to deal with the multi-thresholding problem. In their method, the distribution of image intensity is approximated by using a mixture Gaussian model with parameters computed by a PSO (Particle Swarm Optimization) + EM (Expectation Maximization) algorithm iteratively. They confirmed that the hybrid PSO + EM algorithm can solve the multi-thresholding problem quickly, with quality thresholding outputs for complicated images.
But, still the complexity is very high. The author in [6] showed that the recursive algorithm can greatly reduce the computational complexity of determining a multi-level threshold by accessing a look-up table, when compared to the conventional Otsu method. In this method, first a lookup table is constructed including all zero and first order moments of probabilities that will be used later in the computations. Making this look up table is not simple too and it still suffers from the problem of needing too much time in growing the class number M in an image. In [7] Two-Stage Multi-thresholding Otsu method (TSMO method) is used. In this method, they subdivided the whole range of gray levels into M z groups. Then in each group they calculated the mean value as a representative of that group. Then they applied the exhaustive Otsu multi-thresholding to the set of subgroups. This is the first stage of multithresholding Otsu method. In the second stage, they tried to find the best threshold values in each group. This procedure reduces the computational load very quickly with increasing the number of classes M. This method reduces complexity, but still need an exhaustive search over regions, also because of searching on groups of pixels not on all pixels, this process can not find the optimum thresholds too.
In this paper, the proposed multi-thresholding method based on a shrinking search space (3S) scheme is compared with CM and FCM clustering methods.
III. PROPOSED 3S MULTI-THRESHOLDING METHOD
This method uses a bi-level thresholding technique as the core of a multi-thresholding technique. Block diagram in Fig. 1 shows this procedure: Based on the flowchart in Fig.  1 , first the Region Of Interest (ROI) is found which is a rectangular region that our image fits in. Then a bi-level thresholding, based on the mentioned methods is performed. In this paper this bi-level thresholding used is the DBT technique. After finding the best threshold and establishing the two most optimum classes C 0 (Lower gray values class) and C 1 (Higher gray values class), the class C 0 is saved and left as the first optimum class, and then the algorithm continues with higher gray values in class C 1 to treat it as the original image. So the first iteration gives the first optimum class in the low range of gray values. Then the same bi-level thresholding is applied on the remained class C 1 , to subdivide it again into two new classes C 1 (Lower gray values class) and C 2 (Higher gray values class). So, the second iteration fixes the second class C 1 . This procedure is repeated again on C 2 and subsequent results, until it reaches the maximum gray value in the histogram. 
IV. EXPERIMENTAL RESULTS
These algorithms have been tested on some pictures of T1-weighted brain MRI. Fig. 2(a) shows an axial brain MR image after preprocessing, which is just a conversion of the colored input image to a gray color image and then running a simple contrast stretching method is conducted. The graph shows the histogram of the gray level image as shown in Fig. 2(b) . Fig. 3 shows the threshold levels that CM algorithm recognizes. We have defined three clusters for this algorithm, so gray levels of the input image is shown in Fig.  2 Fig. 4 shows the threshold levels that FCM algorithm recognizes. We have again defined three clusters for this algorithm and so again in this case, gray levels of the input image in Fig. 2 The following results from segmentation of brain MRI image show very weak behavior of the c-means on these types of images. Fig. 5 depicted the results of segmented data by applying CM, while Fig. 6 shows the results of FCM algorithm. The histograms in Fig. 5, 6 , and 7, show the number of thresholds each technique has recognized. Obviously, the CM method couldn't segment the input image to three different regions, but the major recognized thresholds by FCM and 3S are similar, except more thresholds in higher gray levels which are made by 3S method.
To show the same quality but lower complexity of 3S with respect to FCM, these experiments have tested on a saggital MR image of the brain in Fig. 8 for FCM method and fig. 9 for 3S method. The convergence of FCM method is not always guaranteed. To show this problem, another axial brain MR image have been tested by the two thresholding methods of FCM, and 3S. Fig. 10(a) shows the original axial image, Fig.  10(b) shows the result of FCM segmentation, and Fig. 10(c) shows the result of 3S thresholding. Comparing Fig. 10 (b) and (c), we see that the convergence of FCM method on this image is not helpful, furthermore it's processing time is substantially high (595s) compared to processing time of the 3S method (0.9s).
V. CONCLUSION
We have implemented the FCM and CM algorithm on the same data, to compare their functionality with each other and with our 3S method.
These implementations indicate that CM usually needs many runs to give good results such as FCM, so this method practically is not reliable. Comparing FCM with 3S method implies the usual same quality of segmentation. So, if we choose FCM as a benchmark to evaluate our technique, we will see that 3S method is an acceptable method in terms of quality of segmentation. Also, there are occasional misclassifications by FCM method too. Therefore, 3S method could be a substitute for FCM method in many segmentation applications in terms of both high quality, and low complexity or low computation time.
