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Abstract
In this paper, we derive nonasymptotic theoretical bounds for the influence in ran-
dom graphs that depend on the spectral radius of a particular matrix, called the Hazard
matrix. We also show that these results are generic and valid for a large class of random
graphs displaying correlation at a local scale, called the LPC random graphs. In partic-
ular, they lead to tight and novel bounds in percolation, epidemiology and information
cascades. The main result of the paper states that the influence in the sub-critical
regime for LPC random graphs is at most of the order of O(
√
n) where n is the size of
the network, and of O(n2/3) in the critical regime, where the epidemic thresholds are
driven by the size of the spectral radius of the Hazard matrix with respect to 1. As a
corollary, it is also shown that such bounds hold for the size of the giant component in
inhomogeneous percolation, the SIR model in epidemiology, as well as for the long-term
influence of a node in the Independent Cascade Model.
1 Introduction
Propagation models over graphs are very popular and particularly well suited to the analysis
of epidemics and information cascades. Although different in many technical aspects, the
models used in these two fields are similar and can be considered as particular instances of a
more generic framework: the analysis of the influence of reachable sets in random networks.
In epidemiology, the study of diffusion models such as SI, SIS or SIR [22, 15] highlighted
the impact of a spectral characteristic on the size of the epidemic: the spectral radius of the
underlying network. Moreover, it was shown that this quantity acted as a critical threshold
for the size of the epidemic [26, 24], and recent work provided upper bounds that depend
highly on this spectral quantity [7]. Our work can be seen as a generalization of these works,
by providing the right spectral quantity to consider in the case of more generic diffusion and
percolation models.
In percolation theory, the concept of reachability characterizes the connected compo-
nents of undirected graphs and the behavior of such components has been the object of
several studies. For homogeneous random graphs G(n, p) where removal of edges in the
fully connected graph with n vertices occurs independently for every edge with constant
probability 1 − p, Erdo¨s and Renyi [8] showed that a phase transition occured for p = 1n ,
and their results were later refined by Bolloba´s [3] and Lucszak [18] for the case pn = O(1).
For inhomogeneous graphs, we refer to the work by Bolloba´s, Janson and Riordan [5] in the
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special case where the number of edges E is O(n), and Bolloba´s, Borgs, Chayes and Riordan
[4] when E = O(n2). These references contain a number of asymptotic results (i.e. when
n→∞) including the critical value of the percolation threshold, and upper bounds on the
size of connected components.
In the present work, we introduce the notion of random graphs with Local Positive Cor-
relation (LPC) (see Definition 6) and derive nonasymptotic upper bounds for the influence
in this setup. The concept of random graphs with LPC unifies, in some sense, the description
of the phenomena observed in the fields of percolation theory, epidemiology and information
cascades. The upper bounds obtained depend on the spectral radius ρn of a particular ma-
trix built from the edge probabilities, called the Hazard matrix. We show that such bounds
reveal three regimes: subcritical, critical and supercritical, depending on the value of the
spectral radius ρn. For random graphs with n vertices, we show that the influence is at most
a O(
√
n) when ρn < 1, and in average a O(1). However, when ρn > 1, the regime becomes
supercritical as the influence becomes potentially linear in n. More specifically, we show
that the influence is upper bounded by γ0(ρn)n + o(n), where γ0(ρn) ∈ [0, 1] is a simple
function (see Definition 3) and that this bound is met for particular random graphs. Finally,
in the transitional regime where ρn ≈ 1, the influence is at most a O(n2/3), and in average
a O(
√
n). Moreover, we also obtain that the size of this intermediate regime w.r.t. ρn is
proportional to n−1/3. Tab. 1 summarizes the different behaviors of upper bounds for influ-
ence in random graphs with LPC, in the subcritical, critical and supercritical regimes, as
provided in Sec. 3. In the Random A scenario, a set of n0 influencers are drawn at random,
while in Random B each node belongs to the influencer set with independent probability q.
Regimes
Scenario Subcritical (ρn < 1) Critical (ρn ≈ 1) Supercritical (ρn > 1)
(I) Worst-case O(
√
n) O(n2/3) γ0(ρn)n+O(
√
n)
(II) Random A O(1) O(
√
n) γ0(ρn)n+O(1)
(III) Random B O(qn) O(
√
qn) γ0(ρn)n+O(qn)
Table 1: Summary of results for influence in random graphs with LPC.
As a corollary, we derive upper bounds for the size of the giant component in bond and
site percolation which significantly improve the previous results of [4]. More specifically, we
show that the spectral radius ρn is a key quantity for percolation, and that the size of the
giant component C1(G) is, in expectation, upper bounded by a O(
√
n) when ρn < 1, by
a O(n2/3) when |ρn − 1| = O(n−1/3), and by γ0(ρn)n + o(n) when ρn > 1. Moreover, we
prove that a giant component can only exist if lim supn→+∞ ρn > 1. Also, we analyze the
distribution of the size of connected components by upper bounding the number N(m) of
connected components of size bigger than m in expectation. Tab. 2 summarizes the different
behaviors of the upper bounds in the subcritical, critical and supercritical regimes, derived
for percolation.
Finally, we apply our upper bounds to the late-time properties of the Susceptible-
Infected-Removed (SIR) epidemic model, as well as discrete and continuous-time informa-
tion cascades. More specifically, we significantly improve the results of [7] in the subcritical
regime, and show that, near the epidemic threshold, the number of infected nodes in the
SIR model is a O(n2/3). Furthermore, we extend the traditional epidemic threshold in
βρ(A) = δ, where β and δ are the transmission and recovery rates and A is the adjacency
2
Regimes
Quantity Subcritical (ρn < 1) Critical (ρn ≈ 1) Supercritical (ρn > 1)
E(C1(G)) O(
√
n) O(n2/3) γ0(ρn)n+O(
√
n)
E(N(m)) O(nm−2) O(nm−3/2) γ0(ρn)n/m+O(nm−3/2)
Table 2: Summary of results for bond and site percolation: C1(G) is the size of the giant
component, and N(m) is the number of connected components of size bigger than m.
matrix of the underlying graph, to more realistic SIR models in which the incubation period
may follow a non-exponential distribution.
The remainder of the paper is organized as follows. In Sec. 2, we recall the notions of
reachable set and influence in random networks, and introduce a generic type of random
graphs with Local Positive Correlation (LPC). In Sec. 3, we derive theoretical bounds for the
influence in random graphs with LPC. Finally, in Sec. 4, Sec. 5, Sec. 6 and Sec. 7, we show
that the previous results apply respectively to the fields of bond percolation, siet percolation,
epidemiology and information cascades, and improve existing results in these fields.
2 Random graphs, Hazard matrix, influence
and LPC property
In this section, we introduce the main notations and definitions. In particular, we define
two novel concepts: the Hazard matrix, that will play a key role in the analysis of influence
in random graphs, and a generic class of random graphs with Local Positive Correlation
(LPC).
2.1 Setup
We now provide useful notations and a precise definition of random graphs used thereafter.
General notations. For any set X, we will denote as card(X) its number of elements, Pn(X)
the set of all subsets of X of size n and X \Y the complementary subset of Y in X. We will
also use the abbreviation [|n|] = {1, ..., n} the set of all integers between 1 and n, and 1{·}
the indicator function. We will say that a property A holds almost surely (abbreviated as
a.s.) if P(A) = 1, and that a sequence of properties An holds asymptotically almost surely
(abbreviated as a.a.s.) if limn→+∞ P(An) = 1.
Random graphs. Let n > 0 be a fixed integer. We consider the set of all graphs G = (V, E)
with labelled vertices V = [|n|] and edge set ~E ⊂ [|n|]2. A random graph of size n is a random
element in this set of all possible graphs. Such a random graph is entirely characterized by
its random adjacency matrix A ∈ {0, 1}n2 , defined by Aij = 1 if (i, j) ∈ ~E , else Aij = 0.
In what follows, we will use the notation G(n,A) to denote a random graph of size n and
random adjacency matrix A ∈ {0, 1}n2 , where Aij are Bernoulli random variables indicating
the presence or absence of edge (i, j) in the random graph. We will call undirected a random
graph whose adjacency matrix is symmetric, i.e. ∀i, j, Aij = Aji a.s.. The simplest example
of undirected random graph is the Erdo¨s-Re´nyi random graph G(n, p) whose adjacency
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matrix has independent and identically distributed (i.i.d.) edge presence variables {Aij :
i < j} and E(Aij) = p. Note that, in general, the edge variables Aij are correlated.
2.2 Hazard characteristics of random graphs
For many diffusion models, the spectral features of the underlying graph were shown to
have a drastic impact on the amplitude of the spread (see for example the role of the
spectral radius of the adjacency matrix in the epidemiology literature [26, 24]). In order
to generalize such results to a broader class of diffusion and percolation phenomena, we
introduce two spectral characteristics that are better suited to the analysis of the influence
in random graphs: the Hazard matrix and the Hazard radius. To the best of our knowledge,
these concepts have not been considered before (besides our preliminary results presented
recently [17, 25]).
Definition 1 (Hazard matrix). For a random graph model G(n,A), the Hazard matrix
H is the n× n matrix whose coefficients Hij are defined as:
Hij = − ln(1− E(Aij)) . (1)
The spectral radius of this matrix will play a key role in the quantification of the influence.
We recall that for any square matrix M of size n, its spectral radius ρ(M) is defined as the
largest of the the eigenvalues of M .
Definition 2 (Hazard radius). For a random graph model G(n,A) with Hazard matrix
H, we define the Hazard radius as:
ρn = ρ
(H+H>
2
)
. (2)
Remark 1. Let P = (E(Aij))ij be the expected adjacency matrix. When the Pij’s are small,
the Hazard matrix is very close to P . This implies that, for small values of Pij, the spectral
radius of H will be very close to that of P . More specifically, a simple calculation holds
ρ(P ) ≤ ρ(H) ≤ − ln(1− ‖P‖∞)‖P‖∞ ρ(P ), (3)
where ‖P‖∞ = maxi,j Pij. The relatively slow increase of − ln(1−x)x for x→ 1− implies that
the behavior of ρ(P ) and ρ(H) will be of the same order of magnitude even for large (but
lower than 1) values of ‖P‖∞. Moreover, when considering a sequence of random graphs
Gn, if limn→+∞ ‖Pn‖∞ = 0, then ρ(Hn) ≈ ρ(Pn) and the subcriticality of the influence is
also induced by lim supn→+∞ ρ(
Pn+P
>
n
2 ) ≤ 1 (see Sec. 3).
In addition, we introduce here a useful function that will allow the simplification of the
upper bounds derived in this paper.
Definition 3 (Hazard function). let ρ ≥ 0 and a > 0. The Hazard function γ(ρ, a) is
defined as the unique solution in [0, 1] of the following equation:
γ − 1 + exp (−ργ − a) = 0 . (4)
We will also use the notation γ0(ρ) = lima→0+ γ(ρ, a) for the limit of the Hazard function
at 0.
Fig. 1 reveals the behavior of γ0(ρ) and γ(ρ, a) w.r.t. ρ. For more information on the
Hazard function and the bounds used to derive the subcritical, critical and supercritical
regimes, we refer to Appendix A.
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Figure 1: Behavior of γ0(ρ) and γ(ρ, a) w.r.t. ρ.
2.3 Reachability and influence
In this section, we define the influence as the size of a reachable set. A node u is reachable
from another node v if there is a path connecting u to v in the considered graph [16]. As we
will see later, this definition generalizes the notion of influence in information cascades [14],
the size of a contagion in epidemiology and the size of a connected component in percolation.
Definition 4 (Reachable set). Consider a random graph G(n,A). We call influencers a
fixed set I ⊂ [|n|] of nodes and we define the reachable set of influencers I in G the random
set of nodes R(I, A) such that:
i ∈ R(I, A) ⇐⇒ i ∈ I or
∏
q∈QI,i
1− ∏
(j,k)∈q
Ajk
 = 0 . (5)
where, for any node i ∈ [|n|], the collection QI,i = {{(i0, i1), (i1, i2), ..., (ik−1, ik)} : k ∈
N, i0 ∈ I, ik = i and all ij are distinct} is the set of directed paths (removing the loops)
from the set I to node i.
Informally, a node i belongs to the reachable set of I if and only if there is a path from
I to i in the graph. By extension, we will call the reachable set of node i the reachable
set of {i}. This definition will be used to characterize the asymptotic behavior of the state
vector in a contagion process over a graph, as well as connected components of random
undirected networks. As we will see in sections 4, 6 and 7, this setting is general enough
to include many reference models used in the fields of percolation theory, epidemiology and
information cascades.
We now introduce the notion of influence of a set I of nodes, denoted as σ(I), as the
expected size of the reachable set of I with respect to the random graph model G(n,A).
Definition 5 (Influence). Given a random graph model G(n,A) and a fixed set of influ-
encers I ⊂ [|n|], the influence of I in G(n,A) is defined as the quantity:
σ(I) = E(card(R(I, A))) , (6)
5
where R(I, A) is the reachable set of I in G(n,A).
Examples. In order to illustrate the previous concepts, we now relate Hazard radiuses to
critical thresholds for influence in four particular random graphs. In the first two, we will
show that the critical threshold for influence can be restated as ρn = 1. The other two
examples are cases in which the threshold may differ, sometimes significantly, from ρn = 1.
Example 1 (Erdo¨s-Re´nyi random graphs). For Erdo¨s-Re´nyi random graphs G(n, cn ),
whose adjacency matrix has i.i.d. edge variables {Aij : i ≤ j} and E(Aij) = cn , perco-
lation theory ([8]) states that a threshold phenomenon occurs for c = 1. Moreover, using
Definition 1, Hnij = − ln(1− cn ) and we have:
ρn = −n ln
(
1− c
n
)
. (7)
Hence, for G(n, cn ), criticality arises when ρn → 1 as n tends to infinity.
Example 2 (Poissonian graph processes). We now consider a particular random graph,
called the Poissonian graph process or Norros-Reittu model ([23]) and closely related to
random graphs of fixed degree distribution known as the configuration model ([19, 20]).
More specifically, let w = (wi)i∈[|n|] be a weight vector, and G(n,w) an undirected random
graph of n nodes and adjacency matrix A, where, for i ≤ j, Aij are independent Bernouilli
random variables of parameter Pij = 1 − exp
(
− wiwj∑
k wk
)
. Note that self-loops are allowed,
but they hardly occur when the weight distribution is close to uniform. Such a random graph
has a Hazard radius equal to
ρn =
∑
i w
2
i∑
k wk
. (8)
Previous results [5, 2] showed that, for such graphs, a giant component exists if and only if∑
i w
2
i >
∑
i wi, which is equivalent to ρn > 1.
Example 3 (Homogeneous percolation on regular grids). Let G = (V, E) be a regular
cubic grid of n nodes in dimension d, and A its adjacency matrix. The random graph G(n,A)
is the result of homogeneous percolation on G if {Aij : {i, j} ∈ E} are i.i.d. Bernoulli random
variables of fixed parameter p ∈ [0, 1], and Aij = 0 otherwise. The Hazard radius of such
a network is ρn = −ρ(A) ln(1 − p) →n→+∞ −2d ln(1 − p). For d > 2, there are no known
exact formula for percolation thresholds on cubic grids, although experimental approaches
provided high precision numerical estimates [12]. These estimates seem to coincide rather
well with p = 1 − e−1/2d (i.e. the value such that limn→+∞ ρn = 1) for high-dimensional
grids (for d = 13, p∗ = 0.040 compared to 1 − e−1/2d = 0.038), while being rather different
for lower-dimensional grids (for d = 2, p∗ = 0.5 compared to 1− e−1/2d = 0.22).
Example 4 (Star-shaped network). For homogeneous percolation on a star-shaped net-
work centered around 1, the exact influence of I = {1} can be derived explicitly and
we have: σ({1}) = 1 + p(n − 1). As, for i < j, the Hazard matrix coefficients are
Hij = − ln(1 − p)1{i = 1}, the Hazard radius is given by ρn = −
√
n− 1 ln(1 − p).
When p = c/
√
n, the influence is always sublinear in n, and the threshold value is infi-
nite (c∗ = +∞). Hence limn→+∞ ρn = c = 1 does not bring any particular change in the
behavior of the influence.
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2.4 Random graphs with Local Positive Correlation (LPC)
The analysis developed in this paper concerns a particular class of random graphs that
display correlation at a local scale only.
Definition 6 (Random graphs with Local Positive Correlation (LPC)). We con-
sider a random graph G(n,A). For any node pair (i, j) ∈ [|n|]2, we define A−ij to be the sub-
collection of edge variables {Akl : (k, l) 6= (i, j)}, and Nij = {(j, i)}∪{(k, l) : k = i or l = j}
to be the neighborhood that contains the edge (j, i) plus all edges which share with (i, j) either
the same head or the same tail. The random graph G(n,A) is a random graph with Local
Positive Correlation (LPC) if the two following conditions hold:
(H1) ∀i, j, k, l such that (k, l) /∈ Nij, Aij is independent of Akl.
(H2) ∀i, j, the mapping a 7→ E(Aij |A−ij = a) is non-decreasing w.r.t. the natural partial
order on {0, 1}n2−1 (i.e. a ≤ a′ if and only if ∀i ≤ n2 − 1, ai ≤ a′i).
The first assumption (H1) can be interpreted as a property of long range independence
between remote edges, while the assumption (H2) properly states the local positive cor-
relation of neigboring edges. When the random variables Aij are interpreted as indicator
variables of the occurrence of transmission events from node i to node j in a diffusion
process, then the long range independence assumption implies pairwise independence for
transmission events on nonadjacent edges, and the local positive correlation sets positive
correlations at the local level for the transmission events on adjacent edges conditionally to
the state of all other edges.
Remark 2. Since independence implies positive correlation, all random graphs which as-
sume independence of the edge variables also verify LPC. Hence, most standard models
of random networks, including Erdo¨s-Re´nyi and the very general class of inhomogeneous
random graphs [5], verify LPC.
The following lemma indicates that the notion of random graphs with LPC covers in
particular homogeneous and inhomogeneous percolation.
Lemma 1 (Random undirected graph). An undirected random graph G(n,A) is a ran-
dom graph with LPC if and only if the edge variables {Aij : i < j} are independent.
Proof. Since independence implies positive correlation, the LPC property is a direct conse-
quence of {Aij : i < j} being independent. Now, if an undirected random graph G(n,A) is
a random graph with LPC, then, since Aij = Aji, (H1) holds for all (k, l) /∈ Nij ∩ Nji =
{(i, j), (j, i)}, and {Aij : i < j} are independent.
We will see later that the conditions of LPC are fulfilled for many popular random graph
models used in epidemiology (Sec. 6) and in information propagation (Sec. 7).
3 Nonasymptotic upper bounds on the influence
In this section, we provide tight upper bounds on the influence under three scenarios on the
set of influencers:
I) Deterministic (worst-case) scenario: corresponds to a fixed set I of influencers,
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II) Random A with parameter n0 < n: the set I of influencers is random and drawn
according to a uniform distribution U([|n|], n0) over the subsets of [|n|] of cardinality
n0,
III) Random B with parameter q ∈ [0, 1]: the set I of influencers is random and drawn with
a distribution D([|n|], q) such that, for all i ∈ [|n|], the random variables Bi = 1{i ∈ I}
are independent Bernoulli with parameter q.
In both cases (II) and (III), the influencer set is drawn independently of the particular graph
sampled under the random graph model G(n,A).
3.1 Deterministic (worst-case) scenario
The first result (Theorem 1) applies to any fixed set of influencers I such that card(I) = n0.
Intuitively, this result corresponds to a worst-case scenario since the bound does not depend
on I.
Theorem 1. Let G(n,A) be a random graph with LPC. For any fixed set of influencers I
such that card(I) = n0 ≤ n, the influence σ(I) is upper bounded by:
σ(I) ≤ n0 + γ1
(
ρn,
n0
n− n0
)
(n− n0) , (9)
where γ1(ρ, a) = γ1 is the smallest solution in [0, 1] of the following equation:
γ1 − 1 + exp
(
−ργ1 − ρa
γ1
)
= 0 , (10)
and ρn is the Hazard radius of the random graph G(n,A).
A refined analysis of the parameter γ1 in the previous theorem leads to the description
of the behavior of the influence with respect to three regimes as shown in the following
corollary.
Corollary 1. Under the same conditions as in Theorem 1, we have:
σ(I) ≤

n0 +
√
ρn
1− ρn
√
n0(n− n0) , if ρn < 1− δn
n0 + 2
4/3n
1/3
0 (n− n0)2/3 , if |ρn − 1| ≤ δn
n0 + (n− n0)γ0(ρn) + cn
√
n0(n− n0) , if ρn > 1 + δn
where δn =
(
n0
4(n− n0)
)1/3
, and cn =
√
(1− γ0(ρn))ρn
1− (1− γ0(ρn))ρn .
Remark 3. When considering a fixed set of influencers I, one can remove the ingoing
edges of the influencers in order to get slightly improved results. In such a case, the Hazard
matrix is replaced by Hij(I) = 1{j /∈ I} · Hij.
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3.2 Random influencer set with fixed size
The second result (Theorem 2) applies in the case where the set of influencers is drawn from
a uniform distribution over the subpartition of sets of n0 nodes chosen amongst n. This
result corresponds to the average-case scenario in a setting where the initial influencer nodes
are not known and drawn independently of the random graph.
Theorem 2. Let G(n,A) be a random graph with LPC. Assume the set I of influencers is
drawn from an independent and uniform distribution U([|n|], n0) over Pn0([|n|]). Then, we
have the following result:
E(σ(I)) ≤ n0 + γ
(
ρn,
n0ρn
n− n0
)
(n− n0) , (11)
where γ(ρ, a) is defined as in Definition 3.
Corollary 2. Under the same conditions as in Theorem 2, we have:
E(σ(I)) ≤

n0
1− ρn , if ρn < 1− δ
′
n
n0 +
√
8n0(n− n0) , if |ρn − 1| ≤ δ′n
(n− n0)γ0(ρn) + n0
1− ρn(1− γ0(ρn)) , if ρn > 1 + δ
′
n
where δ′n =
√
n0
2(n− n0) .
3.3 Random influencer set with random size
The third result (Theorem 3) applies in the case where each node of the network is an
influencer independently and with a fixed probability q ∈ [0, 1]. This result corresponds
to the randomized scenario in which the initial influencer nodes are not known and drawn
independently of the random graph.
Theorem 3. Let G(n,A) be a random graph with LPC. Assume each node is an influencer
with independent probability q ∈ [0, 1] and denote by I ∼ D([|n|], q) the random set of
influencers that is drawn. Then, we have the following result:
E(σ(I)) ≤ γ(ρn,− ln(1− q))n, (12)
where γ(ρ, a) is defined as in Definition 3.
Corollary 3. Under the same conditions as in Theorem 3, we have:
E(σ(I)) ≤

− ln(1− q)n
1− ρn , if ρn < 1− dq
n
√
−8 ln(1− q) , if |ρn − 1| ≤ dq
nγ0(ρn) +
− ln(1− q)(1− γ0(ρn))n
1− ρn(1− γ0(ρn)) , if ρn > 1 + dq
9
where dq =
√
− ln(1− q)
2
.
3.4 Lower bounds
The following proposition shows that the upper bounds in Corollary 1 are tight, in the sense
that, for any Hazard radius, there is a random graph on which the influence has the exact
same behavior as the upper bounds in the worst case scenario.
Proposition 1. For all ρ > 0, there exists a constant Cρ > 0 and a sequence of LPC random
graphs (Gn)n>0 with n vertices and Hazard radius ρn, and such that limn→+∞ ρn = ρ. For
n sufficiently large, the influence σn({1}) of node 1 in Gn is lower bounded by:
σn({1}) ≥

Cρ
√
n if ρ < 1
Cρn
2/3 if ρ = 1
γ0(ρ)n− o(n) if ρ > 1
. (13)
This proposition relies on “random star-networks”, i.e. undirected random graphs such
that the {Aij : i < j} are independent Bernoulli random variables of parameter a ∈ [0, 1]
if i = 1 and b < a otherwise. Intuitively, such a network is the addition of a star network
and an Erdo¨s-Re´nyi random graph. Our theoretical bounds on the influence are particularly
tight on this class of random graphs.
4 Application to bond percolation
Bounding the influence of reachable sets in random graphs allows to derive nonasymptotic
bounds on a celebrated quantity in bond percolation which is the size of the giant component,
as well as the distribution of the size of connected components of undirected random graphs.
We first recall the inhomogeneous bond percolation model.
Model 1 (Bond percolation). A bond percolation graph is an undirected random graph
G = G(n,A) of size n with independent edge variables {Aij : i < j}.
We recall that, according to Lemma 1, G is a random graph with LPC. For k ≥ 1,
we denote by Vk ⊂ [|n|] the kth-largest connected component of G. We also introduce
Ck(G) = card(Vk), the size of the connected component with kth greatest cardinality and
N(m) the number of connected components of G of cardinality greater than or equal to m.
4.1 Size and existence of the giant component
Let a > 0. The key observation is that if each node of G is an influencer with independent
probability 1−exp(−a), we can relate the total size of infection and the size of the connected
components of G in the following way:
E(card(R(I, A)) | A) =
∑
k
Ck(G)P(Vk ∩ I 6= ∅ | A) =
∑
k
Ck(G)
(
1− e−aCk(G)
)
Therefore, we have
E
( ∑
k
Ck(G)
(
1− e−aCk(G)
) )
= E(σ(I)) ≤ γ(ρn, a)n (14)
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The next argument leads to nonasymptotic bounds on the size of the giant component
for the inhomogeneous bond percolation model:
Theorem 4 (Size of the giant component). Let G(n,A) be an undirected random graph
of size n with independent edge variables {Aij : i < j}. Let a > 0, and ρn the Hazard radius
of G. The probability distribution of the size of its largest connected component C1(G)
verifies:
E(C1(G)(1− e−a(C1(G)−1))) ≤ n
(
1− e−ρnγ(ρn,a)
)
(15)
where γ(ρ, a) is defined as in Definition 3.
Corollary 4. Under the same conditions as in Theorem 4, we have:
E(C1(G)) ≤

1
2
+
√
1
4
+
nρn
1− ρn , if ρn < 1− κn
−1/3
γ0(ρn)n+
n2/3√
κ
, if |ρn − 1| ≤ κn−1/3
γ0(ρn)n+ cn
√
n+ 2 , if ρn > 1 + κn
−1/3
where cn =
2√
e
√
(1− γ0(ρn))2ρn
1− ρn + γ0(ρn)ρn and κ =
(
2e
27
)2/3
.
Remark 4 (Homogeneous percolation). Let G = (V, E) be an undirected graph and
p ∈ [0, 1]. If E(Aij) = p1{(i, j) ∈ E}, then ρn = − ln(1 − p)ρ(A) where A is the adjacency
matrix of G.
Whereas the latter results hold for any n ∈ N, classical results in percolation theory study
the asymptotic behavior of sequences of graphs when n → ∞. Up to our knowledge, the
best result in the inhomogeneous bond percolation model (see [5], Corollary 3.2 of section
5) states that: under a given subcriticality condition, C1(Gn) = o(n) asymptotically almost
surely (a.a.s.). Combining our previous theorem and Markov’s inequality, we are in position
of obtaining a significant improvement on the previous result.
Corollary 5. Denote by Gn = G(n,An) a sequence of undirected random graphs and ρn
the sequence of spectral radiuses of the corresponding Hazard matrices. Let ωn be a sequence
such that limn→∞ ωn = +∞. We have:
C1(Gn) =

o(n1/2ωn) a.a.s. , if lim supn→∞ ρn < 1
o(nmax(1−β,2/3)ωn) a.a.s. , if ρn − 1 = O(n−β)
Moreover, Corollary 4 also implies a result of non-existence of the giant component, in
the sense that no component has a size proportional to the size of the network.
11
Corollary 6 (Existence of a giant component). Denote by Gn = G(n,An) a sequence
of undirected random graphs and ρn the sequence of spectral radiuses of the corresponding
Hazard matrices. If lim supn→∞ ρn ≤ 1, then
E(C1(Gn)) = o(n), (16)
and there is no giant component in Gn a.a.s..
Proof. Combining the second equation of Corollary 4 (valid for all ρn ≥ 0) and Lemma 4,
we obtain E(C1(Gn)) = o(n). Markov’s inequality implies the result in probability.
4.2 Number of components of cardinality larger than m
The following result focuses on discovering the expectation of N(m), the number of con-
nected components of G having cardinality greater than or equal to m. A straightforward
observation yields E(N(m)) ≤ nm . For critical and subcritical random graphs, we are able
to show that the expectation of N(m) is in fact decreasing much faster with respect to m.
Theorem 5. Let G(n,A) be an undirected random graph of size n with independent edge
variables {Aij : i < j}. Let m > 0. The expected number of connected components N(m) of
cardinality greater than or equal to m is upper bounded by:
E(N(m)) ≤ n
m
min
a>0
{
1− e−ρnγ(ρn,a)
1− ea(m−1)
}
(17)
where γ(ρ, a) is defined as in Definition 3.
Corollary 7. Under the same conditions as in Theorem 5, we have:
E(N(m)) ≤

n
m(m− 1)
ρn
1− ρn , if ρn < 1− κ1m
−1/2
n
m3/2
1
κ1
, if |ρn − 1| ≤ κ1m−1/2
n
m
(
γ0(ρn) +
c′n√
m− 1 +
cn
m− 1
)
, if ρn > 1 + κ1m
−1/2
where cn =
(1−γ0(ρn))2ρn
1−ρn+γ0(ρn)ρn , c
′
n =
√
γ0(ρn)cn and κ1 =
√
η
8
(√
1 + 82η−1 − 1
)
where η is the
strictly positive solution of eη = 2η + 1 (κ1 ≈ 0.32).
5 Application to site percolation
In this section, we show that the results of the previous section can further be applied to
site percolation.
Model 2 (Site percolation). A site percolation graph consists in removing the nodes of
an undirected graph G = (V, E) independently and with probability 1− pi.
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Although the resulting undirected random graph GSP is not LPC, the size of connected
components in GSP can be bounded by the size of reachability sets of a random graph with
LPC. Let Aij = Xj1{(i, j) ∈ E}, where Xi are the Bernouilli random variables indicating
the presence or absence of a node i in GSP , and G
′
SP = G(n,A).
Proposition 2. G′SP is a random graph with LPC. Furthermore, if R(I, A) is the reachable
set of I ⊂ [|n|] in G′SP , then
card(R(I, A)) ≥
∑
k
Ck(GSP )1{Vk ∩ I 6= ∅} a.s., (18)
where Vk is the kth-largest connected component of GSP and Ck(GSP ) = card(Vk).
Proof. Since the Xi are independent, for all i, j, i
′, j′, Aij and Ai′j′ are positively correlated
if j = j′ and independent otherwise, which proves the LPC assumption. In order to prove
the inequality, it suffices to see that, if there is an influencer in a connected component Vk
of GSP (i.e. Vk ∩ I 6= ∅), then Vk is in reachable set R(I, A).
Since the inequality in Proposition 2 is the same starting point as the results derived for
bond percolation, all the results of Sec. 4 also apply to site percolation with the following
Hazard radius:
ρn = ρ
(
− ln(1− pi) + ln(1− pj)
2
1{(i, j) ∈ E}
)
. (19)
6 Application to epidemiology
In epidemiology, several models for the propagation of a disease in a population have been
developped ([22, 15, 24]), ranging from simple (e.g. SI, SIS, SIR [22, 15]) to more com-
plex (e.g. SIRS, SEIR, SEIV [24]) diffusion mechanisms. We here focus on the standard
Susceptible-Infected-Removed (SIR) model, and show that its long-term behavior is a par-
ticular case of LPC random graphs.
Model 3 (Susceptible-Infected-Removed [15]). Let G = (V, E) be an undirected net-
work of n nodes, A = (1{(i, j) ∈ E})
ij
its adjacency matrix, and δ, β > 0. A Susceptible-
Infected-Removed epidemic SIR(G, δ, β) is a stochastic process (St, It, Rt)t≥0, where St, It
and Rt encode the state of each node of the network G during the epidemic by partition-
ing the nodes into three sets, depending on their infectious state: susceptible, infected or
removed. Each edge of the graph transmits the disease at rate β, and each infected node
recovers at rate δ. More formally, let tIi = {t ≥ 0 : i ∈ It} be the time when node i becomes
infected. Then ∀i ∈ I0, tIi = 0 and
∀i /∈ I0, tIi = min{j∈[|n|]:Tji<Dj}(t
I
j + Tji), (20)
where Tji and Di are independent exponential random variables of expected value 1/β and
1/δ, respectively. Then, the recovery time of each node is tRi = t
I
i + Di, and the sets St,
It and Rt are given by St = {i ∈ [|n|] : t < tIi }, It = {i ∈ [|n|] : tIi ≤ t < tRi } and
Rt = {i ∈ [|n|] : tRi ≤ t}.
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6.1 Subcritical behavior in the standard SIR model
We show here that Theorem 1 (through Corollary 1) further improves results on the SIR
model in epidemiology. In order to determine the long-term behavior of the epidemic, the
following theorem shows that the set limt→+∞Rt of recovered nodes is the reachable set of
a random graph with LPC.
Proposition 3. Let St, It and Rt be (respectively) the sets of susceptible, infected and
removed individuals at time t ≥ 0 of an SIR(G, δ, β) epidemic with transmission times Tij
and recovery times Di. Then, the random graph GSIR = G(n,A) with adjacency matrix
Aij = 1{{i, j} ∈ E and Tij < Di} is a random graph with LPC and, if R(I0, A) is the
reachable set of I0 in GSIR, then limt→+∞Rt = R(I0, A).
Proof. GSIR is a random graph with LPC since only outgoing edges of a node are correlated
together, and this correlation is positive due to the fact that E(Aij |A−ij = a) = P(Tij <
Di | maxk∈N 1ij(a) Tik < Di ≤ mink∈N 0ij(a) Tik), where N bij(a) = {k 6= j such that {k, i} ∈
E and aik = b} for b ∈ {0, 1}, which is non-decreasing w.r.t. a. Finally, limt→+∞Rt = {i ∈
[|n|] : tIi < +∞}, and a node i is in limt→+∞Rt if and only if i ∈ I0 or i has an infected
neighbor j that transmitted the disease, i.e. such that j ∈ R(I0, A), {j, i} ∈ E and Tji < Dj ,
or equivalently Aji = 1.
In the sequel, we will refer to the number of infected nodes through the epidemic as σ(I).
The Hazard matrix H of GSIR is given by ln(1 + βδ ) · A and hence ρn = ln(1 + βδ ) · ρ(A). A
direct application of Corollary 1 leads to the following result.
Corollary 8. We consider an SIR(G, δ, β) epidemic with δ > 0. We denote by A the
symmetric adjacency matrix of G, by ρn = ln(1 + βδ ) · ρ(A) its Hazard radius, and by I the
initial set of influencers of size n0. If
β
δ < exp(
1
ρ(A) )− 1, then we have
σ(I) ≤ n0 +
√
ρn
1− ρn
√
n0(n− n0) . (21)
It was recently shown by Draief, Ganesh and Massoulie´ ([7]) that, in the case of undi-
rected networks, and if βρ(A) < δ, we have the following bound on the influence for a fixed
set of influencer nodes:
σ(I) ≤
√
nn0
1− βδ ρ(A)
. (22)
As we will show now, Corollary 8 improves the result of [7, 24] in two directions: weaker
condition and tighter constants in the upper bound. Indeed, when ρ(A)  1, 1ρ(A) is a
good approximation of exp( 1ρ(A) )− 1. However, the two quantities may differ substantially
on very sparse networks, for which ρ(A) is close to 1. For example, for an n-cycle graph,
we have Aij = 1{j = i ± 1 mod n} where mod is the modulo operator, which leads to
ρ(A) = 2 and exp( 1ρ(A) ) − 1 ≈ 0.65 > 0.5. Now, as far as the comparison between the two
rates is concerned, we offer the following lemma which assesses the tightness of Corollary 8
with respect to the upper bound in Eq. 22.
Lemma 2. We use the same notations as in Corollary 8. If βρ(A) < δ, then we have:
n0 +
√
ρn
1− ρn
√
n0(n− n0) ≤
√
nn0
1− βδ ρ(A)
. (23)
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Proof. First, ρn = ln(1 +
β
δ )ρ(A) ≤ βδ ρ(A). Then, we introduce the function
f : r → n0 +
√
r
1− r
√
n0(n− n0)−
√
nn0
1− r .
A simple analysis shows that maxr∈[0,1] f(r) = n0
(
1− 34
√
n
n0
− 14
√
n0
n
)
≤ 0 when n0 ≤ n,
which proves the lemma.
Moreover, these new bounds capture with increased accuracy the behavior of the in-
fluence in extreme cases. In the limit β → 0, the difference between the two bounds is
significant, because Theorem 1 yields σ(I)→ n0 whereas Eq. 22 only ensures σ(I) ≤ √nn0.
When n = n0, Theorem 1 also ensures that σ(I) = n0 whereas Eq. 22 yields σ(I) ≤ n01− βδ ρ(A) .
Secondly, Theorem 1 also describes the explosive behavior in the SIR model and leads to
bounds in the case where βρ(A) ≥ δ, as we will see below.
6.2 Behavior near the epidemic threshold
The regime around 1 of ln(1+ βδ ) ·ρ(A) can also be derived from the generic results of Sec. 3.
Corollary 9 (Critical behavior of SIR). We use the same notations as in Corollary 8.
If |ρn − 1| ≤
(
n0
4(n−n0)
)1/3
, then we have
σ(I) ≤ n0 + 24/3n1/30 (n− n0)2/3 . (24)
Proof. This is also a direct application of Corollary 1 to GSIR.
More specifically, the behavior when βρ(A) = δ depends on the rate at which the spectral
radius of the adjacency matrix diverges w.r.t. n.
Corollary 10. We use the same notations as in Corollary 8. Assume n0 = O(1) and
ρ(A) = O(nα) for α ≥ 0. If βρ(A) = δ, then we have
σ(I) = O
(
nmin{
1+α
2 ,
2
3}
)
. (25)
Proof. If the graph is empty, then σ(I) = 0. Otherwise, ρ(A) ≥ 1 and ρn = ln(1 +
1
ρ(A) )ρ(A) ≤ 1− 1−ln 2ρ(A) , the critical bound of Corollary 1 implies that σ(I) = O(n2/3), while
the subcritical bound implies that σ(I) = O(n 1+α2 ).
The behavior in O(n2/3) of the size of the epidemic in the critical regime was already
known for the more simple N-intertwinned SIR model [1] (in which the three populations
are assumed to be mixed uniformly). However, this result is, up to our knowledge, the first
to prove such a behavior in the more general case of epidemics on networks. Finally, note
that Proposition 1 implies that the behavior in O(n2/3) is tight, in the sense that some
networks do behave accordingly in the critical regime.
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6.3 Generic incubation period
Theorem 1 applies to more general cases than the classical homogeneous SIR model, and
allows infection and recovery rates to vary across individuals. Also, our model allows for
incubation times which display a non-exponential behavior, and thus is more adapted to
realistic scenarios. Indeed, incubation periods for different individuals generally follow a
log-normal distribution [21], which indicates that SIR with a log-normal recovery rate of
removal might be well-suited to model real-world infections.
For each node i, let the incubation time Di (i.e. the time for an infected node to recover)
be a random variable drawn according to a certain probability distribution PD. In such a
case, the Hazard radius is
ρn = −ρ(A) ln
(
E(e−βD)
)
, (26)
and a sufficient condition for subcriticality is βρ(A)E(D) < 1, where E(D) = ∫ xPD(x)dx.
Corollary 11 (Generic incubation period). We consider a graph of contaminated nodes
obtained after the realization of an SIR contagion process with incubation times drawn ac-
cording to the probability distribution PD. We denote by A its symmetric adjacency matrix,
by I its initial set of influencers of size n0 = O(1), and E(D) =
∫
xPD(x)dx.
If βρ(A)E(D) < 1, then we have
σ(I) = O(√n) . (27)
Proof. Since, for GSIR = G(n,A), E(Aij) = P(Tij < Di) = 1−E(e−βD), a direct application
of Corollary 1 to GSIR returns that the epidemic is subcritical if ρn = −ρ(A) ln
(
E(e−βD)
)
<
1. Jensen’s inequality on E(e−βD) leads to the desired result.
In the log-normal case, Corollary 11 gives the following bound on the epidemic threshold:
Corollary 12 (Log-normal incubation period). We consider a graph of contaminated
nodes obtained after the realization of an SIR contagion process with incubation times
drawn according to a log-normal distribution of parameters µD and σD. We denote by
A its symmetric adjacency matrix, by I its initial set of influencers of size n0 = O(1). If
µD +
σ2D
2
< − ln (βρ(A)), then we have
σ(I) = O(√n) . (28)
7 Application to Information Cascades
In information propagation theory, information cascades have emerged as a relevant model
for viral diffusion of ideas and opinions [14, 6, 11, 10]. They are of two types:
Model 4 (Discrete-Time Information Cascades [DTIC(P), [6, 14]]). At time t = 0,
only a set I of influencers is infected. Given a matrix P = (pij)ij ∈ [0, 1]n×n, each node i
that receives the contagion at time t may transmit it at time t + 1 along its outgoing edge
(i, j) ∈ E with probability pij. Node i cannot make any attempt to infect its neighbors in
subsequent rounds. The process terminates when no more infections are possible.
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Model 5 (Continuous-Time Information Cascades [CTIC(F , T ), [11, 10]]). At time
t = 0, only a set I of influencers is infected. Given a matrix F = (fij)ij of non-negative
integrable functions, each node i that receives the contagion at time t may transmit it at
time s > t along its outgoing edge (i, j) ∈ E with stochastic rate of occurrence fij(s − t).
The process terminates at a given deterministic time T > 0. This model is much richer
than the DTIC model, but we will focus here on its behavior when T =∞.
Let It ⊂ [|n|] be the set of infected nodes at time t. In DTIC(P) and CTIC(F ,∞), It is
non-decreasing w.r.t. t and reaches a limit set I∞ = limt→+∞ It. Due to the independence
of transmission events along the edges of the graph, I∞ is the reachable set of I in a random
graph GIC = G(n,A) with independent edge variables Aij . Hence GIC is a random graph
with LPC and the results of Sec. 3 are applicable.
Proposition 4. Let I be a set of influencers, P = (pij)ij ∈ [0, 1]n×n a matrix of trans-
mission probabilities and F = (fij)ij a matrix of non-negative integrable functions. Then,
under DTIC(P) and CTIC(F ,∞), the set of infected nodes at the end of the diffusion
process is the reachable set R(I, A) of I in a random graph with LPC, and Theorems 1, 2
and 3 are applicable with the following Hazard matrix:
Hij =
{
− ln(1− pij) for DTIC(P)∫∞
0
fij(t)dt for CTIC(F ,∞)
. (29)
Proof. Since transmission events are independent, we can, prior to the epidemic, draw,
respectively, the transmission along each edge (i, j) ∈ [|n|]2 Tij ∼ B(pij) for DTIC(P), and
time to transmit along each edge τij ∼ pij(t) = fij(t)e−
∫ t
0
fij(u)du for CTIC(F , T ). Then,
a node i belongs to I∞ if and only if there is a path between I and i such that each of
its edges transmitted the information. Hence, I∞ is the reachable set of I in the random
graph G(n,A) s.t. Aij = Tij for DTIC(P), and Aij = 1{τij < +∞} for CTIC(F , T ).
These are independent Bernoulli random variables of parameter pij for DTIC(P), and
1− exp(− ∫∞
0
fij(t)dt) for CTIC(F , T ), which implies that G is a random graph with LPC
and the above mentioned Hazard matrices.
8 Conclusion
In this paper, we established new bounds on the influence in random graphs, and applied our
results to three quantities of major importance in their respective fields: the size of the giant
component in percolation, the number of infected nodes in epidemiology and the influence
of information cascades. These bounds are a strong indication that the Hazard radius plays
an important role in the dynamics of diffusion processes in random graphs, and lead to
several open questions. First, one may wonder if the LPC property is a necessary condition
for the bounds to hold. For example, relaxing the local correlation and allowing positive
correlation on larger neighborhoods may still provide random graphs in which criticality is
controlled by the Hazard radius. Second, an important class of diffusion models, based on
randomized versions of the Linear Threshold model, is so far absent of this analysis, and
being able to describe such models by a well chosen LPC random graph may lead to new
and valuable results. Finally, the Hazard radius may drive the behavior of other diffusion-
related quantities in random graphs, such as the volume of neighborhoods of fixed size. Such
results would prove critical for understanding the temporal dynamics of diffusion processes
in networks.
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A Behavior of the Hazard function
When ρ ≥ 0 and a > 0, γ − 1 + exp (−ργ − a) = 0 always has a solution in [0, 1] and γ(ρ, a)
is well defined. γ and γ0 are non-decreasing w.r.t. ρ, limρ→+∞ γ(ρ, a) = limρ→+∞ γ0(ρ) = 1
and, for ρ ≤ 1, γ0(ρ) = 0.
Moreover, we have the following upper bounds for γ(ρ, a), that we will use to determine
the subcritical, critical and supercritical behavior of the influence.
Lemma 3. ∀ρ 6= 1 and a > 0,
γ(ρ, a) ≤ γ0(ρ) + a(1− γ0(ρ))
1− ρ(1− γ0(ρ)) , (30)
and ∀ρ > 0 and a > 0,
γ(ρ, a) ≤ γ0(ρ) +
√
2amin
{
1,
√
1
ρ
}
. (31)
Eq. 30 is particularly tight, except when ρ ≈ 1 (i.e. the critical case). In order to derive
upper bounds in the critical case, we will thus use the second upper bound.
Proof. By definition of γ(ρ, a),
γ(ρ, a) = 1− exp (−ργ0(ρ)− ρ(γ(ρ, a)− γ0(ρ))− a)
≤ 1− (1− γ0(ρ)) (1− ρ(γ(ρ, a)− γ0(ρ))− a)
= γ0(ρ) + (1− γ0(ρ)) (ρ(γ(ρ, a)− γ0(ρ)) + a) ,
(32)
hence
γ(ρ, a) ≤ γ0(ρ) + a(1− γ0(ρ))
1− ρ(1− γ0(ρ)) . (33)
For the second inequality, first observe that γ(ρ, a) ≥ 1− 1ρ since γ(ρ, a) = 1−exp(−ργ(ρ, a)−
a) ≥ 1− 11+ργ(ρ,a) = ργ(ρ,a)1+ργ(ρ,a) which leads to ργ(ρ, a) ≥ ρ−1. The second inequality follows
from an approximation of the derivative of γ(ρ, a) w.r.t. a:
∂γ(ρ, a)
∂a
=
1− γ(ρ, a)
1− ρ(1− γ(ρ, a)) ≤
1
1− ρ(1− γ(ρ, a)) . (34)
Multiplying the two terms by 1 − ρ(1 − γ(ρ, a)) > 0 and integrating between 0 and a, we
get
(1− ρ)(γ(ρ, a)− γ0(ρ)) + ρ
2
(γ(ρ, a)2 − γ0(ρ)2) ≤ a (35)
which leads to
γ(ρ, a) ≤ 1− 1
ρ
+
√
(γ0(ρ)− 1 + 1
ρ
)2 +
2a
ρ
≤ γ0(ρ) +
√
2a
ρ
. (36)
using that, ∀a, b ≥ 0, √a+ b ≤ √a+√b. Finally, noting that γ(ρ, a) is non-decreasing, we
get that ∀ρ ≤ 1, γ(ρ, a) ≤ γ(1, a) ≤ √2a, and ∀ρ ≥ 1,
√
2a
ρ ≤
√
2a.
We will also use the follwing bound on γ0(ρ):
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Lemma 4. ∀ρ ≥ 1, γ0(ρ) ≤ 2(ρ− 1).
Proof. A simple calculation holds that γ0 is concave on (1,+∞). Thus, it implies that,
∀ρ > 1,
γ0(ρ) ≤ γ′0(1+)(ρ− 1). (37)
Finally, ∀ > 0,
γ′0(1 + ) =
γ0(1 + )(1− γ0(1 + ))
1− (1 + )(1− γ0(1 + )) =
γ′0(1
+)
γ′0(1+)− 1
+ o(), (38)
which leads to γ′0(1
+) ∈ {0, 2}, and γ′0(1+) = 0 is impossible since γ0 is concave on (1,+∞)
and γ0(ρ) > 0 for all ρ > 1. Hence, γ
′
0(1
+) = 2 and γ0(ρ) ≤ 2(ρ− 1) for ρ ≥ 1.
B Proofs of the upper bounds on influence
In this section, we consider G(n,A) a random graph with LPC and R(I, A) the reachable
set of a set of influencers I in G. We will also define Xi = 1{i ∈ R(I, A)} the indicators
of the reachable set. First, note that all the bounds provided in Sec. 3 are infinite when
there exists an edge (i, j) such that E(Aij) = 1 (since, in such a case, ρn = +∞). Hence,
we will assume that ∀(i, j) ∈ [|n|]2,E(Aij) < 1. In the following paragraphs, we will prove
our results for random graphs having a strictly positive measure, i.e. such that every graph
of n nodes has a non-zero probability. When this assumption is not satisfied, the next two
lemmas show that we can still derive the desired results by considering a sequence of such
graphs converging to G.
Definition 7 (Perturbed random graph). Let G(n,A) be a random graph and ε > 0.
The ε-perturbed version of G, Gε = (n,Aε), is a random graph such that Aεij = Aij(1 −
Xij) + YijXij where Xij and Yij are, respectively, i.i.d. Bernoulli random variables with
parameter ε and 1/2, and independent of G.
These noisy versions of G have a strictly positive measure, while still verifying the LPC
property.
Lemma 5. Let ε > 0, G(n,A) a random graph and Gε = (n,Aε) its ε-perturbed version.
Then Gε has a strictly positive measure and, if G is a random graph with LPC, then so
does Gε.
Proof. Let X and Y be the random matrices of Definition 7. ∀a ∈ {0, 1}n2 , P(Aε = a) ≥
P(X = 1, Y = a) = ( ε2 )
n2 > 0, where 1 is a vector of size n filled with ones. Also, since Xij
and Yij are independent, then (H1) and (H2) of the LPC property are still verified for G
ε
(see Definition 6).
Furthermore, the influence and Hazard radius are continuous w.r.t. ε, and thus our
results on strictly positive measures can be generalized to any random graph with LPC.
Lemma 6. Let I be a set of influencers, ε > 0, G(n,A) a random graph and Gε = G(n,Aε)
its ε-perturbed version. Let also σ(I) be the influence of I in G, σε(I) the influence of I in
Gε, ρn the Hazard radius of G and ρ
ε
H the Hazard radius of G
ε. Then the following results
hold:
lim
ε→0
σε(I) = σ(I), (39)
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and
lim
ε→0
ρεH = ρn. (40)
Proof. Let X and Y be the random matrices of Definition 7. ∀a ∈ {0, 1}n2 , P(Aε = a) =
P(X = 0, A = a) + P(X 6= 0, Aε = a), where 0 is the vector of size n filled with zeros.
Hence,
|P(Aε = a)− P(A = a)| = |P(X 6= 0, Aε = a)− P(X 6= 0)|
≤ 2P(X 6= 0)
≤ 2(1− (1− ε)n2)
→ε→0 0.
(41)
Since {0, 1}n2 is finite, Aε converges to A in law, and for any function f : {0, 1}n2 → R we
have:
lim
ε→0
E(f(Aε)) = E(f(A)). (42)
Selecting f(A) = card(R(I, A)) = card(I) + ∑i/∈I (1−∏q∈QI,i(1−∏(j,l)∈q Ajl)) (see
Definition 4) implies that limε→0 σε(I) = σ(I). The second result comes from the continuity
of the spectral radius and that
Hεij = − ln
(
1− (1− ε)E(Aij)− ε
2
)
→ε→0 Hij . (43)
B.1 Proofs of Theorem 1 and Corollary 1
We develop here the full proofs for Theorem 1 and Corollary 1 that apply to any set of
influencers. Due to Lemma 5 and Lemma 6, without loss of generality, we will restrict
ourselves to random graphs G that have a strictly positive measure. We will first need to
prove two useful results: Lemma 7, that proves for j ∈ [|n|] a positive correlation between
the events ’node i is not reachable from I through node j’ and Lemma 9, that bounds the
probability that a given node is reachable from I.
Lemma 7. ∀i /∈ I, {1−XjAji}j∈[|n|] are positively correlated.
Proof. We will make use of a generalization of the FKG inequality due to Holley [13, 9], that
only requires the positive correlation of the edge presence variables Aij (hypothesis (H2) of
the LPC property, see Definition 6):
Lemma 8 (FKG inequality (Theorem 4.11 of [9] adapted to our notations)). Let L
be finite, S a finite subset of R, µ a strictly positive probability measure on SL, and X ∈ SL
a random variable with probability measure µ. If µ is monotone, i.e. ∀i ∈ L and a ∈ S,
ξ 7→ Pµ(Xi ≥ a|XL\{i} = ξ) is non-decreasing w.r.t. the natural partial order on SL\{i},
then it also has positive correlations: for any bounded non-decreasing functions f and g on
SL
Eµ(f(X)g(X)) ≥ Eµ(f(X))Eµ(g(X)). (44)
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In our setting, L = [|n|]2, S = {0, 1}, and µ is the probability measure of the adja-
cency matrix A. For a given set of influencers I, the indicator values of the reachable set
Xi = 1{i ∈ R(I, A)} are deterministic functions of the random variables Aij . Thus, let
fij({Ai′j′}(i′,j′)) = 1−XjAji. In order to apply the FKG inequality, we first need to show
that each fij : {0, 1}n2 → {0, 1} is non-increasing with respect to the natural partial order
on {0, 1}n2 (i.e. X ≤ Y if Xi ≤ Yi for all i). Let u ∈ {0, 1}n2 be a given state of the edges
of the network. In order to prove the non-increasing behavior of fij , it is sufficient to show
that fij(u) is non-increasing with respect to every u(i,j).
But from Definition 4, it is obvious that Xi(u) = 1 −
∏
q∈Qi(1 −
∏
(j,l)∈q u(j,l)) is non-
decreasing with respect to every u(i,j). This implies that fij(u) = 1 − Xj(u)u(j,i) is non-
increasing with respect to every u(i,j) and that fij : {0, 1}n2 → {0, 1} is non-increasing with
respect to the natural partial order on {0, 1}n2 .
Finally, since the LPC property implies that the probability measure of A is monotonic,
we can apply the FKG inequality to {1 − XjAji}j∈[|n|], and these random variables are
positively correlated.
The next lemma ensures that the variables Xi satisfy an implicit inequation that will be
the starting point of the proof of Theorem 1.
Lemma 9. For any I such that card(I) = n0 < n and for any i /∈ I, the probability E(Xi)
that node i is reachable from I in G verifies:
E(Xi) ≤ 1− exp
(
−
∑
j
HjiE(Xj)
)
(45)
Proof. We first note that a node i /∈ I is reachable from I if and only if one of its neighbors
is reachable from I in the graph G \ {i}, and the respective ingoing edge transmitted the
contagion. Let X−ij be a binary value indicating if j is reachable from I in G \ {i}. Then
Xi = 0⇔ ∀j ∈ [|n|] \ {i}, X−ij = 0 or Aji = 0, (46)
which implies the following alternative expression for Xi:
1−Xi =
∏
j 6=i
(1−X−ij Aji). (47)
Moreover, the positive correlation of {1−X−ij Aji}j∈[|n|]\{i} implies that
E(
∏
j 6=i
(1−X−ij Aji)) ≥
∏
j 6=i
E(1−X−ij Aji) (48)
which leads to
E(Xi) ≤ 1−
∏
j 6=i E(1−X−ij Aji)
= 1−∏j 6=i (1− E(X−ij )E(Aji))
≤ 1−∏j (1− E(Xj)E(Aji))
(49)
since X−ij and Aji are independent, due to hypothesis (H1) of the LPC property (see
Definition 6) and X−ij only depends on (Akl)(k,l)/∈Nji .The second inequality comes from the
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fact that X−ij ≤ Xj a.s.. Finally,
E(Xi) ≤ 1− exp
(∑
j ln(1− E(Xj)E(Aji))
)
≤ 1− exp
(∑
j ln(1− E(Aji))E(Xj)
)
= 1− exp
(
−∑j HjiE(Xj))
(50)
since we have on the one hand, for any x ∈ [0, 1] and a < 1, ln(1− ax) ≥ ln(1− a)x, and on
the other hand E(Aji) = 1− exp(−Hji) by definition of H.
Using Lemma 9, we are now ready to start the proof of Theorem 1.
Proof of Theorem 1. In order to simplify notations, we define Zi =
(
E(Xi))i that we collect
in the vector Z = (Zi)i∈[1...n]. Using Lemma 9 and convexity of the exponential function,
we have for any u ∈ Rn such that ∀i ∈ I, ui = 0 and ∀i /∈ I, ui ≥ 0,
u>Z ≤ |u|1
(
1−
n−1∑
i=1
ui
|u|1 exp(−(H
>Z)i)
)
≤ |u|1
(
1− exp (− Z>Hu|u|1 )
)
(51)
where |u|1 =
∑
i |ui| is the L1-norm of u.
Now taking u = (1i/∈IZi)i and noting that ∀i, ui ≤ Zi, we have
Z>Z − n0
|Z|1 − n0 ≤ 1− exp
(
− Z
>HZ
|Z|1 − n0
)
≤ 1− exp
(
− ρn(Z
>Z − n0)
|Z|1 − n0 −
ρnn0
|Z|1 − n0
)
(52)
where ρn = ρ(
H+H>
2 ). Defining y =
Z>Z−n0
|Z|1−n0 and z = |Z|1 − n0 = σ(I)− n0, the aforemen-
tioned inequation rewrites
y ≤ 1− exp
(
− ρny − ρnn0
z
)
(53)
But by Cauchy-Schwarz inequality applied to u, (n− n0)(Z>Z − n0) ≥ (|Z|1 − n0)2, which
means that z ≤ y(n− n0). We now consider the equation
x− 1 + exp
(
− ρnx− ρnn0
x(n− n0)
)
= 0 (54)
Because the function f : x→ x− 1 + exp (− ρnx+ ρnn0x(n−n0)) is continuous, verifies f(1) > 0
and limx→0+ f(x) = −1, Eq. 54 admits a solution γ1 in ]0, 1[.
We then prove by contradiction that z ≤ γ1(n−n0). Let us assume z > γ1(n−n0). Then
y ≤ 1− exp (− ρny − ρnn0γ1(n−n0)). But the function h : x→ x− 1 + exp (− ρnx+ ρnn0γ1(n−n0))
is convex and verifies h(0) < 0 and h(γ1) = 0. Therefore, for any y > γ1, 0 = f(γ1) ≤
γ1
y f(y)+(1− γ1y )f(0), and therefore f(y) > 0. Thus, y ≤ γ1. But z ≤ y(n−n0) ≤ γ1(n−n0)
which yields the contradiction.
Proof of Corollary 1. Using Lemma 3 and observing that:
γ1 = γ
(
ρn,
ρnn0
γ1(n− n0)
)
≤ γ
(
ρn,
ρnn0
(γ1 − γ0(ρn))(n− n0)
)
,
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we obtain the following bounds:
γ1 ≤ γ0(ρn) + ρnn0(1− γ0(ρn))
(γ1 − γ0(ρn))(n− n0)(1− ρn(1− γ0(ρn))) , (55)
and
γ1 ≤ γ0(ρn) +
√
2n0
(γ1 − γ0(ρn))(n− n0) , (56)
which lead to
γ1 ≤ γ0(ρn) +
√
ρn(1− γ0(ρn))
1− ρn(1− γ0(ρn))
√
n0
n− n0 , (57)
and
γ1 ≤ γ0(ρn) +
(
2n0
n− n0
)1/3
. (58)
The subcritical and supercritical regimes are obtained using Eq. 57 (recall that γ0(ρ) = 0
when ρ ≤ 0) and the critical regime using Eq. 58 and Lemma 4.
B.2 Proofs of Theorem 2 and Corollary 2
In this subsection, we develop the proofs for Theorem 2 and Corollary 2 in the case when
the set of influencers I is drawn from a uniform distribution over Pn0([|n|]).
We start with an important lemma that will play the same role in the proof of Theorem 2
than Lemma 9 in the proof of Theorem 1.
Lemma 10. Assume I is drawn from a uniform distribution over Pn0([|n|]). Then, for any
i ∈ [|n|], the probability E(Xi) that node i is reachable from I in G satisfies the following
implicit inequation:
E(Xi) ≤ 1− n− n0
n
exp
(
− n
n− n0
∑
j
HjiE(Xj)
)
(59)
Proof.
E(Xi) = E(1{i∈I}) + E(1{i/∈I})E(E(Xi|I)|i /∈ I)
≤ n0
n
+
n− n0
n
(
1− E(exp
−∑
j
HjiE(Xj |I)
 |i /∈ I))
≤ n0
n
+
n− n0
n
(
1− exp
−E(∑
j
HjiE(Xj |I)|i /∈ I)
)
= 1− n− n0
n
exp
−∑
j
HjiE(Xj |i /∈ I)

≤ 1− n− n0
n
exp
− n
n− n0
∑
j
HjiE(Xj)

(60)
where the first inequality is Lemma 9 and the second one is Jensen inequality for conditional
expectations.
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Proof of Theorem 2. We define Zi =
(
E(Xi))i that we collect in the vector Z = (Zi)i∈[1...n].
Then, using Lemma 10, and convexity of exponential function, we have:
Z>Z
|Z|1 ≤ 1−
n− n0
n
n∑
i=1
Zi
|Z|1 exp
(− n
n− n0 (H
>Z)i
)
≤ 1− n− n0
n
exp
(− n
n− n0
Z>HZ
|Z|1
)
≤ 1− n− n0
n
exp
(− nρn
n− n0
Z>Z
|Z|1
)
,
(61)
which leads, due to the monotonicity of x 7→ 1− n−n0n exp(− nρnn−n0x), to
Z>Z
|Z|1 ≤ γ
(
nρn
n− n0 ,− ln(1−
n0
n
)
)
= (1− n0
n
)γ
(
ρn,
ρnn0
n− n0
)
+
n0
n
. (62)
Finally, we have by Cauchy-Schwarz inequality σU = |Z|1 ≤ nZ>Z|Z|1 , which proves the
proposition.
Proof of Corollary 2. Using Lemma 3, we obtain the following bounds:
γ
(
ρn,
ρnn0
n− n0
)
≤ γ0(ρn) + ρnn0(1− γ0(ρn))
(n− n0)(1− ρn(1− γ0(ρn))) , (63)
and
γ(ρn,
ρnn0
n− n0 ) ≤ γ0(ρn) +
√
2n0
n− n0 , (64)
The subcritical and supercritical regimes are obtained using Eq. 63 (recall that γ0(ρ) = 0
when ρ ≤ 0) and the critical regime using Eq. 64 and Lemma 4.
B.3 Proofs of Theorem 3 and Corollary 3
In this subsection, we develop the proofs for Theorem 3 and Corollary 3 in the case when
each node belongs to the set of influencers I independently at random with probability q.
We start with an important lemma that will play the same role in the proof of Theorem 3
than Lemma 9 in the proof of Theorem 1.
Lemma 11. Assume each node is an influencer with independent probability q ∈ [0, 1]
and denote by I the random set of influencers that is drawn. Then, for any i ∈ [|n|],
the probability E(Xi) that node i is reachable from I in G satisfies the following implicit
inequation:
E(Xi) ≤ 1− (1− q) exp
(
−
∑
j
HjiE(Xj)
)
(65)
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Proof.
E(Xi) = E(1{i∈I}) + E(1{i/∈I})E(E(Xi|I)|i /∈ I)
≤ q + (1− q)
(
1− E(exp
−∑
j
HjiE(Xj |I)
 |i /∈ I))
≤ q + (1− q)
(
1− exp
−E(∑
j
HjiE(Xj |I)|i /∈ I)
)
= 1− (1− q) exp
−∑
j
HjiE(Xj |i /∈ I)

≤ 1− (1− q) exp
−∑
j
HjiE(Xj)

(66)
where the first inequality is Lemma 9, the second one is Jensen’s inequality for conditional
expectations, and the third is the positive correlation of Xj and 1{i ∈ I}.
Proof of Theorem 3. We define Zi =
(
E(Xi))i that we collect in the vector Z = (Zi)i∈[1...n].
Then, using Lemma 11, and convexity of exponential function, we have:
Z>Z
|Z|1 ≤ 1− (1− q)
n∑
i=1
Zi
|Z|1 exp
(− (H>Z)i)
≤ 1− (1− q) exp (− Z>HZ|Z|1 )
≤ 1− (1− q) exp (− ρnZ>Z|Z|1 ),
(67)
which leads, due to the monotonicity of x 7→ 1− (1− q) exp(−ρnx), to
Z>Z
|Z|1 ≤ γ(ρn,− ln(1− q)). (68)
Finally, we have by Cauchy-Schwarz inequality σR = |Z|1 ≤ nZ>Z|Z|1 , which proves the
proposition.
Proof of Corollary 2. Using Lemma 3, we obtain the following bounds:
γ(ρn,− ln(1− q)) ≤ γ0(ρn) + − ln(1− q)(1− γ0(ρn))
1− ρn(1− γ0(ρn)) , (69)
and
γ(ρn,− ln(1− q)) ≤ γ0(ρn) +
√
−2 ln(1− q), (70)
The subcritical and supercritical regimes are obtained using Eq. 69 (recall that γ0(ρ) = 0
when ρ ≤ 0) and the critical regime using Eq. 70 and Lemma 4.
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B.4 Proof of Proposition 1
Proof of Proposition 1. Let Ga,b = G(n,A) be a “random star-network”, i.e. an undirected
random graph such that {Aij : i < j} are independent Bernoulli random variables of
parameter a ∈ [0, 1] if i = 1 and b < a otherwise. Then, the next Lemma shows that
the influence of node 1 in Ga,b is lower bounded by the size of the giant component of an
Erdo¨s-Re´nyi graph.
Lemma 12. Let Ga,b = G(n,A) be a “ random star-network” of parameters a and b, and
G(n, p) an Erdo¨s-Re´nyi graph of size n and parameter p. The influence σa,b({1}) of node 1
in Ga,b is lower bounded by
σa,b({1}) ≥ 1− 1
ae
+ na+ (1− a)E(C1(G(n− 1, b))), (71)
where C1(G) denotes the size of the giant component of G.
Proof. Since the edge presence variables Aij are independent, the set of nodes linked to 1
in Ga,b is a random set I(a) such that each node in {2, ..., n} belongs to it independently
with probability a. Also, I(a) is independent from the subgraph restricted to {2, ..., n}, and
since each edge in {2, ..., n} is drawn independently and has probability b, this subgraph is
an Erdo¨s-Re´nyi graph of size n− 1 and parameter b. Hence, if E(σb(I(a))) is the influence
of a random set I(a) in G(n− 1, b) as defined in Theorem 3, then
σa,b({1}) = 1 + E(σb(I(a))). (72)
Hence, Eq. 14 and the same derivation as in Theorem 4 gives that:
σa,b({1}) ≥ 1 + na+ (1− a)E(C1(G(n− 1, b))(1− (1− a)C1(G(n−1,b))−1))
≥ 1 + na+ (1− a)E(C1(G(n− 1, b)))− 1− ln(1− a)e
≥ 1 + na+ (1− a)E(C1(G(n− 1, b)))− 1
ae
.
(73)
However, a simple calculation holds ρn =
(n−2)b′+
√
(n−2)2b′2+4(n−1)a′2
2 , where a
′ =
− ln(1− a) and b′ = − ln(1− b). We now conclude in the three regimes:
Subcritical regime (ρn < 1): In this case, we take b = 0 and a =
ρ√
n−1 , for ρ ∈ [0, 1).
Then ρn = ρ+O(
1√
n
) and σa,b = 1 + ρ
√
n− 1 ≥ ρ2
√
n for n sufficiently large.
Critical and supercritical regime (ρn ≥ 1): In this case, we take a = 1√n lnn and
b = ρn . Then ρn = ρ+O(
1
lnn ) and
σa,b ≥ O(
√
n lnn) + E(C1(G(n− 1, b))). (74)
However, classical results in percolation theory [8] state that, for η > 0 and ω(n) any
function s.t. limn→+∞ ω(n) = +∞,
C1(G(n,
1
n
)) ≥ n
2/3
ω(n)
a.a.s. (75)
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and ∣∣∣∣C1(G(n, ρn ))n − γ0(c)
∣∣∣∣ ≤ η a.a.s. (76)
Hence, in the first case, Markov’s inequality gives E(C1(G(n−1, b))) ≥ n2/3ω(n) (1−o(1)), which
leads to, for n sufficiently large,
E(C1(G(n− 1, b))) ≥ Cρn2/3, (77)
for some Cρ > 0, since assuming lim infn→+∞
E(C1(G(n−1,b)))
n2/3
= 0 and taking ω(n) =
maxm≤n
√
n2/3
E(C1(G(n−1,b))) leads to lim infn→+∞
√
E(C1(G(n−1,b)))
n2/3
≥ 1, which contradicts the
assumption. For the second case, Markov’s inequality gives
E(C1(G(n− 1, b))) ≥ (γ0(ρ)n− ηn)P(C1(G(n− 1, b)) ≥ γ0(ρ)n− ηn)
≥ γ0(ρ)n− ηn− o(n).
(78)
Taking the limit inferior leads to, for all η > 0:
lim inf
n→+∞
E(C1(G(n− 1, b)))− γ0(ρ)n
n
≥ lim inf
n→+∞{−η − o(1)} = −η , (79)
and thus lim infn→+∞
E(C1(G(n−1,b)))−γ0(ρ)n
n ≥ 0, which can be rewritten as E(C1(G(n −
1, b))) ≥ γ0(ρ)n− o(n).
C Proofs of the percolation theorems
The aim of this section is to prove the results obtained in section 4 for the bond percolation
problem from the general results on reachablity sets of section 3. We recall that we consider
an undirected random graph G(n,A) of size n with independent edge presence variables
{Aij : i < j}, and denote by Ck(G) the size of its kth-largest connected component, as well
as N(m) the number of connected components of G of cardinality greater than or equal
to m. We also recall that we are able to relate the distribution of the sizes of connected
components of G to the Hazard function through equation 14. Let a > 0, then:
E(
∑
k
Ck(G)
(
1− e−aCk(G)
)
) ≤ γ(ρn, a)n
C.1 Proofs of Theorem 4 and Corollary 4
Proof of Theorem 4. Theorem 4 is simply obtained by combining equation 14 and the fol-
lowing observation:∑
k
Ck(G)
(
1− e−aCk(G)
)
≤ C1(G)
(
1− e−aC1(G)
)
+ (n− C1(G))(1− e−a)
Therefore,
E(C1(G)(1− e−a(C1(G)−1))) ≤ nea
(
γ(ρn, a)− 1 + e−a
)
= n
(
1− e−ρnγ(ρn,a)
)
.
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Proof of Corollary 4. We first prove the subcritical result. Let a ≥ 0. When ρn < 1, we have
γ(ρn, a) = 0 and therefore Lemma 3 implies γ(ρn, a) ≤ a1−ρn . By convexity of exponential
function, we get:
E(C1(G)(1− e−a(C1(G)−1))) ≤ naρn
1− ρn .
This inequality between two derivable functions of a such that f(a) ≤ g(a) for all a ≥ 0 and
f(0) = g(0) implies that ∂f∂a (0) ≤ ∂g∂a (0) which yields:
E(C1(G)(C1(G)− 1)) ≤ nρn
1− ρn .
The first equation of Corollary 4 is then a straightforward resolution of a second-order
equation, using the fact that E(C1(G)
2) ≥ E(C1(G))2.
For the critical and supercritical results, we will make use of the fact that, for all a > 0,
C1(G)e
−aC1(G) ≤ 1ae , which yields:
E(C1(G)) ≤ e
a
ae
+ n
(
1− e−ρnγ(ρn,a)
)
(80)
which rewrites E(C1(G)) + (n−E(C1(G)))(1− e−a) ≤ 1ae +nγ(ρn, a) and therefore implies:
E(C1(G)) ≤ 1
ae
+ nγ(ρn, a) (81)
From Lemma 3, we know that for ρn 6= 0, γ(ρn, a) ≤ γ0(ρn) +
√
2a. We therefore get the
critical result using equation 81:
E(C1(G)) ≤ nγ0(ρn) + min
a>0
{
1
ae
+ n
√
2a
}
= nγ0(ρn) + n
2/3
(
27
2e
)1/3
.
For the supercritical result, we use equation 80 and the fact that
1− e−ρnγ(ρn,a) = 1− e−ρnγ0(ρn)
(
1− e−ρn(γ(ρn,a)−γ0(ρn))
)
≤ γ0(ρn) + ρn (1− γ0(ρn)) (γ(ρn, a)− γ0(ρn))
≤ γ0(ρn) + aρn (1− γ0(ρn))
2
1− ρn + ρnγ0(ρn) .
We then choose
a =
√
2(1− ρn + ρnγ0(ρn))
2eρn (1− γ0(ρn))2 n+ 1− ρn + ρnγ0(ρn)
which gives us
E(C1(G)) ≤ nγ0(ρn) + 2
e
√
enρn(1− γ0(ρn))2
1− ρn + ρnγ0(ρn) +
1
2
+
1
e
+
ea − 1
ae
,
Using the fact that a <
√
2 and
√
x+ y ≤ √x+√y, we finally get:
E(C1(G)) ≤ nγ0(ρn) + 2√
e
√
nρn(1− γ0(ρn))2
1− ρn + ρnγ0(ρn) +
1 +
√
2 + e
√
2
√
2e
,
which yields the supercritical result.
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C.2 Proofs of Theorem 5 and Corollary 7
Proof of Theorem 5. Let a > 0. In order to prove Theorem 5, we start again from equation
14 and use the fact that:∑
k
Ck(G)
(
1− e−aCk(G)
)
1{Ck(G) ≥ m} ≤ (1− e−am)
∑
k
Ck(G)1{Ck(G) ≥ m} and
∑
k
Ck(G)
(
1− e−aCk(G)
)
1{Ck(G) < m} ≤ (1− e−a)
(
n−
∑
k
Ck(G)1{Ck(G) ≥ m}
)
.
Therefore, we have:
∑
k
Ck(G)1{Ck(G) ≥ m} ≤ ne
a (γ(ρn, a)− 1 + e−a)
1− e−a(m−1) =
n
(
1− e−ρnγ(ρn,a))
1− e−a(m−1) .
which proves the theorem, noting that mN(m) ≤∑k Ck(G)1{Ck(G) ≥ m}
Proof of Corollary 7. In the subcritical case, we have γ(ρn, a) ≤ a1−ρn which means that,
for all a > 0, ρn < 1:
N(m) ≤ n
m
aρn
(1− ρn)(1− e−a(m−1))
The right-hand side function of a is increasing on the semi-line, and we therefore takes its
limit when a→ 0 to get the subcritical result.
For the critical case, we note that Theorem 5 implies that, for all a > 0:
(1− e−am)mN(m) + (1− e−a)(n−mN(m)) ≤ nγ(ρn, a)
and therefore
N(m) ≤ n
m
γ(ρn, a)
1− e−am ≤
n
m
γ0(ρn) +
√
2a
1− e−am =
n
m3/2
γ0(ρn)
√
m+
√
2am
1− e−am .
The function x 7→
√
2x
1−e−x admits a unique minimum for x > 0 in η which is the strictly
positive solution of eη = 2η + 1. Setting a = ηm yields:
N(m) ≤ n
m3/2
γ0(ρn)
√
m+
√
2η
1− e−η
Hence, if ρn ≤ 1− νm−1/2 for a fixed ν > 0, Lemma 4 implies:
N(m) ≤ n
m3/2
2ν +
√
2η
1− e−η .
The critical result is given by finding the value ν for which the first orders of the subcritical
and critical bounds are equal at the threshold value ρ = 1 − νm−1/2, i.e. ν is the solution
of 1ν =
2ν+
√
2η
1−e−η .
For the supercritical result, we will make use of the fact that
1− e−ρnγ(ρn,a) ≤ γ0(ρn) + aρn (1− γ0(ρn))
2
1− ρn + ρnγ0(ρn) .
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Introducing B = ρn(1−γ0(ρn))
2
1−ρn+ρnγ0(ρn) , Theorem 5 gives:
N(m) ≤ n
m
(
γ0(ρn) +Ba
1− ea(m−1)
)
(82)
Derivating the right-hand side with respect to a and setting x = a(m− 1), we find that the
minimizer x? is given by the unique strictly positive solution of ex = 1 + x+ Bγ0(ρn) (m− 1).
Therefore, we now in particular that x? ≤ √2(ex? − 1− x?) = √2γ0(ρn)(m− 1)/B. The
supercritical result is obtained by plugging
a =
√
2γ0(ρn)
B(m− 1)
into equation 82.
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