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Abstract In this paper we investigate the efficiency of the Orthogonal Matching Pur-
suit algorithm (OMP) for random dictionaries. We concentrate on dictionaries satis-
fying the Restricted Isometry Property. We also introduce a stronger Homogenous
Restricted Isometry Property which we show is satisfied with overwhelming proba-
bility for random dictionaries used in compressed sensing. For these dictionaries we
obtain upper estimates for the error of approximation by OMP in terms of the er-
ror of the best n-term approximation (Lebesgue-type inequalities). We also present
and discuss some open problems about OMP. This is a development of recent results
obtained by D.L. Donoho, M. Elad and V.N. Temlyakov.
Keywords Orthogonal matching pursuit · Coherence · Restricted isometry
property · Random dictionaries · Lebesgue inequalities · Nonlinear approximation
Mathematics Subject Classification 41A25 (15A52, 41A17, 41A46)
1 Introduction
In this paper we investigate the efficiency of the Orthogonal Matching Pursuit al-
gorithm (OMP), also known in literature as the Orthogonal Greedy Algorithm, for
random dictionaries. OMP (cf. [9, 10]) is a well-known greedy algorithm widely
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used in approximation theory, statistical estimations, and compressed sensing (for a
general review of greedy algorithms see [13]). One of its main features is that it can
be used with an arbitrary dictionary. However, the efficiency of the algorithm seems
to depend very strongly on the properties of the dictionary.
In this paper we work in the context of a Hilbert space H (which may be assumed
to be finite dimensional) with the scalar product 〈 , 〉 and the norm ‖‖. The dictionary
is a subset Φ = {φj : j ∈ J } ⊂ H such that spanΦ = H. We usually assume that ‖x‖
is close to 1 for x ∈ Φ . Usually in the literature it is assumed that ‖x‖ = 1 for x ∈ Φ
(see, e.g., [13]). However, for random dictionaries it is very rarely satisfied. On the
other hand, for such dictionaries ‖x‖ is close to 1 with great probability.
In the space H we consider the Orthogonal Matching Pursuit algorithm with re-
spect to the dictionary Φ . This algorithm obtains iteratively a sequence OMPn f ∈ H
of approximants of a given element f ∈ H in the following way:
• Define OMP0 f = 0.
• Given OMPn−1 f choose jn ∈ J such that
∣
∣〈f − OMPn−1 f,φjn〉
∣
∣= sup{∣∣〈f − OMPn−1 f,φj 〉
∣
∣ : j ∈ J}
and define OMPn f as the orthogonal projection of f onto the subspace
span{φj1 , . . . , φjn}.
For a fixed f ∈ H we denote fn = f − OMPn f .
The standard measure of approximation power of a dictionary is the error of the
best m-term approximation. We define the set of m-sparse vectors (with respect to
the dictionary Φ) as





ajφj ∈ H : {φj }mj=1 ⊂ Φ
}
.
For a given f ∈ H we define its error of the best m-term approximation (cf. [13]) as
σm(f,Φ) = inf
{‖f − z‖ : z ∈ Σm
}
.
Clearly, we always have σm(f ) ≤ ‖f − OMPm(f )‖ = ‖fm‖.
When our dictionary is an orthonormal basis then, obviously, σm(f ) =
‖f − OMPm(f )‖ for each f ∈ H. Unfortunately, this does not hold for most dictio-
naries. The fundamental and still largely unanswered question is how close OMPm f
can get to this optimal rate of approximation given by σm(f ). It is to be expected that
the answer to the above question must depend on some auxillary properties of the
dictionary. We will discuss it in more detail in the last section of this paper.
We concentrate on a random dictionary in Rn of the following form: Φ =
{φ1, . . . , φN }, with φj = 1√n (η1,j , . . . , ηn,j ) where (ηi,j )ni=1Nj=1 are independent,
identically distributed, mean zero subgaussian random variables with Eη2i,j = 1. It
is a natural class of dictionaries which recently gained prominence due to its impor-
tance in compressed sensing (see, e.g., [2, 4, 6]). In compressed sensing we think
about such a dictionary as a matrix whose columns are φj ’s. Any approximation
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scheme for such a dictionary provides a decoder for a measurement matrix Φ . For
such random dictionaries we prove that there exist positive constants c, c1, c2 such

















which is valid for m ≤ c√K . These results improve for random dictionaries the re-
sults from [7]. Technically speaking, the results in [7] are for dictionaries having
small coherence, while we introduce a different assumption: Homogenous Restricted
Isometry Property.
2 Dictionaries
Despite the fact that we are mostly interested in random dictionaries, our main results
are formally deterministic. We isolate the properties which a random dictionary has
with overwhelming probability and prove our results under the assumption that our
dictionary has these properties. A widely used characteristic of a dictionary is its
coherence.
Definition 1 The coherence of a dictionary Φ is defined as
η = η(Φ) = sup{∣∣〈φ1, φ2〉
∣
∣ : φ1, φ2 ∈ Φ,φ1 = φ2
}
.
Recently, especially in the context of compressed sensing, a property called the
Restricted Isometry Property (RIP for short) became very useful. Another analysis
of OMP under the RIP assumption, mostly motivated by compressed sensing, is the
recent work [5] by M.A. Davenport and M.B. Wakin. There is no overlap between
our results and [5]. The main difference between our approach and theirs is that they
require RIP(K, ε) for a very small ε dependent on K .
Let us recall the following well-known definition (c.f. [2]) phrased in terms of the
dictionary instead of the measurement matrix:
Definition 2 The dictionary Φ satisfies the Restricted Isometry Property RIP(K, ε),



























This definition in particular means that {φj }j∈I is a Riesz basis for its linear span.
From [3, Proposition 3.6.4] we get the following:
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Proposition 2.1 If the dictionary Φ satisfies RIP(K, ε) and I ⊂ J such that #I ≤ K
and f ∈ span{φi : i ∈ I }, then







≤ (1 + ε)‖f ‖.
The relation between RIP and coherence is expressed in the following proposition:
Proposition 2.2 The following statements are true:
(i) If the dictionary Φ has coherence η = η(Φ), then it has RIP(K,η(K − 1)) for
K ≤ η−1 + 1;
(ii) If the dictionary Φ satisfies RIP(K, ε), then η(Φ) ≤ ε(2 + ε).
Proof (i) is shown in [7, Lemma 2.1] while (ii) is obtained by straightforward calcu-
lation. 
Let us introduce the following:
Definition 3 The dictionary Φ has Homogenous Restricted Isometry Property
HRIP(k, δ), 0 < δ < 1, if for any set T ⊂ {1, . . . ,N} with #T = l ≤ k and any se-



































The following theorem justifies this definition:
Theorem 2.3 Suppose that integers n,N and numbers 0 < δ < 1 and a > 0 are given
and the dictionary Φ = {φ1, . . . , φN } ⊂ Rn is as described above. Then there exist
constants c > 0 which depend only on the subgaussian distribution involved, δ and a
such that the dictionary Φ satisfies HRIP(k, δ) for k = cn/ logN with probability
≥ 1 − 3N−a .
Proof The proof relies on standard arguments. It is known, see, e.g., [12], that such
matrices (dictionaries) satisfy the concentration of measure property of the form:































Then Lemma 5.1 from [1] says that for any fixed set T ⊂ {1, . . . ,N} with #T = l the
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γ l lnN − c0δ2 ln4k
)
,



















= 2 exp−al lnN = 2N−al .
Summing over l = 1,2, . . . we get that HRIP(k, δ) fails with probability at most
2
∑∞
l=1 N−al ≤ 2Na−1 , which implies the theorem. 
3 Main Results
We prove the following theorem, which is an RIP analogue of Theorem 1.3 from [7]:










Note in particular that seting k = 0 gives us
‖fS‖2 ≤ C‖f ‖
(
σS(f ) + A	‖f ‖
)
.
We observe that while a connection between coherence and RIP exists, as Proposi-
tion 2.2 indicates, it seems that neither Theorem 3.1 follows from a similar inequality
shown in [7], nor vice versa.
To prove this theorem we require the following fact:
Proposition 3.2 Let 0 < ε < 1 and A = [ai,j ] be an n × n upper triangular matrix
such that for any x ∈ Rn,
(1 − ε)‖x‖ ≤ ‖Ax‖ ≤ (1 + ε)‖x‖ (3.2)
and |ai,i | ≥ 1 − ε for i = 1, . . . , n. Let i1, i2, . . . , in ∈ {0,1, . . . , n} be such that
ij < j for j = 1, . . . , n and ij+1 ≥ ij .
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Let B = [bi,j ] be an n × n matrix defined by
bi,j =
{
ai,j if 1 ≤ i ≤ ij ,
0 otherwise.
Then ‖B‖ ≤ 4ε	log2 n
.
The idea of the proof is to cut the matrix B into rectangular pieces. In this we
follow [11]. The heart of the proof of Proposition 3.2 is the following lemma:
Lemma 3.3 Let A be an n × n matrix as in Proposition 3.2. Let 1 < r < n and A1







Then A1 and A2 satisfy (3.2) and ‖C‖ ≤ 4ε.
Proof For y ∈ Rr and x = [ y0
] ∈ Rn we have ‖Ax‖ = ‖A1y‖. Hence, for any y ∈ Rr
the matrix A1 satisfies
(1 − ε)‖y‖ ≤ ‖A1y‖ ≤ (1 + ε)‖y‖. (3.4)
Because the inequality (3.2) is also satisfied if A is replaced by AH , analogous argu-
ment gives that the same estimates hold for A2.
We now estimate ‖C‖. Clearly ‖C‖ ≤ ‖A‖ < 2 so we need to consider only ε < 12 .
Let x ∈ Rn−r be such that ‖Cx‖ = ‖C‖ and ‖x‖ = 1. From (3.4) it follows that A1 is
nonsingular; hence there exists y ∈ Rr such that ‖y‖ = 1 and A1y = λCx for some
λ > 0. Therefore, ‖A1y + Cx‖ = ‖A1y‖ + ‖Cx‖. Let z =
[ y
x
] ∈ Rn. Then ‖z‖2 = 2




2(1 + ε)2 ≥ ‖Az‖2 = ‖A1y + Cx‖2 + ‖A2x‖2
= (‖A1y‖ + ‖Cx‖
)2 + ‖A2x‖2
≥ (1 − ε)2 + ((1 − ε) + ‖C‖)2
= 2(1 − ε)2 + 2(1 − ε)‖C‖ + ‖C‖2.
Solving this inequality for ‖C‖, we obtain ‖C‖ ≤ 4ε. 
Proof of Proposition 3.2 We first prove the proposition for n = 2m. For k =





k − 2r)+ 1)+ 1.
Let Ck be the matrix obtained from A by setting to 0 all the coefficients except those
at the intersections of columns jk, jk + 1, . . . , jk + 2m−r−1 with rows 1,2, . . . , ijk .
We still have ‖Ck‖ ≤ 4ε.
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Now let D = [di,j ] and E = [ei,j ] be two matrices obtained from A by setting
some of the coefficients to 0. We define D \E = [fi,j ] as the matrix obtained from A




ai,j if di,j = 0 and ei,j = 0,
0 otherwise.












We show that ‖Br‖ ≤ 4ε. Let Dl = Cl \ (∑l−1k=1 Cl). Because ‖Cl‖ ≤ 4ε and Dl
is obtained from Cl by setting some rows to 0, we have ‖Dl‖ ≤ 4ε. Observe that
Br =∑2r+1−1l=2r Dl and each of the matrices D2r ,D2r+1, . . . ,D2r+1−1 has nonzero co-
efficients in different rows and columns. Hence
‖Br‖ ≤ max
(‖D2r‖,‖D2r+1‖, . . . ,‖D2r+1−1‖
)≤ 4ε.
Because B = B0 + B1 + · · · + Bm−1 we get ‖B‖ ≤ m · 4ε = 4ε · log2 n.
We deal with the situation when n = 2m in the following way: let m = 	log2 n
.
We extend the matrix A to a 2m × 2m matrix A′ = [ai,j ]2mi,j=1 by defining
ai,j =
{
1 for n + 1 ≤ i = j ≤ 2m,
0 for n + 1 ≤ i ≤ 2m or n + 1 ≤ j ≤ 2m.
For j = n + 1, . . . ,2m we define ij = j − 1. The matrix A′ satisfies the assumptions
of the lemma, and the matrix B ′ obtained from A′ satisfies ‖B ′‖ ≤ 4ε ·m. Because B
is a sub-matrix of B ′, we have ‖B‖ ≤ ‖B ′‖ ≤ 4ε · 	log2 n
. The proof of the lemma
is complete. 
Proof of Theorem 3.1 We assume that fk = 0. Otherwise fS = 0 as well and the
inequality (3.1) is trivially satisfied.
For a given closed subspace U ⊂ H let PU be the orthogonal projection onto U .
Let φ1, φ2, . . . , φS ∈ Φ be the distinct elements returned by the first S iterations of
the OMP when applied to f . For Uν = span(φ1, . . . , φν) and k ≤ ν ≤ S we have
fν = f − PUνf = fk − PUνfk (3.5)
and 〈fk,φj 〉 = 0 for j ∈ {1, . . . , k}.
For f ∈ H let
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Let us fix ψ ∈ Uν with ‖ψ‖ = 1 and ψ ⊥ Uν−1. Then ‖fν−1‖2 = ‖fν‖2 +
〈fν−1,ψ〉2. Since d(fν−1) = |〈fν−1, φν〉|, ‖φν‖ ≤ 1 + ε and |〈fν−1,ψ〉| ≥
|〈fν−1,‖φν‖−1φν〉| we get
‖fν‖2 ≤ ‖fν−1‖2 − (1 + ε)−2d(fν−1)2.
Repeating this we obtain


















We will now provide a lower estimate for (
∑S
ν=k+1 d(fν)2)1/2.
Let g1, . . . , gS−k ∈ Φ be distinct elements which have the biggest scalar products










∣ : φ ∈ Φ,φ = gi
}
,
and each gi , i ∈ {1, . . . , S − k}, is different from all φj , j ∈ {1, . . . , k}. Because
fk = 0, we have d(fk) = |〈fk, g1〉| > 0. Observe also that g1 = φk+1. We will also
need a different enumeration of gi ’s that will allow us to apply Proposition 3.2. To do
this we show that there exists a bijective mapping π : {k+1, . . . , S} → {1, . . . , S −k}
such that
if gπ(ν) = φj , then j > ν for ν = k, k + 1, . . . , S − 1. (3.7)
Let A = {g1, . . . , gS−k} ∩ {φk+1, . . . , φS−1} = {φj1, . . . , φjr }. We assume that
k + 1 = j1 < j2 < · · · < jr .
Define π(k+μ) = jμ+1 for μ = 0, . . . , r −1. The set {g1, . . . , gS−k}\A is exhausted
in an arbitrary way by gπ(k+r), . . . , gπ(S−1). Now the property (3.7) follows from the
fact that gπ(k) = φk+1 and the ordering of j1, . . . , jr .
By the definition of d(fν) we have d(fν) ≥ |〈fν, gπ(ν)〉|, and by (3.5) 〈fν, gπ(ν)〉 =
〈fk, gπ(ν)〉 − 〈PUνfk, gπ(ν)〉.
Let us define












Constr Approx (2011) 33: 273–288 281
(Note that because d(fk) > 0, we have
∑S
ν=k+1 |〈fk, gπ(ν)〉|2 > 0 as well.) Then
∑S






























































































































Now let us consider the system of vectors from H,
φ1, . . . , φS, gπ(r+1), . . . , gπ(S−k), (3.10)
arranged in this particular order. Since this system consists of elements from Φ we
will denote it as {φj }Rj=1 with R = 2S − k − r < 2S. Let ρ(ν) be such that gπ(ν) =
φρ(ν) for ν = l + 1, . . . , S. Observe that the mapping ν → ρ(ν) is increasing and
ρ(ν) > ν.







and the upper-triangular R × R matrix T = [ti,j ] satisfies the assumptions of Propo-
sition 3.2, which follows from the RIP of the dictionary Φ .
Note that we have





For each column index j ∈ {1,2, . . . ,R} we define a row index ij so that
iρ(ν) = ν, and for j /∈ {ρ(k + 1), . . . , ρ(S)} we choose ij so that the sequence (ij )Rj=1




ti,j if 1 ≤ i ≤ ij ,
0 otherwise.





∥≤ 4ε · 	log2 R
.
Let Bj denote the ith column of the matrix B˜ and set
B = [Bρ(k+1), . . . ,Bρ(S)].
Observe that
‖B‖ ≤ ∥∥B˜∥∥≤ 4ε · 	log2 R
 ≤ 4ε · 	1 + log2 S
.















= ‖Ba‖ ≤ ‖B‖‖a‖ ≤ 4ε · ⌈log2(2S − k)
⌉
. (3.12)
Next we estimate the term (
∑S−k
i=1 |〈fk, gi〉|2)1/2. Let η1, . . . , ηS−k ∈ Φ be distinct
elements such that for V = span(η1, . . . , ηS−k) we have
σS−k(fk) = ‖fk − PV fk‖.






























〈PV fk, ηj 〉
)1/2
≥ (1 − ε)‖PV fk‖
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The proof is complete. 
For dictionaries with positive coherence, J. Tropp [14], slightly improving the es-
timate from [8], showed:
Theorem 3.4 If the dictionary Φ has coherence η = η(Φ) > 0, then
‖fm‖ ≤
√
1 + 6mσm(f ) (3.16)
for m < (3η)−1.
Using the above theorem we obtain:
Theorem 3.5 Assume that the dictionary Φ satisfies HRIP(k, δ). Then there exists a




‖ ≤ Cδσm(f ).








so that (3.16) holds. We define ml := m(2l − 1) for l = 1,2, . . . . Let us fix S = akγ ,
where γ ∈ ( 12 , 34 ) and a ∈ (0,1) is chosen so that S is sufficiently large and integer.
By HRIP the dictionary Φ satisfies RIP(2S, ε) with
ε = a 12 δk− 1−γ2 . (3.18)
The following is true:
Lemma 3.6 There exists a constant B = B(δ, a, γ ) such that
4ε
(
2 + 	log2 S

)≤ Bm−1/4. (3.19)
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We can take
B(δ, a, γ ) ≤ e · 2 54 + 38γ · 3− 14 · a 12 ·
(
2 + 8γ





The proof of this lemma is presented later.
Using Theorem 3.1, inequality (3.19), and the fact that σn(fk) ≤ σn−k(f ) for
k ≤ n we get
‖fml‖2 ≤ 2‖fml−1‖
(
σm(f ) + Bm−1/4‖fml−1‖
) (3.20)
as long as ml ≤ S.
From (3.16) we have ‖fm‖ ≤
√
7m1/2σm(f ). If we know that for some constant
Dl−1 we have ‖fml−1‖ ≤ Dl−1mγ σm(f ) for γ ≥ 14 , from (3.20) using inequality√
1 + z ≤ 2√z for z ≥ 1 we obtain
‖fml‖ ≤ 2Dl−1B1/2mγ−
1
8 σm(f ). (3.21)
Let D1 =
√
7, so that (1 + 6m)1/2 ≤ D1m1/2. From (3.16) and (3.21) we obtain
(iteratively for l = 2,3,4)
‖fm4‖ ≤ 8D1B3/2m1/8σm(f ).
Set D4 = 8D1B3/2.
If m1/8 < 4BD4, then
‖fm4‖ ≤ 4BD24σm(f ), (3.22)
which ends the proof, yielding Cδ ≥ 4BD24 .
If m1/8 > 4BD4, then (3.22) becomes
‖fm4‖ ≤ D4m1/8σm(f ),




with Dl ≤ 4D4. Assume that (3.23) holds for some l ≥ 4. From (3.20) we have
‖fml+1‖2 ≤ 2Dlm2
−l+1(











Hence ‖fm+l+1‖ ≤ 2D1/2l m2
−l
σm(f ) = Dl+1m2−l σm(f ) and Dl+1 ≤ 2D1/2l ≤
2(4D4)1/2 ≤ 4D4.
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We now take l = l∗ such that m2−l+1 ≤ 2. A routine calculation shows that it suf-
fices to take l∗ = 	log2 log2 m
 + 1. We then have
‖fm	4 log2 m−1
‖ ≤ ‖fml∗‖ ≤ 8D4σm(f ).
Hence, if (3.17) holds, we can take Cδ = 8D4 = 64 · 7 · B(δ, a, γ )3/2. 
Clearly, the constants we got in the above argument are far from being optimal.
Proof of Lemma 3.6 By (3.17) we have m−1/4 ≥ 61/4k−1/8δ1/4. Because S = akγ
and ε is given by (3.18), we need




A routine calculation shows that
2 + 	log2 S
 ≤ 3 + γ log2 k.
Hence, it suffices that B = 27/43−1/4δ3/4 · supk>0 h(k), with
h(k) = k− 38 + γ2 (3 + γ log2 k), k > 0.
The function h has the maximum value of
e · 2− 12 + 38γ
(
2 + 8γ




Our results are a contribution to the general problem of comparing ‖fn‖ =
‖f − OMPn f ‖ with σn(f ). There are two main types of inequalities one may seek.
One is the inequality of the form
‖fm‖ ≤ Cmσm(f ), (4.1)
where we want the constant Cm to be small, preferably independent of m. Another
one is the inequality of the form
‖fη(m)‖ ≤ Cσm(f ), (4.2)
where η(m) is a certain function of m, preferably not much bigger than m. Clearly the
combination of both types is possible. An important factor in such inequalities is the
range of m’s for which they are valid. Our Theorem 3.1 (and Theorem 1.3 from [7])
provide tools to pass from inequality (4.1) to inequality (4.2) with η(m) ∼ m logm.
The main drawback of Theorem 3.5 is the restriction m ≤ c/√k. The inspection
of the proof shows that it is caused by an analogous restriction in Theorem 3.4. It
is rather unlikely that the range of applicability of this theorem can be significantly
286 Constr Approx (2011) 33: 273–288
improved, as it uses only the coherence of the dictionary. On the other hand, the
value
√
1 + 6m which appears in Theorem 3.4 does not seem to be very essential.
Replacing it by m to any fixed power would be sufficient for our argument to work.
Thus it seems to be an interesting problem to establish an analogue of Theorem 3.4
for dictionaries with HRIP. Let us state it as a conjecture:
Conjecture 1 Assume that the dictionary satisfies HRIP(k, δ). There exist constants
C, c, α and β (possibly depending on δ) such that for every f and for m logα m ≤ ck
we have
‖fm logα m‖ ≤ Cmβσm(f ).
It would be especially interesting to have a constant in place of logα m. This how-
ever may require some restrictions on m. We have the following example to support
this claim.
Let us fix integers n > 2 and s ≤ n and set k = n + s. We fix a number β with
√
n
n−1 < β <
√
n+1
n−1 and define x = n−1/2
∑n
j=1 ej and ψj = en+j + β√nx for j =
1, . . . , s. We consider the dictionary in Rk given by
Psi = {ej }nj=1 ∪ {‖ψj‖−1ψj }sj=1.
Proposition 4.1 The dictionary  described above has the following properties:
(i) OMP applied to x first chooses all the ψj ’s and only later the ej ’s.
(ii) The dictionary  has coherence η() < βn−1/2.







Proof 1 We analyze how OMP acts on vector x. Clearly 〈x, ej 〉 = 1√n and
〈x,ψj 〉 = β√n . Note that ‖ψj‖ = (1 + β2n−1)1/2. Since β(1 + β2n−1)−1/2 > 1 we
infer that in the first step OMP can choose any vector ψj , say ψ1. Now assume that









aj en+j + γ x, (4.3)
with γ = β√
n
∑l
j=1 aj . Since 〈OMPl(x),ψj 〉 = 〈x,ψj 〉 for j = 1,2, . . . , l we get
aj + γ β√n = β√n . Solving those equations we get
γ = lβ
2




n + lβ2 for j = 1,2, . . . , l. (4.4)
1We would like to thank K. Cwalina for his remarks that simplified the proof.
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From (4.3) and (4.4) we get








n + β2l x.
Now we can see what OMP does in the (l + 1)-th step. For j ≤ n we have
〈rl, ej 〉 =
√
n
n + β2l ,












n + β2l .
Since (1 + β2
n
)−1/2β > 1 we see that OMP chooses another ψj . This shows (i). To
see (ii) we calculate the scalar products. Since all ψj ’s have the same norm we put















































































































































Since μ(1 − √s β√
n
) ≥ 1 − (1 − μ) − √s β√
n
and 1 − μ < β2n−1, we get (iii). 
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