Life-cycle impact assessments (LCIAs) are complex because they almost always involve uncertain consequences relative to multiple criteria. Several authors have noticed that this is precisely the sort of problem addressed by methods of decision analysis. Despite several experiences of using multipleattribute decision analysis (MADA) methods in LCIA, the possibilities of MADA methods in LCIA are rather poorly elaborated in the field of life-cycle assessment. In this article we provide an overview of the commonly used MADA methods and discuss LCIA in relation to them. The article also presents how different frames and tools developed by the MADA community can be applied in conducting LCIAs. Although the exact framing of LCIA using decision analysis still merits debate, we show that the similarities between generic decision analysis steps and their LCIA counterparts are clear. Structuring of an assessment problem according to a value tree offers a basis for the definition of impact categories and classification. Value trees can thus be used to ensure that all relevant impact categories and interventions are taken into account in the appropriate manner. The similarities between multiattribute value theory (MAVT) and the current calculation rule applied in LCIA mean that techniques, knowledge, and experiences derived from MAVT can be applied to LCIA. For example, MAVT offers a general solution for the calculation of overall impact values and it can be applied to help discern sound from unsound approaches to value measurement, normalization, weighting, and aggregation in the LCIA model. In addition, the MAVT framework can assist in the methodological development of LCIA because of its well-established theoretical foundation. The relationship between MAVT and the current LCIA methodology does not preclude application of other MADA methods in the context of LCIA. A need exists to analyze the weaknesses and the strengths of different multiple-criteria decision analysis methods in order to identify those methods most appropriate for different LCIA applications.
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Introduction
What is a good decision? A distinction can be made between a good decision and a good decision outcome (von Winterfeldt and Edwards 1986) . The decision outcome refers to the consequence of the decision and may be regarded as good if it is to the satisfaction of the decision maker(s). A good decision, on the other hand, is one that is produced by a quality decisionmaking process. The characteristics of a quality decision-making process include that it involves the appropriate people, identifies good alternatives, collects the right amount of information, is logically sound, uses resources efficiently, and produces choices that are consistent with the preferences of the responsible decision makers (Merkhofer 1999) .
Decision making under multiple objectives with difficult trade-offs and uncertain outcomes is an iterative and complex process. In these situations, methods of decision analysis can help decision makers to make better decisions. "Decision analysis" is a merger of decision theory and systems analysis. Decision theory provides a foundation for a logical and rational approach to decision making. Systems analysis provides methodologies for systems representation and modeling to capture the interactions and dynamics of complex problems (Huang et al. 1995) . The term encompasses a variety of activities and methods ranging from those that focus on facilitating the decision process itself, to those that can be used to provide and collate information required for decision making.
Several authors (e.g., Miettinen and Hämä-läinen 1997; Seppälä 1997 Seppälä , 1999 Azapagic and Clift 1998; Spengler et al. 1998; Basson and Petrie 1999a , 1999b , 2000 Stewart 1999; Hammitt 2001a, 2001b) have noted that decision analysis can be applied in the context of life-cycle assessment (LCA). Similarities exist between the different stages of an LCA and the phases of a structured decision analytic approach to decision making, which allows LCA to benefit from the approaches and tools developed within the decision analysis field. Furthermore, lifecycle impact assessment (LCIA), the phase of LCA that assists in improving the understanding of the information gathered during the inventory phase, can benefit in particular from the application of decision analysis. LCIA typically aims to assist in obtaining an overall impression of the environmental impacts caused by a complex array of interventions (emissions, land use, and resource extractions) identified during inventory analysis. Decision analysis provides guidance on how such an overall impression (or several different impressions) of environmental impact may be constructed.
In this article, we aim to present decision analysis frameworks for LCIA and to provide an overview of some of the multiple-attribute decision analysis (MADA) methods that may be applied in LCIA. We do not attempt to evaluate the entire LCA process from a decision analytic perspective, nor do we purport this article to be comprehensive in its consideration of MADA methods. The purpose is rather to apply the problem framing and problem analysis concepts developed by the multicriteria decision analysis community to the task of LCIA. The article also presents how different frames and tools developed by the MADA community can be applied in conducting different stages of LCIA, such as normalization and weighting. We hope that application of these concepts to LCIA will enhance the clarity and quality of decisions based on LCA.
Overview of MADA Methods

Background
In many decision-making situations it is desirable to achieve or respond to several objectives at once. For example, in evaluating alternatives for proposed streets, one wishes simultaneously to minimize the cost of construction and maintenance, maximize positive social impacts of transportation and land use, minimize environmental impact, and so forth. Because different alternatives have different levels of performance with respect to different objectives, it is rare to find a single alternative that performs best with respect to all objectives at once. For this reason, members of the decision analysis community have developed a number of different methods to help decision makers identify and select preferred alternatives when faced with a complex decision problem characterized by multiple objectives. These so-called multiple-criteria decision analysis (MCDA) methods structure and model multidimensional decision problems in terms of a number of individual criteria where each criterion represents a particular dimension of the problem to be taken into account.
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MCDA methods are based on the assumption that decision makers strive to make rational choices. The term "rational" here refers to the choice to approach a decision in a structured and logical manner. The decision maker 2 behaves rationally if he or she evaluates all the alternatives and chooses the one that maximizes his or her satisfaction (Guitouni and Martel 1998) . It is, however, difficult to structure and model the decision-making situation to enable rational decision making because information on alternatives is typically incomplete and many factors affect the desirability of alternatives in different decision situations. In addition, experimental studies in psychology and behavior have revealed that in practice, the decision maker does not always analyze all the alternatives or maximize his or her welfare (e.g., Simon 1957; Zeleny 1992) . For these reasons, there has been a need to develop various methods for different decisionmaking situations in which rules for rational decision making are structured and modeled in different ways.
A distinction can be made between "discrete" and "continuous" decision problems. Discrete decision problems involve a finite set of alternatives and are often referred to as "selection problems." Continuous decision problems are characterized by an infinite number of feasible alternatives and are referred to as "synthesis problems." It is customary to refer to MCDA methods developed for the sorting or ranking of a finite set of alternatives as multiple-attribute decision analysis (MADA), and those that assist in the synthesis of preferred solution when the potential solution set is described by continuous variables (or a mix of discrete and continuous variables) as multiple-objective optimization (MOO) . Examples of the application of MADA methods in LCA or in conjunction with LCAbased environmental indicators to support multiple-criteria decision making can be found in work by Miettinen and Hämäläinen (1997) , Seppälä (1997 Seppälä ( , 1999 , Spengler and colleagues (1998) , Basson and Petrie (1999a , 1999b , 2000 , and . Examples of the application of MOO in LCA or in conjunction with LCA-based environmental indicators are found in work by Azapagic (1996) , Azapagic and Clift (1998) , Stewart (1999) , and Alexander and colleagues (2000) .
The emphasis in this article is on discrete decision problems, because most common LCA applications, especially product comparisons, involve the evaluation of a finite set of alternatives; hence this article is limited to consideration of MADA methods. The general principles of decision analysis and MADA methods are equally germane to MOO methods, and the analysis could readily be extended to MOO methods and synthesis type problems involving continuous variables.
General Procedural Framework
Although the particular methods used in decision analysis may vary according to the specific situation, there is a general procedural framework for decision analysis. The problem is decomposed into components, each of which is subjected to evaluation by the decision maker. The individual components are then recomposed to give overall insights and recommendations on the original problem (Bunn 1984) .
The range of objectives for consideration is typically identified during the first phase of a decision analysis exercise. This phase is known as the problem structuring phase and involves the definition of the decision problem, and the identification of stakeholders, their objectives, the alternatives for consideration, and the performance measures (attributes) that will be used to evaluate the degree to which a particular objective is achieved. Objectives are typically structured according to a "value tree," also known as an "objectives hierarchy," as is demonstrated later in the "Problem Structuring" section.
The second phase of a decision analysis process is construction of the preference model. This involves the evaluation and comparison of the performance of the alternatives. It is unlikely that one alternative will perform best with regard to all attributes, so it is necessary to determine a decision rule to apply in order to identify and select the alternative that best meets the objectives of the stakeholders in some overall sense.
Because there may be many uncertainties present in the information used to support decision making and because the decision analysis process itself introduces uncertainties (e.g., through the choice of particular model structures and assumptions), the third phase of a decision analysis process involves sensitivity analyses to determine the robustness of the choice of the preferred alternative(s). It involves the determination of the changes in the model response as a result of changes in model data input. Sensitivity analysis allows the identification of critical inputs/judgments and the identification of any close competitors to the preferred alternative.
Clearly a decision analysis process is an iterative, exploratory process. Iterations are done both between the different steps of the three phases and for the cycle as a whole, as the information used to support decision making becomes more clearly defined.
Approaches and Basic Elements of MADA Methods
The starting point for modeling a discrete decision situation under multiple objectives is that the set of alternatives, a j ( j ‫ס‬ 1, . . . , n), and attributes, X i (i ‫ס‬ 1, . . . , m), must be identified. Attributes should be chosen so that their values are sufficiently indicative of the degree to which an objective is met. In addition, they have to be measurable. Measurability implies that a measurement scale 3 that allows ordering of the alternatives for a particular objective can be constructed.
In general, the problem addressed in discrete MADA methods is to judge the attractiveness of alternatives on the basis of the scores of the attributes, x i (a j ). The information on the scores of alternatives, a j , with respect to attributes, X i , can be expressed by the following matrix:
This representation of the decision situation assumes that it is possible to precisely forecast impact; in other words, we can associate one consequence, x ‫ס‬ (x 1 , x 2 , x 3 , . . . , x m ), with certainty to each alternative. This is known as a "decision problem under certainty." Unfortunately, the problem is usually not so simple because of uncertainties about the eventual consequences. "Decision under uncertainty" means that for each alternative, the set of possible consequences and the probabilities that each will occur can be determined. These determinations can be conducted by means of a probability distribution function, P j (x), over the set of attributes for each alternative, a j . For practical reasons, a common simplification is to consider the decision situation as a problem under certainty where P j (x) assigns a probability one to a particular x and zero to all others. In "decision under strict uncertainty" the decision maker feels that he or she cannot quantify the uncertainty associated with alternatives in any way. In this article, decision under certainty is assumed, unless stated otherwise. For an exposition of decision making when the consequences of alternatives are uncertain, see work by French (1988) . MADA methods differ with respect to input data and aggregation procedures. An aggregation procedure specifies the set of rules that is used to process this information and generate a ranking of alternatives. Most MADA methods are designed to process cardinal information on attributes. Methods such as the regime (Hinloopen and Nijkamp 1990) and EVAMIX (Voogd 1983) methods have been developed to process ordinal or mixed information on attributes. In practice, attributes may be expressed in a variety of measurement units (dollars, kilograms of pollutants, etc.). To make their scores comparable, they must be transformed into a common dimension such as monetary value or into a common di-mensionless scale. The latter type of transformation can include processes in which the original scale of an attribute is converted into a scale that reflects the decision maker's relative preferences for different levels of that attribute. Thus, the results of the transformation can be considered as criteria scores, c i (a j ), that describe the performance of the alternatives within each criterion. Finally, weights, w I , are used to reflect the trade-offs that decision makers are willing to accept between performances in different objectives. Alternative MADA methods differ with respect to how c i (a j ) and w i are determined Depending upon the multiple-criteria aggregation procedure applied, a MADA method can identify the following (Janssen 1992 Thus, the procedures create complete preorders, complete orders, or partial orders. In a complete order, all alternatives are ranked relative to one another, and no two alternatives are regarded as equal. The order is a preorder if some alternatives are regarded as equal. In partial orders, some alternatives may not be ranked relative to others. On the basis of order structures, MADA methods are designed for use in either screening or selection problems, although selection methods could conceivably be used to screen alternatives, and under certain circumstances a screening method allows only a single alternative to pass the screening test. 4 A review of MADA methods specifically designed for solving selection problems has been given by Olson (1996) .
An important property in discrete multiplecriteria aggregation procedures is the manner in which these procedures model decision maker preferences. In most methods the decision maker preference structure is modeled according to the following basic binary relations:
where a and b are anything over which it is possible to express a preference. For example, they can be consequences, such as x i (a j ); or they can be the alternatives, a j , themselves. For these relations to describe a rational person's preference, they must satisfy specific consistency conditions (e.g., transitivity, comparability, asymmetry; see French 1988) . For example, typically, it is assumed that a rational person's preferences should be transitive. In the case of strict preference this means that if a Ͼ b and b Ͼ c, then a Ͼ c. Turning to the concept of indifference, if the decision maker holds a ϳ b and b ϳ c, then he or she must also hold a ϳ c. Operationally, weak preference means that neither strict preference nor indifference holds. Any relation that is transitive is known as an order. For example, assume that the decision maker can compare alternatives a j in terms of weak preference. Then, alternatives a j can be arranged according to a complete preorder (i.e., a ranking that makes some distinction between alternatives but allows some alternatives to be of equal rank) (French 1988) . Each MADA method uses a specific approach to model the decision maker's preferences. According to Guitouni and Martel (1998) , methods can be divided into "performance aggregation" and "preference aggregation" approaches. In the first set of methods the various criteria scores are aggregated into a single score using an aggregation function (F) that best represents the decision maker's preferences. In the latter set of methods, information on the relative preference for good performance in different criteria is aggregated to determine which alternatives can justifiably be regarded as better than others.
Furthermore, MADA methods can be compensatory, noncompensatory, or partially compensatory. Compensatory methods allow good performance relative to one attribute to compensate for low performance relative to another attribute. Noncompensatory methods do not allow such compensation between performances in different criteria. Most of the MADA methods fall Journal of Industrial Ecology (Guitouni and Martel 1998) .
Note that many of the preference aggregation methods cannot be regarded as noncompensatory in the absolute sense of the term. This is a function of the manner in which the preference relations between alternatives are defined and how the information is aggregated with information about the relative preference for good performance in different criteria ("weights"). As acknowledged by Guitouni and Martel (1998) , the issue is not so much compensatory versus noncompensatory, but rather of the degree of compensation that different methods allow. The degree of compensation that is effected by the manner in which (1) the preference relations are defined and (2) the relative preference for good performances is aggregated is the subject of current research (Basson 1999) .
Characterization of the MADA Methods
In this article, we have limited the presentation of MADA methods only to some commonly used methods (figure 1) that provide, in our opinion, a sufficient basis for a discussion about possibilities of applying MADA methods in LCIA. The methods are classified into four groups according to their theoretical bases or practical features. Most of these methods are described briefly by Stewart (1992) , Chen and Hwang (1992) , Norris and Marshall (1995) , and Guitouni and Martel (1998) . Most of them are described in depth by Hwang and Yoon (1981) , Yoon and Hwang (1995) , and Olson (1996) .
Elementary Methods
Elementary methods do not require explicit evaluation of quantitative trade-offs between criteria/attributes in order to select or rank alternatives. In other words, no intercriteria weighting is required and in some cases not even a relative ranking of criteria is required. Elementary methods are described in detail by Yoon and Hwang (1995) , and the discussion below draws mainly from this work.
The viewpoint underlying the maximin method is one that assigns total importance to the attribute with respect to which alternative performs worst. Another way of expressing this viewpoint is the common saying that a chain is only as strong as its weakest link. Effectively, the method gives each alternative a score equal to the strength of its weakest link, where the links are the attributes. In multiple-attribute decision making the maximin method can be used only when values of different attributes are comparable. Thus, all attributes must be measured on a common scale.
The maximax method is analogous to the maximin method. The viewpoint underlying the maximax method is one that assigns total importance to the attribute with respect to which alternative performs best.
The conjunctive method is purely a screening method. The requirement embodied by the con- junctive screening approach is that in order to be acceptable, an alternative must exceed given performance thresholds for all attributes. The attributes (and thus the thresholds) need not be measured in commensurate units. These methods require satisfactory rather than best possible performance in each criterion because any alternative passing the screen is acceptable. One use of this simple screening rule would be to select a subset of alternatives for subsequent analysis by selection methods.
The disjunctive method is also purely a screening method. It is the complement of the conjunctive method: whereas the conjunctive method requires an alternative to exceed the given thresholds in all attributes (the "and" rule), the disjunctive method requires that the alternative exceed the given thresholds for at least one attribute (the "or" rule). Like the conjunctive method, the disjunctive method does not require attributes to be measured in commensurate units.
The lexicographic method takes its name from alphabetical ordering such as that found in dictionaries. Using this method, attributes are first rank-ordered in terms of importance. The alternative with the best performance on the most important attribute is chosen. If there are ties with respect to this attribute, the next most important attribute is considered, and so on. In MADA problems with few alternatives, quantitative input data, and in which uncertainty has been neglected, the chance of ties is virtually nil, so that the lexicographic method ends up being a selection based on a single attribute. If uncertainty is acknowledged and significant, however, the lexicographic method's features come more fully into play.
Multiattribute Utility Theory Methods
The multiattribute utility theory (MAUT) provides a clear axiomatic foundation for rational decision making under multiple objectives. The theory assumes that the decision maker is able to articulate his or her preferences according to the strict preference or indifference relations, and that he or she always prefers the solution that maximizes his or her welfare. MAUT is one of the most commonly used MADA methods that aim to produce a total preorder of alternatives. Note that multiattribute value theory (MAVT) can be considered as a multiattribute theory for value measurement in which there are no uncertainties about the consequences of the alternatives, whereas MAUT explicitly considers that the consequence of the alternatives may be uncertain (Keeney and Raiffa 1976; French 1988) .
According to MAUT, the value scores of attributes measured on different measurement scales must be normalized to a common dimensionless unit using single-attribute utility functions, u i (.). By using single-attribute utility functions, the scale of an attribute is converted into a scale that should reflect the decision maker's relative preferences for different levels of that attribute (figure 2). The single-attribute functions are usually normalized onto the [0,1] range, with the poorest performance exhibited by an alternative on an attribute scaled to zero and the best exhibited performance on that attribute scaled to 1.
Procedures for assessing single-attribute utility functions are well developed. Utility functions can be assessed, for example, using the certainty equivalent or the probability method (see Keeney and Raiffa 1976; von Winterfeldt and Edwards 1986) . These procedures take into account the probabilities of the consequences in the value judgments and lead to functions that represent the risk attitude of the decision maker.
Assuming certain consequences of the alternatives, functions for single attributes can be constructed by easy measurement techniques such as direct ratings, category estimation, and so forth (see von Winterfeldt and Edwards 1986). These functions obtained by methods not based on the use of probabilities are called value functions, v i (.). In essence, utility functions incorporate risk attitudes, whereas value functions do not.
Single-attribute utility/value functions can be used in constructing a multiattribute utility/value function that is needed in a decision situation under multiple objectives. In discussing decisions in which the decision maker can predict consequences of alternatives with certainty, the computationally easiest form of the decompositions is the additive function
where v i (.) are single-attribute value functions, and w i are attribute weights. In MAUT/MAVT, attribute weights are considered as scaling constants that relate to the relative desirability of specified changes of different attribute levels. The higher V(a j ) is, the more desirable the alternative. Thus, the magnitudes of V(a j ) can be used to establish a ranking that indicates the decision maker's preferences for the alternatives. A necessary condition for an additive decomposition of the multiattribute value (or utility) function is mutual preferential independence of the attributes (see the "Aggregation" section of this article, and work by Keeney and Raiffa (1976) for more detail).
In an additive value or utility function, the values of w i indicate the relative importance of changing each attribute from its least desirable to its most desirable level. To assess these scaling constants, one generates data representing stated value judgments of the decision maker. In case of uncertain consequences of the alternatives and the single-utility functions, the variable probability method or the variable certainty equivalent method can be used for determining attribute weights. In MAVT there are numerous procedures for the determination of weights. The trade-off procedure has a strong theoretical foundation (Keeney and Raiffa 1976; Weber and Borcherding 1993 ), but it is rather difficult to use. Easier methods such as ratio estimation and the swing weighting procedure are, therefore, more widely used (von Winterfeldt and Edwards 1986; see also the "Weighting" section).
If a direct rating technique is used for constructing single-attribute value functions, and attribute weights are defined using ratio estimation, the additive weighting method (equation 4) is called the simple multiattribute rating technique (SMART) (see Edwards 1977) . SMART, however, has different variations in which simple value measurements for single-attribute values and weighting procedures can vary (see von Winterfeldt and Edwards 1986) . SMART is one of the most commonly used MAVT techniques.
A simple MAVT method, sometimes called weighted summation (Janssen 1992) , is an additive aggregation model (equation 4) in which the value function elements v i (x i (a j )) are replaced by
The first transformation factor scales the scores for each attribute according to the relative distance between the origin and the maximum score (x i *). The second factor scales these scores according to their relative position on the interval between the lowest (x i Њ) and the highest scores (x i *) (assuming higher scores are preferred to lower ones).
Outranking Methods
In so-called outranking methods, it is assumed that the decision maker can express strict preference or indifference or weak preference when comparing one alternative to another for each criterion. The outranking relation (a S b) holds when there is a strong reason to believe that considering all n criteria, an alternative a is at least as good as b (or a is not worse than b) (Guitouni and Martel 1998) . According to such a relation it is possible to conduct pairwise comparisons be-tween each pair of alternatives under consideration for each of the criteria/attributes to support or refute the hypothesis that one alternative is better than the other. For example, in an outranking method known as ELECTRE II (Roy 1973) a dominance relationship for each pair of alternatives is derived using both an index of concordance and an index of discordance. The concordance index represents the degree to which alternative a 1 is better than alternative a 2 , whereas the discordance index reflects the degree to which alternative a 1 is worse than alternative a 2 . The method requires that concordance and discordance threshold values be specified by the decision maker. Whether both concordance and discordance indices are used and how these are defined constitutes the main difference between the different outranking methods. Concordance indices typically add the importance weights when there is preference for one alternative over the other, hence the term "performance aggregation" methods. These weights are determined during the weight elicitation step and should reflect the relative preference that stakeholders have for "good" performance in the different criteria (where "good" is defined through the use of thresholds when establishing preference relations). Finally, the concordance (and/or discordance) indices are used to sort or rank the alternatives. The different outranking methods use a range of procedures of differing complexity to do this.
There exist many versions of the "elimination et choix en traduisant la réalite" (ELECTRE) method, which can be translated roughly as "elimination and choice reflecting the reality" (see, e.g., Roy and Vanderpooten 1996) , and other methods such as the preference ranking organization method of enrichment evaluations (PROMETHEE) (Brans et al. 1984; Brans and Vincke 1985) . Other outranking methods such as ORESTE (Roubens 1980) , the regime method (Hinloopen and Nijkamp 1990) , and MELCHIOR (Leclerc 1984) are based on the same concepts as ELECTRE. The methods produce different order structures of alternatives depending on preference relations considered, the hypotheses about the properties of these relations (transitivity, etc.), and use of thresholds (veto, preference, etc.) . All methods, however, use the calculation rules reflecting the idea that, beyond a certain level, bad performance on one criterion cannot be compensated for by good performance on another criterion.
Outranking methods have been promoted for their noncompensatory approach to decision making and for the ease with which uncertainties can be incorporated explicitly into the evaluation of the differences between alternatives; however, the outranking methods lack a strong theoretical foundation (Guitouni and Martel 1998) .
Other Methods
The analytical hierarchy process (AHP) developed by Saaty (1980) is a popular MADA method. In principle, AHP has close connections with MAVT because both nonprobabilistic methods use a hierarchical structure and an additive preference model. On the other hand, they have different evaluation scales for determination of criteria weights and criteria scores of alternatives with respect to each criterion. In AHP, criteria scores are also called weights. All weights are elicited through pairwise comparisons, utilizing a prespecified one-to nine-point scale for quantifying verbally expressed descriptions of strength of importance among attributes or strength of preference among alternatives. Much criticism has been leveled at the interpretation of the scale used in AHP; instead of the ninepoint scale proposed by Saaty (1980) , various other scales have been suggested by several authors (e.g., Ma and Zheng 1991; Salo and Häm-äläinen 1997) . Having judged the scores of each pair, final weights are calculated according to a so-called principal eigenvalue method. In AHP it is possible to check consistency of judgments on the basis of an index obtained from the calculation method.
The principle behind the technique for order preference by similarity to ideal solution (TOP-SIS) (Hwang and Yoon 1981) is simple: The chosen alternative should be as close to the ideal solution as possible and as far from the negativeideal solution as possible. The ideal solution is formed as a composite of the best performance values exhibited by any alternative for each attribute. The negative-ideal solution is the composite of the worst performance values. Proxim-ity to each of these performance poles is measured in the Euclidean sense (i.e., square root of the sum of the squared distances along each axis in the "attribute space"), with optional weighting of each attribute. The method and its results are straightforward to depict graphically.
Choice of a MADA Method for LCIA All methods described here support the ranking of alternatives in different ways. The choice of a MADA method can be based in part on the type of decision, the stakeholders involved in the decision-making process, and the information available to support decision making. As a first step in the development of a comprehensive framework for the selection of an appropriate MADA method for a particular decision-making situation, Guitouni and Martel (1998) provided tentative guidelines for this choice and a comparative study of 29 MADA methods. They emphasized, however, that their results are far from satisfactory because they do not facilitate a clear unequivocal choice of method and that much work is still required to show the strengths and weaknesses of different MADA methods. Examples of such studies, and particularly of the influence of the type of decision, the stakeholders involved in the decision-making process, and the information available to support decision making, have been provided by Basson (1999) , Basson and Petrie (1999a , 1999b , 2000 , and .
The essential questions that need to be answered are (1) which type and level of support is required, and (2) which method is most appropriate in LCIA.The central ethical question, particularly in the context of sustainability, is whether a compensatory approach to environmental performance is an acceptable approach for the evaluation of alternatives in LCA. Can a good performance with regard to climate change (global-level impact) offset a bad performance with regard to acidification (regional-level impact), or stated more simply, can clean air compensate for dirty water?
Three conditions exist where noncompensatory MADA methods may be preferred:
1. Single, all-important impact category. If there is one criterion (impact category) whose importance is deemed by the decision maker(s) to be overriding, then this by definition precludes compensation, and a method such as the lexicographic method can be used. 2. Categories of ranked importance along with performance uncertainty. If uncertainty in the results has been quantified and the decision makers can agree to thresholds of difference and confidence required to distinguish performance among alternatives-that is, to identify a lack of a "tie" with respect to a criterion (e.g., impact category)-then again, noncompensatory methods such as the lexicographic semiorder and some of the ELECTRE and PROMETHEE methods may be used. Under this second condition, the categories need only be rank-ordered in terms of importance, rather than weighted. 3. Performance thresholds. If thresholds of performance are identifiable, such that either differences in performance above the threshold are unimportant, or differences in performance below the threshold are unimportant, then these are circumstances under which compensation does not apply. In such cases, it might be possible to use screening methods such as the conjunctive or disjunctive methods or the classification method ELECTRE TRI to eliminate some alternatives.
It is not immediately clear how LCA results, which are tied to the functional unit and so are often cited as being scale independent, could be assessed with respect to thresholds. This may, however, be possible, either by testing for threshold exceedance at the level of physical processes, or perhaps by testing normalized results where a normalization regime such as total market size is used to scale the functional unit. In this latter case, for example, one might choose to equate to zero all impacts in categories whose normalized results fall below some threshold.
One way to obtain the answer to the suitability of different MADA methods for LCIA is to compare the current methodological choices applied in LCIA with MADA methods. According to the International Standards Organization (ISO 1997 (ISO , 2000 , LCIA is divided into mandatory and optional phases. The first phase is the selection of impact categories (e.g., climate change and acidification), indicators for the categories (e.g., radiative forcing in climate change, H ‫ם‬ release in acidification), and models to quantify the contributions of different environmental interventions to the impact categories. The second phase, classification, is an assignment of the inventory data to the impact categories. The third phase, characterization, is a quantification of the contributions to the chosen impacts from the product system. This phase produces results for so-called impact category indicator results. After these mandatory phases, LCIA can continue, depending on the goal and scope of the LCA study. Normalization relates the magnitude of the impacts in the different impact categories to reference values. Weighting is the process of converting indicator results (i.e., results from the characterization or normalization), typically, into a single score by using numerical factors based on value choices. In LCIAs, a typical calculation rule for a single score called total environmental impact (EI) is a simple model
where W i is the weighting factor of impact category i, I i (a j ) is the impact category indicator result of impact category i caused by product system (alternative) a j , and R i is the reference value, that is, the indicator result of impact category i of the reference area. It can be said that equation (5) corresponds to the current LCIA methodology, although a wide range of competing LCIA methods exist. Equation (5) is typical of the methodology supported by the Society for Environmental Toxicology and Chemistry (SETAC) (Consoli et al. 1993; Udo de Haes 1996) and the ISO (2000) . In addition, many popular methods such as environmental theme (Baumann and Rydberg 1994) , Eco-indicator 95 (Goedkoop 1995) , and Eco-indicator 99 (Goedkoop and Spriensma 1999) are based on the use of equation (5), although they differ from each other in terms of overall assessment philosophy. The equation is relevant for the methods using midpoint or endpoint modeling to calculate impact category indicator results.
5 For example, the environmental theme and the CML methods (Heijungs et al. 1992 ) are based on midpoint modeling, whereas Eco-indicator 99 and the environmental priority system (EPS) (Steen and Ryding 1992; Steen 1999) try to predict damage according to endpoint modeling. Note that in the calculation rule for EPS, the end point is expressed in monetary terms, and hence there is no normalization phase, that is, R i is omitted in equation (5).
Equation (5) can be interpreted as the preference model derived from the decision analysis framework. The assessment problem of total environmental impact is decomposed into impact categories, each of which is subjected to evaluation by the decision maker. The impact category indicator results are recomposed to give overall insights on the original problem. Seppälä (1997 Seppälä ( , 1999 has shown that equation (5) The similarities between equation (5) and MAVT mean that techniques, knowledge, and experience for evaluating the alternatives developed in MAVT can be applied in the LCIA model. In addition, the MAVT framework offers a foundation for methodological development in LCIA because of its well-established theoretical basis.
The relationship between MAVT and the current LCIA methodology does not mean that it is not worthwhile to apply other MADA methods in the context of LCIA; however, the applicability of the elementary methods to LCIA seems to be relatively limited. The maximin, maximax, and lexicographic methods utilize only a small part of the available information in mak-ing a final choice-only one attribute (which equals one category indicator result or intervention in the context of LCIA; see the "Problem Structuring" section) per alternative. To apply the conjunctive and disjunctive methods, the decision maker must supply the minimal or maximal attribute values acceptable for each of the attributes. This may lead to methodological difficulties in the context of LCIA, as we pointed out above. On the other hand, for example, Spengler and colleagues (1998) and illustrated the successful use of the outranking methods. Analysis of the weaknesses and the strengths of each method is needed in order to help users select appropriate MADA and MOO methods for different LCIA applications.
The Decision Analysis Process in the Context of LCIA
As indicated in the "General Procedural Framework" section, the main phases of decision analysis are structuring of the problem, construction of the preference model, and sensitivity analyses. These are discussed in turn, with specific focus on the elements that are of interest for LCIA.
Problem Structuring
Structuring of a decision problem includes defining and organizing the objectives in order to compare the alternative systems. Many similarities exist between decision analytic approaches to problem structuring and LCIA. In general, the aim of LCIA is to assess differences between alternative systems with regard to potential environmental impacts. The alternatives considered include different product types, life-cycle stages, and so on. The main objective in the LCIA framework is to assess the total environmental impact with the help of impact categories, and a starting point is that these impact categories give a fair and relevant description of the studied product's environmental effects. Interventions caused by the alternatives result in a certain level of impact within these impact categories, and so interventions have to also be considered as elements of the assessment problem.
In LCIA with several objectives, the objectives can be structured according to a value tree, or objectives hierarchy. This is one of the major tools for the structuring of a decision problem in the presence of multiple objectives. A value tree captures the aspects that those involved in the decision-making process deem to be important in the selection or ranking of the alternatives (i.e., the objectives) and arranges them in a manner that shows the relationships between them. This tool leads to a hierarchical representation of the objectives. A rule for building the value tree is that higher-level objectives are specified by lower-level objectives in a hierarchy. For example, in a two-level value tree, a useful distinction is to refer to the attributes at the higher levels of the value tree as main attributes, and those at the lowest level, which are the aspects of the performance of the alternatives relative to these main attributes that are in fact assessed (qualitatively or quantitatively), as subattributes. Attributes thus express the performance of the alternatives under consideration in the different objectives (impact categories).
A value tree can be built using a top-down or a bottom-up approach (see, e.g., von Winterfeldt and Edwards 1986). The top-down approach starts from the areas of general concern (i.e., impact categories relevant to the assessment, such as climate change), whereas in the bottom-up approach the idea is to identify relevant impact categories (e.g., acidification) related to the interventions (e.g., NO x , SO 2 ) caused by alternatives. Stated more generally, the bottom-up approach looks at those characteristics that distinguish alternatives from one another in order to evaluate them, whereas the top-down approach considers those characteristics that are important to the decision makers when evaluating the differences between the alternatives. The latter is thus a value-based approach and is more consistent with an evaluation of alternatives driven by the objectives and preferences of decision makers.
In the field of LCIA, the top-down approach for problem structuring has been used, for example, in the Eco-indicator 99 method (Goedkoop and Spriensma 1999), in which the results of assessments are always expressed in terms of general environmental damage categories, for ex- ample, damage to human health, ecosystem quality, and resources. These impact categories have their own indicators (e.g., disability-adjusted life years, in the case of human health) calculated by end-point models. On the other hand, the free selection of impact categories on the basis of differences in the inventory data is consistent with a bottom-up approach.
The selection of what are to be regarded as the measurable attributes is a matter of choice. One approach for building the value tree in LCIA is for the final value tree to have impact categories (e.g., climate change and acidification) at the top, and for the lowest-level objectives, or subattributes, in the hierarchy to be interventions (e.g., emissions, extractions, and land use). Values of subattributes can be directly derived from interventions caused by the alternatives (figure 3) (Seppälä 1997 (Seppälä , 1999 . Another approach suggested for LCIA (e.g., Miettinen and Hämäläinen 1997; Basson and Petrie 1999a, 1999b ) is for the impact category indicator results (i.e., global warming potential in CO 2 equivalents, or acidification potential in SO 2 equivalents) obtained for the alternatives to be attributes. Then the value tree of environmental impacts is only a single-level hierarchy in which impact category indicator results can be directly used as measures for damage levels of impact categories (e.g., climate change and acidification) (figure 4). This structure can also be applied for end-point-oriented LCIA methods such as Eco-indicator 99 (Goedkoop and Spriensma 1999) . The value tree of Eco-indicator 99 consists of the three impact categories (human health, ecosystem quality, and resources) with their indicator results (attributes) (expressed as disability-adjusted life years, potentially affected fraction of species, and megajoules of surplus energy, respectively). Keeney and Raiffa (1976) have proposed a set of desirable properties of objectives and attributes in a value tree. A set of objectives and attributes should be complete, operational, decomposable, nonredundant, and minimal. Completeness requires that all relevant values be included in the superstructure of the tree and that the substructure completely defines the higherlevel values. Operationality requires that the lowest-level values or attributes be meaningful and assessable. Decomposability means that the attributes can be analyzed one or two at a time, that is, that they are judgmentally independent. Absence of redundancy means that no two attributes or values mean the same thing. The minimum size requirement refers to the necessity of keeping the number of attributes small enough to manage. Note that the requirements conflict. Operationality often requires further decomposition, thus increasing the number of attributes. Completeness may lead to redundancy, because true value independence is often an unattainable ideal (von Winterfeldt and Edwards 1986) .
In practice, a selection of impact categories and an assignment of the inventory data to the impact categories (classification) in LCIA correspond to the structuring of the problem in decision analysis. An assessment of total environmental impact (e.g., Eco-indicator 99 (Goedkoop and Spriensma 1999) ) implies a complete hierarchy from the attributes to the final overall objective. Furthermore, the similarity means that all requirements mentioned above are also relevant for the set of impact categories identified and for classification. Because LCIA developed without substantial regard for the expertise developed in decision analysis, little effort has been devoted to evaluating whether these conditions are indeed upheld by the set of impact categories defined for LCA studies.
Awareness of these conditions may contribute to selecting appropriate impact categories and attributes for evaluations and may improve the quality of assessments. A condition such as the importance of the absence of redundancy, that is, the avoidance of double counting, is intuitively an obvious requirement, but it can be easily forgotten in the assessment. For example, methane emission and the emission of volatile organic compounds are not a suitable pair of subattributes (figure 3) under the impact category of tropospheric ozone formation because methane is included under volatile organic compounds, and including methane as a separate subattribute under tropospheric ozone formation would lead to double counting. Another requirement easily forgotten is that attributes should be judgmentally independent. For example, this requirement is not fulfilled in the case where indicator results of aquatic eutrophication caused by nutrients and of oxygen depletion caused by organic material in water bodies are considered as separate attributes. Oxygen depletion is one consequence of aquatic eutrophication because decomposition of the dead algal populations reduces the oxygen concentration in the water. These attributes are therefore judgmentally dependent because the evaluation of an alternative with respect to oxygen depletion depends in part on how the alternative performs with respect to aquatic eutrophication.
Completeness is another important issue addressed explicitly by the decision analysis framework. Creating a value tree helps to identify attribute sets used in an overall evaluation of the alternatives (see the "Construction of the Preference Model" section). In this way, value trees facilitate the process of ensuring that all relevant attributes are taken into account, thus ensuring completeness of the attribute set. Assume, for example, that the task is to determine the best product plan among three alternatives from the point of view of environmental effects. Characterization results of climate change and acidification for all three alternatives are identified as being at the same level; however, one product alternative has a very bad odor problem, whereas the other two alternatives do not. If only climate change and acidification are included in the assessment, priorities between the alternatives may be based on random selection and may differ from those if the assessment also covers odor. Thus, if the assessment does not cover the most important impacts caused by the alternatives, the assessment will not appropriately reflect the differences between the alternatives and, hence, may produce misleading results. A hierarchy's structure and scope embody value judgments and perspectives. Decision analysis research shows that the structure of the hierarchy alone (given a fixed scope) can influence conclusions in some instances. In particular, this influences the degree of trade-off that is allowed between performance in different attributes. Awareness of how the structure of the hierarchy may influence conclusions of a study is important for LCA applications.
Construction of the Preference Model
Values of Attributes
The elements of the model(s) are obtained from the structuring phase. The elements are alternatives a 1 , . . . , a n and a value tree with m lowest-level objectives-the attributes X 1 , . . . , X m . Furthermore, x i is defined to be a specific level of X i , so that the possible impact of selecting an alternative can be characterized by the consequence x ‫ס‬ (x 1 , . . . , x m ). The structuring of the model and the quantification methods depend on the approach. For example, in the case in figure 4, impact category indicator results, I i , are defined as attributes, X i , whereas in the case in figure 3, interventions are defined as subattributes.
Note that as a result of the hierarchy in figure  4 , each alternative can be represented as a vector of four numbers: x ‫ס‬ (x 1 , x 2 , x 3 , x 4 ), where x is the evaluation object (the total environmental impact) and x i is the measured value (e.g., global warming potential in CO 2 equivalents) of x on attribute X i (e.g., indicator result for climate change). In the case in figure 3 we have x equal to the evaluation object (the total environmental impact), and x i equal to the measured value (e.g., global warming potential in CO 2 equivalents) of x on the main attribute, X i (e.g., indicator result for climate change). Outcomes of each alternative within impact category i can be represented as a vector of K numbers:
is the measurement (e.g., emission of substance k) of x i on subattribute B k,i (e.g., NO x under impact category i) (k ‫ס‬ 1,. . . ,K).
In the case in figure 4 , where the category indicator results are regarded as the measurable attributes, the enumeration of the attributes is done via the classic LCIA characterization step based on the quantitative inventory results and characterization factors. Thus, the decision framework does not explicitly involve the characterization phase.
In the case in figure 3 , where inventory items are subattributes, the values of the subattributes are obtained directly from the inventory results (e.g., emission of NO x ) or from the modified inventory results. In the latter situation, only those emissions that cause adverse effects related to impact categories are taken into account by using results obtained from scientific models, empirical data, or expert judgments (Seppälä 1999) . In both cases the determination of the values of the main attributes is regarded as part of the MADA task itself. This task includes the choice of an aggregation model, normalization, and a weighting procedure. In this case, the characterization is carried out within the decision analysis framework.
In principle, the structure in figure 3 offers the possibility to handle subattributes (interventions) that do not have natural value scales. For LCIA purposes there are many value measurement techniques that can be used in order to express performance information in a quantitative manner (see, e.g., von Winterfeldt and Edwards 1986). For example, in the crudest version of the direct rating technique, one directly assigns subattribute values to alternatives. A subattribute is defined in qualitative terms. Next, the alternatives that seem best and worst with respect to that attribute are identified. All other alternatives are ranked between the two extremes.
The above rating step can be useful in some streamlined LCA applications; however, it introduces subjective judgment and leads to subjective characterization (see the "Weighting" section). Seppälä (1999) showed how to conduct such subjective characterization with weighting factors and attribute values obtained from expert judgments.
Normalization and Transformation of Attribute Values
In LCIA, normalization relates the magnitude of the impacts in the different impact categories to reference values. The purpose of normaliza-tion is to express the characterization results in terms that communicate the significance of the impact indicator results. A variety of approaches to normalization may be used, including ones based on external reference values (e.g., total contribution to impact category in a region or by an industrial sector) or a project-specific relative reference point such as a base case scenario (Norris 2001) .
In decision analysis, the aim of normalization is to convert the different scales of the attributes onto the same range (e.g., [0,1]), which is an essential step if the attribute values are to be aggregated into a single number. The scale of [0, 1] is established in such a way that the end points (0 and 1) are meaningful to the decision makers and assist them in the evaluation of trade-offs between scores in different impact categories.
In the MAUT/MAVT methods, normalization is carried out by using utility or value functions. It is assumed that the decision maker can express a preference for different levels of performance in each criterion separately and that this can be expressed quantitatively in terma of utility or value functions to create individual or "single-attribute" utility/value functions. Depending on the shapes of single-attribute value (or utility) functions and the ranges of each attribute taken into account, we can get different normalization factors (see Seppälä and Hämäläi-nen 2001) . For example, if the value function for attribute X i is set up to be linear and to range from "no environmental impact"(i.e., v i (x 0 i ) ‫ס‬ 0, where attribute value x 0 i ‫ס‬ 0 ) to the impact caused by a particular reference system (i.e., v i (x i (reference system) ‫ס‬ 1), the typical normalization factor (1/R i ) used in the calculation rules of LCIA (see equation 5 and Seppälä 1999) is obtained. Using the normalization terminology of LCIA suggested by Norris (2001) , an external normalization corresponds to a situation in which the reference system is larger than a production system of the application (such as all activities from Holland and western Europe). On the other hand, MAUT/MAVT also provides normalization rules for a case-specific normalization in which an attribute range of singleattribute value (or utility) functions is chosen from the best and the worst attribute values of the alternatives. In the case of linear singleattribute value functions, the internal normalization leads to normalization factors (transformation factors) represented in the description of the weighted summation method.
In AHP and outranking methods, the transformation of attribute values into a common dimensionless unit is typically carried out by normalization procedures using pairwise comparisons. In practice in these approaches, normalization can be considered internal. The normalization is related to the alternatives of each assessment problem and aggregation rules applied in each method.
In practice, damage functions describing relationships between category indicator results (or values of interventions) and the effects (damages) are assumed to be linear in LCIA methods. This means that the same incremental attribute value causes the same response at all attribute value levels; however, the scientific bases for using such linear damage functions are rather weak. In the MAUT/MAVT framework, different shapes of damage functions can be taken into account. Damage functions are replaced by value/utility functions. This offers a general solution for the calculation of the overall impact values which includes the considerations of normalization and weighting (Seppälä and Hämä-läinen 2001) .
Weighting
In impact assessment it is almost always impossible to find one alternative that causes the lowest impact category indicator results with respect to all impact categories. This leads to a problem: What is the best alternative from the point of view of environmental impact? The issue is one of trade-offs between different impact categories chosen in the model. Using the terminology of the LCA community, the question is how to conduct weighting or valuation. This is regarded as a process of assessing the relative importance of impacts in LCA by focusing on either end-point or damage modeling (with subsequent aggregation of damages, e.g., in monetary terms) or on elicitation of weights to express the relative preference for performance in different impact categories. In the decision analysis framework the issue is the same: weighting is a process in which trade-offs among attributes are quantified as importance weights or other scaling factors.
In general, MADA offers techniques, knowledge, and experience for evaluating the weighting factors in LCIA. This is especially relevant to the so-called panel methods in which people are asked to give weighting factors (attribute weights) using different elicitation procedures. Elicitation is the process of gathering judgments concerning the problem through specially designed methods of verbal or written communication (Meyer and Booker 1990) . Different MADA methods, however, have different requirements for elicitation of weighting factors because of their various methodological bases. Clearly, practitioners have to understand relationships between weighting factors and the other aggregation elements in the weighting methods used when elicitation procedures are chosen. In practice, this relationship is often ignored, which can lead to the choice of preferred alternatives that do not accurately reflect the preferences of those surveyed using the panel method.
As mentioned earlier, in MAUT/MAVT there are numerous procedures for the determination of weighting factors. Even though weighting is an important issue in MAUT/MAVT methods, many researchers are incapable of justifying clearly their choice of one elicitation technique over another. The choice is partly a trade-off between comprehensiveness and simplicity. The decision analysis literature includes some studies on advantages and weaknesses of different elicitation techniques in different decision situations, which can assist in selection of an appropriate technique (e.g., Borcherding et al. 1991; Weber and Borcherding 1993) . Only a few examples of using simple techniques for constructing weights in LCIA currently exist. In an LCA of the Finnish forest industry, ratio estimation was used for elicitation of impact category weights from 58 experts working with environmental issues (Seppälä 1999) . The ratio method requires the panelist to first rank the relevant impact categories according to their importance. The least important impact category is assigned a weighting factor of 10, and all others are judged as multiples of 10. The resulting raw weighting factors are normalized to sum to one. In a case study involving the recommissioning of a power station, used an indifference weighting technique (see Keeney and Raiffa 1976) . The cost of the project was used as a reference point for all trade-off questions, and respondents were asked to indicate the cost margin that would be acceptable in order to improve the environmental and social performance of the design alternatives from worst to potentially best levels. This technique enabled the project designers to think critically about the trade-offs that would have to be made in terms that they could relate to (i.e., project cost) and gave a clear, quantitative expression of the relative importance of different economic, social, and environmental aspects of the project.
MAVT can precisely explain how attribute weights should be assessed in the context of different normalization regimes. For example, weights in equation (5) (the equation that represents the aggregation function most typically used in LCIA) reflect the damages caused by R i ; this feature has to be taken into account in the determination of the attribute weights. In the elicitation situation, the question format has to be adjusted so that panelists express their opinions about the importance of different impacts caused by the reference values, R i (Seppälä 1997 (Seppälä , 1999 Seppälä and Hämäläinen 2001) . For example, assume that the whole of Europe is chosen as the reference area for normalization. Then, the question "By how much would you prefer the emissions causing acidification to be reduced compared to those causing tropospheric ozone formation?" does not constitute an acceptable phrasing of the question for preference elicitation if panelists do not know that their response will be interpreted with reference to total emissions for Europe.
In decision analysis there are also so-called ranking methods that can be used if the panelists are able only to rank the criteria (impact categories) in order of importance. Ranking methods such as the expected value method (Rietveld 1984a (Rietveld , 1984b , the extreme value method (Paelinck 1974 (Paelinck , 1977 , and the random value method (Voogd 1983) have different assumptions and calculation procedures that produce weighting factors from the rank-order information obtained for the criteria.
It is important to understand that if the LCIA application is constructed according to MADA methods other than the additive-weighted methods (such as SMART and AHP), different aggregation models, compared to equation (5), may be obtained. Examples of other aggregation methods are the outranking methods (e.g., ELECTRE and PROMETHEE methods). Different methodological bases of MADA methods also mean that each method has its own requirements for elicitation of weighting factors, which have to taken into account in the weighting.
In figure 3 , where interventions are used as subattributes, MADA methods can offer a foundation to generate the impact category indicator results from various values of interventions. This can be useful if characterization factors are not known for all interventions within impact categories. Decision analysis techniques provide a solution in which "subjective" attribute weights are determined according to rational rules, and "objective" attribute weights are directly derived from characterization factors and values of interventions (see Seppälä 1997 Seppälä , 1999 . Note that in the case in figure 3 , the impact category weights need also be determined in order to calculate total environmental impact scores.
In the decision analysis framework, weights are thus "subjective" data, and input regarding the decision maker's preferences is required in order to decide which alternative would be preferred. It is also clear that the result of the weighting task is also dependent on many things other than the techniques applied. Panel procedures may differ with respect to the size of the panel and type of panelists (environmental experts, experts from other sciences, stakeholders, lay people, or a representative mix), the elicitation situation (questionnaires, interviews, interactive group, and Delphi (see Dalkey 1969) ; whether a one-round procedure or a multiround procedure (with feedback or without) is used, the question format, presentation of background information and type of aggregation (a consensus, use of mathematical methods to combine multiple panelists' data into a single estimate, or single distribution of estimates) (e.g., Meyer and Booker 1990; Seppälä 1999) , and so forth. Although much knowledge and experience has accumulated about how these different factors can affect the weighting, further work is needed to establish the implications of these findings for the application of different weighting techniques in the field of LCA.
Aggregation
In decision analysis, a preference model ranks the decision alternatives on the basis of input data (such as interventions, category indicator results, thresholds, or weights), and the aggregation rule is applied. Typically, the preference models produce an overall score for each alternative as a final result.
In an LCIA application in which characterized scores of impact categories (category indicator results) are aggregated into a single score, the higher the score, the more undesirable the alternative. 6 The aggregation is usually implicitly incorporated, with weighting under the heading "valuation." Despite the importance of aggregation rules, this subject has not yet received much attention in the LCA community.
As mentioned earlier, the typical aggregation rule for the calculation of the total environmental impact applied in LCIA is the additiveweighted model derived from MAVT.
7 From a point of view of MAVT, a necessary condition for an additive decomposition of the multiattribute value function is mutual preferential independence of attributes. In the decision analysis framing of LCIA illustrated in figure 4, preferential independence between two attributesimpact category indicator results, I 1 (e.g., global warming potential in CO 2 equivalents), and I 2 (e.g., acidification potential in SO 2 equivalents)-would hold if the preferences for the specific value of attribute I 1 do not depend on the value level of attribute I 2 . If any pair of attributes is preferentially independent of the others, then the attributes are mutually preferentially independent. If the additive model fails because of dependencies, the multiplicative or multilinear model may still be appropriate (see Keeney and Raiffa 1976; von Winterfeldt and Edwards 1986) . In LCA applications to date, little effort has been made to verify whether impact category attributes are indeed mutually preferentially independent and whether the additive aggregation function is thus appropriate. Multiplicative and multilinear aggregation forms have not been used.
Note that following MAVT rules and assuming simple conditions, we can construct equation (5) from the different starting points in figures 3 and 4 (see Seppälä 1997 Seppälä , 1999 . It is important to understand that if the LCIA application is constructed according to MADA methods (such as ELECTRE and PROMETHEE) other than the additive-weighted methods (such as SMART and AHP) we may get different aggregation models compared to equation (5). Different methodological bases of aggregation models also mean that each model has its own input data and requirements for normalization/transformation procedures and elicitation of weighting factors that have to be taken into account in the assessment. Because of the relationships between aggregation rules and other elements of preference models, an aggregation model has to be selected before the gathering of input data begins.
Sensitivity Analysis
To make better-informed decisions, it is extremely important to carry out a sensitivity analysis. The aim of sensitivity studies is to identify values of input variables that result in a preference for different alternatives. In this regard it is important to distinguish between the different sources and types of uncertainties that are present. Some uncertainties may legitimately be quantified in a probabilistic sense, whereas others cannot be interpreted as having "true" values. In the case of the former, the uncertainty can be propagated through the analysis using analytical methods or random sampling techniques (e.g., Monte Carlo simulation in which the properties and behaviors of a variable are investigated by repeated random sampling from a distributionnormal, lognormal, etc.-representing the variable). In the case of the latter, the effect of the uncertainty in the variable on the choice of preferred alternative(s) can be investigated by varying the value of each individual variable over a realistic range of values.
Inventory data are uncertain estimates. Much of this uncertainty relates to empirical parameters and can be quantified; however, at present, this uncertainty is not well characterized in most LCA studies. Characterization introduces more uncertainties of different kinds (including substantial model uncertainties). These may be difficult to express quantitatively and may be of different magnitudes for different impact categories. Although some work has been done in this area (e.g., Meier 1997; Seppälä 1999; Hertwich 1999; Huijbregts 2001) , uncertainties introduced during characterization are not managed well at present.
Weighting introduces value-based judgments or subjective preferences and is a significant source of uncertainty because it may be very difficult for respondents to express preferences accurately based on the information provided to them and to accurately reflect these preferences in the relative assessment of attribute scores.
In principle, the combined influence of uncertainty in inventory data, characterization factors, and weights can be analyzed using a Monte Carlo simulation (e.g., Seppälä 1999; Huijbregts et al. 2001) . The approach needs distributions of these model variables as uncertainty input in order to produce distributions of value scores of alternatives. Determinations of the distributions can be based on expert judgments (see Seppälä 1999) .
A well-known feature of hierarchical preference models is that changing elements at lower levels of the value tree has only minor effects on results, and weights at the top are the most important factors for sensitivity analysis (von Winterfeldt and Edwards 1986). For this reason, a commonly used approach in sensitivity analysis is to calculate certainty intervals for one set of weights. In the context of LCIA the procedure can reveal an interval of the chosen impact category weight in which the order of preference of the alternatives is not changed (Seppälä 1999) . The so-called turning points (change in order of preference for/ranking of alternatives) are found by varying values of the particular weight and calculating the corresponding results. In the calculation, the ratios between all other weights remain unaltered. A search procedure also exists for a turning point when all weights are allowed to vary (Rietveld and Janssen 1989) .
The above approaches to dealing with uncertainty do not cover model errors. Selection and aggregation of variables, boundaries, and assumptions in the LCIA model contribute to the credibility of results. For defining this uncertainty, the use and comparison of alternative models are needed. Work on the management of uncertainty in decision making supported by decision analytic decision support models is underway (Basson 1999) .
Conclusions
The assessment of total environmental impact in LCA can be considered as decision making under multiple objectives with difficult tradeoffs and uncertain outcomes. In these complex decision situations, the methods of decision analysis can offer different approaches to structure and model the decision, and thus enable rational decision making. MADA methods developed for discrete decision problems, in particular, are useful for assisting the choice or screening of the "best" alternative or a good set of alternatives in LCA applications. The normative findings of the MCDA field can be usefully applied to help discern "good" and "bad" approaches to LCIA.
The framing of LCIA (and LCA) using decision analysis can make an important contribution to the development of LCA. This could promote a more structured and consistent approach to LCA and decision making. Because decision analysis is in essence a systems tool, it is consistent with the systemic intent of LCA. Furthermore, the decision analysis community has a wealth of experience and has generated an abundance of decision support, including tools to support problem structuring, preference elicitation, and problem analysis, as well as uncertainty and sensitivity analysis. By framing LC(I)A using decision analysis, it becomes clearer which of these tools are relevant to support particular aspects of LCA and overall decision making in a variety of contexts.
Although the exact framing of LCIA using decision analysis still merits debate, the generic decision analysis steps and their LCIA counterparts are clear. Firstly, a selection of impact categories and an assignment of the inventory data to the impact categories (classification) in LCIA correspond to the structuring of the problem in decision analysis. The assessment problem can be structured according to a value tree in order to ensure that all relevant impact categories and interventions/impact category indicator results are taken into account in the appropriate way. Secondly, construction of the impact assessment model according to a decision analysis framework can assist in deciding which aggregation rule is required for the calculation of overall environmental impact. The framework can offer tools to assess values of attributes, that is, values of interventions or category indicator results, depending on the structure of the model. Furthermore, the aggregation rule can answer questions such as "What does the concept of a normalization mean and how should it be conducted?" and "What is the relationship between normalization and weights and how should it be taken into account in weight elicitation?" In addition, MADA methods can clarify how to conduct weighting in the context of panel methods. Further research is needed to ensure the effective use of weighting in the field of LCA.
A typical calculation rule for total environmental impact used in LCIA can be interpreted as the additive-weighted model derived from MAVT. The similarities mean that especially techniques, knowledge, and experience for evaluating the alternatives developed in MAVT/ MAUT can be applied to the LCIA model. The strength of this theory compared to many non-MAVT/MAUT approaches has a wellestablished theoretical foundation. Thus, MAVT offers a basis for methodological development in LCIA.
The choice of compensatory and noncompensatory approaches to decision making raises some fundamental ethical questions for LCA. The challenge is to determine when compensatory approaches to decision making are acceptable. On the other hand, noncompensatory methods, such as lexicographic, conjunctive, and outranking methods, require the establishment of thresholds and absolute performance standards; this provides substantial methodological challenges for LCA, which bases its evaluation of environmental damage on per-unit contributions to proxy environmental indicators.
In summary, LCIA methods can and have been usefully framed as instances of multipleattribute approaches to decision making and applications of MADA methodology; however, it is important to understand that the different methodological bases of different MADA meth-ods mean that each method has its own requirements for the structuring and modeling of the assessment problem and that these have to be taken into account in normalization, weighting, and similar procedures. It is essential that practitioners understand the relationships between different elements in the various methods when applying them.
Notes
1. This field has an abundance of terminology. The words "objectives" and "attributes" may be used synonymously with the word "criteria." A useful distinction is to refer to more general statements about aspects that would be considered in the evaluation of alternatives as "objectives" when they explicitly have a direction of preference associated with them (e.g., minimize environmental impact) and as "criteria" when the direction of preference is not stated and merely implied.
The term "attributes" is then reserved for that which is actually evaluated (qualitatively or quantitatively) about the performance of these alternatives relative to the more general objectives/criteria. 2. The term "decision maker" is used in the general sense here and refers to those involved in the decision-making process. It is customary in decision analysis to refer to a hypothetical decision maker who represents the consensual point of view that is developed during the decision analysis process. 3. Scales of measurement that can be employed for the measurement of quantities are ordinal or cardinal. Ordinal scales are ranking scales, which can be used to indicate order preference, that is, A is first or best, B is second or second best, C is third or third best, and so forth. Such scales, however, do not indicate the magnitude of the difference in preference, that is, the magnitude of the difference in preference between A and B and between B and C is not expressed in an ordinal scale and is not necessarily the same. Interval or ratio scales are cardinal scales. Interval scales have constant units of measure, but the scale is not proportional and the zero point of the scale (if defined) is arbitrary. The temperature scale is a typical interval scale. One can say that an object at 100ЊC is 50ЊC hotter than one at 50ЊC, but it is not meaningful to say that the former object is twice as hot as the latter. Ratio scales, such as those used for length and mass, have a natural zero and constant units of measurement, and the difference between units is proportional, for example, an object with a mass of 100 kg is twice as heavy as an object with a mass of 50 kg. 4. In MCDA, screening and selection methods are also referred to as sorting and choice methods, respectively, where the aim of the former is to classify the set of alternatives into a minimum of two sets (where at least one set merits further consideration), whereas the purpose of the latter is to find a single, preferred alternative. 5. According to a United Nations Environment Program (UNEP) workshop (Bare et al. 2000) , end-point modeling refers to characterization describing impact category indicators at the end of the cause-consequence chain, such as years of life lost, whereas midpoint modeling is related to indicators located somewhere along the causeconsequence chain, such as proton (H ‫ם‬ ) release in the case of acidification. 6. This is a matter of choice, and the value functions may equally well be defined to indicate the extent to which performance scores meet the objectives of the decision maker, for example, best performance (lowest impact) could be given a score of 1, and worst performance (highest impact) a value of zero; hence, higher scores will be preferred to lower ones. 7. Note that there are also LCIA methods such as eco-scarcity (Ahbe et al. 1990; BUWAL 1998) in which the aggregation rule does not correspond to the rules of MAVT (Seppälä and Hämäläinen 2001) .
