Some Variations on Ricci Flow by Cremaschi, Laura
Scuola Normale Superiore di Pisa
Classe di Scienze
Corso di Perfezionamento in Matematica
Tesi di Perfezionamento





Anno Accademico 2015 – 2016
Contents
Introduction i
Chapter 1. Technical tools 1
1.1. Notations and conventions 1
1.2. Non linear parabolic operators 2
1.3. DeTurck’s trick 4
1.4. Uhlenbeck’s trick 7
1.4.1. Time–dependent bundle isometries 8
1.4.2. Alternative formulations 10
1.5. Maximum principle for elliptic operators 11
1.6. Interpolation inequalities 14
Chapter 2. The renormalization group flow 17
2.1. Short time existence 18
2.2. Evolution equations of the curvature tensors 22
2.3. Similar quadratic flows 25
Chapter 3. The Ricci–Bourguignon flow 28
3.1. Short time existence 29
3.2. Evolution equations of the curvature tensors 31
3.2.1. The evolution of the Weyl tensor 33
3.2.2. Uhlenbeck’s trick and the evolution of the curvature operator 35
3.3. Conditions preserved in any dimension 37
3.4. Curvature estimates and long time existence 40
3.4.1. Long time existence 44
3.5. Solitons 45
Chapter 4. The Ricci–Bourguignon flow in dimension three 48
4.1. Conditions preserved in dimension three 49
4.1.1. Hamilton-Ivey estimate 53
4.2. Solitons 56
4.3. The Ricci positive case 57
4.3.1. Gradient bound for the scalar curvature 62
Chapter 5. Present and future works 68
5.1. The renormalization group flow 68
5.2. The Ricci–Bourguignon flow 68
5.2.1. The functionals FC 69




Since its appearance almost thirty–five years ago, the Ricci flow has given rise to several
beautiful results, among which the wonderful proofs of both Poincaré and Thurston geometriza-
tion conjectures, started by Hamilton in the ’80–’90 [49, 52, 54, 55, 57] and substantially completed
by Perelman in 2002–2003 [69, 70, 71]. The central idea of evolving geometric quantities by means
of parabolic PDEs in order to make them “better” can be traced back to Eells and Sampson [36],
who evolved maps between Riemannian manifolds by the so called harmonic map flow, in order






∗g) dµh , (0.1)
where ϕ : N → M is a smooth map between two Riemannian manifolds (N,h) and (M, g) and
dµh is the canonical volume form of the metric h. The critical points include, as special cases,
geodesics, harmonic maps and minimal submanifolds.
Nowadays, many geometric flows have been studied, most of which deform the metric g of
a Riemannian manifold M by means of a differential operator L(g) depending on the curvature
tensors of the metric. There is also a wide set, constantly growing, of ideas and techniques,
developed for the Ricci flow, that can often be adapted to other geometric flows. We refer for this
subject to the series of books by Chow, Knopf et alt. [25, 26, 27, 29]. In the first chapter of the
present work we recall some of these methods which will be used subsequently.
One of the major benefits in using parabolic PDEs in Riemannian geometry is the possibility
of deforming the metric in a controlled way: this allows to obtain a priori estimates of the solu-
tions and ultimately study their behaviour closer and closer to their maximal time of existence.
When the flow, as it happens for the Ricci flow on three–manifolds, determines and restricts
strongly the geometric nature of the possible limit points, one can classify them and eventually
get informations on the topological and differential structure of the underlying manifold. Re-
garding other flows, when they are studied for the first time, it is costumary to keep in mind the
line of analysis of the Ricci flow as a general guide, while hoping for new features, which would
make the exploration worthwhile.
Some of the geometric flows studied in the literature, as the harmonic map flow, arise natu-
rally as gradient flows of a geometric functional, indeed, they were actually introduced in order
to obtain informations on the critical points of such functionals. In these cases, not only PDEs
techniques are useful, but also variational methods may help in studying the behaviour of solu-
tions. Two well known gradient–like flows are the Yamabe flow (see [10, 75, 81], for instance),
introduced by Hamilton to obtain a constant scalar curvature metric in any given conformal class
of a Riemannian manifold (M, g), and the mean curvature flow (see [35, 63, 80] for instance) of a
compact hypersurface in the Euclidean space. To give an idea on how the variational approach
to geometric flows could be useful, we may recall the first paper by Perelman [69], where the
author proved that the Ricci flow can be regarded as a gradient flow and, by means of a related
monotonicity formula, he was able to show a control of the injectivity radius during the blow–up
procedure, which was one of the major obstacles in Hamilton’s approach to Poincaré conjecture.
The link between geometric analysis and topology, which proved strong and fruitful, is not
the only one. As claimed by Perelman [69, Introduction and Section 1], the idea of a monotone
functional for the Ricci flow was inspired by its connection with the renormalization group (RG)
i
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flow for two–dimensional non linear σ–models in Quantum Field Theory (see [4] for a survey on
the connections between the RG–flow and other geometric flows).
This flow arises from the quantization of the classical (harmonic map) action defined by the
functional E in formula (0.1), when (N,h) is a surface and (M, g) a Riemannian manifold of
dimension n ≥ 3. For physical reasons, the functional is multiplied by 12πa , where the quantity
a > 0 is the so–called string coupling constant. Since our knowlegde of the physical aspects is very
limited, we refer to the lecture notes by Gawedzki [43] for an introduction to the renormalization
group accessible to mathematicians, while the survey [16] offers a mathematical understanding
of how the RG–flow origins from the above action and its interplay with the Ricci flow.
Here we mention only that in the “perturbative regime”, that is when |Rm|a  1, namely
the metric g of the target manifold M has “small” curvature compared to the coupling constant,
the functions defining the flow can be expanded in powers of a and their first order truncation
corresponds to (a multiple of) the Ricci flow [39, 40, 61]. It is actually believed that the Ricci flow
provides a good approximation for the full RG–flow. However, since the exact quantization of
non linear σ–models has not yet been shown to exist, it is hard to quantify the error between
the first order and the full renormalization group flow, in particular when the Ricci flow devel-
ops singularities. From the physical perspective, there appears relevant to consider also flows
generated by more general actions to avoid such singularities, as in [16, 68].
In the first part of this work, namely Chapter 2, we concentrate on the flow arising from the
second order truncation, that we denote by RG2,a–flow or two–loop RG–flow, whose equation
(see [59]) is
∂tgik = −2Rik − aRijlmRkstugjsgltgmu , (0.2)
where the two tensors Rij and Rijkl are respectively the Ricci and the Riemann tensor of the
metric g on a compact manifold M . An immediate motivation for this choice is the fact that,
under the Ricci flow, the norm of the Riemann tensor must blow up at a finite singular time,
therefore higher order terms in the expansion of the RG–flow should become relevant. Moreover,
besides the physical motivations (see [61]), the problem is of mathematical interest of its own: in
a way, this flow is a natural (non linear) generalization of the Ricci flow (recovered as a limit
when the parameter a goes to zero), which has physical meaning and therefore might present
nice properties, such as stability (see [48]). We finally underline that, albeit fully non linear, this
flow involves only a second order operator, while the higher order truncations contain also the
derivatives of the Riemann tensor, making the analysis harder.
The central idea is to find out whether and when the RG2,a–flow behaves qualitywise differ-
ently from the Ricci flow. At a first glance, we observe that the quadratic term makes the flow
no more invariant by parabolic rescaling but this feature is not necessarily bad, as it could lead
to new ways to form and resolve singularities (see [45, 67]). In [46], Gimre, Guenther and Isen-
berg focus on particular classes of solutions, beginning with the flow on n–dimensional compact
manifolds with constant sectional curvature, and they observe that in negative curvature, the
asymptotic behaviour of the flow depends on the value of the coupling constant a and of the
sectional curvature and that, unlike the Ricci flow, a manifold with very negative sectional cur-
vature, namely K < − 2a , will collapse to a point in finite time. In the same paper, the authors also
focus on three–dimensional locally homogeneous spaces, where the strong assumptions on the
geometry of the initial metric allow to reduce the tensorial PDE to a system of ODEs; in some of
these cases the Ricci flow and the RG2,a–flow show radically different solutions.
In [67], Oliynyk studies the behaviour of the two–loop RG–flow on a compact Riemannian
surface, proving that a short time solution exists if the Gauss curvature of the initial metric satis-
fies a suitable condition. Given these results, in the first part of our study, we are going to focus
on the general short time existence of solutions to the RG2,a–flow in dimension at least three,
showing the following theorem.
THEOREM . [31] Let (M, g0) be a compact, smooth, three–dimensional Riemannian manifold and
a ∈ R. Assume that the sectional curvature K0 of the initial metric g0 satisfies
1 + 2aK0(X,Y ) > 0 (0.3)
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for every point p ∈ M and vectors X,Y ∈ TpM . Then, there exists a unique smooth solution g(t) of
equation (0.2) with g(0) = g0, for t ∈ [0, T ).
Unlike the Ricci flow, the RG–flow is not weakly parabolic for any initial metric g0 (and cou-
pling costant a), while, if condition (0.3) is satisfied, the degeneracies are only due to the diffeo-
morphism invariance of the curvature tensors (see [49] and Lemma 1.3.1) and can be faced with
DeTurck’s trick (Section 1.3), leading to existence and uniqueness of a short time solution. More-
over, we remark that our result was extended using the same method to the n–dimensional case
by Gimre, Guenther and Isenberg in [47].
A detailed survey on past results and open problems can be found in [45]: in Section 2.2 we
address one of these problems, by computing the evolution equations, in the three–dimensional
setting, of (minus) the Einstein tensor, whose eigenvalues are the sectional curvatures, in order to
see if the parabolicity condition is preserved for some classes of initial data. Unfortunately (see
Remark 2.2.2), up to now, such investigation has not given useful informations in this direction.
The second flow studied in this thesis was first suggested by Bourguignon in [9, Ques-
tion 3.24], inspired by some unpublished work of Lichnerowicz in the sixties and the paper of








where ρ is a real constant, Ric and R are respectively the Ricci tensor and the scalar curvature of
the metric g on a smooth compact manifold M of dimension n.
Going back to Hamilton’s first idea, we consider the Einstein–Hilbert functional [5, Sec-





It is well known (see for instance [5, Proposition 4.17]) that the Euler–Lagrange equation of this
functional is




where Eg is called Einstein tensor of the metric g, and the gradient flow associated to this equation
behaves badly from a PDEs point of view; therefore a solution for a general initial metric g0 on
the manifold M cannot be expected. In [49], Hamilton modified the above equation simply by
dropping the scalar curvature term, obtaining the Ricci flow ∂∂tg = −2Ricg . The motivation for
this choice becomes clear if we consider the expression of the Ricci tensor in harmonic coordinates




∆(gij) + LOT ,
where ∆(gij) is the coordinate Laplacian operator (not the metric Laplacian) of the function gij
and LOT stands for lower order terms. Hence, the Ricci flow equation can be regarded as a heat
type equation that will eventually “improve” the initial metric.
Another possibility is to substitute the constant 1/2 before the conformal term Rgg with a
generic real constant and this choice gives origin to the (ρ–dependent) family of RB–flows of
equation (0.4) suggested by Bourguignon. Besides the Ricci flow, which corresponds to the value
ρ = 0, there are some other notable flows when the right hand side of equation (0.4) corresponds,
for instance, to the Einstein tensor (ρ = 1/2), to the traceless Ricci tensor (ρ = 1/n) or to the
Schouten tensor (ρ = 1/2(n − 1)). Moreover, this family of geometric flows can be seen as an
interpolation between the Ricci flow and the Yamabe flow, obtained as a limit when ρ → −∞.
We do not address this last aspect in the thesis, focusing instead on the basic features of the Ricci–
Bourguignon flow, but, for future investigations, it might be interesting to merge some methods
proper of the Yamabe flow into the corpus of the Ricci flow techniques and check whether and
when the RB–flow is more similar to one or the other “extremal” flows.
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In Chapter 3 we begin to study the RB–flow and analyse its general properties: we mention
that all the results of this chapter can be found in the paper [18], written by the author with
Catino, Djadli, Mantegazza and Mazzieri.
The first question we answer is the short time existence of solutions, stated in the following
theorem.
THEOREM . [18, Theorem 2.1] Let ρ < 1/2(n − 1). Then, the evolution equation (3.1) admits
a unique solution for a short time for any initial smooth, n–dimensional, compact Riemannian manifold
(M, g0).
As we did for the renormalization group flow, we prove the theorem by relating the RB–
flow, which is degenerate parabolic because of the diffeomorphism invariance (see [49] and
Lemma 1.3.1), to its non degenerate version, namely the DeTurck–Ricci–Bourguignon flow and
proving that this latter admits a short time solution if ρ < 1/2(n − 1). When ρ > 1/2(n − 1), the
principal symbol of the operator involved has one negative eigenvalue, then the general theory
does not guarantee the existence of a short time solution for every initial metric g0. The “border-
line” case of the Schouten flow, corresponding to ρ = 1/2(n − 1), presents instead only an extra
null eigenvalue, besides the ones due to diffeomorphism invariance, and it is currently unknown
whether this flow has or not a short time solution for any initial metric. Recently Delay [32] gave
some evidence that DeTurck’s trick might fail for the Schouten tensor.
The second natural step is looking at what happens to the geometry of the manifold during
the flow, hence we compute the evolution equations for the Riemann tensor, the Ricci tensor and
the scalar curvature and we find out that, for ρ < 1/2(n− 1), they all satisfy a reaction–diffusion
equation during the RB–flow. This generalizes the analogous fact for the Ricci flow and enables us
to find geometric conditions which are preserved, although, for ρ 6= 0, the differential operators
involved are more non linear than the (time–dependent) metric Laplacian ∆g(t). In Section 1.5
we provide the natural extension of Hamilton’s maximum principle for tensors to this class of
elliptic operators and in Section 3.3 we prove the following result, analogous to [49, Corollary 7.6
and Lemma 11.11] and [50, Theorem 8.3].
THEOREM . [18, Proposition 4.1, 4.10] Let (M, g(t))t∈[0,T ) be a maximal solution of the RB–
flow (0.4) and ρ < 12(n−1) .
The minimum of the scalar curvature is non decreasing along the flow. In particular if Rg(0) ≥ α for some
α ∈ R, then Rg(t) ≥ α for every t ∈ [0, T ). Moreover if α > 0 then T < n2(1−nρ)α .
Finally, if the curvature operatorRg(0) of the initial metric is non negative, it remains so during the flow.
Moreover, by means of the strong maximum principle for functions, we prove (Proposi-
tion 3.3.4) that any ancient solution to the RB–flow with ρ < 1/2(n − 1) either it is Ricci–flat
or it has positive scalar curvature.
So far, these are the only conditions preserved in general dimension n and, as for the Ricci
flow, the main obstacle is the complexity of the 0–order term in the evolution equations of the
curvature tensors. In the last ten years, a work by Bohm and Wilking [7] has shown how to ex-
ploit the algebraic structure of the space of curvature operators to find new preserved conditions
from the old ones. Moreover, in their proof of the 14 –pinched differentiable sphere theorem [13],
Brendle and Schoen exhibited a new preserved condition in general dimension n ≥ 4, namely
the non negative isotropic curvature, which was already known to be preserved in dimension 4 by
Hamilton [56] (see also the PhD thesis of Nguyen [65, 66]). A recent survey on this set of ideas
may be found in [76]. Therefore, we hope that future investigations could lead to other preserved
conditions peculiar to the Ricci–Bourguignon flow.
In the second part of Chapter 3, we focus on the long time behaviour of solutions. Another
feature that the Ricci–Bourguignon flow shares with the Ricci flow is a smoothing property, that
allows, given a uniform bound on the norm of the Riemann tensor onM× [0, T ), to obtain a priori
estimates on the covariant derivatives of the Riemann tensor for any time t > 0. The difference
in the operator involved in the evolution equation plays here a significant role; indeed, we are
unable to directly estimate the pointwise norm of the covariant derivatives∇kRm, but we have to
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look for integral bounds. Nonetheless, we are able to prove the following “Bando–Bernstein–Shi”
type of global estimates.
THEOREM . [18, Theorem 5.6] Assume ρ < 12(n−1) . If g(t) is a compact solution of the RB–flow for
t ∈ [0, T ) such that
sup
(x,t)∈M×[0,T )
|Rmg(t)(x)| ≤ K ,







Then, following Hamilton [49, Sections 12–14], we prove some general interpolation inequal-
ities for tensors in Section 1.6 and show that a compact solution of the RB–flow existing up to a
finite maximal time T must have unbounded Riemann tensor when approaching T .
THEOREM . [18, Theorem 5.7] Assume ρ < 11−2(n−1)ρ . If g(t) is a compact solution of the RB–flow





|Rmg(t)| = +∞ .
We point out here that, since the square norm of the Riemann tensor does not satisfy a heat
type equation as it happens for the Ricci flow (see [30, Lemma 6.1 and Remark 6.4]), we are
currently not able to argue that the lim sup in the previous theorem is actually a limit, nor to give
a lower bound on the maximal time T based on the curvature of the initial metric g0.
We have been led to the study of the Ricci–Bourguignon flow by a paper of Catino and Mazz-
ieri, who, in [21] and [22] (with Mongodi), before our work studied the self–similar solutions of
this flow, called ρ–Einstein solitons of gradient type, which are Riemannian manifolds (M, g) that
satisfy
Ricg +∇2f = ρRgg + λg , (0.5)
where λ is a real constant and f is a smooth function on M called potential. These metrics are
the generalized fixed points of the RB–flow, modulo the action of the diffeomorphism group and
scaling (see Theorem 3.5.3). In Section 3.5 we give an overview of the results in [21, 22], as the
two points of view, the static one, expressed by the above equation, and the dynamic one, by
looking at their motion under the RB–flow, are strictly intertwined.
Some results, already known for the Ricci gradient solitons (i.e. ρ = 0), are extended to other
values of the parameter ρ. For example, by means of the strong maximum principle, Catino and
Mazzieri in [21] prove that, for ρ < 1/2(n − 1), any steady (λ = 0) or expanding (λ < 0) com-
pact gradient soliton is actually an Einstein manifold, that is, the Ricci tensor of the metric g is a
(constant) multiple of the metric itself, while in the shrinking case (λ > 0) the metric g must have
positive scalar curvature (see [21, Theorem 3.1], also recalled in this thesis as Theorem 3.5.8, for
the complete triviality result). Moreover, the authors prove that any gradient ρ–Einstein soliton
for ρ 6= 0, has a property, namely the rectifiability (see Definition 3.5.5), which implies strong con-
straints on the allowed geometric structures, leading for instance to a rigidity result for complete
non compact shrinking solitons proven in [22] (Theorem 3.5.12 of this thesis).
As for the Ricci flow, the evolution equations of the Riemann and the Ricci tensor are quite
involved in general dimension n, thus making hard to understand which geometric properties
are preserved under the flow. Following again Hamilton’s seminal paper [49], in Chapter 4 we
restrict our analysis to the three–dimensional case, where such equations simplify considerably.
First of all, we specialise the evolution equation of the Ricci tensor along the flow:
∂
∂t
Ricg = ∆Ricg − ρ(∇2R + ∆Rgg) (0.6)
− 6Ric2g + 3RgRicg + (2|Ricg|2 − R2g)g ,
where Ric2ij = RicikRicjlgkl. We observe that the 0–order term is ρ–independent, i.e. it is the same
given by the Ricci flow, therefore it is not surprising that the RB–flow, provided the differential
operator involved in equation (0.6) is still elliptic, preserves the same conditions of the Ricci flow.
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THEOREM . Let (M, g(t))t∈[0,T ) be a solution of the RB–flow (3.1) on a compact three–manifold.
Then, if ρ < 1/4,
(i) non negative Ricci curvature is preserved along the flow;
(ii) non negative sectional curvature is preserved along the flow;
(iii) the pinching inequality Ricg ≥ εRgg is preserved along the flow for any ε ≤ 1/3.
Another remarkable property of the three–dimensional Ricci flow is the Hamilton–Ivey esti-
mate [55, 58], which ultimately implies that ancient solutions of the Ricci flow have non negative
sectional curvature. The strategy here is to look at the system of ODEs satisfied by the sectional
curvatures, properly modified by means of Uhlenbeck’s trick, introduced by Hamilton in [50]
and recalled in Section 1.4.
THEOREM (Hamilton-Ivey Estimate). Let (M, g(t)) be a solution of the Ricci–Bourguignon on a
compact three–manifold such that the initial metric satisfies the normalizing assumption minp∈M νp(0) ≥
−1. If ρ ∈ [0, 1/6]), then at any point (p, t) where νp(t) < 0 the scalar curvature satisfies
Rg ≥ |ν|
(
log(|ν|) + log(1 + 2(1− 6ρ)t)− 3
)
.
Moreover, with a similar computation, we are able to enlarge the range of the parameter ρ up
to 1/4 for compact ancient solutions of the RB–flow (Proposition 4.1.7).
Finally, in dimension three, the rectifiability property of ρ–Einstein gradient solitons has
stronger consequences (see again [21, 22]) which we review in Section 4.2.
In light of all the previous results, at the end of Section 4.2, we discuss some conjectures which
we intend to investigate in the future.
In the second part of Chapter 4, we study the evolution of a compact three–manifold whose
initial metric has positive Ricci tensor and we prove that, in analogy with Hamilton’s result for
the Ricci flow, the RB–flow “pinches” the Ricci tensor towards a multiple of the metric whenever
the scalar curvature blows up (see Proposition 4.3.1). Moreover, we prove that, since the maximal
time of existence is finite by Proposition 3.3.1, the scalar curvature actually blows up somewhere
for t→ T (see Lemma 4.3.2). Given these facts, an estimate for the gradient of the scalar curvature
is a key step in the proof of Hamilton’s sphere theorem [49, Theorem 1.1], as it leads to a control of
the ratio between the minimum and the maximum of the scalar curvature when t → T , proving
that the scalar curvature is blowing up at the same rate everywhere. At the present time we are
able to prove only an integral version of such gradient estimate (Proposition 4.3.9), which does
not seem sufficient to conclude, therefore we have to assume such control by hypothesis to prove
a weaker version of Hamilton’s theorem for the Ricci–Bourguignon flow.
THEOREM . Let ρ < 1/4 and (M, g(t)), t ∈ [0, T ), be the maximal solution of the Ricci–Bourguignon






= α > 0 . (0.7)
Then there exist
- a sequence ti ↗ T ,
- a sequence (pi) ⊂M ,









(M, gi(t), pi)→ (M, (c− t)g∞, p)
on the time interval (−∞, 0], for some c > 0, where p ∈M and the metric g∞ on M has constant positive
sectional curvature. Hence (M, g∞) is isometric to a quotient of the round sphere S3.
Since our research on both the RG and the RB–flows is far from being complete, we devote the
last chapter to review open problems and discuss some future lines of investigation. In particular,
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in Section 5.2.1, we focus on the research of Perelman–type monotonicity formulas [69, Section 1–
3], in view of their many applications to singularity analysis. At the moment we are not able
to prove that the natural analogues of Perelman F andW functionals are monotone during the
Ricci–Bourguignon flow, while we have some partial results on “modified” functionals, inspired
by the paper of Li [60] for the Ricci flow. In particular, we prove the following theorem.
THEOREM . Suppose (M, g(t)) is a compact solution of the Ricci–Bourguignon flow on [0,T) for
ρ < 0. If g(0) has non negative scalar curvature, then there exist a constant C = C(ρ, n), such that the




(CRg + |∇f |2)e−f dµg ,







∂tf = −∆f − (1− nρ)Rg + |∇f |
2 .
Moreover the monotonicity is strict unless the solution is a trivial Ricci–flat soliton.
For this purpose, in analogy with the Ricci flow, we hope in the future to be able to find mono-
tone quantities along the RB–flow such that the ρ–Einstein solitons solve their Euler–Lagrange
equations, thus linking the solitons with the singularity models arising from the blow–up pro-
cedure. Moreover, we are also looking for a monotonicity formula which allows a control on
the injectivity radius during the blow–up procedure, as in Perelman no local collapsing theorem
(see [69, Section 4]). This would imply the possibility to remove, for instance, hypothesis (0.7)
and still get the convergence of the rescaled metrics in the three–dimensional Ricci positive case.
CHAPTER 1
Technical tools
In this chapter we recall some technical tools we are going to need in studying both the renor-
malization group flow and the Ricci–Bourguignon flow. In particular in the first section we fix the
conventions on the Levi–Civita connection on a Riemannian manifold and the related curvature
tensors.
Section 1.2 is devoted to non linear parabolic theory on manifolds: we give the basic definitions
of linearized operator and principal symbol of a differential operator, together with a sufficient
condition to get the short time existence of a smooth solution to the associated Cauchy problem.
Since both flows involve geometric operators, i.e., they are defined in terms of the curvature ten-
sors, there are always some degeneracies in the problem that prevent the direct application of
standard theory. Therefore, in Section 1.3 we explain the so called DeTurck’s trick, a method that
allows to overcome such degeneracies and obtain existence an uniqueness of a short time solu-
tion.
In Section 1.4 we explain in detail how to simplify the evolution equations of the curvature ten-
sors along a geometric flow. In Section 1.5 we adapt the maximum principle by Hamilton when
the operator involved is no more the rough Laplacian, but a general quasilinear operator with
non linearities only in the 0–th order terms.
Finally, in Section 1.6 we prove some interpolation inequalities, useful to get a priori estimates on
the norm of the Riemann tensor during a geometric flow.
1.1. Notations and conventions
We fix first the conventions that, unless otherwise stated, we shall adopt throughout the the-
sis.
The pair (M, g) is the datum of an n–dimensional smooth manifold M , which we always assume
compact, that is closed without boundary, and a smooth Riemannian metric g on M . We denote
by dµg the canonical volume measure associated to the metric g and by ∇ the Levi–Civita con-
nection of the metric g, that is the unique torsion–free connection compatible with g.
The curvature tensor of (M, g,∇) is defined, as in [42], by
Rm(X,Y )Z = ∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z ,
while the associated (4, 0)–tensor is defined by Rm(X,Y, Z, T ) = g(Rm(X,Y )Z, T ). In a local
















The Ricci tensor is then obtained by tracing Rik = gjlRijkl and R = gikRik denotes the scalar
curvature.
The sectional curvature of a plane π ⊂ TpM spanned by a pair of vectors X,Y ∈ TpM is defined as
K(π) = K(X,Y ) =
Rm(X,Y,X, Y )
g(X,X)g(Y, Y )− g(X,Y )2
.
With this choice, for the sphere Sn we have Rm(v, w, v, w) = Rijklviwjvkwl > 0.
The curvature operatorR ∈ End(Λ2(TM)) is defined by
〈R(X ∧ Y ),W ∧ Z〉 = Rm(X,Y,W,Z) , (1.1)
1
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where 〈 , 〉 is the linear extension of g to the exterior powers of TM .
The so called Weyl tensor is defined by the following decomposition formula (see [42, Chapter 3,
Section K]) in dimension n ≥ 3,
Wijkl = Rijkl +
R
2(n− 1)(n− 2)
(g 7 g)ijkl −
1
n− 2
(Ric 7 g)ijkl , (1.2)
where 7 is the Kulkarni–Nomizu product, defined by
(p7 q)ijkl = pikqjl + pjlqik − pilqjk − pjkqil .
The tensor W satisfies all the symmetries of the curvature tensor and all its traces with the metric
are zero, as it can be easily seen by the above formula.
In dimension three W is identically zero for every Riemannian manifold (M3, g), it becomes
relevant instead when n ≥ 4 since its nullity is a condition equivalent for (M, g) to be locally
conformally flat, that is, around every point p ∈M there is a conformal deformation g̃ij = efgij of
the original metric g, such that the new metric is flat, namely, the Riemann tensor associated to g̃
is zero in Up (here f : Up → R is a smooth function defined in a open neighborhood Up of p).
1.2. Non linear parabolic operators
The first question that we need to address in analysing a geometric flow is whether the flow
actually exists, i.e. if there is a short time solution (unique? regular?) to its evolution equation.
For this purpose the basic tool is the non linear PDEs theory for vector bundles, as the objects
evolving are typically Riemannian metrics on a smooth manifold and their associated curvature
tensors.
In this section we define the principal symbol of an operator, which is used to classify the type of
a differential equation, paying attention to the elliptic and parabolic cases.
LetE and F be two vector bundles on the manifoldM and let Γ(E) and Γ(F ) be the vector spaces
of the smooth sections.
DEFINITION 1.2.1. A linear map L : Γ(E)→ Γ(F ) is a linear differential operator of order k if for





where α is a multiindex, D is a connection on the bundle E and Lα ∈ Hom(E,F ). Moreover,
Lα is also tensorial with respect to the index α, that is, for every |α| = s, there exists a tensor
Ls ∈ Γ
(
(TM)s ⊗ Hom(E,F )
)
such that Lα are its components in local coordinates (xi) around
p ∈M .
REMARK 1.2.2. In the present context the connection D will always be the Levi–Civita con-
nection associated to the (evolving) metric g extended to bundles of tensors; when we will state
the maximum principles for parabolic operators the connection will be a different one. When we
write the expression of a differential operator with respect to local frames of the bundles we use
instead the ordinary derivation of the components, which is the common part in every connection
and determines the order of the differential operator.
For example, if (ηl)l=1,...,m is a local frame for E around p ∈ M , a second order linear differ-










where a ∈ Γ(S2(TM))⊗Hom(E,E)), b ∈ Γ(TM ⊗Hom(E,E)) and c ∈ Γ(Hom(E,E)).





where we have omitted the point dependence, ξi are the components of ξ in the basis dxi of T ∗pM
and ξα =
∏
j ξαj . As L
α are tensorial, the definition of the symbol is independent by the choice
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of the coordinates and when ξ is a section of the cotangent bundle, the pointwise expression
above defines a section of Hom(E,F ) (for a free-coordinates definition of the symbol, see for
instance [77]).
The principal symbol satisfies some simple but useful algebraic properties
σξ(P +Q) = σξ(P ) + σξ(Q) ; σξ(P ·Q) = σξ(P )σξ(Q) ; σξ(Q ◦ P ) = σξ(Q) ◦ σξ(P ) ;
where in the first two cases P,Q : Γ(E)→ Γ(F ), while in the latter case Q : Γ(F )→ Γ(G).
DEFINITION 1.2.4. We say that a linear differential operator L of order k is elliptic in p ∈M if
for every ξ ∈ T ∗pM σξ(L) is positive definite. This condition implies that E and F have the same
rank so we identify the two vector bundles. Moreover we say that L is uniformly strongly elliptic
if there exists δ > 0 such that for every u ∈ Γ(E), for every ξ ∈ Γ(T ∗M)
〈σξ(L)u, u〉 ≥ δ|ξ|k|u|2, (1.3)
where 〈 , 〉 is a metric on the bundle E (see [3, 44]). This condition is equivalent to having all the
eigenvalues of σξ(L) with uniformly (with respect to p ∈ M ) positive real parts and it implies
that k is even. Finally we say that L is weakly elliptic if the above condition holds with δ = 0.
If L is a non linear differential operator of order k that we can write as
L(u) = F (u,Du, . . . ,Dku),
where F is a smooth function in its arguments, we define the linearization of L at u0 ∈ Γ(E) as the

















(u0, Du0, . . . , D
ku0)Dαv,
hence the linearization of L at u0 is a linear differential operator whose coefficients depend on u0.
We say that L is (uniformly, strongly) elliptic if its linearization at any u0 is (uniformly, strongly)
elliptic.
The principal symbol encodes the analytic properties of L that depend only on its highest deriva-
tives, such as the existence and regularity of solutions to the equationLu = f and to the evolution
problem associated.




where L is a (possibly) time–dependent differential operator involving the curvature tensors. If
L is strongly elliptic (uniformly in space and time), then the PDE is strictly parabolic and the initial
value problem (1.4) admits a unique short time solution by standard theory of partial differential
equations (see [3, 41, 44, 64]).
As a major example we can consider the operator which associates to any metric g on M its Ricci
curvature tensor Ricg and the well–known Ricci flow introduced by Hamilton in [49]. In such
paper Hamilton showed that the Ricci flow is not strictly parabolic, but this bad feature comes
only from the diffeomorphism invariance of the Ricci tensor
∀ϕ ∈ Diff(M) ϕ∗(Ricg) = Ricϕ∗g.
Hamilton proved the short time existence for the flow using the Nash–Moser implicit function
theorem. Shortly afterwards, DeTurck in [33] found a simpler way to get the short time existence
and uniqueness, by defining a stricly parabolic flow and showing that it is equivalent to the orig-
inal Ricci flow. In the following years, many authors, including DeTurck [34] and Hamilton [55],
have reformulated the original idea, in an attempt at explaining the deeper meaning of what
sometimes appears as a piece of magic.
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1.3. DeTurck’s trick
In DeTurck’s first paper [33], the original diffeomorphism invariant flow (the 3-dimensional
Ricci flow) is modified via a proper vector field that depends on another flow and the coupled
evolution equations become a strictly parabolic flow equivalent to the initial one. However, in
greater dimension, other equations are necessary and the proof is more complicated. In the fol-
lowing, we present an approach of Hamilton [55] which uses DeTurck’s vector field to modify
the original flow and get the short time existence, while for the uniqueness part exploits the har-
monic map flow (see also [29] for details). This argument is necessary and sufficient every time
the involved differential operator is diffeomorphism invariant but has no other degeneracies.
LEMMA 1.3.1. Let L : Γ(S2M) → Γ(S2M) be a geometric differential operator, that is for every
smooth diffeomorphism ψ : M → M satisfying L(ψ∗g) = ψ∗(Lg). Then the principal symbol of DLg
has a kernel which is at least n–dimensional. In particular, we have that
Im(σξ(δ
∗
g)) ⊆ Ker(σξ(DLg)), (1.5)





PROOF. Given a vector field V ∈ Γ(TM), we will denote the Lie derivative along V with LV .
Let α be a 1–form, α] the vector field associated via the metric g andϕ(t) the 1–parameter group of
diffeomorphism generated by α]. Then, by deriving at t = 0 the equation L(ϕ(t)∗g) = ϕ(t)∗(Lg)
we get
DLg(Lα]g) = Lα](Lg) (1.6)
It is a simple computation that Lα]g = δ∗g(α). As a differential operator on the 1–form α, the left
member of the equation above is of order k+1, where k is the order of L, while the right member
is of order 1. Hence, the principal symbol (of order k + 1) of the left member must be zero:
0 = σξ(DLg ◦ δ∗g)(α) = σξ(DLg) ◦ σξ(δ∗g)(α). (1.7)
Since the above equation holds for every α ∈ Γ(T ∗M), this proves the lemma. 
REMARK 1.3.2. As observed by Hamilton, the degeneracy of the Ricci flow comes essentially
from the contracted second Bianchi identity, which is a consequence of the diffeomorphism in-
variance of the Ricci tensor. There are several books in which one can find a detailed discussion
on this topic, such as [1, 5, 29]. In particular, in [1] one can find the derivation of the first and the
second Bianchi identities from the diffeomorphism invariance of the Riemann tensor. For a gen-
eral geometric operator the computation above could lead to an equality which is a combination
of the Bianchi identities, as in the case of the cross curvature flow (see [28, 25, Appendix B.3]).
Before we focus on DeTurck’s trick, we compute two identities on time–dependent vector
fields, tensors and generated diffeomorphisms, which will come in handy several times through-
out this work.
LEMMA 1.3.3. The following facts hold true.









A(t) + LV (t)A(t)
)
,
where θt is the 1–parameter family of diffeomorphisms generated by the vector field V (t).
(ii) Let now V be a smooth vector field, A a smooth covariant 2–tensor and φ a smooth diffeomor-
phism. Then,
φ∗(LVA) = L(φ−1∗ V )(φ
∗A) .
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+ θ∗t0(LV (t0)A(t0)) .















therefore, ψt = φ−1◦θt is the 1–parameter family of diffeomorphisms generated by φ−1∗ V . Hence,



















(ψt+h ◦ ψ−1t )∗φ∗A− φ∗A
h
= L(φ−1∗ V )(φ
∗A) .

In the following lemma, DeTurck’s vector field is defined and its basic properties are proved
in order to get existence and uniqueness.
LEMMA 1.3.4. Let V : Γ(S2M)→ Γ(TM) be DeTurck’s vector field, that is defined by













where g0 is a Riemannian metric on M and g
jk
0 is the inverse matrix of g0.
The following facts hold true.








gpq0 ∇0k{∇0ihpq −∇0phqi −∇0qhpi}+ LOT ,
where ∇0 is the Levi–Civita connection of the metric g0 and LOT stands for lower order terms.




−1 1 . . . 1











expressed in the coordinates
(h11, h22, . . . , hnn, h12, h13, . . . , h1n, h23, h24, . . . , hn−1,n)
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of any h ∈ S2M .
(ii) If ϕ : (M, g) → (M, g0) is a diffeomorphism, then V ((ϕ−1)∗g) = ∆g,g0ϕ, where the harmonic
map Laplacian with respect to g and g0 is defined by
∆g,g0ϕ = trg(∇(ϕ∗))
with∇ the connection defined on T ∗M ⊗ϕ∗TM using the Levi–Civita connections of g and g0
(see [29, Chapter 3, Section 4] for more details).
PROOF. About point (i), from the variation formula of the Levi–Civita connection (see [5,







0 {∇0khpq −∇0phqk −∇0qhpk}+ LOT ,





gpq0 ∇0i {∇0khpq −∇0phqk −∇0qhpk}+
1
2
gpq0 ∇0k{∇0ihpq −∇0phqi −∇0qhpi}+ LOT ,




{ξigpq0 (ξkhpq − ξphqk − ξqhpk)}+
1
2
{ξkgpq0 (ξihpq − ξphqi − ξqhpi)}
= ξiξktrg0(h)− ξiξphpk − ξkξphpi .
Then, with respect to an orthonormal basis {(ξ)[, e2, . . . , en}, the matrix representing the principal
symbol of the operator (DLV )g0 is the one of the statement.
About point (ii), let (xi) and (yα) be coordinates respectively around p ∈ (M, g) and ϕ(p) ∈
(M, g0). Then the tangent map ϕ∗ ∈ Γ(T ∗M ⊗ ϕ∗TM) has local expression ϕ∗ = ∂ϕ
γ
∂xi dx
i ⊗ ∂∂yγ .
By using the canonical extension of the two Levi–Civita connection associated to g and g0 to the


















When ϕ is a diffeomorphism, the relation between the Christoffel symbols of the two metrics g
































To finish the proof it is sufficient to consider a coordinates system yα around ϕ(p) such that the
Christoffel symbols of (ϕ−1)∗g are null. Then

















As the difference between two Christoffel symbols is C∞(M)–linear, the last expression is inde-
pendent of the choice of coordinates. 
The existence part of DeTurck’s trick does not work only with the original vector field pro-
posed by DeTurck; any vector field that breaks the diffeomorphism invariance and other degen-
eracies does the trick: see [8] for an example involving fourth order geometric flows.
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PROPOSITION 1.3.5 (DeTurck’s Trick: existence [33, 34]). Let (M, g0) be a compact Riemannian
manifold.
Let L : Γ(S2M) → Γ(S2M) and V : Γ(S2M) → Γ(TM) be differential operators such that L is
geometric. If the linearized operator D(L −LV )g0 is uniformly strongly elliptic, then the problem (1.4)
admits a smooth solution on an open interval [0, T ), for some T > 0, for some T > 0, given by g(t) =
φ∗t g̃(t), where g̃(t) is the unique smooth maximal solution of{
∂
∂t g̃ = Lg̃ −LV (g̃)g̃
g̃(0) = g0
(1.10)
and φt is the smooth 1–parameter family of diffeomorphisms generated by the vector field V (g̃(t)).
PROOF. As the linearized operatorD(L−LV )g0 is uniformly strongly elliptic, problem (1.10)
admits a unique smooth maximal solution g̃(t) in an open interval [0, T ), for some T > 0 (see the


















= L(φ∗t g̃(t)) = Lg(t) ,
by point (i) of Lemma 1.3.3. 
PROPOSITION 1.3.6 (Ad hoc Uniqueness for DeTurck’s vector field). Under the hypothesis of
Proposition 1.3.5, with V DeTurck’s vector field, the solution of the Cauchy problem (1.4) is also unique.
PROOF. Let g1(t) and g2(t) be solutions of the Cauchy problem (1.4) with the same initial
data g0. By parabolicity of the harmonic map flow, introduced by Eells and Sampson in [36],
there exist ϕ1(t) and ϕ2(t) solutions of{
∂tϕi = ∆gi,g0ϕi
ϕ(0) = IdM3
Now we define g̃i = (ϕ−1i )
∗gi and, using that ddtϕ
−1 = −(ϕ−1)∗( ddtϕ), it is easy to show, using
the two formulas proven in Lemma 1.3.3, that both g̃1 and g̃2 are solutions of the Cauchy prob-



















g̃i = (L−LV (g̃i))g̃i ,
hence they must coincide, by uniqueness. By point (ii) of Lemma 1.3.4, the diffeomorphisms ϕi
also coincide because they are both the one–parameter group generated by −V (g̃1) = −V (g̃2).
Finally, g1 = ϕ∗1(g̃1) = ϕ∗2(g̃2) = g2 and this concludes the proof. 
1.4. Uhlenbeck’s trick
In this section we present a trick attributed to Uhlenbeck and first used by Hamilton (see [50])
to deal with the Ricci flow in dimension greater than 3. This trick can be seen from several points
of view and a detailed description (for the Ricci flow) can be found in [1, Chapter 5]. Briefly, we
relate the curvature tensor of the evolving metric to an evolving tensor of an abstract bundle with
the same symmetries of the curvature tensor (see Proposition 1.4.7); in a different but equivalent
formulation we may find a precise orthonormal moving frame of (TM, g(t)) and write the evo-
lution equation of the coefficients of the Riemann tensor with respect to this frame. In this last
approach we deal with a system of scalar evolution equations and no more a tensorial equation,
and we are going to use slightly different versions of the maximum principle. This trick requires
a small conceptual complication but allows in many cases to simplify the evolution equations of
geometric quantities related to the Riemann curvature tensor, as we shall see in Section 3.2.2 for
the Ricci–Bourguignon flow.
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t∈[0,T ) be the solution of the Cauchy










] ◦ ϕ(t) ,
ϕ(0) = IdTM ,
(1.11)
where (Lg(t))] is the endomorphism of the tangent bundle canonically associated to the sym-
metric tensor Lg(t) by raising an index, i.e. g(t)((Lg(t))]v, w) = Lg(t)(v, w) for every p ∈ M ,
v, w ∈ TpM .
REMARK 1.4.1. For every point p of the manifold M , the evolution equation represents a
system of linear ODEs on the fiber TpM , therefore a unique solution exists as long as the solution
of the Cauchy problem (1.4) exists.
NOTATION. We will omit the time–dependence of tensors etc., unless it is strictly necessary
to avoid misunderstandings.
LEMMA 1.4.2. Let (h(t))t∈[0,T ) be the family of bundle metrics defined by h(t) = ϕ(t)∗(g(t)), where
ϕ(t) satisfies relations (1.11). Then h(t) = g0 for every t ∈ [0, T ).

























































REMARK 1.4.3. From the previous lemma we have that
∀t ∈ [0, T ) ϕ(t) : (TM, h)→ (TM, g(t))
is a bundle isometry. Therefore, the pull–back of the Levi–Civita connection is a connection
on TM compatible with the metric h. More precisely, we denote with (V, h) the vector bundle
(TM, h) in order to stress that we do not consider its Levi–Civita connection but the family of
time–dependent connections defined via the bundle isometries ϕ(t).









, ∀t ∈ [0, T ) ,∀X ∈ Γ(TM, g(t)) ,∀ζ ∈ Γ(V, h) ,
where ∇(t) is the Levi–Civita connection of g(t).
Let againD(t) be the canonical extension to the tensor powers and to the dual of (V, h) and T ∈ Γ((TM)s⊗









∀t ∈ [0, T ) ,∀X ∈ Γ(TM, g(t)) .
In particular DXh = ϕ∗(∇Xg) = 0, so every connection of the family D(t) is compatible with the bundle
metric h on V .
PROOF. We show the computation for T ∈ Γ(T ∗M, g(t)), the general case is straightforward.



































= ϕ∗(∇XT )(ζ) .

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we can consider ϕ as a section of V ∗⊗TM , as it is linear on the fibers, and extend the connection
to the mixed product of V and TM in the natural way
DX(ζ ⊗ Y ) = (DXζ)⊗ Y + ζ ⊗ (∇XY ) ∀X,Y ∈ TM ,∀ζ ∈ V .
This procedure holds in fact in a more general setting: if πV : V → M and πW : W → M
are vector bundles over a manifold M and ψ : V → W is a bundle map (i.e. linear on the
corresponding fibers) fiberwise invertible, given a connection ∇ on W , we can pull–back it to a
connection D on V , extend it (denoted again D) to the mixed product and compute, for every
X ∈ Γ(TM), ζ ∈ Γ(V ), T ∈ Γ(W ∗),





































The final purpose of this method is computing the evolution equation of ϕ∗(Rm) ∈ Γ((V ∗)4),
which we will finalize for the Ricci–Bourguignon flow in Section 3.2.2. In order to do that, we
need another lemma which provides the natural extension of the second covariant derivative:
LEMMA 1.4.6. Let D2 : Γ(TM) × Γ(TM) × Γ(V ) → Γ(V ) be the second covariant derivative
defined by
D2X,Y (ζ) = DX(DY ζ)−D∇XY ζ , ∀X,Y ∈ Γ(TM) ,∀ζ ∈ Γ(V ) ,










= ϕ∗(∆gT ) . (1.13)
PROOF. Analogous to the previous ones. 
In the next proposition with a simple computation we show that the pull–back of the curva-
tures via the bundle isometries {ϕ(t)} have the same symmetry and positivity properties as the
original ones.
PROPOSITION 1.4.7. Let Pm(t) ∈ Γ((V ∗)4) be the pull–back of the Riemann curvature tensor via
the family of isometries {ϕ(t)}. The followings hold true:
(1) Pm(t) has the same symmetry properties of Rmg(t), hence the associated algebraic operator de-
fined by ϕ(t) ◦ P = R ◦ ϕ(t) is a ”curvature operator” P(p, t) ∈ Cb(Vp) for every p ∈ M and
t ∈ [0, T ) (see Remark 1.4.8).
(2) P(p, t) has the same eigenvalues of R(p, t). In particular, P is positive definite if and only if R
is positive definite.




= ϕ(t)∗(Ricg(t)) , P = trh(Pic(t)) = Rg(t). The conditions on the Ricci
and the scalar curvature can be seen on their algebraic version.




, where B(T )ijkl = hpqhrsTipjrTkqls for every (4, 0)–tensor on V .
PROOF. (1) and (2) are obvious from the definition.







be the local frame of coordinate fields in TM and {ea}a=1,...,n a local
frame for V (which can coincide with the coordinate frame as the bundles are the same). In this
setting the bundle isometry ϕ has components ϕia and the following equations are satisfied:
hab = ϕ
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where the first one is simply the definition of pull–back metric and the second one is obtained by





























































REMARK 1.4.8. It must be noticed that, whereas for every p ∈ M and t ∈ [0, T ) the operator
P(p, t) belongs to the set of algebraic curvature operators Cb(Vp) (see Appendix A), it is not the
curvature operator of the pull–back connection D(t), since the notion of curvature operator as
an element of S2(Λ2(T ∗pM)) makes sense only for affine connections and we have on purpose
denoted with (V, h) the vector bundle (TM, g0) to ignore its tangent structure.
Almost everywhere in the present literature, the pull–back ϕ∗(Rm) tensor is again denoted by
Rm and this abuse of notation is somehow misleading in suggesting the wrong impression
that Pm(t) = ϕ(t)∗(Rmg(t)) = Rmϕ(t)∗(g(t)) = Rmh, but this formula, which holds whenever
ϕ ∈ Diff(M), is no longer true for general isomorphisms of the tangent bundle.
1.4.2. Alternative formulations. There is another way to see Uhlenbeck’s trick, which is ap-





t∈[0,T ) is the solution of the Cauchy problem (1.4), we consider {ea}a=1,...,n a local
frame for TM which is orthonormal with respect to the initial data g0. Let {ea(t)}a=1,...,n be the










ea(0) = ea , a = 1, . . . , n
Since the system is linear, the solution exists as long as the solution g(t) of the Cauchy problem
exists.
LEMMA 1.4.9. For every t ∈ [0, T ) {ea(t)}a=1,...,n is a local frame of TM orthonormal with respect
to the metric g(t).
PROOF. Since g0(ea, eb) = δab, in order to prove the lemma it suffices to show that the scalar
products g(t)(ea(t), eb(t)) are time–independent. From now on, we omit the space and time–




































The time–derivative of a tensor is defined as the tensor whose components, with respect
to a fixed frame, are derived. In Section 3.2.2, instead of looking at the evolution of ϕ∗(Rm),
we could compute the evolution of the components of the Riemann tensor with respect to the
orthonormal moving frame defined above. In other words, we could compute the time derivative
of the functions Rm(ea, eb, ec, ed) for every a, b, c, d = 1, . . . , n and this would lead to the same
equations, with slightly different meaning.
REMARK 1.4.10. This formulation of Uhlenbeck’s trick has been introduced by Hamilton
in [53] and is fairly complicated to be completely described. The key idea is to work on the frame
bundle FM of the manifoldM : to any (p, q)–tensor on the manifold is associated a global function





(R); differentiating with respect to a connection on M is equivalent
to differentiating this vector–valued function with respect to some suitable vector fields on FM .
Then, when the metric (and so the connection) changes in time, one shows that the construction
can be made on the subbundle of FM × [0, T ) of orthonormal moving frames and there is again
a global vector field on this bundle that applied to the vector–valued function gives the time de-
rivative of the components of the original tensor.
The two versions of the trick described above have a synthesis in a third formulation, which
we first found in [11]: here one consider the “spatial” bundle E on M × [0, T ) whose fiber at each
point (p, t) is given by TpM . There is a canonical way to extend the time–dependent Levi–Civita
connection of TM to a compatible connection on E by defining the covariant time derivative for










Then one can compute the evolution equation (with the covariant time derivative) of the Rie-
mann tensor seen as an element of Γ(
⊗4
E∗). As expected, the Laplacian operator here is the
trace of the second covariant derivative only with respect to the spatial components.
1.5. Maximum principle for elliptic operators
After having established the short time existence of solutions to the Cauchy problem (1.4),
we want to understand the behaviour of such solutions. If the geometric quantities related to the
metric, such as the curvature tensors, satisfy parabolic equations, the maximum principle pro-
vides a powerful tool in order to find geometric properties that are pointwise preserved during
the flow. Already known from the Euclidean setting, the maximum principle can be easily gen-
eralized to functions on a compact manifold that satisfy a heat–type equation, but a really strong
extension was established by Hamilton in his first papers on the Ricci flow: in [49] he proved a
maximum principle for symmetric (2, 0)–tensors and in [50] he gave a further generalization to
sections of vector bundles endowed with a time–dependent connection compatible with a fixed
metric. At the present time there are many refinements of maximum principle and several appli-
cations to the Ricci flow: a very detailed exposition can be found in [26, Chapter 10].
In this section we briefly discuss some maximum principles which will be used to study the Ricci–
Bourguignon flow in Chapters 3 and 4: the main adjustment is that the operator involved in the
evolution of the curvature tensors is no more the metric Laplacian ∆g(t), but a time–dependent
second–order operator which in many cases is still uniformly strongly elliptic.
For completeness, we recall also the weak maximum principle for functions.
THEOREM 1.5.1 (Scalar Maximum Principle). Let u : M × [0, T ) → R be a smooth function
solution of the following parabolic equation
∂
∂t
u = ∆g(t)u+ g(t)(X(p, t, u,∇g(t)u),∇g(t)u) + F (u, t) , (1.14)
where X is a continuous vector field and F : R × [0, T ) → R is a continuous function, locally Lipschitz
in the last variable.
Let c1, c2 ∈ R be bounds for the solution at time 0, i.e. c1 ≤ u(p, 0) ≤ c2 for every p ∈ M , and
U1(t), U2(t) the solutions of the associated ODE{
dUi
dt = F (Ui(t), t) ,
Ui(0) = ci(0) .
(1.15)
Then U1(t) ≤ u(p, t) ≤ U2(t), for every p ∈M , t ∈ [0, T ), as long as the solutions of the ODE exist.
Now we want to focus on heat–type equations for sections of vector bundles over M .
Let M be a smooth compact manifold, (g(t)), t ∈ [0, T ), a family of Riemannian metrics on M
and (E, h(t)) t ∈ [0, T ), be a real vector bundle onM , endowed with a (possibly time–dependent)
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bundle metric. Let D(t) : Γ(TM)× Γ(E)→ Γ(E) be a family of linear connections on E compat-
ible at each time with the bundle metric h(t). We have already seen in Section 1.4 how to define
the second covariant derivative, using also the Levi-Civita connections ∇g(t) associated to the
Riemannian metrics on M .
We consider a second–order linear operator L on Γ(E) that lacks its 0–order term, hence it can be
written in a local frame field {ei}i=1,...,n of TM
L = aijD2eiej − b
iDei (1.16)
where a = aijei⊗ej ∈ Γ(S2(TM)) is a symmetric (0, 2)–tensor and b = biei ∈ Γ(TM) is a smooth
vector field.
The first maximum principle we present applies to symmetric 2–tensors: this is nothing but
Hamilton’s maximum principle for symmetric 2–tensors (see [49]) generalized to uniformly strongly
elliptic operators.
DEFINITION 1.5.2. Let S ∈ Γ(S2(T ∗M)) be a symmetric (2, 0)–tensor and letF ∈ Γ(S2(T ∗M))
be a polynomial in S formed by contracting products of S with itself using the metric. We say
that F satisfies the null–eigenvector condition if whenever Sp is non negative at a point p ∈M and
v ∈ TpM is a null eigenvector of Sp, then Fp(v, v) ≥ 0.
THEOREM 1.5.3 (Maximum principle for symmetric 2–tensors). Let S : [0, T )→ Γ(S2(T ∗M))
be a smooth solution of
∂
∂t
S = LS + F
where L is a uniformly strongly elliptic operator locally given by equation (1.16) with D(t) = ∇g(t) and
F is a polynomial function in S that satisfies the null–eigenvector condition. If S(0) ≥ 0, then S(t) ≥ 0
in [0, T ).
PROOF (SKETCH). We can rewrite Hamilton’s proof in [49, Section 9], by observing that, if
v ∈ TpM is a null unit eigenvector of Sp at time θ, we can extend v in a neighbourhood of (p, θ)
to a time–independent vector field V such that (∇g(θ))iV = 0 and ∆g(θ)V = 0 in p for every





≥ 0, because the function
S(V, V ) at time θ has a local spatial minimum in p and L is uniformly strongly elliptic, just like it
happened for the Laplacian. 
This theorem is a special case of the vectorial maximum principle which we will see below
in Theorem 1.5.5. However, such theorem requires a fixed bundle metric while in Theorem 1.5.3
the metric is the extension of g(t) to S2(T ∗M) and this can be useful when we want to study the
evolution equation of symmetric (2, 0)–tensors without applying Uhlenbeck’s trick explained in
Section 1.4.
Weinberger in [79] proved the maximum principle for systems of solutions of a time–dependent
heat equation in the Euclidean space; Hamilton in [50] treated the general case of a vector bundle
over an evolving Riemannian manifold. Here we present a slight generalization of Hamilton’s
theorem to uniformly strongly elliptic operators (see [74, Theorem A] for the “static” version
proved by Savas–Halilaj and Smoczyk).
For this theorem we consider a fixed bundle metric h on the vector bundle E and a family of
time–dependent connections D(t), compatible at every time with h.
DEFINITION 1.5.4. Let S ⊂ E be a subset and set Sp = S ∩Ep for every p ∈M . We say that S
is invariant under parallel translation with respect to D if, for every curve γ : [0, l]→M and vector
v ∈ Sγ(0), the unique parallel (with respect to D) section v(s) ∈ Eγ(s) along γ(s) with v(0) = v is
contained in S.
THEOREM 1.5.5 (Vectorial Maximum Principle). Let u : [0, T ) → Γ(E) be a smooth solution of
the following parabolic equation
∂
∂t
u = Lu+ F (u, t) , (1.17)
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where L is a uniformly strongly elliptic operator as defined in (1.16) and F : E × [0, T ) → E is a
continuos map, locally Lipschitz in the factor E, which is also fiber–preserving, i.e. for every p ∈ M ,
v ∈ Ep, t ∈ [0, T ) F (v, t) ∈ Ep.
Let K ⊂ E be a closed subset, invariant under parallel translation with respect to D(t), for every t ∈
[0, T ), and convex in the fibers, i.e. Kp = K ∩ Ep is convex for every p ∈M .
Suppose that K is preserved by the ODE associated to equation (1.17), i.e. for every p ∈M and U0 ∈ Kp,
the solution U(t), of {
dU
dt = Fp(U(t), t)
U(0) = U0
(1.18)
remains in Kp. Then, if u is contained in K at time 0, u remains in K, i.e. u(p, t) ∈ Kp for every p ∈M ,
t ∈ [0, T ), as long as the solution of the ODE exists.
We can follow exactly the detailed proof written in [26, Chapter 10, Section 3], provided that
we generalize Lemma 10.34 there. In [6, Lemma 1.2] Bohm e Wilking prove that ifK ⊂ E satisfies
all the hypothesis of the theorem and u ∈ Γ(E) is a smooth section of E, if u(p) ∈ Kp ∀p ∈ M ,
then ∀v ∈ TpM Dvu(p) ∈ Cu(p)Kp, the tangent cone of the convex set Kp at u(p) and also the
Hessian
D2vu(p) = DvDvu(p)−DDvvu(p)
belongs to Cu(p)Kp. Then, as L is uniformly strongly elliptic, it can be diagonalized pointwise by
an orthonormal basis and the result follows by the convexity of the tangent cone.
There is a further generalization of this maximum principle which allows the subset K to be
time–dependent.
THEOREM 1.5.6 (Vectorial Maximum Principle–Time–dependent Set). Let u : [0, T ) → Γ(E)
be a smooth solution of the parabolic equation (1.17), with the notations of the previous theorem. For every
t ∈ [0, T ), let K(t) ⊂ E be a closed subset, invariant under parallel translation with respect to D(t),
convex in the fibers and such that the space–time track
T = {(v, t) ∈ E × R : v ∈ K(t), t ∈ [0, T )}
is closed in E × [0, T ). Suppose that, for every t0 ∈ [0, T ), K(t0) is preserved by the ODE associated,
i.e. for any p ∈ M , any solution U(t) of the ODE that starts in K(t0)p will remain in K(t)p for all later
times, as long as it exists. Then, if u(0) is contained in K(0), u(p, t) ∈ K(t)p for ever p ∈M , t ∈ [0, T ),
as long as the solution of the ODE exists.
The proof of this theorem, when K depends continuously on time and F does not depend
on time is due to Bohm and Wilking (see [6, Theorem 1.1]). In the general case the proof can be
found in [26, Chapter 10, Section 5], with the usual adaptation to the strongly uniformly elliptic
case.
The following lemma is a collection of standard arguments that together give a simple way
to find invariant convex subsets of E, when E = EndSA(V ) is the space of self–adjoint endomor-
phisms of a bundle V .
LEMMA 1.5.7. [26, Lemma 10.11] Let (V, h) be a vector bundle on M of rank m, endowed of a bun-
dle metric h and a connection D compatible with h. Let E = EndSA(V ) be the space of endomorphisms
of V which are self–adjoint with respect to h.
(1) The canonical extension of D to End(V ) restricts to a metric connection on E.
(2) The eigenvalues of a parallel section e ∈ Γ(E) do not depend on the points of M .
(3) The super(sub)–levels of a function of the ordered eigenvalues define invariant subsets of E.
(4) The convexity of such subsets is directly related to the convexity of the defining functions.
PROOF. 1) Let e ∈ Γ(E) be a self–adjoint endomorphism and X ∈ Γ(TM). Then DXe is
self–adjoint, because for every v, v′ ∈ Γ(V )
h((DXe)(v), v
′) = X(h(e(v), v′))− h(e(DXv), v′)− h(e(v), DXv′)
= X(h(v, e(v′)))− h(DXv, e(v′))− h(v, e(DXv′))
= h(v, (DXe)v
′)
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This computation shows that the sub–bundle of self–adjoint endomorphisms can be considered
for applications of Theorem 1.5.5.
2) Let p ∈ M be a point, ep ∈ Ep and vp ∈ Vp such that ep(vp) = λvp, for λ ∈ R. If q ∈ M is
another point, γ a curve between p and q and e and v the parallel translations of respectively ep
and vp along γ we have that both e(v) and λv are parallel sections along γ that coincide in p. By
uniqueness of parallel translation they must coincide along γ; in particular eq(vq) = λvq , that is λ
is an eigenvalue of e at each point of the curve.
3) The previous argument can be extended to each eigenvalue of e, hence for a parallel section
along γ is well defined the m–uple of its ordered eigenvalues along γ, that is (λ1(e), . . . , λm(e)) ∈
Λ, where Λ ⊂ Rm is the set of ordered m-uple of real numbers.
If G : Λ→ R is a real function and c ∈ R, then the subset
K = {e ∈ Γ(E) : ∀p ∈M G((λi(ep))) ≤ c} (1.19)
is therefore invariant under parallel translation.
4) If K is defined as above by the function G and the map e 7→ G(λi(ep)) is convex for every
p ∈M , then K is convex. Indeed, let e, e′ ∈ K and s ∈ (0, 1), then for every p ∈M
G(λi(sep + (1− s)e′p)) ≤ sG(λi(ep)) + (1− s)G(λi(e′p)) ≤ sc+ (1− s)c = c , (1.20)
by basic property of convex functions. If the previous map is concave and K is defined by the
opposite inequality, then K is again convex. 
1.6. Interpolation inequalities
In this section we prove some inequalities between Sobolev norms of tensors that we will use
to prove the curvature estimates for the Ricci–Bourguignon flow in Section 3.4.
Let ‖T‖Hpk be the Sobolev norm given by the sum of the L
p norms of the first k covariant deriva-
tives of a tensor T .
First of all, we prove the proposition:
PROPOSITION 1.6.1. Let k ∈ N, p ∈ [1,+∞] and q ∈ [1,+∞). There exists a constant C(n, k, p, q)



















To prove this proposition, we need several lemmas.
LEMMA 1.6.2 (Hamilton [49], Theorem 12.1). Let p ∈ [1,+∞], q ∈ [1,+∞) and r ∈ [2,+∞)




q . There exists a constant C(n, r) such that for all tensor T
‖∇T‖2r ≤ C‖T‖p‖∇2T‖q .




|∇T |r−4∇i(|∇T |2) and |∇i(|∇T |2)| ≤ 2|∇2T ||∇T | .












〈T, r − 2
2
|∇T |r−4∇i(|∇T |2)∇iT 〉 dµg −
∫
M




|T ||∇2T ||∇T |r−2 dµg
≤ C‖T‖p‖∇2T‖q‖∇T‖r−2r ,
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q = 1. This ends the proof of this lemma. 
LEMMA 1.6.3. Let k ∈ N, p ∈ [1,+∞] and q ∈ [1,+∞). There exists a constant C(n, k, p, q) such
that for all tensor T






PROOF. We apply Lemma 1.6.2 to ∇kT :
‖∇k+1T‖2r ≤ C‖∇kT‖p‖T‖Hqk+2 ≤ C‖T‖Hpk‖T‖Hqk+2 .
On the other side, using Hölder’s inequality
‖T‖2r ≤ ‖T‖p‖T‖q ≤ ‖T‖Hpk‖T‖Hqk+2 .
The combination of both inequalities gives the result. 
LEMMA 1.6.4 (Hamilton [49], Corollary 12.5). Let k ∈ N. If f : {0, . . . , k} → R satisfies for all
0 < j < k
f(j) ≤ Cf(j − 1) 12 f(j + 1) 12 ,
















, then Lemma 1.6.3 shows that there exists C(n, k, p, q) such that
f(j) ≤ Cf(j − 1) 12 f(j + 1) 12 .
Since r0 = p and rk = q, Lemma 1.6.4 gives Proposition 1.6.1. 
REMARK 1.6.5. We observe that, in Proposition 1.6.1, there holds the same conclusion, if we
substitute in both members of the inequality the full Sobolev space norm of T with the corre-
sponding Lebesgue norm only of the higher covariant derivative of T : it is sufficient to apply
Lemma 1.6.4 with f(j) = ‖∇jRm‖rj and Lemma 1.6.2. In such case this proposition is a gen-
eralization of [49, Corollary 12.7]. Also the following Lemma 1.6.7 remains true with the same
substitution made in Proposition 1.6.1.
NOTATION . Given two tensor S and T , we denote with S ∗ T any linear combination of
expressions of the the form S ⊗ T ⊗ g⊗k ⊗ (g−1)⊗j , i.e. any product of the two tensors with some
indexes raised or lowered by the metric g.
LEMMA 1.6.6. For all tensors of the form S ∗ T , there exists C depending on the dimension and the
coefficients in the expression such that
|S ∗ T | ≤ C|S||T | .
PROOF. By the Cauchy–Schwarz inequality, trg(T )2 = (gijTij)2 ≤ n|T |2. Then
|S ∗ T | ≤ C|S ⊗ T ⊗ g⊗j ⊗ (g−1)⊗k| ≤ Cn
j+k
2 |S||T | .

Let k ∈ N, and set, for a tensor T , Fg(T ) =
∑
j+l=k, j,l≥0
∇jT ∗ ∇lT ∗ ∇kT .
LEMMA 1.6.7. Let k ∈ N. Let p ∈ [2,+∞] and q ∈ [2,+∞) such that 1p +
2
q = 1. There exists
C(n, k, p, q, F ) such that for all tensor T ,∫
M
|Fg(T )| dµg ≤ C‖T‖p‖T‖2Hqk .
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PROOF. Let us consider one term in Fg(T ) that can be written∇jT ∗∇lT ∗∇kT , j, l ≥ 0 such
























+ 1q = 1, we apply Lemma 1.6.6 to get the first inequality, then Hölder’s inequality
and finally we replace each factor with the full Sobolev space norm.∫
M
|∇jT ∗ ∇lT ∗ ∇kT | dµg ≤ C ′
∫
M







Then we apply Proposition 1.6.1 to the first two factors and we obtain∫
M
|∇rT ∗ ∇sT ∗ ∇kT | dµg ≤ C‖T‖p‖T‖2Hqk .
The result follows since Fg(T ) is a linear combination of such terms. 
CHAPTER 2
The renormalization group flow
In this chapter we introduce and study the renormalization group flow, the first geomet-
ric flow considered in this thesis. Unlike the Ricci flow, the mean curvature flow or the Ricci–
Bourguignon flow which we will study in the next chapters, the renormalization group flow
involves a quadratic expression of the curvature tensors, as the cross curvature flow introduced
by Chow and Hamilton in [28]. The short time existence and uniqueness of a smooth evolution
of every initial metric of a three–dimensional manifold with curvature not changing sign, was
established for the cross curvature flow by Buckland in [14]. In the second section, we prove the
analogous result for the renormalization group flow (Theorem 2.1.1), provided the sectional cur-
vature of the initial metric is suitably bounded from below. In the third section we carry out the
computation of the evolution equations for the Ricci, the scalar and the sectional curvature along
the flow in dimension three. Unfortunately, due to the complexity of these equations, we are cur-
rently unable to establish if the condition assuring the short time existence is preserved along the
flow and therefore to begin the study of the long time behaviour of solutions (see Remark 2.2.2).
Finally in the last section we compute the principal symbols of similar quadratic flows.
Most of the contents of this chapter appeared in [31], written by the author and Mantegazza.
Gimre, Guenther and Isenberg extended the short time existence of this flow to any dimensions
in [47] (see also [45]). Since the computation of the principal symbol is the same, we also present
their n–dimensional version of Theorem 2.1.1.
The renormalization group (RG) arises in modern theoretical physics as a method to investigate
the changes of a system viewed at different distance scales. Since its introduction in the early ’50,
this set of ideas has given rise to significant developments in quantum field theory (QFT) and
opened connections between contemporary physics and Riemannian geometry. In spite of this,
the RG still lacks a strong mathematical foundation.
In this chapter we deal with a particular example in string theory, the flow equation for the
world–sheet non linear sigma–models, and we try to analyse the contribution given from its








where ϕ : Σ → M is a smooth map between a surface (Σ, h) and a Riemannian manifold (M, g)
of dimension n ≥ 3. The quantity a > 0 is the so–called string coupling constant. Roughly speak-
ing, in order to control the path integral quantization of the action S, one introduces a cut–off
momentum Λ which parametrizes the spectrum of fluctuations of the theory as the distance scale
is varied as 1/Λ → 1/Λ′. This formally generates a flow (the renormalization group flow) in
the space of actions which is controlled by the induced scale–dependence in (M, g). Setting
τ := − ln(Λ/Λ′), one thus considers the so–called beta functions β, associated with the renor-




In the perturbative regime (that is, when a|Rm(g)|  1) the beta functions βik can be expanded
in powers of a, with coefficients which are polynomial in the curvature tensor of the metric g and
its derivatives. As the quantity a|Rm(g)| is supposed to be very small, the first order truncation
17
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should provide a good approximation of the full RG–flow
∂gik
∂τ
= −aRik + o(a) ,
as a→ 0.
Hence, the first order truncation (with the substitution τ = t/2a) coincides with the Ricci flow
∂tg = −2Ric, as noted by Friedan [39, 40] and Lott [61], see also [17].
It is a well–known fact that generally the Ricci flow becomes singular in finite time and in [49]
Hamilton proved that at a finite singular time T > 0, the Riemann curvature blows up. Then,
near a singularity, the Ricci flow might no longer be a valid approximation of the behavior of the
sigma–model. From the physical point of view, it appears then relevant to possibly consider the
coupled flow generated by a more general action, as in [16, 68].
Another possibility may be to consider also the second order term in the expansion of the beta
functions, whose coefficients are quadratic in the curvature and therefore are (possibly) dominat-








see [59]. We refer to it as RG2,a–flow.
After rescaling the flow parameter τ → t/2a in equation (2.1), the RG2,a–flow is given by
∂tgik = −2Rik − aRijlmRkstugjsgltgmu ,
which can be seen as a sort of “perturbation” of the Ricci flow ∂tgik = −2Rik.
2.1. Short time existence
In this section, we are going to consider the short time existence of this flow for an initial
three–dimensional, smooth, compact Riemannian manifold.
In the special three–dimensional case the Weyl part is identically zero, hence the algebraic de-
composition of the Riemann tensor (1.2) simplifies and the evolution equation has the following
expression.
∂tgik = −2Rik − a(2RRik − 2R2ik + 2|Ric|2gik − R2gik) ,
where R2ik = RijRlkg
jl. In particular we prove the following theorem
THEOREM 2.1.1. Let (M, g0) be a compact, smooth, three–dimensional Riemannian manifold and
a ∈ R. Assume that the sectional curvature K0 of the initial metric g0 satisfies
1 + 2aK0(X,Y ) > 0 (2.2)
for every point p ∈M and vectors X,Y ∈ TpM . Let
Lgik = −2Rik − aRijlmRkstugjsgltgmu ,




admits a unique smooth solution g(t) for t ∈ [0, T ).
REMARK 2.1.2. Notice that, even if not physically relevant, in this theorem we also allow
a < 0. In such case the condition on the initial metric becomes




which is clearly satisfied by every manifold with negative curvature.
Any manifold with positive curvature satisfies instead condition (2.2), for every a > 0.
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The evolution problem involves a fully non linear second–order differential operator L and,
from the general existence theory of non linear parabolic PDEs recalled in Section 1.2, it follows
that the Cauchy problem (2.3) admits a unique smooth solution for short time if the linearized
operator around the initial data DLg(h) = ddsL(g + sh)
∣∣
s=0
is strongly elliptic, that is, it satisfies
condition (1.3) for any symmetric 2–tensor h and cotangent vector ξ.
It is trivial that the operator involved, as for the Ricci flow, can only be weakly elliptic, due to the
invariance of the curvature tensors by the action of the group of diffeomorphisms of the manifold
M (see Lemma 1.3.1). Under assumption (2.2), we will show that there are no other degeneracies
and the other eigenvalues of the principal symbols are all strictly positive, then DeTurck’s trick
described in Section 1.3 will be sufficient to establish the existence of a short time solution of the
RG2,a–flow.
We start computing the linearized operatorDLg of the operator L at a metric g in any dimen-
sion n ≥ 3.












−∆hik −∇i∇ktr(h) +∇i∇thtk +∇k∇thit
)
+ LOT ,
where, as usual, we use the metric g to lower and upper indices and LOT stands for lower order
terms.
Then, the linearized of L around g, for every h ∈ S2M , is given by
DLg(h)ik = −2DRicg(h)ik − aDRmg(h)istuRkstu − aRistuDRmg(h)kstu + LOT











∇s∇thuk +∇k∇uhst −∇s∇uhtk −∇k∇thsu
)
+ LOT










where the last passage follows from the symmetries of the Riemann tensor (interchanging the
last two indices makes it change sign).
Now we obtain the principal symbol of the linearized operator in the direction of an arbitrary
cotangent vector ξ by replacing each covariant derivative∇α with the corresponding component
ξα,
σξ(DLg)(h)ik = ξ












Since the symbol is homogeneous, we can assume that |ξ|g = 1, furthermore, we can assume to do
all the following computations in an orthonormal basis {e1, . . . , en} of TpM such that ξ = g(e1, ·),
hence, ξi = 0 for i 6= 1.
Then, we obtain,











= hik + δi1δk1tr(h)− δi1h1k − δk1hi1
+aRks1uδi1h
su − aRk11uhui + aRis1uδk1hsu − aRi11uhuk . (2.4)
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So far the dimension n of the manifold was arbitrary, now we carry out the computation in the











h22(1 + 2aR1212) + h33(1 + 2aR1313) + h23(4aR1213)
h33aR1323 + h23aR1223
h22aR1232 + h23aR1332
h22(1 + 2aR1212) + h232aR1213
h33(1 + 2aR1313) + h232aR1213
h22aR1213 + h33aR1213 + h23(1 + aR1212 + aR1313)
 .
Then, we conclude that
σξ(DLg) =

0 0 0 1 + 2aR1212 1 + 2aR1313 4aR1213
0 0 0 0 aR1323 aR1223
0 0 0 aR1232 0 aR1332
0 0 0 1 + 2aR1212 0 2aR1213
0 0 0 0 1 + 2aR1313 2aR1213
0 0 0 aR1213 aR1213 1 + aR1212 + aR1313
 .
As expected, in the kernel of the principal symbol there is at least the three–dimensional space of
forms h = ξ ⊗ ν + ν ⊗ ξ ∈ S2(T ∗pM) where ν is any cotangent vector, that is the principal symbol
of the operator δ∗, or, otherwise said, the variations of the metric which are tangent to the orbits
of the group of diffeomorphisms (see Lemma 1.3.1).
Now we use the algebraic decomposition of the Riemann tensor in order to simplify the compu-
tation of the other eigenvalues.
We recall that, in dimension three, the Riemann tensor is fully determined by the Ricci tensor in
the following way
Rijkl = (Ric 7 g)ijkl −
R
4
(g 7 g)ijkl .
We supposed to choose at every point p ∈M an orthonormal basis, therefore the principal symbol
can be expressed in the simpler form
σξ(DLg) =

0 0 0 1 + a(R− 2R33) 1 + a(R− 2R22) 4aR23
0 0 0 0 aR12 −aR13
0 0 0 aR13 0 −aR12
0 0 0 1 + a(R− 2R33) 0 2aR23
0 0 0 0 1 + a(R− 2R22) 2aR23
0 0 0 aR23 aR23 1 + aR11
 .
In order to apply the argument of DeTurck, we need the weak ellipticity of the linearized operator.
To get that we have to compute the eigenvalues of the minor
A =
1 + a(R− 2R33) 0 2aR230 1 + a(R− 2R22) 2aR23
aR23 aR23 1 + aR11
 .
We claim that with a suitable orthonormal change of the basis of the plane span{e2, e2} = e⊥1 we
can always get an orthonormal basis {e′1, e′2, e′3} of TpM such that e′1 = e1 and R′23 = Ric(e′2, e′3) =
0.
Indeed, if {e′2, e′3} is any orthonormal basis of e⊥1 , we can write
e′2 = cosαe2 + sinαe3 e
′
3 = − sinαe2 + cosαe3
for some α ∈ [0, 2π). Plugging this into the expression of the Ricci tensor, we obtain




sin(2α)(R33 − R22) + cos(2α)R23 .
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Hence, in order to have R′23 = 0, it is sufficient to choose
α =
{ π





The matrix written above represents the symbol σξ(DLg) with respect to a generic orthonormal
basis where the first vector coincides with g(ξ, ·), so with this change of basis we obtain
σξ(DLg) =

0 0 0 1 + a(R− 2R33) 1 + a(R− 2R22) 0
0 0 0 0 aR12 −aR13
0 0 0 aR13 0 −aR12
0 0 0 1 + a(R− 2R33) 0 0
0 0 0 0 1 + a(R− 2R22) 0
0 0 0 0 0 1 + aR11
 .
Hence, the other three eigenvalues of the matrix σξ(DLg) are the diagonal elements of the matrix
A =
1 + a(R− 2R33) 0 00 1 + a(R− 2R22) 0
0 0 1 + aR11
 ,
that is,
λ1 = 1 + a(R− 2R33) , λ2 = 1 + a(R− 2R22) , λ3 = 1 + aR11 .
Now we recall that, if {ej}j=1,...,n is an orthonormal basis of the tangent space, the Ricci quadratic













Then, in dimension three, denoting by α = K(e2, e3), β = K(e1, e3) and γ = K(e1, e2), we obtain
that the above eigenvalues are
λ1 = 1 + 2aγ , λ2 = 1 + 2aβ , λ3 = 1 + a(β + γ) .
It is now easy to see, by the arbitrariness of the cotangent vector ξ, that these three eigenvalues
are positive, hence, the operator L is weakly elliptic, if and only if all the sectional curvatures
K(X,Y ) of (M, g) satisfy 1 + 2aK(X,Y ) ≥ 0. If this expression is always positive, then there are
exactly three zero eigenvalues, due to the diffeomorphism invariance of the operator L.
We are then ready to prove Theorem 2.1.1.
PROOF OF THEOREM 2.1.1. Following the work of DeTurck [33, 34] we exposed in Section 1.3.5,
we show that problem (2.3) is equivalent to a Cauchy problem for a strictly parabolic oper-
ator, modulo the action of the diffeomorphism group of M . Our operator Lgik = −2Rik −
aRijlmRkstug
jsgltgmu is clearly invariant under diffeomorphisms, hence, in order to show the
smooth existence part in Theorem 2.1.1 we only need to check that D(L − LV )g0 is uniformly
strongly elliptic, where V is the vector field defined in Lemma 1.3.4. By the same lemma, with
respect to the orthonormal basis {e1, e′2, e′3} introduced above, we have
σξ(D(L−LV )g0) =

1 0 0 a(R− 2R33) a(R− 2R22) 0
0 1 0 0 aR12 −aR13
0 0 1 aR13 0 −aR12
0 0 0 1 + 2aγ 0 0
0 0 0 0 1 + 2aβ 0
0 0 0 0 0 1 + a(β + γ)
 .
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Finally, by the discussion above, we conclude that a necessary and sufficient condition for the
strong ellipticity of the linear operator D(L − LV )g0 is then that all the sectional curvatures of
(M, g0) satisfy
1 + 2aK0(X,Y ) > 0 ,
for every p ∈M and vectors X,Y ∈ TpM .
The uniqueness of the solution, proven exactly in the same way as for the Ricci flow, is stated in
Proposition 1.3.6. 
We also present here the generalization of the previous theorem to any dimension, which
follows the same techniques.
THEOREM 2.1.3 (Gimre, Guenther, Isenberg, [47]). Let (M, g0) be a smooth n–dimensional com-
pact Riemannian manifold, such that the sectional curvature K0 of the initial metric g0 satisfies
1 + 2aK0(X,Y ) > 0
for every point p ∈ M and vectors X,Y ∈ TpM . Then there exists a unique smooth maximal solution to
the RG2,a–flow (2.3) starting at g0.
PROOF. The method is clearly the same of the previous theorem, therefore we consider the
expression of the principal symbol of the linearized of L given by equation (2.4) and we write it
again as a matrix acting on the n(n+ 1)/2–vector
(h11, h12, . . . , h1n, h22, . . . , hnn, h23, . . . , h(n−1)n)
representing h ∈ S2(TpM) without repetition of symmetric indexes that correspond to equal



























where B is a square n(n−1)2 –matrix, whose diagonal elements corresponding to the components
ik, i, k ≥ 2 are 1 + aK(e1, ei) + aK(e1, ek); while the non diagonal elements of B involve terms
of the form R1s1u, with s 6= u. Since (R1s1u) is a symmetric form, we can as before find an
orthonormal basis {e′2, . . . , e′n} of e⊥1 such that R′1s1u = 0 if s 6= u; with this choice B is diagonal
and its eigenvalues depend only on the sectional curvatures.
By applying again DeTurck’s Trick (Proposition 1.3.5) we obtain that, if the initial metric g0 on
M satisfies the condition of the statement, the RG2,a–flow admits a smooth short time solution,
which is also unique by Proposition 1.3.6. 
2.2. Evolution equations of the curvature tensors
In order to continue the study of this flow, some natural questions arise; for instance, one
would like to find some Perelman–type entropy functionals which are monotone along the flow,
as proposed by Tseytlin in [78]; another possibility is to investigate the evolution of the curvatures
along the flow under the hypothesis of Theorem 2.1.1 and try to find (if there are) some preserved
conditions in order to explore the long–time behaviour and the structure of the singularities at the
maximal time of existence. In this direction a first step is to see if the bound (2.2) on the sectional
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curvature is preserved in dimension 3. However, the evolution equation of the tensor Sec =
1
2Rg − Ric, which is minus the Einstein tensor, whose eigenvalues are the sectional curvatures,
(apparently) does not give any information about such desired preservation (see Remark 2.2.2).
Below we carry out the computation, in dimension three, of the evolution of the scalar and the
Ricci curvature and we finally derive the equation for the sectional curvatures.




gik = 2RRik − 2RijRjk + 2|Ric|
2gik − R2gik (2.5)
and afterwards we combine the Ricci flow with this perturbation to get the full evolution equa-
tions.
We recall the complete first variation formulas for the scalar curvature and the Ricci tensor under
a generic flow ∂∂tg = h, that is
∂
∂t












where as usual we used the metric g to raise the indexes, H = trgh and δ is the divergence
operator. Starting with the scalar curvature, the most complex term is δ2h and to simplify the
expression we use several times the twice–traced second Bianchi identity and the commutation




2∇kRRik + R∇iR−∇kRRik − 2∇kRijRjk + 2∇i|Ric|
2 −∇i(R)2
)
= 2〈∇2R,Ric〉+ |∇R|2 + |∇R|2 + R∆R− 1
2
|∇R|2
− 〈∇2R,Ric〉 − 2Rjk∇
i∇kRij − 2∇kRij∇iRjk + 2∆|Ric|
2 −∆(R)2
= 2∆|Ric|2 − 1
2




k∇iRij − 2RikilRljRjk − 2RikjlRliRkj






















− 6tr(Ric3) + 5R|Ric|2 − R3 .
Now we combine the computation above with these equations
H = |Rm|2 = 4|Ric|2 − R2 , 〈h,Ric〉 = −2tr(Ric3) + 4R|Ric|2 − R3







|∇R|2 − 2∇kRij∇iRjk − 4tr(Ric
3) + R|Ric|2 .
Now we compute the perturbation terms in the evolution of the Ricci tensor. We have
∇i(δh)k =∇i(∇jRRkj) +∇iR∇kR + R∇i∇kR
− 2∇i(∇jRklRlj) + 2∇i∇k|Ric|2 −∇i∇kR2




2.2. EVOLUTION EQUATIONS OF THE CURVATURE TENSORS 24
where we have used that∇i∇kR2 = 2R∇i∇kR+2∇iR∇kR. Therefore, the second and first order









∆Rm2ik + 4∇i∇k|Ric|2 −∇i∇kR2












∆Rm2ik +∇i(2∇jRklRlj −∇jRRkj) +∇k(2∇jRilRlj −∇jRRij)
)
,
where we have used that the Hessian of a function is symmetric.
Next we compute the 0–th order terms, using again the decomposition of the Riemann tensor in




2RRjl − 2RjpRpl + 2|Ric|2gjl − R2gjl
)
= 5RRic2ik − 4Ric
3
ik − 2R2Rik + 2tr(Ric







ik + 2|Ric|2Rik − R2Rik ,







∆Rm2ik +∇i(2∇jRklRlj −∇jRRkj) +∇k(2∇jRilRlj −∇jRRij)
)
+ 6RRic2ik − 4Ric
3
ik − 4|Ric|2Rik − 2R2Rik + 4tr(Ric
3)gik − 6R|Ric|2gik + 2R3gik .

































∆Rm2ik +∇i(2∇jRklRlj −∇jRRkj) +∇k(2∇jRilRlj −∇jRRij)
)
+ I0 ,
where I0 stands for the 0–th order term which we treat separately. We try to rewrite this expres-
















∆R2 −∆(Ric2ik) + ∆(RRik) = −∆(Sec
2
ik) .


















i) + I0 .
2.3. SIMILAR QUADRATIC FLOWS 25
To rewrite the 0–th order term we employ these simple equations


















































= −4Sec3ik + 6tr(Sec
3)gik − 2SSec2ik + 4|Sec|2Secik − 3S|Sec|2gik + S3gik .
In the following proposition we summarize the computations above and state the evolution equa-
tions along the full RG2,a–flow.
PROPOSITION 2.2.1. During the RG2,a–flow of a three dimensional manifold the scalar curvature,
the Ricci tensor and the (negative) Einstein tensor satisfy the following equations.
∂
∂t
























ik − 4|Ric|2Rik − 2R2Rik + 4tr(Ric


















− 4Sec3ik + 6tr(Sec
3)gik − 2SSec2ik + 4|Sec|2Secik − 3S|Sec|2gik + S3gik
)
.
REMARK 2.2.2. We observe that the evolution equation of the tensor Sec involves a second or-
der quasilinear differential operator. In order to find out whether the condition (2.2) is preserved
we would like to apply a version of Hamilton’s maximum principle 1.5.3 for quasilinear elliptic
operators to the symmetric tensor Seca = Sec + 12ag. Since g is parallel with respect to its Levi–
Civita connection, the differential operator on Seca is the same acting on Sec and, by computing
the principal symbol, we can say that it is uniformly strongly elliptic if the bound (2.2) is fulfilled.
However, under the same condition, the 0–th order term does not satisfy the null–eigenvector
condition, therefore we cannot establish if such bound is preserved along the flow.
2.3. Similar quadratic flows
The analysis leading to Theorem 2.1.3 can be repeated step–by–step for the operatorL0, given
by
L0g = −aRijlmRkstugjsgltgmu ,
with associated RG2,a0 –flow
∂tgik = −aRijlmRkstugjsgltgmu .
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In this case, along the same lines, the existence of a unique smooth evolution of an initial metric
g0 is guaranteed as long as
aK0(X,Y ) > 0
for every point p ∈ M and vectors X,Y ∈ TpM . That is, if a > 0 when the initial manifold has
positive curvature and if a < 0 when it has negative curvature.
For geometrical purposes, this flow could be more interesting than the RG2,a–flow, in particular
because of its scaling invariance, which is not shared by the latter.
Another possibility in this direction is given by the squared Ricci flow, that is, the evolution of an
initial metric g0 according to
∂tgik = −aRijRjk ,
which is scaling invariant and can be analyzed analogously, or a “mixing” with the Ricci flow
(non scaling invariant)
∂tgik = −2Rik − aRijRjk ,
for any constant a ∈ R, as before.
Indeed, the principal symbol of the operator H = RijR
j
k can be computed as in Section 2.1. The


















−∆hjk −∇j∇ktr(h) +∇j∇mhmk +∇k∇mhjm
)
+ LOT .


































Rjk(hij − δ1ih1j) + R
j
i (hjk − δ1kh1j)
)
,
where ξ = g(e1, ·) and {ei} is an orthonormal basis of TpM .
Again, by specifying the initial metric to be g0 and diagonalizing the restriction of the Ricci tensor


































for every i, k ∈ {2, . . . , n}with i 6= k.
It is easy to see that the matrix associated to σξ(DHg0) expressed in the coordinates
(h11, h12, . . . , h1n, h22, h33, . . . , hnn, h23, h24, . . . , hn−1,n)
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of S2M is upper triangular with n zeroes on the first n diagonal elements, then the next (n − 1)
ones are the values −Rkk for k ∈ {2, . . . , n} and finally, the last (n− 1)(n− 2)/2 ones are given by
−(Rii + Rkk)/2 for every i, k ∈ {2, . . . , n}with i 6= k.
Now, applying Propositions 1.3.5 and 1.3.6, the squared Ricci flow
∂tgik = −aRijRlkgjl ,
has a unique smooth solution for short time, when a > 0 for every initial manifold (M, g0) with




In this chapter we begin to study the evolution of the metric of a compact Riemannian mani-
fold (M, g0) under the following flow equation
∂
∂t
g = −2Ric + 2ρRg = −2(Ric− ρRg) , (3.1)
where ρ is a real constant. This family of geometric flows contains, as a special case, the Ricci flow,
setting ρ = 0. Moreover, by a suitable rescaling in time, when ρ is non positive they can be seen
as an interpolation between the Ricci flow and the Yamabe flow (see [10, 75, 81], for instance),
obtained as a limit flow when ρ→ −∞.
It should be noted that for special values of the constant ρ the tensor Ric− ρRg appearing on the
right side of the evolution equation is of special interest, in particular,
• ρ = 1/2 the Einstein tensor Ric− Rg/2,
• ρ = 1/n the traceless Ricci tensor Ric− Rg/n,
• ρ = 1/2(n− 1) the Schouten tensor Ric− Rg2(n−1) ,
• ρ = 0, the Ricci tensor Ric.
In dimension two the first three are 0, hence the flow is static, in higher dimension the values of
ρ are strictly ordered as above in descending order.
Apart these special values of ρ, for which we call the associated flows as the name of the corre-
sponding tensor, in general we will refer to the evolution defined by the PDEs system (3.1) as
Ricci–Bourguignon flow (or shortly RB–flow).
The study of these flows was proposed by Jean–Pierre Bourguignon in [9, Question 3.24], in-
spired by some unpublished work of Lichnerowicz in the sixties and the paper of Aubin [2].
In 2003, Fischer [38] studied a conformal version of this problem where the scalar curvature is
constrained along the flow. In 2011, Lu, Qing and Zheng [62] also proved some results on the
conformal Ricci–Bourguignon flow.
We shall see that when ρ is larger than 1/2(n− 1) the principal symbol of the elliptic operator in
the right hand side of the second order quasilinear parabolic PDE (3.1) has one negative eigen-
value, not allowing even a short time existence result of the flow for general initial data (manifold
M and initial metric g0). On the contrary, the main task of Section 3.1 will be to prove that, for
ρ < 1/2(n− 1), there exists a unique short time solution of the RB–flow with any initial metric on
a compact manifold.
However, the problem of knowing whether the “critical” Schouten flow
∂
∂t





when ρ = 1/2(n−1), admits or not a short time solution for general initial manifolds and metrics
remains open, when n ≥ 3.
In Section 3.2 we compute the evolution equations of the curvature tensors under the RB–flow,
in order to find geometric conditions preserved by the flow in Section 3.3 and to understand the
long time behaviour of the solutions in Section 3.4. Section 3.5 is devoted to describing some
results on self–similar solutions of the RB–flow, called solitons.
All the theorems of this chapter and some of the results of the next chapter, in Section 4.1, can be
found in [18], written by the author with Catino, Djadli, Mantegazza and Mazzieri.
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3.1. Short time existence
The evolution problem (3.1) involves a quasilinear second–order differential operator Lg =
−2(Ric− ρRg), which, as for the Ricci flow and the renormalization group flow, has some degen-
eracies, due to the invariance of the curvature tensors by the action of the group of diffeomor-
phisms of the manifold M (see Lemma 1.3.1). In the present section we establish the short time
existence, for ρ < 1/2(n− 1), using again DeTurck’s trick presented in Section 1.3.
By the general theory of non linear parabolic PDEs, briefly recalled in Section 1.2, it follows
that the evolution equation ∂∂tg = Lg admits a unique smooth solution for short time if the
linearized operator around the initial data is uniformly strongly elliptic, that is, if its principal
symbol σξ(DLg0) satisfies condition (1.3).
We will see that if ρ < 1/2(n − 1), then the principal symbol of the linearized operator is non
negative definite, but the only zero eigenvalues are due to the diffeomorphism invariance of the
geometric flow, while all the others are actually uniformly positive, hence we can cut out the de-
generacies by means of DeTurck’s trick. Instead, in the case of the Schouten flow ρ = 1/2(n− 1),
the principal symbol contains an extra zero eigenvalue besides the ones due to the diffeomor-
phism invariance, preventing this argument to be sufficient to conclude and to give a general
short time existence result.
We mention that the presence of this extra zero eigenvalue should be expected, as the Cotton
tensor, which is obtained from the Schouten tensor as follows







satisfies the following invariance under the conformal change of metric g̃ = e2ug,
e3uC̃ijk = Cijk + (n− 2)Wijkl∇lu
see [20, Equation 3.35]. Recently, Delay [32], following the work of Fischer and Marsden, gave
some evidence on the fact that DeTurck’s trick should fail for the Schouten tensor.
We start computing the linearized operator DLg0 of the operator L at a metric g0. The Ricci





−∆hik −∇i∇ktr(h) +∇i∇thtk +∇k∇thit
)
+ LOT ,
DRg0(h) = −∆(trh) +∇s∇thst + LOT ,
where, as usual, we use the metric g0 to lower and upper indices and to take traces and LOT
stands for lower order terms.












Now, we obtain the principal symbol of the linearized operator in the direction of an arbitrary
cotangent vector ξ by replacing each covariant derivative ∇α, appearing in the higher order
terms, with the corresponding component ξα,
σξ(DLg0)(h)ik = ξ
tξthik + ξiξktrg0(h)− ξiξthkt − ξkξthit (3.3)
−2ρξtξttrg0(h)(g0)ik + 2ρξtξshts(g0)ik.
As usual, since the principal symbol is homogeneous, we assume that |ξ|g0 = 1 and we perform
all the computations in an orthonormal basis {ei}i=1,...,n of TpM such that ξ = g0(e1, ·), that is
ξi = 0 for i 6= 1.
Hence, we obtain,
σξ(DLg0)(h)ik = hik + δi1δk1trg0(h)− δi1hk1 − δk1hi1 (3.4)
−2ρtrg0(h)δik + 2ρh11δik ,
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that can be represented, in the coordinates system
(h11, h22, . . . , hnn, h12, . . . , h1n, h23, h24, . . . , hn−1,n)
for any h ∈ S2M , by the following matrix
σξ(DLg0) =









where A[m] is the m×m matrix given by
A[m] =

1− 2ρ −2ρ . . . −2ρ





−2ρ −2ρ . . . 1− 2ρ
 . (3.6)
As we can easily see, there are at least n null eigenvalues, as expected, and (n − 1)(n − 2)/2
eigenvalues equal to 1. The remaining n − 1 eigenvalues can be computed by induction on the
dimension of A.
LEMMA 3.1.1. Let A[m] be the matrix written above. Then there holds
det(A[m]− λIdm) = (1− λ)(m−1)(1− 2mρ− λ) .
PROOF. If we substitute to the first column the difference between the second and the first
column, we obtain the formula




+ (1− λ) det(B[m− 1]) ,
where B[p] is the matrix
B[p] =

−2ρ −2ρ . . . −2ρ





−2ρ −2ρ . . . 1− 2ρ− λ
 .
Now if we apply the same process to B we obtain this other induction formula
det(B[p]) = (1− λ) det(B[p− 1]) .
Therefore, since det(B[2]) = −2ρ(1− λ), we can combine the two equations to get




+ (1− λ) det(B[m− 1])
= (1− λ)
(
(1− λ) det(A[m− 2]− λId(m−2))− 2ρ(1− λ)m−2
)
− 2ρ(1− λ)(m−1)
= (1− λ)(m−2) det(A[2]− λId2)− 2ρ(m− 2)(1− λ)(m−1)
= (1− λ)(m−1)(1− 2mρ− λ) .

By the previous lemma we deduce that the eigenvalues of the principal symbol of DLg0 are
0 with multiplicity n, 1 with multiplicity (n+1)(n−2)2 and 1− 2(n− 1)ρ with multiplicity 1.
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Now we apply again DeTurck’s trick to show that, if ρ < 1/2(n−1), the RB–flow is equivalent
to a Cauchy problem for a strictly parabolic operator, modulo the action of the diffeomorphism
group of M and we prove the following theorem.
THEOREM 3.1.2. Let ρ < 1/2(n − 1). Then, the evolution equation (3.1) admits a unique solution
for a short time on any smooth, n–dimensional, compact Riemannian manifold (M, g0).
PROOF. Let V : Γ(S2M) → Γ(TM) be DeTurck’s vector field defined by equation (1.8). As
the operator in the RB–flow Lg = −2(Ric− ρRg) is invariant under diffeomorphisms, by Propo-
sition 1.3.5, in order to show the smooth existence part we only need to check that D(L−LV )g0
is uniformly strongly elliptic. By adding the two matrices representing the principal symbols of
DLg0 and (DLV )g0 , given respectively by equations (3.5) and (1.9), we can easily see that the
linearized DeTurck–Ricci–Bourguignon operator has principal symbol in the direction ξ, with
respect to an orthonormal basis {(ξ)], e2, . . . , en}, equal to
σξ((D(L−LV )g0) =









expressed in the coordinates system
(h11, h22, . . . , hnn, h12, h13, . . . , h1n, h23, h24, . . . , hn−1,n)
for any h ∈ S2M .
By Lemma 3.1.1, this matrix has n(n+1)2 − 1 eigenvalues equal to 1 and 1 eigenvalue equal to
1 − 2(n − 1)ρ; therefore a sufficient condition for the existence of a solution is ρ < 12(n−1) . More-
over, by Proposition 1.3.6, we also have uniqueness of the smooth maximal solution of the Ricci–
Bourguignon flow and this concludes the proof of Theorem 3.1.2. 
3.2. Evolution equations of the curvature tensors
In this section we first compute the evolution equation of the curvature tensors during the
RB–flow and then we apply Uhlenbeck’s trick described in Section 1.4 in order to get simpler
evolution equations for the Riemann tensor and the curvature operator.
As the metric tensor evolves according to equation (3.1), it is easy to see, differentiating the
identity gijgjl = δli, that
∂
∂t
gjl = 2(Ricjl − ρRgjl) . (3.7)














L n = (nρ−1)R
√
det gij L
n = (nρ−1)R dµg . (3.8)
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Computing in a normal coordinates system, the evolution equation for the Christoffel sym-






































































= − gil {∇j(Rkl − ρRgkl) +∇k(Rjl − ρRgjl)−∇l(Rjk − ρRgjk)}
= −∇jRik −∇kRij −∇iRjk + ρ(∇jRδik +∇kRδij +∇iRgjk) .
PROPOSITION 3.2.1. During the Ricci–Bourguignon flow of an n–dimensional Riemannian mani-




Rijkl = ∆Rijkl + 2(B(Rm)ijkl −B(Rm)ijlk −B(Rm)iljk +B(Rm)ikjl) (3.9)
− gpq
(




∇i∇kR gjl −∇i∇lR gjk −∇j∇kR gil +∇j∇lR gik
)
+ 2ρR Rijkl ,
where the tensor B is defined as B(Rm)ijkl = gpqgrsRipjrRkqls.
∂
∂t
Rik = ∆Rik + 2g
pqgrsRpirkRqs − 2gpqRpiRqk (3.10)







∆R + 2|Ric|2 − 2ρR2 . (3.11)
PROOF. The following computation is the analogous to the one for the Ricci flow performed
by Hamilton in [49].













∇2Y,Wh(X,Z) +∇2X,Zh(Y,W )−∇2X,Wh(Y, Z)−∇2Y,Zh(X,W )
)
,
where X,Y,W,Z ∈ Γ(TM) are vector fields and h = ∂∂tg.
Along the RB–flow h = −2(Ric− ρRg), therefore
∂
∂t
Rm(X,Y,W,Z) = −Ric(Rm(X,Y )W,Z) + Ric(Rm(X,Y )Z,W ) + 2ρRRm(X,Y,W,Z)
−∇2Y,WRic(X,Z)−∇2X,ZRic(Y,W ) +∇2X,WRic(Y,Z) +∇2Y,ZRic(X,W )
+ρ
(
∇2Y,WRg(X,Z) +∇2X,ZRg(Y,W )−∇2X,WRg(Y,Z)−∇2Y,ZRg(X,W )
)
.
By using the second Bianchi identity and the commutation formula for the covariant derivatives
we obtain the following equation for the Laplacian of the Riemann tensor
∆Rm(X,Y,W,Z) = −∇2Y,WRic(X,Z)−∇2X,ZRic(Y,W ) +∇2X,WRic(Y,Z) +∇2Y,ZRic(X,W )




+B(Rm)(X,W, Y, Z)−B(Rm)(X,Z, Y,W )
)
.
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Plugging in the evolution equation this last formula we obtain
∂
∂t






+B(Rm)(X,W, Y, Z)−B(Rm)(X,Z, Y,W )
)
−Ric(Rm(X,Y )W,Z) + Ric(Rm(X,Y )Z,W )
−Ric(Rm(W,Z)X,Y ) + Ric(Rm(W,Z)Y,X) + 2ρRRm(X,Y,W,Z) ,
which is (3.9) once written in coordinates.
For the Ricci tensor, the first variation formula is obtained from the previous one
∂
∂t















h((X,−)W,−) + h((X,−)−,W ) + h((W,−)X,−) + h((W,−)−, X)
)
,
where we have omitted the g–dependence in the trace tr and the divergence δ operator. Once
plugged in the variation of the metric, the evolution becomes
∂
∂t
Ric(X,W ) = (1− nρ)∇2X,WR + ∆Ric(X,W )− ρ∆Rg(X,W )− (1− 2ρ)∇2X,WR
+2〈Ric(−,=),Rm(X,−,W,=)〉 − 2〈Ric(X,−),Ric(W,−)〉 ,
where we have used the contracted Bianchi identity δRic = ∇R/2 and the symmetries of the
Riemann tensor.









− 〈h,Ric〉 = −∆tr(h) + δ2h− 〈h,Ric〉 ,
with the evolution of the metric of the RB–flow. 
3.2.1. The evolution of the Weyl tensor. By means of the evolution equations found for the
curvatures, we are also able to write the equation satisfied by the Weyl tensor along the RB–
flow (3.1). In [19] the authors compute the evolution equation of the Weyl tensor during the Ricci
flow and we use most of their computations here.
PROPOSITION 3.2.2. During the Ricci–Bourguignon flow of an n–dimensional Riemannian mani-
fold (M, g) the Weyl tensor satisfies the following evolution equation
∂
∂t
Wijkl = ∆Wijkl + 2(B(W)ijkl −B(W)ijlk −B(W)iljk +B(W)ikjl) (3.12)
+2ρRWijkl − gpq
(











(Ric 7 g)ijkl +
R2 − |Ric|2
(n− 1)(n− 2)2
(g 7 g)ijkl ,
where we denote with 7 the Kulkarni–Nomizu product, defined in Section 1.1.
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where LII is the second order term in the curvatures and L the 0–th one. We deal first with the
higher order term; plugging in the evolution equations of Rm,Ric and R we get







∆Ric 7 g − (n− 2)ρ∇2R 7 g − ρ∆Rg 7 g
)
= ∆Rm +
1− 2(n− 1)ρ+ 2(n− 1)ρ
2(n− 1)(n− 2)




Then we consider the lower order terms
(L0)ijkl = 2(B(Rm)ijkl −B(Rm)ijlk −B(Rm)iljk +B(Rm)ikjl)
−gpq
(















(2|Ric|2g 7 g − 2ρR2g 7 g − 4RRic 7 g + 4ρR2g 7 g)ijkl
− 1
n− 2
[2(Rm ∗ Ric) 7 g − 2Ric2 7 g − 2Ric 7 Ric + 2ρRRic 7 g]ijkl
= 2(B(Rm)ijkl −B(Rm)ijlk −B(Rm)iljk +B(Rm)ikjl)
−gpq
(





[(Rm ∗ Ric) 7 g − Ric2 7 g − Ric 7 Ric]ijkl
− 2R
(n− 1)(n− 2)
(Ric 7 g)ijkl +
|Ric|2
(n− 1)(n− 2)
(g 7 g)ijkl ,
where (Rm ∗ Ric)ab = RapbqRstgpsgqt and (Ric2)ab = RapRbqgpq .
Now we deal separately with every term containing the full curvature Rm, using its decompo-
sition formula, expanding the Kulkarni–Nomizu products and then contracting again. We have
that
[(g 7 g) ∗ Ric]ab = 2[Rg − Ric]ab , [(Ric 7 g) ∗ Ric]ab = [−2Ric2 + RRic + |Ric|2g]ab .
Hence
(Rm ∗ Ric) 7 g = (W ∗ Ric) 7 g − 2
n− 2




Ric 7 g +
(n− 1)|Ric|2 − R2
(n− 1)(n− 2)






















(R2ikgjl − R2ilgjk + RikRjl − RilRjk) .
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Interchanging the indexes and using the symmetry properties we get
gpq
(










(Ric2 7 g)ijkl +
2
n− 2
(Ric 7 Ric)ijkl −
2R
(n− 1)(n− 2)























Wapbq(g 7 g)csdt+ (g 7 g)apbqWcsdt
)
gpsgqt = −2Wadbc − 2Wcbda ,(
Wapbq(Ric 7 g)csdt+ (Ric 7 g)apbqWcsdt
)
gpsgqt = (W ∗ Ric)abgcd + (W ∗ Ric)cdgab
− (WcbdpRaq + WcpdaRbq + WadbpRcq + WapbdRdq)gpq ,
(g 7 g)apbd(g 7 g)csdtgpsgqt = 4
(
(n− 2)gabgcd + gacgbd
)
,(





(n− 4)Ricabgcd + (n− 4)Riccdgab + 2Ricacgbd + 2Ricbdgac
)
,
(Ric 7 g)abpq(Ric 7 g)csdtgpsgqt = − 2R2abgcd − 2R2cdgab + R2acgbd + R2bdgac
+ (n− 4)RabRcd + 2RacRbd + R(Rabgcd + Rcdgab) + |Ric|2gabgcd .
Now, adding the same type quantities for the different index permutations and using the sym-
metry properties of W we obtain

























(g 7 g)ijkl .
We are ready to complete the computation of the 0–th order term in the evolution equation, using
the previous formulas (3.13), (3.14), (3.15)
(L0)ijkl = 2(B(W)ijkl −B(W)ijlk −B(W)iljk +B(W)ikjl) + 2ρRWijkl
−gpq
(











(Ric 7 g)ijkl +
R2 − |Ric|2
(n− 1)(n− 2)2
(g 7 g)ijkl .

3.2.2. Uhlenbeck’s trick and the evolution of the curvature operator. In this subsection we
want to compute the evolution equation of the curvature operator, as it was done for the Ricci
flow by Hamilton in [50]. First of all, we simplify the expression of the reaction term in the evo-
lution equation (3.9) of the Riemann tensor by means of the so called Uhlenbeck’s trick. The trick
is described in Section 1.4 from several points of view.
This method was first used by Hamilton in order to understand the long time behaviour of the
Ricci flow starting from a compact 4–manifold with positive curvature operator. More recently,
in [7], Bohm and Wilking have applied the same strategy to a compact n–dimensional manifold
with positive curvature operator to find cones in the space of algebraic curvature operators (see
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Appendix A) preserved along the Ricci flow and ultimately prove the convergence of the nor-
malized Ricci flow to a metric of (positive) constant curvature.
Along the same lines, in [13] Brendle and Schoen proved the differentiable version of the Rauch–
Berger–Klingenberg 1/4–pinched sphere theorem. The major benefit of this approach is the pow-
erful tool given by the Lie algebra structure of Λ2(TpM), that allows to find new and more
pinched preserved cones from the existing ones (see [7, Sections 2 and 3] and the PhD thesis
of Nguyen [65, 66]).
As a first step, given a solution g(t), t ∈ [0, T ) of the Ricci–Bourguignon flow with initial
metric g0, we recall the family of bundle isometries {ϕ(t)} : (V, g0) → (TM, g(t)) defined by the
Cauchy problem (1.11), that, specialized to the RB–flow, becomes{
∂
∂tϕ(t) = (Ricg(t))
] ◦ ϕ(t)− ρRg(t)ϕ(t) ,
ϕ(0) = IdTM .
(3.16)
Then we consider Pm ∈ Γ((V ∗)4), the pull–back of the Riemann curvature tensor via this fam-
ily and we already know, by Proposition 1.4.7, that Pm has the same symmetry and positivity
properties of Rm; in the following proposition we state the evolution equation of this pull–back
tensor.
PROPOSITION 3.2.3. Let Pm(t) = ϕ(t)∗(Rmg(t)) during the RB–flow (g(t)). Then Pm(t) satisfies
the following evolution equation
∂
∂t
(Pm)abcd = ∆D(Pm)abcd − ρ(ϕ∗(∇2R) 7 g0)abcd (3.17)
+2
(
B(Pm)abcd −B(Pm)abdc +B(Pm)acbd −B(Pm)adbc
)
− 2ρP(Pm)abcd ,
where ∆D is the rough Laplacian associated to the family of pull–back connectionsD(t) (see Lemma 1.4.6),
B is defined in the same way as in equation (3.9) for every (4, 0)–tensor on V and P(t) = Rg(t) is the
double trace with respect to g0 of Pm(t) (see Proposition 1.4.7, point (3)).
REMARK 3.2.4. On the right hand side of equation (3.17) there appears the term ϕ∗(∇2R), i.e.
the pull–back of the Hessian of the scalar curvature, seen as a symmetric 2–form on the tangent
bundle, that cannot be expressed in terms of the connection D(t).
PROOF. Let ζ1, . . . , ζ4 be sections of V ; then combining the evolution equations of the Rie-
mann tensor (3.9) and of the bundle isometry ϕ (3.16) we obtain
∂
∂t






(ζ1, . . . , ζ4) + Rm
(∂ϕ
∂t
(ζ1), ϕ(ζ2), ϕ(ζ3), ϕ(ζ4)
)
+ . . .





(ζ1, . . . , ζ4) + 2ρRϕ
∗(Rm)(ζ1, . . . , ζ4)
−Rm
(
Ric] ◦ ϕ(ζ1), ϕ(ζ2), ϕ(ζ3), ϕ(ζ4)
)
+ . . .
+Rm
((
Ric] ◦ ϕ− ρRϕ
)
(ζ1), ϕ(ζ2), ϕ(ζ3), ϕ(ζ4)
)
+ . . .
= ∆D(Pm)(ζ1, . . . , ζ4)− ρ(ϕ∗(∇2R) 7 g0)(ζ1, . . . , ζ4)
+2B(Pm)(ζ1, . . . , ζ4)− 2ρP Pm(ζ1, . . . , ζ4) ,
where we used several computations done in Section 1.4. For ζ1, . . . , ζ4 belonging to a local frame
we get the desired equation (3.17). 
Let now P ∈ Cb(V ) be the algebraic curvature operator (see Appendix A), defined by ϕ◦P =
R ◦ ϕ. Again, by Proposition 1.4.7 we have that for every p ∈ M and t ∈ [0, T ) the tensor P(p, t)
has the same eigenvalues of the “real” curvature operator R(p, t); in particular P is positive
definite if and only if R is positive definite. Moreover, by the computations carried out in Ap-
pendix A, the reaction term is nicely expressed in terms of P . Therefore, combining the evolution
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P = ∆DP − 2ρϕ∗(∇2trg0(P)) 7 g0 + 2P2 + 2P# − 4ρtrg0(P)P, (3.18)
where trg0(P(t)) = 1/2Rg(t) is half of the scalar curvature of the metric g(t), by Proposition 1.4.7,
point (3) and equation (A.3).
REMARK 3.2.5. As we already said, the small conceptual complication arising from Uhlen-
beck’s trick is widely repaid: first of all the evolution equation (3.18) satisfied by P allows a
simpler use of the maximum principle for tensors as the reaction term is nicer and the metric on
Γ(S2(Λ2V ∗)) is independent from time. On the other hand, the subsets of Γ(S2(Λ2V ∗)) preserved
by this PDE really correspond to curvature conditions preserved by the RB–flow.
3.3. Conditions preserved in any dimension
In this section we use the maximum principle, as stated in various formulations in Section 1.5,
in order to find curvature conditions which are preserved by the Ricci–Bourguignon flow.
We begin by considering the evolution equation of the scalar curvature (3.11), which, under the
usual hypothesis on ρ about short time existence of the RB–flow, behaves exactly like the scalar
curvature evolving by the Ricci flow.
PROPOSITION 3.3.1. Let (M, g(t))t∈[0,T ) be a maximal solution of the RB–flow (3.1). If ρ < 12(n−1) ,
the minimum of the scalar curvature is non decreasing along the flow. In particular if Rg(0) ≥ α for some
α ∈ R, then Rg(t) ≥ α for every t ∈ [0, T ). Moreover if α > 0 then T < n2(1−nρ)α .
PROOF. As |Ric|2 ≥ R2/n, from equation (3.11) we obtain that the scalar curvature satisfies
the following differential inequality:
∂
∂t
R ≥ (1− 2(n− 1)ρ)∆R + 2
n
(1− nρ)R2 .
As ρ < 1/2(n − 1) < 1/n, the second order operator above is a positive multiple of the metric
Laplacian and the 0–order term is strictly positive, then by Hamilton’s trick (see [50], [63, Lemma
2.1.3]) we obtain that the minimum of the scalar curvature is non decreasing along the flow, hence
Rg(t) ≥ α for every t ∈ [0, T ). Moreover, by applying the weak scalar maximum principle 1.5.1





that, for α > 0, gives the estimate on the maximal time of existence. 




R ≥ n− 2
n(n− 1)
R2 ,
at every point of the manifold, which implies that the scalar curvature is pointwise non decreas-
ing and diverges in finite time.
REMARK 3.3.3. By means of the strong maximum principle, it follows that if the initial man-
ifold has non negative scalar curvature then either Rg(t) > 0 for every t or Rg(t) ≡ 0 for every t. If
the latter is the case, by the evolution equation of the scalar curvature (3.11) we get |Ricg(t)| ≡ 0,
therefore either the manifold is Ricci–flat (Ric ≡ 0) or the scalar curvature becomes positive for
every positive time under any RB–flow with ρ ≤ 12(n−1) .
PROPOSITION 3.3.4. Let (M, g(t)), t ∈ (−∞, 0] be a compact ancient solution to the RB–flow (3.1).
If ρ ≤ 12(n−1) , then either Rg(t) > 0 for all t ∈ (−∞, 0], or Ricg(t) ≡ 0 for all t ∈ (−∞, 0].
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PROOF. As g(t) is an ancient solution, for every c > 0 we can define gc(s) = g(s − c), which
is a solution of the RB–flow on [0, c]. As the scalar curvature is bounded on a compact manifold,
we have Rgc(0) ≥ α for some negative constant α, hence, from (3.19),
Rgc(s) ≥
n
n(α)−1 − 2(1− nρ)s
> − n
2(1− nρ)s
on M for every s ∈ (0, c]. Since we only translated time by a constant, we obtain for every
t ∈ (−c, 0] and p ∈M




By taking the limit as c→ +∞, we conclude that Rg(t) ≥ 0 for every t ∈ (−∞, 0] and the previous
remark implies the result. 
The evolution equation (3.9) of the Riemann tensor has some mixed products of type Rm∗Ric
which make difficult to understand the behaviour of the reaction term. As remarked before, if
we perform Uhlenbeck’s trick, the evolution equation (3.17) becomes a little nicer and can still be
useful to understand how the RB–flow affects the geometry.
More precisely, we use the evolution equation (3.18) of the pull–back of the curvature operator
P ∈ Γ(S2(Λ2V ∗)) to prove that the cone of non negative curvature operators is preserved by the
Ricci–Bourguignon flow, that is, the RB–flow preserves non negative sectional curvature in any
dimension.
PROPOSITION 3.3.5. Let ρ < 1/2(n − 1) and (M, g(t))t∈[0,T ) be a solution of the RB–flow (3.1),
such that the initial metric g0 has non negative curvature operator. ThenRg(t) ≥ 0 for every t ∈ [0, T ).
PROOF. We recall the evolution equation (3.18) for P = ϕ−1 ◦ R ◦ ϕ
∂
∂t
P = ∆DP − 2ρϕ∗(∇2trg0(P)) 7 g0 + 2P2 + 2P# − 4ρtrg0(P)P,
where trg0(P(t)) = 1/2Rg(t) is half of the scalar curvature of the metric g(t) (see Appendix A). By
Proposition 1.4.7, it suffices to show that the non negativity of P is preserved by this equation.
We want to apply the vectorial maximum principle 1.5.5, therefore we show that
L(Q) = ∆DQ− 2ρϕ∗(∇2trg0(Q)) 7 g0
is a uniformly strongly elliptic operator on the bundle (S2(Λ2V ∗), g0, D(t)).
As L is a linear second order operator, we compute as usual its principal symbol in the arbitrary
direction ξ. In order to simplify the computations, we choose opportune frames at every point
p ∈ M and time t ∈ [0, T ). Then, let {ei}i=1,...,n be an orthonormal basis of (Vp, (g0)p) such that
ξ = (g0)p(e1, ·). According to Uhlenbeck’s trick (Section 1.4) and the convention on algebraic
curvature operators (Appendix A) we have that {ei ∧ ej}i<j is an orthonormal basis of Λ2Vp,
{fi = ϕ(t)p(ei)}i1,...,n is an orthonormal basis of TpM with respect to (g(t))p and the components
of ϕ(t)p with these choices are ϕai = δ
a
i . Hence, the principal symbol of the operator L written in
these frames is
σξ(LQ)(ij)(kl) = ξ
pξpQ(ij)(kl) − 2ρδai δbjδckδdl trg0(Q)(ξ ⊗ ξ 7 g0)(ab)(cd)
= |ξ|2Q(ij)(kl) − 2ρtrg0(Q)(ξ ⊗ ξ 7 g0)(ij)(kl)
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where we used that |ξ| = 1, i < j and k < l in the last passage. Now it is easy to see that the














where we have ordered the components as follows: first the n− 1 ones of the form (1j)(1j) with
j > 1, then the (n− 1)(n− 2)/2 ones of the form (ij)(ij) with 1 < i < j, and last the N(N − 1)/2
“non diagonal” ones, with N = n(n− 1)/2 and A is the matrix defined in equation (3.6).
By Lemma 3.1.1, the eigenvalues of the symbol are 1 with multiplicity N(N + 1)/2 − 1 and 1 −
2(n− 1)ρ with multiplicity 1, hence, under the hypothesis of short time existence of the RB–flow
ρ < 1/2(n− 1), the operator L is uniformly strongly elliptic.
In the second part of the proof we consider the reaction term F (Q) = 2
(
Q2 +Q# − 2ρtrg0(Q)Q
)
.
Clearly F is continuous, locally Lipschitz and fiber–preserving. Let Ω ⊂ Cb(V ) be the set of
non negative algebraic curvature operators (see again Appendix A), we observe that Ω = {Q :
λN (Qp) ≥ 0}, where N = n(n − 1)/2 and λN is the least eigenvalue of Qp. Hence, Ω is clearly
closed; by Lemma 1.5.7, it is invariant under parallel translation with respect to every connection
D(t) and it is convex, provided that the function Qp 7→ λN (Qp) is concave. We can rewrite
λN (Qp) = inf
{v∈Λ2Vp : |v|g0=1}
g0(Qp(v), v) ;
so it is easy to conclude, by the bilinearity of the metric g0 and the concavity of inf , that the
function defining Ω is actually concave and so its superlevels are convex. In order to finish the
proof, we have to show that the ODE dQ/dt = F (Q) preserves Ω. Now, by standard facts in
convex analysis, we only need to prove that
Fp(Qp) ∈ TQpΩp for every p ∈M such that Qp ∈ ∂Ωp ,
where ∂Ωp = {Qp ∈ Ωp : ∃ v ∈ Λ2Vp such that Qp(v, v) = 0} and the tangent cone is
TQpΩp = {Sp ∈ S2(Λ2V ∗p ) : Sp(v, v) ≥ 0 for every v ∈ Λ2Vp such that Qp(v, v) = 0} .
Let v ∈ Λ2Vp and {θα} be respectively a null eigenvector of Qp and an orthonormal basis of Λ2Vp
that diagonalizes Qp. Clearly,
v = vαθα , (Qp)αβ = λαδαβ ,




















this completes the proof. 
As in the Ricci flow, there can be other preserved cones in the space of algebraic curvature
operators (see [76] for a detailed survey of the subject) and this can be a future line of research
to understand the long time behaviour of the RB–flow. At the same time, the evolution equa-
tion (3.10) for the Ricci tensor has the same reaction term as in the Ricci flow, therefore it contains
some mixed products of type Rm ∗Ric and it cannot be treated in any dimension without further
hypotheses, while in dimension three it keeps the good features well known for the Ricci flow.
The 3–dimensional case, in particular when the Ricci tensor of the initial metric is positive, will
be addressed in the next chapter.
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3.4. Curvature estimates and long time existence
In this section we prove that a compact solution of the RB–flow existing up to a finite maximal
time T must have unbounded Riemann tensor when t→ T (Theorem 3.4.4).
First of all we observe that, similarly to the Ricci flow, the RB–flow enjoys the property that, given
a uniform bound on the norm of the Riemann tensor onM×[0, T ), one has a priori estimates on the
covariant derivatives of the Riemann tensor for any time t > 0. However, unlike the Ricci flow,
the pointwise norm of the Riemann tensor does not satisfy a heat type equation (see computation
below), which makes pointwise estimates on |∇kRm| difficult, so we have to look for integral
bounds. Nonetheless, we are able to prove the following Bando–Bernstein–Shi type estimates.




|Rm(x, t)| ≤ K ,







In order to prove the above estimate we work out the evolution equations of the integrals of
the squared norm of the covariant derivatives of the Riemann tensor and of the scalar curvature.






|∇kRm|2 dµg = −2
∫
M























∇jRm ∗ ∇lRm ∗ ∇kRm dµg .
PROOF. Starting from the evolution equations of the scalar curvature (3.11) and the Riemann






R = 2(1− 2(n− 1)ρ)R∆R + 4R(|Ric|2 − ρR2)
= (1− 2(n− 1)ρ)∆(R2)− 2(1− 2(n− 1)ρ)|∇R|2 + Rm ∗ Rm ∗ Rm ,
∂
∂t
|Rm|2 = 2〈Rm, ∂
∂t
Rm〉+ Rm ∗ Rm ∗ Rm
= 2〈Rm,∆Rm〉 − 2ρ〈∇2R 7 g,Rm〉+ Rm ∗ Rm ∗ Rm
= ∆|Rm|2 − 2|∇Rm|2 − 8ρ〈∇2R,Ric〉+ Rm ∗ Rm ∗ Rm ,
where the last term contains both the 0–th order term in the evolution of Rm and the term coming
from the time derivative of the metric. It follows, by the divergence theorem and integration by

















|Rm|2 dµg = −2
∫
M

















Rm ∗ Rm ∗ Rm dµg ,
where in the last equation we used the contracted Bianchi identity 2δRic = ∇R.
To prove the general evolution equations, we use several times the following commutation for-




T = ∇Rm ∗ T , [∆,∇]T = Rm ∗ ∇T +∇Rm ∗ T , [∇i,∇j ]T = Rm ∗ T ,
where we denote with [ , ] the commutator between two differential operators, i.e. [L,L′](T ) =
L(L′(T ))− L′(L(T )).
We write in detail only the computation for the Riemann tensor and, at each step, we collect every
possible term in the expression
∑


















∇jRm ∗ ∇lRm ∗ ∇kRm




∇jRm ∗ ∇lRm ∗ ∇kRm




∇jRm ∗ ∇lRm ∗ ∇kRm




∇jRm ∗ ∇lRm ∗ ∇kRm .
To simplify the integral evolution we use again the commutation formulas, the divergence theo-







































∇jRm ∗ ∇lRm ∗ ∇kRm dµg .

PROOF OF THEOREM 3.4.1. We follow [29, Chapter 7] and prove the theorem by induction
on k ∈ N. In the previous lemma we computed the (integral) evolution equation (3.20) of the k–th
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covariant derivative of the Riemann tensor. Since the (k+ 1)–th covariant derivative of the scalar










Now, we set f1(t) = A0 + βtA1, where β > 0 is a constant to be determined later. By a straight-
forward computation, we have






















































Rm ∗ Rm ∗ Rm dµg + βt
∫
M
Rm ∗ ∇Rm ∗ ∇Rm dµg .
Now, we observe that in the first row of the last equation there are two non positive quantities,








If we set β = min
{






Rm ∗ Rm ∗ Rm dµg ≤ c2(ρ, n,K)‖Rm‖22 .
Finally, since f1(0) = A0 ≤ c3(ρ, n)‖Rm‖22, by integrating the previous inequality, we get
‖∇Rm‖22 ≤ A1 ≤
1
βt
(f1(0) + c2(ρ, n,K)t‖Rm‖22) ≤
C(ρ, n,K, T )
t
‖Rm‖22 ,
which is what we wanted to prove for k = 1.
More generally, we want to control all the derivatives of the curvature, hence we assume that





















For the first k − 1 terms in equation (3.22), we observe that












∇jRm ∗ ∇lRm ∗ ∇iRm dµg .
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Provided that β = min{2, (1−2(n−1)ρ)}, we only need to estimate the last term. By Lemma 1.6.7
































where we point out the dependence of the constant only from the index i.











































∇jRm ∗ ∇lRm ∗ ∇k−1Rm dµg
≤
(











where in the first inequality we used again equation (3.23) for i = k and separate the norm of
the k–th covariant derivative from the others, in the second one we used again the inductive
hypothesis.
Then we set β = min
{
2, (1− 2(n− 1)ρ), 2kc1(k)KT+k
}
and the first term in the previous inequality
is non positive.
By means of the previous computations, we can estimate the right hand side of equation (3.22)
and we finally obtain

















= c4(ρ, n, k,K, T )‖Rm‖22 .
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fk(0) + tc4(ρ, n, k,K, T )‖Rm‖22
)
≤ C(ρ, n, k,K, T )
tk
‖Rm‖22 ,
which completes the inductive step. The result follows by induction. 
REMARK 3.4.3. In [18], there is a proof of this theorem without recurring to induction, by
using interpolation inequalities more similar to the ones proven by Hamilton in [49].
3.4.1. Long time existence.
In this subsection we use the global estimates of Theorem 3.4.1 to prove a result on long time
behaviour of solutions of the Ricci–Bourguignon flow. While the proof follows exactly the one
of Hamilton in [49, Theorem 14.1] for the Ricci flow, we are not able to show that the maximum
of the L∞–norm of the Riemann tensor goes to infinity for any sequence of times ti → T . This
because, as already remarked, the squared norm of the Riemann tensor does not satisfy a heat
equation, therefore we cannot control it pointwise in time, as in the so called “doubling time
estimate” (see [29, Lemma 7.4 and Corollary 7.5], [30, Remark 6.4]). For the same reason, we are
not able to give a lower bound on the maximal time T based on curvature of the initial metric g0
(see [29, Corollary 7.7]).
THEOREM 3.4.4. Assume ρ < 11−2(n−1)ρ . If g(t) is a compact solution of the RB–flow on a maximal





|Rmg(t)| = +∞ .
PROOF. First of all we observe that, if the Riemann tensor is uniformly bounded as t→ T and
T < +∞, then also its L2–norm is uniformly bounded, since from the previous computations,




satisfies A′0 ≤ CA0.
Then, by Theorem 3.4.1, we get, for any j ∈ N
‖∇jRm‖22 ≤ Cj .
By using the interpolation inequalities in Proposition 1.6.1, with p = ∞ and q = 2, we immedi-




for all j ∈ N and k ≥ j. Therefore, by interpolation, the same result holds for a generic esponent
r, with the constant that depends on j and r.
Now, let Ej := |∇jRm|2. Then, for all r < +∞we have∫
M
(
|Ej |r + |∇Ej |r
)
dµg ≤ C ′j,r .
Thus, by Sobolev inequality, if r > j, one has
max
M




|Ej |r + |∇Ej |r
)
dµg .
Notice that the constant Ct depends on the metric g(t) (in coordinates), but it does not depend
on the derivatives of gij(t). Moreover, by [49, Lemma 14.2] it follows that the metrics are all
equivalent. Hence, the constant Ct is uniformly bounded as t → T and, from the previous
estimates, if |Rm| ≤ C on M × [0, T )], for every j ∈ N we obtain that
max
M
|∇jRm| ≤ Cj ,
where the constant Cj depends only on the initial metric g0 (in coordinates) and on the constant
C. Arguing now as in [49, Section 14], it follows that the metrics g(t) converge to some limit
3.5. SOLITONS 45
metric g(T ) in the C∞ topology (with all their time/space standard partial derivatives, once
written in local coordinates), hence, we can restart the flow with this initial metric g(T ), obtaining
a smooth flow in some larger time interval [0, T + δ), in contradiction with the fact that T was the
maximal time of smooth existence. This completes the proof of Theorem 3.4.4. 
3.5. Solitons
In this section we focus on self–similar solutions of the Ricci–Bourguignon flow. More pre-
cisely we state some results about gradient ρ–Einstein solitons, which arise as a natural modifi-
cation of gradient solitons of the Ricci flow.
DEFINITION 3.5.1. A gradient ρ–Einstein soliton is a Riemannian manifold (M, g), n ≥ 3, en-
dowed with a smooth function f : M → R, such that the metric g satisfies the equation
Ric +∇2f = ρR g + λg , (3.24)
for some constants ρ, λ ∈ R, ρ 6= 0. The soliton is called trivial whenever ∇f is parallel. We say
that the ρ–Einstein soliton is steady for λ = 0, shrinking for λ > 0 and expanding for λ < 0. The
function f is called a ρ–Einstein potential of the gradient ρ–Einstein soliton.
REMARK 3.5.2. We point out that a trivial ρ–Einstein gradient soliton is an Einstein manifold
by Schur Lemma, that is, the metric g satisfies the Einstein equation Ricg = µ g, with µ = λ1−nρ
when ρ 6= 1/n, or µ = 0 when ρ = 1/n (in this case it must be λ = 0).
The study of these objects can be carried out on its own, from a static point of view, starting
from the geometric and analytic properties determined by equation (3.24) (see [37] for the Ricci
flow case). This has been done by Catino and Mazzieri in [21] and their results motivated at
first our systematic approach to the Ricci–Bourguignon flow, started in this thesis. In some cases,
the authors extended properties already known for (gradient) Ricci solitons (ρ = 0) to other val-
ues of the parameter ρ, as in Theorem 3.5.8 below. Moreover, by proving an extra property for
ρ–Einstein solitons not generally shared by the Ricci solitons, namely the rectifiability (see Theo-
rem 3.5.6 and Remark 3.5.7 below), Catino and Mazzieri showed that their geometric structure is
even more rigid, see Theorem 3.5.12.
All the results of this section may be found in [21] and [22].
First of all, it is easy to show that gradient ρ–Einstein solitons give rise to solutions to the
RB–flow (3.1).
THEOREM 3.5.3 ([22]). Let (M, g0) be a complete gradient ρ–Einstein soliton with ρ–Einstein po-
tential f0 and Einstein constant λ. Then, for every t such that τ(t) := −2λt+1 > 0, the family of metrics
g(t), given by
g(t) = τ(t)φ∗t g0 , (3.25)








PROOF. We set τ(t) = −2λt + 1. As ∇g0f0 is a complete vector-field, there exists a 1–
parameter family of diffeomorphisms φt : M → M generated by the time dependent family of
vector fields X(t, · ) := 1τ(t) (∇
g0f0)(φt(· )), for every t such that τ(t) > 0. We also set ft = f0 ◦ φt
and g(t) = τ(t)φ∗t g0. We compute
∂
∂t






By Lemma 1.3.3, we have ∂∂t (φ
∗
t go) = L(φ−1t )∗X(t)
(φ∗t g0). Using the fact that (φ
−1
t )∗(∇g0f0) =
∇φ∗t g0(φ∗t f0) = ∇g(t)ft, we obtain
∂
∂t







Having this at hand, we compute




























and we observe that R(τ(t)−1g(t)) = τ(t) Rg(t). In other words, we have obtained
∂
∂t
g(t) = −2 ( Ricg(t) − ρRg(t) g(t) ) ,
and the proof is complete. 
Concerning the regularity of these structures we have the following result.
THEOREM 3.5.4 ([22]). A gradient ρ–Einstein soliton is real analytic, provided ρ 6= 1/n.
Now we recall some useful definitions to describe the geometric structure of ρ–Einstein soli-
tons.
DEFINITION 3.5.5. We say that a smooth function f : M → R is rectifiable in an open set
U ⊂M if and only if |∇f|U | is constant along every regular connected component of the level sets
of f|U . In particular, it can be seen that f|U only depends on the signed distance r to the regular
connected component of some of its level sets. If U = M , we simply say that f is rectifiable.
Consequently, a gradient soliton is called rectifiable if and only if it admits a rectifiable potential
function.
The rectifiability turns out to be one of the main properties of the ρ–Einstein solitons, as we
state in the following theorem.
THEOREM 3.5.6 ([21]). Every gradient ρ–Einstein soliton is rectifiable (for ρ 6= 0).
Using the previous theorem, Catino and Mazzieri proved that, locally, the solitons can be
foliated by hypersurfaces with constant mean curvature and constant induced scalar curvature,
about a regular connected component of a level set of the potential f .
REMARK 3.5.7. It is worth noticing that Theorem 3.5.6 fails to be true in the case of gradient
Ricci solitons. In fact, even though all of the easiest non trivial examples – such as the Gaussian
soliton and the round cylinder in the shrinking case, or the Hamilton’s cigar (also known in the
physics literature as Witten’s black hole) and the Bryant soliton in the steady case – are rectifiable,
it is easy to check, for instance, that the Riemannian product of two rectifiable steady gradient
Ricci solitons gives rise to a new steady soliton, which is generically not rectifiable.
Moreover, Catino and Mazzieri, using the elliptic maximum principle and some identities
derived from the soliton equation (3.24), proved some classification results. First of all, in the
compact case there is the following:
THEOREM 3.5.8 ([21]). Let (M, g), n ≥ 3, be compact gradient ρ–Einstein soliton. Then, the follow-
ing cases occur.
(i) If ρ ≤ 1/2(n− 1), then either λ > 0 and R > 0 or the soliton is trivial.
(i-bis) If ρ = 1/2(n− 1), then the soliton is trivial.
(ii) If 1/2(n− 1) < ρ < 1/n, then either λ < 0 and R < 0 or the soliton is trivial.
(iii) If ρ ≥ 1/n, the soliton is trivial.
In particular, for solitons corresponding to these special values of ρ, we get
COROLLARY 3.5.9. Every compact gradient Einstein, Schouten or traceless Ricci soliton is trivial.
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We observe that the same statement as in case (i) of Theorem 3.5.8 was already known for
Ricci solitons, which formally correspond to ρ = 0 (see [58, 55] or [25, Proposition 1.13]): every
compact gradient Ricci soliton, if steady or expanding must be trivial, otherwise it must have
positive scalar curvature.
In the general (also non compact) case the following results were proved. Here the rectifiability
of the solitons plays a key role.
THEOREM 3.5.10 ([21]). Let (M, g) be a complete n–dimensional, n ≥ 4, locally conformally flat
gradient ρ–Einstein soliton with ρ < 0 and λ ≤ 0 or ρ ≥ 1/2 and λ ≥ 0. If (M, g) has positive sectional
curvature, then it is rotationally symmetric.
The same theorem also holds in the three–dimensional case, in which the Weyl part is always
zero.
THEOREM 3.5.11 ([21]). Let (M, g) be a three–dimensional gradient ρ–Einstein soliton with ρ < 0
and λ ≤ 0 or ρ ≥ 1/2 and λ ≥ 0. If (M, g) has positive sectional curvature, then it is rotationally
symmetric.
We say that a Riemannian manifold is rigid if, for some k ∈ {0, . . . , (n − 1)}, its universal
cover, endowed with the lifted metric and the lifted potential function, is isometric to the Rie-
mannian product Nk × Rn−k, where Nk is a k–dimensional Einstein manifold and f = λ2 |x|
2
on the Euclidean factor. We also recall that g has non negative radial sectional curvature if
Rm(E,∇f,E,∇f) ≥ 0 for every vector field E. The following theorem is the analogous of a
result by Petersen and Wylie [72] for the Ricci solitons, without the rectifiability assumpion, as
this is always fulfilled, by Theorem 3.5.6.
THEOREM 3.5.12 ([22]). Let (M, g) be a complete, non compact, gradient shrinking ρ–Einstein soli-
ton with 0 < ρ ≤ 1/2(n − 1). If g has bounded curvature, non negative radial sectional curvature, and
non negative Ricci curvature, then (M, g) is rigid.
In particular, every complete, non compact, gradient shrinking ρ–Einstein soliton with 0 <
ρ ≤ 1/2(n− 1) and non negative sectional curvature is rigid.
Among all the ρ–Einstein solitons, a class of particular interest is given by gradient Schouten
solitons, namely Riemannian manifolds satisfying
Ric +∇2f = R
2(n− 1)
g + λ g ,
for some smooth function f and some constant λ ∈ R. In the steady case, we can prove the fol-
lowing triviality result, which holds true in every dimension without any curvature assumption.
THEOREM 3.5.13 ([21]). Every complete gradient steady Schouten soliton is trivial, hence Ricci–flat.
In particular, every complete three–dimensional gradient steady Schouten soliton is isomet-
ric to a quotient of R3. In analogy with Perelman’s classification of three-dimensional gradient
shrinking Ricci solitons [69], subsequently proved without any curvature assumption in [15], we
have the following theorem.
THEOREM 3.5.14 ([21]). Let (M, g) be a complete three–dimensional gradient shrinking Schouten
soliton. Then, it is isometric to a finite quotient of either S3, or R3 or R× S2.
CHAPTER 4
The Ricci–Bourguignon flow in dimension three
In [49] Hamilton introduced the Ricci flow in an attempt to prove the Poincaré conjecture,
therefore, after having established the basic facts about the Ricci flow in any dimension, he turned
his attention to the 3–dimensional case. Also in the case of the Ricci–Bourguignon flow it is
natural to specialize our analysis to compact 3–manifolds for several reasons.
First of all, dimension three is the first significant case, as the RB–flow on surfaces is just a positive
multiple of the Ricci flow for ρ < 1/2, hence the two flows behave the same way. Indeed, for
every solution (in any dimension) of the Ricci flow and of the RB–flow, one can define a unique
solution of the corresponding volume–normalized flow, which differs from the original one only
by a time–dependent rescaling. In dimension two, the normalized flows both exist for all positive
time and converge to a constant curvature metric conformal to the initial one (see [51]).
Moreover, in dimension three, the evolution equation of the Ricci tensor becomes treatable and
useful to understand the behaviour of the RB–flow by means of the maximum principle, as we
are going to see in Section 4.1. Finally, as we already said, our initial interest on the RB–flow came
by the study of its gradient solitons carried out by Catino and Mazzieri in [21] and in the special
3–dimensional case, the rectifiability property (see Section 3.5) has strong consequences, which
we review in Section 4.2.
In Section 4.3 we consider the case of a Ricci positive initial metric evolving by the RB–flow and
we prove in Proposition 4.3.1 that, as the Ricci flow, the greater the scalar curvature becomes,
the more pinched the sectional curvatures are. By Hamilton’s Theorem [49, Theorem 1.1], we
already know that a compact simply connected 3–manifold endowed with a Ricci positive metric
is diffeomorphic to a sphere, because the normalized Ricci flow converges to a positive constant
sectional curvature metric. Here, we try to prove that also the Ricci–Bourguignon, after parabolic
rescaling, converges to a round metric. At the moment, we are able to prove this statement only
assuming an extra hypothesis (see condition (4.8) in Theorem 4.3.3), since the integral estimate for
the gradient of the scalar curvature proven in Section 4.3.1 is not sufficient to carry out Hamilton’s
argument. However, we hope that future results on Perelman–type functionals (see Section 5.2.1)
could give an alternative way to prove such convergence by means of a blow–up procedure.
All the results proven in the previous chapter clearly remain true in dimension three. We
summarize them in the following proposition.
PROPOSITION 4.0.15. Let ρ < 14 and (M, g0) be a 3–dimensional compact Riemannian manifold.
Then:
- there exists a unique smooth solution of the Ricci–Bourguignon flow (3.1) with initial metric g0
in a maximal time interval [0, T ).
- The minimum of the scalar curvature is non decreasing during the flow. Moreover, if min Rg0 ≥
α > 0, then the maximal time of existence of the flow is finite and satisfies T < 32(1−3ρ)α .
- If the initial metric g0 has non negative sectional curvature, the same holds for g(t), for every
t ∈ [0, T ).
- If |Ricg(t)| ≤ K on M × [0, T ), then for every k ∈ N there exists a constant C(ρ, k,K, T ) such
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|Ricg(t)| = +∞ .
4.1. Conditions preserved in dimension three
In general dimension it is very hard to find curvature conditions preserved by the flow, be-
sides the non negativity of the scalar curvature and of the curvature operator (see Section 3.3) and
this is due principally to the involved structure of the reaction term; for instance in the evolution
equation (3.10) satisfied by the Ricci tensor, the reaction term involves the full curvature tensor.
However, if we restrict our attention to the 3–dimensional case, the Weyl part of the Riemann
tensor vanishes and all the geometric informations are encoded in the Ricci tensor.
With a straightforward computation, by plugging in the decomposition of the Riemann tensor in
dimension three,
Rijkl = (Ric 7 g)ijkl −
R
4
(g 7 g)ijkl ,
we can rewrite the general evolution equation for the Ricci tensor (3.10) in the following way
∂
∂t
Ric = ∆Ric− ρ(∇2R + ∆Rg) (4.1)
− 6Ric2 + 3RRic + (2|Ric|2 − R2)g .
REMARK 4.1.1. As we can easily see from the evolution equation (3.10) in any dimension
for the Ricci tensor, the reaction term is the same of the corresponding evolution equation dur-
ing the Ricci flow (see [49, Corollary 7.3]). Therefore, it should not be surprising that the same
curvature conditions are preserved in dimension three, provided that the second order operator
in equation (4.1) stays uniformly strongly elliptic and this is exactly the content of the following
proposition (see [49, Section 9] for the Ricci flow).
PROPOSITION 4.1.2. Let (M, g(t))t∈[0,T ) be a solution of the RB–flow (3.1) on a compact 3–manifold.
Then, if ρ < 1/4,
(i) non negative Ricci curvature is preserved along the flow;
(ii) non negative sectional curvature is preserved along the flow;
(iii) the pinching inequality Ric ≥ εRg is preserved along the flow for any ε ≤ 1/3.
PROOF. In the original spirit of Hamilton’s work on three manifold, we want to apply Theo-
rem 1.5.3, hence we express the curvature conditions as the non negativity of suitable symmetric
2–tensors.
(i) First we have to show that L(Ric) = ∆Ric − ρ(∇2R + ∆Rg) is strongly uniformly elliptic on
S2(TM∗), then we compute its symbol. Let ξ be a generic unit covector in p ∈M and {ξ#, e2, e3}
an orthonormal basis in p at time t. The symbol has the following form
σξ(L(Ric))ik = Rik − ρR(δi1δk1 + δik) =

1− 2ρ −2ρ −2ρ
−ρ 1− ρ −ρ












Hence, the eigenvalues are 1 with multiplicity 5 and 1 − 4ρ with multiplicity 1, which are all
positive in the hypothesis of the proposition.
Then, we have to control the reaction term F (Ric), which is clearly a polynomial in Ric. There-
fore, let v be a unit null–eigenvector of Ricp; let λ, µ ≥ 0 be the other eigenvalues and {v, e2, e3}
an orthonormal basis which diagonalizes Ricp. Hence,
Fp(Ricp)(v, v) = − 6Ric2p(v, v) + 3RpRicp(v, v) + 2|Ricp|2|v|2 − (Rp)2|v|2
= 2(λ2 + µ2)− (λ+ µ)2 = (λ− µ)2 ≥ 0 ,
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as the norms of Ricp and v are taken with respect to gp and v is a null eigenvector of Ric2p too.
(ii) Even if this condition is preserved in any dimension (Proposition 3.3.5), we give here a proof
peculiar of the 3–dimensional case. It is easy to see that, if the sectional curvatures are k1 =
K(e2, e3), k2 = K(e1, e3) and k3 = K(e1, e2) with respect to an orthonormal basis of TpM then the
tensor Sec = 12Rg−Ric is diagonalized by the same basis {ei}with eigenvalues respectively {ki}.
Then we have to look at the evolution equation satisfied by Sec in order to control the sectional
curvatures.
Therefore, since we have S = tr(Sec) = R/2 and Ric = Sg − Sec, we compute
∂
∂t












= −∆Ric + ρ(∇2R + ∆Rg) + 1
2
(1− 4ρ)∆Rg
+ 6Ric2 − 3RRic− (2|Ric|2 − R2)g + (|Ric|2 − ρR2)g − R(Ric− ρRg)
= ∆Sec + 2ρ(∇2S−∆Sg)
6Sec2 − 4SSec + (S2 − |Sec|2)g .
As usual, we compute the symbol of the second order operator in the direction ξ ∈ TpM∗ with
respect to an orthonormal basis {ξ#, e2, e3}
σξ(L(Sec))ik = Sik + 2ρS(δi1δk1 − δik) =

1 0 0
−2ρ 1− 2ρ −2ρ












Again, the eigenvalues are 1 with multiplicity 5 and 1− 4ρ with multiplicity 1, then the operator
is uniformly strongly elliptic. For the reaction term, if Secp ∈ S2(TpM∗) is diagonalized by the
orthonormal basis {v, e2, e3} with respect to the metric gp with eigenvalues respectively 0, λ, µ ≥
0, we have
Fp(Secp)(v, v) = 6Sec
2
p(v, v)− 4SpSecp(v, v) + S2p|v|2 − |Secp|2|v|2
= (λ+ µ)2 − (λ2 + µ2) = 2λµ ≥ 0 .
Then the non negativity of Sec is preserved by the RB–flow, that is if g(0) has non negative sec-
tional curvatures, so has g(t) as long as it exists.
(iii) In this last case we have to control if the non negativity of Pin = Ric−εRg is preserved along
the RB–flow.
First of all we observe that, for ε = 1/3, the condition Pin(0) ≥ 0 implies that the Ricci tensor
of the initial metric is pointwise a multiple of the metric itself, hence g(0) is an Einstein met-
ric by Schur Lemma, that is, Ric(0) = λg(0) for some constant λ ∈ R. It is clear now that
g(t) = (1−2(1−3ρ)λt)g(0) satisfies the flow equation (3.1) and so it is the unique maximal solution
with initial data g(0). Then g(t) is Einstein and Pin(t) = Ric(t)− 1/3R(t)g(t) = λg(0)−λg(0) = 0
for every t such that the solution exists, that is the condition is preserved.
For ε > 1/3 the tensor Pin has always at least one negative eigenvalue.
4.1. CONDITIONS PRESERVED IN DIMENSION THREE 51
















= ∆Ric− ρ(∇2R + ∆Rg)− ε(1− 4ρ)∆Rg












2(1− ε)|Pin|2 − 2ε





Also in this case, we compute the symbol of the second order operator in the direction ξ ∈ TpM∗
with respect to an orthonormal basis {ξ#, e2, e3}
σξ(L(Pin))ik = Pik −
ρ
1− 3ε












where A is the matrix
A =

















Even if the computation is a bit more complicated, A has the usual structure and its eigenvalues
are again 1 with multiplicity 2 and 1−4ρwith multiplicity 1, so the operator is uniformly strongly
elliptic.
Finally, for the reaction term, if Pinp ∈ S2(TpM∗) is diagonalized by the orthonormal basis
{v, e2, e3}with eigenvalues respectively 0, λ, µ ≥ 0, we can estimate |Pinp|2 ≥ 12 (Pp)
2 then
Fp(Pinp)(v, v) = − 6Pin2p(v, v) +
3− 10ε
1− 3ε
PpPinp(v, v) + 2(1− ε)|Pinp|2|v|2 −












P2p ≥ 0 ,
and this concludes the proof. 
We can use the evolution equation (3.18) of the pull–back of the curvature operator, obtained
by means of Uhlenbeck’s trick in Section 3.2.2, to obtain more refined conditions preserved, since,
in dimension 3, we can rewrite the tensorial ODE associated to the evolution of P as a system of
ODEs in the eigenvalues of P that, by Proposition 1.4.7, are nothing but the sectional curvatures
of R. This point of view has been introduced for the Ricci flow by Hamilton in [56] and can be
easily generalized to the Ricci–Bourguignon flow as follows.
LEMMA 4.1.3. If n = 3, then Pp has 3 eigenvalues λ, µ, ν and the ODE fiberwise associated to
equation (3.18) can be written as the following system
dλ
dt = 2λ
2 + 2µν − 4ρλ(λ+ µ+ ν) ,
dµ
dt = 2µ
2 + 2λν − 4ρµ(λ+ µ+ ν) ,
dν
dt = 2ν
2 + 2λµ− 4ρν(λ+ µ+ ν) .
(4.2)
In particular, if we assume λ(0) ≥ µ(0) ≥ ν(0), then λ(t) ≥ µ(t) ≥ ν(t) as long as the solution of the
system exists.
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PROOF. We can pointwise identify Vp endowed of an orthonormal frame to R3 with the stan-
dard basis. Then Λ2Vp ' so(3) with the standard structure constants and if an algebraic operator
Qp is diagonal, both Q2p and Q]p are diagonal with respect to the same basis (for the detailed com-
putation of this fact, see [29, Chapter 6.4]). Hence the ODE ddtQp = Fp(Qp), fiberwise associated
to (3.18) preserves the eigenvalues of Qp, that is, if Qp(0) is diagonal with respect to an orthonor-
mal basis, Qp(t) stays diagonal with respect to the same basis and the ODE can be rewritten as
the system (4.2) in its eigenvalues.
To prove the last statement, it is sufficient to observe that
d
dt
(λ− µ) = 2(λ− µ)
(





(µ− ν) = 2(µ− ν)
(




REMARK 4.1.4. We already proved that the differential operator in the evolution equation of
P is elliptic if ρ < 1/2(n− 1), that is, ρ < 1/4 in dimension 3. Therefore any geometric condition
expressed in terms of the eigenvalues is preserved along the RB–flow if the cone identified by
the condition is closed, convex and preserved by the system (4.2). By using this method, we can
reprove Proposition 3.3.1 and Proposition 4.1.2
(0) If Rg0 ≥ 0, then Rg(t) ≥ 0.
By Proposition 1.4.7 (Rg(t))p = 2trg0Pp(t) = 2(λ+ µ+ ν)(t). The cone
Kp = {Qp : (λ+ µ+ ν)(Qp) ≥ 0}





2 + µ2 + ν2 + λµ+ λν + µν)− 4ρtr(Qp)2
= (λ+ µ)2 + (λ+ ν)2 + (µ+ ν)2 − 4ρtr(Qp)2
≥ 1
3























(i) If Ricg0 ≥ 0, then Ricg(t) ≥ 0.
The eigenvalues of Ric are the pairwise sums of the sectional curvatures, hence the condition is
identified by the cone
Kp = {Qp : (µ+ ν)(Qp) ≥ 0} .
The closedness is obvious; in order to see that Kp is convex, we observe that the greatest eigen-
value can be characterized by λ(Qp) = max{Qp(v, v) : v ∈ Vp such that |v|h = 1}, hence it is
convex. Then the function Qp 7→ µ(Qp) + ν(Qp) = tr(Qp) − λ(Qp) is concave and this implies
that its superlevels are convex. By system (4.2), we obtain
d
dt
(µ+ ν) = 2µ2 + 2ν2 + 2λ(µ+ ν)− 4ρ(µ+ ν)tr(Qp) .
We observe that µ ≡ 0 ≡ ν is a stationary solution. Otherwise, whenever µ(t0) + ν(t0) = 0 with
µ(t0) 6= 0 6= µ(t0), ddt (µ+ ν)(t0) = 2(µ
2 + ν2)(t0) > 0, then Kp is preserved.
(ii) If Secg0 ≥ 0, then Secg(t) ≥ 0.
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This condition is the non negativity of P , identified by the cone Kp = {Qp : ν(Qp) ≥ 0}, which is
convex being a superlevel of a concave function. We suppose that ν(t0) = 0, then
d
dt
ν(t0) = 2λ(t0)µ(t0) ≥ 0
because the order between the eigenvalues is preserved and therefore λ(t0) ≥ µ(t0) ≥ 0.
(iii) For every ε ∈ (0, 1/3], if Ricg0 − εRg0g0 ≥ 0, then Ricg(t) − εRg(t)g(t) ≥ 0.
Translating in terms of eigenvalues of P , the condition means µ(Qp) + ν(Qp)− 2εtr(Qp) ≥ 0, that
is λ(Qp) ≤ 1−2ε2ε (µ(Qp) + ν(Qp)), which determines the following cone





where C(ε) ∈ [1/2,+∞). The defining function is the sum of two convex function, hence its
sublevels are convex. Now, for C = 1/2, that corresponds to ε = 1/3, we have λ(0) = µ(0) = ν(0)
at each point of M , that is the initial metric g0 has constant sectional curvature and this condition
is preserved along the flow.
For C > 1/2, we suppose λ(t0) = C(µ(t0) + ν(t0)), then
d
dt
(λ− C(µ+ ν))(t0) = 2
[






2 + µ(t0)ν(t0)− C(µ(t0)2 + ν(t0)2)− C2(µ(t0) + ν(t0))2
]
≤ (1− 2C)(µ(t0)2 + ν(t0)2) ≤ 0 .
In Section 4.3, we will use the system (4.2) to prove that the pinching inequality is not only
preserved by the Ricci–Bourguignon flow, but improves, in the sense that, the larger the scalar
curvature gets, the smaller the traceless Ricci tensor becomes, as it happens also for the Ricci flow
(see [49, Theorem 10.1]).
4.1.1. Hamilton-Ivey estimate. A remarkable property of the 3–dimensional Ricci flow is
the pinching estimate, independently proved by Hamilton in [55] and Ivey in [58], which says
that positive sectional curvature “dominates” negative sectional curvature.
We generalize this pinching estimate and some consequences for positive values of the parameter
ρ. In the same notation used before, let λ ≥ µ ≥ ν be the ordered eigenvalues of the curvature
operator.
THEOREM 4.1.5 (Hamilton-Ivey Estimate). Let (M, g(t)) be a solution of the Ricci–Bourguignon
on a compact 3–manifold such that the initial metric satisfies the normalizing assumption minp∈M νp(0) ≥
−1. If ρ ∈ [0, 1/6]), then at any point (p, t) where νp(t) < 0 the scalar curvature satisfies
R ≥ |ν|
(
log(|ν|) + log(1 + 2(1− 6ρ)t)− 3
)
. (4.3)
PROOF. We want to apply the maximum principle for time–dependent sets (Theorem 1.5.6),
hence we need to express condition (4.3) in terms of a family of closed, convex, invariant subsets
of S2(Λ2V ∗), where (V, h(t), D(t)) is the usual bundle isomorphic to the tangent bundle defined
via Uhlenbeck’s Trick (Section 1.4). Following [29, Theorem 9.4], we consider the time–dependent






1 + 2(1− 6ρ)t
and if ν(Qp) ≤ −
1








By Lemma 1.5.7, we altready know that, for any t ∈ [0, T ), K(t) defines an invariant subset of
S2(Λ2V ∗). Since, for ρ ∈ [0, 1/6)], K(t) depends continuously on time, the space–time track of
K(t) is closed in S2(Λ2V ∗).
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Now we show that Kp(t) is convex for every p ∈ M and t ∈ [0, T ). Following [29, Lemma 9.5],
we consider the map
Φ : S2(Λ2V ∗p )→ R2 , Φ(Qp) = (|ν(Qp)|, tr(Qp))
Clearly, we have that Qp ∈ Kp(t) if and only if Φ(Qp) ∈ A(t), where
A(t) =

(x, y) ∈ R2 :
y ≥ − 3
1 + 2(1− 6ρ)t
; y ≥ −3x ;
if x ≥ 1




log x+ log(1 + 2(1− 6ρ)t)− 3
)

is a convex subset of R2. Then, in order to show that Kp(t) is convex is sufficient to show that the
segment between any two algebraic operators in Kp(t) is sent by the map Φ into A(t).
Therefore let Qp, Q′p ∈ Kp(t), s ∈ [0, 1] and Qp(s) = sQp + (1 − s)Q′p. About the first defining
condition for A(t), the trace is a linear functional, hence it is obviously fullfilled by Qp(s), while
the second condition is satisfied by any algebraic operator.
The third condition is a bit tricky. If ν(Qp), ν(Q′p) > − 11+(1−6ρ)t then the condition is empty for
every point of the segment because ν is a concave function. By continuity we can assume, without
loss of generality, that ν(Qp(s)) ≤ − 11+(1−6ρ)t , for every s ∈ [0, 1], hence x(Qp(s)) = −ν(Qp(s)) is
a convex function and x(Qp(s)) ≤ sx(Qp)+(1−s)x(Q′p). On the other hand the second condition
implies that x(Qp(s)) ≥ −y(Qp(s))/3 = − 13 (sy(Qp) + (1 − s)y(Q
′
p)). Then Φ(Qp(s)) belongs to
















contained in A(t), as its vertexes are and A(t) is convex.
Now we prove that Kp(t) is preserved by the system (4.2). By taking the sum of the three equa-











1 + 4(1− 3ρ)t
≥ − 3
1 + 2(1− 6ρ)t
,
which holds for any ρ.
In order to prove that the second inequality is preserved too, we consider, for every p ∈ M such




− log(−ν(Qp))− log(1 + 2(1− 6ρ)t) (4.4)









λ2 + µ2 + ν2 + λµ+ λν + µν − 2ρ(λ+ µ+ ν)2
)
+ 2(λ+ µ+ ν)
(





ν2 + λµ− 2ρν(λ+ µ+ ν)
)
− 2(1− 6ρ)





− ν(λ2 + µ2 + λµ) + λµ(λ+ µ)− ν3 + 2ρν2(λ+ µ+ ν)
]
− 2(1− 6ρ)
1 + 2(1− 6ρ)t
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As for the Ricci flow, it is easy to see that the quantity −ν(λ2 + µ2 + λµ) + λµ(λ + µ) is always
non negative if ν < 0, hence, we get
d
dt
f(t) ≥ −2ν + 4ρ(λ+ µ+ ν)− 2(1− 6ρ)
1 + 2(1− 6ρ)t
(4.5)
If ρ ≥ 0 we can estimate λ+ µ+ ν ≥ 3ν and obtain
d
dt




1 + 2(1− 6ρ)t
)
≥ 0
whenever ν ≤ − 11+2(1−6ρ)t and ρ ≤ 1/6.
Hence, if (λ, µ, ν) is a solution of system (4.2) in [0, T ) with (λ(0), µ(0), ν(0)) ∈ Kp(0), we suppose
that there is t1 > 0 such that ν(t1) < − 11+2(1−6ρ)t1 . Then, either ν(t) < −
1
1+2(1−6ρ)t for any
t ∈ [0, t1], either there exists t0 < t1 such that ν(t0) = − 11+2(1−6ρ)t0 and ν(t) < −
1
1+2(1−6ρ)t for
any t ∈ (t0, t1]. In the first case, by hypothesis we obtain f(0) ≥ −3 and ddtf(t) ≥ 0 for any
t ∈ [0, t1], therefore f(t1) ≥ −3; in the second case f(t0) = (λ+µ+ν)(t0)−ν(t0) ≥ −3 and
d
dtf(t) ≥ 0 for
any t ∈ [t0, t1], therefore again f(t1) ≥ −3, which is equivalent to the second inequality. 
REMARK 4.1.6. The extra term 4ρ(λ+µ+ν) in equation (4.5) requires strong assumptions on
the parameter ρ since we have no information on the sign of the trace. However, combining the
previous proof with Proposition 3.3.4, we can enlarge the range of ρ to [0, 1/4) and conclude that
an ancient solution to the RB–flow on a compact 3–manifold has non negative sectional curvature
for any value of ρ ∈ [0, 1/4). This is the content of the following proposition, analogous to [29,
Corollary 9.8] for the Ricci flow, which holds also in the complete non compact case, with the
extra hypothesis of bounded curvature on each fixed time slice.
PROPOSITION 4.1.7. Let (M, g(t)) be an ancient solution of the RB–flow on a compact 3–manifold
with ρ ∈ [0, 1/4). Then g(t) has non negative sectional curvature as long as it exists.
PROOF. For ρ ∈ [0, 1/6), the scalar curvature satisfies inequality (4.3) by the previous propo-
sition.







1 + 4(1− 3ρ)t
and if ν(Qp) ≤ −
1








Clearly, as before, K(t) defines a convex, closed, invariant subset of S2(Λ2V ∗). Moreover, we
already proved that the first defining condition on the trace is preserved.




− log(−ν(Qp))− log(1 + 4(1− 3ρ)t)
and, with the same computation as before, we obtain
d
dt
f(t) ≥ −2ν + 4ρ(λ+ µ+ ν)− 4(1− 3ρ)
1 + 4(1− 3ρ)t
.
Since g(t) is an ancient solution, by Proposition 3.3.4, the scalar curvature is non negative, then





− ν − 4(1− 3ρ)
1 + 4(1− 3ρ)t
)
≥ 2 1− 2 + 6ρ
1 + 4(1− 3ρ)t
≥ 0 ,
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and we can conclude that the scalar curvature satisfies the following inequality
R ≥ |ν|
(
log(|ν|) + log(1 + 4(1− 3ρ)t)− 3
)
.
In both cases, we can repeat the proof of [29, Corollary 9.8]. We suppose that ν0 = infM ν(0) < 0






which is a solution of the Ricci–Bourguignon flow satisfying the normalizing assumption ν̃(0) ≥
−1. Hence the scalar curvature satisfies, at every (x, |ν0|t) such that ν̃ ≤ 0,
R̃ ≥ |ν̃|
(
log(|ν̃|) + log(1 + C|ν|t)− 3
)
,
where C is a positive constant. Since R̃ = |ν0|R and ν̃ = |ν0|ν, we get, for g(t),
R ≥ |ν|
(
log(|ν|) + log(|ν0|−1 + Ct)− 3
)
.
By translating backward in time, since the solution is ancient and exists at least for a small posi-
tive time interval, we get, for every α ≥ 0,
R ≥ |ν|
(
log(|ν|) + log(C(t+ α))− 3
)
,
which leads to a contradiction for α→ +∞, as the curvature is bounded on a compact manifold.

4.2. Solitons
In Section 3.5 we have already listed some results about ρ–Einstein gradient solitons, studied
by Catino and Mazzieri in [21, 22]. In this section we focus on the 3–dimensional case, since the
results in this peculiar case have originally motivated the study of the Ricci–Bourguignon flow.
THEOREM 4.2.1. [21, Theorem 3.4] Let (M, g) a 3–dimensional gradient ρ–Einstein soliton with
ρ < 0 and λ ≤ 0 or ρ ≥ 1/2 and λ ≥ 0. If (M, g) has positive sectional curvature, then it is rotationally
symmetric.
Indeed, by the soliton equation (3.24), for ρ ≥ 1/2 and λ ≥ 0 the potential function f is
strictly convex (strictly concave in the other case), M is diffeomorphic to R3 and the potential
function has exactly one critical point O. Moreover, for ρ 6= 0, the potential function f is always
rectifiable (in any dimension) and the manifold is foliated by constant mean curvature surfaces
around every regular connected component of a level set of f . This implies that every level set,
besides {O}, is isometric to (S2, gS2), up to a constant factor and the metric g, on M \ {O}, has the
form
g = dr ⊗ dr + ω(r)2gS2 ,
where r(·) = dist(O, ·) and ω : R+ → R+ is a smooth positive function.
Moreover, by studying complete, non compact, gradient steady ρ–Einstein solitons which are
warped product in [21, Theorem 4.3], the authors proved the following theorem.
THEOREM 4.2.2. [21, Corollary 4.4] Up to homotheties, there is only one complete 3–dimensional
gradient steady ρ–Einstein soliton, with ρ < 0 or ρ ≥ 1/2 and positive sectional curvature.
We remark that, in the k–noncollapsed case (see [69, Definition 4.2]), for ρ = 0, this is Perel-
man’s claim [69], proved by Brendle in [12], who showed that the Bryant soliton is the only
complete non compact k–noncollapsed gradient steady Ricci soliton with positive sectional cur-
vature in dimension three. For ρ = 1/2, the only admissible 3–dimensional gradient steady
Einstein soliton with positive sectional curvatures turns out to be asymptotically cylindrical with
linear volume growth, the natural generalization of the 2–dimensional Hamilton’s cigar.
For the Schouten case, ρ = 1/4, the authors prove the following result
THEOREM 4.2.3. [21] Every complete 3–dimensional gradient steady Schouten soliton is isometric
to a quotient of R3. Every complete 3–dimensional gradient shrinking Schouten soliton is isometric to a
finite quotient of either S3 or R3 or R× S2.
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The last statement is analogous to Perelman’s classification of three–dimensional gradient
shrinking Ricci solitons [69], subsequently proved without any curvature assumption in [15].
After the Ricci and the Schouten solitons, we focus on the intermediate values of the parame-
ter, i.e. ρ ∈ (0, 1/4). By Theorem 3.5.8, we already know that every compact steady or expanding
soliton is Einstein. By soliton equation (3.24), this implies that a steady soliton is Ricci–flat, hence
in dimension three is flat, isometric to a finite quotient of R3. For λ < 0, it follows that a 3–
dimensional expanding soliton has constant negative curvature, hence it is isometric to a finite
quotient of the iperbolic space H3.
To complete the picture in the compact setting, there is left the case λ > 0. Again, by the
triviality result, we know that a compact shrinking soliton has positive scalar curvature and also
non negative sectional curvature, as it is an ancient solution, thus Proposition 4.1.7 applies.
For the Ricci solitons, Ivey in [58] proved that in this case the soliton is isometric to a finite
quotient of the sphere S3 and we would like to extend this result to ρ ∈ (0, 1/4).
The proof by Ivey mainly goes as follows: if the Ricci tensor is strictly positive, the (normalized)
Ricci flow converges to a (positive) constant sectional curvature metric, by Hamilton’s sphere
theorem in [49], while the case when the Ricci tensor has a null eigenvalue is ruled out by means
of a splitting result proven by Hamilton in [50].
In Section 4.3 we study the RB–flow starting from a Ricci positive metric on a compact 3–manifold
and we prove the convergence of the rescaled flow (after a blow–up procedure) to a round metric,
but we have to assume an extra hypothesis (see Theorem 4.3.3). Therefore, in order to classify
3–dimensional compact shrinking ρ–Einstein solitons, it seems more promising to follow (instead
of Ivey’s line) the static point of view and try to adapt the arguments of [37, Proposition 3.7].
For complete non compact shrinking solitons, there is the rigidity Theorem 3.5.12 proven
by Catino, Mazzieri and Mongodi in [22], assuming non negative radial sectional curvature and
non negative Ricci curvature. Therefore, one could try to prove a local version of Hamilton–Ivey
estimate (Theorem 4.1.5), as it has been done by Chen in [24, Section 2], to conclude that any
complete non compact 3–dimensional shrinking soliton with bounded curvature is rigid.
4.3. The Ricci positive case
In Section 4.1 we have seen that the Ricci–Bourguignon flow, as the Ricci flow, prefers positive
curvature. Thanks to the system (4.2), we can also prove that, in the positive Ricci case, the metric
is “almost” Einstein when the scalar curvature is large, that is the traceless Ricci tensor becomes
smaller and smaller compared to R. This is the content of the following proposition, which is the
analogous of [50, Thm. 5.3], proven by Hamilton for the Ricci flow.
PROPOSITION 4.3.1. Let ρ < 1/4 and (M, g(t)) for t ∈ [0, T ) be a solution of the RB–flow on a
compact 3–dimensional manifold M with initial metric g0. If Ricg0 > 0, then there exist two constants






for every t ∈ [0, T ).
PROOF. We start observing that, in dimension three, to control the traceless Ricci tensor, it
is sufficient to control the difference between the greatest and the smallest sectional curvatures.




∣∣∣2 = |Ric|2 − 1
3
R2









(λ− µ)2 + (λ− ν)2 + (µ− ν)2
]
≤ (λ− ν)2 .
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Then, we only need to prove that there exist C > 0 and δ ∈ (0, 1) such that
λ− ν ≤ C(λ+ µ+ ν)1−δ .
Since the manifold M is compact and the Ricci tensor of the initial metric is positive, we have
that
- the scalar curvature of g0 is bounded on both sides by positive constants, therefore there
exist two constants C ′ ≥ c′ > 0 such that c′ ≤ λ(0) + µ(0) + ν(0) ≤ C ′;
- the Ricci tensor of g0 is bounded below by some positive multiple of its trace–part, that
is, by Remark 4.1.4, there exists C ′′ ≥ 1/2 such that λ(0) ≤ C ′′(µ(0) + ν(0)).
Thanks to the vectorial maximum principle 1.5.5, the proof is complete is we show that there exist
δ = δ(C ′′, ρ) ∈ (0, 1) and C = C(C ′, C ′′, ρ) such that the cone
Kp =
 λ(Qp) + µ(Qp) + ν(Qp) ≥ c
′
Qp : λ(Qp)− C ′′(µ(Qp) + ν(Qp)) ≤ 0
λ(Qp)− ν(Qp)− C(tr(Qp))1−δ ≤ 0

is closed, convex and preserved by the system (4.2), where above and in the following we write
tr(Qp) for λ+ µν. We already know, by Proposition 4.1.2, that the first two conditions are closed,
convex and preserved along the flow, then we focus on the third inequality. The closedness is
again obvious since the inequality is large; about the convexity, by Lemma 1.5.7, we have to
observe that λ and −ν are convex functions; moreover, the trace is linear and δ ∈ (0, 1), then also
−C(tr(Qp))1−δ is convex and the sum of convex functions is convex.
If we suppose that at some point and time (p, t0) there holds λ(Qp)(t0) = ν(Qp)(t0), then all
the sectional curvature are equal in p for every t ≥ t0 and the inequality is trivially satisfied.
Otherwise, we can assume λ(Qp)(t) > ν(Qp)(t) and, following the analogous computation for
the Ricci flow (see [50, Thm. 5.3]), we show that there exists δ such that the logarithm of the ratio
















λ2 + µ2 + ν2 + λµ+ λν + µν − 2ρtr(Qp)2
)
= 2δλ+ 2ν − 2µ− 2(1− δ) (µ
2 + ν2 + µν)
tr(Qp)
− 4ρδtr(Qp)
= 2δ(λ+ ν − µ)− 2(1− δ)2µ
2 + λ(µ− ν) + µν
tr(Qp)
− 4ρδtr(Qp) .
To deal with the second term we use that 2µ2 ≥ (µ+ν)2/2, λ(µ−ν) ≥ 0, µν ≥ 0 and tr(Qp) ≤ 3λ,
hence,




















2C ′′δ − 1− δ
3C ′′
)
(µ+ ν)− 4ρδtr(Qp) .
If ρ ≥ 0 the last term is non positive, hence the ratio is decreasing along the flow if δ < 1/(1 +
6(C ′′)2). If ρ is negative we estimate again tr(Qp) ≤ 3λ ≤ 3C ′′(µ+ ν) and the ratio is negative if
δ < 1/(1 + 6(1− 6ρ)(C ′′)2).
By this computation, in order to conclude the proof we only have to show that the third inequality
is satisfied for some C at the initial time and this can be done by estimating
λ(0)− ν(0) ≤ λ(0) ≤ C ′′(µ(0) + ν(0)) ≤ C ′′tr(Qp)(0) ≤ C ′′(C ′)δtr(Qp)1−δ(0) .

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where the left hand side is invariant under homotheties of the metric while the right hand side
goes to zero where the scalar curvature blows up.
The next lemma shows that, starting with a Ricci positive metric, actually the scalar curvature of
the solution must blow up somewhere for t→ T , the finite maximal time of existence.
LEMMA 4.3.2. Let ρ < 1/4 and (M, g(t)) be the maximal solution of the RB–flow on the compact
3–dimensional manifold M with initial metric g0. If Ricg0 > 0, then the maximum of the scalar curvature





2(1− ρ)(T − t)
, (4.7)
where T is the maximal time of existence of the solution. In particular∫ T
0
Rmax(t)dt = +∞
PROOF. Since the condition Ric > 0 is preserved along the flow, there holds |Ric|2 ≤ R2.
Therefore, by the evolution equation (3.11) of the scalar curvature, we get
∂
∂t
R ≤ (1− 4ρ)∆R + 2(1− ρ)R2 .
Hence, using again Hamilton’s trick (see [50], [63, Lemma 2.1.3]), at every differentiable time
t ∈ (0, T ), we have that Rmax(t) satisfies
d
dt
Rmax(t) ≤ 2(1− ρ)R2max(t) .





≤ 2(1− ρ)(s′ − s) .
To end the proof we recall that, since the initial metric has positive scalar curvature, by Propo-
sition 3.3.1, the maximal solution has a finite time of existence T ; hence, by Theorem 3.4.4,
lim supt→T supM |Rm| = +∞.
In dimension three the Riemann tensor is controlled by the Ricci tensor, which is positive and so
controlled by the scalar curvature |Rm| ≤ C|Ric| ≤ CR, therefore we obtain lim supt→T Rmax =
+∞. Plugging in the parameter s′ of the previous inequality a sequence si that realizes this
lim sup and letting i→∞we get inequality (4.7). 
We have proven in Proposition 4.3.1 that where the scalar curvature is getting large the Ricci
curvature gets close to a multiple of the metric. Now, we recall Schur Lemma, which states that,
in dimension at least three, if the Ricci tensor is a pointwise multiple of the metric, the same holds
globally, hence, the metric has constant curvature. By Theorem 3.4.4 and Lemma 4.3.2 the scalar
curvature must blow up when t is approaching the maximal time T , which, by Proposition 3.3.1,
is finite.
The next step in the proof of Hamilton’s sphere theorem [49, Theorem 1.1] is to show that the
scalar curvature must blow up at the same rate in any point of the manifold, proving an estimate
on the gradient of the scalar curvature (see [49, Section 11]. This allowed Hamilton to prove that
the normalized flow exists for every positive time and it converges, for t → +∞, to a positive
constant curvature metric on M .
At the moment, we are not able to prove a pointwise estimate for the quantity |∇R|2, but
only an integral one. In Section 4.3.1 we explain the main obstacle to get the precise analogous of
Hamilton’s estimate and the integral alternative. Unfortunately, the estimates proven so far are
not sufficient to get a control on the quantity Rmin/Rmax, when t→ T , therefore we assume such
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control and we prove a weaker version of Hamilton’s sphere theorem for the Ricci–Bourguignon
flow (see [77, Theorem 10.1.1] in the Ricci flow case).
THEOREM 4.3.3. Let ρ < 1/4 and (M, g(t)), t ∈ [0, T ), be the maximal solution of the Ricci–
Bourguignon flow with initial metric g0 on the compact 3–manifold M . Suppose that g0 has positive Ricci





= α > 0 . (4.8)
Then there exist
- a sequence ti ↗ T ,
- a sequence (pi) ⊂M ,









(M, gi(t), pi)→ (M, (c− t)g∞, p)
on the time interval (−∞, 0], for some c > 0, where p ∈M and the metric g∞ on M has constant positive
sectional curvature. Hence (M, g∞) is isometric to a quotient of the round sphere S3.
PROOF. By Proposition 4.3.2, there exists a sequence (pi, ti) ∈ M × [0, T ), such that ti ↗ T
and












and we want to apply the compactness theorem for a sequence of Ricci flows proved by Hamilton
(see [54] and also [25, Theorem 3.10]), adapted to the Ricci–Bourguignon case, in the time interval
[−a, 0], for each a > 0.
The sequence of metrics gi satisfies the following properties.
i) gi is defined in [−Ti, TMi − Ti), where Ti = tiMi → +∞ and TMi − Ti ≥ 1/2(1 − ρ) > 0, by
Proposition 4.3.2.
ii) gi is again a solution of the RB–flow. Indeed, by observing the basic scaling properties of the
Ricci tensor and the scalar curvature for every λ ∈ R+

























iii) For each a > 0 there exist ε > 0 and i0 such that for every i ≥ i0 and t ∈ [−a, 0], there holds
ε ≤ Rgi(t) ≤ 1 .
Indeed, by the parabolic rescaling, the right inequality is true for every i ∈ N, and t ∈ [−Ti, 0].
For the lower bound, let i0 such that Ti0 ≥ a. Since the minimum of the scalar curvature is non








≥ (1− ε)α ≥ ε ,
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where we used condition (4.8) and the fact that ti − a/Mi → T for i→∞.





‖Rmgi(t)‖∞ ≤ C .
Indeed, since each metric is only a parabolic rescaling of the original RB–flow solution g(t), the
Ricci tensor is again positive and controlled by the scalar curvature along each flow gi and we

















indeed, by point (iv), we only need to prove that the volume is uniformly bounded in [−a, 0].
Therefore, we recall the scaling properties of the standard volume form
Vol(λg) = λ3/2Vol(g) .
By Bishop–Gromov volume comparison result (see, for instance, [73, Section 9.1.2]), comparing






Since the initial metric g0 is Ricci positive and the manifold M is compact, by Proposition 4.1.2,
there exists β ∈ (0, 1/3] such that for every s ∈ [0, T ), g(s) satisfies the pinching inequality
Ricg(s) ≥ 2βRg(s)g(s). But this inequality is scaling invariant, therefore it holds for every gi


















(vi) By Theorem 3.4.1 and point (v), the covariant derivatives of the Riemann tensor are uniformly





‖∇kRmgi(t)‖2 ≤ C(k) .
(vii) There is a uniform lower bound on the injectivity radius for the metric gi at point pi and time













The right member of the inequality goes to 0 as i → ∞, hence the traceless Ricci part of gi(0) is
uniformly close to zero, definitively in i. In dimension 3 with positive Ricci curvature we already
know that the sectional curvatures are therefore uniformly close to each other (definitively in i).
Hence, by Klingenberg’s estimate (see [73, Section 6.6.2]) also the injectivity radius is uniformly
bounded by below (definitively in i).
We can finally apply the compactness theorem of Hamilton and get, by passing to a subse-
quence, that (M, gi(t), pi) converges locally smoothly to a complete (pointed) solution of Ricci–
Bourguignon flow (N, ĝ(t), p) in (−∞, 0], with Rĝ(0)(p) = 1.
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where we used the uniform lower bound proved in point (iii) for the scalar curvature of the
metrics gi(0). Thus, by letting i → ∞, we obtain that the limit metric ĝ(0) has the traceless
Ricci tensor equal to 0, hence by Schur Lemma (N, ĝ(0)) is an Einstein manifold with positive
curvature, which is equivalent, in dimension three, to have constant sectional curvature.
By Bonnet–Myers again, N is compact and by definition of convergence of manifolds we have
that N = M . Moreover, by uniqueness of the solution of the Ricci–Bourguignon flow, ĝ(t) =
(t− c)g∞, where g∞ is some positive constant multiple of ĝ(0) and this concludes the proof. 
REMARK 4.3.4. We think that the previous convergence result can be improved as follows:
condition (4.8) is used in the proof essentially to get uniform lower bounds of the scalar curva-
ture and of the injectivity radius of the rescaled metrics. By proving a local version of Bando–
Bernstein–Shi estimates (Theorem 3.4.1), we need the first control only locally around the points
pi, which holds true by hypothesis, therefore we can substitute condition (4.8) with the more
“natural” hypothesis of a uniform lower bound of the injectivity radius, which might come from
a monotonicity formula à la Perelman (see also Section 5.2.1).
4.3.1. Gradient bound for the scalar curvature. In this section we prove an integral estimate
for the gradient of the scalar curvature. As in Proposition 4.3.1 and following Hamilton [49, Sec-
tion 11], we try to prove an upper bound for the gradient of the scalar curvature with a quantity
that rescales differently (less) when the metric is dilated.











































(1− 2(n− 1)ρ)∆R + 2|Ric|2 − 2ρR2
)〉






where we used the fact that for functions the covariant derivative coincides with the usual deriv-
ative and the Bochner formula for functions u ∈ C∞(M) reads
∆|∇u|2 = 2|∇2u|+ 2〈∇∆u,∇u〉+ 2Ric(∇u,∇u) , (4.10)
applied to the scalar curvature. As the positivity of the scalar curvature is preserved along the
flow, we can compute the evolution of the ratio between |∇R|2 and R, by recalling that for two




















































(1− 2(n− 1)ρ)∆R + 2|Ric|2 − 2ρR2
)





























The proof is completed by computing the terms of
∣∣∣∇(∇RR )∣∣∣2. 
REMARK 4.3.6. Besides the fact that the elliptic operator involved is here (1− 4ρ)∆, since we
are interested in dimension 3, our purpose is again to control the potentially positive terms in the
above evolution equation. We observe that, as in the Ricci flow case, there are the (potentially
bad) term 4/R〈∇|Ric|2,∇R〉 and the (surely good) term −2|∇R|2|Ric|2/R2, and other two terms,
according to the sign of ρ.
Since we have R > 0 and also Ric > 0, we can bound the square norm of the Ricci tensor,
1/3R2 ≤ |Ric|2 ≤ R2, therefore, if ρ is non negative, we can estimate
−8ρ|∇R|2 + 8ρ
R
Ric(∇R,∇R) ≤ −8ρ|∇R|2 + 8ρ|∇R|2 = 0 ,
while, for ρ < 0, the second term is non positive and for the first term we use Hamilton’s estimate













|∇Ric|2 ≤ 16|∇Ric|2 .
















when ρ < 0.
Now, by a straightforward computation we get
∂
∂t
(R2) = (1− 4ρ)∆(R2)− 2(1− 4ρ)|∇R|2 + 4R|Ric|2 − 4ρR3 ,




















where we used again the bound on |Ric|2.
The next step in Hamilton’s proof is to exploit the fact that the evolution equation of |R̊ic|2 has
a good term −2/21|∇Ric|2 and here is where we find a substantial difference between the Ricci
flow and the RB–flow.
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LEMMA 4.3.7. In (M, g(t)) is a solution of the RB–flow on a compact 3–manifold, then the traceless
Ricci tensor |R̊ic|2 satisfies the following equation
∂
∂t





















PROOF. By using the evolution equations of the Ricci tensor in dimension three (4.1) and of













= 2〈Ric,∆Ric− ρ(∇2R + ∆R)− 6Ric2 + 3RRic + (2|Ric|2 − R2)g〉
+ 4tr(Ric3)− 4ρR|Ric|2
= ∆|Ric|2 − 2|∇Ric|2 − 2ρ〈Ric,∇2R〉 − 2ρR∆R
− 8tr(Ric3) + (10− 4ρ)R|Ric|2 − 2R3
= ∆|Ric|2 − 2ρ〈Ric,∇2R〉 − ρ∆R2 − 2|∇Ric|2 + 2ρ|∇R|2
− 8tr(Ric3) + (10− 4ρ)R|Ric|2 − 2R3 .
The proof is completed by using the equality |R̊ic|2 = |Ric|2 − 13R
2 and the evolution equation of
R2 written above. 
We underline that, even if we collect the terms differently, in order to highlight the operator
(1−4ρ)∆ acting on |R̊ic|2, there are some second order terms that cannot be expressed in this way
nor they have a definite sign. Therefore, as we did in order to get Bando–Bernstein–Shi estimates
in Theorem 3.4.1, we prove the following integral estimate.
PROPOSITION 4.3.8. Let (M, g(t)) a solution of the RB–flow on a compact 3–manifold. If g0 has







R2 dµg +K (4.12)
as long as the solution of the RB–flow with initial data g0 exists.
PROOF. Since M is a compact manifold without boundary, by the divergence theorem, for
every f ∈ C∞(M),
∫
M
∆f dµg = 0.
By using the previous computations, the evolution of the volume form dµg along the flow and
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Now, we draw our attention to the evolution of the integral norm of the traceless Ricci tensor, us-
ing Lemma 4.3.7 and again the divergence theorem in the first equality, while in the second equal-
ity we integrate by parts
∫
M



























































− 8tr(Ric3) + 26
3
R|Ric|2 − 2R3 − (1 + ρ)R|R̊ic|2
)
dµg
By [49, Lemma 11.5], we can estimate the last row as follows
−8tr(Ric3) + 26
3
R|Ric|2 − 2R3 − (1 + ρ)R|R̊ic|2 ≤ (3− ρ)R|R̊ic|2
Now, if ρ ≥ 0, the coefficient of
∫
M
|∇R|2 dµg is positive, hence we apply Hamilton’s esti-
mate (4.11) and obtain
−2|∇Ric|2 + 2 + ρ
3
|∇R|2 ≤ −2 + 20ρ
21
|∇Ric|2 ,
hence, in order to have a ”good” non positive term, we must impose ρ < 1/10, otherwise the




















4.3. THE RICCI POSITIVE CASE 66
If ρ < 0, we use Hamilton’s estimate (4.11) only for the positive part and obtain
−2|∇Ric|2 + 2 + ρ
3
|∇R|2 ≤ − 2
21
|∇Ric|2 ,




, we obtain the same inequality above.
By using Proposition 4.3.1, we can estimate the traceless Ricci tensor part with R2−2δ , hence,








− ηR2 + C|R̊ic|2 dµg
)
dµg ≤ C ′ ,
and, by integrating the inequality with respect to the time parameter and using that the flow







R2 dµg +K ,
where K depends on η, ρ and the initial metric g0, since again we have an upper bound for T
depending on min Rg0 . 
Along the same lines, we can prove a slightly different estimate.
PROPOSITION 4.3.9. Let (M, g(t)) a solution of the RB–flow on a compact 3–manifold. If g0 has
positive Ricci-curvature and ρ < 1/10, then there exists α(g0) ∈ (0, 1/2) such that for every β > 0 the







R2−α dµg +K ,
where K < +∞ depends on g0, β and ρ.
PROOF. With a straightforward computation we get
∂
∂t
(R2−α) = (2− α)R1−α
(
(1− 4ρ)∆R + 2|Ric|2 − 2ρR2
)















= − (1− 4ρ)(2− α)(1− α)
∫
M




















Using again Hamilton’s estimate (4.11) and the fact that min Rg(t) is non decreasing during the
flow, we get
(1− 4ρ)(2− α)(1− α)R−α|∇R|2 ≤ c′(ρ, α)(min Rg0)−α|∇Ric|2 .
If ρ ∈ [0, 1/10), we can choose a constant C(ρ, α, β) such that


















































As before, the inequality above holds even if ρ < 0 (for another constant C).
Regarding the last term, again by Proposition 4.3.1, with α < min{1/2, 2δ}, where δ is the expo-








− βR2−α + C|R̊ic|2
)
dµg ≤ C ′ ,
and we are done by integrating the last inequality. 
CHAPTER 5
Present and future works
In this chapter we briefly recall some questions posed throughout the thesis, together with
some open problems.
5.1. The renormalization group flow
A natural issue is to give a rigorous mathematical foundation to the derivation of the renor-
malization group flow and of its expression in the perturbative regime. This is actually out of our
reach at the moment.
As of the two–loop RG–flow, studied in Chapter 2, in their recent work [45], Gimre, Guenther and
Isenberg present some known and new results about special classes of solutions for the RG2,a–
flow, such as fixed points, constant curvature solutions and solitons. For instance, they show
the existence of a unique rotationally symmetric 2–dimensional steady gradient soliton with con-
stant positive curvature, analogous to Hamilton’s cigar for the Ricci flow. In the last section of the
same work one can find a comprehensive list of open problems, among which the investigation
on some Perelman–type entropy functionals, both for the first order truncation (the Ricci flow)
coupled with some other flows, as proposed by Tseytlin in [78], and for the second order trunca-
tion, for which quadratic Riemannian functionals might be useful (see also [68]).
In Section 2.2, we approached another question which is fundamental for the future research on
this topic: since the existence (and uniqueness) of solutions is only guaranteed in presence of
a suitable condition on the sectional curvatures of the metric, it is crucial to find out whether
this condition is preserved by the flow, to begin the analysis of long time behaviour of solutions.
We restricted our attention to the three–dimensional case, as in general dimension the evolution
equations of the geometric quantities are quite involved. At the present time, we know that the
quasilinear differential operator in the evolution equation of (minus) the Einstein tensor remains
elliptic as long as the short time condition is fulfilled, but the reaction term is not well behaved
in general. Therefore, as future investigation, we will try to see whether subsets of initial data
defined by stronger conditions can be preserved by the RG2,a–flow.
5.2. The Ricci–Bourguignon flow
The basic properties concerning this family of flows established in the present thesis, together
with the results on their solitons proven by Catino and Mazzieri in [21, 22], open several lines of
research.
First of all, we briefly review some questions already stated in the previous chapters.
- The short time existence of the Schouten flow, corresponding to the value 1/2(n − 1)
of the parameter ρ, is open, because of the presence of an extra degeneracy, besides the
ones due to geometric invariance, in the principal symbol of the linearized operator (see
Section 3.1).
- The research of geometric conditions preserved by the RB–flow in general dimension
other than the ones found in Section 3.3, possibly applying the set of ideas of Bohm and
Wilking in [7].
- In dimension three, most of the conditions preserved by the Ricci flow are also preserved
by the RB–flow (see Section 4.1), since the evolution equation of the Ricci tensor has a
ρ–independent reaction term. Nevertheless, the presence of the ρ–dependent term in
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the system of ODEs associated to the curvature operator might lead to other preserved
cones.
- A Hamilton–Ivey type estimate is currently available only for non negative values of the
parameter ρ and we do not expect to generalize it to negative values of ρ. In this case,
it should be interesting to explore whether the RB–flow develops a different behaviour,
maybe for ρ below a certain range.
- Besides the previous questions, all related to various applications of the maximum prin-
ciple, in some cases the quantities involved do not satisfies a reaction–diffusion equa-
tion, hence we no longer have pointwise estimates and we look for integral bounds.
For instance, the integral a priori estimates proven in Section 3.4 are sufficient to prove
that a maximal solution existing up to a finite time has unbounded curvature, but we
actually lack a pointwise estimate on the square norm of the Riemann tensor. Another
example is the integral estimate for the gradient of the scalar curvature proven in Sec-
tion 4.3.1: the pointwise analogue for the Ricci flow proven by Hamilton in [49] is the
key tool to get convergence of the normalized flow to a constant curvature metric on a
compact three manifold with initial positive Ricci curvature. We are therefore looking
for stronger integral estimates to be used to generalise Hamilton’s argument.
- A local version of Bando–Bernstein–Shi estimates of Theorem 3.4.1 could enable us to
improve the convergence result in the 3–dimensional Ricci positive case (Theorem 4.3.3),
by assuming only a control of the injectivity radius (see the final remark of Section 4.3).
- Many facts have already been established on ρ–Einstein gradient solitons in the three–
dimensional case by Catino and Mazzieri in [21, 22]. The known results are recalled
in Section 4.2, where we discuss also possible ways to continue the classification, in
particular in the shrinking case for positive values of the parameter ρ. Anyway, in the
compact case, it seems more promising a static point of view, as the one exploited by
Eminenti, La Nave and Mantegazza in [37], rather than Ivey’s argument carried out for
the Ricci flow in [58]. In the complete non compact case, a local version of Hamilton–
Ivey estimates, as the one proven by Chen in [24, Section 2] for the Ricci flow, would be
sufficient to have a rigidity results for any ρ ∈ [0, 1/4].
We conclude with some partial results on another direction of research, which could certanly
help, if successfully carried out, to answer some of the previous questions.
5.2.1. The functionals FC . The first of the several results due to Perelman is the fact that the
Ricci flow is of “gradient type” in a more general space than the one of Riemannian metrics onM .
Therefore, it is not surprising that we try, for the Ricci–Bourguignon flow, to find an analogous
structure, or at least some entropy type functionals, that is, monotone quantities along the flow.
In this section we present partial results on some monotone functionals under the RB–flow simi-





R + |∇f |2
)
e−f dµg . (5.1)
We start observing that the precise analogue of Perelman’s functional for the Ricci–Bourguignon





(1− nρ)R + |∇f |2
)
e−f dµg . (5.2)
This expression comes from the steady gradient ρ–Einstein solitonic equation (3.24), traced and
then integrated by parts, with respect to the measure dµ = e−f dµg . However, taking inspiration
from Li’s paper [60], who showed a general class of monotone functionals under the Ricci flow,
we relax the definition in the following way.




(CR + |∇f |2)e−f dµg , (5.3)
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where M is a fixed n–dimensional, smooth, compact, differential manifold, g is a Riemannian
metric on M and f is any smooth function.
We start computing the first variation of the functional FC , letting the metric g and the func-
tion f vary and setting ∂∂tg = h and
∂
∂tf = k to be respectively the variations of g and f . We recall









R = −∆tr(h) + δ2h− 〈h,Ric〉 ,
where, as usual, we have omitted the g–dependence in the trace tr and the divergence δ operator.
























−∆tr(h) + δ2h− 〈h,Ric〉
)
− h(∇f,∇f) + 2g(∇k,∇f)
+
(





SinceM is compact with no boundary, by the divergence theorem, for every function ϕ ∈ C∞(M)


































− C〈h,Ric +∇2f〉+ (C − 1)h(∇f,∇f)
+
(















− C〈h,Ric +∇2f − ρRg〉 − CρRtr(h) + (C − 1)h(∇f,∇f)
+
(











Now, following Perelman, we consider the variation of the metric given by the Ricci–Bourguignon
flow, modified by the family of diffeomorphisms generated by the vector field −∇f , hence,
h = −2(Ric +∇2f − ρRg) , tr(h) = −2
(









2C|Ric +∇2f − ρRg|2 + 2CρR
(
(1− nρ)R + ∆f
)
− 2(C − 1)
(











CR + |∇f |2
)(
(1− nρ)R + ∆f + k
))
e−f dµg .
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We now want to use the square in the first line in order to control the terms in the second line,







2|Ric +∇2f − ρRg|2 + 2(C − 1)|Ric− ρRg|2 (5.4)
+ 2(C − 1)|∇2f |2 + 4(C − 1)〈∇2f,Ric− ρRg〉
+ 2Cρ(1− nρ)R2 + 2CρR∆f
− 2(C − 1)(Ric +∇2f − ρRg)(∇f,∇f)
+ 2
(






CR + |∇f |2
)(







2|Ric +∇2f − ρRg|2 + 2(C − 1)|Ric− ρRg|2
+ 2(C − 1)|∇2f |2 + 4(C − 1)〈∇2f,Ric〉
+ 2Cρ(1− nρ)R2 − 2(C − 2)ρR∆f
− 2(C − 1)(Ric +∇2f − ρRg)(∇f,∇f)
+ 2
(






CR + |∇f |2
)(
(1− nρ)R + ∆f + k
))
e−f dµg .
Using again the divergence theorem and the contracted Bianchi identity δRic = ∇R/2, integrat-
ing by parts, we have∫
M











































∆|∇f |2e−f dµg .







2|Ric +∇2f − ρRg|2 + 2(C − 1)|Ric− ρRg|2
+ (C − 1)
(














CR + |∇f |2
)(
(1− nρ)R + ∆f + k
))
e−f dµg .
5.2. THE RICCI–BOURGUIGNON FLOW 72
Using now the Bochner formula for |∇f |2 (see [30, Section 4.3])








2|Ric +∇2f − ρRg|2 + 2(C − 1)|Ric− ρRg|2
− 2(C − 1)〈∇∆f,∇f〉
+ 2ρR
(










CR + |∇f |2
)(







2|Ric +∇2f − ρRg|2 + 2(C − 1)|Ric− ρRg|2 (5.5)
+ 2ρR
(










(1− nρ)R + ∆f + k
)(
CR + |∇f |2
))
e−f dµg ,
where we integrated by parts the term in the second line and collected the result.
REMARK 5.2.1. For C = 1, we are looking at the behaviour of the original Perelman’s func-
tional (5.1) along the RB–flow, then the computation simplifies considerably and we get directly







2|Ric +∇2f − ρRg|2 + 2ρR
(




R(1− nρ) + ∆f + k
)(
|∇f |2 − 2∆f − R
))
e−f dµg ,
If we consider now the coupled variation of f that preserves the measure dµ = e−fdµg , that is,
k = −
(









(2|Ric +∇2f − ρRg|2 + 2ρ(1− nρ)R2 + 2ρR∆f
)
e−f dµg .
The first term is a square hence non negative, the second one is quadratic in R, hence it is non
negative if ρ is non negative, the third term does not have a definite sign, but we could use the
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which holds for every symmetric 2–form σ, applied to Ric + ∇2f − ρRg, we look for a positive












(1− nρ)R + ∆f
)2























The suitable constant is therefore A = −nρ/(1− nρ) < 1, which is negative for positive values of
ρ, while it is positive and less than 1 for negative values of ρ, but in this last case the coefficient
before the square of the scalar curvature becomes negative. Hence, for ρ 6= 0, we are not able to
establish whether Perelman’s functional is monotone along the Ricci–Bourguignon flow.
Therefore, as a first possibility we allow a more general variation of f , putting
k = −∆f − R(1− nρ) + 2ρR and C = n
n− 1





















































|Ric +∇2f − ρRg|2 + 1
n− 1






In order to obtain a sufficient condition for the monotonicity of F n
n−1
, we consider again the
Cauchy–Schwarz inequality (5.6) and apply it to σ = Ric− ρRg obtaining


























|Ric +∇2f − ρRg|2e−f dµg ,
that is, the functional F n
n−1
is monotone during the RB–flow.
We summarize this computation in the following proposition.
PROPOSITION 5.2.2. Under the coupled system{
∂
∂tg = −2(Ric +∇
2f − ρRg)
∂
∂tf = −∆f − (1− nρ)R + 2ρR
(5.7)
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the functional F n
n−1









|Ric +∇2f − ρRg|2 + 1
n− 1






















A second possibility arises from equation (5.5) if we suppose that the initial manifold has non
negative scalar curvature. Since we proved, in Proposition 3.3.1, that this condition is preserved
during the RB–flow, we can argue that the terms in R|∇f |2 of equation (5.5) have the sign of their








2|Ric +∇2f − ρRg|2 + 2(C − 1)|Ric− ρRg|2
+ 2ρR
(
C(1− nρ)R− (C − 2)∆f + (C − 1)|∇f |2
)









2|Ric +∇2f − ρRg|2 + 2(C − 1)|Ric− ρRg|2 (5.9)
− 2ρ(n− 1)(C − 1)R|∇f |2
+ 2ρ
(
n(C − 1)− C + 2
)
R∆f + 2ρ(1− nρ)CR2
)
e−f dµg ,
Since C ≥ 1, the term in the second line is non negative for non positive values of ρ. As before,
the term containing R∆f has not a definite sign and we use the Cauchy–Schwarz inequality (5.6)
2|Ric +∇2f − ρRg|2 ≥ 2
n
((1− nρ)2R2 + (∆f)2 + 2(1− nρ)R∆f)




(2− 2nρ+ n2(C − 1)ρ− n(C − 2)ρ) ,
hence,
C = 1− 2− nρ
n(n− 1)ρ
, (5.10)
which is always greater than 1 for negative values of ρ. Finally, by applying the Cauchy–Schwarz








R2 e−f dµg ≥ 0 . (5.11)
By means of the previous computation we are then able to prove the following proposition.
PROPOSITION 5.2.3. Suppose (M, g(t)) is a compact solution of the Ricci–Bourguignon flow on
[0,T) for ρ < 0. If g(0) has non negative scalar curvature, then there exists a constantC = C(ρ, n), defined
by equation (5.10), such that the functional FC is non decreasing along the coupled Ricci–Bourguignon
flow {
∂
∂tg= − 2(Ric− ρRg)
∂
∂tf = −∆f − (1− nρ)R + |∇f |
2 . (5.12)
Moreover the monotonicity is strict unless the solution is a trivial Ricci–flat soliton.
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PROOF. To prove the first part of the proposition, it is sufficient to follow Perelman’s work [69,
Proposition 1.2] (for instance, see [25, Sections 5.2] for details). Indeed, by modifying the varia-
tions of g and f by means of the 1–parameter group of diffeomorphisms generated by the vector
field∇f , we recover the RB–flow evolution equation for the metric g, while f satisfies
∂
∂t
f = −∆f − (1− nρ)R + |∇f |2 .
Since the functional FC is invariant by this diffeomorphism action on both g and f , the inequal-
ity (5.11) gives the monotonicity.
In order to prove the last statement, we observe, from the same inequality, that if the variation at









2|Ric +∇2f |2 + 2(C − 1)|Ric|2
)
e−f dµg .
Hence, the metric g(s) is Ricci–flat and f(s) is constant since it is an harmonic function on a
compact manifold. By uniqueness of the solution of the Ricci–Bourguignon flow for ρ < 0, we
conclude that g(0) is Ricci–flat and g(t) = g(0) for every time t. 
REMARK 5.2.4. We observe that the “natural” functional (5.2), arising from the soliton equa-
tion (3.24), corresponds to FC , for C = (1− nρ) > 1 for negative values of ρ. But, even under the
hypotheses of non negative scalar curvature, we are not able to control the term containing R∆f
in the variation formula by means of the squares of the first line.
REMARK 5.2.5. Another way, non yet explored, to relax Perelman’s original idea is to con-





(1− nρ)R + β|∇f |2
)
e−βf dµg ,
where β is a real constant. The expression above comes again from the steady soliton equation,
but integrated with respect to the measure e−βf dµg .
The investigation of functionals of typeW–entropy, either scaling invariant à la Perelman, or
in the relaxed way of Li, is at the beginning. A monotonicity formula for these quantities might
lead, for instance, to a lower bound for the injectivity radius, allowing us to take limits after the
blow–up procedure, in presence of a singularity of the flow.
More generally, we are also investigating if some variational techniques, useful for the Yamabe
flow, can be employed successfully in the study of the Ricci–Bourguignon flow.
Finally, we mention that an application of the present work can be found in the recent pa-
per [23] by Chen, He and Zeng, who studied monotonicity of eigenvalues of Laplacian–type
operators −∆ + cR, where c is a constant, along the Ricci–Bourguignon flow.
APPENDIX A
Lie algebra structure of Λ2(TpM) and algebraic curvature
operators
In this section we fix the notations about the Lie algebra structure that we put on Λ2(TpM)
which allows us to see the algebraic properties of the curvature operator and of its evolution
equation.
We recall that, thanks to the symmetries of the Riemann tensor Rm, the associated curvature
operator R can be seen as an element of EndSA(Λ2(TM)) ' S2(Λ2TM∗), where SA means self–
adjont with respect to the extension of g to exterior powers of TM . There is one more algebraic
property satisfied by a curvature operator, the first Bianchi identity, which define a subspace of
S2(Λ2TM∗) which we will denote with Cb(M). Following [42, Chapter 3, Section K], given a vec-
tor space with a scalar product (V, 〈 , 〉) we define the space of algebraic curvature operators Cb(V )
as the subspace of S2(Λ2(V ∗)) of elements that satisfy the first Bianchi identity.
Here we do not follow the original convention of Hamilton on the curvature operator, afterward
used also in [29] and [26], as the convention used, for example, in [1] seems more natural, even
if the difference between the two notations is only a matter of constants. More precisely, with
Hamilton’s convention the eigenvalues of the curvature operator are twice the sectional curva-
tures, while here the eigenvalues are the sectional curvatures.
The construction below is the same for every point p ∈M at any time, so to simplify the notation
we denote with 〈 , 〉 the scalar product on TpM given by the metric g at a generic time t. If {ei} is
an orthonormal basis of TpM , then {ei ∧ ej}i<j is an orthonormal basis of Λ2(TpM), as the scalar
product is extended canonically by
〈X ∧ Y,W ∧ Z〉 = det
(
〈X,W 〉 〈X,Z〉
〈Y,W 〉 〈Y, Z〉
)
.
Now, in order to understand the reaction term in equation (3.9), we have to identify Λ2(TpM)
with the Lie algebra so(n), by mapping an element X ∧ Y to the linear endomorphism of TpM '
Rn given by
X ∧ Y (W ) = 〈Y,W 〉X − 〈X,W 〉Y ,
that is, the generic element of the orthonormal basis ei∧ ej is identified with the matrix Eij−Eji,
where Eij is the matrix with all null entries, except the (i, j)–th which is 1.
The structure of Lie algebra is thus inherited by Λ2(TpM) with the bracket of so(n)
[ei ∧ ej , ek ∧ el] = (Eij − Eji)(Ekl − Elk)− (Ekl − Elk)(Eij − Eji)
= δjkEil − δikEjl − δjlEik + δilEjk − δilEkj + δikElj + δjlEki − δjkEli
= δjkei ∧ el − δikej ∧ el − δjlei ∧ ek + δilej ∧ ek .
Using the scalar product 〈 , 〉 we can also canonically identify Λ2(TpM) with Λ2(T ∗pM), therefore










i ∧ ej ,
where {ei}i=1,...,n is the dual basis of T ∗pM and ei ∧ ej(ek, el) = ei ∧ ej(ek ∧ el) = 〈ei ∧ ej , ek ∧ el〉





i ∧ ej(ek, el) = ϕkl = 〈ϕ, ek ∧ el〉 .
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i.e. the notation is consistent.
It is a simple computation to show the structure of the Lie algebra Λ2(TpM) (and the correspond-





To simplify the notation, we can consider a generic orthonormal basis {θα}α=1,...,n(n−1)/2 of
Λ2(TpM); then the Lie algebra is encoded in the structure constants c
γ
αβ defined by




These structure constants satisfy the following properties
(1) cγαβ = 〈[θα, θβ ], θγ〉 as the basis is orthonormal;
(2) cγαβ = −c
γ
βα = −cαγβ ;




We can now define the two following symmetric inner products of S2(Λ2(T ∗pM)) that we will use













Finally, we write some useful relations between the curvature operator and the Riemann tensor:
with respect to the orthonormal basis {ei ∧ ej}i<j we have
R(ei ∧ ej) =
∑
k<l





R(kl)(ij)ek ∧ el ,
where, by definition, R(kl)(ij) = Rijkl. The relation between the scalar curvature R and the coeffi-












By the symmetries of the curvature operator, it is easy to see thatR is self–adjoint with respect to
〈 , 〉, therefore it can be considered as an element of S2(Λ2(T ∗pM)), that isR =
∑
α,βRαβϕα ⊗ ϕβ ,
with
Rαβ = R(θα, θβ) = R(
∑
i<j
θijα ei ∧ ej ,
∑
k<l






where {ϕα} and {θα} are dual orthonormal basis of Λ2(T ∗pM) and Λ2(TpM).
LEMMA A.0.6. The following equations hold true
(R2)ijkl = B(Rm)ijkl −B(Rm)ijlk ; (A.4)
(R#R)ijkl = B(Rm)ikjl −B(Rm)iljk , (A.5)
where B(T )ijkl = gpqgrsTipjrTkqls for every (4, 0)–tensor.
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PROOF. Both the equations follow by straightforward computations, where we use several
times the previous formulas. By definition, we have








































i ∧ ej)⊗ (ek ∧ el) .











(Bijkl −Bijlk −Bijlk +Bijkl) = Bijkl −Bijlk .
For the second equation, we get
















i ∧ ej)⊗ (ek ∧ el) .


























ql − ϕνkqϕδql) .







































































(Bikjl −Biljk −Biljk +Bikjl) = Bikjl −Biljk
by the symmetries of the curvature operator. 
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[6] C. Böhm and B. Wilking. Nonnegatively curved manifolds with finite fundamental groups admit metrics with posi-
tive Ricci curvature. Geom. Funct. Anal., 17(3), 2007.
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