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Abstract
This research is mainly focused on the development of the adaptive Cartesian grid
methods for compressible ow. At rst, the ghost cell method and its applications
for inviscid compressible ow on adaptive tree Cartesian grid are developed. The
proposed method is successfully used to evaluate various inviscid compressible ows
around complex bodies. The mass conservation of the method is also studied by
numerical analysis. The extension to three-dimensional ow is presented.
Then, an h-adaptive Runge{Kutta discontinuous Galerkin (RKDG) method is
presented in detail for the development of high accuracy numerical method under
Cartesian grid. This method combined with the ghost cell immersed boundary
method is also validated by well documented test problems involving both steady
and unsteady compressible ows over complex bodies in a wide range of Mach num-
bers. In addition, in order to suppress the failure of preserving positivity of density
or pressure, which may cause blow-ups of the high order numerical algorithms, a
positivity-preserving limiter technique coupled with h-adaptive RKDG method is
developed. Such a method has been successfully implemented to study ows with
the large Mach number, strong shock/obstacle interactions and shock diraction.
The extension of the method to viscous ow under the adaptive Cartesian grid
with hybrid overlapping body-tted grid is developed. The method is validated by
benchmark problems and has been successfully implemented to study airfoil with
ice accretion.
Finally, based on an open source code, the detached eddy simulation (DES) is
developed for massive separation ow, and it is used to perform the research on
aerodynamic performance analysis over the wing with ice accretion.
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Chapter 1
Introduction
1.1 Motivation of the thesis
The movement of uid abides by the three famous conservation laws: conservation
of mass, momentum and energy, and accordingly can be quantitatively described by
them [Blazek, 2001]. On the basis of these three conservation laws, the ow govern-
ing equations have been derived by scientists during their research in classical uid
mechanics. But due to the highly nonlinear of the uid model and geometric com-
plexity in the ow region, the exact solutions of most of the ow problems in science
and engineering can not be obtained [Ren, 2006]. Hence, to know more about the
complicated ow phenomena, many expensive and complicated experiments must
be carried out.
With the emergence of high-speed computers, it is possible to simulate the move-
ment of uid by numerical methods. From the early 1970's, with the development of
computer technology, the Computational Fluid Dynamics (CFD) as a new academ-
ical discipline has been gradually emerged and developed [Blazek, 2001,Yan, 2006].
CFD is an important branch of research in uid dynamics, which uses computers
as simulation tools and utilizes some computational technologies to discretise the
uid dynamics equations and to seek some numerical approximate solutions for the
complicated ow problems. Based on these numerical solutions, the force, torque,
temperature, and ow images under a variety of ow circumstances can be obtained.
Fluid dynamics theory, CFD, and experimental uid mechanics are three pri-
1
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mary research-pillars in uid mechanics. These three-research pillars are insepa-
rably interconnected. Theoretical analysis provides the basis for experimental and
computational studies, while the uid experiments present experimental data for val-
idation of the numerical results and improvement of the mathematical model [Ren,
2006,Yan, 2006]. It is commonly recognized that CFD has a great advantage in the
uid dynamics research. Because of its greater freedom and exibility, the numerical
simulation can be used for analysis, which is impossible or very dicult for \physical
experiment" [Versteeg and Malalasekera, 2007]. As a result, CFD can produce great
economic benets. Nowadays, in the eld of aeronautical engineering analysis and
design, CFD has been widely used. Although, the advancement in CFD has been
a big success, many challenges still remain. One of the challenging tasks in CFD
is the generation of structured or unstructured body-tted grids around complex
geometries [Yan, 2006]. The grid is used to discretise the governing equations in
space, which is the st step to do the numerical simulation of CFD [Blazek, 2001].
According to dierent grid systems, dierent numerical methods like nite dierence
method (FDM), nite volume method (FVM) and nite element method (FEM) can
be used to obtain the solutions [Blazek, 2001,Hirsch, 2007].
Three main mesh generation techniques, namely, structured, unstructured and
Cartesian grid methods, will be introduced in the following sections in which the
advantages and disadvantages of the structured or unstructured body-tted grids
methods are provided. The unstructured Cartesian grid methods which are mainly
studied in this thesis will be given in more details in the following chapters.
1.2 Structured grid method
A structured grid is one which can be mapped from physical space to computational
space, in which it appears as a rectangle domain if it is in two dimensions [DeZeeuw,
1993,Blazek, 2001]. The solution process is performed in this computational domain
and the results are then remapped to the physical space by a post-processing pro-
cedure.
In structured grids, the grid cells are quadrilaterals in two dimensions (2D) and
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Figure 1.1: Local views of structured grid.
hexahedra in three dimensions (3D). Each physical point in the grid is uniquely
represented as a grid point identied by the indexes (i; j; k) in the computational
space, whose Cartesian coordinates form is (xi;j;k; yi;j;k; zi;j;k). A demonstration on
the body-tted structured grid in 2D is shown in Figure 1.1.
The main advantage of structured grids follows from the property that the ow
variables can be stored in the computer memory by sort, in which the grid point can
be indexed and searched by the subscript (i; j; k) of the matrix [Blazek, 2001]. This
property allows it to access the neighbors of a grid point very quickly and easily, just
by adding or subtracting an integer value to or from the corresponding index (see
the right of the Figure 1.1). Consequently, it will reduce the storage of the computer
memory. Structural grids are typically used in the form of the body-tted grid. The
grids are highly orthogonal near the wall. This property can improve the boundary
layer resolution of the viscous uid, and allows one to use the high-order accuracy
FDM scheme to improve the approximate accuracy of the calculations [Hirsch, 2007].
One of the main disadvantages of the structured grid methods is that their usage
is usually restricted to simple shapes like a single isolated airfoil, which makes it
dicult and even impossible to generate a body-tted structured grid with simply
connected regions for a complex geometry. Even if a body-tted structured grid has
been reluctantly generated for a complex geometry, the quality of the grid is usually
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Figure 1.2: Local view of multiblock structured grids [Poirier et al., 2000].
very poor, which will aect the approximate accuracy of the solutions. In order to
generate a mesh in the frame of structured grids to provide required accuracy for the
complex geometry, domain decomposition with corresponding computational tech-
nology must be used to partition the complex conguration into some topologically
simpler parts, which can be more easily meshed in body-tted structured grid. This
approach is usually called block structured grid method [Blazek, 2001], which can
be divided into the two categories: one is the multiblock touching grid and another
is the overlapping grid (see Figure 1.2 and 1.3). As a special logic is required to ex-
change the physical quantities or uxes between the blocks or interpolate the values
in overlapping regions, this kind of method will increase the complexity of the ow
solver. However, it is still very dicult to generate multiblock structured grids with
touching interfaces for complex geometries like a full aircraft fuselage with/with-
out stores. So, for the full aircraft fuselage or other more complex geometry, the
structured overlapping grid is a very good alternative choice. The advantage of the
overlapping grid technique over the multiblock touching approach is the possibil-
ity to generate the particular grids completely independent of each other, without
any care of the interface between the grids [Chesshire and Henshaw, 1990,Blazek,
2001, Yan, 2006]. When grids overlap each other, and the complexity of the grid
generation is reduced. At the overlapping regions, the physical quantities are inter-
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Figure 1.3: Local view of overlapping grids [Chesshire and Henshaw, 1990].
polated using bilinear interpolation. However, the interpolation at the overlapping
region, on the other hand, may destroy the conservation properties of the governing
equations and reduce the solution accuracy through the overlapping region. Addi-
tionally, it may increase the complexity of the ow solver [Chesshire and Henshaw,
1990,Wu, 1999].
1.3 Unstructured grid method
The second approach for grid generation is the unstructured grid method: trian-
gle in 2D (see Figure 1.4) and tetrahedron in 3D. During the past three decades,
unstructured grids with FVM method have been rapidly developed in the eld of
CFD [Blazek, 2001,Yan, 2006,Hirsch, 2007,Versteeg and Malalasekera, 2007]. As the
requirement of the shape for the grid generation of unstructured grids is much looser
than the one of structured grids, if the surface of the body can be described suitably,
the process of grid generation can be treated automatically and quickly. For com-
plex geometries, the generation of suitable multiblock structured grids is often very
complex and much more cumbersome than unstructured grids, whereas unstruc-
tured grids method can generate computational grids very easily. Furthermore, the
random data structure of the unstructured grids makes grid partition and paral-
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Figure 1.4: Local view of unstructured grids.
lel computation directer and more exible. However, because of the random data
structure, the allocated memory of computer and the cost of CPU time for unstruc-
tured grid methods are often higher than the ones demanded by structured grids
method [Zhu et al., 1998,Blazek, 2001,Yan, 2006]. In addition, it is very dicult to
enhance the approximate order of the FVM method at the frame of unstructured
grid method. In general, FVM method can only reach the second order accuracy un-
der unstructured grids. Furthermore, in most cases, the resolution for the boundary
layer in unstructured grid method is usually lower than the structured grids treat-
ment near the wall boundary. Therefore, in practical computation, where structured
grids: quadrilateral, hexahedron or prism are used in the vicinity of the boundary
layer (see Figure 1.5 in 2D).
1.4 Cartesian grid method
A third alternative is the Cartesian grid approach. This method is very dierent
from the body-tted structured grid and the unstructured grid methods. The aim
of the Cartesian grid method is to automate the grid generation and implement
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Figure 1.5: Local view of hybrid grids.
dynamic grid renement to capture the ow characteristics. The Cartesian grid
(rectangular grid) is a very old method in CFD [Clarke et al., 1986,Frymier et al.,
1988,Micheltree et al., 1988,Fenno et al., 1989], and the grid generation is likely the
easiest. The uniform Cartesian grid method is an ideal approach from the point of
view of accuracy and it should be applied whenever possible [Hirsch, 2007]. But, it is
more dicult to deal with complex body surface, and make the boundary conditions
satised more accurately [Micheltree et al., 1988,Berger and Leveque, 1989,Berger
and LeVeque, 1991,Morinishi, 1992,Bayyuk et al., 1993,DeZeeuw, 1993,Coirier and
Powell, 1995,Pember et al., 1995,Yang et al., 1997a,Yang et al., 1997b,Forrer and
Jeltsch, 1998, Zhu et al., 1998, Yang et al., 1999, Berger et al., 2003, Helzel et al.,
2005,Colella et al., 2006,Versteeg and Malalasekera, 2007].
The development of the Cartesian grid method has gone through multiple stages.
The early Cartesian grid method used only structured rectangular grids. In this form
of the Cartesian grid, a large number of grids are required to accurately capture the
complex body [Clarke et al., 1986,Yang et al., 1997a,Yang et al., 1997b,Forrer and
Jeltsch, 1998,Yang et al., 1999]. Because of the limitation of the computer power at
that time and the diculties for the boundary treatment, the Cartesian grid method
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was not widely used.
With the signicant progress of the modern computer, and the development of
the advanced programming languages for complex data structures, the applications
of the Cartesian grid method for ow problems with complex geometries began
to increase gradually [Coirier, 1994, Yang et al., 1997a,Wu and Li, 2003, Dadone
and Grossman, 2004, Colella et al., 2006,Dadone and Grossman, 2006, Cho et al.,
2007, Dadone and Grossman, 2007, Sjoegreen and Petersson, 2007, Carolina et al.,
2008, Ji et al., 2008,Asif Farooq et al., 2013, Sang and Shi, 2013, Sotiropoulos and
Yang, 2014]. Based on the original uniform Cartesian grid method, the non-uniform
adaptive Cartesian grid method, that makes mesh adaptive renement according
to the shapes of the body and the ow characteristics, is the main direction of the
research on the Cartesian grid method [Mittal and Iaccarino, 2005]. In addition,
the adaptive Cartesian grid method can decrease the total number of computational
grids greatly. The generation of the Cartesian grid with local renement can be
built up directly. Unlike the generation of structural or unstructured grid, the
surface grid does not need to be built rstly. So, the mesh generation process is
simple and fast. In the Cartesian grid, the mapping function from physical space
to computational space required by the structured grid method is not necessary.
Because the determinant of the coordinate transformation Jacobian needs not to
be calculated, the cost of the computation can be decreased. Numerical methods
under the Cartesian grid can be greatly simplied and the truncation errors can
be remarkably reduced [Hirsch, 2007]. Furthermore, compared to the unstructured
grid, the data structures of the Cartesian grid with adaptive mesh renement are
much simpler and easier.
Conceptually, the Cartesian grid approach and its grid generation process are
quite simple [Yang et al., 1997a]. Therefore, time-consuming is very low related to
the generation of structured/unstructured grid. The exible dynamic adaptive mesh
renement can be used to improve accuracy and resolution. However, relative to
the structured and unstructured body-tted grids, the shape of the body can not be
accurately described by a simple Cartesian grid, which can not be completely body-
tted for complex geometry. In order to obtain satisfactory numerical accuracy near
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the boundary, some special treatment must be considered to describe the physical
boundary conditions.
Solid bodies are cut out of a single static background mesh and their boundaries
are represented by dierent types of cut cell [Yang et al., 1997a], or solid bodies are
equipped with ghost cells using the immersed boundary [Liu et al., 2009]. In the
Cartesian grid method, small cut cells will inevitably appear for most of geometries.
The small cut cells not only lead to inaccuracies at the solid boundary, but also
lead to severe restrictions on the cell's time-step [DeZeeuw, 1993]. Most previous
works on the Cartesian grids for the compressible Euler equations is mainly based
on nite volume method [Yang et al., 1997a,Yang et al., 1997b,Forrer and Jeltsch,
1998, Yang et al., 1999, Sjoegreen and Petersson, 2007]. When cut cells become
very small, degenerate cells will be encountered. In this situation, numerical insta-
bility may occur when an explicit time step scheme is used in calculations. Some
techniques should be employed to overcome these problems on time step stability
restrictions [Forrer and Jeltsch, 1998, Ji et al., 2008]. Authors in [Ji et al., 2008]
presented a robust and ecient hybrid cut-cell/ghost-cell method to overcome the
degenerate cell for solving the heat equations. Several authors [Coirier and Powell,
1995, Yang et al., 1997a] used a merging technique for inviscid compressible ow,
where the small irregular cut cell was merged together with a neighboring regular
grid cell. In the papers [Hartmann et al., 2011, Berger et al., 2012], the merging
technique was used to cure the small cut cells for viscous compressible ows. Fur-
thermore, this technique was also applied for incompressible ows [Pattinson et al.,
2007] and shallow water equations [Causon et al., 2000, Ingram et al., 2003] on the
Cartesian grid. It should be noted that the conservation is automatically maintained
when the merging technique is employed. Berger et al [Berger et al., 2003,Helzel
et al., 2005] presented another method - rotated boxes (h-box method) to obtain
stability. Colella and coworkers [Pember et al., 1995,Colella et al., 2006] presented
ux-redistribution procedures. Two methods are very complicated in mathematical
formulas and are still very cumbersome in the geometry treatment. In addition, the
embedded boundary method was proven to be an eective method to eliminate the
small cut cell issues and simplify the geometry treatment. In this method, cells inter-
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sected by boundaries are interpolated or extrapolated by surrounding uid cells with
the wall boundary conditions. Because no ghost cells are used for the second order
scheme, the embedded boundary method may reduce the order of the accuracy near
the boundary [Marshall and Run, 2004]. Other improvement for this degradation
of the approximate accuracy leads to the study on ghost cell embedded/immersed
boundary methods [Wu and Li, 2003, Dadone and Grossman, 2004, Dadone and
Grossman, 2006,Dadone and Grossman, 2007, Sjoegreen and Petersson, 2007,Car-
olina et al., 2008, Asif Farooq et al., 2013, Sang and Shi, 2013]. In this method,
there is no important dierence between nite volume method and nite dierence
method. The thought was also extended to deal with incompressible ows over solid
bodies [Peng et al., 2010,Ma et al., 2011].
The extension of the embedded/immersed boundary methods in applications
for industrially relevant turbulent ows at high Reynolds numbers is not a trivial
task [Kalitzin and Iaccarino, 2002, Iaccarino and Verzicco, 2003, De Palma et al.,
2006, Lee and Run, 2007,De Tullio et al., 2007,Run and Lee, 2009, Liao et al.,
2010, Capizzano, 2011]. In order to cure the small cut cell problem, discard the
time-step limitation and extend the Cartesian grid method to accurately capture
the viscous boundary layer, hybrid methods have also been presented by many
authors. Such methods apply meshfree methods [Kirshman and Liu, 2004, Koh
et al., 2005, Luo et al., 2006, Luo et al., 2009, Luo et al., 2010] or body-tted grid
methods [Wang, 1998,Mondal, 2007,Nagaram and Liou, 2009] near the boundary,
whereas a standard Cartesian grid method with or without grid renement is used
everywhere else.
1.5 Scope of the thesis
This thesis describes several topics in separate chapters. Chapter 2 addresses im-
plementing the ghost cell immersed boundary method with the second order nite
dierence method to solve the Euler equations. The detailed ghost cell immersed
boundary methods on the adaptive Cartesian grid, including the tree data struc-
ture and the grid adaptation, are presented. Then, the numerical accuracy of the
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developed approach is carefully tested considering some supersonic ows past a cir-
cular cylinder and a nite wedge and transonic ow around an airfoil. The error of
mass conservation is also studied by numerical examples. The extension to three-
dimensional ow around a sphere is also presented in this chapter. In Chapter
3, the ghost cell immersed boundary method is developed to integrate a high or-
der accuracy scheme. An h-adaptive Runge-Kutta discontinuous Galerkin (RKDG)
method with the ghost cell immersed boundary treatment is described in detail to
deal with complex geometry. Numerical studies include the accuracy of the algo-
rithm , steady/unsteady supersonic ow and transonic ow around airfoils. In order
to suppress the failure of preserving positivity of density or pressure may cause
blow-ups of the numerical algorithms, a positivity-preserving limiter technique cou-
pled with RKDG method is presented in Chapter 4. This method is implemented
to simulate ows with large Mach numbers, strong shock/obstacle interactions and
shock diractions. Furthermore, a new ghost cell immersed boundary method for
arbitrarily complex geometries is also presented. This approach directly uses the
cell solution polynomial of discontinuous Galerkin (DG) nite element space as the
interpolation formula. The proposed method is validated versus well documented
test examples involving large Mach number unsteady compressible ows around
complex bodies. In Chapter 5, an adaptive Cartesian grid based on hybrid overlap-
ping body-tted grid method is developed to simulate the high Reynolds-number
viscous ow. In this method, the adaptive Cartesian grids are overlapped with body-
tted grids. The extension of the aforementioned adaptive Cartesian grid method
to Reynolds-averaged Navier-Stokes equations (RANS) is carried out. Structured
or unstructured body-tted grids are used near the body to obtain required viscous
near-body mesh. The remaining part of the computational domain is fullled with
the Cartesian grids. The aim of this extension is to study the aerodynamic perfor-
mance of iced airfoils. The ow characteristics over the iced wing are quite complex.
And at low angles of attack, the ow can display unsteady separated ow regions.
Based on an open source code SU2 [Palacios et al., 2013] on the unstructured grids,
the complex unsteady ows of iced airfoils and the aerodynamic performance of the
iced Boeing 737 like wing are studied in Chapter 6.
Chapter 2
The ghost cell method and its
applications for inviscid
compressible ow on adaptive tree
Cartesian grid
2.1 Introduction
This chapter is focused on the ghost cell method (GCM) and its applications for
inviscid compressible ow on adaptive tree Cartesian grid. The content of this
chapter has been published in the journal of Advances in Applied Mathematics and
Mechanics 2009, 1(5): 664-682 and AIP Conference Proceedings 2010, 1233(1):759-
763.
As we all know, a continuous obstacle of CFD for congurations with complex
geometry is the problem of mesh generation. Although a variety of grid generation
techniques are now available, the generation of a suitable grid for a complicated,
multi-element geometry is still a tedious, dicult and time-consuming task.
At present, the spatial discretization methods mainly have three approaches:
unstructured grid, body-tted structured grid, and Cartesian grid [Yang et al.,
1997a, Blazek, 2001]. Unstructured grid method mainly uses triangles in two di-
mensional ow, tetrahedrons or prisms in three dimensions. The main advantage of
12
2.1. Introduction 13
unstructured grid is the facility of mesh generation for complicated geometry. But
the generation is cumbersome and in general, it is not a trivial task to get a grid
with good quality. The costs of required computational memory and computational
time are higher than other methods. The main advantage of structured grid follows
from the property that the indices i; j; k represent a linear address space (compu-
tational space), since it directly corresponds to how the ow variables are stored in
the computer memory [Blazek, 2001]. More importantly in CFD applications, body-
tted structured grid method gives more accurate results on the viscous boundary
layer. But the generation of a single structured grid for complex geometries is time-
consuming, and highly skewed grids can be produced. Therefore, for complicated
congurations, multiblock structured grids must be used. However, very long time
is still required for the grid generation of multiblock structured grids in the case of
complex congurations.
A third alternative is the Cartesian grid approach. Conceptually, this approach is
much simpler than other methods. In this method, solid bodies are cut out of a single
static background mesh and their boundaries are represented by dierent types of cut
cell [Yang et al., 1997a,Yang et al., 1997b], or solid bodies are equipped with ghost
cells using the immersed boundary [Wu and Li, 2003,Dadone and Grossman, 2004,
Dadone and Grossman, 2006,Dadone and Grossman, 2007,Sjoegreen and Petersson,
2007]. When cut cells become very small, degenerate cells will be encountered. In
this situation, numerical instability may occur when an explicit time step scheme is
used in calculations. Generally, in two dimensions, a degenerate cell is dened as a
cut-cell where the irregularly shaped (embedded) boundary (1) intersects the cell at
more than two points or (2) interacts any cell face at more than one point [Ji et al.,
2008]. Some techniques have been employed to overcome those problems along with
time step stability restrictions [Forrer and Jeltsch, 1998,Ji et al., 2008], including the
hybrid cut-cell/ghost-cell method [Ji et al., 2008], the merging techniques [Coirier
and Powell, 1995, Yang et al., 1997a], the h-box methods [Berger and LeVeque,
1991, Helzel et al., 2005], and the ux-redistribution procedures [Pember et al.,
1995,Colella et al., 2006]. Furthermore, the embedded or immersed boundary ghost
cell method would also be a good choice, and Cartesian grid nite dierence schemes
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for CFD problems have proven to be quite ecient [Dadone and Grossman, 2004,
Dadone and Grossman, 2007].
Recently, Bjorn Sjogreen et al [Sjoegreen and Petersson, 2007] developed an em-
bedded boundary nite dierence technique for solving the compressible two- or
three-dimensional Euler equations in complex geometries under Cartesian grid, and
slope limiters were used on the embedded boundary to avoid non-physical oscilla-
tions near shock waves. Dadone et al [Dadone and Grossman, 2004, Dadone and
Grossman, 2007] provided a novel nite dierence ghost cell method on a Cartesian
grid, which consider the eect of curvature, and enforces symmetry conditions for
entropy and total enthalpy along a normal to the body surface. The results on
Cartesian grid indicate the ghost cell method suggested by Dadone et al is remark-
ably converged in grid and present dramatic advantages with respect to the widely
used rst and second-order pressure extrapolation techniques on body-tted grids.
In above mentioned papers on embedded or immersed boundary ghost cell methods,
they use uniform grid or any grid clustering near the body, which must be main-
tained until the far-eld boundary. In [Dadone and Grossman, 2006], a far-eld
coarsening and mesh adaptation method for Cartesian grid are given. Cartesian
grid in conjunction with tree data structure is a natural choice for solution-adaptive
renement. In this chapter, a ghost cell method with the adaptive tree Cartesian
grid is developed, a detailed study for the ghost cell immersed boundary method
for inviscid compressible ows is presented, and some applications are illustrated by
benchmark problems. Moreover, the mass conservation of the method is studied by
the numerical analysis. The extension to three-dimensional ow is also presented.
The remainder of the chapter is arranged as follows. In Section 2.2, the numerical
scheme for Euler equation is described. The boundary treatment is presented in
Section 2.3. In Section 2.4, the tree structure and the treatment of grid adaptation
are presented in details. The numerical results obtained using the ghost cell method
on adaptive Cartesian grid are presented in Section 2.5. Concluding remarks are
made in Section 2.6.
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2.2 Governing equations and numerical methods
2.2.1 Governing equations
The inviscid compressible Euler equations can be described in vector form explicitly
expressing the conservation laws of mass, momentum and energy. The equations in
Cartesian coordinate system can be written as
@U
@t
+
@F (U)
@x
+
@G(U)
@y
+
@H(U)
@z
= 0; (2.2.1)
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:
The variables p; ; u; v; w are the pressure, the density, and the three components of
the velocity vector, respectively, and E represents the total energy per unit mass.
The pressure p is obtained using an equation of state for ideal gases
p = (   1)

E   1
2
(u2 + v2 + w2)

: (2.2.2)
2.2.2 Numerical methods
In order to solve the multi-dimensional Euler equations, dimensional splitting ap-
proach is applied [LeVeque, 1992], in which one-dimensional Godunov's method
is used in each coordinate direction. A monotone upstream-centered scheme for
conservation law (MUSCL)-type extrapolation using a minmod slope limiter [Toro,
1999, Blazek, 2001], with a formal second order accuracy in space, has been ap-
plied to extrapolate the conserved variables onto the left- and right-hand sides on
each cell face. An approximate Riemann solver [Toro, 1999] is used to calculate the
face numerical ux. For every one-dimensional problem, the optimal second TVD
Runge-Kutta method [Shu, 1988,Shu, 1997]
u(1) = un +4tL(un; tn)
un+1 =
1
2
un +
1
2
u(1) +
1
2
4tL(u(1); tn +4t)
(2.2.3)
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is used for time discretization, where L denotes the spatial discretization.
The treatment of the far-eld boundary condition is based on the Riemann in-
variants, where the characteristic boundary conditions are applied [Blazek, 2001].
It should be noted that they are not always well-posed for the Navier{Stokes equa-
tions, although characteristic boundary conditions are often used for inviscid Eu-
ler equations [Strikwerda, 1977]. However, in practice, such characteristic bound-
ary conditions are commonly used for solving the Navier{Stokes equations [Hirsch,
1990, Blazek, 2001]. For simplicity, the description of the characteristic boundary
conditions at the far-eld based only on one-dimensional ow is presented. It is well
known that the Riemann invariants keep constant along the characteristic lines.
Hence, the corresponding characteristics of the Riemann invariants can be formu-
lated as follows [Hirsch, 1990,Toro, 1999]
dx
dt
= u; R1 =
p

;
dx
dt
= u+ a; R2 = u+
2a
   1 ;
dx
dt
= u  a; R3 = u  2a
   1 ;
(2.2.4)
where a is the speed of sound to be specied in the far-eld. If the ow is sub-
sonic in the far-eld, variables R1 and R2 are propagated from the exterior at an
inow boundary, while, variable R3 is propagated from the interior at an inow
boundary. Similarly, on the outow boundary, R1 and R2 are propagated from the
interior, while R3 is propagated from the exterior. All ow quantities are, therefore,
calculated from the specic Riemann invariants on the inow and outow bound-
aries. If the ow is supersonic in the far-eld, all the ow quantities are specied
by freestream values at an inow boundary, and they are all extrapolated from the
interior at an outow boundary.
A particularly simple and robust approximate Riemann solver, called HLL, was
proposed by Harten, Lax and van Leer in [Harten et al., 1983]. But it has the
serious aw of diusing contact surfaces. Because the HLL solver reduces the exact
Riemann problem to two pressure waves and therefore neglects the contact surface.
An improved version of the HLL Riemann solver, named HLLC, is proposed by
Toro [Toro et al., 1994], which is a modied three waves solver, including contact
2.2. Governing equations and numerical methods 17
wave. The HLLC scheme has the following properties [Luo et al., 2005]: 1) exact
preservation of isolated contact and shear waves; 2) positivity preserving of scalar
quantity; and 3) enforcement of entropy condition. The HLLC solver is versatile,
and has been successfully used in various inviscid or viscous compressible ow on
multifarious grids [Batten et al., 1997b,Luo et al., 2005,Kim et al., 2009]. Because of
the signicant advantages, in this work, HLLC solver is adopted as the approximate
Riemann solver to discrete the convection ux on adaptive tree Cartesian grid.
The HLLC ux is dened by [Toro et al., 1994,Batten et al., 1997b]
FHLLC =
8>>>>>><>>>>>>:
Fl if SL > 0;
F (Ul ) if SL  0 < SM ;
F (Ur ) if SM  0  SR;
Fr if SR < 0;
(2.2.5)
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l  (SL   SM) 1; 
r  (SR   SM) 1;
p = l(ql   SL)(ql   SM) + pl = r(qr   SR)(qr   SM) + pr;
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and q  unx+ vny+wnz, with ~n = [nx; ny; nz]T being the unit normal vector to the
cell face. Intermediate wave velocity SM is taken from Batten et al [Batten et al.,
1997a]
SM =
rqr(SR   qr)  lql(SL   ql) + pl   pr
r(SR   qr)  l(SL   ql) :
Signal velocities SL and SR are dened as
SL = min(1(Ul); 1(U
Roe));
SR = max(m(Ur); m(U
Roe));
with 1(U
Roe) and m(U
Roe) being the smallest and largest eigenvalues of the Roe
matrix [Roe, 1981].
In the approximate Riemann solvers, a higher-order approximation can be inter-
preted in terms of ux values to achieve second order accuracy at control-volume
boundaries. The van Leer's MUSCL approach is adopted, and a minmod limiter is
applied to damp spurious oscillation, which is dened as [Zhu et al., 1998]
uR
j+ 1
2
= uj+1   14

(1  k)ej+ 3
2
u+ (1 + k)
eej+ 1
2
u

uL
j+ 1
2
= uj +
1
4

(1  k)eej  1
2
u+ (1 + k)ej+ 1
2
u
 (2.2.6)
where ej+ 1
2
u = minmod(j+ 1
2
u; !j  1
2
u)eej+ 1
2
u = minmod(j+ 1
2
u; !j+ 3
2
u)
minmod(x; !y) = sgn(x)maxf0;min[jxj; !ysgn(x)]g
k is a coecient of MUSCL scheme. When k = 1
3
, a third order upwind scheme for
uniform grid can be obtained. ! is a constant, generally, ! = 1.
2.3 Ghost cell methods on Cartesian grid
Recently, Dadone et al [Dadone and Grossman, 2004,Dadone and Grossman, 2007]
presented systemic results about a novel ghost cell method for static body on Carte-
sian grid. Taken the eect of surface curvature into account, the values at ghost cells
are calculated from an assumed ow model consisting of a vortex ow with locally
symmetric distribution of entropy S and total enthalpy H per unit mass along a
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surface normal. If R is set as the signed local radius of curvature of the wall and Vt is
the velocity component tangential to the body surface, along the normal direction,
this ow model satises the momentum equation
@p
@~n
=  (Vt)
2
R
: (2.3.1)
Furthermore, the nonpenetration boundary condition is satised by Vn = V ~n = 0,
and antisymmetric normal derivatives @S=@~n and @H=@~n are enforced along the sur-
face normal to the body. The resultant entropy and total enthalpy distributions will
produce zero normal derivatives when the ow is irrotational [Dadone and Gross-
man, 2004]. The method has been shown to produce superior accuracy compared
to the classical surface boundary condition in [Dadone and Grossman, 2002,Dadone
and Grossman, 2004,Dadone and Grossman, 2007]. In view of many good charac-
teristics, the method has been successfully used for unstructured grid by Wang et
al in [Wang and Sun, 2003].
2.3.1 Two-dimensional ghost cell method on Cartesian grid
In this study, the body is immersed into the Cartesian grid. For implementing
the ghost cell methodology for an immersed boundary, the rst thing is to identify
the cells whose centers are inside the solid, and determine the ghost cells. Solid
cells can be identied by ray-tracing. Here, two closest rows of solid cells near the
body surface are identied as the ghost cells (GC). These cells are shown in Figure
2.1. Following this, a scheme should be devised to calculate the values at each of
these ghost cell centers, then the boundary condition on the immersed boundary in
the vicinity of the ghost-cell is satised. Here, for the ghost cell method for two
dimensional (2D) inviscid ow on Cartesian grid, the following equations
pGC = pIP   IP V
2
tIP
R
n; (2.3.2)
GC = IP

pGC
pIP
 1

; (2.3.3)
V 2tGC = V
2
tIP +
2
   1

pIP
IP
  pGC
GC

; (2.3.4)
VnGC =  VnIP ; (2.3.5)
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described in [Dadone and Grossman, 2004] are applied, where IP denotes the image
point concerning its ghost cell (GC), and n indicates the distance between the IP
and GC. Then, the nonpenetration boundary condition is automatically satised.
The values at the image points IP can be achieved by a bilinear interpolation for two
dimensional ow, a trilinear interpolation for three dimensional (3D) ow by using
the surrounding uid cells. In the above procedure, a situation may be encountered
where one of uid cells surrounding the image point is the ghost cell itself [Ghias
et al., 2007,Mittal et al., 2008], see, for instance, the point IP1 shown in Figure 2.1.
In this case, a linear interpolation is only used. It will also be encountered that the
surrounding interpolation stencil for image point of ghost cell contains other ghost
cells. This situation only takes the uid cells into account to achieve the value at
the image point. In this study, the interpolation formula at the image point can be
dened as
IP =
 
mX
i=1
1
ri
i
!, 
mX
i=1
1
ri
!
; (2.3.6)
where ri is the distance between the image point IP and the uid cell surrounding
IP , and m is the total number of the uid cells.
GC
GC1 GC
solid cell
fluid cell
IP
A
B C
D
E
IP1
Figure 2.1: 2D schematic describing ghost cell method used in the current solver.
In order to evaluate the pressure pGC at the ghost cell in (2.3.2), on an arbitrary
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curve boundary, it is necessary to estimate the local curvature. Here the method
for two dimensional ow suggested by Wang et al [Wang and Sun, 2003] is adopted.
Considering a curved boundary in Figure 2.2, to estimate the curvature for body
surface A   B, rstly, A   B and the point to the left of the boundary face (point
Lft) are used to make one approximation, and then A B and the right point Rgt
are used to perform the other approximation. Then, the nal radius is obtained by
a simple average with the two estimates. The local averaged radius is used to be
the nal approximation of the local curvature. However, if either point A or B is
a sharp corner, the three points are only used to obtain the estimate, avoiding the
sharp corner.
Lft
A
B
Rgt
Figure 2.2: Estimation of local curvature for 2D body.
2.3.2 Three-dimensional ghost cell method on Cartesian grid
For three-dimensional inviscid ow on Cartesian grid, the ghost cell method becomes
[Dadone and Grossman, 2007]
pGC = pIP   IP
eV 2IP
R
n; (2.3.7)
GC = IP

pGC
pIP
1=
; (2.3.8)
VnGC = VGC  ~n =  VIP  ~n; (2.3.9)eV 2GC = eV 2IP + 2   1

pIP
IP
  pGC
GC

; (2.3.10)
bVGC = 0; (2.3.11)
where the vector ~n is normal to the body surface, eV = V  (V ~n)~n is in the direction
of the streamline projected onto the surface, and bV is the velocity component normal
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to ~n and eV .
The Dadone's method [Dadone and Grossman, 2007] for curvature in (2.3.7) is
very complicated, which needs to nd the intersection of the body surface with the
plane formed by the tangent to the surface streamline and the surface normal. If the
geometry is a sphere, the radius of the local curvature is the radius of the sphere.
However, for an arbitrary 3D body, some methods must be developed to estimate
the local curvature. For the simplicity, in practical computation, the local averaged
radius is usually chosen as an approximation of the curvature near the body surface.
Given arbitrary four noncoplanar points A, B, C and D, for example, the radius can
be solved by the following equations
(xi   x0)2 + (yi   y0)2 + (zi   z0)2 = R2; i = A;B;C;D:
If set the volume of the tetrahedron ABCD is 
, jABj = a, jACj = b, jADj = c,
jBCj = r, jBDj = q, and jCDj = p, then
R =
p
(ap+ bq + cr)( ap+ bq + cr)(ap  bq + cr)(ap+ bq   cr)
24

; (2.3.12)
where 
 can be obtained from the following equation

 =
1
3
4X
m=1
(~rmid  ~S)m;
where (~rmid)m denotes the midpoint of the tetrahedron face m, and ~Sm is the face
vector (outward directed) at face m, respectively. The local averaged radius around
the ghost cell is used as the nal approximation of the local curvature.
If reection boundary conditions are used on a solid boundary and the eect of
curvature is neglected, then, the variables on ghost cell can be obtained by
pGC = pIP ; (2.3.13)
GC = IP ; (2.3.14)
VGC = VIP   2(VIP  ~n)~n : (2.3.15)
2.4. Solution-based mesh renement on Cartesian grid 23
2.4 Solution-based mesh renement on Cartesian
grid
Cartesian grid in conjunction with tree data structure is a natural choice for solution-
adaptive renement. In this work, a generalized binary tree data structure (e.g.,
quadtree in 2D, octree in 3D, etc.) is used (see Figure 2.3 for 2D). Any cell with
side length ratio > 2 or < 0:5 to be neighbors is not allowed. This restriction results
in what is known as a balanced tree [DeZeeuw, 1993,De Berg et al., 2008,Cecil et al.,
2008], and ensures that the grid sizes vary in a continuous way [Hirsch, 2007].
Figure 2.3: Illustration of quad-tree data structure.
A solution-based approach for the mesh renement or coarsening is applied; that
is, sensors are employed to detect and localize physical ow phenomena. The sensors
concerning curl and divergence of velocity suggested by De Zeeuw [DeZeeuw, 1993]
are as follows
ci = jr  V jd
3
2
i ; di = jr  V jd
3
2
i ;
where i = 1; 2;    ; N , N is the total number of cells and d = p
 (
 is the cell
volume). The standard deviation of both parameters are computed as
c =
vuuut NP
i=1
 2ci
N
; d =
vuuut NP
i=1
 2di
N
:
A cell is agged for renement or coarsening if one of two possible conditions hold:
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(a) If either ci > c or di > d, the cell is agged for renement;
(b) If both ci < 1=10c and di < 1=10d, the cell is agged for coarsening.
When a cell is agged for renement, the value at the center of a child cell must
be calculated. In this study, a linear interpolation polynomial is used to get the
child cell's value, and a minmod limiter is adopted to damp the oscillation near
the shock wave. As a cell is agged for coarsening, a direct conservative average
is used to obtain the value at the parent cell. During adaptive grid renement,
nonuniform grids will appear as shown in Figure 2.4. To advance the value at the
point A, the quantities at the grid point E should be calculated rstly. Using the
surrounding cells A;B;C;D of E, for the simplicity, the equation (2.3.6) is used
to interpolate the value at the point E. At the interface between coarse and ne
grids, the correction of conservation law should be imposed to make the uxes into
the ne grid across a coarse/ne cell boundary equal to the ux out of the coarse
cell [Berger and Colella, 1989]. Here, the eective method given in [Berger and
Colella, 1989] is used to ensure global conservation. For ux conservation across the
interface between coarse and ne grids (see Figure 2.4), the numerical ux F^ fhD at
cell face fh for coarse cell D should satisfy
F^ fhD  F^ fgF + F^ ghA ; (2.4.1)
where F^ fgF and F^
gh
A are numerical uxes at cell face fg and gh for ne cells F and
A, respectively. In the solver, after time advancing, all the face numerical uxes
including ux F^ fhD for coarse cell D and ux F^
fg
F and F^
gh
A for ne cell F and A are
calculated. In order to enforce conservation, set
F^ fhD =  F^ fhDP
fine = F^
fg
F + F^
gh
A
Then the algorithm for conservation correction at cell D can be carried out by
F^ fhD = F^
fh
D +
P
fine
UD = UD +
t
x
F^ fhD
(2.4.2)
If the level of cell under coarse cell D is higher than the one of D, the correction
procedure for lower face of the cell D is the same as (2.4.2). However, for the upper
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face or right face of cell D, the correction should be modied by
UD = UD   t
x
F^ fhD :
Figure 2.4: The treatment of coarse-ne grid interface.
2.5 Numerical results for ghost cell methods on
Cartesian grid
The proposed method presented in the previous sections are applied to two and
three dimensional compressible ows with various congurations in this section.
2.5.1 Supersonic ow past a circular cylinder
Firstly, a supersonic two-dimensional compressible ow around a circular cylinder of
radius r = 1 atMa1 = 3 is computed. In this simulation, initial grids (initial largest
spatial step h = r=4) are rened three times near the body rstly, then three levels
of solution-based renement are carried on. The nal mesh is shown on the left
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Figure 2.5: Left: zoom of the adaptive grid. Right: density contours.
of Figure 2.5. The nal total number of the computational cells is 37977. Thanks
to the combination of the ghost cell method and the adaptive Cartesian grid, the
number of the grid is far less than the one using (305 305) grids in [Sjoegreen and
Petersson, 2007]. Numerical density contours obtained for Ma1 = 3 is presented
on the right of Figure 2.5. This gure shows a sharp resolution near the shock.
From the theoretical and experimental results, the distance  of the shock from the
obstacle, measured on the stagnation, is approximated in [Billig, 1967,Boiron et al.,
2009] by

r
= 0:386 exp

4:67
M21

: (2.5.1)
The value  of the mean shock detachment by the developed ghost cell method
on adaptive Cartesian grid is 0.685, which is very closed to the theoretical value of
0.6485 by (2.5.1).
2.5.2 Supersonic ow around a triangle
In this subsection, the same case presented in [Boiron et al., 2009] is considered,
where a supersonic ow pasts a solid triangular body with height h = 0:5 and half
angle  = 20 degree, as shown on the left of Figure 2.6. The free stream Mach
number is 2. In this geometry, a special procedure will be encountered, which is
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the problem of multi-valued ghost points [Dadone and Grossman, 2004, Dadone
and Grossman, 2006,Dadone and Grossman, 2007, Sjoegreen and Petersson, 2007].
Multi-valued ghost points are often found near unresolved thin surfaces and sharp
corners, such as the cases at the sharp trailing edge of an airfoil or near the apex
of triangle as shown in Figure 2.6. At the sharp corner, one cell center inside the
geometry may be the ghost cell center for one side of the corner surface, as well as
for the other side. Also, a ghost cell center pertaining to one side of a corner surface
may be located inside the ow eld on the other side of the corner. To handle this
case, some special uid cells should be labeled, in which the multiple valued ghost
points are needed to advance the solution process. Generally speaking, the ghost
boundary conditions are given before time evolution. In this special situation, the
multiple valued ghost points are evaluated during the time evolution. The rest uid
cells are computed as usual. The advantage of this approach is that there is no need
to allocate new memory to save the values on the multiple valued ghost points.
h
theta
Figure 2.6: Left: geometrical conguration for oblique shock wave analysis. Right:
zoom of adaptive Cartesian grid.
The problem is solved by using the presented adaptive ghost cell Cartesian grid
method on the domain [ 4; 4]  [ 4; 4]. Initial grids (initial largest spatial step
h = 0:5) are rened six times near the body; then three levels of solution adaptions
are carried out. The nal mesh is shown on the right of Figure 2.6. The total
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number of grid points is 40233. Figure 2.7 shows the density contours obtained
by the presented method. The gure clearly indicates the position of the attached
shock.
X
Y
0 0.2 0.4 0.6 0.8 1
-0.4
-0.2
0
0.2
0.4
DEN
2
1.88
1.76
1.64
1.52
1.4
1.28
1.16
1.04
0.92
0.8
0.68
0.56
0.44
0.32
0.2
Figure 2.7: Density contours for Ma1 = 2.
An oblique shock can be attached or detached depending on the values of the
deection angle  and the upstream Mach number Ma1. If the shock is attached to
the triangle, its angle corresponding to the horizontal, , can be computed through
following formula [Hirsch, 1990,Hirsch, 2007,Boiron et al., 2009]
tan  = 2 cot 

M21 sin
2    1
M21 ( + cos 2) + 2

: (2.5.2)
For M1 = 2 and  = 20 degree, the angle  would be about 53.46 degree. In
[Boiron et al., 2009], the authors presented the numerical values of  by using a
high-resolution penalization method to solve the viscous compressible Navier-Stokes
equatons. Their numerical results of  were 54.13 degree on 5122 grid points, 53.70
degree on 10242 grid points and 53.56 degree on 5122 grid points. In the present
computation under Euler equations on 40233 grid points, the mean shock angle 
is 54.20 degree.
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2.5.3 Conservation properties
In [Sjoegreen and Petersson, 2007], Sjogreen and Petersson analyzed the conserva-
tion properties of their Cartesian embedded boundary method. To investigate the
quantity of possible loss of mass from the embedded boundary, they computed a
steady subsonic ow in a channel with an elliptic obstacle. In this study, the same
case is chosen to study the mass loss.
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Figure 2.8: Pressure contours for Mach 0.5 ow in a channel with obstacle.
The domain is of size [ 3; 3] [ 2; 2] and the ellipse have the axis length 0.5 and
0.3 in the x- and y-directions, respectively. The free stream Mach number is 0.5.
The upper and lower boundaries are solid walls where slip boundary conditions are
imposed. The ow status and boundary conditions are identical with the ones in
[Sjoegreen and Petersson, 2007]. The conservation of mass is measured by comparing
the total mass ux across the left inlet with the one across the right outlet boundary.
The mass ux over the grid line xi is approximated by the sum
Fi =
N 1X
j=1
hi;j+1=2ui;j+1=2
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whereN is the number of grid points in the j direction, and i;j+1=2 = (i;j+1+i;j)=2.
The discrepancy between the inux F1 and the outux FM shows the mass loss,
which is F = FM  F1. For the present ghost cell method, 304 204 uniform grid
points are used. In this situation, the mass loss is 3:32 10 3, and the relative loss
is 1:65  10 3. In [Sjoegreen and Petersson, 2007], using the limiter at embedded
boundary, the authors showed that the mass loss is 1:5 10 2, and the relative loss
is 5:4 10 3 with 301 301 grid points. Without the limiter, the mass loss of F
is 1:2 10 2, and the relative loss is 4:3 10 3 [Sjoegreen and Petersson, 2007]. If
the reection boundary conditions (2.3.13)-(2.3.15) are used, it is interesting that
the mass loss (F = 8:54 10 3, and the relative loss is 5:36 10 3) is still smaller
than the one in [Sjoegreen and Petersson, 2007]. The results show that the mass
loss by the reection boundary conditions (2.3.13)-(2.3.15) are slightly bigger than
the results obtained by the present boundary conditions (2.3.2)-(2.3.5), which shows
an advantage of the present method. Figure 2.8 presents the numerical contours for
the pressure.
2.5.4 Transonic ow past a NACA0012 airfoil
Now, an application of the present method to deal with an airfoil is considered. An
airfoil has a sharp trailing edge, which is dicult to dene the ghost cell boundary
as the aforesaid triangle. In this case, the presented ghost cell adaptive Cartesian
grid method is used to solve this problem.
For the transonic ow computation, the Mach number is 0.8 and the angle of
attack is 1.25 degree around a NACA0012 airfoil. This case is run for outer boundary
of the mesh at a 10-chord radius. The initial mesh was rened six times near the
body boundary (the largest spacial interval h = 0:5, airfoil chord=1). Three levels
of solution-based renement are carried out during the time evolution. The mesh
is shown in Figure 2.9. In the step of solution-based renement, the sensor of the
divergence of velocity d is only used. The pressure contours are shown in the
left of Figure 2.10, and the pressure coecient distribution is plotted on the right.
Clearly, both strong and weak shock waves are well resolved, and the positions of
shock waves are also well located as shown in Figure 2.10. The result on pressure
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Figure 2.9: Left: the initial grid of NACA0012 airfoil. Right: zoom of adaptive
Cartesian grid.
coecient labeled by Ch2AMR is in agreement with the one presented by ISAAC
solver [Morrison, 2014].
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Figure 2.10: Left: pressure contours. Right: distribution of pressure around the
surface of the airfoil (Mach 0.8 at angle of attack 1.25 degree).
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2.5.5 Three-dimensional numerical results
Finally, a simple three-dimensional supersonic ow past a sphere is used to show the
capability of the adaptive Cartesian grid ghost cell method. The sphere has radius
r = 1. The octree data structure is adopted for mesh generation and adaptive
renement. The initial mesh is rened two times near the body boundary, and two
levels of solution-based renement are carried out during the time evolution (the
largest spacial interval h = 0:5). A plot of the nal rened grid is shown in Figure
2.11. The nal grid clearly shows the mesh renement near the shock wave. The
density distribution for the steady Mach 3 ow past a sphere is indicated in Figure
2.12. Although the spacial interval is coarser, the bow shock is well resolved, which
shows the developed three-dimensional code is eective.
Figure 2.11: Zoom of adaptive Cartesian grid
From the theoretical and experimental results [Billig, 1967], the distance  of
the shock from the sphere, measured on the stagnation, is approximated by

r
= 0:143 exp

3:24
M21

: (2.5.3)
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Figure 2.12: The density contours (Mach 3 ow past a sphere).
Above (2.5.3) approximately gives the theoretical value  = 0:205. Using presented
ghost cell method on adaptive Cartesian grid, the numerical value of mean shock
detachment  is approximately 0.213.
In order to evaluate the developed method, the shape of shock at x = 0 is
particularly studied. The detached shock wave is a hyperbola that is asymptotic
to the freestream Mach angle or in the case of a cone or wedge afterbody, to the
attached shock angle  [Billig, 1967]. The equation of shock wave shape for the
coordinates at x = 0 is
z =  
(
r +  rc cot2 
"
1 +
y2 tan2 
r2c
1=2
  1
#)
: (2.5.4)
The approximation of the vertex radius of curvature rc of the sphere-cone, is pre-
sented as follows
rc
r
= 1:143 exp

0:54
(M1   1)1:2

: (2.5.5)
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The freestream Mach angle can be calculated by
 = arcsin
1
M1
: (2.5.6)
Using (2.5.5) and (2.5.6), the shape of shock wave can be approximately obtained
by (2.5.4). The isobars of pressure at x = 0, and the approximate shape (highlight
black line) of the shock wave obtained by (2.5.4), are shown in Figure 2.13. The
computed shock wave shape by the present Cartesian grid method is well consistent
with the theoretical result.
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Figure 2.13: Comparison of the theoretical shape by (2.5.4) (highlight black line)
and the computed shock wave shape by the developed solver for ow over sphere.
2.6 Summary
In this chapter, an immersed boundary method with adaptive tree Cartesian grid
has been developed. The present method has been successfully used to solve steady
state problems of the Euler equations for a variety of two- and three- dimensional
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internal and external ows. Numerical test examples including supersonic ows over
a triangle, a circle cylinder and a three-dimensional sphere, a transonic ow around
a NACA0012 airfoil, and a subsonic ow in a channel with an elliptic obstacle, were
presented in this chapter. Numerical results show that the present method can
achieve correct shock positions, high resolution, and correct physical characteristics.
Despite the violation of the conservation in the immersed boundary methods, from
the numerical studies, the impact of the loss of mass of the present method is
negligible.
Chapter 3
Adaptive Runge-Kutta
discontinuous Galerkin method for
complex geometry problems on
Cartesian grid
3.1 Introduction
In Chapter 2, an adaptive Cartesian grid nite dierence method has been presented
for 2D/3D Euler equations. In this chapter, the h-adaptive RKDG method on
Cartesian grid with ghost cell immersed boundary method and its applications for
complex geometry are investigated. The content of this chapter has been published
in International Journal for Numerical Methods in Fluids, 2013, 73(10): 847-868 .
Recently, Cartesian grid methods have become popular in computational uid
dynamics (see [Yang et al., 1997a,Forrer and Jeltsch, 1998,Berger et al., 2003,Dadone
and Grossman, 2004,Helzel et al., 2005,Colella et al., 2006,Sjoegreen and Petersson,
2007, Ji et al., 2008, Liu et al., 2009, Sambasivan and UdayKumar, 2009, Chaud-
huri et al., 2011] and their references), because such methods do not suer from
the complex grid generation and grid management requirements inherent to other
methods and can be easily used in high order numerical schemes. In addition to
the simplication and automation of grid generation [Versteeg and Malalasekera,
36
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2007], Cartesian grid method also facilitates the adaptive mesh renement (AMR).
It is well known that for hyperbolic conservation law, most of AMR methods on
Cartesian grid have only second order accuracy. Recently, there have been many
research eorts on the high order accuracy Cartesian grid AMR methods, in which
essentially non-oscillatory or weighted essentially non-oscillatory (ENO/WENO) -
nite dierence methods are used [Li and Hyman, 2003,Cecil et al., 2008,Shen et al.,
2011]. However, there are limitations of the enhancement of the numerical accuracy
when the interpolation schemes are implemented on the newly generated ne grids
and coarsened child grids and the boundary conditions on the interface of coarse-
ne grids [Li and Hyman, 2003]. According to the description of Shen et al in [Shen
et al., 2011], it is dicult to maintain high order accuracy across several levels of
grids, and introducing a high order accurate scheme in the AMR setting makes it
harder to maintain local mass conservation. Furthermore, high order scheme like
ENO/WENO will use broader grid stencil, which increases the diculty on dealing
with boundary conditions, in particular, demand more ghost points to retain the
approximation accuracy on computational boundaries or the interface of coarse-ne
grids.
Discontinuous Galerkin (DG) method is a very eective high order numerical
scheme for hyperbolic conservation law, which is developed by Cockburn et al in a
series of papers [Cockburn and Shu, 1989, Cockburn et al., 1989, Cockburn et al.,
1990,Cockburn and Shu, 1991,Cockburn and Shu, 1998]. This method consists of
many advantages, including exible hp-adaptive ability, certain superconvergence
property, high parallelism of the resulting algorithm using explicit Runge-Kutta
method. Actually, RKDG is not like ENO/WENO method, since the stencil used
in the DG method is more compact. The reason for this is that the solution rep-
resentation in each cell is kept independent of the solutions in other cells, in which
the communication occurs only with the adjacent cells sharing a common edge.
This makes the DG method extremely exible for solving problems on complicated
uid boundaries and processing with adaptive grid. As an alternative of high order
numerical algorithm during AMR, DG can also treat nonconforming element with
hanging node. During the process of the grid renement or grid coarsening, for the
3.1. Introduction 38
prolongation and restriction of grid, DG method can use L2 projection to maintain
local conservation. In addition, at the interface between the coarse and ne grid,
the cell solution polynomial of DG nite element space provides ready-made inter-
polation one. Because of these advantages, RKDG method is a good alternative of
high order accuracy numerical method on the adaptive Cartesian grid. However,
the research on h-adaptive RKDG method is limited compared with the nite dif-
ference Cartesian grid AMR method. The researches, for instance, were carried out
by Flaherty et al [Biswas et al., 1994, Devine and Flaherty, 1996, Flaherty et al.,
1997,Remacle et al., 2003] and Dedner et al [Dedner et al., 2007]. The author also
refer to Hartmann and Houston [Hartmann and Houston, 2003], where duality tech-
niques were used for designing adaptive strategy. Recently, Zhu and Qiu [Zhu and
Qiu, 2009,Zhu and Qiu, 2013] systematically study the h-adaptive RKDG method
with WENO limiter. To the author's knowledge, there are lacking practical appli-
cations on dealing with complex geometry with RKDG method on the Cartesian
grids, such as ow past an airfoil. In fact, the high sensitivity to the accuracy of
the boundary representation of DG and the appearance of cut cells near the wall
limit its applications [Bassi and Rebay, 1997, Krivodonova and Berger, 2006]. In
this chapter, a discontinuous detector and a limiting technique are used to suppress
oscillation and a solution based grid adaptive method with hybrid sensors is used
during the grid renement. Furthermore, the implementation detail of the adaptive
Cartesian RKDG method for complex bodies is also pursued.
This chapter is structured as follows. In Section 3.2, the governing equations and
their numerical discretization are provided, including the review of RKDG method,
a detailed description of h-adaptive RKDG method, and the limiting process near
the discontinuous. The implementation of the ghost cell immersed boundary method
coupling with the high-order accurate RKDG method is presented in Section 3.3. In
Section 3.4, the computational results for two dimensional (2D) benchmark prob-
lems with complex geometries are presented, illustrating the high order accuracy,
robustness and eciency of the proposed h-adaptive RKDG scheme. Finally, a
conclusion is given in Section 3.5.
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3.2 Governing equations and the numerical meth-
ods
In order for simplicity to describe the RKDG method, the two-dimensional inviscid
compressible Euler equations of (2.2.1) are rewritten in vector form
@U
@t
+r  F = 0; (3.2.1)
where, the conservative state vector U and the inviscid ux vectors F = (f; g)T are
dened by
U =
26666664

u
v
E
37777775 ; f =
26666664
u
u2 + p
uv
u(E + p)
37777775 ; g =
26666664
v
uv
v2 + p
v(E + p)
37777775 :
3.2.1 Review of RKDG method
To formulate the RKDG method, the discretization of (3.2.1) in space using the
discontinuous Galerkin method is rst carried out. For simplicity, U is considered
as a scalar function here only. If U is vector-valued, one simply proceeds component
by component.
Assumed that Th is a grid coverage of 
, where the domain 
 is subdivided into
a collection of nonoverlapping elements K, the approximate solution Uh(t; x; y) in
the nite element space of discontinuous functions can be dened as
Vh = fvh 2 L1(
) : vhjK 2 P k;8K 2 Thg;
where P k being the space of polynomials with degree  k.
Firstly, the equation (3.2.1) is multiplied by a test function v(x; y) 2 Vh and
integrated over cell K; integration by parts is performed, and then the following
semi-discrete form of (3.2.1) is obtained
d
dt
Z
K
U(x; y; t)vdxdy  
Z
K
F (U)  rvdxdy +
X
e2@K
Z
e
F (U)  ~nevds = 0; (3.2.2)
where ~ne is the outward unit normal to the edge e. The volume integral termR
K
F (U)rvdxdy can be computed either exactly or by a numerical quadrature with
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suciently high order accuracy. The line integral in (3.2.2) is typically discretized
by a Gaussian quadrature with sucient accuracyZ
e
F (U)  ~nevds  jej
qX
l=1
!lF (U(Gl; t))~nev(Gl);
where q is the number of Gaussian quadrature points. According to the study
in [Cockburn and Shu, 1998], the quadrature rules for volume integral term, must be
exact for polynomials of degree 2k+1, and the quadrature rules for the line integral in
(3.2.2), must be exact for polynomials of degree 2k. Because the numerical solution
Uh is discontinuous on the interface between two elements, the ux F (U(Gl; t))~ne
must be replaced by a numerical ux function F^ (U (Gl); U+(Gl); ~ne), which depends
on both the inner- and outer-trace of Uh on @K, K 2 Th , and the unit outward
normal vector ~ne of edge e. It should be emphasized that the choice of the numerical
ux function is independent on the nite element space. In this study, for the Euler
equations, the HLLC approximate Riemann solvers (2.2.5) is used as the numerical
ux.
To complete the denition of the RKDG method, the following third-order total
variation diminishing (TVD) Runge-Kutta time discretization [Shu and Osher, 1988]
is used to solve the semi-discrete form (3.2.2); that is
u(1) = un +4tL(un; tn);
u(2) = 3
4
un + 1
4
u(1) + 1
4
4tL(u(1); tn +4t);
un+1 = 1
3
un + 2
3
u(2) + 2
3
4tL(u(2); tn + 1
2
4t);
(3.2.3)
where L denotes the spatial discretization. In this study on h-adaptive RKDG
method, for unsteady problems, global time steps are used in Runge-Kutta method,
which are equal to the smallest local time step calculated by the local maximum
characteristic speed and the local cell size at each time level. For a steady problem,
in order to accelerate the convergence to a steady solution, a local time step is used
at each cell. The local time step can be formulated by
tlocal = CFL
dxdy
(juj+ a)dy + (jvj+ a)dx: (3.2.4)
Here, a denotes the local sound speed; dx and dy denote the cell length.
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3.2.2 h-adaptive RKDG method in 2D
In fact, for h-adaptive RKDG method, apart from the appearance of hanging cell,
there is no main dierence from general RKDG method. Cartesian grid in con-
junction with tree data structure is a natural choice for solution with adaptive grid
renement. In this work, a generalized binary tree data structure (e.g., quad-tree
in 2D, see Figure 2.3, octree in 3D, etc.) is used. Any cell with side length ratio
> 2 (or < 0:5) to be neighbours is not allowed. This restriction results in what
is known as a balanced tree. It should be noted here such a tree is dierent from
one presented in [Zhu and Qiu, 2013], where they used a non-balance tree [De Berg
et al., 2008].
For the RKDG method, if a local basis of P k is chosen and denoted as v
(K)
l (x; y)
for l = 0;    ; Qk in cell element K, then numerical solution Uh(x; y; t) 2 Vh can be
expressed as
Uh(x; y; t)jK =
QkX
l=0
U
(l)
K (t)v
(K)
l (x; y); (3.2.5)
where U
(l)
K (t) (l = 0;   Qk = (k+1)(k+2)2 ) are the degrees of freedom. Commonly,
the local orthogonal basis functions are adopted during the implementation and
numerical calculation of RKDG method, which are
1; 1; 2; 
2
1  
1
3
; 12; 
2
2  
1
3
;    ;
inside the rectangular element K = [xK  1
2
; xK+ 1
2
] [yK  1
2
; yK+ 1
2
], and
1 =
x  xK
4xK=2 ; 2 =
y   yK
4yK=2 ;
where (xK ; yK) is the center of rectangle K, 4xK and 4yK are lengths of K's sides
in the direction of x and y respectively. Obviously, U
(0)
K (t) is the cell average of Uh
over K.
In order to retain the approximation accuracy and the local conservation prop-
erty, a L2 projection approach is used to obtain the new generated grid's degrees of
freedom [Biswas et al., 1994,Remacle et al., 2003,Zhu and Qiu, 2013]. Suppose Uh
is already known on the mesh Th(tn), and it is necessary to determine the degrees
of freedom U
(l)
K0(tn)(l = 0;    ; Qk) in the new cell K 0 2 Th(tn+1). Let U 0h denote the
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L2 projection of Uh, and satisfy the following equationZ
K0
U 0hjK0v(K
0)
l (x; y)dxdy =
Z
K0
Uhv
(K0)
l (x; y)dxdy: (3.2.6)
Substituting (3.2.5) in (3.2.6), the degrees of freedom in the new generated grid K 0
can be calculated.
Figure 3.1: The sketches of coarsening (left) and renement (right) in the adaptive
mesh.
For simplicity, the implementation of the adaptive mesh for RKDG method is
only based on P 2 polynomials on each element, that is, k = 2; however, if k > 2,
the basic idea is the same as k = 2.
When four cells K1; K2; K3; K4 are agged and coarsened to a new cell K
0 (see
the left sketch in Figure 3.1), the new degrees of freedom are given by
U
(0)
K0 =
1
4
(U
(0)
K1
+ U
(0)
K2
+ U
(0)
K3
+ U
(0)
K4
);
U
(1)
K0 =
1
8
(U
(1)
K1
+ U
(1)
K2
+ U
(1)
K3
+ U
(1)
K4
) + 3
8
( U (0)K1 + U
(0)
K2
  U (0)K3 + U
(0)
K4
);
U
(2)
K0 =
1
8
(U
(2)
K1
+ U
(2)
K2
+ U
(2)
K3
+ U
(2)
K4
) + 3
8
( U (0)K1   U
(0)
K2
+ U
(0)
K3
+ U
(0)
K4
);
U
(3)
K0 =
1
16
(U
(3)
K1
+ U
(3)
K2
+ U
(3)
K3
+ U
(3)
K4
) + 3
16
( U (2)K1 + U
(2)
K2
  U (2)K3 + U
(2)
K4
)
+ 3
16
( U (1)K1   U
(1)
K2
+ U
(1)
K3
+ U
(1)
K4
) + 9
16
(U
(0)
K1
  U (0)K2   U
(0)
K3
+ U
(0)
K4
);
U
(4)
K0 =
1
16
(U
(4)
K1
+ U
(4)
K2
+ U
(4)
K3
+ U
(4)
K4
) + 15
32
( U (1)K1 + U
(1)
K2
  U (1)K3 + U
(1)
K4
);
U
(5)
K0 =
1
16
(U
(5)
K1
+ U
(5)
K2
+ U
(5)
K3
+ U
(5)
K4
) + 15
32
( U (2)K1   U
(2)
K2
+ U
(2)
K3
+ U
(2)
K4
):
(3.2.7)
When a parent cell K is agged and rened to four child cells K 01; K
0
2; K
0
3; K
0
4,
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Figure 3.2: The treatment of hanging node in the adaptive Cartesian grid.
(see the right sketch in Figure 3.1), the new degrees of freedom can be dened as
U
(0)
K0i
= U
(0)
K + aiU
(1)
K + biU
(2)
K + aibiU
(3)
K ;
U
(1)
K0i
= 1
2
U
(1)
K + ( 1)iaibiU (3)K + aiU (4)K ;
U
(2)
K0i
= 1
2
U
(1)
K + ( 1)ijaibijU (3)K + biU (5)K ;
U
(3)
K0i
= 1
4
U
(3)
K ;
U
(4)
K0i
= 1
4
U
(4)
K ;
U
(5)
K0i
= 1
4
U
(5)
K ;
(3.2.8)
and
ai = ( 1)i1
2
; b1 = b2 =  1
2
; b3 = b4 =
1
2
; (i = 1; 2; 3; 4):
It should be noted that in the original AMR nite dierence method [Berger and
Colella, 1989], one must impose correction of conservation law to make the uxes into
the ne grid across a coarse/ne cell boundary, as shown in Figure 3.2, equivalent
to the ux out of the coarse cell after every time step advancing. The correction for
AMR nite dierence method can be referred to Section 2.4 in Chapter 2. However,
RKDG method is born with h-adaptive ability and can be applied in the presence
of hanging nodes. In the present study, a list is used to record the cell faces, and a
loop over all cell faces is implemented to calculate the face ux integrations. At the
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coarse/ne cell face (as an example, see Figure 3.2), only the ne cell boundary ab
and bc are added into cell face list. During time step advancing, numerical uxes
of face ab and bc of cell B and C are calculated, respectively. For the coarse cell
A face, the numerical ux integral is divided into two partitions ab and bc, which
is calculated by the same integral formula as the ne cell boundary face. This
treatment will automatically maintain the ux conservation on both coarse and ne
cell interface boundaries.
3.2.3 Discontinuous detector and limiter
If there are discontinuities in the approximate solution, oscillations may occur or
even the method may break down. To enhance the stability of the method and
eliminate possible spurious oscillations in the approximate solution, some kinds of
limiting must be added during the time evolution. Unfortunately, most of limiters
frequently identify regions near smooth extrema as requiring limiting and this typ-
ically results in a reduction of the optimal high-order convergence rate. In this
study, the discontinuity detector introduced by Krivodonova et al in [Krivodonova
et al., 2004] is used to distinguish regions where solutions are smooth or discontin-
uous. With such a method, limiting would only be used near discontinuities; thus,
high-order accuracy would be preserved in smooth regions.
The discontinuity detector works in the following way. First, partition the cell
boundary @K into two portions @K  and @K+, where the ow is into (V  ~n < 0, ~n
is the normal vector to @K) and out of (V  ~n > 0) cell K, respectively. Then, the
discontinuity detector is dened as
IK =
R
@K (UK   UnbK)ds

h(k+1)=2 j@K j kUKk ; (3.2.9)
and if IK > 1, UK is discontinuous; otherwise, UK is smooth. Note that here, h is
the radius of the circumscribed circle in element K, nbK is the neighbour of K on
the side of @K , and kUKk is a maximum norm based on local solution maximum
at integration points. Considering it is eective both for the shock and the contact
discontinuity, in this study, the entropy is used as the discontinuity detection variable
for Euler equations [Krivodonova et al., 2004].
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A local slope limiting introduced in [Cockburn et al., 1989,Cockburn and Shu,
1998] is used near the discontinuous, which is dened as
U x
K+12
;yK
= U
(0)
K +
~UxK ; U
+
x
K  12
;yK
= U
(0)
K   ~~UxK ;
U xK ;yK+12
= U
(0)
K +
~UyK ; U
+
yK ;yK  12
= U
(0)
K   ~~UyK ;
(3.2.10)
where
~UxK =
QkX
l=0
U
(l)
K v
(K)
l (xK+ 12
; yK);
~~UxK =  
QkX
l=0
U
(l)
K v
(K)
l (xK  12 ; yK);
~UyK =
QkX
l=0
U
(l)
K v
(K)
l (xK ; yK+ 12
); ~~UyK =  
QkX
l=0
U
(l)
K v
(K)
l (xK ; yK  12 ):
In this way, ~UxK ;
~~UxK ;
~UyK and
~~UyK in (3.2.10) should be modied by
~U
x(mod)
K = m(
~UxK ; U
(0)
eK   U (0)K ; U (0)K   U (0)wK);
~~U
x(mod)
K = m(
~~UxK ; U
(0)
eK   U (0)K ; U (0)K   U (0)wK);
~U
y(mod)
K = m(
~UyK ; U
(0)
nK   U (0)K ; U (0)K   U (0)sK );
~~U
y(mod)
K = m(
~~UyK ; U
(0)
nK   U (0)K ; U (0)K   U (0)sK );
(3.2.11)
where U
(0)
eK ; U
(0)
sK ; U
(0)
wK ; U
(0)
nK denote the cell averages of the east, south, west and
north neighbour cells, respectively. m is a modication of minmod function [Cock-
burn and Shu, 1989] dened by
m(1;    ; m) =
8<: 1; if j1j Mx2m(1;    ; m); otherwise; (3.2.12)
for the rst two equations in (3.2.11), and with a change of x to y in the last
two equations in (3.2.11). The minmod function m is dened by
m(1;    ; m) =
8<: smini jij; if s = sign(1) =    = sign(m);0; otherwise;
and M in (3.2.12) is the TVBM limiter constant, which can be chosen suitably
for dierent problems. For the original TVBM limiter, M is taken to prohibit
the degeneracy of accuracy at the smooth extrema and make the resulting RKDG
scheme retain its optimal accuracy. Unfortunately, to the date, there isn't a very
eective method to choose the coecient M [Cockburn et al., 1989,Cockburn and
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Shu, 1998]. In this study, a discontinuity detector introduced by Krivodonova et
al is rst used to distinguish regions where solutions are smooth or discontinuous.
Then, the TVBM limiter is carried out at those cells which has been detected as the
discontinuous cells. Hence, a small M can be chosen. In the present study, except
the special instructions, M = 10 is used in all examples. For uniform grids, there
is no trouble in the limiting procedure; however, for AMR grid, the appearances of
hanging nodes would make some neighbours not real cells with the same renement
levels (see Figure 3.2, for example, the west neighbour F of cell A and the east
neighbour A1 of cell B). The cell averages of those imaginary ones, in this study,
are calculated by using both rst equations of (3.2.7) and (3.2.8).
If there is a system, in order to improve the eectiveness on controlling oscilla-
tions, the limiting should be carried out in the local characteristic directions; the
details for the system can be found in [Cockburn and Shu, 1998].
3.2.4 Solution-based mesh renements on Cartesian grid
Sensors are employed to detect and localize physical ow phenomena. Because the
divergence of velocity is direction independent and very eective in locating shock
including strong shock and weak shock, the curl of velocity is direction independent
and very eective in nding shear and vortex [DeZeeuw, 1993], and entropy nds
shock and contact discontinuity well [Krivodonova et al., 2004]. In this work, for
dierent ows, the dierent combination of those sensors are used, which includes a
combination of the divergence of velocity and entropy as follows
di = jr  V jd
3
2
i ; ei = jrSjd
3
2
i  jrp  a2rjd
3
2
i ; (3.2.13)
and a hybrid sensors of the divergence of velocity and the curl of velocity as follows
di = jr  V jd
3
2
i ; ci = jr  V jd
3
2
i ; (3.2.14)
for i = 1; 2;    ; Nc. Where Nc is the total number of cells and di =
p
K (K is the
cell volume). The standard deviation of the divergence of velocity, the entropy and
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the curl of velocity are computed, respectively, as
d =
vuuut NcPi=1  2di
Nc
; e =
vuuut NcPi=1  2ei
Nc
; c =
vuuut NcPi=1  2ci
Nc
:
For dierent hybrid sensors of (3.2.13) and (3.2.14), a cell is agged for renement
or coarsening if one of two possible conditions hold:
(a) if either di > !1d or ei > !2e (ci > !2c), the cell is agged for renement;
(b) if both di < !3d and ei < !4e (ci < !4c), the cell is agged for coarsening;
where !l (l = 1; 2; 3; 4) are adjustable coecients based on dierent problems. Tak-
ing the computational eciency into account, in this chapter, !1; !2 are chosen
between 1.0 and 1.5, and !3; !4 are chosen between 0.1 and 0.4. In general, the
choice of !l; l = 1; 2; 3; 4, only change the total number of computational grid, but
the computational results are not sensitive to the choice of !l. In this work, except
the special instructions, the hybrid sensors of (3.2.13) are always used as the grid
adaptive indicator.
3.3 Boundary treatments
It has been shown that the DG method for ow problems is highly sensitive to
the accuracy of the boundary representation [Bassi and Rebay, 1997]. In order to
cure the large errors arising near the boundary and reduce the pollution of the
solution inside the domain, one often needs to use curved elements, which largely
enhance the diculties of geometry processing. However, in practical simulations, a
curved geometry is often approximated by a straight-sided polygon. This produces
larger numerical boundary error near the body boundary surface. This error may
dominate the discretization error of the scheme and may lead to a wrong solution. In
this study, the body is immersed into the Cartesian volume grid, in other words, the
quality of grid is not so good near the body boundary. Therefore, special care should
be taken when a complex geometry is considered. Recently, Dadone et al [Dadone
and Grossman, 2004] used nite dierence method to present some systemic results
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about a novel ghost cell method (GCM) for static body on Cartesian grid. In
this chapter, the idea of ghost cell immersed boundary method is adopted to treat
nonconforming boundary for the RKDG method, which is similar to the method
developed in Chapter 2.
Solid body
fluid cell
GC
IP1
GC1
GC GC
GC GC
IP
Figure 3.3: 2D schematic describing ghost cell method used in the current solver.
In order to implement the ghost cell method presented in Chapter 2 for an
immersed boundary, it is necessary to identify the cells whose centers are inside the
solid, and determine the ghost cells. Solid cells can be identied by ray-tracing.
Because the stencil of RKDG is compact and the nearest neighbour cells are only
demanded, hence, the closest row of solid cells near the body surface are only set as
the ghost cells (GC). These cells are shown in Figure 3.3. Following this, a scheme
should be devised to calculate the values at these ghost cell centers such that the
boundary conditions on the immersed boundary in the vicinity of the ghost-cell are
satised. Here, the ghost cell method (2.3.2)-(2.3.5) is used for two dimensional
inviscid ow on Cartesian grids. Then, the nonpenetration boundary conditions are
satised automatically.
It is well known that the values at the image points IP can be achieved by
some interpolation formulas with the surrounding uid cells. Clearly, using any
form of polynomial interpolation techniques across strong discontinuities will result
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in interpolation errors and may produce pseudo extremes. However, the inverse
distance weighting interpolation normally neither generates any new extreme nor
produces pseudo oscillations. In the DG frame, DG solutions are available in all
the uid cells, and one can use solution polynomial to interpolate the values at the
reected image points. However, it should be noted that in the presented boundary
treatment one situation will be encountered, which is the image point located in
the ghost cell itself; see for instance the point IP1 shown in Figure 3.3. In this
ghost cell, there is no DG solution polynomial. Of course one can use DG solution
in some neighboring uid cells to extrapolate it. However, there are several uid
cells that are near this ghost cell. In this case, one must give a choice for using
the neighbouring cells. For convenience, it was chosen all the surrounding uid cell-
averages to interpolate the value at the reected point. It could also be the case
that the surrounding interpolation stencil for image point of ghost cell contains other
ghost cells. So in this work, for the simplicity and robustness, the inverse distance
weighting interpolation formula (2.3.6) at the image point is used.
Recently, Krivodonova and Berger [Krivodonova and Berger, 2006] presented a
new boundary treatment on body-tted unstructured grid to make the numerical
velocity at every boundary integration point to coincide with the streamline direction
near the body surface; that is, to be orthogonal to the \true" geometrical boundary
rather than to the computational boundary. They imposed the following condition
at every integration point:
V  ~N = 0; (3.3.1)
in a small vicinity to the surface, where ~N is the unit normal to the physical geom-
etry. Using this technique, they did not use curved elements in bodytted unstruc-
tured grid and obtained very accurate results.
In this study, the technique presented in [Krivodonova and Berger, 2006] is de-
veloped to modify the boundary velocity on adaptive Cartesian grid. In practice,
an analytic description of the surface is usually not available. In the present compu-
tations, the only available information is the wall points. The physical geometry is
approximated by the approach suggested in Section 2.3 for calculating the approx-
imate curvature. In fact, the process is very simple; one only needs to make the
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Figure 3.4: Modication of the normal velocity.
normal directions ~n of computational boundary in (2.3.2)-(2.3.5) be replaced by ~N
of approximated solid boundary (see Figure 3.4) as follows
pGC = pIP   IP V
2
~TIP
R
n;
GC = IP

pGC
pIP
 1

;
V 2~TGC = V
2
~TIP
+ 2
 1

pIP
IP
  pGC
GC

;
V ~NGC =  V ~NIP ;
(3.3.2)
where ~T is the unit tangential direction corresponding to the new normal direction
of ~N .
3.4 Numerical examples
In this section, numerical experiments will be carried out to demonstrate the ac-
curacy and the eectiveness of adaptive Cartesian grid RKDG method with the
immersed boundary treatment proposed in this chapter. In all numerical tests, an
h-adaptive RKDG method with P 2 polynomial is used in each cell.
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3.4.1 Shock vortex interaction
In order to show the high order accuracy of the presented RKDGmethod on adaptive
Cartesian grid, a shock wave interacted by a vortex is rst considered. This test
case is chosen from Shu [Shu, 1997], who used it to show the advantage of some high
order methods. In order to gain a ne resolution, one often uses a rened grid in
x-direction around the shock wave.
In this example, it contains an interaction between a stationary Mach 1.1 shock
wave positioned at x = 0:5 and normal to the x-axis, and a moving isentropic vortex.
The initial condition is set following the exact Rankine-Hugoniot condition, and a
vortex is added to the main ow with its center at (x0; y0) = (0:25; 0:5). The left
state of the shock is specied as (p; u; v; ) = (1; 1:1
p
; 0; 1). The vortex is described
by the perturbations to the velocities (u; v), temperature (T = p=), and entropy
(S = ln(p=)) of the mean ow, and have the values
u0 = e(1 
2) sin ;
v0 =  e(1 2) cos ;
T 0 =   ( 1)2e2(1 
2)
4
;
S 0 = 0;
where  = r
rc
; r =
p
(x  x0)2 + (y   y0)2;  = 0:3; rc = 0:05 and  = 0:204.
The computational domain is taken to be [0; 2]  [0; 1]. A base grid of 100  50
with two levels of mesh renement is used and the adaptive sensors parameters
are set as !1 = 1:2; !2 = 1:4; !3 = 0:2; and !4 = 0:4. The reective boundary
conditions are used at the top and bottom boundaries. For this special case, the
hybrid sensors (3.2.14) of the divergence and the curl of velocity are used as the
solution adaptive sensors. The pressure contours and the adaptive Cartesian grids
at dierent time are shown in Figures 3.5 and 3.6. From Figure 3.5(b), it can be
found that, when the vortex going through the shock wave, even though its core is
contaminated by the shock, the curved shock is still clear, and the restoration of
the vortex is perfect. At time t = 0:35, the interactions between the shock wave
and the vortex produce a Mach structure. At t = 0:8, one branch of the shock
bifurcations has reached the top boundary and been reected as shown in Figure
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3.6(c). The reections near the upper boundaries are well captured. In Figure 3.7,
the results obtained by the present h-adaptive RKDG method are compared by the
WENO5-LLF nite dierence method [Balsara and Shu, 2000]. Ninety contours are
drawn for the pressure component in the range of (1:19; 1:37). Here the result shown
in Figure 3.7(b) is calculated by an in-house code in a uniform grid with 250 100
points. The slight oscillations of solution reveal that the present method has lower
numerical dissipation than the WENO5-LLF nite dierence method [Balsara and
Shu, 2000]. Because of the utilization of adaptive mesh renement, the simulated
shock is more thin than WENO5-LLF nite dierence method.
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(a) t = 0:6
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(b) Adaptive grid at t = 0:6
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(d) Adaptive grid at t = 0:8
Figure 3.6: Local view of 30 equally spaced pressure contours and adaptive Cartesian
grids at time t = 0:6 and t = 0:8.
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(b) WENO5-LLF [Balsara and Shu, 2000]
Figure 3.7: Ninety pressure contour levels from 1.19 to 1.37 at t = 0:6 with h-
adaptive RKDG and WENO5-LLF [Balsara and Shu, 2000] methods.
3.4.2 Subsonic ow around a circular cylinder
A subsonic ow at Mach number Ma1 = 0:38 around a circular cylinder with
radius r = 0:5 is studied and solved by the presented RKDG method on the domain
[ 4; 4] [ 4; 4]. Because the ow is subsonic and the solution is smooth, any limiter
is not used here. In this test, the computational domain is divided by 50 50 base
cells. In order to test the convergence of the numerical method, the same background
grid with four dierent initial mesh renement numbers (Nr = 0; 1; 2; 3 is considered,
see the left of Figures 3.8 and 3.9) near the solid boundary. In order to show the
ability of the presented method, a circular cylinder is approximated by a piecewise
linear approximation (a polygon with 180 equal sides). The results were obtained by
using presented RKDG method with ghost cell boundary treatment and integrating
until a steady state was reached. The Mach number contours at dierent grids are
shown on the right of Figures 3.8 and 3.9. It should be noted that the plotting was
done using cell average from inside of elements; no smoothing was applied. It is
found that the solution obtained on the nest mesh is almost symmetric and does
not have any visible wake. In the present experiments, the boundary treatment does
not stall the reduction of the residuals to reach a steady state. The number of time
steps needed for convergence is increased; as expected, it is in inverse proportion to
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Figure 3.8: Local views of computational grid and 16 equally spaced Mach number
contours with Nr = 0 and Nr = 1.
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Figure 3.9: Local views of computational grid and 16 equally spaced Mach number
contours with Nr = 2 and Nr = 3.
the reduced element size (h-renement). The convergence histories with dierent
grids are illustrated in Figure 3.10.
To show the convergences of the proposed method, the L2 and L1 errors in
entropy are measured. The entropy error "ent is dened as
"ent =
p
p1


1

  1 (3.4.1)
where p1 and 1 are pressure and density of the free stream, respectively. Note
that the entropy production serves as a good criterion to measure accuracy of the
numerical solutions, because the ow under consideration is isentropic [Krivodonova
and Berger, 2006]. The results with h-renement are shown in Table 3.1. Clearly,
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Table 3.1: L1=L2 errors in entropy for the circular cylinder
GCM ((2.3.2)-(2.3.5)) GCM (3.3.2)
Nr L
1("ent) L2("ent) L1("ent) L2("ent)
0 4.7986e-02 2.0686e-02 4.7320e-02 2.0030e-02
1 1.8949e-02 1.0820e-02 1.8756e-02 1.0687e-02
2 5.9326e-03 1.9137e-03 5.6340e-03 1.8908e-03
3 2.4010e-03 5.1982e-04 2.2137e-03 4.7253e-04
Table 3.1 shows that the modied version of ghost cell method (3.3.2) produces
slightly less errors than the original one (2.3.2)-(2.3.5). For instance, the modied
version GCM method (3.3.2) has about a 10% reduction in L2 error and an 8%
reduction in L1 error (in the nest mesh) compared with the ones in GCM method
(2.3.2)-(2.3.5).
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Figure 3.10: Convergence plot with Nr = 0; 1; 2; 3.
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3.4.3 Shock diraction over a circular cylinder
This example concerns with the shock/cylinder interaction problem, which is one
of the well studied test cases in the literature [Boiron et al., 2009, Sambasivan and
UdayKumar, 2009, Chaudhuri et al., 2011]. The ow consists of a planar shock
moving at Ma = 2:81 and impinging on a solid cylinder. The state variables at the
right of the shock at time t = 0 are (; p; u; v) = (1;
1

; 0; 0), and quantities at
the left of the shock are computed from the ones at the right side and the Mach
number of shock wave using classical shock relations. The computational domain
is [0; 1]  [ 0:5; 0:5], which is similar to the case presented in [Sambasivan and
UdayKumar, 2009]. Wall boundary conditions are used for the top and bottom, and
the Neumann condition is used for the outlet. At the inlet, a Dirichlet condition
corresponding to a Mach number 2.81 shock is enforced. The circular obstacle with
a radius of 0.105 was positioned at x = 0:5 and y = 0. The initial discontinuity was
located at x = 0:385.
The simulations were performed with a coarse base mesh of size x = y = 1
80
and four levels of mesh renement with !1 = 1:1; !2 = 1:5; !3 = !4 = 0:3 were
selected. Figure 3.11 shows the adaptive grids and the density contour images from
the simulation of the shock and cylinder interaction at dierent time t = 0:2 and
t = 0:5. The evolution of diraction process includes regular reection, transition
to Mach reection, complex wake/shock and shock/shock interactions. The contact
discontinuities, upper and lower triple points, complex wake structure and the Mach
systems are correctly reproduced by the present simulation. Furthermore, thanks to
the high order accuracy RKDGmethod, it is founded that there is onset of instability
behind cylinder in the right of Figure 3.11(b). The computed trajectories of the
upper triple point (denoted by AMRDG) are depicted in Figure 3.12. The present
simulation agrees well with the numerical calculation presented in [Sambasivan and
UdayKumar, 2009] and the experimental correction obtained in [Kaca, 1988,Ripley
et al., 2006].
3.4. Numerical examples 59
(a) t = 0:2
(b) t = 0:5
Figure 3.11: Adaptive grids and density contours for a Mach 2.81 shock wave
diracting o a stationary cylindrical obstacle, computed on a base mesh of size
x = y = 1
80
with 4 levels of mesh renement at time t = 0:2 and t = 0:5.
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Figure 3.12: Comparison of triple point trajectory.
3.4.4 Supersonic ow around a triangle
In this section, the same example presented in [Liu et al., 2009,Boiron et al., 2009]
is considered, where a supersonic ow past a solid body of triangular shape with
height h = 0:5 and half angle  = 20 degree, as shown on the left of Figure 3.13.
The free stream Mach number is 2. In this geometry, a special procedure will be
encountered, which is the problem of multi-valued ghost points. The treatment for
multi-valued ghost points is the same as the one in Chapter 2. The advantage of
this approach is that there is no need to allocate new memory to save the values on
the multiple valued ghost points.
The problem was solved by the present adaptive ghost cell Cartesian grid method
on the domain [ 4; 5:5] [ 4:5; 4:5]. Initial grids (the domain is divided by 60 60
cells) have been rened six times near the body, then three levels of grid renements
are implemented during solution process with !1 = 1:1; !2 = 1:5; !3 = !4 = 0:3.
The nal mesh is shown on the right of Figure 3.13. The total number of grid points
is 31475. Figure 3.14 shows Mach number contours and residual history obtained
by the presented method. The position of the attached shock waves are clearly
indicated in the plots.
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Figure 3.13: Geometrical conguration for oblique shock wave analysis and the local
view of the adaptive Cartesian grid.
An oblique shock can be attached or detached depending on the values of the
deection angle  and the upstream Mach number M1. If the shock is attached
to the triangle, its angle with the horizontal, , can be approximately computed
through the equation (2.5.2). In the present h-adaptive RKDG method, the mean
shock angle of  is about   52:69 degree, which is comparable with the theoretical
approximation of 53.46 degree by (2.5.2).
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Figure 3.14: Mach number contours and residual history.
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3.4.5 Transonic ow past a NACA0012 airfoil
Now, an application of the present method on an airfoil is considered. Because the
airfoil has a sharp trailing edge, it is dicult to dene the ghost cell boundary as
the aforesaid triangle.
In the transonic ow computation, the Mach number is 0.8 and the angle of attack
is 1.25 degree around the NACA0012 airfoil (chord=1). The computational domain
for this case is [ 6; 6:5][ 6:5; 6:5]. The initial mesh (8080) was rstly rened four
times near the body boundary. Four levels of solution-based renement are carried
out during the time evolution. The mesh is shown in the left of Figure 3.15. It should
be noted that a sensor of the divergence of velocity d is only used in the process
of solution-based renement. The coecients of sensors for adaptive renement
are !1 = 1:1; !3 = 0:2. The density contours are shown on the right of Figure
3.15. The calculated pressure coecient denoted by AMRDG is plotted on the left
of Figure 3.16. The gure also gives a compare with some references. In Figure
3.16, the result agged by SU2 is calculated by Stanford University unstructured
code SU2 [Palacios et al., 2013], which uses a second order nite volume scheme on
bodytted unstructured grid to discretize the Euler equations. As shown in Figure
3.16, because of the usage of adaptive Cartesian grid, except that the calculated
shock is more thin than SU2, the present result matches very well with the one
calculated by SU2; both the strong shock and the weak shock are well resolved,
and the positions of shock are also well located. Sjogreen and Petersson recently
developed an embedded boundary method to solve Euler equations on Cartesian
grid [Sjoegreen and Petersson, 2007]. Using 1200  1200 grids, they obtained the
pressure coecients as shown in Figure 3.16. Their result slightly misses the position
of the shock. The present result is also compared with the one calculated by a
bodytted triangular grid RKDG method with WENO limiter by Zhu et al in [Zhu
et al., 2008]. From the same gure, their result gives the right position of shock,
but their pressure coecients are slightly underestimated. Those comparisons show
that the present method can give very good result, which is comparable with the
general bodytted nite volume method. At times, the result is even better than
the one obtained by a high order RKDG method on bodytted triangular grid. The
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present result is also in agreement with the one (labeled by Ch2AMR) obtained by
the developed adaptive Cartesian grid nite dierence method in Chapter 2. The
relations between convergence histories and the number of iterations are shown on
the right of Figure 3.16.
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Figure 3.15: Adaptive Cartesian grid and 20 equally spaced density contours.
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Figure 3.16: Surface pressure coecient distribution and residual history.
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Figure 3.17: Local view of adaptive Cartesian grid.
3.4.6 Supersonic ow through two staggered NACA0012
airfoils
Finally, a supersonic ow around two staggered NACA0012 conguration is consid-
ered at Mach number 2 and the angle of attack 0. They are shifted by a distance
equal to half a chord in both the parallel and perpendicular directions. This case
includes some complex uid characteristics, such as shock reection, Mach reec-
tion, and contact discontinuity. The computational domain used in this case is also
[ 6; 6:5] [ 6:5; 6:5]: The initial mesh (80 80) was rstly rened four times near
the body boundary. During the time evolution, the grid renement does not ex-
ceed six levels, and the coecients of sensors for solution adaptive renement are
!1 = 1:1; !2 = 1:4; !3 = !4 = 0:4: The adaptive Cartesian grid is displayed in Figure
3.17. Thanks to the combination of velocity and entropy as the adaptive sensors,
the regions of contact discontinuity are also rened during the grid renement. The
computed Mach number contours and the pressure coecient distribution on the
surface are shown in Figure 3.18. Clearly, the contact and shock wave are captured
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Figure 3.18: Local view of Mach number contours and the surface pressure coe-
cient.
and resolved very well. It is also noted that the pressure coecients match well with
the one calculated by a nonet-Cartesian grid method [Li and Wu, 2004].
3.5 Summary
The ghost cell Cartesian grid method provides an ecient and exible alternative
to traditional body tted grid techniques. RKDG method is an ecient high order
scheme, which can easily deal with grid renement and retain local conservation even
in the case of hanging nodes. In this chapter, an h-adaptive Cartesian grid RKDG
method has been developed. A discontinuous detector and limiting technique was
used to suppress oscillation, and a solution based grid adaptive method with hybrid
sensors is used during the grid renement. In order to solve ow with complex
geometry, an h-adaptive Cartesian grid RKDG method with ghost cell immersed
boundary method has been successfully developed and used to simulate steady and
unsteady problems of the Euler equations. Although the boundary treatment is not
conservative and at most in second order accuracy, the numerical results show that
the present method is very eective, and can achieve correct shock positions, high
resolution, and some correct physical characteristics.
Chapter 4
Positivity-preserving Runge-Kutta
discontinuous Galerkin method on
adaptive Cartesian grid for strong
moving shock
4.1 Introduction
The adaptive Cartesian grid RKDG method combined with the ghost cell immersed
boundary technique to deal with a complex geometry is presented in Chapter 3.
This method was based on the image point ghost cell method [Dadone and Gross-
man, 2004] and used an inverse distance weighting interpolation formula to obtain
the value at the image point. In this chapter, a new method for immerse boundary
treatment is developed, in which the interpolation formula for cell solution poly-
nomials is created on discontinuous Galerkin nite element space. Furthermore,
a positivity-preserving Runge-Kutta discontinuous Galerkin method on adaptive
Cartesian grid is developed.
In practice, it is quite often that, during the ow simulation, the density or
pressure of the numerical solutions become negative [Zhang and Shu, 2010, Zhang
and Shu, 2011,Zhang et al., 2012]. For instance, highly energetic ows may contain
regions with a dominant kinetic energy, and a relatively small internal energy which
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can easily become negative in the simulation [Wang et al., 2012]. Another well-
known example is the computational simulation of a shock wave or gas detonation
propagation through dierent geometries [Zhang et al., 2012]. The shock diraction
may result in very low density and pressure [Zhang and Shu, 2010,Zhang and Shu,
2011, Zhang et al., 2012,Wang et al., 2012]. In general, most commonly used high
order numerical schemes for solving the Euler equations do not satisfy the positivity
property, which may produce negative density or pressure and cause blow-ups of the
numerical algorithm. The ad hoc methods in numerical strategy, which modify the
computed negative density and/or the computed negative pressure to be positive,
destroy not only a local and global conservation, but also often cause numerical in-
stability [Kotov et al., 2013]. Recently, based on certain Gauss-Lobatto quadratures
and positivity-preserving ux, Zhang and Shu [Zhang and Shu, 2010,Zhang and Shu,
2011, Zhang et al., 2012] used the Lax-Friedrichs ux and successfully developed a
positivity-preserving approach for high-order discontinuous Galerkin methods. The
approach is also applied to unstructured meshes and p-adaptive numerical solutions
by Kontzialis and Ekaterinaris [Kontzialis and Ekaterinaris, 2013]. In a recent paper
of Wang et al [Wang et al., 2012], authors simplied the method and extended it to
solve gaseous detonations. The aim of this chapter is to develop a simple approach
under the adaptive Cartesian grid to simulate large Mach number ows with strong
shock/obstacle interactions and shock diraction. The results presented here can
be considered as a companion work to [Liu et al., 2013a] on the so-called adap-
tive Cartesian grid RKDG methods for arbitrarily complex geometries, which has
been presented in Chapter 3. More specically, in this chapter, a simplied version
of high-order positivity-preserving technique with h-adaptive RKDG method is em-
ployed, and a modied version of the well-known HLLC [Toro et al., 1994] numerical
ux named as HLLC-HLL ux in [Kim et al., 2009] is used to remedy the numerical
shock instability.
The chapter is organized as follows. In Section 4.2, the numerical ux method
and the limiting process near the discontinuous are described. The positivity-
preserving limiter on adaptive Cartesian grid and the implementation of the ghost
cell immersed boundary method coupling with the high-order accurate RKDGmethod
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are presented in Section 4.2. In Section 4.3, the computational examples are pre-
sented based on two dimensional benchmark problems with complex geometries.
The numerical results demonstrate the eciency, robustness, and versatility of the
proposed approach. Finally, some concluding remarks are given in Section 4.4.
4.2 Numerical methods
The inviscid compressible Euler equations (3.2.1) are considered. The detailed de-
scription on the h-adaptive RKDG method on Cartesian grid was presented in Chap-
ter 3. In this chapter, a modied robust HLLC numerical ux named as HLLC-HLL
ux in [Kim et al., 2009] is used as the approximate Riemann solver. It is noted that,
in the process of the grid renement, the cell averages in (3.2.8) for some physical
variables, such as density and pressure, might appear to be negative. In this case,
the cell averages of the new generated child cells are set equal to the ones of their
parent which doesn't destroy the local mass conservation, and other moments of
U
(j)
K0 (t) (j = 1;   Qk) are still calculated by the L2 projection of (3.2.6).
4.2.1 Numerical ux and limiter
In general, RKDG methods are in favour of the Lax-Friedrichs ux [Cockburn and
Shu, 1989, Cockburn et al., 1989, Cockburn et al., 1990, Cockburn and Shu, 1991,
Cockburn and Shu, 1998, Zhang and Shu, 2010, Zhang and Shu, 2011,Wang et al.,
2012]. However, RKDG/Lax-Friedrichs ux is too dissipative for ows, such as
turbulence ows with strong shocks computed in direct numerical simulations (DNS)
and large eddy simulations (LES) [Kotov et al., 2013]. In general, Harten-Lax-van
Leer contact (HLLC) ux has smaller dissipation than Lax-Friedrichs ux [Toro
et al., 1994,Toro, 1999]. However, it should be noted that the original HLLC ux
may produce shock instabilities in the vicinity of strong shocks [Kim et al., 2009].
Recently, using nite volume method with weighted average ux, Kim et al [Kim
et al., 2009] presented a robust HLLC ux named as HLLC-HLL ux to resolve these
instabilities, which combined the HLLC and Harten-Lax-van Leer (HLL) schemes in
a single framework with a switching function. In this study, the author follows the
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idea of the switching function proposed in [Kim et al., 2009] and uses the modied
HLLC approximate Riemann solver (HLLC-HLL) as the numerical ux to remedy
the numerical shock instabilities.
The HLL Riemann solver [Harten et al., 1983,Toro, 1999] assumes a single con-
stant state between two nonlinear waves, and the single constant state vector can
be dened as
UHLL =
SrUr   SlUl + Fl   Fr
Sr   Sl ; (4.2.1)
where Sl is the smallest wave speed and Sr is the largest wave speed. The HLL
Riemann solver can be written as
bFHLL = SrFl   SlFr + SrSl(Ur   Ul)
Sr   Sl : (4.2.2)
Clearly, the original HLLC ux (2.2.5) is a modication of the HLL scheme wherein
the missing contacts and shear waves are resolved [Toro et al., 1994, Toro, 1999],
which can be rewritten by
bFHLLC =
8>>>>>><>>>>>>:
Fl; 0 < Sl
Fl = Fl + Sl(Ul   Ul); Sl  0  S
Fr = Fr + Sr(Ur   Ur); S  0  Sr
Fr; 0  Sr
(4.2.3)
where Ul and Ur are the conserved variable vectors in the star region separated by
the contact discontinuity, and are dened as
Uk = k

Sk   unk
Sk   S

26666664
1
S
utk
Ek + (S   unk)
h
S +
pk
k(Sk unk)
i
37777775 ; k = l or r; (4.2.4)
where the subscripts n and t represent the normal and tangential velocity com-
ponents, and S is the middle wave speed. Fl and Fr are obtained by applying
Rankine-Hugoniot conditions across each wave [Toro et al., 1994,Toro, 1999]. Be-
cause the HLL ux assumes a two-wave system, Fl and Fr are the same as HLL
ux given in (4.2.2).
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In order to cure the shock instability in the vicinity of strong shocks, Kim et
al [Kim et al., 2009] introduced a switching function f , and the data of states Ul
and Ur are replaced by Unewl and U
new
r as follows
Unewl = f  Ul + (1  f)  UHLL;
Unewr = f  Ur + (1  f)  UHLL:
(4.2.5)
The function f has a value of 0 or 1. Then the left and right uxes Fl and Fr
of (4.2.3) in the star region are dened by newly obtained data of states Unewl and
Unewr as
F newl = Fl + Sl(U
new
l   Ul);
F newr = Fr + Sr(U
new
r   Ur):
(4.2.6)
In order to dene the switching function f , a simple shock indicator fp is used; that
is
fp =
8<: 1; if jpr   plj > junr   unlj
p
lpl or jpr   plj > junr   unljprpr
0; otherwise
(4.2.7)
which was presented in [Zhao et al., 2001] to identify a shock wave, where  is a
constant, and is chosen as  = 0:3 in all calculations. The switching function f is
only employed when there is a strong shock; that is [Kim et al., 2009]
if fp = 1; f =
8>>><>>>:
1:0; if Ml > 1:0 and Mr > 1:0
1:0; if Ml < 1:0 and Mr < 1:0
0:0; otherwise
(4.2.8)
where Ml and Mr are local Mach numbers at the cell interface. If the function f
has a value 0, the HLLC-HLL scheme is switched to the HLL scheme.
If there are strong discontinuities in an approximate solution, oscillations may
occur or even the method may break down. To enhance the stability of the method
and eliminate possible spurious oscillations in the approximate solution, some kinds
of limiting must be added during the time evolution. Unfortunately, most of limiters
frequently identify regions near smooth extrema as requiring limiting and this typi-
cally results in a reduction of the optimal high-order convergence rate. In this study,
the discontinuity detector introduced by Krivodonova et al in [Krivodonova et al.,
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2004] is used to distinguish regions where solutions are smooth or discontinuous.
The detailed description can be referred to Section 3.2 in Chapter 3. In this study,
a discontinuity detector is used to distinguish regions where solutions are smooth or
discontinuous, then the TVB limiter (3.2.12) is employed at those cells which have
been detected as the discontinuous cells. In this study, a small M = 50 is chosen in
all numerical examples.
4.2.2 Positivity-preserving method
Physically the density and the pressure must be positive. However, for strong shocks
around dierent geometries, numerical solutions may produce negative pressures or
densities. In this section, a positivity-preserving method with h-adaptive Carte-
sian grid RKDG methods is developed to guarantee the pressure and density to be
positive.
Positivity-preserving limiters are constructed based on the observation of Jensen
inequality. Because the pressure p is a concave function of the state variables. For
U1 = [1; 1u1; 1v1; 1E1]
T ; U2 = [2; 2u2; 2v2; 2E2]
T , Jensen inequality [Wang
et al., 2012] implies
p(sU1 + (1  s)U2)  sp(U1) + (1  s)p(U2): (4.2.9)
for every 0  s  1.
In order to preserve the positivity of density and pressure elds in numerical
calculations based on certain Gauss-Lobatto quadratures and positivity preserving
ux, a limiting procedure under a CFL-like condition [Kotov et al., 2013,Hu et al.,
2013] presented by Zhang and Shu [Zhang and Shu, 2010,Zhang and Shu, 2011,Zhang
et al., 2012] and simplied by Wang et al [Wang et al., 2012] is developed in limiting
the solution with positivity-preserving ux and the TVB limiter.
Given the DG polynomials
UK(x; y) = [K(x; y); (u)K(x; y); (v)K(x; y); (E)K(x; y)]
T
with its cell average U
n
K = [
n
K ; u
n
K ; v
n
K ; E
n
K ]
T ; the rst step is to limit the coe-
cients for the density and then the second step is to limit the pressure and enforce the
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positivity of the pressure. This procedure is accomplished by setting a xed small
value , for example,  = 10 13: Here, based on the positivity-preserving limiter
under unstructured grid in [Zhang et al., 2012], the improved pressure positivity-
preserving limiter [Wang et al., 2012] is used to give a simple algorithm as follows:
 In each cell, modify the density rst:
{ if nK  ; then replace K(x; y) by
bK(x; y) = 1(K(x; y)  nK) + nK ; 1 = min nK   nK   min
 ; 1 ;
and set
bUK(x; y) = [bK(x; y); (u)K(x; y); (v)K(x; y); (E)K(x; y)]T ;
where min is the minimum value of densities looping over the Gauss-
Lobatto quadrature points in SK . In practice, for the local orthogonal
bases (3.2.5), the nal degrees of freedom U
(j)
K ; (j = 1;    ; Qk) for the
density expansion are only modied by 1U
(j)
K :
{ if nK < ; set
bUK(x; y) = [nK ; (u)K(x; y); (v)K(x; y); (E)K(x; y)]T :
 Then modify the pressure:
{ if pnK  ; set
2 = min
X2SK
X ; X =
8><>:
p(UnK) 
p(UnK) p(bUK(X)) ; if p
bUK(X) < 
1; if p
bUK(X)  
and have the following new vector of polynomials
bbUK(x; y) = 2(bUK(x; y)  UnK) + UnK :
{ if pnK < ; set
bbUK(x; y) = UnK :
 Replace UK(x; y) by bbUK(x; y) for each cell K in the DG solutions.
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In the original positivity-preserving limiter in [Zhang and Shu, 2010,Zhang et al.,
2012], a quadratic equation of X should be solved. However, in practice, the solved
X cannot guarantee the strict non-negativity of pressure numerically due to the
round o errors for some wild data [Wang et al., 2012]. The limiter developed here
for pressure is dierent from the one in paper [Wang et al., 2012]. Here, in order to
suppress zero pressure, sp(U1) + (1  s)p(U2) in (4.2.9) is set equal to  to calculate
the value X . Furthermore, if p
n
K < ; the formula
bbUK(x; y) = UnK is directly set,
which was suggested in [Zhang et al., 2012] for unstructured grid.
4.2.3 Solution-based mesh renements on Cartesian grid
Sensors are employed in this chapter to detect and localize physical ow phenomena
[DeZeeuw, 1993]. A sensor combined with the divergence of velocity and gradient
of density is shown as follows
di = jr  V jd
3
2
i ;
gi = jrjd
3
2
i
for i = 1; 2;    ; Nc, where Nc is the total number of cells and di =
pjKj (jKj is the
cell volume). The standard deviation of both parameters are computed as
d =
vuuut NcPi=1  2di
Nc
; g =
vuuut NcPi=1  2gi
Nc
:
A cell is agged for renement or coarsening if one of two possible conditions hold:
(a) if either di > !1d or gi > !2g, the cell is agged for renement
(b) if both di < !3d and gi < !4g the cell is agged for coarsening
where !l (l = 1; 2; 3; 4) are adjustable coecients based on dierent problems. !1; !2
can be chosen between 1:0  1:5 and !3; !4 can be chosen between 0:1  0:4. In
the present tests, !1 = !2 = 1:2 and !3 = !4 = 0:3 are always set.
4.2.4 Boundary treatments
In order to implement the developed numerical method to simulate the ow over ar-
bitrary complex solid bodies on Cartesian grid, the boundary cut-cell intersected by
4.2. Numerical methods 74
the solid surface must be treated specically. In this study, the ghost cell immersed
boundary method is used. During the process, it is necessary to identify cells whose
centers are inside the solid, and then name them as the ghost cells. Solid cells can be
identied by ray-tracing approach. Actually, the closest row of solid cells near the
body surface is only required to be identied as the ghost cells (GC), because the
stencil of RKDG is compact and demand only the nearest neighbour cells, which
is shown in Figure 4.1. It is easy to derive a numerical scheme to calculate the
Solid body
fluid cell
GC
RP1
GC1
GC GC
GC GC
RP
Figure 4.1: 2D schematic describing ghost cell method used in the current solver.
value of each variable at the ghost cell center such that the boundary conditions on
the immersed boundary are satised. Here, the following equations are proposed to
calculate the values on the ghost cells for two dimensional inviscid ow
pGC = pRP   RP V
2
~tRP
R
n;
GC = RP

pGC
pRP
 1

;
V 2~tGC = V
2
~tRP
+ 2
 1

pRP
RP
  pGC
GC

;
V~nGC =   grV~nRP ;
(4.2.10)
where R is the local radius of curvature of the wall; V~t and V~n are the two velocity
components on tangential and normal to the body surface, respectively; RP denotes
the reference point concerning with its ghost cell (GC); n = g + r indicates the
distance between the RP and GC; and g and r denote the distances from the
4.2. Numerical methods 75
Table 4.1: The entropy errors
Reference point method (4.2.10)
Nr L
1("ent) L2("ent)
0 1.4132e-02 5.9376e-03
1 4.3322e-03 1.2525e-03
2 1.2854e-03 2.9622e-04
3 5.1761e-04 9.6349e-05
ghost point GC and the reference point RP to the wall, respectively. In current
study, r is set to the length of ghost cell diagonal. Clearly, the nonpenetration
boundary conditions are satised automatically. Instead of utilizing image point as
shown in the author's recent paper [Liu et al., 2013a], the reference point method is
used to set the boundary, in which the reference point can be located in a uid cell.
Therefore, the cell solution polynomial of DG nite element space can be directly
used as the interpolation formula to obtain the value at the reference point. That
is an advantage of DG method. But, before the interpolation using the cell solution
polynomial of DG nite element space, TVB limiter (3.2.12) should be carried out on
the cell to suppress the appearance of spurious extreme. However, if an image point
is used in DG method, a situation may be encountered where the image point may
locate in the ghost cell itself. In this situation, there is no ready-made polynomial to
interpolate the value at the image point. Hence, the present reference point method
is very convenient. Furthermore, from the presented calculation, the accuracy of
the reference point method (4.2.10) is higher than the one directly obtained by the
image point method (2.3.2)-(2.3.5). Here the case in Section 3.4, a subsonic ow
at Mach number Ma1 = 0:38 around a circular cylinder with radius r = 0:5 is
also chosen to test the accuracy. The errors in entropy are shown in Table 4.1.
Although, the reference point method can also be used in nite volume method or
nite dierence method. However, in the nite volume method or nite dierence
method, an interpolation must be set up to calculate the values at the reference
point. For instance, in the paper [Lee and Run, 2007], the primitive variables at
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a reference point were interpolated from the primitive variables of the three closest
neighbor cell centers using the linear interpolation, and the pressure and density at
the ghost point are directly equal to the ones at the reference point.
4.3 Numerical examples
In this section, the numerical experiments are carried out to demonstrate the ef-
fectiveness of the adaptive Cartesian grid RKDG method with positivity-preserving
method developed in this chapter. For these typical numerical test cases, the original
high-order RKDG methods may fail to preserve the positivity of density or pressure.
Here, the h-adaptive RKDG method with P 2 polynomial is used in each cell for all
numerical test examples.
X
Y
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
DEN
5
4.5
4
3.5
3
2.5
2
1.5
1
0.5
Min=6.44e-4
(a) Density
X
Y
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
PRESS
180000
170000
160000
150000
140000
130000
120000
110000
100000
90000
80000
70000
60000
50000
40000
30000
20000
10000
(b) Pressure
Figure 4.2: Density and pressure contour images with positivity-preserving limiter
for Sedov blast wave.
4.3.1 Two-dimensional Sedov blast wave
The rst example is a two-dimensional Sedov problem which was studied in [Zhang
and Shu, 2010, Zhang et al., 2012,Wang et al., 2012], in which the computation is
performed on the domain [ 1:1; 1:1][ 1:1; 1:1]. In this case, a high pressure region
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occupies in the computational cells near the origin. An initial condition is given by
(; u; v; p) =
8<: (1; 0; 0; 4 10 13) if jxj > x; jyj > y(1; 0; 0; 9:79264
xy
 104) otherwise
where x = y = 1:1=160: A nal time is t = 1:0  10 3: An outow condition is
also applied on the computational boundary.
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Figure 4.3: Density and pressure contour images with positivity-preserving limiter
for Sedov blast wave, adaptive Cartesian grid, and the density prole along y = 0.
In this special case, a uniform grid (x = y = 1:1=160) with TVB limiter
parameter M = 8000 is rst used. Without the positivity limiter, the DG scheme
can be blown-up for such a large value of M . However, if the positivity-preserving
method is used to simulate this case, the computational results are satised and are
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compatible with ones presented in [Zhang and Shu, 2010,Zhang et al., 2012,Wang
et al., 2012]. Figure 4.2 shows the contour images of the density and pressure with
positivity-preserving limiter for Sedov blast wave on uniform grid. Furthermore, the
example is also tested with h-adaptive Cartesian grid RKDG method, in which a
base grid of 8080 is used with two levels of mesh renements. Figure 4.3 shows the
contour images of density and pressure with positivity-preserving limiter for Sedov
blast wave using the adaptive Cartesian grids with two levels of mesh renement.
The computational results demonstrate that the adaptive grid method presented
in this chapter does not make the solutions blow-up even when the mesh grids are
rened with a large value of M . That is clearly shown in Figure 4.3(d), where the
numerical density agrees well with the exact solution.
4.3.2 High Mach number astrophysical jet
The second example is a high Mach number astrophysical jet problem, which was
used as an example in [Zhang and Shu, 2010,Zhang et al., 2012,Hu et al., 2013].
In this example a Mach number 80 astrophysical jet problem with  = 5=3 is
computed. The computation is performed on the domain [0; 2]  [ 0:5; 0:5], which
is full of the ambient gas with (; u; v; p) = (5; 0; 0; 0:4127) initially. The boundary
conditions for the right, the top and the bottom are outow. For the left boundary,
(; u; v; p) = (5; 30; 0; 0:4127) if y 2 [ 0:05; 0:05] and (; u; v; p) = (5; 0; 0; 0:4127)
otherwise. The terminal time is 0.07. The computation is performed with x = 2:2
150
and y = 1:1
80
combined with two levels solution renements. TVB limiter parameter
is M = 10000: Without the positivity-preserving limiter, the DG scheme will blow
up for such large value of M . Figure 4.4 shows the contour images for the density,
pressure and temperature. One can observe that these results are in very good
agreement with those in [Zhang and Shu, 2010, Zhang et al., 2012]. Clearly, the
solutions with the adaptive Cartesian grid method developed in this chapter capture
well with the ow character as shown in Figure 4.4(d).
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Figure 4.4: Simulation of Mach 80 jet with a simple positivity-preserving limiter.
Scales are logarithmic.
4.3.3 Shock wave diracting at a convex corner
A shock wave diracting at a sharp convex corner is a benchmark problem in compu-
tational uid dynamics. When the Mach number of the shock wave becomes larger,
low density or pressure may appear [Zhang et al., 2012].
Zhang and Shu in [Zhang et al., 2012], used the positivity-preserving high order
discontinuous Galerkin schemes on triangular meshes to simulate a Mach 10 shock
diracting at a 120o convex corner. In this chapter, the same example is used, in
which an initial condition is a pure right-moving shock of Mach=10, initially located
at x = 3:4 and 6  y  11; moving into undisturbed air ahead of the shock with
a density of  = 1:4 and pressure of p = 1:0. The terminal time is t = 0:9: The
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computation is performed at x = 13:4
180
and y = 11:4
154
with two levels of solution
renements. In this geometry, a special procedure will be encountered, which is the
problem of multi-valued ghost points, which can be referred to Chapter 2.
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Figure 4.5: A shock wave diracts at a convex corner with a simple positivity-
preserving limiter at time t = 0:9:
For this problem, the density and pressure in the region across the convex corner
will drop close to zero. The high order DG method without the positivity-preserving
limiter may blow up the solutions [Zhang et al., 2012]. However, when the adaptive
grid techniques are implemented, the numerical solutions look very good and stable
as shown in Figure 4.5. When the right-moving shock passes through the sharp
convex corner, many complicated ow characteristics, such as contact discontinuity
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Figure 4.6: Plots of density and pressure along the lines: x = 6 and y = 8:5 at time
t = 0:9:
and rarefactional wave, will appear. These ow characteristics can be apparently
found in Figures 4.5(a) and 4.5(b). That is justied by the plots of Figures 4.6(a)
and 4.6(b) for the density and pressure along a line at x = 6, which demonstrate
that solutions capture well near the contact discontinuities. Furthermore, Figure
4.5(c) shows that the adaptive sensors dened in Section 4.3 are eective to capture
the contact discontinuities and shocks. The plots of the density and pressure along
a line at y = 8:5 are also plotted in Figures 4.6(c) and 4.6(d), where it can be found
that there are a weak shock, a contact discontinuity and a strong shock, respectively.
It should be mentioned that the weak shock and the contact discontinuity were too
dissipative and have not being sharply captured by the numerical solution given
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in [Zhang et al., 2012] with triangular elements (Mesh size is 0.05). This again
demonstrates that the present method is eective and robust.
4.3.4 Schardin's problem: shock waves pass a nite wedge
In order to show the ability of the present h-adaptive RKDG method for complex
geometry, a Mach 10 shock passing a triangle is considered. In this example, the
initial condition is a pure right-moving shock of Mach number 10, initially located
at x = 0:2, moving into undisturbed air ahead of the shock with a density of  = 1:4
and pressure of p = 1:0. The ow condition for this test case is identical to the test
case presented in [Zhang et al., 2012]. It is interesting to note that in this example
the density and the pressure in the region behind the triangle will drop close to zero
after the diracting of the shock, which will cause the solution blown-up for most of
high order schemes due to the appearance of negative density and pressure [Zhang
et al., 2012]. In this example, the h-adaptive RKDG method on Cartesian grid
with positivity-preserving techniques is implemented with x = 5:6
120
and y = 4:4
60
combined with four levels of solution renements. The density contours and the
adaptive grids at dierent times are illustrated in Figure 4.7. The computational
results show some complicated ow characteristics, such as contact discontinuities
and rarefactional waves, after the right-moving shock around a nite wedge. This
can be justied by the plots of Figure 4.8 for the density and pressure along lines
at x = 2:25 and y = 1, which also demonstrates that the method captures well with
the contact discontinuities. One can observe that these results are in very good
agreement with those in [Zhang et al., 2012] for the same problem.
4.4 Summary
The h-adaptive RKDG method on Cartesian grid has been developed in this chapter
to simulate large moving shocks. In order to suppress the failure of preserving posi-
tivity of density or pressure which may cause blow-ups of the numerical algorithm, a
positivity-preserving limiter coupled with a modied robust HLLC ux has been de-
veloped. Furthermore, an h-adaptive Cartesian grid RKDG method with the ghost
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Figure 4.7: A shock wave pass a nite wedge with a simple positivity-preserving
limiter at dierent time.
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Figure 4.8: Plots of density and pressure along the lines: x = 2:25 and y = 1 at
time t = 0:245:
cell immersed boundary method has been successfully developed to simulate ows
through complex geometries. A reference point boundary treatment technique was
presented, which can assure that the reference point locates in a uid cell. There-
fore, the cell solution polynomial of DG nite element space can be directly used
as the interpolation formula to obtain the value at the reference point. The pre-
sented numerical examples show that the results are well matched with ones in the
literature.
Chapter 5
Adaptive Cartesian grid method
with hybrid overlapping
body-tted grid for compressible
viscous ow and its applications
for ice accretion problem
5.1 Introduction
In the previous chapters, the adaptive Cartesian grid methods were studied for invis-
cid compressible ow with complex geometries. The ghost cell immersed boundary
methods have been developed to deal with ows around solid bodies on adaptive
Cartesian grid. But for viscous compressible ows, the boundary treatments on
Cartesian grid is not a trivial task and the resolution of the viscous boundary layer
may be substantially reduced [Lohner et al., 2008]. Simulation of viscous ow at high
Reynolds number demands a huge amount of ne grids near the body [Mittal and
Iaccarino, 2005,Capizzano, 2011]. Although the utilization of grid renement can
decrease the total number of grids near the solid boundary, no stretched elements
can be introduced to resolve boundary layers [Lohner et al., 2008]. Therefore, most
of researches on Cartesian grid methods nowadays mainly focus on the invscid Euler
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equation [Yang et al., 1997a,Yang et al., 1997b,Yang et al., 1999,Forrer and Jeltsch,
1998,Sjoegreen and Petersson, 2007] or low Reynolds-number laminar ow [Coirier,
1994, Iaccarino and Verzicco, 2003,De Palma et al., 2006,De Tullio et al., 2007,Liu
et al., 2013b]. In this chapter, in order to simulate the high Reynolds-number viscous
ow, an adaptive Cartesian grid with hybrid overlapping body-tted grid method is
developed. This method is suggested in [Nagaram and Liou, 2009], where adaptive
Cartesian grids are overlapped by structured body-tted grids. In this chapter, the
extension of the developed adaptive Cartesian grid methods to Reynolds-averaged
Navier-Stokes equations (RANS) is presented. In this method, the structured or
Figure 5.1: Cartesian based body-tted grid.
unstructured body-tted grids are used near the body to obtain required viscous
near-body mesh (see Figure 5.1). The remaining part of computational domain is
fullled with the Cartesian grids. The interfaces between the dierent grids are
treated by the method suggested in [Nagaram and Liou, 2009]. This method does
not need additional interpolation to deal with the overlapping domain.
The current chapter is organized as follows. In Section 5.2, the governing equa-
tions and their numerical discretization are presented, including the treatment of
overlapping grids. In Section 5.3, the computational results for two dimensional
benchmark problems with complex geometries are presented, in which the study
is mostly focused on the ice shaped airfoil aerodynamics. The numerical results
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demonstrate the eciency, robustness, and versatility of the proposed approach.
Finally, some concluding remarks are given in Section 5.4.
5.2 Solution methodology on hybrid overlapping
grids
5.2.1 Governing equations
The inviscid Euler equations have been described by equations (2.2.1) and (3.2.1).
Considering the viscous impact of the compressible ow, for the simplicity, the
equations can be formulated by the Cartesian tensor as
@
@t
+
@
@xj
(uj) = 0; (5.2.1)
@(ui)
@t
+
@
@xj
(uiuj + ijp  ij) = 0; (5.2.2)
@(E)
@t
+
@
@xj
[uj(E + p)  uiij + qj] = 0: (5.2.3)
The component of the viscous stress tensor ij in equation (5.2.2) is dened as
ij = 

@ui
@xj
+
@uj
@xi
  2
3
ij
@uk
@xk

; (5.2.4)
where ij is the Kronecker delta function and  is the dynamic viscosity coecient.
The relationship between the heat ux qi in equation (5.2.3) and the temperature
T obeys the Fourier law
qi =  cp
 
Pr
 @T
@xi
; (5.2.5)
where Pr is the Prandtl number and cp is the specic heat at a constant pressure.
The simulation is based on the Reynolds averaged Navier-Stokes equations (RANS)
and the Boussinesq eddy-viscosity hypothesis [Blazek, 2001]. The Spalart-Allmaras
(SA) Model [Spalart and Allmaras, 1992] is used to close RANS equations. The SA
turbulence model for eddy-viscosity variable ~ can be written in Cartesian tensor
form as [Spalart and Allmaras, 1992,Blazek, 2001]
@~
@t
+
@(~vj)
@xj
= Cb1 ~S~ +
1


@
@xj

(L + ~)
@~
@xj

+ Cb2
@~
@xj
@~
@xj

  Cw1fw

~
d
2
:
(5.2.6)
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The terms on the right-hand side represent the eddy-viscosity production, conser-
vative diusion, non-conservation diusion, and near-wall turbulence destruction.
Furthermore, L = L= denotes the laminar kinematic viscosity and d is the dis-
tance to the closet wall. The turbulent eddy viscosity used in the RANS equations
is obtained from
T = fv1~: (5.2.7)
The production term in (5.2.6) is evaluated with the following formula
~S = fv3S +
~
2d2
fv2;
fv1 =
3
3 + C3v1
; fv2 =

1 +

Cv2
 3
; (5.2.8)
fv3 =
(1 + fv1)(1  fv2)
max(; 0:001)
;  =
~
L
;
where S denotes the magnitude of the mean rotation rate of uid.
In the terms of near-wall turbulence destruction, the values are dened as follows
fw = g

1 + C6w3
g6 + C6w3
1=6
; (5.2.9)
and
g = r + Cw2(r
6   r); r = ~
~S2d2
:
Finally, the set of closure constants for the model is given by
Cb1 = 0:1355; Cb2 = 0:622;
Cv1 = 7:1; Cv2 = 5;  = 2=3;  = 0:41;
Cw1 = Cb1=
2 + (1 + Cb2)=; Cw2 = 0:3; Cw3 = 2:
5.2.2 Numerical method
In the present study for hybrid grids, the nite volume method with HLLC ux is
used to discretize the RANS equations. The treatment of hanging node (see Figure
3.2) is the same as the one for the h-adaptive RKDG method in Chapter 3. The
Green-Gauss method [Blazek, 2001] is employed to determine the gradients rUI at
the center of cell I; that is
rUI  1


NfX
J=1
1
2
(UI + UJ)nIJSIJ ; (5.2.10)
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Figure 5.2: Physical quantity reconstruction on the cell face.
where 
 is the volume of cell I, Nf is the number of the neighboring cells, nIJ is the
outer normal to the cell face, and SIJ is the area of the cell face shared by cell J .
For the second order approximation, the linear reconstructions UL and UR on the
cell face (see Figure 5.2) are calculated by
UL = UI +	I(rUI  rL);
UR = UJ +	J(rUJ  rR);
(5.2.11)
where 	I is a limiter on cell I, rL and rR are vectors from cell centers I and
J to the midpoint of cell face shared by cell I and J , respectively. In order to
suppress the oscillations near the discontinuity, the Venkatakrishnan slope-limiting
method [Blazek, 2001] is used in the developed code. The Venkatakrishnan slope
limiter can be formulated by
	I = min
J
8>>>>>><>>>>>>:
1
2

(21;max + 
2)2 + 2
2
21;max
21;max + 2
2
2 +1;max2 + 
2

; if 2 > 0
1
2

(21;min + 
2)2 + 2
2
21;min
21;min + 2
2
2 +1;min2 + 
2

; if 2 < 0
1; if 2 = 0
(5.2.12)
where
2 = rUI  rL;
1;max = Umax   UI ;
1;min = Umin   UI ;
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2 = (Kh)3, K is a O(1) constant, h =
p

 for 2D ow, and
Umax = maxfUI ; max
J=1;Nf
UJg;
Umin = minfUI ; min
J=1;Nf
UJg:
The viscous ux vector is approximated by a second order accurate central
scheme [Hirsch, 1990,Blazek, 2001,Hirsch, 2007]. The gradients at the cell face are
calculated by the treatment for the mixed unstructured grids suggested in [Weiss
et al., 1999] dened as
rUIJ = rU IJ  

rU IJ  tIJ   UJ   UI
lIJ

tIJ ; (5.2.13)
and
tIJ =
rIJ
lIJ
;
where rIJ represents the vector from the center of cell I to the one of cell J , and lIJ
denotes the length of vector rIJ , and
rU IJ = 1
2
(rUI +rUJ) :
The Euler implicit method with the Lower-Upper Symmetric Gauss-Seidel (LU-
SGS) scheme is used to carry out the temporal discretisation [Blazek, 2001]. The
solution-based mesh renements on Cartesian grid can be used for many dierent
ows. In the developed solver, the dierent solution sensors, including the divergence
of velocity and the curl of velocity (3.2.14) and the gradients of density or pressure,
are provided to detect the cells to be rened or coarsened. In this chapter, the sensor
of the gradient of pressure is applied to detect the grid renement for a transonic
ow around the RAE2822 airfoil.
5.2.3 The interface treatment between overlapping grids
In the present Cartesian grid with hybrid overlapping body-tted grid method, it
is necessary to communicate the data between dierent grids, which is the same as
the traditional overlapping grid method. In the original overlapping grid method,
the appropriate interpolation scheme should be chosen to calculate the values at the
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Figure 5.3: Donor cell identication for Cartesian grid front face.
overlapping domain. However, in the present study, the body-tted and Cartesian
grid blocks communicate through the inter-facial ux computation at the fronts on
the outer boundaries of the grid blocks (see Figure 5.3) [Nagaram and Liou, 2009].
To achieve this purpose, a suitable rule should be established to determine the
required connectivity information at the fronts of the body-tted or Cartesian grid
blocks. Referring to Figure 5.3, the front of the Cartesian grid is displayed in red and
the front of the body-tted grid is shown in blue. As an example, the numerical ux
on the cell face at the front of the Cartesian grid is only explained. The treatment
on the front of the body-tted grid is analogous. During the calculation of the
numerical ux on the cell face IJ for the Cartesian grid cell I, the left and right
values on the cell face IJ should be known in advance. The left values on the face
can be calculated from the information provided by the Cartesian grid cell I. But
the right values cannot be directly obtained from the cells in the Cartesian grid.
For simplicity, these unknown values are calculated by a donor cell J in body-tted
grid, which is chosen by the following criteria
jnIJ  dIJ j
jdIJ j <
p
3
2
and jdIJ j = min
j
fjdIjjg; (5.2.14)
where nIJ denotes the normal unit to cell face IJ and dIJ stands for the vector from
the mid-point of the Cartesian grid cell face IJ to the body-tted grid cell J .
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5.3 Numerical studies on 2D iced airfoil
The developed method and code are applied here to study dierent 2D airfoils with
modied geometry due to ice accretion. For the validation of the developed code,
the ows around a traditional NACA0012 airfoil and a supercritical RAE2822 airfoil
are tested. Then the veried method is used to study the special airfoils from the
Boeing 737 wing.
5.3.1 Validation of hybrid overlapping grid solver
CL    over clean NACA0012 airfoil
The rst test is carried out on a clean NACA0012 airfoil with a Reynolds number of
6106 and Mach number 0.2 [Hasanzadeh et al., 2013]. Initially, a two-dimensional
C-type mesh with 13320 cells (minimum normal wall spacing of 10 6 chord (y+ < 1),
and an expansion ratio of 1.3) is generated. An initial 152  152 background
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Figure 5.4: Local view of computational grid for clean NACA0012 airfoil.
Cartesian grid (initial largest spatial step h = 0:5) is rened ve times around the
outer front of the body-tted grid. The overall computational grid is shown in
Figure 5.4. The fareld distance is set to 38 chords. The CL    curve for the
clean NACA0012 airfoil is shown in Figure 5.5. The results on the lift coecient
CL against angle of attack (AoA)  are comparable with the experiments provided
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Figure 5.5: CL    graph for clean NACA0012 airfoil.
in [Hasanzadeh et al., 2013]. The stall AoA (about 14  15) is almost the same as
the one obtained by experiment and the maximum lift coecient CLmax is predicted
within 8:57%.
CL    over clean Boeing 737 root airfoil
The second selected case for validation is the ow around a clean Boeing 737 root air-
foil (see Figure 5.6(a)) with the following specications: a chord of 1 m; a Reynolds
number of 106; a Mach number of 0.2. The developed solver with hybrid Cartesian
and body-tted grid is used to solve this case. Initially, a two-dimensional O-type
mesh (10476 cells) with minimum normal wall spacing of 10 6 chord (y+ < 1) and
an expansion ratio of 1.3 is generated. An initial 152  152 background Cartesian
grid (initial largest spatial step h = 0:5) is rened seven times around the outer front
of the body-tted grid. The fareld distance is set to 38 chords. The computational
grid and the pressure contours at AoA 10 degrees are shown in Figure 5.7. The
CL    curve for the clean Boeing 737 root airfoil is shown in Figure 5.8. The re-
sults on the lift coecient CL against AoA are almost the same as the computation
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(a) Root (b) Midspan I
(c) Midspan II (d) Outboard
Figure 5.6: Boeing 737 airfoils.
by XFOIL [Drela, 1989b] before stall. However, near or beyond stall, the accuracy
of XFOIL tends to degrade [Drela and Giles, 1987,Drela, 1989a].
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Figure 5.7: Local view of the computational grid for clean Boeing 737 root airfoil
and pressure contours at AoA 10.
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Figure 5.8: CL    graph for clean Boeing 737 Root airfoil.
Transonic ow around RAE2822 airfoil
For completeness of the validation of the developed hybrid Cartesian grid method,
a transonic ow around RAE2822 airfoil is chosen. The ow conditions are at AoA
2.31 degree, Mach number of 0.729, and Reynolds number of 6:5106. Experimental
data from AGARD report [Cook et al., 1977] is compared with the numerical results
obtained by the present hybrid Cartesian grid method. The initial mesh (64 
64, largest spacing length h = 0:5) was rstly rened ve times (see the left of
Figure 5.9). Four levels of the solution-based renement are processed during the
time evolution. The last mesh is shown on the right of Figure 5.9. The pressure
contours are presented on the left of Figure 5.10. Comparison of surface pressure
coecients with the results obtained by NASA NPARC CFD solver [Slater et al.,
2000, Hasanzadeh et al., 2013] and the experimental data shown on the right of
Figure 5.10, conrm the accuracy of the present hybrid adaptive Cartesian grid
solver.
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X
Y
-0.5 0 0.5 1 1.5 2
-1
-0.5
0
0.5
1
1.5
PRE
1.4
1.35
1.3
1.25
1.2
1.15
1.1
1.05
1
0.95
0.9
0.85
0.8
0.75
0.7
0.65
X
c
p
0 0.2 0.4 0.6 0.8 1
-2
-1.5
-1
-0.5
0
0.5
1
1.5
CFD
Exp.
NPARC
Figure 5.10: Pressure contours and surface pressure coecients for AGARD test
case: RAE2822 airfoil.
5.3.2 Aerodynamic performance analysis for rime ice Boe-
ing 737 airfoil
The tiny supercooled droplets in stratiform clouds at the temperatures ranging from
-30 C to -15 C impinging on the wing surface can cause the form of rime ice
due to the convective heat transfer [Verdin, 2007]. In this subsection, as the rst
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application of the developed method for 2D airfoil with the modied geometry due
to ice accretion, the aerodynamic performance analysis for rime ice Boeing 737 airfoil
is considered.
X
Y
-0.05 0 0.05 0.1 0.15
-0.05
0
0.05
0.1
Rime1
Clean
Rime0
Rime3
Rime2
Figure 5.11: Boeing 737 Root airfoil with rime ice shapes.
Rime ice Boeing 737 root airfoil
For the Boeing 737 root airfoil, seven dierent rime ice shapes (Rime0 to Rime6,
see Figures 5.11 and 5.12) are considered. As a example, the computational grid
for the rime ice shape labeled by Rime5 is shown in Figure 5.13. In the developed
hybrid overlapping grid method, the roughness of the rime ice shape at the leading
edge of the airfoil is suitably described by a body-tted structured grid.
For the analysis of the rime ice Boeing 737 root airfoil, the ow conditions are
the same as the computation for clean airfoil (Reynolds number 106, Mach number
0.2). The CL    curves for iced Boeing 737 root airfoil are shown in Figure 5.14.
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Figure 5.12: Boeing 737 Root airfoil with dierent rough rime ice shapes.
The smooth ice contamination with rime ice shapes (Rime0, Rime1, Rime2) has
little impact on the lift reduction, except for the slight reduction (6% to 7%) of the
maximum lift coecient CLmax. It is interesting to note that the smooth rime ice
shape Rime4 even increases the maximum lift coecient and delay the stall. This
phenomenon is also reported in [Bragg et al., 1982] and [Bragg et al., 2005]. But
the roughness of the rime ice shape at the leading edge of the airfoil has signicant
impact on the aerodynamic performance, which is consistent with the conclusions
obtained for NLF 0414 airfoil in [Bragg et al., 2005]. The iced airfoil labeled by
Rime3 is only slightly rougher than the ice shape Rime4 near the leading edge (see
Figure 5.12). However, the reduction of the maximum lift coecient for Rime3
shape is about 34% and the stall angle of attack is decreased up to 5. When the
roughness increases gradually, CLmax will decrease and the stall will appear earlier.
The roughness on the lower surface of the rime ice shape has little inuence on the
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Figure 5.13: Computational grid for Boeing 737 Root airfoil with rime ice shape
Rime5.
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Figure 5.14: CL    graph for Boeing 737 Root airfoil with rime ice shapes.
reduction of the aerodynamic performance, which can be found from the results on
ice shapes of Rime5 and Rime6. The shape of Rime5 is almost the same as Rime6,
except of it is slightly rougher on the lower surface of the rime ice.
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Figure 5.15: Pressure distributions on the surface of Boeing 737 Root airfoil with
rime ice shapes.
Figure 5.15 shows the measured pressure distribution on the Boeing 737 root
airfoil with the rime ice shapes. Comparison of pressure coecients for an angle
of attack of 10 degrees is presented, where oscillations in the pressure due to the
presence of the ice surface can be observed. Also, the increase of the roughness
will deteriorate the aerodynamic performance. The pressure coecient Cp on the
leading edge clearly indicates that a small separation bubble exists. But for Rime5,
the pressure almost keeps constant from x=c = 0:35 back to the trailing edge, which
results in the trailing edge stall [Bragg et al., 2005]. As a conclusion for the rime
icing Boeing 737 root airfoil, one can state that the height of the smooth rime ice
shape has small impact on the reduction of the lift and the roughness at the leading
edge is the main contributor to the aerodynamic performance degradation.
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Figure 5.16: Boeing 737 midspan airfoil I with rime ice shapes.
Rime ice Boeing 737 midspan airfoil
Boeing 737 wing airfoils has two midspan airfoils. Both of them are studied sepa-
rately in this section.
The geometry of the rst midspan airfoil is shown in Figure 5.6(b). Four dierent
rime ice shapes with two smooth and two rough rime ice shapes are considered (see
Figure 5.16). The computational grids for Rime2 and Rime3 are presented in Figure
5.17. The ow conditions for these two cases are still the same as the ones given for
the root airfoil. The CL    curves for the midspan Boeing 737 airfoil I with the
dierent rime ice shapes are shown in Figure 5.18. It is found that the impact of
the smooth rime ice shapes (Rime0 and Rime1) on lift coecients is very small as
described for root airfoil. Although, the height of the rime ice is lower than 0.006
chord, the roughness on Rime2 and Rime3 makes airfoil stall early. The stall angle
of attack is decreased up to 3, and the maximum lift is decrease up to 33%, which
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Figure 5.17: Computational grid for Boeing 737 midspan airfoil I with rime ice
shapes.
is the same as the ones calculated for the iced root airfoil. Also, it is interesting to
nd that the shapes of Rime1, Rime2 and Rime3 are almost the same, but with
slight dierence in roughness; then the impact on aerodynamic performance would
be very dierent. A comparison of pressure coecients at an angle of attack of 10
are presented in Figure 5.19, where oscillations in the pressure due to the presence of
the rough ice surface can be seen. In Figure 5.19 for Rime2 and Rime3, a pressure
spike at the leading edge indicates ow around the forward tip of the ice and then
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Figure 5.18: CL    graph for Boeing 737 midspan airfoill I with rime ice shapes.
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Figure 5.19: Pressure distributions at AoA 10  on the surface of Boeing 737 midspan
airfoill I with rime ice shapes.
separate downstream, which can be proved again by the CL    curve depicted in
Figure 5.18. It can also be found that the pressure from x = 0:6 back to the trailing
edge is almost constant, which shows that the separated ow exists, and results in
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the trailing edge stall.
For the second midspan airfoil shown in Figure 5.6(c), only the iced airfoils
with roughness are considered. The ice shapes are given in Figures 5.20 and 5.21.
The local view of the hybrid overlapping grid is shown in Figure 5.22, where the
roughness is well captured by the body-tted structured grid. The CL  curves for
iced Boeing 737 midspan airfoil II are shown in Figure 5.23. The smooth ice on the
upper surface of rime ice shape Rime0 may retain the maximum lift coecient CLmax
and delay the stall as depicted in Figure 5.23. The nding is the same as the one
for the root airfoil. The Rime1 and Rime2 shapes have impacts on the reduction of
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Figure 5.20: Boeing 737 midspan airfoil II with rime ice shapes.
CLmax. It conrms the signicant eect of the rough ice shapes on the aerodynamic
performance. The location of the roughness is an important characteristic. Figure
5.21 shows two dierent locations of the roughness, \a" and \b". The maximum lift
coecients CLmax for both the roughness and the smoothness at the position a are
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almost identical. The roughness at the position of \b" dominates the degradation of
aerodynamic performance. The pressure distributions on the surface of the airfoil
shown in Figure 5.24 visualize the impact of the roughness of the lower/upper surface
of rime ice shape.
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Figure 5.21: Boeing 737 midspan airfoil II with rime ice shapes.
Rime ice Boeing 737 outboard airfoil
The outboard airfoil will be considered in this section. The further aggregation of
rime ice will cause the form of streamwise ice shape [Bragg et al., 2005]. In this
subsection, the airfoil with the streamwise ice shape is studied for the aerodynamic
penalty. The roughness of the iced lower and upper surfaces are studied separately,
and their joint eect is considered for some particular ice shapes.
The outboard airfoil geometry is shown in Figure 5.6(d), and four dierent ice
shapes are shown in Figures 5.25 and 5.26. Rime0, Rime1 and Rime2 are stream-
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Figure 5.22: Computational grid for Boeing 737 midspan airfoil II with rime ice
shape.
wise ice shapes with dierent roughness position, where the streamwise ice/airfoil
intersection is not smooth. The upper surface of the streamwise ice shape Rime0 is
rough; however, the lower surface of the streamwise ice shape Rime1 is rough. The
upper and lower surfaces of the ice shape Rime2 are rough. Ice shape Rime3 have
roughness at the leading edge, but the streamwise ice/airfoil intersection is smooth
(see Figure 5.26). Their eects of these shapes on the aerodynamics are shown in
Figure 5.27. As mentioned before, the roughness on the lower surface has litter
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Figure 5.23: CL    graph for Boeing 737 midspan airfoill II with rime ice shapes.
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Figure 5.24: Pressure distributions at AoA 8  on the surface of Boeing 737 midspan
airfoill II with and without rime ice shapes.
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Figure 5.25: Boeing 737 outboard airfoil with rime ice shapes.
inuence on the reduction of the lift. For the present iced outboard airfoil with
the roughness on the upper surface as shown in Figure 5.25, the aerodynamic eect
of the streamwise ice is smaller, which is in agreement with the results in [Bragg
and Gregorek, 1982] and [Bragg et al., 2005] for other airfoils. However, for the
roughness on the leading edge, its inuence on the lift is very signicant, which can
be found from the results in Figure 5.27 for ice shape Rime3. The reductions on
slop of the CL  curve and maximum lift coecients for ice shapes Rime0, Rime2
and Rime3 can be found from Figure 5.27. In addition, a interesting feature for the
simulated ice shape Rime1 can be observed to increase the maximum lift coecient
CLmax, which is also mentioned in [Bragg et al., 1982].
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Figure 5.26: Boeing 737 outboard airfoil with rime ice shapes.
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Figure 5.27: CL    graph for Boeing 737 outboard airfoil with rime ice shapes.
5.3.3 Aerodynamic performance analysis for glaze ice Boe-
ing 737 root airfoil
Glaze ice occurs in cumuli-form clouds for temperatures ranging from -10 to 0 C and
in freezing rain at temperatures lower than 0C [Verdin, 2007]. Horn ice is usually
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produced in glaze ice conditions and the horn geometry is normally part of a larger
accretion that may also include feather formations downstream of the horns [Bragg
et al., 2005].
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Figure 5.28: Geometry of a horn-ice shape [Verdin, 2007].
A typical iced airfoil with horn-ice shape is shown in Figure 5.28. While, the up-
per surface horn controls the positive CLmax and stall angle, and the lower horn has
only a small eect on the aerodynamic performance degradation [Bragg et al., 2005].
The present simulated glaze horn-type ice accretion is a single horn near the upper
surface of the leading edge. In paper [Kim and Bragg, 1999], the authors considered
three basic parameters, i.e. varying height, horn-tip radius, and airfoil surface loca-
tion, to represent the horn shape over NLF0414 airfoil. Similar, to Boeing 737 root
airfoil, these geometrical parameters for the aerodynamic performance degradation
are studied in details in this section. To simplify analysis, there isn't any feather
ice shape downstream of the horn ice. The geometry of a single horn-ice shape is
shown in Figure 5.29, where h denotes the height of horn. The tested heights are
0.02, 0.042 and 0.065 chord with a semicircle. Parameter xA (x = 0:01; 0:015 and
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0.02, respectively) denotes the surface position of a horn-ice shape at chord length
1. And parameter s (s = 1:5%; 2:5% and 3:5%, respectively) denotes the horn base
width, which is a ratio of curve dAB to the upper surface dAW of airfoil. The angle
between AB and DA, in this study, is always 80.
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Figure 5.29: Geometry parameters for glaze horn ice simulations.
Initially, a two-dimensional O-type mesh with the minimum normal wall spacing
of 10 6 chord (y+ < 1) and running 55 steps at an extruding expansion ratio of 1.2
is generated. A 152  152 background Cartesian grid (initial largest spatial step
h = 0:5) is rened six times around the outer front of the body-tted grid. The
fareld distance is 38 chords as used before. The nal computational grid is shown
in Figure 5.30. In all tested cases, Reynolds number is 106 and Mach number is 0.2.
The eect of surface position xA on iced Boeing 737 root airfoil with horn ice
shape is shown in Figures 5.31 and 5.32. The presence of the horn shape has sig-
nicant eect on the aerodynamic performance degradation, i.e. CLmax and stall
angle. The slope of the curve CL is smaller than the one for clean airfoil before stall
angle. The increase in xA location caused both CLmax and stall angle to decrease
(see Figures 5.31 and 5.32). This observation is consistent with the experimental
data performed for NLF 0414 airfoil [Kim and Bragg, 1999]. The eect of height
h on iced Boeing 737 root airfoil with horn ice shape is shown in Figures 5.33 and
5.34. With increase of the heights of the horn ice increase, CLmax and stall angle
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Figure 5.30: Mesh for glaze horn ice simulations.
will decrease. Furthermore, the deterioration caused by the height of the horn ice is
worse than the location of xA. The eect of horn base width s is shown in Figures
5.35 and 5.36, one can see little inuence on CLmax and stall angle. In order to
detect the eect of the tip shape of a horn ice, the semicircle on the tip of horn
ice is cut o, leaving only the quadrilateral ABGD (see Figure 5.29). The results
on CL    curve are shown in Figure 5.37. As expected, the aerodynamic eect on
the ice horn is not dependent on the detailed shape of the horn. These results are
consistent with the ones reported in [Kim and Bragg, 1999] and [Bragg et al., 2005]
for dierent airfoils.
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Figure 5.31: Eect of surface position xA.
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Figure 5.32: Eect of surface position xA (continued).
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Figure 5.33: Eect of height h.
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Figure 5.34: Eect of height h (continued).
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Figure 5.35: Eect of horn base width s.
5.3. Numerical studies on 2D iced airfoil 118
0
0.5
1
1.5
2
0 5 10 15 20
C
L
AoA
CFD clean
G13:s=0.025
G15:s=0.035
0
0.05
0.1
0.15
0.2
0.25
0 0.5 1 1.5 2 2.5 3
C
L
AoA
G13:s=0.025
G15:s=0.035
(a) xA = 0:015 and h = 0:042
-0.5
0
0.5
1
1.5
2
0 5 10 15 20
C
L
AoA
CFD clean
G17:s=0.015
G18:s=0.025
G20:s=0.035
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0 1 2 3 4 5 6
C
L
AoA
G17:s=0.015
G18:s=0.025
G20:s=0.035
(b) xA = 0:02 and h = 0:02
-0.5
0
0.5
1
1.5
2
0 5 10 15 20
C
L
AoA
CFD clean
G19:s=0.025
G21:s=0.035
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0 0.5 1 1.5 2 2.5 3
C
L
AoA
G19:s=0.025
G21:s=0.035
(c) xA = 0:02 and h = 0:042
Figure 5.36: Eect of horn base width s (continued).
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Figure 5.37: Eect of tip shape of horn ice.
5.4 Summary
In this chapter, the Cartesian grid method with hybrid overlapping body-tted grid
has been developed. Its application for the simulation of the iced airfoil aerodynam-
ics has demonstrated the basic features of the aerodynamic performance degradation.
From conducted study, one can conclude that the roughness of the rime ice shape
near the leading edge has signicant inuence on the aerodynamic performance. The
height of the smooth rime ice shape has little inuence on the aerodynamic perfor-
mance. For horn ice shape, the height plays a major role in the stall aerodynamics
of airfoils. Additionally, the position of the horn ice has signicant inuence on the
reduction of the lift. But the width of the base horn ice has little inuence.
Chapter 6
Aerodynamic performance
analysis of the three-dimensional
wing with ice accretion
6.1 Introduction
In this chapter, the numerical method on unstructured grid, for the aerodynamic
performance analysis of complex ows over 3D geometry, is considered. Here, the
Stanford University Unstructured (SU2) software suite [Palacios et al., 2013,Pala-
cios et al., 2014] is used as the main tool. SU2 is an open-source CFD code based
on GNU Lesser General Public License [License, 1991], which is always under ac-
tive development. It has been built by using of ANSI C++ with widely-available,
open-source software including OpenMPI, METIS and Python. SU2 software suite
is developed for the specic task of solving PDE analyses and PDE-constrained op-
timization problems on general unstructured meshes [Palacios et al., 2013,Palacios
et al., 2014]. Main solvers of SU2 are developed for CFD and its relationships.
SU2 has several separate modules dealing with dierent CFD analysis and PDE-
constrained optimization tasks. In SU2 software suite , SU2 CFD module is devised
to solve the RANS equations (5.2.1)-(5.2.3). For parallel computation, the SU2 PRT
module is used to partition the domain grid by METIS [Karypis and Kumar, 1998],
and SU2 SOL module is applied to export the solution les. In this study, we
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use only these three modules to detect three-dimensional wing with/without ice
pollution. The verication and validation of the SU2 software suite is reported
in [Palacios et al., 2014]. The cases selected in [Palacios et al., 2014] are in excel-
lent agreement with both the available experimental data and numerical simulation
results by other famous solvers.
In this chapter, the validation of SU2 is also carried out and its application on
the simulation of the ow around the Boeing 737-800 like wing with/without ice
pollution is performed. Furthermore, the extension of the open source code SU2
to Detached-Eddy-Simulation (DES) is considered. DES is perhaps most popular
hybrid RANS/LES model currently in use [Barone and Roy, 2006]. DES method is
rst proposed by Spalart et al in 1997, in which the method is devised to address
the challenge of high-Reynolds number massively separated ows [Spalart et al.,
1997, Philippe et al., 2001, Spalart, 2009]. Although, the RANS models can be
adjusted to predict boundary layers and their separation as well, but not large
separation regions [Spalart, 2009]. Because of appearance of large separation zone
at large angle of attack, the extension of the code SU2 with capacity of DES is
considered.
6.2 Numerical method for unsteady ow and DES
Vertex based FVM with median-dual control volume (see Figure 6.1) and standard
edge-based structure are used in SU2 . As a CFD code suite, SU2 provides several
numerical schemes: HLLC, AUSM, Roe, Roe-Turkel and JST central scheme [Pala-
cios et al., 2013]. For the tests given in this chapter, JST and Roe scheme with
MUSCL approach and Venkatakrishnan slope-limiter (5.2.12) for the second-order
accuracy are used. Pseudo dual time step method
dUn+1
d
+
3
2t
Un+1   2
t
Un +
1
2t
Un 1 +R(Un+1) = 0 (6.2.1)
for unsteady ow is implemented to achieve high order accuracy in time. The
nonlinear term R(Un+1) can be linearized by
Rl+1 = Rl +
@Rl
@U
(U l+1   U l)
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As in Chapter 5, the LU-SGS scheme is applied to solve the implicit linear equations.
The version of DES used here is DES97 [Spalart et al., 1997], which is dened
as a three-dimensional unsteady numerical solution using a single turbulence model,
which functions as a sub-grid-scale model in regions where the grid density is ne
enough for a large-eddy simulation, and as a Reynolds-averaged model in regions
where it is not [Travin et al., 2000]. A working denition is that the boundary layer
is treated by RANS, and regions of massive separation are treated with LES; the
space between these areas, known as the gray area, may be problematic unless the
separation is abrupt, often xed by the geometry [Spalart, 2009]. The original DES
is incorporated into the SA turbulence model and use grid spacing to resolve large
eddy sub-grid model in massive separated domain.
Recall the SA model in (5.2.6), the model contains a destruction term for its
eddy viscosity ~, which is proportional to (~=d)2. When this term balanced with the
production term Cb1 ~S~, it adjusts the eddy viscosity to scale with local deformation
rate ~S and distance d:
~ / ~Sd2:
The Smagorinsky model scales its Sub-Grid-Scale (SGS) eddy viscosity with ~S and
grid spacing :
~ / ~S2:
Thus the SA model, with d repalced by a length proportional to , can be a SGS
model [Spalart et al., 1997]. Dependent on the grid spacing , if the mesh line is
aligned with the axes, the common denition of this length for SA DES model is by
~d  min(d; CDES); (6.2.2)
where  is based on the largest dimension of the grid cell
  max(x;y;z);
CDES is an empirical constant calibrated to 0.65. The general denition of  for
unstructured grids is to take the diameter of the grid cell, divided by
p
3 [Travin
et al., 2000]. Refer to Figure 6.1, for median dual control volume I, we suggest  is
equal to the largest edge surrounding the vertex i. It is very convenient to extend the
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existent RANS solver to DES, by substituting for d, everywhere in the equations
(5.2.6),(5.2.8) and (5.2.9), by the new length scale ~d. The detailed modication
for the open source CFD solver SU2 (version 3.2) is given in the Appendix. This
extension on DES has been shared completely in the community of SU2.
i
j1
j2
j3
j4
j5
j6
I
Figure 6.1: Median dual control volume.
6.3 Numerical studies of 3D ow over the Boeing
737 like wing with ice accretion
In this section, the validation of the solver, including a large detached ow over the
delta wing and a tip vortex generation around a 3D NACA0012 rectangular wing,
is presented; then the application to the Boeing 737-800 like wing is carried out.
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Figure 6.2: Overall streamlines colored by Mach number contours around delta wing.
6.3.1 Validation of the solver
Delta wing at large angle of attack
Subsonic ow around a delta wing at large angle of attack generates the massive
separated zones. For the rst test case, the Hummel delta wing with 75 degrees of
sweep [Hummel, 1979] is chosen, which is also presented in the validation examples
of SU2 [Palacios et al., 2014]. The problem is modeled at a Reynolds number of 0.9
million, an angle of attack of 20.5 degree, and Mach number of 0.3. The detailed
experiment has been carried out by Hummel [Hummel, 1979]. The experiment
showed the formation of primary and secondary vortices, and measured the pressure
distributions at dierent positions on the surface of the delta wing. The numerical
solution on the delta wing is a standard benchmark problem for massive detached
ow, hence, this case is also chosen in this chapter. This case has been validated
6.3. Numerical studies of 3D ow over the Boeing 737 like wing with ice
accretion 125
by SU2 in [Palacios et al., 2014], in which the half delta wing with symmetry plane
is carried out and the comparison on pressure coecient is indicated; however, the
detailed primary and secondary vortex images are not presented. In this case, a
structured grid with hexahedron element with minimum wall spacing of 1  10 5
is adopted. The resultant streamline and two primary vortices around the delta
wing are clear presented in Figure 6.2. In particular, the streamline at dierent slice
planes (x=L = 0:3; 0:5; 0:7 and 0.9) are shown in Figure 6.3. This gure also implies
the emergence of a secondary vortex near the leading edge of the delta wing. The
wing surface pressure coecients at four dierent sections (x=L = 0:3; 0:5; 0:7 and
0.9) are shown in Figure 6.4. The results are in agreement well with the experimental
data, except some discrepancies near the leading edge. This pressure discrepancies
may be caused by coarse grid near the leading edge. Increasing the incline angle
causes the vortex breakdown taking place over the delta wing. Hence, further studies
should be explored to detect the vortex breakdown at this massive detached ow.
Figure 6.3: Streamlines colored by Mach number contours at dierent slice planes.
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Figure 6.4: Cp pressure distribution at dierent delta wing crosssections.
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Figure 6.5: Iso-surfaces pressure near Tip.
A single wing-tip ow
This case is chosen to test the DES solver and detect a single wing-tip ow. At
the blunt wing-tip, the complex unsteady oweld is created. The ow conditions
over 3D NACA0012 nite aspect ratio rectangular wing come from [Kuroda et al.,
2005], in which detailed unsteady vortex ow around blunt tip is studied using an
unstructured grid DES method (based on the CFD solver, TAS, developed by To-
hoku University with over 6.5 million cells). The problem is modeled at a Reynolds
number of 2 million, Mach number of 0.2 and AoA 12. The spanwise length is set
to 2.5 chords. The computation is run on hybrid hexahedron and prism grid (total
1862268 cells) with minimum wall spacing of 2 10 6. Outer fareld boundary for
the test is set to 7.5 chords. The resultant pressure iso-surface after 5000 time steps
unsteady dual-time computation with time step of 2 10 4 is shown in Figure 6.5.
The pressure distributions on the tip wing center line and inside 2.5% chord position
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(see Figure 6.6) are shown in Figure 6.7. Although, there are minor discrepancies
with the experimental data [Kuroda et al., 2005] at the tip wing center line, the
results are still in good agreement with the results from the experiment and the
unstructured grid DES code: TAS [Kuroda et al., 2005]. The discrepancies at the
tip wing center line is likely caused by the coarser grid over the blunt tip wing (in
the present computation, the rst grid wall distance of 0.003 chord over tip wall).
Furthermore, taken the total number of grid into account , the results seem accept-
able. Further study should be carried on for a more accurate generation of the tip
vortex in the future.
Y
X
Z
Tip wing center line
Inside 2.5% chord slice
Figure 6.6: The positions of the wing center line and inside 2.5% chord.
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Figure 6.7: Pressure coecents at the wing center line and inside 2.5% chord.
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6.3.2 Unsteady ow on Boeing 737 root airfoil with horn
ice shape
In this subsection, the SU2 solver and the DES extension are applied to detect the
unsteady ow and the aerodynamic performance on the root airfoil of the Boeing
737-800 like wing.
Based on results presented in Chapter 5 on horn ice shape, the stall massive
separation will emerge even at a low angle of attack. Although, the DES should
be run in three dimensional ow, the simulation in two dimensions still gives some
useful information [Spalart et al., 1997,Lorenzo et al., 2011]. The rst test is con-
sidered for the iced Boeing 737 root airfoil with horn shape G00 given in Section
5.3. The simulation is run at Reynolds number of 1 million, Mach number of 0.2
and at angle of attack 6 degrees, which is the same as the one in Section 5.3. The
computational grid is an O-type structured grid with minimum wall distance of
1  10 6. After steady calculation with 10000 steps, the unsteady computation is
carried on with physical time step 0.0002s. The time histories of the lift, drag and
moment coecients (CL; CD and CMz) are shown in Figure 6.8(a). For clarity, a
cut o time interval with one second is shown in Figure 6.8(b). The low frequency
oscillations of aerodynamic parameters in Figure 6.8 show that the oweld aected
by horn ice shape has strong unsteady characteristics. To further explore the aero-
dynamic characteristics, the pressure contours and streamlines every 50 steps from
iterations 39550 to 39950 are shown in Figures 6.9, 6.10 and 6.11. Corresponding
force coecients are presented in Figure 6.12. The dominant ow feature of an iced
airfoil with ice horn shape is the formation of the separation bubble behind the tip
of horn, which is clearly seen in Figures 6.9, 6.10 and 6.11. From the shown pressure
contours and streamlines, with the moving downstream of small separation bubbles
triggered by the tip of horn, one can see that small separation bubbles are merging
and forming large vortices, which are sheding towards the trailing edge. Finally, one
can conclude that the ow around the iced airfoil with horn shape is unsteady and
time-dependent, which causes the lift force uctuations.
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Figure 6.8: Time histories of CL; CD and CMz.
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Figure 6.12: Time histories of CL; CD and CMz on one second time interval.
6.3.3 Aerodynamic performance on Boeing 737 like wing
with horn ice shape
In order to further detect the ow characteristics over an iced wing, a Boeing 737-
800 like wing is studied by CFD simulation. The geometry data are taken from the
Boeing technique data [Boeing, 2014]. The root, midspan and tip airfoils are the
same as the considered in Chapter 5. The planform wing geometry with dihedral
angle of 6 degrees is shown in Figure 6.13. The simulation was run at Reynolds
number 5 million and Mach number 0.2.
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Figure 6.13: Boeing 737-800 like wing.
X Y
Z
Spoiler
Figure 6.14: Surface mesh used for iced wing.
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Figure 6.15: Computational grid for iced wing.
Based on the results from Chapter 5, the height, angle and location of the horn
ice have particularly strong impact on the aerodynamic performance. The horn
shape and thickness do not have signicant change in aerodynamic performance.
So the horn ice shape can be modeled by a thin spoiler (without any thickness),
which also has been used to explore 2D NACA 63A213 airfoil with horn ice shape
in [Papadakis and Gile-Lain, 2001]. The height and angle are the same as the horn
shape G00 given in Section 5.3, and its location is set to be the center line of G00.
Overall surface shape of iced wing and the surface mesh can be seen in Figure 6.14.
The wing tip is covered by triangles. The calculation is run on a hybrid grid (see
Figure 6.15) with the minimum wall distance of 5  10 5. The resultant lift and
drag coecients for clean and iced wing are shown in Figure 6.16. The reductions
of CL  curve slop and maximum lift coecient CLmax can be observed. However,
it is interesting to nd that the iced wing will delay stall. The lower and upper
surface pressure distributions at angle of attack of 11 degrees are shown in Figure
6.17, which implies the aerodynamic penalty of the spoiler. In order to detect the
reason for the reduction of the CL    curve slop, the streamlines at dierent cross
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sections at clean or iced wing are shown in Figures 6.18, 6.19, and 6.20. These gures
show the existence of vortices triggered by the horn ice, which decreases the slop of
CL    curve. It should be noted that the shown streamlines are the projections
of three-dimensional uid on cross sections. Because of the existence of latitudinal
uid over iced wing, the projected streamlines look as if uid ows from the wall.
Furthermore, from the root to the tip of the wing, the large separation bubble
will gradually occupy the whole zone after the spoiler on the upper surface; it also
can be concluded from the pressure coecient distributions in Figure 6.21. Due to
formation of the large separation bubbles behind the tip of the spoiler, the pressure
distribution on the upper surface of the wing can be seen as a constant plateau along
the cross section y = 10:3318m (see Figure 6.21). Here, the preliminary studies on
Boeing 737 like wing are only considered for 3D steady ow. Further study should be
pursued to detect the 3D unsteady vortical structure generation moving downstream
and aecting the force coecients uctuations.
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Figure 6.16: The lift and drag force coecents for the wing with/without horn ice
shape.
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(a) Lower surface pressure distribution
(b) Upper surface pressure distribution
Figure 6.17: Lower and upper surface pressure distributions on the iced wing at
angle of attack 11 degrees.
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Figure 6.18: Streamlines on the cross section (y = 3:6526m) at  = 11 degrees.
6.3. Numerical studies of 3D ow over the Boeing 737 like wing with ice
accretion 141
X Y
Z
(a) Clean wing
X Y
Z
(b) Iced wing
Figure 6.19: Streamlines on the cross section (y = 10:3318m) at  = 11 degrees.
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Figure 6.20: Streamlines on the cross section (y = 13:6714m) at  = 11 degrees.
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Figure 6.21: Pressure coecents at two slices of the wing surface at  = 11 degrees.
6.4 Summary
In this chapter, a DES solver for SU2 code has been developed and validated by a
delta wing at large angle of attack and a nite-aspect ratio rectangular NACA0012
wing. The comparisons with experimental data show the the open source code SU2
used in this chapter is robust. Although, the DES should be run in 3D pattern,
the 2D simulation on the iced airfoil with horn shape shows remarkable unsteady
time-dependence. As a preliminary exploration on aerodynamics of the iced wing, a
Boeing 737-800 like wing is studied for the steady ow. In the future, the unsteady
ow on iced wing with dierent ice shape will be studied by the DES method.
Chapter 7
Conclusion
7.1 Summary
The primary goal of this work has been to develop adaptive Cartesian grid methods
and the boundary treatment on the solid body. In order to study applications with
complex geometries, the extension of the existent open source code is also pursued.
The developed Cartesian grid method aims to automate the grid generation and
implement its dynamic grid renement to capture the ow characteristics. In this
work, ghost cell immersed boundary methods with an adaptive tree Cartesian grid
structure are developed to deal with complex geometry. An eective algorithm and
code have been presented to solve steady state problems of the Euler equations for
a variety of two- and three- dimensional internal and external ows.
Under adaptive Cartesian grid, it is dicult to increase approximation order and
retain the local physical conservation by nite dierence or nite volume method at
the same time. Therefore, it is necessary to focus on the development of high order
numerical methods under adaptive Cartesian grid. Based on the author's research
on the adaptive Cartesian grid nite dierence method, an h-adaptive Runge-Kutta
discontinuous Galerkin (RKDG) method and code for complex geometry problems
on Cartesian grid are presented. The RKDG method is an ecient high order
scheme, which can easily deal with grid renement retaining local conservation even
in the case of hanging node. The detailed algorithm is presented and validated by
using of many benchmark problems. Despite the violation of the conservation of the
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Cartesian grid method near the boundary, the numerical examples presented in this
work show that the loss of physical conservation is negligible.
For high order accuracy schemes, the situations in which the density or pressure
of the numerical solutions becomes negative are quite often. The thesis presents
a simple approach with positivity-preserving limiter under the adaptive Cartesian
grid to simulate large Mach number ows with strong shock/obstacle interactions
and shock diraction. The presented numerical examples demonstrate that the
developed method and code are rather robust.
The simulation of high Reynolds number viscous ow around solid bodies on
Cartesian grid is not a trivial task. As an extension of the adaptive Cartesian
grid method for high Reynolds number viscous ow, the adaptive Cartesian grid
method with hybrid overlapping body-tted grid has been developed. The validated
algorithm was used to detect the aerodynamic performance of the iced airfoil. The
conducted research shows that the roughness of a rime ice shape near the leading
edge has signicant inuence on the aerodynamic performance degradation. The
height of a smooth rime ice shape has insignicant inuence on the aerodynamic
performance penalty. But for a horn ice shape, the horn height plays a major role in
the aerodynamics of an airfoil. The position of the ice horn has signicant inuence
on the reduction of the lift, but the width of the horn base has little inuence.
For the simulation of massive separated ows in the ice accretion problems, the
open source code SU2 from Stanford University has been extended with a capability
of Detached-Eddy simulation (DES). The new code has been validated considering
massive separation vortex ow over a delta wing and a rectangular wing. The
validated code has been used to detect unsteady separation bubbles triggered by
the tip of a horn ice shape, and also applied to study the Boeing 737-800 like wing
in clean and iced congurations. The low frequency oscillation of aerodynamic
parameters shows that the oweld aected by a horn ice shape over an airfoil has
strong unsteady characteristics. For a Boeing 737-800 like wing, the reductions of
CL    curve slop and maximum lift coecient CLmax can be observed. However,
it is interesting to nd that the iced wing will delay stall.
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7.2 Ongoing and future work
Currently, I am interested in dealing with unsteady ows around a moving body
or vortex dominated ows by using of adaptive Cartesian grid method and the
development of open source code SU2 for massive separation ow. The DES and
delayed DES (DDES) capacities for massive separation ows in SU2 are under
progress, especially for the unsteady ows triggered by the ice accretion, which will
be tested soon.
In this thesis, the developed adaptive Cartesian grid method and code with
hybrid overlapping body-tted grid were used to simulate viscous ows over xed
bodies. The extension to a ow over a moving body should be explored to enhance
the capability of the developed code. The huge computational costs of the three di-
mensional ows require the development of a suitable parallel algorithm on adaptive
Cartesian grid.
In this work, the adaptive Cartesian grid RKDG method has been presented to
solve inviscid ow. The extension on viscous ow should be considered in the future.
Because of the diculty of boundary treatment on the body surface using Cartesian
grid for high Reynolds number ow, I plan to use overlapping grid methods to
handle complex shape with or without moving. Although, under the overlapping grid
method, the RANS equations can be directly solved by the RKDG method around
the boundary layer, the curve element should be applied to retain the high order
accuracy at the boundary. However, the grid generation with the curve element
is not yet mature. A promise approach for complex unsteady ows based on a
combination of a nite volume RANS solver to simulate the boundary layer near
the body and the RKDG method in the outside ow domain, which is used to
capture massive separated ows, will be considered in the future.
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Appendix A
DES code
The extension on open source SU2 with capability of DES is presented here in detail.
In the frame of the SU2, thanks to the usage of Object-Oriented language C++,
this extension is very simple. Ten les in SU2 were only required to changed and
very limited rows of statements were added, which was shown in the following.
1. In the le of cong structure.hpp, add two data members in class CCong:
double Const_DES; bool With_DES;
/*Const_DES is constant for DES, which should be equal to 0.65 for
SA model*/
In the same le, give two declarations of member function:
double GetConst_DES(void);
bool GetWith_DES(void);
2. In the le of cong structure.inl, add two denitions of inline function:
inline double CConfig::GetConst_DES(void) { return Const_DES; }
inline bool CConfig::GetWith_DES(void) { return With_DES; }
3. In the le of dual grid structure.hpp, add three members in class CPoint:
double Turb_Len_Scale_DES; /*!< \brief DES turbulent length scale
* \brief DES turbulent length scale. JamesLiu Oct12
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* \param[in] val_distance - Value of the distance.
*/
void SetTurb_Len_Scale_DES(double val_distance);
/*!
* \brief Get the value of the DES turbulent length scale.
* \return Value of the DES turbulent length scale.
*/
double GetTurb_Len_Scale_DES(void);
4. In dual grid structure.inl, add two denitions of inline function:
inline void CPoint::SetTurb_Len_Scale_DES(double val_distance) {
Turb_Len_Scale_DES = val_distance; }
inline double CPoint::GetTurb_Len_Scale_DES(void) { return
Turb_Len_Scale_DES; }
5. In the le of geometry structure.hpp, add a virtual function declaration in
class CGeometry:
virtual void ComputeTurb_Len_Scale_DES(CConfig *config);
In class CPhysicalGeometry, add
void ComputeTurb_Len_Scale_DES(CConfig *config);
6. In the le of geometry structure.inl, add a denition of inline function:
inline void CGeometry::ComputeTurb_Len_Scale_DES(CConfig *config) { }
7. In the le of cong structure.cpp, add a statement in the member function
SetCong Options of class CCong:
addDoubleOption("CONST_DES", Const_DES, 0.65);
8. In the le of geometry structure.cpp, add a denition of member function:
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void CPhysicalGeometry::ComputeTurb_Len_Scale_DES(CConfig *config) {
double *coord, dist00, dist;
unsigned short iDim, nNeigh,iNeigh;
unsigned long iPoint;
unsigned long No_neigh;
double xCoord_neigh;
double cdesljm;
/*!<\brief Loop over all interior mesh nodes and compute the
DES length.*/
cdesljm=config->GetConst_DES();
for (iPoint = 0; iPoint < GetnPoint(); iPoint++) {
nNeigh = node[iPoint]->GetnPoint();
coord = node[iPoint]->GetCoord();
dist = 1E-20;
for (iNeigh = 0; iNeigh < nNeigh; iNeigh++){
No_neigh = node[iPoint]->GetPoint(iNeigh);
dist00=0.0;
for (iDim = 0; iDim < nDim; iDim++) {
xCoord_neigh =
node[No_neigh]->GetCoord(iDim);
dist00 += (coord[iDim]-xCoord_neigh)
*(coord[iDim]-xCoord_neigh);
}
dist00=sqrt(dist00)/1.73205080757;
/* sqrt(3) for unstructured grid */
if(dist00>dist)
dist=dist00;
}
node[iPoint]->SetTurb_Len_Scale_DES(dist*cdesljm);
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}
}
9. In the le of SU2 CFD.cpp, add a statement to calculate DES turbulent length
scale:
if ( (config_container[iZone]->GetKind_Solver() == RANS)
&& config_container[iZone]->GetWith_DES() )
geometry_container[iZone][MESH_0]
->ComputeTurb_Len_Scale_DES(config_container[iZone]);
10. In the le of solver direct turbulent.cpp, change the denition of function
CTurbSASolver::Source_Residual(CGeometry *geometry, CSolver
**solver_container, CNumerics *numerics, CNumerics
*second_numerics, CConfig *config, unsigned short iMesh)
and use Turb Len Scale DES to replace the distance of d. At rst, give def-
initions for two double variables (dist00,dist00DES), then you should change
the distance to the wall like following.
dist00=geometry->node[iPoint]->GetWall_Distance();
if(config->GetWith_DES()) {
dist00DES=geometry->node[iPoint]->GetTurb_Len_Scale_DES();
if(dist00<dist00DES) dist00DES=dist00;
numerics->SetDistance(dist00DES, 0.0);
}
else
numerics->SetDistance(dist00, 0.0);
