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The adiabatic theorem addresses the dynamics of a target instantaneous eigenstate of a time-
dependent Hamiltonian. We use a Feshbach P-Q partitioning technique to derive a closed one-
component integro-differential equation. The resultant equation properly traces the footprint of the
target eigenstate. The physical significance of the derived dynamical equation is illustrated by both
general analysis and concrete examples. Surprisingly, we find an anomalous phenomenon showing
that a dephasing white noise can enhance and even induce adiabaticity. This new phenomenon may
naturally occur in many physical systems. We also show that white noises can also shorten the total
duration of dynamic processes such as adiabatic quantum computing.
Introduction.—The adiabatic principle is a fundamen-
tal concept in quantum mechanics addressing quantum
evolution governed by a slowly-varying Hamiltonian [1].
It states that an initial eigenstate of the time-dependent
Hamiltonian remains in the same instantaneous eigen-
state at a later time. Because of its simplicity, this prin-
ciple has a variety of applications in quantum physics.
The recent development in quantum information process-
ing has reinforced the importance of the adiabatic prin-
ciple by its wide-spread applications such as quantum
adiabatic algorithm [2], fault-tolerance against quantum
errors [3], and universal adiabatic and holonomic quan-
tum computation [4–6] based on the Berry’s phase [7–9].
The adiabatic principle also has important applications
in quantum dynamics control such as adiabatic passage
[10–13], adiabatic gate teleportation [14] and many other
protocols (e.g., see [15–20]). In all those applications, the
choice of initial and the target instantaneous eigenstates
is varied depending on the interest of the issues under
consideration.
Adiabaticity for a closed system is an idealization. In
reality, all experimentally accessible systems are open
because of inevitable interactions between systems and
their surrounding environments [21, 22]. While extensive
work has been done in using the closed system adiabatic-
ity combined with an external control mechanism [10–
13, 19], adiabaticity has been theoretically extended into
the context of open quantum systems [16] where the en-
vironmental noises often modify or even ruin a designed
adiabatic passage. We therefore ask ourselves: How does
a noise affect quantum adiabaticity? Can adiabaticity be
protected or even created by an environmental noise?
Our new discovery is rather surprising; contrary to our
intuition, we show that an external white noise can be
used to enhance adiabaticity. Moreover, we show that
a white noise can even induce adiabaticity from a non-
adiabatic regime. To put our new discovery into per-
spective, we present the adiabatic theorem in a slightly
different way by noting that the theorem essentially ad-
dresses the dynamics of one target instantaneous eigen-
state or one component of the eigenvectors. By using
the Feshbach P-Q partitioning technique [23], we can de-
rive a simple one-component integro-differential equation
governing the target instantaneous eigenstate. The de-
rived one-compoment dynamical equation can signal the
onset of the adiabaticity if the integrand appearing in
the integro-differential equation has a fast-varying fac-
tor, whether natural or engineered, such that the inte-
gral in the equation will be small (or zero). Therefore
this term’s contribution to the dynamics may be ignored
[24]. This is the condition of adiabaticity. As to be shown
below, a particular type of white noise can effectively in-
duce the desired fast-varying factor so that adiabaticity
can be established even when the system is originally in
a non-adiabatic regime.
One-component dynamical equation derived from
Feshbach PQ-partitioning technique.—We consider a
time-dependent Hamiltonian H(t). The instantaneous
eigenequation of H(t) is,
H(t)|En(t)〉 = En(t)|En(t)〉, (1)
where En’s and |En〉’s are instantaneous eigenval-
ues and non-degenerate eigenvectors, respectively. A
quantum state at t can be expressed as |ψ(t)〉 =∑
n ψn(t)e
iθn(t)|En(t)〉, where the dynamical phase is
given by θn(t) ≡ −
∫ t
0
En(s)ds. Substituting it into the
Schro¨dinger equation, we obtain the following differential
equation,
∂tψm = −〈Em|E˙m〉ψm −
∑
n6=m
〈Em|E˙n〉ei(θn−θm)ψn, (2)
where 〈Em|E˙n〉 = 〈Em|H˙|En〉En−Em (n 6= m). Without loss of
generality, the target component can be denoted as ψ0.
2Throughout the paper, ψ0(t) corresponds to the target
eigenstate of H(t), which is one of eigenvectors |En(t)〉.
The adiabatic theorem is valid if |〈Em|E˙n〉| ≪ |En−Em|.
The coefficient of the adiabatic wave function is then
ψ0(t) = e
iβ0(t), where β0(t) ≡ i
∫ t
0 〈E0(s)|E˙0(s)〉ds is the
geometric phase. Physically, the adiabatic theorem as-
serts that an initial eigenstate |E0(0)〉 remains the target
instantaneous eigenstate |E0(t)〉 at a later time. Equa-
tion (2) is also the Schro¨dinger equation with the ef-
fective “rotating representation” Hamiltonian Hmn =
−i〈Em|E˙n〉ei(θn−θm) which contains multiple variables
ψm’s [25].
As shown above that the adiabatic theorem determines
the dynamics of one target component ψ0, therefore,
an exact dynamical equation for the target component
ψ0(t) is highly desirable. By using the P-Q partitioning
technique, ψ0 is shown to satisfy the following integro-
differential equation,
∂tψ0(t) = −〈E0|E˙0〉ψ0(t)−
∫ t
0
ds g(t, s)ψ0(s), (3)
where g(t, s) = R(t)G(t, s)W (s) is an effective propa-
gator and G(t, s) = T←{exp[−i
∫ t
s
D(s′)ds′]} is a time-
ordered evolution operator. Here the vector R ≡
[R1, R2, · · · ] with Rm = −i〈E0|E˙m〉ei(θm−θ0), and W =
R†. The matrix D ≡ ∑mnDmn|m〉〈n|, where Dmn =
−i〈Em|E˙n〉ei(θn−θm) (m,n ≥ 1). The first term on the
right-hand side of (3) is the same as that in equation
(2), which corresponds to the Berry’s phase that may be
switched off in a rotating frame. |ψ0(t)|2, the probability
of finding the eigenstate |E0(t)〉 at time t, is determined
by the history of product of the propagator g(t, s) and
ψ0(s).
With the exact dynamical equation (3), the crucial adi-
abatic condition can be cast into the following compact
form, ∫ t
0
ds g(t, s)ψ0(s) = 0. (4)
The condition is satisfied when the factor g(t, s) is a rapid
oscillating function [9]. Physically, it can be easily seen
that the average of the product of the fast-varying g(t, s)
and the slow-varying ψ0(s) gives rise to zero. Clearly,
the well-known adiabatic condition corresponds to the
first-order approximation of this exact result.
Qubit example and shortcut to adiabaticity.—Consider
a two-level system (TLS) or qubit model in the rotating
representation,
H(t) =
(
−i〈E0|E˙0〉 −i〈E0|E˙1〉ei
∫
t
0
E(s)ds
−i〈E1|E˙0〉e−i
∫
t
0
E(s)ds −i〈E1|E˙1〉
)
(5)
where E ≡ E0 − E1. When the TLS is initially in the
eigenstate |E0〉, the propagator g(t, s) is given by,
g(t, s) = −〈E0(t)|E˙1(t)〉〈E1(s)|E˙0(s)〉e
∫
t
s
(iE−〈E1|E˙1〉)ds′ .
(6)
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FIG. 1. |ψ0(t)| vs dimensionless time t/T for different pas-
sage times T . It approaches to the adiabatic limit |ψ0(t)| = 1
for larger T .
Equations (3) and (6) are the primary results to be
used in analyzing adiabatic dynamics and passages. To
this end, let us first consider a model that is widely used
in quantum adiabatic algorithms,
H(t) = J0[
t
T
σx + (1 − t
T
)σz ], (7)
where σz and σx are Pauli matrices. The propagator is
g(t, s) =
4ei
∫
t
s
E(s′)ds′
T 2E2(t)sdE2(s)
. (8)
If the system is initially in one of the eigenstate of
H(0) = J0σz , |ψ(0)〉 = |E0(0)〉 = | ↑〉 (| ↓〉), it will adi-
abatically evolve into the eigenstate |ψ(T )〉 = |E0(T )〉 =
1√
2
(| ↑〉 + | ↓〉) ( 1√
2
(| ↑〉 − | ↓〉)) of H(T ) = J0σx at
T →∞. The recent efforts have been denoted to finding
shortcuts to adiabaticity between the initial state and fi-
nal state (e.g., see [19] and references therein). While
these shortcuts may be realized by some fast-varying
Hamiltonians that are different from the adiabatic ones,
our formalism can achieve the desired shortcuts using
the same Hamiltonians but with different passage times.
Fig. (1) depicts |ψ0(t)| vs the dimensionless time t/T
for different passage times T , calculated by Eqs. (3) and
(8). It should be noted that a transition from | ↑〉 to
1√
2
(| ↑〉+ | ↓〉) does not show up if 1/T > J0/5, meaning
that there is no shortcut to adiabaticity for a short period
T . It is interesting to note, however, when 1/T ≤ J0/5,
the shortcuts to adiabaticity can be realized, which can
be the upper bound for the time changing rate of these
shortcuts in this specific model.
Noise induced Adiabaticity.—A suprising phenomenon
can be observed when noise is added to our one-
component Eq. (3). As a random and fast-varying func-
tion, noise is typically a source of destruction that may
cause decoherence. We show that a certain type of
noise surprisingly induce adiabaticity. Technically, we
will show that noise can render the adiabaticity condi-
tion valid in the same way as the fast-varying function
in g(t, s). Crucial to our investigation of this issue is
3to find an appropriate physical model which can incor-
porate the required white noise. It turns out that the
simplest physics model is a two-state dephasing model,
which contains a white noise modifying the strength of
a Hamiltonian in a random manner. Such a model can
be easily obtained if we replace J0 with J0+ c(J,W, t) in
Eq. (7). Here c(J,W, t) is a white noise, more specifically,
it is the biased Poissonian white shot noise [26, 27]. Note
that J is the noise strength and W measures the average
frequency of noise shots ( if not specifically mentioned,
the ‘noise’ always refers to the white noise throughout
this paper). When W goes to infinity, c(J,W, t) becomes
to a continuous-time white noise denoted as c(J, t). Note
that the noise term only rescales the eigenvalues Em’s to
[1+ c(J, t)/J0]Em but does not change the instantaneous
eigenstates. Physically, the noise model considered here
naturally arises in many physically interesting settings
such as a rotating spin that is subjected to a random
magnetic field.
0 5 10 15 20
0.98
0.985
0.99
0.995
1
J0t
|ψ 0
|
 
 
J=0
J=0.01J0
J=0.1J0
J=J0
FIG. 2. Model A: |ψ0(t)| for different noise strengths. Ω =
0.4J0 and ω = J0 in the adiabatic regime.
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FIG. 3. Model A: |ψ0(t)| for different noise strengths. Ω =
5J0 and ω = 5J0 far from the adiabatic regime. Inset plots
the real part of fast-varying factor e−i
∫
s
0
c(J,s′)kds′ in grey
curves and the slowly-varying e−i
∫
s
0
[J0k+Ω sin
2 α(s′)]ds′ψ0(s) in
red curves.
Model A: a single TLS model.—The most general time-
dependent Hamiltonian of a TLS or qubit may be written
as H(t) = J0(aσ
x+bσy+ωσz/2), where a and b describe
the transverse fields and ω is the longitudinal fields. The
instantaneous eigenstates of H(t) can be expressed by
|E0〉 = e−iβ cosα| ↑〉+ sinα| ↓〉,
|E1〉 = −e−iβ sinα| ↑〉+ cosα| ↓〉, (9)
where β = tan−1(b/a) and α = cos−1 k+ω√
2k2+2kω
with
k ≡ ±√ω2 + 4a2 + 4b2.
We now consider a simple case with a = cos(Ωt), b =
sin(Ωt) where Ω is a constant frequency. The propagator
now is
g(t, s) =
Ω2
k2
ei
∫
t
s
[E(s′)+Ω sin2 α(s′)]ds′ , (10)
where E(s′) = [J0 + c(J, s′)]k. The model physically
describes a spin-1/2 particle driven by a periodical mag-
netic field. As an example, if Ω = ω and in the rotating
framework, the total Hamiltonian is J0σx + Jσx, which
is a typical dephasing model and may be accessible ex-
perimentally. When Ω approaches to zero, the standard
adiabaticity can be reached, which is shown by the blue
curve in Fig. 2. Surprisingly, even when there exists
a weak noise, adiabaticity is improved rather than de-
structed as shown by the other curves. In the adiabatic
regime, it is shown that the stronger the noise is, the
better adiabaticity is achieved. It is in stark contrast
to our common understanding on how noise affects adia-
baticity where noise is a source of disorder or a nuisance.
A more surprising result is that, in the non-adiabatic
regime noise can even induce adiabaticity. Strong noise
can bring about a system from a non-adiabatic regime
into a adiabatic regime.
Consider the non-adiabatic regime where Ω = 5J0 and
ω = 5J0. In Fig. 3, the blue curve depicts the noise free
term |ψ0| which strongly oscillates from 1.0 to a mini-
mum 0.36. The system undergoes transitions between
|E0〉 and |E1〉. the other curves show that |ψ0| can be
decreased by increasing the noise strength J . For a weak
noise with J = 0.01J0 shown in the grey curve, the min-
imum of |ψ0| is increased to 0.46. When the noise is
moderate (J = 0.1J0), the green curve shows the mini-
mum becomes 0.85. When noise has J = J0, it induces
the perfect adiabaticity as shown in the red curve.
It is worth emphasizing that the above new phe-
nomenon on the noise-induced-adiabaticity is a remark-
able example showing that noise can play a positive role
in inducing adiabaticity in a very simple system that may
arises spontaneously in many contexts in physics. It re-
veals an interesting observation that the adiabatic pro-
cess can be realized in quantum open systems in a way
that is not seen in a closed quantum system.
Model B: a double TLS system.—Consider two coupled
TLS systems embedded in their individual baths,
H = J0(c σ
+
1 σ
−
2 + c
∗σ−1 σ
+
2 +B1σ
z
1 +B2σ
z
2) (11)
where c = a− ib and ω are noise-free parameters. B1 =
B +ω/4 and B2 = B−ω/4, where B is a noise but ω as
40 0.2 0.4 0.6 0.8 1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
t/T
|ψ 0
|
 
 
J=0
J=0.1J0
J=0.5J0
J=J0
0 0.2 0.4 0.6 0.8 1
−1
0
1
t/T
FIG. 4. Model B: |ψ0(t)| for different noise strengths.
T = 1/J0 far from the adiabatic regime. The noise-free
dynamics is also shown in Fig. 1. Inset plots the real
part of the fast-varying e−i
∫
s
0
c(J,s′)k(s′)ds′ in grey curves and
e−i
∫
s
0
J0k(s
′)ds′ψ0(s)/k
2(s) in red curves.
a difference between B1 and B2 is noise-free. Physically,
the two TLSs are subject to a collective noise but to dif-
ferent external fields. When the system state is initially
at a single-exciton state: |ψ(0)〉 = µ| ↑↓〉+ ν| ↓↑〉, |µ|2 +
|ν|2 = 1, the effective Hamiltonian for this model could
be written as Heff = J0[(c σ
+
1 σ
−
2 + h.c.) + ω(σ
z
1 − σz2)/4].
The corresponding eigenstates of Heff could be also ex-
pressed by Eq. (9) if | ↑↓〉 and | ↓↑〉 are mapped into the
two states for a TLS, | ↑↓〉 ⇒ | ↑〉 and | ↓↑〉 ⇒ | ↓〉. The
operator mapping is σ+1 σ
−
2 ⇒ σ+ and (σz1 − σz2)/2⇒ σz.
We now use the same parameters as in the first example,
a = t
T
, b = 0, and ω2 = 1− tT . The propagator is
g(t, s) =
4ei
∫
t
s
[J0+c(J,s
′)]k(s′)ds′
T 2k2(t)k2(s)
, (12)
where k(t) = 2
√
T 2 − 2tT + 2t2/T . As in the first exam-
ple our reference is an adiabatic passage from an eigen-
state | ↑↓〉 of H(0) = J0(σz1 − σz2)/2 to | ↑↓〉 + | ↓↑〉 of
H(T ) = J0(σ
+
1 σ
−
2 + h.c.). Generally, the basic conclu-
sions will remain intact if we use different types of H(0)
and H(T ). Now Heff for the two coupled TLSs is equiv-
alent to that in the first example, though representing
different physics.
We consider non-adiabatic regime where J0 = 1/T . In
Fig. 4, the blue curve depicts the noise free |ψ0|, which
is the same as the corresponding curve in Fig. 1. Again,
the other curves show the onset of the adiabaticity in-
duced by noise. The probability for the system to become
|E0(T )〉 is increased with the noise strength. Physically,
it means that while noise keeps the system on the eigen-
state ofH(T ), hence it induces adiabaticity from the non-
adiabatic regime, with a much shorter period T . Fig. 4
also shows that creation of adiabaticity does not even re-
quire strong noise strength. For instance, for J = J0,
|ψ| is already maintained as high as above 0.99 and T
is 8 times faster than the same passage in the adiabatic
regime (see, Fig. 1).
It is interesting to note that this specific system suffers
from two types of noises. The first type of noise, charac-
terized by B, acts on a time-dependent decoherence-free
subspace (DFS) [28, 29], hence gives rise to no effect on
dynamics. The second noise, embedded in the strength
of the Hamiltonian, induces adiabaticity. This discovery
may open up a new way of applications in quantum infor-
mation science and technologies such as holonomic and
adiabatic quantum computation.
Discussions.—Adiabaticity is shown to be achievable
through introducing an external white noise, which
can significantly modify the integral term contained in
Eq. (3). Specifically, if g(t, s) is a fast-varying time-
dependent noise function whereas ψ0(s) is slow, the in-
tegral will vanish. Our noise model shifts the strength
J0k(s
′) to [J0 + c(J, s′)]k(s′) in the oscillation function
e−i
∫
s
0
E(s′)ds′ in Eqs. (6), (8) and (10). Insets in Fig. (3)
and (4) plot the fast-varying factor and the other factor in
the integral and show how noise washes out the accumu-
lation of the slow function. We also show that the angle
in ψ0(t) goes to zero in both noise-induced adiabatic and
adiabatic regimes. It should be emphasized that similar
induced adiabaticity occurs if we apply a control field that
provides the fast-varying factor in g(t, s).
When the dynamics approaches to an adiabatic regime
|ψ0(t)| ≈ 1, the quantum sate evolves on the eigen-
state of H(t), |ψ(t)〉 ≈ |E0(t)〉. More precisely, the
standard stochastic dynamics gives the system den-
sity matrix ρ(t) via ρ(t) = M [|ψ(t)〉〈ψ(t)|]. ρ(t) ≈
|ψ0(t)|2|E0(t)〉〈E0(t)| ≈ |E0(t)〉〈E0(t)| holds only if
|ψ0(t)| ≈ 1. Generally, the dephasing white noise will
drive the system to a mixed state where the off-diagonal
matrix elements will vanish (whereas adiabaticity in-
duced by control fields time-evolves unitarily).
Conclusion.—We employ the Feshbach P-Q parti-
tioning technique to derive a one-component integro-
differential equation, which naturally gives rise to adia-
batic condition. Moreover, such one-component dynam-
ical equation can be used to demonstrate the onset of
adiabaticity induced by the white noise. We work out
two examples by analyzing the adiabatic conditions and
numerically exhibiting the noise effect on adiabaticity. In
addition, we show the significant reduction on the pas-
sage time to adiabaticity.
The new discovery can be applied to many ongoing
physical implementations of quantum information and
quantum computing protocols such as adiabatic quan-
tum computing and the fast energy transfer. As one par-
ticular application, we point out that the time evolution
required by an adiabatic quantum algorithm can be sig-
nificantly speeded up by an engineered external noise.
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