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Abstract. Analysing the determinants of wine prices has always been a fi eld of inter-
est in the wine economics literature. By estimating hedonic price functions, however, 
most papers generally remain at the country level with regions generally neglected or 
treated as simple dummy variables. Th e aim of this paper is to analyse the determi-
nants of wine prices at the regional level by using Latent Variable Path Modelling with 
Partial Least Squares and Principal Component Analysis on the example of Hungarian 
wines. Th is approach is able to capture the regional specialties of wine production and 
provides a better insight into price determination. Results suggest that intrinsic values 
play a major but ambiguous role in determining regional wine prices, especially in the 
case of sugar content. It also becomes apparent that specifi c Geographical Indications 
(GIs) play a crucial role in price determination, instead of GI use per se. Moreover, 
individual brands also have an important role, as Tier1 and Tier2 wineries tend to sell 
their wines at higher prices and in smaller batch sizes. 
Keywords: wine regions, price determination, Hungary, quality, Partial Least Squares.
1. INTRODUCTION
A large amount of scientifi c literature has been dealing with the deter-
minants of wine prices recently [1,2,3,4]. By mainly applying hedonic pricing 
models, the vast majority of these studies quantify the relationship between 
wine prices and, inter alia, origin, subjective and objective quality and label-
ling elements like variety, vintage or brands. Despite the large quantity of 
research into the topic, articles mainly focus on the country level and regions 
are oft en neglected or treated by simple dummy variables [5,6,7].
However, wine is a highly diff erentiated product and this diff erentiation 
starts at the regional level [5,8,9]. It largely depends on the regional char-
acteristics of the kind of wine produced and such diversity is missed when 
wine prices are analysed at the country level. Th is article aims to analyse 
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the determinants of wine prices at the regional level by 
using Latent Variable Path Modelling with Partial Least 
Squares (LVPLS) and Principal Component Analy-
sis (PCA), using the example of Hungarian wines. This 
approach is able to capture the regional specialties in 
wine production and provides a better insight into price 
determination. Our motivation to prefer this approach 
over the classical methods was based on some previous 
studies [10,11,12] using PLS and we followed the guide-
lines of Hair et al. [13]. 
The article is structured as follows. First, a litera-
ture review is given on the most important studies on 
the determinants of wine prices written between 1998 
and 2018, and this is followed by a description of the 
methods and data used here. The third section shows 
our results together with a discussion, while the last part 
concludes.  
2. GEOGRAPHICAL ORIGIN AS A DETERMINANT OF 
WINE PRICES
Origin has always been considered one of the most 
important determinants of wine prices. In this regard, a 
significant part of the literature analyses the role of geo-
graphical indications (GIs) in the determination of wine 
prices. Being indicators of special quality, GIs may per-
mit higher prices, which may prove to be essential when 
competing with more efficient New World wine-pro-
ducing countries. The main idea behind GIs is that dif-
ferences in quality may be attributable to their origin. 
GIs as collective brands embody a collective reputation, 
which is the sum of the individual reputations of the 
group members [14]. 
The majority of the theoretical literature in this 
regard analyses the relationship between consumers’ 
willingness to pay and regional reputation (GIs). Mena-
pace and Moschini [15], for instance, developed a repu-
tation model to investigate the use of trademarks and 
certification for GI food products and found the two 
concepts to be complementary in signalling superior 
quality to consumers. Anania and Nistico [16] analysed 
whether public regulation can substitute trust in quality 
food markets and found that even imperfect regulation 
is better than having no regulation in place. Moreover, 
Moschini et al. [17] investigated the relationship between 
geographical indications and the competitive provision 
of quality in agricultural markets and found a strong 
positive relationship as well as clear welfare gains. Zago 
and Pick [18] combined the two theories and suggested 
that the introduction of a regulation and the emergence 
of two differentiated competitive markets provides con-
sumers and high quality producers better-off (and low-
quality producers worse-off). It is also evident that GIs 
play a crucial role in international trade debates, labelled 
as a “war on terroir” by Josling [19]. 
As to the empirical literature, Ali and Nauges [20] 
analysed Bordeaux en primeur wine pricing on a sam-
ple of 1153 wines of 132 producers and showed that the 
pricing behaviour of producers depends to a large extent 
on their collective reputation associated with their wine 
regions. Angulo et al. [21] ended up in similar conclu-
sions by analysing 200 Spanish red wines - they con-
cluded that wine regions were one of the most impor-
tant determinants of wine prices. Blair et al. [22] also 
reached similar conclusions when analysing 393 Bor-
deaux wines, while Di Vita et al. [23] also ended up in 
the same when analysing wine sales in Sicily. The argu-
ment above was also underpinned by Ling and Lockshin 
[24] for Australian wines, Noev [8] for Bulgarian wines 
and Roma et al. [7] for Sicilian wines. Moreover, the role 
of geographical indications was especially strong in price 
determination in case of grand cru wines as suggested 
by Carew and Florkowski [25] as well as Combris et al. 
[26]. Lecocq and Visser [27] by analysing three different 
samples of Bordeaux and Burgundy wines, also found 
that objective characteristics shown to the consumers 
on the label, including GIs, explained the major part of 
price differences, while sensory characteristics are less 
important. Van Ittersum et al. [9] analysed consum-
ers’ willingness to pay for protected regional products 
and found a significantly positive relationship between 
the two, based on the consumers’ image consisting of a 
quality warranty and an economic support dimension. 
Similar conclusions were drawn by Panzone and Simoes 
[28], highlighting that labelling is not a factor attract-
ing a price premium per se, but rather it is the interac-
tion between the labels and the region of production that 
actually gives a premium.
Moreover, Landon and Smith [29] analysed the col-
lective reputation of Bordeaux red wines and found that 
reputation of seven out of eleven wine regions had a sig-
nificant positive effect on price, which can even reach 
$14 per bottle. Shane et al. [4] estimated this price dif-
ference to be £6-7 for UK consumers. Similarly, Thrane 
[30] was talking about a 30% difference for French and 
German wines, while Troncoso and Aguirre [6] cal-
culated a 20% price difference for Chilean wines sold 
in the USA. This, according to Landon and Smith [29] 
strengthens the snob-effect where consumers prefer a 
bottle of wine to another based on regional origin and 
reputation and not on quality difference. 
However, a number of articles found that the role of 
origin in price determination was rather country-spe-
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cific. Defrancesco et al. [31], for instance, analysed the 
role of origin in the case of Argentinean Malbec, con-
cluding that New and Old World consumers differ in 
their willingness to pay for Geographical Names (GNs) 
when buying premium Argentinean wines in specialised 
shops. Estrella Orrego et al. [32] added that consumers 
appreciate “New World” wines for different attributes 
than “Old World” ones, thereby valuing wine’s charac-
teristics differently. Schamel [33] analysed the value of 
producer brands versus GIs on US price data for 24 wine 
regions in 11 countries and added that “New World” 
wines had to catch up in terms of regional reputation, 
though leading brands could take much of the price dif-
ferential. 
Besides origin, a large part of the literature analy-
ses the determinants of wine prices from different 
aspects including expert ratings, objective characteris-
tics (chemical composition, weather, age) and wine label 
information (varietal, vintage). Although a full review of 
this literature would take us far away from the focus of 
this article, some relevant literature is discussed here to 
highlight the most important findings.  
As to expert ratings, the majority of the studies 
found a significant and positive relationship between 
wine prices and expert ratings (scores), however, opin-
ions differ on the strength of the relationship (see e.g. 
[1,6,8]). Regarding objective characteristics, most studies 
agree that chemical composition and weather affects the 
price of wines ambiguously, while age has a significantly 
positive effect on wine prices (see e.g. [7,24,30]). Final-
ly, wine label information also has a generally positive 
impact on prices, according to most of the studies (see 
e.g. [2,24]).
It seems evident from the literature above that 
regions play a decisive role in determining wine prices. 
Although most studies are focusing on a country or a 
specific region in searching for the determinants of wine 
prices, the novelty of this paper is to analyse all wine 
region of a country at the same time to provide a full 
picture – this approach is, to our understanding, new in 
the literature. The paper also aims to provide a full cov-
erage by aiming to capture and analyse the most impor-
tant factors determining wine prices as evident from the 
literature above.
3. METHODS AND DATA USED
2.1 Theoretical background
In order to analyse the determinants of wine prices 
at the regional level, two methods are used (Path mod-
elling and Principal Component Analysis). First, Partial 
Least Squares (PLS) is a relatively new methodology for 
estimating Latent Variable Path Models (called LVPLS). 
From a broader conceptual perspective, LVPLS is a sta-
tistical data analysis methodology for studying a set of 
blocks of observed variables which can be summarized 
by latent variables (Outer model) and the linear rela-
tionships between the latent variables (Inner model). 
Establishing the relationships requires some previous 
knowledge. LVPLS is also employed to handle Struc-
tural Equation Modelling problems (SEM) which was 
founded by Joreskog [34]. Before PLS become quite pop-
ular, SEM was the conventional technique for estimat-
ing Latent Variable Path Models. The main principles 
of the PLS technique for principal component analysis 
were described by Wold [35], and the first PLS analytical 
tool for blocks of variables was developed in 1975 [36]. 
The whole algorithm was published in the 80s [37,38]. 
Further developments to the approach relating to the 
methodology’s application to SEM problems and Path 
models were described by Chin [39] and Tenenhaus et 
al. [40], respectively. However, these methodologies (PLS 
and SEM) differ a lot as concepts. There exists a wider 
range of applications that cannot be handled properly 
by a SEM framework but are nevertheless within the 
spectrum of the flexible LVPLS methodology. Structural 
Equation Models are causality networks of several Latent 
Variables (LVs) measured by several observed Manifest 
Variables (MVs) [41,42]. The SEM estimation procedure 
is based on classical covariances and a maximum likeli-
hood (ML) estimation, but the PLS approach is a compo-
nent-based (variance-based) procedure involving fewer 
assumptions. For example, within the SEM framework 
variables should obey the normal distribution assump-
tion, and the number of the observations should be 
large enough (over 200). PLS allows working with small 
sample sizes and makes less strict assumptions about 
the distribution of the data [43]. PLS has the capacity to 
deal with very complex models involving a high num-
ber of LVs, MVs, and relationships [44,45]. In PLS, the 
relationship between an LV and its MVs can be mod-
elled in either a formative or a reflective way, which is an 
advantage when the approach is compared to the SEM. 
In a formative way, a given LV is estimated by the linear 
regression of blocks of MVs that belong to the LV. This 
means that the LV is caused by the MVs. In the reflective 
way, the opposite is true so the MVs are caused by the 
LV. Another important difference is that PLS is rather an 
explanatory technique, but SEM is mainly used for test-
ing theoretical models. The major disadvantage of PLS is 
that no global criterion is optimized which would allow 
us to evaluate the overall model. However, Amato et al. 
[46] propose a global criterion of goodness-of-fit (GoF). 
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In a formative model, MVs are modelled by multiple 
regressions, implying that multicollinearity might be a 
relevant problem in LVPLS modelling [47,48], therefore 
we fit a reflective model and also estimated the Variance 
Inflation Factor (VIF). Chin [39] suggests bootstrapping 
for model testing, an approach in which 500 samples 
are generated from the original data through the use of 
sampling. This means that Beta coefficients are estimated 
in each sample and the mean and standard error (SE) of 
the parameters are computed from the total number of 
samples. Another problem concerns the assumption of 
equal initial weights at the beginning of the estimation 
procedure, something which makes the results very arbi-
trary. The advantages of the PLS approach compared to 
the classical hedonic model should also be stressed out 
as this is the major point of the study. Hedonic models 
aim to describe the price of a good by a set of predic-
tion variables using an ordinary least square regres-
sion (OLS) or weighted least squares (WLS) ([11]). The 
general pitfalls are the large number of prediction vari-
ables that might cause a problem in case of small data-
sets when OLS applied as well as in case of large data-
sets due to the problem of multicollinearity (correlated 
predictors). In order to solve this issue highly correlated 
variables could be omitted generating the loss of infor-
mation and biases and important features of the model 
could be lost. Król [11] stated that especially in case of 
large amount of binary predictors and multicollinearity 
as in our case partial least squares regression might be a 
better alternative to OLS/WLS methods of hedonic mod-
els estimation. On the other hand, PLS approach makes 
it possible to use more dependent variables. The above 
mentioned reasons guided us to prefer PLS latent vari-
able path modelling.
In order to estimate the causal relations between 
each wine region/sub-region and the wine composition, 
price and quantity a Latent Variable Path Analysis with 
Partial Least Squares (LVPLS) with a reflective method 
for index construction [49] was applied, using XLSTAT 
software. The sample contained 2309 valid observations, 
which is more than sufficient for this type of analysis. 
The composite reliability of the blocks was tested by the 
explained variance. For estimating the initial weights 
in the model, the Centroid Scheme was used. The PLS 
algorithm stopped when the change in the outer weights 
between two consecutive iterations was smaller than 
0.0001 or the number of iterations reached 100. In our 
case the algorithm converged on average after 18 itera-
tions. Bootstrap sampling was also applied for model 
testing and parameter estimation, in which 500 sam-
ples were generated from the original data as suggested 
by Chin [39]. This means that the mean and SE of the 
parameters were computed from the total number of 
samples and only those Beta coefficients were consid-
ered statistically significant that were at least twice their 
respective SE [50]. A normalized version of the Good-
ness-of-fit (GoF) as proposed by Esposito Vinzi et al. [51] 
was used to measure the overall model fit by obtaining 
bootstrap resampling. The GoF of 0.10, 0.25, and 0.36 
can be considered an adequate, moderate and good 
global fit, respectively [13,48,52]. In the course of inner 
model quality assessment, R2 measures were calculated. 
The R2 values of 0.02;0.15;0.35 are considered as small, 
medium or large effects according to Hair et al. [48]. In 
order to assess the discriminant validity of the model, 
the Fornell and Larcker criterion [53] was applied. In the 
case of the outer model, we reported the Pearson corre-
lation coefficients, which were denoted by “r”. Regarding 
the inner model, we reported the regression Beta coeffi-
cients, denoting bootstrap-estimated SE values by “B”.
2.2 Operationalization of constructs
Our sample of wines is selected from the Hungar-
ian off-trade sector (main wine shops and supermar-
kets). Considering the extreme levels of sugar content 
and high prices, all wines from the Tokaj region were 
excluded as they would significantly distort the results. 
In case, when the same observations (wines with the 
same lot number) were sold at different prices, and only 
the cheapest was included in the model.
Our model design includes nine latent variables for 
five different dimensions of the study. Regional origin is 
represented by five variables, one for each wine region, 
while other latent variables are individual brand, com-
position and market situation.
The manifest variables of regional origins are geo-
graphical indications. Each GI of a wine in the sample 
is represented by a dummy variable whose value is 1 if 
the batch in question bears the geographical indication 
concerned, but is otherwise 0. Two additional dummy 
variables were generated: one for wines without a geo-
graphical indication, and another for wines with non-
Hungarian-protected geographical indications (PGIs) 
that were imported in bulk by wineries operating in the 
Duna region and then released to the market under their 
own brands (i.e. both the brand and the name of the 
wine is in Hungarian). Certain geographical indications 
are segmented into two or three quality levels using 
additional terms to the name itself (e.g. Eger Superior 
or Villány Prémium). To handle this phenomenon, these 
geographical indications were treated as separate names. 
The source of data is the geographical indication on the 
label of the wine observed. The legal use of the GIs was 
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double-checked in all cases in the public database of the 
wine authority.
Individual brand reputation is measured by three 
dummy variables. Given the high number of producers, 
the grouping of individual brands according to their sta-
tus served as an appropriate method. The wineries were 
classified in relation to two significant awards (‘Wine 
Producer of the Year’ and ‘Winemaker of the Winemak-
ers’). There are several reasons for this. On the one hand, 
both nominees and winners of these awards are select-
ed by experts, so a high level of past performance can 
be assumed for these winemakers. On the other hand, 
both awards traditionally receive heavy media attention 
which focuses on the winemakers involved. Hence, the 
individual brands concerned have a credible and positive 
reputation with the consumer. Winners of one of these 
awards were categorised as Tier1 wineries, while nomi-
nees were classified as Tier2 wineries and the rest was 
ranked as Tier3. Information on this can be found on 
the websites of the relevant awards.
Intrinsic value of the wines is measured by five 
manifest variables. According to Hungarian wine law, 
wine products produced in Hungary may be marketed 
for public consumption or export only if they receive 
authorisation by the wine authority. This permission is 
issued following the assessment of 12 analytical param-
eters and, where appropriate, after sensory evaluation. 
The following analytical parameters were included as 
manifest variables:
– sugar-free extract content (g/l),
– residual sugar content (g/l),
– pH value,
– actual alcoholic strength (by volume),
– age (years)
2.3 Source of data
The source of the data is the Hungarian wine 
authority. The latent variable colour and varietal is meas-
ured by seven manifest variables, including the colour 
of wine and the varietal composition. The information 
on varieties is condensed into these variables by creat-
ing varietal groups as the wines included in the sample 
represent almost 150 different permutations of varietal 
composition.
The following groups were created:
– red wines made of Bordeaux (Cabernet Franc, Cab-
ernet Sauvignon and Merlot) varietals,
– red wines of other varietals,
– rosés (of any variety),
– white wines of two Hungarian varieties (Cserszegi 
Fűszeres or Irsai Olivér),
– white wines of other aromatic (Muscat) variables,
– white wines of international varieties (e.g. Chardon-
nay),
– white wines of other varieties.
The Hungarian wine authority also provided data on 
colour and varieties.
The manifest variables of market situation are price 
and quantity. The price was observed in the Hungar-
ian off-trade sector (main wine shops and supermar-
kets). If a wine was observed on multiple sites, the low-
est price was included in the dataset. The scope of the 
study extended only to wines, other grapevine products 
(such as sparkling wines or semi-sparkling wines) were 
excluded. All prices were re-calculated for a unit of 0.75 
l bottle. Quantity is the size of the batch expressed in 
litres and was provided by the wine authority. 
Finally, when reporting our results, we are aware 
that a region per se cannot determine wine prices but 
that special characteristics of the regions do. We should 
keep this in mind when “regional effects” are analysed 
below.
4. RESULTS AND DISCUSSION
Before presenting our model results, descriptive sta-
tistics and measurement units are shown in Table 1.
Figure 1 provides a graphical representation of the 
parameter estimates in the model. Path modelling groups 
subregions into blocks according to the wine region they 
belong to and then examines the paths and links between 
these wine regions and links between regions and wine 
composition, colour and varietal and individual brands 
in terms of regression coefficients. The model is explora-
tory in nature and the algorithm is iterative, hence it is 
able to identify irrelevant connections. Ovals represent 
the LVs (blocks), and squares stand for the MVs. All the 
links (arrows) are significant at the 5% level, whereas the 
dotted lines represent non-significant links. 
Based on the result of the bootstrap analysis, the 
regression coefficients between the LVs were proved val-
id. In order to verify that the SE of the regression coef-
ficients will always be provided. Regarding the good-
ness of fit, the GOF of the inner model was 0.770, the 
GOF value of the outer model was 0.958 and the entire 
model has a GOF of 0.738, which shows an excellent fit. 
The two main regressions of the model are Wine com-
position (R2=0.561) regressed by the wine regions and 
Colour and Varietal as well as Market Situation (Price, 
Quantity) (R2=0.386) regressed by Wine composition. 
The proportion of variance explained in the two regres-
sions is appropriate.
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All manifest variables of intrinsic value are in a 
strong significant relation with Composition, and their 
effect is positive except for sugar content. That means 
that the more concentrated a bottle of wine is, the higher 
its price and the lower its quantity will be, while wines 
(outside of the Tokaj wine region) with higher sugar con-
tent are cheaper and produced in larger batches. This 
argument supports the findings of the majority of the 
literature [7,24]. Moreover, the analysis of Colour and 
Varietal composition shows that red wines significantly 
differ from white ones and rosés. The (positive) effects of 
the varietal composition is the highest for red wines of 
Bordeaux varieties. That means that red wines (especially 
of Bordeaux varieties) tend to be priced higher and sold 
in low quantities, while rosés are sold in large batches at 
significantly lower prices. This is very much in line with 
previous findings of the literature [1,2].
The effect of regional origins largely depends on 
the actual region. Felső-Magyarország and Pannon 
wine regions affect intrinsic value positively (B=0.175; 
SE=0.014; t=12.6; p<0.001 and B=0.184; SE=0.016; t=11.7; 
p<0.001, respectively), while the effect of Balaton and 
Duna regions is negative (B=-0.087; SE=0.015; t=-5.8; 
p<0.001 and B=-0.225; SE=0.014; t=-15.9; p<0.001, 
respectively). This means that wines from Felső-
Magyarország and Pannon regions are sold at higher 
prices, in smaller batch sizes and have higher intrin-
sic value. On the contrary, wines from Balaton and 
Duna region wines have lower prices, higher quantity 
and lower intrinsic value (the composition contains less 
alcohol and more sugar). Felső-Pannon region is still 
significant but with a relatively smaller regression coef-
ficient (B=0.044; SE=0.015; t=3.0; p<0.01). The regression 
coefficient of wine composition was B=0.621 (SE=0.016; 
t=38.1; p<0.001) with regards to price and quantity. This 
suggests that the more alcohol and sugar-free extract 
content increases the price of wines and the quantity is 
lower. These results confirm previous studies suggesting 
the GI-based results are highly region-specific [31,32].
Collective or individual brands may alter the effects 
of regional origin, again echoing findings of previous lit-
erature on the topic [7,8]. Higher tier individual brands 
(Tier1 and Tier2) always positively affect intrinsic value 
and compensate potential negative regional effects. The 
effect of using a Tier1 brand is double to that of a Tier2 
brand.
Meanwhile, the role of GIs is versatile; howev-
er, all of them were significant. In regions, where the 
regional origin is positively related to intrinsic value 
(Felső-Magyarország and Pannon), only half of the GIs 
strengthen this effect. The different classes of Eger (Eger 
Classicus (r=0.124), Eger Superior (r=0.398), Eger Grand 
Superior (r=0.326) and Eger before 2010 (r=0.458)) have 
a positive effect. In the case of Eger, however, the role 
of regulations must be highlighted – if certain practices 
are forbidden (e.g. sweetening, subtracting alcohol), and 















Min 195 250 7.14 0.00 15.60 2.88 1.00
Max 23980 507284 16.45 162.70 46.80 4.01 13.00
Mean 2072 20275 12.61 5.31 24.70 3.49 2.33
Standard deviation 1937 35803 1.13 13.09 4.45 0.15 1.66
Median 1540 7540 12.59 1.30 24.20 3.49 2.00
1st tier 3015 19703 12.99 2.08 25.37 3.51 2.67
2nd tier 2659 11049 12.96 3.41 25.03 3.50 2.57
3rd tier 1678 22982 12.42 6.63 24.44 3.48 2.18
White - other 1831 14831 12.45 5.02 22.23 3.39 2.02
White - International 1857 11232 12.70 5.40 22.07 3.39 1.83
Rose 1299 26043 12.24 3.98 20.82 3.40 1.15
Red - other 2287 20956 12.68 3.88 27.40 3.57 2.85
Red - Bordeaux 3108 16684 13.41 3.50 29.24 3.62 3.45
White - Cserszegi/Irsai 1115 21352 11.61 3.43 21.33 3.45 1.24
White - other Muscat 1496 26577 11.73 19.05 21.31 3.43 1.65
Source: own composition.
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thresholds on grape quality level are stricter, production 
technology has an impact as well.
On the other hand, Mátra (r=-0.627), Bükk 
(r=-0.181), Debrői Hárslevelű (r=-0.163) and Felső-
Magyarország (r=-0.279) have a negative effect. In Pan-
non region, it is only Szekszárd (r=0.421) and the two 
tiers of Villány (V.Classicus (r=0.168) and V.Prémium 
(r= 0.783), while Pannon (r=-0.097), Pécs (r=-0.198) 
and Tolna (r=-0.115) have a slightly negative effect. A 
higher negative effect can be found for Dunántúl (r=-
0.266). Both in the case of Eger and Villány, the effect 
of top tier categories (E.Superior and E.Grand Superior, 
V.Prémium) significantly exceeds the effect of low tier 
categories (E.Classicus and V.Classicus). These results 
also strengthen the case-specific nature of GI price 
effects suggested by the literature [31,32]. 
There are two regions, where regional origin yields a 
negative effect: Balaton and Duna. Only 3 out of the 16 
concerned GI has an impact that changes the negative 
coefficient of the regional origin into positive: Balaton-
boglár (r=-0.035), Balatonfüred-Csopak (r=-0.131) and 
Zala (r=-0.193). All other GIs keep the negative effect of 
regional origin on intrinsic values. The highest impact is 
of Duna-Tisza közi (r=0.794), imported PGIs (r=0.464), 
Figure 1. Path model and regression coefficient estimates from the bootstrapping. Source: own composition.
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Balaton (r=0.587), Balatonmelléki (r=0.382). Also, 
Dunántúl (a PGI including the area of three wine regions: 
Felső-Pannon, Balaton and Pannon) has an overall nega-
tive effect on intrinsic values, regardless of their regional 
origin. Not using a GI affects only the Pannon regional 
origin, moderating its positive impact (r=-0.097). Regard-
ing Felső-Pannon regional origin has a negative effect in 
case of Mór (r=-0.371) and Etyek-Buda (r=-0.383) while 
Neszmély (r=0.545) has a positive effect on intrinsic val-
ues. Individual brands may compensate for the negative 
effects (r=0.125). The “without GI” variable did not have a 
significant correlation with any of the above wine regions 
but Balaton (B=-0.044; SE=0.021; t=-2.128; p=0.033).
The explained deviation is presented in the main 
diagonal of the correlation matrix and shows how much 
a given LV explains from its MVs (Table 2). The figures 
under the main diagonal are the Pearson correlations 
between the LVs. The values above the main diagonal 
show the significance of the Pearson correlation coeffi-
cients. It is obvious that each LV (especially the outcome 
Price and quantity) explains a sufficient amount of devi-
ation of its linked items and the model does not con-
flict the Fornell and Larcker criterion (correlations don’t 
exceed standard deviations). However, in case of wine 
composition Colour and Varietal is also strongly corre-
lated but not better then its MVs. Wine composition is 
the most correlated with Colour and Varietal, Price and 
Quantity and with Pannon/Duna regions. 
Table 3 presents the contributions of the latent vari-
ables to Composition. Colour and Varietal explained 
around 62.5% of the variance in Composition, Pan-
non and Duna contributed to 14.8% and 11.3% of the 
variance. Regarding the effect sizes it can be stated that 
Colour and Varietal had a large predictive ability, while 
Felső-Magyarország, Duna and Pannon had only a small 
effect on Composition.Going more into detail, the dif-
Table 2. Pearson correlations between latent variables and standard deviations.
Latent variable 1 2 3 4 5 6 7 8 9
IB (1) 0.762 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
CV (2) 0.081 0.414 <0.001 0.943 0.834 0.017 <0.001 <0.001 <0.001
Duna (3) 0.158 -0.099 0.397 0.943 0.834 0.017 <0.001 <0.001 <0.001
FM (4) 0.116 0.141 -0.035 0.357 0.238 0.967 0.895 <0.001 <0.001
FP (5) 0.125 0.043 -0.052 0.019 0.408 <0.001 0.082 <0.001 0.001
Balaton (6) -0.110 -0.143 0.132 -0.048 -0.286 0.284 <0.001 <0.001 <0.001
Pannon (7) 0.192 0.375 -0.127 0.047 0.191 -0.277 0.368 <0.001 <0.001
WC (8) 0.204 0.661 -0.281 0.246 0.111 -0.188 0.452 0.662 <0.001
PC(9) 0.279 0.304 -0.272 0.213 0.074 -0.087 0.390 0.621 0.764
n.r = not relevant, cannot be calculated
Source: Own composition.
IB: Individual Brand; CV: Colour and Varietal; FM: Felső-Magyarország; FP: Felső-Pannon;
WC: Wine composition; PC: Price and quantity.
Table 3. Impact and contribution of the latent variables to Composition.
Description Colour & Varietal Pannon Felső-Pannon Balaton Felső-Magyarország Duna
Correlation 0.661 0.452 0.111 -0.188 0.246 -0.281
Beta coefficient 0.531 0.184 0.044 -0.087 0.175 -0.225
VIF* 1.196 1.284 1.109 1.196 1.030 1.058
Effect sizes (f2) 0.537 0.060 0.004 0.014 0.068 0.109
Correlation x Beta coefficient 0.351 0.083 0.005 0.016 0.043 0.063
Contribution to R2 (%)** 62.5 14.8 0.9 2.9 7.7 11.3
Cumulative % 62.5 77.3 78.1 81.0 88.7 100.0
(*): Variance Inflation Factor, should be lower than 3 according to Hair et al. [13]. 
(**): The sum of “correlation x Beta coefficient” was 0.561 and contribution to R2 of a latent variable was calculated as a percentage of this 
value.
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ferent wine regions show various patterns with respect 
to intrinsic values, price and quantity and can be clus-
tered into two groups (Table 4). In the first cluster, larger 
batches can be observed in the case of Duna and Felső-
Magyarország at lower prices. Also, these wine regions 
have lower alcohol content and relatively higher sugar 
content. Felső-Pannon, Balaton, Pannon belong to the 
second cluster with lower batches and higher prices 
and relatively higher alcohol and lower sugar content. 
Pannon region is standing out with its high sugar-free 
extract content. F-values show significant differences 
among these wine regions and also highlights the most 
influential factors and we could determine an order. The 
major differences among the regions are due to actual 
alcohol content (F=94.3) which varies between 11.6 to 
13.1 percent. The second most influential factor is sugar-
free extract content followed by quantity (F=37.3) and 
price (F=30.2). The least significant factors are sugar 
content, pH value and Age but they also cause signifi-
cant differences between the regions.
Studying the differences between the different GIs 
also reveal new patterns (Table 5). It is observable that 
wines without GIs (FN) are dominating the sample with 
extremely high quantity and relatively lower prices. The 
same holds for Duna-Tisza közi and Dunántúl. In the 
case of Eger wines, we can observe the lower quantities 
with the highest prices.  Badacsony is standing out from 
the Balaton GIs, Kunság and Hajós-Baja from Duna GIs, 
Villány from the Pannon GIs and Neszmény and Etyek-
Buda from the Felső-Pannon GIs regarding quantity 
and price. At GI level the most significant factors are 
also actual alcohol content, followed by quantity and 
price. The least influential factors are pH value and sugar 
content. ANOVA analysis found significant differences 
between GIs and region with respect to all parameters 
at 1% significant level. The major differences among the 
GIs are due to actual alcohol content (F=25.6) (this is the 
same at the regional level) which varies between 10.9 to 
14.2 percent. The second most influential factor is quan-
tity (F=16.7) followed by price (F=13.8). The three least 
significant factors are sugar content, age and pH value 
but they also cause significant differences between the 
regions.
In the second step, a PCA was performed (Figure 
2). The purpose of the analysis was to graphically repre-
sent the patterns of the different wine GIs with respect 
to the different determinants of wine prices in a two-
dimensional space (biplot graph) and study the connec-
tions between the rows (subregions) and columns (deter-
minants) of the matrix. All the PCAs were performed 
by using the Varimax rotation so as to create more 
interpretable principal components. For all the calcula-
tions R 3.4.4 was used with psych package with princi-
pal and KMO function was used for calculating PCA 
and Kaiser-Meyer-Oldkin (KMO) tests of sampling ade-
quacy. The total explained variance was 74% and KMO 
test provides 0.55 for measuring the sampling adequacy 
which is acceptable. 
As evident from Figure 2, the first component sep-
arates explain 42% of the total variance and separates 
wine GIs with respect to price and actual alcohol on 
the right side and quantity and sugar content on the left 
side of the axis. Wines without GI or with GIs Duna-
Tisza közi, Balatonmelléki, Balaton, Felső-Magyarország 
are lower priced and poor in alcohol but more sold in 
higher quantity and the sugar content is also higher. The 
opposite is true for Eger Superior, Grand Superior, Eger 
NS2010 and Szekszárd and Villány. The second dimen-
sion separates GIs with more relatively higher pH and 
sugar-free extract content like Duna, Szekszard, Eger 
NS2010 and Eger Superior from GIs (Somlói, Bükk, Mór, 
Neszmély, Pannonhalma, Pannon, Mátra) with relatively 
less extract content and smaller pH. The second compo-
nent explained 32% of the total variance.
On the whole, we found that major differences 
among the GIs in terms of prices are due to actual alco-
Table 4. Regional determinants of wine prices by major wine regions.











Duna 11.6 10.8 24.3 3.5 1037 39029 1.9
Felső-Magyarország 12.7 6.7 24.4 3.5 2007 21917 2.6
Felső-Pannon 12.7 2.7 22.6 3.4 2090 14451 2.0
Balaton 12.6 6.4 23.7 3.5 2066 15414 2.2
Pannon 13.1 2.1 26.4 3.5 2556 14297 2.6
ANOVA F-values* 94.3 25.9 47.2 25.4 30.2 37.3 19.1
*: All the F-values are significant at 0.01 level.
Source: Own composition.
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hol content and quantity, while sugar content, age and 
pH value had less importance. These findings also hold 
important lessons for policy makers. It should be under-
stood that a dual wine market exists in Hungary, with 
producers for the two distinct segments having very dif-
ferent goals and ambitions. On the one hand, premium 
quality wines should have a higher alcohol content, have 
a recognisable GI behind them, and be produced in 
lower quantities. On the other hand, homogenous wines 
should be produced in large quantities and be sold at 
an average price. Stakeholders in the sector should also 
bear in mind that it is not GI usage that matters on aver-
age but the specific GIs as we have shown above. From a 
consumers’ point of view, economic theories also hold – 
high quality wines with low prices remain supermarket 
slogans.
Finally, we have to mention some limitations of this 
study. First of all, the results are highly case (i.e. GI)-
specific. Regarding the PLS approach, interpretation of 
the model could be harder with negative weights and 
Table 5. Regional determinants of wine prices by geographical indications.











without PDO/PGI 11.1 18.8 25.2 3.5 1045.7 80501.6 2.1
Badacsony 12.5 8.2 23.5 3.4 2648.9 8056.6 2.8
Balaton 12.0 9.4 23.2 3.5 1544.0 29610.3 1.9
Balaton-felvidék 12.6 4.4 24.5 3.4 1670.6 4336.6 1.4
Balatonboglar 12.8 6.2 24.5 3.5 2016.4 20172.4 2.3
Balatonfüred-Csopak 12.7 3.3 22.7 3.5 2105.3 7153.4 1.9
Balatonmelléki 11.9 14.8 23.7 3.5 1019.6 42766.9 1.4
Bükk 12.6 1.2 20.5 3.3 2004.8 2507.7 1.7
Csongrád 11.7 6.9 24.5 3.6 1620.0 2832.2 1.8
Duna 12.5 6.2 26.5 3.6 1624.8 6036.7 2.4
Duna-Tisza közi 10.9 14.6 23.6 3.5 479.9 65311.9 2.2
Dunántúl 11.9 9.6 22.8 3.5 1306.9 50326.3 1.4
Eger Classicus 12.9 2.6 25.3 3.5 1745.6 32052.6 1.5
Eger Grand Superior 14.1 10.6 25.2 3.4 7874.3 2877.9 2.7
Eger Superior 14.2 4.7 28.5 3.6 4806.2 8990.5 3.4
EgerNS2010 13.6 4.1 27.8 3.5 4622.4 5989.3 4.3
Etyek-Buda 12.5 2.2 21.6 3.4 1762.2 22490.8 7.6
Felső-Magyarország 12.4 9.8 24.3 3.5 1735.9 24143.3 1.9
Hajos-Baja 12.4 5.1 26.0 3.5 1316.0 13519.3 2.0
Káli 13.1 22.3 24.9 3.4 3771.5 4785.3 2.3
Kunság 12.1 6.4 23.8 3.5 1392.2 9661.3 2.5
Mátra 12.2 8.0 22.3 3.4 1332.4 14725.1 2.1
Mór 12.7 4.0 20.9 3.4 1524.6 5273.0 1.9
Nagy-Somló 12.4 2.4 24.2 3.4 2466.9 6507.9 1.6
Neszmély 12.6 2.4 21.6 3.4 1749.4 23899.6 2.5
Pannon 12.3 2.2 22.1 3.4 1308.5 20068.9 1.9
Pannonhalma 13.0 2.4 21.4 3.4 2066.2 11159.1 1.1
Pécs 12.7 7.2 23.9 3.4 1837.9 5612.9 1.3
Somlói 13.6 2.2 19.7 3.2 1982.5 5349.0 2.1
Sopron 12.7 3.3 24.8 3.5 2706.4 4924.6 3.0
Szekszárd 13.1 1.8 26.9 3.6 2419.6 12084.9 2.3
Tolna 12.6 3.0 24.8 3.5 1585.4 12031.6 2.7
Villány 13.1 1.6 26.7 3.5 2894.9 17108.6 2.5
Zala 13.2 2.0 23.6 3.4 1679.7 6102.7 2.7
ANOVA F-values 25.6 8.3 13.3 9.7 13.8 16.7 13.9
*: All the F-values are significant at 0.01 level.
Source: Own composition.
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formative measurements with negative weights could 
critical. There is not a global index for model validation 
and GOF is not advisable to use for this purpose and its 
use is limited. Some variables might violate the Fornell 
and Larcker criterion (like in our case Color and Varie-
tal was strongly correlated with Wine Composition) and 
multicollinearity could be an issue especially in case of 
formative modelling.
5. CONCLUSIONS
This paper aimed to analyse the regional determi-
nants of wine prices in Hungary by using Partial Least 
Squares method. The results show adverse effects on 
price and quantity as cheaper wines tend to be sold in 
larger quantities, and the opposite also holds true.
First, it becomes apparent that intrinsic values play 
a major but ambiguous role in regional wine prices. The 
higher the concentration of a compound is, the higher 
the price will be – with the exception of sugar. This sug-
gests that wines with a higher concentration of alcohol 
and sugar-free extract and with low sugar content are 
made in lower quantities and are sold at higher prices. 
The lower the batch size is, the easier it is to attain high-
er price levels. Alternatively, from the reverse perspec-
tive, we can assume that only more expensive wines are 
worth producing in smaller quantities (as average costs 
are higher in these cases).
At the other end of the market, larger batches are 
produced of wines with elevated sugar levels and sold 
at a lower price. Given the exclusion of Tokaj wines 
from the sample, higher sugar levels are typically a 
result of sweetening rather than the use of overripe 
grapes whose must does not ferment completely. In 
the case of these wines, sugar is not a sign of elevated 
quality level but rather a tool for creating a homog-
enous taste (and covering possible minor defects). Thus, 
the negative relationship of sugar content and price is 
entirely in line with theory, suggesting that homog-
enous wines shall be produced in large quantities and 
sold at an average price.
The regional dimension shows versatile effects as 
some regions strengthen the relationship of intrinsic 
values and market situation, while others weaken this 
effect. This is further complicated by different GIs. The 
results are in line with the findings of previous litera-
ture on this subject as it is not GI usage that matters, 
but the specific GI. The most notable GIs are Villány 
(V.Classicus and V.Prémium), Eger (mainly E.Superior 
and E.Grand Superior or older vintages) and Szekszárd. 
We must note that red wines are very common with 
these GIs (however, whites in Eger and rosés in Villány 
and Szekszárd also have a significant share).
Individual brands have an essential role. Tier1 and 
Tier2 wineries tend to sell their wines at higher prices 
and in smaller batch sizes. The relationship is twice as 
strong in the case of the Tier1 group. On the whole, our 
Figure 2. Relationship between subregions and determinants (biplot). Source: Own composition.
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results support empirical literature at the country level 
as evident from the literature review.
Our model also suggests that wines with a low con-
centration of alcohol and extracts and significant levels 
of sugar content (i.e. semi-sweet) are sold in the lower 
segment of the market, characterised by fierce compe-
tition. Here, batches must be larger for the sake of effi-
ciency and the concentration of chemical compounds 
are low for lower costs. Meanwhile, the higher end of 
the market shows the signs of monopolistic competition 
with product differentiation, higher quality level, higher 
prices and smaller batches.
Results also suggest that wine market policies (such 
as horizontal rules on GI systems) shall make the differ-
ences in quality rules more transparent for consumers. A 
classification of GIs by easy-to-understand quality stand-
ards (based on simple indicators of grape and wine qual-
ity) may serve as a useful tool.
Moreover, the control of wine products shall be 
adjusted to their market situation. On the one hand, 
wines sold at larger quantities (and lower prices) should 
be controlled on the spot instead of the strict and time-
consuming ex-ante control process before their release to 
the market. On the other hand, wines sold in low quan-
tities and at higher prices (often using GIs or individual 
terms benefitting of a good reputation) should be con-
trolled rigorously before entering to the market (includ-
ing strict organoleptic tests).
Our paper can serve as a basis for future studies 
either by comparing our results to different regions or 
introducing other regional determinants (variables) to 
a selected region in order to give a more comprehensive 
picture on the topic.
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