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Abst rac t - - In  this paper, we consider the following discrete system boundary value problems: 
~3~1(k) + fl(k,~(k),~2(k)) = 0, k e [0, T], 
A3u2(k) + f2(k, ul(k),u2(k)) = O, k E [0, T], 
with the Dirichlet boundary condition 
ul(0) = ul(1) = u1(T+ 3) = 0 = u2(0) = u2(1) = u2(T+3). 
Some sufficient conditions are obtained for the existence of one or two positive solutions to the 
above system by using a nonlinear alternative of Leray-Schauder type and Krasnosel'skii's fixed 
point theorem in a cone. @ 2004 Elsevier Ltd. All rights reserved. 
geywords - -D isc re te  system, Positive solution, Cone, Nonlinear alternative, Fixed point. 
1. INTRODUCTION 
Many problems in applied mathematics lead to the study of difference systems, see [1] and [2] 
and the references therein. Recently, much attention has been paid to the existence of positive 
solutions of scalar difference quations [1-16] and discrete difference systems [1,2,17-22]. In 
particular, Sun and Li [19] obtained some sufficient conditions for the existence of at least three 
positive solutions for a class of second-order difference systems. The main tool of their proof is 
a fixed point theorem in a cone. 
Supported by the NNSF of China (10171040), the NSF of Gansu Province of China (ZS011-A25-007-Z), the 
Foundation for University Key Teacher by the Ministry of Education of China, the Teaching and Research Award 
Program for Outstanding Young Teachers in Higher Education Institutions of Ministry of Education of China, 
and the Key Research and Development Program for Outstanding Groups of Lanzhou University of Technology. 
*Author to whom all correspondence should be addressed. 
0898-1221/04/$ - see front matter @ 2004 Elsevier Ltd. All rights reserved. Typeset by .AA/~S-TEX 
doi: 10.1016/S0898-1221(04)00050-1 
612 W.-T. LI AND J.-P. SUN 
In [4], Agarwal and Henderson considered the BVPs consisting of the third-order difference 
equation 
A3u(k) + q(k)f (u(k))  = 0, k • [0, T], (1) 
with boundary conditions 
u(0) = u(1) = u(T + 3) = 0, (2) 
and obtained some criteria for the existence of positive solutions of (1) and (2) under both cases 
of f superlinear and f sublinear. Recently, Kong and Zhang [23] extended the above results 
to the third-order functional difference quations. But, very little work has been done for the 
existence of positive solutions of third-order difference systems [18]. 
The purpose of this paper is to study the following discrete system: 
A3. (k) + = O, 
A3u2(]c) + f2(k, Ul(k),u2(k)) = O, 
with the Dirichlet boundary conditions 
k e [0, T], 
(3) 
k e [0, T], 
Ul(0) = ul(1) = u l (T+3)  = 0, u2(0) = u2(1) = u2(T+3)  = 0. (4) 
where T > 1 is a fixed positive integer, Au(k)  = u(k + 1) - u(k), A3u(k) = A(A(Au(k))),  and 
[a, b] z~ {a, a + 1 , . . . ,  b) c Z the set of all integers. By a positive solution of (3) and (4) we mean 
a solution of (3) and (4) which is nonnegative and nontrivial. 
Recently, Li and Sun [18] also investigated boundary value problems (3) and (4). By using the 
Leggett-Williams fixed point theorem [24], the authors obtained some sufficient conditions for 
the existence of three positive solutions of (3) and (4). 
In this paper, we will continue to study problems (3) and (4). Under suitable conditions on f l  
and f2, we show that the boundary value problems (3) and (4) have one or two positive solutions. 
Our proof is based upon the well-known nonlinear alternative of Leray-Schauder type [25] and 
Krasnosel'skii's fixed point theorem in a cone [25]. 
The rest of the paper is organized as follows. In Section 2, we shall state two fixed point 
theorems, the first of which is a nonlinear alternative of Leray-Schauder type, whereas the second 
is Krasnosel'skii's fixed point theorem in a cone. We also present some inequalities for a certain 
Green's function which are needed later. Criteria for the existence of one and two positive 
solutions to boundary value problems (3) and (4) are established in Section 3. 
2. SEVERAL LEMMAS 
In order to prove our main results, the following well-known fixed point theorems are needed. 
LEMMA 1. NONLINEAR ALTERNATIVE OF LERAY-SCHAUDER TYPE. (See [25].) Let B be a 
Banach space with E c_ ]~ closed and convex. Assume U is a relatively open ball of E with 0 E U 
and S : 0 --* E is a continuous and compact map. Then, either 
(a) S has a fixed point in U, or 
(b) there exists u E OU and A E (0, 1) such that u = ASu. 
LEMMA 2. KRASNOSEL'SKII'S FIXED-POINT THEOREM. (See [25].) Let B be a Banach space, 
and C be a cone in B. Assume fh,f~2 are open subsets orb  with 0 E fh ,  ~1 C ~2, and let 
s :  c n \ C 
be a completely continuous operator such that either 
(a) IlS~ll _< IMI, Vu e c n 8~~1 and IlSull _> IMI, w e c n aft2, or 
(b) IIS~II --- I1~11, W e C n Oq~l and IIS~II -- I1~11, W e C n a~2. 
Then, S has ~ fixed point in C rh (~2 \ i l l ) .  
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To obtain a solution of boundary value problems (3) and (4), we require a mapping whose 
kernel G(k, l) is the Green's function of the boundary value problem 
-Aau(k)  = 0, k • [0, T], (5) 
u(0) = u(1) = u(T + 3) = 0. (6) 
By Eloe [8] and Hartman [13], we have the following lemmas. 
LEMMA 3. For (k, l) • [2, T + 2] x [0, T], 
and for (k, l) • [0, T + 3] x [0, T], 
G(k, l) > 0, (7) 
a(k, l) >_ o. (8) 
For our purposes, for each l c [0, T], let T(l) C [0, r + 3] be defined by 
G(~-(1),l) = max G(k,l). 
HC[0,T+3] 
It is easy to see that ~-(l) E [2, T + 2]. 
LEMMA 4. For (k, l) e [0, T + 3] x [0, T], 
and for (k, l) e [2, T + 2] x [0, T], 
G(k, l) _< G(~-(Z), 1), (9) 
1 
a(k, l) >_ (T + 1)(T + 2) a(~(l), Z). (10) 
Let the Banach space 
be equipped with norm 
and 1~ = E x E with norm 
and 
3. MAIN  RESULT  
E = {x: [0, T+3]  ~]~} 
Ix[0= max Ix(k)l, 
ke[0,T+3] 
[] (Ul, u2)[[ = max{ [U 1 [07 ]U2 [o}, 
( ) 
C= ~(ul,u2) C ~: ui(k) > 0, k C [0, T-I- 3], rain ~,(k) > M*l~,lo, i=  1,2~ 
k e [2,T-}-2] -- J k 
where M* = 1/(T + 1)(T + 2), then C is a cone in ~. 
The following theorem gives an existence principle for boundary value problems (3) and (4). 
This result is used later to establish the existence of one positive solution of (3) and (4). 
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THEOREM 1. 
constant M, independent of A, such that 
I1 11 # M, 
for any solution u = (Ul ,  lt2) • ]~ Of the boundary value problem 
A3UX(k)  -[- Afl(k, u1(k),u2(k)) = O, k • [0,T], 
(n )  
A3u2(k) + A/2(k, ul(k), u2(k)) = 0, k • [0, T], 
and 
Ul(0) = "ttl(1) = Ul(T + 3) = 0 = u2(0) = u2(1) = u2(T 'k 3), (13) 
where A • (0, i). Then, boundary value problems (3) and (4) have at/east one solution u ~- 
(ttl, U2) • 1~ such that HuH < M. 
PROOF. Let the operator S : IB --+ ]l be defined by 
S(ltl,U2) : (Ul(k), U2(k)) , k • [0 ,T+ 31, 
where 
Let fi : [0,T + 2] x R 2 --* R, i = 1,2 be continuous. Suppose that there exists a 
(11) 
T 
U~(k) = EG(k, l ) f i (1,ul( l ) ,u2(1)) ,  i = 1,2. 
l=O 
Then, it is noted that S is continuous and completely continuous and that solving (12) and (13) 
is equivalent to finding a u 6 lI~ such that u = ASu. 
In the context of Lemma 1, let 
u = = • < M}. 
In view of (11), we cannot have Conclusion (b) of Lemma 1, and hence, Conclusion (a) of Lemma 1 
holds, i.e., (3) and (4) have a solution u • b" with IIull <_ M. The proof is complete. | 
Our next results offer the existence of one and two positive solutions of (3) and (4). For 
convenience, the conditions needed are listed as follows. 
(C1) f i :  [0, T] x [0, oo) x [0, oo) ~ [0, co) is continuous, i = 1, 2. 
(C2) For each i • {1, 2}, assume that 
fi(k, Ul,U2) <_ ai(k)wil(ul)w~2(u2), for (k, ul,u2) • [0, T] x [0, co) x [0, oo), 
where ai : [0,T] ~ (0, ce), and wij : [0, c~) --* [0, oe), j = 1, 2 are continuous and 
nondecreasing. 
(C3) There exists r > 0 such that 
r > i = 1,2,  
where 
T 
di = max E G(k'l)ai(l)" 
kE[0,T+3] /=0 
(C4) For each i -- {1,2}, there exist ~-{y: [2,T] ~ (0, oe), j -- 1,2 such that 
J~(k, ul,u2) >_'rij(k)wiy(uj), k e [2,T], uj > 0. 
(C5) There exists R > r such that for Vj • {1, 2}, x • [M'R, R], the following holds for some i
(depending on j)  in {1, 2}: 
T 
x < w,j(x)M* E G(chj, l)T~y(1), (14) 
l=2 
where aij • [0, T + 3] is defined as 
T T 
max 
ke[0,T+3] /=2 /=2 
(C6) There exists L • (0, r) such that for Vj • {1, 2}, x • [M*L, L], inequality (14) holds for 
some i (depending on j)  in {1,2}. 
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THEOREM 2. Suppose that (61)-(C3) hold. Then, (3) and (4) have a positive solution u* = 
(~ ,~)  e B such that I1~*11 < ~, ~he~e ~ is denned by (C3). 
PROOF. First, we consider the following boundary value problem: 
A~(k)  + L(k, ~(k),  ~(k))  = 0, 
A~2(~) +/~(k, ~(k),  u~(k)) = 0, 
k e [0, T], 
(15) 
k ~ [0, T], 
and 
~tl(0 ) : ~t l (1  ) : ~tl(T -~ 3) = 0 = u2(0) = u2(1) = u2(T + 3), 
where Si : [0, T] × R 2 ~ R is defined by 
.~(k, u~, ~=) = f~(k, lull, lu=l), i = 1, 2. 
(16) 
It is obvious that ]i is continuous. 
We shall show that (15) and (16) have a solution. For this, we look at the following problem: 
A~(k)  + :~L(k,~(k), ~(k))  = o, 
/k3U2(]g) --}-/~/2(]g, Ul(]¢), ~2(]g)) : O, 
k • [0, T], 
(17) 
k ~ [0, T], 
and 
ul(0) = ul(1) = u l (T+ 3) = 0 = u2(0) = u2(1) = u2(T + 3), 
where A • (0, 1). Let u = (ul, u2) e ]~ be any solution of (17) and (18). We claim that 
(18) 
(19) 
In fact, it is clear that 
T 
l=0  
T 
~(k)  = :, ~ a(k, l).L(z, ~l(1), ~(l)), 
l=0  
k • [0, T + 3], 
k • [0, T + 3]. 
(20) 
(21) 
Noting (20), (C2), and (C3), it follows that 
T T 
0 ~ ul(k) = A ~ G(k,/)2~1(/, ul(1), u2(/)) = A ~ G(k, l)f l( l  , lul(Z)l, 1~2(/)1) 
/-----0 l=O 
T T 
l=O l=O 
T 
-<~(11~11)~2(11~11) max y~G(k,5~l(Z)- -d~n([ l~l l )~( l l~l l ) ,  
k~[0,T+3] t=0 
This immediately leads to 
lulLo _< dl~H(ll~ll)~2(ll~ll). 
Vk • [0, T + 31. 
(22) 
Similarly, from (21), (C2), and (C3), we have 
1~21o ~ d2~2~(11~1I)~2~(11~11). (23) 
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If 
then (22) and (23) yield 
IMI = I~pl0, for some p e {1, 2}, 
Ilull ~ dp~pl(IMI)o~2(IMI), 
from which we conclude, by comparing with (C3), that IMI # r. 
It now follows from Theorem 1 that boundary value problems (15) and (16) have a solution 
u* = (ul,u~) E ]~ such that I1~*11 -< r. Using a similar argument as above, we see that ][u*ll # r. 
Therefore, 
I1~*11 < r, (24) 
Moreover, for Vk E [0, T + 3], we have 
T T 
~7(k) = ~ G(k, Z)fl(Z, ~7(Z), ~(Z)) = ~ G(k, Z)fl(Z, 1~7(Z)I, I~(Z)I), 
l=O l=O 
T T 
~(k)  = ~ a(k, z)]~(z, ~T(z), ~(z))  = ~ G(k, Oh(l,  luT(Z)l, lu~(Z)l), 
/=0 l=0 
and it follows immediately that 
(25) 
(26) 
u*(k)>_O, k e [0, T+3] ,  i = 1,2, (27) 
SO, 
T T 
u~(k) = E G(k, 1)fl(l, I~T(01, lu~(lDI) = ~ G(k, l)fl(l, u~(l), u~(/)), 
l=O /=0 
T T 
u~(k) = ~ a(k, 1)f2(l, lu~(/)h lug(1)l) = ~ G(k, l)f2(1, u~(l), u~(l) , 
/=0 /=0 
(28) 
(29) 
i.e., u* = (u~, u~) E ~ is a positive solution of boundary value problems (3) and (4) and satisfies 
][u* [] < r. The proof is complete. | 
THEOREM 3. Suppose that (C1)-(C5) hold. Then, boundary value problems (3) and (4) have 
two positive solutions u*, ~ E ]~ such that 
0 <_ II~*ll < r < JL~ll < R, 
~vhe~e r and R a~e &tined by (C3) and (C5). 
PROOF. The existence of u* is guaranteed by Theorem 2. We shall employ Lemma 2 to prove 
the existence of ~. 
Let S : C -+ ]~ be defined by 
S(ul,u2) = (Ul(k),U2(k)), k e [0, T+ 3], 
where 
T 
Ui(k) = ~-~G(k,l)f~(l, ul(1),u2(1)), i = 1,2. 
/=0 
First, we shall show that S maps C into itself. For this, let u ---- (ul,u2) E C. Then, it follows 
immediately that 
Ui(k)>_O, k C [0 ,T+3] ,  i = 1,2. (30) 
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Noting Lemma 4, we obtain for each i E {1, 2}, 
T T 
Ui( ~ ) = E C(~' l)f i(l , ~1(/), ~2(l) -~ EC(T( l ) ' l ) f i ( l  , ~1(/), "/~2(/) ),
/=0 /=0 
k e [0,T + 3]. 
As a result, 
T 
IU~lo _< ~ a(~(Z),l)f~(Z,~l(l),~(1)), i = 1,2. 
/=0 
Now, in view of (31)  and Lemma 4, we have for Vk E [2, T + 2], i = 1, 2, 
T T 
Ui(k) = E C(]g, l)fi(l, ~tl (l), u2(l)) ~ (T +-I;(T 27 2) E C(T(1), l)fi(l, Ul (1), ~t2(l)) 
/=0 /=0 
1 
--> (T + 1)(Z + 2) IUil° = M*IU~I0- 
Therefore, 
(31) 
min gi(k)>_M*lUdo, i = 1,2. (32) 
ke[2,T+2] 
Combining (30) and (32), we obtain S(C) C C. Also, the standard arguments yield that S is 
completely continuous. 
Let 
n~ = {~ e ~:  II~[I < r} and f~2 = {~ e ~:  II~lt < R}. 
We claim that 
(i) IlSull _< Ilull, for u e C n 0il l ,  
(ii) IIS~II >- I1~11, for ~ ~ ¢ n 032. 
To justify (i), let u = (Ul, u2) E C n Oftl, then I1~tl = ~ and by (C2) and (C3) we have 
T T 
0 _< ui(k) = ~ c(k, 1)S~(l, ~1(0,-2(z)) _< ~ C(k, Z)~,(~)~l(~,(l))~(,~(1)) 
/=0 l~0 
T T 
< ~(1t~11)~2(11~11)  a(k, g)~(z) < ~ l (~)~(r )  max ~ G(k,/)ai(l) 
- -  - -  kC  [O ,T -1 -3]  
l=0 /=0 
= d~1(~)~2(~)  < ~ = II~ll, k E [0, T+3] ,  i = 1,2. 
Therefore, IUdo _< It-ll, i = 1, 2, and so 
IIS~ll : max{1Ullo, [U2lo} _ I1~11. 
Next, we prove (ii). Let 
u = (u l ,  u2) s C n 0f~2. 
So, 
Ilu[I = max{ l~ l ]O ,  iu2lo} = R = lUplO, 
for some p E {1, 2}. Then, it follows that 
0_< ~p(k) _< R, k ~ [0,T+3], 
and 
up(k) >_ M'R, k ~ [2, T + 2]. 
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Thus, we have 
M*R <_ up(k) <_ R, k e [2, T + 21. (33) 
In view of (33), (C4), and (C5), we find that the following holds for some i (depending on p) in 
{1,2}: 
T T 
u@-,p) = ~ G(o-,p, t).f,(z, ~(0, ~(z)) _> ~ G(o-,,,, 0f,(z, ~(~), ~(0) 
l=0 /=2 
T T 
/=2 /=2 
T M*R 
>_ ~ a(o-~, 1)~,,(z) T = R -- I1~11. 
,=2 M* E G(a~p, l)7~p(1) 
l=2 
Hence, IU~lo ~ I1~11, and so IlSull >__ IMI. 
Having obtained (i) and (ii), it follows from Lemma 2 that S has a fixed point ~ • Cn(~2\O1) ,  
i.e., ~ is a positive solution of (3) and (4) and 
< II~II < R 
Using a similar argument as in the proof of Theorem 2, we see that 
< II~ll ~< R. 
This completes the proof of the theorem. | 
It is noted in Theorem 3 that ]]u*l] may be zero. Our next result guarantees that ]]u*l] ~ 0. 
THEOREM 4. Suppose that (C1)-(C6) hold. Then, boundary value problems (3) and (4) have 
two positive solutions u*, ~ • ~ such that 
0 < L < [[u*[[ < r < [1~11 ~< R, 
where L, r, and R are defined by (C3), (C5), and (C6), respectively. 
PROOF. The existence of fi is guaranteed by Theorem 3. We shall employ Lemma 2 to show the 
existence of u*. Suppose that the set O1 and the map S : C --* C are the same as in the proof of 
Theorem 3. 
Let 
03 : {u • B:  ]lull < L}. 
From the proof of Theorem 3, we see that 
(i) [ISuII <_ I]ull, for u • C FI 001; 
thus, it remains to prove that 
(ii) [ISull > IMI, for u • C n 003. 
For this, let 
u = (ul, u2) • C n 003. 
Assume that 
Then, we have 
I]uN = lupl0 = L, for some p e {1 ,2}.  
M*L <_ up(k) <_ L, k e [2, T + 2]. (34) 
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In view of (34), (C4), and (C6), we find that the following holds for some i (depending on p) in 
{1,2}: 
T T 
Ui(aip) = E G(aip, l)f~(l, Ul(/), u2(l)) k E G(aip, l)fi(l, ul(/), u2(/)) 
/=o /=2 
T T 
>_ y~ G(aip, l)Tip(1)w~p(up(1)) > ~ G(crip, 1)'%(l)a~p(M*L) 
/=2 l=2 
T M*L 
>_ ~ G(aip, Z)Tip(l) T = L = Hull. 
1:2 M* E V(a,p,l)T,p(l) 
/=2 
Hence, ]Ui]0 _> ]]ull, and so IISull k Hull. 
Having obtained (i) and (ii), we conclude from Lemma 2 that S has a fixed point 
u* e c n \ f13), 
i.e., u* is a positive solution of boundary value problems (3) and (4) and 
L < IIu*]l < r. 
Using a similar argument as in the proof of Theorem 2, we see that 
L _< ]lu*ll < r. 
This completes the proof of the theorem. | 
The following example illustrates Theorem 3. 
EXAMPLE 1. Consider the following boundary value problem: 
A3ul(k) + #exp [ 1/2 1/8"~ )=0, ke[0,h], 
(35) 
i3u2(k)  -~ #exp [ 1/6 1/3"~ )=0, ke[0,h], 
and 
Ul(0) = ul(1) = u1(8) = 0 = u2(0) = u2(1) = u2(8), (36) 
where # > 0. It is easy to prove that (C1)-(Ch) are satisfied when # is small enough. Hence, it 
follows from Theorem 3 that boundary value problems (35) and (36) have two positive solutions 
when # is small enough. 
REMARK 1. If Conditions (C2) and (C3) are replaced by (C2)' and (C3)', respectively, where 
(C2)' for each i e {1, 2}, assume that 
f/(k, Ul,lt2) ~ oli(k)Wil(Ul)-]-]3i(k)wi2(u2), for (k, Ul,U2) C [0, T] x [0, co) x [0, oo), 
where hi, fli : [0, T] --+ (0, oc), and wij : [0, oc) --~ [0, c~), j = 1, 2 are continuous and 
nondecreasing. 
(C3)' There exists r > 0 such that 
r > di[wil(r) + wig.(r)], i = 1,2, 
where 
di = max max ~-" a(k,l)ai(I), max G(k,l)~i(l) , i = 1,2, 
[kE[0,T+a] ~ kE[0,T+3] /=0 
then, similar conclusions axe true. 
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