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Resting state fMRI (rfMRI) has been widely used to study functional connectivity 
of human brains. Although most of the analysis methods to date have assumed the resting 
state to be stationary, this assumption is invalid when significant changes in functional 
connectivity occur within a short period of time, as indicated by recent literature. Hence, 
resting state analysis can be improved by accounting for temporal changes. Recent 
literature has reached a consensus that the brain is frequently switching among a number 
of quasi-stable states. To capture these temporal dynamics and derive both spatial and 
temporal characteristics of the states simultaneously, we propose two machine learning 
models that incorporate spatial and temporal information. First, Gaussian hidden Markov 
model (GHMM) has been applied to systematically model the brain state switching 
processing in rfMRI. We have shown its stability and reproducibility on healthy controls 
and then demonstrate its application in deriving biomarkers of prenatal alcohol exposure. 
Second, we have introduced recurrent neural network to investigating individual 
uniqueness using fMRI and visualized the features that can distinguish individuals, which 
is considered as a fingerprint of the brain’s function. 
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CHAPTER 1. INTRODUCTION 
1.1 Significance of the study 
Since Biswal and colleagues (1995) discovered spontaneous activities in resting-
state functional magnetic imaging (rfMRI), rfMRI has been widely used to investigate 
functional connectivity of the brain without requiring subjects to perform tasks. Most of 
the rfMRI analysis approaches to date assume that the brain is stationary during the entire 
scan and treat each time acquisition as different samples of the brain, e.g. full-scan 
functional connectivity analysis. Some of these approaches further rely on assumptions of 
independence, orthogonality or sparsity to derive different components of the brain, such 
as spatial independent component analysis (ICA) (Beckmann, DeLuca et al. 2005), 
principle component analysis (PCA) and dictionary learning (Lv, Jiang et al. 2013). 
However, the stationary assumption of resting state was shown to be invalid by Allen and 
colleagues (2014) demonstrating significant changes in functional connectivity patterns 
within a short period of time. 
Instead of assuming the brain to be stationary, a consensus has been reached that 
the brain is constantly switching among a number of brain states even when a subject is at 
rest. Sliding window based approaches have been proposed to capture changes in 
functional connectivity due to switching brain states in rfMRI (Allen, Damaraju et al. 
2014). The fixed window length in these approaches (Hutchison, Womelsdorf et al. 2013, 
Shakil, Lee et al. 2016) typically ranges from tens of seconds to a few minutes. However, 
a predefined fixed window is controversial because it may lead to contamination of signal 
from multiple states and even cancellation of signals. In addition, some approaches 
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ignore the temporal order of rfMRI data, e.g. co-activation patterns (CAPs), which means 
that temporally shuffling the data will not change the results they derived (Liu, Chang et 
al. 2013, Liu and Duyn 2013). We, in contrast, believe that brain states can be better 
understood by studying the sequential information in fMRI data. 
Repeated temporal brain activity patterns have been reported in the literature at 
different temporal scales. For example, the lag thread method (Mitra, Snyder et al. 2015) 
decomposes fMRI data into 8 different spatiotemporal patterns with a duration of 2 
seconds. Another example is the quasi-periodic pattern, which is a 20-second video of 
brain activity that frequently occurs in both human and rat brains at rest (Majeed, 
Magnuson et al. 2011, Thompson, Pan et al. 2014). In order to systematically model and 
fully utilize the temporal information in fMRI data, we have proposed to apply two 
machine learning models that can capture both the spatial and temporal characteristics of 
the brain. These are the Gaussian hidden Markov model (GHMM), and recurrent neural 
network (RNN). 
We have introduced GHMM to model state switching processes of the brain. This 
model has two parts; the underlying Markov process, and the multivariate Gaussian 
distribution. The Markov process models the process of a brain switching from one state 
to another. Given the current brain state, which state is more likely to be the next is 
trained based on the temporal information from fMRI data. The multivariate Gaussian 
distribution on the other hand, models the spatial activation pattern of the brain in each 
state. By utilizing both spatial and temporal information from the fMRI data, we believe 
that GHMM is a more systematic way of modeling the brain. GHMM can also be applied 
to detect functional biomarkers of brain diseases, e.g. prenatal alcohol exposure (PAE), 
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allowing for spatial and temporal features of the brain states to be extracted and 
compared between groups. 
RNN has been used to study the individual uniqueness of brain function. 
Researchers are aware of the differences in each individual’s brain structure, and several 
brain structural templates has been developed to normalize each brain so that group level 
analysis can be conducted (Talairach and Tournoux 1988, Mazziotta, Toga et al. 1995). 
However, after registering each subject’s brain to a template, the time courses from the 
same brain region are often concatenated and averaged out in group analysis. A recent 
study shows that each subject has a unique brain functional connectivity pattern which 
can be used to predict the subject’s identity (Finn, Shen et al. 2015). However, they have 
also shown that this functional connectivity pattern is less robust when only given data 
from a short period of time. We hypothesize that the lack of robustness is because 
functional connectivity does not fully utilize the temporal information in fMRI data. 
When computing functional connectivity, the temporal axis collapses and only a spatial 
pattern is left. Therefore, we propose to use RNN which takes fMRI data in recurrently so 
that all the details in temporal axis can be considered by the model. 
1.2 Thesis organization 
In chapter 2, to systematically model spatiotemporal patterns of the brain, GHMM 
has been adopted to model the brain state switching process. We assumed that the brain 
switches among a number of different brain states as a Markov process and used 
multivariate Gaussian distributions to represent the spontaneous activity patterns of brain 
states. This model has been applied to rfMRI data from 100 subjects in the human 
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connectome project and detected 9 stable and highly reproducible brain states, including 
spatial patterns as well as temporal and transition characteristics. Our results indicate that 
the GHMM can unveil brain dynamics that may provide additional insights regarding the 
brain at resting state. 
In Chapter 3, we have further tested the reproducibility of GHMM on different 
datasets and studied how different preprocessing steps such as temporal filtering, global 
signal regression (GSR), and extracting time courses from different atlases, could affect 
the brain states detected by GHMM. We have found that GHMM is highly reproducible, 
even on different datasets and with different preprocessing approaches. We applied the 
model to investigate functional biomarkers for PAE, and have shown that PAE affects the 
brain switching process on a system level and weakens the anti-correlation between the 
default mode network and task positive network. 
In Chapter 4, we introduce a recurrent neural network based model that can identify 
individuals with only a short segment of data. In addition, we have demonstrated how 
global signal and different atlases affected the individual discriminating power, and 
which neuronal features are important in terms of individual identification. Our results 
indicate that features important for individual uniqueness provide additional insights 
regarding human brain dynamics. 
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CHAPTER 2. SPATIOTEMPORAL MODELING OF BRAIN 
DYNAMICS USING RESTING-STATE FMRI WITH GAUSSIAN 
HIDDEN MARKOV MODEL 
2.1 Introduction 
Understanding the human brain as a dynamical system is gaining traction in the 
literature (Fox, Snyder et al. 2005, Rabinovich and Muezzinoglu 2010), where the human 
brain is assumed to frequently switch among different metastable states instead of 
lingering in a single state. Moreover, dynamic approaches, such as sliding window 
correlation, have shown advantages over stationary ones in detecting neurological 
diseases, such as schizophrenia (Sakoğlu, Pearlson et al. 2010). These advantages arise 
from additional features gained by analyzing the brain signals dynamically. Therefore, 
modeling brain state switching as a dynamic system can unveil additional characteristics 
about the underlying processes of human brains. 
Existing dynamic analysis approaches have limitations. For example, some 
techniques, such as co-activation patterns (CAPs) (Liu, Chang et al. 2013, Liu and Duyn 
2013), spatial independent component analysis (ICA) (Beckmann, DeLuca et al. 2005), 
and temporal ICA (Smith, Miller et al. 2012) cannot fully exploit information contained 
in the temporal order of functional magnetic resonance imaging (fMRI) time frames. 
When the temporal order of fMRI time frames is ignored, each time frame is treated as an 
independent sample of the brain, and thus shuffling fMRI time frames does not affect the 
spatial patterns derived by these approaches. In addition, ICA-based approaches assume 
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independence of components and rely on this assumption to derive spatial patterns. Other 
dynamic methods take the sequential order of fMRI time frames into consideration. For 
example, the sliding window approach, which has been applied to estimate fluctuations in 
functional connectivity (Allen, Damaraju et al. 2014), retains sequential information in 
the data. However, because the length of the sliding window is fixed (Keilholz 2014), 
signals from multiple states may be mixed in each window, resulting in contamination 
between states and maybe even cancellation of signals. However, while these methods 
present simple statistics, such as the occurrence rate of CAPs or functional connectivity 
states, quantification of the sequential transitions between CAPs or states is not 
embedded in these models. 
In contrast, we focus on quantifying the sequential transitions between different 
brain states using transition probabilities and model the brain with a Gaussian hidden 
Markov model (GHMM) (Eddy 1996, Bilmes 1998). Assuming the brain transits among 
different states over time, our GHMM models the state switching process as a Markov 
chain and the spontaneous activity pattern of each brain state as a multivariate Gaussian 
distribution. Unlike ICA, which assumes the components to be independent of each other, 
our model makes no hypothesis on the relationship between brain states. 
The hidden Markov model (HMM) has been previously employed as a sequential 
modeling tool in studying the brain (Jones, Fontanini et al. 2007, Eavani, Satterthwaite et 
al. 2013, Baker, Brookes et al. 2014, Ou, Xie et al. 2014). The HMM was applied to 
electrophysiological data and detected 4 brain states of neuronal firing patterns in rodents 
subjected to different types of stimuli (Jones, Fontanini et al. 2007). Applied to human 
data, the HMM revealed temporal variability of functional connectivity in 
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magnetoencephalography (Baker, Brookes et al. 2014) and fMRI (Eavani, Satterthwaite 
et al. 2013, Ou, Xie et al. 2014). A generalized HMM, the hidden Markov random field, 
was applied in fMRI to detect binary state (on/ off) switching on a voxel level (Lindquist, 
Waugh et al. 2007, Robinson, Wager et al. 2010, Liu, Awate et al. 2014). 
Compared to the previous applications of HMM in fMRI, our approach is 
substantially different. The model in (Ou, Xie et al. 2014) was based on the functional 
connectivity strength derived by sliding window method while our model is directly 
based on fMRI time courses, which will not encounter the aforementioned blurring by the 
use of sliding window approach. Although Eavani, et al (Eavani, Satterthwaite et al. 
2013) also modeled fMRI time courses using an HMM, they studied functional 
connectivity changes using covariance matrices from each state. In contrast, we 
investigate temporal dynamics of spontaneous brain activity by analyzing the average 
activity pattern of each state. The hidden Markov random field in (Lindquist, Waugh et 
al. 2007, Robinson, Wager et al. 2010, Liu, Awate et al. 2014) assumed that each voxel 
had only two states (on/ off), while our GHMM does not have an assumption on the 
number of states. Furthermore, the criteria for determining the number of states in 
previous work was relatively ambiguous with the number of states determined by the 
elbow point (Eavani, Satterthwaite et al. 2013) or local optimum(Ou, Xie et al. 2014) of 
the model’s log-likelihood. Here, we introduce a more quantitative and robust method of 
using stability as a criterion for determining the number of states. 
To the best of our knowledge, GHMM has not hitherto been applied to model the 
sequential state switching process of spontaneous brain activities. The GHMM quantifies 
the sequential transition of brain states and is not restricted by the aforementioned 
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limitations of CAPs, ICA, and sliding window. In this paper, we describe this approach 
and its application in a comprehensive analysis of brain spontaneous activities based on 
publicly available human connectome project (HCP) dataset. 
2.2 Materials and methods 
2.2.1 Dataset and preprocessing 
One hundred subjects from HCP (Van Essen, Smith et al. 2013) S500 release 
were used in the present work (age: 22-36+, gender: 46M/54F, TR=0.72 s, scan duration: 
14.4 minutes, one scan for each subject). Preprocessing was performed according to the 
minimal preprocessing pipelines of HCP (Glasser, Sotiropoulos et al. 2013). In particular, 
we considered the data that had been processed with ICA-FIX (Griffanti, Salimi-
Khorshidi et al. 2014, Salimi-Khorshidi, Douaud et al. 2014), registered onto 32k 
Cento69 surface mesh (Van Essen, Glasser et al. 2012) and slightly smoothed with 2 mm 
full width at half maximum (FWHM) kernel. All time courses were further filtered with a 
0.01–0.1 Hz band-pass filter. 
In order to reduce computational complexity, signals from 236 regions of interest 
(ROIs) (Power, Cohen et al. 2011) were extracted by averaging time courses of voxels 
within a 5 mm radius. This distance was calculated based on surface distance by 
Dijkstra’s algorithm (Hanke, Halchenko et al. 2009). The mean value of each time course 
was subtracted and the standard deviations were normalized to 1 before these time 
courses were fed into the GHMM. 
2.2.2 Brain state switching model 
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To model resting-state fMRI time courses in a non-stationary manner, we applied 
a sequential modeling tool, GHMM, to analyze the data. It has been shown that the brain 
is constantly switching from one metastable state to another (Rabinovich and 
Muezzinoglu 2010). In this work, the sequential switching process of brain states was 
modeled as a Markov chain, while an observation of a brain state (i.e. an fMRI time 
acquisition) was modeled by a multivariate Gaussian distribution. A toy example 
illustrating the use of a GHMM with two states is shown in Figure 1. In this example, the 
brain is switching between two different brain states (introspection state and external 
processing state), and the observation from fMRI are activations in default mode network 
(DMN) and dorsal attention network, respectively. 
 
Figure 1 – A two state toy example of the brain’s GHMM. In this case, the brain is 
only switching between two states, introspection and external processing. The numbers 
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on the arrows represent the probabilities of state switching. During the introspection state, 
the DMN is activated, while in the external processing state, activation is assumed to be 
in the dorsal attention network. 
In order to derive the GHMM that best fits the fMRI observations, its parameter 
set    was estimated using the following objective function: 
    = argmax
 
 ( ; ), (1) 
where   is the parameter set for the GHMM;   = {  },   = 1, 2,… ,  , are the 
observations from fMRI and   denotes the total number of fMRI acquisitions per person. 
 ( ; ) is the likelihood of obtaining the fMRI observations   given that the parameter 
set is  . In the GHMM, the probability of the observations under a state is modeled as a 
multivariate Gaussian distribution. In our case, the mean vector of the Gaussian 
distribution represents the average activation pattern of each brain state, and its 
covariance matrix is used to model the variability within each brain state. With a 
Gaussian assumption, the objective function can be written as: 
 












      −       , 
(2) 
the parameters in the above equation are as follows.     =  (     =  |   =  ) denotes 
the probability of switching from state   to state  .    and    are the mean vector and 
covariance matrix of the multivariate Gaussian distribution under state  .   =
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    ,   ,    ,  ,   = 1, 2, . . . ,  , where   is the total number of hidden brain states.   
(  = 236) denotes the total number of time courses that are fed into the model and 
 (  ) represents the initial state probability.  (  ) = ∑  (  )         is assumed to be a 
uniform distribution such that    can start with any states with equal probability. To 
further reduce computational complexity, we set the covariance matrix of the multivariate 
Gaussian to be diagonal, i.e., each dimension of the Gaussian distribution is uncorrelated, 
assuming that the signal changes (noise and individual variability) in different ROIs at 
each state are uncorrelated. 
The observations from fMRI time courses,  , were fed into a k-means clustering 
program to identify   cluster centers, and the resultant cluster centers were used to 
initialize the mean of the Gaussian distribution,   . The covariance matrices of the 
Gaussian,   , were initialized as the covariance matrix of the first subject’s original fMRI 
time courses. The transition probabilities,    , were set to be equal for all the possible 
switches. The Baum-Welch algorithm (Rabiner 1989) was employed to solve the problem 
in equation (1). Details of the algorithm can be found in Scikit Learning (Pedregosa, 
Varoquaux et al. 2011). 
2.2.3 Stability and reproducibility 
Different initializations of the Baum-Welch algorithm may lead to convergence 
into different local optima. To address this issue, we repeated the algorithm 8 times with 
8 different initializations on 50 subjects and selected the model parameter,  , which 
provided the best objective  ( ; ) to increase the likelihood of reaching global 
optimum. To calculate the stability of brain states from different initializations, we 
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employed the following method on each half of the dataset. We repeated the above 
procedure 10 times. The result of each run was called a realization of GHMM. An 
iterative approach similar to the work by Yang et al. (Yang, LaConte et al. 2008) was 
used to match brain states from different realizations. In each iteration, the most similar 
pair of brain states (with the largest correlation coefficient of Gaussian mean vectors) 
from different realizations was assigned to the same group. This process is iterated until 
all the states were assigned or all the remaining correlation coefficients were smaller than 
0.8. Note that each realization can contribute at most one brain state to each grouped 
brain state. 
The stability of brain states assessed by summing up all the correlation 
coefficients between every pair of brain states in the same group (total number of pairs is 
10(10 − 1)/2 = 45). In our case, the stability for each brain state was the summation of 
at most 45 correlation coefficients, and the sum was therefore normalized by dividing it 
by 45. Finally, brain states were sorted in the order of descending stability. The matching 
and sorting procedure are illustrated schematically in Figure 2A. 
In order to test the reproducibility of our model on different datasets, we split the 
data of 100 subjects into 2 non-overlapping groups of subjects (50 subjects each), and 
each half of the dataset was analyzed with the GHMM. The brain states extracted from 
both halves were compared to see whether the brain states were reproducible in different 
groups of subjects. Based on our results, we were able to find 9 stable and highly 
reproducible brain states. Therefore, we subsequently set the total number of states to 9 
when applying GHMM to resting-state fMRI data. 
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2.2.4 Brain state sequence decoding 
The Viterbi algorithm (Viterbi 1967) was used to decode the optimal brain state 
sequence, {  },   = 1, 2, … ,  , and determine which state the brain is under at each time 
point for all the scans after obtaining the optimal parameter set    in equation (1). We also 
calculated the posterior probability score 	 (  | ,   ),   = 1, 2, … ,  , of each brain state at 
all the time points (Rabiner 1989). 
2.2.5 Spontaneous brain activity pattern of each state 
We decoded the hidden brain state sequence for all the subjects and realizations 
with the Viterbi algorithm. After matching and grouping the brain states of different 
realizations, a time frame was labeled with a state only when it was assigned to the same 
state in all the realizations. Then the z-scores of all the time frames that have been under 
the same state were computed as a representation of the spontaneous brain activity 
pattern of the brain state. 
2.3 Results 
After grouping the brain states from all 10 realizations, the stability of brain states 
was calculated. The states were subsequently sorted in the order of descending stability 
(S1 is defined to be the most stable state). Figure 2B and Figure 2C show the stability of 
the resultant brain states when the total number of states,  , was set to 9 and 10, 
respectively. When   = 9, each of the 9 states was able to match to a corresponding 
state in all 10 realizations, and thus only 9 groups emerged (Figure 2B). However, when 
  = 10, some states in some realizations failed to find a match in other realizations, so 
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there were 11 possible groups for this case (Figure 2C). Figure 2B and Figure 2C 
illustrate that the stabilities of brain states are close to 1 when the total number of states is 
9, while some states start to exhibit low stabilities when the total number of states is set to 
10. In fact, with varying number of states (  = 5, 8, 9, 10, 11, 12, 20), it was found that 
the stabilities are almost 1 when   is set to 9 or less but substantially less than 1 when   
is greater than 9. Therefore, for the subsequent analysis, the number of states was set to 9. 
 
Figure 2 – The schematic of state matching and sorting (A) and the resulting stability 
of each brain state when the total number of states is set to 9 (B), 10 (C). A toy example 
of the schematic of the state matching and sorting method with three states and three 
realizations are shown in (A). Spatial patterns of the brain states and the matched groups 
are represented by shapes and colors, respectively. The stability of brain states for M=9 
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and M=10 is shown in (B) and (C). Note that when M=9, brain states from all the 
realizations are matched perfectly into 9 groups, while when M=10, they are not matched 
perfectly but grouped into 11 groups instead. 
The spatial patterns of the 9 brain states detected from the entire dataset, denoted 
as S1 to S9, are further demonstrated in Figure 3. For better visualization, Figure 3 only 
displays z-scores below -20 or above 20. For each state, a brain region with large positive 
or negative z-scores indicates that it is highly activated or deactivated. Note that the 
absolute z-scores in S9 are below 20 so no activation is seen in Figure 3 for S9. 
 
Figure 3 – The z-maps of 9 reproducible brain states. The color bar is set to only 
display z-scores below -20 or above 20. These brain states are different combinations of 
activated and deactivated brain regions. 
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All detected brain states consist of combinations of activated and deactivated 
brain regions. For example, as shown in Figure 3, brain activities in S6 and S7 are 
concentrated in regions specific to default mode and attention networks. S6 contains 
activation in the DMN with deactivation in the attention network, while S7 is comprised 
of deactivation in the DMN and activation in the attention network. Brain states S3 and 
S5 are almost opposite in a sense that S5 is comprised of activation in the sensorimotor 
and visual networks along with deactivation in the frontoparietal control network, while 
S3 contains deactivation in the sensorimotor and visual networks plus activation in the 
frontoparietal control network and DMN. Meanwhile, S1 and S2 are whole brain 
activation or deactivation with sensorimotor and visual networks being the most activated 
or deactivated. Also, S8 and S4 show whole brain activation and deactivation, but with 
lower intensities than those in S1 and S2. The final state, S9, has less apparent activation 
or deactivation patterns in known networks compared with other states. 
We also found that the brain is constantly switching among different states. 
Figure 4A shows an example of a sequence of brain states and how the posterior 
probability,  (  |  ,   ), of each state changes over time. In Figure 4A, the state sequence 
decoded by the Viterbi algorithm is represented by different colors, while the posterior 
probability is plotted with black curves. Figure 4B illustrates the occurrence and average 




Figure 4 – Temporal characteristics of the brain state. (A) The state sequence and 
state probability during one subject scan. Only a period of the scan is demonstrated in the 
figure for better visualization. Different colors indicate what the subject’s brain state is at 
each time point. The black curves are the posterior probability of different brain states. 
(B) Boxplots of states’ occurrence and average duration. Note that the length of each scan 
is 14.4 minutes. 
After decoding the state sequence, we counted the number of transitions between 
states and calculated the average direct transition times between each pair of states. Only 
transitions that are significantly more frequent than the average are color-coded in Figure 
5A (  < 0.0007. Since this is a multiple comparison, Bonferroni correction has been 
applied to the   value). Note that most of the states (except S1 and S2) transit to S9 
frequently, and S9 also switches back to other states frequently.  
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Figure 5 – The transition properties of the brain states. (A) Average direct transition 
per scan. Note that only when the transition times from state i to state j is significantly 
higher than average (p<0.0007), the block in the ith row and jth column will be color 
coded. (B) Histogram of the duration of the motif from the beginning of S7 to the end of 
S6. 
The transition from the DMN activation to the attention network activation has 
been noted previously (Majeed, Magnuson et al. 2011). Based on our results, S7 shows 
attention network activation while S6 exhibits DMN activation. Therefore, we 
investigated the duration of the motif from the beginning of S7 to the end of S6 (direct 
and indirect transitions have both been accounted for). Figure 5B shows the histogram of 
the duration, in which the peak of the distribution lies between 10s and 20s. 
To test the reproducibility of brain states, the spatial pattern of brain states 
detected from the non-overlapping split-half samples of subjects are presented in Figure 
6. The 9 brain states extracted from the entire group of 100 subjects and two non-
overlapping samples of 50 subjects are almost identical (Figure 6A). As can be seen in 
Figure 6B, correlation coefficients between the brain states from the two halves of the 
dataset indicate that the spatial patterns of all brain states are highly reproducible across 
different groups of subjects (  ≪ 0.001). Although the correlation coefficient of the last 
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state is the lowest, it is still statistically significant (  ≪ 0.001). The last state also has 
relatively low z-scores (darker colors in Figure 6A and no patterns after thresholding in 
Figure 3) compared to the other 8 states. The temporal characteristics for these 9 brain 
states are also tested on split-half samples as shown in Figure 7. These temporal 
characteristics include the percentage of time occupied by each state, the occurrence per 
scan, and the average duration of each state. Note that, among all the 27 temporal features 
of the brain states, only the occurrence of S8 shows a significant difference between two 
halves (p = 000001). The rest of the temporal features are highly reproducible (p > 
0.0019 = 0.05/27). 
 
Figure 6 – The reproducibility of brain states for split-half samples. (A) The z-map 
of brain states detected from all 100 subjects and two non-overlapping halves of the 
dataset. States with similar spatial patterns are aligned in the same column. (B) The 
spatial correlation coefficients of two states from the two halves are plotted to show the 
similarity between them. Note that the last state has the lowest spatial similarity and the 
lowest z-score on its z-map. 
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Figure 7 – The reproducibility of the temporal characteristics of brain states for 
split-half samples. (A) The boxplot of time occupation from two halves; (B) the boxplot 
of occurrence from two halves; (C) the boxplot of average duration from two halves. The 
star marks the significant difference between two halves. 
To illustrate the advantage of exploiting temporal information, the method used in 
CAPs (Liu, Chang et al. 2013, Liu and Duyn 2013), k-means, was applied on the signal 
from the 236 ROIs used in the GHMM analysis. For this analysis, the split-half approach 
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described in the methods section was repeated and the reproducibility of the states 
derived with the repeated application of k-means was tested. For comparison, the number 
of initializations and repetitions used was identical to that for the GHMM analysis. Figure 
8 shows the spatial patterns of resultant cluster centers, which are denoted by C1 to C9. 
Note that for most of the states derived by GHMM (S1, S2, S3, S5, S6 and S8), we can 
find very similar patterns in these cluster centers derived by k-means, while whole brain 
deactivation (S4) and attention networks (S7), and their corresponding cluster centers (C1 
and C8) have relatively low spatial correlation coefficients. No spatial patterns similar to 
S9 can be found in these cluster centers (Figure 8C and Figure 6). Moreover, the 
reproducibility of C5 and C7 are relatively low compared to the rest (Figure 8B). 
 
Figure 8 – The reproducibility of cluster centers derived by k-means. (A) The z-map 
of cluster centers detected from all 100 subjects and two non-overlapping halves of the 
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dataset. Similar spatial patterns are aligned in the same column. (B) The spatial 
correlation coefficients of two cluster centers from the two halves are plotted to show the 
similarity between them. (C) Spatial correlation coefficients between states derived by 
GHMM and cluster centers derived by k-means. 
2.4 Discussion 
In general, the Markov property can be applied on either temporal or spatial ax of 
data. When it is used to model spatial relationship among voxels, it is called a Markov 
random field and a binary state switch is typically assumed for each voxel (Lindquist, 
Waugh et al. 2007, Robinson, Wager et al. 2010, Liu, Awate et al. 2014). When the 
Markov property is assumed on the temporal axis, it is a Markov random process and has 
been employed to investigate variability in functional connectivity over time (Eavani, 
Satterthwaite et al. 2013, Ou, Xie et al. 2014). In contrast to the previous application of 
HMM, we applied the GHMM on temporal axis to model the spontaneous brain activity 
state switching process. Moreover, we introduced a robust approach for determining the 
number of states based on the stability. The non-stationary assumption of the GHMM 
provides the ability to capture the dynamics of the brain activity measured by the resting-
state fMRI. Our spatiotemporal model of spontaneous activities across the brain in 
resting-state fMRI was able to identify 9 stable brain states with reproducibility near 1. 
Furthermore, the detected brain states have analogs to combinations of conventional 
resting state networks (RSNs). The implications of these results are discussed in the 
following paragraphs. 
The reproducibility of GHMM on estimating brain states is affected by two 
factors: A) algorithmic stability and B) the dataset that the model is trained on. Since the 
algorithm is non-convex, there is no guarantee of a global optimum and different 
 23
initializations can lead to different local optima. Increasing the repetitions of the 
algorithm with different initializations will increase the chance for the algorithm to reach 
the global optimum and, thus, increase the stability of the results. Increasing the total 
number of states will increase the number of parameters in the model which may lead to a 
more complicated model with more local optima and thus a less stable result. This could 
explain the low stability of some states when the total number of states is larger than 9 
(Figure 2C). Meanwhile, different datasets,  , will result in different objective functions, 
 ( | ), and thus different best fitting model parameters  . This is due to the fact that 
subjects in different fMRI scans may experience different brain states. Our results (Figure 
2 and Figure 6) show that brain states detected by GHMM are both stable and 
reproducible on different datasets, indicating that the model is able to extract the common 
features within this group of subjects. The stabilities of all 9 states are almost 1, as shown 
in Fig 2B, indicating the brain states from all realizations are very similar and can be 
matched perfectly into 9 groups. Therefore, changing the threshold, 0.8, to a higher value, 
when matching states, will not lead to any differences in the final results. Moreover, 
comparing the reproducibility of the cluster centers derived by k-means and our model 
(Figure 8B), the higher reproducibility of our result (Figure 6B and Figure 7) is due to 
additional temporal information included in our model. 
No spatial constraint is imposed in our GHMM, yet the 9 states identified exhibit 
smooth contiguous activated and deactivated regions. We further note that these activated 
and deactivated brain regions resemble conventional RSNs. For example, the whole brain 
deactivation states, S2 and S4, have been found by temporal functional modes (TFMs) 
(Smith, Miller et al. 2012). Also, linear combinations of activated/deactivated DMN and 
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deactivated/activated attention network, S6 and S7 (See Figure 3), have also been 
reported as CAPs (Liu, Chang et al. 2013, Liu and Duyn 2013). The existence of these 
two brain states explains why DMN and attention network are often anti-correlated in 
seed-based correlation analysis (Fox, Corbetta et al. 2006). Our results further indicate 
that these two networks are only anti-correlated when the brain is in S6 and S7, rather 
than during the entire scan. Moreover, the switch between different states leads to 
changing correlation and anti-correlation patterns and, thus, can explain why the 
functional connectivity changes over time (Allen, Damaraju et al. 2014). Comparing 
Figure 6 and Figure 8A, we note that most of the spatial patterns of brain states detected 
by our GHMM (S1, S2, S3, S5, S6, and S8) are similar to those detected by k-means 
(Figure 8C), indicating most of our brain states are consistent with those detected by 
CAPs. 
As shown in Figure 4, the duration of states differs for each state and even differs 
for each occurrence. Therefore, the use of conventional sliding-window-based analysis 
with fixed window length can lead to signals from multiple brain states being merged 
together and possibly canceling each other. Based on our results, we recommend 
decoding the brain state sequence first and then determining the window length according 
to the duration of states rather than fixing the length and sliding the window. 
To the best of our knowledge, a state similar to S9 has not been presented in the 
previous literature. We hypothesize that S9 is the “ground” state of the brain, in which 
brain activity (or deactivity) are similar for the entire cortex (no apparent activation or 
deactivation as shown in Figure 3). Note that different groups of subjects have different 
spatial patterns for state S9 (Figure 6A). Therefore, S9 has the lowest reproducible spatial 
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pattern (Figure 6B). However, its temporal characteristics allowed us to distinguish it 
consistently from other states. S9 occurs more frequently (37.5±6.4 times per scan. or per 
14.4 minutes) compared to other brain states and has a short duration (3.6±0.6 s) (Fig 
5B). From the transition matrix in Figure 5A, we can see that most states (except S1 and 
S2) often switch to S9 and then transit back to other states from S9. The spatial and 
temporal characteristics of S9 indicate that it is an intermediate transient state that 
appears when the brain is switching between other more reproducible brain states and 
could represent a “ground” state. Note that the low reproducibility of S9’s spatial pattern 
makes it difficult to detect using methods that only consider the spatial information when 
defining states. This may be the reason why k-means cannot detect this state (Figure 8A). 
Our ability to detect it could be due to the additional temporal information inherent in our 
model. 
States S7 and S6 have similar spatial activation patterns as the attention network 
and DMN, respectively, reported in the literature (Buckner, Andrews‐Hanna et al. 2008, 
Broyd, Demanuele et al. 2009) (Figure 9). Prior work (Majeed, Magnuson et al. 2011) 
found a reproducible transition from activation in attention network (similar to S7) to 
activation in DMN (similar to S6) within a 20s sliding window. Interestingly, the present 
method also detected similar transition duration between these states. The histogram of 
the motif from the beginning of S7 to the end of S6 in Figure 5B shows that there exists a 
peak between 10s and 20s, indicating that the motif is more likely 10s to 20s in duration, 
consistent with what was reported in the literature (Majeed, Magnuson et al. 2011). Note 
that this transition from S7 to S6 not only accounts for direct transition but also includes 
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indirect transitions via intermediate states (e.g. S7->S9->S6), which was also shown by 
Majeed et al. (Majeed, Magnuson et al. 2011). 
 
Figure 9 – Whole brain axial image for S6, S7, and S9. 
The intrinsic advantage of GHMM over CAPs is that GHMM quantifies state 
transitions explicitly using a Markov chain in the model. The quantification of state 
transition not only provides the ability to capture temporal characteristics (Figure 4 and 
Figure 5) but also give rise to additional brain states. Specifically, the 9th state, detected 
by GHMM, due to a relatively low reproducibility of its spatial pattern, is difficult to 
capture by methods that only consider spatial similarity, such as k-means used by CAPs. 
However, since S9 has distinctive temporal properties (high occurrence frequency and 
short duration), GHMM is able to detect it consistently (Figure 6). Figure 8C further 
illustrates that there are spatial differences in activation patterns between CAPs and 
GHMM in other brain states as well, including the whole brain deactivation (C1 for 
CAPs and S4 for GHMM) and attention networks (C8 for CAPs and S7 for GHMM). 
The results in this work must be considered in the context of several limitations. 
First, we assume a memory-less transition between brain states by using Markov chains, 
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i.e., the current brain state only depends on the previous state. Fortunately, the HMM is 
robust to violations of this assumption and has been successfully applied to speech 
recognition (Rabiner 1989) as well as detection of brain states from electrophysiological 
measurements (Jones, Fontanini et al. 2007), neither of which is a memory-less system. 
Another methodological limitation is that state duration is not modeled explicitly in the 
present work, in order to stay in the same state, the system needs to conduct a self-
transition, which would decrease the probability of staying in the same state 
exponentially over time. In future work, the HMM with explicit duration can be applied, 
and the duration probability distribution will be trained with the dataset as well. Due to 
computational limitations, we only trained our GHMM with 236 time courses from the 
brain of each subject. A voxel-wise GHMM may be able to capture more detailed spatial 
characteristics of the states. In present work, we have applied temporal filtering (0.01–0.1 
Hz) to focus on the low frequency spontaneous activity (Fox, Snyder et al. 2005). 
However, recent studies have demonstrated that visual and sensorimotor networks are 
also present in higher frequencies (0.5-0.8Hz) (Lee, Zahneisen et al. 2013). We plan to 
study the effect of different temporal resolutions by applying GHMM to high temporal 
resolution data and study brain state switching process at other time scales. 
2.5 Conclusion 
We have applied GHMM to analyze resting-state fMRI. The GHMM models the 
brain state switching process as a Markov chain and the brain states as multivariate 
Gaussian distribution. Spatially, 9 stable and reproducible brain states were discovered 
and found to be combinations of activated or deactivated RSNs. Temporally, we were 
able to derive the brain state sequence for individual subjects with the model and evaluate 
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the occurrence and duration of each state. One transient state, S9, was identified based on 
its spatiotemporal characteristics. The motif from activated attention network (S7) to 
activated DMN (S6) was also found to be consistent with previous literature. Therefore, 
we conclude that the study of brain state sequential switching process can unveil 
spatiotemporal pattern of the brain and further improve our understanding of brain 
dynamics.   
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CHAPTER 3. REPRODUCIBILITY OF BRAIN STATES 
DETECTED BY GHMM OF AND ITS APPLICATIONS 
3.1 Introduction 
In the previous chapter, GHMM was used to model brain dynamics using fMRI 
data. We have derived 9 stable and reproducible healthy control brain states using the 
HCP dataset. We have also demonstrated both the spatial and temporal characteristics of 
these states. In this chapter, we will test how different datasets and different 
preprocessing approaches will influence the reproducibility of GHMM. After we ensure 
the reproducibility of GHMM, we will apply the model on biomarker detection of 
prenatal alcohol exposure (PAE). 
Due to the relatively low frequency hemodynamic response of neural activity, 
rfMRI analysis often only considers some low frequency fluctuations of the signal 
(bandpass filtered to include only 0.01 – 0.1Hz). Some researchers have also detected 
high frequency functional connectivity using rfMRI (Trapp, Vakamudi et al. 2017), 
which puts the necessity of conducting temporal filtering as a preprocessing step under 
debate. However, how this high frequency signal in fMRI changes the brain state switch 
process is still unknown. With the fast acquisition in HCP data, we are able to investigate 
the effect of wider frequency band fMRI signal. 
Whether or not we should regress out the global signal is another controversial 
topic. The global signal is the average time course of all the voxels in the brain. 
Physiological signals such as respiration, the cardiac cycle, and head motion have been 
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shown to be highly correlated with the global signal (Burgess, Kandala et al. 2016). 
However, the correlation itself does not guarantee that global signal does not have any 
neuronal component. In fact, some research even shows that GSR can cause artificial 
anti-correlation between brain regions (Fox, Zhang et al. 2009). In this work, the effect of 
GSR on brain states will be investigated by comparing the GHMMs before and after 
GSR. 
Other factors are investigated in this chapter include the effect of advanced 
imaging techniques and differing brain atlases. The emergence of fast acquisition 
techniques such as multi-band, has allowed fMRI data to be acquired with significantly 
improved spatial and temporal resolution (Setsompop, Gagoski et al. 2012). How our 
GHMM will perform on different datasets acquired with and without fast acquisition will 
be examined. The effect of using different brain atlases will also be assessed. Our 
GHMM is trained based on time courses extracted from a few ROIs. Some coordinate 
based atlases are generated based on a meta-analysis of fMRI (Power, Cohen et al. 2011), 
while some atlases are combinations of multimodal results (Glasser, Coalson et al. 2016). 
Affects arising from the use of different atlases on the detected brain states will be 
investigated in this chapter as well. 
PAE, the exposure to alcohol during pregnancy, is known to hinder fetal 
development and also retard post-birth development. The severity of PAE varies based on 
the timing, duration, and amount of alcohol consumed during pregnancy, as well as 
maternal health and socioeconomic factors. Individuals who satisfy the clinical criteria 
for fetal alcohol syndrome (FAS) show deficits in growth, morphology, and central 
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nervous system development. Individuals with PAE, including those who do not meet 
criteria of FAS, show cognitive and behavioral deficits (Larkby and Day 1997).  
The underlying brain function alterations caused by PAE have been investigated 
using functional neuroimaging, especially functional magnetic resonance imaging (fMRI) 
(Coles and Li 2011). Most of these studies require subjects to conduct certain tasks and 
only examine those task-related brain regions. A wide range of differences in activation 
patterns between PAE and controls have been reported in the previous literature (Coles 
and Li 2011). It is difficult to interpret these results because different studies focus on a 
variety brain regions and some of them are even inconsistent. For example, both 
(Malisza, Allman et al. 2005) and (Spadoni, Bazinet et al. 2009) focused on working-
memory-related brain regions; however, (Malisza, Allman et al. 2005) showed PAE has 
less brain activity overall while (Spadoni, Bazinet et al. 2009) demonstrated greater 
response in most brain areas of PAE. This inconsistency is probably due to the 
differences in task design and subjects’ behavioral performance. These works have 
focused on some specific activation in task-related brain regions. 
rfMRI and functional connectivity have also been employed to investigate PAE. 
For example, Wozniak and colleagues (Wozniak, Mueller et al. 2011) reported a decrease 
of inter-hemispheric functional connectivity in children with PAE. As another example, 
Ji and colleagues (Ji, Li et al. 2015) demonstrated differences in independent components 
between PAE and control groups. These differences have been detected in multiple brain 
networks, including the default mode network (DMN), left prefrontal/parietal network 
(LPFN), right prefrontal/parietal network (RPFN), primary motor network (PMN), 
primary visual network (PVN), and extrastriate visual network (ESVN). 
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Although previous neuroimaging studies have discovered a wide range of 
differences in activation patterns and functional connectivity between PAE and controls, 
all of these studies used stationary approaches and some only focused on specific brain 
regions or connectivity. Given the broad range of alterations reported in the current 
literature, we conducted an exploratory study to better characterize PAE by identifying 
the spatiotemporal characteristics of affected brains, and defining them as disease 
biomarkers. 
3.2 Materials and Methods 
3.2.1 Dataset 
In order to study the effect of some preprocessing steps, including GSR and the 
choice of atlases, we used data from 100 healthy individuals of the HCP dataset (age: 22-
36+; gender: 46M/54F; TR=0.72s; duration: 14.4minutes). The spatial resolution of the 
HCP dataset is 2 mm × 2 mm × 2 mm. 
To test the reproducibility of brain states detected by GHMM on different 
datasets, we included another 90 healthy individuals from the Beijing_Zang dataset (age: 
18-26; gender: 28M/62F; TR: 2s; duration: 7.5 minutes). The spatial resolution of 
Beijing_Zang dataset is 3.1 mm × 3.1 mm × 3.6 mm. 
Eighty-seven subjects (age: 7-17; gender: 48M/39F, TR: 2, duration: 6 minutes) 
were recruited to investigate the effect of PAE on brain function. The control group was 
comprised of 47 subjects of matched age, gender, race, and socioeconomic factors. The 
spatial resolution of this dataset is 3.4375 mm × 3.4375 mm × 5 mm. 
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3.2.2 Preprocessing 
For the HCP dataset, preprocessing was performed according to the HCP minimal 
preprocessing pipelines (Glasser, Sotiropoulos et al. 2013). In particular, we considered 
the data that had been processed with ICA-FIX (Griffanti, Salimi-Khorshidi et al. 2014, 
Salimi-Khorshidi, Douaud et al. 2014), registered onto 32k Cento69 surface mesh (Van 
Essen, Glasser et al. 2012) and smoothed with a 2 mm FWHM kernel. All time courses 
were filtered with a 0.01–0.1 Hz band-pass filter. 
The configurable pipeline for the analysis of connectomes (CPAC) (Sikka, 
Cheung et al. 2014) was employed to preprocess the volumetric fMRI data from 
Beijing_Zang and the PAE dataset. The pipeline was the successor of the 1000 functional 
connectomes project preprocessing pipeline (Biswal, Mennes et al. 2010), using AFNI 
(Cox 1996), FSL (Smith, Jenkinson et al. 2004) and ANTs (Avants, Tustison et al. 2011). 
fMRI data was head motion corrected, skull-stripped, co-registered to skull-stripped high 
resolution anatomical data acquired from the same subject, and then normalized to the 
3mm 152-brain Montreal Neurological Institute (MNI152) template so that group level 
analysis could be conducted. The signal from linear, quadratic, white matter, 
cerebrospinal fluid (CSF) signals, and 6 affine motion parameters were regressed out. 
Note that we also used compcor with 5 components during regression on the PAE dataset 
for further denoising (Behzadi, Restom et al. 2007). 
GSR was not performed for HCP surface data and Beijing_Zang volumetric data. 
Instead, a band-pass filter with the same cut-off frequency (0.01–0.1 Hz) was used to 
reduce physiological noise. Similar to the previous chapter, signals from 236 regions of 
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interest (ROIs) (Power, Cohen et al. 2011) were extracted by averaging time courses of 
voxels within a 5 mm radius for both datasets. This distance was calculated based on 
Dijkstra’s distance (Hanke, Halchenko et al. 2009) for HCP data and Euclidean’s distance 
for Beijing_Zang data. The mean value of each time course was subtracted, and the 
standard deviation was normalized to 1 before these time courses were fed into the 
GHMM. 
We also processed the HCP data with three different preprocessing steps: 1) no 
GSR and 236 ROIs from (Power, Cohen et al. 2011); 2) with GSR and 236 ROIS; 3) with 
GSR and 360 ROIs from an atlas derived based on HCP data (Glasser, Coalson et al. 
2016). Note that since HCP data is in grayordinate, which includes only cortical surface 
and subcortical regions, we only included those regions when computing the global 
signal. This approach, mean grayordinate time series regression, is a proxy for GSR on 
HCP data (Burgess, Kandala et al. 2016). Note that we did not perform any temporal 
filtering when comparing different preprocessing steps on HCP data. 
3.2.3 Training GHMM 
When testing the reproducibility of GHMM and the effect of preprocessing 
approaches on brain states, one GHMM with 9 states was trained on each dataset with 
each preprocessing approach. When studying the effect of PAE on brain states, two 
different training methods were compared. First, we trained two GHMMs on the healthy 
control and PAE groups separately to demonstrate the effect of PAE on the entire brain 
state switching system. Since each group only has 40+ subjects, we were only able to 
derive seven stable brain states for the PAE analysis. When two different GHMMs were 
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trained on two different groups, we were not able to get the correspondence between the 
brain states across groups. Therefore, one GHMM was trained on all the subjects, and the 
difference in each brain state between the two groups was investigated to show how PAE 
affects each brain state. 
3.3 Results 
3.3.1 Reproducibility of brain states on different datasets 
Figure 10 shows the spatial patterns of brain states derived from the HCP and 
Beijing_Zang datasets. Note that the brain states from the Beijing_Zang dataset (Figure 
10B) are sorted to match the order of the brain states from the HCP dataset (Figure 10A). 
Since the two datasets had different spatial resolutions and different data formats, it was 
not possible to compute the similarity score as we did when estimating the reproducibility 
of different subject groups within one dataset. However, we noticed that most of the 
spatial patterns of brain states are similar across different datasets. Among all the brain 
states, the ground state (S9) shows the largest spatial difference across datasets. 
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Figure 10 – The reproducibility of brain states’ spatial patterns. Z-maps of (A) the 
brain states derived based on the HCP dataset and (B) the brain states derived based on 
the Beijing_Zang dataset.  
We have also tested the reproducibility of the temporal characteristics of the brain 
states in Figure 11. These temporal characteristics include the percentage of time 
occupied by each state, the occurrences per minute, and the average duration of each 
state. It is worth noting that some of the 27 brain state temporal features start to show a 
significant difference between datasets. For statistical test, we used the Wilcoxon rank-
sum test. The time occupation of S2 and S3 are significantly different with p values of 
6.4×10-4 and 7.2×10-4 respectively. The occurrence of S3, S8, and S9 shows a significant 
difference between the two datasets with p values of 4.6×10-7, 1.7×10-7, and 1.2×10-6, 
The average duration of S2, S5, and S9 are significantly different with p values of 
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3.7×10-5, 1.2×10-3, and 1.2×10-3. The rest of the temporal features are highly reproducible 
(p > 0.0019 = 0.05/27). 
 
Figure 11 – The reproducibility of the temporal characteristics of brain states 
between two datasets (Left: HCP; right: Beijing_Zang). (A) The boxplot of time 
occupation; (B) the boxplot of occurrence; (C) the boxplot of average duration. The star 
marks the significant difference between two datasets. 
3.3.2 Brain states under different preprocessing steps 
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Temporal filtering (0.01–0.1Hz) is often used to remove unwanted temporal 
signal in fMRI data. We compared the derived brain states before and after temporal 
filtering in Figure 12. Note that having the same state number in this figure does not 
imply they are the same brain state before and after temporal filtering. The states were 
organized for visualization and comparison purposes. Whole brain activation and 
deactivation patterns appear in S8 and S9 both before and after temporal filtering. 
Positive default mode network (DMN) plus negative task positive network (TPN) and its 
opposite patterns (S1 and S2) are also similar with and without temporal filtering. S6 and 
S7 with activation/deactivation in the somatosensory motor network (SMN) and visual 
network (VN) appear regardless of temporal filtering, although the activated region in S7 
is part of fronto-parietal network (FPN) before filtering and is more similar to DMN after 
filtering. Before temporal filtering, S4 and S5 show an activated/deactivated DMN 
network with some slight deactivation/activation in cingulo-opercular network (CON) 
region, while after temporal filtering S4 and S5 show whole brain activation/deactivation 
patterns with DMN being the most activated/deactivated region. The temporal filtering 
causes great differences to the rest of the brain states. After temporal filtering, a “ground” 
state appears as described in the previous chapter, which is S3 in Figure 12B with no 
apparent activation or deactivation patterns. In contrast, we have positive TPN and VN 
plus negative DMN before temporal filtering (S3 in Figure 12A).  
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Figure 12 – The spatial patterns of brain states before (A) and after (B) temporal 
filtering (0.01-0.1Hz). Note that no GSR was performed and 236 ROIs were used to 
extract each time series. The state number here does not imply they have one-to-one 
correspondence before and after temporal filtering. It is only for visualization and 
comparison purposes. 
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The temporal features of brain states are also significantly affected by temporal 
filtering. In Figure 13, 3 different temporal characteristics (time occupation, occurrence, 
and average duration) of the brain states before and after temporal filtering are shown in 
6 images. Since two different GHMMs were trained before and after temporal filtering, 
there is no clear correspondence between the resultant brain states. We plotted their 
temporal features side by side. The occurrence of all the brain states drops significantly 
after temporal filtering, while the state duration increases significantly as a result of 
temporal filtering (  ≪ 0.001). 
 
Figure 13 – The temporal characteristics between the corresponding brain states 
derived before (left) and after (right) temporal filtering. The temporal characteristics 
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are compared using boxplots of (A) time occupation, (B) occurrence, and (C) average 
duration. 
Figure 14 exhibits the spatial patterns of brain states derived under three different 
preprocessing approaches. By comparing Figure 14A and Figure 14B, we notice 
differences in almost every brain state caused by GSR. In Figure 14A, S1 is activation of 
DMN and deactivation of TPN, while S2 is the opposite of S1. However, in Figure 14B, 
S1 is a combination of DMN activation and FPN deactivation, while S2 is its opposite. 
Note that TPN consists of three sub-networks including FPN, dorsal attention network 
(DAN), and CON. S3 in Figure 14A is activation in visual and CON plus deactivation in 
DMN, while in Figure 14B, S3 is composed of activation of CON and deactivation of 
DMN. S4 and S5 in Figure 14A are activation and deactivation of DMN, while S4 and S5 
in Figure 14B also show deactivation and activation of visual and TPN. S6 and S7 of 
Figure 14A and Figure 14B are similar. They both show a combination of FPN and SMN 
plus VN. Lastly, S8 and S9 in Figure 14A are whole brain activation and deactivation, 
while S8 and S9 in Figure 14B show activation and deactivation only in visual areas.  
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Figure 14 – The spatial patterns of brain states under three different preprocessing 
approaches. (A) Data extracted from atlas with 236 ROIs, without GSR; (B) atlas with 
236 ROIs, with GSR; (C) atlas with 360 ROIs, with GSR. 
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When comparing the brain states derived with 236 ROIs and 360 ROIs, the spatial 
patterns are almost identical (Figure 14B and Figure 14C). Figure 15 demonstrates the 
spatial correlation coefficients between corresponding brain states derived based on 236 
ROIs and 360 ROIs with GSR. All of the brain states show significant spatial similarity 
between two different atlases (  ≪ 0.001). However, some of the temporal features of 
these brain states are changed significantly by using a different atlas. In Figure 16, the 
percentage of time occupation of S3 is changed significantly; the occurrence of S1, S2, 
S3, S4, and S9 are increased significantly as the number of ROIs increases from 236 to 
360. The average duration of all the states decreases significantly when the number of 
ROIs increases. 
 
Figure 15 – The spatial similarity between the corresponding brain states derived 
based on 236 ROIs and 360 ROIs. 
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Figure 16 – The temporal characteristics between the corresponding brain states 
derived based on 236 ROIs (left) and 360 ROIs (right). The temporal characteristics 
are compared using boxplots of (A) time occupation, (B) occurrence, and (C) average 
duration. The star marks the significant difference between results from two atlases. 
3.3.3 PAE 
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In order to identify the differences in brain state switch systems between healthy 
controls and individuals with PAE, GHMM was applied on both groups to derive 7 brain 
states and their characteristics according to the approaches described in the previous 
section. When two different GHMMs were trained on two different groups, we were not 
able to get the correspondence between the brain states across groups. We matched these 
states between two groups according to the similarity of spatial patterns. Note that, even 
if two states are paired, their correspondence is not guaranteed by the model. In fact, the 
pairing just represents their spatial similarity.  
Figure 17 shows the spatial patterns of the brain states derived by two GHMMs. 
The first column is the 7 states of the control group, and the second column is the brain 
states of PAE group. Note that all the voxels shown are significantly activated or 
deactivated (  < 0.05/     	      	  	      ). S1 and S2 are whole brain 
deactivation and activation states in the control group, while for PAE, only the DMN is 
deactivated or activated. S4 and S5 in the control group are positive DMN plus negative 
TPN (+DMN-TPN) and +TPN-DMN, while in PAE group, this anti-correlation between 
DMN and TPN disappears and only the TPN shows deactivation and activation. The 
corresponding temporal characteristics are plotted side by side in Figure 18. There is no 
clear difference in the overall temporal characteristics. 
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Figure 17 – The spatial patterns of brain states for control and PAE group. Note that 
only those voxels that are significantly activated or deactivated are color coded in the 
figure (p<0.05/total number of voxels). 
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Figure 18 – The temporal characteristics between the corresponding brain states 
derived from control (left) and PAE (right) groups. The temporal characteristics are 
compared using boxplots of (A) time occupation, (B) occurrence, and (C) average 
duration. 
Although we have shown some differences between the two groups, the 
correspondence of the brain state pairs is only based on the similarity of their spatial 
patterns. In the following results, we enforce the correspondence by only training one 
GHMM for all the subjects in both groups. The spatial patterns and temporal 
characteristics are generated based on the same GHMM but on different subject groups. 
Figure 19 and Figure 20 are the spatial patterns of brain states and the temporal features 
of brain states. Bonferroni correction was performed by dividing the total number of 
voxels or the total number of temporal features. A significant difference between states 
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only appears in some scattered voxels rather than large regions. Moreover, there is no 
significant difference of the temporal characteristics between groups. We have also tried 
a less restricted multiple-comparison-correction method, false discovery rate (Benjamini-
Hochberg procedure (Benjamini and Hochberg 1995)), as shown in Figure 21. S4 shows 
a significant difference with a relatively large area in the dorsal lateral prefrontal cortex. 
Since we used 87 subjects to train the joint model, we were able to derive 9 brain states 
based on the data from two groups. The results are very similar to the results with 7 brain 
states as shown in Figure 22. The dorsal lateral prefrontal cortex shows the largest 
differences between groups. Note that when training with 9 brain states, some of the brain 
states became less stable. 
 
Figure 19 – The spatial patterns of brain states for the control and PAE groups. The 
difference between the groups is shown in the 3rd column. Note that only those voxels 
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that are significantly activated, deactivated, or differences between groups are color 
coded in the figure (p<0.05/total number of voxels). 
 
Figure 20 – The temporal characteristics between the corresponding brain states 
derived from control (left) and PAE (right) groups. The temporal characteristics are 
compared using boxplots of (A) time occupation, (B) occurrence, and (C) average 
duration. The stars indicate a significant difference between brain states (p<0.05/21). 
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Figure 21 – The spatial patterns of brain states for control and PAE groups. The 
difference between the groups is shown in the 3rd column. Note that only those voxels 
that are significantly activated, deactivated, or differences between groups are color 
coded in the figure. The Benjamini-Hochberg procedure was adopted for multiple 
comparisons (α = 0.05). 
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Figure 22 – The spatial patterns of brain states for control and PAE groups with 9 
brain states. The difference between the groups is shown in the 3rd column. Note that 
only those voxels that are significantly activated, deactivated, or differences between 
groups are color coded in the figure. The Benjamini-Hochberg procedure was adopted for 
multiple comparisons (α = 0.05). 
3.4 Discussion 
This chapter is an extension of the GHMM introduced in Chapter 2. We have 
further tested its reproducibility on different datasets, and the effects of different 
preprocessing steps including temporal filtering, GSR, and different atlases. We have also 
 52
applied GHMM on a PAE dataset to unveil the differences between the PAE and control 
groups. The implications of some results are discussed in the following paragraphs. 
3.4.1 Reproducibility on different datasets 
Our results indicate that GHMM is highly reproducible on different datasets, 
although the two datasets are greatly different from each other. The HCP dataset used a 
multi-band acquisition technique to achieve the state of the art spatial and temporal 
resolution: 2 mm × 2 mm × 2 mm and 0.72 s. The Beijing_Zang dataset used a very 
conservative scan protocol with no multiband acquisition. Therefore, the spatial and 
temporal resolution was lower: 3.1 mm × 3.1 mm × 3.6 mm and 2 s. The two datasets 
were also preprocessed differently. HCP data was processed using the minimal 
preprocessing pipeline of HCP, while Beijing_Zang data was processed with CPAC. 
Even the final data formats were different because the cortical area of HCP was surface 
based and Beijing_Zang was fully volumetric data. There were no significant differences 
in the subject groups, both were comprised of healthy young individuals. Some of the 
processing steps were applied to both datasets, which helped to reduce the difference in 
processing methodology. For example, they were both temporally filtered with the same 
bandpass frequency (0.01-0.1Hz) to reduce the difference caused by temporal resolution. 
Moreover, the time courses were extracted from atlases based on the same coordinates of 
nodes to decrease the spatial difference caused by spatial resolution and preprocessing. 
Despite the difference of the datasets, the brain states are still very similar as 
shown in Figure 10. Because of the distinct data format, it is difficult to quantify the 
similarity of spatial patterns across datasets. However, most of the patterns look almost 
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identical. 8 out of 27 temporal features have significant difference across datasets (Figure 
11). Overall, the spatial patterns are highly reproducible with different scan parameters 
and preprocessing approaches, while the temporal features are more affected by the 
difference in acquisition protocol and processing approaches. 
3.4.2 Effect of temporal filtering 
Because the hemodynamic response of neural activity is considered only in  the 
low frequency range, a temporal bandpass filter (0.01-0.1Hz) is often applied to fMRI 
data to remove physiological or other non-neuronal information. Removing the high 
frequency components in fMRI will definitely affect the temporal features of the brain 
states as shown in Figure 13. Temporal filtering removes the high frequency signal and 
thus results in a smooth and slowly fluctuating signal. This explains why the state 
duration is significantly increased, while the occurrence of the states is significantly 
reduced (  ≪ 0.001). This means the brain switches less often between states and stays 
in each state longer.  
Temporal filtering can also lead to differences in the spatial patterns of brain 
states. We notice that in Figure 12, the “ground” state, which has no apparent activation 
or deactivation patterns, only appears after temporal filtering (S3). When the high 
frequency component in the signal is removed by temporal filtering, the transition 
between brain states is smoother and can be captured by the GHMM. When all the high 
frequency fluctuation is considered, this “ground” state might be too transient and is 
neglected by the model. 
3.4.3 Effect of GSR 
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GSR can cause anti-correlation of multiple RSNs, an effect which has been noted 
since the earliest functional connectivity (Fox, Zhang et al. 2009), GSR caused anti-
correlation of multiple RSNs in our study as well. For example, in the first two rows of 
Figure 14, S4 and S5 are mainly activation and deactivation in DMN before GSR; 
however, after GSR, they are positive DMN plus negative TPN and VN and their 
opposite. For S6 and S7, GSR also magnifies the anti-correlation between FPN and SMN. 
We also notice the whole brain activation and deactivation states, S8 and S9, disappear 
after GSR. These two patterns also resemble the global signal correlation maps reported 
in the literature (Power, Plitt et al. 2017) with SMN and VN being the most highly 
correlated regions. However, not all the anti-correlation is caused by GSR. We have 
already seen some anti-correlation of RSNs existing before GSR. For example, S1 and S2 
show an anti-correlation between DMN and TPN, which is similar with and without 
GSR. Therefore, GSR eliminates the whole brain activation and deactivation states and 
magnifies the anti-correlation between some RSNs. 
3.4.4 Impact of different atlases 
Spatial patterns of brain states are not sensitive to differences in atlases, while the 
temporal features can be affected by the different number of ROIs. First, the two atlases 
we used are very different from each other as shown in Figure 23. The 236 ROIs are 
generated based on coordinates of functional nodes from a meta-analysis, and each ROI 
is 5mm in radius, which leaves some brain regions not included in any ROIs. The 360 
ROIs, in contrast, are based on a parcellation of the brain, in which all the cortical regions 
are covered by one ROI. The spatial patterns of brain states derived based on these two 
atlases are almost identical despite the difference between two atlases (the second and 
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third row of Figure 14 as well as Figure 15). However, we notice that the occurrence and 
duration of almost all the brain states are affected by atlases. As we increase the number 
of ROIs, we also increase the dimension of the multivariate Gaussian distribution. This 
leads to more emphasis on the spatial pattern of brain states, which is represented by a 
Gaussian distribution, rather than the Markov switching process. As a result, the model 
tends to switch more often to match the spatial activity pattern, and this explains why the 
duration of all the states is significantly shorter and the occurrence is higher when using 
360 ROIs. 
 
Figure 23 –Two atlases with 236 and 360 ROIs. 
3.4.5 Effect of PAE 
To increase the reproducibility of GHMM so that the differences between the 
PAE and control groups are truly the effect of PAE, the two groups of subjects were 
scanned with the same protocol, and the same preprocessing pipeline was applied on both 
groups to process the data. 
 56
The difference between groups was tested using two methods. We either trained 
two different GHMMs for the PAE and control groups, or one combined GHMM with all 
data from two groups. The results show that the differences in brain states caused by PAE 
can be detected on a system level (Figure 17 and Figure 18) rather than on a single state 
level (Figure 19 and Figure 20). We further notice that the relationship between DMN 
and TPN is weaker in the PAE group. For example, S4 and S5 in the control group shows 
anti-correlation between DMN and TPN; however, these two networks are separated into 
S1, S2, S4, and S5 in the PAE group. Given the high reproducibility of the GHMM, the 
difference between PAE GHMM and control GHMM suggests that PAE leads to brain 
function alteration. When training one GHMM on both the PAE and control groups, it is 
assumed that brain state switching systems are the same for the two groups. In this 
scenario, the difference on a single state level is not significant under Bonferroni 
correction (Figure 19 and Figure 20). When we switched to a less restricted multiple 
comparison correction method (the Benjamini-Hochberg procedure), a significant 
difference was present in the dorsal lateral prefrontal area, which is part of the DMN. 
Therefore, we conclude that PAE disturbs the whole brain switching system, especially 
the relation between DMN and TPN, and this effect is less detectable after training a 
combined model that includes a control group. 
We have shown GHMM is capable of demonstrating differences between control 
and PAE subject groups. In future work, we plan to use GHMM as a classification tool to 
predict PAE in a given subject. In order to do that, we will adapt minimum classification 




In this chapter, we have demonstrated the high reproducibility of GHMM by 
testing it on different datasets. We studied different preprocessing approaches and have  
shown three main effects. Firstly, temporal filtering influences both spatial and temporal 
characteristics of GHMM by removing the high frequency signal. Secondly, GSR 
removes the whole brain activation and deactivation states, and magnifies the anti-
correlation between different RSNs. Finally, using different atlases does not change the 
spatial pattern of brain states; however, the temporal features are affected by the number 
of ROIs. We also applied GHMM to detect functional biomarkers of PAE to demonstrate 
that PAE disturbs the brain switching process on a system level; however, the effect is 
averaged out when the GHMM is trained on both the PAE and the control group. 
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CHAPTER 4. INDIVIDUAL IDENTIFICATION USING 
FUNCTIONAL BRAIN FINGERPRINT DETECTED BY 
RECURRENT NEURAL NETWORK 
4.1 Introduction 
In neuroimaging, researchers are fully cognizant of the uniqueness of individual’s 
brain structure and have devoted a great deal of effort registering individual brains into a 
standard brain (Talairach and Tournoux 1988, Mazziotta, Toga et al. 1995). When 
performing group level analysis, functional signals of different subjects from the same 
brain region are often concatenated or averaged out, and the individual uniqueness is 
neglected. Individual differences in brain function have also been recently noted (Mohr 
and Nagel 2010). Moreover, functional connectivity (FC) has been used as a brain 
fingerprint which can identify unique characteristics of individuals (Finn, Shen et al. 
2015). However, we believe that investigating the uniqueness in brain function could 
shed light on the underlying brain mechanism. 
When considering FC as a personal trait, it is stable when enough data is acquired 
(600 time frames, 7.2 minutes). However, when only a short period of time is used (100 
time frames, 72 seconds), the individual discriminating power is only about 70% on 
average (Finn, Shen et al. 2015). This could be due to the lack of statistical power when 
having fewer data and/or high variation of FC caused by the dynamics of FC (Allen, 
Damaraju et al. 2014). The dynamics of FC suggests that FC pattern derived based on a 
short time window can vary significantly during tens of seconds or several minutes 
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increasing the difficulties of individual identification. However, another possible 
explanation is that FC does not fully utilize the temporal information in the data since the 
temporal axis collapses when computing FC and only a spatial connectivity pattern is 
used to identify individuals. In order to test this hypothesis, we introduce a recurrent 
model that exploits both spatial and temporal information to learn and predict individual 
identification. 
Recurrent neural network (RNN), a prevalent network structure in deep learning, 
is widely used in sequential learning, such as speech recognition and handwriting 
recognition (Mikolov, Karafiat et al. 2010, Graves 2012, Amodei, Anubhai et al. 2015). 
As data fed into RNN sequentially, the model will evolve over time based on its previous 
state and its current input. Gated recurrent unit (GRU) contains two gating units, i.e. 
update gate and reset gate, which enable the model to have a longer memory (Chung, 
Gulcehre et al. 2014). To the best of our knowledge, RNN and GRU have not hitherto 
been applied to identify individuals based on fMRI data. 
In this study, we adapt a recurrent model based on GRU to investigate the 
individual uniqueness of brain function. We show that 100 time frames (72 seconds) of 
fMRI data provides sufficient enough information to identify individuals. Three different 
preprocessing approaches are used to study how global signal and different atlases affect 
the accuracy of individual identification. We also derive GRU patterns to visualize the 
important characteristics of brain function in terms of individual uniqueness. 
4.2 Materials and methods 
4.2.1 Dataset and preprocessing 
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FMRI data of 100 subjects from the HCP database (Van Essen, Smith et al. 2013) 
were used in the present work (age: 22-36+, gender: 46M/54F, TR=0.72s). Each subject 
had 4 different scans with a total duration of 57.6 minutes (14.4 minutes×4). To reduce 
the anatomical differences, the preprocessed data, upon the application of the HCP 
preprocessing pipeline (Glasser, Sotiropoulos et al. 2013), was used in this work. More 
specifically, we used the data that was denoised with ICA-FIX (Griffanti, Salimi-
Khorshidi et al. 2014, Salimi-Khorshidi, Douaud et al. 2014) and registered to group 
level cortical surface template with MSM-All (Robinson, Jbabdi et al. 2014). To decrease 
the computational complexity, signals from different regions of interest (ROIs) were 
extracted by averaging time courses of voxels inside the region. Two different atlases 
were used to test whether our approach is sensitive to atlases. For the first atlas, 236 ROIs 
with 5 mm radius over the cortices were generated based on a meta-analysis of fMRI 
(Power, Cohen et al. 2011). The second atlas has 360 ROIs derived based on multi-modal 
parcellation (Glasser, Coalson et al. 2016).  
Data of the two scans conducted on the first day was adopted as the training 
dataset, and one scan from the second day was used as validation and the other scan of 
the second day was testing dataset. Each scan has 1200 time frames in total, and this 
entire scan was cropped into multiple 100-time-frame periods with a step size of 1 time 
frame. Within each 100-time-frame period, time series was demeaned and normalized 
within each 100-time-frame period before being fed to our recurrent learning model. 
4.2.2 Recurrent learning model 
The recurrent neural network was applied to capture the sequential information in 
fMRI data. Our deep learning model architecture has three layers as shown in Figure 24. 
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The first layer is an average pooling layer with a length of 4 on the temporal axis. This 
layer reduces computation complexity by shortening the number of time points from 100 
time frames to 25 pooled time frames for the subsequent recurrent layer. Also, a 25% 
dropout was applied on the input to alleviate overfitting before the average pooling layer. 
The second layer is a recurrent layer with 256-dimension gated recurrent unit (GRU) as 
represented by the following equations. For simplicity, we will also refer the 256 
dimension GRU as 256 GRUs: 
    =  (   ∙ [ℎ   ,   ]) 
   =  (   ∙ [ℎ   ,   ]) 
ℎ   =    ℎ(   ∙ [  ℎ   ,   ]) 
ℎ  = (1 −   )ℎ    +   ℎ   
(3) 
where at time step t,    is the input of GRU, ℎ  is the output of GRU,    is the update gate 
and    is the reset gate.  ( ) = 1/(1 +  
  ) is the sigmoid function that maps the output 
value is between 0 and 1. Note that 25% dropout was also applied on both the input 
connections (from   ) and recurrent connections (from ℎ   ) to reduce overfitting. The 
recurrent layer will only generate output when it receives all the input data, which are 25 
time frames from average pooling layer. This output is then connected to the top softmax 
layer with100 outputs to predict which individual the data is from.  
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Figure 24 – The architecture of our three-layer recurrent neural network. A 25% 
dropout rate is applied to the input of average pooling layer as well as the input and 
recurrent connections of GRU layer. 
Our recurrent learning model was built using Keras (Chollet 2015) and trained 
with Adam optimizer (Kingma and Ba 2014). Learning rate of the optimizer was set to 
1×10-5, and batch size was 64. The model was trained on the training dataset. At each 
epoch of training, the model was saved together with its loss calculated on validation 
datasets. The best model was the one with minimum validation loss. Finally, the 
performance of the best model was evaluated on the test dataset. Note that the test dataset 
was not involved during the training process. 
4.2.3 Impact of preprocessing 
There is evidence in the literature has shown that global signal of fMRI during 
resting state is associated with physiological signals, such as breath, heart rate, and head 
motion (Burgess, Kandala et al. 2016, Power, Plitt et al. 2017). In order to test whether 
our model is sensitive to these kinds of physiological information, we processed the data 
both with and without the global signal regression and compared the results. We also 
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tested whether our model was sensitive to atlas by extracting the time course from two 
different atlases with different number of ROIs as mentioned in the previous sub-section. 
4.3 Results 
When predicting individual identity using only 100 time frames (72 seconds) of 
fMRI data, our model was able to achieve over 90% accuracy on validation and testing 
data. In contrast, functional connectome fingerprint, which only uses FC, achieved less 
than 70% accuracy on average (Finn, Shen et al. 2015). Table 1 shows the accuracy of 
our model on three different preprocessing approaches (with and without GSR and from 
two different atlases). We performed a paired t-test between the accuracy with and 
without GSR to show GSR significantly increased test accuracy on data 236 ROIs (effect 
size = 0.51, p = 1.37×10-6). Paired t-test was also conducted between the accuracy with 
236 and 360 ROIs to demonstrate that changing atlas affects the accuracy in a less 
significant way (effect size = 0.25, p = 0.014) on data with GSR. 
Table 1 – The validation accuracy and test accuracy of three different processing 
approaches. 
 
Validation accuracy Test accuracy 
236 ROIs w/o GSR 92.80% 89.89% 
236 ROIs w/ GSR 95.75% 94.43% 
360 ROIs w/ GSR 94.14% 93.20% 
The output of GRUs is shown in Figure 25. Dots with different colors represent 
data from different subjects. The output of GRU is a mapping from 256 dimensions to 2 
dimensions by t-distributed stochastic neighbor embedding (t-SNE) (Maaten and Hinton 
2008). As shown in the figure, data from different subjects are clustered together in the 
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second layer before going into the final classification layer, which is consistent with the 
high prediction accuracy. 
 
Figure 25 – Test data from different subjects are clustered as the output of the 
GRU. Dots with different colors are from different subjects. The 256-dimensional output 
of GRU is visualized in 2 dimensions by t-SNE. 
Figure 26 shows the output of one GRU with respect to different subjects and 
time points. Note that the output is between -1 and 1 due to the    ℎ function applied at 
the output of GRU. When a GRU is sensitive to 100 time frames of the input data, the 
GRU will output a high absolute value. Therefore, to discover what each GRU is 
sensitive to, we multiplied the rawdata with the corresponding output of GRU and 
summed the resultant spatial map of all the subjects over time. These weighted sum 
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spatial maps, referred to as GRU patterns, to characterize what is captured by GRUs and 
what is fed into to the classification layer as features. 
 
Figure 26 – The output of one GRU over time. Each row of the image represents the 
output of GRU with respect to a different subject. Each column of the image is the output 
of GRU at a particular time point. 
The resultant 256 GRU patterns resemble RSNs in the literature (Yeo, Krienen et 
al. 2011, Lee, Smyser et al. 2013). Figure 27 shows 5 representative GRU patterns 
corresponding to task positive network (TPN), default mode network (DMN), 
frontoparietal network (FPN), visual network (VN), and somatosensory motor network 
(SMN). We also noticed that variations of one RSN could be captured by multiple GRUs. 
In order to cluster similar GRU patterns together and understand the features captured by 
GRUs in general, we used hierarchical clustering with cosine distance metric and used 
0.8 as the threshold for demonstration purpose as shown in Figure 28. The threshold was 
chosen such that we had some diversity in the resultant clusters and not too many clusters 
with similar patterns. The cluster centers were computed by averaging all the GRU 
patterns in each cluster. 
 
Figure 27 – Five representative GRU patterns that resemble 5 different RSNs. 
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Figure 28 – Dendrogram of hierarchical clustering to group 256 GRU patterns into 
5 clusters. The red line indicates the threshold to separate all GRU patterns into clusters. 
The same approach was applied on the 3 differently preprocessed datasets to 
derive cluster centers of GRU patterns. This resulted in 5, 10, and 8 cluster centers on 
datasets of 236 ROIs without GSR, 236 ROIs with GSR, and 360 ROIs with GSR as 
shown in Figure 29. Some of the clusters only have a few GRU patterns in them; 
therefore, the average patterns of those clusters appear to be less smooth compared to the 
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rest. If we only focus on what most of the GRUs are sensitive to, Figure 30 summarizes 
those clusters that have more than 10 GRU patterns. 
 
Figure 29 – Cluster centers of GRU patterns with 3 different preprocessing 
approaches. The number below the image indicates the number of GRU patterns 
assigned to each cluster. 
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Figure 30 – Cluster centers of GRU patterns with 3 different preprocessing 
approaches. The number below the image indicates the number of GRU patterns 
assigned to each cluster. Only clusters with more than 10 GRU patterns are shown here. 
We noted that when and only when GSR was not performed, most of the GRUs 
captured whole brain deactivation and activation as shown by the first two images in the 
first row of Figure 30. In these two whole brain deactivation/activation images, 
somatosensory, motor, visual cortices appear to be the most deactivated/activated. 
Among all three different preprocessing approaches, positive DMN plus negative TPN 
(+DMN-TPN) and positive TPN plus negative DMN (+TPN-DMN) are captured by most 
GRUs. The number of GRUs capturing these two patterns is listed in Table 2. Also, 18 
GRUs detect positive SMN and VN together with negative DMN when GSR was not 
used. In contrast, 51 and 43 GRUs detect positive SMN and VN plus negative TPN after 
GSR with 236 and 360 ROIs respectively. Negative SMN and VN are also captured by 
GRU after performing GSR. 57 GRU patterns show negative SMN and VN plus positive 
TPN when using 236 ROIs, while 66 GRU patterns appear to be negative SMN and VN 
plus positive DMN when using 360 ROIs. 
Table 2 – The number of GRUs that capture +DMN-TPN and +TPN-DMN patterns 
under 3 different preprocessing approaches. 
 
+DMN-TPN +TPN-DMN 
236 ROIs w/o GSR 28 20 
236 ROIs w/ GSR 70 52 
360 ROIs w/ GSR 54 73 
We have also applied our model in gender prediction with HCP subjects. A total 
number of 803 subjects were used (600 for training, 100 for validation, 103 for testing). 
Following the same procedure, we were able to achieve a validation accuracy of 81.38% 
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and a test accuracy of 74.34%. The top five important features that were used to predict 
gender are shown in Figure 31. Among all the RSNs, SMN and FPN are the most 
valuable features for gender prediction. 
 
Figure 31 – Cluster centers of GRU patterns for gender prediction. The number 
below the image indicates the number of GRU patterns assigned to each cluster. Only 
clusters with more than 10 GRU patterns are shown here. 
4.4 Discussion 
A lot of effort has been devoted to reducing structural differences of individuals, 
such as developing brain template, volumetric registration, and surface registration 
(Robinson, Jbabdi et al. 2014) so that group level analysis can be conducted. However, 
we have shown that individual variability exists in how the brain functions over time. 
Given only 72 seconds of fMRI data, our recurrent model was able to predict the identity 
of each individual with 94+% accuracy. The implications of our results are discussed in 
the following paragraphs. 
We have shown that 100 time frames provide sufficient information to identify 
individuals, and our recurrent model outperforms the FC based approach in individual 
identification with 72s of fMRI data (94% vs 70%) (Finn, Shen et al. 2015). The FC 
based approach can be considered as handcraft feature selection plus k-nearest neighbor 
classifier (  = 1), while our recurrent model takes time series of multiple ROIs as input 
and learn its own features, i.e. GRU patterns, to make prediction. The dynamic nature of 
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FC can be one explanation of poor performance of FC based approach especially when 
only using 72s of data. However, it is also possible that the handcraft features, FC 
patterns, do not fully utilize the temporal information of the data, because the temporal 
axis is collapsed in FC and only the spatial information is preserved. In contrast, our 
recurrent model is able to use both spatial and temporal information of the data to derive 
better features to achieve the identification task. 
4.4.1 Duplications of GRU patterns 
The dropout layers in our recurrent model are the cause of the duplication in GRU 
patterns, while it also helps us understand which features are important. Dropout layer 
was introduced to deep learning to reduce overfitting by randomly setting some of the 
input dimension to zeros while preserving the rest (Srivastava, Hinton et al. 2014). In our 
model, dropout was applied on input layers as well as input and recurrent connections. If 
the feature is important, rather than entirely rely on one unit, the model will create 
multiple copies of the important features with some variations in GRU patterns just in 
case some GRUs are randomly set to zeros. This explains why many of our GRU patterns 
are similar. Actually, the number of GRU patterns that show a similar RSN reflects how 
important that RSN is when deciding the individual identity, i.e. how much the final 
decision relies on a particular RSN. 
4.4.2 Effect of anatomical differences 
Although data of all subjects are registered to a template, completely removing 
the anatomical difference is still difficult. To reduce anatomical contribution to individual 
difference, we used the data after volumetric and surface-based registration. The surface 
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registration applied on the HCP data, MSM-ALL, is a multimodal surface matching 
algorithm which also considered functional scans. Table 3 shows a great decrease in 
accuracy of the model when switching from resting state to language task fMRI. This 
decrease of accuracy is an evident suggesting that the individual discriminating power is 
based on brain function rather than purely anatomical differences of the subjects because 
the brain structure of the subject is the same between resting state and task. In fact, there 
is even no reposition of the subject between these two scans, because the language task 
and REST2 were both acquired on the same day. Several other aspects related to 
anatomical difference, such as partial volume effect and choice of atlases, are also worth 
noting. 
We believe partial volume effect does not benefit individual identification. Since 
training data are from the first day and validation and testing data are from the second 
day, the repositioning of the subject could have created a different partial volume effect. 
Moreover, the ROIs we used were 5 mm in radius and would have lessened the partial 
volume effect. Therefore, the individual identification ability is unlikely arising from the 
partial volume effect. 
We also tested whether the model is sensitive to the choice of atlases by using two 
sets of completely different ROIs. The 236 ROIs are generated based on coordinates of 
functional nodes from a meta-analysis, and each ROI has 5 mm radius, which leaves 
some of the brain region not covered by any ROIs. The 360 ROIs, in contrast, is based on 
a parcellation of the brain, in which all the cortical regions are accounted for. The 2nd and 
3rd rows of Table 1 indicate that the difference in atlases did not substantially affect the 
accuracy. Although the difference is statistically significant (p = 0.015), its effect size is 
 72
much lower compared to the difference caused by GSR (0.25 vs. 0.51). The 2nd and 3rd 
rows of Figure 30 show that the features extracted by GRUs are also very similar 
between the two atlases. They both have +DMN-TPN, +TPN-DMN, and +SMN+VN-
TPN patterns. When using 236 ROIs, GRUs tend to capture +TPN-SMN-VN, while with 
360 ROIs, GRUs capture +DMN-SMN-VN. Therefore, the change of atlases does affect 
the GRU patterns a little; however, most of the RSNs captured by GRUs remain the 
same, and this change does not affect the accuracy greatly.  
Table 3 – The test accuracy on resting state and language task fMRI of three 






236 ROIs w/o GSR 89.89% 55.09 % 
236 ROIs w/ GSR 94.43% 66.29% 
360 ROIs w/ GSR 93.20% 60.05% 
4.4.3 Effect of physiological signal 
Physiological information, such as respiration, heartbeat, and head motion affects 
the fMRI signal (Burgess, Kandala et al. 2016). For example, the effect of head motion 
was shown to be consistent across different scans of the same subject and correlated with 
some behavioral measurements (Siegel, Mitra et al. 2016). Meanwhile, this physiological 
signal has also been shown to be correlated with the global signal of fMRI (Power, Plitt 
et al. 2017). Therefore, to test whether our model is based on neuronal or physiological 
information, we compare the results before and after GSR. If our model substantially 
relies on this physiological signal, we expect to see a performance decrease after 
conducting GSR. Although GSR is not guaranteed to eliminate all the physiology related 
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variations, the fact that reducing this physiological signal actually increase the prediction 
accuracy suggests that our model does not heavily rely on physiological information to 
predict individual identification. In addition, most of the GRU patterns we derived 
resemble the conventional RSNs as shown in Figure 30. This also implies that our model 
is based on neuronal rather than physiological information to identify individuals. When 
comparing the GRU patterns derived without GSR and with GSR, the two global 
activation and deactivation patterns (first two images in the first row of Figure 30) are 
similar to the global signal correlation maps reported in literature (Power, Plitt et al. 
2017) where somatosensory, motor, visual cortices are shown to be most correlated with 
global signal. This physiological fluctuation in global signal affects the features captured 
by GRU, and thus diminishes the prediction power. 
4.4.4 Limitations and future directions 
Several limitations of the methodology and additional considerations should be 
noted. First, our results suggest that anatomical information was not the main source for 
individual identification power; however, volumetric and surface-based registration is not 
guaranteed to eliminate all anatomical differences. How much of the discriminating 
power arises from anatomical information needs further investigation. Second, GSR 
cannot assure the complete removal of the physiological signal. In fact, head motion is 
shown to have a local effect on fMRI signal (Burgess, Kandala et al. 2016, Siegel, Mitra 
et al. 2016). It needs to be further examined how this local effect of the physiological 
signal can affect the results. For future directions, we believe our model can also be used 
in behavioral prediction or classification of brain diseases. For example, we can predict 
the individual traits, such as gender (as shown in Figure 31), age, and fluid intelligence, 
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and visualize and sort the features get captured by the model. In this way, we can gain a 
better understanding of the relationship between these individual traits and brain function. 
With enough data, we can start investigate how brain affects the brain by performing 
disease classification and study the features captured by the model. 
4.5 Conclusion 
We have introduced recurrent neural network to individual identification based on 
resting state fMRI data. We claim that 100 time frames (72s) are sufficient for training 
and predict individual identity with over 90% accuracy. By analyzing data with 3 
different preprocessing approaches, we were able to show that our recurrent model can 
utilize neuronal information in fMRI data to extract GRU patterns and identify subjects. 
Therefore, we conclude that the brain functional fingerprints, i.e., spatiotemporal features 
of brain function, can improve our understanding of individual brains’ function. 
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CHAPTER 5. CONCLUSION AND FUTURE WORK 
We have introduced two machine learning models, GHMM and RNN, to 
systematically model brain temporal dynamics. For each of the two models, 
corresponding visualization and quantification of brain states has also been performed. 
With these approaches, we can compare differences in brain states caused by diseases, as 
well as individual and gender differences, visually and quantitatively. We have also 
broached several controversial preprocessing topics, such as global signal regression and 
temporal filtering. We have shown how these different steps affect the spatial and 
temporal patterns of brain states, and how they influence individual identification 
accuracy. 
5.1 Differences between GHMM and RNN 
Two models adopted in this work, GHMM and RNN, are both spatiotemporal 
models based on brain activation sequences; however, there are differences in the 
implementation of the models. For the methodology, GHMM has a finite number of 
hidden states which need to be specified before training. RNN, however, uses a high 
dimensional vector to represent its hidden states, which in theory can have an infinite 
number of hidden states, although the dimension of the hidden state vector is pre-defined. 
GHMM assumes the brain switches between states as a stochastic process, while the 
hidden state evolution of RNN is a deterministic process. For GHMM, the current brain 
state is only dependent on the previous state, which means the system does not have long 
term memory. For RNN, the current brain state depends on its previous state and current 
input as well, but with the update gate and reset gate, GRU theoretically can carry 
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memory indefinitely. The training processes of these two models are also different. We 
trained GHMM in an unsupervised learning fashion, which means we tried to find the 
model parameters that best fit the fMRI data. On the other hand, RNN, like many other 
deep learning models, is trained in a supervised learning fashion. This means that during 
training, both the fMRI data and the label (subject identity or gender) are fed into the 
model together so that it can find the best parameters to predict the individual label. Note 
that, since our RNN model has many more parameters than our GHMM, it requires a 
much larger dataset to achieve a satisfactory prediction performance.  
5.2 Similarities between GHMM and RNN 
Despite the differences in methodology, the brain states we derived from the two 
models share some commonalities. Note that in Chapter 4, we referred to the brain states 
derived by RNN as “GRU patterns” to emphasize that they are features learned by GRUs. 
First, the number of brain states in both models is similar. In GHMM, we restricted the 
total number of states to be 9 in order to achieve 100% algorithm stability, while in RNN, 
we derived 256 GRU patterns at first, then grouped them into 5, 8, and 10 brain states 
based on their similarity. This small total number of states is similar to that used in many 
other studies (Allen, Damaraju et al. 2014, Taghia, Ryali et al. 2017). Interestingly, we 
also see that small variations of the same brain state can also be captured by RNN. For 
example, in Figure 29 (2nd row, 1st column), we have 70 GRU patterns that look like 
activated DMN plus negative TPN. These variations in brain states are shown to be 
important when identifying individuals, which indicates that these variations could be a 
result of individual differences. It would be interesting to account for the contribution of 
individual differences and investigate whether some of these variations should be further 
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separated into different brain states. Second, most brain state spatial patterns derived by 
the two models are almost identical. For example, positive DMN plus negative TPN and 
negative DMN plus positive TPN are detected by both GHMM and RNN (S6 and S7 in 
Figure 3, 1st and 3rd column of 2nd row in Figure 29). This pair of brain states has been 
reported in other activation based studies (Liu, Chang et al. 2013). Also, activation and 
deactivation states over the whole brain are captured by both models (S1 and S2 in Figure 
3, 2nd and 1st column of 1st row in Figure 29) before performing global signal regression. 
The fact that these two methodologically different models derive very similar brain states 
indicates that the detected brain states play an essential role in characterizing brain 
function. 
5.3 Thesis contribution 
One contribution of this work is that by systematically modeling the brain state 
switching process, we can link the derived brain states with brain diseases and individual 
traits. For example, by training two GHMMs on PAE and control groups, we were able to 
show how PAE has altered the brain state switching process by reducing the anti-
correlation between the DMN and TPN networks. With enough training data, these two 
resulting models could be used as a generative model to examine which model fits a 
subject’s data better and thus classify whether a subject is PAE or not. There also exists 
advance training methods to further improve classification accuracy (Juang, Hou et al. 
1997) using the same model. As we mentioned in the introduction section of Chapter 3, 
the brain function alterations caused by PAE detected by stationary approaches are 
among multiple RSNs, including DMN, LPFN, RPFN, PMN, PVN, and ESVN. Some of 
these results contradict each other. Our model, however, inspects this problem from a 
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dynamic perspective, and most of the differences in brain states can be explained by the 
decoupling of DMN and TPN. It would be interesting to see whether other dynamic 
approaches will have similar results to ours. As another example, by identifying subjects 
and their gender, our RNN is able to associate different RSNs with different individual 
traits (Identity: DMN and TPN; gender: SMN). Non-neuronal signal, such as head motion 
and physiological fluctuation is known to contaminate the BOLD signal and is highly 
correlated with global signal. Our results in Table 1 suggest that these non-neuronal 
signals do not contribute greatly to inter-subject differences, while neuronal signal is 
what establishes an individual’s uniqueness. However, global signal can still potentially 
reveal group level differences as it is shown to be related with vigilance and arousal level 
(Wong, Olafsson et al. 2013). 
Our work has also provided additional information about which metrics 
characterize brain states better. Brain states can be defined as spatial activation or 
connectivity patterns that remain relatively stable for a short period of time (a few 
seconds to minutes). From the definition, there exists two different metrics that can 
represent a brain state. These are the spatial activation pattern of the brain (Liu, Chang et 
al. 2013, Liu and Duyn 2013), and connectivity between different brain regions (Allen, 
Damaraju et al. 2014). Both models introduced in this work utilize activation pattern of 
fMRI data to derive brain states. In Chapter 4, we demonstrated that our activation based 
model is better than a functional connectivity based approach in terms of individual 
identification accuracy (Finn, Shen et al. 2015). This result suggests that activation 
pattern based brain states can reveal more information than functional connectivity based 
brain states. Moreover, functional connectivity based analysis usually needs a pre-defined 
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fixed window length to compute correlation matrices. The length of the window should 
approximate the length of brain states which is often difficult to estimate (Shakil, Lee et 
al. 2016) beforehand. As shown in Chapter 2, our activation based model is able to detect 
brain states without a pre-defined window. Furthermore, we can compute the duration of 
each brain state after decoding the brain state transition sequence (Figure 4). Our results 
suggest that different brain states may have different durations. Also, each time a brain 
state occurs, it may have a slightly different duration. These findings all indicate that the 
fixed window length in functional connectivity based analysis can mix signals from two 
different brain states into one window, leading to signal cancellation. Therefore, an 
activation pattern based approach, which does not need a predefined window, offers more 
freedom in brain state characterization. 
5.4 Limitations and future work 
A few aspects regarding brain state metrics are worth investigating in the future. 
First, one functional connectivity pattern usually corresponds with two activation 
patterns. For example, the anti-correlation of DMN and TPN in functional connectivity 
will match with two opposite activation patterns: positive DMN plus negative TPN and 
negative DMN plus positive TPN (S6 and S7 in Figure 3). Moreover, the duration of 
these functional connectivity based brain states is on the order of minutes, while the 
duration of our activation based brains state is on the order of seconds. Therefore, it 
would be interesting to see whether the brain often switches between opposite brain 
activation patterns. This switching between opposite activation pattern may also involve 
some intermediate states, such as S9 in Figure 3. Further investigating and comparing the 
state transition sequence of both functional connectivity and activation based brain states 
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may explain the difference in brain state duration of the two different approaches and 
improve our understanding of how the brain functions over time. In Chapters 2 and 3, we 
used a multivariate Gaussian distribution to model the brain states, where the covariance 
matrix is restricted diagonally. This forces our model to capture activation based brain 
states. It has been shown that without the diagonal constraint, GHMM is able to capture 
functional connectivity based brain states (Eavani, Satterthwaite et al. 2013, Taghia, 
Ryali et al. 2017). The state sequence of this model will indicate what the duration of 
functional connectivity based brain states is, and how much it varies over time. It would 
be interesting to see what brain states can capture if we use a more complex emission 
distribution, such as a Gaussian mixture model. For example, several DMN activation 
patterns with some variations were presented in CAPs (Liu, Chang et al. 2013, Liu and 
Duyn 2013). With a Gaussian mixture model, these variations of the same RSN can be 
grouped into one single brain state and presented in a hierarchical way. 
In addition to the limitations of each model which is mentioned in each chapter, 
one limitation for current fMRI analysis is that BOLD signal is an indirect measurement 
of neuronal activity. This limitation hinders the interpretation of solely fMRI-based 
results. We believe future multimodal studies can overcome this limitation and deepen 
our understanding of the BOLD signal, which will further improve fMRI preprocessing 
by filtering out more nuisance signal. 
A few large cohort studies of brain diseases have already been started, such as UK 
biobank and Rhineland. Each of these studies will recruit tens of thousands to hundreds 
of thousands subjects. This huge amount of data leveraged by deep learning models will 
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