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Vision enables visual perception of one’s environs, as well as self-navigation within
space. Objects within our environs are visible by virtue of the fact that they reflect
light. To see or have visual perception, this light needs to be converted into an
electrical signal. This process is referred to as visual transduction and takes place
in the retina. Recently, it has become apparent that the convergence of rod and
cone systems in transduction is crucial to enable retina functionality. Specifically,
for local adaptation and contrast gain control in response to changes in illumination.
However, because research until recently showed that rod and cone pathways have
operated autonomously of each other, existing retinal models and designs of retinal
prosthesis have been of either one of these pathways and have not incorporated their
convergence.
In this thesis we introduce a new retina model, which is biologically plausible,
computationally simple and effective, and one that captures the convergence of rod
and cone pathways both in the Outer and Inner Plexiform Layers (O/I PL) of the
retina. In the OPL, we introduce rod cone convergence via electrical gap junctions
to simulate rod-cone coupling. We demonstrate that introducing convergence in the
OPL improves the perception of input stimuli and extends the range of adaptation to
light levels. In the IPL, we introduce the convergence by developing a simulated rod
On Bipolar Cell (ONBC) and introducing it via a rod pathway into the cone system
via an Amacrine model. At this layer, we were able to show improved visual acuity as
well as an increase in the dynamic range by improving contrast enhancement at very
high luminance levels. Our results are compared with biology to determine whether
rod and cone convergence gives rise to a better model of biology as measured through
the threshold versus intensity (tvi) function. We also assess the signal-to-noise ratio
results of the model when compared with an image processing technique to determine
if the model has computational benefits. The results obtained from our retinal model
show that if incorporated in the design of retinal prosthesis and visual systems used
in robotics, there should be marked improvement during visual processing.
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Terms Description of terminology
BasicRod
Our model for light adaptation with rod-cone convergence, 
enabled by a rudimentary rod model, one that doesn not 
necessarily comply with biology.
BioRod
Our model for light adaptation with rod-cone convergence, 
enabled by a biologically viable rod model.
CGC
Our model for contrast gain control with rod-cone pathway 
convergence, enabled by a biologically viable rod pathway 
model.
CGCNoRod
Our model for contrast gain control with no rod-cone pathway 
convergence
Contrast gain control
Modulation of any variance in contrast that is above the mean 
level of contrast.
Contrast perceptual constancy
When a quantitative analysis has been performed and the 
measure of contrast does not vary much above the mean level 
of contrast even when the levels of illumination introduced 
varies significantly.
Coupling
When pertinent information pertaining to a visual scene is 
transmitted between neurons via electrical gap junctions.  It 
allows for local and global adaptation.
Graded potential
Membrane potential that is neither all or none and is only 
generated within the retina in both the OPL and the IPL.
Integration
Refers to the introduction of rod output into the cone pathway.  
We use this term interchangeably with rod-cone convergence.
Lateral neurons
Neurons that allow for feedback within the OPL and the IPL 
and can either be HCs or Amacrine cells.
Light adaptation
Modulation of sensitivity to the brightness of an object even as 
levels of illumination vary to allow near similar perception of 
the same object, so that there is reduced demand on the brain.
Macular degeneration
Eye condition that is age related and which leads to gradual loss 
of central vision.
Michaelis-Menten function
Saturating non-linearity used to model biological behaviour. 
Can sometimes be referred to as the Naka-Rushton function.
NoRod Our model for light adaptation with no rod-cone convergence.
Perceptual constancy
When an object under varying conditions of illumination is 
perceived not to change significantly.
Phototransduction Conversion of input intensity into an electrical signal.
Retinitis pigmentosa
Degenerative eye disease caused by progressive degeneration of 
photoreceptors, it causes visual impairment.
Rod input factor
The parameter we introduced to facilitate improved biological 
viability during rod-cone convergence for our light adaptation 
model.
Rod-cone convergence
Refers to the introduction of rod output into the cone pathway.  
We use this term interchangeably with integration.
Signal-to-noise ratio (SNR)
A variation of SNR, Peak SNR (PSNR), is what we use for 
quantitative analysis in our thesis.  It is calculated in decibals 
and whose value lets us know how much the output generated 
by our model, which is a noisy approximation of the input 
intensity, closely replicates the input intensity.
tvi Function/Paradigm
Main paradigm used to evaluate biological viability of our 
retina model.
Unsharp mask
A contrast enhancement algorithm, which we use in our 
quantitative analysis of our OPL and IPL retina level model.
Visual acuity Sharpness of vision.
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Chapter 1
Introduction
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1.1 Context and Inspiration
Retinitis pigmentosa and age related macular degeneration are examples of human
retina degeneration that contribute to about 50% of the causes of total blindness [35].
To date, no medical procedure or treatment exists that can help with the regeneration
of the affected retina neurons. A possible solution however, lies with retinal prosthesis.
The design and development of which is informed by the biological visual systems at
retina level. The reason for this being that mechanisms employed by the retina
enable them to outperform existing man-made image processing devices, even retinal
prosthesis. These mechanisms serve therefore to inform and motivate the design
of man-made image acquiring devices, hinged on similar principles. It is therefore
important to simulate any new findings or aspects related to retinal functionality with
a desire to further improve the performance of existing man-made image acquisition
devices, as well as to contribute to the existing body of information pertaining to the
retina.
Over the past century, great strides in the understanding of how visual information
is processed have been made [59, 100, 102, 81]. The mid 1860s saw the beginning
of amazing discoveries as pertains to aspects of the visual system. Schultze in this
period discovered the existence of two distinct photoreceptors [87]; Rods and Cones.
Santiago Ramon y Cajal in the 1930s discovered the existence of distinct retinal
ganglion classes. Since then, further information as pertains to the understanding of
how visual scenes are processed have been made. The comprehension of biological
systems and visual processes specifically lends itself to application in the development
of retinal prosthesis and robotics. Two labs this past year, Ryad Benosmans [53, 16]
and Daniel Palankers [70, 69] have simulated aspects of the retina to improve obstacle
avoidance in mobile robots and restore visual acuity up to 20/250 for those with visual
impairments, respectively.
For visual perception (sight) to happen, the retina has to be able to respond to
external stimuli, light in this case. It does so by converting light into an electrical
signal, the only currency for transmitting information within the nervous system.
The process by which this conversion takes place is referred to as visual transduction.
In the recent past, aspects pertaining to the visual transduction process have become
more apparent. One such aspect is the importance of the convergence of the rod
and cone systems to local adaptation and contrast gain control, processes extremely
vital to the visual transduction process and therefore to adequate vision. However,
because research until recently showed that rod and cone pathways have operated
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autonomously of each other, existing retinal models and designs of retinal prosthesis
have been of either one of these pathways and have not incorporated their convergence.
The retina consists of the following neurons, light sensitive neurons (photorecep-
tors), Horizontal Cells (HCs), Bipolar Cells (BCs), Amacrine and Retinal Ganglion
Cells (RGCs). The retina performs various key operations on incoming images in
order to facilitate higher-level visual processing. These operations include light adap-
tation, contrast gain control and spike generation. Because photoreceptors operate
within a range of intensities that can go up to 108, whereas RGCs can only signal
meaningful information within the range of up to 102, there needs to be some form
of data or signal compression. The compression of this visual data will facilitate and
enhance the transmission of relevant spatial and temporal information inherent in
any visual stimuli [58, 42, 22, 81].
Light adaptation is achieved by the following processes: the conversion of light
by photoreceptors, into electrical signals that the brain can understand in a process
referred to as photo-transduction; transfer of visual information from layer to layer
within the retina; and data reduction, via negative feedback to the photoreceptors
from HCs. To inform the design and development of our simulator, we looked at
bio-inspired retina simulators that replicate light adaptation, so as to establish their
organisation and observe how they go about making the relevant computations. To
this end, we looked for simulations with adaptive features, specifically the dynamic
adaptation of receptive field sizes as a function of the level of illumination, which
together with the cascade of chemical activations forms the necessary processes for
phototransduction. These processes were replicated by the use of the Michaelis-
Menten saturation function, low-pass filters and Gaussian operators [88, 89, 115,
117]. Cone-cone coupling was best replicated by a visual acuity function [89] and a
Difference-of-Gaussians (DoG) was used to simulate negative HC feedback [88, 89,
115, 117].
Contrast in a visual scene refers to the extent of luminance variation in the stim-
ulus relative to the average luminance. Gain in this context refers to the ratio be-
tween how often response changes and existing change within the stimulus extent [90].
We can therefore describe contrast gain as the impact of local contrast of a visual
stimuli on the transfer properties or the response of the retina [92], and is there-
fore intrinsically non-linear and dynamic [117]. Contrast gain control is dependant
on spatio-temporal frequencies [92] and is facilitated by the antagonistic mechanism
inherent in BCs [91]. BCs generally receive centre input from photoreceptors and
surround information from HCs [88] and the differencing of these inputs gives rise to
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our spatio-temporal frequency. Contrast gain consequently controls or adapts the size
of BC receptive fields. Receptive fields typically have ON and OFF sub variants, with
the ON variant evoking a positive response to bright light and a negative response to
dark light and vice versa for the OFF region [13]. At this level visual information is
compressed as an extension of local adaptation. To capture the antagonistic nature
due to the morphological structure of BCs, these simulators [88, 89, 115, 117] em-
ploy a differencing operation in combination with varying functions; an arctangent
function, or, divisive amacrince cell feedback, or, a variable leakage and a divisive
feedback loop. Because the receptive fields (RFs) of the pre-synaptic neurons to BCs
have a Gaussian extent, the resulting BC RFs is modelled predominantly as a DoG.
1.2 What Needs to be Addressed
As previously indicated, in the more recent past information pertaining to the vi-
sual transduction process has come to light. Trumpler [102], Thoreson [100] and
Schiller [81] have come to conclusion that there is strong convergence between the rod
and cone pathways. However, before then, rods and cones, which consist of unique
pathways that ’run’ through the retinal layers, were thought to be autonomous of
each other until the RGC layer, where the rod pathway piggy backs onto the cone
pathway. Jennifer Trumpler and her team in 2008 showed that there was exten-
sive interaction between rod and cone pathways through rod-cone coupling, which
arises due to the presence of electrical gap junctions that exist between these two dis-
tinct photoreceptors. They also further indicated that this interaction was essential
to adaptation of photoreceptor sensitivity to varying levels of ambient illumination.
Schiller more recently alluded to further importance of this convergence by proposing
a retina structure with this convergence and discussing in detail the importance of
parallel information processing of which rod and cone pathways are one. All this,
together with the work done by John McCann’s lab [60], showing that rods and cones
although structurally different and consisting of different time constants, have very
similar spatial extents, therefore leading us to the assumption that retinal prosthesis
should inform their design on more than cone/cone pathway only models. Therefore,
in order to better inform the design of retinal prosthesis and even visual systems used
in robotics, it is necessary to build a model that adequately captures new aspects
of biology recently brought to light, pertaining to rod cone convergence within the
retina. Something, current models do not do.
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Existing retina simulators may not therefore, adequately capture aspects of the
visual transduction process, which have become more apparent in the more recent
past. Some of these recent discoveries include:
1. Existence of parallel information processing channels the retina creates so as
to [81]
(a) Rapidly process images by virtue of either light increment or decrement
(b) Process fine detail, wavelength information and stereoscopic depth cues
whilst processing motion and flicker, and motion parallax cues for depth
perception.
(c) Stabilizing images on the retina to prevent the blurring of images when an
organism is in motion.
2. Importance of the convergence of the rod and cone systems to local adaptation,
a process that is extremely vital to the visual transduction process and therefore
to adequate vision [100, 102].
3. A minority of Retinal Ganglion Cells (RGCs) express the photopigment melanopsin
and therefore are functional photoreceptors [120]
1.3 What this Thesis is About
1.3.1 Thesis Questions
The aim of this thesis therefore is to develop a comprehensive retina simulator, which
ideally should adequately capture important aspects of the more recently established
biological facts surrounding visual processing within the retina. The retina model
should also be computationally simple and effective, so as to reduce the divide between
neuroscience and computational simulations of psychophysical functionality, with the
aim of meeting present challenges that advocates for a broader reference point for
intelligent behaviour [14, 17]. By the model developed we intend to answer two
questions. First, what effect does rod-cone convergence have on retina functionality
(light adaptation and contrast gain control)? Secondly, how might this convergence
be exploited?
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1.3.2 Structure of Thesis
This thesis contains five chapters excluding this one, with the next chapter, Chapter 2,
covering information concerning the retina. In this Chapter we look at the structure
of the retina. To inform this discussion we first looked at neurons in general and
discussed polarisation in some detail due to the different way retinal neurons. We then
discuss the distinct participating neurons found within the retina and in what layers
they fall. To model the retina we choose to do so by simulating its functionality and
to this end we covered the functions attributed to the retina and how they propagated
vision. The final section of this Chapter, we identify other similar work that informed
us on existing retina models and their design.
Chapter 3 covers the first functionality of the retina, light adaptation and here were
discuss in detail the processes involved and the associated implications as pertains to
adequate vision. We then discuss our model and how light adaptation is simulated.
Because the significance of our thesis is related to rod influence, which constitutes our
spatial extent, we therefore delve into how our model expresses this detail. We then
discuss the performance of our models it simulates light adaptation in comparison
with biology. Due to this evaluation , we made significant adjustments to our model
that formed the next few sections of this chapter.
In Chapter 4, we cover contrast gain control. We detail the participating pathways,
neurons and processes. As with Chapter 3, we discuss how our model simulates this
functionality and how we introduce rod influence. We then measure performance of
our model as we simulate contrast gain control. We further express our spatial extent
and the changes to our model made base on our evaluation.
Chapter 5 consists of our approach to qualify the importance of rod input as our
spatial extent. In this Chapter we use the Signal-to-Noise ratio (SNR) to help quantify
significance of rod influence. It is in this Chapter we outline possible applicability of
rod-cone convergence.
In Chapter 6 we conclude this thesis, by giving a synopsis of what we have under-
stood about rod-cone convergence and discuss possible future applicability this work
presents.
1.3.3 Thesis Contributions
1.3.3.1 Posters, Papers and Publications
1. Poster presentation at the Bernstein Conference 2014 in Goettingen, Germany;
Title: Modelling Rod-Cone Convergence to Improve Our Understanding of How
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Quality of Vision is Impacted Authors: Kendi Muchungi, Matthew Casey and
Andre Gruning [56]
2. Published paper with the International Conference on Artificial Neural Net-
works (ICANN) in Lausanne, Switzerland 2012; Title Simulating Light Adap-
tation in the Retina with Rod-Cone Coupling Authors: Kendi Muchungi and
Matthew Casey [57]
3. Paper presentation during the 9th Annual Computing Department PhD Confer-
ence, University of Surrey 2012, UK; Title: Computational Simulation of Light
Adaptation Incorporating Rod-Cone Coupling Authors: Kendi Muchungi and
Matthew Casey
4. Poster presentation during the 2nd PGR University of Surrey Conference 2012;
Title: Poster Computational Simulator of the Retina: A Biological Cone Model
with Rod-Cone Coupling Authors: Kendi Muchungi and Matthew Casey
5. Poster presentation during the 8th Annual Computing Department PhD Con-
ference, University of Surrey 2011, UK; Title: Comprehensive Computational
Model of the Retina: Simulating the Photo-transduction Process Authors: Kendi
Muchungi and Matthew Casey
1.3.3.2 Model Contributions
1. A biologically viable model of the cone pathway at the OPL level with rod-cone
integration via rod-cone coupling : We developed a model built on the strength
of biological parameters and compared against the tvi function a neurobiologi-
cal experiment. The results of which were comparable to biology, and therefore
demonstrating a computational model that effectively simulates light adapta-
tion [65, 64]
2. A biologically viable model of the cone pathway at the IPL level with rod-cone
integration via rod Bipolar Cells (rod ONBCs) and Amacrine Cells : We de-
veloped a model that can simulate contrast gain control in the retina on the
strength of biological parameters and compared its performance against the tvi-
function, thus demonstrating a computational model that effectively simulates
biology [64].
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3. Unique method of evaluating model performance: Via SNR, we used a quanti-
tative analysis approach to evaluate performance against existing contrast en-
hancement algorithm and our model when with and then without rod influence.
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Chapter 2
About the Retina
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2.1 About the Retina: General structure of the
Retina
Vision allows for interaction with the world and ones self [90, 6]. It facilitates the
various aspects that pertain to visual perception (exteroception; perception of the
exterior world, and, proprioception; perception of oneself in space) [45]. It can there-
fore be said that vision enables one to navigate within one’s environs, as well as self
orientation within space. For vision to be possible, light has to then be converted into
an electrical signal. Faces, creatures and objects thereby become visible by virtue of
the fact that they reflect light [42]. And because light travels at extremely high speed,
this allows for very rapid assessment of shape, size, position, speed and direction of
movement [63, 101]. The retina is the part of the eye responsible for the conversion
of light into an electrical signal. Once there is an electrical signal, the brain can then
interpret that which is reflecting light. This conversion is therefore imperative for
vision. The involvement of the retina in this process therefore renders understanding
the retina, its structure and functionality relevant to our research. A better under-
standing of retina functionality automatically lends itself to the question, how is this
functionality captured computationally? In Section 2.3 we will take a look at the
how, but for now we discuss the general structure of the retina and determine what
its functionalities are.
The human eye contains two successive lenses, the Cornea and Crystalline, which
project light into the back of the eye. The Cornea is the more powerful lens and
accounts for about 70% of convergence in eyes, with Crystalline providing additional
convergence. The eye’s lenses work together to ensure that retinal images fit precisely
at the back of the eye, the retina. The image projected on the retina is reversed, just
like with any convergence lens. The eye also has an adapting diaphragm known as the
iris, whose pigment defines the colour of our eyes. The iris has an adaptive aperture
referred to as the pupil, which allows the iris to provide the eyes first adaptation to
visual stimuli. The retina comprises nerve cells, which are stimulated by two dimen-
sional images in a three dimensional world [40]. It is spherical in nature, generally with
a radius of 17mm and an area of 1100mm2 [63, 101, 40]. The retina is home to five
functional classes of neurons: photoreceptors, horizontal cells, bipolar cells, amacrine
cells, and retinal ganglion cells, and has five structural layers [84, 6, 73, 101, 33].The
connections and the processes between the retina neuronal cells are discussed further,
in the two subsequent segments of this chapter. In Sub-section 2.1.2 we discuss the
participating neurons and the processes involved in detail.
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Figure 2.1: Diagram showing a the three parts of a neuron, the Dendrites, Cell and Axon [73]
2.1.1 Neurons in General
To set up the conversation pertaining to retinal neurons, in this sub-section we answer
the question what are neurons? A neuron produces nerve impulses in response to
stimuli. There are two types of stimuli, external and internal. External stimuli
consists of light, sound, touch, smell and taste [73]. Neurons normally consist of three
parts; a cell body, dendrites and an axon. The cell body contains a nucleus surrounded
by cytoplasm, which contains lysosomes, mitochondria and a golgi complex [63, 101].
Dendrites on most occasions form the receiving segment of the neuron. The axon in
turn propagates nerve impulses towards either another neuron, muscle fibre or gland
cell [101]. When a neuron does not have an axon it tends to communicate directly
with other cells via gap junctions [63, 73, 101]. Gap junctions are very common in
visceral smooth muscles, cardiac muscles, the developing embryo and the retina [101].
Neurons propagate impulses via synapses, which allow information regarding stimuli
to be filtered, integrated and ultimately propagated [73]. There exists two kinds of
synapses; Electrical synapse and Chemical synapse [101].
Electrical synapses have two distinct and highly significant advantages over chem-
ical synapses.
1. Fast Communication: Electrical synapses are only present where gap junctions
are present between cells. They allow for direct communication that is not
possible in chemical synapses. A good example is the communication between
some of the retinal neurons.
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2. Synchronization: Electrical synapses are vital for synchronising activity in a
group of neurons of muscle fibres by producing spikes/nerve impulses/Action
Potentials (APs) in unison where gap junctions exist. This activity contributes
to processes such as the coordination of heart muscles and visceral smooth
muscles during their contraction or expansion.
For chemical synapses, there exists a synaptic cleft between pre- and post-synaptic
neuron plasma membranes [63, 73, 101]. The pre-synaptic neuron that has generated
a nerve impulse releases neurotransmitters, which are chemical in nature. These
neurotransmitters then diffuse through the synaptic cleft and bind to receptors in
the post-synaptic neuron. The post-synaptic neuron on receiving neurotransmitters
produce graded responses that are electrical in nature and are either excitatory or
inhibitory. Because the electrical impulse within the neuron must generate a chem-
ical response, this renders the chemical synapse that much slower than an electrical
synapse.
Neurons are excitable, a property prompted by the fact that neurons are usu-
ally near the point of transition or bifurcation [47]. When they move/transition,
they do so from a state of rest to that of sustained generation of nerve impulses or
spiking activity [47]. Transition is made possible due to the structure of the neu-
ron. It is encased by a membrane that is semi-permeable and consists of about
four types of channels. These channels contribute to firing with a neuron. The four
possible types of channels in a neuron are leakage channels, ligand-gated channels,
mechanical-gated channels and voltage-gated channels [73, 101, 47]. These channels
allow specific ions to permeate either into or out of a neuron. The ions that partici-
pate in the firing and propagation of a neuron impulse are Sodium/Natrium (Na+),
Potassium/Kalum(K+), Chloride (Cl−), Calcium (Ca+2) and negatively charged pro-
teins generated inside the cell body of a neuron and is denoted by (A−), and which
(A−, that is) does not permeate out of the cell [73, 101, 47]. When a neuron is in
a state of rest, there is a higher concentration of K+ on the inside of a neuron’s
membrane than on the outside, and more Na+ and Cl− on the outside than the
inside of the membrane. The participating ions all contribute to the ionic currents,
which in tureen contribute to the sustenance and propagation of electrical activity in
neurons [47].
The difference in electrical charge between the inside and outside of a neuron’s cell
membrane is referred to as Membrane Potential [73]. When a neuron is in a state of
rest, the electrical charge on the inside is 70mV less than in the outside. Therefore,
resting potential is attained when an electrical charge of −70mV is built across the
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membrane of the neuron [73, 47]. Polarized is the term used to describe a neuron
when it is at resting potential. When a neuron spikes and moves away from a state
or rest, it is considered to no longer be polarised and can either be depolarized or
hyper-polarized.
Figure 2.2: Diagram of a Neuron’s cell body showing forces in play when at rest [73]
2.1.1.1 Polarization
When a neuron spikes and moves away from a state of rest, it is considered to no longer
be polarized. To understand the reason as to why a neuron spikes, it is important to
understand what factors contribute to polarisation and how these factors are altered
leading up to either depolarization or hyper-polarization. There are four factors that
contribute to the polarisation of a neuron; two forces and to membrane properties or
features [73]. The term forces does sound slightly ominous, but in this context refers
to random motion [73] or pressure from concentration gradient [47] and electrostatic
pressure [73] or electric potential gradient [47].
• Pressure from Concentration Gradient: This is where ions diffuse in or out a
cell down their concentration gradient. Ions tend to move from areas of high
concentration to those of lower concentration.
• Electric Potential Gradient: This is where like charges in the same area are dis-
persed by the repulsion among like charges and attraction to opposite charges.
As pertains to membrane features:
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• Differential permeability of the participation ions:
– K+ ions are more readily permeable cause there exist more K+ leakage
channels.
– Na+ ions on the other hand are less readily permeable because there exist
fewer Na+ leakage channels
– A− are produced within the neuron and are impermeable, therefore, they
do not leave the cell at any given time.
• Sodium Potassium Pump: In the 1950′s Hodgkin and Huxley discovered that
when a neuron was said to be at rest, there was still the eﬄux of K+ ions
out and influx of Na+ ions into the neuron. This movement of ions across a
neurons membrane should surely move a neuron from a state of rest, but as
was determined by Hodgkin and Huxley, there existed a pun, a Na+ K+ pump,
which retained the neuron’s state of rest. This pump pushes out 3 Na+ ions
for every 2 K+ ions pushed in.
In addition to discovering the Na+ K+ pump, Hodgkin and Huxley also deter-
mined that Cl− had 70mV pressure from concentration gradient counteracted by
−70mV electrostatic pressure from A− [73]. That K+ had −90mV pressure from
concentration gradient, whereas Na+ had 50mV and that both K+ and Na+ had
70mV electrostatic pressure from A− [73, 101]. Figure 2.2 paints the pretty picture
that pertains to the forces at play when a neuron is at rest. When all inward and
outward ionic currents balance each other out, the net membrane current becomes
zero and is referred to as the Equilibrium Potential or the Nernst Potential and whose
value is given by the Nernst Equation 2.1. Where R,T , and F are the gas constant
(8.314 J mol−1 K−1), temperature (in K), and Faraday constant (96485 C) respec-
tively. With ln ionoutside
ioninside
making the reaction quotient [47].
Eion =
RT
zF
ln
[ion]outside
[ion]inside
(2.1)
A neuron is said to be depolarized when the ratio of positively charged ions to neg-
atively charged ions around the cell membrane is higher inside than outside the neuron
and hyper-polarized when the reverse is true [73, 101, 47]. When there is stimulation
that depolarizes the cell membrane, a nerve impulse/spike/action potential is gener-
ated once the threshold of excitation for that neuron is attained [101]. This should
then lead to a conversation about potentials. As pertains to depolarization there are
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Figure 2.3: This is a schematic section through the human eye. It also shows a schematic enhancement of the
retina. [50]
two schools of thought in this regard. [46, 101] attribute the upstroke/depolarization
of a cell’s membrane to the influx of Na+ ions, when previously closed Na+ voltage-
gated channels open in response to stimuli that has attained a neuron’s threshold of
excitation (ToE). [73] on the other hand, is of the view that previously closed Na+
and K+ voltage-gated channels must open. Whichever school of thought one adopts,
a neurons ToE has to be attained first.
2.1.2 Classes of Retina Neurons
Figure 2.3 is a schematic presentation of the human eye. In this section we will
discuss in more detail the classes consistent with the human retina. However, before
we do so, we give a brief comparison between the human retina and that of a cat.
We make this comparison predominantly because majority of the initial experiments
of the retina were performed on cats [27].
Humans have a visual field of 180◦ and cats have 200◦. When detail in an object is
perceived clearly this is known as visual acuity. The measurement for acuity is cycles
per degree and humans can see 30 cycles per degree, cats only have 6. The higher
the number of cycles per degree indicates a higher number of clearly distinguishable
lines in a degree of the visual field [27].
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Figure 2.4: Snellen Chart developed by Herman Snellen in 1862 used to measure visual acuity and is usually
placed at a distance 20ft with the person taking the test having to cover one eye at a time.
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With no visual impairments, humans generally have acuity of 20/20, whereas cats
have acuity between 20/100 and 20/200, calculations based on the Snellen method,
which uses the Snellen Chart; Figure 2.4.
Figure 2.5: Diagram of the organisation and classes of the human retina. [50]
Below we now discuss in more detail the five classes of the human retina.
1. Photoreceptors : The nervous system comprises sensory receptors, which are
neurons specialised to respond to stimuli. In the visual system, these neurons
are referred to as photoreceptors. When a supra-threshold stimulus is applied to
photoreceptors, their associated nerve fibre (Retina Ganglion axons in this case)
should then discharge. The process by which this takes place is known as trans-
duction [45, 42]. As mentioned in Section 2.1, seeing involves the conversion
of light from an external environment into electrical signals. These electrical
signals are then processed within the retina and sent to the brain for further
analysis and interpretation [6, 40]. Until very recently though, only two types
of photoreceptors had been identified; rods and cones [6, 20, 51, 96, 73, 101, 33].
In 2008 however, a third type of photoreceptor was identified within the Gan-
glion class of cells referred to as the intrinsically photosensitive retinal ganglion
cells (ipRGCs) [120, 81]. Rods and cones house a parallel stark of equal, equip-
distance disc membranes, which according to [59, 73]:
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• Float within the cytoplasm
• Contain numerous amounts of cGMP-gated ion channels
• Have high concentrations of the visual pigment that consist of the pigment
opsin and is linked to 11-cis-retinal (a derivative of vitamin A) [57], which
renders them light sensitive
• Have the G protein, Transducin (Gt), a G protein-coupled receptor [57]
• The effector enzyme, cyclic Guanosine Monophosphate (cGMP) Phospho-
diesterase (PDE)
Cones are dedicated to day light vision (photopic vision) [40] and are responsible
for the perception of fine temporal and spatial detail [93], as well as for colour
vision [93, 40]. On the other hand, rods are thought to be predominantly for
dim light (scotopic vision) [40, 71] and appear to be superimposed upon pre-
existing cone circuitry [93, 81]. In mammals, rods outnumber cones 20-fold [59],
with cones accounting for about 7 million of the retinal neurons in each eye
and cones, about 30 million. When both rods and cones are at rest, they are
depolarized [40]. When exposed to light, there is a reduction in the synaptic
release of glutamate [93] and hence they hyper-polarize.
2. Horizontal Cells (HCs) [20]: Are lateral interneurons contained within the outer
nuclear layer. There exist two kinds of HCs - HI and HII [59, 102]. HCs have
dendritic processes that stimulate the axon terminals of the photoreceptors and
form the lateral elements of a synaptic triad. This triad consists of photorecep-
tors, Bipolar Cells (BCs) and HCs. They provide negative feedback signals to
photoreceptors, whilst by direct feedforward connections to BCs, influence the
generation of the receptive field of BCs.
3. Bipolar Cells (BCs) [33, 81]: BCs contain two pathways, which are dependent
on their location with respect to centrally located light. When photorecep-
tors are exposed to light, they hyperpolarize and release the neurotransmit-
ter, glutamate. Glutamate behaves differently on the two main BC pathways:
ON-Centre BCs (OnBCs) are depolarized and OFF-Centre BCs (OffBCs) are
hyper-polarized. There exist two OnBCs: Rod-OnBCs and Cone-OnBCs and a
single OffBC: Cone-OffBCs. OnBCs are both flanked by two HCs. OffBCs have
sign-conserving ionotropic glutamate receptors (iGluRs), implying that OffBCs
polarise in the same ’direction’ or manner as do photoreceptors. OnBCs have
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sign-inverting metabotropic glutamate receptors (mGluR6), which polarise in a
dissimilar manner to that of the photoreceptors. One Rod-OnBC connects with
several rods, whereas, in the fovea one cone connects with at least two BCs,
one Cone-OnBC and one Cone-OffBC. Cone OnBCs and OffBCs connect with
Retinal Ganglion Cells (RGCs). Refer to Figure 2.9 for a visual representation
of this information. BCs can also be subdivided into two classes: Midget and
Parasol/Diffuse [59]. We will discuss BC pathways and classes in more detail in
Section 4.1 at which point we will be drilling down what aspects will be being
modelled.
Figure 2.6: Amacrine Cells known to receive Rod-OnBC input.
4. Amacrine Cells [59, 33, 81, 48, 50, 40]: There are over 20 types of amacrine cells.
According to Masland [59] there are 29 types, however, according to He´rault [40]
there are 25 types. Whichever the case these cells act as inhibitory neurons,
which add a transient behaviour to BC signals. Amacrine cells have distinct,
and depending on their type, different pre- and postsynaptic partners, have
various neurotransmitters sample both narrow and broad areas of the visual
scene, with some communicating in a single inner synaptic and others among
many. Their molecules and their form indicate multitude functionalities [59].
Like HCs, Amacrine Cells are lateral interneurons that are contained within the
inner nuclear layer [20].
Some well known amacrine cells are:
• AII-Type: Rod-OnBCs connect with RGCs via AII only and transmit an
inverted signal. Use Glycine and GABA neurotransmitters. AII makes
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two contacts:
– A gap synaptic junction with Cone-OnBCs axonal terminal [33], im-
plying that the Action Potential(AP) generated by AII conducts di-
rectly with Cone-OnBCs (due to the electrical synapse [101] gap junc-
tions create).
– A glycinergic (inhibitory) synaptic junction with OffRGCs.
• A17-Type: Connect Rod-OnBCs with Rod-OnBCs. They are quite sensi-
tive to low light conditions and have GABA neurotransmitters.
• A8-Type: Participate in cone pathways only. Their input comes from
ConeBCs and constitutes the dominant output to Off-Center RGCs.
• A13-Type: Are adjacent to ConeBCs and RodBCs and have reciprocal
synapses with both types of BCs. Also make synaptic output to Off-Center
RGCs.
Midget Systems Parasol Systems
Size Small Large
Dendritic Arbours 1/3 Parasol 3* Midget
Receptive Field Diameter 1/3 Parasol 3* Midget
Axon Size Small Large
Input Single Cell Several Cells of a none Specific type
Subvariants ON and OFF Center ON and OFF Center
Response Sustained Transient
Projection Connect with Parvocellular Layer in the LGN Connect with Magnocellular Layer in the LGN
Functions Processing of Processing of
Colour
Pattern Depth analysis based on motion parallax
Texture Motion perception
Stereoscopic depth perception Flicker perception
Extend range of visual info in high spatial domain Extend range of visual info in temporal domain
Discriminates brightness Discriminates brightness
Figure 2.7: Comparison of Midget and Parasol Systems inspired by Peter Schiller [81].
5. Retinal Ganglion Cells (RGCs): BCs propagate signals to the brain via RGCs,
which travel along their relatively elongated axons that make up the optic nerve
fibre. There are 10 to 15 types of RGCs [59]. The three main types however,
are parvo-cellular, magno-cellular and konio-cellular cells. Parvo-cellular cells or
Midget RGCs are colour sensitive and responsive to the perception of depth [84,
81] and connect to the parvo-cellular layer in the Lateral Genicular Nucleus
(LGN) in the Thalamus [103, 95, 77]. Magno-cellular cells/Parasol RGCs, have 3
times the dendritic arbors and receptive fields of those of the Midget RGCs [81].
They do not convey colour information however, but can convey changes in
colour if colour contrast is significant enough. Parasol RGCs are responsive
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Figure 2.8: A is a cross section of Golgi-stained midget and parasol cells. B shows the dendritic arbours of a
midget and parasol cell at comparable eccentricities. [Reprinted from Peter Schiller,2010] [81]
to motion, that is temporal processing of motion and flicker [81] and connect
to the mango-cellular layer in the LGN [103, 95, 77]. Konio-cellular cells or K-
RGCs project extensively to the superior colliculus and the pretectal nuclei [81].
K-RGCs are directionally selective cells and respond to higher velocities [81].
2.1.3 Layers within the Retina
The different classes of neurons mentioned in subsection 2.1.2 are arranged into three
layers: the outer nuclear layer, the inner nuclear layer and the ganglion cell layer.
The retina also contains the cell perikya and two plexiform layers, which enable con-
nections between the nuclear layers. The outer plexiform layer (OPL) and the inner
plexiform layer (IPL) constitute the nuclear layers. In general, BCs carry stimulus sig-
nal from the OPL to the IPL. They do this by connecting in the inner nuclear layer or
inner retina with different RGCs at different sub-lamina levels of the IPL [59, 40, 81].
This fact is important because different receptors and channels have different affinities
and rates of activation and inactivation, hence different post-synaptic responsiveness,
which do not affect each other due to the existence of the plexiform layers, which
confine possible synaptic partners to cells with processes that occupy the same lev-
els/laminas [59]. Neurons in the IPL and the Ganglion layer have a morphological
structure that allows for centre-surround spatial opposition. However, in the OPL
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Fig 2:  Diagrammatic representation of the visual transduction process 
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Figure 2.9: Diagrammatic representation of the visual transduction process inspired by [6, 51, 96, 81, 94]
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the synaptic triad facilitates lateral inhibition from HCs, which feedback into pho-
toreceptors and causes antagonistic mechanisms naturally present in the IPL due to
the morphological structure inherent in IPL neurons.
The neuronal organisation within the retina seems to be at odds with the expecta-
tions of most neuroscientists. This is because photoreceptors are actually positioned
furthest from incoming light, within the outer nuclear layer. This layer is just before
the pigment epithelium, and so the other retinal cells tend to fall between the pho-
toreceptors and the vitreous humour [33, 81]. The implications due to this neuronal
organisation is that, light must therefore traverse through the vitreous humour and all
other retinal cells, to get to the photoreceptors [73, 40]. When light finally impinges on
the photoreceptors, it activates the light receptors Rhodopsin (Rh, with activated Rh
=> R∗) and cone Opsin (CO, with activated CO => C∗) [118, 6, 57, 94]. R∗ and C∗
in turn activate the G protein (Gt, with activated Gt => T
∗) [118, 6, 57, 94]. T ∗, then
activates the inhibitory subunits of the effector enzyme of cGMP PDE (that is, PDE)
by binding to it and therefore activates it (PDE then become E∗). In the absence
of light, the cGMP-gated ion changes, found on the disc membranes housed by rods
and cones, are kept open by the effector enzyme cGMP PDE [96]. The open cationic
channels, allow in a steady flow of Na+ and Ca2+ into the cell, depolarising it and
thus contributing to a high release of the neurotransmitter, glutamate [6, 51, 96, 33].
Glutamate then binds to metabotropic glutamate receptors, mGluRs, found on bipo-
lar cells, which on binding activates mGluRs, thereby hyper-polarizing the bipolar
cells [51].
When there is an absorption of light by retinal photoreceptors, there is a cascade
of activations leading up to E∗, which causes cGMP to dissociate from the cGMP-
gated ion channels, leading to the closure of these gates and temporarily increasing
the level of cGMP within the cell [94]. See Figure 2.9 for a representation of this
cascade of activations within the retina and how participating neurons are affected.
The levels of cGMP do not however remain high because E∗ hydrolyses the second
messenger cGMP. With the cationic channels closed, there is a drop in the inward
current due to 1) interruption of the steady flow of Na+ and Ca2+ into the cell [6], and
2) the continued activity of the Na+/Ca2+, K+ exchanger/pump. This pump expels
Ca2+ and K+ for Na+ [118, 6, 57, 94]. The fall in the cytoplasmic concentration of
Ca2+ contributes to the recovery from exposure of a photoreceptor to light. It also
aids a cells ability to register changes in light intensity [118, 94]. Recovery from light
exposure of photoreceptors accounts for their ability to capture contrast gain in visual
stimuli and therefore ensures adequate visual perception.
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The drop in inward current hyper-polarizes the cell, thereby decreasing the release
of glutamate to the postsynaptic bipolar cells and changing the chemical output from
the photoreceptors. This implies that fewer mGluRs are activated by the binding of
glutamate, resulting in either excitation or inhibition of OnBCs and OffBCs respec-
tively [51]. The affected BCs, then release neurotransmitters to the RGCs, which in
turn generate action potentials that propagate via the optic disks/nerves(RGCs’ ax-
ons), which then project to different nuclei in the brain, the largest being the Lateral
Geniculate Nucleus (LGN) of the thalamus [81].
We will not be modelling at the molecular level, however, this study helps us
better understand what is going on behind the processes we will be simulating in our
models.
2.2 Functions of the Retina
We have established that the visual transduction process involves a cascade of acti-
vations once light has impinged on the photoreceptors. However, for photoreceptors
to encode contrast (variation) in visual stimuli, recovery from pigment bleaching is
necessary. This, as well as the involvement of lateral interneurons, HCs and AIIs,
which facilitate the convergence of rod and cone systems allows for light adaptation.
Apart from light adaptation, contrast gain control and spike generation are the other
functionalities of the retina. We look into these functionalities in more detail in the
subsections that follow.
2.2.1 Light Adaptation
The retina performs various operations to facilitate the recognition of familiar people,
things and objects, as well as for self orientation in space. These operations facilitate
higher-level visual processing, such as pattern recognition, spatial localisation, and
perceptual segregation of different regions within the visual field [90], once any image
is perceived by the eye’s optics [36, 42]. One of the basic functions the retina per-
forms is referred to as retinal adaptation [90]. Because photoreceptors can adjust to
ambient light levels within a range in light intensity of factors up to 108, it is therefore
imperative for photoreceptors to adjust or adapt the level of their sensitivity so as to
keep responses to visual stimuli approximately the same regardless of any changes in
illumination levels [42, 22]. Adaptation involves shifting photoreceptor sensitivity to
that which is perceived from the visual scene. When we use the term sensitivity here,
we refer to the psychophysics definition given by Shapley and Enroth-Cugell [90],
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which says that sensitivity is inversely proportional to threshold. Threshold here be-
ing the stimulus strength required for the stimulus to be perceived reliably in relation
to the signal to noise ratio (SNR).
Light adaptation within the retina is extremely vital to the entire visual process.
This is because it allows central processing to continue without requiring the brain to
attend further to the continuously changing average light levels within our everyday
natural visual scene. This change may be due to the daily solar cycle, shade in or by
artificial illumination [90]. Light adaptation takes place in the IPL and is enabled by
the following factors:
1. Spatial coupling
2. Recovery from pigment bleaching or photon absorption
3. Horizontal cell feedback.
As mentioned in sub-section 2.1.2 there exist two schools of thought as pertains to
spatial coupling. One school asserts that only receptors of the same type can couple [4]
and another, that, different types of receptors can couple [81] and not only this, but
the nature of this morphology allows influences adaptation within the retina [101, 102].
More recently, there has also been evidence to the effect that the interaction between
rod and cone systems is quite essential to adaptation of photoreceptor sensitivity to
contrast [102, 71]. [100] also suggests that light adaptation improves SNR within
the retina, especially since it pertains to retinal sensitivity [90] in response to the
magnitude of noise from which a signal is to be obtained and how it affects the size
of the signal present. They also suggest that rod-cone coupling extends the dynamic
range at the rod synapse and improves boundary detection by cones.
2.2.2 Contrast Gain Control
Because photoreceptors operate within a range of intensities between 1→ 108 whereas
RGCs can only signal meaningful information within the range of about 1 → 102,
there needs to be some form of reduction of data found within the input signal. The
compression of this visual data will facilitate and enhance the transmission of relevant
spatial and temporal information inherent in any visual stimuli [88, 58, 115, 42, 22, 81].
The process by which visual information is ’compressed’ within retinal neurons may
be referred to as Contrast Gain Control and is an extension of local adaptation.
Contrast in a visual scene refers to the magnitude of luminance variation in the
stimulus relative to the average luminance, whereas gain refers to the ratio of change
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in the response rate of a cell to the change in stimulus magnitude [90] and can be
expressed by equation 2.2.
G =
∆R
∆I
(2.2)
Contrast gain can therefore be described as the influence of the local contrast of a
visual stimuli on the transfer properties or the response of the retina [92], and is there-
fore intrinsically non-linear and dynamic [117]. Contrast gain control is dependant on
spatio-temporal frequencies [92] and is facilitated by an antagonistic mechanism [91]
first seen in BCs. Antagonistic centre-surround receptive field structures first emerge
at BC level, with the centre region evoking a positive response and the surround an
antagonistic/opposite response [81]. BCs generally receive centre input from pho-
toreceptors and surround from HCs and the differencing of these inputs gives rise to
our spatio-temporal frequency. Cone BCs also receive inhibiting rod BC input via
amacrine cells.
In essence, contrast gain control modulates the gain of the input output function
to equal the input variance. To this end, the retina controls or adapts the size of BC
receptive fields. Carandini et al. and He´rault [13, 40] describe a receptive field as
the properties of an image that adapt or modulate the responses of a visual neuron
and involve three dimensions of space and one of time. The full spatio-temporal
receptive field describes what weighting is given to each location of a visual scene
at each instant in the recent past [13]. Receptive fields typically have ON and OFF
sub variants, with the ON variant evoking a positive response to an increase in light
intensity and a negative response to a decrease in light intensity [13, 81]. The OFF
variant evokes a positive response to a decrease in light intensity and a negative
response to an increase in light intensity [13, 81].
2.2.3 Spike Generation
For all the retina functionalities discussed above, the potential being transmitted is
referred to graded potential. There are two kinds of graded potential, receptor and
generator potential. Graded potentials do not spike, but result in in an increase in
membrane permeability to all small ions. Neurons that emit and transmit graded po-
tentials are sensitive to adequate stimuli. Because graded potentials do not transmit
information beyond the retina, there is need for the generation of action potential so
that information perceived can be ’sent’ to the brain. Therefore, the final and just
as important function of the retina is its capability to generate spikes from graded
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potentials. The ’spiking mechanism’ is facilitated by RGCs. RGCs transmit BC sig-
nals to the cortical module via their elongated axons, which make up the optic nerve
fibres [73, 101]. RGCs, like BCs, have antagonistic centre-surround receptive field
structures [59, 33, 81, 40]. They however have three subvariants. They have ON,
OFF and ON/OFF channels [81, 40]. There are various types of RGCs, however, the
two dominant ones are Midget and Parasol RGCs. Midget RGCs receive output from
Midget BCs and form the parvo-cellular (P-Cell) pathway [81, 40]. Parasol RGCs re-
ceive their output from diffuse/parasol BCs and form the mango-cellular (M-Cell)
pathway [81, 40].
It could be taken for granted that RGCs simply relay graded potentials received
from BCs, but this is not so. RGCs shape the spatio-temporal frequencies from
BCs before transmitting their signals to subsequent visual processing modules [59].
The shaping referred to here contributes to colour opponency [83, 82, 59], detection of
motion and improved perception of the visual scene [81, 40]. Table 2.1 shows the basic
breakdown of information as pertains to the neurons involved in retinal functionality,
the intensities that are propagated and the participating biological processes.
2.3 Existing Retinal Simulations of the Cone Path-
way
Having established what the functions of the retina are, we need to understand how
existing retina simulators mimic these functionalities so as to better inform the design
and development of our proposed simulator. Developing computational models is
important for the following reasons:
1. Modelling gives a better understanding of the retina and has the added benefit of
informing the design and implementation of retina chips as has been attempted
in the recent past [119] and therefore improving visual perception for patients
with visual impairments due to deficits within their retina: Retinis pigmentosa
or macular degeneration [6, 96, 29].
2. Having a complete retinal component that generates graded potential that feeds
into consequent components or modules within a simulated visual processing
system so as to take us that step further in the building of an ’intelligent ma-
chine’ [14].
A schematic of a model of lower-level processing is represented in Figure 2.10 [42].
E(λ, r, t) is the visual input and is energy distribution, with λ representing the quanta
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Figure 2.10: Schematic Model of low-level visual processing [42]
of wavelength from the stimuli falling on the retina at point r, which is two dimen-
sional and represents an x y coordinate in the retina, as a function of time t. R(t)
refers to the output from the retina and comprises an array of responses of the RGCs.
ψ is the final output, which is a behavioural response regarding visual perception,
whether something has been reliably perceived or not [42]. [58] simply, but quite
accurately suggests that computational simulations organise and consequently help
with the interpretation of observations. As has been put by [117], computational
retinas may be classified as those that either:
1. Reproduce retinal connectivity between the outer and inner plexiform layer,
with each layer modelling cellular and synaptic parameters.
2. Take a functional approach, with each layer containing filtering stages. This
group can be further classified into two:
• Those that aim for strong biological precision
• Those oriented towards signal processing and computer vision and which
tend to reduce simulator parameters.
However, simply having simulators without mechanisms in place to establish their
viability would render them useless and unimportant. Hood in his 1998 review [42]
regarding low-level visual processing highlights the following functions and paradigms
as the techniques to employ for this very purpose:
1. Threshold versus intensity (tvi) function: For experiments on visual adapta-
tion there needs to be a conditioning stimulus to alter the state of adaptation,
and test stimulus to enable the examination of the resulting changes in sensi-
tivity [41, 56]. This experiment is referred to as the tvi function, which was
derived by plotting the detection threshold against corresponding background
luminance in a detection threshold experiment, see Figure 2.11. In this experi-
ment background luminance is increased from zero the results of which indicate
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Figure 2.11: A model showing the psychophysical measured tvi for rods and cones over the full range of vision.
Levels below −2.6 log cd/m2 background luminance has no effect on the response threshold. At levels above 2 log
cd/m2 the results are consistent with Weber’s law behaviour and constant contrast sensitivity. [28]
that the difference between target and background required for detection in-
creases in direct proportion to background luminance [28].
2. Probe-on-Flash paradigm: This technique is similar to the tvi function, except
that this time the background is an adapting one. This paradigm has actually
led to the discovery of three adaptation mechanisms employed by the retina [115,
42].
• Rapid subtractive process : associated with negative HC feedback onto
cones
• Divisive process : associated with negative feedbagck onto BCs by AIIs
• Slow subtractive process : is a modulatory feedback circuit from AIIs to
HCs
3. Temporal Contrast Sensitivity function: Refers to sensitivity plotted against
the temporal frequency of the stimulus and evaluates linear systems within the
visual processing system.
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For the purpose of this thesis, we only focus our attention on the potentials gen-
erated within the retina, graded potentials. Although the RGCs generate action
potentials, their axons extend beyond the retina via optic nerves and this therefore
goes beyond our scope of study. To this end, we evaluate four retina models; The
Computer Retina [88], the Neural Model [115], the Virtual Retina [119], and the Sil-
icon Retina [117]. The models evaluated are cone specific and have strong biological
plausibility. We look at [88, 115] because they have been pinpointed in the Hood’s [42]
leading review on models of low-level visual processing. We evaluate [119] because
it is the first to morph their biologically plausible retinal model into a silicon retinal
chip. This chip replicates the retina’s synaptic organisation and performs computa-
tions using a hundred times less energy than a microprocessor, whilst matching the
mammalian retina both in terms of its size and weight. Finally, we look at one of
the more recent models of the retina [117], which not only works at ensuring biologi-
cal plausibility, but also allows for large scale simulations with reasonable processing
times. In the following subsections we establish their organisation and then make
observations as to how they simulate retina function in comparison to each other and
existing biological research [92, 90, 58, 42, 59, 23, 100, 102, 81, 40].
2.3.1 Shah and Levine’s Computer Retina
Shah-Levine’s Computer Retina [88, 89] is a comprehensive model of the retina, which
has incorporated adaptive features and the role of Interplexiform Cells (IPX) so as to
enhance spatio-temporal contrast. Their model is based on spatio-temporal centre-
surround operators presented by [31]. They use a foveated sensor array so as to
reduce the size of data being processed at subsequent kernels of their system. For a
reduction in computational times and to allow for savings during processing beyond
the photosensor level, they retained a small high-resolution sampled fovea. The tech-
niques they used were also implemented by [116, 9]. They then control sensitivity,
to allow for perceptual consistency, by simulating pigment bleaching, coupling and
HC feedback, aspects that are consistent with biology [42, 90]. They go about this
by computing local spatio-temporal ambient intensity from the combination of two
signals with different time constants and spatial extents. The management of sensi-
tivity is important because it ensures that the input intensity is bound to the local
level of illumination.
The final cone output is obtained after cone-cone coupling and inherent temporal
latency has been catered for. They attain temporal latency by incorporating temporal
lowpass exponential filters with time constants τcone and τhc given by 10ms and 20ms
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respectively. The weighting used to obtain the spatio-temporal intensity is 0.5 for
both the temporal and spatial intensity. Temporal intensity is derived by convolving
input signal to a lowpass filter with τcone. Spatial intensity is bound to HC input and
is given by convolving the input signal with a Gaussian operator (whose extent is 3
2
that of a single HC) and a lowpass filter with τhc.
With regards to cone coupling, they base their mathematical approximations on
psychophysical data, which indicates that acuity of visual systems is directly pro-
portional to increasing levels of illumination [88]. This means that acuity improves
as the level of illumination increases. Because cone-cone coupling is dependent on
the existing level of illumination, it allows for improved contrast sensitivity due to
the inherently reduced noise (filtered ’down’ due to coupling) within the signal. This
model bases its simulation of cone-cone coupling on [99, 15], Equation 2.3, so as to
attain the aforementioned characteristics of this process.
Acuity =
2.61na
Ina + A
n
o
(2.3)
On considering that visual acuity in the OPL is inversely related to the size of receptive
field (RF) centres of BCs, [88] model cone-cone coupling by a diffusion process where
coupling between cones is a function of the local temporal ambient intensity and
retinal position. They therefore base their Gaussian width parameters of σcone to 1.5
cone spacings, consistent with [1]. In considering the RF centres of BCs and existing
human data, this model chooses the following values for the parameters of visual
acuity so as to simulate cone-cone coupling σcone = 1.5 being the smallest possible
value, n = 0.5, δ = 0.01 and Ia measured in trolands, in equation 2.4, an alteration of
2.3. Ultimately, when they measure cone-cone coupling, they simulate their adaptive
nature by allowing 1) some level of noise-filtering on the input signal and 2) visual
acuity in their system, which is bound to existing illumination levels.
σcone(x, y, t) = 1.5
Ia(x, y, t)
n + Ano
Ia(x, y, t)n + δn
(2.4)
The second aspect of inhibition they model is that of HC feedback, lateral inhibi-
tion. They use a simple approach in that a weighted HC signal is subtracted from the
cone output. This weighting, khc = 0.15, gives a response that more closely replicates
the response of monkey cones in [85] to the tvi paradigm. More specifically, they only
simulate the HI type of HC, which are achromatic and receive cone inputs that are
within their RF. They simulate this output as a convolution of cone signals with a
spatio-temporal lowpass filter, with a τhc for HC = 20ms, as seen above. They then
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simulate feedback from IPX cells into HIs, so as to influence conductivity between
HCs during HC-HC coupling, hence Equation 2.5.
σhc[x, y, t] = (
√
3σcone[x, y, t])(HCipx[x, y, t]) (2.5)
Shah-Levine in this model simulate only ON-Centre cells for both midget and dif-
fuse/parasol BCs. The basic assumption they make here is that a simple differencing
operation is necessary to adequately capture the antagonistic centre-surround nature
of retinal cells in the IPL. For midget BCs a single cone and HC is used, followed
by a saturation nonlinearity and temporal lowpass filter given by Equation 2.6. This
equation defines the dynamic range of the midget BC. For simplicity, they simulate
saturation by using an Arctangent function so as to allow for an equally good repre-
sentation of both positive and negative contrasts. Since both cone and HC cells have
Gaussian weighted RFs, the resulting BC RF is modelled by a difference of Gaussians
(D-o-G) operator. The centre corresponds to cone output and the surround, HC. The
ratio of centre field diameter to surround in this model is approximately 1:5. They
also delay the HC signal using τdelay ≈ 3ms, as well as ensuring the existence of dif-
ferent time constants. With the constant kBCmidget in 2.7 being equal to 0.027 so as
to make the centre 50 times brighter [88].
BCmidget(x, y, t) = BCsat (cone(x, y, t)−HC(x, y, t)) ∗K(t; τmidget) (2.6)
BCsat(x) =
1
pi
tan−1
(
x
kBCmidget
)
(2.7)
where
kBCmidget = 15ms
Approximations made for diffuse BCs are similar to those of the midget BC in this
model. However, because of the morphological structure of diffuse BCs, the centre
input is given by the sum of 9 cone inputs in a 3 × 3 window, whereas the surround
input was given by 9 HC inputs, see Equation 2.8. Because of the 1:1 connection
between BCs and RGCs, the assumption this model makes is that there is no recti-
fication of BC output and that RGCs simply relay BC output to the cortical model.
Therefore, no further simulations are made in this model.
BCdiffuse(x, y, t) = BCsat (centre(x, y, t)− surround(x, y, t)) ∗K(t; τdiffuse) (2.8)
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centre(x, y, t) =
∑
3×3
cone(x, y, t) (2.9)
surround(x, y, t) =
∑
3×3
HC(x, y, t− τdelay) (2.10)
BCsat(x) =
1
pi
tan−1
(
x
kBCdiffuse
)
(2.11)
where
BCsat(x): symmetric bipolar saturation function
kBCmidget/diffuse : control dynamic range
kBCdiffuse = 5ms
In conclusion, the Shah and Levine model has simulated the main functionalities
of the retina: light adaptation, contrast gain control and spike generation. The
Computer Retina attains light adaptation by using the Michaelis-Menten function to
simulate cell saturation, a combination of lowpass temporal filters, and a Difference-
of-Gaussians (D-o-G) and HC feedback. Contrast gain control on the other hand has
been modelled by using a differencing operation and an arctangent function without
the involvement of Amacrine Cells. More recent research [81] shows that Amacrine
Cells of the type AII play an important role in the convergence of rod and cone systems
and ultimately contributes to retinal adaptation. Finally, for spike generation, this
model simply relays BCs output without performing any rectification, an aspect that
does not comply with biology.
With regards to biological precision, The Computer Retina was the first retina
simulator to model dynamic adaptation of the receptive field sizes as a function of
the level of illumination or of spatio-temporal contrast. Its two main shortcomings
however, are that it does not involve divisive feedback from AII so as to adequately
simulate contrast gain control and does not simulate OFF centre pathways. Aspects
we would like to address in our model.
2.3.2 Wilson’s Neural Model
Wilson’s Neural Model [115] involves the participation of lateral interneurons, HCs
and starburst Amacrine Cells (ACh), as well as incorporates ON and OFF pathways
as would a primate retina [59, 81]. Just like The Computer Retina [88, 89], this
model simulates all three main functionalities of the retina, whilst employing the
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Figure 2.12: Schematic diagram of retinal cells and their feedback circuits as expressed in Wilson’s Neural
model [115]. The top panel shows horizontal cell (Horiz) feedback onto cones, which has a subtractive effect, which
amacrine cell (AC) feedback onto bipolar cells with divisive effect. The lower two panels show the Neural model’s
circuits. The middle circuit providing input to the lower and the lower providing modulatory feedback to the upper.
Each d/dt stage being representative of a differential equation. Static nonlinearity within the cone simulation indicative
of photopigment bleaching and shown in the second panel as Pigment Nonlinearity. In the third panel there is
divisive feedback facilitated by AC, which contributes to slow gain modulation and eventually allowing for RGC
nonlinearity [115]
same mathematical operations albeit in different combinations and at different stages.
Wilson’s Neural model uses a single nonlinear differential equation to describe each
of the retinal neurons he simulates, with exception of cones. One dimensional arrays
110 cells wide with a mean foveal cone spacing of about 32.7 arcs based on [18, 113]
is used here.
Just like with Shah and Levine’s Computer Retina [88], Wilson’s model works at
achieving computational efficiency, however, this is done by limiting stimulation to
a 1 dimensional spatial pattern. To simulate single light responses of primate cones,
Wilson uses mathematical approximations based on [86, 44]. Successive lowpass filters
are incorporated, followed by a linear negative feedback network and static nonlin-
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earity consistent with biology. Inhibition in this model is attributed to cone-cone
coupling and HC feedback. He restricts the number of stages to four, and uses time
constants fitted for human data τcone = 5ms. Unlike with Shah and Levine’s Com-
puter Retina, Wilson uses negative input to reflect the fact that cones hyperpolarize
in response to light, and just like with Shah and Levine’s model, Wilson also uses
the Michaelis-Menten function as adapted by Rushton and Henry, also known as the
Naka-Rushton function [79]. Similar to the Shah and Levine’s model, the driving
intensity is derived using a variation of the Michaelis-Menten function. The final
cone output is given by subtracting negative feedback given by HC output, whose
influence is determined/modulated by IPX cells.
The morphological structure of HCs in this model is replicated by the use of a
Gaussian function with a space constant of 0.08 degrees. The type of HC modelled
here is the HI. He uses a τHC = 140ms for dark adaptation and τHC = 30ms for
light adaptation. Wilson’s Gaussian function is normalised by the constant N in the
equation 2.12. With g representing modulation by IPX cells on the influence feedback
from HCs have on cones. The Neural Model employs lowpass filters, the Michaelis-
Menten function, and uses IPX input to modulate HC influence on the final cone
output. The main difference so far between the Computer Retina’s HCs and that of
the Neural Model, is that the former provides a fast multiplicative feedback to cones,
where as the later implements a fast subtractive feedback.
(τH//g)
δH
δt
= −H +N
∑
x
exp(−(x− x′)2/0.082)C(x′) (2.12)
At the IPL level, Wilson simulates ON Centre Midget and Parasol BC via divisive
feedback as if it originated from Amacrine cells, and uses equations 2.13, 2.14 for this
purpose. Both the Computer Retina and Neural Model consider the morphological
structure of Midget and Diffuse/Parasol BCs. This model simulates diffuse BCs using
an equation that consists of a summation over 3 adjacent cones with the antagonistic
surround being derived from HCs with a weighting of 3
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that of cone inputs. For
Midget BCs, there is a ration of 1:1 to represent both centre and surround input.
The final BC output is divided by ON centre Amacrine activity. Time constants used
for BCs are τM = 5ms and τP = 18ms.
τ
δM
δt
= −M + 3H − 7/3
∑1
x=−1C
1 + A+
(2.13)
τ
δP
δt
= −P + 0.43H − C
1 + A+
(2.14)
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The type of Amacrine Cell modelled here in is the Starburst Amacrine (A+).
The ON centre A+ is simulated using a time constant τ = 80ms, with a Gaussian
dendrite spread with a space constant of 0.15 degrees. A+ do not accommodate
rod-cone convergence. Wilson obtains the weighted sum of Midget and Parasol BC
inputs to produce the postsynaptic potential (PSP) for A+. PSP is obtained using
the Michaelis-Menten function, with an exponent of 2.
τA
δA+
δt
= −A+ + 185PSP
2
922 + PSP 2
(2.15)
PSP = N
∑
x′
exp(−(x− x′)2/0.152)[M(x′) + P (x′)] (2.16)
RGCs are the last retinal neurons simulated in this model. Wilson replicates ON
centre P and M RGCs, with P-RGCs being driven by a single P/Midget BC. M-RGCs
on the other hand, receive pooled input from a Gaussian weighted array of M/Diffuse
BCs. The Gaussian synaptic weighting was set at 0.033 degrees based on [72, 107].
Wilson bases his design on research that indicates RGCs receive input from both ON
and OFF BCs, which would have been consistent with some of the existing research
at the time [66, 61]. When RGCs receive both ON and OFF input, it becomes a
natural fit for a Push-Pull network and this was modelled by [34]. For this system
ON RGCs are excited by ON BCs and inhibited 0.9 times by OFF BCs, with a reverse
scenario for OFF RGCs. Finally, Wilson further modifies RGC output by employing
the Naka-Rushton function to replicate the response rate of RGCs in order to provide
the best fit for the saturation nonlinearity exhibited where there is probe on flash as
with [36].
When we consider light adaptation, this model employs a cascade of lowpass
filters, a linear negative feedback network and a variation of the Michaelis-Menten
function, Naka-Rushton function. Concerning contrast gain control, this model differs
from [88, 89] in that it includes divisive feedback, attributed to the involvement of
ACh. It also further rectifies BC output so as to generate action potentials. This
model does so by using a Push-Pull network; OnRGCs are excited by OnBCs and
inhibited 0.9 times as strongly by OffBCs, with the reverse scenario for OffRGCs.
Recent research [81] shows that ON and OFF pathways do not interact at any point,
an aspect that this model does when it employs the Push-Pull network. All in all,
both Wilson and Shah and Levine model most of processes unique to light adaptation,
contrast gain control and spike generation. They both
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1. Use some variation of the Michaelis-Menten function to simulate saturation
within retinal neurons
2. Employ HC feedback, with incorporated IPX cells to influence the feedback into
cones
3. Model ON Centre Midget and Parasol BCs and the antagonistic centre surround
unique the neurons in the IPL, and
4. Generate spikes.
They also simulate the same retinal neurons with the exception of Wilson’s use of
Amacrine cells in the IPL. With regards to spike generation, Wilson converges ON
and OFF pathways, whereas Shah and Levine assume that RGCs relay and do not
rectify BC output and so have BC output for their RGC output. In the following
subsections 2.3.3 and 2.3.4, we now look at recent biologically inspired retina models
to evaluate if the same aspects and retinal neurons are being simulated and how.
2.3.3 Wohrer and Kornprobst’s Virtual Retina
Wohrer and Kornprobst’s Virtual Retina [117] uses linear filters throughout their reti-
nal model and has adapted its formulations for large-scale simulations. This model
has 3 distinct stages; the OPL, contrast gain control, and, Ganglion Layer. This
model uses exponential lowpass filters to express both temporal and spatial extents.
To simulate phototransduction cascade and temporal latency within the OPL, they
use temporal lowpass filters, some times with an exponential cascade. Spatial low-
pass filters in their model are expressed as normalised two-dimensional Gaussians.
Gaussian kernels used in this model, replicate the dendritic spread of retinal cells as
well as couplings between cells. Any filtering kernels used are applied via convolution
operators on any input intensity. To calculate resulting post-synaptic potential from
the OPL, Wohrer and Kornprobst convolved input intensity with a temporal lowpass
exponential cascade filter, and then convolved the resulting output with a difference
of Dirac and finally convolved this result to a Gaussian operator. The final output
from this cascade of convolution is a spatio-temporal output, representative of the
centre signal in this model, as in Equation 2.19.
C(x, y, t) = Gσc(x, y) ∗ Tωu,τu(t; τC) ∗ Enu,τC (t; τC) ∗ L(x, y, t) (2.17)
S(x, y, t) = GσS(x, y) ∗ EτS(t; τS) ∗ C(x, y, t) (2.18)
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Figure 2.13: Schematic view of The Virtual Retina, inspired by the five layers of cells in mammalian retinas.
Except for the RGC layer, the layers show the spatio-temporal mapping that runs through them. [117]
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IOPL(x, y, t) = λOPLC(x, y, t)− ωOPLS(x, y, t) (2.19)
where
τC = 0.01s (C = Centre/Cone)
τS = 0.01s (S = Surround/HC, with a delay of 0.1s)
σC = 0.88
o
σS = 2.35
o
C(x, y, t) is representative of the centre signal obtained from light receptors specific
to cones, S(x, y, t) is the surround signal obtained from lateral neurons specific to
HCs. More specifically, the centre signal corresponds with phototransduction and
is simulated as a partially transient linear cascade [117]. This cascade constitutes
an exponential cascade given by Enu,τC , which is modulated by a partially transient
filter, Tωu,τu , where U is the undershoot. Wohrer and Kornprobst’s Virtual Retina
provides a response that closely replicates a macaque cone receptor as in [86].
To encompass the inherent spatial blur due to coupling, they used the Gaussian
operator Gσc(x, y) based on [74]. The surround signal is expressed using a lowpass
filter on the centre signal. HCs have strongly coupling gap junctions with their
neighbouring HCs and are best represented spatially using lowpass filters. The final
OPL signal uses λOPL to simulate the gain of the centre-surround filter. ωOPL gives
the relative weighting of the centre-surround signals so as to closely fit mammalian
BCs and RGCs as in [19], [25] respectively. Spatially, the Equations 2.17 - 2.19
correspond to a D-o-G and temporally, it is biphasic due to the two different time
constants for cones and HCs. These aspects are what allow the IOPL to code for
luminosity within a signal and therefore allow for light adaptation.
Of all the models evaluated, this one provides the most robust contrast gain
control simulation. They simulate the nonlinear and dynamic effect of the influence
of local contrast, based on a nonlinear feedback loop to replicate this functionality in
BCs. They model the antagonistic centre-surround retinal neurons using a reduction
of the generic membrane Equation( 2.20) for a point neuron. Where V is the cell’s
membrane potential, c is the membrane capacity, Ii or gj gives the synaptic inputs
and finally Ej gives the associated inhibition potentials.
c
dV
dt
=
∑
i
Ii +
∑
j
gj(Ej − V ) (2.20)
They use a variable leakage for two functions, 1) to determine the gain of current
integration which causes a divisive effect on the BCs membrane potential, and 2) to
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define the time constant. This variable leakage uses time constant τA = 0.005s and a
spatial extent of σA, so as to achieve FCA. Equations 2.21 - 2.23 show how they go
about this.
cVBC
dt
(x, y, t) = IOPL(x, y, t)− gA(x, y, t)VBC(x, y, t) (2.21)
gA(x, y, t) = GσA(x, y) ∗ EτA(t; τA) ∗Q(VBC)(x, y, t) (2.22)
Q(VBC)(x, y, t) = g
0
A + λAV
2
BC (2.23)
gA modulates BC output, in biology this would be consistent with lateral inhibition
due to rod-cone convergence. In this model gA is activated through the static function
Q and inadvertently determines the gain of integration. They also ensure that gA has
dynamical dependancies on the feedback of Cs and uses the time scale τA = 5ms
with a dynamic Gaussian spread. The dynamic aspect of the Gaussian spread is very
similar to that of Shah and Levine’s Computer Retina [88].
An aspect that is not simulated by any other model evaluated herein is how retinal
circuitry in the IPL needs to adjust their neural response due to the fact that retinal
neurons within the IPL cover a smaller dynamical range than those in the OPL.
How Wohrer and Kornprobst do this in their model is reducing dimensionally as in
Equation 2.24. Where VR is the membrane at resting potential and 4V is the range
of variation for the neurons’ potential.
V → (V − VR)/4 V, I → (I/(c4)V ), g → g/c (2.24)
Wohrer and Kornprobst base their contrast gain control model on Victor’s 1987
model [105], because this model is one of the most accurate models of contrast gain
control. The Virtual Retina also bases aspects of its divisive surround spatial extent
on recent research [10, 39], where they incorporate the influence of luminance and/or
contrast on retinal responses within the IPL. [105] has informed subsequent pivital
models, such as the Y cell model by Enroth-Cugell and Freeman [24] and van Hateren
et. al’s model for primate Parasol cells [104]. The only difference between Wohrer
and Kornprobst’s Virtual Retina and Victor’s model, is that the Virtual Retina uses
only lowpass filters and Victor’s uses only high pass filters. The reasons for their
adaptation of the Victor model lies with the following facts:
1. Lowpass filters are simpler
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2. Lowpass filters offer increased biological viability
3. The need for the introduction of spatial extent (because Victor’s model is wholly
temporal).
From our analysis we can surmise that Wohrer-Kornprobst’s Virtual Retina also
uses very similar mathematical operations to the previous models evaluated [88, 89,
115]. Along with lowpass temporal filters and D-o-Gs, this model also uses band-pass
temporal filters by using a difference of Dirac to replicate certain aspects of light
adaptation. Contrast gain control here is obtained by using a differencing operation,
variable leakage and a divisive feedback loop. As for spike generation, this software
allows for either single RGC simulation or the large-scale simulation of up to 100, 000
RGCs, so as to produce physiological recordings. The Virtual Retina is able to
achieve spikes by employing a noisy Leaky-Integrate-and-Fire model. It also employs
a refractory period to achieve added biological precision. This software is extremely
versatile, but does not incorporate pigment bleaching aspects as pertains to their
photoreceptors, nor does it employ spatial coupling due to rod-cone convergence for
added biological precision.
Figure 2.14: Model of the retina as developed by Zaghloul and Boahen and sourced from [119] . (a) Shows
synaptic organisation with cone outer segment (CO) supplying photocurrent to cone terminals (CT), which in turn
excite HCs. Gap junctions exist in bot CT and HC to allow for coupling. ON and OFF BCs relay cone signals to RGCs
and excite narrow- and wide-field amacrine cells (NA, WA). NAs inhibit BC terminals and WAs. WAs modulate NAs
and spread their signals laterally through gap junctions. (b) Shows single-transistor synapses. Inhibition indicates
increased voltage on the pre-synaptic node. A short line represent modulation. the arrowhead (Excitation) indicates
increased voltage in the post-synaptic node. The bi-directional arrow (Conduction) indicates bi-directional flow of
current between two nodes, whose voltages determine its forward and reverse components.
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2.3.4 Zaghloul and Boahen’s Silicon Retina
Out of the computational simulations of the retina evaluated in this thesis, this is the
most intriguing because Zaghloul and Boahen [119] have used their model design to
develop a silicon chip. Their model helps us establish feasibility of actually developing
retinal implants on the basis of some of the theoretical and mathematical operations
employed by the models evaluated as they try and replicate biology.
To evaluate this model we first need to determine what aspects of biology they
actually develop within their silicon retina and why. In their model, they have cone
terminals, which drive two types of BCs so as to simulate ON and OFF channels.
Aspects of the photoreceptor they simulate are adaptation, cone-cone coupling, and
lateral inhibition by HC feedback. In their model, BCs excite wide and narrow
field Amacrine cells. They however alternate ON and OFF channels as opposed to
having them functioning in tandem, as it is with biology. To accomplish this, BCs
and Amacrine cells are made to receive vertical inhibition found in the IPL lamina
a/ON and b/OFF, refer to section 2.3.4. To attain contrast gain control, the control
sensitivity of temporal contrast wide-field amacrine cells, which feedback into narrow-
field amacrine cells so as to influence their gain. Wide field Amacrine (WA) are excited
by both ON and OFF BCs and inhibited by both ON and OFF narrow field Amacrine
(NA), consistent with a cats retina based on [32].
For synapses and gap junctions, they use transistor strengths, which are mod-
ulated locally for each terminal and is connected to 1) pre-synaptic node, 2) post-
synaptic node and finally, 3) a modulatory node. HC coupling and WA biases are
controlled globally. They use a single transistor to express both excitatory and in-
hibitory synaptic interactions within the cone so as to replicate excitatory current,
due to stimulation and inhibition, due to modulation reminiscent of HC feedback.
Cone-cone coupling is realised when a single cone node is electronically connected to
its neighbouring 6 cone nodes via an nMOS transistor. For HC nodes, coupling is
enabled via pMOS transistors and is controlled by an external applied voltage. To
represent BC terminal activity, they use a transistor that drains current so as to im-
plement pre-synaptic inhibition. Other aspects they model are WAs and NAs, but
they are aspects we do not consider due to the fact that they do not conform to recent
biology as described by [100, 102, 81]. To develop RGCs, the spiking neurons, input
current charges up RGC membrane capacitors so as to simulate the nonlinear spatial
summation present in the Ganglion layer.
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If we begin with light adaptation, we find that Zaghloul-Boahen’s Silicon Retina
actually simulate all aspects of light adaptation we have identified. For the recov-
ery from pigment bleaching they use nMOS transistors, spatial coupling (cone-to-
cone) coupling by adapting synaptic strengths and incorporating subtractive HC
feedback. For contrast gain control they employ divisive feedback from the Amacrine
Cell layer,which would be consistent with current biology if the amacrine input was
derived from rods [81]. To generate spikes, they incorporate a refractory period just
like Wohrer and Kornprobst’s Virtual Retina [117]. The Silicon Retina also has sub-
tractive negative feedforward output from its Amacrine Cell layer and can switch
between ON and OFF pathways. It is a prosthetic device that has been built with
the intention of being embedded in humans with lesions in the central nervous system.
This model shows that it is possible to develop silicon retina from a model design
that closely replicates biology.
2.3.5 Mathematical Approximation
From the models evaluated, it is apparent that to design and develop a computational
retina with biological viability requires the employment of lowpass temporal filters,
lowpass spatial filters attained using Gaussian operators, variations of the Michaelis-
Menten/Naka-Rushton function and finally a D-o-G. For temporal lowpass filters,
they can be expressed as an exponential filter. See equation 2.25:
Kτ (t; τ) =
e
−t
τ
τ
(2.25)
where
t = time(ms)
τ = receptive field time constant(ms)
The differencing operation modelled by a D-o-G, accounts for the spatially an-
tagonistic centre-surround structure that is indicative of the receptive fields of the
retinal neurons in the IPL. Equation 2.26 gives us a two-dimensional Gaussian oper-
ator and together with the exponential lowpass filter makes up the spatio-temporal
centre-surround operator (CS) and is given by the equation 2.27.
Gσ(x, y) =
1
2piσ2
e
−(x2+y2)
2σ2 (2.26)
CS(x, y, t) = αcK(t; τc)G(x, y;σc)− αsK(t− d; τs)G(x, y;σs) (2.27)
where
σc σs = Receptive field centre and surround Gaussian width (µm)
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αc αs = Weighting of centre and surround inputs
d = Surround time delay with respect to centre (ms)
x,y = 2 dimensional spatial position(µm)
The Michaelis-Menten function, given by 2.28, is best used to simulate saturation
within a cell, and can also be used to replicate spike generation.
P (I) =
(
In
In + (kr
kb
A+ kr)n
)
Pmax (2.28)
where
P = Receptor Potential
Pmax = Maximum Receptor Potential
I = Local input stimulus intensity
n = Steepness of response curve (≈ 1.0)
kr = Half-saturation constant (833td)
kb = Half-pigment bleach constant (103td)
A = Spatiotemporal ambient intensity
With regards to spike generation, the models evaluated used disparate approaches.
[88] simply relay BC output to the cortical model, because they concluded that RGCs
are simply relays and do not rectify the spatio-temporal intensity from the IPL layer.
However, as recent biological research shows, RGCs do rectify and adapt BC output.
For the purpose of this thesis we will not be covering RGCs because they generate
spikes and we are only modelling graded potentials within the retina.
2.4 Summary
For visual perception to happen, light when it impinges the eye needs to be converted
into an electrical signal. This electrical signal has to be filtered and transformed
before being interpreted in the brain. The conversion of electrical signals happens
in a process referred to as phototransduction, which happens in the retina. The
participating neurons in the mammalian retina include light sensitive neurons known
as photoreceptors (Rods and Cones), lateral neurons comprised of Horizontal and
Amacrine cells and finally antagonistic centre-surround neurons Bipolar and Retinal
Ganglion Cells. The processes involved in phototransduction are light adaptation,
contrast gain control, for which operating potentials are graded, and the final process
is spike generation, a process that produces action potentials/signals transmittable
beyond the Retina.
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Figure 2.15: A summary of 1) the Computer Retina [88], 2) the Neural Model [115], 3) the Virtual Retina [119],
and 4) the Silicon Retina [117].
Light adaptation is the process by which the retina adjusts its sensitivity to man-
age the varied levels of luminance within a visual scene so that the brain does not
have to contend with this variance. Photoreceptors are the retinal neurons that ad-
just the level of sensitivity so as to maintain responses to existing different levels of
luminance. The biological aspects of this functionality involves photopigment bleach-
ing, coupling and HC feedback. When light impinges on the photoreceptors there is a
cascade of activations that causes the closure of cGMP-gated channels causing a halt
in the influx of Na+ and Ca2+ causing the photoreceptors to hyperpolarize. This in
turn causes a reduction in the release of the neurotransmitter glutamate. This neu-
rotransmitter is input to HCs and BCs, however, the same neurotransmitter causes
differant responses to ON and OFF BCs. This is due to the differant receptors found
on the ’opposing’ BC channels. HCs then feedback into cones to allow for further
filtering of cone responses. BCs then process the graded potential from both photore-
ceptors and HCs. Due to the antagonistic centre-surround nature of BCs, they allow
input from both photoreceptors and HCs. The centre receiving graded potential from
photoreceptors and the surround receiving graded potential from HCs. Cone ON and
OFF BCs further receive lateral inhibition from Amacrine cells.
BCs facilitate the function contrast gain control, which is an extension of local
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adaptation. Because photoreceptors operate within a range of intensities between 1→
108 to ensure retinal neurons can only signal meaningful information within the range
of about 1→ 102 there needs to be some form of filtering out unnecessary information
within the signal. Data reduction of incoming visual information is necessary to
facilitate and enhance the transmission of relevant spatio-temporal information found
in any visual stimuli. This process is enabled by the antagonistic mechanism inherent
in the morphological structure of BCs. Output from BCs is then sent out to RGCs,
which in turn further rectify the incoming signals so as to generate action potentials.
There are various ways to express retinal functions computationally. Consistently
used mathematical approximations to attain pigment bleaching, spatial coupling, in-
hibiting feedback, and antagonistic centre-surround is via the Michaelis-Menten func-
tion, temporal lowpass filters, Gaussian operators and D-o-Gs. The most efficient
way of evaluating retina model performance is via the tvi-function for biological com-
parison and obtaining SNR, for image processing.
In the next Chapter, we discuss our modelling of light adaptation and what aspects
we simulate to replicate biology. The novelty of our model as pertains to spatial
extent is discussed in detail and we carry out various experiments to show biological
feasibility.
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Chapter 3
Simulating Light Adaptation
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3.1 Light Adaptation
Ambient light intensities can range across a varied range of orders of magnitude, as
discussed in subsection 2.2.1. Our ability as human beings to perceive the difference
between light intensities in ambient light becomes impaired if we care sensitive to
the whole range at the same time [6]. It is therefore imperative that the wide range
of light intensities is appropriately addressed by our visual system or else our ability
to perceive contrast will be impaired and consequently the quality of our visual per-
ception of any given scene. How our visual system goes about addressing the varied
range of ambient light intensities is referred to as adaptation. There are two kinds of
adaptation, dark and light. Figure 3.1 expounds on the possible illumination levels.
Figure 3.1: Diagram showing illumination levels, with the first row detailing ambient light levels, which in turn
helps with the comparison against photopic luminance (log cd m−2), pupil diameter(mm), photopic and scotopic
retinal illuminance and finally visual function. The conversion from photopic to scotopic values assumes a white
standard CIE D65 illumination. [97]
Light adaptation specifically, is when light sensitive neurons in the retina dynami-
cally adjust sensitivity when there is an increase in light intensity sampled at any give
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time so as to keep responses to visual stimuli approximately the same [42, 90]. Until
recently, light adaptation was thought to take place autonomously in our different
photoreceptors; rods and cones [6, 44], with later connectivity between the different
pathways in the IPL using synaptic chemical connectivity [42, 59]. Recent research
however attests to convergence of rods and cones much earlier in the OPL via electri-
cal gap junctions, which directly link rods and cones [100, 102, 81]. Research shows
that the retina performs various operations on any image perceived by the eye’s op-
tics in order to facilitate higher-level visual processing, such as pattern recognition,
spatial localisation, and perceptual segregation of different regions within a visual
field [22]. The processes that enable light adaptation are:
1. Phototransduction: the conversion of light into an electrical signal, which facil-
itates transmission of information between cells [6, 36, 42, 57, 86]
2. Photoreceptor coupling: cone-cone [42, 86] and rod-cone [100, 102, 81] integra-
tion via electrical gap junctions
3. Negative feedback: facilitated by lateral neurons within the OPL (HCs) [6, 36,
42, 57, 81, 86]
Light adaptation within the retina allows central processing to continue without
requiring the brain to attend further to the continuously changing average light levels
within our everyday natural visual scene. The specific contributions the convergence
of rods and cones has to light adaptation are as follows [102]:
1. Improved SNR within the retina: The perception of a signal and Its magnitude
are dependent on the size of the noise present within, hence the significance of
SNR [90].
2. Extends the dynamic range: By allowing for the perception of a more dy-
namic range of illumination levels [102], because rods are mainly adapted for
dark/scotopic vision and cones for light/photopic vision [114].
3. Enhances edge detection by cones: Because the dynamic range is extended, the
perception of contrast is improved; with rod input, cones are better able to
process darker levels of illumination within a visual field.
In this chapter we present a model of the retina, which is the first to simulate
the integration of rods and cones in the OPL to achieve light adaptation. The initial
results of which where first published in 2012 at the International Conference of
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Figure 3.2: Diagram showing the retinal cells that participate during light adaptation, the related biological
processes and how they are computed. [65]
Artificial Neural Networks (ICANN) [65]. To inform the design and development
of our simulator, we looked at bio-inspired retina simulators that replicate retina
functionality, so as to establish their organisation and understand how they went
about making the relevant computations. To this end, we looked at models which
had the one or some of the following characteristics:
• adaptive features: dynamic adaptation of receptive field sizes as a function of
the level of illumination [88]
• negative feedback: how the retina filters out excessive ’noise’ from a visual
scene [88, 115, 117, 119]
• cone-cone coupling: another level of filtering that incorporates local adapta-
tion [88, 115, 119]
• physical actualisation: verifying how practical computational simulations are, if
they can be used to inform the design of image acquisition devices [67]; from reti-
nal prosthetics to cameras. As with Zaghloul and Boahen’s silicon retina [119]
These characteristics are important because they contribute to the adequate simu-
lation of light adaptation. These processes were replicated by the use of the Michaelis-
Menten saturation function, low-pass filters, Gaussian operators and DoGs. Figure 3.2
shows the participating retinal neurons and the corresponding biological processes and
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tion. [65]
how they were computed. We also show in more detail the participating retinal neu-
rons in light adaptation and how they integrate in the OPL in Figure 3.3. In the
following section we describe our light adaptation model in more detail.
3.2 Our Model: Light Adaptation
Consistent with recent research pertaining to the significance of rod-cone conver-
gence, our simulator not only incorporates rod-cone convergence, it is a monochro-
matic model that also consists of successive spatiotemporal maps consistent with
biology [81]. We repr s nt tempora and spatial characteristics of retinal processing,
with both domains having been discretized. The spatial domain is discretized into
pixels, where each pixel width represents either a rod or cone width and spacing
found at 5o - 10o from the fovea. In the vein of the Probe-on-Flash paradigm and
tvi function [90, 42] introduced in Section 2.3, our background intensity is given by
0.0028 trolands (td), which would be characteristic of mesopic vision. Mesopic vi-
sion refers to the illumination levels that allow for the participation of both rods and
cones [97]. In humans, when luminance of 1cd m−2 is viewed through 1mm2 pupil
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area, retinal illumination of 1td is generated. Our flash intensities are obtained by
10 · 2p, where p is an integer and 0 ≤ t ≤ 19. The parameters we use for our flash
intensities are consistent with experiments performed by Shah and Levine in their
Computer Retina [88] and the time step range because it is adequate for analysis of
response to light adaptation.
Phototranduction, photoreceptor coupling and HC feedback are functions of local
retina mechanisms that contribute to light adaptation [90, 42, 81]. In our model,
these effects are mimicked by first computing a local spatio-temporal ambient inten-
sity (A) obtained by simulating phototranduction, which includes pigment bleaching
and temporal latency inherent in all neurons, and then spatial input from rod-cone
coupling is introduced. The final cone output however, will also accommodate cone-
cone coupling and HC feedback. The cone transduction process will be modelled by a
combination of the Michaelis-Menten function, equation 2.28 and low-pass temporal
filter 2.25 thereby giving us our value for T .
We have modified the Michaelis-Menten function by incorporating the temporal
low-pass filter C, which then influences pigment bleaching and local adaptation within
the cone. The reason behind this modification is to allow for the separation of tempo-
ral and spatial intensities so as to enable the appropriate evaluation and integration
of rod input [65].
T (x, y, t) =
(
I(x, y, t)n
I(x, y, t)n + (krK(t;τcone)
kb
+ kr)n
)
Tmax (3.1)
Our pigment bleach time constant (τcone) takes the value 1ms because this is
equivalent to cone integration time used by [88, 89], whereas the rod time constant
is 4 times τcone as established by Yau in 1994 [118] . We then calculate our spatial
ambient intensity with a low-pass temporal filter using rod pigment bleaching time
constant. σ is the dynamic radius of the Gaussian, which replicates local adaptation
to the dynamic range of intensities within the visual stimuli. Throughout this thesis
we use ∗ denoting convolution. Our final spatio-temporal ambient intensity, A, is
then obtained by weighting the summation of T and S. We use the weighting for
αT based on Wilson’s model [115] (as seen in subsection 2.3.2). For simplicity, we
attribute the weighting specific to temporal intensity as 0.9.
A(x, y, t) = αTT (x, y, t) + αSS(x, y, t) (3.2)
where
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αT = 0.9 (3.3)
αS = 1− αT (3.4)
Because the extent of cone coupling is a function of ambient illumination intensity,
A, the distance from the fovea, and matches data on psychophysically measured visual
acuity, we use the diffusion process employed by [88, 89]. They incorporate this aspect,
which is given by Equation 3.5. To ensure that cone coupling remains bounded for
all illumination levels, this equation uses the exponent nA, constants Qo and δ
nA , as
given by Shah and Levine in their Computer Retina [88].
Ccoupling =
3
2
(
A(x, y, t)nA +QnAo
A(x, y, t)nA + δnA
)
(3.5)
where
QnAo = 65td
δnA = 0.01
nA = 0.5
Before the final output can be calculated, we obtain cone output response without
HC subtractive feedback CNoHC , given by Equation 3.6. This response is obtained
by convolving A, the local spatio-temporal ambient intensity, dynamically with il-
lumination intensity due to cone coupling and multiplying this to temporal latency
inherent in cone cells.
CNoHC(x, y, t) = A(x, y, t) ∗ Ccoupling(x, y, t)K(t; τcone) (3.6)
In our model, the final cone response (CResponse) is calculated by subtracting
weighted HC output from CNoHC (Equation 3.7), whereas HC output is calculated
by weighting CNoHC , which is convolved with a temporal lowpass filter using HC time
constant (Equation 3.8).
CResponse(x, y, t) = CNoHC(x, y, t)− αHCHResponse(x, y, t) (3.7)
where
HResponse(x, y, t) = CNoHC(x, y, t)K(t; τHC) (3.8)
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In essence, we can therefore calculate CResponse by using Equation 3.9 as shown
below. Where αHC is equal to the dynamically changing value of p, which is depen-
dent on the level of flash intensity and τHC is the HC time constant given by 20ms a
value supported by experiments in [88].
CResponse(x, y, t) = CNoHC(x, y, t)(1− αHCK(t; τHC)) (3.9)
Because the spatial extent in our model marks the significant difference between
our model and existing bio-inspired cone models, we discuss it in more detail using
the prefix Spatial Extent: ....
3.2.1 Spatial Extent: Basic Rod Input
To date, existing retinal simulators are either rod or cone only specific. This has been
consistent with biological research which has suggested that our two light sensitive
neurons work autonomously. Rods being responsible for perception when there is
an increase in darkness and the presence of contrast, and cones for an increase in
lightness and colour vision [6, 44]. However, quite recently, researchers have come
to the conclusion that the convergence of road and cone systems is imperative for
effective light adaptation and therefore the quality of vision [102, 81]. In light of
this new information, our model explores this convergence in both the OPL and
IPL and would be the first to do so. Following the premise that the convergence of
rods and cones improves light adaptation and that the retina is continuously filtering
incoming visual stimuli, our simulator not only incorporates rod-cone convergence, it
also consists successive spatio-temporal maps; with rod input accounting for our initial
spatial intensity Equation 3.10 and cone input for our temporal intensity Equation 3.1.
S(x, y, t) = I(x, y, t) ∗ σS(x, y, t)K(t; τrod) (3.10)
where
σS(x, y, t) = αrodI(x, y, t) (3.11)
αrod is the weighting for rod input, which is the source of our spatial ambient
intensity due to electrical coupling of rods to cones and is equal to 100. We use 100
because cones respond to a singe photon about 100 times more than rods [7, 6].
Equations 3.10 and 3.11 are what distinguish our model from previous models.
Figure 3.4(a) is a schematic representation of how general models of the OPL replicate
light adaptation, while Figure 3.4(b) shows how our model allows for rod input.
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Figure 3.4: Figures (a) and (b) are schematic representations for light adaptation models, encompassing transition from the introduction of visual stimuli, through to the
OPL. Figure (a) is consistent for the participating neurons and expresses the spatio-temporal mappings within the OPL. Figure (b) shows how our model differs from a typical
retina model, with the novelty coming from how 1) we express the spatial extent and 2) the temporal and spatial extents converge.
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3.3 Evaluating Rod Input: tvi Function
As has been mentioned in Section 2.3, the tvi function is an important measure
for field adaptation because it calculates the cone output in response to flash inten-
sity [42]. This is where, to a steady background, we introduce a flash so as to evaluate
sensitivity changes induced by ambient light. This function has been used to mea-
sure biological responses, as well as for evaluation against biology to determine model
viability [90].
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Figure 3.5: (a) Shows membrane photocurrent in a monkey cone cell as flash intensity was progres-
sively doubled [86]. (b) Shows our model’s cone output in response to progressively increasing flash intensity
(10td/20td/40td/80td/160td/320td)
We therefore use the tvi function to evaluate our simulator performance against
an existing model and biological data. Our experimental setup for the tvi function co-
incides with information provided in Sections 2.3, 2.3.1 and 3.2. Figure 3.5(a) shows
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the expected biological response from a monkey when exposed to the tvi paradigm,
when flash intensity was progressively doubled [86]. Having introduced flash intensi-
ties consistent with the tvi paradigm, Figure 3.5(b) shows our results. During flash
onset, there is a neural response corresponding to the perception of contrast. The
movement away from the constant response when there is background information,
1mV as seen in Figure 3.5(b), is the corresponding neural response to the perception
of contrast.
We can see from the results an immediate peak in response to the onset of flash, fol-
lowed by a decline beyond the point of response to background intensity (undershoot).
This happens before the return to the regular response to the existing background
intensity and is consistent with the neural response attributed to lateral inhibition
introduced into our photoreceptors by subtractive HC feedback. This happens be-
cause there is a further reduction of visual information, thereby strengthening the
processed input signal and hence improving SNR and ultimately enhancing contrast.
To evaluate our model when simulating light adaptation, we use the benchmark
provided by Schnapf et al. [86], which is also used by Shah-Levine [88, 89]. The
observable results from our model, as seen in Figure 3.5(b), compare well to those
of biology. However, because the premise of our research is that the convergence
of rods and cones via electrical gap junctions (rod-cone coupling) is imperative for
the processing of contrast information during light adaptation, we decided to build
a more robust representation of rod input into our model so as to account for our
spatial input. To this end, in Section 3.3.1 we discuss the rod model built for this
purpose.
3.3.1 Spatial Extent: Bio-inspired Rod Input
Our initial representation of rod input constituted a basic calculation (see Section 3.2.1),
in which we convolved the input intensity with a lowpass temporal filter using rod
pigment bleaching time constant. For a closer fit to biology, the next logical step was
to develop a rod simulator from which we would obtain our spatial ambient intensity.
We therefore looked at rod simulators developed by, and/or, based on either Lamb
and Pugh [55, 52, 12], the leading developers of rod models so as to guide our design.
(We did not make adjustments to their work because the intent of this thesis was the
convergence of rods and cones and how light adaptation was affected.)
It has long been established that the a-wave of the electroretinogram (ERG)
recorded in response to a brief flash is representative of the collective response of
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10 20 30
time from flash (ms)
FIGURE 3. (A) Electroretino-
grams of a normal observer
(NL1/W) recorded in re-
sponse to brief flashes. The
number of photoisomeri-
zations per rod delivered by
each flash was: $ = 402,
580, 879, 1530, 2650,
4400, 7650, 17,500,
52,900, and 128,000. Each
trace is the average of four
flash presentations, except
for the highest intensity,
which is the average of two.
The recording bandwidth
was 500 Hz, and the digi-
tizing interval 0.5 ms. (B)
Noisy traces show the a-
wave responses extracted
from the ERG records il-
lustrated in A, normalized
to the saturated a-wave am-
plitude, -520 /xV. For il-
lustration, each record was
truncated at a point where
the b-wave was clearly in-
truding, as indicated by an
obvious change in direc-
tion; for fitting, the trunca-
tion applied slightly earlier
(see below). Delayed gaus-
sian curves (equation (11))
were fit simultaneously
("ensemble fitting") to all
responses, except the
brightest flash, using the
intensities $ given above.
The best-fitting theoretical
curves are shown as continu-
ous thin traces over the
times for which the ensem-
ble fitting was calculated;
the dashed traces extend
the theoretical curves
beyond the maximum time
of fitting. The parameters
of best fit were A = 8.7 s"2,
and t'cK = 2.7 ms.
conversion factor K. Uncertainty in this value will be a
particular problem in the case of eye disease, where
light absorption may differ as a result of altered pho-
toreceptor dimensions, and so on. Rather than at-
tempt to determine the relevant conversion factor K in
individual eyes, we have simply employed a value for
the "normal" eye. The amplification constants we ob-
tained must be interpreted with this in mind.
Curve Fitting
Equation (11) was fit to the a-wave responses with a
least-squares minimization procedure based on the
simplex algorithm in the Matlab (Mathworks, Natick,
MA) package. We employed two general strategies for
curve fitting, individual fitting and ensemble fitting,
for each observer. In the first case, equation (11) was
fit to each individual response, with both A and t'eR
varied to obtain the best fit. The individual values of A
are plotted in Figure 5, and the averages (and the aver-
age values of f'eH) are presented in Table 2. In the sec-
ond case, the fitting of equation (11) was performed
for the ensemble of responses at different intensities,
i.e., the pair of values A and f'ef  was determined, which
produced the best fit to the whole family of responses
Figure 3.6: Shows a-wave response extracted from ERG records recorded in humans as a response to the tvi
paradigm. The dotted lines are indicative of the normalised a-wave response of the tested rods [12].
rod photorec pt s [37, 38]. As w s me tioned in Section 2.2.1, th pho otransduc-
tion process constitutes a cascade of activations of the G-pro ein [118, 6, 96, 57, 94],
which therefore reflects on the number of filtering stages required to enable the pro-
cess. In our rod model therefore, it became necessary to ensure that with the cascade
of activations the responses to the tvi paradigm produced a-waves. The underlying
equation used to attain the required rod response is give by 3.12 as used by Lamb
and Pugh [55].
R(i, t) =
[
1− exp(−ln2 · i ∗ r(t))
kti
]
Rmax (3.12)
Where R(i, t) is the normalised rod photoresponse, with i giving flash intensity
and is expressed in scotopic trolands. We use the same input intensity exposed to
our cone simulator, however to allow for scotopic resolution, we use pupil radius of
0.007m. r(t) is our normalised impulse response function [43], best represented by a
lowpass filter and is given by equation 3.13. kti is a sensitivity parameter, which scales
the flash energy i and the value used by [43] is attributed mainly to rods unaffected by
Retinitis Pigmentosa (i.e. normal rods). Just like with [43], we allocate kti the value
0.0049. We then convolve i with r(t). When this convolution equals the constant kti,
R(i, t) the underlying potential generated by rod receptors is one-half Rmax, which is
the maximum magnitude of the saturating rod receptor. t is our time in ms, whereas
tp is the time-to-peak and is bound to flash duration by giving it a value half of the
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Figure 3.7: Responses from our rod simulator to flash intensities introduced progressively in the following order
10/20/40/80/160/320td. In this evaluation we introduced flash intensities at time step 3 for a duration of 2 time
steps. Responses shown here are only those after the introduction of flash intensity.
flash duration time. n is associated with the number of stages involved in the cascade
of activations by squaring of the actual number of stages, 42.
r(t) =
[
t
tp
e
(1− t
tp
)n−1
]
(3.13)
Results from our rod model match closely to biology, as obtained by Breton et
al. [12], who carried out experiments on humans with normal functioning rods and
obtained the results given by Figure 3.6. Figure 3.7, shows the results from our
rod model. Our model scales down the experiment by reducing t to 10ms, with
flash duration lasting half the time t as with [12]. Flash intensity was given in
scotopic trolands by p, which ranged between 0.00 and 5.00 in intervals of 0.25.
Initial background intensity was 0.7mv, whereas that of [12] was 1.0mV . As with
biology, our rod model produces the a-wave, whose profile shows descent in response
to the introduction of flash intensity, after which it tails off at 0mV . As flash intensity
increases, both biology and our simulator take longer to respond and have a more
gradual decline.
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Figure 3.8: Cone output from our cone simulator in response to progressively increasing flash intensities, in the
order of 10/20/40/80/160/320td, introduced at time step 3 for a duration of 2 time steps.
3.3.2 Integration of Bio-Inspired Rod Input and Responses
to the tvi Paradigm
To integrate rod input, we assign our spatial extent S(x,y,t) to the output obtained
from the rod simulator. To the rod simulator we introduce the input signal as is
I(x,y,t), time t and flash duration. Equation 3.14 represents the assignment of the
bio-inspired spatial extent.
S(x, y, t) = R(i, t) (3.14)
Figure 3.8 is representative of the results obtained in response to the tvi paradigm
when our light adaptation simulator has bio-inspired rod input for its spatial extent.
The expected peaks and troughs/undershoots are present, but not in a manner con-
sistent with biology (refer to Figure 3.5(a)). Our model when fitted with bio-inspired
rod input has less significant peaks and more prominent troughs. For further analysis,
we obtain the SNR of both versions of our simulator at different flash intensities (FI)
during time step (TS) 3 so as to have a better idea which performs better. Figure 3.9
shows this comparison.
The simulator when fitted with basic rod input is shown as BasicRod and when
fitted with bio-inspired rod input is shown as BioRod. When we compare SNR for
BasicRod and BioRod during TS 3, which is when both simulators peak, we find that
BasicRod has higher SNR for each FI. Higher SNR implies that BasicRod has better
replication of the visual stimuli introduced. However, when we look more closely we
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Figure 3.9: SNR values for each FI during time step (TS) 3 given by 10 ·2ptds, where 0.00 ≤ p ≤ 5.00 at intervals
of 1 so as to better visualise adaptation across different FIs for both versions of our simulator; with basic rod input
and with bio-inspired rod input.
Figure 3.10: Section (200 ≤ x ≤ 399, 170 ≤ y ≤ 369) of Lena Image used for our experiments
can also see that for both BasicRod and BioRod, SNR declines between FIs with p
ranging between 0 and 2. BasicRod has the same SNR for FIs with p ranging between
2 and 4, whereas BioRod has the same SNR for the all subsequent FIs.
This suggests that BioRod actually does improve light adaptation in spite of the
changing levels of FI, but performance with regards to how closely output compares
to the input intensity is poorer. Based on this assessment, we decided to further
adjust BioRod by unbinding the HC response in our model to the level of FI on
the assumption that this was already catered for in cone output. αHC was therefore
removed from Equation 3.7. This meant that we now had 4 versions due to varying
nature of the spatial extent being integrated into our simulator. They were:
62
1. Spatial extent from basic rod input (BasicRod).
2. Spatial extent from bio-inspired rod input (BioRod).
3. Spatial extent from basic rod input with adjusted HC, so that it would not be
bound to illumination levels (AdjBasicRod).
4. Spatial extent from bio-inspired rod input with adjusted HC, so that it would
not be bound to illumination levels (AdjBioRod).
To further evaluate our simulators, we obtain SNR to show how closely the result-
ing output compares to the original input. A higher SNR indicates a closer represen-
tation of the original input. We used a segment of the Lena image (200 ≤ x ≤ 399,
170 ≤ y ≤ 369). The Lena image is employed because it has been used since 1973
as the standard test image for image processing, this is due to the fact that it has a
good combination of varied detail, shadow, and texture [54]. Figure 3.10 represents
the Lena image used. The segment selected contains all aspects aforementioned and
allows for faster processing within our model. We then evaluate the SNR at differ-
ent FIs during the same TS of flash. In our experiments, this would be TS4, TS5,
TS6, TS7, the duration of FI. Our second experiment compares SNR for each of
our simulator versions in response to the same FI. Figure 3.11 is the diagrammatic
representation of the evaluations we perform.
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Figure 3.11: Diagrammatic representation of how we propose to evaluate our simulators so as to de-
termine which version performs better in terms of biological plausibility and retinal functionality; For FI
10td/20td/40td/80td/160td/320td and TS 4/5/6/7
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3.3.2.1 Experiment 1: SNR for the same TS for different FIs
We compare SNR during the same TS when our different versions are exposed to
FIs that increase by 10 ∗ 2p where p is an integer in 0 ≤p≤ 5, giving us the following
intensities; 10td/20td/40td/80td/160td/320td. The comparison helps us evaluate how
well our simulators adapts for each TS as FI is increased. This evaluation should
highlight issues pertaining to consistency and performance.
Looking at Figure 3.12, at the onset of flash (TS4), we find that BasicRod and
AdjBasicRod adapt consistently across the different FIs. On the other hand BioRod
and AdjBioRod have significantly higher SNRs, but are dissimilar in their response
to an increase in FI. BioRod’s output becomes increasingly dissimilar to the original
image as FIs are increased. However, BioRod begins to give similar output at FI 40td
- 320td, indicating that 40td is the threshold after which point our cone simulator
adapts in the same way regardless of how high the FI is within the given range in
our experiment. For AdjBioRod, performance with regards to quality of the image
improves steadily until FI 80td, at which point quality starts to decline.
We can therefore conclude that at the onset of flash, the introduction of rod
input from our rod simulator ensures improved consistency in output even as FI
varies. During TS5, at which point we assume transduction is taking place, all
simulators adapt consistently across all FIs. Implying that the transduction process
is not dependent on the changes in the levels of ambient light levels. At TS6, when we
assume photoreceptor coupling is taking place, BioRod and AdjBioRod continue to be
consistent with regards to light adaptation, whereas, BasicRod and AdjBasicRod take
the same profile that BioRod and AdjBioRod did during flash onset. Performance in
BasicRod and AdjBasicRod may be indicative of the poor representation of rod input,
because rod input should help increase the dynamic range of our cone simulators and
in effect improve light adaptation across FIs, which is not the case as can be observed
in Figure 3.12 - TS6.
Finally, during negative HC feedback during TS7, all simulators except AdjBa-
sicRod adapt consistently across the different FIs. AdjBioRod on the other hand
increasingly outputs improved representations of the original image as FI increases.
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Figure 3.12: Comparing SNR for versions of our simulator during the presence of different FIs for TS 4/5/6/7 with (a) showing the associated graphs and (b) showing the
images represented for FI 320td
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3.3.2.2 Experiment 2: SNR for the same FI
With respect to the tvi paradigm, we increase FI by 10 · 2p and evaluate SNR against
each TS as FI is increased. This gives us the opportunity to compare SNR profile
generally and offer up insights to behaviour of our different versions of simulators.
As expected, the general profile of SNR over time in response to the tvi paradigm
for each FI in this experiment should consist of a peak and trough. The strength of the
profile being directly proportional to how well the initial image has been perceived;
characterized by peaks having higher SNR. Even with high SNR, it is not imperative
that the resulting images are discernable to the naked eye, but it does imply that the
there is enough information to be passed on to the next retina layer, the IPL.
From the results obtained, see Figure 3.13, we can see that two groupings appear.
BioRod and AdjBioRod have a more immediate response to the introduction of flash.
BasicRod and AdjBasicRod on the other hand have a more delayed response. We also
see that BioRod and AdjBioRod have a biphasic profile, BasicRod and AdjBasicRod
have a triphasic response; with a slight peak first and then a more pronounced peak
before a decline in response.
As FI increases, we see that BasicRod has weaker response to the perception of
visual stimuli and this translates to lower SNR. The same goes for BioRod, which
arguably gives the weakest response of all four versions. This leaves us with the two
adjusted versions.
Both adjusted versions give stronger responses as FI is increased. AdjBioRod
begins with a much higher SNR than AdjBasicRod, and the strength of perception
gradually increased as FI increases, up to FI 80td. For FI 160td and 320td, Ad-
jBioRods perception gradually declines. For all four versions of our model for light
adaptation, AdjBioRod, gives us the most consistent profile.
AdjBasicRod has a steeper ascent in strength of perception as FI increases, up
to FI 40td. After which point, strength of perception begins to weaken. However,
at FI 320td, it proffers its strongest perception. This artifact being consistent with
the influence of rod influence, which as we get to see in Section 5 allows for improved
perception of contrast during very high luminance.
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Figure 3.13: Comparing SNR for versions of our simulator at different FIs with respect to the tvi paradigm with (a) showing the associated graphs and (b) showing the
images represented
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From this experiment, we were looking for:
1. Consistency in SNR response profile: A consistent profile shows that there is
appropriate response to light adaptation.
2. High SNR: A high SNR implies more content pertaining to the original image
being transmitted and will allow for better contrast enhancement at the IPL
level.
Based on these criteria, we were able to determine that AdjBioRod had the best
results. It had the only consistent profile for all FI introduced and the highest SNR
more often than BasicRod and BioRod; for FI 40, 80 and 160td. AdjBasicRod has
the highest SNR as often as AdjBioRod; for FI 20, 40, and 320td, but doesnt have as
consistent a profile as AdjBioRod.
3.3.3 Evaluation of Experiments 1 and 2
From the two experiments carried out, it is apparent that AdjBioRod shows the
most consistent dynamic adapting to changing ambient light levels and has high SNR
most consistently. Having better representation of the rod input by incorporating
a rod simulator does demonstrate that rod input actually does improve local light
adaptation. Therefore, based on these results the following are the conditions we
conclude are important to modelling local dynamic light adaptation:
1. Ensuring a closer fit to biology when accounting for our spatial ambient intensity
by having rod input obtained from a rod simulator.
2. Ensuring HC feedback is pegged to existing FI, however, we need to consider
the mechanics of how, which we do in Section 3.3.3.1.
Because all we changed in BioRod to get AdjBioRod was αHC , and having deter-
mined that this parameter was what needed to be adjusted in order to fit our model
to the criterion stipulated above, we decided to retain BioRod, but carry out further
tests to determine what value for the αHC parameter would give us optimum results.
To this end we introduced what we called, the rod input factor (rif). rif, we predicted
would
1. Temper HC feedback enough to allow our BioRod version to give responses to
the tvi paradigm that would fit with biology more closely and would allow HC
feedback to be pegged to the level of illumination within a visual scene.
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2. Give much higher SNR, which would mean more signal than noise would be
processed in the OPL layer.
To introduce rif , we adjusted our αHC so that it would be equal to
p
rif
, where
rif is in 0.50 ≤ rif ≤ 5.00, in intervals of 0.50. This leads us nicely into our next
experiment.
BioRod rif 0.5 rif 1.0 rif 1.5 rif 2.0 rif 2.5 rif 3.0 rif 3.5 rif 4.0 rif 4.5 rif 5.0
Q1 54.48 51.96 54.48 56.76 60.77 65.26 63.80 63.60 63.43 62.88 62.40
Min 54.23 51.79 54.23 56.36 60.10 62.57 62.11 59.71 58.30 57.49 57.05
Median 55.19 52.36 55.19 58.38 62.58 65.79 69.11 68.25 66.02 64.68 63.85
Max 62.57 62.57 62.57 67.01 68.90 68.41 73.16 78.45 75.06 71.10 68.59
Q3 59.92 54.19 59.92 61.71 63.52 67.52 71.45 70.72 69.00 67.97 67.12
Range 8.34 10.78 8.34 10.65 8.80 5.84 11.05 18.75 16.76 13.60 11.55
STD 3.82 4.20 3.82 4.19 3.23 2.12 4.74 6.66 5.81 4.80 4.24
1st 2nd 3rd
Best Values
(a)
50.00 
55.00 
60.00 
65.00 
70.00 
75.00 
80.00 
BioRod rif 0.5 rif 1.0 rif 1.5 rif 2.0 rif 2.5 rif 3.0 rif 3.5 rif 4.0 rif 4.5 rif 5.0 
Si
gn
al
 -t
o-
N
oi
se
 R
at
io
 
BioRod and RIF Impact on HC Feedback 
Q1 
Min 
Median 
Max 
Q3 
(b)
Figure 3.14: Comparing SNR for BioRod and each variation of the same with different rif , where rif =
0.50 : 0.50 : 5.00 during each FI (10td/20td/40td/80td/160td/320td) showing the representative Table (a) and BoxPlot
(b)
3.3.3.1 Experiment 3: Testing for rif
We needed to find a balance between how well the versions of our simulator adjusted
to changes in ambient light levels, with how well they simulated the original image.
Because we are working towards obtaining the best adjusted BioRod, one that by the
standards provided is the best performing and also behaves in a manner very similar
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to that of biology, we adjusted our BioRod’s HC feedback by accounting for rif. It
was our contention that this would give us a well adjusted/revised BioRod that met
with all our criteria:
1. Incorporates rod input from a rod simulator to allow for improved light adap-
tation, which would ensure consistency in simulator output across varied FIs.
2. Biological plausibility: Measured by our simulators response to the tvi paradigm.
3. Quality of output: Provides a good balance between dynamical local adaptation
to changing ambient light levels and generating an image that closely resembles
that of the original image.
Considering the above criteria, we generated a box plot for each rif in BioRod
containing SNR results at each FI for each rif variation. Figure 3.14 show the results
obtained, from which it is evident that BioRod with rif variations 2.00, 2.50 and 3.00
offer good results in line with the criteria we laid out. The three variations have their
minimum SNR greater than 60.00, whereas BioRod with no rif adjustments has a
maximum SNR of 62.57. Immediately this showed that our BioRod with either of
these three rif variations would always process input stimuli as well as or better than
the best representation by BioRod. Between the three, we then evaluated where the
majority of their resulting output to visual stimuli fell in response to different FI.
For rif 2.50 and 3.00 median SNR was ≥ 65.79, whereas rif 2.00 was 62.58. This
ruled rif 2.0 out from consideration because the other two variations produced better
processed output at all FIs except for FI 20td, see the table in Figure 3.14. To decide
between rif 2.50 and 3.00 we then looked at the standard deviation (SD). We found
that the BioRod fitted with rif 2.50 adapted to different luminance more consistently
than rif 3.00.
Based on the aforementioned criteria, the best rif fit was 2.50. At this rif we have
a good balance between its ability to dynamically adapt to changes in ambient light
levels and outputting a good representation of the initial input stimuli. Figure 3.15(c)
represents our revised BioRod’s response to the tvi paradigm. It bears a closer profile
to biology (Figure 3.15(a)) than BioRod when not fitted for rif (Figure 3.15(b)).
Further evaluation of BioRod is carried out when we compare SNR values at TS 3 as
we did previously to analyse aspects related to consistency in adaptation.
Our results are shown in Figure 3.16. For ease of comparison, we will refer to
our BioRod simulator when adjusted for rif as BioRodRif. Looking at the results
in Figure 3.16, we can see that BioRod and BioRodRif replicate the input signal
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Figure 3.15: tvi paradigm response with (a) showing membrane photocurrent a Macaque Monkey cone cell as flash
intensity was progressively doubled [86], (b) and (c) showing responses of our cone simulator’s when HC feedback with
(b) rif = 1.0 (c) rif = 2.5 as flash intensity is progressively increased in the order 10td/20td/40td/80td/160td/320td,
and introduced at time step 3 for a duration of 2 time steps.
in the same manner for FI 10td, with SNR 14.44. As determined earlier, BasicRod
performed better than BioRod at all FIs of our experiment. BioRodRif however,
performs better than both BasicRod and BioRod except at FI 10td. BioRodRif has
SNR ranging between 14.44 and 20.28, BasicRod ranging between 8.57 and 14.23 and
BioRod at 6.93 and 14.44. Not only does BioRodRif give better SNR, it adapts more
consistently then the other two versions of our simulator. BioRodRif ’s SD is 2.12,
with BasicRod having an SD of 2.94 and BioRod at 3.58.
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Figure 3.16: SNR values for each FI during time step (TS) 3 given by 10 · 2ptds, where 0.00 ≤ p ≤ 5.00 at
intervals of 1 so as to better visualise adaptation across different FIs for the versions of our simulator; BasicRod,
BioRod and BioRod with rif 2.5.
We have now established what version of our simulator we will be using to simu-
late light adaptation in the OPL and have ensured improved adaptation and better
processing of input signal so that the output at this level contains more information,
BioRodRif.
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3.4 Summary
Our light adaptation model consists of processes consistent with pigment bleaching,
rod-cone coupling, cone-cone coupling and HC feedback to allow for perceptual con-
stancy while replicating biology. By the combination of two intensities, temporal and
spatial, we derive our local spatio-temporal ambient intensity. These intensities have
different time constants and spatial extents. Our temporal intensity is obtained by
the use of a modified Michaelis-Menten function. Equation 3.15 represents the ab-
straction of the Michaelis-Menten function we used. This abstraction ensured that
adaptation within our model was bound to the rate of saturation, which allowed for
responses with a profile similar to that of biology [86].
NeuronActivation =
(
αInputIntensityn
InputIntensityn + (βSpatioTemporalIntensity + γ)n
)
(3.15)
Our spatial intent provides added novelty to our cone simulator. Rod input used in
our simulator is based on Lamb and Pugh’s model [55]. We use τrod that is 4 times that
of the cone’s time constant as is established by [118], as well as a sensitivity parameter
kti given by 0.0049 so as to scale input intensity. The rod input is then multiplied
to a Gaussian operator with a dynamically adapting extent and then convolved to
the input intensity. The derived spatio-temporal intensity is bound to the local level
of illumination. We use the weightings αT and αS to determine how much influence
the temporal and spatial extents will have on our spatio-temporal intensity. 0.9 and
0.1 are the values we used for the temporal and spatial weightings, consistent with
Wilson’s model [115].
The mathematical approximation used for cone-cone coupling in our model is
consistent with the diffuse function as used by [99, 15, 88] and is given by the Equa-
tion 3.5. This function in our model uses Gaussian width parameters equivalent to 1.5
cone spacings as with [88, 1]. We then model HC output by convolving cone output
to a lowpass filter.
The final output of our light adaptation model was obtained by a D-o-G, which
allowed for the further mapping of the spatio-temporal intensity. We subtracted
weighted HC output from the cone output. Unlike with previous retina models, this
weighting, αHC , is bound to the existing level of illumination in the input signal
and not modulated by the IPX cell. This therefore makes it a dynamic weighting.
Based on the experiment in 3.3.3.1, we determined that to incorporate spatial extent
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from rods it was necessary to also ensure that HC output was bound to the level
of illumination and a rod integration parameter rif
(
αHC =
p
rif
)
. This allowed for
improved consistency during adaptation and better replication of input stimuli.
In this Chapter, we have demonstrated the following:
1. Replicating biology by introducing rod-cone convergence in the OPL is possible.
2. The results obtained when using the tvi-paradigm to evaluate the final cone
response from our Light Adaptation Simulator show that
• Firstly, light adaptation is achieved,
• and secondly, that it is achieved in a manner consistent with biology.
3. The use of bio-inspired rod input allows for better perceptual constancy and
therefore improves light adaptation.
4. Finally, that It is necessary to include a rod integration parameter for the
successful integration of rod input in a cone simulator in the OPL.
In Chapter 5, we will establish to what extent rod-cone convergence influences
light adaptation. In the following Chapter however, we look at the second retinal
function, contrast gain control. Due to the numerous possible processes attributed to
this function, we go through aspects of contrast gain control that can be modelled so
as to motivate the design of our Contrast Gain Control Simulator.
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Chapter 4
Simulating Contrast Gain Control
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4.1 Contrast Gain Control
An object’s luminance determines the perception of its brightness [91]. This only
holds true when background luminance is constant. However, when background lu-
minance is changing, an object’s brightness, and therefore how well we perceive it, is
dependant on the existing physical contrast between the object and its surround [91].
This means that on a daily basis, we are only able to process and perceive visual
scenes due to existing contrast, because the surround is always changing due to the
wide range of light intensity [42]. Since the range of membrane potentials individ-
ual neurons can represent is limited, our retinal neurons cannot fully represent the
varied levels of contrast present in any given visual scene [78]. It therefore becomes
incumbent for retinal neurons to adjust their sensitivity, or adapt to accommodate
these changes [78, 5]. Adaptation here refers to mechanisms employed by the retina
to enable sensitivity to the mean light intensity and contrast [78]. Retinal adaptation
ensures that participating neurons are not easily saturated due to high levels of con-
trast gain above the existing mean level of contrast [25, 68]. For retinal neurons in the
IPL that deal specifically with contrast, there exists an antagonistic centre-surround
mechanism [25], which functions to create sensitivity to colour and to luminance
contrast [82, 83, 84, 81].
As discussed in 2.1, the IPL consists of BCs and Amacrine Cells [59]. According
to [59], a typical mammalian retina contains 9 to 11 types of cone driven BCs and
only 1 type of rod driven BC. In spite the varied number of cone BCs, the IPL
has distinct parallel pathways: ON and OFF channels, and the midget and parasol
channels [8, 11, 84, 81, 106]. ON channels process images that become visible by virtue
of an increase in light fluctuations in light intensity above mean contrast [78, 81].
OFF channels process visual scenes that become visible by virtue of a decrease [78,
81]. Midget channels process fine detail, colour and stereoscopic depth cues, whereas
parasol channels process information pertaining to motion and flicker [78, 81].
4.1.1 Midget and Parasol Channels
In 1966, it was established that there exists 3 distinct retinal ganglion cells in cats;
X, Y and W [25]. In later years it was determined that this also held true for most
mammals [62, 83]. In primates, two of these classes are now referred to as midget
and parasol/diffuse systems [81]. Both midget and parasol/diffuse channels have ON
and OFF subclasses. Receptive field centres of midget BCs receive their input from a
single cone, which renders them colour selective. Parasol BCs receive their receptive
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field centre from several cones and respond to changes in contrast. Parasol BCs
are monochromatic, but by virtue of the fact that they process change in contrast,
they are also able to capture chromatic changes [81]. The midget system gets its
name from the size of the cells in its system. Parasol neurons on the other hand, have
dendritic arbours and receptive field diameters that are approximately 3 times greater
than midget neurons. Parasol neurons also have larger axons and faster conduction
velocities (implications of their size will become more apparent as we highlight how
these cells are modelled in sub-section 4.1.4 below). It is also important to note that
midget BCs can sometimes be referred to as P cells and parasol BCs as M cells. This
is because BCs predominantly project to the LGN of the thalamus, which consists of
magnocellular (M) and parvocellular (P) layers [88, 81]. Midget BCs project to the
P layer, hence P cell, and the parasol BCs project to the M layer, hence the M cell.
4.1.2 ON and OFF Channels
Dale’s principle states that neurons release the same neurotransmitters at all of their
synapses [30]. This principle, though, does not hold for photoreceptor-BC synapses
and starburst amacrine cells (SACs) in the retina. A photoreceptor’s glutamate trans-
mitter causes opposite effects on ON and OFF BCs [84, 81, 75]. The reason for this
peculiar synaptic process is due to the different postsynaptic glutamate receptors
found on the ON and OFF channels [63, 75, 81]. ON BCs have metabotropic glu-
tamate receptors, mainly mGluR6, which is sign inverting, whereas, OFF BCs have
ionotropic glutamate receptors, which are sign conserving [63, 81]. See Figure 4.1
for a visual representation. SACs release two neurotransmitters 1) inhibitory GABA
neurotransmitters and 2) excitatory ACh neurotransmitters. The kind of neurotrans-
mitter SACs release is dependant on which direction sensitive RGC (DSRGCs) it
synapses [98].
Neurons in the IPL have antagonistic centre-surround mechanisms. These differing
mechanisms therefore receive different inputs. The centre mechanisms are ’fed’ by
photoreceptors and the surround by lateral neurons [111, 110, 81]. BCs receive their
surround input from HCs, with cone ON BCs also receiving rod input from AIIs.
AIIs receive input from rod ON BCs. AIIs make two different kinds of connections.
One of their connections synapse on cone ON BC axon terminals via electrical gap
junctions, and the other connection is a chemical glycinergic synaptic junction with
cone OFF RGCs [81]. These two connections allow rods the ability to derive two
different reactions from their single output.
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Figure 4.1: Diagrammatic representation of how the antagonistic centre-surround neurons behave in response
to both light and dark increments in a visual scene. Cones hyperpolarize in response to light while cone ON BCs
depolarise and OFF BCs hyperpolarize. The reverse is true during dark increment. [81]. ON and OFF BCs also
’oﬄoad’ at different sub-laminas [106, 11]. This diagram also shows that there is an increased firing rate for ON
channels when there is light increment and for OFF channels when there is dark increment and there reverse, in
reverse conditions. [81]
In the dark, this rod-cone convergence allows for ON systems to respond to any
light increment. In the light, rod-cone convergence allows for OFF systems to respond
to any light decrement. It can therefore be said that ON channels work to capture
an increase in light above a mean light intensity and is therefore an indicator of
lightness [81]. OFF channels on the other hand, capture a decrease and therefore
signal darkness [81]. When contrast is perceived in a visual field, neurons in the
IPL of the ON and OFF systems adapt their sensitivity and integration time so as
to represent this change [5]. This process is referred to as contrast gain control [8].
During high contrast, retinal neurons with antagonistic centre-surround mechanisms
become less sensitive so as to reduce overall saturation, which prevents the visual
system from getting overwhelmed by the increase in visual information [25, 49, 78, 80].
When there is low contrast, these mechanisms become highly sensitive so as to better
detect the slightest change in contrast [25, 49, 78]
77
4.1.3 Fast and Slow Contrast Adaptation
As earlier indicated, to capture changes in contrast, the retina adjusts its sensitivity
and integration time. These retinal adjustments can be instantaneous or slow and
are termed fast contrast adaptation and slow contrast adaptation [49, 5]. Contrast
adaptation that is fast (FCA) enables the retina to respond to momentary highlights
in reflection or blurry edges due shade/shadow [5]. In either conditions, FCA pre-
vents saturation in the retina [5] due to ’quick/instatenous’ gain (in terms of contrast
perception). Slow contrast adaptation (SCA), on the contrary, adjusts retinal sensi-
tivity in response to a visual field’s overall level of contrast [5]. Contrast can vary
depending on existing illumination levels in a visual field [42].
4.1.4 Existing Models of Contrast Gain Control
Wilson [115] modelled ON and OFF M and P cells. His ON BCs were depolarised
by cones and then weakly hyperpolarized by HCs. His M cell equation (see Equa-
tion 2.14) consisted of a summation over 3 adjacent cones, while the P cell (see
Equation 2.13) received input from a single cone, this morphology being consistent
with biology [59]. The ON and OFF channels received their surround input from
HCs with a weighting of 3/7 of cone input(s). AIIs supplied his cone ON BCs input
and had divisive influence. An aspect consistent with biology [81]. Wilson used a
time constant of 5.0ms (the same time constant he used for his cone) for his M cell
and 18.0ms for his P cell. He modelled two kinds of AIIs. In the IPL there are
two distinct layers, sub-lamina a and b; one type of AII is restricted to sub-lamina
a (for OFF BCs), and the other, restricted to sub-lamina b (for ON BCs) [81]. He
calculates the postsynaptic potential (PSP) of AII by weighting the sum of ON M
and P cells. We know now from recent research [81] that the AIIs that feed the ON
and OFF channels receive their input from rods and that ON and OFF channels do
not converge in the retina. Wilson’s model of the retina is therefore consistent with
biology except for these two aspects, which we intend to simulate in our model.
Shah and Levin in 1996 [88] modelled only ON M and P cells. Their centre input
for the P cell (see Equation 2.6) was given by a single cone, whereas, the surround
was given by a single HC. They then performed a differencing operation on cone and
HC signals, with both cells having a Gaussian weighted receptive field due to the
coupling of neighbouring cones and HCs respectively. A saturation non-linearity, and
then a temporal lowpass filter followed the differencing operation. For the M cell,
because it has a wider receptive field for both the centre and surround, the centre
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input was given by 9 cones and that of the surround came from 9 HCs, with the
surround input was given a time delay of 3.0ms. A gain and saturation operation
and then a temporal lowpass filter followed the M cells differencing operation.
Shah and Levine replicate biology by employing Gaussian operators to capture the
dynamic nature of the IPL retina neurons, however, with regards to the diffuse/M
cells (see Equation 2.8), they acknowledge input from Amacrine cells but do not model
this aspect. An aspect that we deem extremely important to attaining biologically
viable spatial-temporal mappings within the ON and OFF channels, especially when
simulating contrast gain control [93, 81]. One that we intend to simulate in our model.
Wohrer and Kornprobst in 2009 [117] developed a very robust Contrast Gain
Control model directly descent from the Victor model [105]. They based their model
on a non-linear feedback loop. To determine gain of the intensity integration from the
OPL, they used a variable leakage shunt. This leakage generated the desired divisive
effect on the input intensity at the level of the IPL. This shunt relies on dynamic
input from the feedback mechanism within BCs with a time constant of 0.005s and
a spatial extent of 2.5 ◦. Wohrer and Kornprobst also use a static activation of leak
conductance, where activation is wholly dependant on BC feedback. We found this
model for contrast gain control very compelling and adopted it into our model with
the following exceptions; firstly, that we fit our model for only analog signal processing
and secondly, that our spatial intent was derived from the rod pathway.
4.2 Modelling Contrast Gain Control
To attain Contrast Gain Control within our model, we used Schiller’s [81] new find-
ings pertaining to the morphological structure of the retina. We ensure rod-cone
convergence by simulating rod-ON BC and AII models to establish our spatial extent
within the IPL. This aspect having not yet been modelled in existing biologically
inspired retinal models. We simulate our model in this fashion so as to evaluate the
significance of rod-cone convergence within the IPL and how this convergence affects
performance with regards to contrast gain within any given visual scene. Because
our model is monochromatic, we simulate only the Parasol channel, which involves
parasol/diffuse BCs. For biological plausibility, we include the ON and OFF parallel
channels and allow for rod-cone convergence by simulating rod ON BCs and AIIs. To
reduce complexity however, we only assume FCA, whilst ensuring we capture both
temporal and spatial expressions associated with Contrast Gain Control.
79
Having established that Contrast Gain Control refers to the effect an increase
or decrease in the mean level of light intensity has on the transfer properties of the
retina [92, 105, 49, 5], it can therefore be concluded that its effects are nonlinear and
dynamic [105, 115, 117]. Therefore, to simulate biologically viable Contrast Gain
Control, we have employed a nonlinear feedback loop [92, 115, 117].
We simulated cone BCs based on a nonlinear feedback loop, which incorporates
a variable leakage so as to determine the gain due to existing integration between
local neurons in a similar fashion as [117]. We use a static function to determine the
strength of the gain control feed back loop indicative of cone BC, given by Equa-
tion 4.4. λA taking the value 50Hz and V
2
Bip = 100Hz and constitutes the amplifica-
tion of the OPL response. This static function is then convolved with the convolution
of a lowpass filter with the time constant 5ms (τconeBC) and a Gaussian operator with
σ = 2.5, as expressed in the Equation 4.3. We refer to the resulting spatio-temporal
intensity as cone BC response (bcResponse), see figure 4.2.
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Figure 4.2: Figures (a) and (b) are schematic representations for contrast gain control, encompassing transition from the introduction of visual stimuli, through the OPL
and then the IPL. Figure (a) is consistent for the participating neurons shown and expresses the spatio-temporal mappings from one layer to the next. Figure (b) shows how
our model differs from a typical retina model, with the novelty coming from how 1) we express the spatial extent and 2) the temporal and spatial extents converge.
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Figure 4.3: Results obtained by Baccus and Meister (2002) [5] when they measured contrast gain control in a
salamander using Linear-Non-Linear (LN) analysis, when they introduced stimulus of white noise at two different
contrasts. The dual mark of contrast gain control is observed in the time advance of the responses.
bcResponse(x, y, t) = coneResponse(x, y, t)− gA(x, y, t)Vopl(x, y, t) (4.1)
where
Vopl(x, y, t) = coneResponse(x, y, t)/L(x, y, t) (4.2)
where
gA(x, y, t) = GσA ∗ EτA ∗Q(VBip)(x, y, t) (4.3)
Q(VBip) = g
◦
A + λAV
2
Bip (4.4)
4.3 Measuring Contrast Gain Control
Before we introduce rod input in the IPL, we evaluate how closely our model compares
to biology [5]. At present we are simulating contrast in a very similar manner to [117].
We make comparisons based on results obtained by measuring contrast gain control in
salamander and rabbit retina in [5]. Baccus and Meister [5] have a biphasic response,
with a prolonged or a more prominent undershoot and then a subsequently small
overshoot during their measurement of gain control in response to the tvi paradigm.
They also found that with lower contrast there was reduced response with a similar
profile. Figure 4.3 shows their results.
To allow for an analysis of these measurements in our model, we introduce visual
stimuli derived from a pattern that is attained using a spatial cosine grating, with
contrast being varied in time by employing frequency spread logarithmically, just as
in [105].
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L′(x, y, t) = L(x, y, t) ∗ pir2 (4.5)
L(x, y, t) = Lo[1 + s(t)q(x, y)] (4.6)
Lo is our fixed mean luminance and is given by 100cd/m
2 in line with [105]. Lo is
modulated both temporally and spatially via s(t) and q(x, y), respectively.
s(t) = m
8∑
j=1
cos(2pifjt+ φj) (4.7)
q(x, y) = cos(2pikX) (4.8)
Both modulations are sinusoidal and use the cosine function. Temporal modu-
lation within our simulator consists of a sum of sinusoids with contrast that can be
adjusted via a set of temporal frequencies and distinct phases. Temporal frequency
is given by fj and consists of a range that is spread equally, logarithmically, between
0.231Hz and 33.758Hz consistent with [105]. Phase is given by φj and alternates
between brightness and darkness. φj is given by either + or − pi2 , with m defining
the strength/magnitude of modulation.
To allow for consistency in evaluation, we use the same modulations that will be
employed when we carry out quantitative analysis of our models to be described in
more detail in Chapter 5. Briefly though, we use factors that range between 0.00 to
5.00 and within this Chapter we use intervals of 1.00. However, similar to Victor [105]
and Wohrer et al. [117], we use two points for our evaluation and in our case we take
the values 2.00 and 4.00 as they allow for enough observable contrast for adequate
analysis. With regards to the spatial modulation used within our model, the variable
k provides grating of spatial frequency and takes the value 1
2
. This provides 2 distinct
spatial variations.
To test and evaluate the biological viability of our Contrast Gain Control simula-
tor, we use the tvi paradigm as was employed by Baccus and Meister [5]. We create a
steady background via the use of the mean luminance given by Lo and then introduce
flash in the same way as with Chapter 3. 10 · 2p gives use flash, where p is an integer
between 0.00 ≤ p ≤ 5.00. The flash is the introduced to Lo and the derived luminance
is then convolved with the input signal so as to constitute the driving intensity within
the simulator.
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Figure 4.4: Results obtained from our model WITHOUT rod-cone convergence in the IPL when measuring for
contrast gain control.
CM Minimum Maximum Range Standard Deviation
2.0 -0.002 0.008 0.011 0.003
4.0 -0.007 0.014 0.022 0.006
Table 4.1: Minimum and Maximum Contrast Gain Control Measurements for Con-
trast Modulation (CM) 2.0 and 4.0
4.3.1 Results
The output of our simulator in response to the tvi paradigm shows similar behaviour
to biology in that there is a biphasic response that consists of an undershoot and then
an overshoot, as can be seen in Figure 4.4. When contrast is reduced we also find that
response is smaller in comparison, just like with [5]. This is observed when contrast
modulation is at 2.00, the minimum value of the entire response is −0.002, when at 4,
the minimum is −0.007. This implies that when contrast modulation (CM) is higher,
the response is much stronger. The maximum value for 2.00 is 0.008, whereas for
4.00 it is 0.014. The range therefore for 2.00 is half that of 4.00, which is at 0.022.
The SD also attests to this, with responses to CM 2.00 (0.003) varying half as much
as when CM is 4.00 (0.006). A higher SD being indicative of stronger perception of
contrast because of the perception of the existance of greater variance. However, our
undershoot is not more prominent than our overshoot. However, unlike biology [5],
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our undershoot is not more prominent than our overshoot.
Our model depolarises (overshoots) more strongly than it hyperpolarizes (under-
shoots) in the biphasic response. The undershoot when m = 2.0 makes 22.37% of
the range (0.011) of measurement of Contrast Gain Control. When m = 4.0 Contrast
Gain Control is at 35.32% (range = 0.022). When comparing our model’s response
to a change in contrast modulation, we find that there is a more pronounced un-
dershot and overshot when contrast gain is higher. When looking at [5], there is a
more pronounced undershot than overshot, although the response to higher contrast
is stronger, just as is the case with our model. Because we are making an argument
for the importance of rod-cone convergence all through the retina, we now adjust our
model to include rod input in the IPL. We do this by first building a rod ON BC
model, followed by an AII model and then integrating their output as our spatial
extent in our model.
4.4 Integration of Spatial Extent
To facilitate the convergence of rod input in the cone pathway within the IPL, we
simulate rod ON BCs and Amacrine Cells (which receive their input from rod ON
BCs). As stipulated before, rods have one morphological type of BC that connects to
rod photoreceptors, the rod ON BC. A single rod BC gets input from 15 - 30 rods.
Rod ON BCs in turn make ribbon synapses with AII, unlike cone BC, which synapse
with RGCs. AII in turn connect with cone pathways via large gap junctions at cone
BC axons, when connecting with the ON pathway, and, at cone BC synapses, for
OFF pathway connections. AIIs have two functions that are interdependent:
1. Collection of signals from rods and rod BCs
2. Allow for convergence with cone pathways
We discuss rod IPL input in more detail in the subsections that follow.
4.4.1 Spatial Extent: Rod ON BC
Although there are significant differences between a human retina and that of a cat’s,
as outlined in Section 2.1.2, we employ cat data for our rod ONBC model. We do so
for the following reasons:
1. There is an absence of detailed data on rod ONBCs in humans
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Figure 4.5: This diagram shows results from experiments performed by Dacheux-Faviola 1986 when they intro-
duced white light stimuli of 300µm of −2.0 and −1.0 log units to rabbit rod bipolar by HRP-injection [21]. They
found that at these flash intensities, the cell developed a slow depolarization at off, which returned to baseline with
a time course of several seconds. [21]
2. The visual field of a cat and that of a human is not too varied, with a cat’s
being 200◦ and that of a human’s being 180◦ [48]
3. Binocular overlapping for both cats and humans is about 140◦
To capture the essence of rod ON BCs, we follow Shapley and Enroth-Cugell’s
model [26] of a cat’s rod driven retinal network. To this end we subjected the rod sig-
nal to multiplicative gain control at the rod BC synapse by convolving our rod output,
from our rod simulator, with a lowpass filter. Because rod BC potential was initially
thought to be HC potential [90], rod BC time constant was not immediately obvious
due to the fact that different models give different time constants for HCs. Wohrer
and Kornprobst [117] give the lowest time constant of 0.02ms and Wilson [115] the
highest, 140ms. On carrying out the experiment in subsection 4.4.1.1 we were able
to establish rod ON BC time constant for our model as 7ms and used a time delay
of 2ms established in [90]. Equation 4.9 shows how our rod ON BC is simulated.
rodBC(t) =
∞∫
0
r(t− t′)h(t)dt′ (4.9)
where
h(t′) = exp(−t
′
/τrodBC ) (4.10)
Werblin and Dowling [109] and Dacheux and Raviola [21] carried out the tvi
function so as to determine how mudpuppy and rabbit rod ON BC behaved to step
changes in intensity of white light stimuli in dark adapted settings. They determined
that the response was a graded, biphasic depolarisation; with the first phase consisting
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Figure 4.6: This shows the results as flash is increased between 0 log cd/m2 and −5 log cd/m2 (mescopic to
scotopic conditions). We see that our rod ON BC model adjusts its sensitivity to the existence of contrast as the
luminance is gradually increased such that there is less and less colour vision and poorer visual acuity.
Figure 4.7: This is the response of a mudpuppy rod bipolar cell to dark adapted illumination, in an experiment
carried out by [109]. The initial response is a hyperpolarization to illumination to the centre, followed by a response
of opposite polarity.
of a transient component, which appears at onset of flash stimuli and the second phase
comprising of a sustained plateau [21]. See Figure 4.5.
We carry out the tvi function on our rod BC model so as to evaluate how it
compares to biology when step changes in flash intensity of log units −5 to −1 are
introduced. We alter the luminance within a section of the Lena image (as used
in Chapter 3) so as to obtain the mean pixel intensity, which we use as our steady
background or input signal. To introduce flash, we add a fraction of the mean within
the aforementioned range at the onset of flash. Figure 4.6 shows the results from our
rod ON BC model. There is a definite transient response at flash onset followed by
a sustained plateau as observed in Dacheux and Raviola’s [21] experiment on rabbit
rod BC. We therefore conclude that as light intensity increases, the perception of
contrast becomes stronger.
Because the neurons within the rod pathway are more sensitive to light than
those in the cone pathway, we decided to introduce flash within the same log unit,
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Figure 4.8: Results from our experiments on our rod ON BC model within −5 log intensity ranging between 0.50
and 0.51 in intervals of 0.0025. The results of which give similar response to those obtained by Werblin-Dowling 1969
with hyperpolariation to illumination to the centre followed by a response of opposite polarity.
ranging between 0.50 and 0.51 in intervals of 0.0025. This would help us get a closer
look at performance at the smallest increase in light intensity. Figure 4.8 shows
responses of our rod ON BC simulator. The profile is similar to that of observed
by Werblin and Dowling [109] as they experimented on rod BC of a mudpuppy, see
Figure 4.7. You can see, there is an initial hyperpolarization before it depolarizes
and then plateaus consistently. We therefore conclude that our rod ON BC simulator
very closely replicates biology.
We chose to evaluate the final cone BC model that has integrated rod input to
allow for the required analysis of performance with and without rod-cone convergence.
We therefore went on to model an Amacrine cell, which we discuss in the following
sub-section 4.4.2. However, the subsequent sections cover experiments carried out to
determine rod ON BC τrodBC .
4.4.1.1 Experiment 4: Testing for τrodBC
Shapley and Enroth-Cugell’s [90] assertions that rod ON BCs responses had initially
been assumed to be HC responses led us to conclude that rod ONBC and HC time
constants should be similar. Wilson in [115] suggests that HC time constant during
dark adaptation is 140ms, whereas, Wohrer [117] uses a much shorter time constant,
0.05ms. These two help form our upper and lower bounds of the range we use to test
for the best possible value of our τrodBC . We test for τrodBC using the tvi-function. On
evaluating the lower and upper bounds of the range established, we found that neither
of them give us a good fit for biology. Because the lower bound gave a response closer
to biology, the new proposed range for τrodBC is 1 - 10ms, a much shorter range and
one that would allow for easier analysis of performance. We generated 40 tests by
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Figure 4.9: Graphical representation of our rod ON BC’s responses for flash intensity at factor 0.50, for TS1 -
TS4 and Tau1 - Tau10 to obtain the τrodBC for our model.
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evaluating performance of all τrodBC within our range, while changing onset of flash
duration time from time step 1 to half the flash duration, for t = 12 and flash duration
= 8.
We evaluate the responses of our rod ON BC model as flash onset (using the
factor 0.50 to add to the input intensity) is first introduced at t = 1 (TS1) and then
introduced subsequently by a single TS for half the duration of flash for each τrodBC ,
which gives us a range between 1 and 4 (that is TS1 to TS4). Table A.1 shows the
results obtained and contain values to decimal 4 because most of the responses fall
within the range 0.0000 and 4.0000. This helped us discriminate between response
values so as to better analyse the data.
From the resulting responses (also see Figure 4.9), the first most obvious obser-
vation is that at onset of flash for all τrodBC , response is at its highest. However, the
greater the time constant, the lower the response. We can therefore say that at flash
onset τrodBC is inversely proportional to simulator response. The second observation
made, was that, as τrodBC increased after onset of flash, responses become stronger
implying that perception of contrast improved. We also find that the responses for all
τrodBC are strongest at flash onset TS1; an aspect that correlates with the high sen-
sitivity to light of neurons found in the rod pathway. Not only do responses for TS1
give us the strongest performance, their profile is the most consistent with biology
for all τrodBC .
However, in order to draw down on which τrodBC ’s would be more suitable for
use within our model, we create a box plot of all responses for all τrodBC and TS
in consideration. From whence we determine the highest values for Quarter1 (Q1),
Quarter3 (Q3) andMedian for each τrodBC , resulting with Figure 4.10, which contains
a table with the supporting data and box plots A and B. With box plot A giving
us all associated values, while B disregards the outliers constituted by the minimum
and maximum values in our data. We then found that τrodBC5 had the highest Q1
at 0.0392, τrodBC6, the highest Median at 1.7738 and finally for Q3 τrodBC7 took the
cake at 3.2433. The possibilities for our τrodBC therefore reduce down to 3, τrodBC 5, 6
and 7. What this implies is that for all TS these 3, respond consistently better than
the rest. This therefore led us to evaluate τrodBC 5, 6 and 7 for all TS for further
analysis.
We did this by looking more closely at the responses for τrodBC 5, 6 and 7, see
Figure 4.11. This further reaffirmed that responses during TS1 where the strongest
and therefore, that we needed to ’filter out’ information corresponding to TS2, TS3
and TS4.
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Column1 Tau 1 Tau 2 Tau 3 Tau 4 Tau 5 Tau 6 Tau 7 Tau 8 Tau 9 Tau 10
Q1 0.0004 0.0218 0.0335 0.0381 0.0392 0.0386 0.0372 0.0340 0.0340 0.0323
Min 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Median 0.0078 0.2166 0.7088 1.1558 1.4951 1.7738 1.7644 1.6390 1.6390 1.5743
Max 24.2462 19.9876 15.7417 12.8323 10.7922 9.2983 8.1620 6.5530 6.5530 5.9636
Q3 0.0398 0.6047 1.4462 2.2627 2.8386 3.0810 3.2433 3.1921 3.1921 3.2012
STD 3.5058 2.9797 2.5157 2.2696 2.1369 2.0505 1.9808 1.8540 1.8540 1.7926
Range (Q3-Q1) 0.0394 0.5828 1.4127 2.2246 2.7995 3.0424 3.2061 3.1581 3.1581 3.1689
Box Plot A Box Plot B
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Figure 4.10: Table and box plots showing values at Quartiles 1 and 3, Median, Minimum and Maximum for each
possible τrodBC for all TS (1, 2 ,3 and 4).
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Tau 5 - TS 1 Tau 5 - TS 2 Tau 5 - TS 3 Tau 5 - TS 4
1 10.7922 0 0 0
2 0.0952 2.2661 0 0
3 2.9505 0.0779 0.6178 0
4 7.3549 0.6876 0.0638 0.2604
5 5.169 3.2556 0.2561 0.0522
6 4.2352 4.0364 1.3257 0.107
7 3.4675 3.4562 2.6317 0.5456
8 3.4675 2.8385 2.7057 1.4349
9 2.8389 2.8389 2.309 1.9053
10 0 2.3243 2.3226 1.8137
11 0 0 1.9029 1.8841
12 0 0 0 1.5552
Tau 6 - TS 1 Tau 6 - TS 2 Tau 6 - TS 3 Tau 6 - TS 4
1 9.2983 0 0 0
2 0.0848 2.0186 0 0
3 2.7173 0.0718 0.569 0
4 7.0032 0.6547 0.0607 0.2479
5 5.2612 3.3137 0.2522 0.0514
6 4.4568 4.2477 1.3951 0.1126
7 3.7726 3.7603 2.8633 0.5936
8 3.7726 3.193 3.0436 1.6141
9 3.1935 3.1935 2.6854 2.2159
10 0 2.7032 2.7012 2.1808
11 0 0 2.2881 2.2655
12 0 0 0 1.9334
Tau 7 - TS 1 Tau 7 - TS 2 Tau 7 - TS 3 Tau 7 - TS 4
1 8.162 0 0 0
2 0.0762 1.8146 0 0
3 2.5016 0.0661 0.5238 0
4 6.6026 0.6173 0.0573 0.2337
5 5.2021 3.2764 0.2435 0.0496
6 4.513 4.3012 1.4127 0.114
7 3.9122 3.8994 2.9692 0.6156
8 3.9122 3.3909 3.2322 1.7141
9 3.3914 3.3914 2.9205 2.4099
10 0 2.9399 2.9377 2.429
11 0 0 2.5484 2.5232
12 0 0 0 2.2052
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Figure 4.11: Tables and graphs for τrodBC 5, 6 and 7 for all TS (1, 2, 3 and 4).
Flash Start Time 1
Rod Bipolar Cell Time Constant (τ)
5 6 7
1 10.7922 9.2983 8.162
2 0.0952 0.0848 0.0762
3 2.9505 2.7173 2.5016
4 7.3549 7.0032 6.6026
5 5.169 5.2612 5.2021
6 4.2352 4.4568 4.513
7 3.4675 3.7726 3.9122
8 3.4675 3.7726 3.9122
9 2.8389 3.1935 3.3914
10 0 0 0
11 0 0 0
12 0 0 0
TS 1 - Tau 5 TS 1 - Tau 6 TS 1 - Tau 7
Q1 2.9505 3.1935 3.3914
Min 0.0952 0.0848 0.0762
Median 3.4675 3.7726 3.9122
Max 10.7922 9.2983 8.162
Q3 5.169 5.2612 5.2021
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Figure 4.12: Table and box plot for τrodBC 5, 6 and 7 for TS1.
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Having determined that TS1 and τrodBC 5, 6 and 7 offer us biologically viable
responses and consistently strong perception of contrast even as gain is controlled,
we took a closer look so as to finally whittle down to which τrodBC to use for our rod
ON BC model. We went about this by creating a box plot for TS1 for all τrodBC .
Figure 4.12 represents the resulting data and consists of a table and box plot. From
this data, we immediately ruled out τrodBC = 5 because it had the lowest Q1, Median
and Q3 of the three; at 2.9505, 3.4675, and 5.1690, respectively. Next, we ruled out
τrodBC = 6 because τrodBC = 7 had higher Q1 and Median, at 3.3914 and 3.9122
respectively. Higher values indicate stronger perception of contrast and therefore
τrodBC 7 it was.
Once we determined our τrodBC , we continued with the next phase of our mod-
elling, the subsequent retinal neurons in rod pathway, the amacrine cell (AII).
4.4.2 Spatial Extent: Amacrine Cells
To determine how AII respond to illumination levels, Werblin and Copenhagen [112]
introduced central and an annular peripheral flash to a mudpuppy AII. They observed
no hyperpolarization, instead there was an additional depolarising response. This was
unexpected because there was an expected antagonistic response due to the concentric
nature of the all the neurons within the IPL, including the AII. The response they
observed was a depolarization, followed by a decay back to baseline and then after
some time another depolarization, see Figure 4.13. According to [111, 112], this
reaction is indicative of the lateral antagonistic signal across the IPL. Similar results
were also observed in [105].
To replicate this response in our model we reverted to the Michaelis-Menten func-
tion, and employed a lowpass filter using AII time constant of 80ms [115], a half
saturation constant of 185td [115] and a half pigment bleach constant of 92td [115].
We use the Michaelis-Menten function after having determined in Chapter 2.1, sec-
tion 2.3.5 that it is the most biologically feasible function to replicate lateral input in
the retina.
To evaluate biological feasibility of our AII model, we introduce annular flash
intensities in steps to steady background input [tvi function]. As you will see in
Figure 4.14, our AII model closely replicates biology. The responses from both centre
and surround are both depolarising. After the first depolarising response there is
a rapid exponential decay that leads us back to baseline, after which point there is
repolarization for some time, followed by a second depolarisation.
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Figure 4.13: Response of Amacrine Cell to the introduction of step diffuse flash intensities to the centre and the
surround in [112]. No hyperpolarization is observed, even though there exists an antagonistic centre and surround in
the AII. Instead we have two depolarizations with a rapid decay between responses before a return to baseline.
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Figure 4.14: Response of Amacrine Cell to the introduction of step annular flash intensities to the centre and
the surround. As with biology, there is no hyperpolarization, instead we have two depolarizations with a rapid decay
between responses before a return to baseline each time.
Rod-cone convergence in the IPL was facilitated by introducing AII output as
our spatial intent within the cone BC model. We id this by using the same input
intensity from the cone pathway in the rod pathway. AII output is then feedback into
the system using the Naka-Rushton function. Spatial intent is then determined using
the constants k3 and k4 in Equation 4.11. In this Equation show how we incorporate
rod-cone convergence in this layer.
bcResponse(x, y, t) = coneResponse(x, y, t)−k3
(
gA(x, y, t)Vopl(x, y, t)
)
−k4·AII(x, y, t)
(4.11)
k3 = 0.9 (4.12)
k4 = 1− k3 (4.13)
In Section 4.5, the incorporation of rod input via rod-cone convergence is evalu-
ated. Do our results more closely replicate biology? If so, what are the implications?
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4.5 Evaluation of Performance
Going back to Figure 4.3, which shows biological results obtained when measuring
for Contrast Gain Control [5], and comparing them with results from our model (Fig-
ure 4.5) for the same measurement, we can conclude that when there is rod-cone
convergence in our model there is closer replication of biology. This assessment can
be made because, not only is there the same profile of results, hyperpolarization is
more pronounced when there is rod-cone integration in the IPL. As was indicated in
Section 4.3, the expected profile from measuring Contrast Gain Control is one where
there is an immediate hyperpolarization at the onset of flash intensity, followed im-
mediately by reverse polarization (depolarization). On evaluating our model without
rod-cone convergence (Figure 4.15(a)), for the same experiment, the results were
of a similar profile, but did not have significant hyperpolarization. With rod-cone
convergence this is ’rectified’, and we now have a more pronounced hyperpolarization
(Figure 4.15(b)). Table 4.2 gives statistics containing minimum and maximum values,
range and standard deviation obtained from measuring Contrast Gain Control.
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(a) Response of Cone BC WITHOUT any rod-
cone convergence in IPL
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(b) Response of Cone BC WITH rod-cone con-
vergence in IPL
Figure 4.15: Results obtained from our model for Contrast Modulation 2.0 and 4.0. 4.15(a) shows results when
there is NO rod-cone convergence in the IPL and 4.15(b) are the results WITH rod-cone convergence.
The undershoot/hyperpolarization when m = 2.0 makes 63.37% of the range of
the entire response, where as when m = 4.0, it is at 58.52%. These percentages are
indicative of a more pronounced hyperpolarization, which is consistent with biology
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CM Minimum Maximum Range Standard Deviation
2.0 -0.015 0.008 0.023 0.007
4.0 -0.020 0.014 0.034 0.009
Table 4.2: Minimum and Maximum Contrast Gain Control Measurements for Con-
trast Modulation (CM) 2.0 and 4.0 of our Model when there is Rod-Cone Convergence
and also suggests a stronger response to higher levels of contrast. An aspect that is
also consistent with biology [5, 105, 22].
4.6 Summary
In this Chapter, we simulate contrast gain control within the cone pathway by repli-
cating processes that are consistent with the antagonistic centre-surround nature of
neurons within the IPL. We also incorporated lateral inhibition derived from the rod
pathway, via the AII, which received its input from rod ON BC. For biological viabil-
ity, we simulated a non-linear divisive feedback loop, which replicates the non-linear
and dynamic effect indicative of the perception of local contrast within the IPL.
To generate output from IPL neurons in the cone pathway of the retina, we have
modelled cone BCs of the parasol type because of their monochromatic nature. This
model incorporates ON and OFF channels and rod-cone convergence via input from
Amacrine cells of the type AII. To establish Contrast Gain Control we improved
on [117]’s model on the back of new research, which indicates that the integration of
rod pathway input allows for:
1. Improved perception of local contrast due [93, 81]
2. Improved perception of visual input (the signal) in the OPL [100, 102]
AII output was derived by use of the Michaelis-Menten function, which employed
a lowpass filter with time constant 80ms. Input for the AII model comprised rod ON
BC output, which was derived by convolving rod model output with a lowpass filter
using a time constant of 7ms. This aspect represents the novelty of our model when
replicating processing within the IPL. This input was then integrated with that to the
cone BC, which received it’s temporal intensity from our cone model and its spatial,
from the AII. To facilitate rod-cone convergence in the IPL, we used the weightings
0.9 and 0.1 respectively, to determine temporal and spatial influence within the IPL.
To replicate ON and OFF channels, we used +/− pi/2.
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In essence, to simulate contrast gain control we used several lowpass filters, Gaus-
sian operators, the Michaelis-Menten/Naka-Rushton function and a D-o-G to attain
Contrast Gain Control. For our spatial extent however, ours is the first to model
the rod pathway; constituting of rod ONBC and AII. The resulting spatio-temporal
intensity was given by allowing the interaction of cone and rod pathway in a ratio of
9:1.
To better understand the implications of rod-cone convergence within the IPL, we
obtain SNR after processing a real image and compare results with and without said
convergence in Chapter 5.
97
Chapter 5
Quantitative Study
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5.1 Quantitative Approach
In order to have a more detailed and reliable examination of our model of converged
rod and cone pathways, we use a quantitative analysis approach. We decided on this
approach because it can be used to better understand the observable characteristics
of the model, while allowing us to expand on the conceivable application.
Having developed a biologically feasible model, it became necessary to quantify
performance based on SNR. This evaluation is necessary because recent research [100,
102] points to improved SNR due to the presence of rod-cone convergence. We now
use SNR to understand our model’s behaviour.
Our simulated retina has a diameter of about 40◦ (200 pixels) with the input image
being exposed to 4 time steps of flash. We simulate cones, rods and HCs present in
the OPL, and, diffuse cone ON and OFF BCs, rod ON BCs and AII, contained in
the IPL; all of which only generate graded potentials.
We used MATLAB to calculate a version of SNR, Peak Signal-to-Noise Ratio
(PSNR), such that PSNR(A, B). Where A and B comprise two intensities, each having
values either in the intervals [0, 1] or [0, 255]. With A constituting our input signal,
in our case the brightness adjusted Lena image, and B, constituting the output from
our retina model, which is a noisy approximation of A. PSNR(A, B) would therefore
return SNR in decibels and is derived via the mean squared error (mse) given by
Equation 5.2, with our final value obtained, showing how much signal/input there was
to be found in the noise approximation, see Equation 5.4. A higher value therefore
indicating more signal than noise. maxi,jAi,j (Equation 5.3) being the highest possible
pixel value of the input intensity, A.
snrV alue = PSNR(A,B) (5.1)
mse =
1
mn
m−1∑
x=0
n−1∑
y=0
(
A(x, y)−B(x, y)
)2
(5.2)
maxi,jAi,j = double(max(A(:))) (5.3)
snrV alue = 10 · log10
(maxi,jA2i,j
mse
)
(5.4)
To facilitate this analysis we obtain the SNR of our model, and observe the re-
sults when there is no rod influence, followed by when there is rod influence and
finally compare against an existing contrast enhancement algorithm. The contrast
enhancement algorithm used for this purpose is the Unsharp Mask algorithm (USM).
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USM functions by amplifying high frequency components of a signal and returns a
3−by−3 contrast enhancement filter from the negative of the Laplacian filter [76, 108].
It then uses a blurred positive image, to create a mask of the original image to which it
ultimately combines with the negative image derived so as to create a sharper image of
the original [108]. Any elements that exceed the range of the given type in the output
generated by USM are truncated and fractional values are rounded off [76, 108]. In
effect, this process sharpens an image by subtracting an unsharp or blurred version of
the image from itself. USM is the filter of choice for image processing because it works
to emphasis detail within an image, which means that it enhances local contrast [76].
It is important to note that USM cannot create additional information or detail where
there is none visible [2].
To facilitate this analysis, we adapted the brightness of a segment of the Lena
image (200 ≤ x ≤ 399, 170 ≤ y ≤ 369) following these steps:
1. Obtaining the mean pixel intensity of the image.
2. Subtracting the mean from the original image.
3. Adding back a fraction of the calculated mean.
We then chose factors from 0.00 to 5.00 to give a full range of brightness, such that
the distinguishing features in the image ranged from clearly visible, to barely visible
but mathematically viable, in that information pertaining to the original input were
still extractable. Equations 5.5 and 5.6 represent the process described above.
µ =
I(x, y)
n
(5.5)
I ′(x, y) = I(x, y)− µ(1 + α) (5.6)
Where I(x, y) is the image to be processed, and n is the number of pixels x, y in
a segment. We then processed the same brightness adjusted image for
1. Our model when there was no rod pathway/influence NoRod.
2. Our model when there was rod-cone convergence BioRod (with rif = 2.5).
3. With the contrast enhancement algorithm USM.
The SNR is then obtained from each process and each resulting image is compared
to the original input image, I(x, y).
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5.2 Light Adaptation Model
As indicated above, to carry out a quantitative analysis during light adaptation, we
compare SNR for two versions of our OPL model and against USM. Analysis at this
point should be able to help us quantify how well our model adapts to the varied
levels of illumination. To this end, we processed the same brightness adjusted images
using USM and the two aforementioned versions of our light adaptation model and
then obtained SNR. The SNR obtained then allows us to evaluate how closely the
processed image compares to the original and therefore giving an indication of how
well contrast has been perceived as the factors of luminance (LF) is varied due to the
ability to adequately adapt (light adaptation).
Figure 5.2 shows the results from the analysis carried out. The first observation
we made was that the lowest possible SNR in response to LF for all three, USM,
BioRod and NoRod, was 3.42. The highest SNR is 23.15 and can be attributed to
USM when the LF is 1.00, which is when the input image has not been adjusted for
brightness at all. NoRod for all LFs gives the poorest comparison to the original input
image, with SNR at 3.42 for all. We also found that the processed brightness adjusted
images, which more closely compared to the original input image were attributed to
USM for 0.00 ≤ LF ≤ 1.25 and to BioRod for 1.50 ≤ LF ≤ 5.00. When we compare
how often USM and BioRod closely compares to the original image, we found that
BioRod allowed for a more closely replicating process than USM 71.43% of the time.
Min Max Mean Median Mode SD Range
USM 3.42 23.15 9.02 6.15 3.42 6.37 19.73
NoRod 3.42 3.42 3.42 3.42 3.42 0.00 0.00
BioRod 3.42 12.96 12.96 14.34 3.42 4.08 12.51
Table 5.1: Table showing SNR minimum, maximum, mean, median, mode, SD and range for LF in 0.00 ≤ LF ≤
5.00 for USM, NoRod and BioRod for the purpose of further analysis.
From Table 5.1 we can tell that NoRod has an SD of 0.00 implying that it has
the same SNR for all varying luminance levels. BioRod has a SD of 4.08 and USM at
6.37, with the most frequently occurring SNR for all three being 3.42. Table 5.2 drills
down on what the highest and lowest SNR values of USM and BioRod are and the SD.
With regards to the USM profile, as LF increases, initially, there is a steady increase
and then a steady decline in how closely USM processes brightness adjusted images.
At LF 1.00, USM has the closest replication of the original image after which point
performance steadily declines and evens out at around LF 3.50. From LF 4.25, USM
performance is consistently at SNR 3.42. BioRod’s profile on the other hand starts
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(a)
USM BioRod NoRod
0.00 11.24 3.42 3.42
0.25 13.19 3.42 3.42
0.50 15.86 3.42 3.42
0.75 19.81 14.72 3.42
1.00 23.15 12.99 3.42
1.25 19.07 14.14 3.42
1.50 14.67 15.15 3.42
1.75 11.55 15.77 3.42
2.00 9.23 15.94 3.42
2.25 7.47 15.60 3.42
2.50 6.15 14.95 3.42
2.75 5.20 14.00 3.42
3.00 4.52 13.05 3.42
3.25 4.00 13.31 3.42
3.50 3.63 13.73 3.42
3.75 3.47 14.04 3.42
4.00 3.43 14.34 3.42
4.25 3.42 14.63 3.42
4.50 3.42 14.90 3.42
4.75 3.42 15.23 3.42
5.00 3.42 15.44 3.42
(b)
Figure 5.1: (a) SNR values for Unsharp Mask, our OPL/Light Adaptation Simulator as versions i) BioRod and ii)
NoRod, in response to Luminance Factors (LFs) where 0.00 ≤ LF ≤ 5.00 in intervals of 0.25. (b) The corresponding
data.
off as poorly as USM tails off. For 0.00 ≤ LF ≤ 0.50 BioRod consistently processes
images at SNR 3.42. At LF 0.75 there is a marked improvement in performance, from
which point performance oscillates within the range of SNR 12.99 and 15.94. The SD
is 0.91 for LFs between 0.75 and 5.00, which is much lower than when obtaining SD
for all LFs for BioRod (4.08).
Highest SNR Lowest SNR Standard Deviation
USM 23.15 [1.00] 3.42 [4.25 ≤ LF ≤ 5.00] 6.37
BioRod 15.94 [2.00] 3.42 [0.00 ≤ LF ≤ 0.50] 4.08
NoRod => 3.42 [0.00 ≤ LF ≤ 5.00] 0.00
Table 5.2: Table showing the highest, lowest SNR and SD for USM and BioRod, with values in parenthesis [ ]
indicating at what LF these values are to be found. We excluded NoRod because its values are consistent for all LFs.
What do all these values mean as pertains to light adaptation? How does this
analysis better qualify the importance of the convergence of rods and cones?
5.2.1 Discussion
To allow for the discussion of the results obtained when either USM or the vari-
ous versions of our OPL model process the brightness adjusted images, we note the
following:
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Figure 5.2: A matrix of the resulting images for USM and BioRod where the original image is adjusted for
brightness were the Luminance Factors are 0.00 ≤ LF ≤ 5.00.
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Figure 5.3: Boxplot of Unsharp Mask (USM) and a version of our simulator (BioRod) to show SNR distribution
in response to Luminance Factors (LF) with 0.00 ≤ LF ≤ 5.00 in intervals of 0.25
1. A higher SNR implies a closer comparison of the processed image to that of the
original input image.
2. A lower SD implies more consistent light adaptation is happening across the
varied brightness adjusted images.
From the results above, we can conclude that when there is an absence of rod
input there is very poor replication of any processed input stimuli, in this case, a
range of brightness adjusted images. This is made evident by the very low SNR (3.42)
calculated for all processed images by NoRod. However, NoRod adapts better than
USM and BioRod. This is attested to by the SD of 0.00 for NoRod. We can therefore
concluded that NoRod has the best adaptation to brightness compared to USM and
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BioRod, but it does so at the expense of the quality of information pertaining to the
original input stimuli.
Since NoRod has the same SNR for all LFs, we go ahead and further evaluate
USM and BioRod by generating a box plot for this purpose, as can be seen in Fig-
ure 5.3. From this figure, we observe that BioRod has more SNR of greater value than
USM, due to the positioning of the box. Looking at the distance between Quartile 1
and 3, a shorter distance between them indicates more data with very similar SNR
and therefore that the SD would be lower. BioRod has a shorter distance between
Quartile 1 and 3 than USM implying that BioRod adapts more consistently than
USM, implying light adaptation consistency.
When there is rod influence, we expected an increase in the dynamic range. Dy-
namic range here is attested to by the marked improvement in performance with
regards to a closer replication of the input stimuli. BioRod at LF 0.00 starts out in
the same fashion as NoRod and processed the input stimuli at 3.42 SNR, but at LF
0.75 the introduction of rod influence causes a marked improvement in how well our
simulator processes input stimuli. For LF in 0.75 ≤ LF ≤ 5.00 higher SNR gives
indication of increased dynamic range.
When we compare BioRod to USM we see that rod influence not only improves
processing of the input stimuli, it also makes performance more consistent implying
that light adaptation improves across a dynamic range of illumination.
Ryad Benosman and his team [16, 53] have been working on an asynchronous
neuromorphic dynamic vision sensor that is bio-inspired. They have incorporated
sensitivity and local adaptation to a dynamic range of luminance unique to photore-
ceptors in the retina. They also incorporate parallel processing associated with retinal
pathways in the retina, which according to Peter Schiller [81] contributes to quality
and speed of visual processing. The fact that Benosman and his team have been
able to improve obstacle avoidance in mobile robots due to the simulation of biology
in their design of their sensors, how much more can the incorporation of rod-cone
convergence in the OPL improve overall performance? Our analysis shows that this
convergence should improve the perception of distance, corners and oblique surfaces,
because rod-cone convergence does increase the range of perception for a wider range
of luminance levels, and also allows for the transmission of pertinent information from
any given scene due to improved SNR.
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5.3 Contrast Gain Control Model
Next, we analyse the impact that rod influence has at the IPL level. Here we evaluate
how well our model processes contrast above mean and therefore, how well contrast
can be perceived to allow for visual acuity. To this end, we use the same qualitative
analysis strategy as in Section 5.2. To incorporate an image in order to replicate
contrast gain control in our model for the purpose of this analysis, we adapted the
cosine spatial grating (first introduced in Chapter 4) in the following manner:
L(x, y, t) = 1 + (s(t) ∗ image′) (5.7)
image′ = image+ (imageMean ∗ LF ) (5.8)
image = q − imageMean (5.9)
q = cos(2pik[InputStimuli]) (5.10)
s(t) as seen in Chapter 4, given by Equation 4.7, is our temporal intensity which
is now pegged to the current LF. For our spatial intensity, this consists our cosine
modulated input stimuli, which now captures adjusted brightness, see Equations 5.8-
5.10. As indicated in Chapter 4, the format of our input intensity allows for the
measure of contrast gain.
To carry out a quantitative analysis during contrast gain control, we compare SNR
for two versions of our IPL model and against USM. The versions of our contrast gain
control/IPL model are
1. Cone ON OFF BC (CGC, which has rod influence/input)
2. Cone ON OFF BC NoRod (CGCNoRod, which has NO rod influence/input)
Figure 5.4 shows the results from the analysis, with Table 5.3 showing the corre-
sponding data. The first most significant observation to be made is that our model
with rod-cone convergence has a very similar profile to that of USM; as LF increases,
performance of both gradually declines. When our model has no spatial input from
the rod pathway, we find that as LF increases, so too does its performance. However,
our model has a higher SNR when there is rod-cone convergence at IPL level, as
compared to USM and when rod input is withheld. For ease in comparison, we will
refer to our model as CGC when rod-cone convergence is allowed, and CGCNoRod,
when rod input is withheld. We can also observe that CGCNoRod and USM intersect
within the LF range of 2.40 and 2.50, at which point CGCNoRod begins to perform
better than USM.
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Figure 5.4: SNR values for Unsharp Mask (USM), our IPL/Contrast Gain Control Simulator as versions i)CGC
and ii) CGCNoRod, in response to brightness adjusted input stimuli by Luminance Factors (LFs) within the range
0.00 ≤ LF ≤ 5.00 in intervals of 0.1.
From the figures and tables above, we also observe that CGC’s performance when
at its lowest SNR is at the onset of flash, with SNR at 0.00 for LF 0.00. However, for
the LF range in 0.10 ≤ LF ≤ 5.00 CGC’s lowest SNR is at 48.16. Even at CGC’s
lowest SNR, its performance is better than either USM or CGCNoRod considerably;
at 72.99% and 94.57%, calculated by 100−MaxSNR(other)/MaxSNR(CGC)∗100.
CGCNoRod and CGC have their lowest SNR at 0.00, and for both, this is at LF 0.00.
USM’s lowest SNR is 0.07, which was attained for LF in the range 4.00 ≤ LF ≤ 5.00.
As mentioned before, USM and CGC have very similar profiles and therefore CGC
also trails off as LF tends to 5.00, however, it does so at much higher SNR (48.16)
and for more LFs (3.70 ≤ LF ≤ 5.00). The most consistent SNR therefore for USM
and CGC is 0.07 and 48.16, respectively, see Table 5.4. When we look at the average
SNR for all three, CGC has a much higher average than USM and CGCNoRod at
92.06% and 96.57% respectively. The highest SNR for any LF for USM is 17.70
at LF = 0.00, for CGCNoRod it is 3.56 at LF = 5.00 and for CGC it is 65.54 at
LF = 0.10. The highest SNR is therefore given by CGC. The mean, median and
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USM CGC CGCNoRod USM CGC CGCNoRod
0.00 17.70 0.00 0.00
0.10 16.38 65.54 0.12 2.60 1.29 49.32 1.82
0.20 15.15 64.14 0.17 2.70 1.10 49.14 1.91
0.30 14.05 62.89 0.22 2.80 0.93 48.95 2.00
0.40 13.05 61.75 0.27 2.90 0.79 48.80 2.09
0.50 12.11 60.83 0.32 3.00 0.66 48.66 2.17
0.60 11.24 59.86 0.37 3.10 0.54 48.55 2.25
0.70 10.43 58.95 0.43 3.20 0.43 48.43 2.34
0.80 9.65 58.10 0.48 3.30 0.33 48.33 2.42
0.90 8.92 57.38 0.53 3.40 0.25 48.25 2.49
1.00 8.23 56.62 0.58 3.50 0.18 48.18 2.57
1.10 7.58 55.91 0.63 3.60 0.13 48.17 2.65
1.20 6.97 55.31 0.68 3.70 0.10 48.16 2.72
1.30 6.38 54.68 0.73 3.80 0.09 48.16 2.79
1.40 5.84 54.09 0.79 3.90 0.08 48.16 2.86
1.50 5.32 53.53 0.86 4.00 0.07 48.16 2.93
1.60 4.82 53.06 0.94 4.10 0.07 48.16 3.00
1.70 4.35 52.56 1.02 4.20 0.07 48.16 3.06
1.80 3.91 52.08 1.10 4.30 0.07 48.16 3.13
1.90 3.48 51.62 1.19 4.40 0.07 48.16 3.19
2.00 3.08 51.24 1.28 4.50 0.07 48.16 3.25
2.10 2.71 50.83 1.37 4.60 0.07 48.16 3.31
2.20 2.37 50.46 1.46 4.70 0.07 48.16 3.38
2.30 2.06 50.16 1.55 4.80 0.07 48.16 3.43
2.40 1.77 49.85 1.64 4.90 0.07 48.16 3.50
2.50 1.52 49.57 1.73 5.00 0.07 48.16 3.56
Table 5.3: Shows the data corresponding to Figure 5.4
mode fall between 48.16 ≤ SNR ≤ 50.98 for CGC, 0.07 ≤ SNR ≤ 4.05 for USM
and 0.07 ≤ SNR ≤ 1.75 for CGCNoRod. We use the box plot in Figure 5.5 to give
a visual representation to how SNR is distributed for all LF.
In spite of how well CGC performs as LF increases, when LF = 0.00 CGC does
not process any contrast information at all, which is the same for CGCNoRod. USM
on the other hand performs at its best during LF = 0.00, with an SNR of 17.70. At
LF > 0.00, CGC has SNR ranging in 48.16 ≤ SNR ≤ 65.54, and it reached threshold
at LF = 3.70, from which point regardless of how much LF there is, SNR stays the
same at 48.16. Figure 5.6 shows us the output as a result of this analysis. It is
interesting to see that when the Lena image is adjusted for brightness by LF 4.00, the
Lena image is not visible to the naked eye. Our CGC and CGCNoRod however are
able to extrapolate contrast, but with CGC extracting more detail than CGCNoRod.
This is evidenced by the SNR values of 48.16 for both LF 4.00 and 5.00 for CGC as
opposed to 2.93 and 3.56 for LF 4.00 and 5.00, respectively, for CGCNoRod.
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Min Max Mean Median Mode SD Range
USM 0.07 17.70 4.05 1.52 0.07 5.06 17.64
CGCNoRod 0.00 3.56 1.75 1.73 #N/A 1.12 3.56
CGC 0.00 65.54 50.98 49.32 48.16 8.79 65.54
Table 5.4: Table showing SNR minimum, maximum, mean, median, mode, SD and range for LF in 0.00 ≤ LF ≤
5.00 for USM, CGCNoRod and CGC for the purpose of further analysis.
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Figure 5.5: BoxPlot to represent data in Table 5.4
5.3.1 Discussion
To facilitate the discussion of the results obtained during contrast gain control simu-
lation, we again note the following:
1. A high SNR would imply that any gain above mean contrast, however small,
of the processed brightness adjusted images has been perceived. This in turn
implies that there is high visual acuity.
2. A low SD would mean that there is perceptual constancy due to appropriate
adaptation to changes in the level of luminance.
From our results, we can say that CGC has the highest SNR more consistently
than USM and CGCNoRod. However at LF 0.00 SNR for CGC and for CGCNoRod
is 0.00. The reasons for this may be an artefact of our model, and if this was true then
both CGC and CGCNoRod would behave in a very similar manner in the subsequent
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Figure 5.6: Matrix of brightness adjusted images by factor of luminance (LF) 0.00 ≤ LF ≤ 5.00 in steps of
1.00 and these images processed by USM and our simulator with rod-cone convergence and without for the parallel
pathways ON and OFF at the Inner Plexiform Layer (IPL) model.
LF (0.10), which is not the case. This therefore leaves us to conclude that at LF
0.00 our model with and without rod influence has not attained adequate stimuli to
perceive contrast, or to be more precise, the gain above mean. However, at LF 0.10
there is adequate stimuli and therefore we now begin to see the true artefacts to our
simulator with and without rod influence.
As LF increases, so too does the perception of contrast for CGCNoRod. However,
when we introduce rod influence, we can see a greater perception of gain above average
contrast due to the attained greater SNR values for CGC. This also indicates that
the dynamic range of contrast perception is improved even as the level of luminance
increases, because there is significantly higher SNR and therefore more content of the
original image to be found in the final output. And because a high SNR holds across
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the range of LF used in our analysis of CGC, we can therefore say that the dynamic
range has increased due to the introduction of rod input at the IPL level.
To better discuss perceptual constancy when comparing CGCNoRod and CGC,
we use the ’Range Rule of Thumb’ (Range Rule) [3]. This rule dictates that once you
have the range of a set of numbers, you need to divide it by four so as to get a rough
estimate of the expected SD [3]. In our case, CGCNoRod had 0.89 and CGC 16.39,
and yet their actual SDs were 1.12 and 8.79, respectively. When the SD obtained
via the Range Rule is greater than the actual SD, we conclude that the perceptual
constancy is better and the reverse, when it is less. We can therefore conclude that
for CGC, the perception of contrast is more consistent even though it has a higher
SD than for CGCNoRod. This implies that the influence rod input has on the effects
of adaptation to changes in the level of luminance in the OPL can be felt, or, are
translated further in the IPL as constancy with which contrast gain is perceived even
with varied luminance.
As regards USM, it has a similar profile to that of CGC. This starts off (excluding
at LF 0.00) with high SNR, which means great perception of contrast and then
perception gradually declines as LF increases. However perception of contrast is
the same consistently for the last 10 LFs for USM and the last 14 for CGC. This
also indicates that adaptation to different levels of illumination allows for a more
consistent perception of contrast as LF increases. Even though they both have very
similar profiles, CGC has much higher SNR and therefore a better perception of subtle
changes in contrast above mean, which in turn means better visual acuity that USM
and CGCNoRod. This is even more evident when looking at the resulting output as
seen in Figure 5.6. There is more texture and definition visible to the naked eye.
With the Range Rule, we now compare CGC’s perceptual constancy against that
of USM’s. USM’s Range Rule SD is 4.41, where as its actual SD is greater and is
5.06. As indicated earlier, a lower Range Rule SD implies a lower rate of constancy
in the perception of contrast as the level of luminance varies. Since we have already
determined that CGC has a more consistent perception of contrast, we can also
conclude in this instance as well, that CGC performs better than USM.
When looking at the image matrix in Figure 5.6 and specifically at the brightness
adjusted Lena images at LF 4.00 and 5.00, we cannot see any images with our naked
eye. Looking at the results for USM at LF 4.00, there are a few specs of black to
be seen, but nothing distinctive can be deduced from them. At LF 5.00, nothing at
all can be seen. However, when looking at our simulator both with and without rod
influence, the Lena image has been recognised. How can we explain this?
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Rod influence within the OPL actually increases the dynamic range of the cone
pathway. This is possible because rods are more sensitive to light than cones are
and with information coming in from the rod pathway, it is bound contain pertinent
information pertaining to the original stimuli. Having said this, we can therefore see
that based on SNR values, CGC is more sensitive to very subtle changes within the
input stimuli and therefore gives a closer replication of the original input stimuli.
John McCann [60] and his lab has been able to establish that the lowest end of
human visual high dynamic range (HDR) and the highest have very similar spatial
extents in spite of the vast difference in anatomy and physiology of rod and cone
pathways. When there is a high level of luminance in the input stimuli, in our
experiment at LFs 4.00 and 5.00, which causes the noise inherent in the input stimuli
to saturate considerably so, so that to the naked eye the image appears to be bleached
out, the convergence of rod and cone pathways enhances the sensitivity to the existing
levels of contrast above the current mean and therefore allows for the extrapolation
of adequate information.
The Hansen Experimental Physics Labs at Stanford University under Daniel
Palanker have made major breakthrough in the restoration of sight by introducing
patterned electrical stimulation to retinal neurons within the IPL [70, 69]. By intro-
ducing stimulation within the retina as opposed to at the optic nerve, they were able
to restore visual acuity up to 20/250 from as poor vision as 20/2000 [69]. Therefore,
by better replicating biology, major breakthroughs have been made with regards to
retinal prosthesis. How much more can visual acuity be improved by introducing rod
input? Results from our analysis definitely indicate there would be even greater gain
as has been shown in this Chapter and as presented at the 2014 Bernstein Confer-
ence [64].
5.4 Summary
The idea that SNR is affected by the convergence of rods and cones in the OPL
was first established in 1984 by Shapley and Enroth-Cugell [90]. They suggested
that this convergence improved perception of the signal, in our case input stimuli.
Thoreson [100] extended the implications of SNR in the OPL by stipulating that this
convergence allowed for enhanced boundary detection in cones. After evaluating the
results from the experiments above, which pertain to analysing SNR obtained from
USM versus our model, we can now establish that these implications also extend to
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the IPL. This is during contrast gain control and due to the convergence of rods and
cones in the IPL layer.
We further extend the implications of SNR and propose that rod-cone convergence
in the IPL keeps the response to an increase in light levels about the same, especially
once threshold has been attained. These findings have been discussed by Sharpe and
Stockman [93] in a cat’s retina as light levels increase. We have now demonstrated
that they do exist in our model of the mammalian retina and have a streamlining effect
on the final output, as light levels increase from scotopic to mesopic to photopic light
levels. As pertains to the perception of contrast, we see that rod influence extends
the cones dynamic range and improves SNR even whilst it ensures light adaptation.
The ready implication of these findings is that the design of existing retinal pros-
thesis should consider implementing rod-cone convergence. Especially when devel-
oping implements that tackle light adaptation, because there is evidence to the im-
portance of this convergence in improving perception of visual stimuli as light levels
vary.
The qualitative analysis carried out in this section was used to help us determine
what role rod influence plays in retinal functionality. The three main functionalities
of the retina are light adaptation, contrast gain control and spike generation. Our
model only replicates two of these three functionalities; light adaptation and contrast
gain control. To qualify the significance of the influence of rods and the neurons
within the rod pathway, we calculated SNR from the output generated first during
light adaptation and secondly during contrast gain control.
To sum up the results from this qualitative analysis, rod influence on the cone
pathway does the following:
1. Improves SNR
(a) Due to the outputting of information that more closely replicates the orig-
inal input stimuli,
(b) and, also by increasing sensitivity to gain above average to very subtle
changes in contrast.
2. Improves the dynamic range
(a) By outputting higher SNR more consistently while adequately adapting to
varying levels of luminance,
(b) and finally, by consistently recognising subtle contrast gain (contrast per-
ceptual constancy), again, across varying levels of luminance.
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Chapter 6
Conclusions and Future Work
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6.1 Contribution
In this thesis we set out to evaluate rod-cone convergence, because we believe this
aspect of retina modelling has wide reaching effects on the design and development
of retinal prosthesis and even on visual processing in robots. To this end we built a
biological model that replicated retina functionalities; light adaptation and contrast
gain control. We therefore simulated cone, rod, cone ON and OFF bipolar cells (BCs),
rod ONBCs and amacrine (of type AII) models and set out to answer two questions.
1. Our first question was, What effect does rod-cone convergence have on retina
functionality; light adaptation and contrast gain control?.
6.1.1 Light Adaptation
To determine what significance rod influence has during light adaptation, we
set about developing the OPL layer of the retina. Here we simulated cones and
horizontal cells (HCs). Specifically, we replicated phototransduction, cone-cone
coupling and HC feedback. To establish biological viability of our model we used
the tvi function; to a steady background intensity, we introduced flashes with
increasing levels of luminance. Once we determined that our model responses
compared to biological responses, we introduced rod input and repeated the
biological viability test. To introduce rod input we developed a rod model
and converted the distinct pathways by having our cone pathway give us our
temporal intensity and the rod pathway our spatial intensity. With rod intensity
giving us a tenth of the final spatio-temporal intensity and cone intensity 0.9.
We then used signal-to-noise ratio (SNR) to quantify performance of our model
with and without rod input. To allow for even broader comparison, we in-
troduced the contrast enhancement algorithm Unsharp Mask (USM) to this
comparison. To facilitate this evaluation, we changed the brightness of our in-
put intensity to give us 21 varied input intensities and then calculated SNR
by comparing the output from our two model versions (with and without rod
influence) and USM to the unadjusted input intensity.
We determined that, according to our model:
(a) Rod influence increased the perception of the signal from within the noise
and so gave improved SNR in comparison to both our model without rod
influence and to the USM. Using the old adage, garbage in garbage out, the
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more of the signal that is passed on to the subsequent levels the more per-
tinent information there is to be processed, which enables a more accurate
perception of the stimulating visual scene.
(b) Rod influence also allowed for a more consistent perception of the origi-
nal input intensity even as the level of brightness was steadily increased,
when compared to USM. However, without rod influence, our model had
the same level of perception for the varying levels of brightness. We also
noticed however, that with rod influence we had significantly higher SNR
for the last 18 levels of brightness, implying that rod influence increased
the range of perception. Our model therefore suggests that rod influence
increased the dynamic range of perception.
6.1.2 Contrast Gain Control
To determine what significance rod influence has during contrast gain control,
we set about developing the IPL layer of the retina. The neurons we first sim-
ulated here were, cone ON and OFF BCs. Here we replicated the antagonistic
morphological structure of BCs. To establish biological viability, we again used
the tvi function. Having established the biological viability of our model, we
introduced rod influence via rod ONBCs, which fed into AIIs, whose output
formed our spatial intensity. Cone BCs formed our temporal intensity and con-
sisted 0.9 of our final spatio-temporal intensity and rod pathway intensity made
the remaining tenth.
We then used SNR to determine what impact rod influence had. To facility
this evaluation, we changed the brightness of our input intensity, this time to
give us 51 varied input intensities and then calculated SNR by comparing the
output from our two model versions (with and without rod influence) and USM
to the corresponding input intensity, because we wanted to find out how much
contrast was perceived. We were able to determine the following:
(a) Rod influence increased overall sensitivity of our model to the presence of
contrast gain above average contrast. It also did so at significantly higher
SNR than when our model was without rod influence and USM.
(b) Not only did our model with rod influence have the very high SNR in com-
parison, it was able to adapt its sensitivity more consistently than USM, an
artefact enhanced by how our model adapted to varying luminance levels.
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It also had high SNR for input stimuli that had so much noise, as when
the level of luminance was so high that the input stimuli to the naked eye
was bleached out. Our model was still able to extrapolate extremely subtle
gain in contrast above average that we were able to make out what the
original input image was. The implications of which were that the dynamic
range of the perception of subtle changes in contrast was markedly higher
due to rod pathway ’participation’.
2. Our second question was How can we exploit rod-cone convergence?.
6.1.3 Applicability
Ryad Benosman and his team have been working on a visual sensor that is
bio-inspired, which incorporates photoreceptor characteristics so as to improve
obstacle avoidance in mobile robots. It is our contention that if they further
replicated the interaction between rod and cone pathways in the OPL (rod-
cone coupling) in their sensor, they should be able to see improved perception
of visual stimuli. Our model suggests that this is because rod influence improves
SNR and the dynamic range even as it allows for consistent adaptation across
varying levels of luminance.
This would definitely allow for further improvements in obstacle avoidance due
to better perception of the visual scene afforded by this convergence.
Work pertinent to the replication of biological aspects of visual processing in
the retina is currently being done by the Hansen Experimental Physics labs,
where they have made major breakthrough in the restoration of sight in people
with vision of about 20/2000 (where 20/20 vision is most ideal). They have
done this by introducing patterned electrical stimulation within the IPL and
therefore allowing the processing of both medium and short wave signals. Our
model of the IPL suggests that rod influence at this level increases the overall
spatial extent, which means a higher SNR (more signal than noise) and improves
contrast perception even when the level of luminance is very high.
The incorporation of rod and cone pathway interaction would therefore help im-
prove visual acuity. This might therefore cause the retinal prosthesis developed
by the Hansen labs to further improve visual acuity from the now improved
20/250.
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6.2 Future Work
6.2.1 Motion
Presently, we are working to allow movies for our input intensity. We would like to
evaluate how our model processes motion and determine what impact rod influence
has on this process. Because we are already modelling the parasol pathway in the
IPL, which processes motion, flicker and depth based on motion parallax [81], we will
not have many adjustments to make to enable the feasibility of processing motion.
6.2.2 Colour
Our present model is monochromatic. To simulate the processing of colour, we will
need to replicate three different types of midget BCs; Short, Medium and Long wave.
We have not yet determined the feasibility of this modelling because we are yet to
establish whether rod influence can be felt by midget BCs and if so, to what extent
the rod pathway integrates with the midget pathway? Recent work by John McCann
on Rod and the Lcone (Long wave cone) however, offers interesting insights into the
feasibility of this work and is therefore something we might explore in the future.
6.2.3 Intrinsically photosensitive Retinal Ganglion Cells
The retina has photosensitive neurons in the Retinal Ganglion Layer; the intrinsically
photosensitive retinal ganglion cells (ipRGCs) [81, 120]. However, this is an aspect
that is not often addressed during modelling. Since photoreceptors in the OPL have
local adaptation so as to sharpen or increase focus of important aspects within a given
visual scene, the implications of this happening even further along with the retina has
far reaching consequences. Because we would like to replicate biology as closely as
we possibly can, the implications of introducing this aspect to our model could have
far reaching consequences. Not only might visual acuity be improved, it is possible
to conceive that both contrast and luminance adaptation could be improved, because
ipRGCs account for all remaining phototransduction after initial processing in the
OPL [120].
6.2.4 Electrical Gap Junctions
To further increase biological feasibility of our model, in the near future, we would like
to simulate the dynamics of the electrical potentials, intracellular concentrations and
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the extensive dynamics the gating in gap junctions presents during rod-cone and cone-
cone coupling. The effects of this modelling may or may not have much significance,
we would however like to determine what implications a more biologically viable gap
junction presents and if these implications can be further exploited.
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Experiment 4: Testing for τrodBC
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Tau 1 - TS 1 Tau 1 - TS 2 Tau 1 - TS 3 Tau 1 - TS 4 Tau 6 - TS 1 Tau 6 - TS 2 Tau 6 - TS 3 Tau 6 - TS 4
1 24.2462 0.0000 0.0000 0.0000 1 9.2983 0.0000 0.0000 0.0000
2 0.0961 2.2876 0.0000 0.0000 2 0.0848 2.0186 0.0000 0.0000
3 1.3383 0.0353 0.2802 0.0000 3 2.7173 0.0718 0.5690 0.0000
4 1.4990 0.1401 0.0130 0.0531 4 7.0032 0.6547 0.0607 0.2479
5 0.2127 0.1340 0.0235 0.0048 5 5.2612 3.3137 0.2522 0.0514
6 0.0783 0.0746 0.0245 0.0020 6 4.4568 4.2477 1.3951 0.1126
7 0.0288 0.0287 0.0219 0.0045 7 3.7726 3.7603 2.8633 0.5936
8 0.0288 0.0106 0.0101 0.0054 8 3.7726 3.1930 3.0436 1.6141
9 0.0106 0.0106 0.0039 0.0032 9 3.1935 3.1935 2.6854 2.2159
10 0.0000 0.0039 0.0039 0.0014 10 0.0000 2.7032 2.7012 2.1808
11 0.0000 0.0000 0.0014 0.0014 11 0.0000 0.0000 2.2881 2.2655
12 0.0000 0.0000 0.0000 0.0005 12 0.0000 0.0000 0.0000 1.9334
Tau 2 - TS 1 Tau 2 - TS 2 Tau 2 - TS 3 Tau 2 - TS 4 Tau 7 - TS 1 Tau 7 - TS 2 Tau 7 - TS 3 Tau 7 - TS 4
1 19.9876 0.0000 0.0000 0.0000 1 8.1620 0.0000 0.0000 0.0000
2 0.1306 3.1092 0.0000 0.0000 2 0.0762 1.8146 0.0000 0.0000
3 2.9989 0.0792 0.6279 0.0000 3 2.5016 0.0661 0.5238 0.0000
4 5.5381 0.5177 0.0480 0.1961 4 6.6026 0.6173 0.0573 0.2337
5 2.1361 1.3454 0.1429 0.0291 5 5.2021 3.2764 0.2435 0.0496
6 1.2966 1.2357 0.4059 0.0327 6 4.5130 4.3012 1.4127 0.1140
7 0.7864 0.7838 0.5969 0.1237 7 3.9122 3.8994 2.9692 0.6156
8 0.7864 0.4769 0.4546 0.2411 8 3.9122 3.3909 3.2322 1.7141
9 0.4770 0.4770 0.2874 0.2371 9 3.3914 3.3914 2.9205 2.4099
10 0.0000 0.2893 0.2891 0.1672 10 0.0000 2.9399 2.9377 2.4290
11 0.0000 0.0000 0.1755 0.1737 11 0.0000 0.0000 2.5484 2.5232
12 0.0000 0.0000 0.0000 0.1062 12 0.0000 0.0000 0.0000 2.2052
Tau 3 - TS 1 Tau 3 - TS 2 Tau 3 - TS 3 Tau 3 - TS 4 Tau 8 - TS 1 Tau 8 - TS 2 Tau 8 - TS 3 Tau 8 - TS 4
1 15.7417 0.0000 0.0000 0.0000 1 7.2704 0.0000 0.0000 0.0000
2 0.1215 2.8928 0.0000 0.0000 2 0.0691 1.6455 0.0000 0.0000
3 3.2963 0.0870 0.6902 0.0000 3 2.3093 0.0610 0.4836 0.0000
4 7.1912 0.6723 0.0624 0.2546 4 6.2050 0.5801 0.0538 0.2197
5 3.8710 2.4381 0.2192 0.0447 5 5.0666 3.1911 0.2329 0.0475
6 2.7757 2.6455 0.8689 0.0701 6 4.4746 4.2646 1.4007 0.1130
7 1.9889 1.9824 1.5095 0.3130 7 3.9489 3.9360 2.9970 0.6214
8 1.9889 1.4249 1.3582 0.7203 8 3.9489 3.4843 3.3213 1.7614
9 1.4251 1.4251 1.0144 0.8371 9 3.4849 3.4848 3.0551 2.5209
10 0.0000 1.0211 1.0204 0.6973 10 0.0000 3.0754 3.0731 2.5866
11 0.0000 0.0000 0.7316 0.7244 11 0.0000 0.0000 2.7138 2.6870
12 0.0000 0.0000 0.0000 0.5233 12 0.0000 0.0000 0.0000 2.3907
Tau 4 - TS 1 Tau 4 - TS 2 Tau 4 - TS 3 Tau 4 - TS 4 Tau 9 - TS 1 Tau 9 - TS 2 Tau 9 - TS 3 Tau 9 - TS 4
1 12.8323 0.0000 0.0000 0.0000 1 6.5530 0.0000 0.0000 0.0000
2 0.1076 2.5631 0.0000 0.0000 2 0.0632 1.5039 0.0000 0.0000
3 3.1744 0.0838 0.6647 0.0000 3 2.1401 0.0565 0.4481 0.0000
4 7.5271 0.7037 0.0653 0.2665 4 5.8307 0.5451 0.0506 0.2064
5 4.7866 3.0148 0.2493 0.0508 5 4.8950 3.0831 0.2219 0.0453
6 3.7306 3.5555 1.1678 0.0942 6 4.3836 4.1778 1.3722 0.1107
7 2.9054 2.8959 2.2051 0.4572 7 3.9226 3.9098 2.9771 0.6172
8 2.9054 2.2624 2.1565 1.1437 8 3.9226 3.5095 3.3454 1.7741
9 2.2627 2.2627 1.7506 1.4445 9 3.5101 3.5101 3.1203 2.5747
10 0.0000 1.7622 1.7609 1.3080 10 0.0000 3.1410 3.1386 2.6788
11 0.0000 0.0000 1.3723 1.3588 11 0.0000 0.0000 2.8105 2.7827
12 0.0000 0.0000 0.0000 1.0669 12 0.0000 0.0000 0.0000 2.5105
Tau 5 - TS 1 Tau 5 - TS 2 Tau 5 - TS 3 Tau 5 - TS 4 Tau 10 - TS 1 Tau 10 - TS 2 Tau 10 - TS 3 Tau 10 - TS 4
1 10.7922 0.0000 0.0000 0.0000 1 5.9636 0.0000 0.0000 0.0000
2 0.0952 2.2661 0.0000 0.0000 2 0.0581 1.3839 0.0000 0.0000
3 2.9505 0.0779 0.6178 0.0000 3 1.9914 0.0526 0.4170 0.0000
4 7.3549 0.6876 0.0638 0.2604 4 5.4861 0.5129 0.0476 0.1942
5 5.1690 3.2556 0.2561 0.0522 5 4.7092 2.9660 0.2111 0.0431
6 4.2352 4.0364 1.3257 0.1070 6 4.2643 4.0642 1.3348 0.1077
7 3.4675 3.4562 2.6317 0.5456 7 3.8585 3.8459 2.9285 0.6071
8 3.4675 2.8385 2.7057 1.4349 8 3.8585 3.4908 3.3275 1.7646
9 2.8389 2.8389 2.3090 1.9053 9 3.4913 3.4913 3.1383 2.5896
10 0.0000 2.3243 2.3226 1.8137 10 0.0000 3.1591 3.1567 2.7243
11 0.0000 0.0000 1.9029 1.8841 11 0.0000 0.0000 2.8583 2.8300
12 0.0000 0.0000 0.0000 1.5552 12 0.0000 0.0000 0.0000 2.5817
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Table A.1: Our rod ON BC’s responses for flash intensity at factor 0.50, for TS1 - TS4 and Tau1 - Tau10 to
obtain the τrodBC for our model.
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