Abstract. The high dimension and complexity of feature descriptor of Scale Invariant Feature Transform (SIFT), not only occupy the memory spaces, but also influence the speed of feature matching. We adopt the statistic feature point's neighbor gradient method, the local statistic area is constructed by 8 concentric square ring feature of points-centered, compute gradient of these pixels, and statistic gradient accumulated value of 8 directions, and then descending sort them, at last normalize them. The new feature descriptor descend dimension of feature from 128 to 64, the proposed method can improve matching speed and keep matching precision at the same time.
Introduction
Image matching is an important part of computer vision and digital image processing, is widely used in photogrammetry and remote sensing, resource analysis, 3D reconstruction, object recognition and many other fields, has been focus of research, because it is affected by weather, sunlight, shelter and other external factors seriously and different imaging time, angle, distance and other factors led to image translation, rotation, scaling and other issues, which caused great difficulty for image matching.
For a long time, many domestic and foreign scholars are committed to solve the above problem of image matching technology. Recent years, in computer vision, based on local invariant descriptor method in object recognition and image matching has made significant progress. 2004 Lowe summarized existing techniques based on invariant feature detection methods, and formally proposed a local features operator based on image scaling, rotation, affine transformation maintain the invariant of image that is SIFT operator [1] . The algorithm is a better solution to part block of the scene, rotate zoom, image distortion caused by the point of view and other issues, but the algorithm still has a problem, that is, high-dimensional of feature descriptor lead to complex calculation and long match time. Yanke et al proposed PCA-SIFT method to reduce dimensions of feature descriptor, but in the absence of any a priori knowledge, this method increased the amount of calculation [2] ; Grabner who used integral image has already raised computing speed of SIFT, but reduced the superiority of SIFT method [3] . Delponte et al proposed using SVD method for feature matching, but the matching process is very complexity, and can not be used for wide-baseline matching [4] . These methods are improved in feature describe or matching stage, without changing the algorithm itself. Mikolajczyk, who confirmed by experiment, in most case SIFT descriptors subject to various transformations between images with minimal impact, with the most stable of the match performance. They also proposed Gradient location-orientation histogram (GLOH) local descriptor [5] . Regardless of PCA-SIFT or GLOH take advantage of PCA technology, which requires a series of representative images to train the projection matrix, which not only requires additional offline computation time, but trained matrix only works for this type image, do not have broad applicability.
Aim to the problem of its high dimension and complexity of SIFT, we improved SIFT algorithm. We reduce the computational complexity by reducing the dimension of feature descriptors, shorten the matching time further.
SIFT algorithm principle
SIFT algorithm is one kind of local feature extraction algorithms, finds key points in scale space, extracts vector invariant to position, scale, rotation. SIFT feature point is the extreme point of the differential Gaussian scale space, in the Gaussian image by comparing 26 neighborhood of each pixel with the current scale, the upper and lower scale to get the maximum and minimum values. Then SIFT algorithm use the Taylor expansion and the Hessian matrix to filter instable extreme point and calculate accuracy position of sub-pixel, and in the Gaussian image, statistic analysis gradient values and gradient direction of each pixel of neighborhood of key points to get main direction in order to achieve operator's independence to scale and direction . SIFT feature extraction consists mainly of four steps [6] : Detect extreme point of scale space; Accurately determine the key points, excluding the unstable point; Confirm the direction of key points; SIFT feature vector generation. Detection of scale-space extrema Detecting keypoint locations invariant to scale change of the image is the detected point appears on any scale, then we can detect these keypoint whether how image scale changes. The scale space of an image ( )
that is produced from the convolution of a
, with an input image, ( )
To detect stable keypoint locations in scale space efficiently, we using scale-space extrema in the difference-of-Gaussian function convolved with the image [ 
Where, two nearby scales separated by a constant multiplicative factor k: In order to get feature points invariant to scale, firstly we need to compute the difference of neighbor image, we can get a series images and compute maximum points in this image space. Adopting pyramid can compute difference-of-Gaussian image efficiently, shown as figure1.
Fig.1 Gaussian and Difference of Gaussian
After generating difference-of-Gaussian image, compute maxim point of the space. Maxima and minima of the difference-of-Gaussian images are detected by comparing a pixel (marked with ×) to its 26 neighbors in 3×3 regions at the current and adjacent scales (marked with circles), is shown as figure2. Detect stable keypoint Once a keypoint candidate has been found by comparing a pixel to its neighbors, adopt a 3D quadratic function to the local sample points to determine the interpolated location of the maximum, and this information allows points to be rejected that have low contrast (and are therefore sensitive to noise) or are poorly localized along an edge. Firstly use the Taylor expansion of a maxima point A:
( )
is the offset from the point. The location of the extremum, x , is determined by taking the derivative of function (3) with respect to x and setting it to zero, giving:
If the offset x is larger than 0.5, it means the extremum lies closer to a different sample point. The final offset x is added to the location of its sample point to get the interpolated estimate for the location of the extremum. The function value at the extremum, ( ) x Dˆ, is useful for rejecting unstable extrema with low contrast. This can be obtained by substituting equation (4) into (3), giving:
For the experiments, all extreme with a value of ( ) x Dˆless than 0.03 were discarded. For stability, it is not sufficient to reject keypoints with low contrast. The difference-of-Gaussian function will have a strong response along edges, because the location along the edge is poorly determined and unstable to small amounts of noise.
Assign dominant direction of key point
Before generating SIFT descriptor should assign a dominant direction of every keypoint. Dominant direction is the direction of the maxmim value correspondence of every point's magnitude orientation histogram of key point neighbor. Then the operator is orientation invariant.
The scale of the keypoint is used to select the Gaussian smoothed image, L, with the closest scale, so that all computations are performed in a scale-invariant manner. 
Measurement Technology and its Application
An orientation histogram is formed from the gradient orientations of sample points within a region around the keypoint. The orientation histogram has 36 bins covering the 360 degree range of orientations. Peaks in the orientation histogram correspond to dominant directions of local gradients. The highest peak in the histogram is detected, and any other peak that is 80% or more of the maximum value of the histogram is assumed to be the orientation of the keypoint and then any other local peak that is within 80% of the highest peak is used to also create a keypoint with that orientation. Figure. 3 is an example of adopting 8 bar of histogram to assign the dominant direction of key point.
Fig.3 Orientation histogram

SIFT Descriptor
A keypoint descriptor is created by first computing the gradient magnitude and orientation at each image sample point in a region around the keypoint location, as shown on the left. These are weighted by a Gaussian window, indicated by the overlaid circle. These samples are then accumulated into orientation histograms summarizing the contents over 4×4 sub-regions, as shown on the right, with the length of each arrow corresponding to the sum of the gradient magnitudes near that direction within the region. This figure shows a 2×2 descriptor array computed from an 8×8 set of samples, whereas the experiments in this paper use 4×4 descriptors computed from a 16×16 sample array. Finally, the feature vector is modified to reduce the effects of illumination change.
After rotating the region around the keypoint to the orientation, the descriptor is created. Then, the region is divided into the blocks of 4×4, and the histogram of eight directions is made at each block. Thus, we can obtain 4×4×8=128 element feature vector for each keypoint, as shown figure4.Then be normalized SIFT features, the aim of further reducing the impact of changes in illumination.
Fig.4 SIFT descriptor
Improved SIFT algorithm
The high dimension and complexity of feature descriptor of SIFT, not only occupy the memory spaces, but also influence the speed of feature matching. In the feature detection stage, we adopt the method of reference [1] to detect the location of each key points, the scale feature and main orientation. In the stage of calculating feature operator, we adopt the method of statistic neighborhood gradient of key pionts, local statistical area is consist of 8 concentric square rings, as shown figure 5(figure 5 only shows four concentric square rings). When the pixels of the same square ring changed, the relative position unchanged, the other pixel relative information remained unchanged simultaneity.
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So descended sort gradient accumulated value of 8 directions in square ring will keep stability to image rotation. Then the 8 gradient accumulated value of first square ring is the first 8 feature vector. The rest can be done in the same manner. In this way, we can get 8×8=64 feature vector as feature operator of key point. In real calculation, pixel's gradient information close to the key point can be applied repeatly, the more close to key point the more contribution to form feature operator, this close to the effect of Gaussian weighted.
Finally, the feature operator is modified to reduce the effects of illumation change. First, the operator is normalized to unit length. A change in image contrast in which each pixel value is multiplied by a constant will multiply gradients by the same constant, so this contrast change will be canceled by operator normalization. A brightness change in which a constant is added to each image pixel will not affect the gradient values, as they are computed from pixel differences. Therefore, the descriptor is invariant to affine changes in illumination.
The new descriptor reduce the dimensions of feature operator from 128 to 64, and key point neighbor's gradients can give more expression to descriptor, so this method can keep the case of matching accuracy at the same time improve matching speed.
Fig.5 Improved SIFT descriptor
Experimental result and analysis
In order to test the effectiveness of improved algorithm, this article carries on the following experiment.
Experiment one: we generated the test image from the original by rotation, scaling, stretching, change of brightness and contrast. Experiment two: we matched two image from different view and different time, this two images have a certain radiation aberration and geometry distortion.
Feature point matching need compute the Euclidean distance between every point feature operator two images. If the least Euclidean distance less than 0.8 times secondary least Euclidean distance, then we say the two feature point matching.
After repeated experiments when the ratio=0.6, we consider that there may be lost some match points but remove some mismatch point in addition the matching ratio is the best. In theory the more match points, the higher accuracy of the resolution affine parameters, but the more match points, the more calculation time, in fact, too much matching points does not help improve matching accuracy, generally 20-50 match points can satisfy the matching. In this article if a target in the test image matching more than seven points, then the target can be reliably identified. Seven matching points can guarantee high accuracy of the calculation of the affine transformation parameters. Using the Intel core 2 Duo clocked at 2.2GHz, 504MB memory computer, Matalab7.04 programming environment to experiment.
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Measurement Technology and its Application From the experimental results, the improved algorithm while maintaining the matching accuracy, raising the matching speed and thus shortens the matching time. The reason is that the feature operator of key points consumed a long time of original algorithm.
CONCLUSION
We improved feature operator of SIFT algorithm aim to high-dimensional and high-complexity of SIFT algorithm, in the process of feature operator calculation of the improved algorithm, we adopt neighborhood gradient statistics, then local statistical area consists of eight concentric square split ring, and the dimension of descriptor reduce from 128 to 64, experiments result show that the improved algorithm shorten the matching while maintaining the matching accuracy.
