In this paper we analyze the Gauss-Huard algorithm. From a description of the algorithm in terms of matrix-vector operations we reveal a close relation between the Gauss-Huard algorithm and an LU factorization as constructed in an ikj variant.
Introduction
A`new method' for solving dense linear systems was published in 1979 10] . This method was recognized as an e cient variant of the Gauss-Jordan algorithm and has since become known as the Gauss-Huard algorithm 1]. (A theoretical relation with`the conjugate direction algorithm' was demonstrated by Laurent-Gengoux and Trystram 11] .) A draw-back of the GaussHuard algorithm seemed to be the fact that it appeared not to allow for a stabilizing pivoting strategy and therefore was not applicable for general matrices.
After demonstrating that in Gauss-Jordan elimination the application of row pivoting (based on column interchanges) yields a numerically stable implementation 2] (as opposed to the non-stable version that uses partial pivoting by column pivoting, see 12]), Dekker, Ho mann and Potma 3] showed the applicability of the row pivoting strategy in Gauss-Huard elimination. The numerical stability of the Gauss-Huard algorithm with row pivoting is proven in 4].
In the current paper we describe a relation of the Gauss-Huard algorithm with LU factorization, or more precisely, with one out of essentially six variants of LU factorization 5].
2 The original Gauss-Huard algorithm
As we want to demonstrate a theoretical relation between the Gauss-Huard algorithm and LU factorization, we will not consider the subject of pivoting to achieve a numerically stable algorithm; for a version of the Gauss-Huard algorithm that includes partial pivoting we refer to 3], 9]. For our comparison we start with a description of the Gauss-Huard algorithm in its original formulation 1], 10]. The algorithm transforms a given non singular matrix into an identity matrix by linear operations on rows of the matrix.
Assume that after (i?1) steps an identity matrix of order (i?1) has been created in the upper left-hand corner of the matrix. We then demonstrate that in the i-th step of the algorithm an identity matrix of order i will be constructed, thus demonstrating the working of the algorithm.
In lines 2 to 6, the rst (i ? 1) elements of row i are annihilated by subtracting appropriate multiples of earlier rows; this is called the`rowelimination' part.
In line 7 the i-th row is scaled such that the value 1 appears on the diagonal; this is called the`scaling' part.
In lines 8 to 12, the rst (i ? 1) elements of column i are annihilated by subtracting appropriate multiples of row i; this is called the`columnelimination' part.
At this point, an i i identity matrix has been created in the upper left hand corner and this describes the working of the algorithm.
A linear system is solved by treating the right hand side as if it were the (n + 1)-st column of the matrix. After n steps, the matrix will be transformed into the identity matrix and the solution will be found in the (n + 1)-st column.
The number of oating-point operations needed in the Gauss-Huard algorithm turns out to be equal to the number of oating-point operations in an LU factorization: 
We observe that row vector m (and in general, any row of L) need not be used explicitly, provided the quantities U ? As a conclusion we observe that the Gauss-Huard algorithm calculates in each step the next row of a unit-diagonal matrix U that satis es A = LU where L is a lower triangular, like is being done in the ikj form of LU factorization; compare lines 2 to 6 in gure 1 with lines 2 to 6 in gure 2. We should remark however, that in the gure-2 algorithm also the next row of L is calculated. This corresponds with a di erent range of the index j.
In the Gauss-Huard algorithm, the row of U that has been calculated will not be kept, as the the upper triangular part of the given matrix will be overwritten by the inverse of matrix U. This being the result of repeatedly applying the rank-one updates in the algorithm. As a nal remark, it should be noted that the lower triangular part of the matrix, its diagonal included, remains unchanged in the Gauss-Huard algorithm.
