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1. Introduction
Let X be a reﬂexive Banach space and A :D → X be a closed linear operator with a domain D ⊂ X .
In Section 2 we will introduce a Frechét type topological vector space ExpA,G(X) and its dual, where
G is an open subset of the complex plain C. This space represents a modiﬁcation of the space of
entire functions with ﬁnite exponential type [8,10,23,28] and its abstract versions. We also introduce
a functional calculus f (A), where f is an analytic function deﬁned on G . The function f is called the
symbol of the operator f (A).
The goal of this paper is to generalize Duhamel’s principle for the Cauchy problem to general
inhomogeneous fractional distributed order differential-operator equations of the form
LΛ[u] ≡
μ∫
0
f (α, A)Dα∗ u(t)dΛ(α) = h(t), t > 0, (1)
u(k)(0) = ϕk, k = 0, . . . ,m − 1, (2)
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family of operators f (α, A) is deﬁned through the family of symbols f (α, z) that are continuous in
the variable α ∈ [0,μ], and analytic in the variable z ∈ G ⊂C. The measure Λ is ﬁnite and deﬁned on
[0,μ]. Finally, Dα∗ denotes the operator of fractional differentiation of order α in the sense of Caputo
and Djrbashian (see, for example, [5,18]), i.e.
Dα∗ g(t) =
⎧⎨
⎩
1
Γ (n−α)
∫ t
0
g(n)(τ )dτ
(t−τ )α−n+1 , if n − 1 < α < n, n ∈N,
g(n)(t) ≡ dndtn g(t), if α = n ∈ {0} ∪N.
(3)
Hereafter the integrals are understood in the sense of Bochner if g(t) is a vector-function with values
in some topological vector space for each ﬁxed t .
In the particular case of fractional order partial differential equations with a single “fraction-
al” term in Eq. (1), a fractional analog of Duhamel’s principle was obtained in [36,37]. Unlike
the classical case, the fractional Duhamel principle requires a fractional derivative of h(t) in the
initial condition of the reduced Cauchy problem. In this paper we formulate and prove frac-
tional generalizations of Duhamel’s principle applicable directly to the Cauchy problem for inhomoge-
neous fractional order differential-operator equations, which reduce them to the Cauchy problem
for the corresponding homogeneous equations. The obtained results are new even in the scalar
case.
Fractional order differential equations are useful for modeling problems with memory, and interest
in this subject has grown substantially during the last few decades. For instance, probability density
functions of a wide class of non-Gaussian diffusion processes satisfy space and time fractional order
differential equations (see [1,2,17,26] and references therein). Inhomogeneous fractional order differ-
ential equations appear naturally as a description of the inﬂuence of an external force or memory
effects. In particular, in the study of diffusion processes in complex heterogeneous media with several
distinct diffusion modes, even without an external force, the function h(t) emerges and embodies
memory of the past [16,24,38].
There is an extensive literature on the Cauchy problem for integer order abstract differential-
operator equations (see, e.g. [22,41]). The ﬁrst order evolution equations u′(t) = Au(t) in the spaces
of abstract exponential vector-functions of a ﬁnite type, ExpA(X) (and in more general bornological
spaces) were studied in [28]. For integer order pseudo-differential and differential-operator equations
with analytic symbols or with symbols having singularities the Cauchy and multi-point problems were
studied, for example, in [9,39,27,32–34]. What regards to fractional order differential-operator equa-
tions, Kochubei [19] studied existence and uniqueness of a solution to the abstract Cauchy problem
Dα∗ u(t) = Au(t), u(0) = u0, with Caputo–Djrbashian fractional derivative for 0 < α < 1 and a closed
operator A with a dense domain D(A) in a Banach space. El-Sayed [7] and Bazhlekova [3] investigated
Cauchy problem for 0 < α < 2. In the general case of α > 0, Gorenﬂo et al. [15] studied existence of
solutions in Roumieu–Beurling and Gevrey classes. Kostin [21] proved that the abstract initial value
problem (Cauchy type problem) Dα+u(t) = Au(t), Dα−k+ u(0) = ϕk , k = 1, . . . ,m, where α ∈ (m − 1,m)
and Dα+ is the Riemann–Liouville derivative, is well posed. For more information about recent results
on the Cauchy problem for abstract fractional differential-operator equations, we refer the reader
to [3,6,18]; and for a recent mathematical treatment of the distributed fractional order differential
equations to papers [20,25,35].
This paper is organized as follows. In Section 2 we recall the classic Duhamel principle, and the
basic reference vector spaces used in this paper. Since we formulate a fractional Duhamel principle,
we introduce a topological vector space on which the corresponding operators act. In Section 3 we
formulate the main result, namely fractional analog of Duhamel’s principle and discuss some of its
applications.
S. Umarov / J. Differential Equations 252 (2012) 5217–5234 52192. Preliminaries
2.1. Fractional order derivatives
For a function g deﬁned on [τ ,∞), under the condition of absolute integrability the fractional
integral of order β > 0 with terminal points τ and t , is deﬁned as [30]
τ J
β g(t) = 1
Γ (β)
t∫
τ
(t − s)β−1g(s)ds, t > τ,
where Γ (·) is Euler’s gamma-function. Obviously, if β = n, a natural number, then τ Jn is the n-fold
integral of f over the interval [τ , t]. By convention, τ J0 f (t) = f (t), i.e. τ J0 coincides with the identity
operator.
Furthermore, let m be a positive integer number. We denote by τ Dα+ for m − 1 < α < m, the
fractional derivative of order α in the sense of Riemann and Liouville, which is deﬁned as [30]
τ D
α+g(t) =
1
Γ (m − α)
dm
dtm
t∫
τ
g(s)ds
(t − s)α+1−m , t > τ,
and τ D0+g(t) = g(t), τ Dm+g(t) = g(m)(t). Between this fractional derivative and the Caputo–Djrbashian
derivative given in (3) the following relationship holds [18]:
τ D
α+g(t) = τ Dα∗ g(t) +
m−1∑
k=0
g(k)(τ )
Γ (k − α + 1) (t − τ )
k−α, t > τ. (4)
In the particular case of 0 < α < 1 one has
τ D
α+g(t) = τ Dα∗ g(t) + g(τ )
(t − τ )−α
Γ (1− α) , t > τ. (5)
If g(τ ) = 0, then one obtains the equality τ Dα+g(t) = τ Dα∗ g(t). To clarify,
τ D
α+g(t) =
dm
dtm
τ J
m−α g(t) and τ Dα∗ g(t) = τ Jm−α
dm
dtm
g(t).
We omit from the notation the lower terminal point τ if τ = 0, writing simply Dα+ , Dα∗ or Jα . Recall
that for the Laplace transform of Dα∗ g(t), where α ∈ (m−1,m] and g is m times differentiable, Laplace
transformable, and Dkg(t) → 0, k = 0, . . . ,m − 1, as t → ∞, the following formula is valid [18]:
L[Dα∗ g](s) = sαL[g](s) −
m−1∑
k=0
g(k)(0+)sα−1−k. (6)
Here L[g](s) denotes the Laplace transform of g .
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In this section we recall some necessary facts about abstract spaces of analytic elements of ﬁnite
exponential type, and an operator calculus deﬁned on it. See for details [32,33].
Let X be a reﬂexive Banach space with a norm ‖v‖, v ∈ X . Let A be a closed linear operator with
a domain D(A) dense in X and a spectrum σ(A) ⊂C being not empty.
We will develop an operator calculus f (A) for analytic functions f (λ) in an open domain G ⊂ C.
If G contains σ(A) then we deﬁne
f (A) =
∫
ν
R(ζ, A) f (ζ )dζ, (7)
where ν is a contour in G containing σ(A), and R(ζ,A), ζ ∈C \σ(A), is the resolvent operator of A.
In the case when f has singular points in the spectrum f (A) can be constructed as follows.
Assume that G is an open set in C not necessarily containing σ(A). Further, let 0< r +∞ and ν < r.
Denote by ExpA,ν (X) the set of elements v ∈
⋂
k1D(Ak) satisfying the inequalities ‖Akv‖ Cνk‖v‖
for all k = 1,2, . . . , with a constant C > 0 not depending on k. An element v ∈ ExpA,ν (X) is said to
be a vector of exponential type ν [28]. A sequence of elements vn , n = 1,2, . . . , is said to converge to
an element v0 ∈ ExpA,ν (X) iff:
1) All the vectors vn are of exponential type ν < r, and
2) ‖vn − v0‖ → 0, n → ∞.
Obviously, ExpA,ν1 (X) ⊂ ExpA,ν2 (X), if ν1 < ν2. Let ExpA,r(X) be the inductive limit of spaces
ExpA,ν (X) when ν → r. For basic notions of topological vector spaces including inductive and pro-
jective limits we refer the reader to [29]. Set Aλ = A − λI , where λ ∈ G , and denote ExpA,r,λ(X) =
{uλ ∈ X: uλ ∈ ExpAλ,r(X)}, with the induced topology. Finally, for arbitrary G ⊂ σ(A), denote by
ExpA,G(X) the space whose elements are the locally ﬁnite sums of elements in ExpA,r,λ(X), λ ∈ G ,
r < dist(λ, ∂G), with the corresponding topology. Namely, any u ∈ ExpA,G(X), by deﬁnition, has a rep-
resentation u = ∑λ uλ with a ﬁnite sum. It is clear, that ExpA,G(X) is a subspace of the space of
vectors of exponential type if r < +∞, and coincides with it if r = +∞. ExpA,G(X) is an abstract
analog of the space ΨG,p(R1) introduced in [32], where A = −i ddx , G ⊆ R1, X = Lp(R1), 1 < p < ∞. In
the case A = −i ddx , X = L2(R1), the corresponding space was studied in [9].
Further, let f (λ) be an analytic function on G represented as a ﬁnite sum. Then for u ∈ ExpA,G(X)
with the representation u =∑λ∈G uλ,uλ ∈ ExpA,r,λ(X), the operator f (A) is deﬁned by the formula
f (A)u =
∑
λ∈G
fλ(A)uλ, where fλ(A)uλ =
∞∑
n=0
f (n)(λ)
n! (A − λI)
nuλ. (8)
In other words, each fλ represents f locally in a neighborhood of λ ∈ G , and for uλ the operator
fλ(A) is well deﬁned.
Additionally assume that there exists a one-parameter family of bounded invertible operators Uλ :
X → X such that
AUλ − UλA = λUλ, λ ∈ σ(A). (9)
For example, if X = L2 ≡ L2(R) and A = −i ddx : L2 → L2 with domain D(A) = {v ∈ L2: Av ∈ L2}, then
the operators Uλ : v(x) → eiλxv(x) satisfy
AUλv(x) = −i d
dx
(
eiλxv(x)
)= λeiλxv(x) − ieiλx dv
dx
= λUλv(x) + UλAv(x),
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relationship A − λI = UλAU−1λ , which follows from (9) multiplying by U−1λ from the right. It follows
from the latter that (A − λI)n = UλAnU−1λ , for all n = 1,2, . . . , yielding
f (A)u =
∑
λ∈G
∞∑
n=0
f (n)(λ)
n! UλA
nU−1λ uλ.
Let X∗ denote the dual of X , and A∗ : X∗ → X∗ be the operator adjoint to A. Further, denote by
Exp′A∗,G∗(X∗) the space of linear continuous functionals deﬁned on ExpA,G(X), with respect to weak
convergence. Speciﬁcally, a sequence u∗m ∈ Exp′A∗,G∗(X∗) converges to an element u∗ ∈ Exp′A∗,G∗(X∗) if
for all v ∈ ExpA,G(X) the convergence 〈u∗m − u, v〉 → 0 holds as m → ∞. For an analytic function f w
deﬁned on G∗ = {z ∈C: z¯ ∈ G}, we deﬁne a weak extension of f (A) as follows:
〈
f w
(
A∗
)
u∗, v
〉= 〈u∗, f (A)v〉, ∀v ∈ ExpA,G(X),
where u∗ ∈ Exp′A∗,G∗(X∗).
Lemma 2.1. Let X be a reﬂexive Banach space and A be a closed operator deﬁned on D(A) ⊂ X. Let f be an
analytic function deﬁned on an open connected set G ⊂ C. Then the following mappings are well deﬁned and
continuous:
1. f (A) : ExpA,G(X) → ExpA,G(X),
2. f w(A∗) : Exp′A∗,G∗(X∗) → Exp′A∗,G∗(X∗).
Proof. We will prove that f (A) maps ExpA,G(X) into itself. Let u ∈ ExpA,G(X) have a representation
u =∑λ uλ , uλ ∈ ExpAλ,ν(X). Then for f (A)u deﬁned in (9), one has the following estimate
∥∥Akλ fλ(A)uλ∥∥
∞∑
n=0
| f n(λ)|
n!
∥∥(A − λI)n Akλuλ∥∥ Cνk‖uλ‖, (10)
with some ν < r. It follows that fλ(A)uλ ∈ ExpAλ,ν(X) with the same ν . Hence, f (A)u has a represen-
tation
∑
λ vλ , where vλ = fλ(A)uλ ∈ ExpAλ,ν(X), and therefore f (A)u ∈ ExpA,G(X). The estimate (10)
also implies continuity of the mapping f (A) in the topology of ExpA,G(X).
Now assume that a sequence u∗n ∈ Exp′A∗,G∗ (X∗) converges to 0 in the weak topology of
Exp′A∗,G∗(X∗). Then for arbitrary u ∈ ExpA,G(X) we have
〈
f w
(
A∗
)
u∗n,u
〉= 〈u∗n, f (A)u〉= 〈u∗n, v〉,
where v = f (A)u ∈ ExpA,G(X) due to the ﬁrst part of the proof. Hence, f w(A∗)u∗n → 0, as n → ∞, in
the weak topology of Exp′A∗,G∗ (X∗). 
Remark 2.2. Note that if σ(A) is discrete then the space ExpA,G(X) consists of the root lineals of
eigenvectors corresponding to the part of σ(A) with nonempty intersection with G . If the spectrum
σ(A) is empty, then an additional investigation is required for solution spaces to be non-trivial (for
details see, [11]).
2.3. Two lemmas
The following two lemmas will be used in proofs of theorems in Section 3.
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Jαu(t) = h(t), 0 < t < T , where 0 < α < 1, has a unique continuous solution given by the formula
u(t) = Dα+h(t), 0 < t < T . (11)
Lemma 2.3 is essentially the well-known result on a solution of Abel’s integral equation of ﬁrst
kind. Tonelli [40] sowed that if h is in a Hölder class Cγ [0, T ], 0 < γ < 1, then a unique solution to
Jαu(t) = h(t) is given by (11) and u ∈ Cβ [0, T ] for some β < γ − α. Note also, that if h is absolute
integrable on [0, T ], then u ∈ L1(0, T ). See [13,30] for further details.
Lemma 2.4. Suppose v(t, τ ) is an X-valued function deﬁned for all t  τ  0, the derivatives ∂ j v(t,τ )
∂t j
, 0 j 
k − 1, are jointly continuous in the X-norm, and ∂k v(t,τ )
∂tk
∈ L1(0, t; X) for all t > 0. Let u(t) =
∫ t
0 v(t, τ )dτ .
Then
dk
dtk
u(t) =
k−1∑
j=0
d j
dt j
[
∂k−1− j
∂tk−1− j
v(t, τ )
∣∣∣∣
τ=t
]
+
t∫
0
∂k
∂tk
v(t, τ )dτ . (12)
Proof. For a ﬁxed t > 0 and small h one can easily verify that
u(t + h) − u(t)
h
= 1
h
( t+h∫
0
v(t + h, τ )dτ −
t∫
0
v(t, τ )dτ
)
= 1
h
t+h∫
t
v(t + h, τ )dτ +
t∫
0
v(t + h, τ ) − v(t, τ )
h
dτ . (13)
Due to the continuity and differentiability conditions of the lemma, we have
∥∥∥∥∥1h
t+h∫
t
v(t + h, τ )dτ − v(t, t)
∥∥∥∥∥=
∥∥∥∥∥1h
t+h∫
t
[
v(t + h, τ )d − v(t, t)]dτ
∥∥∥∥∥
 sup
t<τ<t+h
∥∥v(t + h, τ ) − v(t, t)∥∥= o(h), h → 0, (14)
∥∥∥∥∥
t∫
0
v(t + h, τ ) − v(t, τ )
h
dτ −
t∫
0
∂v(t, τ )
∂t
dτ
∥∥∥∥∥= o(h), h → 0. (15)
Now, letting h → 0, estimates (14), (15) and Eq. (13) imply the formula
d
dt
u(t) = v(t, t) +
t∫
0
∂
∂t
v(t, τ )dτ . (16)
Formula (12) follows from (16) by repeated differentiation. 
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Let B = B(x, ∂
∂t , Dx), Dx = ( ∂∂x1 , . . . , ∂∂xn ) be a linear differential operator with coeﬃcients not de-
pending on t , and containing temporal derivatives of order not higher than 1. Consider the Cauchy
problem
∂2u
∂t2
(t, x) + Bu(t, x) = h(t, x), t > 0, x ∈ Rn, (17)
with homogeneous initial conditions
u(0, x) = 0, ∂u
∂t
(0, x) = 0. (18)
Let a suﬃciently smooth function v(t, τ , x), t  τ , τ  0, x ∈ Rn , be for t > τ a solution of the homo-
geneous equation
∂2v
∂t2
(t, τ , x) + Bv(t, τ , x) = 0,
satisfying the following conditions:
v(t, τ , x)|t=τ = 0, ∂v
∂t
(t, τ , x)
∣∣∣∣
t=τ
= h(τ , x).
Then a solution of the Cauchy problem (17), (18) is given by means of the integral
u(t, x) =
t∫
0
v(t, τ , x)dτ . (19)
The formulated statement is known as Duhamel’s principle, and the integral in (19) as Duhamel’s inte-
gral.
A similar statement is valid in the case of the Cauchy problem with a homogeneous initial condi-
tion for a ﬁrst order inhomogeneous partial differential equation
∂u
∂t
(t, x) + Cu(t, x) = h(t, x), t > 0, x ∈ Rn,
where C = C(x, Dx) is a linear differential operator containing only spatial derivatives, and with coef-
ﬁcients not depending on t (see [4]).
3. Generalizations of Duhamel’s principle
3.1. Duhamel’s principle for Λ =∑mk=0 δαk with αk = k, k = 1, . . . ,m
Suppose the measure Λ in (1) has the form Λ =∑mk=0 δk , where δa denotes the Dirac delta func-
tion with mass at a. Suppose also that f (m, A) = I is the identity operator. Then the Cauchy problem
(1), (2) takes the form
5224 S. Umarov / J. Differential Equations 252 (2012) 5217–5234u(m)(t) +
m−1∑
k=0
fk(A)u
(k)(t) = h(t), t > 0, (20)
u(k)(0) = ϕk, k = 0, . . . ,m − 1. (21)
The operators fk(A) = f (k, A), k = 0, . . . ,m−1, are understood in the sense of the functional calculus
introduced in Section 2.2. Duhamel’s principle establishes a connection between the solutions of the
Cauchy problem for nonhomogeneous equation (20) with the homogeneous initial conditions
u(k)(0) = 0, k = 0, . . . ,m − 1, (22)
and the Cauchy problem for the corresponding homogeneous equation
∂mU
∂tm
(t, τ ) +
m−1∑
k=0
fk(A)
∂kU
∂tk
(t, τ ) = 0, t > τ, (23)
∂kU
∂tk
(t, τ )
∣∣∣∣
t=τ+0
= 0, k = 0, . . . ,m − 2, (24)
∂m−1U
∂tm−1
(t, τ )
∣∣∣∣
t=τ+0
= h(τ ). (25)
Note that if h(t) is a continuous ExpA,G(X)-valued (Exp
′
A∗,G∗(X
∗)-valued) function then the solution
of (23)–(25) is an m times differentiable ExpA,G(X)-valued (Exp
′
A∗,G∗(X
∗)-valued) function (see [33]).
Taking this fact into account, in the following theorem we assume that the vector-functions h(t) and
U (t, τ ) are ExpAλ,G(X)-, or Exp
′
A∗,G∗(X
∗)-valued, h(t) is continuous, U (t, τ ) is m times differentiable
with respect to the variable t , and the derivatives ∂
jU (t,τ )
∂t j
, 0  j  k − 1, are jointly continuous in
the topology of ExpA,G(X), or of Exp
′
A∗,G∗(X
∗), respectively. In the abstract case Duhamel’s principle
is formulated as follows.
Theorem3.1. Let U (t, τ ) be a solution of the Cauchy problem (23)–(25). Then a solution of the Cauchy problem
(20), (22) is represented via Duhamel’s integral
u(t) =
t∫
0
U (t, τ )dτ . (26)
Proof. Let u(t) be deﬁned by (26). Obviously u(0) = 0. Further, for the ﬁrst order derivative of u(t),
using (12), one has
du
dt
(t) = U (t, t) +
t∫
0
∂U
∂t
(t, τ )dτ .
By virtue of (24) the latter implies that dudt (0) = 0. Further, differentiating,
dku
dtk
(t) = ∂
k−1U
∂tk−1
(t, t) +
t∫
∂kU
∂tk
(t, τ )dτ ,0
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ku
dtk
(0) = 0, k = 2, . . . ,m − 1. Therefore, the function u(t)
in (26) satisﬁes initial conditions (22). Moreover, substituting (26) to (20), and taking into ac-
count (25), we have
u(m)(t) +
m−1∑
k=0
fk(A)u
(k)(t) = d
m
dtm
t∫
0
U (t, τ )dτ +
m−1∑
k=0
fk(A)
dk
dtk
t∫
0
U (t, τ )dτ
= ∂
m−1U
∂tm−1
(t, t) +
t∫
0
∂mU
∂tm
(t, τ )dτ +
m−1∑
k=0
fk(A)
t∫
0
∂kU
∂tk
(t, τ )dτ
= h(t) +
t∫
0
[
∂mU
∂tm
(t, τ ) +
m−1∑
k=0
fk(A)
∂kU
∂tk
(t, τ )
]
dτ = h(t).
Hence, u(t) in (26) satisﬁes Eq. (20) as well. 
3.2. Fractional Duhamel’s principle for Λ = δμ + λ with μ ∈ (m − 1,m] and suppλ ⊂ [0,m − 1]
In this section we formulate fractional generalizations of Duhamel’s principle and discuss some
examples of their applications. Let Λ = δμ + λ, where μ is a number such that m− 1 < μ <m, and λ
is a ﬁnite measure with suppλ ⊂ [0,m − 1]. Consider the operator
τ L
(μ,λ)[u](t) ≡ τ Dμ∗ u(t) +
m−1∫
0
f (α, A) τ D
α∗ u(t)λ(dα), (27)
acting on m times differentiable vector-functions u(t), t  τ  0. If τ = 0, then instead of 0L(μ,λ)[u](t)
we write L(μ,λ)[u](t).
Consider the Cauchy problem for the inhomogeneous equation
L(μ,λ)[u](t) = h(t), t > 0, (28)
with the homogeneous Cauchy conditions
u(k)(0) = 0, k = 0, . . . ,m − 1. (29)
The fractional Duhamel principle establishes a connection between the solutions of this problem and
the Cauchy problem for the homogeneous equation
τ L
(μ,λ)
[
V (·, τ )](t) = 0, t > τ, (30)
∂kV
∂tk
(t, τ )
∣∣∣∣
t=τ+0
= 0, k = 0, . . . ,m − 2, (31)
∂m−1V
∂tm−1
(t, τ )
∣∣∣∣
t=τ+0
= Dm−μ+ h(τ ), (32)
where h(t) is a given vector-function. In Theorem 3.2 we assume that the vector-functions h(t), t  0,
and V (t, τ ), t  τ  0, are ExpA,G(X)-, or Exp′A∗,G∗ (X∗)-valued, h(t) is differentiable, V (t, τ ) is an
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j V (t,τ )
∂t j
, 0  j  k − 1, are
jointly continuous in the topology of ExpA,G(X), or of Exp
′
A∗,G∗(X
∗), respectively.
Theorem 3.2. Suppose that V (t, τ ) is a solution of the Cauchy problem (30)–(32). Then Duhamel’s integral
u(t) =
t∫
0
V (t, τ )dτ (33)
solves the Cauchy problem (28), (29).
Proof. First notice that since m − 1 < μ < m, or 0 < m − μ < 1, due to Lemma 2.3, the equation
Jm−μg(t) = h(t) has a unique solution
g(t) = Dm−μ+ h(t). (34)
Let V (t, τ ) as a function of the variable t be a solution to Cauchy problem (30)–(32) for any
ﬁxed τ . We verify that u(t) = ∫ t0 V (t, τ )dτ satisﬁes Eq. (28), and conditions (29). Splitting the in-
terval (0,m − 1] into subintervals [0,1], (1,2], . . . , (m − 2,m − 1], we have
L(μ,λ)[u](t) = Dμ∗ u(t) +
m−1∑
k=1
∫
(k−1,k]
f (α, A)Dα∗ u(t)λ(dα). (35)
For α ∈ (k − 1,k), k = 1, . . . ,m − 1, using the deﬁnition (3) of Dα∗ , we have
Dα∗ u(t) =
1
Γ (k − α)
t∫
0
(t − s)k−α−1 d
k
dsk
s∫
0
V (s, τ )dτ ds. (36)
Lemma 2.4 and conditions (31) imply that
dk
dsk
s∫
0
V (s, τ )dτ =
s∫
0
∂k
∂sk
V (s, τ )dτ , k = 1, . . . ,m − 1. (37)
Hence,
Dα∗ u(t) =
t∫
0
1
Γ (k − α)
t∫
τ
(t − s)k−α−1 ∂
k
∂sk
V (s, τ )dsdτ . (38)
Again due to Lemma 2.4 and condition (32),
dm
dsm
s∫
0
V (s, τ )dτ = ∂
m−1
∂sm−1
V (s, τ )
∣∣∣∣
τ=s
+
s∫
0
∂m
∂sm
V (s, τ )dτ
= Dm−μ+ h(s) +
s∫
∂m
∂sm
V (s, τ )dτ . (39)0
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Dμ∗ u(t) = 1
Γ (m − μ)
t∫
0
(t − s)m−μ−1 d
m
dsm
s∫
0
V (s, τ )dτ ds
= 1
Γ (m − μ)
t∫
0
(t − s)m−μ−1
(
Dm−μ+ h(s) +
s∫
0
∂m
∂sm
V (s, τ )dτ
)
ds. (40)
Furthermore, by virtue of (34),
1
Γ (m − μ)
t∫
0
(t − s)m−μ−1Dm−μ+ h(s) = Jm−μDm−μ+ h(t) = h(t). (41)
Now Eqs. (35), (38), (40), and (41) imply that
L(μ,λ)[u](t) = h(t) + 1
Γ (m − μ)
t∫
0
(t − s)m−μ−1
s∫
0
∂m
∂sm
V (s, τ )dτ ds
+
m−1∑
k=1
k∫
k−1
f (α, A)
1
Γ (k − α)
t∫
0
(t − s)k−α−1
s∫
0
∂k
∂sk
V (s, τ )dτ dsλ(dα). (42)
Changing the order of integration (Fubini is allowed) in (42) we get
L(μ,λ)[u](t) = h(t) +
t∫
0
t∫
τ
1
Γ (m − μ)(t − s)
m−μ−1 ∂m
∂sm
V (s, τ )dsdτ
+
m−1∑
k=1
t∫
0
k∫
k−1
f (α, A)
t∫
τ
1
Γ (k − α)(t − s)
k−α−1 ∂k
∂sk
V (s, τ )dsλ(dα)dτ
= h(t) +
t∫
0
τ D
αm∗ V (t, τ )dτ +
t∫
0
m−1∫
0
f (α, A) τ D
α∗ V (t, τ )λ(dα)dτ
= h(t) +
t∫
0
τ L
(μ,λ)
[
V (·, τ )](t)dτ = h(t).
Finally, using the relations (37) it is not hard to verify that u(t) in (33) satisﬁes initial conditions (29)
as well. 
If the vector-function h satisﬁes the additional condition h(0) = 0 then condition (32), in accor-
dance with the relationship (5), can be replaced by
∂m−1V
∂tm−1
(t, τ )
∣∣∣∣ = Dm−μ∗ h(τ ),
t=τ
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the fractional Duhamel’s principle takes the form:
Theorem 3.3. Suppose that for all τ : 0 < τ < t a function V (t, τ ) is a solution to the Cauchy problem for the
homogeneous equation
τ L
(μ,λ)
[
V (·, τ )](t) = 0, t > τ,
∂kV
∂tk
(t, τ )
∣∣∣∣
t=τ+0
= 0, k = 0, . . . ,m − 2,
∂m−1V
∂tm−1
(t, τ )
∣∣∣∣
t=τ+0
= Dm−μ∗ h(τ ),
where h(t) is a given differentiable vector-function such that h(0) = 0. Then Duhamel’s integral u(t) =∫ t
0 V (t, τ )dτ solves the Cauchy problem for the inhomogeneous equation (28), (29).
Remark 3.4.
1. Lemma 2.3 can be extended to absolutely continuous functions h(t) with an appropriate meaning
of solution in Eq. (11) (see, [30]). It is also known [30] that the fractional derivative Dk−μ+ h(t),
k − 1 < μ < k, k = 1, . . . ,m, exists a.e., if h(t) is an absolutely continuous function on [0, T ] for
T > 0. These two facts imply that generalized Duhamel’s principles proved above hold true for
absolutely continuous functions h(t).
2. In Theorems 3.2 and 3.3 we assumed that f (μ, A) is the identity operator (see Eq. (27)). In
the general case, with appropriate selection of G , we can assume that the inverse operator
[ f (μ, A)]−1 exists. Then with the condition
∂m−1V (t, τ )
∂tm−1
∣∣∣∣
t=τ+
= [ f (μ, A)]−1Dm−μ+ h(τ )
instead of (32), Theorems 3.2 and 3.3 remain valid.
3.3. Fractional Duhamels’s principle with Riemann–Liuoville derivative
The operator τ LΛ in Theorem 3.2 is deﬁned via the fractional derivative in the sense of Caputo
and Djrbashian. A fractional generalization of Duhamel’s principle is also possible when this opera-
tor is deﬁned via the Riemann–Liouville fractional derivative. In this section we brieﬂy discuss this
important case proving the corresponding theorem in the simple particular case
τ L[u](t) = τ Dα+u(t) + Bu(t), (43)
where 0 < α < 1, and B is a closed operator, independent of t , and with a domain D(B) dense in X .
The initial value problem, called the Cauchy type problem, in this case has the form
τ L[u](t) = h(t), t > 0, (44)
τ J
1−αu(τ+) = ϕ ∈ X . (45)
The initial condition (45) can be rewritten as the weighted Cauchy type initial condition limt→τ+(t −
τ )1−αu(t) = ψ (see details in [18,30]).
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equation
τ D
α+V (t, τ ) + BV (t, τ ) = 0, t > τ, (46)
τ J
1−αV (t, τ )
∣∣
t=τ+ = h(τ ), (47)
where 0 < α < 1 and h(τ ), τ  0, is a continuous vector-function. Then Duhamel’s integral
u(t) =
t∫
0
V (t, τ )dτ (48)
solves the Cauchy type problem for the inhomogeneous equation
Dα+u(t) + Bu(t) = h(t), t > 0, (49)
with the homogeneous initial condition J1−αu(0+) = 0.
Proof. Let V (t, τ ) satisfy the conditions of the theorem. Then for Duhamel’s integral (48), by virtue
of Lemma 2.4, we have
Dα+u(t) + Bu(t) =
1
Γ (1− α)
d
dt
t∫
0
∫ s
0 V (s, τ )dτ
(t − s)α ds +
t∫
0
BV (t, τ )dτ
= d
dt
t∫
0
τ J
1−αV (t, τ )dτ +
t∫
0
BV (t, τ )dτ
= τ J1−αV (t, τ )
∣∣
τ=t +
t∫
0
[
τ D
α+V (t, τ ) + BV (t, τ )
]
dτ = h(t). (50)
On the other hand, changing the order of integration and using the mean value theorem, we obtain
∥∥ J1−αu(t)∥∥=
∥∥∥∥∥
t∫
0
τ J
1−αV (t, τ )dτ
∥∥∥∥∥ t∥∥ τ∗ J1−αV (t, τ∗)∥∥, (51)
where τ∗ ∈ (0, t), and the operator τ∗ J1−α on the rightmost term of (51) acts in the variable t . Con-
dition (47) implies that limt→0+ τ J1−αV (t, τ ) = h(0) in the norm of X . It follows from (51) that
limt→0+ J1−αu(t) = 0 in the norm of X . 
Remark 3.6. Theorem 3.5 can be generalized to differential-operator equations of the form
LΛ+[u] = Dμ+u(t) +
m∫
B(α)Dα+u(t)dλ(α), t > 0,0
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able t , and with domains dense in X ; the measure Λ is as in the deﬁnition of the operator τ LΛ in
Eq. (27). The initial conditions of the reduced problem in this case, unlike the usual Cauchy conditions
(31), (32) used in Section 3.2, have the form
τ D
α− j V (t, τ )
∣∣
t=τ+ = 0, j = 1, . . . ,m − 1,
τ J
m−αV (t, τ )
∣∣
t=τ+ = h(τ ).
Note that such initial conditions are natural for fractional order differential equations with the
Riemann–Liuoville fractional derivatives (see, e.g. [12,21]).
3.4. Applications. Existence and uniqueness theorems
Theorems 3.1–3.3 lead to generalization of the existence and uniqueness results obtained in papers
[14,31] for the abstract Cauchy problems. Let LΛ be the distributed fractional order abstract differen-
tial operator deﬁned in (27) with τ = 0, and via the characteristic function
(s, z) = sμ +
m−1∫
0
f (α, z)sα dλ,
where μ ∈ (m − 1,m], λ is a ﬁnite measure with suppλ ⊂ [0,m − 1], and f (α, z) is a function
continuous in α and analytic in z ∈ G ⊂ C. Denote by vˆ(s) = L[v](s) the Laplace transform of a
vector-function v(t), namely
L[v](s) =
∞∫
0
e−st v(t)dt, s > s0,
where s0  0 is a real number. It is not hard to verify that if v(t) ∈ ExpA,G(X) for each t  0 and
satisﬁes the condition ‖v(t)‖ Ceγ t , t  0, with some constants C > 0 and γ , then vˆ(s) exists and
∥∥Ak vˆ(s)∥∥ Cs
s − γ ν
k, s > γ ,
implying vˆ(s) ∈ ExpA,G(X) for each ﬁxed s > γ . The lemma below gives a formal representation for-
mula for a solution of the general abstract Cauchy problem
LΛ[u](t) = h(t), t > 0, (52)
u(k)(0+) = ϕk, k = 0, . . . ,m − 1. (53)
Let δ j,k denote the Kronecker delta, that is δ j,k = 1 if j = k, and δ j,k = 0, if j = k.
Lemma 3.7. Let cβ(t, z) = L−1[ sβ(s,z) ](t), z ∈ G ⊂ C, where L−1 stands for the inverse Laplace transform,
and
Sk(t, z) = cμ−k−1(t, z) +
m−1∫
f (α, z)cα−k−1(t, z)λ(dα), k = 0, . . . ,m − 1. (54)
k
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LΛ[u] = 0, u( j)(0) = δ j,kϕ j, j = 0, . . . ,m − 1.
Proof. Applying formula (6) we have
L[LΛ[u]](s) = sμuˆ(s) −m−1∑
i=0
ui(0)sμ−i−1
+
m−1∑
k=1
k∫
k−1
f (α, A)
(
sα uˆ(s) −
k−1∑
j=0
u j(0)sα− j−1
)
λ(dα) = 0.
Due to the initial conditions u j(0) = δ j,kϕ j , j = 0, . . . ,m − 1, the latter reduces to
(s, z)uˆ(s) = ϕk
(
sμ−k−1 +
m−1∫
k
f (α, z)sα−k−1 λ(dα)
)
.
Now it is easy to see that the solution in this case is represented as uk = Sk(t, A)ϕk , k = 0, . . . ,
m − 1. 
Corollary 3.8. Let Sk(t, A), k = 0, . . . ,m− 1, be the collection of solution operators with the symbols Sk(t, z)
deﬁned in Lemma 3.7. Then the solution of the Cauchy problem
LΛ[u] = 0, u( j)(0) = ϕ j, j = 0, . . . ,m − 1, (55)
is given by the following representation formula
u(t) =
m−1∑
k=0
Sk(t, A)ϕk. (56)
Remark 3.9.
1. Corollary 3.8 can easily be extended to the operator τ LΛ in (55) as well with the initial conditions
u j(τ ) = ϕ j , j = 0, . . . ,m−1. In this case the symbols of solution operators depend on τ and have
the form Sk(t, τ , z) = Sk(t − τ , z), k = 0, . . . ,m − 1, where Sk(t, z) is deﬁned in (54).
2. A particular case of Lemma 3.7 when Λ =∑mk=0 δαk , k − 1< αk < k, is proved in [14].
Further, denote by C (m)[t > 0;ExpA,G(X)] and by AC[t > 0;ExpA,G(X)] the space of m times con-
tinuously differentiable functions and the space of absolutely continuous functions on (0;+∞) with
values ranging in the space ExpA,G(X), respectively. A vector-function u(t) ∈ C (m)[t > 0;ExpA,G(X)] ∩
C (m−1)[t  0;ExpA,G(X)] is called a solution of the problem (52), (53) if it satisﬁes Eq. (52) and the
initial conditions (53) in the topology of ExpA,G(X).
Theorem 3.2 and Corollary 3.8 imply the following results.
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and Dm−μ+ h(t) ∈ C[0  t  T ;ExpA,G(X)]. Then the Cauchy problem (52), (53) has a unique solution. This
solution is given by
u(t) =
m−1∑
k=0
Sk(t, A)ϕk +
t∫
0
Sm−1(t − τ , A)Dm−μ+ h(τ )dτ . (57)
Proof. We split the Cauchy problem (52), (53) into two Cauchy problems
LΛ[U ](t) = 0, t > 0, (58)
U (k)(0+) = ϕk, k = 0, . . . ,m − 1, (59)
and
LΛ[v](t) = h(t), t > 0, (60)
v(k)(0+) = 0, k = 0, . . . ,m − 1. (61)
Due to Corollary 3.8 the unique solution to (58), (59) is given by
U (t) =
m−1∑
k=0
Sk(t, A)ϕk. (62)
Lemma 2.1 implies that U (t) ∈ C (m)[t > 0;ExpA,G(X)]. For the Cauchy problem (60), (61), in accor-
dance with the fractional Duhamel’s principle (Theorem 3.2), it suﬃces to solve the Cauchy problem
for the homogeneous equation:
τ L
Λ
[
V (t, τ )
]
(t) = 0, t > τ, (63)
∂kV (t, τ )
∂tk
∣∣∣∣
t=τ+
= 0, k = 0, . . . ,m − 2, (64)
∂m−1V (t, τ )
∂tm−1
∣∣∣∣
t=τ+
= Dm−μ+ h(τ ). (65)
The solution of this problem, again using Corollary 3.8 (with the note in Remark 3.9), has the repre-
sentation
V (t, τ ) = Sm−1(t − τ , A)Dm−μ+ h(τ ). (66)
Again it follows from Lemma 2.1 that V (t, τ ) ∈ C (m)[t > τ ;ExpA,G(X)] for all τ  0, as well as its
Duhamel integral. Thus, Duhamel’s integral of V (t, τ ) and representation (62) lead to formula (57).
The uniqueness of a solution also follows from the obtained representation (57) (see [33]). 
The duality immediately implies the following theorem.
S. Umarov / J. Differential Equations 252 (2012) 5217–5234 5233Theorem 3.11. Let ϕ∗k ∈ Exp′A∗,G∗(X∗), k = 0, . . . ,m − 1, h∗(t) ∈ AC[0  t  T ;Exp′A∗,G∗(X∗)] and
Dm−μ+ h∗(t) ∈ C[t  t  T ;Exp′A∗,G∗(X∗)]. Assume also that ExpA,G(X) is dense in X. Then the Cauchy prob-
lem (52), (53) (with A switched to A∗) is meaningful and has a unique weak solution. This solution is given
by
u∗(t) =
m−1∑
k=0
Sk
(
t, A∗
)
ϕ∗k +
t∫
0
Sm−1
(
t − τ , A∗)Dm−μ+ h∗(τ )dτ .
Assume that ExpA,G(X) is densely embedded into X . Besides, let the solution operators Sk(t, A)
for each k = 0, . . . ,m − 1, satisfy the estimates
∥∥Sk(t, A)ϕ∥∥ C‖ϕ‖, ∀t ∈ [0, T ], (67)
where ϕ ∈ ExpA,G(X), and C > 0 does not depend on ϕ . Then there exists a unique closure S¯k(t) to X
of the operator Sk(t, A) which satisﬁes the estimate ‖ S¯k(t)u‖ C‖u‖ for all u ∈ X . Using the standard
technique of closure (see [32,33]), we can prove the following theorem.
Theorem 3.12. Let ϕk ∈ X, k = 0, . . . ,m − 1, h(t) ∈ AC[0  t  T ; X] for any T > 0, and Dm−μ+ h(t) ∈
C[0 t  T ; X]. Further let ExpA,G(X) be densely embedded into X, and the estimates (67) hold for solution
operators Sk(t, A), k = 0, . . . ,m−1. Then the Cauchy problem (52), (53) has a unique solution u(t) ∈ Cm[0<
t  T ; X]. This solution is given by
u(t) =
m−1∑
k=0
S¯k(t)ϕk +
t∫
0
S¯m−1(t − τ )Dm−μ+ h(τ )dτ .
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