Abstract. We study dimension-free L p inequalities for r-variations of the Hardy-Littlewood averaging operators defined over symmetric convex bodies in R d .
Introduction
The purpose of this paper is to initiate the study of r-variational estimates in the setting of dimensionfree bounds for averaging operators defined over symmetric convex bodies in R d . We will assume that G is a non-empty convex symmetric body in R d , which simply means that G is a bounded convex open and symmetric subset of
be the Hardy-Littlewood averaging operator defined over the sets
For r ∈ [1, ∞) the r-variation seminorm V r of a complex-valued function (0, ∞) × R d ∋ (t, x) → a t (x) is defined by setting V r (a t (x) : t ∈ Z) = sup , where Z is a subset of (0, ∞) and the supremum is taken over all finite increasing sequences in Z. Usually r-variation V r defined over the dyadic set Z = {2 n : n ∈ Z} is called the long r-variation seminorm. In order to avoid some problems with measurability of V r (a t (x) : t ∈ Z) we assume that (0, ∞) ∋ t → a t (x) is always a continuous function for every x ∈ R d . The r-variational seminorm is an invaluable tool in pointwise convergence problems. If for some r ∈ [1, ∞) and x ∈ R d we have V r (a t (x) : t > 0) < ∞ then the limits lim t→0 a t (x) and lim t→∞ a t (x) exist. So we do not need to establish pointwise convergence on a dense class, which in many cases is a challenging problem, see [11] and the references given there. Moreover, V r 's control the supremum norm in the following sense, for any t 0 > 0 we have the pointwise estimate sup t>0 |a t (x)| ≤ |a t0 (x)| + 2V r (a t (x) : t > 0).
There is an extensive literature about estimates for r-variational seminorms. However for our purposes the most relevant will be [9] , [10] and [11] , see also the references given there.
One of the main results of this paper is the following theorem.
Theorem 1.1. Let p ∈ (3/2, 4) and r ∈ (2, ∞). Then there exists a constant C p,r > 0 independent of the dimension d ∈ N and such that for every symmetric convex body G ⊂ R d we have
The range for the parameter p in Theorem 1.1 can be improved if we consider only long r-variations. Namely, we have the following lacunary variant of Theorem 1.1. Theorem 1.2. Let p ∈ (1, ∞) and r ∈ (2, ∞). Then there exists a constant C p,r > 0 independent of the dimension d ∈ N and such that for every symmetric convex body G ⊂ R d we have
If we restrict our attention to the balls induced by small ℓ q norms in R d then we can obtain the full range of p's in Theorem 1.1. To be more precise for q ∈ [1, ∞) let us define these balls
, and
(1.4)
Then we have the following theorem. Theorem 1.3. Suppose that G = B q is one of the balls defined in (1.4) for some q ∈ [1, ∞] . Let p ∈ (1, ∞) and r ∈ (2, ∞). Then there exists a constant C p,q,r > 0 independent of the dimension d ∈ N and such that
The range for parameter r ∈ (2, ∞) in Theorem 1.1, Theorem 1.2 and Theorem 1.3 is sharp, see [10] .
Dimension dependent versions of Theorems 1.1 and 1.2, with sharp ranges of parameters p ∈ (1, ∞) and r ∈ (2, ∞), follow from [11, Theorem A.1] . Also related to our results is the paper of Jones, Seeger and Wright [10] . Especially, [10, Theorem 1.4] , where L p bounds for r-variations associated with the spherical averages have been established. Their estimates, however, depend on the dimension.
For a symmetric convex body
The present paper may be thought of as a variational counterpart for a series of articles establishing dimension-free bounds on L p (R d ) for M Similarly as in [1] , for every ξ ∈ S d−1 and u ∈ R, we define where π ξ : R d → ξ ⊥ denotes the orthogonal projection of R d onto the hyperplane perpendicular to ξ. We note that σ(V (G)) = σ(G) and Q(V (G)) = Q(G) for any V ∈ Gl(R d ). Moreover, in [1] it was proven that there is a universal constant a > 0 such that a −1 L(G) ≤ σ(G) ≤ aL(G). Using these two linear invariants σ(G) and Q(G) Müller estimated M G ⋆ L p →L p . Namely, the main result of [12] states that for every p ∈ (1, ∞] and for every symmetric convex body
In other words M G ⋆ L p →L p may depend on σ(G) and Q(G), but not explicitly on the dimension d. In fact [2] and [6] show that for p ∈ (3/2, ∞] the norm M G ⋆ L p →L p can be even chosen independently of σ(G) and Q(G). Using (1.10) Müller showed that M G ⋆ L p →L p is independent of the dimension for all G = B q with q ∈ [1, ∞), since σ(B q ) and Q(B q ) can be explicitly computed and they are independent of d. However, for the cubes G = B ∞ it turned out that σ(B ∞ ) is independent of the dimension, but
The question about the dimension-free bounds for the cubes in
was left open until [4] , where the first author significantly refined and extended the methods from [12] . Using the product nature of the cubes he showed that for every p ∈ (1, ∞] there is a constant
can be controlled by a constant independent of the dimension for general symmetric convex bodies remains still open. The situation is even more complicated for r-variational estimates. A question which we are unable to answer is what happens not only when p ∈ (1, 3/2], but also for p ∈ [4, ∞) in the case of general symmetric convex bodies. However the method of the proof of Theorem 1.3, in view of Müller's result, allows us to deduce that for every p ∈ (1, ∞), for every r ∈ (2, ∞) and for every symmetric convex body
(1.11) Theorem 1.1 and Theorem 1.3 give some partial evidence to support the conjecture which asserts that for all p ∈ (1, ∞) and r ∈ (2, ∞) and for every general symmetric convex body G ⊂ R d the left-hand side of (1.11) can be controlled by a constant independent of the dimension and the linear invariants σ(G) and Q(G).
Let us briefly describe the strategy for proving our main results. The first step is splitting the consideration into long and short variations, see (2.3). The long variations are treated in Theorem 1.2 by appealing to known dimension-free estimates for r-variations of the Poisson semigroup (see [9, Theorem 3.3] ) together with a square function estimate. The square function estimate is proved by using a dimension-free Littlewood-Paley theory, which allows us to prove very good estimates on L 2 and acceptable estimates on L p . Then interpolation establishes Theorem 1.2. In view of Theorem 1.2 in order to prove Theorems 1.1 and 1.3 it is enough to consider short variations. To this end we also use a dimension-free Littlewood-Paley theory and interpolation between L 2 and L p bounds. The analysis of short variations breaks basically into two cases, whether p ∈ [2, ∞] or p ∈ (1, 2] . In the first case we rely on the numerical inequality, Lemma 2.1, which reduces estimates for r-variations to the situation where the division intervals over which differences are taken are all of the same size. The case r = 2 of this is particularly suited to an application of the Fourier transform. On the other hand, when p ∈ (1, 2] we use an orthogonality principle (an r-variation adaptation of an idea in [6] ), together with an appropriate characterization of r-variation in terms of fractional derivatives, given in Proposition 2.1. Of course fractional derivatives had already occurred in [6] and [12] , as well as the earlier proof of the spherical maximal theorem for d ≥ 3. It should be pointed out that for p ∈ (1, 2) it is essential that we can use r-variational estimates for r ∈ (1, 2).
1.1. Applications. The results from the previous paragraph have an ergodic theoretical interpretation. Namely, let (X, B, µ) be a σ-finite measure space with families of commuting and measure-preserving transformations (T
, which map X to itself. For every symmetric convex body G ⊂ R d for every x ∈ X and f ∈ L 1 (X, µ) we define the ergodic Hardy-Littlewood averaging operator by setting
For this operator we also have dimension free r-variational estimates. Theorem 1.4. Let p ∈ (3/2, 4) and r ∈ (2, ∞). Then there exists a constant C ′ p,r > 0 independent of the dimension d ∈ N and such that for every symmetric convex body G ⊂ R d we have
. Moreover, if we consider only long variations, then (1.13) remains true for all p ∈ (1, ∞) and r ∈ (2, ∞) and we have
Theorem (1.4) is an ergodic counterpart of Theorem 1.1 and Theorem 1.2. If G = B q for some q ∈ [1, ∞] then we obtain sharp ranges of exponents with respect to the parameters p and r for the operator (1.12). Namely, we can prove an analogue of Theorem 1.3. Theorem 1.5. Suppose that G = B q is one of the balls defined in (1.4) for some q ∈ [1, ∞]. Let p ∈ (1, ∞) and r ∈ (2, ∞). Then there exists a constant C ′ p,q,r > 0 independent of the dimension d ∈ N and such that
In Section 5 we prove a transference principle (see Proposition 5.1), which allows us to deduce inequalities (1.13), (1.14) and (1.15) from the corresponding estimates in (1.2), (1.3), and (1.5), respectively.
The remarkable feature of Theorem 1.4 and Theorem 1.5 is that the implied bounds in (1.13), (1.14), and (1.15) are independent of the number of underlying commuting and measure-preserving transformations T 
Then we have
Therefore G in (1.1) can be freely replaced with any other symmetric convex body U (G) and L p bounds remain unchanged. This is an important remark which allows us to assume that (1.7) always holds. From now on we will assume that U (G) = G. More precisely we will assume that Vol d G = |G| = 1 and that G is in the isotropic position, which means that there is an isotropic constant L = L(G) > 0 such that for every unit vector ξ ∈ S d−1 we have
As in [1] the Fourier methods will be extensively exploited here to establish L 2 bounds in the aforementioned theorems. Let us define the Fourier transform F of a function f ∈ S(R d ) by setting
for any ξ ∈ R d and let
Since |G| = 1 we see that the kernel of (1.1) satisfies
for all t > 0, where K G (x) = 1 G (x) and
where
The isotropic position of G allows us to provide dimension-free estimates for the multiplier m. (10), (11), (12)]). Given a symmetric convex body G ⊂ R d with volume one, which is in the isotropic position, there exists a constant C > 0 such that for every ξ ∈ R d we have
The constant L = L(G) is defined in (1.16), while C is a universal constant which does not depend on d.
Throughout the whole paper d ∈ N denotes the dimension. Unless otherwise stated C > 0 will stand for an absolute constant whose value may vary from occurrence to occurrence and it will never depend on the dimension. We will use the convention that A δ B (A δ B) to say that there is an absolute constant C δ > 0 (which possibly depends on δ > 0) such that A ≤ C δ B (A ≥ C δ B). We abbreviate A B when the implicit constant is independent of δ. We will write A ≃ δ B when A δ B and A δ B hold simultaneously.
For simplicity of the notation we will often abbreviate M t = M G t and m = m G .
2.1.
Properties of r-variations. We begin with some simple properties of r-variation seminorms. For r ∈ [1, ∞) the r-variation seminorm V r of a complex-valued function (0, ∞) ∋ t → a t is defined by
where Z ⊆ (0, ∞) and
and the supremum is taken over all finite increasing sequences in Z of length J + 1. The function r → V r (a t : t ∈ Z) is non-increasing and for any
Moreover, for every t 0 ∈ Z we have
If Z is a countable set, then
Finally, for every r ∈ [1, ∞) there exists C r > 0 such that
The first quantity on the right side in (2.3) is called the long variation seminorm, whereas the second is called the short variation seminorm. This is a very useful inequality which, in view of Theorem 1.2, will permit us to reduce the proofs of Theorem 1.1 and Theorem 1.3 to the estimates of short variations associated with M G t . In order to deal with the short variations efficiently we will prove an elementary inequality (2.4) which allows us to dominate each dyadic block in the short variations by suitable square functions, which are simpler objects to handle. Lemma 2.1. Given r ∈ [1, ∞), n ∈ Z, and a continuous function a :
Proof. First of all we observe that any interval [s, t) for some real numbers 2 n ≤ s < t < 2 n+1 can be written as a disjoint sum (possibly infinite sum) of dyadic intervals, i.e.
with the following properties:
• Each [w l , w l+1 ) ∈ I m for some m ≥ −n, where
• There are at most two dyadic intervals on the right-hand side of (2.5) with the same length. To prove (2.5) let us consider dyadic intervals of maximal length contained in A = [s, t). There are at most two such intervals. Let I 0 be the one which lies closer to the left endpoint s. Then [s, t) \ I 0 is a sum of at most two intervals A 1 , B 1 . Without loss of generality we may assume that s ∈ A 1 . Now let I 1 be a dyadic interval contained in A 1 with maximal length such that dist(I 1 , I 0 ) = 0. Then by the maximality of I 0 we see that |I 1 | ≤ |I 0 |/2. Now we define A 2 = A 1 \ I 1 . If A 2 = ∅ then we proceed as in the previous step. Namely we take a dyadic interval I 2 contained in A 2 with maximal length such that dist(I 2 , I 1 ) = 0. By the maximality of I 1 we see that |I 2 | ≤ |I 1 |/2. Now we define A 3 = A 2 \ I 2 . If A 3 = ∅ then we proceed likewise above. Then inductively we obtain a sequence of disjoint dyadic
is empty we are done. If not then we can repeat the argument as for A 1 and obtain a sequence of disjoint dyadic intervals (
From the construction described above it is clear that there are at most two dyadic intervals in the sum which have the same length.
Having proven (2.5) we can show (2.4). Namely, let 2 n ≤ t 0 < t 1 < . . . < t J < 2 n+1 be any increasing sequence. By (2.5) for any integer 0 ≤ j < J we write
where each [w j l , w j l+1 ) is a dyadic interval which belongs to I m for some m ≥ −n. Thus
by triangle inequality
by Hölder's inequality.
The last sum is dominated by the right-hand side of (2.4), since [t j , t j+1 ) ∩ [t j ′ , t j ′ +1 ) = ∅ for j = j ′ and the proof is completed.
We finish this section with an approximate characterization of the r-variation seminorm, which is interesting in its own right. In the proposition stated below we will be dealing with functions F defined on R that are compactly supported and belong to L r (R) for some r ∈ [1, ∞]. For such a function F we will write a fractional derivative D α F defined as a tempered distribution by the formula
for every ξ ∈ R and α ∈ [0, 1]. Here F R stands for the Fourier transform on R given by
Proposition 2.1. Let F be a complex-valued function with a compact support in R.
(ii) Conversely, assume that F ∈ L r (R) and V r (F (t) : t ∈ R) < ∞. Then for every β < 1/r there is C β,r > 0 such that
Proof. We begin with demonstrating part (i). Let J α be the Bessel potential operator defined for any
It is known from [14, Chapter 5, Section 3.2] that there are finite measures ν α and λ α such that
and by our assumptions f ∈ L r (R). Moreover, for every t ∈ R we have
For the Bessel kernel G α one has the following estimates (see [14, Chapter 5, Section 3.1], here n = 1)
and G α (u) is rapidly decreasing at infinity, (2.8)
Note that this representation of F , and the properties of G α stated immediately above, show that F may be taken to be continuous on R and not merely defined almost-everywhere, and hence V r (F (t) : t ∈ R) is well-defined. Now for any s = σ + iτ consider F s defined by
When
Indeed, when Re(s) = 0, then the derivative of F s (more precisely, here we mean the weak derivative) can be estimated by
Thus taking into account the properties of G α stated in (2.8) and (2.9) and the fact that α > 1/r (which imply that F s ∈ L ∞ (R) and both F s and
On the other hand, we show
Indeed, when Re(s) = 1, then
Now the mappings f → F s can be rephrased as an analytic family of operators as follows. Choose any sequence t 0 < t 1 < · · · < t N and define T s (f ) to be the sequence
where Z N = {1, 2, . . . , N }. Observe now that (2.10) and (2.11) imply that
and 
As a result, since F s = F for s = 1 − 1/r, we obtain
Since the constant C depends only on the constants C 0 , C 1 , and r, therefore C is independent of the choice of (t k : 0 ≤ k ≤ N ) and N . This gives
and combined with
proves part (i) and (2.6). We now focus on part (ii). We can assume that r < ∞ for otherwise there is nothing to prove. Let
inserting this in (2.12) gives the modulus of continuity inequality
from which the result for negative h also follows yielding (2.13)
We now invoke the fact that for any 0 < β < 1
for a suitable constant, where the limit is taken in the sense of distributions (see [14, Chapter 5, 6 .10] and the references given there). Writing
we see that both terms belong to L r (R). To estimate the first term we apply Minkowski's integral inequality and (2.13) and obtain R 1≥|h|≥ε
since β < 1/r. The second term is controlled by
. This proves part (ii) and (2.7).
2.
2. An almost orthogonality principle. Now we prove an r-variational counterpart of an almost orthogonality principle from [6] . Proposition 2.2 will be a key ingredient in the proofs of Theorem 1.1 and Theorem 1.3 for p < 2.
Proposition 2.2. Suppose that (X, B, µ) is a σ-finite measure space and let (T t : t ∈ Z) be a family of positive linear operators 1 defined on 1≤p≤∞ L p (X, B, µ) for some index set Z ⊆ (0, ∞). Moreover, for a given p 0 ∈ [1, 2) the following conditions are satisfied:
• There is a family of linear operators (S n : n ∈ Z) with the property that f = n∈Z S n f, for any f ∈ L 2 (X, B, µ). Moreover, for every p ∈ (1, 2] there exists C 1,p > 0 for which for every f ∈ L p (X, B, µ) we have
•
Proof. Let us fix p ∈ (p 0 , 2). We will show that there is
Letting N → ∞ and L → ∞ and invoking the monotone convergence theorem we obtain (2.18).
To prove (2.19) we reduce the problem to study a certain family of linear operators. For this purpose, for every n ∈ Z, let T n L be a family of all sequences t
Suppose for the moment that (2.20) is proven. We will show how it implies (2.19). For every integer |n| ≤ N , let t n L,f = (t n l,f : 0 ≤ l ≤ L) be a sequence of measurable functions with the properties as above and additionally satisfying
Then, assuming (2.20), we obtain
and (2.19) follows. Thus it suffices to prove (2.20). Due to (2.16) we see that (2.20) holds with the constant (2N + 1)C 3,p . Our task now will be to show that (2.20) holds with the constant which is independent of L, N ∈ N. For this purpose fix
Let q be a real number such that p 0 < q < p < 2 and define θ ∈ (0, 1) by setting
This implies that θ = 1 − q/2 and consequently determines u ∈ (q, p) such that
Invoking (2.16) we have
Let g = sup |n|≤N |g n | and observe that A N (p, ∞, ∞) ≤ 2C 2,p , since by (2.15), we obtain
Thus
By (2.21), (2.14) and (2.22) we get
(2.24)
Now let us introduce ρ ∈ (0, 1) obeying
Interpolating (2.23) with (2.24) we have
which proves (2.20) and completes the proof of Proposition 2.2.
The Poisson semigroup.
As in [1] we shall exploit dimension-free bounds for the Poisson semigroup P t which, for every ξ ∈ R d , satisfies
For every x ∈ R d let us introduce the maximal function
and the square function
associated with the Poisson semigroup. We know from [13] that for every p ∈ (1, ∞) there exists a constant C p > 0 independent of the dimension such that for every
We will also need some variant of the Littlewood-Paley inequality. Namely, we define for every n ∈ Z the projections S n = P L2 n − P L2 n−1 corresponding to the Poisson semigroup, where L = L(G) is the constant defined in (1.
16). With this definition, we clearly have, for every
Moreover, for each n ∈ Z and x ∈ Z d we see
Hence, by the Cauchy-Schwarz inequality we obtain
Now summing over n ∈ Z and appealing to (2.27) we obtain that the following dimension-free LittlewoodPaley inequality
Finally, since the Poisson semigroup P t is Markovian, [9, Theorem 3.3] states that for every p ∈ (1, ∞) and every r ∈ (2, ∞) there is a constant C p,r > 0 independent of the dimension such that for every
We include the proof of (2.30) for completeness. It suffices to prove that there is a constant C p,r > 0 such that for every M ∈ N we have (2.31)
where D M = {n/2 M : n ≥ 0}. Then letting M → ∞ in (2.31), by the monotone convergence theorem, we obtain (2.30). To prove (2.31) we recall Rota's theorem from [13] .
Theorem 2.1 (Rota's theorem). Assume that (X, B, µ) is a σ-finite measure space and let Q be a linear operator defined on 1≤p≤∞ L p (X, B, µ) satisfying the following conditions:
Then there exists a measure space (Ω, F , ν), a decreasing collection of σ-algebras . . . ⊂ F n+1 ⊂ F n ⊂ . . . ⊂ F 1 ⊂ F 0 = F and another σ-algebraF ⊂ F with the following properties:
(i) There exists a measure space isomorphism i : (X, B, µ) → (Ω,F , ν), which induces an isomorphism i :
p (X, B, µ) and for every x ∈ X we have
Thus the operator Q is associated with a family of reverse martingales (E[F |F n ] : n ≥ 0).
To prove (2.31) we apply Rota's theorem with Q = P 1/2 M +1 and with X = R d and the σ-algebra B of all Lebesgue measurable sets on R d and the Lebesgue measure µ = | · | on R d . Indeed,
where the last inequality follows from Lépingle's inequality for martingales, see [10] and the references given there. As there is no 'dimension' in the proof of Lépingle's inequality (it is purely probabilistic) the implied constant C p,r in (2.30) is independent of the dimension.
Estimates for long variations: proof of Theorem 1.2
In this section we prove Theorem 1.2. Fix r ∈ (2, ∞) and a non-empty convex symmetric body G in
The main ingredients in the proof will be the r-variational estimate (2.30) for the Poisson semigroup P t , the estimates for the multiplier m associated with M t from Proposition 1.1, and the lacunary maximal result from [2] or [6] , which states that for every p ∈ (1, ∞] there exists C p,∞ > 0 such that every d ∈ N and for every convex body G ⊂ R d the following inequality holds
The first term in (3.2) is bounded on L p by (2.30). Therefore, it remains to obtain L p bounds for the square function in (3.2) . For this purpose we will use (2.28). Indeed, observe that
In order to justify the last but one inequality in (3.3) we shall prove, for each j ∈ Z, that
To prove (3.4) we first show the following dimension-free vector-valued bounds
for all p ∈ (1, ∞). Then in view of (3.6), (3.7) and (2.29) we conclude
which proves (3.4). The proof of (3.6) and (3.7) follows respectively from (3.1) and (2.26) and a vector-valued interpolation. We only estimate (3.6), the estimate in (3.7) will be obtained similarly. Indeed, for p ∈ (1, ∞) and s ∈ [1, ∞], let A(p, s) be the best constant in the following inequality
, and (3.1) yield (3.6), since
which is the multiplier associated with the operator M 1 − P L . Observe that by Proposition 1.1 and the properties of p L (ξ) there exists a constant C > 0 independent of the dimension such that
−2πL|ξ| . Therefore, by (3.8) and Plancherel's theorem we get
where we have used min 2 n L|ξ|, (2 n L|ξ|)
n+j L|ξ| − e This section is devoted to prove Theorem 1.1, and Theorem 1.3. All these theorems will follow, in view of (2.3) and Theorem 1.2 which has been proven in the previous section, if we show that for appropriate parameters p the short variation seminorm is bounded, i.e. for every function f ∈ L p (R d ) the following inequality
holds with a constant C p > 0 which does not depend on the dimension, where M t = M G t as in the previous section.
One of the key tools in all of the proofs will be inequality (2.4) from Lemma 2.1. This inequality and the Littlewood-Paley decomposition (2.28) will result in (4.1) for p ≥ 2. The proof of (4.1) for p ≤ 2 will additionally require an almost orthogonality principle from Proposition 2.2. Due to (2.29) and the maximal results from [2] , [6] , [12] and [4] we will have to only verify conditions (2.16) and (2.17) from Proposition 2.2. The bound (2.17) will follow from inequality (2.4), the Littlewood-Paley decomposition (2.28), and properties of the multiplier m G from Proposition 1.1. The bounds for (2.16) will require a more sophisticated argument, which is subsumed in Lemma 4.1.
Now we need to recall some facts from [6] , [12] , and [4] . For α ∈ (0, 1) let D α be the fractional derivative
R (F )(ξ) (t) for every t ∈ R. This formula gives a well defined tempered distribution on R. Note the resemblance of the fractional derivative D α with its variant D α used in Proposition 2.1. In fact, the version of that proposition, with D α in place of D α , holds as well. Since we do not explicitly need it, we will forgo a proof of this fact.
Simple computations show that for t > 0 we have
. Moreover, [7, Lemma 6.6 ] guarantees that
If P α u is the operator associated with the multiplier
Carbery [6] showed that for general symmetric convex bodies one has
where T (ξ·∇) α m f is the multiplier operator associated with the symbol 
with the implicit constant independent of the dimension and the underlying body. The proof of (4.7) consists of two steps. In the first step it was proven that the L p bundedness in (4.7) can be deduced from (4.6) provided that α > 1/p. Then using complex interpolation Carbery showed that there is C α,p > 0 such that
for α = 2 − 2/p. Combining these two facts we obtain 1/p < 2 − 2/p which is equivalent to p > 3/2 and gives the desired range in (4.7) .
When G = B q is as in (1.4) with q ∈ [1, ∞), in [12] it has been proven that for every α ∈ (1/2, 1) and every p ∈ (1, ∞) there is a constant C α,p,q > 0 independent of d such that
The same estimate for G = B ∞ is justified in [4] . In fact, in both [12] and [4] the estimate (4.9) boils down to controlling the operator T |ξ|m(ξ) associated with the multiplier |ξ|m(ξ). In view of (4.5) and (4.9), for the bodies studied in Theorem 1.3 we thus have for all
Let η be a smooth function on R such that 0 ≤ η(t) ≤ 1 and
Lemma 4.1. Let η be a smooth function as in (4.11). Then for any p ∈ (1, 2) and any α ∈ (1/p, 1) there is C α,p > 0 such that for every Schwartz function f ∈ S(R d ) we have
Moreover, we have
Proof. In the proof we abbreviate F (t, x) = η(t)M t f (x). Note that Proposition 2.1 and Fubini's theorem give, for α > 1/p, that (4.14)
For every α ∈ (0, 1) and s ∈ R we have
. Taking into account this identity and the L p (R) boundedness of the projections
. Thus, by (4.14) and Fubini's theorem we obtain
To prove (4.15) we have to establish (4.18) . Suppose that h is a function in
for j = 0, 1, 2, and
Then by [7, Lemma 6.6 ] when α ∈ (0, 1) we get
So an integration by parts yields
We fix x ∈ R d and take alternatively h(t) = η(t)M t f (x), which is a Schwartz function or h(t) = M t f (x) which is a function in C ∞ (R), since we have assumed that f ∈ S(R d ). To be able to apply formula (4.18) with these functions we have to only verify (4.16) and (4.17). Indeed, for
We also have sup
Although the last two inequalities have bounds which depend on the dimension, it does not affect our result. These inequalities are only used to check that we are allowed to apply [7, Lemma 6.6 ] to establish (4.18), which itself is independent of the dimension. Using (4.18) we see that
Now for K(t, u) we have the following two immediate estimates
Observe now that
We estimate each term separately. For the first one, if t < −3 then η(t) = 0 and η(t + u) = 0 only when 1/2 < t + u < 3. Thus by Minkowski's integral inequality we obtain
For the second one we have E L p ((3,∞)×R d ) = 0, since η(t + u) = η(t) = 0 for t > 3. Finally, by (4.20) and Minkowski's integral inequality we have
Therefore, we have proven that
which in view of (4.19) yields (4.15) . Now, by Fubini's theorem applied twice we have
. This combined with (4.15) gives (4.12). Finally by formula (4.3) we obtain for any ξ ∈ R d and λ > 0 that
This identity combined with (4.12) implies
which proves (4.13) and completes the proof of the lemma.
4.1.
Proof of Theorem 1.1. Fix a non-empty convex symmetric body G in R d . In view of Theorem 1.2 we are left with proving (4.1) for all p ∈ (3/2, 4). For simplicity of the notation as in the previous section we will write M t = M G t and m = m G . In the proof we will use the maximal result from [2] or [6] , which states that for every p ∈ (3/2, ∞] there exists C p,∞ > 0 such that every d ∈ N and for every convex body G ⊂ R d the following inequality holds
We will also appeal to the lacunary maximal inequality from (3.1). The proof will be split according to whether p ∈ (2, 4) or p ∈ (3/2, 2]. In both cases we shall exploit the L 2 inequality
valid for all ε ∈ (0, 1), j ∈ Z and l ≥ 0, with the implicit constant which does not depend on j and l.
Proof of the estimate (4.23). We will need some preparatory estimates. First of all we observe that for every ε ∈ [0, 1) we have
where in the second inequality we have used (1.17).
Secondly, for every 0 ≤ k ≤ 2 l , we have (2 n + 2 n−l k) ≃ 2 n , which guarantees
Combining (4.24) with (4.25) with ε ∈ (0, 1) we immediately obtain (4.26)
By the Plancherel theorem and (4.26) we get
This completes the proof of (4.23).
We now pass to the case when p > 2.
Proof of inequality (4.1) for p ∈ (2, 4) in the settings of Theorem 1.1. Note that by formulas (2.4) and (2.28) we obtain
To establish the last inequality in (4.27) we have to show that for every p ∈ [2, 4), there are δ p , ε p > 0 such that
uniformly in j ∈ Z and l ≥ 0. To this end, we show that, for p ∈ [2, ∞), we have
Then interpolation of (4.23) with (4.29) does the job and we obtain (4.28) for all p ∈ [2, 4).
Thus we focus on proving (4.29). Since p ≥ 2 we estimate
where the last inequality follows from (2.29) and
which holds for all p ∈ (1, ∞) and the implicit constant independent of the dimension. To prove (4.30) we follow the argument used to justify (3.6) . This is feasible, since for every p ∈ (1, ∞] and for every f ∈ L p (R d ) we have the following lacunary estimate
with the same constant C p,∞ as in (3.1). The last inequality can be established by appealing to (3.1) with a new convex body (1 + 2 −l k)G, since
Hence, (4.29) follows and the proof of (4.1) for p ∈ (2, 4) is completed.
We now pass to the case when p < 2.
Proof of inequality (4.1) for p ∈ (3/2, 2) in the settings of Theorem 1.1. Here we apply the almost orthogonality principle from Proposition 2.2 with p 0 = 3/2, Z = (0, ∞) and with X = R d endowed with the σ-algebra B of all Lebesgue measurable sets on R d and the Lebesgue measure µ = | · | on R d . Moreover, T t = M t , S n = P L2 n − P L2 n−1 is the Poisson projection and a j = 2 −ε|j|/4 for some ε ∈ (0, 1). Note that by (2.4) and (2.28) the inequality from (4.23) implies
The above inequality together with (2.29) and (4.22) show that in order to apply Proposition 2.2 it remains to verify the estimate
for p ∈ (3/2, 2]. First note that by rescaling it suffices to prove that
Lemma 4.1 gives for any α ∈ (1/p, 1) that
where η is as in (4.11). Due to (4.8) we obtain
for α = 2 − 2/p which combined with α > 1/p gives p > 3/2 and proves (4.32). Hence we are allowed to apply Proposition 2.2 and the inequality in (4.1) is proven.
4.2.
Proof of Theorem 1.3. Now G is a ball induced by a small ℓ q norm given in (1.4). Note that in this case we have
with the constant C p,q,∞ > 0 independent of the dimension. When q ∈ [1, ∞) the bound (4.33) is due to Müller [12] , while for q = ∞ it was proved by the first author [4] .
Our aim will be to show (4.1) for all p ∈ (1, ∞). This is enough by Theorem 1.2. As before for simplicity of notation we will write M t = M Lemma 4.2. Fix p ∈ (1, ∞) and α ∈ (1/2, 1). Then, there exists a constant C p,α > 0 such that for every t, h > 0, and for every f ∈ L p (R d ) we have
The same estimate remains true when the operator M t is replaced with its adjoint M * t . Proof. It suffices to consider the case h < t. After rescaling we may assume that t = 1 and 0 < h < 1. Now, by (4.4) we have,
where we have set
In view of Minkowski's integral inequality and (4.10) we obtain
Then simple calculations show that
Hence, using (4.35) we finish the proof of the lemma.
The proof of (4.1) is divided according to whether p ∈ (2, ∞) or p ∈ (1, 2]. We consider first the case when p > 2.
Proof of (4.1) for p ∈ (2, ∞) in the settings of Theorem 1.3 . Here we would like to show that for every α ∈ (1/2, 1) and p ∈ (2, ∞) there is a constant C α,p > 0 such that
Then, taking α sufficiently close to 1 and interpolating with (4.23) we complete the proof. Observe that (4.37)
Then by the duality it will suffice to prove, for every p ′ ∈ (1, 2), that
Lemma 4.2 will be critical in the proof of (4.38). We shall prove that for every q ∈ (1, 2) we have n∈Z M * 2 n +2 n−l (k+1) g n − M * 2 n +2 n−l k g n Taking q = p ′ in (4.39) we obtain (4.38). To prove the estimate (4.39) we will use a vector-valued interpolation between L q (ℓ q ) and L q (ℓ ∞ ) for q ∈ (1, 2). Take θ ∈ (0, 1) satisfying
since, by (4.34) it holds
The L q (ℓ ∞ ) endpoint is estimated using (4.33) as
where g(x) = sup n∈Z |g n (x)|. Now, invoking interpolation we obtain (4.39). Now we pass to the case when p < 2.
Proof of (4.1) for p ∈ (1, 2] in the settings of Theorem 1.3 . Now our aim will be to prove that for every p ∈ (1, 2) there is a constant C p > 0 independent of d such that
for all f ∈ L p (R d ). For this purpose we will again apply our almost orthogonality principle for rvariations Proposition 2.2 with p 0 = 1, Z = (0, ∞), and with X = R d endowed with the σ-algebra B of all Lebesgue measurable sets on R d and the Lebesgue measure µ = |·| on R d . Moreover, we take T t = M t , S n = P L2 n − P L2 n−1 , and a j = 2 −ε|j|/4 for some ε ∈ (0, 1). Condition (2.17) was already justified in (4.31). It only remains to verify condition (2.16), which in our case says that for every p ∈ (1, 2] there is a constant C p > 0 independent of d such that
holds for all f ∈ L p (R d ). Once (4.43) is proven then Proposition 2.2 applies and completes the proof of Theorem 1.3. By rescaling it suffices to prove that
By Lemma 4.1 we obtain for any α ∈ (1/p, 1) that
where η is as in (4.11). Due to (4.9) for α ∈ (1/2, 1) we obtain
Theorem A.1. For p ∈ (1, ∞) and r ∈ (2, ∞) there is C p,r > 0 independent of d such that the inequality
From Section 3 we know that the estimate holds for long variations. Thus, it is enough to provide the bound for short variations
The estimates of short variations in Theorem A.1 will be based on (A.3) from the next lemma. Observe now that in view of (A.3) the estimate for short variations reduces to (A.4)
f (x − ty)dσ(y),
where dσ denotes the normalized spherical measure on the unit sphere S d−1 of R d . The estimate (A.4) will be deduced from an analogous statement for the spherical averages, namely (A.5)
To see that (A.5) does imply (A.4) we note that
Thus, setting F (t, x) = S t f (x) we have
and, consequently, by Minkowski's inequality
