This not-for-publication appendix contains proofs of Theorem 3.1 and Corollaries 2.1, 2.2, 3.1 and 3.2 as discussed in the text. An additional Appendix Corollary, is also included.
Introduction
This not-for-publication appendix contains a Theorem and Corollaries that can be used to characterize pointwise optimal time varying observation windows and combining weights for forecasting in the presence of unmodelled structural change. The theory focuses on linear parametric models that are estimated using OLS and forecast accuracy evaluated using MSE.
Notation
Forecasts of the scalar , 
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To understand the limiting expansion characterizing the bias-variance tradeoff, it is important to decompose our parameter estimates into those terms that contribute to the bias and variance. For the recursive scheme let , ( ) . In this notation we obtain 
For each of these the former term contains any components that contribute to forecast bias while the latter term contains those terms that contribute to the forecast variance. In the following let Assumption 2: The parameters are estimated using OLS. 
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Theorem and Corollaries
Theorem 1: 
T P R t W t t T u u
Proof of Theorem 3.1: The proof is provided in two stages. In the first stage we provide an asymptotic expansion. In the second we apply a functional central limit theorem and a weak convergence to stochastic integrals result, both from De Jong and Davidson (2000) .
In the first stage we show that
To do so first note that straightforward algebra reveals that
]
-
In the following we treat each of the three bracketed {.} components separately. In particular we
show that each bracketed term from (2) corresponds to that in (1).
Consider the first bracketed term in (2). We show the result for its second component. The first and third follow from similar arguments. Adding and subtracting B and
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The first term in (3) provides the desired representation. We must show that the remaining seven terms in (3) are each (1) p o . For these seven terms note that
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Assumption 4 implies / ( 1 )
weakly to Brownian Motion, continuity provides both
Slutsky's Theorem implies that each of the first six remainder terms in (3) and the second right-hand side term from the final inequality in (4) are (1) p o . For the first right-hand side term from the final inequality in (4) note that since
T t T t T t T t vec x x Ex x satisfies Assumption 3 (d), Theorem 3.2 of De Jong and
Davidson (2000) implies
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. Hence the final remainder term from (3) is (1) p o and we obtain the desired result.
Now consider the second bracketed term in (2). We show the result for its first contribution.
The second, third and fourth follow from similar arguments. Adding and subtracting B and
The first term in (5) provides the desired representation. We must show that the remaining three
To do so note that Assumptions 1 and 3 (a) imply that each of Finally, consider the third bracketed term in (2). We show the result for its first contribution.
The second and third follow from similar arguments. Adding and subtracting B and
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The first term in (6) provides the desired representation. We must show that the remaining seven terms in (6) are each (1) p o . For these seven terms note that
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Assumption 4 implies / P T = (1) O while Assumption 1 and continuity imply both 
and
Assumptions 3 (a) -(d) then imply both (2000) directly to obtain the desired convergence in (2000) to obtain
Proof of Corollary 2.1: Follows as a special case of Corollary 3.1 when 0 t α = for all t .
Proof of Corollary 3.1: For both cases (a) and (b), note that the expectation of the second bracketed term {.} ,from Theorem 1, is zero. Note also that the first bracketed term does not depend upon B λ and hence its expectation is the same for both cases. To derive this expecation note that for the trace operator (.) tr
(a) We now derive the expectation of the third bracketed term under the assumption of a single
Direct substitution and algebra then provides
(b) We now derive the expectation of the third bracketed term under the assumption of a single
Appendix Corollary: In the presence of a single break in the regression parameter vector, the pointwise (conditionally) optimal window width and combining weights satisfy For the other two components of the reaction function we need only consider optimizing the expansion of Corollary 3.1 (a). Hence the derivation is based upon maximizing
Proof of Appendix
Note that for brevity, since the optimization is performed holding the index s fixed, we omit it from α and R λ . Differentiating (8) with respect to R λ we obtain
To solve for the (potential) interior solution we set the FOC equal to zero and solve for R λ . Doing so we find that to the previous derivation, we must explicitly consider interior solutions for the value of α that maximizes not only equation (8) but also its equivalent from Corollary 3.1 (b)
Differentiating (8) and (9) with respect to α we obtain
To solve for the (potential) interior solutions we set each FOC equal to zero and solve for α . Doing so for FOC (8) we find that
Doing the same for FOC (9) we find that In other words, the joint optimal window width and combining weights are derived by finding the intersection of both 
