Brain-machine interfaces can greatly improve the performance of prosthetics. Utilizing biomimetic neuronal modeling in brain machine interfaces (BMI) offers the possibility of providing naturalistic motor-control algorithms for control of a robotic limb. This will allow finer control of a robot, while also giving us new tools to better understand the brain's use of electrical signals. However, the biomimetic approach presents challenges in integrating technologies across multiple hardware and software platforms, so that the different components can communicate in real-time. We present the first steps in an ongoing effort to integrate a biomimetic spiking neuronal model of motor learning with a robotic arm. The biomimetic model (BMM) was used to drive a simple kinematic two-joint virtual arm in a motor task requiring trial-and-error convergence on a single target. We utilized the output of this model in real time to drive mirroring motion of a Barrett Technology WAM robotic arm through a user datagram protocol (UDP) interface. The robotic arm sent back information on its joint positions, which was then used by a visualization tool on the remote computer to display a realistic 3D virtual model of the moving robotic arm in real time. This work paves the way towards a full closed-loop biomimetic brain-effector system that can * Email: salvadordura@gmail.com; Tel.: +1-917-446-2747; Fax: +1-815-642-4019 Preprint submitted to Pattern Recognition Letters May 24, 2013 be incorporated in a neural decoder for prosthetic control, to be used as a platform for developing biomimetic learning algorithms for controlling realtime devices.
Introduction
this data stream may run on, for example, machines running MATLAB under Windows, or on machines running Python or C++ code under Linux. A net-
70
working framework needs to be developed that can not only permit messages 71 to be passed between these disparate environments and hardware platforms, 72 but to do so in a timely fashion so that the prosthetic-using subject does not 73 perceive a disruptive lag in the performance of a prosthetic limb.
74
In this paper, we address the initial problems of developing the larger 
Methods

85
We used a BMM previously developed within the NEURON simulation 86 environment using an extended synaptic functionality Lytton et al. (2008a) .
87
The original model drove a simple kinematic two-joint virtual arm in a motor 88 task requiring trial-and-error convergence on a single target. We utilized the The BMM, the robotic arm, the virtual robotic arm and the network interface between these components are described below in more detail. 
NEURON-based biomimetic brain model
116
Although it is possible that machine learning techniques, such as gradient-117 based deterministic algorithms, can efficiently solve this problem, our model 118 has the advantage of being based on realistic neuronal learning mechanisms 119 and dynamics. This is a key aspect for the long-term goals of this work, 120 which are described in Introduction and Discussion.
121
Reinforcement learning is used as a mechanism for learning. The essence 122 of this learning mechanism was summarized over 100 years ago in Thorndike Overview of the biomimetic model of sensorimotor cortex. A 2-joint virtual arm is trained to reach towards a target using reinforcement learning. A proprioceptive preprocessing area feeds arm information to the sensory region, which is connected to the motor units that drive the muscles to change the joint angles. The Actor is trained by the Critic which evaluates error and provides a global reward or punishment signal. Reproduced from Chadderdon et al. (2012) with permission leading up to the output are no longer active. A synaptic eligibility trace 142 is typically used to solve this problem: neuron synapses, where learning oc-143 curs, are tagged to receive a credit or blame signal that arrives later (Sutton 144 and Barto, 1998). In the current model we trained synaptic weights between 145 spiking units using global reward and punisher signals. the motors to the internal PC (see Fig. 2.3 ). An open-source C++ library, it to a data file (Fig. 2.3) . The current simulation model performed these all incoming packets were discarded, except the last one which contained the 277 most up-to-date information from the WAM.
278
The joint angles received from the robotic arm were available to the BMM.
279
In future, these will be provided as feedback information to the model during BMM and the virtual WAM arm using a Python API provided by V-REP.
284
The interface worked in a similar fashion to that of the real WAM, sending 285 packets containing the shoulder and elbow angles. However, in this case, the 286 data was sent locally within the same computer. torques, and sent these to the robot motors. Additionally, the CS fed back 302 the joint angles from the robot motors to the NS (Fig. 2.3) .
303
Communication between CS and robot arm motors must run in hard to the CS to control the arm. In this way, we generated a smooth trajectory 327 that could be safely followed by the WAM arm. The speed parameters used 328 were 0.0018 and 0.00275 radians per cycle, for the shoulder and elbow joints, 329 respectively.
330
Internally, the WAM arm is controlled using a proportional-integral-derivative 331 (PID) controller that gathers positional error feedback and attempts to min-imize that error by adjusting the motor torque. More specifically, the PID 333 operates proportionally to the error (k p ), the integral of the error (k i ), and 334 the derivative of the error (k d ). We tuned these parameters to our system, 335 based on the rate of incoming packets and on the joint speed parameters.
336
The resulting values were k p = 4375, k i = 5, k d = 10 the shoulder joint, and under V-REP on the same external PC (Fig. 3.1) . The joint angles are 345 passed through the BMM software so that they can later be used as inputs neurosimlab.org/salvadord/PRL_WAMarm_video.m4v.
350
We tested four different trajectories generated by the BMM using different 
Communication delay
359
Mean communication delay over all trajectories was 9.16 ms, well within 360 the bounds required for real-time performance (Fig. 3.2) . The communica- 
Shoulder and elbow angles 373
We obtained good correspondence between BMM target angles and re-374 sultant WAM angles (Fig. 3.3) . Angles sent by the BMM (red) oscillate 375 near the target lines (green), reflecting ongoing babble in the system. WAM 376 (blue) followed with excellent accuracy over the full 95 clock-sec simulation. of 100-200 ms, as well as some undershoot. Undershoot was greater at the 379 shoulder than at the elbow due to the greater inertia at the proximal joint. from the BMM must then be smoothed for the WAM by imposing the speed 388 constraints using the techniques described in Methods.
389
To quantify the accuracy of the trajectory followed by the WAM, we 390 compared angles sent to and received from the WAM, recorded at the BMM; 391 and those sent to and received from the BMM, recorded at the WAM Fig.   392 3.3). We discarded angle differences due to time delay by comparing the 393 sent trajectory at iteration n with the received trajectory at iteration n + 1. 
Spatiotemporal trajectory
399
As noted in our previous papers Chadderdon et al. (2012) , the presence of 400 babble produces irregular spatiotemporal paths from starting point to target 401 ( Fig. 3.4 ). The four trajectories tested were however closely matched from 
Discussion
409
We have developed a real-time interface between a BMM of sensorimotor 410 cortex and a robotic device in the real-world. We used our model to demon-411 strate the feasibility of using realistic neuronal network models to control 412 devices in real-time. We evaluated the system using four different reaches provided a greater challenge to producing a workable system, which we were 425 able to solve by imposing a fixed speed at each joint. In this way, the arm's 426 control system was able to generate an approximate smoothed version of the 427 trajectory for the arm to follow. This explains the small differences in the 428 trajectories sent to and received from the WAM.
429
In order to improve the trajectories generated by our BMM we have be- cluster leading to a higher update rate and smoother trajectories.
443
The software/hardware design reported here sets the stage for our future 444 work, which will include a closed-loop brain-machine-interface with a non- As our models become more realistic, we will use them as stand-ins for Peterson, B., Healy, M., Nadkarni, P., Miller, P., Shepherd, G., 1996. Mod- 
