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In a broad sense, the work described herein addresses either extreme of a tra-
ditional da/dN vs. dK plot. The first chapter addresses the uppermost limit of
such plot, where tearing represents the limit state of structural failure. Subse-
quent chapters address the lower limit, where emphasis is placed on nucleation
and early propagation of microstructurally small fatigue cracks (MSFCs). A
common theme throughout the dissertation is the development of new tools and
techniques (be they experimental or numerical) to enable unprecedented inter-
rogation of crack evolution in 3D, with applications to various aluminum-alloy
structures. Each chapter represents a separate body of work providing novel
contributions in one or more areas involving fracture mechanics (viz. structural
prognosis, corrosion science and engineering, and materials characterization).
A brief overview of each chapter is described next.
In Chapter 1, a methodology is described for predicting in real time the resid-
ual strength of structures with discrete-source damage. An artificial neural net-
work (ANN) is trained using linear-elastic fracture mechanics (LEFM)-based
data from numerical models; the ANN predicts residual strength given a set
of damage parameters. Section 1.3 focuses on augmenting the existing LEFM-
based modeling toolset to simulate ductile tearing and thereby improve resid-
ual strength values used to train an ANN. Validation results are presented for
two ductile-tearing simulations. Chapters 2 through 4 focus on MSFC initia-
tion and propagation in an Al-Mg-Si alloy used to line composite-overwrapped
pressure vessels. Chapter 2 describes an experimental study regarding the ef-
fect of an alkaline-based chemical milling treatment used to dimensionally re-
duce the Al-Mg-Si pressure-vessel liners. 3-D scanning electron microscopy is
employed to quantify surface pitting caused by the chemical-milling treatment.
The 3-D surface characteristics, along with high-magnification fractographs, are
used to explain the observed 50% reduction in low-cycle fatigue lives among
the chemically-milled specimens compared to a control group. In Chapter 3, an
experimental methodology based on post-mortem measurements is developed
to quantify 3-D rates of propagation and crack-surface crystallography for a nat-
urally nucleated MSFC in an Al-Mg-Si specimen. The measurements are made
possible through recent developments in 3-D characterization methods. Find-
ings from the study demonstrate: 1) the complexity and variability of 3-DMSFC
evolution in the Al-Mg-Si alloy and 2) the viability of the post-mortem char-
acterization approach for quantifying 3-D MSFC evolution in polycrystalline
alloys. The dissertation culminates with Chapter 4, which, for the first time,
demonstrates the 3-D digital reconstruction and numerical simulation of a se-
quence of directly measured MSFCs, where both MSFC geometry and individ-
ual grain morphologies and orientations are explicitly represented at the poly-
crystalline length scale. The numerical reconstruction is demonstrated using
3-D measurements from Chapter 3. Work from Chapters 1 and 2 is published
in [1, 2, 3, 4] and [5], respectively. The combined work from Chapters 3 and
4 is described in [6, 7, 8] and is currently in preparation for additional journal
publication.
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CHAPTER 1
A NUMERICAL FRAMEWORK FOR REAL-TIME PREDICTIONS OF
RESIDUAL STRENGTH BASED ONMACROSCALE ELASTIC-PLASTIC
FRACTURE SIMULATIONS
1.1 Introduction
Resilient aircraft control involves adaptive responses to off-nominal flight con-
ditions, including the incurrence of structural discrete-source damage during
flight. Discrete-source damage is typically manifested as a result of a structural
impact event, including hail- and birdstrike. In 2003, an Airbus A300 operated
by DHL was struck by a surface-to-air missile after takeoff from Baghdad, Iraq,
causing discrete-source damage to crucial control surfaces of the left wing [9].
In 2008, a Boeing 747-438 operated by Qantas Airways incurred in-flight struc-
tural damage to the fuselage and right wing leading edge following the failure
of an onboard oxygen cylinder [10]. Although the aircraft landed safely in both
cases, these examples motivate a need for more resilient, adaptive control sys-
tem responses.
In these types of cases, problems associated with in-flight discrete-source dam-
age, for example inability to sustain original design loads, can be exacerbated by
crack propagation from damaged regions. To avoid unstable crack propagation,
load levels must be maintained below a reduced load-carrying capacity, or resid-
ual strength, of damaged flight structures. Adaptive control system responses
might include automatic adjustment of certain flight parameters (e.g. velocity,
maximum acceleration) to accommodate structural residual strength. This ac-
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commodation implies that accurate residual strength predictions of flight struc-
tures with complex damage configurations be made in real time, during flight;
this capability currently does not exist for commercial aviation.
Challenges to developing an adaptive response technology include accurately
predicting residual strength of discrete-source damaged structures both offline
(i.e. during control system design) and online (i.e. in real time onboard the air-
craft). In the offline context, researchers have developed various tools for de-
termining residual strength of thin, damaged metallic structures using elastic-
plastic fracture mechanics (EPFM)-based numerical methods. For example,
two common finite element (FE) modeling techniques involve nodal release
and adaptive remeshing. Both techniques represent cracks geometrically [11].
The former, however, prescribes possible crack trajectories, which introduces
inherent mesh dependencies into fracture simulations and limits generality
of crack path predictions. Nodal release techniques have been used in 2D
[12, 13, 14, 15, 16, 17, 18, 19] and in 3D [20, 21, 22] for studying crack growth
parameters and predicting residual strength of structures where the crack path
was known a priori and where mesh refinement along the crack path suffi-
ciently characterized growth increments. Adaptive remeshing techniques avoid
such mesh dependencies and enable simulation of arbitrary crack propagation
using evolutionary models or criteria [23, 24, 25, 26, 27]. Adaptive remeshing
techniques have been implemented in both 2D [28] and in 3D [29, 30]. Of the
described techniques, 3-D, adaptively remeshed, elastic-plastic tearing simu-
lations provide the most general prediction capabilities for crack growth and
residual strength.
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It is infeasible to perform a rigorous and computationally intensive crack
growth simulation within the possible short time span following a discrete-
source damage event. Thus, an approximation, or surrogate model, is needed
for making online predictions of residual strength. Queipo et al. provided
a complete description of surrogate modeling development and optimization
[31]. With regard to surrogate construction, they described both parametric
(e.g. polynomial regression and Kriging) and nonparametric (e.g. radial basis
functions) approaches. In nonparametric approaches, a global functional form
relating system input to system response is not assumed.
Artificial neural networks (ANNs) are a nonparametric surrogate modeling
approach and are trained to infer a nonlinear mapping from system input
to system response, or output. The reader is referred to [32] for an exten-
sive methodology overview of the most widely used types of ANNs. Dif-
ferent types of ANNs have been applied extensively for damage detection
[33, 34, 35, 36, 37, 38, 39] and, to a much lesser extent, for damage assessment.
Ouenes et al. employed an ANN methodology to predict fracture indicators
(e.g. density of fractures) in naturally fractured rock reservoirs as a function
of various geological and geophysical data [40]. Pidaparti et al. employed an
ANN to predict residual strength and corrosion rate of aging aircraft panels
with collinear multi-site damage by training with experimental results and val-
idating with both experimental results and analytical solutions [41]. Recently,
Mohanty et al. used a Gaussian process (GP) approach to predict fatigue crack
growth in aluminum 2024-T351 specimens by training two distinct models, one
presented with experimental load parameters as input and another presented
with piezoelectric sensor signals as input [42]. In that work, Mohanty et al. used
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observed fatigue crack lengths and growth rates as known output for training
each model.
Alternatively, ANNs can be trained using results from numerical experiments,
or simulations [43]. For example, Sankararaman et al. recently used linear-
elastic fracture parameters computed from FE analyses to train a GP model as
part of a method to statistically infer equivalent initial flaw size in fatigue ap-
plications [44]. High-fidelity numerical simulations can provide training data
when analytically- and experimentally-derived data are limited due either to a
lack of generally applicable analytical solutions or to prohibitive costs of obtain-
ing sufficient experimental data.
The purpose of the work presented here is two-fold: (1) to illustrate a method-
ology for creating a surrogate model as a real-time residual strength prediction
tool and (2) to describe and validate numerical tools for making accurate resid-
ual strength predictions offline using fully 3-D, elastic-plastic, FE-based crack
growth simulations. The high-fidelity, more computationally expensive tools
described in (2) can provide training data that, when coupled with the surro-
gate model methodology described in (1), can be used in the design of adaptive
response technology.
Consistent with the two-fold purpose, this chapter is divided into two primary
sections. Section 1.2 illustrates the methodology for developing a surrogate
model (in particular, an ANN) that predicts residual strength as a function of
discrete-source damage parameters. The methodology is illustrated using a rel-
atively simple proof-of-concept example. The procedure for gathering training
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data is described in 1.2.1 and 1.2.2. Because an implementation-ready ANN
is beyond the scope of this work, training data for the proof-of-concept exam-
ple relies on reduced-order residual strength approximations. After collecting
training data, a simple ANN is constructed in 1.2.3 by optimizing certain per-
formance parameters. Finally, a sensitivity study is conducted in 1.2.4 to un-
derstand the effect of each damage parameter on predicted residual strength
specifically for the proof-of-concept structure.
Section 1.3 improves upon offline residual strength prediction tools used in
Section 1.2 by simulating 3-D, elastic-plastic tearing. The tools provide more
general crack growth simulation capabilities and can be used to generate accu-
rate residual strength training data. A relatively large, integrally-stiffened panel
(ISP) that exhibits crack branching is simulated in 1.3.3 to validate the tools.
Results and discussions from the ANN proof-of-concept example and from the
elastic-plastic tearing simulation are provided in each respective section. Sec-
tion 1.4 offers a summary and conclusions for the entirety of this work.
1.2 Neural Network Development and Methodology
This section describes the development of a surrogate model for predicting
residual strength of discrete-source damaged aircraft structures in real time. A
global functional form is not assumed for the nonlinear relationship between
residual strength and the damage parameters influencing it; thus, a nonpara-
metric surrogate model is developed. In particular, a supervised ANN is con-
sidered due to rapid prediction capabilities amenable to real-time applications.
5
In Fig. 1.1, the upper dashed region shows the generalized procedure for devel-
oping an ANN (surrogate model) that predicts residual strength as a function
of parameterized discrete-source damage. The lower dashed region shows the
functionality of the ANN (surrogate model) in a real-time context.
Figure 1.1: Upper dashed box illustrates a general approach for develop-
ing a surrogate model to predict residual strength of damaged
structures. Lower dashed box illustrates how the surrogate
model would function onboard an aircraft for predicting resid-
ual strength of damaged structures in real time.
The first step in this type of surrogate model development is typically referred
to as design of experiment (DOE) [31] and involves obtaining data points that
will be used to train and test the ANN. The DOE should be based on the in-
tended application of the ANN. For example, if the ANN is intended to provide
residual strength predictions in terms of maximum allowable bending moment
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in a damaged aircraft wing, then the data points should be gathered using an
appropriate wing structure with applied boundary conditions of interest. Each
data point includes sampled input variable(s) and corresponding known system
response(s), called target output. Once the ANN has been trained to map given
input to target output, it becomes a useful tool for predicting system response
when presented with new input that is within the training range but does not
necessarily correspond to data points used for training.
To illustrate the methodology, a simple ANN is developed using a represen-
tative wing structure and reduced-order (linear-elastic) approximations for pre-
dicting residual strength. The representative wing structure is a 61.0 x 91.4 cm2
integrally-stiffened panel (ISP) with three blade stiffeners each 5.1 cm in height,
as shown in Fig. 1.2. The ISP skin and stiffeners are 0.23 cm thick. The panel is
modeled as linear-elastic with elastic modulus E = 71:0 GPa and Poisson’s ratio
 = 0:33, similar to values for a 2XXX series lower wing skin aluminum alloy
(AA).
Multiple FE models of the uncracked panel are constructed using ABAQUS R
[46]. A shell-solid modeling technique is employed, where each panel is mod-
eled using 3-D solid elements in a region that will contain damage and shell
elements elsewhere, as depicted schematically in Fig. 1.2. In this way, 3-D con-
straint is inherently captured along crack fronts using fully 3-D solid elements,
while shell elements help maintain a level of computational efficiency yet are
able to capture out-of-plane deformation and possible buckling. The shell and
solid element regions are joined using a coupling constraint, whereby resultant
forces and moments acting at shell edge nodes on the shell-solid boundary are
7
Figure 1.2: Schematic of ISP model with dimensions similar to those used
in [45]. Plan view (top) and cross-section showing integral
blade stiffeners (bottom). A damage-containing region is mod-
eled using 3-D solid elements (enclosed in shell-solid bound-
ary) while remainder of panel is modeled with shell elements.
Dimensions in cm.
distributed as forces acting at nodes located in a region of influence on the solid
surface of the shell-solid boundary. A mesh refinement study is carried out to
ensure adequate discretization of the panel models. Uncracked panels are mod-
eled using approximately 2050 quadratic shell elements and between 1800 and
17,300 quadratic brick elements, depending on the size of the damaged region.
Boundary conditions for the ISP models are defined to emulate tensile loading
conditions for a region of the lower wing surface and are shown schematically
in Fig. 1.2.
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A supplementary study was carried out to determine shell-solid boundary ef-
fects on nearby crack fronts in order to minimize the size of the solid region
without affecting stress intensity factors (SIFs) computed along nearby crack
fronts. Maintaining fracture parameter accuracy is especially important since
fracture parameters are used to predict structural residual strength (described
in 1.2.2), which is in turn used to train the ANN (described in 1.2.3). The sup-
plementary study considered a 61.0 x 91.4 cm2 unstiffened panel of the same
(linear-elastic) material and thickness as the ISP described above. The panel had
a single, 12.7 cm long, centrally-located through-crack oriented in the x direction
(normal to applied tensile load). Both tensile and bending conditions were con-
sidered in the study. The panel was modeled entirely with shell elements except
for a region containing the crack, which was modeled with 3-D solid elements.
All model parameters remained constant while varying the size (both in-plane
dimensions) of the square-shaped solid region, therefore varying the distance
from the shell-solid boundary to the crack front. The size of the solid region
was initially slightly larger than the length of the crack and was increased un-
til computed SIFs converged. Results from the supplementary study indicated
that for a static, linear-elastic crack, the distance from shell-solid boundary to
nearest crack front should be no less than 25% of the crack length. This ensures
that the shell-solid boundary has negligible effect on computed SIFs. The same
general rule is applied to the example ISP models described in the ANN study.
The following sections describe the generally applicable methodology for de-
veloping an ANN as a real-time residual strength prediction tool.
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1.2.1 Input Variables: Discrete-source Damage Parameters
Discrete-source damage in this work is represented by a symmetric, star-
shaped, array of equi-length cracks, as depicted in Fig. 1.3(b). This representa-
tion of discrete-source damage is motivated by observations of petaling caused
by penetration damage to thin metallic structures, see Fig. 1.3(a). If all of the
cracks in the star-shaped array of Fig. 1.3(b) separate under load (i.e. there are
no crack closure effects), then the cracked region transfers no load and effec-
tively represents a circular hole with petaling edges, similar to that shown in
Fig. 1.3(a). The damage representation is parameterized by the following four
variables that are postulated to influence residual strength of the ISP: n (num-
ber of crack “legs” in the damage configuration); a (length of each crack leg,
in cm); dx (distance from middle stiffener to center of damage configuration, in
cm); and  (orientation of damage configuration, defined as the angle between
the positive x axis and the nearest crack leg).
The sample space of damage configurations is defined by a range of values
for each parameter. Ranges can be specified based on accident reports, pho-
tographic evidence, potential structural threats, design specifications, and so
forth. Inherently, the ANN predictions are valid only for input parameter val-
ues within the range of training data. Thus, it is necessary to define the sample
space based on the particular ANN application. In the example ANN, ranges
for each damage parameter are limited to some extent by the ISP geometry. Each
range is given in Table 1.1. The parameter n, takes integer values ranging from
two to six. The range of  depends on n due to the definition of orientation
and the symmetry of the star-shaped configuration. The range of a is defined in
terms of ISP bay width, from 1=8  baywidth to 1=4  baywidth. Due to symmetry
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Figure 1.3: (a) Petaling on the reverse side of a metallic sheet subject to
explosive, discrete-source damage [47]. (b) Schematic show-
ing the representation and parameterization of discrete-source
damage in the ANN example described in this work.
of the ISP model, the parameter dx ranges from 10.2 cm (damage centered in
mid-bay) to 0 (damage centered at middle stiffener). If the damage is located
such that the damage-containing, solid FE region overlaps anywhere with the
middle stiffener, the stiffener is assumed to be severed in the damaged region
and is modeled explicitly as such.
The damage parameter space is sampled to obtain damage configurations, each
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Table 1.1: Range of values associated with each damage parameter in the
example ANN.
Damage Parameter Range
n 2-6
: n = 2 (deg) 0-90
: n = 3 (deg) 0-60
: n = 4 (deg) 0-45
: n = 5 (deg) 0-36
: n = 6 (deg) 0-30
a (cm) 1.27-5.08
dx (cm) 0-10.2
expressed as a combination of input parameters (n; ; a; dx). The space of vari-
ables can be sampled using a number of different sampling methods, including
random, stratified, and Latin Hypercube [48]. Latin Hypercube Sampling (LHS)
is a type of stratified sampling method that guarantees each partition, or stra-
tum, of input variable space is sampled, though not necessarily uniformly. In
this work, LHS is performed five times for each of the variables (; a; and dx).
Each of the five LHS runs corresponds to a different value of n (two, ..., six
cracks) and requires the number of partitions to be specified. The MATLAB R
implementation for LHS is used here [49], where output is provided in the range
from zero to one. Each sample value is then scaled to the respective parameter
range according to Table 1.1.
Table 1.2 shows all damage configurations (26 in total) that are modeled in the
ISP ANN example, where each configuration is expressed in terms of sampled
input parameters. For each damage configuration, the x and y dimensions of
the square, damage-containing, solid FE region are provided in the sixth col-
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umn. The x and y dimensions are each 25% larger than the diameter of the
star-shaped damage (i.e. 1:25  2a), as suggested by the supplementary shell-
solid boundary effect study described above. The last column specifies whether
or not the solid, damaged region severs the middle stiffener. If so, the portion
of the stiffener that intersects the solid model region is removed; otherwise the
stiffener remains intact.
1.2.2 Target Output: Residual Strength from Numerical Frac-
ture Simulations
For each input damage configuration, a numerical fracture simulation is em-
ployed to determine residual strength, which provides target output used to
train and test the ANN. FRANC3D/NG [50] is used to insert each parameter-
ized star-shaped crack configuration into the solid FE region of each panel. An
ABAQUS R contact algorithm is employed to prevent crack surfaces from over-
lapping during the applied loading. Contact properties are defined as friction-
less in the tangential direction with “hard” pressure-overclosure behavior nor-
mal to the contacting crack surfaces, which minimizes interpenetration. The FE
models are then analyzed using ABAQUS R, and FE analysis results are post-
processed to determine residual strength.
For the sake of illustrating the ANN methodology, two simplifying assump-
tions are made here to predict residual strength of the ISPs. First, the ISPs re-
main linear-elastic and can be analyzed using LEFM parameters (SIFs). Second,
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Table 1.2: Damage configurations modeled in the ISP ANN example. Each dam-
age configuration is assigned an alphanumeric identificationwith num-
ber corresponding to n. The sixth column provides x and y dimensions
of the square region in the shell-solid ISP.
Damage a dx  n Solid region x,y Severs
configuration ID (cm) (cm) (deg) dimensions (cm) stiffener?
2A 3.8 7.1 21.8 2 9.39 NO
2B 4.2 2.1 87.8 2 10.48 YES
2C 3.0 3.6 2.2 2 7.53 YES
2D 1.4 0.2 35.7 2 3.49 YES
2E 2.3 9.9 36.5 2 5.66 NO
2F 4.5 6.1 44.9 2 11.25 NO
3A 3.7 8.3 5.0 3 9.36 NO
3B 1.5 0.6 25.2 3 3.72 YES
3C 2.9 9.6 23.2 3 7.15 NO
3D 4.0 3.7 32.9 3 9.88 YES
3E 4.6 1.7 10.4 3 11.56 YES
3F 2.0 6.3 38.6 3 4.92 NO
4A 1.7 6.5 6.6 4 4.15 NO
4B 3.4 1.7 18.7 4 8.60 YES
4C 4.9 9.7 25.1 4 12.3 NO
4D 2.1 4.4 27.0 4 5.37 NO
4E 3.0 7.0 14.9 4 7.52 NO
5A 3.3 8.2 4.8 5 8.30 NO
5B 2.2 0.8 6.9 5 5.43 YES
5C 1.5 5.4 19.8 5 3.84 NO
5D 3.2 9.4 22.6 5 7.91 NO
6A 1.8 8.3 5.4 6 4.50 NO
6B 3.7 9.7 26.5 6 9.21 NO
6C 4.9 6.0 12.2 6 12.20 NO
6D 4.2 2.0 18.4 6 10.61 YES
6E 3.0 3.5 21.9 6 7.54 YES
the residual strength can be predicted for a static crack configuration (i.e. crack
growth is not modeled in this example).
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In the ISP ANN example, the LEFM approximation of residual strength is based
on mixed-mode I/II fracture criteria [23, 25] to account for local mode mixity
(in-plane) of angled cracks in the star-shaped damage array. In [51], Broek
described a practical mixed-mode I/II failure envelope, approximated by the
equation of an ellipse:
(KI=KIc)2 + (KII=KIIc)2 = 1; (1.1)
where KI and KII are the mode I and mode II plane-strain stress intensity fac-
tors and KIc and KIIc are the mode I and mode II fracture toughness values. For
the AA 2XXX series material in the ISP example, KIc = 32 MPa
p
m, and KIIc
is assumed to be 10% less than KIc after results from the strain energy density
criterion presented by Sih [25].
Using this mixed-mode LEFM-based approximation, residual strength is de-
fined here as the applied traction load, Fig. 1.2, that first causes unstable crack
growth for any point along any crack front of the star-shaped damage config-
uration. In other words, as soon as one point along one crack front reaches a
critical combination (KI ;KII)c on the elliptical failure envelope, the entire panel
is assumed to fail. The method for determining the residual strength for each
damaged panel is shown in Fig. 1.4 and proceeds as follows: (1) analyze the
ISP FE model with applied traction, P; (2) compute KI and KII at each node
along each crack front using FRANC3D/NG; (3) for each crack front node, find
the intersection point (KI ;KII)c of the elliptical failure envelope with a straight
line from the origin to the computed (KI ;KII) and subsequently find the linear
scaling factor, , that maps (KI;KII) to (KI ;KII)c; (4) of all the computed scaling
factors, select the most critical, c; (5) calculate the maximum-allowable load or
15
residual strength, Pmax, as P scaled by c.
To ensure that nonlinearity due to crack face contact does not invalidate the
linear load scaling approach described above, each of the damaged ISPs is rean-
alyzed with the respective scaled load, i.e. the approximated residual strength.
In all cases, (KI ;KII) = (KI;KII)c at the predicted crack front failure point, indi-
cating that the scaled loads indeed correspond to failure loads according to the
LEFM-based failure criterion assumed for this example problem. Values of Pmax
provide the target outputs used to train the ANN.
1.2.3 Neural Network Construction
The inputs (sampled damage parameters) and target outputs (residual strength
predictions from numerical fracture simulations) are used to train and test an
ANN. For the ISP example, a feedforward ANN with a backpropagation learn-
ing rule [32, 52], which is a commonly used type of supervised ANN, is con-
structed using MATLAB R [49]. The ANN consists of a single hidden layer
mapping the four-parameter input vectors (n; ; a; dx) to the single-valued out-
puts (Pmax). The reader is referred to [52] for a general discussion on ANNs and
details regarding specific implementation of the transfer functions and training
algorithm described next. A tan-sigmoid transfer function is employed to map
the weighted inputs plus bias to the interval (-1,1). A linear transfer function
then proportionally maps the weighted results plus bias from the hidden layer
to the output layer. Data presented to the ANN is divided into three sets—
training, validation, and test. Weights and biases of the ANN are adjusted at
each iteration, or epoch, using the training set and a Levenberg-Marquardt op-
16
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timization algorithm, as described in [53]. The algorithm seeks to improve per-
formance of the ANN by minimizing error between the ANN outputs and the
target outputs. Weights and biases from training at any epoch are then used
to check performance of the ANN using the validation and test sets. The vali-
dation set prevents overtraining of the ANN by ceasing training if performance
degrades over a certain number of successive epochs. The test set is not used for
training but is used to test ANN accuracy following the current training epoch.
The ANN performance metric used here is the mean squared error (MSE), cal-
culated as:
MSE(i) =
1
Q(i)
Q(i)X
k=1
(t(i)k   pk)2; (1.2)
where the superscript (i) corresponds to the training, validation, or test set, Q
is the number of data points in the respective set, tk is target output for the kth
input, and pk is output predicted by the ANN for the same kth input.
The ANN can be optimized by adjusting any number of parameters, includ-
ing transfer functions between layers, number of hidden layers, various per-
formance metrics, and so forth. In the ISP example, the ANN is optimized by
varying the number of neurons in the hidden layer (4,5,6) and by increasing
size of the training set from 60%, to 70%, to 80% of the available data (with the
balance equally divided between validation and test sets). Further, the perfor-
mance metrics are optimized by minimizing MSE for the training and testing
sets and by specifying that the correlation coefficient between ANN output and
targets should be at least 0.95 over the entire data set.
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1.2.4 Parametric Sensitivity Studies
The trained ANN is then employed to conduct parametric sensitivity studies,
whereby sensitivity of residual strength to each postulated damage parameter
is gauged. The sensitivity studies are carried out for configuration 4E, Table 1.2,
as it represents an average damage configuration in terms of n, a, and dx as com-
pared to the other configurations.
A sensitivity study is carried out for each of the four damage parameters. In
each study, three damage parameters of configuration 4E are held constant
while one is varied. The variable parameter in each study takes values in the
range of the corresponding variable on which the ANN was trained. For ex-
ample, the longest a considered in the sensitivity study is no longer than the
longest a used to train the ANN, which is a = 4:9 cm in the ISP example (dam-
age configurations 4C and 6C). Further, the variable parameter takes values that
are equally incremented within the respective range. Results from the study are
presented in the following subsection.
1.2.5 Results and Discussion from Neural Network Example
Table 1.3 shows the approximated residual strength values of all damaged ISPs
based on numerical fracture analyses and LEFM assumptions outlined in 1.2.2.
The table is sorted in order of increasing residual strength, and the most influen-
tial damage parameters as determined from the sensitivity study are provided
to help draw preliminary conclusions. One immediate observation is that pan-
els with severed stiffeners have lower ( 50   80MPa) residual strengths, as ex-
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pected. The single exception is damage configuration 2B. Though it severs the
stiffener, configuration 2B is less critical than all other stiffener-severing cases
and some intact-stiffener cases because it is an n = 2 configuration (straight
crack) aligned with the loading direction. Overall, the correlation between sev-
ered stiffener and reduced residual strength highlights the effect of the load
carrying stiffener on crack criticality.
The ISPs with the lowest computed residual strength (configuration 3D) and
highest computed residual strength (configuration 5C) are presented in Fig. 1.5.
Each ISP is depicted with its respective residual strength, or failure load, ap-
plied. The predicted point of first-failure lies along the crack front indicated.
Configuration 5C has more cracks and is 62.5% smaller than configuration 3D,
though it is not the smallest of all configurations. More importantly, configu-
ration 5C leaves the stiffener intact while configuration 3D results in a severed
stiffener. For configuration 3D, the crack front that lies within the severed re-
gion and near the geometric discontinuity of the stiffener junction is subjected
to higher stresses and is predicted to be critical.
The optimal ANN consists of four neurons in a single hidden layer with 80% of
available data (i.e. twenty damage configurations) allocated to training. ANN
performance metric (MSE) as a function of training epochs is plotted in Fig.
1.6 for training, validation, and test sets. The ANN is best trained at epoch 141,
beyondwhich theMSE in the validation set continually increases and overtrain-
ing is said to occur. At this epoch, MSE of the three sets are MSEtrain = 0:001,
MSEval = 0:87, and MSEtest = 0:30. Weights and biases connecting the input
layer (damage parameters) to the hidden layer and the hidden layer to the out-
20
Table 1.3: LEFM-based residual strength approximations for all damage config-
urations considered in the ISP example, sorted by increasing residual
strength.
Damage a dx Severs Pmax
configuration ID (cm) (cm) stiffener? (MPa)
3D 4.0 3.7 YES 54.2
6D 4.2 2.0 YES 56.8
3E 4.6 1.7 YES 56.8
4B 3.4 1.7 YES 58.1
6E 3.0 3.5 YES 63.5
2C 3.0 3.6 YES 67.6
5B 2.2 0.8 YES 71.2
3B 1.5 0.6 YES 73.8
2D 1.4 0.2 YES 80.7
6C 4.9 6.0 NO 82.7
4C 4.9 9.7 NO 83.9
2A 3.8 7.1 NO 89.1
3A 3.7 8.3 NO 90.3
2B 4.2 2.1 YES 93.8
5A 3.3 8.2 NO 94.3
4E 3.0 7.0 NO 98.4
5D 3.2 9.4 NO 101.5
2F 4.5 6.1 NO 102.1
6B 3.7 9.7 NO 109.2
3C 2.9 9.6 NO 110.2
4A 1.7 6.5 NO 124.9
3F 2.0 6.3 NO 128.2
2E 2.3 9.9 NO 129.5
6A 1.8 8.3 NO 130.7
4D 2.1 4.4 NO 132.8
5C 1.5 5.4 NO 146.7
put layer (residual strength) at training epoch 141 are presented in Tables 1.4
and 1.5.
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Figure 1.5: Two different damaged panels (ID 5C and ID 3D) shown with
respective Pmax applied. Panels represent damage configura-
tions that are least critical (a) and most critical (b) of all con-
figurations considered. Predicted failure point lies along the
indicated crack front. Deformation is scaled by factor of 10. FE
mesh is not shown for better contour visualization.
Considering the entire set of damage configurations, the ANN predictions cor-
relate well with the target outputs at epoch 141, as depicted in Fig. 1.6. De-
spite the good overall correlation and small MSE for the training set, the MSE
in the validation and testing sets (which include only three damage configura-
tions each) may be too large for actual implementation onboard an aircraft. It
is suspected that adding more samples to the entire set of damaged ISPs would
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further reduce these errors in the ANN.
The influence of each damage parameter on predicted residual strength can
Figure 1.6: (a) ANN performance as a function of training epochs for the
optimized ANN; overtraining occurs after epoch 141. (b) Cor-
relation between predicted and target residual strength values
considering all damage configurations.
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Table 1.4: ANN weights and biases used to map input layer to hidden
layer for the optimized ANN at training epoch 141.
Input
Hidden layer neuron
1 2 3 4
Weights
n -0.43 -2.98 -1.11 1.83
a 0.69 -9.17 1.61 -2.27
dx 3.58 -0.15 1.50 -8.74
 -1.53 2.87 -2.96 5.58
Biases -0.42 0.45 1.37 2.94
Table 1.5: ANN weights and bias used to map hidden layer to output for
the optimized ANN at training epoch 141.
Hidden layer neuron Output
Weights
1 0.78
2 0.25
3 -1.70
4 1.05
Bias 1.29
be visualized graphically by plotting predicted residual strength as a function
of each damage parameter (see Fig. 1.7). Sensitivity can be quantified by a num-
ber of different metrics, many of which yield comparable results [54]. Here,
sensitivity is quantified by the correlation coefficient cv, expressed as a percent-
age:
cv =

P¯max
, where  =
sPN
i=1(Pmax;i   P¯max)2
N   1 : (1.3)
For any given sensitivity subset, i corresponds to the ith sample configuration,
P¯max is the average residual strength of the subset, and N is the total number of
damage configurations in the respective subset. Sensitivities to each damage pa-
24
rameter are calculated as c(dx)v = 24:8%, c
(a)
v = 16:6%, c
(n)
v = 6:0%, and c
()
v = 1:2%.
Orientation and number of cracks are found to have relatively minor influences
on predicted residual strength, which is apparent both by their sensitivity met-
rics and by the plots (b) and (d) of Fig. 1.7. Crack length, on the other hand, has a
more significant influence and causes a reduction in predicted residual strength
as crack length increases, which is expected. What is unexpected, however, is
the step-like behavior depicted in Fig. 1.7(c). This behavior is caused by binary
modeling of the stiffener (explicitly modeling as severed or intact), a feature
that is inherently implicit in both crack size and location. The stiffener effect
is also apparent in Fig. 1.7(a) of damage location sensitivity. Predicted residual
strength is lowest (and relatively insensitive to damage location) if the damage
is located such that it severs the stiffener. As the damage location moves away
from the stiffener and is no longer severing it, there is a linear increase in resid-
ual strength until the damage is located within the middle quarter of the bay.
In general, the importance of this kind of sensitivity study is (1) to gain a bet-
ter intuition of how and why certain damage characteristics influence residual
strength and (2) to potentially decrease the dimensionality of the ANN by ne-
glecting parameters deemed insignificant.
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Figure 1.7: Sensitivity of predicted residual strength to each damage pa-
rameter.
1.3 3-D Elastic-plastic Fracture Simulations for Improved Neu-
ral Network Training
For discrete-source damage cases involving significant ductile tearing, a gen-
erally applicable 3-D EPFM framework should be used for improving residual
strength training data. An elastic-plastic crack growth simulation procedure, as
implemented in this section, is illustrated in Fig. 1.8 and proceeds as follows:
1. define an uncracked FE model and boundary conditions;
2. extract a sub-region of the mesh for crack insertion, remeshing, and recon-
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nection with the global mesh;
3. map previous deformation and material state onto the remeshed model;
4. perform nonlinear FE analysis and monitor the crack growth criterion;
5. once criterion is satisfied, stop the current FE analysis to update crack con-
figuration, remesh sub-region, and reconnect sub-region mesh with global
mesh;
6. repeat from step 3 until critical crack length is achieved or until residual
strength is attained.
The simulation procedure allows for prediction of curvilinear crack paths and
arbitrary crack front evolution. The EPFM framework was overviewed in [4]
and is described here for completeness. Additional details of the framework,
including scripts used for implementation, are found in [2].
Figure 1.8: Elastic-plastic crack growth simulation algorithm using
FRANC3D/NG.
27
1.3.1 Nonlinear Fracture Parameter: Crack-tip Displacement
In elastic-plastic tearing simulations, especially of thin metallic structures, crack
growth should be characterized by an appropriate nonlinear parameter. Wells
first suggested the crack-tip opening displacement (CTOD) as a potential pa-
rameter for characterizing elastic-plastic crack growth [55]. Later, Andersson
[56] and de Koning [57] introduced the crack-tip opening angle (CTOA). Both
parameters correlate impending crack growth to some critical amount of open-
ing behind the crack tip. The results of a round-robin organized in 1979 by the
ASTM Committee E-24 indicated that, of several proposed methods for predict-
ing failure loads of various metallic fracture specimens, CTOA (or an equivalent
CTOD) was the most suitable [58]. Since then, many have continued to exper-
imentally observe and numerically implement CTOA and CTOD as criteria for
elastic-plastic crack growth (see [59] for a complete review of the criteria). A
noted feature of these criteria is that a critical value calibrated for a specific
material and thickness is applicable over a range of structural configurations
comprising the same material and thickness under similar loading.
A criterion based on this parameter, which is called the crack-tip displacement
(CTD) or sometimes referred to as the generalized crack (tip) opening displace-
ment [29, 60], is implemented here. In this work, CTD is computed as:
CTD =
q
CTDI2 +CTDII2 +CTDIII2 (1.4a)
CTDI = v1   v2 (1.4b)
CTDII = u1   u2 (1.4c)
CTDIII = w1   w2; (1.4d)
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where u, v, and w correspond to displacements in the x, y, and z directions, re-
spectively, and subscripts 1 and 2 denote the two points used to compute CTD.
CTD is computed between two points that are initially coincident (one on each
crack face) on the undeformed crack surface at a distance, d, behind the crack
front node (i.e. in the direction normal to the crack front at the particular crack
front node). This is illustrated schematically in 2D in Fig. 1.9. In 3D,CTD values
are computed behind multiple crack front nodes. The pair of initially coincident
points where CTD is calculated is called a CTD point. Element shape functions
are used to interpolate displacements (u; v;w) such that theCTD points need not
correspond to nodal locations.
Figure 1.9: Simplified schematic of CTD implementation illustrated on
crack profile.
Crack growth occurs when CTD attains a critical value, CTDcrit, within a speci-
fied tolerance. There are several ways to evaluate the CTD criterion when mod-
eling a 3-D crack front, including evaluation at a single CTD point either mid-
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way along the crack front or on the specimen’s free surface. Alternatively, the
CTD criterion may be evaluated by comparing CTDcrit to an average CTD value
calculated for multiple CTD points. Because CTDcrit is known to depend on 3-D
constraint at any point along a crack front, using a single CTDcrit to predict the
advance of an entire crack front might not be valid for all cases. A more rigor-
ous and computationally expensive evaluation technique would be to compare
CTD at eachCTD point to a constraint-dependentCTDcrit. While somework has
been done to resolve a relationship between 3-D constraint and CTDcrit [61, 27],
a constraint-dependent fracture criterion is not evaluated in the simulation de-
scribed here.
1.3.2 Material State Mapping Algorithm
Following crack growth and remeshing, state variables are mapped from the
previous mesh to the current mesh using an inverse isoparametric mapping
routine, as in [62]. Lim et al. described the inverse isoparametric mapping tech-
nique for 2D elastic-plastic fracture simulations [63]. Implementation of the
mapping algorithm consists of two high-level steps: (1) in the (n) mesh, state
variables stored at integration points are extrapolated to nodes using element
shape functions, and (2) displacements and state variables are transferred to ei-
ther nodes or integration points in the (n + 1) mesh. The second step involves
finding, for each point in the (n + 1) mesh, the natural coordinates (; ) of that
point with respect to the element from the undeformed (n) mesh in which that
point would spatially reside. The inverse problem becomes finding the natural
coordinates (; ) that satisfy the known global coordinates:
X(n+1) = Ni(; )X
(n)
i ; (1.5)
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where the subscript i ranges from one to the number of element nodes, X(n) are
global nodal coordinates in the (n)mesh, X(n+1) are point or nodal coordinates in
the (n+1)mesh, and N are element shape functions evaluated at (; ). Once (; )
are known, nodal displacements and state variables, U, can be transferred from
the (n) mesh to the (n + 1) mesh in a forward manner, again using the element
shape functions, N:
U (n+1) = Ni(; )U
(n)
i : (1.6)
Two levels of mapping are incorporated into the extended FRANC3D/NG and
ABAQUS R software framework. First, displacements are mapped onto the un-
deformed mesh following crack growth and remeshing. Second, a mapping
function available in ABAQUS R is invoked to map the remaining state vari-
ables (e.g. stress, strain, plastic strain) onto the deformed mesh. When mapping
material state between successive cracked configurations, it is critical that mesh
refinement in regions of high gradients (e.g. near crack fronts) is sufficient to
minimize solution diffusion, which occurs as a result of extrapolation, interpo-
lation, and nodal averaging (if employed). This effect can become compounded
as the crack growth simulation continues. After growing the crack and remesh-
ing, the updated mesh model contains additional surface area due to crack ex-
tension, and equilibrium must be re-established before additional load is ap-
plied. During the equilibration procedure, global boundaries are held fixed and
the new, traction-free crack surfaces are allowed to displace in response to sur-
rounding fields, as shown in Fig. 1.10.
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Figure 1.10: Qualitative comparison of deformation and equivalent plastic
strain field after mapping and subsequent equilibration. Im-
ages show face of 3-D mesh.
1.3.3 Validation Simulations
Two stable-tearing experiments are simulated to validate the EPFM framework
for predicting crack growth and residual strength of relatively thin metallic
structures. To illustrate the necessity of using an EPFM framework for predict-
ing crack propagation and residual strength in such cases, the experiments are
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also simulated using an LEFM-based methodology. In the LEFM simulations,
the material is modeled as linear-elastic, and crack growth is assumed to oc-
cur when an average value of KI (and KII for mixed-mode crack growth) along
a crack front approximately equals fracture toughness of the material for any
increment of crack length.
Arcan Specimen
A (modified) mixed-mode I/II Arcan fracture test [64] is simulated. Experimen-
tal details and results were provided in [65] and [66]. Drawings of the fracture
specimen and modified load fixture are shown in Fig. 1.11. Curvilinear crack
growth was induced in an AA 2024-T3 fracture specimen by applying mono-
tonic load at a 30 angle relative to the fatigue precrack plane, as depicted in
Fig. 1.11.
The FE model of the load fixture and fracture specimen is constructed using
ABAQUS R and is depicted in Fig. 1.12. The FE model contains an initial crack
of length 6.35 mm and does not simulate the fatigue precracking process. A
mesh refinement study is first conducted by simulating a pure mode I Arcan
test (0 loading angle). Results from the study reveal that, for the initial crack,
the applied load at CTDcrit varies by less than 0.25% when the element length
nearest the crack front is 0.33 mm or smaller. This converged level of mesh
refinement is used for the mixed-mode Arcan model presented here (30 load-
ing angle). The specimen and fixture are assumed to be perfectly bonded such
that coincident nodes are merged at the specimen-fixture interface. The fixture
is modeled using 6000 quadratic tetrahedral elements and remains unchanged
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Figure 1.11: Schematic of Arcan test fixture (left) and 2.3 mm thick fracture
specimen (right). Load, P, can be applied at different pinholes
in the fixture to induce mode I/II crack growth in the speci-
men. Drawings not to scale. All length dimensions in mm.
throughout the simulation. The fracture specimen sub-region is subject to geom-
etry andmesh updatingwithin FRANC3D/NG. Depending on the crack length,
the specimen comprises between 9000 and 25,000 quadratic elements, which
include a standard rosette of quadratic-wedge, quadratic-brick, and quadratic
collapsed-brick (pyramid) elements surrounding the crack front (see [50] for
details). The bulk of the sub-region mesh comprises quadratic tetrahedral el-
ements.
Material properties for the 15-5PH stainless steel fixture are E = 207 GPa and
 = 0:3. The fixture is assumed to remain elastic during loading. Material prop-
erties for the AA 2024-T3 fracture specimen are E = 71:4 GPa,  = 0:33, and
yield strength y = 345 MPa. The strain hardening curve for the specimen is
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Figure 1.12: 3-D FE model of modified Arcan test set-up, including load
fixture and fracture specimen. Line traction, P, is applied at
30 from mode I axis (y-axis).
provided in Fig. 1.13. A von Mises yield criterion with isotropic hardening is
assumed. For the LEFM simulation, the specimen is modeled as linear-elastic
with KIc = 37 MPa
p
m for AA 2024-T3 in the LT orientation [67].
Crack growth occurs in the LEFM simulation when the average (KI ;KII) along
the crack front reaches a critical combination. The critical combination is deter-
mined using the mixed-mode failure envelope described in 1.2.2, where KIIc is
taken to be 10% less than KIc.
In the EPFM simulation, important observations from a number of studies in-
form the selection of CTDcrit and d used to predict crack growth. First, from
[13, 65, 66], for 2.3 mm thick AA 2024-T3 specimens precracked in the L-T ori-
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Figure 1.13: Strain hardening curve determined from uniaxial tension tests
for AA 2024-T3 in LT orientation. Courtesy NASA Langley
Research Center. Similar curves were used in [29] and [30].
entation, an average constant critical value of CTDcrit= 0:1 mm was observed,
where CTD was measured on the specimen face at d = 1 mm. This critical
value was observed for a range of specimens exhibiting mode I dominant crack
growth, which includes the 30 Arcan test [65, 66]. Scatter among the mea-
surements was typically 0:02 mm. Second, significant crack front tunneling
was observed in the fracture specimens, especially during initial crack extension
[13]. Third, a recent study by Lan et al. suggested that modeling tunneled cracks
using straight crack fronts can lead to over-estimation of load versus crack ex-
tension predictions [61]. This is because higher levels of constraint along a crack
front, which can induce crack tunneling, effectively decrease fracture toughness.
Lan et al. noted that surface-measured CTD values can be 24% larger for cases
with crack tunneling than cases without. In the Arcan simulation, crack front
tunneling and slant crack growth are not modeled. Thus, using the surface-
measured value of CTDcrit= 0:1 mm from [13, 65, 66] as the crack growth crite-
rion in the Arcan simulation, an over-prediction of load versus crack extension
is expected. Assuming that the over-prediction is proportional to the difference
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in surface-measured CTDcrit values between straight and tunneled crack fronts,
CTDcrit is taken to be 0.08 mm, which is  24% less than the observed average
surface-measured value of CTDcrit= 0:1 mm and also corresponds to the lower
bound of experimental scatter. This adjusted critical value used in simulation
should account for some expected over-prediction of residual strength.
Simulated crack growth occurs in increments of approximately 1 mm, which
satisfies convergence results from similar simulations [29]. Propagation direc-
tion is predicted according to themaximum tangential stress theory [23], though
a 2D CTD-based directional criterion [26] could also be used.
Simulation proceeds by applying displacement in the direction indicated in Fig.
1.12, which corresponds to a 30 loading angle. In the EPFM simulation, after
each increment of, inclusively, crack growth, remeshing, andmaterial statemap-
ping (see subsection 1.3.2), all nodes with applied boundary conditions are held
fixed while the model is brought into equilibrium. Then, additional displace-
ment is applied, and the simulation continues until maximum load, or residual
strength, is attained.
Applied load versus crack extension is plotted in Fig. 1.14 from the Arcan ex-
periment and simulation. Both LEFM and EPFM simulation results are plot-
ted. Compared to experiment, residual strength is 6.8% higher using the EPFM
framework and 10.8% lower using the LEFM method. In the LEFM simula-
tion, maximum load occurs at the first increment of crack growth; whereas,
maximum load occurs in the EPFM simulation after a small amount of crack
growth, consistent with experiment. The load to initiate crack extension is ap-
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proximately the same in both EPFM and LEFM simulations since there are no
residual stresses in the model at da=0. However, unlike the LEFM simulation,
the EPFM simulation is able to capture the shape of the load versus crack exten-
sion curve. In other words, including plasticity effects in the model requires an
increase in applied load, initially, to drive crack extension before reaching the
residual strength of the specimen.
Although the EPFM framework captures the shape of the load versus crack ex-
tension curve, it slightly over-predicts the maximum load. The over-prediction
is likely related to modeling the crack front, which tunnels or thumbnails in
reality, as remaining straight throughout the simulation. Given a constraint-
dependent CTDcrit, curvature along the crack front could be predicted using a
point-by-point evaluation technique, in which case it is suspected that the load
versus crack extension curve would be predicted evenmore accurately. Another
potential contribution to the discrepancy is the numerical tolerance for satisfy-
ing CTDcrit, which in this case is set at 2%.
Figure 1.15 shows the simulated and experimental curvilinear crack trajectory
as viewed from the specimen free surface. There is a slight deviation in the
actual crack trajectory during the first 6.35 mm of crack length due to fatigue
precracking processes, which are not modeled in the simulation. Rather, the
fatigue precrack is simply modeled as a perfectly planar initial crack in the sim-
ulation. The deviation appears to have little effect on the predicted crack path
thereafter.
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Figure 1.14: Applied load versus crack extension, da, from the 30 Arcan
experiment and simulations. Insets show snapshots of de-
formed mesh at various crack increments. Complete simu-
lation can be viewed at www.cfg.cornell.edu
Integrally-stiffened Panel
A stable tearing test of an ISP machined from a lower wing-skin aluminum al-
loy, C433-T39, is also simulated. The test was conducted at Alcoa Technical
Center. Test details, data, and results were overviewed in [68] and have also
been provided to the authors by Alcoa Technical Center. Relevant details are
described next, and additional details from the test program can be found in A
of the Appendix.
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Figure 1.15: Comparison of experimental and simulated curvilinear crack
paths in the 30 Arcan fracture test. Inset shows reference co-
ordinate system.
Dimensions of the panel are shown in Fig. 1.16(a). An initial two-bay saw cut of
length  2:54 cm was made at mid-height to completely sever the middle stiff-
ener. The initial cut was then propagated under fatigue loading until both crack
fronts were 2.54 cm short of reaching the intact stiffeners (2a  24:1 cm). The
panel was then loaded monotonically in uniaxial tension until failure occurred
by unstable crack growth. Crack front branching was observed, where an initial
crack propagating toward an intact stiffener eventually split into two distinct
cracks, one continuing into the adjacent bay and one propagating in the z di-
rection within the stiffener. Photographs of the test panel with views of crack
branching are provided in Fig. 1.17.
A 3-D FE model of the entire panel is constructed using ABAQUS R [46]. The
FE model contains an initial crack of total length 24.1 cm, which corresponds
to the fatigue crack length just prior to conducting the residual strength test.
The FE model with initial crack is shown in Fig. 1.16(b). The global mesh re-
gion that remains unchanged throughout the tearing simulation is modeled us-
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ing 56 and 9,400 quadratic-wedge and quadratic-brick elements, respectively.
A 38.5 x 12.7 cm2 sub-region centered in the panel is subject to geometry and
mesh updating within FRANC3D/NG. The mesh interface between the sub-
and global regions is coherent, obviating the enforcement of a coupling con-
straint.
Depending on crack length, the sub-region comprises between 27,000 and
95,000 quadratic elements, including a bulk of quadratic-tetrahedral elements
and a standard rosette of quadratic-wedge, quadratic-brick, and pyramid ele-
ments surrounding the crack front (see [50] for details). Mesh refinement near
each crack front is dictated, to some extent, by crack front location with respect
to stiffener. As the crack initially propagates through the skin, element lengths
nearest both crack fronts are 0.5 mm. When the crack fronts are within 1.5 mm
of the 90 skin-stiffener junctions, however, near-crack front elements must de-
crease in size. This is because the rosette template of elements surrounding
either crack front consists of three rings of equi-length elements. In order to
accommodate (i.e. successfully mesh) a full rosette of elements within the prox-
imity of the discontinuous geometry, the size of the template elements must
decrease. The increased mesh refinement over several crack length increments,
da, poses no detriment to the simulation procedure.
The thickened grip ends of the panel are modeled as linear-elastic with an elas-
tic modulus approximately five times greater than that of C433-T39. The rest
of the panel is assigned C433-T39 material properties: E = 71:4 GPa,  = 0:3,
and y = 455 MPa [69]. The strain hardening curve used for C433-T39 is pro-
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vided in Fig. 1.18. A von Mises yield criterion with isotropic hardening is as-
sumed. For the LEFM simulation, the panel is modeled as linear-elastic with
KIc = 50 MPa
p
m for C433-T39 [69].
Boundary conditions are applied to simulate actual loading in the panel. Nodes
on the bottom face of the lower grip end are fixed in the y direction. Displace-
ment is applied in the y direction at nodes on the top face of the upper grip
end. Additionally, nodes along the same top and bottom grip end faces are
fixed in the x and z directions. For the EPFM simulation, after each increment
of, inclusively, crack growth, remeshing, and material state mapping (see sub-
section 1.3.2), all nodes with applied boundary conditions are held fixed while
the model is brought into equilibrium before applying additional displacement.
Additionally, based on preliminary simulation results, the entire back (zmin) face
is artificially fixed after mapping, during the equilibration procedure. This is be-
cause resonance in the z direction is observed with increased crack growth oth-
erwise. The resonance occurs when mapped tensile and compressive stresses in
the faces of the panel are artificially reversed during equilibration of themapped
solution. The additional boundary condition is, however, removed after the
equilibration procedure so that z displacement is allowed during the subsequent
loading step.
Crack growth occurs in the LEFM simulation when the average KI value along
either crack front reaches KIc. A mixed-mode failure criterion is unnecessary, as
KII and KIII are negligible (i.e. less than 2.5% of KI for all crack growth incre-
ments).
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For the EPFM simulation, CTDcrit was calibrated at NASA Langley Research
Center from a middle-crack tension (MT) test of the same material (C433-T39)
and thickness as the ISP [70]. In that work, 3-D FE simulations of the MT test
revealed that simulated load versus crack extension matched experimental data
when the mode I opening angle midway along the crack front at d = 1:02 mm
reached a critical value of 6.5. This angle corresponds to CTDcrit through the
relation
tan(6:5) =
CTDcrit
1:02
: (1.7)
The same criterion is applied in the EPFM simulation by specifying for both
crack fronts that CTDcrit must attain a value of 0.116 mm at d = 1:02mm behind
the crack front and that the criterion be evaluated midway along either crack
front.
Crack growth occurs in increments of 1.15 mm (about 15% of the skin thick-
ness), which is selected to be approximately the same as that implemented by
Seshadri et al. in a similar simulation [70]. Straight crack fronts are enforced dur-
ing crack growth in the skin of ISP. Upon entering the intact stiffener, a crack
front is evolved such that (1) a realistic, arbitrary crack front profile is repre-
sented (though the actual evolving crack front profile was not monitored during
experiment) and (2) the new crack front profile has relatively smooth curvature
to facilitate remeshing. A cross-section view of the panel in Fig. 1.19 shows dif-
ferent stages of simulated crack front evolution, from lead crack growth in the
skin, to transition crack growth within the stiffener, to complete branching. The
simulation proceeds as depicted in Fig. 1.8 until both initial crack fronts com-
pletely branch and Pmax is attained.
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Evaluation of the CTD criterion becomes nontrivial as a crack front transitions
within the stiffener (i.e. while a crack front is within the stiffener but has not
completely branched). Constraint effects introduced by the stiffener on the un-
symmetric crack front profile, along with slight z displacement near the cracked
region, lead to nonuniform and unsymmetric CTD values along the crack front.
Evaluating the CTD criterion at only one point along the crack front becomes
ambiguous to implement numerically and less representative, physically, of 3-D
crack growth behavior. A simple and efficient approach to address these issues
is to compare CTDcrit to an average of CTD values along the crack front. For
transition crack growth in the stiffener, the middle third section of CTD points
along the crack front are averaged and evaluated to predict crack propagation.
Once the crack fully branches, the CTD criterion is again evaluated midway
along each crack front.
Predicting crack front evolution for transition crack growth within the stiffener
is not currently a fully-automated process. In this work, the straight portion of
the crack front (see Fig. 1.19) is predicted using FRANC3D/NG and the curved
portion of the front is specified by manually adding crack front points accord-
ing to the two considerations described in the previous paragraph. Given a
constraint-dependent CTDcrit relationship, a point-wise CTD criterion could be
evaluated to evolve the arbitrarily-shaped crack front automatically.
The consequence of using LEFM versus EPFM simulation to determine residual
strength is made clear in Fig. 1.20, which shows load versus crack extension for
both LEFM and EPFM simulations. Experimental load versus crack extension
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was not recorded during the tests; however, maximum applied load is plotted
for two different ISP tests of the same material and loading conditions. Load
required to initiate crack extension is similar using either the EPFM or LEFM
method since there are no residual stresses in the model at da=0. Following
initiation, however, the EPFM simulation predicts that the applied load must be
increased to maintain crack propagation. The necessary increase in applied load
occurs since a significant amount of energy in the system is dissipated through
plastic deformation. This effect cannot be predicted by the LEFM simulation
since plasticity effects are not modeled. As a result, much of the energy in the
ISP for the LEFM simulation must be dissipated through creation of new frac-
ture surface area, which means less load is required to drive crack growth in the
LEFM simulation than in the EPFM simulation. Using the EPFM framework,
residual strength is determined within 2% of experimental average of the two
tests. On the other hand, the LEFM method underpredicts the average residual
strength by 64%. Although the LEFM simulation does predict an increase in
applied load at the stiffener junction due to geometrical effects, the increase is
negligible compared to that due to plastic deformation.
From the EPFM simulation, equivalent plastic strain field evolution in the ISP
is depicted in Fig. 1.21 for the first and final crack steps. Accumulation of plas-
tic strain in the wakes of the advancing crack fronts is relatively significant,
extending from initial to final crack front locations. The general shape of 45
contour lobes at da=0 mm is maintained at da=44 mm both for the lead crack
front extending into adjacent bay and for the crack front propagating in the z
direction within the stiffener. At da=44 mm, the equivalent plastic strain in each
stiffener extends in the direction of both contour lobes to the stiffener boundary.
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The consistent contour lobe shapes indicate that, despite increased z displace-
ment as the crack propagates and severs initially-intact stiffeners, both lead and
branched crack fronts remain locally mode I dominant throughout tearing.
Finally, as evident in Fig. 1.21 for da=44 mm, the mapping procedure inevitably
leads to imperfections in the fields due to diffusion of the FE solution, which
occurs in regions of high gradients from repeated extrapolation and interpola-
tion procedures, see 1.3.2. If mapping errors significantly affect crack growth
predictions, mesh refinement should mitigate this effect.
1.4 Conclusions
A surrogate model methodology and 3-D elastic-plastic fracture simulation
toolset have been presented, which enable accurate residual strength predic-
tion of damaged structures in real time. The methodology and toolset are
particularly useful for scenarios involving metallic aircraft structures subject
to discrete-source damage during flight. An accurate prediction of structural
residual strength in these scenarios could aid in avoidance of catastrophic crack
growth and subsequent structural failure.
The surrogate model methodology relies on offline numerical fracture simula-
tions to obtain a set of data points describing residual strength as a function of
discrete-source damage parameters. Strictly for illustration, an ANN has been
constructed as a surrogate model for predicting residual strength of a repre-
sentative wing sub-structure subject to discrete-source damage. In the illustra-
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tion, offline residual strength values have been determined using computation-
ally efficient linear-elastic fracture mechanics (LEFM) approximations. We have
subsequently shown the consequences of using LEFM approximations for de-
termining residual strength of damaged metallic structures and have described
an elastic-plastic fracturemechanics (EPFM) framework to accurately determine
residual strength using high-fidelity, 3-D, elastic-plastic tearing simulations. For
an aluminum-alloy integrally-stiffened panel exhibiting crack branching, resid-
ual strength is predicted within 2% of experiment using an EPFM simulation
and is underpredicted by 64% using an LEFM simulation.
Themore general and rigorous elastic-plastic tearing framework should be used
to generate accurate residual strength training data, especially for cases involv-
ing discrete-source damage. Also, the FE model for the structure of interest
should include enough detail to fully capture the relationship between a partic-
ular global loading state and onset of unstable crack growth. Furthermore, dam-
age should be parameterized by taking into account onboard sensor characteri-
zation capability and resolution. With these considerations in mind, the general
surrogate model methodology coupled with the EPFM simulation framework
presented in this work provides a means of achieving more resilient and adap-
tive aircraft control.
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Figure 1.16: (a) Schematic (not to scale) from [68] showing dimensions of
symmetric ISP tested at Alcoa Technical Center. Isoparamet-
ric view of full panel (top) indicates fatigue crack length 2a
prior to residual strength test. Cross-section view (bottom) is
shown in the plane of the severed stiffener. All dimensions are
in cm. (b) Corresponding 3-D FE model of ISP. Initial crack
severs middle stiffener. Traction, P, is applied uniaxially in
the y direction.
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Figure 1.17: Photographs of ISP with central two-bay crack from the Alcoa
test program [68]. Full panel in load frame (left) and angled
views of crack front branching into stiffener (top right) then
exiting the stiffener (bottom right).
Figure 1.18: Strain hardening curve determined from uniaxial tension tests
for C433-T39 in LT orientation [68].
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Figure 1.19: Cross-sectional views of ISP mesh model taken at the crack
plane and magnified at one stiffener. A thickened line is over-
laid along the crack front(s) at each step of crack growth.
Views show lead bay crack before entering stiffener(a); tran-
sition crack evolution within stiffener (b,c,d); and complete
branching into two distinct crack fronts (e,f).
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Figure 1.20: Applied load (traction P, Fig. 1.16(b), integrated over applied
area) versus half-crack extension, da, from ISP simulation.
Maximum applied load is indicated for two corresponding
tests conducted at Alcoa Technical Center. Shaded region in-
dicates initially-intact stiffener.
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Figure 1.21: Magnified views of simulated crack growth in ISP at half-
crack extensions da=0mm (top) and da=44mm (bottom). Con-
tours show evolution of equivalent plastic strain fields with
crack growth. Deformation is not scaled. FE mesh is not
shown for better contour visualization. Complete simulation
can be viewed at www.cfg.cornell.edu.
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CHAPTER 2
EXPERIMENTAL CHARACTERIZATION OF THE EFFECT OF CHEMICAL
MILLING ON FATIGUE-CRACK INITIATION IN AN AL-MG-SI ALLOY
2.1 Introduction
Chemical milling is a process that has been in use since the 1950s, whereby struc-
tural components (historically, aircraft components) are dimensionally reduced
by exposure to specific chemical solutions [71]. Advantages of the chemical
milling process compared to conventional machining processes include ability
to reduce weight of geometrically complex structures, ability to mill very thin
sections without causing warping, ability to maintain tight dimensional toler-
ances, and considerable savings in cost. For a given chemical solution, the sur-
face finish of a structure after chemical milling depends on a number of factors,
includingmetal-removal rate, surface finish before milling, material grain struc-
ture, heat treatment, and alloying chemistry [71].
In general, the effect of surface finish can be imperative depending on the in-
tended application of a structure. For example, many researchers have studied
the effect of mechanically induced surface roughness on fatigue life of metals.
In the absence of residual stresses, increased surface roughness generally has
a deleterious effect on fatigue life among a variety of metals [72, 73, 74, 75].
Even for relatively low roughness (Ra values ranging from 0.5-1.4 m), a de-
crease in the fatigue-endurance limit was observed in ground, stress-relieved,
steel when compared to polished specimens (Ra values ranging from 0.1-0.3 m)
[76]. This deleterious effect has been attributed to local stress concentrations at
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micro-notches, which can give rise to localized plastic strain and subsequent
crack initiation [72, 77, 78, 79]. In general, (1) surface roughness tends to affect
the initiation portion of fatigue life [80], and (2) the initiation portion of fatigue
life constitutes less of the total life in the high-strain, low-cycle fatigue regime
compared to that in the low-strain, high-cycle fatigue regime [81]. Thus, it is
reasonable to expect that the effect of initial surface roughness on fatigue life
is less significant at high-strain ranges than at low-strain ranges. Nonetheless,
initiation life can still be considerable for smooth specimens in the low-cycle-
fatigue regime. This could explain why some have found a notable reduction
in fatigue life of specimens with initally roughened surfaces even in the high-
strain, low-cycle-fatigue regime [73, 74, 82].
In addition to mechanical surface treatments, significant efforts have been made
to understand the effects of chemical surface treatments on fatigue, typically in
the context of corrosion. The effects of various types of corrosion on fatigue
behavior is quite complex and depends on a number of material, environmen-
tal, and loading factors. For example, Bray et al. [83] showed that for two very
similar 2XXX-series aluminum alloys with equivalent fatigue properties in the
uncorroded condition, the fatigue lives of the alloys differ considerably after
pre-corrosion in NaCl/H2O2 solution. According to the authors, the difference
is due in part to different severities of corrosion-pit configurations, hypothet-
ically resulting from different quantities of large-second-phase particles in the
alloys. Reduction in fatigue life for pre-corroded specimens is often attributed to
local-stress concentrations at corrosion pits [84, 85, 86]. Recent work by Burns
et al. [87] showed that fatigue-crack formation in acidic-exfoliation-corrosion
pits in an aluminum alloy is due to a combination of elastic-stress concentra-
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tion due to pit macro-topography and local plastic-strain concentration due to
pit micro-topography. They also point out that for broadly corroded surfaces,
above a threshold applied-stress level, the crack-formation life should tend to
zero due to the distribution of local driving forces on the surface. Many studies
suggest that the most significant reduction in fatigue life occurs after some ini-
tial amount of exposure to corrosive solutions and that the incremental effect of
additional exposure thereafter is minimal [88, 89, 90]. This observed plateau in
fatigue life with increasing corrosion timemight be related to other observations
that pit density decreases with increased exposure time due to pit coalescence
(e.g. [91]). While the majority of corrosion studies focus on corrosive environ-
ments expected for aircraft and marine structures, where the chemical solutions
are typically chloride-bearing [83, 88, 89, 90, 91, 92, 93] and where the high-
cycle1 fatigue regime is of particular interest [83, 84, 88, 89, 90, 92, 93, 94], few
studies have addressed the potential effects of corrosion in an alkaline solution
for structures that experience low-cycle fatigue.
In this study, we consider the application of alkaline-based chemical milling
to aluminum-alloy liners of composite-overwrapped pressure vessels (COPVs).
COPVs are used extensively to transport and store pressurized fluids in both
commercial and space-flight applications [95, 96]. The structures comprise a
light-weight composite material (e.g. carbon/epoxy) overwrapping a metallic
liner (e.g. aluminum). Sufficiently thinmetallic liners are expected to experience
a considerable range of plastic strain during autofrettage and subsequent pres-
surization/depressurization cycles [96]; in such cases, the loading regime for the
COPV liners can be regarded as one of low-cycle fatigue. Chemical milling in
1As distinguished from low-cycle fatigue, we regard high-cycle fatigue as cyclic fatigue in
the absence of macroscopic yielding, where total fatigue life of smooth specimens is typically
on the order of 105 cycles or greater.
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an alkaline solution (NaOH) is currently considered state-of-the-art for reducing
thickness of Al-Mg-Si liners used in ultralight propellant tanks [97]. This is due
in large part to difficulties associated with machining ultrathin liners by tradi-
tional, mechanical methods. Achieving the ultrathin liner dimensions generally
requires on the order of hours of exposure to the NaOH solution. Work by Savas
and Earthman [98] showed that severe corrosion pitting occurred after only 120
seconds of exposing aluminum 7075-T73 specimens to a caustic, alkaline solu-
tion. Thus, the amount of time required to substantially reduce the thickness
of a COPV liner is expected to produce widespread pitting and, consequently,
increased surface roughness. It is unclear, however, what effect the resulting
surface finish will have on the low-cycle-fatigue behavior of the metallic liners.
The objective of this chapter is to report findings on the effect of an alkaline-
based chemical milling treatment on the high-strain, low-cycle fatigue behavior
of an Al-Mg-Si alloy used in ultrathin COPV liners.
2.2 Experimental Method
The material used in this study is an Al-Mg-Si alloy (Table 2.1) received in the
form of a COPV liner, as shown in Fig. 2.1. The liner was manufactured by
Samtech International, Inc., Carson, California, according to the following high-
level steps: (1) an Al-6061 “O”-condition circular sheet was deep drawn into
a cup-like configuration (cylinder with one closed end); (2) the structure was
then cold worked by flowforming over a mandrel, causing significant (greater
than 50%) thickness reduction and elongation of the cylinder; (3) the open end
was spun closed with no internal mandrel to create the port-end dome; (4) the
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seamless liner was then heat-treated to achieve a recrystallized, “T6” condition.
Mechanical properties of the material were determined according to standard-
ized tensile tests [99] using subscale dogbone specimens machined from the
cylindrical portion of the COPV liner (see B.0.4 of the Appendix). The resulting
stress-strain curve is provided in Fig. 2.2. The elastic modulus, tensile yield
strength (0.2% offset), and ultimate tensile strength of the COPV-liner material
oriented in the longitudinal (z) direction are 70.0 GPa, 299.3 MPa, and 346.9
MPa, respectively.
Table 2.1: Chemical composition of AA 6061-T6, wt% [100].
Al Mg Si Cr Cu Fe Mn Zn Ti
Balance 0.8-1.2 0.4-0.8 0.04-0.35 0.15-0.4 0.7 0.15 0.25 0.15
Prior to fatigue testing, the material grain sizes were measured midway along
the length of the cylindrical portion of the liner. The grain structure is rela-
tively equiaxed as compared to typical rolled-sheet material, and the average
grain diameter is approximately 22 m with a relatively large standard devia-
tion (  18 m).
2.2.1 Specimens
Fatigue specimens were designed such that: (1) gauge-region thickness is rep-
resentative of “ultrathin” COPV-liner thickness, (2) the occurrence of corner
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Figure 2.1: As-received COPV liner showing approximate dimensions.
Cylindrical coordinate system: z, longitudinal; , radial; , cir-
cumferential.
cracks is minimized, and (3) the region of concentrated stress facilitates obser-
vation of naturally initiated cracks. The specimen geometry depicted in Fig. 2.3
is motivated by the designs used in [101, 102] and satisfies these criteria. Speci-
mensweremachined from the COPV liner usingwire electric dischargemachin-
ing (EDM). The specimens were aligned lengthwise with the z-direction of the
cylinder. The z- surfaces of each specimen were planed by mechanical milling.
Finally, wire EDM was used to create a single, shallow notch, thereby reducing
the minimum thickness in the gauge region to 500 m. It is noted that the wire
EDM procedure followed by sufficient chemical milling results in a similar sur-
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Figure 2.2: Engineering stress-strain curve determined according to stan-
dardized tensile tests [99] using subscale dogbone specimens
machined from the central region of the AA 6061-T6 COPV
liner.
face topography compared to that of as-received COPV-liner material that has
been chemically milled under similar conditions; this is likely because the EDM-
affected layer is effectively removed during the chemical milling procedure.
Note that under uniaxially applied tension, a small amount of out-of-plane dis-
placement occurs due to the eccentricity induced by the single-shallow-notch
geometry. To assess the biaxiality resulting from this specimen design, a three-
dimensional finite-element analysis was performed in ABAQUS R using the
geometry in Fig. 2.3 and the material behavior shown in Fig. 2.2. Boundary
conditions were applied to simulate one-half cycle of loading in the experiment
(i.e. one “grip end” was fixed entirely while the other was permitted to move
only in the direction of loading, z-direction). The converged mesh comprised
 22,000 quadratic elements. Prior to material yielding, a biaxial-stress ratio (i.e.
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Figure 2.3: Dimensions (mm) of the single-shallow-notch specimens (after
surface treatments).
 : zz) of 0.22:1 was computed in the notch region;  was negligible. It is
noted that while some biaxiality is achieved through this design, the stress state
does not accurately represent that expected from an ultrathin COPV liner. The
validity of such simplified, “uniaxial” specimens for assessing ultrathin, COPV-
liner behavior remains the topic of ongoing studies.
After machining, specimens were either electropolished or chemically milled.
During each treatment, specimen dimensions were incrementally measured us-
ing optical microscopy to ensure that the final, minimum thickness in the gauge
region was 400 m(10 m). An electropolishing treatment was considered as
the baseline treatment in this study. The treatment involved submerging each
specimen in an electrolytic solution of 25% HNO3 and 75% CH3OH at a tem-
perature of -30C for  5:5 minutes and with 12.5 V applied. The macroscopic
appearance of the specimens after electropolishing was bright and shiny com-
pared to the chemically milled specimens (see Fig. B.3 in B.0.2 of the Appendix).
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The chemical milling treatment used in this study was similar to that used by
the Jet Propulsion Laboratory of the National Aeronautics and Space Adminis-
tration (NASA) for reducing thickness of aluminum liners to achieve ultralight,
COPV, propellant tanks [97]. Each specimen was submerged in a caustic, alka-
line solution of 1 gNaOHper 100mL ofwater (etchant 2 listed in Table 3 of refer-
ence [103]) at a temperature of 55C for a total submersion time of  30minutes.
Specimens were desmutted in an aqueous deoxidizing solution of 5% HF and
45% HNO3. The macroscopic appearance of the chemically milled specimens
was dull and light grey in color compared to the electropolished specimens.
2.2.2 Surface Topography Measurements
Prior to fatigue testing, surface topography of each specimenwas quantitatively
assessed using a topographical scanning electron microscopy (SEM) technique
[104, 105, 106]. The technique is based on stereology and, in this case, utilizes
backscattered-electron detection signals from a four-way divided detector to
map the 3-D surface topography of an object. The SEM micrographs for the
topography measurements were taken using a Hitachi S-3700N SEM. For all
specimens, the SEM micrographs were collected in the center of the notch re-
gion at a working distance of 10.0 mm, an accelerating voltage of 20.0 keV, and
a magnification of 500x, resulting in a 200 x 250 m2 scanned region for each
specimen. Surface measurements were calibrated using a slanted aluminum
calibration sample with a surface of known slope that was imaged using the
aforementioned parameters.
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2.2.3 Fatigue Testing and Fractography
A preliminary set of monotonic-load tests was conducted using digital-image
correlation to determine the peak-applied load levels required to achieve par-
ticular strain levels in the gauge region of the specimens (see also section B in
the Appendix). Figure 2.4 shows an example of field data measured at a partic-
ular applied-load level. From the digital-image correlation tests, applied-load
levels that resulted in maximum-principal notch strains, zz, of 1.0%, 1.6%, and
2.0% were selected for the peak-applied load levels in the fatigue tests. These
strain levels were selected because they represent potential hoop strains in thin
COPV liners during autofrettage and/or maximum expected operation pres-
sures. The corresponding applied-load levels normalized by the load at which
notch yielding occurred2, Pmax=Pyield, were determined to be 1.25, 1.47, and 1.64,
respectively. In other words, the peak-applied loads selected for fatigue testing
were 25%, 47%, or 64% above the load that caused yielding in the notch region.
All specimens were tested in air in load control at constant amplitude (R=0.1)
until failure using a servohydraulic load frame. Additional details are provided
in B.0.3 of the Appendix. Thirteen specimens were tested in total, two at each
combination of applied-load level and surface treatment. An additional chem-
ically milled specimen was tested at the highest applied-load level based on
the percent difference of fatigue life observed between the first two chemically
milled specimens at that load level.
Following fatigue failure, four specimens were selected (one for each type of
2Pyield is defined as the load at which averaged zz (based on digital-image correlation data)
in a 1x1 mm2 region centered in the shallow notch is equal to the 0.2% offset yield strain that
was determined from standardized tensile tests [99] of the cylinder material.
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Figure 2.4: Maximum-principal strain data, zz, (left) and out-of-plane dis-
placement data, d, (right) measured using digital-image corre-
lation. Results are shown with Pmax=Pyield=1.47 uniaxial tension
applied.
surface treatment from the highest and lowest peak-applied loads) for detailed
fractographic analysis using a Zeiss EVO 60 SEM. High-magnification micro-
graphs were taken along the entire area of the failure surface of each specimen.
Crack initiation sites were identified by the appearance of river-like patterns
and, in some cases, fatigue striations approximately perpendicular to the direc-
tion of crack growth.
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2.3 Results
2.3.1 Surface Topography
The electropolishing and chemical-milling treatments resulted in notably differ-
ent surface topographies. Note from Fig. 2.5(b) that the pits formed by exposure
to the caustic NaOH solution are widespread and somewhat hemi-spherical
with relatively smooth edges as compared to typical corrosion pits caused by
exposure to lower-pH, chloride-bearing solutions (e.g. see [90, 91, 98]). Depend-
ing on the difference in potential between constituent particles and the matrix
in aluminum alloys, exposure to neutral or slightly acidic chloride-bearing en-
vironments tends to cause localized pitting at the constituent particles or their
peripheries [107]; whereas, exposure to alkaline environments tends to cause
generalized corrosion over the entire surface due to a breakdown of the unsta-
ble passive film on the specimen surface during exposure [108, 109]. For a given
exposure time, alkaline solutions tend to be much more aggressive than lower-
pH solutions [98, 108, 109], leading to the widespread attack and consequential
surface roughness evident in Fig. 2.5(b). On the other hand, the electropolished
surface shown in Fig. 2.5(a) has a much smoother topography due to anodic
leveling [110].
There are several ways to quantify the difference in surface texture or topogra-
phy [111, 112]. An example is the parameter S dr (defined in [113]), which is the
ratio of “developed” surface area (i.e. three-dimensional surface area, S 3, less
the two-dimensional scanned area, S 2) to the two-dimensional scanned area,
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Figure 2.5: Surface topographies and corresponding contour maps of sur-
face height: (a) electropolished surface; (b) chemically milled
surface. Dimensions in m.
S 2:
S dr = (S 3   S 2)=S 2: (2.1)
Average values of S dr along with average surface roughness values, Ra, for the
two surface treatments are provided in Table 2.2.
Table 2.2: Average topographical surface parameters.
Surface Treatment Ra S dr
Electropolished 0.78 m 0.008
Chemically Milled 2.37 m 0.094
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In addition to homogenized measures of surface topography, individual pit
morphologies were examined in detail using the SEM-based topography maps.
Four samples (two from each surface treatment) were selected for the detailed
characterization. Characterizing corrosion pits in the chemically milled samples
was non-trivial in the cases where multiple pits coalesced or where smaller, sub-
pits formed within larger pits. To facilitate systematic characterization of pits,
pit depth was defined as the difference between the minimum point within
a pit and the average of two local-maximum points extracted from a two-
dimensional profile intersecting the minimum point of the pit. Measurements
of individual-pit parameters (depth and diameter) were made, and the mea-
surements were used to generate projected distributions of pit depth and aspect
ratio expected in a 1x1 mm2 region of material after either surface treatment,
shown in Fig. 2.6. For a given surface area, chemical milling compared to elec-
tropolishing results in a 738% increase in the number of pits and an increase in
average pit depth from 1.87 m to 4.23 m with a significantly larger standard
deviation; however, the values of pit aspect ratios are similar among chemically
milled and electropolished specimens.
2.3.2 Fatigue Life
Results from the fatigue tests are presented in Fig. 2.7. At each of the three
applied-load levels, the average fatigue life of the chemically milled specimens
was reduced by approximately 50% compared to that of the electropolished
specimens. Results from Student’s t-tests at each applied-load level indicate
that the difference in mean fatigue life between chemically milled and elec-
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tropolished specimens is statistically significant for a confidence interval of 95%.
Moreover, a two-way analysis of variance performed using the R programming
language [114] for the entire data set shown in Fig. 2.7 indicates that there is a
statistically significant effect (p < 0:001) of surface treatment on fatigue life.
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Figure 2.7: Normalized peak-applied load, Pmax=Pyield, versus fatigue life
for tests performed at R=0.1. The right vertical axis shows the
estimated maximum-principal-notch strain, zz;est, correspond-
ing to each peak-applied-load level as determined from the
digital-image correlation tests. Note that no error bars are plot-
ted, as Pyield varied by less than 1% among the preliminary
digital-image correlation tests.
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2.3.3 Fractography
Crack-initiation sites were characterized for four samples, one for each type of
surface treatment at the highest and lowest peak-applied load levels. For the
15.2 mm2 of total fracture-surface area that was imaged at high magnification, a
total of 273 crack-initiation sites were observed and cataloged. Somewhat sur-
prisingly, as shown in Table 2.3, there does not appear to be an obvious trend in
the number of observed crack-initiation sites with surface treatment or applied-
load level. As discussed in section 2.4, this observation could indicate that, for
the high-strain ranges considered, reduction in fatigue life is not necessarily at-
tributed to an increased number of crack-initiation sites, but could instead be
attributed to shorter initiation lives for individual crack-initation sites.
Table 2.3: Number of observed crack-initiation sites per mm2 (total num-
ber).
Surface Treatment Pmax=Pyield=1.25 Pmax=Pyield=1.64
Electropolished 17 (66) 21 (78)
Chemically Milled 18 (69) 16 (60)
Three distinct crack-initiating features are evident upon observation of the 273
initiations sites: (1) pit, (2) flat facet, and (3) subsurface feature (typically a
void, occasionally containing remnants of possible constituent particles). Mi-
crographs exhibiting the various characteristics of the observed crack-initiation
sites are presented in Fig. 2.8. A histogram of the observed initiation features
is shown in Fig. 2.9. Note that the majority of crack-initiation sites exhibit one
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or both of the first two features listed above (i.e. pit and/or flat facet). For all
crack-initiation sites with associated pits, the apparent depth and diameter of
the primary initiating pit was measured. Histograms showing the distribution
of crack-initiating-pit aspect ratios and depths are shown in Figs. 2.10 and 2.11,
respectively, where the data are segmented into pit-only crack initiation and pit-
and-facet crack initiation.
To elucidate the cause of the flat facets that are apparent at many crack-initiation
sites, a technique was used that combines SEM-based stereology and electron-
backscatter diffraction (EBSD) [115, 116, 117], whereby facet normals are de-
termined first in the sample reference coordinates and are subsequently trans-
formed into the crystal coordinates using the rotation matrix, g. The method
involves capturing SEM images of each facet at two different global tilt angles
and determining the spatial coordinates of three fiducial points on the facet sur-
face [118]. Two vectors are then formed using the spatial coordinates of the three
points, and the cross product of the two vectors yields the facet normal, nˆ, in the
sample reference frame. Euler angles are determined from EBSD data collected
on a polished surface immediately adjacent to the facet. Finally, the facet normal
in the crystal coordinate system, nˆ0, is determined by the transformation:
nˆ0 = g(1;; 2)  nˆ; (2.2)
where 1;; 2 are the Euler angles of the grain containing the facet. Ro et al.
[119] found the uncertainty of facet crystallography using this methodology to
range from less than 3 to 5 depending on several factors.
The current implementation of this method was validated by using models of
“grains” with inclined facets of known normal vectors (in both the reference and
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crystal coordinate systems). Once the implementation was validated, thirteen
facets near crack-initiation sites were analyzed on an electropolished specimen.
Figure 2.12 shows an example of one facet that was analyzed using the tech-
nique described above. All of the facet normals that were analyzed on the elec-
tropolished specimen were oriented between 38 and 54 from the loading axis,
with an average orientation of 46. Additionally, all of the facet normals were
within 5 of h111i poles. Nine additional facets were analyzed on a chemically
milled specimen; although EBSD data could not be collected on the adjacent
surface due to poor surface quality, the facet normals were nonetheless deter-
mined in the sample reference frame using only SEM stereology. For all nine
facets that were analyzed on the chemically milled specimen, the orientation of
normals with respect to the loading axis ranged from 39 to 55, with an average
orientation of 48.
2.4 Discussion
The observed 50% decrease in fatigue lives among the chemically milled spec-
imens can likely be attributed to local, pit-induced, stress concentrations that
cause early initiation of fatigue cracks. This explanation is supported by
others who have found that reduced fatigue lives among specimens with
mechanically-induced surface roughness [73, 74, 80] or with surfaces pre-
corroded in chloride-bearing solutions [83, 90, 93] are caused by reduction in
the initiation portion of life. As suggested by Shahzad et al. [86] and Sankaran
et al. [84] the observed early initiation in acidic-pre-corroded specimens is due
to the increased local stress concentration at corrosion pits. This explanation is
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also supported by finite-element analyses, where stresses were computed us-
ing the measured surface topography of pre-corroded aluminum 5059 [85]. The
finite-element results showed local stress concentrations within the pits of the
pre-corroded surface, which, in some cases, could be sufficient to cause micro-
cracking. Burns et al. [87] also found from finite-element analyses that driving
forces caused by the macro- and micro-topography of exfoliation-corrosion pits
promoted crack formation in aluminum 7075-T651 pre-corroded in acidic solu-
tion.
The argument for early crack initiation in chemically milled specimens is also
supported by the observed number of crack-initiation sites (see Table 2.3). Based
on detailed observations of the failure surfaces, it appears that chemical milling
does not result in significantly more crack-initiation sites than electropolish-
ing for the Al-Mg-Si alloy cycled at comparable load levels above macroscopic
yield. This implies that given the same number of crack-initiation “opportu-
nities”, and given that surface condition does not significantly affect subsur-
face propagation [73, 74, 80, 83, 90, 93], then the reduced fatigue lives among
chemically milled specimens must be attributed to reduced crack-initiation life.
For example, there is a similar distribution of locations available for preferred-
crystallographic crack initiation in both the chemically milled and electropol-
ished specimens, because the chemical milling does not change the distribution
of grain orientations for a sample; however, the existence of a stress concentra-
tion due to a corrosion pit in the neighborhood of a preferred crystallographic
orientation drives the initiation event to occur earlier in the fatigue life of the
chemically milled specimen. The observed 50% fatigue-life reduction suggests
that, even in the high-strain, low-cycle-fatigue regime considered in this work,
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crack initiation accounts for a considerable portion of total life in the smooth,
electropolished specimens.
Among the observed crack-initiation features (see Figs. 2.8 and 2.9), the ma-
jority of crack-initiation sites in the chemically milled specimens exhibit either
a pit or a combination of a pit and a flat facet; whereas, the majority of crack-
initiation sites in the electropolished specimens exhibit flat-faceted features only.
Results from SEM-based stereology coupled with EBSD data for faceted crack-
initiation sites on an electropolished specimen indicate that the flat facets corre-
spond to f111g-slip planes, or stage-I cracking [120]. Similar flat facets, oriented
between 39 and 55 from the loading axis, are evident on chemically milled
specimens. Recent work by Takahashi et al. [121] shows very similar f111g-
related flat facets occurring at initiation sites in polished specimens of the same
aluminum alloy (6061-T6) but in the high-cycle-fatigue regime. Similar to the
current work, the flat facets observed in [121] occur nearly exclusively at the
specimen surface because, as the authors suggest, the resistance to crystallo-
graphic slip is higher in the bulk of the material due to increased constraint
from surrounding grains. Lamark et al. [75] also found that for polished alu-
minum 6061-T6 specimens under variable-amplitude loading (in both the high-
and low-cycle fatigue regimes), the dominant crack-initiation mechanism was
slip-plane cracking, manifested by smooth facets inclined at 45 to the tensile
loading axis.
The histograms in Figs. 2.10 and 2.11 represent the observations of all pit-
related, crack-initiation sites among the chemically milled and electropolished
specimens included in the fractographic study. The correlation between pit
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depth and crack initiation is more evident than that between pit aspect ratio and
crack initiation. As illustrated in Fig. 2.11, for pit depths less than 8 m, the
majority of crack-initiation sites involve the additional mechanism associated
with flat facets (i.e. crystallographic slip). However, for pit depths greater than
8 m, pits are, more frequently, sufficient to initiate cracks independently of the
crystallographic-slip mechanism associated with flat facets. The distributions in
Fig. 2.11 clearly show that as the pit depth increases, the mechanism of crack
initiation changes from predominantly crystallographic slip to predominantly
pit-induced-stress concentration, though the two often act in combination.
Lamark et al. [75] observed similar “competing” crack-initiation mechanisms
in specimens of the same alloy (aluminum 6061-T6) with smooth and mechan-
ically roughened surfaces. They found that the smooth specimens exhibited
stage-I slip-plane crack initiation; whereas, the specimens with rough surfaces
exhibited stage-II initiation influenced by tiny grooves on the surface caused by
grinding. Presumably, the tiny grooves act as stress concentrations. In the study,
there were a few instances where smooth facets similar to those observed on the
failure surfaces of the smooth specimens were also observed on the failure sur-
faces of the rough specimens. Additionally, they found that under low-cycle
fatigue conditions, the average fatigue life of the rough specimens was reduced
from 9629 to 5172 cycles, which is very similar to the percent reduction in fa-
tigue life due to chemical milling observed in this study. Given the similarities
in observed crack-initiation mechanisms and reduction in fatigue lives between
the current study and the study by Lamark et al. [75] it is reasonable to suggest
that the effect of mechanically induced surface roughness is similar to the effect
of chemical milling on fatigue behavior of the Al-Mg-Si alloy.
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Based on the above discussion, the findings herein strongly suggest that a
greater number of cycles is required to initiate a crack in the absence of a stress
concentration induced by a pit, in which case initiation occurs solely by f111g
slip-plane cracking. In the presence of a sufficiently large pit, the resulting lo-
cal stress concentration can cause early initiation either independently of or
in conjunction with crystallographic slip. This finding is consistent with two-
parameter life models. For example, Hochhalter et al. [122] recently showed
through detailed, microstructural, finite-element analyses that fatigue-crack nu-
cleation from second-phase particles in aluminum-alloy 7075-T651 depended
on both maximum-tangential stress and slip-based damage accumulation near
second-phase particles; they found that as the local maximum-tangential stress
increased, both the crack-nucleation life and the amount of critical, slip-based-
damage accumulation decreased. This is analagous to findings in this work,
where the driving stress herein appears to be derived from corrosion pits. A
schematic of this idea, adopted from [122], is shown in Fig. 2.13. Although
the findings from this work support this hypothesis, further investigation is
required to quantify the relationship among critical slip-based damage, local-
stress concentration, and crack-initiation life.
While the results presented in Fig. 2.7 are not intended to serve as a fatigue-life
prediction tool for full-scale, ultrathin, COPV liners, the finding that chemical
milling causes a notable reduction in low-cycle fatigue life due to early onset of
crack initiation can be an important consideration in the design of COPV liners.
This is particularly true in the case of commercially used COPVs, which tend
to have service lives on the order of those shown in Fig. 2.7. COPVs used by
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NASA for space-flight applications, on the other hand, typically have limited
service lives on the order of hundreds of cycles or fewer [123].
2.5 Conclusions
A study was conducted to determine the effects of a chemical milling process on
the low-cycle-fatigue behavior of an Al-Mg-Si alloy used for ultrathin, metallic
liners in composite-overwrapped pressure vessels (COPVs). Comparisons of
fatigue life and crack-initiation mechanisms were made among specimens that
were either electropolished or chemicallymilled in an alkaline solution (NaOH).
From the study, the following conclusions are made:
 At each of three applied-load levels above macroscopic yield, average fa-
tigue life of chemically milled specimens is approximately half that of elec-
tropolished specimens.
 The fatigue-life reduction of the chemically milled specimens is not at-
tributed to an increased number of sites for crack initiation; rather, the
reduction is more likely due to early onset of crack initiation for a similar
number of crack-initiation sites compared to electropolished specimens.
 The majority of crack-initiation sites for the electropolished specimens are
associated with flat facets that are quantitatively determined to be f111g-
slip planes; the majority of crack-initiation sites for the chemically milled
specimens are associated with either a pit or a combination of a pit and a
flat facet similar to those observed in the electropolished specimens.
 Among all pit-associated crack-initiation sites observed in both electropol-
ished and chemically milled specimens, flat facets indicative of crystallo-
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graphic slip typically accompany pits if pit depths are less than a certain
threshold (8 m in this study); whereas, pits with depths greater than the
threshold are, more frequently, sufficient to initiate cracks independently
of the slip-based mechanism associated with the flat facets. This could in-
dicate a transition in the crack initiation mechanism (crystallographic slip,
pit-induced-stress concentration, or some combination thereof) depending
on the severity of local stresses induced by pitting.
 By following chemical milling (or replacing it altogether) with a treat-
ment that reduces surface roughness (e.g. electropolishing), and thereby
decreases pit depths on the surface, improved fatigue lives are expected
for Al-Mg-Si structures, including ultrathin COPV liners.
77
primary pit 
river pattern 
ductile failure surface 
(a)
primary pit flat facet 
ductile failure surface 
sub-pits 
(b)
flat facets near multiple 
initiation sites 
(c)
ductile failure 
surface fatigue 
striations 
flat facet 
shallow pit 
(d)
subsurface feature 
river pattern 
(e)
subsurface feature 
(f)
Figure 2.8: Scanning-electron micrographs depicting the range of crack-
initiation characteristics (pits, facets, and subsurface features)
in chemically milled specimens (a,b,e) and electropolished
specimens (c,d,f) observed in the current study.
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Figure 2.12: (a) Inverse-pole-figure maps adjacent to crack-initiation sites
exhibiting flat facets; maps show raw data and are plotted
with respect to the [100] direction, which is parallel to the
loading (z) direction. The facet indicated by the black arrow
is shown in the micrograph in (b). (b) Micrograph used in the
SEM-based stereology technique to determine the facet nor-
mal. The technique involves imaging the facet at two distinct
tilt angles about the tilt axis shown. Triangles indicate small
features on the facet surface used for calculating the facet nor-
mal. The facet shown was found to have a normal oriented
50.7 from the loading axis and 3 from the [1¯1¯1] direction.
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1local 
1local 
cr 
D
 Dcr 
Ninitiation 
Figure 2.13: Modified schematic adopted from [122]. The current work
suggests that as pit-induced driving stress, local, increases,
the critical slip-based damage, D, and crack-initiation life,
Ninitiation, decrease.
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CHAPTER 3
THREE-DIMENSIONAL EXPERIMENTAL CHARACTERIZATION OF
MICROSTRUCTURALLY SMALL FATIGUE-CRACK EVOLUTION IN AN
AL-MG-SI ALLOY
3.1 Introduction
Over the past several decades, researchers have placed considerable empha-
sis on understanding mechanisms governing the evolution of microstructurally
small fatigue cracks (MSFCs), i.e. cracks with dimensions on the order of mi-
crostructural features of the material (e.g. grains) [124, 125]. To that end, many
techniques have been developed to observe and characterize the evolution of
MSFCs in polycrystalline materials. The reader is referred to a review article by
Chan [126] and a book by Krupp [127] describing efforts to characterize MSFC
initiation and propagation.
The majority of MSFC-characterization techniques involve 2D measurements
(i.e. observations made on the free surfaces of fatigue specimens), which have
been well documented throughout the literature [128, 129, 130]. With advances
in automated acquisition of high-resolution electron-backscattered diffraction
(EBSD) data, many studies over the past decade have coupled imaging tech-
niques with EBSD to study MSFC evolution relative to crystallographic orien-
tation [129, 131, 132]. However, complex crack-surface morphology, underlying
3-D crystallography, and variability in local propagation rates cannot be de-
scribed sufficiently using just free-surface measurements, which provide only
trace-related information (e.g. lines created from the intersection of a 3-D crack
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surface with the viewing surface). In order to understand and eventually pre-
dict the evolution of MSFCs, e.g. using high-fidelity numerical models [133],
there is a need for quantitative characterization methods that extend beyond
free-surface observations. Some such methods are described in the following
two subsections.
3.1.1 Fractography-based MSFC Characterization Techniques
Many researchers have used fractography techniques to gain information from
exposed fatigue-crack surfaces, resulting in pseudo 3-D characterization meth-
ods. For example, rather than relying on 2D-trace analyses to determine possible
crystallographic planes on which MSFCs evolve, some have used fractography
with diffraction-based methods to determine quantitatively the precise crystal-
lography of individual facets on fatigue-crack surfaces [5, 115, 116, 117, 119, 134,
135, 136].
Methods for measuring facet crystallography on fatigue-crack surfaces can be
categorized as direct or indirect. Direct methods involve collecting diffrac-
tion data directly from the facet on the fatigue-crack surface, e.g. by elec-
tron beam [134] or X-ray [137]. This requires careful alignment of the facet
relative to the incident beam, and the specimen must be re-aligned for each
unique facet to be characterized. The measurement difficulty increases with
increasing fracture-surface roughness and damage (i.e. plastic deformation).
Indirect methods, on the other hand, rely on grain-orientation information
collected on a prepared surface adjacent to the faceted fatigue-crack surface
[5, 115, 116, 117, 119, 135, 136]. For the indirect methods, quantitative facet crys-
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tallography involves first determining the facet normal, nˆ, in the spatial refer-
ence frame using SEM-based stereology [118]. Subsequently, nˆ can be resolved
into the crystal normal, nˆ0, by the transformation:
nˆ0 = g(1;; 2)  nˆ; (3.1)
where g is the orientation matrix and 1;; 2 are the Euler angles of the grain
containing the facet. Use of indirect methods is generally limited to facets that
are adjacent to the specimen free surface, where grain-orientation data can be
collected. Obtaining facet crystallography for interior grains requires serial sec-
tioning, which is inherently destructive. While quantitative facet crystallogra-
phy provides important information regarding the crystallographic nature of
MSFC evolution, it does not, in practice, provide crystallographic information
at high resolutions over an entire fatigue-crack surface. Nor does it provide in-
formation pertaining to the rate of MSFC propagation.
Subsurface crack-growth rates can be measured in a retroactive manner using
a technique known as marker banding [87, 90, 138, 139, 140, 141], whereby a
loading spectrum is designed to imprint unique patterns on the fatigue-crack
surface that demarcate the crack-front shape at programmed cycle intervals.
Following failure, crack-front profiles (marker bands) are identified using frac-
tography. This information can then be used to quantify rates of crack prop-
agation below the free surface. Although marker banding has typically been
used for self-similar, long-crack growth, recent studies [140, 90, 87, 141] have
used marker banding to characterize crack propagation near crack-initiation
sites (within 20 m) in an aluminum alloy. Traditional marker-band analyses
[87, 90, 138, 139, 140, 141] do not account for the true 3-D nature of crack prop-
agation since 2D projections of the marker bands are used to calculate crack-
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growth rates.
Though quantitative facet crystallography and marker-band analyses provide
much more information than the free-surface observations described earlier,
these methods do not, in their usual implementation, describe completely the
3-D evolution of MSFCs within their local microstructural environments.
3.1.2 3-D MSFC Characterization Techniques
Over the past decade, advances in synchrotron radiation techniques have en-
abled non-destructive, high-resolution, 3-D characterization of MSFCs in a
number of different polycrystalline alloys. Work by Ludwig et al. [142] rep-
resents one of the early efforts to image the 3-D morphology of an MSFC within
a polycrystalline volume using X-ray tomography at the European Synchrotron
Radiation Facility (ESRF). In that work, grain boundaries in an aluminum al-
loy were decorated using liquid gallium such that the morphology of individ-
ual grains in the crack-containing volume could be observed (a similar ap-
proach was later used in [143, 144]). Additionally in [142], EBSD measure-
ments were made to obtain information regarding crystallographic orientations
on specific planes of the material. Since that time, there have been a number
of efforts to characterize the morphological evolution of MSFCs using inter-
rupted X-ray tomographic imaging (often deemed “in-situ” characterization)
[143, 145, 146, 147].
By combining high-resolution X-ray tomography with 3-D X-ray diffraction mi-
croscopy (or diffraction contrast tomography [148]), a number of researchers
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have gained unprecedented insight into the interaction between 3-DMSFCmor-
phology and local 3-D crystallography (which includes grain morphologies and
orientations). For example, King et al. [149] used diffraction contrast tomogra-
phy followed by interrupted X-ray tomography at the ESRF to study intergran-
ular stress corrosion cracking in austenitic stainless steel. More recently, King et
al. [150] and Herbig et al. [151] used the same techniques at the ESRF to study
3-D propagation of MSFCs from focused-ion-beam starter cracks in magnesium
and titanium alloys, respectively. The reader is referred to a recent review article
by Withers and Preuss [152] for a more complete description of studies involv-
ing X-ray tomography, with or without X-ray diffraction methods, to character-
ize MSFC evolution.
3.1.3 Scope of Current Work
The purpose of this chapter is to describe a methodology to characterize the
3-D morphological evolution and underlying crystallography of naturally nu-
cleated MSFCs using a combination of “post-mortem” (i.e. after failure) obser-
vations, including quantitative fractography, X-ray computed tomography, and
near-field high-energy X-ray diffraction microscopy (HEDM). The method de-
scribed herein serves as an alternative to in-situ characterization techniques (i.e.
3-D X-ray diffraction with interrupted X-ray tomography) and has fewer restric-
tions in terms of size and geometry of fatigue specimen, frequency of loading,
and duration of mechanical testing (e.g. due to beam-time allocations).
The method is described by its application to an Al-Mg-Si alloy extracted from
an engineered structure. The structure of interest is the liner component of a
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composite-overwrapped pressure vessel (COPV). COPVs are used extensively
to transport and store pressurized fluids in both commercial and space-flight ap-
plications [153, 154]. They typically comprise a metallic liner overwrapped by
a light-weight composite material. Recent focus has been placed on “ultrathin”
(e.g. wall thickness 0.15-0.75 mm) COPV liners [5, 97], in which the number
of grains through the thickness varies from tens of grains to just several grains.
Hence, the majority of through-thickness crack evolution in an ultrathin COPV
liner is likely to occur within the MSFC regime.
Section 3.2 describes the experimental and post-processing methods that en-
able post-mortem quantification of the 3-D rate of propagation and underlying
crystallography for a naturally nucleated MSFC. Section 3.3 is divided into two
subsections: one that provides a general discussion of the post-mortem MSFC-
characterization method and its salient features followed by a second, more
pointed discussion of results from the Al-Mg-Si specimen. Finally, conclusions
are provided in section 3.4.
3.2 Experimental Method
The material used in the study is an Al-Mg-Si alloy (Table 2.1) received in the
form of a cylindrical COPV liner with a wall thickness of 2.3 mm. EBSD data
collected at several locations reveal significant microstructural variation along
the length of the liner, as shown in Fig. 3.1. Manufacturing details of the liner
are provided in 2.2.
The fatigue-specimen geometry shown in Fig. 2.3 was used in the present study.
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Figure 3.1: As-received COPV liner showing approximate dimensions and
microstructural variation along length of cylindrical region. A
cylindrical coordinate system is used as reference: z, longitudi-
nal; , radial; , circumferential.
The specimen was extracted from the cylindrical region near the port-end of the
liner using wire EDM. The average grain size in that region of the liner is on
the order of 100 m. After machining, the specimen was chemically milled1
and subsequently electropolished to a final gauge-region thickness of 400 m,
removing any damage left by the wire EDM process. EBSD measurements
were made on the shallow-notched surface in a 1 mm-high band spanning the
thinnest region, where crack nucleation was expected.
1The chemical milling procedure and its effect on fatigue-crack initiation and total life are
detailed in Chapter 2.
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3.2.1 Fatigue Testing
The fatigue specimen was cycled in lab air under load control using a load-
ing spectrum designed to generate marker bands on the fatigue-crack surface.
The loading spectrum is similar to that used in [141] for an Al-Zn-Mg-Cu alloy.
Constant-amplitude loading was applied in the z direction with a loading ratio,
R, of 0.5 and a frequency of 10Hz. Amaximum load, Pmax, of 1.0 kNwas applied,
resulting in a maximum-principal notch strain around 1.0% (based on previ-
ous digital image correlation measurements [5]). Constant-amplitude baseline
loading was interrupted every 10,000 cycles by groups of 25-cycle load blocks
that alternated between R = 0:1 and R = 0:5, while Pmax remained constant. A
schematic of the loading spectrum is provided in Fig. 3.2, where the constant-
amplitude baseline loading is shown in black and the marker-load blocks are
shown in gray. The marker-load blocks served to demarcate the crack front ev-
ery 10,000 cycles by imprinting either eight, six, or four marker bands, as shown
in the micrographs of Fig. 3.2. In [141], the effect of interrupting baseline load-
ing with cycles that had a lower R value but maintained the same Pmax was
determined to be inconsequential compared to the overall crack growth due to
baseline loading. This is presumed to be true in the current example as well,
especially considering that the marking cycles account for just 2.0% to 3.8% of
the total number of loading cycles applied during any given interval.
Themarker-banding technique was supplemented by periodically (typically ev-
ery 50,000 cycles) interrupting the fatigue test, carefully bracing then removing
the specimen from the load frame, and imaging the specimen using SEM. Do-
ing so provided images of the surface-crack trace at known cycle counts, which
were later used to register marker bands on the fatigue-crack surface.
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Figure 3.2: Fatigue loading spectrum (repeated until failure) and corre-
sponding marker bands produced on fatigue-crack surface.
a) Black blocks represent baseline loading at R = 0:5; gray
blocks represent marker-band loading. A detailed view of each
marker-band loading pattern is shown above each correspond-
ing gray block. b) Eight, six, and four marker bands shown
under high magnification.
Following fatigue failure, wire EDM was used to machine a 1-mm-wide strip
from each half of the broken specimen (see Fig. 3.3). The strips were centered
about the dominant crack-nucleation site, which was clearly identified by the
appearance of river-like features emanating from the site on the fatigue-crack
surface. The 1-mm-wide strips were extracted from the larger fatigue specimen
to ensure that an entire volume containing the fatigue-crack surfaces could be
92
characterized using synchrotron radiation, which is described in a later subsec-
tion.
z 
Ë 
z 
! 
0.8 mm 
1.0 
mm 
0.5 
mm 
crack 
surfaces 
Figure 3.3: Schematic of broken fatigue specimen with dashed machin-
ing lines indicating 1 mm-wide strip containing the dominant
crack-nucleation site. The halves of the 1 mm-wide strip were
placed back-to-back for measurement using synchrotron radi-
ation. Upper-right inset shows volume of material adjacent
to crack surfaces characterized using X-ray tomography and
near-field HEDM.
Fractography and Marker-band Identification
Fractography and marker-band analyses were performed using SEM-based
imaging. The fractograph in Fig. 3.4 shows the periodic crack front profiles
distinguished by the identification of marker bands. The image below the frac-
tograph shows the trace of the crack on the notch surface that had been imaged
at 250,000 load cycles, prior to failure; the crack trace is superimposed on a
pristine-condition inverse pole-figure map. The crack-trace image was used to
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register the cycle count of the corresponding marker band. In other words, the
outermost marker band (crack front) shown in the fractograph was known to
correspond to 250,000 load cycles since its intersection with the notch surface
corresponds to the crack tips in the crack-trace imaged at 250,000 load cycles.
Once the outermost marker band was registered, remaining marker bands were
identified in reverse chronological order until the first-detectable marker band
was identified nearest the crack-nucleation site.
Post-mortem X-ray Tomography and High-energy X-ray Diffraction Mi-
croscopy
Following SEM-based fractography andmarker-band identification, X-ray com-
puted tomography and near-field HEDMwere used to characterize the volume
of material adjacent to the exposed crack surfaces. Prior to measurement, the 1-
mm-wide strips were bonded back-to-back (see Fig. 3.3) such that both halves
could be measured simultaneously, which reduced the required beam time by
a factor of two. The measurements were performed at the Advanced Pho-
ton Source 1-ID beamline at Argonne National Laboratory. A monochromatic
beam with an energy of 50 keV was used for each measurement technique. The
bonded strips were mounted such that the z axis (loading axis) was perpendic-
ular to the incident X-ray beam.
For the X-ray tomography measurements, approximately 900 tomograms were
collected over a 180 rotation of the specimen. Filtered backprojection was used
to reconstruct each image in the stack of 2D images. The 2D images were then
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Figure 3.4: 2-D measurements in - and z- planes. Top: fractograph
with marker bands identified using post-mortem SEM-based
imaging. Bottom: crack trace at 250,000 load cycles shown
superimposed on pristine-condition inverse pole-figure map
(bottom). Crack tips in the crack-trace image correspond to the
intersection of outermost markerband with free surface, as de-
picted.
binarized using a thresholding macro written in the image processing software,
Image J (http://rsb.info.nih.gov/ij/). Reconstruction of the exposed fatigue-
crack surfaces proceeded directly from 3-D reconstruction of the stacked 2D im-
ages. Spatial resolution of the tomographic reconstruction was 1.47 m. The
fatigue-crack surfaces were meshed using triangular facets with edge dimen-
sions near the tomographic resolution. These triangular facets were later used
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Figure 3.5: Volumetric reconstructions from X-ray tomography (left) and
near-field HEDM (right). Grain orientations are depicted us-
ing inverse pole-figure maps plotted relative to the global load-
ing direction, z. Black arrows in all images indicate location of
crack nucleation.
to quantify crack-surface crystallography, described in the next subsection.
Near-field HEDM measurements were collected as follows. For a given cross
section of the specimen illuminated by the monochromatic X-ray beam, X-
ray diffraction spots were detected for grains satisfying the Bragg condition.
Diffraction spots were captured at 180 contiguous, 1-integration intervals as
the specimen rotated about the z axis. The specimen stage was then translated
vertically 6 m along the rotation axis, and a new set of diffraction images was
collected in the newly illuminated plane of the specimen. The process was re-
peated over the height of material to be measured (see measured volume in Fig.
3.3). In the near-field HEDM technique, individual diffraction spots are related
to the orientation, spatial position, and geometry of the diffracting grains, thus
enabling reconstruction of grain orientations and 3-D morphologies in a non-
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destructive manner. The spatial resolution in the current application was 2 m
in the - plane and 6 m in the z direction. The reader is referred to [155] and
[156] for complete descriptions of the near-field HEDM technique and forward-
modeling algorithm used to reconstruct the polycrystalline volume from raw
diffraction images.
Renderings of the 3-D reconstructions from post-mortem X-ray computed to-
mography and near-field HEDM measurements for the Al-Mg-Si specimen are
presented in Fig. 3.5. In the figure, the top half of the tomographic reconstruc-
tion is shown with slight transparency to enable visual comparison of the mat-
ing fracture surfaces. In total, 794 unique grains were reconstructed from the
near-field HEDMmeasurements.
3.2.2 Quantification of 3-D Fatigue-crack Propagation Rates
The first step in quantifying the 3-DMSFC-propagation rates was to digitize the
marker-band projections identified from SEM-based fractography (i.e. from Fig.
3.4). The digitized points were then carefully fit using splines to create com-
plete, continuous, crack-front projections in the - plane. As described next,
X-ray tomography-based data were incorporated to account for the 3-D crack-
surface morphology in the quantification of MSFC-propagation rates.
The following algorithm was implemented for calculating 3-D MSFC-
propagation rates along radial directions from the crack-nucleation site. First,
for a ray at a given angle  to the  axis (see Fig. 3.6), intersection points were
identified with each projected marker band. Next, the total path length traversed
between adjacent intersection points was calculated by taking into account the z
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dimension of the crack surface, which was ascertained from X-ray tomography
data. This total path length was taken as da. The number of loading cycles ap-
plied betweenmarker bands, dN, was known based on the programmed loading
spectrum. Thus, calculation of crack-propagation rate, da=dN, was trivial after
finding da. This procedure was repeated for 1000 values of  ranging from 0 to
180.
3.2.3 Quantification of Fatigue-crack Surface Crystallography
The first step involved in quantifying the crack-surface crystallography was to
rotate the data for one half of the specimen by 180 about the  axis (recall that
prior to making the measurements, one of the strips was rotated such that the
two halves could be placed back-to-back). Subsequently, landmarks through-
out the fracture surface were used to align the two halves. This alignment pro-
cedure resulted in updated spatial coordinates for both the X-ray tomography
and HEDM reconstructions. Additionally, the HEDM-derived Euler angles for
the rotated data were updated to account for the 180 rotation of the reference
frame about the  axis.
After the specimen halves were aligned, crystallographic information was as-
signed to every triangular facet in the crack-surface mesh derived from the X-
ray tomography reconstruction. The method invoked a range-tree search over
the HEDM data set that associated every triangular facet in the crack-surface
mesh with its “parent” grain from both the upper and lower halves of the spec-
imen. Based on a misorientation threshold of 15 between the parent grains,
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each triangular facet could then be identified as either intergranular or trans-
granular. In the latter case, the facet crystallography was quantified using a
method akin to the indirect methods described in subsection 3.1.1. That is, for
every triangular facet representing transgranular growth on the crack surface,
the facet normal, nˆ, was calculated using the spatial coordinates of the facet’s
vertices. Then, nˆ was resolved in the crystal reference frame to nˆ0 using equa-
tion 3.1 and the known Euler angles of the associated grain. In contrast to the
facet-crystallographymethods described in subsection 3.1.1, the current method
enables quantification of crack-surface crystallography over an entire, 3-D, frac-
ture surface at high resolutions and without having to section the specimen to
interrogate internal facets.
3.3 Results and Discussion
The following subsections provide a general discussion of the post-mortem, 3-D
MSFC-characterization method followed by a discussion of the specific results
obtained for the Al-Mg-Si specimen.
3.3.1 3-DMSFC Characterization Using Post-mortemMeasure-
ments
Compared to traditional projection-based marker-band analyses, which restrict
the measurement of crack-propagation rates to a planar projection of the crack
surface [87, 90, 138, 139, 140, 141], the method described herein incorporates
X-ray tomography measurements to account for the effect of 3-D crack-surface
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morphology on the rate of crack propagation. To quantify this effect, the two
measurement techniques were compared using the Al-Mg-Si fatigue specimen.
MSFC-propagation rates were determined using the algorithmdescribed in sub-
section 3.2.2, with and without incorporating the z dimension of the crack sur-
face from X-ray tomography. The results are presented in Fig. 3.7, which show
both the z-elevation deviation (dz) on the MSFC surface along with the percent
increase in MSFC-propagation rates by incorporating the z dimension. The in-
crease in MSFC-propagation rates by accounting for the 3-D morphology of the
crack surface was 11% on average, with multiple regions exceeding 100%. Com-
parisons between the two approaches along different sections of the crack sur-
face, O-A and O-B, are also presented in Fig. 3.8. As shown in the plot, the rates
of MSFC propagation along section O-B are similar whether the z dimension
is accounted for or not; whereas, the rates of propagation are underestimated
along O-A when the z dimension is not considered. This can be explained by
looking at the elevation views in Fig. 3.6, which show that crack growth is rel-
atively planar along O-B but quite tortuous along O-A. The quantitative com-
parison between the two methods highlights the importance of including 3-D
information in MSFC-propagation measurements, which will be especially nec-
essary for the development of high-fidelity models capable of predicting local
variability in complex MSFC evolution.
Compared to interrupted, “in-situ” X-ray tomographic imaging [146, 147, 150,
151], the post-mortem technique for quantifying MSFC-propagation rates pre-
sented herein yields qualitatively similar information, albeit by different ap-
proaches. In both the post-mortem and in-situ tomographic methods, the tem-
poral resolution of the crack-front mapping depends on the frequency at which
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Figure 3.7: Top: contour map of fatigue-crack surface depicting dz, the
deviation of local z-elevation from mean z-elevation on the
surface. Bottom: percent increase in fatigue-crack propaga-
tion rates by incorporating X-ray tomography-based measure-
ments versus using only SEM-based projection in the - plane.
Marker-band projections and sections O-A and O-B are indi-
cated for reference.
cyclic loading is interrupted. The accuracy with which MSFCs can be recon-
structed using in-situ X-ray tomography depends largely upon the following:
the quality of the attenuation contrast near the crack front, where the crack
opening is quite small; the resolution of the X-ray tomographic imaging; and
the image-processing algorithms used to distinguish cracked and uncracked re-
gions. In some cases, automated thresholding algorithms have been deemed
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Figure 3.8: Fatigue-crack propagation rate versus number of loading cy-
cles along sections O-A and O-B. Two different measurements
are compared: 1) by incorporating X-ray tomography data to
account for 3-D crack-surface morphology and 2) by using only
SEM-based projection in the - plane. Lines connecting the
data points are meant to help visualize the four sets of data
and should not be interpreted as crack-growth rates between
data points.
insufficient to map the shape of in-situ MSFCs. In [147] and [150], for ex-
ample, manual intervention was needed to trace the shape of the crack front
due to difficulties associated with automated crack-front detection using image-
processing algorithms. Because the post-mortemmethod described herein relies
on SEM-based imaging of the exposed crack surface to identify crack-front pro-
files, the spatial resolution is comparable to, if not better than, interrupted X-ray
tomography. However, it is noted that marker bands are not always distinguish-
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able in some regions on the crack surface. In that case, splines can be fit through
the identifiable crack-front locations. Regions where crack-front locations can-
not be identified unambiguously are expected to result in greater uncertainty in
their associated measurements.
To assess the accuracy with which post-mortem measurements can be used
to approximate pristine-condition grain orientations, quantitative comparisons
were made between post-mortem grain orientations from near-field HEDM
and pristine-condition grain orientations from EBSD. Although reconstructions
from near-field HEDM measurements yield a single orientation for each voxel
in the volume, a post-processing step was performed on the Al-Mg-Si speci-
men such that a single, average, grain orientation was assigned to all voxels
belonging to the same grain, which greatly reduced the overall complexity of
the final reconstruction. After this post-processing step, grain-by-grain com-
parisons were made between EBSD data collected on the notch surface prior
to loading (see pristine-condition inverse pole-figure map in Fig. 3.4) and the
post-mortem near-field HEDM reconstruction (see Fig. 3.5). Of all the compar-
isons between corresponding grains in the two data sets, the minimum, maxi-
mum, and average disorientations were 1.57, 4.17, and 3.07, respectively. For
the grain in which crack nucleation occurred, the disorientation between the
pristine-condition and post-mortem orientation measurements was 3.00. Con-
sidering that the maximum surface strain exceeded macroscopic yielding on
the free surface where the comparisons were made (based on previous digital-
image correlation measurements [5]), the relatively small disorientation values
suggest that the post-mortem measurements provide a reasonable approxima-
tion of the average grain orientations prior to mechanical loading. One possible
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reason for the similarity between the pristine-condition and post-mortem grain-
orientation measurements is that regions with enough permanent deformation
to cause weak scattering might not be indexed and thus do not contribute to the
average grain orientation measurement, as described in [91].
Overall, the method for characterizing 3-D MSFC evolution described herein
has a number of salient attributes and potential for future applications. The
method offers an alternative to using combined diffraction and interrupted X-
ray tomography techniques, as described in section 3.1.2. One of the salient fea-
tures compared to in-situ MSFC-evolution characterization is that fewer restric-
tions are placed on the loading conditions and geometry of the fatigue specimen
since all synchrotron-based measurements in the current method are “static”
and are performed on a subvolume of the original specimen upon completion
of the mechanical testing. Furthermore, in the event that long-duration fatigue
tests preclude the use of in-situ techniques due to limited beam-time allocation,
for example, the current method offers a viable alternative. Another notewor-
thy feature is that the current method enables, in a relatively straight-forward
manner, studies of natural fatigue-crack nucleation, thus obviating the need to
insert artificial starter cracks. The method also presents a potential approach to
performing detailed, comprehensive failure analyses of real structures.
3.3.2 Discussion of Results from Al-Mg-Si Specimen
The color contour map in Figure 3.6 depicts the 3-D MSFC-propagation rates
over the entire MSFC surface of the Al-Mg-Si specimen. Elevation views of the
crack surface for two different sections (O-A and O-B) are also shown on the
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right side of Fig. 3.6, along with a table indicating the number of load cycles
that correspond to discrete points along each crack path. The crack paths for
the two sections originate from the crack-nucleation site, labeled “O”. The el-
evation views along O-A and O-B provide snapshots of the variability in the
crack path at different locations on the crack surface. Section lines indicating
O-A and O-B are also shown in subsequent figures for reference.
A number of observations are made from Fig. 3.6 regarding the nucleation life
and 3-D rates of propagation for the MSFC in the Al-Mg-Si specimen. As evi-
denced in the figure, the fatigue crack nucleated between 0 and 170,000 loading
cycles, the latter corresponding to the earliest-distinguishable marker band on
the crack surface. Failure of the specimen occurred after 279,000 loading cycles.
Thus, fatigue-crack nucleation accounted for less than 61% of the total fatigue
life of the specimen. Following MSFC nucleation, the 3-D rate of MSFC propa-
gation through the specimen varied by two orders of magnitude; the minimum
and maximum propagation rates were 0.00035 m/cycle and 0.017 m/cycle,
respectively.
Regions of retardation and acceleration contributed to the significant variabil-
ity in MSFC-propagation rates both between and along individual crack fronts.
There were a number of instances where crack retardation at points during one
interval (i.e. at points along one crack front) were followed by crack acceleration
in the next interval. For example, as shown in Figs. 3.6 and 3.8, crack-growth
along O-A decelerated between 210,000 and 220,000 cycles; followed by accel-
erated growth until 230,000 cycles; then slow growth until 240,000 cycles; fol-
lowed by rapid growth until 250,000 cycles. The crack retardation along O-A
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between 230,000 and 240,000 cycles occurred near an inflection point in the el-
evation of the crack. This can also be observed in the elevation contour map
of Fig. 3.7, where the impediment occurred at the observed apex of the peak
in that region. The other instance of retardation along O-A (between 210,000
and 220,000 cycles) does not correspond to an inflection in the crack-surface el-
evation and appears to correlate with the intersection of a grain boundary, as
evidenced in Fig. 3.9.
This observed behavior of alternating retardation and acceleration has been de-
scribed elsewhere for different alloys [146, 157, 158]. Through simulation of sub-
surfaceMSFC evolution in different aluminum alloys, Cox andMorris [157, 158]
described this effect in terms of stress intensity factor, whereby a temporarily
pinned or arrested region along a crack front experiences an amplification of
the local stress intensity factor compared to its neighboring crack-front regions.
The amplified local-driving force results in a subsequent local acceleration dur-
ing the next interval of crack extension. Quantification of such local-driving
forces (whether stress-, strain-, slip-, or energy-based) requires numerical simu-
lation and is the topic of Chapter 4.
In the literature, crack nucleation and early propagation in aluminum alloys
have been shown to occur by a number of different mechanisms, depending
largely on the alloy, heat treatment, surface treatment, environment, and load-
ing conditions. For many aluminum alloys under certain conditions, crack nu-
cleation and early propagation have been associated with a f111g slip-based
mechanism identified as Stage I cracking [120, 121, 159, 160, 161]. Alternatively,
a number of studies have revealed non-slip-based mechanisms in aluminum al-
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loys, often with crack paths near parallel to f001g, f101g, or high-index planes
[117, 132, 135, 136, 162]. These non-slip-based observations have been attributed
to environmental hydrogen-assisted cracking.
The complex evolution of the crack-surface morphology and crystallography
for the Al-Mg-Si fatigue specimen are detailed in the maps shown in Fig. 3.9.
Crack-surface morphology is described in terms of z, the angle between the lo-
cal crack-surface normal and the global loading direction, z. In the lower map
describing crack-surface crystallography, black and colored regions correspond
to intergranular crack propagation (i.e. crack growth along grain boundaries)
and transgranular crack propagation, respectively. The colored regions repre-
sent the local crack-surface normal resolved in the crystallographic reference
frame. Marker-band projections and grain-boundary traces are superimposed
on each map for reference. As evidenced in Fig. 3.9, crack nucleation occurred
toward the center of a grain on a near-f001g crystallographic plane with the
crack-surface normal inclined 28 from the global loading direction. The ob-
served crack nucleation on a near-f001g plane rather than a f111g-slip plane
seems to be consistent with observations of environmental hydrogen-assisted
fatigue cracking [117, 132, 135, 136, 162]; though, the precise mechanism cannot
be substantiated from the current study.
Following crack nucleation, the 3-D MSFC-propagation behavior in the Al-Mg-
Si fatigue specimen was quite complex. As shown in Fig. 3.9, there are many
grains throughwhich the crack propagated onmultiple crystallographic planes,
including near-f001g, near-f101g, near-f111g, and, most frequently, high-index
planes. Additionally, there are regions where the crack propagated entirely
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along a grain boundary, and yet other regions where crack propagation oc-
curred both within a grain and along that grain’s boundary. In fact, 41.0% of the
entire crack surface depicted in Fig. 3.9 was intergranular (within the resolution
of the HEDM reconstruction), while 59.0% was transgranular. Of the transgran-
ular regions, approximately 25.6%, 23.0%, and 10.1% was near-parallel (within
20) to f001g, f101g, and f111g-slip planes, respectively. The remaining 41.3%
of transgranular crack surface formed along high-index planes. The intensity
map shown in Fig. 3.10 depicts the distribution of facet normals for all of the
transgranular surface area, plotted within the irreducible stereographic triangle
of crystal space. Though there is not an overwhelming preference of the crack to
grow along any particular set of crystallographic planes, Fig. 3.10 nonetheless
shows slight intensities of crack facets near-parallel to f001g and f101g planes,
with fewer crack facets near-parallel to f111g, which is consistent with observa-
tions from Fig. 3.9 and the quantities described above.
Of the entire crack surface shown in Fig. 3.9, 31.8% evolved approximately nor-
mal (within 20) to the global loading direction, which corresponds to dark-blue
regions in the colored map of z. Much of the crack path along section O-B, for
example, spanned multiple grains yet remained approximately normal to the
z direction. The elevation view of O-B in Fig. 3.6 depicts the relatively planar
growth normal to the z direction in this region between 170,000 and 240,000 load
cycles.
Inherently, features on the crack surface that have spatial dimensions below the
resolution of the tomographic reconstruction, e.g. nano-scale crystallographic
facets or steps, cannot be resolved using the current technique. This implies
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that the local crystallography and morphology described above represent val-
ues averaged over each triangular facet in the crack-surface mesh, which has
been discussed elsewhere by Herbig et al. [151]. Though it may not be possible
using the current measurements to assess the physics of crack evolution operat-
ing below this resolution limit, the quantitative results that have been obtained
for the Al-Mg-Si alloy will be very useful in grain-scale modeling efforts [133].
More detailed and quantitative analyses relating the 3-D rates of propagation
to the underlying microstructure are the topic of parallel studies by the authors
and will be detailed in forthcoming publications.
3.4 Conclusions
An experimental method along with post-processing techniques are presented
for quantitatively characterizing the 3-D evolution of naturally nucleated mi-
crostructurally small fatigue cracks (MSFCs) in an Al-Mg-Si alloy using a com-
bination of post-mortemmeasurements. A specially designed loading spectrum
periodically demarcates the shape of the crack-front on the fatigue-crack sur-
face. Following specimen failure, SEM-based quantitative fractography is com-
bined with X-ray tomographic reconstruction of the crack-surface morphology
to quantify 3-D rates of MSFC propagation. Reconstructions from post-mortem
high-energy X-ray diffraction microscopy (HEDM) enable quantification of
crack-surface crystallography. Based on results from the study, the follow-
ing conclusions are made regarding the post-mortem MSFC-characterization
method:
 Compared to fractography-based techniques that rely on SEM-based stere-
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ology (coupled with diffraction data) to quantify crystallography of in-
dividual facets on crack surfaces, the current method enables quantifica-
tion of crystallography over entire 3-D crack surfaces at high resolutions
(1.47 m resolution in the current application).
 Compared to fractography-based techniques that rely on planar projec-
tions of the crack surface to quantify subsurface crack-growth rates (e.g.
marker-band analyses using SEM-based imaging), the current method
provides a more complete and detailed description of local crack-growth
rates by accounting for the 3-D crack-surface morphology. Results from
the Al-Mg-Si specimen show that projection-based measurements under-
estimate MSFC-propagation rates and that, by accounting for the 3-D
crack-surface morphology, the increase in local MSFC-propagation rates
was 11% on average, with multiple regions on the crack surface exceeding
100%.
 Compared to “in-situ” methods that use interrupted X-ray tomographic
imaging to characterize crack morphology at discrete load-history in-
tervals, the post-mortem technique described herein offers a number of
salient benefits, including fewer restrictions on fatigue-specimen geome-
try, type and frequency of loading, and duration of mechanical testing.
Additionally, the post-mortem technique avoids issues related to resolving
the precise geometry of in-situ cracks having openings below the limits of
detectability.
To the author’s knowledge, application of the current method yielded unprece-
dented measurements of a 3-D MSFC in an aluminum alloy in terms of local,
3-D, rates of propagation combined with local crystallography (based on 3-D
grain morphologies and orientations).
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Figure 3.9: Top: grain-boundary intersections with crack surface and
marker-band projections superimposed in red. Middle: de-
tailed crack-surfacemorphologywith color contours represent-
ing z, the angle between local crack-surface normal and global
loading direction, z. Bottom: detailed crack-surface crystallog-
raphy with color contours representing local crack-surface nor-
mals resolved in crystal reference frame for transgranular crack
propagation; black regions correspond to intergranular crack
propagation.
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CHAPTER 4
THREE-DIMENSIONAL NUMERICAL MODELING OF
MICROSTRUCTURALLY SMALL FATIGUE-CRACK EVOLUTION IN AN
AL-MG-SI ALLOY
4.1 Introduction
Within the past decade, combined improvements in parallel computation, con-
stitutive models, and high-resolution materials characterization have enabled
high-fidelity modeling of material deformation and cracking across multiple
length scales [163, 164]. A common motivation for such modeling efforts is to
facilitate the development of advanced structural-prognosis/health-monitoring
systems and to enable materials design and optimization. A significant hin-
drance to achieving these objectives, however, is that most existing relation-
ships or “rules” for predicting fatigue-crack growth (e.g. based on Paris law)
are applicable in limited cases and only at a length scale where cracks are rela-
tively large compared to the underlying microstructure. Such relationships can-
not capture the evolution of a fatigue crack within the microstructurally small
regime, where the formation and early propagation of a fatigue crack can ac-
count for a significant portion of, and can contribute much scatter to, the total
fatigue life of structural components. While there has been some work to de-
velop relationships to predict crack propagation at the microstructural length
scale (e.g. based on cyclic crack-tip displacement [165, 166]), such relationships
are semi-empirical and remain largely untested, especially in 3D. Thus, there
remains a great need to discover and validate physics-based rules that gov-
ern fatigue-crack propagationwithin real materials at themicrostructural length
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scale. The reader is referred to McDowell [163] and McDowell and Dunne [164]
for a description of the current state of modeling in terms of multiscale plasticity
and microstructurally small fatigue crack (MSFC) formation, respectively.
Until recently, a lack of 3-D data at the grain scale for polycrystalline materi-
als has limited numerical models of MSFCs to: strictly 2-D replications (e.g.
[167]); 2-D replications extruded in the third dimension (e.g. [122, 129, 168,
169, 170]); synthetic or virtual microstructures, either in 2D (e.g. [171]) or 3D
(e.g. [172, 173]); or single-crystal replications (e.g. [174, 175]). Many researchers
have found that MSFC observations and computations made on the free sur-
face are not indicative of the subsurface behavior due to effects of both con-
straint and crystallography. For example, as described by both Cuitin˜o and Or-
tiz [174] and Flouriot et al. [175], the strain fields in single-crystal four-point-
bend and compact-tension specimens, respectively, were found to be highly
three-dimensional and dependent on the orientation of the single crystal; con-
sequently, fields on the free surface were not indicative of fields through the
thickness. Another important point to make here is that a trace observed on
the free surface (e.g. caused by a slip plane, grain boundary, or crack) is in-
sufficient to characterize uniquely the plane from which that trace is formed.
Thus, as mentioned in [164], there is a tremendous need for 3-D measurements
of MSFC evolution at the microstructural length scale to support and validate
MSFC modeling efforts, especially for the regime of MSFC propagation.
A particularly exciting development within the last decade in the area of 3-D
materials characterization is that of near-field high-energy X-ray diffraction mi-
croscopy (HEDM), a non-destructive synchrotron-based imaging technique that
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enables mapping of 3-D grain morphologies and orientations for relatively bulk
volumes of polycrystalline materials [91, 155, 156, 176, 177]. Work involving
near-field HEDM (or a similar technique called diffraction contrast tomography
[148]) to characterize MSFCs in polycrystalline alloys is described by King et al.
[149, 150], Herbig et al. [151], and in Chapter 3 of this work.
The objective of this chapter is to extend the work from Chapter 3 by gener-
ating 3-D finite-element (FE) models that explicitly represent the measured 3-
D microstructure (including grain morphologies and orientations) and MSFC
geometry at particular instances during the load history of the Al-Mg-Si spec-
imen described in Chapter 3. A concurrent multiscale model is created to link
the measured polycrystalline region with the macroscale specimen. Simulated
loading is applied, and fields are computed that could not otherwise be mea-
sured from the experiment (e.g. stress, strain, slip). To the author’s knowledge,
this is the first time that a naturally nucleated MSFC has been modeled numeri-
cally within a measured, 3-D microstructure (including grain morphologies and
orientations) for a polycrystalline material.
4.1.1 Review of Previous Work
Recall, in Chapter 3, a combination of 3-D measurement techniques was used
to quantitatively characterize MSFC evolution in a polycrystalline volume of an
Al-Mg-Si alloy. An existing approach known as marker banding was used to
imprint the shape of sequential crack fronts on a fatigue-crack surface at speci-
fied intervals during the loading history. Following specimen failure, the crack-
front profiles were identified using SEM-based fractography, which provided
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intervals of crack-growth rates on a projected 2-D plane of the crack surface. To
quantify MSFC propagation in a 3-D sense, the marker-band projections were
combined with a 3-D description of the fatigue-crack surface obtained using
post-mortem X-ray computed tomography. The results revealed a wide range
of fatigue-crack growth rates over the observed fatigue-crack surface. In ad-
dition to X-ray computed tomography, near-field HEDM was used to quanti-
tatively characterize the 3-D grain morphologies and orientations in a volume
adjacent to the exposed crack surfaces of the broken fatigue specimen. The near-
field HEDM and X-ray tomography data sets were combined to provide a high-
resolution, quantitative description of the crystallography over the entire 3-D
crack surface. The work described in Chapter 3 provides both a demonstrated
method for obtaining 3-D MSFC data as well as a novel data set for 3-D MSFC
propagation in an aluminum alloy.
The reader is referred to a number of relevant figures from Chapters 2 and 3.
Figure 2.3 provides dimensions of the Al-Mg-Si fatigue specimen, which ismod-
eled in the current work. Figure 3.3 shows the volume of material that was char-
acterized in Chapter 3 using X-ray tomography (1.47 m spatial resolution) and
near-field HEDMmeasurements (2-6 m spatial resolution). Figure 3.5 depicts
the results from those measurements. In total, approximately 794 unique grains
were measured in the volume shown. Finally, Fig. 3.6 provides 3-D fatigue-
crack growth rates for the specimen based on the experimental procedure de-
veloped in Chapter 3. Note that in Fig. 3.6, the measured crack-front profiles
(shown in white on the color-contour map) correspond to the cycle counts pro-
vided in the accompanying table. The coordinate system adopted in the previ-
ous work and shown in Figs. 2.3-3.6 is adopted here for consistency.
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4.2 Numerical Modeling Method
The fatigue specimen shown in Fig. 2.3 is modeled using a concurrent mul-
tiscale modeling approach, whereby a grain-scale FE model of the measured
polycrystalline volume is directly embedded into a macroscale FE model of the
larger specimen. The following subsections detail the process implemented to
convert the 3-D experimental data set from the broken fatigue specimen de-
scribed in Chapter 3 into a digital reconstruction: first, by generating a “water-
tight”, fully populated, volume of voxels for the grain-scale region (subsection
4.2.1); then, by converting the voxelized data set into a 3-D FE mesh (subsection
4.2.2); and finally, by merging the grain-scale mesh with a macroscale mesh to
complete the multiscale topological description (subsection 4.2.2). Section 4.2.3
describes the material models used at each length scale. Finally, section 4.2.4
provides simulation details, including boundary conditions and model sizes for
three instantiations of the measured, 3-D, crack shapes that are numerically re-
produced.
4.2.1 Digital Reconstruction of Grain-scale Volume from 3-D
Experimental Data
In order to reproduce the observed MSFC evolution using numerical modeling,
the synchrotron-based data set from the broken fatigue specimen shown in Fig.
3.5 is first converted to a volume that is fully merged and continuous across the
crack interface. The HEDM data from the two halves of the broken specimen
are first brought into close alignment with each other as described in Chapter
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3, essentially by relying on landmarks over the fracture surface to rotate and
translate the halves into coincidence with each other. However, because the two
fracture surfaces do not align perfectly1, a digitized volume is created that is
continuous and completely “water tight” across the crack interface. The vol-
ume of interest is comprised of voxels, where each voxel is associated with its
parent grain ID from the near-field HEDM data. The following algorithm is im-
plemented to generate the merged, voxelized volume.
First, a volume of interest is defined by (1) the bounding-box coordinates and
(2) the desired resolution of the volume, or voxel size. Next, for each voxel in
the volume, the spatial coordinates are used to determine whether the voxel ex-
ists above or below the crack surface. If the voxel is above the crack surface, the
near-field HEDM data from the upper half of the broken specimen will define
the search domain to be queried; if the voxel is below, the data from the lower
half will be queried. Finally, based on the appropriate query space, the voxel is
associated with its parent grain by performing a range-tree search for its nearest
neighbor. The algorithm requires every voxel in the digital volume to be associ-
ated uniquely with a parent grain ID, thus fully populating the voxelized space.
Figure 4.1 depicts the algorithm schematically in 2D. Figure 4.1(a) shows a 2-
D grain map representative of data collected for the upper and lower halves of
the broken fatigue specimen. Figure 4.1(b) shows the region of interest to recon-
struct, which is defined by the bounding box of the region and the resolution of
the grid spacing. Each dot in the grid represents a point (voxel in 3-D space) that
is, at first, unassociated with any grain ID. Finally, Fig. 4.1(c) shows the digi-
1For example, real and artificial gaps may exist at the interface of the two halves as a result of
plastic deformation and errors that arise in the HEDMmeasurements along the crack surface.
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tal reconstruction of the fully merged specimen that results from executing the
above-described algorithm, where each point is colored based on its associated
parent grain ID. Figure 4.2 shows an 800 x 400 x 600 m3 digitally reconstructed
voxelized volume for the fatigue specimen characterized in Chapter 3; the vox-
elized reconstruction approximates the merged polycrystalline volume prior to
the existence of an MSFC. The resolution of the voxelized volume in Fig. 4.2 is
2 m.
grain-map data from upper 
half of broken specimen 
(e.g. from HEDM) 
grain-map data from lower 
half of broken specimen 
(e.g. from HEDM) 
crack geometry 
(e.g. from X-ray 
tomography) 
voxels to 
populate with 
grain IDs 
voxels colored 
by grain ID after 
nearest-neighbor 
search 
(a) 
(b) 
(c) 
Figure 4.1: 2-D illustration of “merging” broken halves using grain ID-
assignment algorithm for a defined space of points (voxels in
3-D space) based on a nearest-neighbor search over the upper-
half and lower-half data sets.
The above algorithm is modified to implicitly represent, within the voxelized re-
construction, the MSFC geometry measured at a particular cycle count during
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the loading history. The modification is made by assigning special identifiers
to the grain IDs of voxels that exist within the cracked region at the cycle count
of interest. In particular, each voxel located anywhere in the z direction either
below or above the traction-free surface at the cycle count of interest is given a
grain ID that begins with ‘100’ or ‘200’, respectively. For example, if grain ID
‘426’ is cracked at the cycle count of interest, the algorithm will assign grain ID
‘100426’ to the voxels of that grain on the lower side of the traction-free surface
and ‘200426’ to the voxels of that grain above the traction-free surface (note, the
original grain ID ‘426’ will be assigned only to voxels that exist in the uncracked
region). A 2-D illustration of the grain-ID renumbering scheme is shown in Fig.
4.3. The purpose of subdividing the voxelized space by grain IDs in this way
is to enable subsequent meshing routines to create a boundary along the crack
surface, thereby explicitly incorporating the history-dependentMSFC geometry
into the FE mesh (described in subsection 4.2.2).
Figure 4.4 provides a 3-D description of the subdomains that are used to renum-
ber grain IDs as described above. In Fig. 4.4, the upper image depicts the
voxelized volume of interest with the fatigue-crack surface (derived from X-ray
computed tomography in Chapter 3) partitioning the space into subdomains 1
and 2, analogous to the 2-D schematic in Fig. 4.1. The lower image in Fig. 4.4
shows the crack surface with the observed crack-front profile, or marker band,
corresponding to 180,000 cycles of loading (from Fig. 3.6). The marker band
serves to partition the voxel space into subdomains 3 and 4, i.e. voxels located
within the cracked or uncracked regions, respectively. The modified algorithm
for implicitly incorporating a specific crack geometry into the voxelized volume
is shown in Fig. 4.5. Note that compared to the algorithm described earlier for
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426 
115 
245 
165 
623 
365 
(a) 
200539 
426 
200115 
100245 
100165 
200365 
200623 
100365 
100623 
165 
100426 
200426 
(b) 
Figure 4.3: 2-D illustration of implicitly representing crack within the vox-
elized reconstruction based on grain-ID renumbering. (a) Orig-
inal grain IDs for the merged, uncracked volume. (b) Renum-
bered grain IDs based on voxel location relative to history-
depend crack geometry; all voxels within the traction-free re-
gion (i.e. between the dashed lines) for the depicted crack ge-
ometry have unique identifiers appended to original grain ID.
reconstructing the merged and uncracked volume, the algorithm shown in Fig.
4.5 simply appends an identifier to the grain ID of a voxel if that voxel is within
subdomain 3 for the history-dependent MSFC geometry of interest.
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crack-front profile at 
180,000 load cycles 
Figure 4.4: Subdomains used to identify and assign grain IDs to each voxel
in a volume of interest following the algorithm shown in Fig.
4.5. Subdomains 1 and 2 correspond to data below and above
the 3-D crack surface, respectively. Subdomains 3 and 4 cor-
respond to data inside and outside of a particular crack front,
respectively.
Figure 4.6 shows the digitally reconstructed voxelized volume that incorporates
the renumbered grain IDs based on subdomains for the fatigue crack at 180,000
cycles of loading. Figures 4.6(a) and 4.6(b) depict the voxelized volume colored
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by grain IDs: those that exist in the uncracked region are blue and those that
exist above and below the cracked region are red and yellow, respectively. The
voxelized volume is shown in the lower image with inverse pole figure color-
ing. Note that the modified grain IDs corresponding to subdomains 3\1 and
3\2 (e.g. grain IDs ‘100...’ and ‘200...’) maintain their original grain orienta-
tions, as indicated by the inverse pole figure map.
4.2.2 Multiscale Finite-element Mesh Generation
As described in Chapter 2, the geometry of the specimen shown in Fig. 2.3
exhibits out-of-plane displacement, even under a uniaxially applied load. Thus,
one way to ensure that the appropriate boundary conditions are transferred to
the grain-scale model is by using a multiscale modeling technique. In this work,
concurrent multiscale modeling is employed, whereby a volume mesh of the
grain-scale model is directly embeddedwithin a volumemesh of themacroscale
model.
For a given instantiation of the measured MSFC at a particular cycle
count, an FE mesh is generated at the grain-scale using the voxelized
reconstruction described in subsection 4.2.1. The software DREAM.3D
(http://dream3d.bluequartz.net/) is used to create a surface mesh based on the
voxelized data set. The surface mesh is formed between voxels having dissimi-
lar grain IDs. Figure 4.7 shows a surface mesh generated for the merged volume
shown in Fig. 4.2.
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Figure 4.6: Digitally reconstructed voxelized volume for a particular
history-dependent MSFC geometry. a-b) Colored by grain-
ID subdomains: grain IDs without ‘100’ or ‘200’ appended
(1\2\4); grain IDs with ‘200’ appended (3\2); grain IDs with
‘100’ appended (3\1). c) Inverse pole figure coloring relative to
global loading direction, z; subdomain boundary outlined for
reference.
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z 
Ë 
Figure 4.7: Grain-boundary surface mesh generated from voxelized data
using DREAM.3D. Red elements intersect free surface of the
volume and blue elements intersect other grain boundaries.
Because the algorithm described by Fig. 4.5 results in a distinct set of grain IDs
for those voxels residing above and within the cracked region (subdomain 2\3)
and those residing below and within the cracked region (subdomain 1\3), the
meshing algorithm in DREAM.3D automatically forms a surface-mesh bound-
ary at the interface of the two regions, i.e. along the MSFC surface. In this
work, the Quick Surface Mesh option is used in DREAM.3D, which, by default,
generates a surface mesh structured by the voxelized input data. A Laplacian
smoothing option is used during surface meshing on the interior of the volume
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to reduce the voxelation of the grain boundaries and the crack front while main-
taining the element quality. The outer surfaces of the volume are selected to
maintain a structuredmesh, which facilitatesmeshmergingwith themacroscale
model. Finally, a meshing routine available in ABAQUS R is used to convert the
surface mesh to a volume mesh.
After volume meshing, a Python script is executed that identifies nodes on
the crack surface, i.e. along the boundary of the ‘100...’ and ‘200...’ grain IDs.
The crack-surface nodes (excluding the crack-front nodes) are then duplicated,
and the element connectivities are updated accordingly, effectively creating a
traction-free surface. The final result is a 3-D FE mesh that explicitly represents both
the measured grain geometries as well as the measured MSFC geometry at a particular
instance during the MSFC history.
An FEmodel of the macroscale fatigue specimen (excluding the region that con-
tains the grain-scale model) is created using ABAQUS RT˙he mesh at the inte-
rior boundary that is to interface with the grain-scale model is “seeded” with
the same resolution and structure as the outer mesh boundary of the grain-scale
model. Doing so enables the mesh interface between the two models to align
and merge, thereby creating one continuous mesh and obviating the need to
enforce any constraints at the boundary. Figure 4.8 shows a typical concurrent
multiscale FE mesh.
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4.2.3 Material Model Descriptions
The engineering stress-strain response for the Al-Mg-Si alloy is depicted in Fig.
4.9. The curve is approximated based on data collected in Chapter 2 for the same
alloy, where the average grain diameter was 22 m. The specimen modeled in
the current study has an average grain diameter of approximately 110 m and,
thus, is expected to have a lower material yield strength according to the well-
known Hall-Petch relationship [178, 179], which can be expressed as:
y = o + kyd 1=2; (4.1)
where y is the yield strength, d is the grain diameter, and o and k f are
Hall-Petch constants that describe the resistance to flow and grain-boundary
strengthening, respectively. For a constant value of o, equation 4.1 can be used
to express the yield strength of the larger-grained material, y2, as:
y2 = y1   ky(d 1=21   d 1=22 ); (4.2)
where the subscripts 1 and 2 denote the smaller-grained and larger-grained ma-
terial, respectively. A value of 0.7 MN/m3=2 is used for the constant, ky, follow-
ing work by Evensen et al. [180] for the same alloy and solution-heat treatment
as the material used here. For the grain sizes given above, the yield strength
of the smaller-grained material from Chapter 2, and the value of ky from [180],
equation 4.2 predicts a yield strength of 182.5MPa for the larger-grained Al-Mg-
Si alloy modeled in the current study. Compared to the measured stress-strain
curve for the smaller-grained material in Chapter 2, the curve shown in Fig. 4.9
has the same elastic response but with a flow stress that is simply reduced to
reflect the lower yield strength.
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Figure 4.9: Engineering stress-strain response based on measured data
from Chapter 2, updated using a Hall-Petch relationship.
Two material models are used to represent the material behavior in the multi-
scale FE simulations. The material in the homogeneous, macroscale region is
modeled using von Mises plasticity with linear hardening such that the mate-
rial response shown in Fig. 4.9 is approximately reproduced. The grain-scale
region is modeled using a crystal elasto-viscoplastic model implemented in an
FE framework as described in [181]. The framework is capable of predicting
inhomogeneous deformation and stress fields that arise at the mesoscale as a
result of interactions among discrete grains of different crystallographic orien-
tations. The numerical implementation of the constitutive model is described in
detail elsewhere [181, 182]; however, a high-level description of relevant details
is provided next.
In the grain-scale constitutive model, plastic deformation is manifested by the
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evolution of slip on twelve octahedral slip systems (f111g <110>) for face-
centered cubic materials. The kinematic description follows Peirce et al. [183]
and proceeds from a multiplicative decomposition of the deformation gradient
into elastic and plastic parts, where the elastic part accounts for elastic stretching
and rotation of the crystal lattice, and the plastic part accounts for the evolution
of crystallographic slip.
The slip rate for a given slip system follows a simple power law:
˙ = ˙0

g
g
 1m 1 ; (4.3)
where ˙0 is a reference rate of slip,  is the resolved shear stress on slip system ,
g is the hardness (resistance to slip) on slip system , andm is a rate-sensitivity
parameter. In the current simulations, a Voce-Kocks type of hardening evolu-
tion is specified [184, 185], which assumes an equivalent effect of latent and
self hardening (i.e. that all slip systems have an equivalent initial hardness and
harden at the same rate). The hardness evolution can thusly be expressed as:
g˙ = G0
 
gs   g
gs   g0
!
˙; (4.4)
where G0 is a hardening-rate parameter, g0 is the initial hardness, and ˙ is the
total slip rate summed over all slip systems.
The procedure for calibrating the material parameters involved in the crystal-
plasticity model is described in [8] and in section C.0.6 of the Appendix. The
procedure involves using an optimization algorithm (viz. a genetic algorithm)
that seeks to minimize error between the simulated and experimental stress-
strain response of the polycrystalline aggregate. Table 4.1 provides the parame-
ter values that have been calibrated for the current study.
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Table 4.1: Calibrated crystal-plasticity parameters and Lame´ constants.
˙0 (s 1) m G0 (MPa) g0 (MPa)  (MPa)  (MPa)
0.05 0.0049 150.0 95.5 50775.0 24800.0
4.2.4 MSFC Simulations
Three MSFC instantiations are modeled that correspond to the MSFC geometry
measured in Chapter 3 at 180,000; 190,000; and 200,000 loading cycles. The se-
quence of crack shapes is shown in Fig. 4.10. An element size of 6 m is used
for the grain-scale FE mesh, which is determined to be adequate based on re-
sults from a mesh refinement study described in section C.0.7 of the Appendix.
The entire multiscale model is meshed using quadratic tetrahedral elements.
The grain-scale and macroscale mesh for each of the models comprises approx-
imately 42.1 million degrees of freedom (10.5 million elements) and 7.5 million
degrees of freedom (1.8 million elements), respectively.
Boundary conditions are applied to emulate the experimental conditions from
Chapter 3. The grip ends (i.e. outside of the notched region) are constrained
from motion in the  and  directions. Additionally, one of the grip ends is con-
strained in the z direction while the other is loaded uniaxially in tension.
For comparison, each of the three concurrent multiscale models is loadedmono-
tonically2 to a macroscopic notch-surface strain just beyond the elastic limit (ap-
2Future simulations will involve cyclic loading.
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proximately 0.35%). Each simulation is performed using an in-house parallel FE
solver on 1024 processor cores and requires approximately 36 wall-clock hours
to reach peak-applied load. Results from the simulations are provided next.
4.3 Results and Discussion
An example of results from one of the concurrent multiscale simulations is
provided in Fig. 4.11, in which the color contours correspond to the stress
component in the loading direction. It is evident from Fig. 4.11 that the
through-thickness gradient along the boundary of the grain-scale region is non-
negligible, thus motivating and justifying the use of concurrent multiscale mod-
eling in the current work. As expected, the von Mises material model predicts
a continuous stress field over the macroscale specimen; whereas, the crystal-
plasticity model predicts a non-continuous stress field that arises due to inho-
mogeneity at the polycrystalline scale. As shown, the grains in the polycrys-
talline region experience a wide range of stress values, both well above and
well below the surrounding macroscopic stress.
The polycrystalline region is examined in greater detail in Figs. 4.12-4.16. Fig-
ure 4.12 again depicts the stress component in the global loading direction, this
time for each of the three successive MSFC instantiations from Fig. 4.10. The
top row of images shows the polycrystalline volume with the trace of the crack
highlighted in white. The bottom row of images omits the regions above and
below the traction-free surfaces to expose the fields on the interior of the volume
just ahead of the crack front. Points along the crack front are shown in black. A
similar set of images is provided in Fig. 4.13 for a slip-based metric defined in
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[170]. Following the notation in [170], the metric, D3, is the total accumulated
slip summed over all of the slip systems as follows:
D3 =
NsX
=0
 ; (4.5)
where   is the accumulated slip on slip system , computed as
  =
Z t
0
j˙j dt: (4.6)
As shown in the top rows of Fig. 4.12 and Fig. 4.13, the trace of the measured
MSFC on the free surface suggests that the MSFC propagated relatively normal
to the global loading direction for the sequence of growth depicted. However,
by examining together the shape of each crack instance shown in Fig. 4.10,
the interior fields ahead of each crack front shown in the bottom row of Figs.
4.12 and 4.13, and the variability in crack-growth rates shown in Fig. 3.6, it is
clear that in 3D the MSFC evolved in a more complex manner. As magnified
in Fig. 4.14, the computed fields are quite non-uniform in the neighborhood of
and along each crack front. For example, for the first MSFC instantiation, the
computed stresses on the free surface just ahead of the crack front shown in Fig.
4.14(a) are much higher near the right crack tip than the left; qualitatively, this
region of increased stress (at least for the stress component shown) does not ex-
hibit a marked increase in MSFC-growth rate during the subsequent interval of
crack growth.
Figures 4.14(b) and 4.14(e) depict computed fields for the crack geometry shown
in Fig. 4.10(b). Note from Fig. 4.10(b) that the crack front experiences three re-
gions of pinning (two along the interior of the volume and one on the free sur-
face), which can also be observed by looking at the marker band corresponding
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to 190,000 load cycles shown in Fig. 3.6. The pinned regions exhibit local accel-
eration during subsequent crack propagation, which can be deduced from the
successive crack shape shown in Fig. 4.10(c) and from the MSFC propagation-
rate map provided in Fig. 3.6. As shown in Fig. 4.14(e), a concentration in
the metric D3 is computed near each of the pinned regions, especially so for the
pinned regions on the left (interior) and right (free surface).
To further visualize the fields ahead of the two, interior, pinned regions from
the second MSFC instantiation (Fig. 4.10(b)), the results from Figs. 4.12(b) and
4.13(b) are clipped on two planes that intersect the approximate locations of pin-
ning along the crack front. The locations of the two clip planes are shown in Fig.
4.15. The clipped results are presented in Fig. 4.16. Along with the computed
fields, the trace of the measured crack surface is depicted in white for reference;
the trace represents the subsequent path that the MSFC took within each clip
plane as it continued propagating through the remaining ligament of the speci-
men.
Several interesting features along the subsequent crack trace are called out in
Fig. 4.16 for discussion. First, within the entire region labeled ‘a’ on the left
clip plane, the MSFC propagated along or very near to multiple grain bound-
aries (i.e. within 6 m, which corresponds to the resolution of both the near-field
HEDM measurements in the z direction and the FE mesh refinement level). In-
terestingly, as the MSFC propagated from the crack-front position modeled in
Fig. 4.16 toward the encircled region ‘a’, the trace of the MSFC in the cutting
plane inclined approximately 48 intragranularly. Based on the crack-surface
crystallographymeasured in Chapter 3, the majority of this inclination followed
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(a) (d) 
(e) (b) 
(c) (f) 
z 
Ë 
150 µm 
free surface 
interior 
D3 1z (MPa) 
Figure 4.14: Magnified views of MSFC sequence from bottom row of Figs.
4.12 and 4.13 shown under high magnification with FE mesh
visible and grain-boundary traces outlined on the free surface.
a,d) MSFC shape corresponding to 180,000 load cycles. b,e)
MSFC shape corresponding to 190,000 load cycles. c,f) MSFC
shape corresponding to 200,000 load cycles. White arrows in
(b) and (e) point to approximate locations where crack front
is currently pinned and locally accelerates during subsequent
propagation (see also Fig. 4.10(b)).
along a near-f001g crystallographic plane. In the clip plane on the right, the me-
andering crack path displayed within the encircled region labeled ‘b’ occurred
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entirely within one grain and, based on results from Chapter 3, occurred along
a wide range of crystallographic planes, including near-f001g, near-f101g, and
high-index planes. Finally, the encircled region ‘c’ highlights crack propagation
along a grain boundary whose trace in the cutting plane is nearly perpendicular
(within 10 ) to the global loading direction. As mentioned earlier, strictly ana-
lyzing results from trace observations is not sufficient to fully characterize crack
evolution and its relationship to computed fields. These results, however, are
meant to provide the reader with a snapshot of MSFC behavior and computed
fields on the interior of the volume ahead of the crack front at a particular in-
stance during the load history.
The above discussion is limited to qualitative observations made from a subset
of quantitative fields that have been computed using 3-D numerical simulation.
The results depict the complexity of MSFC propagation in 3D as well as the
amount of information obtained from simulating the observed MSFC behavior.
It has become evident to the author from this study that while there is now a
demonstrated method for characterizing, digitally reconstructing, and numeri-
cally simulating observed MSFC evolution in 3D, there remains a great need for
systematic, comprehensive, and efficient approaches to post-process and ana-
lyze the abundant results obtained from such 3-D MSFC simulations, perhaps
using learning algorithms not unlike the artificial neural network developed
in Chapter 1. Doing so will allow future focus to be placed on discovery of
quantitative physical and mechanical relationships that underpin complex 3-D
MSFC evolution. Nevertheless, the work presented here represents, to the au-
thor’s knowledge, state-of-the-art simulation results that have been made pos-
sible through state-of-the-art characterization performed in Chapter 3.
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z 
Ë 
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! 
Figure 4.15: Location of clip planes used to visualize interior fields ahead
of the approximate locations of pinning called out in Fig.
4.14(b).
4.4 Conclusions
Chapter 3 presented an experimental method to characterize and quantify 3-
D rates of MSFC propagation and high-resolution crack-surface crystallogra-
phy for a naturally nucleated MSFC in an Al-Mg-Si alloy using post-mortem,
synchrotron-based measurements. The work described here seeks to reproduce
the observed 3-D MSFC behavior from Chapter 3 by using concurrent multi-
scale numerical simulations that explicitly represent both the measured MSFC
geometry and the measured grain geometries and crystallographic orientations.
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The following is a succinct summary of the work presented here:
 Geometrically explicit FE models of multiple MSFC instantiations at the
grain-scale are generated from voxelized descriptions of the volume. For
the MSFC at a particular instance during the load history, the voxelized
volume implicitly represents the MSFC geometry by the assignment of
grain IDs to each voxel based on that voxel’s location relative to theMSFC.
 A concurrent multicale model is constructed by embedding the geomet-
rically explicit, grain-scale model into a 3-D FE model of the macroscale
specimen. The models are merged to create a continuous mesh across the
interface of the two regions.
 A von Mises material model is used for the macroscale region, which pre-
dicts a homogeneous distribution of stress and deformation under an ap-
plied load. A crystal elasto-viscoplastic material model is used for the
grain-scale region, which predicts inhomogeneous distributions of stress
and deformation arising from the underlying grain geometries and orien-
tations.
 Stress and slip-based metrics are computed using parallel FE simulations
and are presented for a sequence of 3-D MSFC geometries measured in
Chapter 3.
While the study represents the first time, to the author’s knowledge, that a se-
quence of measured, 3-D, MSFC propagation has been digitally reproduced and
numerically simulated at the scale of individual grains, there remains a great
need for systematic, comprehensive, and efficient approaches to post-process
and analyze quantitatively the abundant results obtained from 3-D MSFC sim-
ulations like those presented here.
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APPENDIX A
APPENDIX FOR CHAPTER 2
Alcoa fabricated several ISPs as part of its test program in 1998. The purpose
of the test program was to compare fatigue crack growth and residual strength
among ISPs machined from either of two, lower wing skin, aluminum alloys—
AA 2024-T351 or C433-T39. Test information has been utilized by others for
analysis purposes [22, 68, 70]. Alcoa has provided the author with test details,
which are provided here for completeness.
Fatigue crack growth and residual strength tests were conducted at Alcoa for
four ISPs, twomachined fromAA 2024-T351 and twomachined from C433-T39.
Dimensions of all panels are shown in Fig. 1.16. In each panel, an initial two-bay
saw cut of length 2asaw  2:54 cm was made at mid-height to completely sever
the middle stiffener. The initial cut was then pre-cracked to length 2a0  5:08 cm
by applying uniaxial cyclic load in the y-direction, where Pmin = 31 kN and
Pmax = 311 kN. Subsequently, a modified transport wing standard (TWIST)
loading spectrum [186], shown in Table A.1, was applied in the y-direction to
propagate the fatigue crack. The applied spectrum had a mean flight stress of
S m f = 68:9 MPa, truncated to level V, and included a ground-air-ground (GAG)
cycle with a reduced ground level stress of S ground =  34:5MPa. Taxi loads were
neglected. Depending on the panel, the fatigue crack was propagated until both
crack fronts were 2.54 cm short of reaching the intact stiffeners (2ai  24:1 cm)
or until both crack fronts just entered the intact stiffeners (2ai  30:0 cm). Subse-
quently, each panel was loaded monotonically in uniaxial tension until failure
occurred by unstable crack growth. A test matrix of the four panels and cor-
responding residual strengths is shown in Table A.1. The ISP simulated in this
147
work follows panels 5 and 5A.
Figure A.1: Standard TWIST spectrum scaled to mean flight stress S mf =
68:9 MPa with variable amplitude loads S a (left). Modified
spectrum (right) applied uniaxially to the Alcoa ISP prior to
residual strength testing. Courtesy Alcoa.
Table A.1: Description of all ISPs and corresponding residual strengths
from Alcoa test program. Courtesy Alcoa.
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APPENDIX B
APPENDIX FOR CHAPTER 3
B.0.1 Wire EDM Photographs
Wire electrical discharge machining (EDM) was performed at NASA Langley
Research Center by Mr. Johnnie West. Photographs of the machining process
are provided in Fig. B.1.
Figure B.1: Material removal from COPV liner using wire EDM.
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B.0.2 Electro-chemical Surface Treatments
Chemical milling and electropolishing were performed at NASA Langley Re-
search Center by Mr. Dave Hartman with assistance from the author. Pho-
tographs of each setup are provided in Fig. B.2. Figure B.3 shows specimens
after the different surface treatments.
(a) 
(b) 
Figure B.2: a) Chemical-milling setup per specifications provided in [5]. b)
Electropolishing setup per specifications provided in [5].
150
Figure B.3: Appearance of Al-Mg-Si specimens after various surface treat-
ments. Left: after wire EDM and prior to any electro-chemical
treatment. Middle: after chemical milling. Right: after elec-
tropolishing.
B.0.3 Mechanical Testing Details
Mechanical testing was performed at NASA Langley Research Center on a
22.5 kip hydraulic load frame with a 500 lbf load cell calibrated over the full
range. A special fixture adapter with wedge grips was custom designed to
mount the specimens in the load frame. The design specifications for the var-
ious fixture components issued by the author to the machine shop at NASA
Langley Research Center are shown in Figs. B.4 through B.8. Renderings of the
complete, fixture-adapter assembly are provided in Figs. B.9 and B.10.
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Figure B.4: Technical drawing of fixture-adapter component.
B.0.4 ASTM Tensile Tests
Standardized tensile tests of the COPV-liner material were performed at NASA
Langley Research Center by Mr. Stewart Walker with assistance from Mr.
William Johnston. Subscale dogbone specimens were machined from a portion
of material that had been extracted from the COPV liner, as shown in Fig. B.11.
Results provided by Mr. Walker are shown in Fig. B.12.
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Figure B.5: Technical drawing of fixture-adapter component.
B.0.5 Digital Image Correlation Details
Initial results from the digital-image correlation data revealed a non-symmetric
strain field across the notch, indicating that an initial set of test specimens had
been loaded non-uniformly. From this study, it became apparent that the spec-
imen sensitivity to boundary conditions is enhanced as the size of the speci-
men decreases (e.g. the specimens used in the current work, which were rela-
tively thin compared to those typically tested in the load frame that was used,
were much more sensitive to the sequence and increments of torque applied to
tighten the screws in the screw-mounted wedge grips depicted in Figures B.9
and B.10). Because of this finding, the method for mounting and handling the
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Figure B.6: Technical drawing of fixture-adapter component.
specimens in subsequent tests was modified appropriately.
Figure B.13 shows the camera and data-acquisition setup for digital image corre-
lation with a specimen mounted in the hydraulic load frame. Figure B.14 shows
a comparison between digital-image correlation results and results from an FE
simulation of a specimen under the same applied load. As shown in the figure,
a slightly bi-axial strain state arises as a result of out-of-plane displacement from
the non-symmetric specimen geometry.
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Figure B.7: Technical drawing of fixture-adapter component.
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Figure B.8: Technical drawing of fixture-adapter component.
156
Figure B.9: Rendering of fixture-adapter assembly created using Solid-
Works.
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Figure B.10: Rendering of fixture-adapter assembly created using Solid-
Works.
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(a) 
(b) 
(c) 
Figure B.11: a) COPV liner with portion removed using wire EDM. b) Ma-
terial extracted from COPV liner for testing. c) Location of
subscale dogbone specimens (outlined in yellow) used for
ASTM tensile testing.
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Figure B.12: ASTM tensile test results for the four specimens depicted in
Fig. B.11.
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Figure B.13: Digital image correlation test setup.
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Figure B.14: Comparison between strain fields measured using digital im-
age correlation (top) and simulated using 3-D FE analysis
(bottom).
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APPENDIX C
APPENDIX FOR CHAPTER 5
C.0.6 Crystal-plasticity Model Calibration
As described in [8], material-model calibration requires texture information and
experimental data describing the deformation behavior of a polycrystalline ag-
gregate of the material. Here, monotonic data are assumed to be sufficient since
the aggregate, cyclic response of the aluminum alloy after initial loading was
found to follow a linear path at R=0.5 (i.e. there was no marked hysteresis re-
sponse of the polycrystalline aggregate at the applied-load range of interest).
In general, the calibration procedure involves two steps: (1) a high-level cali-
bration of the material-model parameters using a reduced-order material model
and (2) a three-dimensional crystal-plastic finite-element (CPFE) simulation to
verify the calibrated parameters. An objective function is implemented to per-
form the first step of calibration. The calibration procedure seeks to minimize
the objective function, i.e. the cumulative error between the experimental and
simulated stress-strain response of the aggregate. The objective function serves
as an interface between a constitutive, material-point simulator written in C++
and the optimization toolbox in MATLAB R. The material-point simulator is an
implementation of the elasto-viscoplastic material model described in subsec-
tion 4.2.3. The objective function accepts as input a list of grain orientations rep-
resentative of the material texture and an experimental stress-strain curve. Each
material point (i.e. grain orientation in the list) is then passed to the material-
point simulator, which returns the response of that point to a given applied-load
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increment. In this way, the high-level calibration does not account for neighbor
effects on eachmaterial point. A number of optimization algorithms can be used
for the calibration; the current study uses a genetic algorithm to minimize the
objective function. Calibrated parameters are then applied to a CPFE model to
simulate experimental loading conditions. The software DREAM.3D is used to
generate a synthetic polycrystal and surface mesh of the material. The surface
mesh is then converted to a volume mesh using a meshing algorithm described
in [187]. Figure C.1 shows a comparison between stress-strain responses from
experiment and simulation for material from the central region of the pressure-
vessel liner. The procedure described above can be repeated for the same alloy
with varying average grain sizes bymaking adjustments to texture input (if nec-
essary) and macroscopic stress-strain response.
0 
50 
100 
150 
200 
250 
300 
350 
0 0.002 0.004 0.006 0.008 0.01 0.012 
St
re
ss
 (M
Pa
) 
Strain (µm/µm) 
ASTM tensile test of Al-Mg-Si alloy 
Material-point simulation with 
optimized parameters 
Crystal-plastic FE model using 
optimized parameters 
Figure C.1: Engineering stress-strain response from standardized tensile
tests and simulation.
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C.0.7 Mesh Convergence Study
A mesh convergence study was carried out to determine an adequate level of
mesh refinement for the polycrystalline volume in the concurrent multiscale FE
simulations. For a fixed polycrystalline volume, a quadratic-element mesh was
generated with the following refinement levels: 6 m, 8 m, and 12 m, re-
sulting in models with 44.35M, 19.35M, and 5.20M degrees of freedom, respec-
tively. Mesh refinement was uniform throughout the polycrystalline volume.
The crystal elasto-viscoplastic material model described in subsection 4.2.3 was
employed. Each model was subjected to 1% macroscopic strain applied in the
z direction uniformly across the upper boundary. Simulations were performed
using an in-house parallel FE solver on 1024 processor cores.
Figure C.2 shows stress results in the global loading direction at 1% globally
applied strain for each of the three mesh-refinement levels. The difference in
macroscopic stress-strain response for the polycrystalline aggregate among the
three models is indistinguishable, as shown in Fig. C.3. Thus, a more indicative,
local comparison is made using a query line A-A’ that passes from one corner of
the volume to the opposite, as shown in Fig. C.2. Several computed variables
are quantified along the query line, including stress and strain components in
the global loading direction and maximum accumulated slip. The results are
presented in the plots in Fig. C.4. Based on the results, an element size equal to
or less than 8 mprovides adequate convergence for the local fields considered.
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Figure C.3: Global (average) stress-strain response for each of the three
mesh-refinement levels depicted in Fig. C.2.
167
00.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0 0.2 0.4 0.6 0.8 1
M
ax
. A
cc
um
u
la
te
d 
Sl
ip
 
Normalized distance along query line
6 micron resolution
8 micron resolution
12 micron resolution
125
175
225
275
325
375
0 0.2 0.4 0.6 0.8 1
St
re
ss
,
 1
z
(M
Pa
)
Normalized distance along query line
6 micron resolution
8 micron resolution
12 micron resolution
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
0.02
0 0.2 0.4 0.6 0.8 1
St
ra
in
,
 0
z
Normalized distance along query line 
6 micron resolution
8 micron resolution
12 micron resolution
Figure C.4: Local response values along query line A-A’ for each of the
three mesh-refinement levels depicted in Fig. C.2.
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