We study the statistical properties of the eigenvalues of non-Hermitian operators associated with the dissipative complex systems. By considering the Gaussian ensembles of such operators, a hierarchical relation between the correlators is obtained. Further, the eigenvalues are found to behave like particles moving on a complex plane under two-body (inverse square) and three-body interactions and there seems to underlie a deep connection and universality in the spectral behavior of different complex systems. DOI: 10.1103/PhysRevLett.87.194102 PACS numbers: 05.45. -a, 03.65. -w, 05.40. -a, 82.40. -g The random non-Hermitian (NH) operators play a significant role in the dynamics of a variety of complex systems, e.g., dissipative quantum systems [1, 2] , chaotic quantum scattering [3] , neural network dynamics [4] , statistical mechanics of flux lines in superconductors with columnar disorder [5] , classical diffusion in random media [6] , and biological growth problems [7] . A detailed knowledge of the statistical properties of their eigenvalues and eigenvectors therefore is very desirable. However, so far, the information is available only for a few specific cases, e.g., [1, 2, 8, 9] .
The random non-Hermitian (NH) operators play a significant role in the dynamics of a variety of complex systems, e.g., dissipative quantum systems [1, 2] , chaotic quantum scattering [3] , neural network dynamics [4] , statistical mechanics of flux lines in superconductors with columnar disorder [5] , classical diffusion in random media [6] , and biological growth problems [7] . A detailed knowledge of the statistical properties of their eigenvalues and eigenvectors therefore is very desirable. However, so far, the information is available only for a few specific cases, e.g., [1, 2, 8, 9] .
The complicated nature of the interactions (or a lack of detailed information about them) in a system introduces a degree of randomness in the matrix representation of the associated operators. The indeterminacy of the interactions permits each matrix element to be described only by a distribution of possible values, resulting in a random matrix. However, the choice of a suitable random matrix model for an operator of a complex system is very sensitive to the nature of its complexity. The statistical spectral analysis of different complex systems requires, therefore, a thorough probing of a wide range of random matrix ensembles which is not an easy task. It is highly desirable, if possible, to find a common mathematical formulation for various systems where the information about the system enters through a parameter. The possibility of such a formulation has already been shown for the Hermitian operators [10] . This encourages us to seek the same for non-Hermitian operators also. We explore the nonHermitian random matrix ensembles (NHRE) with a Gaussian distribution and obtain the formulation using exact analytical methods. This is achieved by showing that the eigenvalue distributions of various NHREs appear as nonequilibrium stages of a Brownian-type diffusion process. Here the eigenvalues evolve with respect to a parameter related to the complexity of the system associated with the NHRE. The solution of the diffusion equation for a given value of the parameter gives, therefore, the distribution of the eigenvalues for the corresponding system. By using the diffusion equation, we also obtain the hierarchic relations among eigenvalue correlations.
The connection of various NHREs through a diffusion process can further be used to reveal a very interesting feature about their eigenvalue dynamics in the following way. A suitable transformation can reduce the diffusion equation to the Schrödinger equation of a classically integrable Hamiltonian, thereby mapping the eigenvalue distribution of a general NHRE to a nonstationary state of the Hamiltonian. The latter, a variant of the CalogeroSutherland (CS) Hamiltonian in two dimensions, is a generator of the dynamics of N particles interacting via long-range two-body and three-body interactions and confined by a harmonic oscillator potential [11, 12] . The information about the spectral correlators of a given NH system can therefore be obtained from the particle correlations of the CS system. As is well known, the CS Hamiltonian is an integrable system with particles evolving in an ordered way with respect to time; this indicates a strong correlation between various particle states at different times. Our mapping thus implies that the eigenvalues evolve in a highly ordered, correlated way as the degree or the nature of the complexity changes. This would also indicate a strong correlation between the statistical nature of the eigenvalues of different complex systems. Note that another study has already indicated the universality in the eigenvalue statistics of the operators in the regime of weak non-Hermiticity [13] .
We consider an ensemble of N 3 N non-Hermitian matrices H defined by a Gaussian measurer͑H, y, x͒, wherer~exp͓2 x͒ with C as the normalization constant, and y and x as sets of the variances and covariances of various matrix elements. Here the subscript s on a variable refers to one of its components, i.e., real (s 1) or imaginary (s 2) part, with b as the total number of the components. The above choice of r is made so as to include a large class of NHRE.
A non-Hermitian matrix can be diagonalized by a transformation of the type L UHV with L as the matrix of eigenvalues l j , and U and V as the left and right eigenvector matrices, respectively. Let us first consider the case of an ensemble of non-Hermitian complex matrices (b 2). Here the eigenvalues l j ϵ P 2 r1 ͑i͒ r21 l jr , in general (r referring to the components of the eigenvalues), are distributed over an area in the complex plane. LetP͑z, y, x͒ be the probability of finding eigenvalues l i of H between z i and z i 1 dz i for given sets y and x, P͑z, y, x͒ C Z f͑z, z ‫ء‬ ͒r͑H, y, x͒ dH (1) with z ϵ ͕z i ͖ and f͑z, z
The degree of difficulty associated with solving the integral Eq. (1) motivates us to seek another route. We attempt to obtain an evolution equation, in a well-known form, for P P͞C due to changing distribution parameters. (The prior familiarity with the equation can then be used to obtain the information about its solution P). For this purpose, we consider a combination of the parametric derivatives of P, namely, the sum S, S ϵ s y kl;s y lk;s ͔ (with g as an arbitrary parameter and, as shown later, its arbitrary value gives the freedom to choose the end of the evolution). This would require a knowledge of the rates of change of the eigenvalues as well as the eigenvectors due to a small change in the matrix element H kl , given as follows:
The parametric dependence of P in sum S enters only through r and, as , the sum S can be rewritten as
where I kl;s P 
A substitution of these equalities in Eq. (3), followed by a comparison of the so-obtained form of S with its original definition, gives now a relation between the parametric and eigenvalue derivatives of P, can be rewritten as the equation governing the evolution of eigenvalues in terms of the parameter Y,
where b 2 and P 1 is related to the normalized distribution byP CP (6) by using a convenient initial ensemble. Just as in the Hermitian case, the "convenience" depends on mathematical tractability of the integrals as well as on involved physics [10] .
The case of non-Hermitian real matrices (b 1) can similarly be treated. Here eigenvalues are either real or form complex conjugate pairs, and therefore, if U n is an eigenvector corresponding to the eigenvalue l n , its complex conjugate U ‫ء‬ n will correspond to the eigenvalue l ‫ء‬ n . Consider the case with L real and M complex conjugate pairs of the eigenvalues with N L 1 2M. The rates of change of the eigenvalues and the eigenvectors are still given by Eqs. (2) with H kl;1 ϵ H kl . The distribution P in this case can be described by
(As is obvious, here the first L eigenvalues are real and rest of them are complex conjugate pairs.) Proceeding similarly as for the complex case, by using Eqs. (2) and equalities
where Y is still given by Eq. (5) (7) is given by
As before, the limit Y !`can be obtained for y kl ! N͑͞1 2 t 2 ͒, x kl ! Nt͑͞1 2 t 2 ͒, and g 1 with t ! 0, 61; the steady state is an ensemble of real matrices (t 0), a GOE (t 1), and a Gaussian ensemble of real antisymmetric matrices (t 21). The distribution P͑z; t 0, 61͒ is in agreement with the results obtained in [14] , for the corresponding ensembles, by a different method.
As in the Hermitian case [10, 15] , a direct integration of Eq. (6) (over all z i , i n 1 1 ! N) can be used to obtain the nth order density correlator R n ͑z 1 , . . . , z n ; Y͒, defined by R n n2 . However, for real applications, it is important to consider the limit N !`for fixed n. To take the limit meaningfully for R 1 ͑z 1 ͒, a change of variable z 1 ! e is required, where z 1
. An integration of Eq. (6), followed by the change z 1 ! e, will give the evolution equation of R 1 ͑e͒:
(P as the principal part of the integral). Here the terms containing second order cluster functions and the diffusion term (see [15] ) have been neglected, both being O͑N ͒ (or more) smaller than other terms. For n . 1, the correlators should be unfolded before taking the limit N !`: R n ͑z 1 , . . . , z n ; L͒ limN !`R n ͑z 1 ,..,z n ;Y͒ R1͑z1;Y͒...R1͑zn;Y͒ (6) is integrated to get the hierarchic relations among R n ͑z͒ and, second the limit N !`is applied after replacing R n ͑z͒ by R n ͑z ͒. This gives
with I͑z j ͒ ϵ R2`d 2 z n11 R n11 ≠ lnjz j 2 z n11 j͞≠z jr and b 2 (for simplification, g is chosen to be unity). Here the rescaling of parameter Y was required to see the smooth transition in R n [the evolution in R n ͑z ͒ takes place for finite values of YR 1 ]. Equation (8) is obtained by neglecting the linear drift of the eigenvalues which is dominated, by a factor R 1 , by their diffusion and mutual repulsion. In fact, the linear restoring force, responsible for the global behavior of the density of levels, is entirely negligible on scales at which local fluctuations occur. On the other hand, the diffusion is ineffective on the global scale (see the equation for R 1 ). As discussed above, the transition for R n occurs on the scales determined by Y ഠ R (7) which will again lead to a relation similar to Eq. (8) but now b 1. Further, for all those z j which correspond to real eigenvalues, the P r is to be dropped, with z jr replaced by z j .
An alternative route to obtain correlations is by exploiting the connection of Eq. (6) [and Eq. (7)] to the CS Hamiltonian. This can be shown by using the transformation C P͞jQ N j b͞2 in Eq. (6) [and Eq. (7)] and reducing it in a form ≠C ≠Y ĤC where the "Hamiltonian"Ĥ turns out to be a variant of the CS Hamiltonian in two dimensions (for simplification take g 1): 
L n with L n as Laguerre's polynomial and energy E n ͓4n 1 [12] . The "state" c or P͑m, Y j m 0 , Y 0 ͒ can then formally be expressed as a sum over the eigenvalues and eigenfunctions which, on integration over the initial state P͑m 0 , Y 0 ͒, would lead to the joint probability distribution P͑m, Y ͒ and thereby static (at a single parameter value) density correlations R n . The above correspondence can also be used to map the multiparametric correlations of levels to multitime correlations of the particle positions [10] . Although the explicit calculations of correlations involves technical handling of various integrals and is still an unfinished task, nonetheless our study reveals an important connection. The level correlations of different complex systems need not be studied separately; a thorough probing of the particle correlations of CS-type Hamiltonians will give all the required information. Since the CS system is integrable in nature, the semiclassical techniques can also be very successful for the probing.
The reasons for the correspondence between the Gaussian NHRE and CS Hamiltonian are worth attention. Note that the analogy with a harmonic oscillator-type confining potential in the CS system results from the Gaussian nature of the ensemble. The correspondence with a 1͞r 2 term comes from the mutual repulsion between eigenvalues. The mathematical origin of the latter lies in the transformation from matrix space to eigenvalueeigenvector space which is the same for all the nonHermitian ensembles (belonging to the same symmetry class, irrespective of matrix element distribution). It should be possible, therefore, to map the non-Gaussian NHRE also to a variant of the CS Hamiltonian, although with a different type of confining potential. For r͑H͒~e 2f͑H͒ , the correspondence can be shown by following the similar steps used for the Hermitian case [10] . Also note that the short-range correlations of all the NHREs are dominated by the mutual repulsion, and therefore are expected to be nearly similar within the same symmetry class.
In this paper, we have studied the statistical properties of the eigenvalues of non-Hermitian systems. We find that the distribution of the eigenvalues is governed by a diffusion equation in which system dependence enters only through the evolution parameter L~Y 2 Y 0 related to complexity of the system. The spectral correlators for a given NHRE depend only on the associated L value. It is possible that widely different systems with different values of the distribution parameters may share the same L value. Such systems will thus have similar statistical features. Furthermore, since the eigenvalue distribution for each complex system appears as a general state of the CS system, any two such states, for example, c͑Y 1 ͒ and c͑Y 2 ͒, being related by the "time" evolution operator U͑Y 2 , Y 1 ͒, the eigenvalue distributions of the complex systems corresponding to Y 1 and Y 2 will also be connected. This would also reflect in their physical properties based on spectral fluctuations, e.g., conductance (assuming the existence of ergodicity, that is, ensemble averages the same as spectral averages).
The appearance of a CS Hamiltonian is not restricted only to the spectral properties; it has been known also to manifest itself in other properties of complex systems [16] . A detailed investigation of a CS Hamiltonian in arbitrary dimension can therefore give a lot of useful information about a variety of complex systems and is very desirable.
