In this paper, we propose an acoustic model that is robust to multiple noise environments, as well as a method for adapting the acoustic model to an environment to improve the model. The model is called "the multi-mixture model," which is based on a mixture of different HMMs each of which is trained using speech under different noise conditions. Speech recognition experiments showed that the proposed model performs better than the conventional multi-condition model. The method for adaptation is based on the aspect model, which is a "mixture-of-mixture" model. To realize adaptation using extremely small amount of adaptation data (i.e., a few seconds), we train a small number of mixture models, which can be interpreted as models for "clusters" of noise environments. Then, the models are mixed using weights, which are determined according to the adaptation data. The experimental results showed that the adaptation based on the aspect model improved the word accuracy in a heavy noise environment and showed no performance deterioration for all noise conditions, while the conventional methods either did not improve the performance or showed both improvement and degradation of recognition performance according to noise conditions. key words: multi-mixture HMM, noise-independent acoustic model, aspect model, speech recognition in noisy environment
Introduction
Background noise has always posed a serious problem in speech recognition systems.
Many methods have been proposed for solving background noise problems [1] ; these methods can be classified into three types: recording-based [2] - [4] , analysis-based [5] - [8] , and modelbased methods [9] - [11] . The recording-based method utilizes multiple input signals, such as signals from a microphone array, to emphasize speech signals. These emphasized signals are used as the input for the hidden Markov model (HMM). The analysis-based method utilizes a special representation of speech signals that is robust against additive noises. The spectral subtraction method [5] and the perceptual linear predictive analysis [6] are the widely used algorithms belonging to this category. The model-based method utilizes the HMM that is not trained with clean speech, but is directly trained with a mixture of speech and environmental noise signals. The recording-, analysis-, and model-based methods for noise-robust speech recognition are complementary; these three methods can be combined together for improving the robustness in a noisy environment [12] - [14] .
In this study, we focus on the model-based method for noise-robust speech recognition in various noise environments. A multi-condition HMM (MC-HMM) can be used in the model-based approach [11] . This method trains an HMM using training data that contains speech signals corrupted by various environmental noises. The trained HMM is known to be robust against various types of noises used in the training [11] . However, the recognition accuracy of the MC-HMM is not as high as that of an HMM trained using speech signals in the matched noise environment.
A noise adaptation technique, which tunes an HMM to recognize speech in a specific noise environment using small amount of data obtained in the target environment, is effective in solving this problem. The maximum likelihood linear regression (MLLR) [16] , a famous algorithm used for speaker adaptation, can be easily applied for noise adaptation. Although a combination of the MC-HMM and the MLLR is effective for speech recognition in noisy environments, it requires a large amount of adaptation data (more than 10 sentences) for achieving sufficient performance [18] . Another noise adaptation approach is based on tree-structured clustering method [21] . In this method, treestructured clustering [17] is performed on various noise and signal-to-noise ratio (SNR) conditions. Then, based on the ML criterion, the HMM that best matches the input speech was selected by tracing the tree from top to bottom. Furthermore, MLLR adaptation is performed using the selected HMM to reduce mismatches with the input speech.
In this paper, we propose a new acoustic model called a multi-mixture HMM (MM-HMM), and its adaptation technique, termed as an aspect model, for speech recognition in noisy environments. These models have high recognition accuracy even when a very small amount (around 1 s) of observed data are used. This paper is organized as follows. In Sect. 2, we introduce the MM-HMM, which improves the performance of MC-HMM. In Sect. 3, we provide an overview of the aspect model approach and discuss the potential of the technique Copyright c 2010 The Institute of Electronics, Information and Communication Engineers using the aspect model.
MM-HMM for Multi-Condition Training
In this section, we propose an MM-HMM, which is an improved version of the MC-HMM. The problem with the MC-HMM is that it is difficult to train a large number of parameters for Gaussian mixtures of HMM states using the EM algorithm. Using the proposed method, we can use a large number of Gaussian mixture components without suffering from parameter estimation.
MC-HMM
Lipmann et al. proposed a method for training an HMM that is robust to various noise environments [11] . In this method, various types of noises are used for training. First, corrupted speech data are obtained for each background noise, and then, all the data are used for training. The resulting model contains all variations of speakers and environments; therefore, it is expected to be robust to variations in both speaker and environment.
This type of trained HMM is called MC-HMM. While the MC-HMM is quite simple, it is known to be robust against various noises. Therefore, this method is regarded as a "standard" for the noise-robust acoustic model [15] .
The disadvantage of the MC-HMM is that it is difficult to train models with a large number of parameters. Since the variation in environmental noises is considerably wider than that in speakers, a model for various speakers and noise environments should have considerably larger number of parameters than an HMM in a single environment. However, it is difficult to train a model with a large number of parameters because the solution of the EM algorithm tends to converge a local maximum when the number of parameters is large.
Meaning of Gaussian Mixture Distribution
In most of the continuous density HMMs, a Gaussian mixture distribution is employed as a probability density function of a state. A Gaussian mixture distribution is expressed as follows:
where M k=1 η k = 1.
Here, x is a feature vector, M is the number of mixture, N(x; µ, Σ) is a multivariate Gaussian density function, µ k is a mean vector of the k-th distribution, and Σ k is a covariance matrix of the k-th distribution. In HMMs used for speech recognition in a certain noise environment (including the case of "clean" environment), using Gaussian mixture distributions is regarded as a method of approximating the distributions of feature vectors. Since the shape of the true distribution of feature vectors is unknown, we employ a Gaussian mixture distribution that can express various types of distributions and adjust the parameters of the distribution using the EM algorithm so that the mixture distribution approximates the true distribution of the feature vectors. We call this type of Gaussian mixture distribution as the "mixture for approximation."
The other interpretation of a mixture distribution is that a feature vector is generated from a different information source. Suppose a feature vector belongs to a distinct noise environment, while we do not know which environment the vector belongs to. If a distribution of vectors in a certain environment is approximated by a Gaussian distribution, the distribution of the observed vectors can be expressed as a mixture of distributions of all environments.
In this case, N is the number of environments, N(x; µ j , Σ j ) is a distribution of the j-th environment, and γ j is a prior probability of the j-th environment. We call this type of mixture distribution as the "mixture for alternatives." The difference between the "mixture for alternatives" and the "mixture for approximation" is that each component of the mixture distribution for alternatives has a different meaning (i.e., a specific environment). In a mixture distribution for alternatives, if we know the environment j 0 to which the vectors belong, we can adjust γ j as
for maximizing expectations of the probability p(x), but this kind of adjustment does not make sense for a mixture for approximation because a Gaussian component of the mixture distribution does not have any specific meaning.
MM-HMM
In an MC-HMM, all variations in feature vectors attributed to phoneme environments, speaker variations and noise environments are jointly expressed as a Gaussian mixture distribution. Here, we assume that different noise environments are "alternatives" explained above. Then, we can decompose a Gaussian mixture distribution into "mixture for alternatives" and "mixture for approximation," as follows:
where γ j is a prior probability of the j-th environment and ψ j (x) is a probability density of feature vectors in the j-th environment, which is expressed as a mixture of M Gaussian components.
If we have no prior knowledge of the noise environment, the distribution of γ j is assumed to be uniform. Thus, the distribution becomes
The MM-HMM employs the above-mentioned mixture distribution as probability density functions of all states. The resulting model is quite simple: just train HMMs for all noise environments individually, and then, combine all HMMs by mixing all distribution functions state by state.
The construction procedure of the MM-HMM is as follows:
Training of each single-noise HMM for each noise:
For each noise used for training (ϕ 1 , ϕ 2 , · · · ϕ N ), a single-noise HMM M (ϕ j ) is trained using the speech data corrupted by the noise ϕ j . All single-noise HMMs have the same topology (left-to-right HMM) with the same number of states. Each state has a mixture Gaussian distribution with the same number of Gaussian components.
Combining all Gaussian components of every singlenoise HMM into unified HMM:
The HMM M (Φ) is constructed by combining all Gaussian components of single-noise HMMs M (ϕ j ) , where Φ denotes a set of noises (Φ = {ϕ 1 , ϕ 2 , · · · , ϕ N }).
The output probability density distribution p s (x) at the s-th state in M (Φ) is given by Eq. (9).
where ψ j,s (x) denotes an output probability density distribution at the s-th state in M (ϕ j ) .
The MM-HMM is expected to be robust to noise environments included in the training data. Moreover, it is also expected to be robust to an "unknown" environment that is not included in the training data, as long as the distribution of feature vectors in the unknown environment is approximated by a linear combination of distributions of the environments used for training. Of course, it is not always true, but we can expect this assumption to hold when many noisy environments are used for the training.
Experiments
In order to confirm the effectiveness of the MM-HMMs, several speech recognition experiments were carried out. The recognition performance of MM-HMMs, clean HMMs and MC-HMMs was compared. Seventeen types of background noises shown in Table 1 were used for the experiments. Twelve noises were used as training data, and the other five noises were used as test data. Note that the noise "Exhibition hall" and "Crowded street" are involved in both of the training and test data; however, these noise signals were recorded at different places. Therefore, we regard these noise signals as belonging to different environments.
The training signals were generated by combining clean speech signals and noise signals with four SNR, 5, 10, 15 and 20 dB. The test signals were generated similarly, with SNR conditions of 0, 5, 10, 15, 20, 25 and 30 dB. The clean speech signals were also used as test data.
All single-noise HMMs and MC-HMM consisted of tied-state triphones. The structure of tied states was automatically determined by the decision tree method, and the structures of all HMMs were determined separately. A state in the MM-HMM is constructed by combining the states in the single-noise HMMs. When combining the Gaussian mixture, a uniform distribution is used (i.e., γ j = 1/N). 13-dimensional Mel-frequency cepstral coefficient (MFCCs) feature vectors excluding the frame log power were extracted from the pre-emphasized speech signal every 10 ms using a 25 ms Hamming window. The MFCCs and ΔMFCCs were concatenated to form 25-dimensional feature vectors. Cepstral mean normalization was used. The performance was evaluated using word accuracy. The other experimental conditions are shown in Table 2 .
The speech recognition experiments for various SNR conditions were carried out. The MM-HMM was constructed from 48 single-noise HMMs (12 noise variations × 4 SNR variations), with each state having 768 (16 × 12 × 4) mixtures. The MC-HMMs were trained using all available training samples. In the test data, SNR was set to 0, 5, 10, 15, 20, 25, 30, and ∞ dB. Figure 1 shows the experimental results. In the figures, "MM" denotes "MM-HMM"; "clean", "clean HMM"; "MC", "MC-HMM", and the number after "m", the number of mixtures. These results show that the MM-HMM has the highest accuracy for all SNRs. Among the MC-HMMs, the best result was obtained when the number of mixture was 16, showing that it was difficult to train all variations from noisy environments, speakers, and other fluctuations altogether using the EM algorithm.
Adjustment of Prior Probabilities Using an Aspect Model

Overview of Adjustment of Prior Probabilities
In Eq. (8), we assumed that we have no knowledge of the noise environment. If we observe noise or noise-added speech in the target environment, we can adjust the prior probability γ j so that the overall probability increases. This approach is similar to noise environment adaptation [18] , [19] . The basic idea is to change γ j using the EM algorithm so that the likelihood of the adaptation data becomes maximum. A straightforward method of adjusting the prior probabilities is to adjust γ i directly. However, if the amount of adaptation data is extremely small (i.e., a few seconds), the estimation of parameters become unstable. A conventional approach of reducing the number of parameters to be adapted is to use the clustering technique for noisy speech [20] , [21] . In this type of approach, the noise environments are classified (either strictly by using ordinary clustering or softly using a fuzzy clustering) into a few clusters, and the adaptation is performed on the basis of the model for the nearest cluster.
A disadvantage of the conventional approaches is that the adaptation result is not guaranteed to be optimum from the maximum likelihood point of view, because clustering and adaptation are performed independently. To obtain the optimum result for both clustering and adaptation, we employ an aspect model [22] for reducing the number of parameters to be adjusted.
The probability distribution function for the sample x is as follows. First, we consider the adaptation of a distribution of a specific state. In this case, the probability distribution is expressed as
where
The variable λ n,z is the first-level weighting and ξ z is the second-level weighting of the z-th cluster. This model is interpreted as follows. First, all noise environments are "softly" classified into a few clusters (i.e., aspect model). Here, p(x|Λ z ) denotes a probability density function of samples in the z-th aspect model. Then, the probabilities from all aspect models are combined using the weight ξ z . Under this interpretation, λ n,z denotes the degree of belongingness of the n-th environment belongs to the z-th cluster, and ξ z denotes the probability that the current environment belongs to the z-th cluster.
Comparing Eq. (10) with Eq. (6), we obtain
When adjusting the probability γ j , we adjust only ξ z instead of adjusting γ j , because λ j,z (which denotes the probability of the j-th environment belonging to the z-th aspect model) is independent of the current environment. If Z < N, the estimation of parameters from a small amount of adaptation data becomes easier than simply adjusting all of γ j .
Training Aspect Model
To estimate Ξ and Λ, we have to make some kind of assumption regarding ξ z and λ j,z so that each p(x|Λ z ) becomes a "basis distribution" for expressing distributions of various noise environments. The basic idea of training of the aspect models is to estimate Λ so that mixture of p(x|Λ z ) can be used to approximate each of the single-noise models ψ j (x). Since the number of the aspect models Z is smaller than that of the single-noise models N, we can expect that the trained aspect models are trained to express any distribution. The optimization of basis distributions is based on the maximum likelihood criterion, which is the advantage of the proposed method.
We define the probability distribution function for the noise j and sample x as
Let X j be a set of samples that belong to the j-th noise environment:
Then, the objective function of the training of the aspect models is the total likelihood of the samples, given by
The EM algorithm for maximizing Eq. (20) is as follows. First, we randomly initialize ξ z, j and λ n,z . Next, we define α i, j,z and β i, j,n as
Then, we re-estimate λ n,z and ξ z, j as
After training λ n,z and ξ z, j , only λ n,z are remaining for the calculation of the aspect models. ξ z, j are not used for the adaptation. The average of ξ z, j over j are used as initial values of the adaptation.
When using the aspect model for the HMM, we have to apply the above-mentioned method to distributions in many states. In this case, we use state-dependent λ n,z (i.e., λ n,z,s ) and state-independent ξ z, j . The reason behind using state-dependent λ n,z,s is that effect of environmental noise on speech differs from phoneme to phoneme. For example, when the noise level is not high, vowels are not affected by the noise strongly because they have large power, while plosive consonants are affected by the noise more strongly. The state-dependent λ n,z,s can express this kind of difference. Note that the state-dependency of λ n,z,s is independent of the parameters to be adapted for environment adaptation, because we adjust only ξ z for the adaptation. To estimate these parameters, α i, j,z and β i, j,n are also made state dependent (i.e., α i, j,z,s and β i, j,n,s ). Therefore, Eq. (11) is rewritten as follows:
In this case, λ n,z,s is a state-dependent weight from n to the aspect model z at the state s, whereas ξ z is still independent of states. The mixture weights λ n,z,s from the training samples are trained using the EM algorithm.
Online Adaptation Using Aspect Model
For the adaptation of the aspect model, the EM algorithm is applied for estimatingξ z , which is the updated ξ z . When the adaptation data y 1 , y 2 , . . . , y n are given,ξ z is calculated as
where k is the number of iterations and (32) Figure 2 shows a block diagram of the noise-adaptive speech recognition system based on the aspect model. In the training phase, single-noise HMMs are trained using the training data. MM-HMMs can be obtained by combining all single-noise HMMs. Using the MM-HMMs and training data, the aspect models are computed. In the adaptation phase, the original aspect model is adjusted using the adaptation data. Here, the second-level weightings of each latent reference model, ξ z , are the unit for adaptation instead of the single-noise model set.
Since we adjust only Z parameters in the adaptation phase, we can estimate the parameters without suffering from the complexity of the original model. Therefore, we can employ HMMs with a large number of mixture components without degrading the performance of adaptation.
Experiments
Experimental Conditions
Speech recognition experiments were conducted for investigating the performance of environment adaptation using the aspect model. In these experiments, the SNR of the test data was set from 0 to 20 dB. The speech for adaptation were generated by connecting sentences spoken by the same speaker of the test data. Then, noise signals of the same type as the test data were added to the adaptation speech signals with the same SNR as the test data. The speech and noise signals of the adaptation data were not included in either the training or the test data. One adaptation speech signal was used for a speaker and an environment for recognizing five sentences uttered by the same speaker in the same environment. Adaptation experiments were conducted for 20 speakers (10 males, 10 females) in five environments, yielding 500 sentences in total. The other experimental condi-tions were same as the experiments described in Sect. 2.4.
MM and Conventional Noise Adaptation Methods
First, we confirmed that the plain MM-model was better than a simple noise-reduction method such as SS to compare the proposed method with methods that use information regarding the noise signals. In addition, we tried to apply MLLR adaptation to confirm whether MLLR adaptation works when a few seconds of adaptation data is used.
Among various extended versions of SS, we used multi-band SS (MBSS) [27] in this study. The spectral floor parameter was set to β = 0.03, which gave the best results in the preliminary experiment. For estimating the noise spectrum, 0.1 s of noise data was used. For the MLLR, a global transformation matrix was used for adaptation because the length of the speech for adaptation was not quite long (5 s). Figure 3 shows the experimental results. The performance of the MLLR degraded as compared to the original MM models. This could be because the adaptation data are not sufficient for MLLR adaptation. Further, the word accuracy of MBSS did not improve and was not as effective as that of the MM-HMMs.
MM and the Proposed Noise Adaptation Method
Next, we carried out experiments to investigate the effect of noise adaptation (i.e., weight optimization) of the MMmodel using the aspect model. In this experiment, we com- pared the word accuracy of the model for SNR of 0, 10, and 20 dB. We used five types of adaptation data: 0.1 s and 0.5 s signals that contained only noise, 1 s, 2 s, and 5 s signals that contained speech with noise. When the noise-only signals were used, we used only silence models of the HMM for adaptation.
In this experiment, we used 2, 5 and 10 aspect models. As the number of noise environments of the training data was 48 (12 noises × 4 SNRs), the aspect model reduced the number of adaptation parameters to 4%, 10% and 21%, respectively.
The results for different numbers of aspect models are shown in Fig. 4 . First, as compared to the MM-HMM, the weight optimization did improve word accuracy in most of the conditions, but the degree of improvement was different for different conditions. When the environmental noise was heavy (i.e., 0 dB), the improvement was at the most 4.1 points using 10 aspect models and 5 s of adaptation speech. Using noisy speech was effective in the 0 dB condition as compared to using only noise signals, but the length of the adaptation speech had no significant effect. In the better noise cases (i.e., 10 and 20 dB), the effect of adaptation decreased (0.52 point for 10 dB, and 0.62 point for 20 dB). Figure 5 shows the result for 0, 10, and 20 dB SNR conditions when 1 s of adaptation data and 10 aspect models were used. We can see that the improvement was the highest for the 0 dB condition. The reason why there was no significant improvement may be that the effect of noise on the variation of speech signals was smaller than the effect of other factors such as the speaker.
Comparison of Parameter Initialization
As shown in Eq. (25), the initial values ofξ z are calculated by averaging ξ z, j with respect to j. We compared the initialization of parameters with simply using the uniform value (i.e.,ξ (0) z = 1/Z). Figure 6 shows the experimental result when number of aspect models were 10 and SNR were 0 dB. As this result indicates, parameter initialization using ξ z, j is slightly better than just using the uniform value, but the dif- ference is not large.
Comparison with Other Noise Adaptation Methods
We conducted experiments for comparing the proposed method with two adaptation methods. First, we considered a method that optimizes γ j directly based on EM algorithm. On optimizing γ j , we used uniform values as initial values of γ j .
Next, we carried out experiments to compare the performance between the cluster-based noise adaptation and proposed methods [21] . In this experiment, we used a top-down clustering method based on Bhattacharyya distance [17] , [23] . Of the constructed tree-structure, the root node is identical to MC-HMMs and the leaf node is the same as single-noise HMMs. The depth of levels is 8 and the total number of node is 94. After constructing tree-structure, each node model is expressed as a tied-state left-to-right 16mixture context-dependent triphone model.
As for the computational complexity of the selection method, it requires calculation of likelihood of the adaptation data for almost half of clusters when tree-based pruning is employed. In our experiment, as we used 94 clusters, we need to calculate likelihood nearly 50 times (the actual number of calculation depends on the situation). On the other hand, the proposed method need to calculate Eq. (30) for adaptation. The computational complexity of calculation of likelihood in Eq. (30) is in proportion to number of environments for training. Note that re-calculation of likelihood is not needed for each iteration because onlyξ z are changed in the iteration. For we used 48 noises, number of likelihood calculation of our method is comparable to the selection method. Figure 7 shows the recognition results for the aspect models, EM training and model selection methods. The EM-based optimization could not improve the recognition performance, which seems to be caused by the number of adaptation parameters (48), which was too many to estimate from only 5 s of adaptation data. The method based on the model selection gave the best results when SNR was 0 dB and length of the adaptation speech was 1 s or 5 s. However, Fig. 7 Comparison between aspect models and other optimization methods.
the model selection method could not improve the word accuracy in 10 dB and 20 dB case, showing that the generated clusters were mainly determined by the speech with heavy noises. Conversely, the proposed method showed stable improvement under all SNR conditions. The stable improvement of the proposed method is caused by the training procedure of the aspect models; since the aspect models are trained so that the aspect models reproduce a probability distribution of any specific noise and SNR in the training data, the aspect models can express speech under any noise environment regardless of its SNR condition.
Conclusions
In this paper, we proposed an acoustic model that is robust to various environmental noises. The MM-HMM was obtained by combining HMMs that are trained using corrupted speech data each containing different types of background noises. Experimental results showed that the MM-HMM exhibited the best recognition performance for any type of noise and any variation in SNRs. On the basis of the MM-HMM, we investigated the noise-robust speech recognition method using an adaptation approach. The aspect model is a two-level mixture model, which can reduce the number of free parameters for adaptation.
We evaluated the performance of the proposed method through an experiment. Although we used noisy speech data of very short length, the performance of the proposed method was higher than that of MM-HMMs under heavy noise condition. In addition, we compared the proposed method with the EM-based weight optimization and the model selection method based on a tree-structured model clusters. As a result, the proposed method outperformed the existing adaptation methods except the model selection method at 0 dB SNR condition. Moreover, the proposed method improved the recognition performance constantly regardless of the SNR conditions.
