Four multiplicative cohomology theorems by Gaillard, Pierre-Yves
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Four Multiplicative CohomologyTheorems
The main statement proved here is the
De Rham Theorem
The de Rham cohomology algebra of a paracompact manifold is
canonically isomorphic to the graded algebra of endomorphisms of the
constant sheaf viewed as an object in the derived category of sheaves of
vector spaces.
There are similar statements for Lie algebra cohomology and group cohomology.
Reminder about the notion of derived category
Let A be an abelian category and A• the category of cochain complexes in
A. Recall that a morphism in A• is a quasi-isomorphism if it induces an
isomorphism in cohomology. A derived category of A is a pair (D, i) where D
is a category and i a functor from A• to D satisfying the following condition.
For any category C and any functor F : A• → C transforming quasi-isomorphisms
into isomorphisms there is a unique functor F˜ : D → C such that
A•
F //
i

C
D
F˜
>>
}
}
}
}
commutes.
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It’s easy to check that a derived category of A exists and is unique up to unique
isomorphism, and that D has the same objects as A•. It can be shown that D is
additive.
For C• ∈ A• and n ∈ Z denote by Cn+• the indicated shifted complex equipped
with (−1)n times the differential of C•. For C•, D• ∈ A• and n ∈ Z put
ExtnA(C
•, D•) := HomD(C
•, Dn+•)
and note that there is an obvious composition
ExtqA(D
•, E•)⊗
Z
ExtpA(C
•, D•) −→ Extp+qA (C
•, E•),
called cup-product. Sometimes one abusively calls derived category the
category E whose objects are those of A• and whose morphisms are defined by the
rule
HomE(C
•, D•) :=
⊕
n∈Z
ExtnA(C
•, D•).
This short text is about the four following cohomology theories : the de Rham
cohomology, the (relative) Lie algebra cohomology, the group cohomology and the
Cˇech cohmology (I refer to Warner [W], Borel-Wallach [BW] and Cartan-Eilenberg
[CE] for precise definitions, and to Verdier [V] for derived category theory). Each of
these theories was first defined by a magic formula and then interpreted as an Ext-
group ; in each case there is an obvious cup-product suggested by the formula and
an obvious cup-product suggested by the Ext interpretation ; the goal is to show
that the combinatorial cup-product is compatible with the conceptual one.
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Statement of the Theorems
Let M be a paracompact manifold, CM the constant sheaf with fiber C over M and
CM ֌ Ω the de Rham resolution.
Multiplicative de Rham Theorem. The de Rham cohomology of M is canoni-
cally isomorphic as a graded algebra to Ext•CM -mod(CM ,CM).
Let k be a field of characteristic 0, let k ⊂ g be finite dimensional Lie algebras
over k ; assume g is k-semisimple. Given a (g, k)-module (i.e. a k-semisimple
g-module) V , denote the Chevalley-Eilenberg cohomology of (g, k) with values in V
by H•CE(g, k ;V ) and put H
•(g, k ;V ) := Ext•g,k(k, V ). By a Theorem of Hochschild
there is a canonical isomorphism of graded vector spaces
ΦV : H
•
CE(g, k ;V )
∼
→ H•(g, k ;V ).
Consider the diagram
H•CE(g, k ;V )⊗H
•
CE(g, k ; k)
ΦV ⊗Φk−−−−−−→
∼
H•(g, k ;V )⊗H•(g, k ; k)
y
y
H•CE(g, k ;V )
∼
−−−−−→
ΦV
H•(g, k ;V ),
where the vertical arrows represent the cup-products.
Multiplicative Hochschild Theorem. This diagram commutes.
Let G be a group and k a commutative ring. Denote the Eilenberg-MacLane coho-
mology of G with values in the G-module V by H•EM(G, V ) and put H
•(G, V ) :=
3
Ext•G(k, V ). By a Theorem of Eilenberg-MacLane there is a canonical isomorphism
of graded k-modules
ΦV : H
•
EM(G, V )
∼
→ H•(G, V ).
Consider the diagram
H•EM(G, V )⊗H
•
EM(G, k)
ΦV ⊗Φk−−−−−−→
∼
H•(G, V )⊗H•(G, k)
y
y
H•EM(G, V )
∼
−−−−−→
ΦV
H•(G, V ),
where the vertical arrows represent the cup-products.
Multiplicative Eilenberg-MacLane Theorem. This diagram commutes.
Given an be an open cover U of a topological space X , a commutative ring k and a
sheaf S of modules over the constant sheaf C := kX there is — by a results I’ll call
Cˇech Theorem — a canonical morphism of graded k-modules
ΦS : Hˇ
•(U , S)→ H•(X,S).
Consider the diagram
Hˇ•(U , S)⊗ Hˇ•(U , C)
ΦS ⊗ΦC−−−−−−→ H•(X,S)⊗H•(X,C)
c
y
y t
Hˇ•(U , S) −−−−−→
ΦS
H•(X,S),
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where c denotes the Cˇech cup-product and t denotes the “true” cup-product.
Multiplicative Cˇech Theorem. This diagram commutes.
Here is a theorem that is not multiplicative at all ; I put it here because its proof
uses Cˇech cohomology — and because I don’t know where else to put it.
Bott-Tu Theorem. The Fre´chet structure of the de Rham cohomology of a
paracompact manifold is a topological invariant.
Proof. In Proposition 9.8 of [BT] Bott and Tu give an explicit isomorphism ϕ from
the cohomology Hˇ•(U ,C) of a countable good cover onto the de Rham cohomology
H•dR(M,C). A look at their formula shows that ϕ is continuous. Since the target
is Fre´chet, the Open Mapping Theorem implies that ϕ is a Fre´chet isomorphism.
Therefore the Fre´chet structure of Hˇ•(U ,C) doesn’t depend on the choice of U ,
and, similarly, the Fre´chet structure of H•dR(M,C) doesn’t depend on the choice of
the differential structure of M . This proves that the Fre´chet structure in question
depends only on the topology of M . QED
Statement of the Propositions
Let k be a commutative ring and C a k-category ; the convention
⊗ := ⊗
k
shall be in force to the end. The following abbreviations will come handy : if A and
B are complexes in C then 〈A,B〉 shall be the complex whose underlying graded
k-module is defined by
〈A,B〉n := ⊕
p
Hom(Cp, Dn+p),
5
the differential being given by df = d ◦ f − (−1)n f ◦ d for f ∈ 〈A,B〉n, and [A,B]
shall be its cohomology :
[A,B] := H(〈A,B〉),
recalling that [A,B]n is also the k-module of homotopy classes of complex mor-
phisms from A• to Bn+•. Let
canAB : [A,B]→ Ext(A,B)
be the natural morphism. If C is a third complex then we have the composition
morphisms
〈B,C〉 ⊗ 〈A,B〉 → 〈A,C〉,
[B,C] ⊗ [A,B]→ [A,C],
Ext(B,C) ⊗ Ext(A,B)→ Ext(A,C),
all abusively denoted by c and the last one being by definition the cup-product ;
moreover the following diagram commutes
[B,C] ⊗ [A,B]
c
−−−−−→ [A,C]
canBC ⊗ canAB
y
y canAC
Ext(B,C) ⊗ Ext(A,B) −−−−−→
c
Ext(A,C).
(1)
For i = 1, 2, 3 let Vi be an object of C and εi : Vi ֌ Ai a right resolution of Vi.
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Recall that we have the commuting diagram of isomorphisms
Ext(Ai, Vj)
Ext(εi,Vj)
−−−−−→ Ext(Vi, Vj)
Ext(Ai,εj)
y
y Ext(Vi,εj)
Ext(Ai, Aj) −−−−−−→
Ext(εi,Aj)
Ext(Vi, Aj),
which I’ll implicitly use to identify these four k-modules whenever convenient. Also
I’ll often write f g for f ◦ g.
Assume we are given complex morphisms
ϕij : 〈Vi, Aj〉 → 〈Ai, Aj〉
for i < j, and
µ : 〈V2, A3〉 ⊗ 〈V1, A2〉 → 〈V1, A3〉
subject to
(a) ϕij(f) εi = f for all f in 〈Vi, Aj〉 and
(b) the diagram
〈V2, A3〉 ⊗ 〈V1, A2〉
µ
−−−−−→ 〈V1, A3〉
ϕ
23
⊗ϕ
12
y
y ϕ13
〈A2, A3〉 ⊗ 〈A1, A2〉 −−−−−→
c
〈A1, A3〉
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commutes up to homotopy.
Let µ∗ : [V2, A3]⊗[V1, A2] → [V1, A3] be the morphism induced by µ. Denote both
can
ViAj
and can
AiAj
by canij when convenient. — Consider the diagram
[V2, A3] ⊗ [V1, A2]
µ∗
−−−−−→ [V1, A3]
can23⊗ can12
y
y can13
Ext(V2, V3) ⊗ Ext(V1, V2) −−−−−→
c
Ext(V1, V3).
Proposition 1. This diagram commutes.
Weak Proposition 2. If C has enough injectives and Extp(Vi, A
q
j) = 0 for p > 0,
q ≥ 0 then canij : [Vi, Aj]→ Ext(Vi, Vj) is an isomorphism.
Proof. This follows immediately from Grothendieck’s Remark 3 after Theorem
2.4.1 in [G]. QED
Strong Proposition 2. If Extp(Vi, A
q
j) = 0 for p > 0, q ≥ 0 then
canij : [Vi, Aj]→ Ext(Vi, Vj)
is an isomorphism.
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Proposition 1 and Weak Proposition 2
imply the Theorems
Proof of the Multiplicative de Rham Theorem. Let CM ֌ Ω the de Rham
resolution. Put Ω(M) := 〈CM ,Ω〉 as usual, and V1 = V2 = V3 := CM , A1 = A2 =
A3 := Ω, and define ϕ : Ω(M) → 〈Ω,Ω〉 by ϕ(α)(ξ) = α ∧ ξ (here α is a form and ξ
a germ) and µ : Ω(M)⊗Ω(M)→ Ω(M) by µ(α, β) := α ∧ β. QED
Proof of the Multiplicative Hochschild Theorem. Let C be the category of
(g, k)-modules. Note that if W is a complex in C then 〈k,W 〉 is the subcomplex W g
of invariants. Put V1 = V2 := k, V3 := V ,
Ai := Homk
(
U(g) ⊗
k
∧
(g/k) , Vi
)
K-finite
and define ϕ : Ag1 → 〈A1, Aj〉 by ϕ(α)(ξ) = α ∧ ξ and µ : A
g
1 ⊗A
g
1 → A
g
3 by
µ(α, β) := α ∧ β. QED
Proof of the Multiplicative Eilenberg-MacLane Theorem. Let C be the
category of Gk-modules. Note that if W is a complex in C then 〈k,W 〉 is the
subcomplex WG of invariants. To any Gk-module W attach the injective resolution
I(W ) whose definition can be briefly recalled as follows : In(W ) is the Gk-module
of maps from G× · · · ×G (n+ 1 factors) to W , and the coboundary is given by
(df)(g0, . . . , gn) =
∑
(−1)i f(g0, . . . , ĝi, . . . , gn).
Also remember that the (combinatorial) cup-product Ip(k) × Iq(W ) → Ip+q(W ) is
given by
(α ∪ β)(g0, . . . , gp+q) = α(g0, . . . , gp) β(gp, . . . , gp+q).
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Put V1 = V2 := k, V3 := V , Ai := I(Vi) and define ϕ : A
G
1 → 〈A1, Aj〉 by ϕ(α)(ξ) =
α ∪ ξ and µ : AG1 ⊗A
G
1 → A
G
3 by µ(α, β) := α ∪ β. QED
Proof of the Multiplicative Cˇech Theorem. For any sheaf T of C-modules let
ΨT : Hˇ
•(U , T )→ H•(X, T )
be the canonical morphism of graded k-modules. Consider the diagram
Hˇ•(X,S)⊗ Hˇ•(X,C)
ΨS ⊗ΦC−−−−−−→ H•(X,S)⊗H•(X,C)
c
y
y g
Hˇ•(X,S) −−−−−→
ΦS
H•(X,S),
where c and g denote respectively the Cˇech and the Godement cup-product as
defined in section II.6.6 of [God]. Since this diagram commutes by observation (c)
on page 257 of [God], it suffices to check that
H•(X,S)⊗H•(X,C)
=
−−−−−→ H•(X,S)⊗H•(X,C)
g
y
y t
H•(X,S) −−−−−→
=
H•(X,S),
where, remember, t is the “true” cup-product, commutes. Let εC : C → A and
εS : C → B be Godement’s canonical resolutions and let µA : A⊗C A → A,
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µB : B⊗C A → B be the maps defined at the bottom of page 256 of [God]. To
apply Propostion 1 we need maps
ϕ : 〈C,A〉 → 〈A,A〉,
ψ : 〈C,B〉 → 〈A,B〉,
µ : 〈C,B〉 ⊗
k
〈C,A〉 → 〈C,A〉.
Let’s define them by setting
(
ϕ(α)
)
(a) := µA
(
α(x)⊗a
)
,
(
ψ(α)
)
(a) := µB
(
α(x)⊗a
)
for all x ∈ X and all a ∈ A(x) [the stalk over x] and letting µ be the composition of
〈C, µB〉 with the canonical map
〈C,B〉 ⊗
k
〈C,A〉 → 〈C,B⊗
C
A〉.
Section II.6.6 of [God] implies then the assumptions of Proposition 1 are fulfilled.
QED
Proof of Proposition 1
I first claim that the diagram
[Vi, Aj]
H(ϕ)
−−−−−→ [Ai, Aj]
can
ViAj
y
y canAiAj
Ext(Vi, Aj) ←−−−−−−
Ext(εi,Aj)
Ext(Ai, Aj),
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commutes. Indeed, the restriction [εi, Aj] : [Ai, Aj]→ [Vi, Aj] satisfying
[εi, Aj] H(ϕ) = Id[Vi,Aj ] by assumption (a) and
can
ViAj
[εi, Aj] = Ext(εi, Aj) canAiAj ,
we have
can
ViAj
= can
ViAj
[εi, Aj] H(ϕ) = Ext(εi, Aj) canAiAj H(ϕ).
The top square of
[V2, A3] ⊗ [V1, A2]
µ∗
−−−−−→ [V1, A3]
H(ϕ
23
)⊗H(ϕ
12
)
y
y H(ϕ13 )
[A2, A3] ⊗ [A1, A2]
c
−−−−−→ [A1, A3]
can23⊗ can12
y
y can13
Ext(V2, V3) ⊗ Ext(V1, V2) −−−−−→
c
Ext(V1, V3)
commutes by assumption (b) ; the bottom square commutes because it is of the
form (1) ; the vertical compositions are respectively can23⊗ can12 and can13 by the
claim. QED
Proof of Strong Proposition 2
For any complex C let C[n] be the complex Cn+• ; for any complex morphism
f : B → C[n] denote by [f ] ∈ [B,C]n its homotopy class and by f˜ the correspond-
ing element of Extn(B,C) ; any object of C shall be viewed as a complex in degree
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zero. — Let V be an object and A a complex satisfying An = 0 for n < 0 and
Hn(A) = 0 for n > 0 ; let Z ⊂ A be the subcomplex of cocycles (in other words A is
a right resolution of Z0) ; set
Fn := Extn(V,−).
By left exactness of F 0 the canonical morphism H0(F 0A) → F 0Z0 is an
isomorphism, proving Strong Proposition 2 in degree 0. For p > 0 the short exact
sequence Zp−1 ֌ Ap−1 ։ Ap gives birth to the long exact sequence
0 −−−−−→
F 0Zp−1 −−−−−→ F 0Ap−1 −−−−−→ F 0Zp
δp,0
−−−−−→
F 1Zp−1 −−−−−→ F 1Ap−1 −−−−−→ F 1Zp
δp,1
−−−−−→
F 2Zp−1 −−−−−→ F 2Ap−1 −−−−−→ · · · · · ·
...
...
...
...
...
...
(see [V,III.1.2.5,p.162]). Let δp,0 : H
p(F 0A) → F 1Zp−1 be the monomorphism
induced by δp,0 and for r ≥ 0 introduce the inclusion
ir : Z
r →֒ A[r + 1].
Fix a positive integer n. We want to interpret in terms of connecting morphisms
the canonical morphism Hn(F 0A) → Extn(V, Z0), which I prefer to think as the
morphism
can : Hn(F 0A)→ Extn(V,A)
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satisfying
can([x]) = i˜n x˜ (2)
for all morphisms x : V → Zn. Define
ψ : Hn(F 0A)→ Extn(V,A)
by
ψ := Ext(V, i0) δ1,n−1 δ2,n−2 · · · δn−1,1 δn,0 .
Strong Proposition 2 follows easily from
Lemma. We have can = (−1)n(n+1)/2 ψ.
Proof. For p > 0 let ι be the inclusion of Zp−1 into Ap−1 and Cp the complex
C−1p = Z
p−1 −ι−−−−−→ Ap−1 = C0p ,
and consider the morphisms
Zp
qp
←−−−−− Cp
fp
−−−−−→ Zp−1[1]
defined by
Zp
d
←−−−−− Ap−1
−ι
x
Zp−1
=
−−−−−→ Zp−1[1]
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Note the following : f˜p ∈ Ext
1(Cp, Z
p−1) ; q˜p ∈ Ext
0(Cp, Z
p) ; q˜p is a quasi-
isomorphism ; f˜p q˜
−1
p ∈ Ext
1(Zp, Zp−1). Recall that δp,r : F
rZp → F r+1Zp−1
coincides with the left multiplication by f˜p q˜
−1
p (see [Iv,XI.3]) ; in particular
ψ([x]) := i˜0 f˜1 q˜
−1
1 f˜2 q˜
−1
2 · · · f˜n−1 q˜
−1
n−1 f˜n q˜
−1
n x˜ (3)
for x : V → Zn. Confronting (2) and (3) we see that the lemma reduces to the
equality
i˜0 f˜1 q˜
−1
1 f˜2 q˜
−1
2 · · · f˜n−1 q˜
−1
n−1 f˜n q˜
−1
n = (−1)
n i˜n .
It suffices thus to check that for p > 0 we have i˜p−1 f˜p q˜
−1
p = (−1)
p i˜p , that
is i˜p−1 f˜p = − i˜p q˜p . The morphisms ip−1 fp and ip qp from Cp to A[p] being
respectively given by the diagrams
...x (−1)pd
Ap−1 Ap
−ι
x
x (−1)pd
Zp−1
ι
−−−−−→ Ap−1x (−1)pd
...
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and
...x (−1)pd
Ap−1
d
−−−−−→ Ap
−ι
x
x (−1)pd
Zp−1 Ap−1x (−1)pd
... ,
the identity of Ap−1 furnishes a homotopy from ip−1fp to (−1)
p ip qp. QED
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