Tunneling into a Luttinger-liquid coupled to acoustic phonons out of
  equilibrium by Nosov, P. A. et al.
Tunneling into a Luttinger-liquid coupled to acoustic phonons out of equilibrium
P.A. Nosov,1 R.A. Niyazov,2, 3 and D.N. Aristov3, 2, 4
1Stanford Institute for Theoretical Physics, Stanford University, Stanford, CA 94305, USA
2Department of Physics, St. Petersburg State University, St. Petersburg 198504, Russia
3NRC “Kurchatov Institute”, Petersburg Nuclear Physics Institute, Gatchina 188300, Russia
4Institut fur Nanotechnologie, Karlsruhe Institute of Technology, 76021 Karlsruhe, Germany
The renormalization of conductances in a Y junction of spinless Luttinger-liquid wires additionally
coupled to acoustic longitudinal phonons is investigated in fermionic representation. This system
corresponds to geometry of a tunneling experiment and exhibits the interplay between the Coulomb
repulsion and the attractive retarded interaction mediated by phonons. The retardation effects
related to the propagation of phonons through the junction with arbitrary transmission and reflection
amplitudes are taken into account. The appearing logarithmic corrections to conductances of the
junction are treated in a renormalization group approach, and scaling exponents are calculated up
to infinite order in the interaction after RPA-type summation. The fixed points and corresponding
scaling exponents are considered in various non-equilibrium regimes. We show that the boundary
exponent and the bulk anomalous dimension of fermion operator are characterized by two different
Luttinger parameters, referring to the main wire, thanks to non-local character of phonon-mediated
interaction. In the limiting case of the junction of only two wires, the scaling exponents found by
our method are in exact correspondence with previous bosonization analysis.
I. INTRODUCTION
One-dimensional quantum systems with electron-
phonon interactions have been extensively studied in the
literature [1, 2] for their remarkable transport proper-
ties and practical implementations in carbon nanotube
devices. It is also well known that embedding a poten-
tial impurity into the quantum wire with the repulsive
electronic interactions leads to the power-law renormal-
ization of its scattering amplitude and suppression of
transparency, as was initially discussed within two com-
plementary theoretical approaches, bosonization [3] and
conventional fermionic one [4].
Recently, the effect of electron-phonon interactions on
the electrical conductance and transport properties of
one-dimensional strongly correlated electronic systems
was discussed in the context of helical edge states of two-
dimensional topological insulators [5, 6], quantum Hall
edge states at filling factor ν = 1 [7] and topological
insulator nanowires [8]. It was emphasised that preserv-
ing time-reversal symmetry inelastic scattering processes
due to phonons can drastically influence the topologi-
cally protected transport properties. Such dissipative
mechanisms induce backscattering in the presence of the
Rashba spin orbit coupling [5] or the spin-polarized tun-
neling tip [9] which, in principle, might lead to significant
corrections to measurable conductances or even to the
existence of new fixed points in renormalization group
sense.
The later possibility was considered in [10] by means
of the functional bosonization formalism. It was argued
that a Luttinger Liquid (LL) with the electron-phonon
interaction and a single impurity exhibits an intermediate
state related to the new unstable fixed point in which the
system can flow either to the metallic or insulating limit,
depending on the impurity strength.
In the present paper, we further investigate the renor-
malization group structure of one-dimensional electron-
phonon liquids and extend it to the non-equilibrium case
with more complicated geometry. Specifically, we esti-
mate the conductance scaling of a Y junction of spinless
Luttinger-liquid wires additionally coupled to acoustic
longitudinal phonons as functions of bias voltages applied
to three independent Fermi-liquid reservoirs.
We adopt the fully-fermionic approach [4] with natu-
rally incorporated thermal Fermi reservoirs which allows
us to avoid, by construction, difficulties arising in the
bosonization technique when interactions are considered
only within a finite segment of wires [11–13]. Perturba-
tive fermionic theory of RG, formulated in the paper [4],
has been effectively used in a variety of problems, for in-
stance for a double barrier [14, 15] and Y-junctions in LL
[16–19].
The system exhibits the interplay between the
Coulomb repulsion and the attractive, retarded interac-
tion mediated by the phonons. We take into account
non-local effects that correspond to the propagation of
phonons through the impurity with arbitrary transmis-
sion and reflection amplitudes. In these conditions, we
at first analyze corrections to conductances due to the
electron-phonon interaction at the one-loop level in the
Keldysh formalism and treat the appearing logarithmic
singularities by means of renormalization group scheme
developed in [20]. Furthermore, we extend our results to
an arbitrary interaction strength by summing an infinite
series in perturbation theory (RPA-type summation).
In particular, we obtain that the electron-phonon cou-
pling drastically changes the phase diagram of the sys-
tem. If the coupling parameters are sufficiently large
then the relevant and irrelevant parts of the flow di-
agram interchange and the different “metallic” scaling
behavior appears. Various non-equilibrium regimes are
considered. Scaling exponents for conductances are cal-
culated in all orders in the perturbation theory both in
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2the electron-phonon and electron-electron interactions.
In the limiting case of a 2-wire junction the scaling expo-
nents found by our method are in exact correspondence
with previous bosonization investigations [21].
We also discuss how the boundary exponent and bulk
anomalous dimension of the fermion operator are mod-
ified in the presence of non-local processes associated
with phonons in a Y-junction geometry. Previous stud-
ies show [22] that in the presence of only local interac-
tions it is possible to independently extract from both
of these quantities a single Luttinger parameter which
solely governs renormalization of conductances. In con-
trast to that, we demonstrate that in the tunneling ex-
periments, where the phonons pass unhindered the vicin-
ity of Y junction, this commonly accepted procedure is
ill-defined and rather requires two effective Luttinger pa-
rameters.
The paper is organized as follows. In Sec. II we formu-
late our model for a Y junction in the presence of fermion-
phonon interactions. Non-equilibrium RG equations for
conductances up to the first order of perturbation the-
ory are discussed in Sec. III along with our general RG
formalism. The RPA-type summation to infinite order
in the interaction is described in Sec. IV. Section V is
devoted to the derivation of RG equations at strong cou-
pling out of equilibrium. The solution of RG equations
at strong coupling is presented in Sec. VI. Sec. VII is
reserved for conclusion.
II. THE MODEL
A. Scattering state description of one-dimensional
fermions
We consider the following setup (see Fig. 1): a system
of spinless fermions in one dimension, interacting via a
short-ranged screened Coulomb interaction in each of 3
quantum wires in the regions ` < xj < L, j = 1, 2, 3.
These regions are assumed to be adiabatically connected
to the Fermi-liquid leads at xj > L.
There is a junction in the narrow region |x| < ` ,
which scatters the fermions as described by the unitary
S-matrix (up to overall phase factors in the individual
wires).
S =
r1 t1 t2t1 r1 t2
t2 t2 r2
 . (1)
Currents flowing towards a junction, Ii, and the chem-
ical potentials, µj , are related by Ii = Gijµj , with the
conductances matrix, Gij .
In the absence of interactions this quantity is con-
nected with the S matrix by the Landauer formula
Gij = δij−|Sij |2. It follows from this formula that Kirch-
hoff’s rules are obeyed due to unitarity of S matrix. The
interactions lead to renormalization of the conductances
which is of the main interest in this paper.
Figure 1. Setup of the Y-junction between a main wire (hor-
izontal, blue) and a tunneling tip (vertical, red). The yel-
low wave represents the elastic degrees of freedom (acoustic
phonons). The arrows correspond to the matrix elements of
electrons and phonons scattering processes.
We study interacting fermions in Tomonaga Luttinger
model, described by the Hamiltonian
HLL =
∞∫
0
dx
3∑
j=1
[
H0j (x) +H
int
j (x)Θ(x; `, L)
]
,
H0j (x) = v
[
ψ†j,in(x)i∇ψj,in(x)− ψ†j,out(x)i∇ψj,out(x)
]
,
Hintj (x) = 2pivgjψ
†
j,in(x)ψj,in(x)ψ
†
j,out(x)ψj,out(x) .
(2)
Here v is the Fermi velocity, gj is the interaction con-
stant in the lead j and Θ(x; `, L) = 1 in the interval
` < |x| < L and zero elsewhere. The fermionic field oper-
ators ψ†j,ηj (x) create particles at position x in scattering
states |j, ηj ;ω〉 of energy ω, in wire j and with chiral-
ity ηj = ±1, labeling incoming (ηj = −1) and outgoing
(ηj = +1) states. For simplicity we use the compact
definition jη = (j, ηj). The outgoing fermion operators
are connected with the incoming ones by the S matrix,
ψj,out(0) = Sjkψk,in(0).
B. Coupling to the acoustic phonons
In this paper we consider fermions coupled to one-
dimensional acoustic phonons. We assume that the
phonon spectrum is linear up to a cutoff at the Debye
energy ωD. Phonons are linearly coupled to the electron
density and the electron-phonon interaction takes place
within the same region ` < xj < L in each wire and are
3described by the following Hamiltonian
Hph =
∞∫
0
dx
3∑
j=1
[
H0,phj (x) +H
el-ph
j (x)Θ(x; `, L)
]
,
H0,phj (x) =
[
1
2
u˙2j (x) +
1
2
(c∇uj(x))2
]
,
Hel-phj (x) =
√
pivαjc∇uj(x)
∑
η=±1
ψ†j,η(x)ψj,η(x) .
(3)
Here c is the speed of sound, αj is a dimensionless
electron-phonon coupling constant. The phonons are
also scattered by the vicinity of the junction, which is
encoded below in the Green’s function for the displace-
ment operator uj(x) in the j-wire, see Appendix A for
more details. The effective electron-electron interaction
via phonons, with the energy transfer below the Debye
frequency |ω| . ωD, takes the form
LR,(0)α,ω (lη, x|mη, y) = piv
√
αlαm〈c∇ul(x)c∇um(y)〉retω ,
= −pivαlδlmδ(x− y)
− iωpiv
2c
√
αlαm
(
ei
ω
c |x−y|δlm + ei
ω
c (x+y)Blm
)
, (4)
where the retarded Green’s function for the gradients of
deformations was obtained from (A11). The matrix B
strongly influences the results for the electrical conduc-
tance and is some analog of the squared scattering matrix
|Sij |2.
We focus on the symmetric Y-junction geometry which
corresponds to a tunneling experiment: the electron-
phonon interaction is present only in two wires (which
together form a “main wire”). Another wire (“tunnel-
ing tip”) contains only the electron-electron interaction
and the role of phonons is negligible there, it implies the
absence of phonon transport between the main wire and
the tunneling tip. All these conventions can be encoded
by writing αj = α(1− δj3) and by the following form of
the B matrix
B =
ρ τ 0τ ρ 0
0 0 1
 . (5)
We assume below that the phonon transmission, τ , and
reflection, ρ, coefficients to be constrained by the “uni-
tarity” condition τ + ρ = 1 (see Appendix A), which will
significantly simplify our calculations. However, our for-
malism is not restricted to this case and more general
form of (5) can be used as well.
III. FIRST ORDER CORRECTIONS TO
CONDUCTANCES
A. General formalism
We employ the fermionic approach for the calculation
of interaction-induced corrections to the currents. It was
Figure 2. The diagram leading to the current correction due
to interaction. Wavy line is the sum of bare Coulomb and
electron-phonon interactions in case of first-order correction
computation.
developed in the paper [23] by using the Keldysh tech-
nique for steady-current, off-equilibrium case of the leads
maintained at non-equal chemical potentials . The first-
order corrections to the currents are described by the
diagram in Fig. 2. Solid lines correspond to the fermions
Green functions which in Keldysh space (denoted by an
underbar) have a structure
G =
(
GR GK
0 GA
)
. (6)
The Green’s function in chirality index space have a
structure of 2×2 matrix denoted by square brackets and
a hat Ĝηlηj (l, y|j, x) = G(l, ηl, y|j, ηj , x)
ĜRω (l, y|j, x) = −
i
v
θ(τ)eiωτ
[
δlj 0
Slj δlj
]
,
ĜAω (l, y|j, x) =
i
v
θ(−τ)eiωτ
[
δlj S
∗
jl
0 δlj
]
,
ĜKω (l, y|j, x) = −
i
v
eiωτ
[
δljhl S
∗
jlhl
Sljhj S
∗
jmSlmhm
]
,
τ = (ηly − ηxj)/v.
(7)
Here, hj(ω) = tanh[(ω−µj)/2T ] is the equilibrium distri-
bution function in the lead j with the chemical potential
µj .
The wavy line in Fig. 2 denotes the full interaction
between fermions in the system. It is diagonal in Keldysh
space and originates from two contributions. The first
one is the electron-electron part of interaction
L̂(0)g,ω(l, x|m, y) = 2pivglδlmδ(x− y)
[
1 1
1 1
]
. (8)
We consider the junction of a main wire and a tunneling
tip so that we put g1 = g2 = g with g3 6= g. The second
contribution is the electron-phonon interaction with the
retarded component (4). Combining (8) and (4) together,
we obtain the full interaction propagator for symmetric
4Y-junction geometry in the following form
LR,(0)ω (lη, x|mη, y) = LR,(0)g,ω (lη, x|mη, y)
+LR,(0)α,ω (lη, x|mη, y) = λlδ (x− y) δlm
+iωζ
(
ei
ω
c |x−y|δlm(1− δl3) + eiωc (x+y)Blm
)
,
(9)
where λ1,2 = 2piv(g − α/2), λ3 = 2pivg3, and ζ =
−piαv/2c. The parameter ξ = v/c is the ratio of plas-
mon and phonon velocities. The advanced component of
interaction propagator is given by
L̂A = (L̂R)†|x↔y. (10)
We emphasize that the Keldysh components of interac-
tions, in fact, do not produce logarithmic corrections to
currents [23] due to the dominant role of virtual processes
in renormalization. Moreover, retarded and Keldysh
components do not mix with each other upon the RPA-
type summation of higher order diagrams allowing us to
concentrate henceforth only on the retarded component
of the interaction.
Let us now briefly remind a way to calculate a one-loop
correction to the currents. The corresponding diagram is
depicted in Fig. 2 and can be expressed as
J
(1)
jη
(z) =i
∫
dω
2pi
∫
dxdy
∑
lη,mη
× TrK [Tω(mη, y|lη, x; jη, z)L(0)ω (lη, x|mη, y)],
(11)
where we sum over all wire indices, chirality components,
and TrK is the trace over the Keldysh indices. In addi-
tion, we introduced the structural part T of the diagram
corresponding to the triangle of fermion Green’s function
T νµω (mη, y|lη, x; jη, z)
=vj
∫
dΩ
2pi
TrK [γextĜΩ(jη, z|mη, y)γ¯ν
× ĜΩ+ω(mη, y|lη, x)γµĜΩ(lη, x|jη, z)].
(12)
This fermionic triangle T turns out to be a function of
two external points with different wire indices and coor-
dinates due to the presence of the retarded and matrix
parts of the interaction (4) (in contrast to the case of the
screened Coulomb interaction out of equilibrium previ-
ously discussed in the literature [20]).
External and interaction vertices are defined as
γ
ext
=
i
2
(
1 1
−1 −1
)
,
γ1 = γ¯2 =
1√
2
(
1 0
0 1
)
,
γ2 = γ¯1 =
1√
2
(
0 1
1 0
)
,
(13)
The diagram in Fig. 2 should be combined with the
one where the arrows of the fermionic lines are reverted.
Integration over Ω leads to two generic integrals:∫
dΩ[hj(Ω + ω)− hj(Ω)] = 2ω,∫
dΩ[1− hj(Ω + ω)hp(Ω)] = 2f2(ω + µp − µj),
(14)
where f2(x) = x coth (x/2T ). Calculation shows that
T21 = 0 so that the Keldysh component of interaction
does not contribute to the current (11) as is mentioned
above.
We assume that the point z lies outside the interaction
region. In this case the dependence on z in outgoing cur-
rent J
(1)
j+
(z > L) ≡ J (1)j disappears, whereas correction
to the incoming current is absent J
(1)
j− (z > L) = 0. One
can verify the charge conservation law
∑
j J
(1)
j = 0.
By explicitly evaluating all matrix elements of (12) one
can show that the infrared(IR) regularized correction to
the current reads
J
(1)
j = − Im
∑
mkp
M jmkp
ω0∫

dω
4piv2
L
(0)
ω,odd(m|k)F (ω, Vmp)
(15)
with
F (ω, V ) = (f2(ω + V )− f2(ω − V )),
LR,(0)ω (m|k) =
∫
dxdyLR,(0)ω (m−, x|k+, y)ei
ω
v (x+y),
L
(0)
ω,odd(m|k) = (LR,(0)ω (m|k)− LR,(0)−ω (m|k)),
M jmkp = SkmS
∗
jmS
∗
kpSjp .
(16)
Here ω0 = v/` is the ultraviolet (UV) cut-off,  is the
running IR energy scale, and Vmp = µm − µp is voltage
between the wires m and p.
We stress that there is no contribution in (15) associ-
ated with identical chiralities at both vertices (compare
with (16)), despite the fact that the electron-phonon in-
teraction is independent of chirality and formally con-
tains corresponding nonzero matrix elements. In terms of
“g-ology” it just means that forward scattering processes
g4 and α4 do not participate in the renormalization of
conductances in the dc limit.
B. First order of the interaction
The quantity L
(0)
ω,odd in Eq. (9) contains several terms of
the form ω−1 sin2 ωt0 with t0 = L/v, L(1 + ξ)/v, 2L(1 +
ξ)/v. The existence of these rapid oscillations ensures
convergence of L
(0)
ω,odd at small ω and at the same time
all such terms can be approximated by (2ω)−1 at larger
energies, ω & t−10 ∼ L−1. Hence, in the limit L→∞ we
can write
L
(0)
ω,odd(m|k) =
2piiv2
ω
((g − α¯(1 + ξ))δmk + α¯ξBmk) ,
(17)
5where α¯ = α2(1+ξ)2 .
The remaining integral over energy is logarithmically
divergent:
I (ω0, , V ) =
∫ ω0

dω
ω
F (ω, V ) = 2V θ(− |V |) ln ω0

+ 2θ(|V | − )
[
V −  sgn(V ) + V ln ω0
V
]
' 2V θ(− |V |) ln ω0

.
(18)
In the last line we neglected the contribution from the
region  < |V | because its dependence on the running
scale  is only linear.
The upper limit of integration in (18) should be used
with caution: in processes involving phonons the UV cut-
off ω0 should be replaced by the characteristic energy
scale ωD. From the RG point of view, it just implies
that all divergent logarithmic contributions proportional
to the electron-phonon coupling constant α should be
accompanied by the step function θD() = θ(ωD − ).
Summarizing, the first order correction to the currents
reads as
J
(1)
j = −
∑
mkp
Vmpθ(− |Vmp|) Re[M jmkp]
× ((g − α¯(1 + ξ))δmk + α¯ξBmk) ln ω0

.
(19)
It is convenient to introduce two independent currents
Ja,b and two independent bias voltages Va,b as follows:
Ja =
1
2
(J1 − J2) , Va = µ1 − µ2 (20)
for the main wire and
Jb =
1
3
(J1 + J2 − 2J3) = −J3, Vb = 1
2
(µ1 + µ2) (21)
for the tunneling tip. The bare (differential) conduc-
tances are then defined as
Ga = ∂Ja/∂Va, Gb = ∂Jb/∂Vb . (22)
For the symmetric S matrix, Eq. (1), the bare conduc-
tances in non-interacting situation are
G(0)a =
1
2
(1− |r1|2 + |t1|2), G(0)b = 2|t2|2 . (23)
Without a loss of generality, we can assume Va,b > 0, so
|µ2| 6 µ1.
Having obtained the corrections to conductances from
Eqs. (19) and (22), and assuming the scaling behavior of
Ga,b (see Ref. [20]) we can differentiate Ga,b with respect
to Λ = ln(ω0/) in order to obtain a set of perturbative
RG equations:
dGa
dΛ
= 2A1θa() +A2θ+(),
dGb
dΛ
= 2B2θ+(),
(24)
with
A1 =−
(
g − α¯(1 + 2ξτ)θD()
)(
Ga(1−Ga)− Gb
4
)
,
A2 =− 1
8
(
g − α¯(1 + ξτ)θD()
)
(1−Ga)Gb
+
α¯ξτ
8
GaGbθD()− g3
8
(1− 2Ga)Gb,
B2 =− 1
8
(
g − α¯(1 + ξτ)θD()
)
[2− 2Ga −Gb]Gb
− g3
4
(1−Gb)Gb + α¯ξτ
8
θD()(Gb − 2Ga)Gb .
(25)
Here, energy scales related to voltages are defined by
Heaviside θ-functions, θa() = θ( − Va) and θ+() =
θ(− µ2) + θ(− µ1). It means that the renormalization
occurs in several steps with different right hand side of
(24) at each step. The phonon energy scale appears in
θD(ε) = θ(ωD − ε).
First, we consider equilibrium limit Va,b → 0 and
ωD → ∞. The RG equations exhibit three fixed points:
point N at Ga = Gb = 0 (complete junction breaking),
point A at Ga = 1, Gb = 0 (ideal transport in the main
wire and the absence of the tunneling into the tip), and
point M at non-universal values of conductances given
by
G(M)a =
g + g3 − α¯(1 + ξτ)
g + 2g3 − α¯ ,
G
(M)
b = 1−
(
g − α¯(1 + 2ξτ)
g + 2g3 − α¯
)2
.
(26)
In presence of the impurity non-transparent for phonons,
τ = 0, RG flows are similar to those without phonons
(Fig. 3(a)) with a modification of scaling exponents as
discussed below. When the phonons pass the impurity
(τ > 0) the saddle fixed point M appears (Fig. 3(b)).
This M point exists in the first order in coupling con-
stants even in the absence of interaction in the tip,
g3 = 0, contrary to the previous case of the pure local
electron-electron interaction [20].
If the electron-phonon coupling is strong enough, it
is possible for M point to first move to the top of the
parabola of allowed conductances, and further pass to
the left side of the RG diagram. This is accompanied by
the “metal-insulator” transition [10] when the stability of
the fixed points N and A is interchanged (see Fig. 3 (c)).
The marginal situation with the M point located exactly
at Ga = 1/2 and Gb = 1 corresponds to the existence
of the whole line of fixed points at Gb = 0. This fixed
line does not exist for any g, g3 > 0 in the absence of the
electron-phonon interaction.
Non-equilibrium regimes of our system show variety of
RG flows. There are three energy scales related with two
bias voltages and one phonon energy scale. Depending
on the running energy scale, , different terms in the RG
equations may contribute the behavior of conductances.
The main difference from the previous non-equilibrium
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Figure 3. RG flows of conductances in equilibrium regime (g = 0.1, v/c = 1.5): (a) full reflection of phonons, ρ = 1,
with electron-phonon interaction strength α = 0.1, (b) ideal transmission of phonons, τ = 1, with electron-phonon interaction
strength α = 0.1, (c) ideal transmission of phonons, τ = 1, with electron-phonon interaction strength α = 0.4. The blue line
delimits the area of the physically available conductances.
study of the Y junction [20] is the presence of the Debye
scale: for the running energy  below ωD, phonons start
to contribute to the effective interaction.
The importance of the intermediate scale, ωD, (we as-
sume that ωD < ω0 here and below) is perhaps best illus-
trated by the change in the position of M point, which is
not universal and is determined by the values of the cou-
pling constants. Indeed, at high energies (temperatures
or voltages greater than the Debye frequency ωD) there
are no phonon contributions to RG, and the position of
the M point is determined exclusively by the constants
g and g3. However, as the energy decreases below ωD,
the phonon corrections shift the M point or even lead
to its appearance in case g3 = 0. This situtation results
in the non-monotonic RG flow depicted in Fig. 4, and,
potentially, to a change in its direction for strong enough
electron-phonon interaction.
The effects of finite voltages were discussed previously
in the literature and remain qualitatively the same. As
before, the hierarchy of energy scales is important. For
example, in the regime Va <  < µ2 ≤ µ1 < ωD the RG
flows for conductance Gb terminate. Fixed points in this
case form the parabola curve Gb/4 = (Ga−G2a). The di-
rection of flows is defined by the “metallic” or “insulator”
character of the main wire.
C. Fixed point analysis
Let us first discuss the N fixed point. Linearizing
Eqs. (24) and introducing Gc = Ga − 14Gb, we arrive
at the set of RG equations
dGc
dΛ
= −2
(
g − α¯(1 + 2ξτ)θD()
)
Gcθa() ,
dGb
dΛ
= −1
2
(g + g3 − α¯(1 + ξτ)θD())Gbθ+() .
(27)
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Figure 4. Conductances RG flows in non-equilibrium regime
in limit of zero temperature and voltages but finite Debye en-
ergy ωD/ω0 = 0.2, 0.07, 0.03, 0.01 (from top to bottom) for
phonons ideal transmission case, τ = 1, with interaction con-
stants α = 0.4 and g = 0.1, v/c = 1.5 and the bare conduc-
tances Ga(ω0) = 0.43, Gb(ω0) = 0.37.
The renormalization occurs in several steps with different
beta-functions at each step. In addition to three different
regimes discussed in [20] the new scale ωD gives rise to
further possible behavior of conductances.
What concerns the behavior of Gc, one can easily ob-
tain the solution for Va < ωD in the similar way as it was
done in [20]. The renormalization of this quantity stops
at  < Va, so that
7Gc(0) = Gc(ω0)
(
Va
ω0
)2g
, ωD < Va ,
= Gc(ω0)
(
ωD
ω0
)κN,1 (Va
ω0
)γN,1
, Va < ωD ,
(28)
with scaling exponents γN,1 = 2g − 2α¯(1 + 2ξτ) and
κN,1 = 2g − γN,1.
The behavior of Gb is more involved, depending on the
relation between ωD and Vb+ = µ2. Solving the corre-
sponding equation for Gb in case of ωD > µ2 > |µ1| one
gets
Gb(0)
Gb(ω0)
=
(
ωD
ω0
)κN,2 (√µ1µ2
ω0
)γN,2
, (29)
with γN,2 = g+ g3− α¯(1 + ξτ) and κN,2 = g+ g3− γN,2.
In the opposite case µ2 > ωD > |µ1| we obtain
Gb(0)
Gb(ω0)
=
(
µ2
ωD
)−κN,22 (√µ1µ2
ω0
)γN,2|α=0
. (30)
Let us now describe the infrared character of this fixed
point in equilibrium. For γN,1 > 0 and γN,2 > 0, the
fixed point N is attractive, and the instability with re-
spect to the formation of a charge density wave (CDW)
renormalizes Friedel oscillations at the junction until all
three wires are completely separated [17]. It is the sit-
uation when the M point is on the right hand side of
the parabola of allowed conductances. Moreover, renor-
malization of the tunneling density of states leads to the
vanishing of the conductance of the tunneling probe at
µ1 = µ3 or µ2 = µ3.
For γN,1γN,2 < 0, the fixed point N is a saddle point.
The point M moves to the left hand side of the RG dia-
gram, but has not yet merged with the N point. Because
we always have γN,1 < 0 < γN,2, the zero-bias anomaly
still suppresses the conductance in the third wire, how-
ever Ga starts to grow below a certain scale. For γN,1 < 0
and γN,2 < 0 the point N becomes unstable, because M
passed through the N point at γN,2 = 0.
Next we analyze the nonequilibrium scaling near the
A fixed point, Ga = 1, Gb = 0. We introduce the small
displacement G˜a = 1 − Ga and the combination G˜c =
G˜a − 14Gb and obtain
dG˜c
dΛ
= 2
(
g − α¯(bτ + bρ)θD(ε)
)
G˜cθa(ε) ,
dGb
dΛ
= −1
2
(g3 + α¯bτθD())Gbθ+() .
(31)
This set of equations has the same structure as (27),
thus one can easily obtain renormalized Gc and Gb by
simply replacing all scaling exponents to the following
corresponding quantities: γA,1 = −γN,1, κA,1 = −κN,1,
κA,2 = −α¯ξτ , and γA,2 = g3 − κA,2. Introduced coef-
ficients obey several symmetry relations such as γN,1 =
2(γN,2 − γA,2) and κN,1 = 2(κA,2 + κN,2).
One can notice that the presence of the repulsive inter-
action g3 in the tunneling tip affects the renormalization
in the same way as the phonon attraction in the main
wire. Thus, in order to obtain a nontrivial M point in
the lowest order RG consideration, the interaction in the
tip is not required at all and phonon exchange through
the junction in the main wire effectively induces competi-
tion between the instability with respect to the formation
of a charge density wave in the main wire and the renor-
malization of the tunneling density of states. Therefore,
the A point in the presence of the electron-phonon in-
teraction is either a saddle point or attractive (when the
electron-phonon interaction is strong enough).
IV. RPA-TYPE SUMMATION TO INFINITE
ORDER IN THE INTERACTION
So far we have obtained the beta functions for the con-
ductances in the Y junction of quantum wires in the first
order of perturbation theory with respect to the cou-
pling constant of the electron-phonon interaction α (24).
The solution of the resulting RG equations is equiva-
lent to summing the leading sequence of logarithms of
the form αn lnn(ω0/). We now turn to the investiga-
tion of higher-order corrections describing relevant scale-
dependent contributions to conductances. Our goal is
to include strong-coupling screening effects to the RG
equations in framework of “RPA-type approximation”,
as proposed in [23] for the case of the short-range inter-
actions out of equilibrium. The result of this procedure
allows us to take into account the sub-leading logarithmic
contributions from higher orders of perturbation theory.
The RPA-type approximation involves dressing the lo-
cal bare interaction with polarization fermionic loops. In
systems with translational invariance, such a series of dia-
grams is reduced to geometric series and is easily summed
up. However, in the scattering states formalism employed
here the momentum is not conserved, and the summation
of this RPA-like sequence is rather nontrivial. In presence
of interactions with non-local character and retardation
effects, Eq. (4), the summation procedure becomes even
more involved due to the complicated form of the bare
bosonic propagator.
The explicit form of the integral equation which de-
scribes the summation of the RPA sequence of the dia-
grams is as follows
L̂R(x|y) = L̂(0)(x|y)−
∫
dz1dz2 L̂
(0)(x|z1)
×
[
Π(−z1| − z2)1 0
Π(z1| − z2)Y Π(z1|z2)1
]
L̂R(z2|y) ,
(32)
where Yij = |Sij |2, and L̂(0)(x|y) is defined in (9).
We dropped all unimportant labels here and introduced
a dynamical factor Π(x|z) = (2piv2)−1[vδ(x − z) +
iωθ(x − z)eiωv (x−z)]. The kernel in (32) corresponds to
the fermionic loop calculated with Green’s functions (7)
(see [23] for details).
8This section is devoted to exact solution of the integral
equation (32), which allows us to analyze the strong-
coupling limit. The result of this rather cumbersome
calculation is given by Eqs. (54) and (59) below.
As a first step of our calculation we set Yij = 0 in
(32), thus discarding all contributions containing ma-
trix elements of the S matrix. The remaining sum de-
fines an auxiliary “bulk” interaction C, which incorpo-
rates strong-coupling effects taking place far away from
the junction. In terms of this new propagator, the full
dressed interaction L̂R can be represented as
L̂R(x|y) = Ĉ(x|y)−
∫
dz1dz2 Ĉ(x|z1)
×
[
0 0
Π(z1| − z2)Y 0
]
L̂R(z2|y) .
(33)
Since the integral kernel for Ĉ is diagonal in wire in-
dices and the bare line itself does not connect the main
wire and the tip, then the equation is essentially split.
It allows us to focus on the main wire in the analysis
of Ĉ and assume all matrices reduced to their 2×2 sub-
blocks (and set λ1,2 = λ). Further we note that Ĉ does
not depend on the chiral structure, and we can write
Ĉ = C(τ̂0 + τ̂1). It is helpful to introduce the symmetric
combination
Πs(x|y) = Π(x|y) + Π(−x| − y)
=
1
2piv2
(
2vδ(x− y) + iω eiωv |x−y|
)
,
(34)
in terms of which the integral equation acquires the form
C(x|y) = L(0)(x|y)− λ
∫
dzΠs(x|z)C(z|y)
− iωζ
∫
dz1,2Π
s(z1|z2)
(
ei
ω
c |x−z1|1+ ei
ω
c (x+z1)B
)
C(z2|y).
(35)
with dz1,2 = dz1dz2. Thus, we have reduced the initial
problem to the set of two integral equations (33) and
(35) with a transparent physical meaning: Eq. (35) de-
scribes screening processes in the bulk of the main wire,
and Eq. (33) includes scattering events at the junction
encoded in the Y matrix.
Before proceeding further, let us highlight two main
distinctive features of these integral equations as com-
pared to purely local interactions (α = 0) discussed in
[23]. First of all, the bare interaction L0 depends on co-
ordinates and frequencies in a non-trivial way capturing
retardation effects due to scattering on phonons. This
fact complicates the integral equation (35) in the “kine-
matic” sense.
Second, the bare interaction L0 is now non-diagonal in
wire index due to the propagation of phonons through
the junction with transmission and reflection ampli-
tudes, Blm (generally independent of electrons ampli-
tudes, Slm). This property has important consequences
as discussed below. The Fig. 5 depicts concrete non-
diagonal processes taken into account in (35). We em-
ployed there the following diagrammatic rules: all verti-
cal lines (loops) correspond to diagonal matrix elements
of propagators (polarization operators) with the same
wire index, and horizontal lines represent off-diagonal
contributions due to non-zero τ in (5). The integration
over positions is assumed for each vertex.
Figure 5. Integral equations for the auxiliary quantity C
are shown in the“main wire” space: indices corresponds to
wire labels. Vertical lines 1–1, 2–2 correspond to the“local”
processes in the same wire. Horizontal lines 1–2 are propor-
tional to the non-diagonal elements of B matrix (5) and cor-
respond to the“non-locality” of the phonon-mediated interac-
tion. Fermionic loops contain only diagonal components with
Y = 0.
A. Reduction to the linear differential equation
Despite the apparent complexity of (35), it can be re-
duced to the linear ordinary differential equation by re-
peated differentiation with respect to x. As an interme-
diate step we introduce the following integral quantities
Iβ =
∫
dz ei
ω
β |x−z|C(z|y), Jβ =
∫
dz ei
ω
β (x+z)BC(z|y) ,
Q =
∫
dz1,2e
iωv |z1−z2|
(
ei
ω
c |x−z1|1+ ei
ω
c (x+z1)B
)
C(z2|y) ,
(36)
with the omitted explicit coordinate dependence in I,J
and Q. One can verify the following relations for the
derivatives
∂2xIβ = −
ω2
β2
Iβ+
2iω
β
C , ∂2xJβ = −
ω2
β2
Jβ ,
∂2xQ = −
ω2
c2
Q+
2iω
c
Iv .
(37)
9Using these relations, we can express the integral equa-
tion (35) in the compact way as
2piv2d˜2C = 2piv2L0 − iωλIv − 2iωvζ (Ic + Jc) + ω2ζQ ,
(38)
where d˜2 = 1 + 2g˜ and g˜ = g − α/2.
We notice that the kernel in Eq.(38) has a jump in its
derivative at x = z, which we use by twice differentiating
it with respect to x. We thus arrive at a second-order
integro-differential equation
2piv2C(2) = 2piv2
(
L0
)(2)
+ 4ω2γC+ 2iω3
γ
v
Iv
−ω2c−2 [−2iωvζ (Ic + Jc) + ω2ζQ] , (39)
where, for simplicity, we introduced γ = λ/2v + ζv/c.
The label (n) in C(n) stands for the n-th derivative with
respect to x. The combination in the square brackets in
(39) is eliminated by using Eq. (38) and we obtain
2piv2d˜2C(2) = 2piv2
(
L0
)(2)
+ 2piω2v2L0c−2
+ ω2
(
4γ − χc−2)C+ iω3 (2γv−1 − λc−2) Iv . (40)
The last equation still contains Iv. Differentiating it
again twice, we find
2piv2C(4) = 2piv2
(
L0
)(4)
+ 2piω2v2
(
L0
)(2)
c−2
+ ω2
(
4γ − χc−2)C(2) − 2ω4/v (2γv−1 − λc−2)C
− iω4v−2 (2γv−1 − λc−2) Iv .
(41)
We can eliminate Iv here by expressing it from the (40).
Then we finally arrive at a linear inhomogeneous ordinary
differential equation of fourth order
d˜2C(4) + ω2
(
2g
c2
+
1
c2
+
1
v2
)
C(2) +
ω4
v2c2
C
=
(
L0
)(4)
+ ω2
(
1
v2
+
1
c2
)(
L0
)(2)
+
ω4
v2c2
L0 .
(42)
Remarkably, this equation can be represented in terms
of differential operators Dv = ∂
2
x + ω
2/v2 in the very
compact form
Dv+Dv−C(x|y) = d˜−2DvDcL0(x|y) . (43)
A key feature of the obtained differential equation is
that its homogeneous solution can be expressed as the
sum of exponents e±iωx/v± with characteristic velocities
given by
v2± =
1
2
(
d2v2 + c2 ±
√(
d2v2 − c2)2 + 4αv2c2) , (44)
where d2 = 1 + 2g. The obtained characteristic velocities
(44) are nothing else but two hybridized polaron modes
that arise in the non-perturbative bosonization treatment
of the problem [10].
In passing, the structure of the electron-electron inter-
action (8) in chirality indices implies that g4 = g2 = g
in g-ology vocabulary of one dimensional studies. The
above renormalization factor of the Fermi velocity has a
well known form d2 = (1 + g4)
2 − g22, and for g4 = 0 one
obtains d2 = 1− g2 in full agreement with [22].
We now turn to the analysis of the non-homogeneous
solution of the equation (42). First, we find the explicit
expression for its right hand side (see Appendix B for
further details):
DvDcL
0(x|y) = λδ(4)(x− y)1+ ω2
(
λ
v2
+
λ
c2
− 2ζ
c
)
× δ(2)(x− y)1+ ω4
(
λ
c2v2
− 2ζ
cv2
)
δ(x− y)1 .
(45)
We seek the solution C˜(x|y) of the inhomogeneous dif-
ferential equation (43) in the form
C˜(x|y) = κ0δ(x− y)1+ ipiω
d˜2
∑
σ=±
κσe
i ωvσ |x−y|1 . (46)
After some algebra we obtain coefficients κi explicitly as
κ0 =
2pivg˜
d˜2
, κ± =
v2∓
c2
(
v2 − v2±
v2± − v2∓
)
(gv2± − g˜c2)
vv±
. (47)
Accordingly, the full solution for (43) reads as
C(x|y) = κ0δ(x− y)1+ ipiω
d˜2
∑
σ=±
κσe
i ωvσ |x−y|1
− ipiω
d˜2
∑
σ,g=±
Aσg(y) e
g i ωvσ x ,
(48)
with yet unknown matrices Asg which should be deter-
mined from the initial integral equation (35). The first
two terms in (48) are translationally invariant and, thus,
independent of the junction and should be associated
with bulk effects. On the other hand, the last term has a
factorized coordinate dependence and originates not only
from the fermionic S matrix in Eq. (7) but also from the
phonons’ B matrix.
Now we substitute the ansatz (48) into the initial equa-
tion (38) and compare coefficients corresponding to dif-
ferent linearly-independent x-functions. This procedure
is straightforward, albeit cumbersome, so we just present
the resulting linear equations here. Further details are
given in the Appendix C.
We find that the matrices Aσg satisfy a following set
of boundary conditions∑
σ,g=±
χ˜v,gvσ1 Aσg(y) =
∑
σ=±
κσχ˜
v,−vσ
1 e
i ωvσ y1 ,
∑
σ,g=±
χ˜v,gvσ2 Aσg(y) =
∑
σ=±
κσχ˜
vvσ
2 e
−i ωvσ y1 ,
∑
σ,g=±
φσg+Aσg(y) =
∑
σ=±
κσφ
σ
++e
−i ωvσ y1 ,
∑
σ,g=±
B˜σgAσg(y) =
∑
σ=±
κσB˜σ−ei
ω
vσ
y ,
(49)
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Figure 6. Integral equations for the fully dressed bosonic propagator L in the wire-space representation. The double-dashed line
is the auxiliary quantity C given by the integral equation (35). Vertical lines 1−1, 2−2 correspond to the“local” interaction in
the same wire screened by all bulk effects. Horizontal lines 1−2 are proportional to the non-diagonal elements of B matrix (5).
In addition, horizontal and diagonal fermionic loops represent scattering processes of the junction. The label“Y” stands for the
contributions to the fermionic loop originated from matrix elements of Y. Square brackets represent the processes involving
tunneling into the third wire. Explicitly shown equations should be accompanied by one extra equation with a similar structure
for the 1− 3 components of the propagator L.
with the following scalar coefficients
χ˜β1β21 =
β1β2
β1 − β2 , χ˜
β1β2
2 = χ˜
β1,−β2
1 e
iωL
(
1
β1
+ 1β2
)
,
φσgs = χ˜
c,gvσ
2 + s
c2
v2
χ˜v,−sc1 χ˜
v,gvσ
1 χ˜
v,gvσ
2
χ˜v,−c1 χ˜
v,−c
2
.
(50)
A matrix entering the last equation in (49) is defined
as
B˜σg = φσ−g,+egi
ω
vσ
L1− φσg,−e−gi
ω
vσ
LB . (51)
Despite the apparent progress, the linear system (49)
still looks rather complicated. Further progress is
achieved by diagonalizing all matrices in the wire space
with the unitary transformation
U =
1√
2
(
1 1
1 −1
)
, UBU =
(
ρ+ τ 0
0 ρ− τ
)
. (52)
After that the diagonal Aσj(y) can be replaced by its cor-
responding diagonal matrix element Aσj(y). Next sim-
plification comes from the representation
Aσj(y) =
∑
s,g=±
κsb
sg
σj e
g i ωvs y . (53)
Indeed, for the new variables, bsgσj , the system (49) factor-
izes into four decoupled sectors parametrized by indices
s and g. The appearing sets of algebraic equations can
be easily solved by means of computer algebra methods
(for instance, in Mathematica). The explicit form of all
coefficients bsgσj is presented in App. D.
The final expression for C which solves (35) exactly for
an arbitrary set of parameters is given by
C(x|y) = κ0δ(x− y)1+ ipiω
d˜2
∑
σ=±
κσe
i ωvσ |x−y|1
− ipiω
d˜2
∑
σ,j=±
ej
iωx
vσ
∑
s,g=±
κsUb
sg
σjU e
g iωyvs ,
(54)
where bsgσj = diag
[
bsgσj
∣∣
B→ρ+τ , b
sg
σj
∣∣
B→ρ−τ
]
, see App. D.
Summarizing this subsection, we have solved the in-
tegral equation (35) for the main wire. We stress that
the resulting “bulk” propagator has a non-diagonal form
(54) which should be understood as a 2×2 sub-block of
the full 3×3 matrix C. The remaining diagonal matrix
element corresponds to the tunneling tip and can be ob-
tained from (54) by setting α = 0 and replacing g by
g3.
B. Full equation for L
Now we have everything at hand to solve Eq. (33)
exactly. The non-diagonal structure of C significantly
complicates the set of scattering processes contributing
to the fully dressed propagator L which is depicted in
Fig. 6. The diagrammatic rules here are slightly more
complicated compared to Fig. 5 because we include inter-
wire parts of polarization loops proportional to fermionic
transmission and reflection amplitudes encoded in Y. As
before, we use vertically orientated objects (propagators
and loops) to describe processes diagonal in wire indices,
and horizontally oriented (or tilted) ones for off-diagonal
contributions. The full Eq. (33) mixes contributions from
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different wires, including a tunneling tip, which was pre-
viously decoupled in (35), therefore we also consider dia-
grams with tunneling processes through a third wire, see
caption of Fig. 6 for additional details.
The integral equation (33), however, has a separable
kernel and we can easily solve it by rewriting it as
L̂R(x|y) = Ĉ(x|y) +
∫
dz1,2 Ĉ(x|z1)Ŷ(z1|z2)Ĉ(z2|y) ,
(55)
where we introduced the summation of all fermionic loop
contributions proportional to Y with the propagator C
as a new kernel
Ŷ(x|y) = − iω
2piv2
ei
ω
v (x+y)
[
0 0
Y 0
]
− iω
2piv2
e
iωx
v
[
0 0
Y 0
] ∫
dz1,2 e
iωz1
v Ĉ(z1|z2)Ŷ(z2|y) .
(56)
The full solution to (56) has a form
Ŷ(x|y) = − iω
2piv2
ei
ω
v (x+y)Y
(
1
1+ iω2piv2CsY
)[
0 0
1 0
]
,
(57)
where the integrated quantitiy Cs is
Cs =
∫
dxdy C(x|y)eiωv (x+y) , (58)
and label “s” standing for“simplified”. We note that the
full propagator does not depend on chirality indices L̂R =
LR(σ̂0 + σ̂1), so we can analyze LR.
As a result, the fully-dressed interaction propagator is
obtained in the following form
LR(x|y) = C(x|y)− iω
2piv2
V(x) Y
(
1
1 + iω2piv2CsY
)
V˜(y) ,
(59)
with V(x) =
∫
dz C(x|z)e iωzv and V˜(y) =∫
dz C(z|y)e iωzv . Instead of the full form (59), we can
use its simplified form integrated over the coordinates
similarly to Eq. (58)
LRs =
(
1
1 + iω2piv2CsY
)
Cs . (60)
The quantity LRω (m|k) introduced in (16) and entering
the equation for currents (15), is simply given by the
corresponding matrix element (LRs )mk. Schematically,
this formula has the same structure as reported in [23]
for the case α = 0, although the main difference lies in
the concrete form of Cs.
The quantity LRω (m|k) allows the decomposition
LRs = −
2ipiv2
ω
U3
(
1
P−1 +U3YU3
)
U3 , (61)
where we diagonalized Cs by means of the unitary trans-
formation
U3 =
1√
2
1 1 01 −1 0
0 0
√
2
 ,
P =
iω
2piv2
U3CsU3 = diag [P1, P2, P3] .
(62)
From Eqs. (54) and (C14) we obtain the explicit form
of Pi:
Pi =
1
2v2d˜2
∑
σ,g,s=±
κσ θ˜
vvs
2 χ˜
v,−gvσ
1
(∑
j
bσgsj − δsσδg+
)
,
(63)
where θ˜vvs2 is defined in Appendix D. The only ω-
dependence of Pi comes from coefficients b
σg
sj containing
oscillatory exponents e±iωL/v± both in their numerator
and denominator.
V. RG EQUATIONS FOR CONDUCTANCES
Let us briefly summarize the progress that we have
done so far. The main result of the section IV is
the resummation of an infinite series of relevant scale-
dependent contributions to the bare bosonic propagator
L
R,(0)
ω introduced in (9). The most general expression for
this quantity is given in (59).
Now let us make use of the general formalism described
in Sec. III B in order to extend the perturbative treat-
ment of corrections to the currents into the strong cou-
pling regime. Specifically, we substitute the bare prop-
agator L
R,(0)
ω in (15) by its fully-dressed version which
corresponds to the self-energy renormalized one-loop con-
tribution. The resulting expression takes the form
Jj =
∑
mkp
Re [M jmkp]
ω0∫

dω
ω
F (ω, Vmp)
×Re
(
U3
(
1
P−1 +U3YU3
)
U3
)
mk
,
(64)
where we took into account that P depends on frequency
ω only through exponents and, thus, P(−ω) = P∗(ω).
All other parts of this equation were defined in Sec.III B.
Diagrammatically, this correction can be represented as
Fig. 7(a). Accordingly, the typical diagram included in
this resummation is depicted in Fig. 7(b).
We want to evaluate the integral in (64) with logarith-
mic accuracy in the limit L → ∞ and at T = 0. The
most problematic part here is related to the incommen-
surate oscillations in P with several characteristic fre-
quencies. It implies that the averaging over one period
of oscillations, presented in [23] for a single characteris-
tic frequency v/L, is not useful in our case since P is not
truly periodic.
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However, this difficulty can be overcome by shifting the
contour of integration in the upper half-plane ω → ω+iδ,
with δ & v/L→ 0. Upon this deformation we do not en-
counter any poles in the upper half-plane of complex ω in
view of the retarded nature of propagator and of the pos-
sibility to use the analytic digamma function ψ[−ix/2piT ]
instead of coth(x/2T ) in F (ω, V ) in Eq. (16).
By examining (63) we notice that upon this shift
the dominant contribution to P in the denominator
of (64) will be determined by terms with the ex-
ponents e−iωL(1/v−+1/v+), acquiring additional factor
eLδ(1/v−+1/v+)  1. The overall factor ω−1 gives a loga-
rithmic divergence at low energies, which is regulated by
F (ω, Vmp) with the voltage |Vmp| acting as an infrared
cutoff scale.
Therefore, the leading logarithmic divergence is simply
given by (64) with the following replacement
Pi → P˜i = 1
2v2d˜2
∑
σs
κσ θ˜
vvs
2 χ˜
v,−vσ
1
(
b˜σ+s+ − δsσ
)
, (65)
and the only reduced matrix elements which survived the
procedure described above are given as b˜++++ = (F˜ 1)
−1F 1,
b˜++−+ = (F˜ 1)
−1F3, b˜−+++ = −(F˜ 1)−1 F3|v+→v− , and b˜−+−+ =
(F˜ 1)
−1F˜1. After some algebra one can obtain the follow-
ing transparent form of these eigenvalues
P˜1 =
K|τ=0 − 1
K|τ=0 + 1
, P˜2 =
K − 1
K + 1 , P˜3 =
K3 − 1
K3 + 1
, (66)
where K3 = (1 + 2g3)
−1/2, and we introduced the modi-
fied Luttinger parameter
K = K
[
τ(K˜ + ξ) + (1− τ)WK˜
τWK + (1− τ)(K + ξK˜/K)
]
, (67)
which is expressed in terms of original Luttinger param-
eters
K =
1√
1 + 2g
, K˜ =
1√
1 + 2g − α (68)
and one extra combination W = (v+ + v−)/c which can
be represented as
W =
√
(1 +K−1ξ)2 + 2ξ
(
K˜−1 −K−1
)
. (69)
It will be convenient to use a different parametrization
of the form
P˜ = −diag {q−11 , q−12 , q−13 } (70)
in order to match the notation introduced in [24].
Thus, we only need to evaluate the logarithmic diver-
gence in the remaining integral over frequency identical
to that we discussed in (18).
Figure 7. (a) The diagram leading to the current correction
due to the self-energy renormalized interaction. Double-wavy
line is the solution of the integral equation (33) depicted in
Fig. 6. (b) The typical diagram included in (64) in terms of
bare interaction propagators (wavy lines) and fermionic loops.
Finally, we obtain
Jj = 2
∑
mkp
Vmpθ(− |Vmp|) Re[M jmkp]
×
(
U3
(
1
P˜−1 +U3YU3
)
U3
)
mk
ln
ω0

,
(71)
where P˜ is given in (66).
We note that in case of finite temperatures the large
logarithms remain finite even for  = 0, as the low-energy
cutoff is provided by the function F (ω, V ) taken at fi-
nite T . Then (18) should be replaced by I (ω0, T, V ) ≈
2V θ (T − c∗|V |) ln ω02piT , where c∗ is a number of the order
of unity given in [20].
The corrections to the currents, Eq. (71), translate into
the corresponding corrections for conductances (22). The
conductances scaling hypothesis allows us to write non-
perturbative RG equations in the same way as in the first
order case (see Section III B):
dGa
dΛ
= 2A1θa() +A2θ+(),
dGb
dΛ
= 2B2θ+(),
(72)
where the strong-coupling counterparts of (25) are given
by
A1 = −2Ga(1−Ga)−Gb/4
q2 − (1− 2Ga) ,
A2 = −Gb
8
[
1
q2 − (1− 2Ga) +
4(1− 2Ga)
Q− (1− 2Gb)
]
,
B2 = −Gb
4
[
1− 2Ga
q2 − (1− 2Ga) +
4(1−Gb)
Q− (1− 2Gb)
]
,
(73)
and we defined (compare with notation in [22])
Q =
4q1q3 − 2q1 − 3q3 + 1
2q1 + q3 − 3 . (74)
General beta functions (72),(73) derived for arbitrary pa-
rameters of our model (such as electron-phonon coupling
constant, coefficients of B and S matrices, etc.) describe
renormalization of dc conductances due to interaction ef-
fects. This is the central result of our derivation. In the
next section we will discuss physical implementations of
these RG equations in different limiting cases.
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VI. SCALING EXPONENTS AT STRONG
COUPLING
The above calculation provided us with the non-
equilibrium strong-coupling RG equations for conduc-
tances. As we show now, they are in agreement
with all previously known limiting cases: electron-
electron strong coupling in equilibrium regime for Y-
junction [22], electron-electron weak coupling in non-
equilibrium regime for Y-junction [20], electron-electron
strong coupling in non-equilibrium regime for impurity
case (when the tip is absent) [23], electron-phonon strong
coupling in equilibrium regime for impurity case near the
conductances fixed points [21].
Non-equilibrium RG equations in the first order of in-
teraction were discussed to some length in Sec. III B.
The sophisticated summation of Sec. IV does not quali-
tatively change the above off-equilibrium picture. So let
us to focus instead on the equilibrium case: Va,b → 0 and
ωD → ∞, where non-perturbative treatment of interac-
tions reveals new phenomenon.
A. Wire with an impurity
Earlier, the case of the wire with the impurity was
studied by the bosonization technique in presence of
electron-phonon interaction [21]. For Y junction this
means the decoupled tip: t2 = 0, r2 = 1 for S matrix (1),
i.e. Gb = 0 (23). The only RG equation in this case is
dGa
dΛ
= 2A1 = − 4Ga(1−Ga)
q2 − (1− 2Ga) . (75)
Only two fixed points exist: N point, Ga = 0, and A
point, Ga = 1. In the vicinity of these points the lin-
earized equations have the standard form
dGa
dΛ
= 2(1−K−1)Ga , Ga  1 ,
dG˜a
dΛ
= 2(1−K)G˜a , G˜a = 1−Ga  1 .
(76)
This result is in exact correspondence with Yurkevich et
al. [21]. The fixed point N corresponds to the total loss of
conductance. It is stable for K < 1, while the fixed point
A corresponds to the ideal transmission case and is stable
in the opposite situation, K > 1. The renormalization is
absent for K = 1, though the coupling constants might
not be zero in this case, see Fig. 8. Another interesting
point is that in a certain range of parameters the modified
Luttinger parameter can be K < 1 for τ = 0, while K > 1
for τ > 0.
Without the electron-phonon interaction, α = 0, one
has the well-known result K˜ = K with the scaling expo-
nents K and 1/K for the weak scattering and weak link
limits respectively. In this case K < 1 for the repulsive
interaction between electrons, g > 0, and K > 1 for the
attractive electron-electron interaction, g < 0.
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Figure 8. The modified Luttinger parameter K for τ = 0 (blue
line) and for τ = 1 (orange line) for g = 0.1 and ξ = 1.5.
Let us also discuss the role of the kinetic asymmetry
between bosonic and fermionic modes. For ξ = 0 (phonon
velocity tending to infinity) we get K = K˜ which corre-
sponds to the absence of any retardation effects (purely
screened local interactions). In the opposite case ξ →∞
(phonon velocity tending to zero) one obtains K = K and
phonons are incapable to modify renormalization. In the
intermediate regime K is a monotonic function of ξ.
B. Y-junction
In the equilibrium limit the strong coupling RG equa-
tions read as
dGa
dΛ
= 2A1 + 2A2,
dGb
dΛ
= 4B2,
(77)
with the above definition (73). Two universal fixed
points of this RG system, N and A, can be character-
ized by two independent scaling exponents correspond-
ing to different directions in the space of conductances,
(Ga, Gb): along the line Gb = 0, and along the boundary
Gb/4 = Ga(1−Ga). In addition to above fixed points at
the line Gb = 0 (corresponding to the detached tip), the
saddle-type fixed point M appears. As discussed in Sec.
III B the position of the latter point M at the parabola of
allowed conductances is not universal. In this case, the
associated scaling exponents are naturally related to two
directions, one along the parabola and another perpen-
dicular to it. Their exact form is rather cumbersome and
given by Eq.(33) and (35) in [22] where parameters q and
Q (which is a function of q and q3) should be replaced
by our expressions for q2 and Q (as a function of q1 and
q3), given by (70) and (74) respectively.
The first set of exponents for the fixed points N and
A can be read from (76) and is given by
γN,1 = 2(K−1 − 1) ,
γA,1 = 2(K − 1) .
(78)
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The second set of scaling exponents is found as
γN,2 = K
−1
3 +
1
2
(K−1∣∣
τ=0
+K−1)− 2,
γA,2 = K
−1
3 +
1
2
(K−1∣∣
τ=0
+K)− 2
(79)
and additional exponents defined in (28) and (29) can
be obtained as κp,j = γp,j |α=0 − γp,j with p = N,A
and j = 1, 2. In the weak coupling regime, these scaling
exponents coincide with the ones presented in Sec. III C.
Let us discuss the expressions (79). The fixed point N
is characterized by the exponent γN,2, determined by the
sum of the boundary exponent for the third wire K−13
and the new combination ∆edge =
1
2 (K−1
∣∣
τ=0
+ K−1).
We will refer to this combination as an effective bound-
ary exponent for the main wire. The fixed point A has
the exponent γA,2, which is controlled by the boundary
exponent of the third wire K−13 and the effective bulk
anomalous dimension of the fermion operator ∆bulk =
1
2 (K−1
∣∣
τ=0
+K). This quantity corresponds to the well-
known zero-bias anomaly and controls the suppression of
the tunneling density of states [17]. Both exponents are
depicted on Fig. 9 as a function of the electron-phonon
coupling constant α.
The way how two modified Luttinger parameters
K−1∣∣
τ=0
and K enter scaling exponents can be under-
stood as follows. The first term in expressions for ∆edge
and ∆bulk is always associated with the direct tunnel-
ing processes from one of the arms of the main wire to
the tip, and thus, has a characteristic form of the weak
link exponent, i.e. is inversely proportional to the Lut-
tinger parameter. Additionally, since in our model we as-
sume the absence of phonon transport between the main
wire and the tunneling tip, then undergoing this process
fermions are not affected by the interwire interactions
associated with the transmission coefficient τ , which in
turn results in K−1∣∣
τ=0
for both fixed points. The sec-
ond contribution to the boundary and bulk exponents
corresponds to scattering processes within the main wire
and has a tunneling or weak-scattering form for N and A
points respectively. However, in both cases propagating
fermions can interact through the exchange of phonons
across a junction, and consequently, this term comes fully
dressed with non-zero τ .
An important statement is the following. Contrary to
what was obtained in the previous studies of Y junctions
in the absence of phonons, the scaling exponents now can
not be written in terms of a single modified Luttinger
parameter. This fact may have consequences for possible
attempts to recover the strength of interaction from two
experimentally observed exponents, ∆edge and ∆bulk. In
the anticipated situation of non-interacting tip, K3 = 1,
one can naively extract the effective Luttinger parameter
from two alternative definitions [25]
K
(edge)
eff =
1
∆edge
,
1
2
(
1
K
(bulk)
eff
+K
(bulk)
eff
)
= ∆bulk .
(80)
These effective Luttinger parameters are depicted on
Fig. 10 as a function of τ . They coincide only for the
phonon ideal reflection case, τ = 0. On the other hand,
in the tunneling experiments where the phonons pass
through the vicinity of Y junction, τ 6= 1, our formu-
las (79) show that in the physically relevant range of pa-
rameters K
(bulk)
eff is smaller than K
(edge)
eff , and thus, Keff
should be determined differently.
In fact, in certain experimentally studied low-
dimensional systems exhibiting LL-type behaviour the
similar mismatch between measured Luttinger parame-
ters was observed. For instance, in artificial atom chains
[26] K
(edge)
eff extracted from experimental data was found
to be larger than K
(bulk)
eff , in agreement with our predic-
tions. Our calculation shows that the difference between
two Luttinger parameters (80) can be at least partially
due to the strong electron-phonon interaction.
Instead of a single effective Luttinger parameter we
propose to characterize tunneling experiments in Lut-
tinger Liquids by using both K−1∣∣
τ=0
and K which can
be determined from observable boundary and bulk expo-
nents as follows
K−1∣∣
τ=0
= ∆bulk + ∆edge −
√
1 + (∆bulk −∆edge)2 ,
K = ∆bulk −∆edge +
√
1 + (∆bulk −∆edge)2 .
(81)
Thus, experimental measurements of the conductances
scaling behaviour near the two fixed points N and A
(i.e. for two different junction regime: ideal reflection
and transmission case, correspondingly) allow to obtain
interwire interactions contribution to the electron trans-
port in the junction.
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Figure 9. The boundary exponent ∆edge =
1
2
(K−1∣∣
τ=0
+K−1)
(blue line), and the bulk exponent ∆bulk =
1
2
(K−1∣∣
τ=0
+ K)
(orange line) for g = 0.1, τ = 1 and ξ = 1.5.
It worth noting that the boundary and bulk exponents
can be equal to each other on some non-trivial surface in
the parameter space (for τ = 0 or without phonons it can
happen only in the non-interacting case K = 1). This sit-
uation is accompanied by the M point being located ex-
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Figure 10. Two effective Luttinger parameters K
(edge)
eff (blue
line) and K
(bulk)
eff (orange line) (see Eq. (80)) as a function
of τ for α = 0.2, g = 0.1 and ξ = 1.5. They don’t coincide
for τ > 0, contrary to naive expectation following from all
previously known Y-junctions studies.
actly on the top of the parabola of allowed conductances
and the emergence of the line of fixed points located at
Gb = 0 as was discussed in Sec. III B. We note that these
two exponents equal to each other (∆edge = ∆bulk) ex-
actly at the point where the condition K(τ = 1) = 1 is
satisfied.
It is straightforward to show that scaling exponents
presented in this section can be easily generalized to
account for the additional electron-phonon interaction
present in the third wire (α3 6= 0) with the same B-
matrix (5). Physically, it corresponds to the situation
when an ideal tunneling tip is replaced by an electrode
made from the same material as a main wire with large
electron-phonon coupling. The Luttinger parameter K3
then should be simply replaced by K3 with τ = 0 (since
the corresponding matrix element is B33 = 1).
Finally, we note that although the scaling exponents
derived within our approach are significantly modified in
the presence of the electron-phonon interaction, the RG
equations (77) do not exhibit any new fixed points in ad-
dition to already described cases [22], see also [21]. It can
be understood in terms of the full integral equation (32).
The bare interaction propagator plays a role of the “start-
ing point” for the RPA dressing procedure (see Sec. IV).
If one starts with just a local interaction, then already the
first iteration of the integral equation results in the new
kernel with the form structurally resembling the phonon
propagator where B matrix is replaced by matrix ele-
ments of the fermionic S matrix. Thus, away from N and
A fixed points, then conductances are finite, this decora-
tion of the interaction potential effectively “smoothens”
the difference between initial bare bosonic propagators.
As a result, the standard classification of fixed points ap-
plies. On the other hand, in the proximity of the fixed
point N the corresponding tunneling matrix element t2
renormalizes to zero, and the terms proportional to τ in
(59) are the only non-diagonal contributions that survive
and drastically change scaling exponents.
VII. CONCLUSIONS
In this work, we have studied the effect of the electron-
phonon interaction on the renormalization of conduc-
tances in the Y-junction of the Luttinger liquids out of
equilibrium. This problem setup corresponds to the ge-
ometry of a scanning tunneling microscopy experiment
of one-dimensional quantum systems, for example, car-
bon nanotubes [27] or helical edge states of topological
insulators [28, 29].
Within the fermionic approach enforced by the
Keldysh diagrammatic technique, corrections to charge
currents were calculated at the infinite order of the
perturbation theory in the electron-phonon coupling
constant, and scale-dependent logarithmic contributions
were determined. This allowed us to apply the renormal-
ization group formalism and derive the beta functions at
strong coupling for two characteristic conductances Ga
and Gb, which correspond to the current in the main
wire and the tunneling tip, respectively. The obtained
renormalization-group equations were solved analytically
in the vicinity of the fixed RG points, and the correspond-
ing scaling exponents, as well as various non-equilibrium
regimes, were analyzed in details.
The system exhibits two typical transport behaviors
in correspondence with two possible fixed points for the
RG flows in the plane of conductances. When the at-
tractive electron-phonon interaction is small enough in
comparison with the repulsive Coulomb interaction then
the conductance Ga tends to zero (fixed point N , “in-
sulator” behavior), in opposite case for certain parame-
ters Ga tends to ideal conductance value (fixed point A,
“metal” behavior). Additionally, there is a saddle-type
fixed point M. The physical reason for the appearance of
a non-universal M point in the case of phonon-mediated
interaction over the barrier is clear: because of its at-
tractive nature, phonon transfer scattering appears only
in the renormalization of the tunneling density of states,
and does not contribute to the charge density wave in-
stability (CDW) (and does not lead to an increase in
the Friedel oscillations at the junction). Therefore, with
an increase in the electron-phonon coupling constant, M
fixed point shifts along the boundary of physically acces-
sible conductances to the left side (see Fig. 3), and the
fixed point A becomes attractive. We emphasize that, al-
though the repulsive interaction in the tunneling tip, g3,
leads to the appearance of M point [20], it cannot move
the fixed point M to the left half of the RG diagram. In
case of only two quantum wires with an impurity (limit
Gb = 0), the calculated scaling exponents for fixed points
coincide with those reported in [10] within the bosoniza-
tion framework.
We also demonstrated that the presence of an addi-
tional ultraviolet scale in the model, determined by the
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Debye frequency ωD, enriches non-equilibrium transport
regimes. As a result, rather complicated RG trajecto-
ries may exist: conductances RG flow can change the
direction from the fixed point N (insulating behavior)
to the fixed point A (metallic behavior) with running en-
ergy  decreasing due to the non-universal position of the
M point. Specifically, at high energies (temperature or
voltages greater than the Debye frequency ωD), the con-
tribution originating from the electron-phonon coupling
is irrelevant, and the M point is located on the right
side of the RG diagram. At energies lower than the De-
bye scale, the contributions of inelastic scattering with
phonon transfer begin to play a crucial role in renormal-
ization. If the junction is transparent for phonon trans-
port τ > 0, then the tunneling density of states is sup-
pressed, and the M point changes its position and affects
the directions of RG flows (see Fig. 4). As a result, the
dependence of conductances on the infrared cutoff (for
example, temperature) turns out to be non-monotonic.
Finally, we show that the scaling of conductances of Y
junction is governed by two effective Luttinger parame-
ters, related to the main wire. For the geometry of the
Luttinger liquid wire with impurity (detached tunneling
tip) only one Luttinger parameter, K, appears in equa-
tions. Rather unexpectedly, the scaling exponents for the
tunneling tip conductance are defined by both the previ-
ous K, and K|τ=0, calculated in geometry of Y junction
impenetrable for phonons. It means that the Luttinger
parameter, K, naively extracted from the bulk tunneling
exponent of tip conductance will show systematic devia-
tion, due to phonons, from K, determined in other types
of experiment.
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Appendix A: Phonon propagator with a single
impurity
For simplicity we consider a mass defect model of im-
purity, while similar calculations can be performed for the
pinning or elastic defects [30]. We introduce the causal
Green’s function for the lattice deformations u(x). In the
(ω, x) representation it reads
U0(ω, x, x′) = − i
2c|ω|e
i
|ω|
c |x−x′| . (A1)
We solve the Lippmann-Schwinger equation accounting
for multiple phonon scattering. The solution has the fol-
lowing form
U(ω, x, x′) = U0(ω, x, x′)
− ∆m/m
F (ω)
ω2U0(ω, x, 0)U0(ω, 0, x′), (A2)
for x, x′ 6= 0. The appearing pole corresponds to the
localized vibrational mode
F (ω) = 1 +
∆m
m
ω2U0(ω, 0, 0) = 1− i |ω|
ωm
, (A3)
with the characteristic frequency ωm = 2mc/∆m. In the
main text we use the mixed wire and (ω, x) representa-
tion, so bare phonon propagator reads
U0ω(l, x|m,x′) = −
i
2c|ω|
(
ei
|ω|
c |x−x′|σ0lm + e
i
|ω|
c (x+x
′)σ1lm
)
,
(A4)
for x, x′ > 0. The complete solution is
Uω(l, x|m,x′) = − i
2c|ω|
(
ei
|ω|
c |x−x′|σ0lm
−ρ(|ω|)ei |ω|c (x+x′)σ0lm + τ(|ω|)ei
|ω|
c (x+x
′)σ1lm
)
, (A5)
and the reflection and transmission coefficients have the
form
ρ(|ω|) = − i|ω|/ωm
1− i|ω|/ωm , τ(|ω|) = 1− ρ(|ω|) . (A6)
There are two simple limiting cases: first, if ∆m = 0 then
we obtain ρ = 0, τ = 1; and second, if ∆m = +∞ then
we get ρ = 1, τ = 0.
We notice the continuity condition at x = 0 of the
Green function of deformations
Uω(1, x|1, 0+) = Uω(1, x|2, 0+) (A7)
and for the full reflection case (ρ = 1) we obtain the
following boundary condition
Uω(1, x|1, 0+) = 0 ↔ u(0) = 0 . (A8)
For the electron-phonon interactions we need to con-
sider the Green’s function for the gradients of deforma-
tions
D˜(x, t, x′, t′) = −i 〈Tc∇u(x, t)c∇u(x′, t′)〉
= c2∂x∂x′U(x, t, x
′, t′), (A9)
for x, x′ 6= 0. This definition can be reformulated in terms
of our mixed wire and (ω, x) representation as
D˜ω(l, x|m,x′) = c2(σ0lm − σ1lm)∂x∂x′Uω(l, x|m,x′),
(A10)
for x, x′ > 0. Therefore, we obtain the following expres-
sion for the Green’s function
D˜ω(l, x|m,x′) = −δ(x− x′)σ0lm
− i|ω|
2c
(
ei
|ω|
c |x−x′|σ0lm +Blme
i
|ω|
c (x+x
′)
)
, (A11)
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here the phonon B matrix is an analog of electron |Sij |2
matrix
B =
(
ρ τ
τ ρ
)
, τ + ρ = 1 . (A12)
The retarded Green’s functions is given by Eq. (4) in the
main text.
Appendix B: Useful operator identities for Dv
In this section we present several useful identities for
differential operatorsDv defined in the main text asDv =
∂2x + ω
2/v2.
We are mostly interested in the result of action of Dv
on various exponential functions because of the structure
of our bare bosonic propagator in the mixed frequency-
coordinate representation (9). For instance, one can eas-
ily derive
Dv e
i ωV x = ω2
(
1
v2
− 1
V 2
)
ei
ω
V x,
Dv e
i ωV |x| =
2iω
V
δ(x) + ω2
(
1
v2
− 1
V 2
)
ei
ω
V |x| .
(B1)
Another important simplification is coming from the
combination D2 = Dv+Dv− introduced in (43). By using
eq.(B1) one can obtain
D2 ei ωV x = ω4
(
1
v2−
− 1
V 2
)(
1
v2+
− 1
V 2
)
ei
ω
V x (B2)
and we get
D2 ei ωV |x| = 2iω
V
δ(2)(x) +
2iω3
V
(
1
v2+
+
1
v2−
− 1
V 2
)
δ(x)
+ ω4
(
1
v2−
− 1
V 2
)(
1
v2+
− 1
V 2
)
ei
ω
V |x| .
(B3)
It is useful to derive how D2-operator acts on a delta
function:
D2 δ(x) = δ(4)(x) + ω2
(
1
v2+
+
1
v2−
)
δ(2)(x) +
ω4
v2−v2+
δ(x).
(B4)
Now let us consider these relations for the specific case
of v±. From (B2) one can see that D2 vanishes on the
propagating exponents ei
ω
x v± :
D2 ei
ω
v+
x
= D2 ei
ω
v− x = 0 . (B5)
Moreover, we obtain
D2 ei
ω
v± |x| =
2iω
v±
δ(2)(x) +
2iω3
v±v2∓
δ(x) . (B6)
Finally, we consider the case with V = c:
D2 eiωc x = ω4
(
1
v2−
− 1
c2
)(
1
v2+
− 1
c2
)
ei
ω
c x , (B7)
D2 eiωc |x| = 2iω
c
δ(2)(x) +
2iω3
c
(
1
v+2
+
1
v2−
− 1
c2
)
δ(x)
+ω4
(
1
v2−
− 1
c2
)(
1
v2+
− 1
c2
)
ei
ω
c |x| .
(B8)
Appendix C: Boundary conditions for matrices Aσg
In this section we outline important steps in the deriva-
tion of the set of equations for matrices Aσg(y) (49). As
it was explained in the main text, we can use the ansatz
(48) for the integral equation (38) and compare coeffi-
cients corresponding to different linearly-independent x-
functions. Thus, it is convenient to first evaluate integrals
(36) in terms of matrices Aσg by using (48). We obtain
Iβ(x|y) = κ0eiωβ |x−y| + ipiω
d˜2
∑
σ=±
κσ gβvσ (x|y)
− ipiω
d˜2
∑
σ,g=±
Aσg(y)fβ,gvσ (x) ,
(C1)
Jβ(x|y) = κ0eiωβ (x+y)B+ ipiω
d˜2
ei
ω
β x
∑
σ=±
κσ gβvσ (0|y)B
− ipiω
d˜2
ei
ω
β x
∑
σ,g=±
BAσg(y)fβ,gvσ (0) ,
(C2)
where we used the notation
gβvσ (x|y) =
∫
dz ei
ω
β |x−z|ei
ω
vσ
|z−y| = θβ1β21 e
i ωβ1
|x−y|
+ θβ1β22 e
i ωβ2
|x−y| + θβ1β23 e
iω
(
x
β1
+ yβ2
)
+ θβ1β24 e
−iω
(
x
β1
+ yβ2
)
(C3)
with coefficients
θβ1β21 =
2iβ21β2
ω(β21 − β22)
, θβ1β22 = θ
β2β1
1 = −
β2
β1
θβ1β21 ,
θβ1β23 = −
iβ1β2
ω(β1 + β2)
, θβ1β24 = θ
β1β2
3 e
iωL
(
1
β1
+ 1β2
)
.
(C4)
In these calculations we set the lower limit of integration
to zero a = 0 because all diagrams are IR finite. We also
introduced
fβ1β2(x) =
∫
dz ei
ω
β1
|x−z|ei
ω
β2
z = θβ1β22 e
i ωβ2
x
+ θβ1,−β23 e
i ωβ1
x + θβ1β24 e
−i ωβ1 x .
(C5)
The last remaining integral in (36) reads as
Q(x|y) =
∫
dz
(
gcv(x|z) +Beiωc xfvc(z)
)
C(z|y)
= θcv1 Ic(x|y) + θcv2 Iv(x|y) + ei
ω
c xθvc1 Jc(0|y)
+ei
ω
c xθvc4 J−v(0|y) + ei
ω
c x
[
θcv3 B
−1 + θv,−c3
]
Jv(0|y)
+e−i
ω
c xθcv4 B
−1J−v(0|y) ,
(C6)
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where we used the property gβ1β2(0|y) = fβ2β1(y).
Now we are ready to combine all contributions origi-
nating from integrals J, I and Q together in the integral
equation (38).
Prefactors before the exponents with modified veloci-
ties v± egi
ω
vσ
x are exactly zero. The only contributions
that remain intact in the equation (38) are related to
exponents e±i
ω
v x and e±i
ω
c x.
By matching factors in front of exponents e±i
ω
v x we
obtain two equations for matrices Aσg∑
σ,g=±
θv,−gvσ3 Aσg(y) =
∑
σ=±
κσθ
vvσ
3 e
i ωvσ y1 ,
∑
σ,g=±
θv,gvσ4 Aσg(y) =
∑
σ=±
κσθ
vvσ
4 e
−i ωvσ y1 .
(C7)
Similarly, in case of e±i
ω
c x we obtain two additional
equations∑
σ,g=±
θc,−gvσ3 Aσg(y) =
∑
σ=±
κσθ
cvσ
3 e
i ωvσ y1−T1(y) ,∑
σ,g=±
θc,gvσ4 Aσg(y) =
∑
σ=±
κσθ
cvσ
4 e
−i ωvσ y1− T2(y)1 ,
(C8)
where we introduced quantities T1(y) and T2(y) which
should be evaluated explicitly in terms of matrices A.
The rest of this Appendix is devoted to simplification of
Eqs. (C8).
The contribution for the first equation in (C8) that we
need to calculate is given by two terms
T1(y) =
id˜2c(v − c)
2piv2ω
B−1Jv(0|y) +T(1)1 (y) , (C9)
where the first term is proportional to the identity matrix
(check the definition (C2)). In contrast, the second term
is linear in B and defined as
T
(1)
1 (y) =
id˜2/pi
ωθcv1 − 2iv
[
θvc2 Jc(0|y) + θv,−c3 Jv(0|y)
+θvc4 J−v(0|y) + 2piiv2ei
ω
c yB/ω − 2ivJc(0|y)/ω
]
.
(C10)
For the last term in the second equation in (C8) we obtain
T2(y) =
id˜2c(v − c)
2v2piω
eiωL(
1
c+
1
v )B−1J−v(0|y) . (C11)
We can further simplify Jβ by making use of the first
two equations (C7) as follows∑
σ,g=±
Aσg(y)fv,gvσ (0) =
∑
σ,g=±
θvvσ2 Aσg(y)
+
∑
σ=±
κσθ
vvσ
3 e
i ωvσ y +
∑
σ=±
κσθ
vvσ
4 e
−i ωvσ y .
(C12)
We notice that f−β1,β2(0) = e
−i ωβ1 Lfβ1β2(L) and obtain∑
σ,g=±
Aσg(y)f−v,gvσ (0) =
∑
σ,g=±
θv,vσ2 Aσg(y)e
iωL( gvσ −
1
v )
+
∑
σ=±
κσθ
vvσ
3 e
i ωvσ y + e−2i
ω
v L
∑
σ=±
κσθ
vvσ
4 e
−i ωvσ y .
(C13)
Substituting (C12) and (C13) into (C2) one can show
that
id˜2
piω
B−1Jv(0|y) =
∑
σ,g=±
θvvσ2 Aσg(y)−
∑
σ
κσθ
vvσ
2 e
i ωvσ y
(C14)
and consequently
id˜2
piω
B−1J−v(0|y) = e−iωv L
∑
σ,g=±
θvvσ2 Aσg(y)e
gi ωvσ L
−e−iωv L
∑
σ
κσθ
vvσ
2 e
i ωvσ (L−y) .
(C15)
These two relations allow us to simplify T2(y) defined
in (C11). Rearranging all terms in the second equation
in (C8) we represent it the form∑
σ,g=±
Aσg(y)ϕ
σ
g =
∑
σ=±
κσϕ
σ
+e
−i ωvσ y , (C16)
where we introduced ϕσg = θ
c,gvσ
4 +
c(v−c)
2v2 θ
vvσ
2 e
iωL( 1c+
g
vσ
).
Finally, we are ready to address the first equation in
(C8). All terms containing ei
ω
c y are exactly canceled
there. The rest of T
(1)
1 can be simplified with the use
of (C12) and (C13) so that we arrive to the following
compact representation
iωv
c
T
(1)
1 (y) =
∑
σg
[
c2
v3
θvvσ1 − ϕσg e−iωL(
1
c+
g
vσ
)
]
BAσg(y)
−
∑
σg
κσ
[
c2
v3
θvvσ1 − ϕσ−e−iωL(
1
c− 1vσ )
]
Bei
ω
vσ
y .
(C17)
Now we are in a position to combine the results of
this section together. For clarity we redefine all coef-
ficients as χ˜β1β21 = −iωθβ1,−β23 , χ˜β1β22 = −iωθβ1β24 and
φσg+ = −iωϕσg . After a series of straightforward algebraic
manipulations equations (C7), (C16), (C8) and (C17) can
be reduced to Eqs. (49) in the main text.
Appendix D: Full form of the solution for bsgσj
In this section we present the explicit form of all ma-
trix elements bsgσj . They are classified by four distinctive
sectors which do not mix with each other in the integral
equations (33) and (35). We first describe our notation
and then define all sectors.
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The common factor appearing in all matrix elements
has the form
X = e
iωL
(
− 1v−+
1
v+
)
F 1F˜ 2 − eiωL
(
1
v−+
1
v+
)
F1F˜2
−eiωL
(
− 1v−−
1
v+
)
F˜ 1F 2 + e
iωL
(
1
v−−
1
v+
)
F˜1F2 + F0 .
(D1)
Four quantities Fi are defined as
F1 = 2v
2
∑
σ
σχ˜
v,−v−σ
1
(
χ˜c,−vσ1 −Bχ˜c,vσ1
)
+c
∑
σ
σθ˜
v,v−σ
2 χ˜
v,−vσ
1
(
(B + 1)c+ (B − 1)v
)
,
F2 = 2v
2
∑
σ
σχ˜v,σvσ1 χ˜
c,−σv−σ
1 + c
∑
σ
σθ˜vvσ2 χ˜
v,−σv−σ
1 (c− v) ,
F3 = 2v
2
∑
σ
σχ˜
c,σv+
1
(
χ˜
v,σv+
1 B + χ˜
v,−σv+
1
)
+cθ˜
vv+
2
∑
g
gχ˜
v,gv+
1
(
(B + 1)c+ (B − 1)v
)
,
F0 =
8c3v3v+v−d˜2
αχ˜v,c1
(
v2 − c2
gv2 − c2g˜
)2
((B + 1)c+ (B − 1)v) ,
where θ˜β1β22 = −iωθβ1β22 , and B corresponds to one of the
eigenvalues of the B matrix, i.e. it can be either ρ+ τ or
ρ− τ .
In addition, we defined two operations acting on quan-
tities Fi
F i = Fi|χ˜β,v−1 ↔χ˜β,−v−1 , F˜i = Fi|χ˜β,v+1 ↔χ˜β,−v+1 . (D2)
The first sector corresponds to g = +, s = +, and the
matrix elements have the following form
Xb++++ = e
iωL
(
1
v−−
1
v+
)
F1F2 − eiωL
(
− 1v−−
1
v+
)
F 1F 2 ,
Xb+++− = e
iωL
(
− 1v−+
1
v+
)
F 1F˜ 2 − eiωL
(
1
v−+
1
v+
)
F1F˜2 −
−F3 F2|v+→v− ,
Xb++−+ = −eiωL
(
− 1v−−
1
v+
)
F3F 2 − F1 F2|v−→v+ ,
Xb++−− = e
iωL
(
1
v−−
1
v+
)
F3F2 + F 1 F2|v−→v+ .
The second sector is represented by the choice of indices
g = −, s = +, and the matrix elements are defined as
Xb+−++ = e
iωL
(
− 1v−+
1
v+
)
F 1F˜ 2 − eiωL
(
1
v−+
1
v+
)
F1F˜2 −
− F3|v+→v− F2|v−→v+ ,
Xb+−+− = −eiωL
(
− 1v−+
1
v+
)
F˜ 1F˜ 2 + e
iωL
(
1
v−+
1
v+
)
F˜1F˜2 ,
Xb+−−+ = e
iωL
(
− 1v−+
1
v+
)
F3|v−→v+ F˜ 2 + F˜1 F2|v−→v+ ,
Xb+−−− = −eiωL
(
1
v−+
1
v+
)
F3|v−→v+ F˜2 − F˜ 1 F2|v−→v+ .
The third sector is defined by indices g = +, s = −. The
corresponding matrix elements are given by
Xb−+++ = e
iωL
(
− 1v−−
1
v+
)
F3|v+→v− F 2 + F1 F2|v+→v− ,
Xb−++− = −eiωL
(
− 1v−+
1
v+
)
F3|v+→v− F˜ 2 − F˜1 F2|v+→v− ,
Xb−+−+ = e
iωL
(
− 1v−+
1
v+
)
F1F˜ 2 − eiωL
(
− 1v−−
1
v+
)
F˜1F 2 ,
Xb−+−− = −eiωL
(
1
v−+
1
v+
)
F1F˜2 + e
iωL
(
1
v−−
1
v+
)
F˜1F2 −
− F3|v+→v− F2|v−→v+ .
Finally, the last sector for matrix elements with g =
+, s = − has the form
Xb−−++ = −eiωL
(
1
v−−
1
v+
)
F3|v+→v− F2 − F 1 F2|v+→v− ,
Xb−−+− = e
iωL
(
1
v−+
1
v+
)
F3|v+→v− F˜2 + F˜ 1 F2|v+→v− ,
Xb−−−+ = −eiωL
(
1
v−+
1
v+
)
F1F˜2 + e
iωL
(
1
v−−
1
v+
)
F˜1F2
− F3|v−→v+ F2|v+→v− ,
Xb−−−− = e
iωL
(
1
v−+
1
v+
)
F 1F˜2 − eiωL
(
1
v−−
1
v+
)
F˜ 1F2 .
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