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Abstract 
We introduce modulo-invariants of Petri nets which are closely related to classical place- 
invariants but operate in residue classes modulo k instead of natural or rational numbers. Whereas 
place-invariants prove the nonreachability of a marking if and only if the corresponding marking 
equation has no solution in Q, a marking can be proved nonreachable by moclulo-invariants if 
and only if the marking equation has no solution in Z. We show how to derive from each net 
a finite set of invariants - containing place-invariants and modulo-invariants - such that if any 
invariant proves the nonreachability of a marking, then some invariant of this set proves that the 
marking is not reachable. 
1. Introduction 
An inductive invariant of a dynamic system is a property that holds in the ini- 
tial system state and is preserved by every system transition. Inductive invariants 
can be used to prove that every reachable system state satisfies a global property. In 
Petri net systems it is possible to compute some vectors with integral values directly 
from the structure of a net which induce invariants. These vectors are called pluce- 
invariants. 
A place-invariant associates to each place an integer which can be interpreted as the 
weight of the tokens on that place. The invariant property is that the sum of weighted 
tokens is not changed by the occurrences of transitions, and hence always remains 
constant. Place-invariants were introduced by Lautenbach [lo]. 
Place-invariants can be used to prove that a marking ml is not reachable in a marked 
Petri net; it suffices to find a place-invariant for which the weighted sum of tokens of 
ml does not coincide with the weighted sum of tokens of the initial marking mo. In 
this case we say that ml and mo do not agree on the place-invariant. It is well-known 
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Fig. 1. A Petri net N with initial marking rno. 
that the expressive power of place-invariants is limited; sometimes a marking is not 
reachable but agrees with the initial marking on all place-invariants. 
In the present paper we generalize the concept of place-invariants in the following 
way: instead of requiring that the weighted sum of tokens remains constant we require 
that this sum remains in some residue class of integers. The induced invariants will be 
called modulo-invariants. For a mod-k-invariant, the weighted sum of tokens always 
remains in a residue class generated by k; in other words, the weighted sum remains 
constant modulo k. The expressive power of modulo-invariants is still limited but we 
will prove that modulo-invariants have properly more power than place-invariants. 
Fig. 1 shows a Petri net N with an initial marking mo. Let ml be defined by 
ml(s2) = 0, ml631 = 1, ml(sj) = mo(sj) for all other places Sj, 
The marking ml is not reachable from mo. However, as we shall show, every place- 
invariant i satisfies the equation 
i.rno=i.rnl 
(where the vector representations are used for invariants and for markings, and “.” 
denotes the scalar product of vectors, formalizing weighted sums). So in this example, 
the markings mo and ml agree on all place-invariants of the Petri net, i.e., place- 
invariants cannot be used to prove the nonreachability of the marking ml from mo. 
Perhaps surprisingly, modulo-invariants can! Consider the vector 
i = (1,1,0,0,1,1,0,0), 
which associates the weight 1 to the places sr,s2,ss,sg and the weight 0 to the other 
places. By occurrences of transitions, the i-weighted sum of tokens remains odd once it 
is odd and it remains even once it is even. In other words, every marking m reachable 
from mo satisfies 
i.rno E i.m (mod2). 
Since i . mo = 4 and i . ml = 3 we have 
iemofi.ml (mod2). 
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Thus, the mod-2-invariant i proves that mi is not reachable from mo. 
Place-invariants do not pay regard to the nonnegativity of markings: if a marking 
ml is not reachable from a marking mo but, for some marking m, ml + m is reachable 
from mo + m, then ms and ml agree on all place-invariants. Moreover, place-invariants 
do not pay regard to the nondivisibility of tokens: if k . ml is reachable from k . mo 
for some integer k then, again, no place invariant can identify ml as nonreachable. 
Modulo-invariants do not help in the first case, but they do help in the second case. 
In the above example the marking 2 . ml is reachable from 2 . ma. Nevertheless, a 
mod-2-invariant shows that ml cannot be reached from mo. 
Another classical method for proving the nonreachability of a marking m is given 
by the incidence matrix C and the marking equation. For a sequence of transitions IS, 
let Y(o) E N” denote the Par&h vector of rr. Then given an occurrence sequence 
ms G ml, the Parikh vector x := Y(a) satisfies the marking equation 
mo+C.x=ml. 
If, for some markings mo and ml, no vector x E N” satisfies the marking equa- 
tion then mr cannot be reachable from ma. However, the problem of deciding if 
an inhomogeneous equation system has a solution x E N” is known to be NP- 
complete [5]. 
A stronger criterion for nonreachability is the nonexistence of a solution x E Q” of 
the marking equation; it implies that there is in particular no solution x E N”. Using 
a well-known result of linear algebra it can be shown that the marking equation has 
no solution x E Q” if and only if mo and ml disagree on some place-invariant. Thus, 
the power of place-invariants is characterized by rational solvability of the marking 
equation. 
In the above example there is a solution x E Q” of the marking equation - and so 
classical place-invariants cannot be used - but there is no solution x E Z”. We shall 
show that the marking equation has no solution x E iz” if and only if some mod-k- 
invariant i satisfies i . mo f i . ml (mod k). So, modulo-invariants have properly more 
power than classical place-invariants and can therefore be considered the more general 
concept. 
We shall prove that it suffices to consider mod-k-invariants for a particular number k 
which can be calculated from the incidence matrix of the net and the marking difference 
ml - mo. Then every marking ml that does not agree with mo on any place-invariant 
or modulo-invariant can be proven nonreachable by a mod-k-invariant. 
Combining mod-k-invariants and classical place-invariants, we show that we can 
identify a finite set of invariants Z that is complete in the following sense: whenever a 
marking ml can be proven nomeachable from a marking mo by a place-invariant or by 
a modulo-invariant, ml disagrees with mo on an invariant i of I. This complete set of 
invariants only depends on the net and not on the considered markings. We show that 
a complete set can be extracted from the Smith-normalform of the incidence matrix. It 
contains at most m place-invariants and modulo-invariants, where m is the number of 
places of the net. 
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The paper is organized as follows: Formal definitions concerning Petri nets are pro- 
vided in Section 2. In Section 3 we introduce formal methods for disproving the 
reachability of a given marking. Section 4. introduces the mathematical background; in 
particular, the Elementary-Divisor Theorem of Algebra is used. Using these prepara- 
tions, the characterization of the power of modulo-invariants is proven in Section 5 
and complete sets of invariants are studied in Section 6. Finally, the paper ends with 
concluding remarks in Section 7 and references. 
2. Definitions and preliminaries 
We denote the set of natural numbers by N, the set of integers by Z, and the set 
of rational numbers by Q. 
Definition 2.1. Let S and T be finite and nonempty disjoint sets and let pre, post: 
(S x T) + N be mappings. Then N = (S, T, pre, post) is called a Petri net (or just a 
net). S is the set of places of N and T is the set of transitions of N. 
Graphically, places are drawn as circles and transitions as squares. The mapping pre 
is depicted by pre(s, t) arcs from s to t and the mapping post is depicted by post(s, t) 
arcs from t to s. 
Definition 2.2. A marking of a net N = (S, T, pre, post) is a mapping m : S + N. 
It enables a transition t if, for every placess, m(s) 2 pre(s, t). The occurrence of an 
enabled transition t leads to the successor marking m’ (written m --!+ m’) which is 
defined for every place s ty m’(s) = m(s) - pre(s, t) + post(s, t). 
If mo II ml -3 . . + - m,, then IS = tl t2 . . . tn is called occurrence sequence and 
we write mo --% m,. This notion includes the empty sequence: m --% m for each mark- 
ing m. A marking m’ is reachable from m if m 5 m’ for some occurrence sequence o. 
The marking m(s) of a place s is depicted by m(s) tokens (black dots) in the circle 
representing s. 
Let the set of places S and the set of transitions T of a net be arbitrarily but fixed 
ordered. Then the places can be written as si, . . . , s,,, and the transitions can be written 
as tl,..., tn where m = JSI and n = ITI ( we use the symbol m for markings as well 
as for the number of places; the context should avoid confusion). Each marking is 
canonically described by a corresponding vector. 
Definition 2.3. Let N = (S, T, pre, post) be a net and assume that m = ISI and n = 
(T I. The incidence matrix C = (ci,j) (1 <i < m, 1 <j <n) of N is defined by ci,i = 
pOSt(Si, tj) - pre(Si, tj). 
The matrix entry ci,j denotes the change of the number of tokens on the place si 
caused by the occurrence of the transition tj. 
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mo =(1,1,0,0,1,1,0,0), ml =(1,0,1,0,1,1,0,0) 
The vector representations of the markings mo and ml 
Sl 
s2 
s3 I s4 SS S-5 V -V 
tl tz b t4 (5 
-1 -1 1 0 0 
-1 1 0 0 0 
l-l 0 0 0 
1 l-l 0 0 
0 0 1 -1 -1 
0 0 o-1 1 
0 0 0 1 -1 
0 o-1 1 1 
The incidence matrix 
il =(1,0,0,1,0,0,0,0), i2 =(0,1,1,0,0,0,0,0), 
i3 =(0,0,0,0,1,0,0,1), i~=(0,0,0,0,0,1,1,0) 
Four place-invariants 
Fig. 2. Marking representation, incidence matrix, and place-invariants of the net of Fig. 1. 
Definition 2.4. Let C be the incidence matrix of a net N. Every solution i E h” 
satisfying i . C = 0 is a place-invariant of N, where 0 denotes the vector (O,O,. . . ,O). 
Fig. 2 shows the vector representations of the markings, the incidence matrix and 
four place-invariants of the net of Fig. 1. Note that we do not distinguish row vectors 
from column vectors, as long as no confusion can arise. The product of two vectors 
is always their scalar product. 
Finally, we define modulo-invariants, the central concept of this paper. 
Definition 2.5. Let k E N, k 22. A mod-k-invariant of a net N is a vector i E Z” 
satisfying i . cj = 0 (mod k) for every column vector cj of the incidence matrix C 
of N. 
Every mod-k-invariant is a module-invariant. 
In our example, the vector i = (1, 1, 0, 0, 1, 1, 0,O) is not a place-invariant but i is a 
mod-2-invariant and therefore a modulo-invariant. 
The following properties of modulo-invariants follow immediately from the defini- 
tion. 
Remark 2.6. Every place-invariant of a net is a mod-k-invariant for arbitrary k > 2. 
If i E Z” is a mod-k/-invariant and k is a multiple of k’ then i is also a mod-k- 
invariant. 
Notation 2.7. Let XE Z” be a vector such that all entries of x are multiples of some 
natural number k. Then we write x - 0 (mod k). 
Using this notation, a mod-k-invariant is a vector i E Zm satisfying i-C = 0 (modk). 
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3. Proving nonreachability of markings 
Let in the sequel N be a net with incidence matrix C and let mo be an arbitrary 
marking of N, called initial marking. The following two propositions are well known 
(see e.g. [lo, 141): 
Proposition 3.1 (The marking equation). Let mo A ml be an occurrence sequence 
and let x := Y(o) E N” be the Parikh-vector of o (i.e., x = (xl, . . ..x.) where xi is 
the number of occurrences of ti in CT, 1 <i <n). Then 
mo+C,x=ml. 
Proof. Assume that B consists of a single transition, say ti. It follows immediately 
from the definition of C that mo + ci = ml, where ci is the column of C corresponding 
to ti. The general case follows by induction. Cl 
Proposition 3.2 (Fundamental property of place-invariants). Zf mo 5 ml and i E Z” 
is a place-invariant then mo and ml agree on i, i.e., 
i.mo =ieml. 
Proof. By the marking equation, mo + C 1 x = ml. Multiplication with the place- 
invariant i yields i.mo+i.C.x = i.ml. By the definition of a place-invariant, 
i.C.x=O. 0 
By contraposition, place-invariants can be used to prove nonreachability: if a marking 
ml does not agree with mo on a place-invariant, then ml cannot be reachable from m,-,. 
Let us consider again the net of Fig. 1. Every place-invariant of the net is a linear 
combination of the four place-invariants given in Fig. 2. Therefore, since the markings 
mo and ml agree on these four invariants, they agree on all place-invariants of the net. 
So, for this net it is impossible to prove that mi is not reachable from mo by means 
of place-invariants. 
The set of markings which can be proven nonreachable by place-invariants is char- 
acterized in the following proposition (see [l]): 
Proposition 3.3. Let ml be an arbitrary marking of N. Then mg and ml agree on 
all place-invariants of N if and only if the marking equation mg + C. x = ml has a 
solution x E W. 
Proof. Let d E CD”. A well-known result of linear algebra (see e.g. [3, p. 1011) states 
that 
y . d = 0 for every y E Q” satisfying y . C = 0 if and only if 
C.x = d has a solution x E Q”. 
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Assume that ms and ml agree on all place-invariants of N. Let y E Q” such 
that y . C = 0. Let c # 0 be a common denominator of the entries in y. Then 
c . y is a place-invariant, whence, by assumption, c . y . mo = c . y . ml. This im- 
plies y . (ml - mo) = 0. By the above equivalence, C 1 x = (ml - mo) has a 
solution x E Q”. 
For the reverse direction, assume that C .x = (ml - mo) for some x E Q”. Let i be 
an arbitrary place-invariant of N. Then i. C = 0 and therefore i * (ml - mo) = 0, i.e., 
mi and mo agree on i. •I 
According to the previous proposition, since in our example place-invariants cannot 
prove ml nonreachable from mo, we should be able to find a rational-valued solution 
of the marking equation. In fact, there are such solutions; the set of all solutions x is 
given by 
As mentioned before, modulo-invariants do prove that ml is 
fori=(1,1,0,0,1,1,0,0)wehavei~msfi~mi(mod2). 
We shall prove that Proposition 3.3 has an analogue 
not reachable from ms: 
for modulo-invariants; 
two markings agree on all modulo-invariants if and only if the marking eq- 
uation has an integral solution. One direction of this characterization has a simple 
proof. 
Proposition 3.4. Zf mo + C .x = ml has a solution x E Z” and i is a mod-k-invariant 
then mo and ml agree on i, i.e., 
i.rno zi.rnl (modk). 
Proof. Since i is a mod-k-invariant we have i . C z 0 (mod k). So all entries of this 
vector are multiples of k. Since x is integral, the same holds for i. C .x = i. ml - is mo. 
Corollary 3.5 (Fundamental property of modulo-invariants). Zf mg -% ml and i E Z”’ 
is a mod-k-invariant then i. mg s i. ml (mod k). 
Proof. Apply the marking equation (Proposition 3.1) and Proposition 3.4. 0 
By contraposition, we get a sufficient condition for nonreachability: if a mark- 
ing ml does not agree with mo on a modulo-invariant then ml is not reachable 
from ms. 
In the following sections we shall prove the reverse direction of Proposition 3.4, 
i.e., we shall characterize the markings which can be proven nonreachable by modulo- 
invariants. For the proof of this result we first have to consider some mathematics on 
integral solutions of equation systems. 
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4. Integer-valued solutions of linear equation systems 
For a ring B, let d,,,(W) denote the set of matrices with m rows, n columns and 
elements of W. We will be particularly interested in the ring constituted by the integers 
Z with the usual operations addition and multiplication. 
Consider a linear equation system 
C + x = b with C E A,,,(Z), b E Z”. 
Solutions for x in Q” can easily be found using e.g. the Gaul3 elimination method. This 
method employs the divisibility of numbers in the field Q. Since, in general, division 
is not possible in Z!, Gaul3 elimination cannot be used for solving the equation system 
in Z. However, for finding integer solutions it is possible to use a method which is 
similar to Gaul3 elimination. This method is based on the following theorem, which 
is known as the Elementary-Divisor Theorem (see [3, p. 2791). Its application to the 
calculation of invariants of Petri nets was also observed in [12]. 
We use the fact that the set of matrices M,,,(Z) is a 
is an Euclidean ring. 
Z-module and that (Z, +, .) 
Theorem 4.1 (Elementary Divisor-Theorem). Let C be a matrix with m rows and n 
columns over an Euclidean ring 9. There exist invertible matrices Q E M,.,(9) and 
P E M,,,(W), such that 
Q.C.P= 
. . 0 . 
where sI~,...,s~,~ E 9 and si,i is a divisor of si+l,i+l for i=l ,..., a - 1. Moreover, 
the elements SI,~, . . . ,s~,~ are uniquely determined by the matrix C, up to unit factors 
from 92. 
The matrix S = Q . C . P used in the Elementary-Divisor Theorem is called Smith 
normal form of C. The nonzero diagonal elements si,i, . . . , s,,, are called elementary 
divisors of C. Note that in the ring (Z, +, .) the only unity factors are 1 and - 1, 
therefore in this ring the elementary divisors are uniquely determined (up to the signs) 
by the matrix C, and hence the same holds for the Smith normal form. In particular, if 
s,,, is the greatest elementary divisor, then I+] is uniquely determined, a fact which 
will be of some importance later. The matrices Q and P are invertible in Z, i.e., Q-’ 
and P-’ are again integral matrices. 
For the incidence matrix C of Fig. 2, the matrices Q. P, their inverses, and the 
Smith normal form S = Q . C . P are shown in Fig. 3. 
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Q= 
P= 
1 0000 000 
0 1000 000 
-1 1000 100 
l-l 0 0 l-l 0 0 
1 0010 000 
0 1100 000 
0 0000 110 






1 0 0 00000 
0 1 0 00000 
o-1 0 00100 
7 Q-’ 
-1 0 0 01000 
z 
0 0 1 10000 
1 -1 1 00000 
-1 l-l 00010 
0 0 -1-l 0 0 0 1 
The matrices Q and Q-’ 
( -1 -1 1 0 0 -1 1 0 0 0 9 p-1 = 0 2 -1 -1 1 
0 -1 1 0 -1 









The matrices P, P-’ and the Smith normal form S = Q . C . P 
Fig. 3. Example, using the matrix C of Figure 2. The elementary divisors are 1 and 2. 
An algorithm for the computation of the Smith normal form of an integer matrix is 
given e.g. in [8,13]. It has polynomial time complexity (see [S]). 
The Elementary-Divisor Theorem leads to a nice criterion for the solubility in Z” of 
an inhomogeneous equation system C . x = b. 
Lemma 4.2. Let C E A?,,,(Z) and b E 27”‘. Let S = QC+P be the Smith normalform 
of C, and let S~,J ,..., s=,~ be the elementary divisors of C. Dejine b = (&, . . . ,&) = 
Q . b. Then C . x = b has a solution x E Z” if and only if 
(a) sj,j is a divisor of bj for 1 <j <a, and 
(/?) F=Ofor j > a. 
Proof. Since Q is invertible (by the Elementary-Divisor Theorem) we get C .x = b if 




Since P and P-’ are integral matrices, C .x = b has a solution x E Z” if and only 
if S . y = b has a solution y E Z”. As S is a diagonal matrix with si,~,. . . ,s,,, being 
the diagonal entries, S . y = 5 has a solution y E Z” if and only if (a) and (/.I) hold. 
0 
In our example of Figs. 2 and 3 we have b = (0,-l, l,O,O,O,O,O) and b = Q. b = 
(0, - 1, - 1, 1, O,O, 0,O). There is no solution of S . y = b since 2 is not a divisor of 1 
(consider the fourth entry). 
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5. Characterizing the power of modulo-invariants 
In this section we show that a marking can be proved nonreachable by modulo- 
invariants if and only if there exists no integer-valued solution of the marking equation 
(Theorem 5.2). Moreover, we show that it suffices to consider mod-k-invariants for a 
particular k which can effectively be computed from the net structure and the considered 
markings. 
The proof of Theorem 5.2 employs Proposition 3.4 and the following lemma. 
Lemma 5.1. Let C E &,,,(Z) and b E 2”“. Let S = Q. C. P be the Smith normal 
form of C and let s~,J,s~,J,. . . ,s~,~ be the elementary divisors of C. Define 8 = 
6, . . ..b.)=Q.b. DejinekEN such that k is the least multiple of s~,~ which is 
greater than every 1 F 1 for 1 <j Gm. Assume that every i E Z” satisfying i . C E 
0 (mod k) also satisfies i. b E 0 (mod k). Then the equation system C. x = b has a 
solution x E Z”. 
Proof. We want to apply Lemma 4.2 and have to show the validity of the conditions 
(a) and (p) formulated there. 
(a) Let j <a. Since sjj is a divisor of s,,, and sap is a divisor of k by the definition 
of k, sjj divides k. So we can define a vector yj E Zm by 
where the nonzero entry is at the jth position. 
Using the form of S we obtain 
yj. S E 0 (mod k). 
Substituting Q . C . P for S and multiplication from right by P-’ yields 
yj.Q.CEO(modk) 
because P-’ is an integral matrix. 
We can apply the assumption for i = yj . Q and get 
yj.Q.bEO(modk). 
Hence (k/sj,j) .q E 0 (mod k), by the definition of yj. SO sj,j is a divisor of 5. 
(/I) Let j > a. Define 
Yj =(O,...,O,l,O ,..., 0), 
where the nonzero entry is at the jth position. 
Again by the form of S we have 
yj.SEO(modk). 
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The same argument as in (a) shows that 
yj.Q.bcO(modk). 
Using the definition of JJJ we obtain that 6 = 0 (mod k). By the choice of k we have 
k > ) 6 1 and therefore bj = 0. 0 
This lemma also holds when k is replaced by some multiple of k. However, k is 
the minimal suitable modulo number and multiples provide no additional information. 
Theorem 5.2. Let N be a net with incidence matrix C and let mo and ml be markings 
of N. Then i . mo f i. ml (mod k) for some k E PA, k 22 and some mod-k-invariant i 
if and only if the marking-equation mo + C ‘x = ml has no solution x E Z”. 
Proof. (+) follows immediately from Proposition 3.4. 
(+) We assume that i . mo F i . ml (mod k) for every k and every mod-k-invariant 
i and show that then the marking equation has an integral solution. 
Since the assumption holds for arbitrary moduli k, it holds in particular for the k 
formulated in Lemma 5.1. Taking b = ml - mo, we have i. b E 0 (mod k) for every 
i satisfying i . C E 0 (mod k). Then, Lemma 5.1 implies that C . x = b has a solution 
x E Z”. Using the definition of b, we obtain mo + C . x = ml. 0 
Notice that the modulus k in the theorem depends on the considered markings, or, 
more exactly, on their difference b = ml - mo. 
We finally remark that for reachability analysis it suffices to consider the k defined 
in Lemma 5.1. 
Proposition 5.3. Let N be a net with incidence matrix C and let mo and ml be 
markings of N. Let k E N such that i. mo f i. mt (modk) for some mod-k-invariant 
j. Then i. mo $ i . ml (mod k) for some mod-k-invariant i, where k is dejned as in 
Lemma 5.1. 
Proof. By Proposition 3.4, the marking equation has no solution in Z”. By Lemma 
5.1, there exists a mod-k-invariant i proving the nonreachability of ml. 0 
6. Combining place-invariants and modulo-invariants 
In this section we study the combination of place-invariants and modulo-invariants. 
We shall identify a finite set of invariants - containing place-invariants as well as 
modulo-invariants - such that the invariants of this set suffice to prove the non- 
reachability of a marking ml from a marking rng whenever these markings disagree 
on any place-invariant or modulo-invariant. We call such sets of invariants com- 
plete. 
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Definition 6.1. A set I of (place- or modulo-)invariants of a net N is called complete 
if every two markings mo and ml that disagree on an arbitrary invariant of N disagree 
on some invariant i E I. 
The example of Fig. 1 proves that, in general, there is no finite complete set contain- 
ing only place-invariants. Also, this net has no finite complete sets of modulo-invariants: 
assume a finite set Z of modulo-invariants and let k be the least common multiple of 
the moduli of these modulo-invariants. Then k 2 2. Consider the marking 
For every modulo-invariant i E I we have 
i+mo z i.mz (modk). 
By the choice of k, 
i.mo ri.mz (modk’) 
for every mod-k/-invariant i E I. So mo and rn2 agree on all modulo-invariants of I. 
However, mo and m2 do not agree on the place-invariant il = (1, 0, 0, 1, 0, 0, 0,O) given 
in Fig. 2. So, in general, finite complete sets of invariants must contain place-invariants 
as well as modulo-invariants. 
For the purpose of this section we consider it useful to define place-invariants as 
special modulo-invariants. We provide the following extension of Definition 2.5. 
Notation 6.2. Let N be a net with m places. Every place-invariant i E 27”’ of N is 
also called a mod-O-invariant of N. Every vector i E Z” is called a mod-l-invariant 
ofN.Forx,yEP,wewritex=y(modl)and,ifx=y,x~y(modO). 
This notation agrees with the following characterization for x,y E Z: 
x = y (mod k) iff IX - y( is a multiple of k. 
It also fits well to the definition of modulo-invariants, as shown in the following 
proposition. 
Proposition 6.3. Let N be a net with m places and let C be its incidence matrix. A 
vector i E Z”’ is a mod-k-invariant of N if and only if i. C = k. y for some y E Z” 
(k E FU). 
Proof. For k = 0, the proposition recalls the definition of a place-invariant. For k = 1, 
taking y = i. C, every i E Zm satisfies the equation. For k 2 2, if C = k. y if and only 
if every entry of the vector i . C is a multiple of k. III 
We show in the following theorem that every net has a finite complete set of in- 
variants. This set is easily derived from the left matrix Q of the Smith normal form 
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Q . C . P: it contains the rows of Q where, for 1 d j Gm, the jth row of Q is a 
mod- Isj,j I-invariant. 
Theorem 6.4. Let N be a net with m places and incidence matrix C. Let S = Q.C’P 
be the Smith normal form of C and let sl,l,s2,2,. . . ,s~,~ be the elementary divisors 
of C. The set I of rows qj of Q is a complete set of module-invariants, where each 
qj is a mod-lsj,j( -invariant, 0 d j <m. 
Proof. We show first that qj is a mod-(sjj(-invariant, 1 <j <m. From the definition of 
the Smith normal form we obtain Q . C = S . P-l. Since S is a diagonal matrix with 
entries sl,l,s2,2 ,... we have that qj . C = *sj,j . pj, where pj is the jth row of P-l. 
Using Proposition 6.3, qj is a mod-sj,j-invariant, because P-’ is an integral matrix. 
For proving the completeness, assume markings ms, ml that agree on all modulo- 
invariants of I, i.e., for 1 <j<m, 
qj . mo E qj . ml (mod Isj,jI). 
We show that then the marking equation C +x = ml - mo has an integral solution. The 
result follows because, by Theorem 5.2, the existence of an integral solution of the 
marking equation implies that the markings agree on all modulo-invariants. 
Defineb=(ml-mo)andb=(F,...,b,)=Q.b.Define,for l,<j<m, 
,Vj =(O,...,O,l,O,...,O), 
where the nonzero entry is at the jth position. Since S is a diagonal matrix with entries 
sr,~, s2,2,. . . we obtain 
yj . S E 0 (mod sj,j). 
Substituting Q . C . P for S and multiplication from right by P-’ yields 
because P-’ is an integral matrix. 
Since qj = yj * Q is the jth row of Q, it is a modulo-sj,j-invariant. We can apply 
the assumption for qj and get 
yj . Q . b E 0 (mod sj,j). 
Using the definition of b we obtain 6 E 0 (mod sj,j). 
We apply Lemma 4.2 and have to prove the conditions (a) and (B) formulated there: 
(a): if sj,j 22 then TLE 0 (mod sj,j) implies that Sj,j is a divisor of 6, 
(/?): if sj,j = 0 then bj 3 0 (mod 0) implies 5 = 0. 
This completes the proof. 0 
Note that all mod-1-invariants in a complete set of invariants can be omitted because 
every two vectors agree on all mod-1-invariants by definition. For the complete set 
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obtained from the matrix Q of the Smith normal form this applies to the rows qj of 
Q for which ]sijl = 1. 
Considering our example of Fig. 1 and the matrices of Fig. 3, we obtain the following 
complete set I of invariants (where qj denotes the jth row of Q): 
?? The mod-l -invariants, derived from the first three rows of Q are useless. 
??There is a mod-2-invariant since ~4.4 = 2, 
q4=(1,-l,O,O,l,-l,O,O). 
??The place-invariants (mod-0-invariants) are 
45 = (LO,O, 1,0,0,0,0), q6 = (0~1,1,0,0,0,0,0), 
q7 = (0,0,0,0,0,1, LO), qs = (O,O,O,Q 1,&O, 1). 
because ~5,s = ~6.6 = s7,7 = s&s = 0. 
Corollary 6.5. Every net with m places has a complete set I of invariants such that 
111 <m. 
Proof. Given the Smith normal form Q. C. P of the incidence matrix C, the number 
of rows of C is m. 0 
7. Conclusion 
We have introduced modulo-invariants and characterized the power of modulo- 
invariants for proving the nonreachability of a marking in terms of solubility of the 
marking equation. This result and other verification methods for the nonreachability 
of markings are summarized in Fig. 4. We have moreover shown that it suffices to 
consider modulo-k-invariants for a particular modulo k which can be calculated from 
the Smith normal form of the incidence matrix and the considered markings. 
An overview on the complexity of the conditions mentioned in Fig. 4 is given in [6]. 
Solving an inhomogeneous linear equation system in Q is clearly polynomial. Finding a 
solution in Z can also be done in polynomial time by construction of the Smith normal 
form [8]. The existence of a solution in IV is NP-complete [5]. The reachability problem 
is at least decidable [ 1 l] but it is EXP-space hard even for restricted classes of nets 
PI. 
For some classes of nets, all the conditions given in Fig. 4 coincide [4]. Hence, for 
nets of these classes, the reachability problem can be solved efficiently by using e.g. 
the Gaul3 elimination method. For general nets, all implications in Fig. 4 are proper. 
We have shown a net with an initial marking ms in Section 1 (Fig. 1) where place- 
invariants cannot prove the nonreachability of the marking ml = (1, 0, 1, 0, 1, 1, 0, 0), 
but a modulo-invariant can. For this small example, there are other efficient methods 
for proving the nonreachability of the marking ml. However, the example shows that 
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iem # i.rnl 
for some place-invariant i 
w 
mo+C.x=ml 
is not solvable in 0” 
u u 
i.mo $ i.rnl (modk) 
for some mod-k-invariant i w 
mo+C.x=ml 
is not solvable in Z” 
Fig. 4. Proving the nonreachability of ml. 
modulo-invariants can cope with a certain class of nets in which concurrency and 
conflicts are related in a particular way: concurrent parts of a net contain branching 
places where the transitions in the post-set of each branching place are chained by 
means of a regulation circuit. This way the concurrent components are not directly 
coupled but behave in a regular way. In our example, regulation circuits force the 
alternation of the transitions tl and t2 and of the transitions t4 and ts. These circuits 
are not directly synchronized, but always behave similarly, due to the synchronization 
at 4. In particular, no reachable marking enables both tl and t5 or both t2 and t4. 
As argued above, this fact can be shown by means of modulo-invariants. In [9], Petri 
nets with regulation circuits are used to model access regulation mechanisms which 
dynamically resolve multiple memory access conflicts among concurrently operating 
channel processors. 
We have shown that any algorithm that computes the Smith normal form of the 
incidence matrix of a net can be used to obtain a complete set of invariants, i.e., a 
set of invariants that suffice to prove the nomeachability of a marking if this marking 
disagrees with the initial marking on any place-invariant or modulo-invariant. This 
implies in particular that complete sets of invariants can be calculated in polynomial 
time. 
The transition-inuariants of a net are the dual counterparts of place-invariants; a 
transition-invariant of a net is a solution of the equation system C . x = 0, where C 
denotes again the incidence matrix of the net. If an occurrence sequence leads from 
some marking back to itself then the respective numbers of transition occurrences in 
the sequence constitute a transition-invariant. It is possible to define modulo transition- 
invariants in the same way as modulo-invariants are defined, corresponding to sequences 
which reproduce markings modulo k. The results of this paper hold respectively also for 
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transition-invariants, when the incidence matrix is replaced by its transposed matrix. In 
the Smith normal form Q.C.P, the transition-invariants and modulo-transition-invariants 
occur as columns of the matrix P. 
Place-invariants can be used for proving more sophisticated system properties than 
just nonreachability of a certain marking. Clearly, the same holds for modulo-invariants. 
Further investigations should characterize the general capability of different concepts 
of invariants. This holds in particular for invariants of high-level Petri nets [7]. There 
exist different definitions of place-invariants of high-level Petri nets. All of them are 
solutions of equation systems of the form X. C = 0. Solutions of x. C z 0, for arbitrary 
equivalences E-, might lead to new results and to simpler invariants. 
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