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Abstract
In this work, we use rational approximation to improve the accuracy of
spectral solutions of differential equations. When working in the vicinity
of solutions with singularities, spectral methods may fail their propagated
spectral rate of convergence and even they may fail their convergence at
all. We describe a Pade´ approximation based method to improve the ap-
proximation in the Tau method solution of ordinary differential equations.
This process is suitable to build rational approximations to solutions of
differential problems when their exact solutions have singularities close to
their domain.
keywords: Tau method, Pade´ approximation, Froissart doublets.
1 Introduction
It is well known that spectral methods are very efficient to solve differential
equations with smooth solutions without singularities close to the interval of
orthogonality. In fact they exhibit exponential rate of convergence [5]. However
when the solution of a differential problem has singularities close to or on the
interval of orthogonality spectral methods usually loose their efficiency. In fact,
when the solution has singularities near to the orthogonality interval, the con-
vergence of spectral methods is slow and when a solution has singularities on
the interval of orthogonality spectral methods have only algebraic rate of con-
vergence. There are several methods to improve the approximation given by the
spectral solution, e.g. using extrapolation methods [2, 16], filtering functions [5],
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changing of variables or by decomposing the domain [14]. These post-processing
methods are frequently called filtering processes of a spectral solution.
In this paper we suggest to filter a tau solution of a differential problem with
a slow rate of convergence, using Chebyshev-Pade´ or Legendre-Pade´ approxi-
mants. This choice is motivated by the theoretic results related to meromorphic
functions [18] and Markov type functions [6]. These results are related to con-
vergence acceleration and the domain expansion given by the partial orthogonal
series. Moreover, it is possible to extract more information from Pade´ approx-
imants. In fact, we can determine singularities of functions using the poles of
Pade´ approximants [3, 4]. Here we have to be aware of the fact that all the the-
oretic results mentioned above are related with Pade´ approximants computed
with the coefficients of a formal orthogonal expansion. In this filtering process
we use the Tau coefficients which do not coincide with the orthogonal expan-
sion coefficients. The Tau coefficients are affected by the errors inherent to the
Tau method and by errors caused by the use of finite arithmetic. We will give
a special relevance to the numeric errors since they origin Pade´ approximants
with Froissart doublets, which destroy the structure of the numeric Pade´ table.
The purpose of this paper is to present some numerical results of applica-
tion of this filtering process to several cases. In sections 2 and 3 we give the
notations and algorithms concerning the tau method and Pade´ approximation,
respectively. In sections 4 we present the filtering process, in section 5 we obtain
some properties of the filters and we conclude in section 6 with comments and
conclusions.
2 The Operational Tau Method
Here we describe an improved version [8] of the operational Tau method to solve
linear ordinary differential equations [12, 11].
Let Dν be the class of linear differential operators of order ν with polynomial
coefficients and D ∈ Dν
D ≡
ν∑
i=0
pi(t)
di
dti
, pi(t) ∈ P. (1)
In order to solve a differential equation
Dy(t) = f(t), t ∈]a, b[⊂ R (2)
Ortiz and Samara [11] developed the operational approach for the Lanczos Tau
method based on the algebraic representation of the linear differential operator
(1). They proved that
Dy = yΠtT , with Π =
ν∑
i=0
η
i pi(µ)
where y = ytT =
∑∞
i=0 yit
i, with y = [y0, y1, . . .] and t = [1, t, t
2, . . .], is the
matricial representation of y, and the matrices η and µ represent, respectively,
the differentiation and the shift effects on y.
2
Let {φi}i≥0 be a family of functions defined in an interval I ⊂ R, orthogonal
with respect to a weight function w, and let
y =
∞∑
i=0
ciφi, ci =
〈y, φi〉w
‖φi‖2w
,
be a formal series, where 〈f, g〉w =
∫
I
f(t)g(t)w(t)dt and ‖f‖w =
√〈f, f〉w.
If {φi}i≥0 is a polynomial basis such that φi is a polynomial of degree i and
V = [vi,j ]i,j≥0 is the matrix of the coefficients of those polynomials, that is, if
φi =
i∑
j=0
vijt
j , i = 0, 1, . . .
and if
y = yvv
T =
∞∑
i=0
ciφi, with v
T = VtT . (3)
then the effect of the differential operator (1) in the coefficients of y can be
represented by the effect of an algebraic operator over the vector yv, and is
given by [11]
Dy = yvΠφv
T , where Πφ = VΠV
−1
2.1 Improved operational Tau method
At this point, we must make two remarks: the first one is that, in practice,
numerical methods work with finite matrices and the second one is that this
procedure can be numerically unstable, particularly if the condition number of
V is large. However, if {φi}i≥0 is an orthogonal polynomials basis, Matos et al
presented in [8] a method to overcome this drawback. Since the polynomials φi
satisfy a three term recurrence relation{
tφi(t) = αiφi+1(t) + βiφi(t) + γiφi−1(t), i = 1, 2, . . .
φ0(t) = 1, φ1(t) = (t− β0)/α0 (4)
then the matricial representation of the shift effect takes the form
t y = yv µφ v
T
where
µφ =


β0 α0
γ1 β1 α1
γ2 β2 α2
· · ·


On the other hand, defining ηi,j as the coefficients in
d
dt
φi =
i−1∑
j=0
ηijφj , i = 0, 1, . . .
3
and defining ηφ = [ηij ]i,j≥0, then
d
dt
y = yv ηφ v
T .
By differentiating both sides of recurrence relation (4), it is easy to see that the
coefficients ηij satisfy the following recurrence relation
{
ηi+1,j =
1
αi
(αj−1ηi,j−1 + (βj − βi)ηi,j + γj+1ηi,j+1 − γiηi−1,j), j = 0, . . . , i− 1
ηi+1,i =
1
αi
(αi−1ηi,i−1 + 1)
for i = 1, 2, . . . and 

η0,j = 0, j = 0, 1, . . .
η1,0 =
1
α0
,
η1,j = 0, j = 1, 2, . . .
Having defined µφ and ηφ, we get
Dy = yvΠφ v
T , Πφ =
ν∑
i=0
η
i
φ pi(µφ) (5)
Thus, we don’t need to compute the inverse of V, which stabilizes the opera-
tional Tau method.
The operational approach of the Tau method is based on the matrix Γφ =
[G Πφ] where, for some n ∈ N, n ≥ ν, G ∈ R(n+1)×ν is the matrix representa-
tion of the initial conditions of the differential problem and Πφ ∈ R(n+1)×(n+1−ν)
is the matrix Πφ truncated to its first lines and first columns [8, 11]. If Γφ is a
regular matrix then we solve an algebraic system of linear equations in order to
obtain yn = [c
(n)
0 , . . . , c
(n)
n ], the coefficients of the Tau approximant of yv in (3).
2.2 Numerical example
In order to explain the proposed filtering method, we begin by considering the
following example, where some useful notation is introduced.
Example 1 Here, we will consider the function y(t) = pi4
√
2(t+ 1), which has
a branch cut on ] − ∞,−1]. It is known that the Chebyshev expansion of this
function [13] is
y =
∞∑
k=0
ckTk = 1 +
∞∑
k=1
(−1)k+1 2
4k2 − 1Tk. (6)
The function y is analytic on C\]−∞,−1] thus, the singularity, ζ, closest to
the interval of orthogonality, [−1, 1], coincides with the extreme point ζ = −1.
We can define y as the solution of the linear ordinary differential equation
(t+ 1)
dy
dt
− 1
2
y = 0 (7)
with condition y(0) = pi4
√
2.
4
From (5), for the differential operator D associated to equation (7), we get
Πφ = ηφ(µφ + I) − 12I, where I is the infinite identity matrix. The initial
condition is translated into the matrix G = (φ0(0), φ1(0), . . .)
T . Since we are
considering φi = Ti, i ≥ 0, the Chebyshev polynomials, then
ΓT =


1 −1/2
0 1 1/2
−1 2 4 3/2
0 3 6 6 5/2
1 4 8 8 8 7/2
· · ·


As the singularity ζ coincides with the extreme point of the interval of or-
thogonality, the convergence of the Tau method is slow. To emphasize this
fact, we show in Figure 1, the rate of consecutive errors ‖en+1‖w/‖en‖w, for
n = 9, 10, . . . , 149, where en = y − yn, and ‖en‖2w =
∫ 1
−1
e2n(t)w(t)dt with
w(t) = (1 − t2)−1/2. We can observe that the rate ‖en+1‖w/‖en‖w approaches
1 when n increases.
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Figure 1: Rate of consecutive errors ‖en+1‖w/‖en‖w, for n = 9, 10, . . . , 149.
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2.3 Error analysis in the Tau Method
As noted by [11] for the operational approach of the Tau method, the polynomial
solution yn, obtained by solving the linear algebraic system with the truncated
matrix ΓΦ, is the exact solution of the perturbed differential equation
Dyn(t) = f(t) + τn(t), t ∈]a, b[⊂ R (8)
where τn is the polynomial residual resulting from the truncation process of
matrix ΓΦ. Since we are considering linear differential operators D, then, sub-
tracting side by side (8) from (2) results that the error en = y − yn in the Tau
method, is the exact solution of the differential equation
Den(t) = −τn(t), t ∈]a, b[⊂ R (9)
with homogeneous conditions.
Based on that property, some authors [15] developed an a posteriori error
analysis, solving by the Tau method the differential equation in (9) and getting
a polynomial approximation of, say, degree n+m, as the exact solution of
De˜n+m(t) = −τn(t) + τm(t), t ]a, b[⊂ R (10)
In Figure 2 we show, for a selected set of n values, and with m = 1 and m = 20,
the error curves y(t)−yn(t) and the curves e˜n+1(t) and e˜n+20(t). We can see the
effective numerical estimation of the error, even for m = 1, and that, in general,
the numerical estimator en+20 follows the error closer than the estimator en+1.
For the filtering process, proposed in section 4, the coefficients errors in the
Tau method
∆c(n) =
(
∆c
(n)
0 ,∆c
(n)
1 , . . . ,∆c
(n)
n
)
, ∆c
(n)
k = ck − c(n)k , k = 0, 1, . . . , n
play a main role in the final results. We expect that, for each k = 0, 1, . . . , n,
the error ∆c
(n)
k decreases with increasing n, provided that the Tau method con-
verges, and also that this errors do not affect too much the filtered solution error.
In general cases, with the Tau method, those values ∆c
(n)
k are the coefficients
of the error function en = y − yn and can be approximated by the coefficients
of the a posteriori error estimator e˜n+m.
2.4 Errors on the coefficients in example 1
In the previous example we can simplify and solve exactly the system associated
to the Tau method, obtaining exact values for c
(n)
k . Writing the last n − 1
equations in the form
n∑
i=k
2ic
(n)
i + (k −
3
2
)c
(n)
k−1 = 0, k = 2, . . . , n
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Figure 2: Error curves y(t)−yn(t) and error curves approximations e˜n+1(t) and
e˜n+20(t) obtained with the Tau method for example 1.
and subtracting each equation k − 1 from equation k, we get the backward
recurrence
c
(n)
k = −
2k + 3
2k − 1c
(n)
k+1, k = 1, . . . , n− 2, and c(n)0 =
3
2
c
(n)
1 (11)
This result leads, by mathematical induction, to{
c
(n)
k = (−1)n−k 4n(2n−1)4k2−1 c
(n)
n , k = 1, . . . , n− 1,
c
(n)
0 = (−1)n+12n(2n− 1)c(n)n
(12)
and, substituting in the first equation, we can solve for c
(n)
n , getting
c(n)n = (−1)n+1
y0
2n(2n− 1)Sn
where y0 = y(0) is the initial value, and
Sn = 1 +
n∑
k=1
ckTk(0)− 1
2n(2n+ 1)
Tn(0)
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is the partial sum for y(0) if n is odd and is the partial sum plus a correction
term in the last coefficient if n is even. Substituting in (12) we get
c
(n)
k = (−1)k+1
2y0
(4k2 − 1)Sn , k = 1, . . . , n− 1, and c
(n)
0 =
y0
Sn
and so, comparing these coefficients c
(n)
k with the exact coefficients ck (6), we
verify that
c(n)n = (
2n+ 1
4n
)
y0
Sn
cn and c
(n)
k =
y0
Sn
ck, k = 0, . . . , n− 1
This means that, for fixed n ∈ N, each Tau coefficient c(n)k , except the last
one, is the exact coefficient ck times a constant factor. This is relevant, in next
sections, for our filtering results and to justify the exact formula for the error
in the Tau coefficients
∆c
(n)
k =
{
(1− y0Sn )ck, k = 0, . . . , n− 1
(1− (2n+14n ) y0Sn )cn k = n
(13)
Another property, resulting from the last column values of the Γφ matrix,
for this particular example, is that the residual is τn(t) = (n − 12 )c
(n)
n Tn+1(t).
Using the previous formula for c
(n)
n , we get
τn(t) = (−1)n+1 y0
4nSn
Tn+1(t),
and so, the residual τn is approximating zero in [−1, 1], with uniform norm and
with amplitudes decreasing with n.
Before we proceed with the proposed filtering method, we will remember the
definition of Frobenius-Pade´ approximants, also known as linear Pade´ approxi-
mants from series of orthogonal polynomials.
3 Frobenius-Pade´ approximants from orthogo-
nal series
We begin this section by defining Frobenius-Pade´ approximants from orthogonal
series. Let {φi}i≥0 be an orthogonal polynomial basis. Given two nonnegative
integers p and q, we say that the rational function
Φp,q(y) =
Np,q
Dp,q
=
∑p
i=0 aiφi∑q
i=0 biφi
(14)
is a Frobenius-Pade´ approximant of type (p, q) from the series y [7] if
Dp,qy −Np,q =
∞∑
i=p+q+1
eiφi. (15)
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In order to determine the coefficients ai, i = 0, 1, . . . , p and bi, i = 0, 1, . . . , q
in (14) we introduce hj,i, j = 0, 1, . . . such that
φiy =
∞∑
j=0
hj,iφj , i = 0, 1, . . . .
Thus hj,i, j=0,1,. . . , are the coefficients of the orthogonal series φiy, i =
0, 1, . . ..
Identifying coefficients in (15) we can show that the coefficients aj and bi
of Φp,q are solutions of the following homogeneous system of p + q + 1 linear
equations and p+ q + 2 unknowns

q∑
i=0
hj,ibi − aj = 0, j = 0, . . . , p
q∑
i=0
hj,ibi = 0, j = p+ 1, . . . , p+ q.
(16)
which always admits a non trivial solution.
If we set bq = 1 then we can use equations (16) to determine the coefficients
of the normalized approximant, based in the matricial form introduced in the
following proposition [7]
Proposition 1 Let p, q ∈ N0,
g[p/q] = [h0,q . . . hp,q]
T , h[p/q] = [hp+1,q . . . hp+q,q]
T ,
and
G[p/q] =


h0,0 · · · h0,q−1
...
...
hp,0 · · · hp,q−1

 , and H[p/q] =


hp+1,0 · · · hp+1,q−1
...
...
hp+q,0 · · · hp+q,q−1

 .
If H[p/q] is nonsingular then
a = [a0 . . . ap]
T
, b = [b0 . . . bq−1]
T
,
are determined by
H[p/q] · b = −h[p/q] (17)
a = G[p/q] · b+ g[p/q] (18)
In the conditions of this proposition, the coefficients of the denominator, bi,
i = 0, 1, . . . , q − 1, are uniquely determined by solving (17). Once determined
the coefficients bi, we use (18) to compute the numerators coefficients ai, i =
0, 1, . . . , p.
The characteristic recurrence relation (4) of the orthogonal polynomials φi
leads to the following proposition, allowing the computation of the entries in
H [p/q], G[p/q], h[p/q] and g[p/q]
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Proposition 2 The coefficients hij can be computed [7] using the recurrence
relation
hi,j+1 =
1
αj
(
µi+1
µi
αihi+1,j + (βi − βj)hi,j + µi−1
µi
γihi−1,j − γjhi,j−1
)
, i, j = 1, 2, . . .
(19)
and,
hi,0 = ci, i = 0, 1, . . . , h0,j =
µj
µ0
hj,0, j = 1, 2, . . . ,
where hi,−1 = 0, αi, βi and γi are the coefficients in (4) and µi = ‖φi(t)‖2w.
In particular, for Chebyshev and for Legendre polynomials we have
Chebyshev Polynomials: The Chebyshev polynomials, normalized with Ti(1) =
1, i = 0, 1, . . ., satisfy the recurrence relation (4) with{
αi = γi =
1
2 , βi = 0, i = 1, 2, . . .
α0 = 1, β0 = 0
and µ0 = pi, µi = pi/2, i = 0, 1, . . .. Thus, the recurrence relation (19) takes the
form 

hi,0 = ci, i = 0, 1, . . .
h0,j =
1
2
cj , j = 1, 2, . . .
h1,1 = h0,0 +
1
2
h2,0
hi,1 =
1
2
(hi−1,0 + hi+1,0), i = 2, 3, . . .
h1,j = 2h0,j−1 + h2,j−1 − h1,j−2, j = 2, 3, . . .
hi,j = hi−1,j−1 + hi+1,j−1 − hi,j−2, i, j = 2, 3, . . .
With these formulas we can build direct formulas for some sequences of
Chebyshev-Pade´ approximants.
Corollary 1 Let y =
∑∞
k=0 ckTk be a formal Chebyshev series and let Φp,q(y) =
Np,q/Dp,q, with
Dp,q = Tq +
q−1∑
i=0
biTi, and Np,q =
p∑
i=0
aiTi
be its (p, q) Chebyshev-Pade´ approximant, then
(a) ∀p ∈ N0 such that cp+1 6= 0 we have
Dp,1(t) = b0 + t, and Np,1(t) =
1
2
p∑
k=0
(c′k−1 + ck+1 + 2b0ck)Tk(t)
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with
b0 = −
c′p + cp+2
2cp+1
where c′−1 = 0, c
′
0 = 2c0 and c
′
k = ck, k ≥ 1.
(b) ∀p ∈ N0 such that the determinant
∆ =
∣∣∣∣ cp+1 c′p + cp+2cp+2 cp+1 + cp+3
∣∣∣∣ 6= 0
we have
Dp,2(t) = b0 + b1t+ T2(t), and Np,2(t) =
p∑
k=0
akTk(t)
with
ak = c
′
kb0 +
1
2
(c′k−1 + ck+1)b1 +
1
2
(c′k−2 + ck+2), k = 0, . . . , p
b0 = −
∣∣∣∣ cp−1 + cp+3 cp + cp+2c′p + cp+4 cp+1 + cp+3
∣∣∣∣
2∆
and b1 = −
∣∣∣∣ cp+1 cp−1 + cp+3cp+2 c′p + cp+4
∣∣∣∣
∆
.
where c′−2 = 0, c
′
−1 = 2c1 − c0, c′0 = 2c0 and c′k = ck, k ≥ 1.
Legendre Polynomials: The Legendre polynomials, normalized with Pi(1) =
1, i = 0, 1, . . ., satisfy the recurrence relation (4) with
αi =
i+ 1
2i+ 1
, βi = 0, γi =
i
2i+ 1
, and µi =
2
2i+ 1
, i = 0, 1, . . .
Thus, (19) takes the form

hi,0 = ci, h0,i =
1
2i+ 1
ci, i = 0, 1, . . .
hi,1 =
i+ 1
2i+ 3
ci+1 +
i
2i− 1ci−1, i = 1, 2, . . .
hi,j+1 =
2j + 1
j + 1
[
i+ 1
2i+ 3
hi+1,j +
i
2i− 1hi−1,j
]
− j
j + 1
hi,j−1, i, j = 1, 2, . . .
In that case, even not so simple as in the Chebyshev case, formulas for
Legendre-Pade´ approximants Φp,1 and Φp,2, in terms of the series coefficients
ck can be derived.
Corollary 2 Let y =
∑∞
k=0 ckPk be a formal Legendre series and let Φp,q(yn) =
Np,q/Dp,q, with
Dp,q = Pq +
q−1∑
i=0
biPi, and Np,q =
p∑
i=0
aiPi
be its (p, q) Legendre-Pade´ approximant, then
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(a) ∀p ∈ N0 such that cp+1 6= 0 we have
Dp,1(t) = b0 + t, and Np,1(t) =
p∑
k=0
(hk,1 + b0ck)Pk(t)
with
b0 = −hp+1,1
cp+1
, and hk,1 =
k
2k − 1ck−1 +
k + 1
2k + 3
ck+1, k = 0, 1, . . .
(b) ∀p ∈ N0 such that the determinant
∆ =
∣∣∣∣ cp+1 hp+1,1cp+2 hp+2,1
∣∣∣∣ 6= 0
we have
Np,2(t) = b0 + b1t+ P2(t), and Dp,2(t) =
p∑
k=0
akPk(t)
with
ak = ckb0 + hk,1b1 + hk,2, k = 0, . . . , p
b0 = −
∣∣∣∣ hp+1,2 hp+1,1hp+2,2 hp+2,1
∣∣∣∣
∆
and b1 = −
∣∣∣∣ cp+1 hp+1,2cp+2 hp+2,2
∣∣∣∣
∆
.
where
hk,2 =
3(k2 − 1)
2(2k + 3)(2k − 1)
[(
4k + 3
(2k − 3)(k + 1) + 1
)
ck−2
+
2k
3(k − 1)ck +
(
3
(2k + 5)(k − 1) + 1
)
ck+2
]
, k = 0, 1, . . .
In the next section we will describe some numerical problems related with
this filtering process and we will use the example 1 to illustrate them.
4 The Filtering Process
Let y be the solution of a given differential problem, with formal orthogonal
expansion y =
∑
i≥0 ciφi and let
Φp,q(y) =
Np,q
Dp,q
=
p∑
i=0
aiφi
q−1∑
i=0
biφi + φq
12
be its Pade´ approximant of type (p, q). Since we have not access to the exact
coefficients ci, our filtering process makes use of the coefficients c
(n)
i of the
Tau solution of order n, yn =
∑n
i=0 c
(n)
i φi, of the given differential problem to
construct the Pade´ approximant of type (p, q)
Φp,q(yn) =
N
(n)
p,q
D
(n)
p,q
=
p∑
i=0
a
(n)
i φi
q−1∑
i=0
b
(n)
i φi + φq
, with p+ 2q + 1 ≤ n.
4.1 Error in the filtering process
A filter Φp,q(yn) represents the exact solution y with an error that depends
on the errors on the coefficients ∆c(n) and also on numerical errors caused by
the numerical instability of the algorithm described above to compute Pade´
approximants. In fact, the critical step is the resolution of the system of linear
equations (17). To be more precise, the matrices H[p/q] are ill-conditioned for
sufficiently large values of p and q. We remark that, in example 1, both matrices
H[p/q], built with Tau coefficients or built with Fourier series coefficients, have
condition numbers with same order of magnitude.
These numerical errors, caused by the numerical instability of the algo-
rithm, are a serious drawback in the filtering method. In effect, they origin
Pade´ approximants with Froissart doublets located nearby of the real segment
I = [−1, 1]. This behaviour is similar to the Chebyshev and Legendre Pade´
approximants computed with expansions perturbed with random noises [10, 9].
The presence of Froissart doublets apart from destroying the structure of the
computed Pade´ table also spoil locally the approximation given by the Pade´
approximants. In order to bypass this drawback we build a table, that we call
Froissart table.
4.2 The Froissart table
The formal definition of Froissart doublet, [17], is given in an asymptotic way,
being thus useless for our purposes. For practical effects we will consider a
Froissart doublet of a Pade´ approximant as a pair (ζ, η) such that ζ is a pole,
η is a zero and |ζ − η| < tol, where tol > 0 is a prescribed tolerance. The (p, q)
entry of the tol-Froissart table, np,q, is found by computing the zeros and poles
of Φp,q and np,q is the number of pairs of poles/zeros at distance less than tol,
or, by other words np,q is the number of Froissart doublets of Φp,q. We note
that numerically Φp,q is a rational function with numerator of numeric degree
p− np,q and denominator of numeric degree q − np,q, since we have np,q pairs
of factors that almost cancel.
We present the Froissart table of the Tau solution y150 with tol = 10
−5 and
1 ≤ p, q ≤ 25, in Figure 3. In order to find a “good” filter, we look for one
filter in the white region of the Froissart table. By other words we look for an
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
0
p
q
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 2 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 2 2 3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 2 2 2 2 2 2
0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 1 0 2 2 3 2 3 3 3
0 0 0 0 0 0 0 0 0 0 1 1 1 1 2 1 2 2 2 3 3 3 3 3 3
0 0 0 0 0 0 0 0 0 1 1 1 1 2 2 2 3 3 3 3 3 3 4 3 4
0 0 0 0 0 0 0 0 0 1 1 1 2 2 2 3 3 4 3 4 4 4 3 4 4
0 0 0 0 0 0 0 0 0 1 1 2 2 3 3 3 4 4 4 4 4 5 5 5 5
0 0 0 0 0 0 0 0 1 1 2 2 3 3 3 4 4 4 4 4 5 5 5 5 6
0 0 0 0 0 0 0 0 1 1 2 2 3 3 4 4 4 4 5 5 5 5 5 6 7
0 0 0 0 0 0 0 0 1 2 2 3 3 4 4 4 4 5 5 6 5 6 7 7 7
0 0 0 0 0 0 0 1 1 2 2 3 4 4 4 4 5 5 6 5 5 7 7 7 8
0 0 0 0 0 0 0 1 1 2 3 3 3 4 5 5 5 6 6 7 7 7 7 8 8
0 0 0 0 0 0 0 1 2 2 3 3 3 4 5 5 6 5 7 7 7 7 8 9 9
0 0 0 0 0 0 0 1 2 3 3 3 4 4 5 5 5 5 7 7 8 8 9 9 10
0 0 0 0 0 0 1 1 2 2 3 3 4 5 5 5 5 7 8 8 8 9 9 10 10
0 0 0 0 0 0 1 2 2 2 3 4 4 5 5 6 7 7 8 8 9 9 10 10 11
0 0 0 0 0 0 1 1 2 3 3 4 4 5 5 7 7 7 8 9 9 10 10 11 11
0 0 0 0 0 1 1 2 2 3 3 4 4 5 6 7 7 8 8 9 10 10 11 11 12
Figure 3: Froissart table of the Tau solution y150 with tol = 10
−5, 1 ≤ p, q ≤ 25.
Φp,q(y150; t) such that np,q = 0 and that improves the Tau approximation. For
example, if we look for a good diagonal filter Φp,p(y150; t), p = 1, 2, . . . , 25, by
inspecting the Froissart table, we can see that Φ10,10(y150; t) is the last filter in
the white region. All filters Φp,p(y150; t), p ≥ 10 have Froissart doublets and
almost all have Froissart doublets on the real segment [−1, 1].
In Figure 4, we illustrate ours results filtering the Tau solution y150 of the
example 1 using the Pade´ approximation Φ10,10(y150; t). The absolute error
|y(t)− y150(t)| is represented with a black line while the absolute error |y(t)−
Φ10,10(y150; t)| of the filter is represented with a blue line.
4.3 Estimation of singularities
Another application of this filtering process is the estimation of singularities of
the solution of a given differential problem. In fact, the poles of certain sequences
of Pade´ approximants from orthogonal series allow to estimate the singularities
[3, 4]. However, we remark again, that our Pade´ approximants are computed
with the Tau coefficients, not with the orthogonal expansion coefficients.
For particular cases of orthogonal polynomial bases we can build particular
formulas for poles λp, of the sequence of Pade´ approximants Φp,1, p = 0, 1, . . .
and for poles λp± , of the sequence Φp,2, p = 0, 1, . . .. The next results are
consequences of corollary 1 and of corollary 2.
Corollary 3 Let y(t) =
∑∞
k=0 ckTk(t) be a formal Chebyshev series and Φp,q
be its normalized Chebyshev-Pade´ approximant of type (p, q), then
(a) ∀p ≥ 1 such that cp+1 6= 0, the approximant Φp,1(y; t) has the pole
λp =
c′p + cp+2
2cp+1
(20)
14
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
10−9
10−8
10−7
10−6
10−5
10−4
10−3
t
Figure 4: Absolute error in Tau solution y150, in black. Absolute error in the
filter Φ10,10(y150), in blue.
(b) ∀p ≥ 1 such that the determinant
∆ =
∣∣∣∣ cp+1 c′p + cp+2cp+2 cp+1 + cp+3
∣∣∣∣ 6= 0
the approximant Φp,2 has the poles
λp± =
−b1 ±
√
b21 − 8(b0 − 1)
4
(21)
where c′p, b0 and b1 are given in corollary 1 (b).
Corollary 4 Let y(t) =
∑∞
k=0 ckPk(t) be a formal Legendre series and Φp,q be
its normalized Legendre-Pade´ approximant of type (p, q), then
(a) ∀p ≥ 1 such that cp+1 6= 0, the approximant Φp,1(y; t) has the pole
λp =
cp + cp+2
2cp+1
(22)
(b) ∀p ≥ 1 such that the determinant
∆ =
∣∣∣∣ cp+1 hp+1,1cp+2 hp+2,1
∣∣∣∣ 6= 0
the approximant Φp,2 has the poles
λp± =
−b1 ±
√
b21 − 3(b0 − 1)
3
(23)
where hk,1, b0 and b1 are given in corollary 2 (b).
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Thus, it is possible to compute the poles of the Pade´ sequences Φ
(n)
p,1 and
Φ
(n)
p,2 , p = 0, 1, . . . only using the Tau coefficients on relations (20-23) without
computing Pade´ approximants.
Applying the relation (20) to the Tau solution of the Example 1, y(150), we
obtained the results shown in Table 1. We can see that all poles lie on the branch
cut of y and come closer to the singularity ζ = −1, with increasing p. We remark
that, in that case, since the exact Fourier coefficients cp = 2(−1)p+1/(4p2 − 1)
are known, we have access to the exact formula λp = −1− 3/(p− 1/2)(p+5/2),
easily obtained by substitution on (20).
p 5 45 85 105 145
λp −1.088889 −1.001419 −1.000406 −1.000267 −1.000141
Table 1: Poles of Φ
(150)
p,1 for somes values of p.
5 Algebraic properties of filters
In previous sections we saw how to obtain a rational approximation of a series,
even when its coefficients are unknown. In this section we present some nu-
merical properties of Frobenius-Pade´ filters, justifying the observed results in
numerical experiments.
Our first property results from the following corollary of proposition 2:
Corollary 5 Let
y =
∞∑
i=0
ciφi and z =
∞∑
i=0
diφi
be two formal series where {φi}i≥0 is an orthogonal polynomial base satisfying
(4). Let H
[p/q]
y and H
[p/q]
z be the matrices defined in (17), with subscript y and
z identifying the respective series and with similar notation for other matrices
and vectors in (17) and (18).
If
di = ρ ci, i = 0, 1, . . . , n
with a constant 0 < |ρ| < ∞ and if H [p/q]y is regular, then ∀p, q ∈ N such that
p+ 2q ≤ n we have:
(a) H
[p/q]
z = ρH
[p/q]
y , G
[p/q]
z = ρG
[p/q]
y , h
[p/q]
z = ρ h
[p/q]
y
and g
[p/q]
z = ρ g
[p/q]
y ;
(b) H
[p/q]
z is regular;
(c) Np,q(z) = Np,q(y) and Dp,q(z) = ρDp,q(y), where N and D are the nu-
merator and denominator polynomials introduced in (14);
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(d) Φp,q(z) = ρΦp,q(y)
The proof of (a) follows by induction over j in (4) and then (b) and (c)
results from (a), and (d) results from (b) and (c).
From this results we get the following corollary, related to the Frobenius-
Pade´ filtering of spectral approximation of Fourier series, which explains the
good behaviour of the filtering process.
Corollary 6 Let p, q,m, n ∈ N0 and Φp,q(yn) be a (p, q) Pade´ filter from yn.
Suppose that for some finite and non null constant ρ ∈ R, the coefficients c(n)k =
ρ ck, k = 0, . . . ,m and m ≤ n.
(a) If p+ 2q ≤ m and H [p/q]yn is regular then Φp,q(yn) = ρΦp,q(y);
(b) If p ≤ m−2 then λ(n)p = λp, that is, the pole of the filter Φp,1(yn) coincides
with the pole of Φp,1(y);
(c) If p ≤ m − 4 then λ(n)p± = λp± , that is, the poles of the filter Φp,2(yn)
coincide with the poles of Φp,2(y)
So, if we have a set of numerical approximations c
(n)
k ≈ ck, k = 0 . . . ,m and if
all of those approximations have the same relative errors δ = (ck−c(n)k )/ck, k =
0 . . . ,m, then corollaries 5 and 6 old with ρ = 1−δ and our filter process, working
with c
(n)
k , k = 0 . . . ,m, will give rational approximants with relative error δ and
with the same poles as if we work with the exact coefficients ck, k = 0 . . . ,m.
6 Numerical example
In the next example, we will test this filtering procedure to Legendre-Tau so-
lutions of a differential equation with boundary conditions. Furthermore, since
the differential equation depends on a parameter, that allows to control the rate
of convergence of the Legendre-Tau method, we can test the behavior of the
filters when applied to problems with different rates of convergence.
Example 2 Let us consider the family of functions
y(t) =
1− α2
(1 + α2 − 2αt)3/2 , t ]− 1, 1[
depending on the real parameter α and whose Legendre series representation
y(t) =
∞∑
k=0
(2k + 1)αkPk(t), t ∈ [−1, 1]
can be derived from the generating function of Legendre polynomials [1]. For
α 6= 0, y has branch points at ζ = 12 (α + 1α ) and at ∞, and furthermore, ζ is
the closest singularity of the interval of orthogonality [−1, 1].
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For our purpose, we can define y as the solution of the boundary value pro-
blem {
(1 + α2 − 2αt)2y′′(t)− 15α2y(t) = 0, t ∈ [−1, 1]
y(−1) = 1−α(1+α)2 , y(1) = 1+α(1−α)2
(24)
The matricial form of the operator D, introduced in (5), associated to this dif-
ferential problem is given by:
Πφ = η
2
φ((1 + α
2)I − 2αµφ)2 − 15α2I
where I is the infinity identity matrix and with φ being the Legendre polynomials.
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Figure 5: w-norm of the functions errors en, n = 50, 151, 501 and 1000, for
values of α ∈]0, 1[.
The rate of convergence of the Tau method applied to problem (24) depends
on the parameter α, exhibiting slow rate of convergence for values of α nearby 1.
To illustrate this behavior we show in Figure 5, the weighted-norm ||en||w of the
errors of four Legendre-Tau solutions yn, n = 50, 151, 501 and 1000, for values
α ∈]0, 1[. We can see that for α < 0.5 it is enough to compute y50 to get an error
of order of the machine precision. For values of α > 0.5, we need to increase
the order of the Legendre Tau solutions, to get a reasonable approximation and
the machine precision is lost.
In order to test our filtering method, we computed the Legendre Tau solution
y150 of (24) with α = 0.9 and the Legendre Tau solution y1000 of the same
problem with α = 0.99. Proceeding in analogous way to the example 1, we
took for a “good” filter the diagonal Legendre Pade´ approximant Φp,p(yn; t) in
the white region of the Froissart Table for which p is maximum. The Figure 6
shows the Froissart tables (with tol = 10−5) of y150, α = 0.9 (left table) and
of y1000, α = 0.99 (right table). Inspecting the tables we see that Φ7,7(y150; t)
is a “good” diagonal filter for the first problem while for the second problem we
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1 2 3 4 5 6 7 8 9 10111213141516171819202122232425
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
0
p
q
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 1 1 0 1 2 0 0 2
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 2 1 2 2 2 2 2 2 2 2
0 0 0 0 0 0 0 1 1 1 2 1 2 2 2 2 2 2 2 2 3 2 2 3 3
0 0 0 0 0 0 1 1 2 2 2 2 2 2 2 3 3 3 3 3 4 3 2 3 4
0 0 0 0 0 1 1 2 2 2 2 2 2 3 3 3 3 3 4 4 4 4 5 4 4
0 0 0 0 0 0 1 2 2 2 3 3 3 3 4 4 4 3 4 5 5 5 5 5 5
0 0 0 0 0 1 2 2 2 3 3 3 3 4 4 4 5 5 5 5 6 5 6 5 5
0 0 0 0 0 1 1 2 3 3 3 3 4 4 5 5 5 6 5 6 6 6 6 5 7
0 0 0 0 1 1 2 2 3 3 3 4 4 5 5 5 6 6 7 6 6 7 8 8 8
0 0 0 1 1 2 2 2 3 3 4 4 5 5 5 6 7 7 7 7 8 8 8 8 8
0 0 0 0 1 2 2 2 3 4 4 5 5 5 6 7 7 7 7 8 8 8 8 9 9
0 0 0 1 1 2 2 3 3 4 5 5 5 6 7 7 7 7 8 7 8 9 9 9 10
0 0 0 1 1 1 2 3 4 4 5 5 6 7 7 7 7 9 10109 10101010
0 0 0 1 1 2 3 3 4 5 5 6 7 7 7 7 9 1010101010101011
0 0 0 1 2 2 3 3 3 5 6 6 7 7 7 8 106 10101111101111
0 0 0 0 0 2 2 3 4 5 5 6 6 7 8 8 6 1010101110121212
0 0 0 1 1 2 3 4 5 5 6 6 6 8 9 10101010111012121313
0 0 0 1 2 3 3 3 5 5 5 6 8 8 8 9 9 1011101212131313
0 0 1 1 0 2 3 4 5 5 6 6 6 8 8 9 101010121213131313
0 0 0 0 0 2 2 4 4 6 6 7 6 8 9 9 101012121313131315
1 2 3 4 5 6 7 8 9 10111213141516171819202122232425
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
0
p
q
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 1 1 1 1 0 1 1 1
0 0 0 0 1 0 1 1 1 1 2 0 0 2 2 0 1 2 2 1 2 2 1 1 0
0 0 0 1 0 0 1 1 2 2 2 3 2 2 2 3 2 2 3 3 2 1 3 2 3
0 0 0 0 0 1 1 2 2 3 3 3 3 3 3 3 1 4 3 1 2 2 2 4 4
0 0 0 1 1 1 2 2 3 3 3 2 3 4 3 3 3 4 5 1 1 2 4 4 4
0 0 1 1 1 2 2 3 4 3 4 4 3 3 5 3 3 3 3 1 3 4 5 5 4
0 0 1 1 2 3 3 4 3 5 5 5 5 5 5 3 6 4 6 6 6 3 5 4 7
0 0 1 1 2 3 4 3 5 5 5 5 6 5 6 6 6 6 6 6 5 7 7 7 7
0 0 1 2 2 3 3 4 5 5 5 5 5 7 7 6 6 7 7 5 6 8 7 8 7
0 0 1 0 1 3 4 5 5 5 5 5 7 7 8 8 8 8 8 8 8 7 9 7 7
0 0 0 2 2 4 3 3 5 5 5 7 7 8 8 9 9 8 8 7 8 9 8 7 7
0 0 0 2 2 3 4 5 5 5 7 7 8 8 9 9 9 8 7 10109 9 9 10
0 0 1 2 3 3 3 5 5 6 7 8 8 9 9 8 8 11108 9 9 9 1011
0 1 1 2 3 3 2 5 4 7 7 7 9 9 8 8 1111109 109 121010
0 0 0 2 3 3 3 3 6 6 7 8 9 8 8 9 111012121112121010
0 0 1 1 1 4 4 4 6 6 8 8 8 8 1111101213131412141010
0 0 2 2 3 3 5 4 6 7 7 8 8 101010121313141414111215
0 1 2 1 3 2 1 1 6 7 7 9 7 101012121314141415151515
0 1 1 3 2 2 2 2 6 7 8 7 8 109 12111414141515151616
0 0 1 2 2 2 3 4 5 7 8 7 9 9 9 11121312151516161617
0 0 1 1 2 2 5 5 5 8 8 8 9 9 9 12101415151516161717
0 1 1 1 2 4 5 5 4 7 8 9 9 9 1110111115151616171718
Figure 6: Froissart Tables, computed with tol = 10−5, of y150 with α = 0.9 in
the left table and for y1000 with α = 0.99 in the right.
must choose Φ6,6(y1000; t). In Figure 7 we show the absolute errors of the tau
solutions y150 and y1000 and the absolute errors of their filters, Φ7,7(y150) and
Φ6,6(y1000), respectively. In both cases, the filters improve the Legendre Tau
approximations for values of t ∈ [−1, 1] that are not close of t = 1.
In order to estimate ζ we can use the relation (22) to compute the zeros of
the filters Φp,1(yn) and use them as approximants of ζ. However, this problem it
is a differential equation with boundary conditions and we did not get a relation
between the Tau coefficients and the Fourier coefficients, as in example 1. In
fact, the relative error of the Tau coefficients are not constant and we need
proceed carefully, because the poles of Φp,1(yn) have not the same behavior of
the poles of Φp,1(y).
7 Conclusions
Our numerical experiments reveal that it is possible to improve the Tau so-
lutions approximations using Pade´ approximation. The noise introduced on
the Tau coefficients in the numerical computation of Pade´ approximants yields
the occurrence of Froissart doublets for high order rational approximants. The
Froissart table, introduced in this work, reveals to be an efficient tool to find a
good filter of the Tau solution.
This filtering method also allows to estimate singularities of exact solutions,
since the computation of the poles of Φp,1(yn) and Φp,2(yn) can be computed
using only the Tau coefficients.
Some algebraic properties of the filtering process were introduced, justifying
the good properties of the filtered solutions.
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Figure 7: Left image: Absolute error of theTau solution, y150, of the problem
with α = 0.9 (black line) and absolute error of the filter Φ7,7(y150) (blue line).
Right image: Absolute error of the Tau solution, y1000, of the problem with
α = 0.99 (black line) and absolute error of the filter Φ6,6(y1000) (blue line).
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