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iAbstract
Understanding the link between tectonics and climate and their consequences in
landscape evolution is a major current issue in Earth sciences. Bedrock rivers are
an important component of the landscape because they transmit changes in tec-
tonic and/or climatic conditions by setting bed rock incision rates to which the
landscape must be adjusted. Nevertheless, there remain unresolved issues in rela-
tion to bedrock river processes and response to perturbation. The eﬀects caused
by propagation of a knickpoint triggered by a sudden drop in base-level remain to
be fully clariﬁed. Questions about rates of knickpoint recession, the control exerted
by structure and lithology, the morphological response of rivers after knickpoint
recession and whether bedrock incision rates are re-established after the passage of
a knickpoint, as theory predicts, are all issues that need to be clariﬁed. Moreover,
the estimation of bedrock incision, which is key to understand transience in land-
scapes, has relied on the stream power model, mainly tested on large ﬂuvial settings.
Whether the stream power model is valid for small bedrock rivers is not well un-
derstood. Some of these questions are tackled in this research, by studying small
bedrock river catchments. The case of a knickpoint propagation on a homogeneous
resistant lithology (quartzite), triggered by an instantaneous base-level lowering ( 18
m in 13.6 ka), is evaluated here, as well as the eﬀect of structure and the morpholo-
gical response of rivers to base-level fall. Two approaches were followed: (1) stream
proﬁle analysis using slope-area and distance-slope plots and (2) the analysis of ter-
restrial cosmogenic nuclides to obtain erosion rates. The Isle of Jura, located in the
west coast of Scotland, was selected as natural laboratory because bedrock rivers
incise the landscape and rapid rock uplift resulting from glacio-isostatic rebound
after the Last Glacial Maximum has left the Jura landscape in transience. The
present research is organised in seven chapters. In chapter 1, the motivation for
this research is presented. In chapter 2, a review of theory underpinning research
on bedrock rivers, landscape evolution and knickpoint generation, is detailed. The
relevant studies in the ﬁeld are also reviewed. The physical setting of Jura is char-
acterised in chapter 3, as well as the morphometry of catchments, stressing the
iieﬀect of Quaternary glaciation on the landscape of Jura. Unpublished exposure
ages and analysis of the resultant raised beaches ( 35 m OD) of Jura’s west coast
are used to demonstrate a sudden drop in base-level in Jura 13.6 ka. Chapter 4
details how stream long-proﬁles were extracted and how the slope-area (SA) and
distance-slope (DS) analyses were undertaken. This chapter 4 shows that the Jura
rivers have strong imprints related to glacial processes and base-level fall, mak-
ing it diﬃcult to use SA and DS models to estimate channel incision as has been
done for large ﬂuvial settings. Chapter 5 is explains how the base-level fall knick-
points were identiﬁed and it is shown that stream discharge is a ﬁrst-order control
on knickpoint propagation. Structure and lithology, on the other hand, are not
ﬁrst-order controls on knickpoint recession. Chapter 5 also evaluates the vertical
distribution of knickpoints and morphological response of rivers after knickpoint
migration, with the results indicating that stream power controls the vertical dis-
tribution of knickpoints and the morphological response of rivers to base-level fall.
A threshold of 5 km2, where rivers’ ability to modify their channel, resulting in
a channel convex proﬁle, is also identiﬁed. In chapter 6 the problem of bedrock
incision and the role of sediment is tackled. Based on the sampling of sediment in
ﬁeldwork, it is demonstrated that the median fraction in the rivers of Jura is  45
mm and grain-size neither ﬁnes nor increases with stream discharge and channel
slope, strongly indicating that detachment-limited conditions are likely to control
bedrock incision. In the second part of chapter 6, the incision rates upstream and
downstream of the base-level fall knickpoint are obtained to test whether incision
rates are re-established after knickpoint propagation. Incision rates were obtained
from the concentrations of cosmogenic 10Be in samples extracted from the river
bed. The results indicate that incision rates are not re-established at an expected
value of  0:1 m/k yr after knickpoint migration. Rather, incision rates below the
knickpoint remain somewhat elevated ( 0:5 m/k yr) reﬂecting: (1) ongoing base-
level fall, and/or (2) the propagation of younger knickpoints (< 13:6 ka) in those
transient reaches. The cosmogenic-derived incision rates were tested with diﬀerent
bedrock incision rules. The results indicate that the stream power model is a good
iiipredictor for channel incision, even for the case of small catchments. In chapter 7
the conclusions of this research are provided.
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xviChapter 1
Introduction
1.1 Motivation
Geomorphology aims to understand the processes that modify the landscape on
Earth and how landscapes evolve in time and space. Traditionally, research on
landscape evolution has focused on understanding the way that ﬂuvial processes
operate in the landscape. Moreover, the nature of rivers as agents of erosion and
transport of sediments, makes them specially important agents of modiﬁcation of
surfaces uplifted by tectonic forces, by mobilising sediments generated by weather-
ing and/or other erosional processes (e.g., glacial, mass wasting, aeolian) (Leopold
et al., 1964; Selby, 1985; Summerﬁeld, 1991; Burbank and Anderson, 2001). The dy-
namics of alluvial rivers and their relationship with tectonics is more or less known
(Holbrook and Schumm, 1999). However, for the case of bedrock rivers, the dy-
namic, behaviour, evolution and response to tectonics are not yet fully understood
(Seidl and Dietrich, 1992; Tinkler and Wohl, 1998). Consequently, in the last twenty
years bedrock rivers have become a central topic in research on landscape evolution.
Bedrock rivers are important components of the landscape because they set a
primary control on the erosion of mountainous topography. Erosion and landscape
evolution in large mountain ranges of regions experiencing high rates of rock uplift,
including the Himalaya (Leland et al., 1998; Kirby and Whipple, 2001; Lavé and
Avouac, 2001; Seong et al., 2008), the mountain range of Taiwan (Stolar et al., 2007;
1Turowski et al., 2008) or in relatively steady tectonic areas such as the west coast
of USA, including California (Stock et al., 2005a; Clark et al., 2005), Washington
(Wegmann and Pazzaglia, 2002; Tomkin et al., 2003), and Oregon (Montgomery,
2001; VanLaningham et al., 2006), are mostly driven by the incision of bedrock
rivers. Nonetheless, incision is not conﬁned to areas of highly active crustal de-
formation, but is also a key element in the evolution of old mountain ranges, such
as the Appalachians (Hack, 1957; 1973; Frankel et al., 2007), landscapes in passive
margins like in southeast Australia (Goldrick and Bishop, 1995; 2007), in young
volcanic terrains like in Alaska (Whipple et al., 2000b) or in the Hawaiian volcanic
slopes (Seidl et al., 1994).
Many papers have been published in the last two decades aimed at estimating
channel incision in bedrock rivers and its response in diﬀerent tectonic settings (e.g.,
Wohl and Ikeda, 1997; 1998; Stock and Montgomery, 1999; Whipple et al., 2000b;
Montgomery, 2001; Snyder et al., 2000; Duvall et al., 2004). Other aspects are
starting to be addressed including the importance of strath-terraces as geomorphic
markers to estimate channel incision (Leland et al., 1998; Hancock and Anderson,
2002; Wegmann and Pazzaglia, 2002; Pan et al., 2003; Montgomery, 2004; Wohl,
2008), and bedrock rivers downstream hydraulic geometry (Montgomery and Gran,
2001; Wohl, 2004; Finnegan et al., 2005; Amos and Burbank, 2007; Whittaker et al.,
2007; Wobus et al., 2008).
A major issue in landscape evolution research is if it is possible to achieve a
steady-state condition in the landscape (Whipple, 2001; 2004). The steady-state
is reached when landforms are in equilibrium with the erosional system and these
become time-independent (Hack, 1960; 1975), transience is in contrast, a phase of
disequilibrium in the erosional system (Whipple and Tucker, 1999). Bedrock rivers
studies have used the stream power model, assuming that erosion is dominated by
detachment-limited conditions where plucking is the main processes causing bed-
rock incision, in order to test for the presence of equilibrium in a channel (Whipple
2and Tucker, 1999). Some studies have demonstrated that some landscapes are not
in steady-state (Whipple, 2001; Clark et al., 2005; Harkins et al., 2007; Whittaker
et al., 2007; Reinhardt et al., 2007a; Attal et al., 2008; Cowie et al., 2008). Ap-
parently, reaching the condition where tectonic uplift is balanced with the erosion
requires high rates of both rock uplift and erosion, as has been observed for the
case of the mountain range of Taiwan (Whipple, 2001; Dadson et al., 2003; Stolar
et al., 2007) and in the coast range of Oregon (Montgomery, 2001). The dynamic
interaction between tectonics, relief, and climate reduces the possibility of maintain-
ing a long duration of a steady-state (Whipple, 2001). Moreover, sudden tectonic
movements, eustatic sea level changes or a combination of both, generate ﬂuctu-
ations in base-level (Snyder et al., 2002; Whipple, 2004). A drop in base-level
generates a disequilibrium in the ﬂuvial system and may trigger knickpoints that
propagate through the ﬂuvial network (Leopold et al., 1964; Burbank and Anderson,
2001; Whipple, 2004; Bishop et al., 2005; Reinhardt et al., 2007a). Understanding
transience by the knickpoint propagation is therefore fundamental to understand
equilibrium in the landscape and, ultimately, the landscape’s evolution.
The presence of knickpoints in rivers was recognised early in geomorphology
(e.g., Gilbert, 1877; Davis, 1932; von Engeln, 1940). Flume experiments and further
modelling of their behaviour and evolution have been proposed for alluvial and bed-
rock beds (e.g., Holland and Pickup, 1976; Gardner, 1983; Wolman, 1987; Howard,
1998; Haviv et al., 2010). However, the formation and propagation of knickpoints
on bedrock rivers remains poorly understood (Crosby and Whipple, 2006). The case
of knickpoints generated by a drop in base-level have re-captivated the attention
of geormophologists recently (e.g., Whipple, 2004; Bishop et al., 2005; Crosby and
Whipple, 2006; Berlin and Anderson, 2007; Frankel et al., 2007). Knickpoints are
key elements of rivers because they contain and send information about changes
of base-level to which the landscape must be adjusted (Whipple and Tucker, 1999;
Bishop et al., 2005). Understanding the so called bottom-up processes in a ﬂuvial
system (i.e., knickpoint propagation and its eﬀects, Bishop, 2007) is essential in
3order to understand disequilibrium.
Understanding landscape transience is not an easy task. There are still missing
pieces which need to be ﬁtted in the puzzle of bedrock rivers and the propagation
of knickpoints. One missing piece is the role of lithology and structure in rela-
tion to knickpoint propagation. Erosion rates in bedrock channels also need to be
quantiﬁed empirically. Moreover, understanding the evolution of bedrock rivers in
transience is crucial to test the theory that predicts that a concave-upward proﬁle
is indicative of steady-state (Howard, 1994; Whipple and Tucker, 1999).
Inspired by the necessity to explore and understand the role of bedrock rivers
in a transient landscape, in this research I focus on the propagation of knickpoints
triggered by a drop in base-level, its morphological response and estimation of bed-
rock incision rate after the knickpoint propagation for the case of small bedrock
river catchments (< 100km2). The isle of Jura (west coast of Scotland) has been
selected as a natural laboratory because a sudden drop in base-level has presumably
occurred caused by the rock uplift driven by a glacio-isostatic rebound initiated  16
ka (Lambeck, 1993b; Peltier, 1996). The landscape in Jura is mostly mountainous
and lithology is relatively homogeneous with well deﬁned structure. Quaternary
landscape changes due to climatic and lithospheric processes are therefore, ideal to
evaluate the propagation of knickpoints in small bedrock rivers in transience.
The present research is organised in seven chapters. In Chapter 2 a review of
the studies focused on bedrock rivers in diﬀerent settings is provided. In the same
chapter the theoretical framework that underpins the research of bedrock rivers is
also introduced. In Chapter 3 are provided the details of the physical setting and
geology of Jura, the Quaternary processes (i.e., glaciations, deglaciation and sea-
level change) that generated the fall of rivers’ base-level are also detailed. Chapter 4
explains the approach followed here to study the Jura bedrock rivers. The base-level
fall knickpoints are treated in Chapter 5, and it is also analysed the morphology
4of the reaches downstream of these base-level fall knickpoints. Chapter 6 provides
an analysis of bed sediment and cover and bedrock exposure as well as the results
of the erosion rates using measurements of in situ produced cosmogenic 10Be. The
details of the strategy followed and the hypothesis tested are also explained. The
ﬁnal results and the conclusions are presented together in Chapter 7. The appen-
dices show at the end, present the data used and/or produced in this research.
5Chapter 2
The role of bedrock rivers in landscape evolution
2.1 Introduction
The importance of bedrock rivers as components controlling the erosion of landscape
was recognised early by Gilbert (1877) who wrote about bedrock rivers in his report
of the Henry mountains. Gilbert discussed the role of sediment size and sediment
supply as well as channel slope (declivity in Gilbert’s terminology) as factors con-
trolling the rate of incision into bedrock. He also foreshadowed principles that later
came to constitute the notion of dynamic equilibrium that was formally introduced
by Hack (1960). Interest in bedrock channels following Gilbert’s report remained
somewhat minor with most of the studies focused on understanding alluvial and
gravel rivers, with an increasing number of studies in the middle of the twentieth
century which resulted in the formulation of the concept of the hydraulic geometry
(Leopold et al., 1964; Chorley et al., 1984; Knighton, 1998). The renewed interest in
bedrock rivers was initiated by Hack (1957) who proposed the dynamic equilibrium
concept as an alternative explanation for landscape evolution, and contesting the
Davisian approach (Hack, 1960; 1975). Hack implicitly set the concept of dynamic
equilibrium on streams by proposing the use of the stream gradient index to assess
the adjustment of channel gradient to incision on a diﬀerent lithology and under
the eﬀect of diastrophic forces (Hack, 1973).
Undoubtedly, the emergence of plate tectonic theory gave rise to new explan-
6ations in the Earth sciences, becoming its new, and still current central paradigm
(Thorn, 1988). Plate tectonics provide a solid framework to investigate landscape
evolution because tectonic uplift and climate can be coupled together in a system-
atic approach that provides a solid explanation for long-term landscape evolution.
The last decade of the twentieth century marks a milestone for landscape evolu-
tion studies because several questions concerning the link between tectonics and
climate began to emerge. Thus, the paradox posed by Molnar and England (1990)
concerning mountain uplift, incision and its eﬀect on the denudational uplift with
possible feedback to climate. Another important contribution was the recognition
that mountain erosion enhances rock uplift caused by an isostatic response to mass
removal (e.g., England and Molnar, 1990; Gilchrist et al., 1994; Montgomery, 1994)
which have further implications in the denudation of post-orogenic settings (Bald-
win et al., 2003; Bishop, 2007).
The landscape evolution studies (Bishop, 2007; Tucker and Hancock, 2010) have
been beneﬁted by major advances in the geochronological techniques, such as the
measurement of terrestrial cosmogenic nuclides (Cerling and Craig, 1994; Cockburn
and Summerﬁeld, 2004; Bishop, 2007) and the development of Surface Processes
Models (Codilean et al., 2006; Bishop, 2007; Tucker and Hancock, 2010) explaining
the research of the long-term erosion in the landscape. Because bedrock rivers drive
the incision of the landscape (Hancock et al., 1998; Whipple and Tucker, 1999),
they have become central to the research on landscape evolution. As a result, an
increasing number of papers have appeared since the 1990s aimed at understanding
the dynamics, forms and long term incision of these important components of the
landscape. Interestingly, most of the research during this period has been oriented
(1) to test the presence of steady-state in a landscape, (2) to evaluate the eﬀects of
base-level fall and (3) to detect tectonic signals in streams. In contrast, less eﬀort
has been given to the eﬀect of lithology on bedrock incision and channel morpho-
logy; incision in landscapes in transience has only received attention quite recently
(e.g., Crosby et al., 2007; Finnegan et al., 2007; Harkins et al., 2007).
7Although there has been increasing interest in the study of bedrock rivers, as con-
ﬁrmed by the number of papers published on this topic, some processes in bedrock
rivers remain poorly known (Tinkler and Wohl, 1998). Few studies have provided
estimation of bedrock incision in situ (e.g., Hancock et al., 1998; Whipple et al.,
2000b; Hartshorn et al., 2002; Montgomery, 2004; Stock et al., 2005b) and the inﬂu-
ence of sediment has started to be evaluated more recently (e.g., Sklar and Dietrich,
1998; 2004; Turowski et al., 2007; Finnegan et al., 2007; Cowie et al., 2008). The
spatial and hydraulic geometry limits of bedrock channels are not well constrained
although some proposals have already made (Turowski et al., 2008; Wohl, 2004).
The role of channel width and its relation to slope and channel incision have started
to capture the attention of some researchers (e.g., Finnegan et al., 2005; Amos and
Burbank, 2007; Whittaker et al., 2007; Yanites and Tucker, 2010) providing novel
results and suggesting that bedrock rivers may have diﬀerent hydraulic geometry
than that in alluvial and gravel rivers. Bedrock rivers are still a challenging topic,
requiring the attention of geomorphologists.
It is not surprising that most of the research in bedrock rivers has been focused
on large rivers where bedrock incision has been addressed by analysing longitud-
inal proﬁles as well as the propagation of knickpoints (e.g., Kirby and Whipple,
2001; Duvall et al., 2004; Bishop et al., 2005; Larue, 2008). The case of small bed-
rock river catchments has been somewhat neglected. It could be argued that low
drainage area bedrock rivers might not contribute as much as large rivers and may
operate anyway in the same way as the tributaries of large rivers. However, there are
some questions that have not been addressed yet for both small bedrock channels
and tributaries. For example, does the rate of bedrock incision are the same in all
reaches according to the concept of equilibrium?, Do small bedrock rivers develop
a full concave proﬁle?, Are small bedrock rivers capable of transmitting changes in
tectonic and climate conditions? What are the rates of propagation of a knickpoint
resulting from a drop in a small rivers base-level? Does the rock plucking control
8channel incision in small bedrock rivers or are these streams controlled by sediment
cover and tools?
In this research I address some of these questions. For this purpose the Isle of
Jura, located on the west coast of Scotland, has been selected as a natural laborat-
ory to study the case of small bedrock rivers. The glacial history of Jura indicates
that a rapid base-level fall occurred as a consequence of a glacio-isostatic rebound
(Lambeck, 1991). In this situation: (1) knickpoint propagation can be evaluated as
predicted from theory, and (2) the morphological response of rivers to base-level fall
can be assessed. Also the role of sediment is evaluated and bedrock incision is estim-
ated by measuring concentrations of cosmogenic 10Be in channel bedrock samples.
In this chapter the theory underpinning bedrock channels research is presented.
92.2 Quantifying the bedrock channel incision
Gilbert’s (1877) valuable and interesting observations and hypothesis on bedrock
river dynamics encompass the role of channel slope as a factor enhancing or reducing
incision rates, the resistance oﬀered by lithology to incision and the eﬀect exerted
by sediment ﬂux on rivers. On this last point, Gilbert noted that ﬁne and medium
size particles are likely to be more easily transported by rivers than the large ones.
This observation was later quantiﬁed, conﬁrming the importance of medium size
particles in bedrock abrasion (Sklar and Dietrich, 1998; 2004). Gilbert (1877) also
indicates that the local stream power (declivity and discharge, in his terminology)
increases incision when the channel slope is steep and incision diminishes on gentler
slopes. He also indicated that there is a tendency in rivers to equalise the ‘work’
they do leading to a grading of streams (Gilbert, 1877).
The ﬁrst attempts to quantify bedrock incision were probably obtained in ﬂume
experiments (e.g., Shepherd, 1972; Shepherd and Schumm, 1974; Holland and Pickup,
1976; Gardner, 1983). Such studies not only explored incision in cohesive material
but also evaluated the propagation of knickpoints (e.g., Holland and Pickup, 1976;
Gardner, 1983). Exploring incision into bedrock and meander formation and cut-
ting, Shepherd and Schumm (1974) noted that the bedrock incision is controlled by
the shear force acting on the channel ﬂoor () where:
 = RS (2.1)
where  is the weight of water, R the hydraulic radius and S is the slope or energy
line grade. These authors propose that the erosion index (!) can be obtained by
the product of  and the velocity (V ) thus:
! = V (2.2)
The form of equation 2.2 indicates that incision increases where slope and stream
discharge is greater and perhaps this model is the ﬁrst attempt to estimate bedrock
10incision. Similar formulations were subsequently used to model bedrock incision
(e.g., Gardner, 1983; Howard and Kerby, 1983).
Perhaps one of the most inﬂuential papers on bedrock incision was that of
Howard and Kerby (1983) who surveyed bedrock incision in the badlands of Virginia
(USA) for seven years. By regressing the rate of lowering of the channel elevation
(z=t) versus the drainage area (A) and the channel gradient (S), these authors
modelled channel incision according to:
z=t =  0:11A
0:4S
0:7 (2.3)
In equation 2.3 the constant becomes a factor (K) that incorporates the stream
discharge, the shear-stress and the rock erodibility (Howard and Kerby, 1983). This
model bedrock incision was later expressed in its general form as (Howard et al.,
1994):
z=t = KA
mS
n (2.4)
Equation 2.4 is known as the stream power model and the channel lowering de-
pends on values of m and n (Sklar and Dietrich, 1998; Whipple and Tucker, 1999;
Bishop et al., 2005) and it is based on the assumption that bedrock incision occurs
once an excess of shear stress that initiates incision is overcome. The derivation of
equation 2.4 can be found in Howard et al. (1994); Whipple and Tucker (1999) and
Sklar and Dietrich (1998) also provide the details on the derivation.
The estimation of bedrock incision according to the model of equation 2.4 largely
depends on the values assigned to m, n and K. It should be born in mind that
equation 2.4 was derived empirically and changes on climate and lithology can then
result in a change of exponents and in the term K. This issue was latterly analysed
by Stock and Montgomery (1999) who found found that m and n vary according
to base-level stability. Stable base-level settings were found to be predominantly
11dependent on drainage area (the A term) and the values of exponents ( 0:7) ap-
proximate those used by Howard et al. (1994). In contrast, settings where changes
in the base-level drive knickpoint propagation, the exponent of area is  1 and from
0 to 2 for slope (Stock and Montgomery, 1999). Other studies suggest that bedrock
incision can be approximated by the product of area and the local slope (thus m = 1
and n = 1) (Seidl and Dietrich, 1992).
One of the major outstanding issue for the broad applicability of equation 2.4
is calibrating the values of K, m and n (Stock and Montgomery, 1999; Sklar and
Dietrich, 2006). K is diﬃcult to parametize since it captures the erodibility of the
channel, stream discharge and climate as well as the eﬀect of sediment (Howard and
Kerby, 1983) which vary according to lithology and climate. Nevertheless, equation
2.4 or diﬀerent versions of it (Whipple and Tucker, 1999) are widely used to assess
ﬂuvial incision into bedrock in which it is assumed that incision is dominated by
detachment-limited conditions in which plucking imposes the rate of channel lower-
ing.
A further point related to the bedrock incision rule expressed in equation 2.4
is that the eﬀects of sediment ﬂux and abrasion are not explicitly deﬁned but are
implicit in K (Sklar and Dietrich, 1998). The ﬁrst attempt to quantify rates of ab-
rasion in bedrock rivers was by Foley (1980). Based on an aeolian abrasion model,
Foley proposed that for bedrock rivers the abrasion rate (yt) results from the sum
of the rate of rock lowering by deformation (yd) and by cutting wear (yc). The
model of Foley (1980) accounts only for a condition where particles are colliding on
a bedrock surface but neglects the eﬀect of suspension and cover by sediment. This
aspect was integrated to the bedrock abrasion model proposed by Sklar and Dietrich
(2004) in which the eﬀect of sediment is accounted for. The model of these authors
is detailed in chapter 6. Other methods to quantifying bedrock incision are based
on ﬁeld techniques using erosion pins (Hartshorn et al., 2002; Montgomery, 2004;
Stock et al., 2005b) and the dating of geomorphic markers, such as strath-terraces
12(Leland et al., 1998; Schaller et al., 2005; Reusser et al., 2004) and a single case
reported by Hancock et al. (1998) where cosmogenic nuclides were extracted from
the riverbed to obtain incision rates.
Several models for bedrock channels incision have been proposed in the last
twenty years (see Whipple and Tucker (1999); van der Beek and Bishop (2003); Sk-
lar and Dietrich (2006) for details) and at least two groups can be distinguished: (1)
the detachment-limited models which is driven by shear stress on the channel (e.g.,
Howard et al., 1994; Seidl et al., 1994; Whipple and Tucker, 1999; van der Beek and
Bishop, 2003; Goldrick and Bishop, 2007), and (2) the sediment transport-based
models which incorporate the eﬀect of sediment, to estimate bedrock abrasion (e.g.,
Foley, 1980; Beaumont et al., 1992; Kooi and Beaumont, 1996; Sklar and Dietrich,
1998; Whipple and Tucker, 2002; Sklar and Dietrich, 2004). Tomkin et al. (2003)
evaluated diﬀerent bedrock abrasion models in the Clear Water River (NW of USA)
to assess which produces a better explanation for incision rates observed. The au-
thors indicate that none of the existing models fully reproduce the observed rates
and they also debate the use of the stream discharge and channel width scaling,
arguing that by assuming a simply hydraulic geometry the processes related to
channel incision are not fully captured.
Van der Beek and Bishop (2003) examined the bedrock incision in the upper
Lachlan catchment (SE Australia) to test ﬁve diﬀerent models of bedrock incision
and assessed which of them best captures the observed ﬂuvial incision. Their results
indicate that the detachment-limited derived models seem the best at capturing the
ﬂuvial incision observed. Sklar and Dietrich (2006) evaluated the eﬀect on sediment
(tools and cover) for diﬀerent bedrock incision models by parametizing a generic
bedrock incision equation using a a site in the Eel River in California (USA) (Sklar
and Dietrich, 2006, their Equation 20). Their results indicate that the shear stress
models do not fully capture the eﬀect by abrasion and this only occurs when sedi-
ment transport capacity and sediment ﬂux are considered in a model. The results
13obtained by van der Beek and Bishop (2003) and Sklar and Dietrich (2006) suggest
that bedrock river incision can can be controlled by either plucking or abrasion or
a combination of both.
142.3 Stream Long Proﬁle Analysis: Searching for a steady-state landscape
The concept of steady-state in landscapes is deeply rooted in the study of bedrock
rivers and in research on landscape evolution (Montgomery, 2001; Bishop, 2007).
The principles surrounding this idea can be found on the works of Gilbert and
Davis (Hack, 1960; Montgomery, 2001) which are tightly related to the notion that
a graded river is a condition of equilibrium in rivers (Mackin, 1948; Yatsu, 1955;
Hack, 1960; Snow and Slingerland, 1987). A steady-state landscape was formally
deﬁned by Hack (1960) through the deﬁnition of dynamic equilibrium. This states
that “ ... with a single erosional system all elements are mutually adjusted so that they are
downwasting at the same rate. The forms and processes are in a steady state of balance
and may be considered as time independent ” (Hack, 1960, page 85).
Hack (1960) described the case where a steady-state may be achieved in the
landscape without necessarily involving changes in the base-level. However, the
idea that a steady-state can be attained with ongoing tectonic uplift is probably a
notion that is very attractive to many geomorphologists. Dynamic equilibrium is
not only an opposing model1 to the Geographic Cycle proposed by Davis (1889)
but it also oﬀers a framework which may help to explain the topography observed
in tectonic areas that were not considered in the model of Davis (1889).
The steady-state landscape has been conceptualised as a condition in which tec-
tonic uplift is balanced by erosion in any part of the landscape (Howard, 1994; Mont-
gomery, 2001; Whipple, 2001). This condition was ﬁrstly evaluated for transport-
limited rivers (Willgoose et al., 1991; Tarboton et al., 1992; Howard, 1994) and later
for detachment-limited settings. Long proﬁle evolution incorporating the rock uplift
for a bedrock river has then been expressed as (Howard, 1994; Whipple and Tucker,
1Hack expressed that dynamic equilibrium should be seen as a concept rather than a model
(Hack, 1975). However, the rivers in steady-state are tested in the models of bedrock incision
converting this into a model of landscape evolution
151999; Kirby and Whipple, 2001):
z=t = U(x;t)   KA
mS
n (2.5)
where z is the channel elevation, U is the rock uplift, x is the distance downstream
and t refers to time. Equation 2.5 is derived from the stream power model expressed
in equation 2.4. Under conditions of steady-state, exponents in equation 2.5, as well
U and K, are expected to remain constant and the steady state can be assessed by
solving the equilibrium channel slope (Ss) (Whipple and Tucker, 1999; Kirby and
Whipple, 2001; Duvall et al., 2004) thus:
Ss = (U=K)
1=nA
 m=n (2.6)
The ﬁrst term or equation 2.6 captures the channel steepness resulting from
the interplay of rock uplift and erosion, and the exponent of A dictates the rate
of change of channel slope with drainage area (Duvall et al., 2004). The form of
equation 2.6 is similar to the power law function empirically found by other authors
(e.g., Hack, 1957; Flint, 1974; Howard and Kerby, 1983) and this equation has been
reduced to a simple power law function of channel gradient as a function of the
drainage area which is a surrogate of stream discharge (e.g., Kirby and Whipple,
2001; Snyder et al., 2002; Duvall et al., 2004) thus:
S = ksA
  (2.7)
Equation 2.7 has been used to evaluate whether rivers adjust to a condition close
to equilibrium (e.g., Whipple, 2001; Kirby and Whipple, 2001; Duvall et al., 2004;
Wobus et al., 2006b; Cyr et al., 2010). A similar form of equation 2.7 has been
used by Goldrick and Bishop (2007). These authors assessed the approach followed
by (Hack, 1975; 1973) noting the insensitiveness of Hack’s model to diﬀerentiate
disequilibrium reaches from those where there is adjustment to lithology. Their
alternative model incorporates hydraulic geometry into the long proﬁle by substi-
tuting stream discharge or its proxy A with the distance downstream (D). Thus, a
16river in equilibrium can be assessed through the following expression (Goldrick and
Bishop, 2007):
S = kL
  (2.8)
where k captures the stream power, bedrock erodibility and rock resistance per
unit length and L is the distance downstream and  marks the channel concavity.
Goldrick and Bishop (2007) also indicate that this form not only allows the detec-
tion of a graded stream but can be used to detect changes in bedrock incision with
lithology and the presence and propagation of disequilibrium. Equations 2.7 and
2.8 are similar because the drainage area and the distance from the divide are both
related to stream discharge (Goldrick and Bishop, 2007).
The analysis of several stream proﬁles in diﬀerent settings indicate that a con-
dition of a steady-state of the landscape as predicted from equation 2.7 or equation
2.8 is diﬃcult to observe in either neotectonic or post-orogenic settings because of
transient features on proﬁles may be resulting from changes in base-level and a dif-
ferent incisional response to lithology (e.g., Snyder et al., 2000; Baldwin et al., 2003;
Duvall et al., 2004; Goldrick and Bishop, 2007; Whittaker et al., 2007). Moreover, it
may be diﬃcult for steady state to be developed because of rapid changes in climate
and tectonics (Montgomery, 2001; Whipple, 2001). Landscapes in stead-state have
only been conﬁrmed in mountainous settings like in Taiwan (Whipple, 2001; Stolar
et al., 2007), the southern Alps of New Zealand (e.g., Hovius et al., 1997; Willet,
1999; Crosby and Whipple, 2006), the mountain of Oregon Coast Range (USA)
(Montgomery, 2001) although the latter has been debated by VanLaningham et al.
(2006) who proposed a transient state for the central part of the mountain range.
Quasi-state state has been proposed for the eastern margin of the Tibetan Plateau
(Ouimet et al., 2009) and the mountains of central Italy (Cyr et al., 2010). Short-
comings in using slope-area regressions have been identiﬁed by Montgomery (2001);
Tomkin et al. (2003); Stolar et al. (2007); Whittaker et al. (2008) and Attal et al.
(2008) and so, other analyses instead of the slope-drainage area regression, have
been used to characterise steady-state landscapes (Montgomery, 2001; Stolar et al.,
172007).
Even though it has been argued that slope-area regressions may not be appro-
priate to characterise a steady-state landscape (Montgomery, 2001), and approaches
using shear stress or stream power have been debated (e.g., Humphrey and Konrad,
2000; Tomkin et al., 2003), such analyses have been used to evaluate other pro-
cesses related to bedrock incision, tectonic forcing, lithology eﬀect and base-level
fall signals (e.g., Snyder et al., 2000; Duvall et al., 2004; Goldrick and Bishop, 2007;
Snyder et al., 2003; Whittaker et al., 2007; DiBiase et al., 2010). Arguments against
the stream power or shear stress model point to an oversimpliﬁcation of the rep-
resentation of the processes involved in channel incision, especially the neglect of
discontinuities in channel width as well as the variability in stream discharge (Mont-
gomery, 2001; Tomkin et al., 2003). On the other hand, the long-term incision rates
determined by observing former streams or straths terraces, point to a relatively fair
approximation of the stream power model (Stock and Montgomery, 1999; van der
Beek and Bishop, 2003). One problem in bedrock channels research that has further
implications for assessing the steady-state of landscapes is the paucity of data on
bedrock channel incision obtained in situ. And whether the steady-state concept
is accepted or not, the quantiﬁcation of bedrock incision is required in diﬀerent
settings and on streams with diﬀerent size to test the validity of the stream power
and shear stress formulations.
Independently of the approach followed in the research of landscape evolution
and in particular on bedrock rivers and whether the steady-state condition is ac-
cepted or not, the notion of steady-state is still the main starting point for research
on landscape evolution. The concepts of disequilibrium and landscape transience
assume a priori that equilibrium is at least attainable in the landscape. For the case
of bedrock rivers, the notion of equilibrium is still the starting point for assessing
the response of incision to any external change (i.e., tectonic and climate). In this
sense, the stream power model can not be dismissed and it is still a powerful tool
18that can also be used for studies interested in disequilibrium (Schoenbohm et al.,
2004; Goldrick and Bishop, 2007; Berlin and Anderson, 2009).
192.4 Transient landscapes: Base-level fall and knickpoint propagation
The likelihood of a landscape reaching steady-state in some settings is unclear
mainly because the response time required for landscape to keep a balance between
rock uplift and incision is likely to be larger than changes in the climatic or tectonic
conditions which perturb the landscape. Reaching a steady-state in landscape re-
quires (1) persistent stability in climate or (2) rapid response of streams to absorb
any change imposed by tectonics (Whipple, 2001). Several studies in tectonically
active areas suggest that steady-state may not be easily achieved because new pulses
of incision may occur due to an increase in rock uplift and subsequent base-level
fall (e.g., Stock et al., 2005a; Harkins et al., 2007; Reinhardt et al., 2007a). Other
mechanisms generating transience in the landscape have been attributed to river
capture (Clark et al., 2004b; Harkins et al., 2007) and climate changes (Whipple
and Tucker, 1999; Wegmann and Pazzaglia, 2002; Finnegan et al., 2007; Fuller et al.,
2009). Interaction between tectonics and climate, as well as the local controls in
the landscape (e.g drainage area, lithology, structure), can cause a permanent state
of transience (Bishop, 2007).
The transient response of rivers caused by a tectonic forcing is expressed in two
mechanisms (Whipple and Tucker, 1999): (1) a rapid drop of base-level which trig-
gers a knickpoint that migrates headwards and (2) an increase in the rock uplift
rate which results in channel steeping and the migration of a knickzone. If faulting
occurs, a knickpoint may be formed. However, this type of knickpoint has received
less attention (Burbank and Anderson, 2001), although its eﬀect has been evaluated
(e.g., Brocard and van der Beek, 2006; Whittaker et al., 2007; Larue, 2008). Several
studies in natural settings have conﬁrmed knickpoint propagation generated by a
drop of base-level (e.g., Bishop et al., 2005; Crosby and Whipple, 2006; Anthony
and Granger, 2007; Loget and van den Driesseche, 2009) and the knickzones related
to an area of high rock uplift zones have been detected using term ks of equation
2.7 (e.g., Snyder et al., 2000; Harkins et al., 2007; DiBiase et al., 2010).
20The forcing imposed by climate and its eﬀect on a transient landscape are less
understood. Forcing by climate in river dynamics has been linked to sediment pro-
duction and subsequent increases or decreases in sediment ﬂux (Tucker and Bras,
2000; Whipple, 2001; Wegmann and Pazzaglia, 2002; Fuller et al., 2009; Finnegan
et al., 2007). Whipple (2001), evaluating the response time of rivers in steady-state
landscapes, simulated a scenario where channel incision increases due to an increas-
ing orographic precipitation and subsequent sediment mobilisation. He showed that
the ﬂuvial response time shortens meaning that the steady-state condition is likely
to be reached more rapidly. Whipple’s simulation (2001) did not account for the
eﬀect of sediment (both tool and cover) since he used a shear stress model. Flume
experiments (Finnegan et al., 2007) indicate that, depending on sediment supply
and the amount of cover on the bed, the incision acts on the bed or on the lat-
eral margins of channels. Increases in sediment supply not only may increase or
dramatically reduced the incision rates on channel (Sklar and Dietrich, 1998; 2004;
Turowski et al., 2008) but may inhibit any incision as has been theoretically pro-
posed (Stark et al., 2009).
Sediment supply changes driven by a change in climate need to be quantiﬁed and
incorporated in landscape evolution research and, more importantly, in the study of
bedrock channels. Because rates of bedrock incision may increase or dramatically
decrease depending on the sediment ﬂux and sediment size, the rate of sediment pro-
duction and how the sediment ﬂux varies over time needs to be clariﬁed. Moreover,
because sediment transport is related to rainfall intensity and distribution, it is
necessary to elucidate how any change in climate aﬀects sediment supply and the
sediment production rate. In this sense, glaciations are an important factor leaving
the landscape in transience by (1) modifying and reshaping the pre-existing topo-
graphy which in most of the cases result in the presence of deep gorges, hanged
valleys and steps on rivers (Selby, 1985) and (2) leaving an important source of
sediment which are latter transported by rivers (Church and Slaymaker, 1989).
21There remain signiﬁcant gaps related to tectonics and transience that have not
been fully solved. The rates and eﬀect of knickpoint propagation caused by base-
level fall are not fully understood, even though such features were recognised early
in geomorphology (e.g., Davis, 1932; von Engeln, 1940; Philbrick, 1970). Loget and
van den Driesseche (2009) have argued that knickpoint migration can last  1 Ma,
meaning that such knickpoints may extend the duration of transience in landscape
as knickpoints are transmitted to the ﬂuvial network (Bishop et al., 2005; Crosby
et al., 2007; Berlin and Anderson, 2009) and other secondary processes such as
landslides, may directly relate to knickpoint migration headwards as some ﬂume
experiments indicate (e.g., Hasbargen and Paola, 2000; Bigi et al., 2006). Even in
the case of rapid knickpoint propagation, the response of the landscape is not the
same in all parts. Fluvial incision may rapidly propagate the base-level fall but the
response of hillslopes may be slower (Reinhardt et al., 2007a). The asynchronous
response of landscapes has also been demonstrated by the formation of hanging
valleys related to a base-level fall (Wobus et al., 2006a; Crosby et al., 2007) and the
increase of sediment ﬂux due to change in the climate (Pratt-Sitaula et al., 2004;
Goode and Burbank, 2009).
Transient landscapes where bottom-up processes (Bishop, 2007) dominate need
to be fully understood. Particular emphasis should be placed on rates of knick-
point migration generated by base-level lowering and the eﬀects related to lithology
and structure. The role of lithology and structure has been explored in ﬂume ex-
periments (e.g., Shepherd and Schumm, 1974; Holland and Pickup, 1976; Gardner,
1983) but ﬁeld-based models are scarce (Hayakawa and Matsukura, 2003; Bishop
et al., 2005; Hayakawa and Matsukura, 2009; Haviv et al., 2010). The change caused
in the hydraulic geometry of the reaches downstream of a knickpoint are not well
known, but the eﬀects observed in faulted stream by Whittaker et al. (2007) indicate
that breaks in scaling occur as well as changes in sediment size which also notably
increase the stream power in high incision zones. The side eﬀects caused by the
knickpoint migration have not been fully addressed, but instability of hillslopes is
22likely to occur which may result in an increase of landslide activity (Hasbargen and
Paola, 2000; Bigi et al., 2006; Reinhardt et al., 2007b).
As brieﬂy mentioned in the ﬁrst chapter and in the paragraphs above, the main
goal of this research is to evaluate the knickpoint migration caused by a rapid
base-level fall. The natural laboratory chosen here is, however, diﬀerent from the
theoretical case where a steady-state or quasi steady-state landscape is perturbed.
Jura, is a particular setting which has been highly perturbed by glaciations that have
modiﬁed substantially the topography, therefore, streams are likely to be far from
a steady-state. The cutting of Jura rivers into a relatively homogeneous quartzite
and the recent base-level fall ( 13.6 ka) induced by a glacio-isostatic rebound are
important conditions that allow to evaluate the knickpoint propagation caused by
a rapid rock uplift in a hard homogeneous lithology. Moreover, testing whether the
knickpoint propagation is likely to occur in already transient small bedrock rivers,
widens the gap of in the understanding the role of bedrock rivers in landscape evol-
ution.
23Chapter 3
The Jura landscape
3.1 Introduction
The rate of incision of rivers depends on several factors including the lithology,
structure and topography over which rivers ﬂow. The tectonic and climatic con-
ditions are a primary control that can promote or dampen ﬂuvial incision. One
way to promote incision is by lowering the base-level (Hack, 1975; Whipple, 2001;
Snyder et al., 2002). Due to its geographical location, the landscape of Jura has
experienced major climatic and glacio-tectonic changes during the Quaternary. A
glacially eroded landscape was formed during the Last Glacial Maximum (LGM)
which started 26 ka and ended 19 ka and fully culminated in the Younger Dryas
event (11 ka) in the latest Pleistocene (Chiverrell and Thomas, 2010). Since then,
ﬂuvial processes have not only been reshaping the inherited glacial landscape, but
they are also transmitting the eﬀect caused by the drop in river base-level which
resulted from rapid post-glacial isostatic rebound (Lambeck, 1995; Shennan et al.,
2006).
In order to understand river response to tectonics and climate in Jura, it is ne-
cessary to document the glacial chronology of the landscape as well as the lithology
and structure in which rivers are incising. This chapter characterises the physical
setting of Jura focusing on its lithology, structure and climatic conditions. The ice
sheet that covered most of Scotland and north of England is brieﬂy introduced. The
24evidence of the post-glacial rebound provided by the abandoned shorelines is also
treated in this chapter and in the ﬁnal part, the speciﬁc case of the base-level fall as
a consequence of the post-glacial rebound is presented. The morphometric analysis
done for 34 streams of Jura is presented here. In chapter 4 the approach followed to
obtain the stream long proﬁles is presented. The main purpose of this chapter is to
provide a comprehensive framework to elucidate the main processes that triggered
the propagation of base-level fall knickpoints on the isle of Jura.
253.2 Physical setting
The isle of Jura (55570 N, 5540 W), located on the west coast of Scotland, is one of
the set of isles known as the Inner Hebrides. Jura has an elongated shape oriented
north-east to south-west and is characterised by a moderate to steep topography
over all the isle. The topography of Jura exhibits strong contrasts north and south
of Loch Tarbert. North of Loch Tarbert the landscape is characterised by hills
that have more or less the same elevation. The scenery changes dramatically south
of Loch Tarbert. On the south-western coast a continuous cliﬀ-line surrounds the
coastline overlaid by an abandoned rock platform that is tilted seaward (Figure 3.1).
The rock platforms is overlaid by a wide piedmont below the mountainous massifs
known as ‘The Paps of Jura’ (Figure 3.1), which reach an altitude of 780 m OD
(Ballantyne, 1999) and dominate the topography of the southern half of the isle.
The British Ordnance Survey 50 m resolution DEM (available from EDINA1)
was processed in the Ilwis 3.3 Academic GIS (ITC, 2005) to produce two cumulative
percentage frequency curves of elevation and slope (Figure 3.2). The results indicate
that elevation changes rapidly from sea level to approximately 400 m OD (Figure
3.2A), such elevation range represents  90% of the elevation values observed for the
isle. The cumulative distribution of slope also indicates that most of the topography
in Jura is dominated by moderate ( 20) to steep terrain (> 30) (Figure 3.3).
Slopes increase rapidly from ﬂat areas to slopes of  20 which represents  90%
of the values observed for the isle. The remaining 10% represent the steepest slopes
(> 20) on the isle. Although the cumulative curve of the elevation values indic-
ates that the landscape is mostly characterised by a mountainous terrain, the lack
of steeper slopes (> 30) (Figure 3.2B) indicates that the landscape is smoothed,
such eﬀect presumably being related to intense glacial processes that generated an
intense smoothing of landforms (Ballantyne, 1999).
1The service is provided by National Academic Data Centre based in Edinburgh. The website
is: http://www.edina.ac.uk
26Figure 3.1: Location map of the Isle of Jura (west coast of Scotland, UK).
The hypsometric values (see legend) and the topographic proﬁles indicate that a
mountainous terrain characterises the topography of the isle.
27Figure 3.2: A. Cumulative graph of the elevation values of Jura. The steeper
gradient of the curve in A indicates a rapid changes in elevation for the ﬁrst
400 m OD. B. Cumulative graph of slope values, indicating that the landscape is
characterised by a moderate to steep slopes.
Jura has a surface area of approximately 368 km2 and the distance from the
north tip to south tip of the isle is  44 km. The approximate distance between the
west and east coast is  10 km. The relatively small area and the elongated shape
along with the presence of mountainous massifs, makes Jura a high-relief setting
which also exerts control over the distribution of rainfall.
The climatic conditions in Jura are mostly controlled by the regional climatic
pattern observed for the Inner Hebrides and the west coast of Scotland (Lopez,
1995). The principal climatic control on the west coast of Scotland and for most of
the west coast of the British Isles is the North Atlantic Drift (NAD) which serves as
a thermo-regulator that generally prevents temperatures falling below 0C (Stamp
and Beaver, 1971). The NAD produces climate characterised by mild temperat-
ures on land and a coast free of ice even though the British Isles are located at
28Figure 3.3: Slope map and slope histogram of the isle of Jura. Note that steep
slopes are conﬁned to the mountainous massifs of Jura and moderate to ﬂat slopes
characterise most of the topography of the Isle.
29high latitudes (Stamp and Beaver, 1971). Cool summers and mild winters mark
the seasonality on the west coast. The NAD also controls the spatial distribution
of rainfall. The highest records of rainfall are concentrated at the north-west of
Scotland and south of Wales where mountains enhance cloudiness and precipita-
tion. There are no meteorological station registered by the MetOﬃce on Jura. The
only information available is through regional maps published by the MetOﬃce on
its website (MetOﬃce, 2010). According to this information, the minimum mean
annual air temperature in Jura ranges from 5C and 7C on summit areas. Mean
annual temperature increases slightly to 8C and 10C in the lowlands (MetOﬃce,
2010). Rainfall occurs in most months of the year and its spatial distribution is
somewhat related to topography. In the west of Scotland, the highest rainfall val-
ues are concentrated on the western Scottish Highlands. Such pattern is observed
in Jura where the mean annual rainfall is 1;700 mm to 2;200 mm on the mountain
summits, dropping to 1;400 mm to 1;700 mm in the lowlands (Figure 3.4). In order
to obtain a record of the seasonal trend for air temperature and rainfall, data from
the closest regional station located at Paisley were used (Figure 3.5A). The Paisley
station is considered to be representative of the climate prevailing on the west of
Scotland (MetOﬃce, 2010).
30Figure 3.4: Maps of mean annual temperature and total rainfall published by in
the Metoﬃce ( c Crown copyright 2011,the Met Oﬃce) webpage (MetOﬃce, 2010).
Note that the changes in temperature and rainfall are related to the topography
of Jura (see Figure 3.1).
31Figure 3.5: Maximum and minimum air temperatures and mean monthly rain-
fall. Data from Paisley station (55;500N, 4;240W) obtained for 50 years period
(1959-2008). Source: MetOﬃce website (MetOﬃce, 2010).
The warmest months in the west of Scotland are July and August when max-
imum and minimum temperatures are  18C and  11C respectively (Figure
3.5A). Winter maxima and minima drop to  6C and  2C respectively (Figure
3.5A). The rainfall season roughly coincides with changes in the mean temperature,
which means that as temperature increases, rainfall decreases. Winter is the wettest
season, the highest record is January when rainfall exceeds 130 mm (Figure 3.5B).
323.3 Lithology and Structure
Lithology and structure are important controls on river processes since lithology
constitutes the material on which bedrock rivers must incise and structure can con-
trol river location. The rocks that crop out in Jura belong to the Argyll Group,
which in turn, is part of the Dalradian Supergroup (Anderton et al., 1979; John-
son, 1991). The Argyll Group consists of rocks from late Precambrian to Lower
Paleozoic in age (Johnson, 1991) and four formations have been established (Table
3.1). The rocks of the Argyll Group have been studied for more than a century
(Anderton, 1985). However, some interpretations of the depositional environments
and evolutionary models are still in debate (Anderton, 1985).
The Argyll Group rocks are distributed in parallel belts oriented from north-east
to south-west (Anderton, 1985, his Figure 2). The Argyll Group is in contact in
the north with rocks of the Grampian Group and Appin Group south of the Great
Glen Fault. The southern limit of the Argyll Groups occurs at the contact with
the rocks of the Southern Highland Group, which crop out on the northern side of
the Highland Boundary Fault. The geology of the western isles of Scotland and for
most of the Dalradian terrain is complex (Anderton, 1985). Although the lithology
in Jura is mostly represented by a single unit (i.e., the Jura Quartzite), other out-
crops have been recognised and mapped for the isle such as the Port Ellen Phyllites
(Bailey, 1916) and its formation is related to other rock outcrops observed on the
isles of Islay, Scarba, Colonsay and the west of coast of Scotland. Anderton (1985)
provides the most recent review of the stratigraphy and the sedimentation of the
Dalradian Supergroup and includes an evolutionary tectonic model, which had not
been considered in previous pre-Plate Tectonics models.
The ﬁrst detailed map of the stratigraphy and lithology of Jura was published by
Bailey (1916) (Anderton, 1977). Bailey (1916) recognised and mapped four litho-
logical units in Jura. The most widespread unit corresponds to a quartzite termed
the ‘Main Quartzite’ (Bailey, 1916). Bailey’s map includes several measurements
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34of dip which is  30 towards the east with slight variations in the south-west
where layer dips are  10 to  15 to the south-west (Bailey, 1916). Bailey’s
data are consistent with later measurements by Anderton (1976) who notes that
the quartzite dips 20 to 40 eastwards. The strong structural control of the Jura
quartzite is also evident on a three-dimensional view of the isle where the dip-slope
and scarp-slope layers can be distinguished by the texture of the landscape (Figure
3.6). Other important rock units recognised by Bailey (1916) are the ‘Jura Slates’
which are two types of slates distinguished by their black and grey colours. Some
minor outcrops of epidiorite sills have been found in the south west of the Isle and
the rocks related to the Scarba Conglomeratic Group are exposed on the north tip
of the isle. With exception of the Jura Quartzite, all the units mentioned crop out
on the east coast forming a narrow strip oriented from north-south.
In the geological map published by the British Geological Survey (BGS), a net-
work of volcanic dykes that intrude the quartzite delineated (Figure 3.7). Anderton
et al. (1979) and Graham and Borradaile (1984) have correlated these dykes as
members of the Tayvallich Formation.
The most up-to-date geological data for the Inner Hebrides are available through
the BGS mapping. The lithology, stratigraphy and age for all the units recognised
by the BGS on Jura are summarised in Table 3.2 and presented in a map in Figure
3.7 The units are brieﬂy described below in chronological order.
35Figure 3.6: Two 3D perspectives of the isle of Jura, highlighting the structural
control given by the eastward dip of quartzite. Images were obtained from a SAR
image overlaying a 5m resolution DEM from NEXTMAP c . Vertical exaggeration
2:5.
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37Figure 3.7: Geological map of the Isle of Jura. The quartzite is the predominant
lithology with some intrusions (volcanic dykes) and a minor outcrop of other
metasedimentary units on the south-east sector of the isle.
383.3.1 Jura Quartzite
Depositional processes for the Jura Quartzite (Anderton, 1985) named by Bailey
(1916) as The Main Quartizite, have been discussed by Anderton (1971; 1977; 1985).
Anderton suggests the Jura Quartzite in Jura is the result of deposition of sediments
on a shallow tidal-shelf environment (Anderton, 1971; 1976), he supports his inter-
pretation by analysising several facies in the quartzite layers (Anderton, 1976). He
concludes that “...the bulk of the coarse facies was deposited in a subaqueous environ-
ment where deposition of coarse sediment from powerful ﬂows and the migration of large
bedforms, mainly dunes, alternated periods of erosion and the deposition of silt. Such
conditions are found in some large rivers, estuarine and shallow tidal seas.” (Ander-
ton, 1976, p. 439). The source of the quartzite has been related to the erosion of
a quartzo-feldespatic land located to the east of Jura (Johnson, 1991, his Figure 4.5).
3.3.2 Scarba Conglomerate
The quartzite-conglomerate rock unit that outcrops on southeast corner of Jura
(Figure 3.7) is a continuation of the metasediments found on the isle of Scarba
(Tables 3.1 and 3.2) to the north of Jura. The Scarba Conglomerate was de-
posited in a deep-water turbidite basin (Anderton, 1985). Stratigraphically, the
quartzite-conglomerates overlie the Jura Quartzite. Anderton (1985) proposed that
the Scarba Conglomerate on Jura resulted from the deposition of sediments at the
base of large fans at the face of fault scarps (Anderton, 1985, his Figure 5D).
3.3.3 Easdale slates
The rock units mapped by the BGS as semipelites and pelites (Figure 3.7) corres-
pond to the black and grey slates identiﬁed by Bailey (1916). The slates of the east
coast of Jura are diﬀerentiated by the (BGS, 2010) as: (1) the Port Ellen Phyllite
Formation and (2) the Jura Slates Member. The stratigraphical classiﬁcation of
39the slates of the west coast of Jura of Bailey (1916), used by BGS (2010), diﬀers
from the stratigraphy of Anderton (1985, his Figures 1, 2, 5A and 5D). Anderton
groups the slates rocks as part of the Easdale formation and he correlates them with
the Craignish Phyllites (Table 3.1). The Craingnish Phyllites were deposited in a
shallow marginal marine environment dominated by stormy conditions (Anderton,
1985). In the BGS map the outcrops of slates is intercalated with minor outcrops
of volcanic amphibolites (Figure 3.7) that are classiﬁed as part of the Dalradian
Supergroup (Table 3.2). Bailey (1916) recognised the volcanic rocks on the east as
Epidiorite sills, and explained them as a result of an isoclinal folding. The volcanic
character of the slate units was also recognised by Anderton (1985) who regarded
this as a reﬂecting reworking of volcanic detritus from the Easdale Group. The
stratigraphic correlation of the Jura Quarzite, the Scarba Conglomerate the Eas-
dale Slates and the Craignish Phyllites can be traced following the rock outcrops
from the north of Easdale to the south of Islay (Anderton, 1985, his Figures 5A and
5B).
3.3.4 Tayvallich volcanics
The youngest rocks mapped by the BGS as cropping out in Jura correspond to
numerous volcanic dykes intruding the Jura Quartzite (Figure 3.7). The correlation
of the volcanic dykes with the volcanism in the Loch Awe area (West of Scotland)
has not been fully conﬁrmed (Graham and Borradaile, 1984) but the wide distribu-
tion of volcanic rocks grouped in the Tayvallich Formation (Table 3.1) seems to be
related to the intrusion of dykes in Jura (Anderton, 1976; Johnson, 1991). Detailed
geochemical analyses of the Jura dykes show that the dykes are the same in their
chemistry as other metabasaltic rocks in other Dalradian volcanic rocks and that the
extrusion of volcanic material was partially through sills (Graham and Borradaile,
1984). These authors explained the intrusion of dykes in Jura as a consequence of
a change in tensional stresses to the NE-SW. The volcanic rocks of the Tayvallich
Formation were formed in deep marine basin environment (Anderton, 1985; John-
40son, 1991), and experienced metamorphism during the Grampian and Caledonian
orogenies (Anderton et al., 1979; Graham and Borradaile, 1984). The rocks of the
Argyll Group were metamorphosed during the Grampian Orogeny (Anderton et al.,
1979).
3.4 The Quaternary glaciations
Most of the Scottish landscape on mainland and on its isles, is characterised by
a set of glacial landforms that started (or continued) to form  120;000 yr ago
when the Devensian glacial stage was initiated (Boulton et al., 1991). There is a
scant record for older glaciations in Scotland and only the recent glaciation is well
documented and its evidences are imprinted on the landscape (Boulton et al., 1991;
Gordon and Sutherland, 1993). The climax of glaciation in Scotland occurred more
or less contemporaneously with the global LGM and ended during the Windermere
interstadial with a subsequent short-lived pulse of glacial processes that reshaped
the landscape  11;000 yr B.P. during the Loch Lomond Readvance (LLR). The
glaciation ﬁnally ended with the Flandrian interstadial age (Boulton et al., 1991;
Golledge, 2010).
During the LGM (20 ka) an ice sheet, conventionally termed the British Ice
Sheet (Bowen, 1989; Boulton et al., 1991; Bradwell et al., 2008b) or more recently
the British-Irish Ice Sheet (BIIS) (e.g., Hubbard et al., 2009; Chiverrell and Thomas,
2010), covered most of Ireland, Scotland and the north of England (Boulton et al.,
1991; Hubbard et al., 2009; Chiverrell and Thomas, 2010). The BIIS substantially
modiﬁed the landscape and the deposits associated with it (mainly till) are widely
distributed across Scotland.
The literature of the BIIS is proliﬁc, with around 2,000 papers published about
the BIIS and the glaciations in UK (Clark et al., 2004a). In the last twenty years,
there has been notable emphasis on the limits and evolution of BIIS (e.g., Bowen,
411989; Boulton et al., 1991; Lambeck, 1991; 1993b; Ballantyne et al., 1998; Bal-
lantyne, 2009). However, the time of formation, dynamics and limits of the BIIS
have not been determined precisely. Moreover, some issues related to the merging
of the BIIS with the Fennoscandinavian Ice Sheet (FIS) and the ice thickness and
limits remain controversial (e.g., Sissons, 1981b; Lambeck, 1995; Bradwell et al.,
2008b; Chiverrell and Thomas, 2010). The presence and approximate limits of the
BIIS have been demonstrated by the analysis of glacio-marine sediments collected
inland (Bowen, 1989) and the observation of eroded features in the landscape (e.g.,
Ballantyne et al., 1998; Ballantyne, 1999). Geophysical and numerical modelling
have also been used to explore the extent and thickness of the BIIS (e.g., Lambeck,
1993b; 1995).
More recently, the surveying of the sea ﬂoor in the northern and north-western
sector of the British Isles has been useful to obtain a detailed map of those areas
aﬀected by BIIS (Bradwell et al., 2008b;a). The detailed mapping of glacial features
on the sea ﬂoor as well as the identiﬁcation of mega-grooves in the landscape, have
provided new data about the extent and dynamic of the BIIS which has been sum-
marised recently by Bradwell et al. (2008b). These authors’ results indicate that
the BIIS merged the FIS during one of its phases, associated with the development
of an ice stream on the Norwegian Channel (Bradwell et al., 2008b, their Figure
10). Their results also suggest that the thickness of the BIIS and its limits have
been underestimated in previous interpretations. Their data seem to be consistent
with recent results obtained from numerical modelling (e.g., Boulton and Hagdorn,
2006; Hubbard et al., 2009) which support the hypothesis of a merging of the BIIS
and the FIS during its maximum growth and the development of ice streams in the
Norwegian Channel and in the Celtic Sea (Sejrup et al., 2005; Boulton and Hagdorn,
2006; Hubbard et al., 2009).
Two papers published recently, contain the most up-to-date review of the BIIS
and the mapping of glacial landforms of the UK. Clark et al. (2004a) published
42an explicative text of a map at scale of 1 : 625;000 which contains all the glacial
features associated with the BIIS in mainland UK and on the continental shelf.
These authors’ mapping is based on a compilation of a large dataset of published
papers and theses. Chiverrell and Thomas (2010) have published a review of the
BIIS limits and dynamics with special emphasis on the northern sector and the ice
sheet advances and retreats during the LGM. In this paper the authors provide the
most up-to-date version of the BIIS including the recent results of Bradwell et al.
(2008b;a) who have mapped geomorphic features on the sea ﬂoor in the north and
north-west of Scotland. The work of Chiverrell and co-workers is used here to de-
scribe the timing and limits of the BIIS.
The deposits and extent of the LLR are more or less well documented in mul-
tiple sites in the western and south-western Highlands, the southern Grampians,
the Isle of Mull and Skye (Boulton et al., 1991; Gordon and Sutherland, 1993).
Very few data are available for the Scottish isles but it is believed that the ice was
concentrated in glacial cirques or corries in the isles (Sissons, 1983). It is accepted
an ice cap was formed on the Scottish Highlands (Sissons, 1981a; Boulton et al.,
1991; Gordon and Sutherland, 1993; Ballantyne et al., 1998; Golledge et al., 2007),
and the lateral extent of glaciers during the LLR has been established by the pres-
ence of moraines (Boulton et al., 1991; Golledge et al., 2007). Nevertheless, the ice
thickness at the crest of the Scottish mountains is less known, but recent results
suggest that this could be higher than the trimline previously interpreted by Thorp
(1981) as the limit of the ice cap. Thus, LLR ice thickness could be underestimated
in previous studies (Golledge et al., 2007).
The glaciers during the LGM and LLR have dramatically transformed the Scot-
tish landscape. The glaciers in Jura have formed cirques, gorges and have left several
steep reaches on the rivers of Jura which are the focus of the present study. Al-
though the chronology of glaciations in Jura is not yet known in detail, the inherited
landforms related to glacial processes of the BIIS and the LLR over the Scottish
43landscape can be extended to account for most of the Quaternary landforms of Jura.
3.4.1 The British-Irish Ice Sheet
As mentioned above, the precise time of formation of the BIIS has not been satis-
factorily stated. At least two cold periods related to the formation of the BIIS have
been recognised  70;000 yr B.P. and  20;000 yr. B.P. (Boulton et al., 1991).
Although sediments indicate that the Scottish landscape was glaciated  70;000 yr
B.P. and some eroded landforms also seems to support this, it is generally agreed
that the BIIS was completely formed  20;000 yr B.P. when it reached its max-
imum extent (Boulton et al., 1991; Chiverrell and Thomas, 2010).
Many authors have attempted to establish the limits of the BIIS (e.g., Bowen,
1989; Boulton et al., 1991; Shennan et al., 2006) but, none of them with exception
of Chiverrell and Thomas (2010), have included recent data from glacial landforms
mapped on the sea ﬂoor on the north of Scotland. The limits of the BIIS in Figure
3.8 are based on the map published by Chiverrell and Thomas (2010); the chro-
nology and details are provided therein. It is important to note that the limits
shown here must be considered as preliminary since recent discussions and research
have raised the possibility of an asynchrony of the BIIS (Bradwell et al., 2008a;
Ballantyne, 2009; Chiverrell and Thomas, 2010) which makes diﬃcult to establish
one deterministic limit for the BIIS.
44Figure 3.8: Limits and principal features associated to the BIIS (Modiﬁed from:
Chiverrell and Thomas, 2010). Base map obtained from the General Bathymetric
Chart of Oceans (GEBCO) website (http://www.gebco.net)
The chronology of the deglaciation of the BIIS is still incomplete (Boulton et al.,
1991). Deglaciation ages in Ireland and in the north and north-west of Scotland in-
dicate that between the Late glacial and the LLR some periods of cooling prevented
the total melting of the ice sheet in Scotland (Sissons, 1983; Bradwell et al., 2008a;
Ballantyne, 2009; Hubbard et al., 2009). At least one cold period previous to the
LLR known as the Killard Point Stade has been related to the advance of glaciers
45in the eastern Scotland (Ballantyne, 2009). Deglaciation started in the Irish Sea
sea  18 ka (Ballantyne, 2009) and for the North Sea the ice-free conditions started
 22 ka (Sejrup et al., 2005; Chiverrell and Thomas, 2010). In general it is believed
that the marine ice-free conditions occurred  16 ka (Boulton et al., 1991; Bradwell
et al., 2008a) but this has been debated (Bradwell et al., 2008a). The deglaciation
onshore of the British Isles has been obtained by the collection of pollen samples
(Boulton et al., 1991) and the dating of landforms on the northern isles of Scotland
(Ballantyne, 2009). The interpretation of landforms and ages suggests that the ice
associated with the BIIS remained until the initiations of the LLR (Boulton et al.,
1991; Ballantyne, 2009) implying that some glaciers were simply re-activated during
this stage.
The eﬀects of the BIIS glaciations on Jura are scarcely documented. The most
detailed work has been done by Ballantyne (1999) who suggested a vertical ice
distribution on Jura and Mull and conﬁrmed the ice motion based on geomorphic
makers such as striae and ice moulded rock outcrops (roches moutonnées) (Bal-
lantyne, 1999, his Figure 2). The geomorphic markers indicate that Late Devensian
ice on Jura reached an altitude of  600 m to  700 m. Higher altitudes might be
expected and there is a possibility that the BIIS covered the mountainous massifs of
Jura (Ballantyne, 1999). The geomorphic markers strongly indicate that ice ﬂowed
westward of the British Isles as other authors have suggested (e.g., Sissons, 1983;
Gordon and Sutherland, 1993; Boulton and Hagdorn, 2006).
Besides the geomorphic markers identiﬁed by Ballantyne (1999) in Jura, perhaps
the most compelling evidence of the presence of BIIS and its movement upon the
landscape of Jura is given by the presence of a medial moraine located at the foot of
Beinn an Oir, which continues westwards and terminates close to Loch na Sgrioba
(Dawson, 1979) (Figure 3.9).
46Figure 3.9: Location of the medial moraine of Jura (white stripped line). Note
the end of the moraine at Loch na Srioba. The red triangles show the location of
the cosmogenic samples obtained by Bishop and co-workers (pers. comm).
The moraine was reported in detail by Dawson (1979) who suggests that it res-
ulted from the transportation of supra-glacial debris of the BIIS during its waning
stage. The moraine is mostly composed of quartzite clasts that are not striated
(Dawson, 1984). Dawson hypothesised that the debris source is found at the Benn
an Oir (785 m OD) and Beinn a Chaolais (733 m OD). The hypothesis of Dawson
for debris production of the moraine in Jura is consistent with the ﬁndings of Bal-
lantyne (1999) for the same area in which no signs of glacial erosion were found on
mountains summits and rock sliding and scree slopes dominate the landscape (Bal-
lantyne, 1999). The medial moraine of Jura not only evidences the eﬀect of BIIS
47on the landscape but its preservation suggests that the deglaciation was probably
fast. The time of formation and abandonment of the medial moraine of Jura is
not known, but unpublished cosmogenic exposure ages of three samples extracted
from the moraine by Bishop and co-workers (pers. comm.) yield an age of  13
ka to  15 ka (Table 3.3). The oldest age obtained by Bishop and co-workers is
consistent with the time of deglaciation of the BIIS as some authors have proposed
(e.g., Boulton et al., 1991; Lambeck, 1991; Shennan et al., 2006).
Table 3.3: Cosmogenic exposure ages of the medial moraine of Jura. Unpub-
lished data of Bishop and co-workers.
Sample Coordinate Elevation 10Be Age y
(DD) (m OD) (atoms/gr/yr) (yr)
S1 55.9176, -6.0509 106 87600 15;616  1;506
S2 55.9172, -6.0512 106 78983 14;656  1;426
S3 55.9176, -6.0522 92 72564 13;330  1;336
y Samples were processed at the Scottish Universities of Environmental Research Centre (SUERC),
UK.
3.4.2 The Loch Lomond Readvance
The Late glacial period was characterised by the melting of the BIIS  16 ka; con-
temporaneously eustatic sea level started to rise (Boulton et al., 1991). A warmer
period characterised by the growth of vegetation and fauna commenced  13 ka
in the Windermere interstadial, which ended with the LLR (Boulton et al., 1991).
Although the environmental conditions were characterised by a milder temperature
with expansion of vegetation and fauna (Boulton et al., 1991; Sissons, 1979) the
climate prior to LLR was unstable and there may have been re-advance of glaciers
associated with the Older Dryas event (Boulton et al., 1991; Hubbard et al., 2009;
48Ballantyne, 2009).
The LLR was marked by an important drop in global mean air temperature of
 8C to  10C (Golledge, 2010) that resulted in reactivation of glaciers  11
ka that lasted for almost 1;000 years (Sissons, 1983; Boulton et al., 1991; Golledge
et al., 2007). The Younger Dryas in Scotland has been conﬁrmed by the dating of
hummocky moraines, boulders and drift limits, complemented by sedimentary cores,
pollen analysis and radiocarbon ages from organic matter (Sissons, 1983; Golledge,
2010).
The re-advance of glaciers during the LLR and subsequent retreat have been
demonstrated on the isles of Mull and Arran located north and south of Jura respect-
ively. It is highly probable that glaciers re-advanced during the LLR. Ballantyne
(1999) recognised the presence of moraines related to the LLR at the foot of Beinn
a Chaolais and Beinn and Oir (Ballantyne, 1999, his Figure 2). In previous inter-
pretations it was assumed that during the LLR glaciers ﬂowed over valleys towards
the approximate limit of the actual sea level (Charlesworth, 1955 in Dawson, 1979;
1997). Dawson (1979) questioned the interpretations of Charlesworth, arguing that
there are not visible signs of full glaciation in the valleys of Jura. Moreover, the
presence of a fossil rock glacier and the periglacial deposits on scree slopes identiﬁed
by Dawson (1997) indicate that periglacial processes acted on system of valleys of
Jura at 11ka.
The high elevation topography of Jura means that periglacial activity is likely
during the LLR (Dawson, 1997; Ballantyne, 1999). Moraines have been recognised
in the south-east (Ballantyne, 1999), indicating that glaciers were located at the
foot of the mountains, without reaching the coast. The topography at the foot of
the Paps of Jura exhibits the classical glacial cirque morphology (Figure 3.10) and
the geomorphology of southern Jura as well as the presence of lochs supports the
argument of Dawson (1979) that LLR ice was conﬁned to small cirques.
49A simple model of the re-advance of glaciers and the deglaciation for the LLR
seems diﬃcult to obtain for Scotland because ages on diﬀerent samples indicate that
the ice growth has not been synchronous and in some areas the ice stagnated at the
onset of the LLR (Golledge, 2010). For the particular case of Jura it is unknown if
the ice could have lasted from the melting of the BIIS until the LLR. The apparent
absence of recessional moraines and eskers may be consistent with recent interpret-
ations of an abrupt melting of ice during the LLR as Golledge (2010) has recently
suggested for the observations made throughout Scotland.
Summarising the Quaternary glacial history of Jura, it can be said that the BIIS
strongly modiﬁed the landscape of Jura causing the smoothing of most of the land-
forms observed today. The BIIS covered most of Jura’s landscape as the medial
moraine found on the west coast indicates. The precise deglaciation age for Jura is
unknown but the unpublished exposure ages obtained by Bishop and co-workers on
the medial moraine are arguments in favour of a deglaciation age of  16 ka. The
impact caused by ice in the landscape has also been imprinted in the stream long
proﬁles of Jura as will be shown in the next chapter. Whether Jura remained ice-
free before LLR is unknown, but it is possible that some glaciers have persisted at
glacial cirques. The LLR re-activated the glacial activity but its eﬀects on Jura are
not well documented. However, it is possible that glaciers activity remained limited
to glacial cirques modifying the topography which resulted in a the perturbation of
the longitudinal proﬁles of rivers.
50Figure 3.10: Glacial cirques (front) formed at the foot of Beinn an Oir (fore-
ground at centre, upper photograph) located on the west ﬂank of the mountains
of Jura. The white strip that appears at the foot of the Beinn an Oir is the medial
moraine reported by Dawson (1979). In the lower photograph, the Gleann Astaile
(left) and Gleann Lubharnadail (right) valleys. Both valleys exhibit U-shaped
morphology, which suggests that glaciers during the LLR were conﬁned to the
bottoms of valleys. Images were obtained from a SAR image overlaying a 5 m
resolution DEM (NEXTMAP c ). The vertical exaggeration for both pictures is
of 2:5.
513.5 The glacio-isostatic rebound and the sea-level change
The melting of ice sheets after the LGM due to the increasing temperatures during
the interglacial period produced a twofold eﬀect: (1) a rapid rise in eustatic sea-level
 17 ka (Moran and Bryson, 1969; Fairbanks, 1989) and (2) in regions glaciated by
ice-sheets, a glacio-isostatic rebound due to the ﬂexural response of the lithosphere
to the removal of the load imposed by an ice mass (Walcott, 1973). At the end of
the LGM (19 ka) sea level was approximately 120 m below its current level (Peltier
and Fairbanks, 2006). The change in global glacio-eustatic sea-level after the LGM
has been reconstructed from several sites (Figure 3.11) and in some way it is more
or less well recorded by oxygen isotope (18O) record. It has been estimated that
eustatic-sea level rise after the LGM was  10 mm/yr (Alley et al., 2005) and at
least two pulses occurred  19 ka and 14:5 ka in which the rate exceeded 50 mm/yr
(Alley et al., 2005). At  6 ka the rate substantially slowed and eustatic sea-level
stabilised (Moran and Bryson, 1969; Walcott, 1973).
Figure 3.11: Curve of the glacio-eustatic sea level rise reconstructed from cores
extracted in the Paciﬁc, Barbados and New Guinea (Modiﬁed from: Shackleton
and Opdyke, 1973). Note the minimum at  18 ka (LGM) when sea level was at
  120 m. The rise of eustatic sea level slowed dramatically at  6;000 yr B.P.
as can be see on the far left slope of the curve.
52In regions covered by ice-sheets during the LGM (e.g., North America, Scand-
inavia, British Isles) the accumulation of ice and its subsequent melting generated
an isostatic rebound due to the lithosphere’s ﬂexural response to the unloading be-
ing accommodated by elastic properties of the mantle (Walcott, 1973; Peltier and
Fairbanks, 2006). The crustal uplift resulting from a glacio-isostatic rebound has
been estimated by the dating of geomorphic markers such as raised beaches and
strandlines on beaches and lakes (Walcott, 1973; Emery and Aubrey, 1985; Peltier
and Fairbanks, 2006). The resultant relative sea level (RSL) are incorporated into
geophysical and numerical models (e.g., Lambeck, 1993a; Lambeck et al., 2000; Pel-
tier and Fairbanks, 2006).
Although the geomorphic markers have been found useful to evaluate glacio-
isostatic rebound, a high precision estimate of uplift is made diﬃcult by diﬀerential
vertical movements of the crust which also causes diﬃculties in deﬁning eustatic
curves (Walcott, 1973; Sissons and Cornish, 1982). More recently, Global Position-
ing System (GPS) monitoring in areas subject to glacio-isostasy has been useful
in estimating rates of crustal uplift accurately (e.g., Sjöberg et al., 2000; Dietrich
et al., 2010).
For the particular case of the British Isles, the rate of post-glacial uplift has
been estimated in two ways: (1) by the recognition of former shorelines, dating
of raised beaches and through the stratigraphical record used for the delineation
of isobases; and (2) through geophysical and numerical modelling using the data
collected empirically (Lambeck, 1991; Shennan et al., 2002; Milne et al., 2006). The
copious number of papers published in these two areas has brought confusion in the
names used for diﬀerent shorelines and marine landforms (Rice, 1977) and many
interpretations and ages have been debated (Sissons, 1982; Dawson, 1984; Gray and
Ivanovich, 1988). Also, inconsistencies in height of the RSL curves produced for
some sites of the British Isles have been found (Shennan and Horton, 2002). The
research on the sea-level change and the glacio-isostatic rebound for the British
53Isles is proliﬁc but not conclusive since new data are being produced continually
and existing models require modiﬁcation. The next subsections present the main
evidence in relation to Quaternary post-glacial uplift and sea level change in the
west of Scotland, with an emphasis on Jura. The last part of this chapter details
how the timing of knickpoint initiation in Jura was constrained.
3.5.1 The sea-level change and the raised shorelines of Jura
Early studies of the raised beaches of the west coast of Scotland can be traced back
to the work of Wright (1911). He identiﬁed at least three levels of beaches that
were termed pre-glacial (> 30 m OD), late-glacial (30 m OD) and post glacial (7:6
m OD)2. His study mentions the presence of a continuous rock platform backed
by a cliﬀ which can be traced all along the west coast of Scotland. Wright (1911)
interpreted the cliﬀ as evidence of an old shoreline stating that “ The continuity of
the old cliﬀ and platform along stretches of coast many miles in extent, and the manner in
which the latter maintains a uniform level independently of, and often in spite of, the rock
structure, are suﬃcient proof that we are dealing with an old shoreline” (Wright, 1911,
p. 107). The rock platform was found to be eroded by ice and this led Wright to
date it as pre-glacial in age.
McCann (1964) studied the raised beaches in north Islay and south-west coast
of Jura and conﬁrmed the presence of the ‘Pre-glacial’ rock platform identiﬁed by
Wright which McCann termed as ‘inter-glacial’. McCann (1964) also identiﬁed a
younger cliﬀ which was related to the ‘post-glacial’ beach which is exposed at  7:6
m OD. The deposits of a raised shingle beach overlying the so-called ‘Preglacial
Rock Platform’ are characterised by several ridges. McCann found that the ridges
are exposed between  36 m OD to 12 m OD and he interpreted them as markers
of a retreating sea formed during the greatest submergence by the Late-glacial sea
(McCann, 1964, his Figure 8). One portion of the raised beaches of the west coast
2In the text published by Wright (1911) the values of altitude are given in feet.
54of Jura is shown in Figure 3.12.
Several authors continued the work on the raised beaches of the west of Scotland
during the 1960s. Synge and Stephens (1966) analysed the altitudes of the raised
shorelines, diﬀerentiating between a Late Glacial and the Post-Glacial shoreline
in which they included data from Islay. They established a relation between the
raised beaches of east and west Scotland and Ireland. They attributed the tilting
of shorelines to glacio-isostatic uplift. In the 1970s numerous studies of sea-level
change and associated landforms were published (e.g., Sissons, 1974; Gray, 1975;
1978). However, diﬀerent interpretations began to arise in regard to the age and
formation of some landforms like the ‘Preglacial’ rock platform identiﬁed by Wright
(1911) (Sissons, 1982; Gray and Ivanovich, 1988).
No detailed studies of the raised beaches of Jura are then found until the work of
Dawson, who focused on the study of the beaches of the Inner Hebrides, especially
in Islay, Jura and Scarba (e.g., Dawson, 1980; 1982; 1997; Dawson et al., 1999).
Dawson (1982) identiﬁed three shorelines in Islay and Jura which were diﬀerenti-
ated by their heights. The altitudes of the three shorelines along with the so called
‘Main Postglacial Shoreline’ were found to be aligned to the centre of maximum
uplift (Dawson, 1980; 1982) (Figure 3.13).
55Figure 3.12: Image of one portion of the raised beaches exposed on the west
coast of Jura. The beach deposits (white patches) are exposed at 40 m OD.
Note also the ﬂat surface at  40 m OD shown in the topographic proﬁle).
56Figure 3.13: Regression lines of the shorelines identiﬁed by Dawson (1982)
for the Inner Hebrides. Shorelines 1, 2 and the ‘Main Post-Glacial Shoreline’
decrease in height from the center of maximum uplift located east of Scarba. The
diﬀerence in gradient between the ‘Main Post-Glacial Shoreline’ and shorelines 1
and 2 suggest a rapid change in sea-level (Modiﬁed from: Dawson, 1982)
The raised beaches ridges on the west coast of Jura were also surveyed by Dawson
(1982) who recognised 55. However, the ridges and raised beaches of Jura were
considered of limited value for reconstructing the sea level change due to their ex-
posure to coastal erosion (Dawson, 1982). The lack of organic datable material in
the shingle beaches also made dating diﬃcult and, so sea-level curves have not been
proposed (Dawson, 1982; Jardine, 1982). The rock platforms identiﬁed by Wright
(1911) and re-named by McCann (1964) were analysed and discussed in detail by
Dawson (1980). The cliﬀ platform located  7 m OD mapped by McCann (1964)
was surveyed in other sites of west Scotland by Gray (1978) and he used the term
‘Main Rock Platform’ for this feature. This platform is exposed at  11 m OD in
Oban and to  5 m OD in the middle of Mull (Sissons, 1974; Gray, 1978; Dawson,
1980). The Main Rock Platform is tilted to the west and its declivity was related
to the isostatic uplift located at the east (Gray, 1978; Dawson, 1980).
57Dawson (1980) suggested that the origin of the Main Rock Platform was dif-
ferent from the lowermost fragments of the intertidal platform found on the west
coast of Scotland. He surveyed the lowest platforms below the Main Rock Platform
on the isles of Islay, Jura, Colonsay, Oronsay and Scarba and found that the level
of the platforms was  1:8 m OD (Dawson, 1980, his Table 1). The lowermost
platform was termed the ‘Low Rock Platform’ which according to Dawson (1980) is
unrelated to the Main Rock Platform in that it does not exhibit any tilting but its
age is thought to be inter-glacial due to evidence of glacial erosion on it (Dawson,
1980). The Main Rock Platform of the west coast of Scotland and in Jura, has been
referred to by many authors (e.g., McCann, 1964; Sissons, 1974; Dawson, 1984).
The main problem in regard to the interpretation of the platforms relate to their
genesis and age. The preglacial age proposed by Wright (1911) has been contested
by many authors (e.g., McCann, 1964; Dawson, 1980; Sissons, 1982; Sissons and
Dawson, 1981). Sissons (1982) reviewed the existing literature in regard to the
‘Preglacial’ rock platforms and based on observations made on shorelines surveyed
in Wester Ross suggested a younger age for the rock platform, emphasising its com-
plex history and implying a polycyclic genesis.
Uranium ages of speleothems in the ‘Main’ rock platform in Lismore have yielded
late glacial ages younger than 25 ka (Gray and Ivanovich, 1988) but it was sugges-
ted that the youngest platforms recognised might have formed some time before in
polycyclic genesis. Later Stone et al. (1996) dating the rock platform in Lismore
using 36Cl cosmogenic exposures ages suggested a rapid erosion of the rock platform
occurred  11ka which suggest a rapid erosion of the rock platform induced by
rapid changes in climate. The formation of the rock platforms on the west coast of
Scotland still await resolution.
The ridges formed on the raised shingle beaches on the west coast of Jura have
been interpreted as a result of a retreating sea which was attributed to an isostatic
58uplift (Dawson, 1982; Sissons, 1983). Although the ridges are well preserved, they
have not been used to estimate the pattern of glacio-isostatic uplift as has been
proposed for other sites (Andrews and Dugdale, 1970). Dawson (1982) reported a
regular spacing of ridges of  0:3 m, and suggested that the preservation of ridges
can be interpreted as a period of continuous uplift or a steady sea-level retreat with
no signs of transgression.
The height of the highest beach deposits found for shorlines 1 and 2 in Jura and
Islay (Figure 3.13) approximates to beach deposits found on east coast of Scotland
and conform to the Main Perth Shoreline identiﬁed by Sissons et al. (1966). The
Main Perth Shoreline is tilted easterly (Sissons et al., 1966 , their Figure 1) and
because of its similarity with the Late glacial Shoreline Jardine (1982) has suggested
that this may be the counterpart of shorelines 1 and 2 found in western Scotland
(i.e., Jura and Islay). Jardine (1982) proposed that the Main Perth Shoreline was
probably formed  13 ka. The age proposed by Jardine (1982) approximates the
unpublished cosmogenic ages obtained by Bishop and co-workers (pers. comm.) in
samples extracted from the shingle beaches of west Jura. The ages obtained by
Bishop and co-workers, will be presented in the ﬁnal section of this chapter.
According to Sissons (1983), after the Late Glacial and during the LLR the sea
level was low and the Main Late-Glacial Shoreline was eroded. This interpretation
has not been well documented due to the limited exposure of sediments in few local
sites found on the west coast of Scotland (Dawson, 1984). The Main Late-Glacial
Shoreline is thought to have been formed during the Younger Dryas event (Dawson,
1984, his Figure 4).
The location and distribution of the deposits related to the Main Post-Glacial
Shoreline are well documented in the west coast (e.g., Gray, 1978; Sissons, 1982;
Dawson, 1984) and east coast (Sissons et al., 1966; Jardine, 1982; Dawson, 1984).
The chronology of the deposits on the east coast has been used to reconstruct sea-
59level changes during the Holocene (Dawson, 1984). By contrast, the chronology of
the west coast is somewhat incomplete and ages have been correlated to the region
of the Solway Firth (Jardine, 1982; Dawson, 1984). The reconstruction of the Main
Post-Glacial shoreline on the west coast of Scotland is based on the identiﬁcation of
terraces related to the deposition of the Main Postglacial Transgression (Dawson,
1984). The approximate age of the Main Post-Glacial Shoreline has been set at  7
ka to 6 ka (Dawson, 1984). This shoreline in Jura has been related to the raised
beaches found at Inver in south-west of Jura (Sissons, 1983; Dawson, 1984). The
deposits related to this shoreline exhibit a regional variation that has been related
to the glacio-isostatic uplift (Dawson, 1984, his Figure 8). In Oban the deposits
crop out at  11 m OD and the highest deposit reach an altitude of 14 m OD
(Jardine, 1982; Dawson, 1984).
In Table 3.4 is presented a synthesis of the shorelines recognized for the west
of Scotland. The Main Post-Glacial shoreline overlies the deposits of the modern
shoreline. Information on Late Holocene sea-level changes is still preliminary and
a call to complete the existing information has been explicitly made (e.g., Jardine,
1982; Dawson, 1982). In the last ﬁfteen years, an increasing number of studies have
focused on the acquisition of a detailed record of Holocene sea-level changes. The
data obtained have been used to estimate the rates of post-glacial uplift and major
eustatic for Scotland and most of the British Isles (e.g., Firth and Stewart, 2000;
Smith et al., 2000; Shennan and Horton, 2002).
3.5.2 The glacio-isostatic rebound in Jura
The glacio-isostatic rebound of the British Isles has been evaluated by: (1) the
reconstruction of shorelines to produce isobases and/or (2) the use of RSL to con-
strain the geophysical modelling (Jardine, 1982; Milne et al., 2006). Several isobases
maps have been produced for most of Scotland and north of England showing the
altitudes of the diﬀerent shorelines recognized for the Brith Isles (e.g., Gray, 1978;
60Table 3.4: Quaternary shorelines formed in Islay and Jura recognized by Dawson
(1982) .
Shoreline Age Altitude Site
(ka) (m OD)
L1  13  40   32 West coast of Jura
L2 < 13  30   22 West coast of Jura
Main Late-Glacial  11  12 Loch Maol, Jura
Main Post-Glacial  6   7  9 Blackrock, Islay
Sissons, 1981a; Dawson, 1984; Jardine, 1982; Smith et al., 2000). In a relatively
recent paper, Smith et al. (2006), discussed the errors derived from interpolation
of isobases and evaluated the goodness of ﬁt obtained when using two diﬀerent
statistical interpolating methods (i.e., polynomial trend surface and gaussian trend
surface). Based on the interpolation of several sites in the British Isles, these au-
thors obtained a better ﬁt using the gaussian trend surface model when compared
to results from geophysical models.
The records of RSL change and the rates of uplift for most Scotland are restric-
ted to the height obtained from the Main Post-glacial Shoreline. Unfortunately data
on the rate of crustal uplift using empirical data for most of Scotland are scarce and
results are restricted to isobase maps of the Main Post-Glacial shoreline. Firth and
Stewart (2000) used RSL data to estimate some rates of crustal uplift for the last
18:5 ka at a few sites in Scotland. Their results suggest an exponentially declining
in the rate of uplift with time (Figure 3.14).
61Figure 3.14: Crustal uplift from diﬀerent sites of Scotland. A decrease in the
rate occurred  7 ka. (Data extracted from Firth and Stewart, 2000)
The rates of Firth and Stewart (2000) on Islay can crudely approximate the
rate of glacio-isostatic uplift in Jura. However, higher rates of uplift are expected in
north of Jura because this section is closer to the area of maximum uplift ( 90 km)
when compared to Islay. Also, the exposure of shorelines L1 and L2 documented by
Dawson (1982) suggest higher rates of uplift in Jura. Shennan and Horton (2002)
used the RSL data with tidal corrections to obtain the rates of uplift and subsidence
of British Isles for the last 4 ka. The values estimated for Islay were  1:46 mm/yr
and a best ﬁt estimated of 1:52 mm/yr (Shennan and Horton, 2002 , their Table 1).
The rates of uplift in Islay (Figure 3.14), suggest a declining rate of uplift during
the last 7 ka. This behaviour is expected since the rebound is faster during the ﬁrst
stage of deglaciation and decreases exponentially with time (Walcott, 1973; Sharma,
621984).
Research on the post-glacial uplift in the British Isles using geophysical model-
ling was started by Lambeck (Peltier et al., 2002; Milne et al., 2006) who produced
a family of RSL curves for the last 18 ka in various UK sites (e.g., Lambeck, 1991;
1993b;a). Peltier et al. (2002) proposed an alternative model (ICE-4G) and ques-
tioned the values used by Lambeck (1993b) for mantle viscosity (i.e., 1025Pa s),
arguing that an average viscosity of 21021Pa s ﬁts better for the relaxation times
of the isostatic rebound as has been observed in other sites. The lower viscosity is
also representative of the viscosity of the upper part of the lower mantle. Using the
model of Peltier and co-workers Shennan et al. (2002) evaluated the RSL for the
last 16 ka in the whole British Isles.
Milne et al. (2006) highlighted limitations of the geophysical models arguing
that they do not have any correction for topography. Thus, an overestimation of
ice thickness is introduced, specially in mountainous terrains such as north-west
Scotland. Also, variations in geophysical parameters such as lithospheric thickness
and mantle viscosity, can produce diﬀerent results. However, Shennan et al. (2006)
evaluation of the models of Lambeck and Peltier using data from several sites of the
British Isles, suggests that diﬀerent values of lithosphere thickness, do not introduce
signiﬁcant diﬀerences in the models’ RSL predictions.
The RSL prediction for the British Isles implementing the geophysical modelling
has produced a good approximation of what has been recorded from the RSL index
points (Shennan et al., 2002, their Figure 2). For the west coast of Scotland, Arisaig
(56;540N, 5;500 W) provides the most complete record of RSL (Shennan et al.,
2006). Arisaig thus, provide a ﬁrst estimate of the pattern of RSL in the west of
Scotland but it is important to note that some variations are expected due to the
location of sites relative to the area of major isostatic uplift (Shennan et al., 2006,
their Figure 7).
63Lambeck (1991) obtained the ﬁrst curve of the RSL rise in western Scotland for
the last 15 ka (Lambeck, 1991, his Figure 4D). In this curve the RSL drops con-
stantly until  12 ka where the fall slows; positive values of RSL ocurred  7 ka,
which might be related to the glacio-isostatic uplift after the LLR but a sea-level
rise at this time is found in other far-ﬁeld sites (Bird et al., 2010).
The family of predicted RSL curves for the west of Scotland presented by Shen-
nan et al. (2006) varies slightly from Lambeck’s curve. The curves of Shennan et al.
(2006) for Islay and Knapdale (Figure 3.15) indicate that  17 ka the RSL des-
cended steadily until 14:5 ka when a positive RSL took place. The RSL fell again
 13:5 ka until 11 ka when a second rise of RSL occurred. At  6 ka the rise of
the RSL ended and the fall of RSL started, and the drop continues to the present.
Because Jura lies between Islay and Knapdale, its RSL curve would be expected to
follow the trends of the Islay and Knapdale curves, whith the RSL in Jura expected
to be higher than Islay but less than Knapdale due to the distance of Jura from the
centre of isostatic uplift (Jardine, 1982). The RSL curves for the west of Scotland
strongly suggest that the shorelines L1 and L2 found by Dawson (1982) were raised
 13:5 ka and an estimation of the isostatic rebound can be obtained from such
curves.
64Figure 3.15: Predicted RSL curves produced by Shennan et al. (2006) for Islay
and Knapdale. The curves shown here were obtained using a lithospere thickness
of 71 km on a thick ice model.(Modiﬁed from: Shennan et al., 2006)
653.6 The base-level fall in Jura
The raised shingle beaches of the west coast of Jura (Dawson, 1982), their cor-
relation to the Main Perth Shoreline (Jardine, 1982) and trend of the RSL curve
obtained for the west coast of Scotland (Lambeck, 1991; 1993b; Shennan et al., 2006)
conﬁrm post-glacial glacio-isostatic uplift occurred in Jura  13 ka. Unfortunately,
the information available for the glacio-isostatic uplift and its related deposits is
incomplete and the published data available are only focused in few sites of the
raised beaches of the west coast of Jura and the north of Islay (e.g., McCann, 1964;
Dawson, 1982).
Bishop and co-workers (pers. comm.) sampled several shingle deposits in the
meridional sector of the west coast of Jura to measure the concentration of in situ
produced cosmogenic nuclides of 10Be in grains of quartz obtained from quartzite
cobbles in order to obtain exposure ages of the raised beaches (Figure 3.16). Their
results are presented in Table 3.5 and a plot of the age versus elevation is presented
in Figure 3.17.
66Figure 3.16: Location of the sites sampled by Bishop and co-workers to obtain
the cosmogenic exposure ages of the raised beaches of Jura
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68Figure 3.17: Plot of the 10Be cosmogenic ages of the raised beaches of Jura
versus elevation. The best curve ﬁtting was obtained by an exponential function.
The grey dashed lines indicate the conﬁdence limits at 95%
The age of the highest shingle beaches obtained by Bishop and co-workers (pers.
comm.) is of  13:6 ka (Table 3.5). The overall ages of samples located  23 to
 38 m OD, are consistent with the altitude and age of the Main Perth Shoreline as
Jardine (1982) previously inferred. The younger shingle raised beaches were sampled
below 12 m OD and their ages indicate a shoreline formed after the LLR. The age
obtained for the 12 m OD shoreline correspond reasonably with the interpretations
of Dawson (1984) and Sissons (1983) for their Main Post-Glacial shoreline.
An exponential age-elevation relationship for Bishop and co-workers’ data (Fig-
69ure 3.17) shows that RSL steadily fell after the LGM with a shoreline well developed
 13:6 ka. The cosmogenic ages obtained by Bishop and co-workers are consistent
with the RSL curve modelled by Lambeck (1991) whereas the RSL curve of Shennan
et al. (2006) seems to underestimate altitude of the shorelines for Islay and Jura.
Although the cosmogenic ages exhibit some variability (Table 3.5) and the age of
some samples located at 23 m OD are slightly higher than other located above, none
of them exceeds 14 ka and none of them is younger than 13 ka. The variability in
the age of some samples (i.e., 23 m OD) can be attributed to inheritance or erosion
in the samples measured (Gosse and Phillips, 2001).
The ages obtained by Bishop and co-workers, contains a gap from 11 ka to 6
ka. The gap in the record strongly suggests a period of stability that formed the
cliﬀ of the west coas of Jura. This interpretation along with the evidence of age
gap coincides with a marked period of raising of the RSL according to the curves of
Shennan et al. (2006) and Lambeck (1993b). It is possible that the marine trans-
gression had eﬀaced the 11 ka to 6 ka record but it did not exceeded the current
level of 23 m OD (Table 3.5). The highest beach deposits dated by Bishop and co-
workers, correspond to the deposits mapped by McCann (1964) and Dawson (1982)
and they represent the clearest evidence of the post-glacial uplift. The similarity in
age of the shingles located at  20 m OD to  38 m OD suggest a rapid response
of the isostatic uplift. The preservation of the lowest beaches (i.e.,  20 m OD)
with ages not younger than 13 ka and the RSL curves observed for the west of Scot-
land (Shennan et al., 2006) strongly suggest that the rapid glacio-isostatic uplift
may have induced a drop on rivers base-level of  18 m. The base-level lowering
explains the formation knickpoints at stream’s outlet and their further propagation
upstream as it is predicted from theory (Whipple and Tucker, 1999). Thus, the
base-level fall in Jura represents a truly case of a rapid increase in the rate of rock
uplift. The mean value of the beaches dated yield an age of 13:6 ka. The absolute
age (i.e., 13:6 ka) of the raised shoreline of Jura termed L2 by Dawson (1982; 1984)
as L1 will be used in order to avoid confusion with the terminology used for the
70shorelines found in Scotland.
In order to identify the precise elevation of the 13:6 ka shoreline, systematic
mapping of the highest beach deposits on Jura was undertaken by interpreting air
photographs at scale of 1 : 24;000 (Table 3.6) held at the the oﬃce of the Royal
Commission of Historic and Ancient Monuments of Scotland (RCHAMS). Only the
raised beaches of the west coast were selected because they are clear in situ and can
be easily identiﬁed on air photographs. Also, the available cosmogenic ages of the
deposits of the west coast reduce the uncertainty of the shoreline identiﬁed on this
side of the isle.
The beach deposits recognised on the air photographs (Table 3.7) were intro-
duced as points in the GIS (Figure 3.18). The elevation was subtracted from a 5
m resolution DEM from NEXTMAP c . The distance of every point (n = 16) was
measured from an arbitrary point control set at the north tip of Jura in order to
evaluate any diﬀerence in elevation along the isle (Table 3.7). A normality test
was carried out to detect if there are signiﬁcant diﬀerences in elevation among the
beach deposits recognised. The elevation values of the raised shingles exhibit a wide
dispersion (2 = 2:90 m). The Shapiro-Wilk test of normality performed in the stat-
istical software R (R Development Core Team, 2009) yield values of W = 0:84 and
p-value: 0:01. Being p <  : 0:05, the null hypothesis is rejected and it conﬁrms the
non-normal distribution of the elevation values. A density histogram of frequency
reveals a bimodal trend in the frequency of the data (Figure 3.19).
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72Figure 3.18: Map showing the highest beach deposits identiﬁed on the west
coast of Jura
73Table 3.7: Elevation values of the highest beach deposits recognised in the west
coast of Jura. The ﬁrst row contains the coordinates of the ﬁxed point from which
distance was measured.
Coordinate Elevation Distance
UTM (x,y) (m OD) (km)
170203, 700640 - -
154443, 689650 39 19.2
166621, 698427 39 4.2
152102, 685316 39 23.7
156622, 691163 39 16.6
153730, 681901 39 25.0
153016, 686721 38 22.1
153679, 687734 37 21.0
153616, 686937 37 21.5
146842, 677682 37 32.8
152205, 686020 37 23.2
153842, 688903 37 20.1
151577, 679762 35 28.0
146409, 677052 34 33.5
151007, 680097 31 28.1
149467, 679862 31 29.4
145557, 675386 31 35.3
74Figure 3.19: Density estimate of the observed high beach deposits of the west
coast of Jura. The shape of the curve denotes a bimodal distribution which suggest
a non-normality of the elevation values analysed.
The non-normal distribution of the elevation values and 2 > 2 m suggest strong
diﬀerences among the elevation values of the raised beach deposits. A priori, it was
expected that the 13.6 ka shoreline might have some local diﬀerences in elevation
following the gradient of shorelines L1 and L2 (Dawson, 1982). Variations in el-
evation might be expected to be higher in the north of Jura and less in the south
due to from the centre of maximum glacio-isostatic uplift. This was conﬁrmed by
performing a regression of elevation and distance using the values of Table 3.7. The
linear regression obtained is shown in Figure 3.20 where it can be observed that the
elevation decreases as the distance from the north tip of the isle increases. Although
the correlation is weak (R2 = 0:27) the elevation-distance relationship is signiﬁcant
(p < 0:05).
75Figure 3.20: Plot of the elevation values of the 13:6 ka raised beaches against
the distance to a ﬁxed point in the isle Jura. The power law function indicate that
the beach elevation decreases in respect to the distance located at the north of the
isle. The change in elevation highlights the local control exerted by a diﬀerential
response of the glacio-isostatic uplift. The grey lines in the plot indicate the 95%
conﬁdence limits.
The power law function observed for the highest beach deposits demonstrate
that in Jura the 13:6 ka shoreline is tilted down from north to south with these
new data apparently consistent with other observations (e.g., Dawson, 1982; 1984).
The data are also consistent with the diﬀerential uplift being related to the centre
76of maximum glacio-isostatic rebound to the north-est of Jura. The RSL of the
13:6 ka yields a mean elevation of 36  3 m OD. In the analysis of the stream
proﬁles in subsequent chapters the limit of the 13:6 ka was set at 35 m OD. This
value lies within the conﬁdence limits of the above value and simpliﬁes the rationale
for the DEM analysis to deﬁne the point when the drop of the base-level fall started.
773.7 Morphometric analysis
The quantitative characterisation of stream channels and river basins is an old
topic of in ﬂuvial geomorphology and the general basis and principles of the ﬂuvial
morphometry can be found in many textbooks (e.g., Leopold et al., 1964; Chorley
et al., 1984; Knighton, 1998). The morphometry of ﬂuvial basins provides valuable
information on basin characteristics of rivers basins as well as basins’ geometrical
properties, including shape, length and relief. The morphometry of ﬂuvial basins is
expected to change from sites according to contrasts in lithology, structure, climate
and tectonic activity. The availability of DEMs has re-enhanced eﬀorts in morpho-
metric analysis of the landscape (Pike, 2000) largely because such analysis can now
be done more rapidly than by using the traditional cartographic methods. For the
purpose of this research, morphometry is used to evaluate the physical properties
of Jura rivers and basins. It is expected a priori that the glacial inheritance in
the landscape of Jura is reﬂected on the morphometry. Also, the relatively homo-
geneous lithology of the isle with a well deﬁned structure facilitates the testing of
structure on the propagation of knickpoints (cf., Miller, 1991). The morphometric
analysis to evaluate the physical properties of Jura are detailed in the sections below.
3.7.1 Strahler’s integral
Estimating how eroded the landscape is is a diﬃcult task because it is a result of
many processes that modify the landscape. However, for the case of ﬂuvially domin-
ated landscape, one useful way to assess the erosion of river basins is by estimating
the missing rock volume of a river basin which can be assessed by integrating the
change in area with respect to elevation. This form of analysis was proposed by
Strahler (1952) and the method is therefore commonly known as Strahler’s hypso-
metric integral (Pike and Wilson, 1971; Mark, 1975).
Strahler’s hypsometric integral is obtained from a deﬁnite integral of the catch-
78ment area (a) in respect to elevation (h). It is expressed in normalised form as:
V =
Z 1
0
adh (3.1)
where 1 and 0 of the integral sign correspond to the limit of the summit and outlet
of the catchments. An alternative form that approximates V is using the values of
elevation as follows (Pike and Wilson, 1971):
E =
Hmean   Hmin
Hmax   Hmin
(3.2)
where E is the relative proportion of the upland and lowland part of the basin and
H is the elevation value. Equation 3.2 has been shown to produce a similar result
to that of equation 3.1 (Pike and Wilson, 1971) and it is useful since no data on
drainage area are required. However, the current availability of DEM and hydro-
logic tools has made it easier to estimate Strahler’s integral from its original form
(equation 3.1).
Strahler (1952) used the hypsometric integral to evaluate quantitatively the age
of the landscape as related to stage of equilibrium and disequilibrium. Strahler
used this approach as a more objective classiﬁcation of the youth, maturity and
old-age of landscape as in the Davisian model of landscape evolution (Davis, 1889).
Because the hypsometric integral is dimensionless, the values provide information
of the existing volume of rock of a basin therefore, the missing volume is assumed
to be eroded from the landscape. Thus, values close to 1 indicate that most of the
underlying rock is still present in a less eroded terrain. In contrast, hypsometric
values close to 0 strongly indicate that an eﬀective mass removal has occurred in a
fully eroded basin. The hypsometric integral is however, valid for certain landscapes
in which the erosion has been dominated by ﬂuvial processes and where basins have
more or less the morphology.
79The hypsometric integral is used here to assess the morphology characterising
the basins of the bedrock rivers of Jura. It is also expected that the hypsometric
integral would indicate those basins where glaciers have removed most of the existing
rock volume. A priori it is expected that in the large basins, the action of glaciers
would be more intense. The hypsometric integral was calculated for 34 catchments
using equation 3.1 from the 5 m DEM data, the elevation and drainage area data
were processed in a script generated for Matlab c  program (MathWorks, 2007).
The streams were also diﬀerentiated according to their main orientation for further
analysis of the eﬀect of structure. The results are summarised in Table 3.8 and the
spatial distribution of the basis is shown in Figure 3.21.
The mean hypsometric value for the Jura catchments of 0:34 indicates that most
of the basins have a reduced volume of rock thus,  30% for the underlying rock
is still present. Results in other settings like those of Brocklehurst and Whipple
(2004) suggest that for the glaciated rivers in the Sierra Nevada of California, USA,
the hypsometric values are lower in comparison to the ﬂuvially eroded basins. The
low values of the hypsometric integral on the glaciated basins suggest an eﬀective
erosion caused by glaciers.
For the particular case of Jura, the low mean values suggest that glacial pro-
cesses occurred during the LGM and LLR may have resulted in the removal of large
volumes or rock. A close examination of the data indicates that there is some vari-
ability in the values obtained. A t-test indicates that (t = 14:29) the null hypothesis
is rejected and it is interpreted that there are catchments which does not fall close
to the mean value. The hypsometric values were compared against the drainage
area to explore if there is an eﬀect in the erosion of landscape related to the basin
size. The analysis was performed separately on the dip-slope, scarp-slope and strike
ﬂowing rivers. The equations obtained and the regression statistics are presented
in Table 3.9 and graphically in Figure 3.22.
80Table 3.8: Hypsometric integral values and structural characteristics Jura
streams
Stream IDy Strahler’s integral Structure
1 0.39 Scarp-slope
2 0.47 Scarp-slope
3 0.26 Scarp-slope
4 0.53 Scarp-slope
5 0.41 Scarp-slope
8 0.66 Scarp-slope
10 0.15 Scarp-slope
11 0.30 Dip-slope
12 0.53 Scarp-slope
13 0.23 In-strike
14 0.25 In-strike
15 0.28 Scarp-slope
16 0.45 In-strike
17 0.37 Scarp-slope
18 0.20 In-strike
19 0.41 Scarp-slope
20 0.25 Scarp-slope
21 0.41 Dip-slope
22 0.23 Scarp-slope
23 0.34 Dip-slope
24 0.31 Dip-slope
25 0.21 Scarp-slope
26 0.44 Scarp-slope
27 0.58 Scarp-slope
28 0.57 In-strike
29 0.28 In-strike
30 0.26 Dip-slope
32 0.57 Dip-slope
33 0.27 In-strike
34 0.39 In-strike
35 0.18 In-strike
36 0.20 Dip-slope
37 0.17 In-strike
38 0.14 Scarp-slope
yThe streams ID, location and names are detailed in chapter 4.
81Figure 3.21: Map of the hypsometric integral of 34 basins of Jura. The map
shows a trend where large basins have low hypsometric integral value. The highest
hypsometric integral values are related to the small basins.
82Table 3.9: Equation and summary of the regression statistics of the hypsometric
integral against drainage area
Streams Equation R2 RSE p-value
Dip-slope Sint = 0:66A 0:42 0.96 0.2036 2.3210 2
Scarp-slope Sint = 0:63A 0:37 0.55 0.3203 6.1210 4
In-strike Sint = 0:46A 0:26 0.42 0.3255 4.4210 2
Full Sint = 0:58A 0:35 0.52 0.2937 1.210 6
83Figure 3.22: Relationship of hypsometric integral and drainage area. The slope
of the three regression lines are similar, suggesting that structure is not a ﬁrst-
order control of erosion of landscape.
The results strongly indicates that the drainage area is closely related to the
values of the hypsometric integral. As a general rule it can be noted that the larger
the catchments, the more concave is the basin. Interestingly, the correlation values
were only moderate for the three types of structural settings rivers, with drainage
area explaining  50% of the total variance. The drainage area on itself cannot
fully explain the values of the hypsometric integral since past glacial processes have
eroded the landscape and have probably increased the drainage areas as well as
lowering the relief of Jura.
84In order to evaluate if there were any signiﬁcant diﬀerence between the regression
lines of the diﬀerent relationships between the drainage area and the hypsometric
integral, an analysis of covariance (ANCOVA) was performed in R (R Development
Core Team, 2009) and the results are presented in Table 3.10. The examination
of the p-values of the ANCOVA indicate that structure does not seem to generate
an important eﬀect on the erosion of the the rivers catchments. This also indicates
that the erosional form of landscape is more or less similar regardless of structure.
Table 3.10: ANCOVA summary for the regression of drainage area and the
hypsometric integral per structure.
Coeﬃcients Estimate  T value Pr(> jtj)
Intercept -0.41411 0.34637 -1.196 0.2419
Log(Drainage area) -0.42237 0.19563 -2.159 0.0396
Structure: Scarp-slope -0.04379 0.37987 -0.115 0.9091
Structure: In-strike -0.36019 0.40958 -0.879 0.3867
3.7.2 Hack’s law
In a ﬂuvially eroded landscape, the drainage area is tightly related to drainage
density (Hack, 1957; Knighton, 1998) and because ﬂuvial processes are responsible
for modifying the topography, the stream network is likely to determine, at least
partially, the basin geometry (Hack, 1957). Horton (1945) analysed quantitatively
stream networks in relation to the drainage area and Hack (1957) subsequently,
introduced the functional relationship between drainage area and stream length to
characterise the relation between the shape of the basin and its geometric relation
to drainage network. This relation is modelled as:
L = cA
x (3.3)
85where L is the distance measured from the divide to the outlet, A is the drainage
area, c is a constant and the x captures the geometry of the basin and its relation
to drainage density. The drainage area-length relationship commonly known as
Hack’s law (Whipple and Tucker, 1999; Willemin, 2000; Crosby and Whipple, 2006)
has been tested in diﬀerent ﬂuvial settings where exponent values range between
x = 0:5 and x = 0:6 (Willemin, 2000; Stolar et al., 2007). Here Hack’s law is termed
the area-length (AL) model and AL regression for simplicity. Willemin (2000) ar-
gued that Hack’s law does not necessarily capture basin geometry with distance.
Rather, the change in channel geometry in relation to basin area is being captured.
Unfortunately, the conclusions of Willemin (2000) are based on the analysis of few
catchments and omitted any variation in Hack’s law exponent. Thus, there is not
enough evidence to discard the drainage area-length relationship as an indicator of
channel geometry. Moreover, the empirical and theoretical results of Rigon et al.
(1996) indicates that there is a basin elongation for Hack’s when x > 1. The geo-
metric implications of AL regression is useful because contributing areas from the
headwater are integrated into x (Stolar et al., 2007). Here the AL analysis is used
to estimate: (1) if Hack’s law holds true for the small bedrock rivers of Jura and,
if so, (2) to assess if the rivers basins elongates as its is expected from theoretical
estimations (Rigon et al., 1996). The AL regression was performed for the 34 Jura
streams and the results are shown in Table 3.11 and in Figure 3.23.
A strong correlation exists in the AL regression, which in all cases is signiﬁcant
(Table 3.11). The data indicate that the x exponent is concentrated  0:65 to
 0:75 with a mean of 0:73. However, some few rivers (n = 7, Table 3.11) have
a high value (x > 0:9). Hack (1957) reported a value of  0:65 for some of the
rivers of the Appalachians and Stolar et al. (2007) in the steady-state landscape of
Taiwan obtained 0:53 to 0:63 and a mean of 0:53. If the theoretical estimations of
Rigon et al. (1996) are correct, rivers with x > 1 are those where the basin does
not longer elongate as the distance downstream increases. Lack of elongation would
then be related to a lack of an eﬀective river incision in the basin occurring at the
86Table 3.11: Constant and exponent of the power law function of the drainage
area-length relationship for 34 streams and correlation statistics
Stream ID Equation R2 RSE p-value
1 1315L0:72 0.94 0.183 2:3 110
2 1094L1:05 0.95 0.229 1:4 114
3 1604L0:57 0.91 0.240 1:6 104
4 1272L0:84 0.97 0.147 1:7 249
5 1411L0:70 0.93 0.299 1:2 223
8 1055L0:89 0.94 0.291 2:7 191
10 1485L0:59 0.90 0.388 5:4 170
11 1593L0:68 0.95 0.241 3:2 160
12 2351L1:02 0.95 0.193 8:9 81
13 2126L0:75 0.82 0.358 3:3 79
14 1133L0:64 0.88 0.394 4:4 71
15 1454L0:73 0.92 0.344 4:8 176
16 1403L0:60 0.86 0.561 1:8 80
17 1324L0:64 0.89 0.424 9:7 167
18 1390L0:64 0.92 0.272 2:5 230
19 1193L0:88 0.96 0.218 1:5 242
20 2121L0:72 0.87 0.448 2:7 160
21 1596L0:56 0.92 0.219 2:8 160
22 1135L0:68 0.99 0.137 5:7 241
23 1847L0:67 0.87 0.393 9:6 188
24 1953L0:53 0.85 0.363 2:7 167
25 2079L0:74 0.93 0.306 4:2 249
26 1376L0:68 0.96 0.263 8:3 160
27 2021L0:81 0.93 0.241 1:8 95
28 1818L1:03 0.93 0.321 3:5 82
29 1939L0:95 0.92 0.347 9:0 144
30 1592L0:61 0.88 0.437 1:0 156
32 1242L0:98 0.93 0.255 2:9 106
33 1612L0:65 0.92 0.329 1:7 206
34 1363L0:65 0.94 0.319 1:1 108
35 1295L0:60 0.92 0.286 7:2 185
36 1166L0:59 0.91 0.405 7:8 188
37 1474L0:61 0.84 0.538 1:4 109
38 864L0:90 0.89 0.489 1:2 156
87Figure 3.23: The map shows the distribution of the area-length exponent (Hack’s
law) of 34 basins of Jura. The non-elongated basins have a low area-length expo-
nent and in general, are related to large basins. In contrast, a high area-length
exponent is related to a small basin.
88headwaters (Rigon et al., 1996).
In order to asses for any spatial pattern and control imposed by structure in the
AL exponent, a scaling with the drainage area and with the hypsometric integral
was done (Table 3.12). An ANCOVA to assess if structure exerts some control on
the AL exponent is also performed. The results indicate that x is a poorly correlated
with both drainage area and the hypsometric integral (Table 3.12), with exception
of the in-strike rivers however, the ANCOVA indicates that structure does not seems
not to exert a control on the AL relationship.
Table 3.12: Equation and regression statistics of Hack’s exponent (x) against
drainage area and the hypsometric integral for diﬀerent structures.
Drainage area
Streams Equation R2 RSE p-value
Dip-slope x = 0:76A 0:09 0.01 0.2119 5  10 1
Scarp-slope x = 0:88A 0:08 0.20 0.1628 7:3  10 2
In-strike x = 0:96A 0:96 0.72 0.1074 1:7  10 3
Full x = 0:88A 0:11 0.28 0.1662 1:3  10 3
Strahler
R
Streams Equation R2 RSE p-value
Dip-slope x = 0:99Sint + 0:32 0.65 0.1039 3:9  10 2
Scarp-slope x = 0:45Sint + 0:60 0.25 0.1235 3:8  10 2
Strike x = 0:61Sint + 0:52 0.27 0.1389 1:2  10 1
Full x = 0:59Sint + 0:53 0.31 0.1256 6:7  10 4
89Table 3.13: ANCOVA summary for the regression of x vs drainage area and x
vs strahler’s integral per structure.
Drainage area
Coeﬃcients Estimate  T value Pr(> jtj)
Intercept -0.26794 0.18174 -1.474 0.152
Log(Drainage area) -0.09986 0.10265 -0.973 0.339
Structure: Scarp 0.13890 0.19932 0.697 0.492
Structure: In-Strike 0.23135 0.21491 1.076 0.291
Strahler
R
Coeﬃcients Estimate  T value Pr(> jtj)
Intercept 0.3196 0.1549 2.063 0.0484
Sint 0.9949 0.4310 2.308 0.0286
Structure: Scarp 0.2847 0.1749 1.628 0.1147
Structure: In-strike 0.2084 0.1860 1.120 0.2720
The weak correlation between the AL exponent and drainage area indicates that
in some rivers the basins elongation takes place. This type of river has an AL expo-
nent in the range of 0:66 to 1:1 (Figure 3.23) which is in the range of values expected
for ﬂuvially dominated landscapes (Rigon et al., 1996). Of particular interest are
those rivers where the AL exponent is > 0:80 which in general, correspond to small
river basins. However, the low correlation on the AL regression (Table 3.13) indic-
ates that large rivers exceed the theoretical range of Hack’s exponent.
The values on Hack’s law exponent seem to characterise three types of rivers on
Jura: (1) those with low drainage area that are well conﬁned into a valley, (2) those
ﬂowing in the transition between strongly contrasted landscape domains (i.e moun-
tain to piedmont) in which the upper valley has been shaped by glacial processes
and (3) those wide basins which rivers are not conﬁned to a deep valley (Figure
3.23). Unfortunately, the drainage area and Strahler’s integral do not have any
apparent functional relationship with Hack’s law exponent however, the qualitative
90observation of valleys morphology of basins where x > 0:85 support the interpreta-
tions given above.
The exponents observed from Hack’s law in Jura reﬂect the distribution of ﬂu-
vial processes which depend on the drainage density and presumably on an eﬀect
inherited from glacial processes. Low values of x are found in wide basins where
the drainage density is widely distributed on the basin and where presumably, the
glacial processes have widen the river basins. In contrast, high values reﬂect an
elongated basin where ﬂuvial processes are more spatially concentrated and where
the drainage density lead to the formation of valleys as it is expected for ﬂuvially
dominated landscapes. The diﬀerences on Hack’s exponent are likely to be related
with the ‘top-down’ processes (Bishop, 2009) which may have further implications
on the changes in the rates of incision in the landscape (i.e. wide basins vs elongated
basins). A priori it is expected high incision rates in elongated basins where rivers
and valleys are likely to be better connected to hillslopes than in the case of wide
basins. Exploring this relation is out of the goal of this study but it is a situation
that needs to be resolved.
913.8 Summary
The results presented in this chapter indicate that the landscape of Jura has been
aﬀected by several processes that have resulted in a change of the landscape dynam-
ics that, in the case of the ﬂuvial processes, are explored in subsequent chapters.
The most important facts and characteristics of Jura’s landscape are summarised
below.
 The topography in Jura is mountainous with predominance of hills on the
north and massifs at the south. The lithology is homogeneous ( 90%) across
the isle and is characterised by a Neoproterozoic quartzite formed under tidal
shelf conditions. The structure is broadly a simple easterly dip at  20 with
scarp slope facing to the west.
 The BIIS modiﬁed much of Jura’s landscape and is clearly evidenced by the
presence of till, striaes and a medial moraine located on the west coast. During
the LLR it is likely that glacial cirques were developed, indicating restriction
of ice growth to the upland areas.
 The melting of the BIIS resulted in a glacio-isostatic rebound which is demon-
strated by the raised beaches left  36 m OD on the west coast of Jura and
dated in 13:6 ka.
 The RSL curves for the last 20 ka and the cosmogenic ages obtained by Bishop
et al., on the west coast indicates that after  14 ka the sea level fell rapidly
and a marine still-stand occurred after the LLR. Since then the rate of the
the RSL has decreased but the data published to date, suggest that the uplift
is still occurring for most of Scotland.
 The glacio-isostatic rebound geologically instantaneous generated a drop in
base-level of at least 15m, which is likely to have triggered the knickpoints
that modiﬁed the long proﬁles that are the focus of this study.
92 As a broad rule, catchment size seems to correlate reasonably with the hyp-
sometric integral suggesting that glacial processes are likely to have modiﬁed
the river basin morphology. The Hack’s law exponent on the other hand, al-
lowed to identiﬁed two diﬀerent type of basins: wide and elongated. The wide
basins are probably reﬂecting the eﬀect of glacial processes imprinted on the
headwaters of the rivers of Jura.
 The results of the morphometric analysis reveal an imprint of the past glacial
processes in the landscape. Such processes are likely to be present on the
longitudinal proﬁle of rivers. This point is treated in detail in chapter 4.
93Chapter 4
Stream long proﬁle analysis and morphometry
4.1 Introduction
Stream proﬁle analysis has long be used in geomorphology to evaluate equilibrium
in the ﬂuvial system (Rice, 1977). The concept of the ‘graded’ stream, which de-
notes a morphological condition of rivers, is the main criterion to assess if there
is a state of equilibrium in the ﬂuvial network. The concept of equilibrium, still
underpins theoretically the analysis of channel slopes in alluvial and bedrock rivers.
Several authors have attempted to deﬁne the graded stream (e.g., Gilbert, 1877;
Mackin, 1948; Leopold and Bull, 1979) but a single deﬁnition is still missing and
some inconsistencies and controversies still surround the concept (Merrits et al.,
1994). For example, Mackin (1948) deﬁnes a graded stream as “... one in which,
over a period of years, slope is delicately adjusted to provide... just the velocity required
for the transportation of the load supplied from the drainage basin. The graded stream
is a system in equilibrium... any change in any of the controlling factors will cause a dis-
placement of the equilibrium in a direction that will tend to absorb the eﬀect of change”
(Mackin, 1948, p. 471). He indicates that the longitudinal stream proﬁle of the
graded stream tends to have a smooth concave-upward shape but such morphology
is not a condition sine qua non of a graded stream (Mackin, 1948). Leopold and
Bull (1979) indicate that the proﬁle of a graded, then under stable climatic and
tectonic conditions, does not experience any rising or lowering of elevation. This
last deﬁnition suggests a condition of equilibrium (steady-state) but does not spe-
94cify any particular morphology. Although some of the deﬁnitions of a graded river
do not implicitly or explicitly link the concave-up proﬁle with steady-state, there is
a widespread idea that concavity is unequivocally linked to equilibrium (Snow and
Slingerland, 1987; Sinha and Parker, 1996).
The relationship between graded rivers and equilibrium is well developed for
alluvial rivers (e.g., Snow and Slingerland, 1987; Sinha and Parker, 1996; Willgoose
et al., 1991). The concept arrived later for the case of bedrock rivers. An inﬂuen-
tial work related to the study of bedrock rivers has been the paper of Hack (1957)
who studied the bedrock rivers of Virginia (USA) and interpreted functional rela-
tionships related to channel steepness, drainage density and sediment sorting along
stream proﬁles in terms of the hydraulic geometry of rivers. For Hack (1957) the
key point is to understand the stream proﬁles since these contain information about
the incision in the landscape. Hack developed his ideas and observations in a few
papers which culminated in the formulation of a stream gradient index used to de-
tect ‘anomalies’ on a stream long proﬁle (Hack, 1973). Although Hack suggested
that the changes in gradient are the key point in understanding the incision and
adjustment of slopes, his results and observations indicate that the bedrock rivers
tend to develop a concave-up proﬁle in the same fashion as alluvial rivers.
Research in large bedrock river catchments indicates that when rivers are capable
of incising in response to base-level fall, they can reach a condition of equilibrium
which is tightly related to a concave-up morphology of the stream proﬁle (Merrits
et al., 1994). Concavity and its relation to the equilibrium have also been observed
and conﬁrmed through numerical modelling of bedrock rivers based on empirical
rules (Howard, 1998; Seidl et al., 1994; Whipple and Tucker, 1999). If bedrock
rivers can attain a condition of equilibrium, then stream proﬁle analysis is useful
and powerful to detect anomalies along the stream long proﬁle. It should be noted,
however, that the state-of-the-art in bedrock rivers is mostly based on observations
made for the large ﬂuvial settings (drainage area > 100 km2 ). Whether small
95bedrock rivers (i.e., < 100 km2 ) are capable of reaching a steady-state and to
propagate the disequilibrium has not been fully addressed. Golden and Springer
(2006) evaluated small tributary rivers in the west of Virginia, USA. They found
that channel gradient is adjusted in the same way as large ﬂuvial systems with
channel slope decreasing as drainage area increases. Phillips and Lutz (2008) have
contested the idea that equilibrium is expressed as concave-up morphology along
the stream proﬁle. They argued that the convexity observed among some tributary
rivers of the coastal plain of Texas and central Kentucky can be interpreted as and
eﬀective adjustment of channel slopes and that other processes like local lithological
controls (e.g., knickpoints) can produce a convex long proﬁle. The results obtained
by some studies done on small bedrock rivers makes them an important and chal-
lenging object of study which requires the attention of geomorphologist in order
to understand the connection of tributary rivers to the main trunk rivers and its
implications on large ﬂuvial systems.
Whether it is accepted that concave-up morphology of rivers denotes a condi-
tion of equilibrium or not, the stream proﬁle analysis is a useful and powerful tool
to extract information on diﬀerent processes (i.e., tectonic, climatic or lithological)
that control the rate of incision in the landscape and that are recorded in channel
morphology. An interesting review of the idea of equilibrium in bedrock rivers can
be found in Goldrick and Bishop (2007). Even though the theoretical basis of the
stream proﬁle analysis assumes that equilibrium is attainable by bedrock rivers and
that this view implies a particular channel morphology, stream proﬁle analysis is
useful because it provides a frame of reference to evaluate the disequilibrium given
by deviations from a theoretical morphology. Stream proﬁle analysis is central to
the present research thus, the stream proﬁle analysis for Jura is presented here.
The aim of this chapter is to characterise quantitatively the streams of Jura and to
extract information of the geomorphic-processes imprinted on channel morphology.
964.2 The extraction of stream long proﬁles
The stream long proﬁles analysis used was based on a high resolution DEM from
NEXTMAP c  with a pixel size of 5 m. The reported DEM horizontal and vertical
accuracies are 2:5 m and 1 m respectively. The DEM was processed in the GIS
Ilwis Academic 3.3 (ITC, 2005). Although there are other methods for obtaining
stream long proﬁles (e.g., extraction from topographic maps or measuring of chan-
nel elevation in situ), using a DEM has several advantages. The pixel size used
here (5 m) is considered optimum, following the criteria of Zhang and Montgomery
(1994) who found that 10 m resolution DEM can reproduce most of the geomorphic
and hydrologic processes observed in the landscape. Another advantage is that the
DEM used here is a ground truth DEM. This type of DEM has been reported to
provide better results than using cartographically derived DEMs (Walker and Will-
goose, 1999). The extraction of the stream long proﬁle is summarised in Figure 4.1
and all steps are detailed below.
Figure 4.1: Approach followed for extraction of the stream long proﬁles and the
compilation of data. The hydrologic tools provided by the GIS Ilwis Academic
3.3 allowed the hydrologic data extraction. The post-processing of the hydrologic
data was done in the statistical software R (R Development Core Team, 2009)
The initial step prior to the extraction of the ﬂuvial network, is the construction
97of a sinkless DEM following the normal procedures of the D8 algorithm for ﬂuvial
determination (Jenson and Domingue, 1988). Once the ﬁlled DEM has been ob-
tained, the raster maps of hillslope orientation and ﬂow accumulation are computed.
To extract the ﬂuvial network a threshold area must be assigned to the GIS. The
selection of a threshold value not only prevents the formation of artiﬁcial channels
(‘feathering’ eﬀect) during the ﬂuvial network extraction but is also related to the
critical area for channel initiation (Montgomery and Dietrich, 1989; Montgomery
and Foufoula-Georgiou, 1993). Finding the critical drainage area was problematic
here since there are no relevant empirical data for channel initiation in rivers in Scot-
land. Also, the glacial imprint in the upper parts of river catchments complicates
the estimation of the critical drainage area because of the large value of drainage
area close to the zone of channel initiation. One way to avoid the ‘feathering’ eﬀect
for the ﬂuvial network extraction and which can be useful to set the drainage lines
is by choosing lower threshold areas (Montgomery and Foufoula-Georgiou, 1993).
Here a value of 25,000 m2 was used since at this value the ﬂuvial network show
not eﬀect of feathering on the ﬂow accumulation map. Because of the prevailing
wet conditions over Jura’s landscape (mean annual rainfall  3;000 mm) and soil
saturation during most time of the year, it is likely that the critical drainage area is
lower than the value selected. However, for the purpose of this analysis performed,
the threshold area selected was considered optimum for the long proﬁle extraction.
Once the stream network was extracted, a stream order map was generated.
The ﬁst-order streams were omitted and only the second and third order streams
were used to extract the long proﬁle. The hydrologic tools of the GIS and the
stream order map were used to extract the longest streams as segments which were
transformed to points. The point map is linked to a database containing coordinates
in the British National Grid System, stream ID, elevation (m) and drainage area
(km2). Prior to the computation of other hydrologic data, the elevation data were
resampled following the procedure described by Wobus et al. (2006b) for an optimum
representation of stream proﬁles obtained from a DEM. The vertical resampling was
98done every metre Z = 1 m. After resampling the elevation data, the values of
distance (L) from the watershed and from the outlet were calculated using the
Pythagoras formula from the x and y coordinates thus:
L =
p
(xu   xl)2   (yu   yl)2 (4.1)
where subscripts u and l refers to upper and lower coordinates of the adjacent point.
The channel slope was calculated every metre using its dimensionless form (Hack,
1957):
S = Z=L (4.2)
where Z and L are the diﬀerential values of elevation and distance of the reaches
sampled (Figure 4.3). A total of 34 stream long proﬁles were obtained for Jura
(Figure 4.2 and Appendix A). The stream data are summarised in Table 4.1.
Figure 4.3: Proﬁle of the stream 25 and scheme of how the channel slope has
been calculated for the steams of Jura.
99Figure 4.2: Map showing the 34 stream long proﬁles extracted from the isle of
Jura. See Table 4.1 for details about the morphometry of streams.
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1014.2.1 Stream long proﬁles: A tool for landscape analysis
The changes in channel slope observed on a stream long proﬁle not only provide
information about the morphology itself, but they also reﬂect factors such as litho-
logical contacts and tectonic signals in the landscape which require to be recognised
and understood. Careful observation of channel slopes is thus at the core of the
stream proﬁle analysis. If the concept of equilibrium is accepted, the stream power
predicts that landscapes in steady-state, or in a condition close to it, would have
a reasonably good scaling of channel slope with stream discharge (Q) or its proxy,
drainage area (Howard, 1994; Whipple and Tucker, 1999; Duvall et al., 2004; Snyder
et al., 2003). Observations in diﬀerent settings show that breaks in the systematic
decrease of channel slope with drainage area may reﬂect processes related to faulting
(e.g., Molin et al., 2004; Whittaker et al., 2007; Larue, 2008), contrast in lithology
(e.g., Hack, 1973; Goldrick and Bishop, 1995) or base-level fall knickpoints(e.g.,
Snyder et al., 2000; Bishop et al., 2005; Goode and Burbank, 2009).
Bedrock rivers research has primarily focused on non-glaciated landscapes where
ﬂuvial processes are known to be the principal mechanism of incision. Fluvial long
proﬁles in glaciated landscapes have been overlooked in the landscape evolution
research, with a few notable exceptions (e.g., MacGregor et al., 2000; Brocklehurst
and Whipple, 2002). However, glacial signals may be recorded in channel gradient
and this require to be understood. Jura is a challenging setting for stream proﬁle
analysis because there is high probability that glacial signals might be inherited
in the landscape, especially in controlling the morphology of streams in the up-
per part of catchments. Also, because Jura is characterised by small bedrock river
catchments (Table 4.1) steep channel slopes are a priori expected. Here the stream
power model known for bedrock rivers has been evaluated using the slope-area and
distance-slope regressions with the purpose to evaluate the channel slope and its
relation to ﬂuvial processes. These analyses performed are detailed in the next sec-
tions.
1024.2.2 The drainage area and channel slope analysis
The power law function of equation 2.7 has been used as an empirical formula-
tion of bedrock rivers to test for a steady-steady state condition in the landscape
(Whipple and Tucker, 1999; Whipple, 2001). The solution of equation 2.7 can is
obtained by performing a linear regression of the logarithm of drainage area against
the logarithm of channel slope, I refer to it here as the slope-area (SA) model or SA
regression, and to the SA plot as graphical representation. The SA model has been
applied in various settings (e.g., Snyder et al., 2000; Duvall et al., 2004; Harkins
et al., 2007) and some caution is recommended prior to analysing the result from
equation 2.7. Observations based on SA plots in ﬂuvially-dominated landscapes in-
dicate that, at lower drainage area, there is a break in the scaling with channel slope,
this breach representing the transition from hillslope and debris processes to ﬂuvial
processes (Montgomery and Dietrich, 1989; Montgomery and Foufoula-Georgiou,
1993; Whipple and Tucker, 1999). This transition occurs at  105 m2 drainage
areas (Montgomery and Foufoula-Georgiou, 1993) and its removal is recommended
in SA analysis (Wobus et al., 2006b) which coincides with a slope threshold of 0.1 to
0.2 m/m (Sklar and Dietrich, 1998). The transition between the hillslope and debris
ﬂow processes zone of ﬂuvial processes is undocumented for formerly glaciated land-
scapes. Frequently, glaciated landscapes have wide cirques on their summits and
considerable smoothing of valley walls (Selby, 1985; Summerﬁeld, 1991) with the
valley cross-section exhibiting a parabolic shape (Graf, 1970). The wide open val-
leys may result in the disconnection of valley walls where debris ﬂow and hillslope
processes predominate from the incising channel. Thus, in these settings, it is likely
that the disconnection between hillslope processes and debris ﬂow formation from
the main river will occur at very low drainage areas. In such case, the ﬂuvial pro-
cesses may extend further upstream than in the case of ﬂuvially sculpted landscapes.
Because the transition from the hillslope and ﬂuvial processes is not known for gla-
ciated landscapes it is sensible to extend the SA analysis to lower drainage areas if
there is evidence of channel incision related to ﬂuvial processes.
103A second treatment of data recommended for the SA model is the normalisa-
tion of ks using a reference concavity (ref) (Wobus et al., 2006b, their Equations
2 and 3). By normalising ks it is possible to detect high values of ks which may
characterise zones of high incision rates (Kirby and Whipple, 2001; Wobus et al.,
2006a; DiBiase et al., 2010). The normalisation of ks has been done for ﬂuvially
dominated landscape to evaluate the channel steepness and comparing it region-
ally to detect zones of hight rock uplift (Wobus et al., 2006b) but its suitability
for glacial inherited landscapes requires the characterisation of  and the threshold
where ﬂuvial incision starts. The use of the SA model in glaciated landscapes re-
quires the detection of the glaciated reaches and the location of where incision is
initiated by ﬂuvial processes. The morphology left by glacial processes on which
ﬂuvial processes are operating has been poorly treated and this issue has only been
explored through numerical modelling (e.g., MacGregor et al., 2000). Using the SA
model, Brocklehurst and Whipple (2002) observed that  in glaciated catchments
on the east of the Sierra Nevada (USA) is  0:16, a little lower than the case for
non-glaciated catchments where   0:27. These authors used simulations to eval-
uate the erosion of the glaciated reaches but the implications for debris ﬂow and
hillslope processes in the glaciated reaches and the relationship of that to ﬂuvial
reaches were not analysed.
In the present research the SA model was implemented following two strategies:
(1) evaluating the stream long proﬁle without diﬀerentiating a speciﬁc minimum
drainage area for hillslope and debris ﬂow processes and (2) analysing separately
the reaches interpreted as glacial and ﬂuvial based on observations on the stream
long proﬁles. The low drainage area was not isolated because the channel initiation
threshold is unconstrained both for the Jura and for the glaciated landscapes in
general. However, due to high rainfall on Jura, it is possible that channels might be
initiated at low drainage areas of the order of  104 m2 as can be observed in the
ﬁeld by the presence of creeks at the headwaters. The glaciated and ﬂuvial reaches
were separated by interpreting the basin morphology of the stream long proﬁles.
104The upper reaches characterised by a wide open valley or when the river is not
conﬁned to the valley, was interpreted as morphological evidence of a glacial reach
which is typical of glacially eroded landscapes (Chorley et al., 1984; Selby, 1985).
Where rivers were entrenched and well conﬁned to a valley, these were considered as
a ﬂuvial reaches. The streams of the ﬂuvial zone are located close to the mouth of
streams meanwhile lochs characterise the glacial reaches (Figure 4.4 and Figure 4.5).
Figure 4.4: Glacial cirque of the river Abhainn Gleann Lubharnadail (stream
38). The ﬂat wide bottom valley indicates that this area has been shaped by glacial
processes. Note the distance to valley walls, which promotes the disconnection
from hillslope processes to the main channel.
The slope-area and distance-slope regressions were performed for the full longit-
udinal proﬁle, the glacial reaches and ﬂuvial reaches in the statistical software R (R
Development Core Team, 2009). Regressions were run for the 34 streams using the
method of the least minimum squares. The results of the regressions and the SA
equation obtained are presented in Table 4.2. The SA plots are shown in Appendix
105Figure 4.5: Map of the glacial and ﬂuvial reaches interpreted form the SAR
image. Note that in all cases the ﬂuvial reaches are concentrated at the low part
of the streams.
106(B).
The adjusted coeﬃcient of determination for the regression analysis performed
indicate that there is only a weak correlation between the drainage area and the
channel slope (Table 4.2). Moreover, the SA plots reveal that there are several
breaks in channel slope along the steam long proﬁle for each river (Appendix B).
Although the channel slope data is scattered in most of the cases, rivers with val-
ues of  < 0 were signiﬁcant (p-value: < 0:05) on their regression (Table 4.2)
in contrasts, rivers with low drainage area (< 3 km2) (Table 4.1) have positive a
value of  (Table 4.2). This last type of streams are characterised by a convex
long proﬁle (Appendix B) and these rivers do not have a signiﬁcant SA regression
(p-value: > 0:05), indicating a poor scale of channel slope against the drainage area.
Only few rivers with   0:30 (Table 4.2) tend to have concave-up proﬁle (Ap-
pendix A). The lack of ﬁtting in the SA regression model and the scattering in the
data of channel slope strongly indicate that the rivers of Jura are not in equilibrium.
The variations in channel slope along the long proﬁle of streams are interpreted as
a sign of perturbation. Perturbation is remarkable at upper parts of the long pro-
ﬁle as well as stream’s mouth. It is likely that glacial processes signals might still
present on the channel slopes, mainly as a glacial knickpoints, that may cause a
disequilibrium on the ﬂuvial network. Another cause related to the prevailing of a
convex proﬁle might be due to the post-glacial uplift. Because Jura landscape has
experienced a sudden base level fall after the melting of the BIIS, the long proﬁle
convexity at the mouth of the rivers might reﬂect the drop of base-level fall. This
last point point will be treated in the next chapter.
Besides the potential eﬀects of glacial processes and the eﬀects of the base-level
fall recorded on the streams there still the question if it is possible to detect an
area of reference in order to obtained a concavity of reference (ref) that represents
the regional value of channel concavity in order to normalise the values of ks and
107Table 4.2: Equation of channel slope against drainage area, and regression stat-
istics.
Stream ID Equation R2 RSEy P-value
1 8:6  10 02A 0:20 0.06 0.7781 6:8  10 04
2 1:0  10 01A 0:11 0.01 0.7720 6:6  10 02
3 6:9  10 02A 0:11 0.02 0.9572 2:9  10 02
4 1:5  10 01A 0:02 0.00 0.6663 5:7  10 01
5 9:5  10 02A 0:14 0.08 0.7323 8:5  10 09
8 8:4  10 02A 0:09 0.02 0.7652 6:7  10 03
10 9:1  10 02A 0:33 0.43 0.7484 1:3  10 42
11 8:5  10 02A 0:29 0.26 0.7797 2:1  10 17
12 7:7  10 02A 0:02 0.01 0.6606 8:3  10 01
13 9:0  10 02A 0:31 0.14 0.7915 2:9  10 08
14 5:1  10 02A 0:35 0.38 0.7474 4:4  10 17
15 8:1  10 02A 0:23 0.21 0.7342 8:1  10 18
16 5:9  10 02A 0:23 0.31 0.7773 5:8  10 17
17 1:2  10 01A 0:24 0.37 0.5947 1:6  10 36
18 1:1  10 01A 0:25 0.20 0.7079 2:4  10 22
19 9:4  10 02A 0:15 0.05 0.7533 9:5  10 06
20 7:5  10 02A 0:38 0.53 0.5752 2:0  10 61
21 9:7  10 02A 0:05 0.01 0.6391 6:3  10 02
22 6:6  10 02A 0:21 0.11 0.9902 4:1  10 08
23 1:2  10 01A 0:22 0.29 0.5166 8:0  10 33
24 1:0  10 01A 0:21 0.19 0.7033 1:7  10 20
25 8:0  10 02A 0:33 0.46 0.5472 4:7  10 58
26 6:5  10 02A 0:29 0.31 0.8011 1:5  10 20
27 8:2  10 02A 0:04 0.00 0.6710 4:5  10 01
28 1:0  10 01A 0:05 0.00 0.7584 3:4  10 01
29 6:5  10 02A 0:41 0.35 0.7051 4:6  10 26
30 1:2  10 01A 0:24 0.24 0.8186 3:4  10 22
32 7:2  10 02A 0:39 0.18 0.7598 1:4  10 09
33 9:5  10 02A 0:27 0.27 0.7850 4:3  10 27
34 5:0  10 02A 0:24 0.21 0.9296 1:2  10 10
35 8:5  10 02A 0:37 0.36 0.8124 9:5  10 34
36 1:1  10 01A 0:43 0.69 0.6409 9:3  10 92
37 6:7  10 02A 0:40 0.44 0.9048 2:6  10 36
38 9:8  10 02A 0:45 0.44 0.7681 4:8  10 43
y Residual Standard Error
108compare it to detect any eﬀect of base-level fall in the channel steepness of the
ﬂuvial reaches. For this purpose, a t-test was performed on the  values obtained
for all the rivers where the SA regression is signiﬁcant. A priori it is expected that
the distribution of the  would approximate a normal distribution. Thus, the null
hypothesis states that H =  otherwise H 6=  . The t-test performed give a
value of t =  13:25, and the null hypothesis is rejected which means that  can
not be represented by a regional ref with a 95% conﬁdence. The mean  for the
streams analysed (n = 29) yield a value of  0:260:04 at 95% interval conﬁdence.
However,  = 0:10 suggest a wide variability in the values of channel concavity.
The distribution of the ks values were also analysed, the mean value obtained at
the 95% conﬁdence intervals is 86  10 3  7:2  10 3 and  = 0:1. The variability
of the constant and exponent of the SA model can be fully appreciated on Figure 4.6.
109Figure 4.6: Boxplots of  and ks obtained from equation 2.7 of 29 stream of
Jura. Both coeﬃcient and exponent have a wide variability for all the streams
analyzed
To evaluate the diﬀerence between the glacial and ﬂuvial reaches obtained from
the stream long proﬁles interpretation, a SA regression was performed for glaciated
and non-glaciated reaches. The coeﬃcients and exponents of the SA model are
presented in Table 4.3 and the plots are shown in appendices C and D.
A weak to moderate correlation was observed for the SA regression on the gla-
ciated reaches (Table 4.3). Those rivers with a concave proﬁle and where the SA
correlation is signiﬁcant have a mean value of  = 0:210:05 and a ks = 0:0790:01.
Whether a regional value of  can be obtained for the glaciated reaches in order to
detect if there is any spatial pattern was assessed in the same fashion as for the
full long proﬁles. In the glaciated reaches  and ks are not normally distributed
and the t-test applied to  > 0 yield a value of t =  10:62, which rejects the null
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111hypothesis and highlights the variability among the glacial reaches, such variability
is conﬁrmed by  = 0:04. The analysis of  < 0 could not be performed due to the
low number of streams (n = 6).
The results obtained for the case on the ﬂuvial reaches indicate a weak correla-
tion on the SA regression (Table 4.3). The value of  is 1:9 but the uncertainty is
higher as estimation of  done for the 34 ﬂuvial reaches gives  = 3:00. The high
values of  reﬂect oversteepenned reaches. Selecting those streams with a signiﬁcant
correlation (p < 0:05) and  > 0 and (Table 4.2) does not reduce the uncertainty
( = 1:43) and a mean value of  yields a high value (1:57). A regional  is not
suitable on the ﬂuvial reaches because the t-test yield t = 0:95, leading to a rejection
of the null hypothesis.
To evaluate if both glacial and fluvial have signiﬁcant diﬀerences a two sample
t-test was performed for  on the glacial and ﬂuvial reaches that have a signiﬁcant
(p< 0:05) SA regression and a weak to strong correlation (R2 > 0:2). The t-test
gives t =  1:16 on 4 degrees of freedom, the null hypothesis is rejected and the al-
ternative hypothesis states that the mean of glacial 6= fluvial. It can be noted that
glacial has values that denote concavity when compared to fluvial where convexity
prevails. For the case of ks lower values are observed for the glacial and high for
the ﬂuvial. Thus, the ﬂuvial reaches are steeper than the glacial reaches (Figure4.7).
112Figure 4.7: Boxplot of  and ks values for both glacial and ﬂuvial reaches. A
two sample t-test indicate that there are signiﬁcant diﬀerences between the values
of  and ks. The scale of k for the ﬂuvial is logarithmic.
The diﬀerences observed between the glacial and ﬂuvial reaches in terms of 
and ks suggest (1) that the ﬂuvial reaches tend to be more erosive than the glacial
reaches given by the high ks values of the ﬂuvial reaches and (2) the ﬂuvial reaches
are extremely steep. The observed mean glacial is little greater than the values
reported by Brocklehurst and Whipple (2002) on the glaciated catchments they
analysed. However, the results obtained here conﬁrm that the most glacial reaches
do exhibit lower concavity than do the ﬂuvial reaches, as Brocklehurst and Whipple
113(2002) indicate. Interestingly, in ﬂuvially incised landscapes  ranges between 0:35
and 0:6 (Whipple and Tucker, 1999; Snyder et al., 2000; Kirby and Whipple, 2001;
Wobus et al., 2006b). These values does not approximate those obtained for Jura.
Moreover, the regional mean value of  and the subsequent normalisation of ks
cannot be done in the study area because there is a high variability among rivers
and it is not possible to determine a ref at 95% conﬁdence. Those rivers where
 > 0 (Table 4.2) have a convex proﬁles (Appendix A) and these may be related
with a slow response of erosion that cannot absorb the impact of the base-level fall
thus, the rock uplift is higher than the bedrock incision. The diﬀerence between
the glacial and ﬂuvial reaches determined by the SA regression are not trivial and
highlights how perturbed are the rivers of Jura. In a condition of equilibrium, the
SA regression might be equal for the upstream and downstream reaches because of
the scale invariance of the power law function, or in other words the values of ks
and  are not expected to change if they are estimated from a reach downstream or
upstream. The SA model proof its usefulness since the evidences of the perturbed
channels of Jura could be evaluated quantitatively and are an unequivocal proof of
disequilibrium that is not necessarily by related to the base-level fall.
1144.2.3 The distance-slope analysis
The analysis of channel slopes using equation 2.8 is solved in the same fashion as
the SA model but in this case, the drainage area is replaced by the distance from
the divide. The distance-slope regression, referred here as DS model, DS regression
and a DS plot for its graphical representation (Goldrick and Bishop, 2007), is an
alternative form of SA. It has been argued that it is easier to estimate because
the DS plot lacks important eﬀects imposed on distance by the DEM resolution
(Goldrick and Bishop, 2007). The DS model was applied to 34 streams (Table 4.4;
Appendix E). In the DS notation the value of  is equivalent to  but its dimensions
are slightly diﬀerent because there is a diﬀerent proportional change of the distance
downstream and the stream discharge . When  = 1 a condition of equilibrium is
likely but a more realistic value has been found to be  < 1 (Goldrick and Bishop,
2007).
Observing the results of both values of k and  (see equation 2.8) it can be noted
the wide variation for all the streams analysed. The mean value of  is 0:25  0:07
and for k is 1:30  0:73 at a 95% of conﬁdence. The variation of  among rivers
makes diﬃcult to set a mean regional value as in the case of  and the t-test ob-
tained for the 34 rivers give a t =  7:10. The null hypothesis is thus rejected, which
means that it is not possible to assign a regional value of . Those rivers where the
DS regression is not signiﬁcant (p> 0:05) and with a week correlation (R2 < 0:2)
were not considered for the analysis presented here. Analysing streams where  > 0
a mean value of 0:43  0:05 was obtained and 2:52  1:48 for k. The Shapiro-Wilk
normality test indicates that the values of  have a normal distribution (p > 0:05)
but this is not the case for k. Finding a regional mean of  could not be achieved
since the t-test yield a value of t = 3:65 and the null hypothesis is rejected. Al-
though their values of  were normally distributed, their still have a wide dispersion
( = 0:13) (Figure 4.8).
115Table 4.4: Exponent and coeﬃcient of the power law function of the distance
and channel slope for the rivers of Jura.
Stream ID Equation R2 RSE P-value
1 2:3  10 01L 0:13 0.01 0.7977 1:0  10 01
2 1:5  10 01L 0:06 0.00 0.7775 3:2  10 01
3 1:2  10 01L 0:07 0.00 0.9671 3:9  10 01
4 1:1  10 01L 0:04 0.00 0.6659 4:0  10 01
5 3:5  10 01L 0:18 0.07 0.7359 5:6  10 08
8 1:7  10 01L 0:10 0.02 0.7657 8:5  10 03
10 3:3  10+00L 0:49 0.37 0.7847 1:0  10 35
11 1:4  10+00L 0:38 0.22 0.7996 8:5  10 15
12 7:1  10 02L 0:01 -0.01 0.6606 8:4  10 01
13 2:8  10 01L 0:12 0.01 0.8480 9:6  10 02
14 9:7  10 01L 0:42 0.25 0.8183 3:3  10 11
15 6:7  10 01L 0:29 0.19 0.7441 5:6  10 16
16 5:9  10 01L 0:32 0.25 0.8126 2:4  10 13
17 1:3  10+00L 0:33 0.32 0.6172 5:8  10 31
18 8:0  10 01L 0:28 0.11 0.7457 9:6  10 13
19 2:9  10 01L 0:16 0.05 0.7536 1:1  10 05
20 2:8  10+00L 0:46 0.46 0.6163 1:1  10 50
21 1:6  10 01L 0:06 0.00 0.6410 1:8  10 01
22 5:1  10 01L 0:29 0.10 0.9956 1:8  10 07
23 8:3  10 01L 0:25 0.20 0.5463 1:3  10 22
24 7:4  10 01L 0:26 0.09 0.7457 2:5  10 10
25 2:0  10+00L 0:42 0.44 0.5569 8:0  10 55
26 1:0  10+00L 0:38 0.25 0.8369 3:6  10 16
27 4:3  10 02L 0:09 0.01 0.6669 1:2  10 01
28 1:4  10 01L 0:04 0.00 0.7589 4:0  10 01
29 1:2  10+00L 0:38 0.30 0.7348 1:7  10 21
30 1:5  10+00L 0:35 0.21 0.8354 3:8  10 19
32 7:4  10 03L 0:32 0.12 0.7830 4:3  10 07
33 1:4  10+00L 0:36 0.22 0.8143 3:0  10 21
34 4:6  10 01L 0:31 0.15 0.9663 1:1  10 07
35 4:4  10+00L 0:55 0.31 0.8423 1:4  10 28
36 1:2  10+01L 0:66 0.62 0.7106 4:4  10 76
37 2:5  10+00L 0:50 0.30 1.0138 6:2  10 23
38 2:1  10+00L 0:46 0.41 0.7836 3:4  10 40
116Figure 4.8: Boxplot of  and k values for 34 streams of Jura. It is notable the
wide range for both constant and exponents of the power law function which also
denotes the variability of the rivers of Jura.
As for the SA model, the glacial and ﬂuvial reaches were analysed using DS
model. The equations and related statistics of the DS regression performed on glacial
and ﬂuvial reaches are given in Table 4.5 and the plots are given in appendices F
and G.
For the glaciated reaches  has a mean value of 0:22  0:08. The mean value of
k is 1:07 but a wide dispersion was observed ( = 0:59). The analysis of the ﬂuvial
reaches also give a poor correlation (Table 4.5). However, it was observed that in
general, the ﬂuvial reaches are less concave than the glacial ones. The mean value
of  for the ﬂuvial reaches where p < 0:05 and R2 > 0:2 is  3:33 this value denotes
a high convexity, condition which is diﬃcult to be accepted since this values have
not been reported for any bedrock river studied by Goldrick and Bishop (2007). On
the glacial reaches where p < 0:05 and R2 > 0:2  has a mean value of 0:44  0:06
but the weak correlation in most of the reaches prevail (n = 23) (Table 4.5 ). Those
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118glacial reaches where there is a weak correlation, are likely to be perturbed by glacial
knickpoints. The values of k in the ﬂuvial reaches also yield exceptionally high val-
ues as in the SA model and are related to high values of  (Table 4.5 and Figure 4.9).
Figure 4.9: Boxplot of k and  for the glacial and ﬂuvial reaches. Note the
positive values of  for the glacial reaches and the negative values for the ﬂuvial
reaches. The values of k in the ﬂuvial reaches denotes a high channel steepness
as has also been conﬁrmed with the SA model shown in Figure 4.7.
The analysis of channel slope using both SA and DS models demonstrates that
the streams of Jura are highly perturbed by non-ﬂuvial processes (i.e., glacial pro-
119cesses) which impedes the direct estimation of ﬂuvial incision as has been done for
non-glaciated landscapes with large catchment areas (e.g., Seidl et al., 1994; Stock
and Montgomery, 1999; Goldrick and Bishop, 2007). The perturbation of channels
is evident in the DS plots because the change in channel slope is analysed continu-
ously. Abrupt changes in channel slope appear as spikes in the DS plot and these
can be interpreted as disequilibrium signals on channels (Goldrick, 1999). In the
case of the SA plots, the detection of channel disturbances is obscured because the
data are smoothed and the changes in channel slope can only be detected when there
are important changes in drainage area (Figure 4.10). This does not mean that one
method is better than the other; both approaches are well-based on empirical and
physical formulas (e.g., Goldrick, 1999; Whipple and Tucker, 1999; Goldrick and
Bishop, 2007).
120Figure 4.10: Distance-slope plot and slope-area plot of the Glenbatrick River
(stream 18). The DS plot allows to record continuously the changes in channel
slope, in contrast, the SA plot stacks up the values of channel slope when there
are not major changes in drainage area.
The DS and SA approaches both allow to estimate quantitatively, the channel
steepness and channel concavity. Nevertheless, both models have not been com-
pared. Here the DS and SA models are compared by plotting the coeﬃcients and
exponents of the DS and SA regressions (Figure 4.11). A good correlation is ob-
121served between  and  (Figure 4.11), this response indicates that both models
capture the channel concavity. However, the dimensional coeﬃcients related to in-
cision expressed by ks in the SA plot and k in the DS do not seem to be correlated.
This is interpreted as the main diﬀerence in both models (Figure 4.11), that sug-
gests a diﬀerent estimation of channel steepness by each model which in turn result
in a diﬀerent estimation of channel incision. A fair correlation has been reported
for the normalised channel steepness ksn with the basin erosion rate in the Bolivian
Andes (Safran et al., 2005), but for the case of the distance-slope model, the k and
erosion rate correlation has not been reported.
Figure 4.11: Plot of the constant and exponent of the power law equation for
the DS and SA correlations of the streams of Jura (n = 34). Correlation of  and
 yields R2 = 0:87.
The variation of  and ks has been found to be sensitive to the DEM resolu-
tion (Finlayson and Montgomery, 2003); the same result would also apply if several
122DEMs are used to obtain  and k from the DS equation. Nevertheless, for the rivers
of Jura, the eﬀect of the DEM resolution is irrelevant as the DS and SA exponents
and coeﬃcients were extracted from the same DEM and were determined using the
same data from the same reaches. The lack of correlation of between ks and k is
probably related to the way in which are calculated the DS and SA constant and
exponents. As was mentioned above, the SA regression generates a smoothing of
data and this is reﬂected by lower values in ks compared to k obtained from the DS
plot (compare ﬁgures 4.6 and 4.8). Although there are diﬀerences in between k and
ks both approaches (i.e., DS and SA regressions) produced similar results as can be
conﬁrmed by the correlation of the residual standard error (RSE) of the regression
model (Figure 4.12).
Figure 4.12: Plot of the RSE () of the DS and SA regression models. The
correlation coeﬃcient is R2 = 0:95.
The lack of correlation between k and ks is somewhat unexpected since the SA
123and DS models are believed to produced similar results. To detect the source of the
diﬀerence between the DS and SA models, the coeﬃcients and exponents of each
model were plotted (Figure 4.13; Tables 4.2 and 4.4) The relationship between ks
and  has received little attention, but a correlation between these has been reported
(e.g., Brocklehurst and Whipple, 2002). Goldrick (1999) explored the correlation
between k and  suggesting that this relationship reﬂects the linkage between hill-
slope and ﬂuvial processes in the landscape.
The constant and exponent of the DS and SA regressions where plotted sep-
arately to observed if their correlation (Figure 4.13). The results obtained from
correlating the k and  ﬁgure 4.13 suggest that there is an interdependence between
channel concavity and the channel steepness, as has previously noticed by Goldrick
(1999). However, the lack of correlation between  and ks is unexpected because a
priori a correlation between ks and  might also occur (Brocklehurst and Whipple,
2002; Wobus et al., 2006b). The non correlation of  and ks suggests that channel
steepness is quite independent of channel concavity implying that incision is not dir-
ectly linked to the basin morphology. It is unclear if the lack of correlation between
 and ks is related to the perturbation signals on the long proﬁle. The dichotomy
detected on the constants and exponents of the power law functions of the DS and
SA regressions is not trivial and requires further explorations which are beyond the
goal of the present research.
124Figure 4.13: Plot of ks and  (SA regression) and k and  (DS regression). The
best ﬁt was obtained for ks and  using an exponential function k = 0:09e 7:0
and R2 = 0:95.
Stream proﬁle analysis using the DS and SA plots reveals that the rivers of Jura
are quite variable in terms of their morphology. Also the wide variability of the
values of  and its non-normal distribution, diﬃcult the use of a ref as has been
done by other authors for other settings (e.g., Snyder et al., 2000; Brocklehurst and
Whipple, 2002; Duvall et al., 2004; Wobus et al., 2006b). The purpose of using
ref is useful on the conditions mentioned since it allows to detect deviations or
anomalies given by tectonic or controls imposed to the lithology reﬂected on the
ks values. For the case of Jura, the ﬁnding of a ref, or its alternative ref, is not
viable since most of the streams of Jura are perturbed on their long proﬁle by other
processes not related to the ﬂuvial ones, as is the case of the glacial signals (i.e.,
glacial knickpoints). A regional pattern of channel concavity is unclear for the rivers
analysed here since there is a wide variability in concavity. However, the results for
 and  for the 34 long proﬁles indicate that the rivers of Jura have in general low
concavity and for the case of the glacial reaches, the lower concavity found is con-
125sistent with the pattern observed in other glaciated catchments (e.g., Brocklehurst
and Whipple, 2002). The analysis of the channel slope indicates that the rivers of
Jura are far from a condition of equilibrium and even though a diﬀerentiation was
attempted between the glacial and ﬂuvial domains, the results for the DS and SA
regressions indicate that the rivers of Jura are highly perturbed and in some cases
convexity prevails on the long proﬁle.
1264.3 Summary
The stream proﬁle analysis presented in this chapter provide a quantitative char-
acterisation of the bedrock rivers and basins of Jura. The stream proﬁle analysis
enables and evaluation of channel slope that, in turn, points to pervasive disequilib-
rium in the Jura streams. The results from stream proﬁle analysis are also consistent
with catchment morphometry exposed in chapter 3 and points to a strong inherit-
ance in the landscape. The main outcomes of the analysis and its shortcomings are
summarised below:
 The stream proﬁle analysis is a powerful tool to test if a landscape has reached
or is close to an state of equilibrium (steady-state). In this sense, the chan-
nel slopes are, as Gilbert (1877) and Hack (1957) noted, a key feature in
understanding the erosion of rivers and landscape change.
 For the case of Jura, the poor ﬁts for the SA and DS regressions indicate
a highly perturbed landscape which conﬁrms a landscape in disequilibrium
characterized by the variation and range in the values of  and . The land-
scape perturbation was conﬁrmed by signiﬁcant diﬀerences in both SA and
DS model for the glacial and ﬂuvial reaches.
 The glacial-inhterited landscapes poses several challenges to the use of the
stream power model. Firstly, the domain of hillslope and debris ﬂow processes
and the ﬂuvial domain may be disconnected by a wide valley that increases the
area of operation of channel processes. Secondly, channel incision may operate
at diﬀerent basin reliefs on diﬀerent basins size, making it diﬃcult to use a
ref to normalize ks and ref to normalise K as has been proposed for non-
glaciated landscapes (e.g., Sklar and Dietrich, 1998; Snyder et al., 2000; Wobus
et al., 2006b; Goldrick and Bishop, 2007). The variability among streams in
small and perturbed landscapes may make it impossible to extract a regional
 or  value.
127 The stream proﬁle analysis and the morphometric analysis (chapter 3) demon-
strate that the rivers and landscape of Jura are in transience. Both analyses
indicate a departure from the theoretical expectations and highlight the im-
portance of past processes that can control the landscape dynamics. In the
study area, the glacial-processes and the eﬀect of the base-level fall are re-
sponsible for the disequilibrium-state of Jura. The eﬀect of the base-level fall
is detailed in chapter 5.
128Chapter 5
Base-level fall knickpoints and the morphology of
transient reaches
5.1 Introduction
Gilbert (1877) observed that the irregularities formed in bedrock channels (i.e.,
knickpoints) enhance channel incision because channel declivity increases. He also
suggested that the mechanism of formation of the channel irregularities is likely
to occur at the contact of two lithological units (e.g., the contact between soft
and hard rocks). This observation has been conﬁrmed by others (e.g., Hack, 1973;
McKeown et al., 1988; Goldrick and Bishop, 2007). Gilbert’s observations in regard
to knickpoints are summarised in his discussion of channel declivity and incision.
He considered that “:::where declivity of bed gives an increased velocity, the capacity
for transportation will become greater than the load and there will be corrasion of the
bed:::where the rock is hard corrasion will be less rapid than where it is soft, and there
will result inequalities of grade” (Gilbert, 1877; p. 106-107). Later, in 1924, Walter
Penck used the term knickpunkte to name the convex irregularities observed on a
stream proﬁle. Penck proposed that the knickpoints are the result of continuous and
uninterrupted tectonic uplift (Davis, 1932; von Engeln, 1940). Davis (1932) debated
and refuted the hypothesis proposed by Penck and the term remained unused. von
Engeln (1940) formally introduced the term ‘knickpoint’ into English to name the
sharp breaks in slope between graded reaches on a longitudinal proﬁle. The works
of Penck and von Engeln were the basis for further studies aimed to understand the
129role and genesis of knickpoints in the ﬂuvial network. Since then, several studies
based on observations in natural settings and ﬂume experiments have been carried
out to understand these so-called ‘enigmatic’ features of landscape (Crosby and
Whipple, 2006). It must be noted, though, that the term knickpoint is still loose
and poorly deﬁned in geomorphology. A genetic classiﬁcation of knickpoints is re-
quired because several processes may trigger them. Moreover, because knickpoints
can occur in alluvial and bedrock rivers, as experiments and observation in cohes-
ive and non cohesive materials have demonstrated (e.g., Holland and Pickup, 1976;
Wolman, 1987; Gardner, 1983; Frankel et al., 2007), a morphogenetic classiﬁcation
of knickpoints is required.
The knickpoint understood as an expression of disequilibrium due to a drop in
base-level was set once the plate tectonics and the equilibrium concept were ﬁrmly
introduced into geomorphology (Bishop, 2007). As well, advances in the branch
of ﬂuvial geomorphology since the 1950s, particularly in alluvial rivers, have per-
mitted the construction of a solid theoretical framework called the stream power
model (Bagnold, 1960; 1977; Howard, 1994) which explains the principles of ﬂu-
vial knickpoint propagation. According to the stream power model, rivers tend to
adjust their channel slopes as stream discharge increases, the ideal morphological
expression of an adjusted channel being smooth a concave proﬁle (Mackin, 1948;
Yatsu, 1955; Snow and Slingerland, 1987). Any disturbance or disequilibrium in a
graded reach will then cause an abrupt step observed along in a longitudinal proﬁle,
which, according to the basic postulates of the stream power, propagates headwards
as a result of an increase in quarrying and plucking on the knickpoint face (Gilbert,
1907; Gardner, 1983; Howard, 1994; Whipple and Tucker, 1999; Whipple et al.,
2000a; Frankel et al., 2007).
Of particular interest for the landscape evolution is knickpoint formation and
propagation due to changes in the rate of tectonic uplift and/or eustatic sea level.
Base-level fall knickpoints are believed to be the main mechanism by which the
130link between tectonics and climate is transmitted to the landscape (Kooi and Beau-
mont, 1996; Whipple and Tucker, 1999; Hasbargen and Paola, 2000; Bigi et al., 2006;
Bishop, 2007). Base-level fall is more or less well understood, an abrupt fall of rivers
base-level forms a scarp (i.e., knickpoint) located at the steam mouth that propag-
ates headwards as a kinematic wave (Rosenbloom and Anderson, 1994; Whipple
and Tucker, 1999). Nevertheless, rates of knickpoint retreat, the eﬀect of structure
and lithology on knickpoint recession and the secondary eﬀects caused (e.g., land-
slide and hillslope instability) by the knickpoint retreat are not fully understood.
Numerical models that reproduce channel incision under detachment-limited condi-
tions have been able to reproduce knickpoint generation and propagation related to
a base-level lowering event (e.g., Howard, 1998; Whipple and Tucker, 1999; Snyder
et al., 2002). The empirical studies dealing with the knickpoint recession in bedrock
rivers are less numerous (e.g., Hayakawa and Matsukura, 2003; Bishop et al., 2005;
Anthony and Granger, 2007) nevertheless, these type of studies are highly required
to fully understand the mechanics behind the knickpoint recession and its eﬀect into
landscape.
As mentioned above, understanding knickpoint propagation is key in to elu-
cidating how landscapes evolve. These so-called ’bottom-up’ processes (Bishop,
2007) have further implications in landscape dynamics and in the last instance
into landscape morphology because the rate of incision during, and slightly after,
the knickpoint propagates is likely to change the rates of incision in the landscape
by propagating disequilibrium to hillslopes which result in a change in sediment
supply to the rivers (Reinhardt et al., 2007a). Therefore, the empirical study of
knickpoints is necessary to elucidate (1) the rate of knickpoint propagation, (2)
what physical process controls the knickpoint propagation, (3) what is the role of
lithology and structure and (4) how the reaches in transience respond to base-level
fall. In this chapter I address some of these questions. As mentioned in previous
chapters, knickpoint propagation is evaluated in a homogeneous lithology and the
eﬀect of structure is assessed. This chapter shows that the knickpoint propagation
131caused by a change in the base-level is transmitted in small bedrock rivers catch-
ments in a non-equilibrium setting. The role of structure is also evaluated to explore
whether structural dip dampens or enhances knickpoint propagation. The ﬁnal sec-
tion presents an analysis of the transient reaches after a knickpoint migration.
1325.2 Detection of base-level fall knickpoints on a stream longitudinal proﬁle
The easiest way to the detect knickpoints on a longitudinal proﬁle is by identifying
those reaches that perturb the streams smooth, concave-up long proﬁle (von En-
geln, 1940). Nevertheless, this approach has several disadvantages. For example,
at the simplest level the detection of steep reaches on a stream proﬁle may result
from errors in the cartography or DEM and these may not represent a true knick-
point. More importantly, because knickpoints can be formed by several processes
not necessarily related to changes in the base-level or contrasts in lithology, their
detection on the longitudinal proﬁle requires detection of breaks in the hydraulic
geometry of rivers. Hack (1973) proposed a more systematic approach to detecting
gradient anomalies (i.e., steep reaches) observed on a longitudinal proﬁle using the
stream-gradient index. The stream-gradient index, SL, is easily obtained using the
elevation and length of stream reaches thus:
SL =
H  L
L
(5.1)
where H and L are the diﬀerence in elevation and length of the reach respectively
and L is from the full length of the stream. An alternative form of equation 5.1 is
equation (Hack, 1973):
SL =
H
logL2   logL1
(5.2)
where the subscript of L correspond to the lower and upper limit of the reach re-
spectively.
The stream-gradient index has been used in numerous studies, mostly to assess
the presence of tectonic signals reﬂected in stream long proﬁles (e.g., McKeown
et al., 1988; Hamdouni et al., 2008; Larue, 2008). Interestingly, this method has
rarely been used to evaluate the propagation of disequilibrium (Goldrick and Bishop,
2007) and only in a few cases the detection of knickpoint and knickzones has been
done (Larue, 2008). Goldrick and Bishop (2007) discussed Hack’s SL and stream-
133gradient index, arguing that such analysis does not necessarily allow the detection
of disequilibrium on a stream long proﬁle. These authors indicated that even when
the stream-gradient index has high values, these not necessarily mean a condition
of disequilibrium, instead, these values may reﬂect a change in the incision rates
related to changes in lithology. Goldrick and Bishop (2007) proposed the use of
DS model to analyse the stream long proﬁles. Using the DS analysis, the signals
related to the base-level of rivers (i.e., knickpoints) can be detected as outliers on
the DS regression. The DS model can also be evaluated in a more complex scenario
where a river cuts into two diﬀerent rock types where a knickpoint has migrated as
result of a base-level lowering. In such a case, the DS plot shows a shifting of the
scaling of channels against the length (Goldrick and Bishop, 2007; Fig. 6) (Figure
5.1). The DS model to evaluate the knickpoint recession can be obtained from the
following equation:
DSn =
(Hn 1   Hn)(1   )
L1 
n   L
1 
n 1
(5.3)
simplifying equation 5.3 yields:
DSn =
H(1   )
L1  (5.4)
where  is the channel concavity, H is elevation and L the distance downstream
(Goldrick and Bishop, 2007). The DS form of analysis requires, however, a reas-
onable scaling of channel slope with the channel length and avoiding perturbed
reaches along the long proﬁle is recommendable (Goldrick and Bishop, 2007), but
the knickpoint can still be identiﬁed (Figure 5.2). The DS form equals the SA in the
detection of the knickpoints. In the SA, case the segmentation several reaches an
estimating the normalised steepness ksn allows the detection of those zones where
the incision rates are higher or where the channel slopes increase suddenly, in this
case a knickpoint can be detected (e.g., Snyder et al., 2003; Wobus et al., 2006b;
Harkins et al., 2007)(Figure 5.1).
134Figure 5.1: Hypothetical scenarios of changes in DS scaling. A1 shows the
parallel shifting due to a change in lithology; A2 shows a knickpoint and A3 the
knickzone (Modiﬁed from: Goldrick and Bishop, 2007). B. Scenarios of two reaches
and the presence of a knickpoint using the SA model. B1 shows the unperturbed
reach and B2 the reach aﬀected by the knickpoint migration (Modiﬁed from:
Harkins et al., 2007)
135Figure 5.2: Example of the knickpoint detection using the DS plot approach
on a perturbed reach (stream 25). The knickpoint appears as a peak in the DS
plot (upper and right axis for reference in the plot), but because the channel is
perturbed (note the spikes upstream of the 13.6 ka knickpoint) other geomorphic
markers (see discussion below) are required to conﬁrm if the knickpoints resulted
from a base-level lowering
The DS and SA models are powerful tools that allow the detection of disequi-
librium signals on a longitudinal proﬁle. The advantage of using both approaches
resides in the fact that both models incorporate information concerning channel
incision and the stream long proﬁle morphology (concavity and steepness). Nev-
ertheless, the presence of several knickpoints on a longitudinal proﬁles makes it
diﬃcult to distinguish those knickpoints generated for example, by a base-level fall.
In this case the selection of knickpoints requires the detection of geomorphic mark-
ers that are clearly related to base-level knickpoints along the stream proﬁle. For
the case of Jura the presence of strath-terraces (Figure 5.3) and the uplifted shingle
beaches of the west coast, were key in locating the relevant base-level fall knick-
points.
136Figure 5.3: Sequence of strath-terraces located downstream of the 13.6 ka knick-
point on the stream 38 (west coast of Jura). Such geomorphic markers have been
used to detect and conﬁrm the location of the base-level fall knickpoints.
The propagation of knickpoints in bedrock rivers has been evaluated using three
diﬀerent approaches: empirical (e.g., Hayakawa and Matsukura, 2003; Bishop et al.,
2005; Anthony and Granger, 2007); numerical (e.g., Howard, 1998; Whipple and
Tucker, 1999; Snyder et al., 2002) and experimental (e.g., Holland and Pickup,
1976; Gardner, 1983; Frankel et al., 2007). Each approach has its own strengths
and weaknesses, and limitations. The results of ﬂume experiments have provided
useful information in regard to the knickpoint initiation, propagation and evolution
(e.g., Brush and Wolman, 1960; Holland and Pickup, 1976; Gardner, 1983; Frankel
et al., 2007; Lamb and Dietrich, 2009) and its relation to landscape dynamics and
hillslope processes (e.g., Hasbargen and Paola, 2000; Bigi et al., 2006). Even though
knickpoint propagation has been successfully reproduced, such experimental studies
are limited by a proper calibration of time and the lithology used for every exper-
iments and the rates of knickpoint propagation when compared to the real setting
137require to be constrained.
Numerical modelling has been useful to explore knickpoint migration resulting
from a drop of the base-level (e.g., Howard, 1998; Snyder et al., 2002) and the
evolution of the knickpoint lip and its contiguous reaches (e.g., Haviv et al., 2006;
Wyrick and Pasternack, 2008; Berlin and Anderson, 2009). Neverthless, the results
of this approach require veriﬁcation in natural settings. Oversimpliﬁcations can
occur if unknown physical processes are omitted from the numerical models. Em-
pirical studies have provided valuable information of the knickpoint retreat rates
in diﬀerent settings, climates and lithologies (e.g., Hayakawa and Matsukura, 2003;
Bishop et al., 2005; Crosby and Whipple, 2006; Anthony and Granger, 2007; Loget
and van den Driesseche, 2009). The major limitations of using the empirical ap-
proach are the accessibility to the sites and the detection of the knickpoints in the
ﬁeld.
Even though the approaches to study knickpoints are varied, results obtained
are well explained by the stream power model. An interesting ﬁnding related to
the evolution of knickpoints in bedrock rivers is provided by the experiments run
by Gardner (1983) who tested the knickpoint evolution in cohesive materials with
diﬀerent resistances and in one case stratiﬁed (Gardner, 1983, his Figure 13). He
found that the evolution of the knickpoint depends on the relationship between the
shear stress at the bottom of the channel and a critical shear stress that must be
overcome to initiate the erosion. The headwards migration of a knickpoint occurs
when there is an excess of shear stress and there is a resistant layer overlaid by a
non-resistant layer. For the case of a homogenous resistant material the knickpoint
face rotates and fades away. This process, termed replacement by Gardner (1983),
suggests that the propagation does not actually occur and the knickpoint vanishes
in situ. The ﬁndings of Gardner (1983) are partially supported by more recent ﬂume
experiments done by Frankel et al. (2007). These authors found that replacement
occurs simultaneously with the knickpoint migration on alternating bedding of weak
138and hard substrates. Unfortunately, the ﬂume experiments are crude representa-
tions of the natural settings and the replacement has not been documented for a
natural settings. However, knickpoint replacement and parallel retreat seems to be
consistent with some variations of the stream power (Howard, 1998).
The numerical and empirical approaches used to evaluate the knickpoint propaga-
tion are based on the stream power model. In both approaches, it is assumed
that channel incision is dominated by detachment-limited conditions (Howard, 1994;
Whipple and Tucker, 2002) and a knickpoint is likely to trigger and propagate when
there is a sudden lowering of rivers base-level (Seidl and Dietrich, 1992; Howard,
1998; Whipple and Tucker, 1999). The use of the stream power model in the numer-
ical and empirical approach is corroborated by current knickpoint retreat models
(Table 5.1).
From Table 5.1 it can be noted that drainage area is always included in the mod-
els. This is sensible because drainage area is a surrogate of stream discharge and
sediment ﬂux (Sklar and Dietrich, 1998; Whipple and Tucker, 2002) that provides
the tools to initiate incision once a critical shear stress is overcome (Howard and
Kerby, 1983; Sklar and Dietrich, 1998; Attal et al., 2011). The results from em-
pirical studies indicate that stream discharge controls the rate of the knickpoint
propagation (Hayakawa and Matsukura, 2003; Bishop et al., 2005; Whittaker et al.,
2008; Loget and van den Driesseche, 2009). The role of channel slope in the celerity
of the knickpoint migration has not been clariﬁed for the empirical models but it
has been argued that because stream discharge is related to channel width and the
local channel slope which captures incision, the stream discharge is a ﬁrst-order
control in the knickpoint propagation (Bishop et al., 2005).
The numerical simulations by Howard et al. (1994) using two variations of the
stream power model (i.e., the stream power per unit length and the shear stress
model) (Seidl and Dietrich, 1992; Howard et al., 1994; Whipple and Tucker, 1999;
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140Bishop et al., 2005) give interesting results that are somewhat consistent with two
models of the knickpoint evolution proposed by Gardner (1983) and Frankel et al.
(2007). Modelling a base-level fall using stream proﬁle rule with m = 1 and n = 1
(Seidl and Dietrich, 1992; Howard et al., 1994) shown here in equation 2.4 generates
a knickpoint that migrates headwards as a discrete step (Figure 5.4). In contrast
using the the stream power rule where m = 0:3 and n = 0:7, the knickpoint rotates
and fades away while it is migrating upstream (Figure 5.4) (Bishop et al., 2005).
Empirical studies of knickpoints have not fully conﬁrmed that there is a knickpoint
rotation during headwards propagation but some recent studies indicate that there
is an increase in the channel slope in the area located upstream of knickpoint lip
(Haviv et al., 2006; Berlin and Anderson, 2009) which suggests that there is a slight
increase on incision upstream of a knickpoint (Berlin and Anderson, 2009).
Figure 5.4: Modelling of knickpoint retreat using the stream power model (left)
and the shear stress model (right). In the stream power case the knickpoint
migrates as a discrete step. Using the shear stress model the knickpoint rotates
and fades away as it moves upstream. Modiﬁed from Howard et al. (1994)
Empirically assessing rotation of a knickpoint as it migrates headward is challen-
ging because ﬁeld measurements on a knickpoint face is limited by accessibility and
safety considerations. The longitudinal proﬁle can be used to evaluate the knick-
point evolution by projecting a theoretical long proﬁle (e.g., Berlin and Anderson,
2009) but this analysis is limited by the cartographic scale of the longitudinal proﬁle
141or the DEM resolution. Also, the reaches upstream of the knickpoint should lack
any perturbation signals in order to reduce the uncertainty in the projection of the
stream proﬁle.
Although the propagation of knickpoints has been evaluated using diﬀerent ap-
proaches, the results obtained throw light onto the mechanics of knickpoint propaga-
tion. The stream power model stills oﬀers a solid framework to explain knickpoint
propagation as long as plucking seems to control the knickpoint recession but more
empirical data is still needed. Here the empirical approach is used to evaluate
whether the knickpoint propagation in small basins behaves as in the case of large
rivers, to which we now turn.
5.2.1 Main trunk knickpoints
The identiﬁcation of base-level fall knickpoints on Jura was primarily based on the
interpretation of DS plots. A second stage involved checking the locations of the
knickpoints on air photographs and, when possible ﬁeld veriﬁcation. As it was men-
tioned above, the rivers of Jura are highly perturbed and several knickpoints that
are not necessarily related to base-level lowering occur in the longitudinal proﬁle.
To ﬁnd out which knickpoints were triggered by base-level fall, the DS analysis was
constrained to the 13.6 ka shoreline by excluding any value <35 m OD.
The cosmogenic ages ( 13:6ka) obtained by Bishop and co-workers (pers.
comm.) on the raised beaches of the west coast of Jura  35 m OD and their
consistency with the Perth Shoreline ( 35 m OD,  13ka) located on the east of
Scotland (Jardine, 1982) strongly indicate that the shingles of the west coast of Jura
were abandoned  13:6 ka (Chapter 3). The abrupt decline in elevation of the beach
deposits and the gap found  12 ka to  4 ka indicate that base-level lowering was
very rapid after 13.6 ka as the exposure ages of shingles of Bishop and co-workers
indicate. Such rapid base-levell fall is also consistent with the main pattern of the
142glacio-isostatic rebound observed in Scotland (Shennan et al., 2006; Smith et al.,
2007). The presence of the shingles on the west coast of Jura is a good indicator of
the former deglaciation sea-level that can conﬁdently be used to constrain the sur-
face where the base-levell fall knickpoints were initiated. Thus, the ﬁrst large spike
found upstream of 35 m OD on a DS plot was interpreted as a base-level knickpoint.
Interpreting the DS plots for the 34 streams introduces some uncertainties in
that some peaks on the DS plot were quite distant from the 13.6 ka shoreline. The
glacial processes that modiﬁed Jura’s landscape during the LGM are likely to have
left glacial steps in the landscape that are still present on longitudinal proﬁles.
Thus, the distinction between glacial and base-level fall knickpoints requires a fur-
ther geomorphic marker.
To discard the non base-level fall knickpoints a second interpretation was ne-
cessary. Using air photographs, those knickpoints located upstream of the strath-
terraces surfaces, and those where the channel walls were entrenched downstream
of the knickpoint were interpreted as base-level fall knickpoints (Figure 5.5). The
strath-terraces are a good indicator of a new pulse of incision in channels as has
been observed from tectonic settings (e.g., Merrits et al., 1994; Rosenbloom and
Anderson, 1994; Burbank, 2002). This has also been conﬁrmed in settings where
enhanced incision results from a sudden change in rivers base-level (e.g., Born and
Ritter, 1970; Leland et al., 1998; Haviv et al., 2006).
143Figure 5.5: 3D snapshot (from SAR image overlaid on a 5m resolution DEM)
where the approximate location of two base-level fall knickpoints of the west coast
of Jura is shown. Note the narrowing and steepening of the valley walls down-
stream of the knickpoints and the wide open valley upstream.
The formation of the strath-terrace is related to the knickpoint propagation be-
cause the migration headwards of a knickpoint enhances channel incision (Wolman,
1987; Seidl and Dietrich, 1992). The approximate amount of the base-level lowering
can be obtained by extracting the diﬀerence in elevation between the strath-terrace
and riverbed (Seidl and Dietrich, 1992; Goldrick and Bishop, 1995; Schoenbohm
et al., 2004; Berlin and Anderson, 2007) (Figure 5.6). In a condition close to equi-
librium where the channel slopes are graded the estimation of the base-level fall
can be achieved by projecting the longitudinal proﬁle using the exponent and coef-
ﬁcients of the DS or SA regressions (e.g., Clark et al., 2005; Goldrick and Bishop,
2007). This approach could not be followed on Jura because the former ﬂuvial
stream proﬁle is not suﬃciently graded for values of k and  to be assigned.
144Figure 5.6: Schematic representation of the knickpoint retreat. The strath-
terrace (dashed line) height may indicate the amount of base-level lowering as the
knickpoint propagates upstream.
Although the rivers of Jura do not clearly exhibit any graded reaches upstream
of the base-level fall knickpoints, the presence of the strath-terraces unequivocally
demonstrate that a new pulse of incision by knickpoint retreat has occurred in the
small bedrock rivers of Jura. In some rivers, the strath-terraces are well preserved
and these can easily be detected on air photographs as well as in the ﬁeld.
Constraining the DS analysis to the 35 m OD shoreline and selecting those knick-
points that are close to a sequence of strath-terraces or an entrenched valley, a total
of 20 base-level fall knickpoints were obtained. Such knickpoints are interpreted as
having been initiated  13:6 ka when the glacio-isostatic uplift started for this part
of the west coast of Scotland. The knickpoints identiﬁed and their relationships to
the 13.6 ka shoreline are shown in Table 5.2 and their location in Figure 5.7.
The tributary base-level fall knickpoints of Jura were obtained following the
same criteria as the main trunk knickpoints. A reduced number of knickpoint on
tributaries could be identiﬁed because few streams joining the main trunk in the
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146Figure 5.7: Location map of the 13.6 ka base-level fall knickpoints identiﬁed for
Jura. Note that the knickpoints are found in small and large rivers of the isle.
The numbers on the map refer to the knickpoint id (Table 5.2)
147section comprised between the 13.6 ka shoreline (35 m OD) and the main trunk
knickpoint 5.8. The data extracted from the tributary knickpoints identiﬁed are
presented in Table 5.3.
148Figure 5.8: Location map of the tributary knickpoints related to the 13.6 base-
leve fall event.
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1505.3 Knickpoint retreat on trunk and tributary streams of Jura
The retreat distance of the trunk stream knickpoints from the 13.6 ka shoreline
was evaluated using the data shown in Table 5.2 and using the empirical model of
Bishop et al. (2005) and Crosby and Whipple (2006) who expressed in a power law
function:
D = cA
n (5.5)
where D is distance of the knickpoint retreat and A is the drainage area at the
point where the knickpoint was triggered and c is an constant an n the exponent of
a power law function.
Because this approach uses drainage as a surrogate of stream discharge, this
proportionality needs to be corroborated. There are no gauging stations on Jura
and the only data available are from the basins of the west coast of Scotland, close
to Jura. The scaling between drainage area and stream discharge was evaluated for
small catchments ( 100 km2) of the west coast of Scotland (Table 5.4) assuming
that the basins in Jura behave similarly the small basins of the west coast. This
assumption is also consistent with by the pattern of rainfall widely distributed along
the west coast of Scotland (MetOﬃce, 2010).
The regression plots using the values of mean, median and the 90th percentile of
stream discharge are presented in Figure 5.9 and the regression summary in Table
5.5. The results conﬁrm that the drainage area exhibits a good scaling with the
diﬀerent values of stream discharge. The exponents of the drainage area (Table 5.5)
are in the range reported for humid temperate regions (Leopold et al., 1964). The
best ﬁt of discharge and drainage area is through the Qmedian, which is reported to
be the discharge prevailing during most of the ﬂoods (Marsh and Hannaford, 2008).
The drainage area is, therefore a reliable surrogate for stream discharge.
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152Figure 5.9: Plots of power law relationship of stream discharge against drain-
age area for small catchments of the west coast of Scotland. The equation and
correlations coeﬃcients are given in Table 5.5
Table 5.5: Equation and regression statistics of stream drainage area and stream
discharge proportionality
Equation R2 RSE P-value
Qmedian = 1:6A1:0 0.97 0.2162 3:0  10 08
Qmean = 0:1A0:8 0.75 0.6067 5:4  10 0:4
Q10 = 0:3A0:8 0.75 0.5993 5:6  10 0:4
Plotting the distance of base-level fall knickpoints from the post-glacial shoreline
against drainage area in a logarithmic scale gives a correlation (Figure 5.10). The
tight relationship indicates stream discharge (and its associated sediment ﬂux) is a
ﬁrst-order control the propagation of knickpoints. The empirical model of knick-
point retreat expressed in equation 5.5 and the results in Figure 5.10 indicate that
the knickpoint propagation occurs in even low drainage areas where stream proﬁles
do not exhibit any sign of graded reaches. Although equation 5.5 is still a crude ex-
planatory model of knickpoint retreat, it seems to capture the processes involved in
153the recession of knickpoints on Jura, including plucking, sediment ﬂux and abrasion.
Figure 5.10: Scaling of the knickpoint retreat against drainage area for the small
bedrock catchments of Jura. The axis on the plot are in logarithmic scale and the
grey dashed lines correspond to the 95% conﬁdence bounds.
In some models, the local channel slope is an important factor in the celerity
of the knickpoint propagation (Table 5.1) (e.g., Howard et al., 1994; Whipple and
Tucker, 1999). The role of channel slope cannot be inferred from equation 5.5 but
this can be obtained using the shear stress model (Howard and Kerby, 1983; Howard
154et al., 1994). An appropriate estimation of local channel slope on which a knickpoint
propagates is important in this case because the exponent n captures the erosion
process, the hydraulic geometry and the catchment hydrology (Whipple and Tucker,
1999) which is also related to knickpoint diﬀussion (Howard et al., 1994; Stock and
Montgomery, 1999; Bishop et al., 2005).
The shear stress model was used here to assess the knickpoint propagation. The
estimation of the local channel slope could not be obtained using the reaches loc-
ated upstream of knickpoints as has been done in previous studies (e.g Bishop et al.,
2005) because of the lack of graded slopes upstream, instead the slope of the knick-
point to the 13.6 ka shoreline was estimated assuming that this is the average slope
on which the knickpoint has migrated upstream.
The shear stress model was evaluated by performing a regression between the
logarithm of distance of knickpoint retreat against the logarithms of drainage area
and the channel slope. The regression coeﬃcients are presented in Table 5.6, the
consolidated equation being:
Dr = 43:9A
1:0S
 0:3 (5.6)
Table 5.6: Regression coeﬃcient and exponents of the regression of the knick-
point retreat distance againts local channel slope and drainage area.
Coeﬃcients Estimate  t value Pr(> jtj)
Intercept 43.9 0.9280 4.08 8:8  10 04
Log(Drainage area) 1.06 0.4617 2.31 3:4  10 02
Log(Channel slope) -0.27 0.3894 -0.67 5:0  10 01
The shear stress model predicts well the propagation of knickpoints (R2 = 0:88,
p<0:01) however, the exponent n deviates from the range of values observed for
155other settings (n  0:7 to 1) (Howard et al., 1994; Whipple and Tucker, 1999; Stock
and Montgomery, 1999). The p-values of the regression model (Table 5.6) reveal
that drainage area is the best predictor of the shear stress regression, which is also
conﬁrmed by the value of m  1. Drainage area is then, a ﬁrst-order control in
knickpoint propagation according to the shear stress model. The role of channel
slope is not minimised here but it is likely that the retreat of knickpoints is driven
by the stream discharge during high stages as the exponent of equation 5.6 indic-
ates. The uncertainty surrounding the estimation of the channel slope for the shear
stress model and the strong inﬂuence exerted by stream discharge, makes the model
of equation 5.5 the best candidate to evaluate the knickpoint retreat.
Knickpoint retreat in tributaries was evaluated using the model of equation 5.5.
The results conﬁrm that drainage area is the main factor driving knickpoint reces-
sion (Figure 5.11). The exponent of the power law function for the tributaries is
higher than that observed for the main trunk knickpoints (Figure 5.10). The high
exponent in the drainage area shown in Figure 5.11 implies a more rapid response of
tributaries in terms of knickpoint propagation but, condition which requires a high
stream discharge in tributaries in order to initiate channel incision and promote the
knickpoint propagation upstream.
Comparing the retreat distances in both main trunk and tributaries from the
conﬂuence reveals a greater knickpoint migration distance upstream for the main
trunk knickpoints (Table 5.7, Figure 5.12). This is explained by the large con-
tributing areas located upstream of the main trunk knickpoints that increase the
river capability to incise. Surprisingly, the regression of distance against drainage
area scaled at the conﬂuence on the main trunk knickpoint gives a weak correlation
(R2= 0.40, p< 0:5). The weak correlation probably indicates a transient state of
deceleration in the knickpoint retreat after the knickpoint has passed the tributary
as long as there is a reduction of stream discharge (i.e. lost in drainage area) but
more data is required to test this hypothesis.
156Figure 5.11: Plot of the distance of knickpoint retreat plot of the tributary
streams
157Figure 5.12: Plot of knickpoint retreat for trunk and tributaries knickpoints
from their conﬂuence. The trunk knickpoints have migrated farther than tributary
knickpoints.
The ratio of drainage area and channel slope was also computed (Table 5.7) for
the tributary and the main trunk knickpoints (Ap=At and St=Sp, where subscritpt
p is for the main trunk and t for the tributary) to assess if stream incision can
approximated by the stream power (Seidl and Dietrich, 1992). The results indicate
that Ap=At and St=Sp are not correlated. The shear stress model was also tested
for knickpoint propagation of the tributaries (Table 5.8) and for this case yielded
158the equation:
Dt = 788A
2:8S
1:1 (5.7)
The exponent of area of equation 5.7 conﬁrms the primary control by drainage
area whereas the exponent of the channel slope suggests that the knickpoint may
propagates as discrete step has been reported for the case when n  1 (Howard
et al., 1994). This model cannot be conﬁrmed since the regression give a p-value of
0:06 even though it is highly correlated (R2 = 0:96).
Table 5.8: Coeﬃcients and exponents of the regression between the tributary
knickpoint retreat distance against local channel slope and drainage area.
Coeﬃcients Estimate  t value Pr(> jtj)
Intercept 6.7 3.064 2.18 1:6  10 1
Log(Drainage area) 2.8 3.627 0.78 5:1  10 1
Log(Slope) 1.1 1.352 0.85 4:8  10 1
5.3.1 The effect of structure on knickpoint retreat
Much of the incision in transient landscapes is controlled by knickpoint propagation
(Bigi et al., 2006; Harkins et al., 2007; Reinhardt et al., 2007a) because knickpoint
propagation transmits tectonic and/or climate changes by shifts in river base-level
(Whipple and Tucker, 1999; Snyder et al., 2002). The control exerted by litho-
logy and structure on knickpoint propagation is not fully understood (Miller, 1991).
Flume experiments have conﬁrmed that the propagation of knickpoints occurs in
cohesive and non cohesive material (e.g., Brush and Wolman, 1960; Holland and
Pickup, 1976; Gardner, 1983; Hasbargen and Paola, 2000; Bigi et al., 2006; Frankel
et al., 2007). However, the rates of knickpoint propagation related to fractures,
structure and lithology have not been addressed. The model of knickpoint replace-
ment proposed by Gardner (1983) is likely to be conﬁned to a homogeneous surface
not aﬀected by fractures or with not a particular structural arrangement. The ex-
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160periments of Frankel et al. (2007) using a vertical stratiﬁcation seem to explain the
knickpoint rotation during its propagation upstream but this behaviour was not
conﬁrmed for the case of an homogeneous material with no stratiﬁcation.
The ﬂume experiments seem to partially capture the process involved in the
knickpoint propagation because these experiments do not incorporate the role of
fracture which is an important control in the bedrock channel incision and in the
knickpoint formation (Miller, 1991; Whipple et al., 2000a; Phillips et al., 2010). The
empirical studies have not explicitly evaluated the control of lithology in knickpoint
retreat. However, the numerous empirical studies suggest that the recession rate
of knickpoints triggered by a lowering of base-level is a function of drainage area
(Bishop et al., 2005; Crosby and Whipple, 2006; Harkins et al., 2007; Berlin and
Anderson, 2009; Loget and van den Driesseche, 2009) indicating a ﬁrst-order control
imposed by stream discharge. Some empirical studies report the knickpoint form-
ation attributed to local lithological controls (i.e., stratigraphy) (Wohl and Ikeda,
1998; Phillips et al., 2010; Haviv et al., 2010) but how stratigraphy controls the rate
of the knickpoint retreat has not been clariﬁed.
The evaluation of the eﬀects of lithology are not the primary goal of this re-
search. Nevertheless, the data available for knickpoint retreat in Kincardineshire
and Berwickshire (east coast of Scotland, Bishop et al., 2005) can be used to explore
if lithology exerts any control on knickpoint propagation. The streams of the east
coast of Scotland incise on sandstones (Bishop et al., 2005). In laboratory tests, Sk-
lar and Dietrich (2001) reported that the erosion rates tested on diﬀerent lithologies
vary as a power function of the tensile strength. The tensile strength reported by
these authors for quartzite is  20 MPa and and  3 MPa for the hardest sandstone
(Sklar and Dietrich, 2001, their Figure 2); the corresponding estimated erosion rates
(g/h) are 1:9  10 3 and 8:5  10 2 respectively. The diﬀerence in tensile strength
and the erosion rate for quartzite and sandstone suggests, a priori, that diﬀerences
in the knickpoint propagation rates might be found among the streams of Jura,
161Berwickshire and Kincardineshire. Because the knickpoints were triggered more or
less simultaneously in the east coast and west coast of Scotland as a consequence of
the glacio-isostatic rebound (Bishop et al., 2005), both sets of knickpoints can be
used to test the hypothesis of a lithological control on knickpoint recession.
The retreat distance of the knickpoints of Jura and the east coast and their
corresponding catchment areas are plotted in Figure 5.13. The knickpoints of the
east and west coasts lie on the same trend and the exponent of drainage area for
both power laws indicates an equal rate of knickpoint migration for a given stream
discharge (Figure 5.13). An ANCOVA on the east and west knickpoints data indic-
ates that the two regression lines are not signiﬁcantly diﬀerent (Table 5.9). Thus,
Figure 5.13 suggests that lithology may not be a ﬁrst-order control of knickpoint
propagation but an eﬀect related to diﬀerences in climate are not discarded since
the west coast has more rainfall ( 3000 mm) than the east coast ( 700 mm)
(MetOﬃce, 2010). A sharp change in the total rainfall may result in a change in
discharge which in turn aﬀects the rate of the knickpoint propagation. Interestingly,
the base-level fall knickpoints have propagated for both east and west coast, simul-
taneously as the strong correlation of Figure 5.13 indicates.
162Figure 5.13: Knickpoint retreat plot for Kircardineshire, Berwickhshire and
Jura. The exponent of the drainage area power law function suggests that litho-
logy may not be a ﬁrst-order control on knickpoint retreat but an eﬀect related to
changes in rainfall and discharge between the east and west coast is not discarded.
The power law and coeﬃcients for all the knickpoints is shown in the box. The
data for the east of Scotland were obtained from Bishop et al. (2005)
Table 5.9: ANCOVA results for the retreat distance model of the Jura (quartzite)
and east Scotland (sandstone).
Coeﬃcient Estimate  t value Pr(> jtj)
Intercept 4.3 0.2402 18.0 2:0  10 16
Log(Drainage area) 1.2 0.1397 8.74 9:5  10 10
Lithology (Sandstone) -0.5 0.3501 -1.3 1:9  10 1
163The apparent lack of control imposed by lithology on knickpoint propagation in
Scotland is intriguing because it would be expected that a variation in lithology may
promote or dampen the rivers response to incision. The similar rates of knickpoint
propagation suggest a response to base-level lowering that is strongly controlled by
stream discharge and/or sediment ﬂux.
The role of structure in the knickpoint propagation has received less attention
than the knickpoint migration on cohesive and non-cohesive materials but there are
notable exceptions (e.g., Gilbert, 1907; Miller, 1991; Frankel et al., 2007). Miller
(1991) observed that lithology and jointing are factors that control the height of
the knickpoint face and proposed a conceptual model for channel incision controlled
by the dip of strata (Miller, 1991, his ﬁgure 7). However, the knickpoints studied
by Miller (1991) are restricted to a lithology of carbonates and sandstones. Thus,
comparison to other types of lithology and structure is needed.
Whether the dip of strata promotes or dampens knickpoint propagation is not
fully understood. The results shown in Figure 5.14 suggest that neither lithology
nor structure may be a ﬁrst-order control on knickpoint recession. To evaluate if
there is any control related to structure, an ANCOVA was performed on rivers ﬂow-
ing on the dip and scarp slopes on Jura. The rivers ﬂowing along the strike were
omitted from the analysis because there are only three of these cases. The results
of the dip-slope and scarp-slope propagating knickpoints are shown in Figure 5.14
and the ANCOVA results in Table 5.10.
164Figure 5.14: Plot of the knickpoint retreat diﬀerentiated by structure (dip-
slope and stream-slope rivers). The exponents of the power law functions indicate
similar knickpoint propagation rates implying that structure is not a ﬁrst-order
control of knickpoint retreat. In grey is shown the equation for dip-slope rivers
and in black the equation fro scarp-slope rivers. The equation for the east and
west coast data is shown in the shaded box.
Table 5.10: ANCOVA results for the knickpoint retreat diﬀerentiated by struc-
ture (i.e., dip-slope and scarp-slope streams).
Coeﬃcient Estimate  t value Pr(> jtj)
Intercept 4.5 0.4663 9.6 2:9  10 7
Log(Drainage area) 1.2 0.2478 4.8 3:5  10 4
Structure(Scarp) -0.0 0.5233 -0.1 9:0  10 1
165The ANCOVA results (Table 5.10) indicate that there is no signiﬁcant diﬀer-
ence in knickpoint propagation rates between the dip-slope and scarp-slope stream.
Thus, the Jura data conﬁrm that structure is not ﬁrst-order control on knickpoint
propagation or at least, in the headward migration due to a drop of the base-level.
The results in Figures 5.13 and 5.14 points towards a propagation of disequilibrium
regardless of the lithology and the structural settings. This behaviour is likely to be
controlled by a river capacity to transport sediments during high discharge events
that are associated with incision into bedrock and knickpoint migration. In other
words, equation 5.5 in this setting captures the essence of the knickpoint propaga-
tion revealed by empirical studies (e.g., Bishop et al., 2005; Crosby and Whipple,
2006; Berlin and Anderson, 2007; Loget and van den Driesseche, 2009). It should
be recognised, though, that there are less obvious processes in this model which
need to be treated in more detail. The rate of plucking and its relationship to
fractures and rock jointing require observation in diﬀerent settings to determine
whether this can be integrated into equation 5.5 as has been discussed by Whipple
et al. (2000a). Plucking and rock fracture seem to play an important role in the
knickpoint propagation headwards. However, this processes depends on how much
sediment is transported by rivers. Sediment ﬂux is crucial for the channel incision
but incorporating such ﬂux into a model brings complications because how much
of the sediment ﬂux contributes to plucking and how much do abrasion is not known.
Another important issue for knickpoint retreat that needs to be tackled is the
eﬀect caused by drainage area as the knickpoint propagates headwards. The loss
of drainage area as the knickpoint migrates headwards and in particular once a
knickpoints passes a tributary, need the be assessed as has been recently stressed
out and proposed (e.g. Whittaker et al., 2008; Attal et al., 2011). Finding a critical
area where knickpoints can no longer migrate headwards is also needed. The res-
ults obtained in this research indicate that any such critical area must be less than
0.7 km2, the smallest catchment area studied here (Figures 5.10 and 5.11; Tables
5.2 and 5.7). Likewise, the eﬀect of the tributaries was limited by the small trunk
166streams below knickpoints in this study. Further observations in other settings are
required to test these issues, but the ﬁndings in Jura point to lower critical areas
than others have suggested (e.g., Crosby and Whipple, 2006). In this sense, the
empirical studies in medium to large catchments (> 100 km2) where the base-level
record is well constrained are optimal sites to test the propagation of knickpoints,
especially for understanding the role of tributaries.
5.3.2 The vertical distribution of knickpoints
Niemann et al. (2001) evaluated analytically the vertical propagation of knickpoints
by using the stream power model formulation and evaluating the case of graded
rivers that join the main trunk according to Plairfair’s law. These authors conclude
that if rivers are in equilibrium, knickpoints in tributaries should lie at approxim-
ately the same contour line of elevation (Niemann et al., 2001; Wobus et al., 2006a).
The vertical celerity of knickpoints in rivers in equilibrium due to a diﬀerential rock
uplift is and considered that incision rates follows the steam power rule, the vertical
migration rate of knickpoints is expressed as follows (Niemann et al., 2001; Wobus
et al., 2006a):
Cev =
U1   U2
U
1=n
1   U
1=n
2
U
1=n
2 (5.8)
where U1 and U2 correspond to the initial and ﬁnal uplift rate respectively and
exponent n is derived from the steam power rule. Equation 5.8 provides a solid
theoretical framework to asses the vertical distribution of knickpoints however, this
model has not been tested enough with empirical data and it requires certain con-
ditions of landscape which might be diﬃcult to meet.
The model of equation 5.8 requires: (1) an homogeneous lithology, (2) a system
where tributaries in equilibrium joining the main trunk incise at the same rate more
or less at the same point and (3) equal drainage areas for the tributaries. These
conditions are diﬃcult to observe in natural settings due to changes in lithology,
167climate and the geomorphic history of sites. Berlin and Anderson (2007) evaluating
the knickpoint retreat in rivers of the Roan Plateau in Colorado (USA), found that
the vertical distribution predicted by equation 5.8, does not apply for the rivers
they studied because the lithology and stratigraphy seem to control the vertical
propagation of knickpoints. Tributaries joining the main trunk are expected to
have diﬀerent incision rates even though these might join the main trunk at the
same elevation (Seidl and Dietrich, 1992).
Here the vertical distribution of main trunk and tributaries knickpoints was as-
sessed using two models. In the ﬁrst one, the knickpoint elevation-drainage area
regression was tested, and in the second one, a regression of elevation and a simpli-
ﬁed stream power (drainage area multiplied by channel slope) was tested (Figure
5.15). The elevation and channel slope of main trunk knickpoints was estimated
from the 13.6 ka shoreline to the knickpoint lip. The elevation and channel slope for
tributaries was measured from the knickpoint lip to their conﬂuence with trunks.
The channel slope of the main trunk and tributary knickpoints (named local channel
slope) is assumed to capture the average slope where the knickpoint has propag-
ated. The results indicate that a poor correlation is observed between the knickpoint
elevation and drainage area for trunk knickpoints (Figure 5.15). Such a poor ﬁt in-
dicates that other unknown factors besides stream discharge are exerting a control
on the vertical distribution of knickpoints.
The regression of knickpoint elevation on stream power gives a better correlation
in tributary and trunk knickpoints (Figure 5.15). The second model (i.e., stream
power regression) points to a geometric eﬀect caused that is related wit the vertical
distribution of knickpoints. In order to evaluate any potential eﬀect imposed by
structure an ANCOVA on the dip-slope and scarp-slope streams was performed.
The results obtained indicate the rate in the vertical distribution of the knickpoints
is more or less the same for the dip-slope and scarp-slope rivers (Table 5.11) thus,
stream discharge and the local channel slope are equally eﬀective irrespective of the
168structure.
Figure 5.15: Models of knickpoint elevation for the main trunk and tributaries.
The plot on the left shows that stream discharge does not fully controls the vertical
distribution of trunk knickpoints. The plot on the right indicates that vertical
distribution of knickpoints is controlled by stream power (
) which has been
simpliﬁed in this plot by the product of the drainage area and the channel slope.
The equation and statistics summary for trunk knickpoints are shown in the black
text and in grey for tributary knickpoint.
169Table 5.11: Ancova table for the regression of the vertical distribution of knick-
points (i.e., dip-slope and scarp-slope) against the stream power.
Coeﬃcient Estimate  t value Pr(> jtj)
Intercept 4.0 0.5730 6.9 9:5  10 6
Log(Stream power) 0.4 0.4190 0.9 3:4  10 1
Structure(Scarp) 0.5 0.6321 0.8 4:0  10 1
Log(Stream power):Structure(Scarp) 0.6 0.4516 1.3 2:0  10 1
The plot shown in Figure 5.15 conﬁrms that there is a geometric eﬀect in the
vertical distribution of knickpoints caused by change in both local channel slope
and the drainage area. It is thus hypothesised that streams with low drainage
area are likely to have steeper channel slopes than larger drainage areas because of
the stream power is not enough to ﬂatten the channel slopes and knickpoints are
concentrated at low elevation. In contrast, streams with large drainage areas have
enough stream power to promote the knickpoint recession at higher elevation than
the small ones.
Because the geometric eﬀect on the reach in which a knickpoint propagates may
result in a diﬀerent vertical propagation of knickpoints, it is necessary to examine
the relation between the slope on which a knickpoint propagates and the drain-
age area. Plotting the local channel slope estimated from the knickpoint to the
13.6 ka shoreline against the drainage area at the 13.6 ka shoreline in Figure 5.16
strongly suggests that the drainage area and the local channel slope are related.
Interestingly, Figure 5.16 reveals a threshold located at  2 km2 where the trend
in the local channel slope against drainage area changes. Streams with < 2km2
of drainage area have more or less the same channel slope ( 0:1 m/m) and this
condition is extended to tributaries. Streams with drainage areas > 2 km2 seem to
respond to drainage area as the stream power model predicts (Sklar and Dietrich,
1998; Whipple and Tucker, 1999).
170Figure 5.16: Plot of the local channel slope estimated from the base-level fall
knickpoint to the 13.6 ka shoreline against the drainage area. At  2 km2 the local
channel slopes becomes gentler as the drainage area increases. Axis are plotted in
a logarithmic scale. The grey dashed line indicates the approximate limit of the
debris ﬂow zone in channels suggested by Sklar and Dietrich (1998).
Because the local channel slope shown in Figure 5.16 equals the elevation-
distance ratio of knickpoint retreat from the 13.6 ka shoreline, the threshold found
at  2 km2 has further implications for knickpoint propagation. It will be recalled
that in the knickpoint retreat model for trunks (Figure 5.11) the drainage area ex-
ponent is  1 whereas, the exponent in tributaries is  2 (Figure 5.11). Figure
5.16 indicates that those knickpoints retreating on steep slopes do not scale with
low drainage areas (< 2 km2). Such a break in the scaling indicates that higher
steam discharge is required to promote the knickpoint recession (Figure 5.11) and
suggest that gravitational processes may be involved in the knickpoint recession as
has been hypothesised for steep knickpoints (Haviv et al., 2010) with low drainage
area (Crosby and Whipple, 2006).
1711725.4 Stream proﬁle of reaches in transience
The stream power model (e.g., Whipple and Tucker, 1999; Snyder et al., 2002) or the
shear stress model (e.g., Howard et al., 1994) both predict that as a base-level fall
knickpoint propagates headwards, channel slopes in the reaches downstream of the
knickpoint are re-established at their former values only if there is not a change in
the rate of rock uplift. Such a condition implies that incision rates after knickpoint
passage are re-established at their pre-knckpoint values and the ﬁnal result is a shift
downward of river bed elevation (Howard et al., 1994; Kooi and Beaumont, 1996;
Whipple and Tucker, 1999). The morphology downstream of knickpoints has not
been examined in detail but SA plots from active tectonic diﬀerent settings indicate
that channel slopes are scaled downstream of knickpoints which is commonly as-
sessed by normalising the channel steepness (e.g., Snyder et al., 2000; Wobus et al.,
2006b; Cyr et al., 2010). An increase in the channel steepness (ksn) downstream of
a knickpoint is interpreted as an eﬀect of tectonic forcing or an adjustment of the
river proﬁle to channel incision (Snyder et al., 2000).
The Jura data on knickpoint propagation and vertical distribution strongly sug-
gest that rivers respond to rock uplift according to catchment size. Such behaviour
is well explained by a power law rule but further analysis is required to clearly
elucidate the role of sediment. The next section analyses the morphology of tran-
sient rivers that have been aﬀected by a knickpoint propagation (i.e., the reaches
downstream of the knickpoint related to the 13.6 ka shoreline) in order to assess if
channel response to base-level fall is expected from theory.
5.4.1 The concavity index
An assessment of the morphological response of rivers to base-level fall is necessary
in order to elucidate if rivers can indeed accommodate the eﬀects of tectonism (that
is, in the particular case of Jura, glacio-isostatic uplift). The simplest approach
173to extracting information on channel morphology is by referencing the long proﬁle
morphology to a straight line (Phillips and Lutz, 2008). Goldrick and Bishop (2007)
used an geometric index to extract the channel morphology in a set of small reaches
using the following formula:
Rg =
((Xb   Xa)(Yb + Ya) + :::   (Xd   Xa)(Yd + Ya))
2(Xd   Xa)(Ya   Yd)
(5.9)
where X is the length of the reach and Y the elevation and subscripts diﬀerentiate
the reach (Figure 5.17). Note that equation 5.9 gives a normalised index of the
channel geometry that can equally be obtained by using the trapezoid rule. The
geometry of a reach (Rg) can be calculated by integrating a normalised elevation
with a normalised distance and compared with a straight line proﬁle in the form:
i = 1   [
Z 1
0
f(y)dy  (1   0)
f(0) + f(1)
2
] (5.10)
Figure 5.17: Scheme showing the reaches used for the geometric calculation of
equation 5.9 to estimate the channel geometric index. Modiﬁed from Goldrick
and Bishop, 2007
Using the formula 5.10 the concavity index (i) is determined by subtracting the
174integral to the ﬁrst term of equation 5.10 which correspond to a straight long pro-
ﬁle. A negative value denotes concavity and a positive value convexity (Figure 5.18).
Figure 5.18: Schematic cartoon of the concavity index. The geometry of the
concave and convex reaches is compared to a straight line proﬁle. Because areas
are subtracted from the straight proﬁle the maximum concavity and convexity
is -1 to 1 respectively but a value of   0:5 would represent a full concave-up
proﬁle.
The morphology of the transient reaches on Jura were assessed by obtaining the
concavity index from equation 5.10 for the reaches from the knickpoint tip to the
13.6 ka shoreline. The geometric response of the transient reach was analysed by
comparing it to drainage area (Figure 5.19). In general most of the transient reaches
tend to have a concave proﬁle, however a clustering of reaches with low drainage
area (< 5 km2) can have a start to form a convex proﬁle. One advantage of using the
concavity index is that is based on a morphological basis in which no assumptions
on the scaling of channel slope and stream discharge are needed as occurs for the
stream power model.
175Figure 5.19: Concavity index for the transient reaches of Jura. Note the cluster-
ing of convex reaches for those reaches with a drainage area < 5km2. The dashed
grey line indicates the zone of a straight line proﬁle.
Figure 5.19 reveals that streams with low drainage areas have a slow morpho-
logical response to the base-level fall. Even though the concavity index is not
strongly correlated to the hypsometric integral, the clustering for the low drainage
area streams implies that these streams are capable of transmitting the base-level
fall through a knickpoint propagation of the knickpoint tip but unable to absorb
the full eﬀect of the base-level fall by complete adjustment of the long proﬁle.
176It may be recalled here that the base-level lowering in Jura has not been steady.
The ﬁrst event that occurred  13:6 ka is likely to have triggered the base-level
fall knickpoint of Jura, but the subsequent drop of sea level at  7 ka years (Shen-
nan et al., 2006) is likely to have been transmitted into the ﬂuvial system by the
propagation of younger knickpoints. Large drainage area streams (Figure 5.19) are
likely to absorb the base-level fall by adjusting the channel slope. Such a response
is expected because due to the rivers ability to mobilise sediments and incise into
bedrock in contrast, small streams are unable to modify the channel slope due to
their low stream power and a convex proﬁle is likely to prevail in the small rivers.
The non-grading of channels slopes downstream of the base-level fall knick-
points demonstrated by extracting the hypsometric integral and the concavity index,
strongly indicates that small bedrock rivers do not completely adjust their former
proﬁle once a knickpoint has migrated headwards. It is likely that several steps
downstream of the 13.6 ka knickpoints may have also propagated more recently (
11 ka) generating a delay in the response time of rivers to absorb the base-level
fall. The decline over time of the glacio-isostatic rebound due to the visco-elastic
recovery in the mantle does also imply, however, a decline in the intensity of the
base-level lowering, which is likely to be transmitted as minor steps or knickpoints
on the stream proﬁle. Such a condition seems to explain why the small rivers are
unable to absorb the base-level fall since they do not have enough stream power to
absorb the full amount of the base-level fall to induce changes on its morphology.
It is interesting though, that the horizontal propagation of knickpoints has been ef-
fectively transmitted in a wide range of rivers with variable drainage areas (Figure
5.6).
1775.5 Summary
The results obtained here indicate that drainage area is a ﬁrst-order control on
knickpoint recession in small bedrock rivers. The role of plucking and abrasion in
the knickpoint propagation has not fully tested but the results obtained empiric-
ally and through modelling suggest that plucking might promote the knickpoint
migration headwards by the detach or blocks (Howard et al., 1994; Whipple and
Tucker, 1999), but the knickpoint propagation though, a the presence of joint in
which the sediment ﬁlls in forming a wedge that later can generate the detach of
rocks (Whipple et al., 2000a, Figure 4). The role of jointing has further implications
for channel degradation. A relation between the jointing spacing and the forma-
tion of strath-terraces has recently been stressed (e.g., Wohl, 2008). In this sense
the detachment-limited model (Howard, 1994; Whipple and Tucker, 1999) seems to
capture the main processes involved in the knickpoint propagation as the modelling
results also indicate (Howard et al., 1994). Channel incision by abrasion is also an
important process in bedrock channel degradation (Foley, 1980; Sklar and Dietrich,
1998) but this processes is likely to be limited to certain surfaces where bedrock can
be polished or carved forming potholes and grooves (Whipple et al., 2000a; Wohl
and Merritt, 2001). The knickpoint propagation in massive unjointed surfaces is
not fully documented but such case, bedrock incision is more likely to be related
to abrasion and possibly cavitation thus, (Whipple et al., 2000a) the knickpoint
replacement model Gardner (1983) may take place.
The analysis performed on the main trunk rivers and its tributaries conﬁrms that
the 13.6 ka base-level fall event has been transmitted to the landscape by knickpoint
propagation. The knickpoint retreat model shown in Figure 5.10 also demonstrates
that even for the case of small bedrock rivers, the disequilibrium is transmitted
regardless of the lithology and structure (Figures 5.13 and 5.14) and even in highly
perturbed channels. The results presented in this chapter are summarised below:
 Drainage area (surrogate of stream discharge) and presumably the sediment
178ﬂux, drive the knickpoint propagation in small bedrock rivers catchments. The
comparative analysis of knickpoint retreat in dip-slope and scarp-slope streams
indicates that structure is not a ﬁrst-order control on knickpoint recession.
Likewise, lithology does not seem to inﬂuence the knickpoint recession, as the
comparative analysis on the east coast of Scotland (Bishop et al., 2005) and
the present study indicates.
 Knickpoint propagation has been transmitted to tributary streams as it is
expected from the theory (Bishop et al., 2005; Wobus et al., 2006a; Goode
and Burbank, 2009). In these low drainage area streams, the scaling in the
exponent with drainage area increases, suggesting that other processes (e.g.,
gravitational toppling ) might operate in knickpoint recession. This trend
seem also to explain the steep reaches clustering at  5 km2 of drainage area
(see Figure 5.16).
 The vertical distribution of knickpoints in non steady-state landscapes and
where streams have diﬀerent gradients is controlled by the geometry of the
channel on which the knickpoint propagates. The geometric eﬀect is also
consistent with the horizontal knickpoint propagation shown in Figure 5.10,
because low drainage area streams are steeper and the horizontal and vertical
propagation is less than in the large rivers.
 The concavity index was useful to evaluate the morphological response of
rivers to the base-level fall. Here it was observed that low drainage area
streams (< 5km2) have a slow response to the base-level fall (Figure 5.19) due
to a reduced stream power. The slow response rivers keep a convex proﬁle
downstream of the knickpoint.
 The several analyses performed on the base-level fall knickpoints of Jura con-
ﬁrm that knickpoint propagation does operate in small bedrock rivers on a
hard lithology. The model of the knickpoint retreat and as a function of drain-
age area also suggests that incision is mostly dominated by detachment-limited
179conditions where is fractures may play an important role as has been stressed
for other settings by some authors (e.g., Whipple et al., 2000a; Molnar et al.,
2007; Wohl, 2008). The case of a knickpoint replacement suggested by Gard-
ner (1983) is unlikely to occur in Jura because the quartzite is fractured but
the possibility of a knickpoint rotation during headwards migration remain
possible (Howard et al., 1994; Frankel et al., 2007).
 The lack of scaling between slope and drainage area downstream of knick-
points and the results interpreted from the concavity index on the transient
reaches, suggest that rivers do not necessarily adjust the channel slopes once
a knickpoint has migrated upstream. In some cases, particularly for the low
drainage area streams, the slow response of rivers to the base-level fall is likely
to maintain a higher erosion rates for larger times than the large stream rivers.
Such a condition may result in an asynchronous response in landscape to the
base-level fall which is dependent on river stream power. The next chapter
quantiﬁes the rates of channel lowering using cosmogenic nuclides.
180Chapter 6
Bedrock river incision in transient landscapes
6.1 Introduction
Estimating the channel incision rate into bedrock is fundamental to understand how
mountainous landscapes evolve in response to changes in tectonics and climate. The
processes involved in channel bedrock incision (i.e., plucking, abrasion and cavita-
tion) are well known and the governing equations have in some cases been settled.
Nevertheless, a general incision law that combines all the processes involved in bed-
rock degradation has not yet been achieved (Whipple et al., 2000a).
The stream power model has proved to be a useful tool to assess channel in-
cision into bedrock (e.g., Howard et al., 1994; Lavé and Avouac, 2001; Tucker and
Whipple, 2002; Stolar et al., 2007; Attal et al., 2011). An advantage of the stream
power based approach is that few measurements are required to assess channel in-
cision (Whipple and Tucker, 1999). Nevertheless, some processes are not explicitly
known, including the role of sediment ﬂux in bedrock incision. This last is some-
what implicit in the stream power model but whether sediment plays an important
role in channel incision remains a matter of future investigation (Sklar and Dietrich,
1998).
The importance of sediment ﬂux in channel incision in mountainous settings has
been stressed in several studies (e.g., Sklar and Dietrich, 1998; Hovius et al., 2000;
181Hartshorn et al., 2002; Cowie et al., 2008; Stark et al., 2009). Some bedrock abrasion
models diﬀerent from the stream power rule, have been proposed to estimate the
eﬀect of sediment on channel incision by accounting for abrasion and the impact of
particles on a bedrock surface (e.g., Foley, 1980; Sklar and Dietrich, 2004; Turowski
et al., 2007). These can be integrated into the stream power approach to provide
a more explicit model of the evolution of a stream proﬁles (Whipple and Tucker,
2002; Sklar and Dietrich, 2006). The importance of sediment in bedrock channel
incision and its implication in evolution of the landscape have been considered in
more recent studies (e.g., Crosby et al., 2007; Finnegan et al., 2007; Johnson et al.,
2009) and in attempts to integrate all bedrock channel incision processes into a
single model (e.g., Chatanantavet and Parker, 2009).
The relatively recent facility to quantify in situ produced Terrestrial Cosmogenic
Nuclides (TCNs), via measurements in an Accelerator Mass Spectrometer (AMS),
and the wide potential of TCNs to quantify geomorphologic processes (Cerling and
Craig, 1994; Cockburn and Summerﬁeld, 2004; Bishop, 2007) has enlivened land-
scape evolution studies by providing novel quantitative techniques to obtain ages
and incision rates in the landscape (Bishop, 2007). For the particular case of rivers,
the estimation of channel incision rates in bedrock has primarily been done dating
geomorphic markers and using an exposure age to estimate the rate of incision in a
given period of time (e.g., Seidl et al., 1997; Leland et al., 1998; Reusser et al., 2004;
Schaller et al., 2005). Another approach consists in measuring the TCN concentra-
tions in sediments to obtain a catchment-averaged denudation rates (e.g., Bierman
and Steig, 1996; Reinhardt et al., 2007b; Codilean et al., 2008; Cyr et al., 2010).
Use of this latter approach must be conscious of processes (i.e., hillslope processes)
besides the ﬂuvial ones. The possibility also of estimating erosion rates directly
from a bedrock outcrop in the river bed using in situ produced TCNs is promising
for the case of bedrock rivers. This approach is exploited in this research to obtain
bedrock incision rates from an actively eroding surface.
182The possibility of using TCNs to estimate bedrock channel incision rates is at-
tractive to test the several existing models of bedrock channel incision. Because (1)
sediment plays an important role in the bedrock channel degradation and (2) quan-
tifying the incision rates is necessary to understand landscape response to tectonics
and/or climate, in this chapter the eﬀect of sediment and estimation of bedrock
channel incision are presented together. The ﬁrst part of this chapter analyses the
in-channel sediment size distribution in order to clarify if plucking or abrasion or
both control channel incision into bedrock. In the second part, rationale of using
the in situ produced TCNs is presented as well as the sample strategy. Finally, the
erosion rates obtained are compared with the stream power model and a variation
of the saltation-abrasion model.
1836.2 The role of sediment in bedrock channel incision
Gilbert was the ﬁrst to emphasise the necessity to quantify the sediment ﬂux to
understand bedrock channel incision (Sklar and Dietrich, 2001). Gilbert (1877)
suggested that sediment controls bedrock incision by causing two eﬀects: (1) the
cover of larger particles reduces the rates of bedrock incision rates because coarse
fragments are diﬃcult to mobilise and they shield the bed (the ‘cover’ eﬀect) and (2)
the potential work of medium size particles in providing tools for bedrock incision
(the ‘tools’ eﬀect)(Sklar and Dietrich, 1998; 2001). Gilbert’s observations and hy-
pothesis have been tested quantitatively in a model known as the saltation-abrasion
model (Sklar and Dietrich, 2004).
The stream power model in its two forms (i.e., unit stream power and shear
stress), does not explicitly include the eﬀect of sediment, which is implicit in the
term K (equation 2.4). The K term also accounts for other processes such as
climate, lithology and sediment load (Howard, 1994; Howard et al., 1994; Whipple
and Tucker, 1999). Sklar and Dietrich (2001) argued that the inﬂuence of sediment
supply on streams might not be fully captured in the detachment-limited model
where plucking is the main mechanism driving incision. These authors subsequently
formulated their mechanistic-based saltation-abrasion model in which is stressed the
non-linearity of bedrock incision by the eﬀect of the sediment transport and sediment
supply and the abrasion caused by the impact of grains on a bedrock surface (Sklar
and Dietrich, 2004; 2006). In this approach the bedrock incision erosion (Es) can
be evaluated as the product of three terms (Sklar and Dietrich, 2006):
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where Rb is a non-dimensional buoyant density, g the gravitational acceleration, Y
is Young’s modulus of rock elasticity, kv is a dimensionless rock resistant parameter,
t is the tensile rock strength, Qs is the sediment supply rate,  is the dimensionless
184shear stress, 
c is the threshold shear stress for sediment motion, Qc is the bedload
sediment transport capacity, u is the shear velocity and wf is the grain fall velocity
in still water. Interestingly the ﬁrst term of equation 6.1 is somewhat similar to K
in the stream power model as long as this term mainly reﬂects lithology, but for the
case of the equation 6.1 this term is insensitive to variations in climate and tecton-
ics. Sklar and Dietrich (2004) used equation 6.1 to test and obtain bedrock erosion
rates of the Fork Eel River, in California (USA). They found that bedrock incision
suddenly increases where there is an excess of sediment transport capacity, and in
reaches where bedrock exposure is frequent on the riverbed (Sklar and Dietrich,
2004, their Fig. 12). Another key ﬁnding is that the higher erosion rates coincide
with the transport of medium size particles (D  40 mm) (Sklar and Dietrich, 2004,
their Figure 14).
The terms forming equation 6.1 allow to distinguish diﬀerent processes aﬀecting
the channel incision. In the ﬁrst term, the rock erodability is estimated assuming
that the bedrock surface is mechanically eroded (Sklar and Dietrich, 2004), thus
changes in the ﬁrst term may result only from a change in lithology. In the second
and third term the eﬀect of saltation particles impacting on the bed and sediment
ﬂux are integrated. In the third term, the dimensionless ratio (=
c ) the transport
stage which accounts for the relative intensity of sediment transport. A high value
of transport stage means that the saltation of a particle impacting the bed increases
(Sklar and Dietrich, 2004). In the fourth term the tools and cover eﬀects are con-
sidered (Sklar and Dietrich, 2004; Crosby et al., 2007) using the sediment transport
(Qs) and sediment capacity ratio (Qc), in this case a low value (< 0:5) denotes a
condition where sediment is abrading the bed because the sediment transport capa-
city is larger than the sediment supply, when the sediment supply is increases, the
sediment transport capacity is reduced (> 0:5) and when 1 Qs=Qc = 0 the bed is
armoured with sediments and abrasion is mitigated or nulliﬁed. In the ﬁfth term
the velocity of the particles impacting the bed are considered by the evaluating the
ratio between the shear velocity and the particle settling velocity (u=wf) which are
185correlated with the transport stage included in the third term (Sklar and Dietrich,
2004). The model expressed in equation 6.1 allows to estimate the instantaneous
bedrock incision caused by abrasion in which the impact of grains on the bedrock
surface is the mechanism driving abrasion, such model also estimate the eﬀects of
sediment (tools and cover eﬀects) on channel incision (Sklar and Dietrich, 2004).
The saltation-abrasion model seems to conﬁrm the hypothesis originally posed
by Gilbert (1877) on the role of sediment size and transport capacity as factors con-
trolling bedrock abrasion. Other bedrock abrasion models have also been proposed
(e.g., Foley, 1980; Gasparini et al., 2006; Turowski et al., 2007; Chatanantavet and
Parker, 2009) but the saltation-abrasion model seems to capture the eﬀects of tools
and cover, which in some cases have not been fully considered (e.g., Foley, 1980).
Here the model of Sklar and Dietrich (2004) is used as to evaluate bedrock abrasion
and the role of sediment in bedrock channel degradation.
Bedrock incision by abrasion depends on two factors: (1) the stream’s capacity
to mobilise the sediment load, for which sediment transport must overcome the
sediment supply, otherwise the channel is covered by sediment and incision is inhib-
ited; and (2) the sediment size which may increase or reduce abrasion depending on
the size and number of particles that impact on the bedrock surface. Large clasts
of rocks (>> 40 mm) are diﬃcult to mobilise and if these predominate, transport
capacity drops (Qs > Qc) generating a buﬀering in the channel against abrasion
(Stark et al., 2009). In contrast, ﬁne particles (<< 40 mm) are more easily trans-
ported but their impact and abrasion on the bedrock will be reduced in terms of
the impact area, so high sediment ﬂuxes are required to initiate channel incision.
Noting that sediment size and the channel bedrock exposure are related to the tools
and cover eﬀect, the key point in the ﬁeld is to quantify both to assess the role
played by sediment.
The role of sediment transport in bedrock incision is not limited to abrasion but
186is also related to the detachment of rock fragments on fractured bedrock surfaces
(Whipple et al., 2000a; Whipple and Tucker, 2002), in the process known as mac-
roabrasion (Whipple, 2004; Chatanantavet and Parker, 2009). The detachment of
blocks in the bedrock channel results from a wedging of medium to ﬁne particles
that ﬁll the cracks generated at high pressures during ﬂooding and detachment due
to drag forces (Whipple et al., 2000a). The eﬀect caused by sediment in the plucking
of rocks is implicit in the steam power model.
6.2.1 Sediment size distribution in small bedrock rivers
The grain size distribution and ﬁning of sediment with the increase of stream dis-
charge in bedrock rivers is not a new topic but it remains less well known in compar-
ison to alluvial and gravel bed rivers (Knighton, 1980; Brierley and Hickin, 1985;
Fahnestock, 1963). In his pioneering study, Hack (1957) observed two diﬀerent
trends in the sediment size distribution: (1) the downstream ﬁning as occurs for
the alluvial rivers and which were observed in most of the rivers analysed by Hack
and (2) and inverse relation observed in the Gillis Falls River where sediment size
increased downstream. Hack (1957) established a power law function for channel
slope using the ratio between sediment size particle and stream length (as proxy of
stream discharge) in the form:
S = 25
M0:6
L
(6.2)
where S is the channel slope, M the median size of the sediment and L is the dis-
tance downstream. This functional relation was interpreted as response of channel
slope to the ratio of sediment size and stream discharge which was summarised by
Hack (1957, his Fig. 21) in a family of curves. The case of sediment size increasing
with downstream length results in a reduction in the exponent of equation 6.2. Hack
established a functional relation between grain size stream discharge and channel
slope that is related to the stream proﬁle morphology and attempted to integrate
these into the stream proﬁle equation (Hack, 1957, his Equations 14, and 15), while
187suggesting that the SL form is preferable (but see Goldrick and Bishop, 2007).
Other studies in mountain and bedrock streams indicate that sediment size tends
to decrease with distance downstream (e.g., Fahnestock, 1963; Bradley et al., 1972;
McPherson, 1971; Brierley and Hickin, 1985; Jansen, 2006), a trend that is consist-
ent with some laboratory experiments (Schumm and Stevens, 1973). If it is assumed
that the channel slope and the sediment size are related and both decrease as drain-
age area increases, then it would be expected that the sediment size distribution
will vary with diﬀerent ﬂuvial domains (Figure 6.1).
Figure 6.1: Fluvial domains of a river characteristic of a steady state landscape
(Modiﬁed from: Montgomery, 2001).
Figure 6.1 indicates that channel slopes varies with drainage area. Coarse sed-
iment would be expected to prevail in the colluvial domain where debris ﬂow and
hillslope processes dominate (Montgomery and Dietrich, 1989; Tarboton et al., 1991;
Montgomery and Foufoula-Georgiou, 1993). Less coarse sediment is expected to be
188found in the bedrock domain and the ﬁnest sediment and suspended load are likely
to characterise the alluvial zone. This model is, however, a generalisation and ﬁeld
studies indicate that boundaries between the various zones are diﬃcult to establish
and mixed reaches have been proposed to exist (Montgomery and Gran, 2001; Tur-
owski et al., 2008).
Whether the sediment size decreases with increasing drainage area, has not been
fully documented for bedrock rivers. Studies on rivers aﬀected by tectonic forcing
indicate that bedrock is more frequently exposed in the channel (Snyder et al., 2003)
and faulting and subsequent landscape steepening may also be related to an increase
in the sediment size by the increase of sediment supply due to landslides activity
(Whittaker et al., 2007). Another important factor in changes in sediment delivery
to the channel is related to the propagation of knickpoints as has been observed
in ﬂume experiments (Hasbargen and Paola, 2000; Bigi et al., 2006). Even in the
case of steady-state landscapes, variations in the sediment supply are likely to oc-
cur. Taiwanese rivers, for example, indicate that sediment production is partially
controlled by earthquakes, landslides and typhoon activity (Hovius et al., 2000;
Hartshorn et al., 2002; Dadson et al., 2003). These conditions are translated into
sediment delivery from tributary basins that is likely to be reﬂected in changes in
sediment grain size deposited along the main trunk. Other studies have also stressed
on the increase of sediment size or a delay in sediment ﬁnning due to the supply of
glacial sediment from the upper basins (Heller et al., 2001; Attal and Lavé, 2006),
the transport of sediments due to landslides (Hovius et al., 2000; Attal and Lavé,
2006), and the coarsening of sediment in landscapes responding to a tectonic forcing
(Whittaker et al., 2010).
Sediment size in the present study was examined by sampling ﬁve streams, four
on the west coast and one in the east, all located at the south end of Jura (Figure
6.2). Sampling was aimed at assessing if there was any change in sediment size
as the distance from the divide increases and if there were any sharp contrasts in
189sediment size in the reaches located upstream and downstream of the base-level
fall knickpoint. For this purpose, sediment patches and bars were examined up-
stream and downstream of the knickpoint towards the stream outlet. The surface
of the sediment patches and bars were sampled based on the approach suggested by
Wolman (1954) and the sediment was sampled in those reaches where the sediment
patches or bars were of more than 20 m in length. When possible the sampling sites
of sediment was every 10 m distance where 10 particles were measured at every
meter. In some sites the measurement every 10 m was not possible because the
sediment is under the water, in this case the sampling of sediment was done every
large step inside the rivers where 10 particles were measured. In any case the grains
were randomly selected. A metallic template with ﬁxed squares of diﬀerent size (11
mm to 128 mm) was used to measure the B axis of sediment (Figure 6.3). Boulders
A and B axis were measured using a metallic metric tape.
190Figure 6.2: Grain size sampling sites (yellow circles) on the Isle of Jura. A total
of 100 measurements were made at each site. The stars indicate the location of
the 13.6 ka knickpoints.
191Figure 6.3: Metallic template (white dashed line in A and B pictures) used in
ﬁeldwork to measure the sediment size. In both photographs sediment measured
was under the water.
Coverage by boulders is not ubiquitous and in some sites they are absent. Due
the scarcity of boulders on sediment patches and bars, the largest boulder observed
was measured whenever this was present. The coarsest fraction, recognised here as
those particles larger than 128 mm and these were treated separately from the 11 to
128 mm fraction due to the reduced number of coarse particles (> 128 mm) found
on sediment patches and bars. For the coarse fraction, grains were measured using
the metallic metric tape. The percentage of boulders in the sediment patch was
estimated visually at each sampling site. The locations of sample sites, the boulder
size and the diﬀerent D fractions of the sediment patches are presented in Table
6.1, in Figure 6.4 is illustrated the nature of the reaches sampled.
192Table 6.1: Sediment sampling sites for diﬀerent fraction sizes (D10;D50;D90)
and the coarsest fractionDb.
Stream Site Coordinate D10 D50 D90 Db
y Covery
ID (x,y) (mm) (mm) (mm) (mm) (%)
22 1 145396, 672387 22 45 128 500 -
22 2 145333, 672437 16 45 90 500 -
22 3 145109, 672853 11 32 54 1000 10
22 4 145078, 672912 16 32 90 1500 50
22 5 145029, 672952 16 45 90 1500 30
22 6 145002, 672982 22 45 90 1000 10
22 7 144914, 673064 22 45 90 1000 10
25 1 144963, 668548 32 45 54 600 10
25 2 144953, 668517 32 45 90 700 10
25 3 144794, 668397 22 45 72 700 15
25 4 144788, 668369 32 45 90 1600 -
25 5 144784, 668336 16 32 54 500 5
25 6 144718, 668171 27 45 90 1500 40
25 7 144469, 668031 32 45 90 900 15
25 8 144392, 668020 19 32 90 900 40
26 1 145503, 667407 45 54 128 - -
26 2 145422, 667438 32 45 90 2000 -
26 3 144948, 667542 32 45 90 1700 -
26 4 144812, 667517 32 45 90 500 -
26 5 144602, 667412 32 54 90 - -
26 6 144651, 667422 32 54 90 - -
26 7 144438, 667347 22 45 90 400 -
26 8 144305, 667297 11 45 90 - -
36 1 152649, 673601 32 45 90 500 15
36 2 152747, 673577 22 45 128 650 15
36 3 152838, 673498 22 45 54 - -
36 4 153006, 673367 32 54 90 400 -
36 5 153358, 673387 45 54 90 - -
36 6 154192, 673170 45 54 90 - -
36 7 154373, 672911 54 90 128 - -
36 8 154460, 672026 32 45 90 1000 -
38 1 145918, 670561 22 32 90 500 -
38 2 145905, 670647 22 45 128 1300 -
38 3 145718, 670721 22 45 90 - -
38 4 145484, 670796 22 45 90 - -
38 5 145423, 670802 22 32 54 400 -
38 6 145082, 670880 22 38 72 400 30
38 7 144517, 671620 22 45 90 500 -
y The hyphen indicates no data.
193Figure 6.4: Photographs of diﬀerent reaches where sediment has been sampled.
Only in few cases (e.g. stream 22) coarse material has been observed on the
channel
In Figure 6.5 the cumulative graphic of the sediment size reveals that the dom-
inant fraction size in most of the sites sampled ranges between 20 mm and 50
mm (Figure 6.5). This size covers  80% of the sediment size of the patches and
bars sampled. The homogeneity of the grain size distribution (Figure 6.5) and the
scarcity of boulders armouring the riverbed (Table 6.1) suggest that drainage area
is unlikely to be related with the sediment grain size distribution because a the 20
mm to 50 mm tends to prevail in the sites sampled.
To assess whether there is a downstream change in grain size, the D10;D50 and
D90 fractions are plotted against a normalised distance downstream (Figure 6.7).
Figure 6.7, indicates that grain size does not change sharply as the distance down-
stream increases, in either D10 and D50 fractions. The largest fraction (D90) slightly
194Figure 6.5: Cumulative graphs of the sediment size measured on 5 streams of
Jura. Note the homogeneous distribution of sediment size given by the shape
among the curves sketched.
195increases downstream but D90 particles only represent  10% at each site (Figure
6.5). The relative stability in the D50 and D10 fractions in all streams indicate that
the sediment transport and the sediment supply in the rivers are more or less equal
among all streams. During ﬁeldwork it was observed that in the narrow valleys
located downstream of the 13.6 ka knickpoints, the landslides are common, which
is interpreted as a source of sediment supply. Also the erosion of glacial material
(mainly till) on the upper catchments are deposited into the river by landslides
(Figure 6.6).
Figure 6.6: The photograph on the right correspond to stream 38 where glacial
material is being supplied to the rivers from unstable slopes, the scar of the
landslide is marked with the white dashed line. On the left, a small talus cone
(right bank of the picture, white dashed line) located downstream of the 13.6 ka
knickpoint of stream 25. Note the steep valley walls of the picture of the left.
The possible eﬀect of sediment contribution to the main trunk fed by tributaries
is not evident because the lateral supply of sediment by tributaries is limited. The
homogeneity in the sediment size distribution also suggests that the channel slope is
not related to the sediment size. The lack of impact of the knickpoints on sediment
size seems to conﬁrm that there is no relationship between the sediment fraction
and the channel slope (Figure 6.8).
The boulders measured in ﬁeldwork were plotted against the normalised distance
196Figure 6.7: Variation of diﬀerent sediment size fractions with increasing dis-
tance downstream. The trend observed for the median (D50) is to remain almost
constant as the distance downstream increases. No sharp changes on size are ob-
served on the reaches sampled and the eﬀect caused by knickpoints. The distance
is normalised from the site sampled upstream of the 13.6 ka knickpoint towards
the stream mouth.
197Figure 6.8: Variation of diﬀerent sediment size fraction in relation to channel
slope in a downstream direction.
198(Figure 6.9). The plots indicate that large particles exhibit more variability but
in any case no systematic increase or decrease in size is observed with distance
downstream and sediment size is randomly distributed (Figure 6.9). The random
distribution of boulders size is also observed when size is plotted against the local
channel slope (Figure 6.10).
The sediment size distributions for both coarse and medium size particles shows
no clear trends in ﬁning or coarsening with distance downstream or slope. To con-
ﬁrm this quantitatively, equation 6.2 of Hack (1957) was applied to both coarse and
medium fractions (Table 6.2). The results of the regressions indicate that there is
no relation in the ratio of sediment size and stream discharge in respect to chan-
nel slope (Table 6.2). This lack of relationship contrasts with the ﬁndings of Hack
(1957) where the scaling of equation 6.2 is reported.
Table 6.2: Regression coeﬃcients of equation 6.2 for the medium and coarse
fraction.
Medium size fraction (D50)
Coeﬃcients Estimate  T value Pr(> jtj)
Intercept -3.34541 0.3490 -9.584 1:91  10 11
Log(D50/Distance) -0.01337 0.0943 -0.142 0.888
R2= 0.0, p-value: 0.88
Boulders (> 120 mm)
Coeﬃcients Estimate  T value Pr(> jtj)
Intercept -2.9813 0.4752 -6.274 1:22  10 06
Log(Bouler/Distance) 0.1737 0.2371 0.732 0.471
R2= 0.0, p-value: 0.47
The lack of scaling predicted by equation 6.2 indicates a condition where the
channel slope and the bed sediment do not scale with stream discharge. This lack
199Figure 6.9: Variation of the largest boulders with the increase of the distance
downstream. A random distribution of particles of size predominates with not
clear signs of increase or decrease with the distance downstream.
200Figure 6.10: Distribution of boulders size with the local channel slope in a
downstream direction. As in the case of Figure 6.9, not systematic behaviour of
size and slope is observed.
201or relationship reﬂects: (1) the transient nature on the streams of Jura, in which
the channel slope is not adjusted on the upper parts of the rivers and even at the
stream outlets and (2) the continuous supply of sediments from hillslopes, which are
likely to be related to unstable slopes as has also been observed in other transient
settings (e.g., Whittaker et al., 2010). The lack of adjustment in channel slope is
also supported by the DS regressions already shown here.
6.2.2 Channel bedrock exposure
The amount of bedrock exposure on channel is believed to be indicative of active
bedrock incision on streams in which detachment-limited conditions prevail (Sklar
and Dietrich, 1998; Turowski et al., 2008) or zones in the channel where there is
an inﬂuence of a tectonic forcing (Snyder et al., 2003; Cowie et al., 2008). No ﬁeld
methods have been proposed to estimate the area of exposed bedrock in rivers but
the approach followed, generally consists in visual estimation of the percentage of
the amount of of bedrock exposure in a given reach (Snyder et al., 2003; Johnson
et al., 2009). Although this is a purely ﬁeld-based semi-quantitative approach,
estimating bedrock exposure is useful for assessing if stream incision is likely to be
inﬂuenced by the eﬀect of sediment transport (Johnson et al., 2009). The percentage
of bedrock exposure was recorded at the same sites for which the grain-size analyses
were undertaken (Figure 6.2). The bedrock exposure was obtained by estimating
the percentage of bedrock exposed on the active channel along a distance of 20 m.
The percentage of the bedrock exposed in the active channel was plotted against
(1) non-dimensional downstream distance, and (2) local channel slope to detect if
there is any systematic behaviour in the channel bedrock exposure (Figures 6.11
and 6.12).
Figures 6.11 and 6.12 indicate that bedrock exposure occurs regardless of local
channel slope. Nevertheless, some rivers have a slight trend to have greater bedrock
exposure where the slope increases in a downstream direction (Figure 6.12, streams
202Figure 6.11: Plots of percentage of bedrock exposure in relation to the increase
of distance downstream.
203Figure 6.12: Plots of percentage of bedrock exposure against channel slope in a
downstream direction.
20422, 25 and 36).
The frequent bedrock exposure and overall pattern observed in the distribution
of the sediment size for medium and coarse fraction clarify the nature of the bedrock
streams of Jura and unequivocally conﬁrming their bedrock river character following
the criteria of Turowski et al. (2008). Bedrock exposure at streams outlet (Figure
6.13) indicate that these rivers are incising into an actively uplifting setting where
channel slopes increase in downstream direction and where sediment does not cover
the bed at stream outlets.
Figure 6.13: Photograph showing that bedrock is present at stream’s mouth on
stream 26. The bedrock exposure at the mouth of the stream conﬁrms that Jura’s
landscape has been aﬀected by rock uplift.
Although the sediment size distribution could be characterised here for the
streams sampled and it is also conﬁrmed that the median size fraction (i.e., D50
45 mm) which according to the saltation-abrasion model is likely to contribute to
channel incision by the impact of grains hitting the rock surface (Sklar and Dietrich,
2004), the lack of a complete armouring of the bed, the amount of bedrock expos-
205ure, and lack of ﬁning of sediment grain size with the increase of stream discharge,
suggest that detachment-limited conditions are more likely to control the bedrock
incision in the rivers of Jura.
2066.3 Estimation of erosion rates using in situ produced terrestrial cosmo-
genic nuclides (TCNs)
Since the 1990s, an increasing number of papers dealing with obtaining exposure
ages and incision rates by measuring the TCN concentrations have been published
(Cockburn and Summerﬁeld, 2004), revivifying quantitative techniques in the ﬁeld
(Laeter, 1998). The physical principles of the TCN production have been known
since the middle of the 20th century (Lal, 1987; Cerling and Craig, 1994). However,
the measurement of the long-lived cosmogenic isotopes was not possible until the
development in the middle 1980s of the accelerator mass spectrometry (AMS) and
the reﬁnement of the noble-gas mass spectrometer (Lal, 1987; Gosse and Phillips,
2001). The AMS has resulted in a major advance because for the ﬁrst time in situ
TCNs could be measured in small grains due to the great sensitivity of the AMS
for measuring isotopic ratios (Laeter, 1998; Granger and Riebe, 2007).
The half-lives of in situ produced TCNs used in geomorphological research range
from thousand years to million of years (e.g., 14C and 10Be respectively) (Elmore
and Phillips, 1987; Cockburn and Summerﬁeld, 2004). This range makes TCNs
very useful in geomorphology since the time span is wide when compared to the
traditional dating of organic 14C. Also, the possibility to date bedrock, grains and
soils makes TCNs suitable for many physical settings. 26Al and 10Be have been
widely used in geomorphology because their production rates are relatively well
known (Nishiizumi et al., 1986; 1993; Lal, 1988; 1991) and are larger than for other
isotopes (e.g 36Cl and 14C). Moreover, the 26Al and 10Be are produced in quartz
by spallation and muon capture of atoms of O and Si (Nishiizumi et al., 1986; Lal,
1991) which are components of quartz, which is ubiquitous on the Earth’s surface.
TCNs have been used to estimate incision rates in bedrock rivers by dating ex-
posure ages on strath-terraces (e.g., Seidl et al., 1997; Leland et al., 1998; Schaller
et al., 2005). Bedrock incision rates can also be quantiﬁed by measuring the con-
centration of in situ bedrock surfaces that are continuously eroding (Lal, 1991;
207Nishiizumi et al., 1993). The Jura streams are ideal candidates to estimate the
bedrock incision by measuring the concentration of 26Al and 10Be atoms because of
the quartzite lithology and the constant bedrock exposure of channels, as well as
the steep slopes free of sediment cover predominate in this setting.
In the following sections the general principles by which incision rates can be
obtained by measuring the TCN concentrations are brieﬂy explained focusing on
10Be which was used here to estimate the incision rates in two rivers of Jura. The
hypothesis and rationale of sampling are also presented as well as the procedures
followed in the laboratory and the results obtained from the AMS measurements.
In the last part of this chapter the incision rates and their implications for transient
rivers are discussed.
6.3.1 Principles of in situ produced TCN
The literature on the use of in situ produced TCNs to estimate exposure ages or
incision rates is extensive and several review papers have been published in the last
twenty years (e.g., Lal, 1987; 1988; 1991; Nishiizumi et al., 1993; Cerling and Craig,
1994; Gosse and Phillips, 2001; Granger and Riebe, 2007). Also, improvements in
scaling factors aﬀecting nuclide production have appeared since then (e.g., Dunai,
2000; Desilets et al., 2006; Lifton et al., 2008), resulting in diﬀerent models for the
estimation of erosion and incision rates (Balco et al., 2008). In this study the papers
of Lal (1991); Gosse and Phillips (2001) and Granger and Riebe (2007) are used for
reference to describe the principles on the TCNs production. However, details on
the formulations and the correction of scaling factors are not provided here and this
can be found in the review of Gosse and Phillips (2001).
The ultimate mechanism by which in situ TCNs are produced in Earth’s surface
rocks is the cosmic radiation that enters the atmosphere, generating a secondary
cosmic ray ﬂux of high energy particles that hits Earth’s surface and interacts with
208the atoms of rocks (Lal, 1991; Granger and Riebe, 2007). The particle interaction at
the surface is dominated by neutron, protons, nuclear fragments, pions and muons.
Muons interact deeper ( 2 to  3 m) but these only account for 2% of the total
10Be production (Lal, 1991; Granger and Riebe, 2007).
The TCN production depends on the geomagnetic latitude and altitude. Lal
(1991) scaled the production rates of 10Be and 26Al by spallation with a third de-
gree polynomial (Lal, 1991, his equation 1). Later, Stone (2000) indicated that
production rates depend on atmospheric pressure and proposed to include this for
scaling of production rates (his equations 1 and 2 of Stone, 2000). The scaling factor
proposed by Lal (1991) was contested by Dunai (2000) who proposed to include the
contributions of the non-dipole ﬁeld which accounts to 20% of Earth’s magnetic
ﬁeld and signiﬁcantly changes are expected in the cosmogenic nuclide production if
this is not taken into account in the production rates at high altitude. Dunai (2000)
proposed a scaling factor as an exponential function (Dunai, 2000, his equation 5).
Other scaling factors have been published more recently. These include the eﬀect of
geomagnetic cutoﬀ rigidity as a factor that determines the production of cosmogenic
nuclides as long as these are energy-dependent (Desilets et al., 2006; Lifton et al.,
2008). The variations in the production rates obtained from the diﬀerent scaling
factors for 10Be and 26Al can be calculated using the Cronus-Earth online calculator
(Cronus-Earth Project, 2010); the details of this are explained by Balco et al. (2008).
Production rates of in situ 10Be vary then, according to the scaling factor used.
Balco et al. (2008) calibrated 10Be cosmogenic production based on previous studies
and obtained a rate of 4:96  0:43 atoms g 1yr 1 by spalleogenic production. The
cosmogenic nuclides are produced in the near-surface and this decreases exponen-
tially with depth (Lal, 1991) thus:
P(x) = P(0)e
 x= (6.3)
where x is the rock depth (cm), P is the production rate of a given radio-nuclide
209(atoms g 1 yr 1), and P(0) is the production at the surface,  is the density of
the rock (g cm 3) and  is the absorption mean free path (g cm  2) for the nuc-
lide interaction to depth. Because the production of TCN penetrates rocks at a
depth of approximately 2 m, the exposure age or erosion rate can be obtained for
a given surface that has been exposed to cosmogenic radiation. Also as long as the
cosmogenic production depends on the spallation, negative muon capture and fast
muons interaction (Figure 6.14) the total production of a cosmogenic production is
expressed as Granger and Riebe (2007):
dN=dt =
X
Pi(t)   N= (6.4)
where Pi(t) comprises all the production rates processes (i.e., spallation, negative
muon capture and fast muons interactions), N is the cosmogenic nuclide concentra-
tion and  is the radioactive mean-life. Solution of the exposure ages and erosion
rates is based on equation 6.4 (Granger and Riebe, 2007).
210Figure 6.14: Cosmogenic production rates proﬁles for 10Be nuclide as function
of depth. The total production result from the three production rates shown
(Modiﬁed from: Granger and Riebe, 2007)
Equation 6.4 predicts the production rate for a bedrock surface on a ﬂat topo-
graphy, free of obstacles and any cover. If the surrounding topography is steep or
the sample is covered by snow, ﬁne sediment or soils, a correction in the nuclide
production must be made. Gosse and Phillips (2001) provide the equations to cor-
rect the production rates by the various types of shielding.
Lal (1991) described in the principles from which the erosion rates can be ex-
211tracted from TCN concentrations. Lal (1991) indicated that if the surface has been
under a steady state erosion1 the nuclide production attains a secular equilibrium
in its concentration (Nishiizumi et al., 1989; Lal, 1991). In such a case the nuclide
production is expressed as:
N(x;t) = e
 xP(0)

(6.5)
where  is the absorption coeﬃcient (cm 1), x is the depth into rock (m) P(0) is
the production rate at the surface (atom g 1 yr 1),  is the disintegration constant.
If the condition above holds, the eﬀective irradiation time at the surface can be
obtained from (Lal, 1991):
Teff =
N(0)
P(0)
(6.6)
where N(0) and P(0) are the nuclide concentration and the production rate re-
spectively. Then, the steady-state erosion model  is given based on the following
expression:
 =
1


P
N
  

(6.7)
It must be noted that equation 6.5 can also be used to obtain exposure ages, and
the diﬃculty in distinguishing between erosion rate and exposure age only using the
TCN concentration has long been recognised. The exposure age and a erosion rate
from a TCN concentration must be regarded as minimum and maximum, respect-
ively (Gillespie and Bierman, 1995; Granger and Riebe, 2007).
The validity of the steady-state model has been questioned (Small et al., 1997)
and other models assuming episodical erosion have been proposed (Small et al.,
1997; Muzikar, 2008; 2009). However, the episodic erosion in the landscape is not
fully understood for large time scales (i.e., geological time scales). In this sense the
steady-state model is still useful but its limitations should not be overlooked (Small
et al., 1997; Granger et al., 2001).
1The steady-state erosion is interpreted here according to Lal (1991), as a condition where
the rocks surface has been eroded continuously at the granular scale without important losses of
material due to episodic events.
212The 10Be and 26Al cosmogenic calculator, available online (Cronus-Earth Pro-
ject, 2010), enables the estimation of erosion rates from a single cosmogenic nuclide.
The erosion rates are obtained by solving the following equation (Balco et al., 2008):
N = StSGPr
Z 1
0
Sx(t)exp( t)exp

 t
sp

dt+
Z 1
0
P(t+z=2)exp( t)dt (6.8)
where St is the dimensionless correction for thickness, SG the dimensionless correc-
tion for shielding, Pr is the production rate for spallation (atoms gr 1yr 1), Sx(t) is
the dimensionless scaling scheme for Pr,  is the decay constant for the TCN (yr 1),
 is the surface erosion rate (gr cm 2yr 1), sp is the eﬀective attenuation length for
spallogenic production (g cm 2), P is the surface production for muons (atoms g 1
yr 1), and z correspond to the sample thickness. An advantage of using equation
6.8 to estimate the erosion rate is that the production of muons is included. This
is important for the case of active eroding surfaces because if these are omitted,
the erosion rates are underestimated by  25% (Granger et al., 2001; Balco et al.,
2008). In the present study, the erosion rates are based on the results of equation
6.8 processed in the Cronus-Earth Project (2010) calculator.
6.3.2 Hypothesis and ﬁeld sampling strategy
Bearing in mind that the concentration of TCNs can be measured on an active
eroding surface to estimate the maximum erosion rate, the bedrock beds of Jura
channels were sampled to measure the concentration of cosmogenic 10Be. The rel-
atively constant bedrock exposure on the riverbed in most of the streams and their
relative shallow valleys, and the slope steepness suit these river beds to the use
of TCN, because samples are well exposed to cosmic radiation and the shielding
caused by topography is minimum.
The sampling strategy was aimed at quantifying incision rates in those reaches
aﬀected by a base-level fall (i.e., where the knickpoint has propagated headwards)
213and in unrejuvenated reaches above these 13.6 ka base-level fall knickpoints. The
hypothesis tested was based on a model of knickpoint propagation generated by a
sudden base-level drop (Whipple and Tucker, 1999) (Figure 6.15). In this model the
rapid base-level lowering triggers a knickpoint that propagates upstream, lowering
the elevation of the riverbed. The knickpoint carries the signal upstream of the
amount of base-level fall to which the landscape must respond, such amount being
given by the knickpoint relief (Z). The model in Figure 6.15 indicates that once
the knickpoint has migrated upstream, the former stream proﬁle is re-established.
Such condition and adjustment implies that incision rates below the knickpoint,
once it has passed, return to their former values, reﬂecting the re-establisment of
the pre-knickpoint channel gradient.
Figure 6.15: Knickpoint propagation after a sudden drop of base-level fall in
steady-state long proﬁle (Whipple and Tucker, 1999Modiﬁed from: ). The base-
level generates a shift on riverbed elevation resulting in the re-establishment of
the former incision rates once the knickpoint has migrated upstream.
As has been demonstrated in the previous chapters, the channel slope of the
214streams of Jura is not scaled to downstream distance, this condition strongly indicat-
ing a non steady-state on streams. However, the base-level lowering and subsequent
knickpoint propagation has occurred as in the case of steady-state streams, with
very orderly scaling of knickpoint retreat distance to catchment area. The response
in the non-steady state streams to a base-level lowering pulse seems to conﬁrm that
the links between stream incision, climate and tectonics are related to the knick-
point propagation, but whether incision rates after the knickpoint propagation are
reset in the reaches downstream of the knickpoint is not known.
The morphological response of rivers to the base-level fall assessed through the
concavity index indicates that streams with low drainage area (< 5 km2) are mainly
convex from the 13.6 ka knickpoint to the 13.6 shoreline. Such convexity can be
interpreted as a migrating knickzone as has been observed to in other active tec-
tonic areas (e.g. Whittaker et al., 2008; Attal et al., 2011). Also the lack of scaling
of channel slopes with the stream discharge downstream of the 13.6 ka knickpoints
suggest that rivers have not fully absorbed the base-level fall. Moreover, for the
case of large rivers, the propagation of younger knickpoints (i.e., younger than 13:6
ka and likely to be triggered after the Younger Dryas) are likely to be propagating
upstream due to the high discharge prevailing in those streams. The slow response
of the bedrock rivers of Jura to the base-level fall is likely to maintain high incision
rates downstream of the 13.6 ka knickpoint. This can be demonstrated by (1) the
lack of scaling of channel slope with the drainage area downstream of the 13.6 ka
knickpoints and (2) the tendency observed in rivers in having steep slopes down-
stream of the 13.6 ka knickpoint, condition that points to an increase in the stream
power towards the stream outlet that may result in high incision rates (Figure 6.16).
215Figure 6.16: Plots of the stream power (simpliﬁed here by the product of drain-
age area and the channel slope) against the normalised distance from the 13.6 ka
knickpoint to the stream mouth. In all cases it can be observed that the stream
power increases at the mouth of streams, indicating that these zone is dominated
by steep reaches (knickzones).
The main hypothesis tested here is that the incision rates on the reaches located
upstream of the 13.6 ka knickpoint are equal to erosion rates on the reaches located
downstream, as is expected from theory (Figure 6.15). The alternative hypothesis
states that the erosion rates are not necessarily equal, therefore, incision rates can
be higher on the reaches located downstream of the knickpoint. To test these hypo-
theses eight pilot testing sites on two streams were selected (Figure 6.18). The eight
cosmogenic samples were extracted from the riverbed from smoothed and polished
surfaces where abrasion has been the dominant mode of bedrock erosion. Those
216surfaces where there is evidence of plucking were avoided (Figure 6.17). However,
the possibility that the sampling sites have been plucked at some time in the past
remains.
Figure 6.17: The photographs show the types of surfaces where the cosmogenic
samples were extracted. In A a smoothened bedrock surface, the chisel circled
is used for scale. In B is shown a fractured bedrock surface, the samples were
extracted avoiding surfaces where plucking has taken place (white dashed circle).
217Figure 6.18: Cosmogenic sampling sites upstream and downstream of the 13.6
ka knickpoints of stream 38 and stream 28.
At each sampling site, the location was recorded using handheld GPS and  1
to  2 kg of rock (2 cm of thickness from the surface) was collected. The shield-
ing due to topographic obstacles was measured at each sampling site reading the
inclination of the object referred from the sample with a portable inclinometer and
registering the azimuths of that shielding with a compass. Using the 5 m resolution
DEM the elevation was determined for each sampling site. The data for the cosmo-
genic samples is presented in Table 6.3.
218Table 6.3: Sites coordinates and laboratory codes for the cosmogenic samples
extracted on Jura
Sample code Coordinate Elevation Shielding factor
(Decimal degrees) (m OD)
J081103 55.8561, -6.0424 179 1.0
J081105 55.8583, -6.0514 122 0.9
J081106 55.8635, -6.0758 38 0.9
J0905 55.8322, -6.0656 72 1.0
J0906 55.8328, -6.0672 68 1.0
J0909 55.8321, -6.0792 36 0.9
J0911 55.8630, -6.0701 50 0.8
J0908 55.8330, -6.0772 38 0.8
6.3.3 Processing of cosmogenic samples in laboratory
The Jura cosmogenic samples (6.18, Table 6.3) were processed at the Centre for
Geosciences Cosmogenic Nuclide Laboratory (CG-CNL) in the University of Glas-
gow and the Scottish Universities Environmental Research Centre (SUERC). The
mineral separation and quartz cleaning were completed at the CG-CNL and the
chemistry to obtain the 10Be hydroxide is made at SUERC where the AMS meas-
urements are also done. The processes described here are detailed in the procedure
manual of the CG-CNL and the information provided here is to illustrate brieﬂy
how the samples were processed. The procedures follow at the CG-CNL to obtain
10Be are similar to those reported elsewhere (Nishiizumi et al., 1993; Bierman, 1994;
Gosse and Phillips, 2001). The process to obtain the cosmogenic 10Be targets for
the AMS is summarised in Figure 6.19 and in Appendix H.
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2206.3.4 Bedrock incision incision rates using in situ produced 10Be
The measurements performed in the AMS Laboratory at SUERC on the Jura
samples are presented in Appendix I. The AMS results provide only the 10Be/9Be
ratios. The concentration of cosmogenic 10Be atoms has to be calculated along with
the uncertainties, of nuclide concentration and in the blank. For this purpose the
Cronus-Earth calculator (Cronus-Earth Project, 2010) was used (Appendix J).
The cosmogenic incision rates obtained are presented in Table 6.4 and the loc-
ations of the data on the stream proﬁle is presented in Figure 6.20. Incision rates
downstream of the 13.6 ka knickpoint are high, rates are lower downstream as it
would be expected in theory (Figure 6.15). Thus, the initial hypothesis posed here
is rejected and the hypothesis of high incision rates downstream of the knickpoints
is accepted.
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222Figure 6.20: Incision rates estimated from cosmogenic 10Be obtained from
steams 26 and 38 of the isle of Jura. Note that the high incision rates are re-
lated to those reaches where there is the channel slope are steep.
The incision rates observed upstream of the 13.6 ka knickpoint do also exhibit
at ﬁrst glance, an unexpected behaviour as long as in two samples on streams 26
and 38 high incision rates have been recorded. Low values would be expected in
the upper reaches (above the 13.6 ka knickpoint) assuming that these are not af-
fected by the knickpoint or knickzone migration has occur in areas under tectonic
223forcing (Snyder et al., 2000; Whittaker et al., 2007; Attal et al., 2011) (Figure 6.20).
The high incision rates observed upstream of the 13.6 ka knickpoint indicates that
non-base-level fall knickpoints are related to high bedrock incision rates. The high
incision rate observed on stream 26 (i.e., 0.30 m/kyr located at  85 m OD) (Figure
6.20) is somewhat unexpected because downstream the rate is of 0.1 m/kyr. It
should be noted though, that the reaches sampled upstream of the 13.6 ka knick-
point on stream 26 have step slopes and small knickpoints are likely to have an
eﬀect on the incision rates as can be conﬁrmed by the lack of adjustment of channel
slope with the increase of distance downstream. The rates of incision downstream
of the 13.6 ka knickpoint on stream 26 suggest that these are likely to be controlled
by steam discharge and the local channel slope.
The eﬀect of non-base-level fall kncikpoint on incision rates is clearer for the
case of stream 38 (Figure 6.20). The incision rate of 0.54 m/kyr found on the reach
located upstream of the 13.6 ka knickpoint is located in a zone where channel slope
steepens abruptly, such steepening in channel may be responsible of promoting an
increase in the incision rate. The high incision rate recorded above the 13.6 ka
knickpoint contrasts when it is compared to the incision rate estimated in the reach
above, in this case the incision rate drops and the reach seems to be unaﬀected by
a channel steepening. The incision rates downstream of the knickpoint seems to
variate as a function of the change in the local channel slope as can be observed
in the change in rates from 0.5 m/kyr to 0.40 m/kyr on the proﬁle in Figure 6.20.
The relationship between the incision rates and the channel slope is more evident
when these value are plotted (Figure 6.21) and where it can be appreciated that the
incision rates increase when the channel slope is steepens.
224Figure 6.21: Regression between cosmogenic bedrock incision rates and the
channel slope at the sampling site. Although the correlation is week, the plot
reveals that channel slope controls partially, the bedrock incision rates of Jura
streams.
Estimating the former incision rates previous to the base-level fall for the streams
of Jura is challenging because the steams carry a strong imprint of glacial processes,
meaning that the ﬂuvial reaches upstream of the base-level fall knickpoint are also
in transience. The sampling sites selected to obtain the pre-knickpoint incision rates
were located close to the base-level fall knickpoint in order to avoid capturing the
incision rates from the strongly glacial headwater reaches (Figure 6.18). However,
the channel steps located above the 13.6 ka knickpoint indicate that the glacial
signals are likewise present at lower elevation. This condition makes it diﬃcult to
test a knickpoint retreat model as show in Figure 6.15 but the drop of the incision
225rates observed in upstream 13.6 ka knickpoint when there is not an abrupt changes
in the steepening of channel slope suggest that a these incision rates may represents
the pre-knickpoint incision rates when there is no eﬀect of glacial steeps.
Accepting the alternative hypothesis that states that incision rates after a knick-
point propagation are higher than the former incision rates is supported by: (1) the
results obtained from the DS model that show the non-scaling of channel slopes to
stream discharge and the presence of steep slopes close to the stream outlet (Ap-
pendix B) (2) the relation between the incision rates and the channel slope (6.21) in
which the presence of steep slopes downstream of the base-level fall knickpoint are
common, (3) the low values in the concavity index of rivers which suggest a slow
morphological response of rivers to the base-level fall and the predominance of in
some cases, of a convex proﬁle and ﬁnally, (4) the increase of stream power toward
the stream’s mouth (Figure 6.22) condition that can be also observed in rivers 26
and 38 in which high stream power can be interpreted as proxy of channel incision
(Finlayson and Montgomery, 2003; Montgomery, 2003) (Figure 6.23).
226Figure 6.22: Map of the stream power of the rivers of Jura. High stream power
values can be observed at the mouth of streams and persistent downstream of the
base-level fall knickpoints. High stream power values at the mouth of streams
suggest higher incision rates than in the upper reaches.
227Figure 6.23: Plot of the stream power against the distance downstream for
streams 26 and 38. In both cases, stream power increases toward the stream
mouth, condition suggesting high incision rates due to the presence of steep
reaches.
The theoretical response of incision after knickpoint propagation, as depicted
in Figure 6.15, fails for the case of small bedrock rivers in active tectonic settings
since younger knickpoints which are not necessarily associated with a strath-terrace,
propagate headwards leaving small steps on channel that delay the resetting of the
former incision rates (Figure 6.24). This condition seems to operate in Jura where
also the concavity index indicates that the rivers response to the base-levell fall
depends on streams capacity to incise channels which is dependent on the drainage
size and the local channel slope. Small (low drainage area) rivers in active tectonic
settings are likely to have steeper slopes than the large drainage area rivers because
of the lower capacity of small rivers to transport sediment and incise into their bed
(Whittaker et al., 2008; Cyr et al., 2010; Attal et al., 2011).
228Figure 6.24: Conceptual model of the bedrock incision responding to a base-level
fall event in Jura. Assuming that the reaches upstream of the 13.6 ka knickpoint
are not strongly perturbed, the high incision rates downstream of the 13.6 ka
knickpoint do not adjust to the former incision rates due to the propagation of
younger knickpoints. The uplift rates shown in the grey box correspond to the
estimations of Firth and Stewart (2000)
2296.4 Testing TCN-derived erosion rates against ﬂuvial erosion model pre-
dictions
Uncertainties surrounding the incision rates from TCNs concentration arise mainly
from nuclide concentrations at depth as the bedrock surface is being eroded. The
steady-state erosion model assumes a situation in which the bedrock lowering is
occurring by constant and continuous erosion at the granular to small chip scales, a
condition corresponding to bedrock abrasion. All the sites investigated here using
TCNs are dominated by smooth, ﬂuted bedrock surfaces, as would be expected un-
der conditions of abrasion. In bedrock rivers, plucking is perhaps the main mechan-
ism controlling bedrock incision, however (Howard et al., 1994; Whipple and Tucker,
1999). The removal of slabs in bedrock channels is likely to dominate even when
abrasion also takes place. This process is problematic because the concentration of
TCNs on a plucked surface is lower than for steadily abrading surface and therefore
overestimates the incision rate (because large slabs of rocks have been removed).
Assessing the eﬀects of plucking on the TCNs is required to assess the accuracy of
the incision rates. Numerical models introducing the episodic events of erosion on
bedrock surfaces (e.g., Brown et al., 1995; Muzikar, 2008; 2009) are becoming useful
in estimating more accurately the incision rates into bedrock but they require the
record of the climatic events that have prevailed on the landscapes and are likely to
produce the episodic removal of bedrock.
The consistency of the erosion rates obtained here from the measurement of TCN
concentrations is now tested by comparing the incision rates on the two streams
sampled with the formulation of the stream power model. The comparison with the
model that incorporates the eﬀect of sediment on bedrock incision is also under-
taken. It is acknowledged here that a model that incorporates the eﬀect of plucking
on the concentration of TCN production is required but for the purpose of this
research the consistency bedrock incision rates obtained from cosmogenic nuclides
with those from the stream power model is adequate to answer the questions for-
mulated for this study.
2306.4.1 Cosmogenic incision rates vs the stream power model approach
The simplest approach to test the validity of bedrock incision rates using the cos-
mogenic approach (Table 6.4 and Figure 6.20) is by comparing the rates with the
drainage area. In this case, incision is driven solely by stream discharge. A second
variation of this approach is to use the stream power which can be approximated
by simply multiplying the stream discharge and the local channel slope. For every
site sampled, the stream discharge and the local channel slope were determined us-
ing the available information from the stream proﬁles already produced. The two
models tested are presented in Figure 6.25.
Figure 6.25: Relationship between the cosmogenic bedrock incision rates and
the stream discharge (left) and unit length stream power model (right plot). Error
bars correspond to the uncertainty of the incision rates (see table 6.4).
At ﬁrst glance the TCN-derived incision rates do not scale at ﬁrst glance with
231drainage area (Figure 6.25). The incision value of 0.54 m/kyr seems to break the
apparent trend that other incision rates follow. The incision rate of 0.54 m/kyr was
obtained from a reach located on a glacial knickzone on stream 38 (Figure 6.20)
and it is considered as an outlier because these reaches are extremely perturbed by
abrupt glacial steps that increase the channel incision. A moderate correlation is
observed when the erosion rates are a function of the local stream power (Figure
6.25). The 0.53 m/kyr point lies outside oﬀ of the 95% conﬁdence limits, situation
that conﬁrming its condition as an outlier.
The moderate correlation observed on the right-hand plot of Figure 6.25 sug-
gests that stream power controls the incision rates on bedrock channels. In order
to conﬁrm if this is the case the outlier value of 0.54 m/kyr was removed and the
regressions were performed again (Figure 6.26). The correlation model improved
signiﬁcantly for the two models and conﬁrms that the Jura incision rates depend
on drainage area and local channel slope.
232Figure 6.26: Model of the bedrock incision response as function of drainage area
and stream power model by using seven sites.
The unit length stream power model is likely to be the best predictor as all
the incision rate values fall in the 95% conﬁdence limits. The results in Figure
6.26 demonstrate two things: (1) the validity of the stream power model to predict
bedrock incision as the detachment-limited model indicates (Howard et al., 1994;
Whipple and Tucker, 1999), and (2) the applicability of TCN analysis to estimate
incision rates. Using the shear stress model (Howard and Kerby, 1983; Howard,
1994) a good correlation was observed but this model has been discarded due to the
high p-value observed in the regression model (Table 6.5).
233Table 6.5: Regression coeﬃcients of the shear stress model to predict the bedrock
incision rates. The equation is shown at the bottom of the table and the R2 and
p-values respectively.
Coeﬃcients Estimate  t-value Pr(> jtj)
Intercept -4.63 7.0406 -0.656 5:5  10 2
Log(Drainage) 2.16 3.6470 0.593 5:9  10 2
log(Slope) -0.06 2.0772 -0.030 9:8  10 2
Equation: E = 9:8  10 3A2:16S 0:06
R2 = 0:85;p   value : 9:0  10 3
The outlier of Figure 6.25 has interesting implications for considering ﬂuvial in-
cision into bedrock. The high rates obtained for the outlier located on the glacial
knickzone indicate that channel incision largely depends on the stream discharge
and the local channel slope. The incision rates above the 13.6 ka knickpoint would
be expected to be low if channel were not perturbed by glacial steps in such a case,
the stream power would be also low however, the abrupt steepening at even low
drainage area suggests that bedrock incision might respond as a function of the
local channel slope as was envisaged for bedrock rivers by Gilbert (1877) but also, a
change in channel width given by a narrowing would be expected as occurs in rivers
where channel width is aﬀected by a tectonic forcing (Amos and Burbank, 2007;
Finnegan et al., 2005; 2007; Attal et al., 2011). Although it is possible that the
reach sampled might have experienced recent plucking that resulted in a low con-
centration of 10Be, the plot of stream power as a predictor of bedrock incision rates
indicates that if channel slope is high, the incision rates increase. The dependence
of channel incision on channel slope at even low drainage areas has further implica-
tions for the propagation of knickpoints, which can migrate headwards even if these
are located on low drainage areas.
Even though the stream power model has a simple form, it seems to capture
the processes that control the rate of bedrock incision. Nevertheless, the eﬀect of
234sediment is not known when this approach is used. In the following section the
possible eﬀect due to sediment ﬂux is evaluated.
6.4.2 Bedrock incision rates and the effect of sediment
The eﬀect of sediment on bedrock channel incision has been discussed by, for ex-
ample Beaumont et al. (1992); Sklar and Dietrich (1998; 2004; 2006) and Whipple
and Tucker (2002). Here a simpliﬁcation of the saltation-abrasion model of Sklar
and Dietrich (2004; 2006) is used to asses the role of sediment in bedrock channel
incision. The general generic equation used for channel incision (Ei) is (Sklar and
Dietrich, 2006):
Ei = KQs

1  
Qs
Qt
"
1  

u
wf
2#
(6.9)
where K is a dimensional coeﬃcient of erosion,  is used to measure the stream
power or ﬂow intensity which vary according to the model tested, Qs corresponds
to the total sediment ﬂux (kg/s), Qt is the sediment transport capacity (kg/s) and
the term in brackets estimate the impact of grains on the bedrock surface where u
is the shear velocity and wf is the grain fall velocity of still water. An advantage
of using equation 6.9 is that several models of bedrock incision can be parameter-
ized (Sklar and Dietrich, 2006, Table 2, Figure 4) to evaluate the diﬀerent process
involved in channel incision.
The equation 6.9 can be written in a dimensionless form to obtain dimensionless
bedrock incision rates (E), this is written as (Sklar and Dietrich, 2004):
E
 = k3q

s(1   qs)



c
  1
 
1  

u
wf
2!3=2
(6.10)
where k3 = 0:46R
3=2
b 
c and qs = Qs=Qt. To estimate the bedrock channel incision
using equation 6.10 several parameters must previously speciﬁed. The input vari-
235ables required to solve E are shown in Table 6.6 and the results obtained as well
as the hydraulic geometry of the sites analysed (i.e. cosmogenic sampling sites) are
summarised in Table 6.7.
Table 6.6: Input variables used to estimate the bedrock channel incision and
other hydraulic variables on cosmogenic sampling sites.
Inputs Value/unit
Channel slope (S) (m/m)y
Channel width (W) (m)y
Flow depth(Hw) (m)y
Sediment diameter (Ds) 0.045 m
Non-dimensional critical shear stress (
c ) 0.030z
Sediment density (s) 2650 kg/m3
Sediment water density (w) 1000 kg/m3
Gravity constant (g) 9.81 m/s
Sediment ﬂux (Qs) kg/sx
Rougnhess (n) 0.035z
y Value observed on the cosmogenic sampling site
z Assumed value
xAssumed values: 25, 50, 75 and 100 kg/s
For the case of the sediment size the fraction of 0.045 m which is representative
for this setting (Table 6.1), has been used. The channel width has been estimated
using the power law scaling of Jansen et al. (2010), who analysing the rivers of
Scotland found that in a quartzite lithology, for drainage areas between 2.2 to 181
km2, channel width (W) scales to drainage area with equation:
W = 0:13A
0:26 (6.11)
Because the streams of Jura are more or less in the same climate and lithology as
the rivers evaluated by Jansen et al. (2010), equation 6.11 can be used to conﬁdently
estimate the channel width of the rivers of Jura. The ﬂow depth (Hw) was estimated
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237by solving iteratively the discharge on a trapezoidal channel, thus:
Q =
1
n
A2=3
P2=3
S
1=2 (6.12)
where Q is the discharge, n is the channel roughness, A is the cross sectional area,
P the wetted perimeter and S is channel slope. For the channel roughness a value
of n = 0:035 has been used as this represent the condition prevailing on natural
channels (Knighton, 1998) and this value has also been used for evaluating the ef-
fect of sediment on abrasion (e.g., Sklar and Dietrich, 2004; Turowski et al., 2007).
For the dimensionless critical shear stress a value of 
c = 0:030 has been selected
because this value is in the range of the dimensionless critical shear stress of rough
ﬂows with high Reynold’s number (> 500) (Buﬃngton and Montgomery, 1997) and
because given the steep channels in Jura, a low critical shear stress value is likely
to be enough to start the grain motion. The values of sediment ﬂux (Qs) used to
estimate the dimensionless erosion rate show in equation 6.10, have been assumed
since no ﬁeld-based data exists of the sediment supply of the rivers of the west of
Scotland. The Qs values used here are close to the range of values estimated by
Sklar and Dietrich (2004) for the South Fork Eel River in California (USA). The
sediment supply rate for the Sourth Fork Eel River is of  42:6 kg/s at a discharge
of  39:1 m3/s. Higher sediment supply rates for bedrock abrasion have been used
by Turowski et al. (2007) who estimated a sediment supply rate for the Lushui river
of  263 kg/s. The rivers of Jura receive less discharge than in the South Fork Eel
River and the Lushui river and the complete armouring of bed in Jura streams sug-
gest that the sediment supply is limited. For these reasons, a range of values from
25 kg/s to 100 kg/s are considered here optimum to evaluate the eﬀect of sediment
supply for the rivers of Jura since these fall in the range of values reported for larger
rivers but these do not exceed the values for rivers with high sediment supply (e.g.
Lushui river).
The parameters shown in Table 6.7 were mostly based on the same equations
238used by Sklar and Dietrich (2004; 2006). The hydraulic radius (Rh) has been es-
timated using equation (Sklar and Dietrich, 2006; Turowski et al., 2007):
Rh = HwW=(2Hw + W) (6.13)
where Hw is the ﬂow depth (m) and W is the channel width (m). The shear velocity
(u) was estimated from the following equation:
u = R
2=3
h S
1=2=n (6.14)
where Rh is the hydraulic radius, S the channel slope and n the channel roughness.
The boundary shear stress (b) was is estimated from:
b = wgRhS (6.15)
The dimensionless shear stress () was obtained from equation:

 = b=(s   w)gDs (6.16)
The transport stage is simply the ratio between the dimensionless shear stress and
the non-dimensional critical shear stress (=
c ). The ﬂow shear velocity (u) is
given by:
u
 = b=w (6.17)
The sediment transport capacity (Qc) was estimated from the equation 4 of Sk-
lar and Dietrich (2006) which is a modiﬁcation of Fernandez-Luque and van Beek
(1976), the sediment transport capacity is obtained from:
Qc = 5:7s(RbgD
3
s)
1=2(
   

c )
3=2 (6.18)
and ﬁnally, for the particle settling velocity (wf) the equation of proposed by Fer-
guson and Churh (2006) has been used because its broad applicability in this case
239the settling velocity is estimated from:
w =
RbgD2
C1 + (0:75C2RbgD3)0:5 (6.19)
where Rb is the buoyant density, g the gravity constant, D the particle size, C1 and
C2 are parameters that estimate the shape and smoothness of grains, for this case
the values of 20 and 1.1 have been selected for C1 and C2 respectively since these
relate to natural grains (Ferguson and Churh, 2006).
The role of sediment on bedrock abrasion was evaluated by plotting the dimen-
sionless bedrock incision rates (equation 6.10) against the transport stage and by
plotting the ratio between the sediment supply and the sediment transport capacity,
both graphics are shown in Figure 6.27.
240Figure 6.27: The plot on the left shows the response of bedrock incision (di-
mensionless) as a function of transport stage. Note that an increase in sediment
supply prevents the bedrock incision during a low transport stage thus, bedrock
incision can only take place for all the sites selected, when the sediment supply
is low (Qs = 25 kg/s). The plot on the right shows the response of bedrock
incision (dimensionless) as a function of the tools and cover eﬀect given by the
ratio between the sediment supply and the sediment transport capacity (Qs=Qt).
When Qs=Qt  0:5 the high bedrock incision rates are likely to occur according
to the saltation-abrasion model.
The trend observed for the dimensionless incision rates obtained by the saltation-
abrasion model indicates that high bedrock incision rates occur at low transport
stages (=
c < 10) (Figure 6.27). The incision rates slightly decline as the trans-
port stage increases. The trend observed for the response of bedrock incision in Jura
is consistent with the trend reported by Sklar and Dietrich (2004, their Figures 12
and 13). It must be noted the bedrock incision is possible in all the reaches analysed
here when there is a low sediment supply (Qs = 25 kg/s). An increase in sediment
supply results in the nullify of bedrock incision at the low values of transport stages
(negative values on Figure 6.27).
241The tools and cover eﬀect can be appreciated in the second plot of Figure 6.27.
In this case the dimensionless bedrock incision rates are compared with the ratio
between the sediment supply and the sediment transport capacity (Qs=Qt). When
Qs=Qt = 1 the cover dominate and no bedrock incision is possible. The cover eﬀect
only takes place at large volumes of sediment ﬂux and this is more important at
low transport stages (Figure 6.27). The highest bedrock incision rates occur when
Qs=Qt  0:5 condition which suggest that sediment is used an eﬀective tool for
bedrock incision. As long as the sites used here for to test the saltation-abrasion
model correspond to the cosmogenic sampling sites which are dominated by bedrock
exposure, it is likely that the rivers of Jura have a low sediment supply (Qs  25
kg/s) as the saltation-abrasion model suggest. The low sediment supply in the rivers
of Jura is also supported by the frequent bedrock exposure and the low frequency
of large bars and sediment patches observed during ﬁeldwork.
The scaling between the cosmogenic bedrock incision rates and the simpliﬁed
stream power (channel slope times drainage area) (Figure 6.25), indicates that bed-
rock incision is proportional to the stream power, condition in which plucking is
likely to predominate (Howard, 1994; Whipple and Tucker, 1999; Whipple et al.,
2000a). The bedrock incision rates predicted by the saltation-abrasion model in-
dicate, on the other hand, that bedrock incision response no-linearly on transport
stage. As long as the transport stage increases for the sites selected with the stream
power (Figure 6.28) its is unlikely that abrasion dominates the channel incision in
the rivers of Jura.
242Figure 6.28: Scaling between the transport stage and the stream power (!).
As long as the scaling between the cosmogenic bedrock incision rates and stream
power suggest that the channel incision in Jura rivers respond to linearly to a shear
stress as the power model predicts (Whipple and Tucker, 1999), four models were
tested: (1) the transport stage model, (2) the parabolic stream power, (3) the
modiﬁed-alluvial beload (Whipple and Tucker, 2002; Sklar and Dietrich, 2006) and
(4) a simpliﬁed speciﬁc stream power (Snyder et al., 2003; Attal et al., 2011). The
four models were tested on the eight cosmogenic sampling sites (Figure 6.18). The
transport stage model is given by the dimensionless shear stress and dimension-
less critical shear stress ratio. The transport stage model is similar as using the
stream power model (Figure 6.28) but in this case the grain size and the hydraulic
radius are implicit in the transport stage value (Sklar and Dietrich, 2006). The
parabolic stream power was initially proposed by Whipple and Tucker (2002) based
243on the early sediment model of Sklar and Dietrich (1998) to incorporate the eﬀect
of sediment (tools) to the stream power model. The parabolic stream power model
was parameterized assuming that incision is mostly dominated by detachment lim-
ited conditions. That is, the model where n = 2 (Whipple and Tucker, 2002) was
selected resulting in the following equation:
Ei = !
Qs
W

1  
Qs
Qt

(6.20)
where ! correspond to the stream power per unit bed area (! = gQS=W). In
equation 6.20, the eﬀect of cover and tools is included. In the third model the eﬀect
of sediment supply and grain size are considered in the equation expressed as:
Ei = (
=

c   1)
1:5

1  
Qs
Qt

(6.21)
In the ﬁrst three models used, the value of  is replaced by the generic abrasion
equation 6.9, depending on the model used. In the cases where the equation uses
the value of sediment ﬂux, the lower values has been used (i.e. Qs = 25 kg/s) as
long as bedrock incision occurs for all reaches at that value. For the case of the
speciﬁc stream power model, this has been simpliﬁed as:
E = !=W (6.22)
The relationship between the cosmogenic incision rates for each model is shown in
Figure 6.29.
244Figure 6.29: Response of the cosmogenic bedrock incision rates to diﬀerent bed-
rock incision models (transport statge, parabolic stream power, modiﬁed-alluvial
bedload and the speciﬁc stream power). Note the similar response of these models
as predictors of bedrock incision.
The four abrasion models tested have a good correlation when regressed with the
cosmogenic incision rates. The similarity of the various models of Figure 6.29 with
the incision rates predicted by stream power in Figure 6.26 suggests that stream
power is likely to be the main factor controlling bedrock incision. In order to con-
ﬁrm this hypothesis, the erosion rates predicted for each model (i.e., transport stage,
245parabolic stream power, modiﬁed-alluvial bedload and speciﬁc stream power) were
normalised by their results and plotted against the stream power (Figure 6.30). The
four bedrock incision models are well correlated with stream power. Such strong
correlation validates the model shown in Figure 6.26, where stream power is a pre-
dictor of bedrock incision rates.
Figure 6.30: Response of the incision rates of four bedrock incision models as
function of the stream power. The four models tested are highly correlated to
stream power. The bedrock incision rates produced by each model were normal-
ised according to every model. Note that only a change in the exponent of the
regression () varies according to the model used.
The four bedrock abrasion models used here conﬁrm that the bedrock incision
in Jura is driven by detachment-limited conditions as the formulation of the stream
246power model predicts. The frequent bedrock exposure and the homogeneous sedi-
ment fraction suggest that incision occurs at a Qs  25kg/s or less as the tools and
cover eﬀects indicated in Figure 6.27. The ﬁndings used here also validate the use
of TCNs to obtain bedrock incision rates and the stream power model as a tool to
estimate the incision into bedrock.
Although simple in its form, the stream power rule seems to be a reliable tools
to bedrock incision, as the results presented here demonstrate. The validity of the
saltation-abrasion model is not debated here but its applicability seems to be restric-
ted in ﬂuvial systems where the bedrock incision is combined between mixed alluvial
and bedrock reaches. For the case of streams where bedrock is frequently exposed,
the detachment-limited conditions incorporated into the stream power model seems
to fully capture the processes controlling bedrock channel incision.
2476.5 Summary
The analysis of sediment in Jura rivers and estimating channel incision rates using
TCNs produced results consistent with the stream power model. Also high incision
rates downstream of the 13.6 ka knickpoints seems to be predominating in Jura as
the model of stream power and bedrock incision and the increase of stream power
downstream of the river of Jura indicate. The main results of this chapter are:
 The grain size distribution in the streams of Jura does not scale with stream
discharge and local channel slope. The lack of ﬁning of bed sediment and the
extent of bedrock exposure in the channel suggest that the base-level fall is
having an eﬀect on the sediment size, presumably by increasing the channel
incision and generating unstable hillslopes which may supply more sediment
to the rivers.
 The concentration of cosmogenic 10Be atoms were used to estimate bedrock
incision rates using the steady-state erosion model (Lal, 1991; Gosse and Phil-
lips, 2001). Bedrock incision rates obtained here are well correlated with the
stream power, validating both approaches for estimating bedrock incision.
Here it is demonstrated that the re-establishment of the former incision rates
after the propagation of a knickpoint does not necessarily occur in an active
tectonic settings, as theory predicts. In contrast, incision rates can increase
due either to (1) the propagation of younger knickpoints or (2) to a slow
lowering of the channel because of low stream power. It is possible that small
bedrock rivers require more time to absorb base-levell fall, generating an asyn-
chronous response and delaying the resetting of the former bedrock channel
incision rates.
 The eﬀects of sediment are limited in the Jura rivers where the tools are
apparently used for rock detachment. This process is likely to predominate
as the stream power model predicts for stream incising into bedrock (Howard
and Kerby, 1983; Howard et al., 1994; Whipple and Tucker, 1999). Based
248on the sediment analysis and the frequent bedrock exposure, it is concluded
here that low sediment ﬂux (Qs <100 kg/s) is required in order to avoid the
eﬀect of cover, as the results of the saltation-abrasion model indicate (Figure
6.27). This model does not capture bedrock incision in Jura where plucking is
probably the main mechanism of bedrock channel incision, thus limiting the
applicability of the saltation-abrasion model to mixed-alluvial bedrock rivers.
 Testing the cosmogenic bedrock incision rates with diﬀerent bedrock erosion
models (Figure 6.29) has been useful to demonstrate the usefulness of the
stream power model to assess the bedrock channel incision of the landscape.
The consistency observed between the TCN-based and the stream power
model is a promising area which can be exploited to solve long-standing prob-
lems in obtaining rates of bedrock river incision.
249Chapter 7
Final remarks, conclusions and future research
work
Conclusions
The links between tectonics, climate and landscape are still not fully resolved, re-
quiring ﬁeld-based studies, ﬂume experiments and numerical surface process models
in rivers and hillslopes to elucidate landscape evolution. Research on bedrock rivers
is thus relevant and necessary because these control the rate of incision in land-
scapes, particularly, in mountainous settings. Nevertheless, bedrock rivers are not
well understood yet. However, several advances have been achieved in the last
twenty years (Tinkler and Wohl, 1998). Rates of bedrock incision into diﬀerent
lithologies and climates, as well as hydraulic geometry and its limits are required in
order to establish, if possible, a single bedrock incision law.
Research in landscape evolution has demonstrated that steady-state can be at-
tained in the landscape but, such a condition is probably an exception rather than
the rule. This is mainly because: (1) the response time of landscape to reach the
steady-state is probably longer than the time over which climate changes (Whipple,
2001); and (2) as has been pointed out by Bishop (2007), landscapes where steady-
state is likely are conﬁned to active tectonic areas, thus, transience due to the rock
uplift or surface uplift may delay or impede reaching a steady-state. The eﬀects
of landscape transience is, and probably will be for a while, a main goal leading
250research in landscape evolution. Therefore, understanding the eﬀects in rivers and
landscape during and after knickpoint propagation is required.
In this research four main issues of transient bedrock rivers were treated: (1)
knickpoint propagation after a sudden base-level lowering, (2) riverbed morphology
after the propagation of a knickpoint, (3) bedrock incision rates in reaches aﬀected
by the passage of knickpoint and in those reaches not aﬀected by knickpoint passage
and (4) the eﬀect of sediment on bedrock incision rates. Using a natural setting
as a laboratory to assess processes introduces into the research the particularities
given of geological controls (e.g., diﬀerences in the rate of rock or surface uplift,
contrasts in lithology, structure, etc) and geomorphic history (e.g., glaciations, sed-
iment production, etc). The homogeneous lithology, the well deﬁned structure and
the rapid base-level fall experienced 13.6 ka in Jura makes it special site to assess
bedrock incision and knickpoint propagation. However, the glacial history in Jura
is likely to have introduced local particularities. In any case, the results obtained
here provide information on transience in already perturbed landscapes which have
not been fully explored previously. The conclusion of this research are presented in
the paragraphs below focusing in the case of Jura but having in mind that these
are likely to be representative of small perturbed bedrock rivers.
 The melting of the BIIS 16 ka generated a glacio-isostatic rebound in most
of Scotland that in Jura resulted in a base-level fall of  15 m, at 13.6 ka, as
has been demonstrated here by analysing the ages and elevation of the shingle
beaches along the west coast of Jura which correspond to the Perth shoreline
(Jardine, 1982); and conﬁrmed with the unpublished cosmogenic exposure
ages (Bishop and co-workers). The cosmogenic exposure ages of the shingle
beaches strongly indicate that the base-level fall in Jura was very rapid and
triggered the 13.6 ka knickpoints. Knickpoint propagation is demonstrated
by the presence of strath-terraces downstream of knickpoints, at least on the
scarp-slope streams.
 Glacial inheritance is still imprinted on Jura’s landscape, and so the streams
251are highly perturbed in most reaches. Here the transient state unrelated to
the base-level fall was assessed and conﬁrmed through morphometric analysis
on the stream long proﬁle and using the SA and DS regressions in the full
proﬁles as well as in the glaciated and ﬂuvially dominated reaches. Using the
DS plot, interpreting air-photographs and based on ﬁeldwork observations,
the base-level fall knickpoints on the streams of Jura were conﬁrmed.
 The results here conﬁrm that the distance of retreat of base-level fall knick-
points scales to the drainage area as suggested by other authors (e.g., Bishop
et al., 2005; Crosby and Whipple, 2006; Harkins et al., 2007; Loget and van den
Driesseche, 2009). Although simple in form, the power law relationship for
knickpoint retreat seems to capture the main processes driving the knickpoint
recession (i.e. stream discharge and possibly sediment ﬂux). The analysis
on the knickpoint retreat in Jura’s structural settings and also comparing
knickpoint retreat on Jura with synchronous knickpoints in the east of Scot-
land (Bishop et al., 2005), suggests that lithology and structure do not play
a primary role in knickpoint propagation. The vertical distribution of knick-
points has also been evaluated and the results indicate that in perturbed
streams, the vertical distribution of knickpoints is controlled by local geo-
metry of rivers.
 The Jura rivers aﬀected by the passage of the 13.6 ka base-level fall knickpoint
were found to maintain a convex proﬁle for drainage areas less than 5 km2.
This values is a threshold below which rivers cannot fully respond to the
base-level fall. This slow response is also compounded by the headwards
propagation of knickpoints younger that < 13:6 ka, which likewise delays the
grading of channel slopes in large streams.
 Measuring the concentration of cosmogenic 10Be in samples extracted from
rivers bed allowed the estimation of bedrock incision rates. Here it has been
demonstrated that the reaches downstream of the 13.6 ka knickpoint have
higher incision rates than in the glacial reaches that are not aﬀected by a
252glacial steepening ( 0.1 m/ka). The high incision rates (> 0:1 m/ka) observed
in two reaches located upstream of the 13.6 ka knickpoint, reveal an eﬀect due
to steep slopes inherited from glacial processes.
 Here it has been conﬁrmed the correlation of the cosmogenic incision rates
with the stream power. The cosmogenic incision rates along with the trend
observed in the rivers of Jura to increase their stream power towards the
stream’s mouth, strongly indicate that the incision rates downstream of the
13.6 ka knickpoint increase, condition that suggest that the base-level fall
has not been fully absorbed by the rivers of Jura as the concavity index also
suggest.
 The sediment analysis in ﬁve streams reveals that medium size particles (D50 
45 mm) characterise most of the material transported by the Jura rivers and
no changes in sediment size were found as the stream discharge increases. In
addition, bedrock exposure is frequent in these rivers path. The eﬀect of cover
and tools for abrasion in the Jura rivers is interpreted here as minimal as the
interpretation of the saltation-abrasion model to predict bedrock incision rates
indicates. In contrast, the best explanation for bedrock incision was obtained
using the stream power model. Thus, bedrock channel incision on Jura is
dominated by detachment-limited conditions where plucking dominates. Al-
though simple in its form, the stream power model in either of its forms (shear
stress or unit stream power) has been found here to explain bedrock channel
incision.
 Using the TCNs to estimate bedrock incision rates from the active eroding
surface was found to be valid here as long as the bedrock incision rates ob-
tained from 10 Be samples are correlated with the local stream power where
samples were extracted. Even though the Jura rivers have low drainage areas,
the stream power is enough to promote bedrock incision and propagate the
disequilibrium dictated by an increase in the rate of rock uplift.
253Future research work
In this research I have demonstrated that knickpoint recession driven by a sudden
lowering of rivers base-level occurs in small bedrock rivers catchments and this is
regardless of the pre-existing condition in the landscape. The following issues, in
my judgement, require further attention in the study of bedrock rivers and in the
landscape evolution.
 The loss of drainage areas and subsequently the deceleration experienced by
the knickpoint as it propagates headwards needs to be fully addressed. In
this study this processes could not be evaluated because few tributaries join
between the 13.6 ka shoreline and the base-level fall knickpoint. Because the
knickpoint migrates upstream and retreat is a function of stream discharge,
loss of areas implies a deceleration of knickpoints, a function that account
such loss in drainage area is required to obtain a more accurate model for the
knickpoint propagation.
 The secondary eﬀects caused by the the knickpoint migration needs to be
quantiﬁed for the bedrock channels. During ﬁeldwork it was observed that
downstream of the knickpoints the adjacent slopes of channels are unstable
and prone to landslides. Landslides related to the propagation knickpoint have
previously been reported in ﬂume experiments (e.g., Hasbargen and Paola,
2000; Bigi et al., 2006) and in the ﬁeld (Whittaker et al., 2008; 2010) but how
these related to the knickpoints is unclear. The unstable slopes are likely to
cause covering of bed to prevent channel incision or to provide tools to incise
and abrade the bedrock.
 The stream power model requires further ﬁeld-base studies with the estimation
of bedrock incision in situ. TCNs are very useful for this purpose as long as
incision rates can be estimated from the riverbed if bedrock is exposed and
the shielding by topography and sediment is minimal. The approach followed
here to estimate the bedrock incision rates can be accomplished by the dating
254of exposure ages from geomorphic markers (e.g., strath terraces) to constrain
incision rates. In situ bedrock incision rates are required to: (1) test if bedrock
incision can be cast by the stream power model and if possible, (2) calibrate
K as has been proposed by other authors.
 More ﬁeld-studies are required to asses the role of sediment in bedrock incision.
In this research it has been demonstrated that bedrock channel incision in Jura
is driven by detachment-limited conditions; however, this may not always
be the case in other small bedrock rivers catchments where sediment cover
and bedrock abrasion may be more important. Thus, the rates of sediment
production and how much sediment remains in channels are crucial in research
on landscape evolution because rates of bedrock incision depend on it. Again,
TCNs can be used to estimate the overall incision in a catchment to assess
the rates of sediment production.
255Appendix A
The stream long proﬁles of Jura
256Figure A.1: Stream long proﬁles of Jura. All proﬁles were obtained from the 5
m resolution DEM and resampled at 1m (Z)
257258259260261Appendix B
The slope-area plots
262Figure B.1: Plots of channel slope against drainage area. The regression line is
marked as a solid line.
263264265266267Appendix C
The slope-area plots of the glaciated reaches
268Figure C.1: Plots of channel slope against drainage area on glaciated reaches.
The regression line is marked as a solid line.
269270271272273Appendix D
The slope-area plots of the ﬂuvial reaches
274Figure D.1: Plots of drainage-area against channel slope of the ﬂuvial reaches.
The regression line is marked as a solid line and the dashed lines depict the 95%
conﬁdence limits
275276277278279Appendix E
The distance-slope plots
280Figure E.1: Plots of channel slope against the distance downstream. The re-
gression line is marked as a solid line.
281282283284285Appendix F
The distance-Slope plots of glaciated reaches
286Figure F.1: Plots channel slope against drainage area of the glaciated reaches.
The regression line is marked as a solid line.
287288289290291Appendix G
The distance-Slope plots of ﬂuvial reaches
292Figure G.1: Plots of drainage-area against channel slope of the ﬂuvial reaches.
The regression line is marked as a solid line and the dashed lines depict the 95%
conﬁdence limits
293294295296297Appendix H
Lab procedures for the cosmogenic 10Be samples
The samples were crushed and sieved in three fractions: > 500, 250   500 and
< 250. The 250   500 fraction was washed three times and left to dry in the
oven at 60C for three days. Once dried, for each sample sin100 g of sample was
put in a glass beaker adding 10% of HCL/HNO3 in order to remove carbonates and
minerals. Beakers were placed on a hot plate and heated to 90C and left there for
one day. After cooling, samples were rinsed using distilled water and left to dry in
an oven at  60C for one night.
Once carbonates and other minerals were removed  60 g of sample was trans-
ferred to a 500 ml polyethylene bottle that was ﬁlled with distilled water and 100
ml of HF and 5 ml of HNO3. Solution was added in other to remove the feldspar
and remove the meteoric 10Be. The samples were left in an ultrasonic bath for three
days, the solution was homogenised three times per day. The samples were leached
three times (washing the samples with distilled water and renewing the HF and
HNO3). Completed the three leaches, the samples were prepared to measure the
aluminium concentration.
The samples to measure the aluminium concentration were prepared by collec-
tion  0:6 g of sample clean quartz sample and deposited in a teﬂon vial. Samples
were weighted and diluted in 5 ml of HF and 5 drops of 1:1 H2SO4 were added. Vials
were heated at 90C and left to cool down. The remaining solution and solids on
298the vial were diluted in 5 ml of 3% HNO3 and the solution was homogenised. The
concentration of aluminium was measured in the Thermo Scientiﬁc Atomic Absorp-
tion Spectrometry (AAS). Samples with a concentration of aluminium > 120g/ g
were leached again in HF until the Al concentration was reduced. The results for
the aluminium concentrations are presented in Table H.1.
Table H.1: Concentration of aluminium measure in the AAS after the leaching
of samples in HF
Sample code Sample weight Al
(g) (g/g)
J081103 0.6 118.3
J081105 0.4 86.4
J081106 0.4 55.3
J0905 0.5 103.0
J0908 0.5 97.3
J0906 0.6 65.5
J0909 0.5 87.1
J0911 0.4 101.3
Once the concentration of Al was below 120 ppm, the samples were transported
to the CG-CNL at SUERC. There, the blank preparation and spiking of samples
with a9Be carrier was used in order to determine the 10Be/9Be ratio in the AMS.
The ultra pure clean quartz samples were transferred into a polyethylene bottle and
weighted, 1000 l of Be carrier was added to each samples and weighted again.
The samples were dissolved in concentrated HF and left in a hot plate at  90C
degrees to dissolve them completely. The remaining solution after the HF evapor-
ation was transferred to a beaker and the solution on the polyethylene bottle was
rinsed with Milli-Q water, 3 ml of 6M HCL and 1 ml of 8M HNO3 was added in
order to remove the TiO2. The samples were heated and ﬂuoride salts precipitated,
2 ml of 6N HCL were added and the samples where heated again until they were
299dissolved. The samples were transferred to a centrifuge tube and 1 ml of 6N HCL
was added. The samples were centrifuged for 10 minutes at 3500 rpm and were by
this way their were ready for the anion exchange chromatography.
For the anion exchange chromatography a resin AG-1 X8 200-400 was moistur-
ised in 1.2N HCL. The resin was prepared with 10 ml 6N HCL and diluted in a
column, the solution was placed in the column, the Al and Be was collected in a
20 ml Teﬂon vial and labelled. The Fe and Ti fraction was eluted into a tube and
1 drop of 2% H2O2 was added to facilitate dilution of Ti. To remove the AL bulk
and Be, the Al and Be solution was heated at 90C and left to dry. 10 ml of Milli-Q
water and 2ml of HNO3 were added, once the solution was dried. Samples were
transferred to a centrifuge tube and spin. NH4OH was added for the solution to
reach a pH 8 and warmed in warm water for approximately 2 hours. Al was split
by rising the pH to 11.5 with 0.2 ml of 50% of NaOH and drops of 6M NaOH. The
Be was precipitated at the bottom of tubes and the solutions were centrifuged for
10 minute at 3500 rpm. The precipitate was collected by adding 20 ml of Milli-Q
water and HN3, samples were centrifuged again and 5 ml 1.2 MHCL were added.
The solutions were transferred to a Teﬂon vial and dried into a hot plate.
The dried samples were converted to sulphate by adding 5 drops of 2% H2O2,
2 ml of Milli-Q water and 0.5M H2SO4. The solution was heated at 90C. After
samples were dissolved, they were left for 12 hour in 2% H2O2 and transferred after
that time into a centrifuge tube, adding 1 ml of 0.5M H2SO4. For the ﬁnal split of
Be a cation exchange chromatography was required. Cation exchange uses a resin
AG 50W -X8 200-400 moisturised with HCL. For Ti, the columns were conditioned
with 10 ml 0.2M H2SO4 and the solution was poured into the columns, 8 ml 0.5M
H2SO4 were added. The Be was obtained by adding 10 ml 1.2N HCL and collected
into a Teﬂon vial. Once eluted 5 drops of 8M HNO3 were added an heated at 60
to the Be solution but avoiding the full dryness. The Al was obtained by adding
6 ml of 4M HCL in the column. The solution containing Al was collected and
300stored. The Be was precipitated in hydroxides by transferring the samples into a
centrifuge tube and adding 2 ml 1% of HNO3. The Be was precipitated by reaching
a pH 8 adding a solution of 25% NH4OH and centrifuging the samples to collect
the precipitates. The Be precipitates were dried by putting these into a oven at
70C. After drying, a pellet of BeO were transferred into a crucible and prepared
for mixing an pressing. The BeO pellets were mixed with Nb powder containing the
NIST306000 to standardise the AMS measurements (Nishiizumi et al., 2007) and
pressed in cathodes for their further measurements in the AMS.
301Appendix I
Measurements of cosmogenic 10Be
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Data submitted to the Cronus-Earth calculator
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