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Introduction
« The beauty and clearness of the dynamical theory, which asserts heat and light to be modes of
motion, is at present obscured by two clouds. »
Lord Kelvin (1824–1907), Royal Institution lecture 27 avril 1900
Philosophical Magazine, Série 6, vol. 2, 1–40 (1901)
Au début du XXème siècle, nombreux sont les physiciens à penser, tel W. Thomson alias
Lord Kelvin, que la physique classique a su répondre à toutes leurs interrogations malgré la
présence de deux « nuages » encore inexpliqués. L’un d’eux, le spectre d’émission du corps noir,
nécessitera pourtant la révolution des concepts fondamentaux en physique avec le développement
de la mécanique quantique. Parmi les nombreuses découvertes en physique qui jalonnent tout le
XXème siècle, citons celle de la supraconductivité en 1911 ainsi que celle de l’état antiferroma-
gnétique prédit par L. Néel et observé par diﬀraction de neutrons en 1949 par C. G. Shull et
J. S. Smart dans le composé MnO. Ces deux découvertes trouveront une résonance particulière
dans ce travail de thèse.
Plus récemment, la physique de la matière condensée s’est intéressée aux problèmes soulevés
par les systèmes à fortes corrélations électroniques. Alors que le comportement des électrons dans
un métal est bien décrit dans le cadre de la théorie de Landau des liquides de Fermi, l’apparition
de systèmes tels les isolants de Mott, dans lesquelles les interactions entre électrons sont trop
fortes pour être correctement décrites dans le cadre de cette théorie, nécessitent l’invention de
concepts novateurs. En magnétisme, ce sont dans les composés de basse dimension, telles les
chaînes de spins, que se manifeste l’eﬀet maximal des fortes corrélations. En eﬀet, dans une
image simpliste, le mouvement d’un spin à une dimension aﬀecte nécessairement de proche en
proche tous les autres spins de la chaîne, de sorte que seules les excitations collectives ont un
sens. Cette idée, conceptualisée par Tomonaga et Luttinger dans les années 1960, a abouti à la
prévision d’un nouvel état quantique, le liquide de spin.
Aujourd’hui, les physiciens du magnétisme quantique se demandent si cet état liquide de spin
pourrait exister à deux dimensions et sous quelle forme. L’état quantique RVB, pour Resonating
Valence Bond, introduit pour la première fois par P. W. Anderson comme fondamental possible
du réseau triangulaire antiferromagnétique en 1973, pourrait représenter une image intuitive
de cet état quantique non magnétique et désordonné à toute température. Il est formé de la
superposition de toutes les conﬁgurations de singulets possibles sur le réseau, à l’image des
conﬁgurations mésomères (résonantes) de la molécule de benzène. Cependant, en dimension
D = 2, l’ordre magnétique de Néel est très stable et la majorité des systèmes s’ordonnent à
T = 0. Un des moyens actuellement envisagé pour déstabiliser cet ordre est le phénomène de
frustration magnétique.
Les travaux pionniers de H.G. Wannier sur le système triangulaire de spins antiferromagné-
tiques Ising ont, dès 1950, souligné l’intérêt des réseaux à géométrie frustrante pour la désta-
bilisation de l’ordre de Néel à deux dimensions. Le réseau bidimensionnel faiblement connecté
kagome, formé de triangles joints uniquement par leurs sommets, permet de maximiser l’eﬀet de
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la frustration obtenue dans le cas d’interaction antiferromagnétique entre spins proches voisins.
Les premières études expérimentales sur ce type de réseau, initiées par X. Obradors et A. P.
Ramirez dans les années 1990, ont été menées sur les composés de spins classiques SrCr8Ga4O19
(S = 32 ) puis dans la famille des jarosites (S ≥ 1). Cependant, la présence d’un état ordonné
ou d’un gel des spins à basse température dans ces composés montre la nécessité de considérer
des composés de spins S = 12 , où les ﬂuctuations quantiques sont plus importantes, pour étudier
l’état liquide de spin.
La découverte en 2005 de l’herbertsmithite Cu3Zn(OH)6Cl2, le premier composé kagome de
spins S = 12 couplés antiferromagnétiquement, a été salué comme « an end to the drought of
quantum spin liquids »[1]. Son absence d’ordre ou de gel démontrée jusqu’à des températures
de l’ordre de J/104 a très vite généré une eﬀervescence parmi la communauté des physiciens
des systèmes magnétiques frustrés. Cependant, ce composé possède une faible quantité de spins
faiblement couplés isolés, résultant de substitutions Cu/Zn, dont les réponses masquent la phy-
sique intrinsèque kagome à basse température, et constituent de fait un facteur limitant pour
une meilleure compréhension de l’état fondamental de ce composé.
C’est à partir de ce constat, et dans le but de surmonter cet obstacle, que fut initialement
envisagé le sujet de cette thèse avec deux approches complémentaires. La première consiste à
étudier le rôle des défauts à partir d’échantillons contrôlés présentant des taux de substitutions
diﬀérents. Cet objectif, diﬃcile à réaliser dans le cas de l’herbertsmithite à cause notamment
de l’absence de contraste aux rayons X entre le Cu et le Zn, est désormais atteignable grâce
à la synthèse par nos collaborateurs chimistes d’une variante de l’herbertsmithite où le Zn est
remplacé par le Mg, plus facilement distinguable du Cu. La seconde approche s’est imposée « na-
turellement » à la suite de la découverte récente de deux minéraux, la kapellasite et l’haydéite,
qui possèdent tous les deux une structure fortement bidimensionnelle avec des plans kagome de
spins S = 12 et qui interdit l’existence d’atome entre les plans. Toutefois, nos études ont par
la suite révélé un Hamiltonien très diﬀérent de celui de l’herbertsmithite, avec des interactions
multiples, où la frustration est réalisée par la compétition de ces interactions. L’étude de ce nou-
veau système a permis d’engager une collaboration scientiﬁque Paris–Orsay–Londres–Grenoble
où la complémentarité des diﬀérentes techniques et approches a permis de mettre en évidence la
physique riche de ces composés.
Ce travail de thèse présente donc l’étude expérimentale, à l’aide des techniques locales de
RMN et de µSR ainsi que de mesures thermodynamiques, d’une variante de l’herbertsmithite,
Mg-herbertsmithite, ainsi que de deux nouveaux composés kagome quantiques, la kapellasite et
l’haydéite.
Ce manuscrit de thèse est composé de quatre parties, organisées de la façon suivante :
Introduction au réseau kagome quantique. Dans le premier chapitre de cette partie, nous
introduisons la physique des liquides de spin à l’aide de l’exemple canonique de la chaîne de spins
Heisenberg S = 12 antiferromagnétique. Nous décrivons l’intérêt du phénomène de frustration
magnétique pour déstabiliser l’ordre de Néel à deux dimensions et favoriser l’émergence de ces
nouvelles phases quantiques. Enﬁn nous présentons les tentatives actuelles de déﬁnitions de
l’état liquide de spin en dimension deux avant de discuter des résultats théoriques récents sur
la détermination du fondamental du principal modèle pressenti pour la réalisation de cet état
quantique : le réseau kagome Heisenberg de spins S = 12 antiferromagnétique. Le second chapitre
est consacré à la description des candidats expérimentaux à la réalisation de ce modèle, avec une
emphase particulière sur un des meilleurs candidats sur lequel se sont principalement concentrées
les recherches de ces dernières années : l’herbertsmithite.
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Introduction aux techniques expérimentales RMN et µSR. Nous présentons les deux
techniques expérimentales principales utilisées au cours de cette thèse : la Résonance Magné-
tique Nucléaire (RMN) et la Relaxation de Spin du Muon (µSR). Le premier chapitre aborde les
caractéristiques techniques relatives à ces deux types de mesures ayant de nombreux concepts
physiques communs. Dans un deuxième temps, nous insistons sur le caractère local de ces deux
techniques en décrivant comment, grâce aux interactions locales entre le spin du noyau (RMN) ou
du muon (µSR) et l’environnement, les propriétés magnétiques peuvent être sondées à l’échelle
atomique. Finalement, nous séparons la description des mesures statiques et dynamiques en don-
nant les outils essentiels nécessaires à la compréhension de nos résultats expérimentaux exposés
dans la suite.
Réseau Heisenberg kagome de spin S = 12 à interaction premiers voisins. Dans cette
partie, nous présentons l’analyse du composé Mg-herbertsmithite. Par rapport à son analogue
au Zn, ce dernier autorise une évaluation précise du taux de substitutions Cu/Mg permettant
ainsi une meilleure compréhension de l’impact de ces défauts. Le comportement de liquide de
spin dans ces nouveaux composés est établi par nos mesures de µSR dans le régime de basse
température jusqu’à J/104. En s’appuyant sur l’étude d’une série d’échantillons bien caractérisés,
nous proposons une origine commune aux plateaux de relaxation détectés en µSR dans ces
composés, basée sur le fait que le muon est principalement couplé aux spins interplans. La mesure
du spectre d’excitations de basse énergie traduit l’existence d’une dynamique non conventionnelle
dans le régime de liquide de spin, discutée dans le cadre de notre interprétation.
Kapellasite et Haydéite : des composés kagome S = 12 à interactions en compétition.
Cette dernière partie regroupe nos résultats expérimentaux obtenus sur les nouveaux composés
kagome quantiques kapellasite et haydéite, et s’organise en quatre chapitres. Le premier s’at-
tache à décrire la structure fortement bidimensionnelle de ces nouveaux composés et leur réseau
magnétique. Nous montrons dans un deuxième temps à partir de nos mesures de susceptibilité
magnétique, d’aimantation et de chaleur spéciﬁque, que la kapellasite est un système kagome
quantique avec des interactions en compétition. Les constantes d’échanges sont déterminées plus
précisément grâce à des ajustements de la susceptibilité magnétique et de la chaleur spéciﬁque
dans un modèle de séries haute température développé par B. Bernu (LPTMC, Paris). La ques-
tion du fondamental d’un tel système est abordé dans le troisième chapitre, où nous confrontons
nos résultats de µSR et de RMN à basse température aux études théoriques réalisées à partir
de l’Hamiltonien modèle de ce système par nos collaborateurs. Nos résultats suggèrent que la
kapellasite pourrait être une représentation expérimentale d’un nouvel état liquide de spin de
type cuboc2 identiﬁé d’après ses ﬂuctuations de spin originales. Enﬁn, le dernier chapitre de
cette partie est consacré à l’étude de l’haydéite, dont l’Hamiltonien possède également des in-
teractions en compétition mais dans un rapport diﬀérent. L’observation d’un état fondamental
partiellement statique en µSR est cohérent avec ces nouvelles valeurs d’échanges, et conforte le
diagramme de phases théorique établi par nos collaborateurs.
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Première partie
Introduction au réseau kagome
quantique
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Chapitre 1
Liquides de spin quantiques et
frustration
1.1 Le liquide de spin à une dimension
Absence d’ordre à basses dimensions. Le théorème de Mermin-Wagner énonce qu’aucune
symétrie continue ne peut être brisée en dimensions D ≤ 2 en présence d’interactions à courte
portée à température non nulle [2]. En eﬀet, pour T > 0, on peut montrer que les ﬂuctuations
thermiques engendrent des excitations de grandes longueurs d’onde (Modes de Goldstones) qui
déstabilisent tout état ordonné éventuel. Le concept d’ordre peut être déﬁni plus précisément
pour un système de spins d’après la forme de la fonction de corrélation spatiale de spin G(rij) =
〈SiSj〉. Le comportement à grande distance de G(rij) permet de déﬁnir plusieurs types d’ordre
(Tableau 1.1). La terminologie associée à l’adjectif « liquide » provient initialement de l’analogie
avec la fonction de corrélation spatiale des molécules dans une phase liquide où G(rij) décroît
rapidement avec la distance entre molécules. Le théorème de Mermin-Wagner montre donc que les
systèmes de basse dimensionnalité (D ≤ 2) sont des systèmes de choix pour la recherche d’états
désordonnés particuliers tel que le liquide de spin. Les chaînes de spins (D = 1) constituent
des systèmes modèles bien compris théoriquement, qui permettent d’illustrer la richesse de la
physique en jeu de ces nouvelles phases. L’extension de cette nouvelle phase à la dimension D = 2
est une des grandes questions théoriques actuelles en matière condensée et sera l’objet de cette
thèse expérimentale.
La chaîne de spins S = 12 Heisenberg antiferromagnétique. L’exemple canonique d’un
système physique sans brisure de symétrie à T = 0 est celui de la chaîne de spins S = 12
Type d’ordre lim
rij→+∞
G(rij) Caractère de l’état Exemples de système de spins
Ordre constante 6= 0 solide Ordre de Néel (F, AF)
Quasi-ordre 1/rηij critique Chaîne de spins S =
1
2
Désordre exp(−rij/ξ) liquide Chaîne de spins S = 1
Table 1.1 – Définitions de différents types d’ordres.
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Heisenberg antiferromagnétique en champ nul modélisée par le Hamiltonien :
H = −J
N∑
n=1
Sn · Sn+1 (1.1)
H = −J
N∑
n=1
1
2
(
S+n S
−
n+1 + S
−
n S
+
n+1
)
+ SznS
z
n+1 (1.2)
avec J < 0 l’intégrale d’échange antiferromagnétique, N le nombre de spins total et S+n , S
−
n , S
z
n
les opérateurs de spin usuels. Aﬁn de mieux appréhender la question de l’état fondamental de
ce système, il est utile d’étudier une solution de structure simple bien connue tel que l’état
antiferromagnétique de Néel, décrit par les deux vecteurs :
|σ↑〉 = |↑↓↑ · · · ↑〉 et |σ↓〉 = |↓↑↓ · · · ↓〉 (1.3)
Un calcul simple permet de montrer d’une part que ces deux états (ou une combinaison linéaire
des deux |σ±〉) ne sont en fait pas des états propres du Hamiltonien 1.2 et que d’autre part
l’énergie de cet état de Néel est donnée par :
EN = 〈σ± | H | σ±〉 = JN
4
(1.4)
En réalité, la chaîne de spins Heisenberg S = 12 antiferromagnétique est un des rares modèles
exactement soluble en physique de la matière condensée. Grâce à l’Ansatz de Bethe [3], l’énergie
de son fondamental peut-être exactement calculée et vaut :
EA = 〈A | H | A〉 = (4 ln 2− 1) JN
4
(1.5)
La conclusion immédiate est que EA < EN, et que par conséquent l’état de Néel antiferromagné-
tique à une dimension est déstabilisé au proﬁt d’une nouvelle phase quantique désordonnée : le
liquide de spin. Cette phase ayant une aimantation strictement nulle, il est naturel de considérer
l’état singulet entre deux spins i et j, (|↑i↓j〉 − |↓i↑j〉)/
√
2, comme brique de base élémentaire
de sa fonction d’onde. En considérant des interactions à courte portée, il n’y alors que deux
conﬁgurations de singulets possibles sur la chaîne 1D déﬁnissant deux état de liens de valence :
|+〉 =
|−〉 =
L’énergie identique de ces deux conﬁgurations peut être calculée et vaut 〈±|H|±〉 = 3JN/8.
Notons que cette énergie est eﬀectivement plus faible que celle de l’état de Néel évaluée précé-
demment mais qu’elle ne correspond pas exactement à l’énergie du fondamental (éq. 1.5). Par
ailleurs, l’état |+〉 (|−〉) ne peut être le vrai fondamental puisqu’il est dégénéré avec l’état |−〉
(|+〉) alors que cette dégénérescence est interdite par le théorème de Marshall [4]. La solution est
de considérer un état résonant qui est la superposition des deux états possibles |α〉 (α = +/−) :
|R〉 =
∑
α
Cα|α〉 (1.6)
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Figure 1.1 – Schéma de décomposition d’une excitation de spin |∆Sz| = 1 (ligne du haut) en deux
excitations fractionnaires portant chacune un spin |∆Sz| = 1
2
et se propageant librement dans une chaîne
1D (lignes suivantes).
Cet état |R〉 restaure la symétrie de translation et ne brise ainsi aucune symétrie du Hamiltonien.
Il représente à ce titre une image physique cohérente d’un liquide quantique de spins. C’est cette
même idée de résonance que l’on retrouvera dans l’état RVB 1 d’Anderson pour les systèmes
bidimensionnels.
L’Ansatz de Bethe a également permis d’obtenir la fonction de corrélation de spin ainsi que
la nature des excitations élémentaires de ce système. Il possède un quasi-ordre à grande distance
(η = 1) et des excitations fractionnaires portant un spin S = 12 [5] : les spinons. Cette excitation
particulière peut se comprendre intuitivement à une dimension (voir Fig. 1.1). Alors qu’une
excitation élémentaire, consistant en un retournement d’un spin, porte un spin |∆Sz| = 1 et coûte
une énergie ∆E, dans le cas d’une chaîne elle peut se décomposer en deux excitations portant
chacune un spin |∆Sz| = 12 et coûtant une énergie ∆E/2, analogues à des parois de domaines,
libres de se propager de part et d’autre le long de la chaîne sans coût d’énergie additionnel : on
parle de spinons déconﬁnés. La superposition de ces excitations élémentaires constitue le spectre
d’excitations des spinons dont la caractéristique est de présenter un continuum d’excitations pour
un moment q donné (voir Fig. 1.2). L’observation de cette dispersion particulière a été rapportée
expérimentalement par diﬀraction de neutrons dans le composé KCuF3 [6]. S. Sachdev [7] a
montré que de telles excitations sont responsables en RMN d’un temps de relaxation spin-réseau
T1 indépendant de la température, eﬀectivement observé dans le composé Sr2CuO3 [8].
L’état de liquide de spins quantique est donc non seulement désordonné jusqu’à T = 0 mais
possède malgré tout une structure originale pour laquelle les eﬀets de cohérence quantiques jouent
un rôle prépondérant et permettent in fine l’observation d’excitations exotiques fractionnaires.
Les premiers modèles théoriques à 1D, principalement développés à partir des années 1950 à
la suite des travaux de Tomonaga [10], ont initié l’intérêt pour cette physique d’état liquide.
Plus récemment, les théoriciens et expérimentateurs se sont mis en quête de découvrir un état
équivalent en dimension D = 2. Cependant, à D = 2, l’ordre à longue portée est plus stable et
la plupart des systèmes s’ordonnent à T = 0. Il est nécessaire d’avoir recours à un ingrédient
supplémentaire : la frustration des interactions, mis en avant par P. W. Anderson dès 1973 [11].
1. Resonating Valence Bond state
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Figure 1.2 – (a) Branche d’excitations des spinons en champ nul. Les processus d’excitations ma-
térialisés par des flèches correspondent aux transfert d’énergies signalés dans (b) (carré et cercle). (b)
Simulation du continuum d’excitations de type spinon impliquant un transfert d’énergie ~ω pour une
excitation de vecteur d’onde q = ∆k. Extrait de [9]. (c) Continuum d’excitations de type spinons observé
dans le composé de chaîne de spins antiferromagnétique S = 1
2
KCuF3. D’après [6].
1.2 La frustration magnétique ou comment déstabiliser l’ordre
de Néel
Le phénomène de frustration est un concept s’étendant à de nombreux domaines de la phy-
sique. Les premières études de ce phénomène remontent aux mesures thermodynamiques d’en-
tropie de la glace où L. Pauling expliqua son entropie résiduelle à température nulle d’après
la présence d’un désordre de conﬁguration intrinsèque dû aux protons [12]. Dans le domaines
des systèmes magnétiques, le terme de frustration est attribué à G. Toulouse [13]. Les premiers
travaux dans ce domaine portent sur le modèle d’Ising proches voisins couplés antiferromagné-
tiquement sur un réseau triangulaire, pour lequel G. H. Wannier souligne dès 1950 sa propriété
fondamentale d’absence d’ordre à toute température [14]. Le concept de frustration en magné-
tisme peut se déﬁnir comme l’impossibilité de pouvoir minimiser simultanément tous les termes
d’interaction de paires de l’Hamiltonien du système.
Nous allons présenter dans la suite les deux types de frustration des interactions magné-
tiques (à deux dimensions) : la frustration par la géométrie du réseau et par la compétition des
interactions.
1.2.1 Frustration par la géométrie du réseau
En utilisant une géométrie particulière du réseau bidimensionnel, il est possible de parvenir
à une situation magnétique frustrée. Le cas de la géométrie triangulaire, illustré sur la ﬁgure
1.3, en est l’archétype. Si l’énergie d’un lien peut-être minimisée en anti-alignant les deux spins
concernés, les deux autres liens ne peuvent être minimisés simultanément, et ce, quelle que
soit l’orientation du troisième spin. La minimisation classique du Hamiltonien pour des spins
Heisenberg conduit à un état de compromis où les spins sont orientés à 120˚les uns des autres.
La nécessité d’avoir recours à cet eﬀet de frustration peut se comprendre par le calcul énergé-
tique suivant, où l’on compare l’énergie par site pour diﬀérents réseaux dans le cas classique par
rapport au cas quantique où les spins forment des états singulets pour le Hamiltonien Heisenberg
antiferromagnétique (J < 0).
Le cas quantique, abordé dans la section 1.1, déﬁnit une énergie par site Eq = 3J/8 indépen-
damment de la connectivité du réseau. Pour le cas classique en revanche, l’énergie par site Ec
12
I. Chapitre 1. Liquides de spin quantiques et frustration
Figure 1.3 – Triangle de spins Ising à interactions antiferromagnétiques schématisant le concept de
frustration magnétique. Si un lien peut être satisfait, les deux autres restants ne pourront être satisfaits
quelle que soit l’orientation choisie pour le troisième spin.
dépend du nombre de voisins z. L’énergie minimale de chaque lien entre deux spins 12 est J/4, soit
une énergie par site pour un réseau de coordinence z de Ec = zJ/8. La comparaison énergétique
entre les deux cas, pour diﬀérents réseaux, est illustrée sur la ﬁgure 1.4. La chaîne unidimen-
sionnelle (z = 2), comme évoquée précédemment, constitue un exemple bien connu de système
fortement quantique pour lequel E1Dq < E
1D
c . Au contraire, pour des géométries non frustrantes
(où la conﬁguration de spins anti-alignés peut être réalisée) à deux dimensions tel que le réseau
carré (z = 4), la conﬁguration classique minimise toujours l’énergie par site. Pour le réseau tri-
angulaire (z = 6), la minimisation classique du Hamiltonien de Heisenberg conduit à une énergie
par site classique de Ec = zJ/16 = 3J/8. Ce calcul simple aboutit ainsi à l’égalité Eq = Ec pour
ce réseau. Si P. W. Anderson proposa initialement que son fondamental soit une réalisation de
liquide de spin à D = 2 [11], des calculs plus récents ont montré que son énergie était en réalité
trop élevée pour être son fondamental [15]. De plus, des résultats de diagonalisation exacte sont
fortement indicatifs d’un état ordonné à T = 0 [16]. Cependant, la physique des triangulaires
quantiques a subi un renouveau d’intérêt depuis la découverte récente de l’absence de gel dans
plusieurs composés organiques à très basses températures : κ−(BEDT-TTF)2Cu2(CN)3 [17, 18]
et EtMe3Sb[Pd(dmit)2]2 [19]. Ces composés se trouvent proches d’une transition métal–isolant
de Mott, qui pose la question de la pertinence du modèle Heisenberg de spins localisés, et qui
pourrait être à l’origine de l’absence d’ordre.
Le réseau kagome quantique Dans le cas d’une géométrie de triangles à sommets partagés
(z = 4), l’eﬀet de la frustration est maximal. Ce réseau à deux dimensions kagome, dont l’ap-
pellation provient du nom du motif japonais correspondant, permet d’obtenir une conﬁguration
de singulets plus stable (Eq = 3J/8) que la conﬁguration classique à 120˚(Ec = J/4) ce qui le
rend singulier parmi les autres réseaux 2D. Il apparait ainsi comme un choix judicieux pour la
recherche d’un état liquide de spin à D = 2.
Dans les années 1990, des calculs théoriques plus sophistiqués conﬁrment le caractère singulier
de ce type de réseau. En particulier, le spectre des niveaux d’énergie déterminé par diagonalisa-
tion exacte sur un échantillon de taille ﬁnie de 27 spins [20], et représenté sur la ﬁgure 1.5, révèle
une forte densité d’états dans le secteur singulet. Pour un échantillon macroscopique de taille
N , le nombre d’excitations singulets croît comme 1.15N . À la limite thermodynamique, lorsque
N → +∞, il est plausible que l’on obtienne un continuum d’états singulets avec une absence de
gap entre l’énergie du fondamental et l’énergie du premier niveau singulet excité. La question de
la présence ou non d’un tel gap revêt un intérêt tout particulier dans le choix de l’état quantique
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Figure 1.4 – Comparaison de l’énergie par site pour une configuration classique et pour une configura-
tion quantique, pour différents réseaux à D = 2. Dans un réseau de triangles à sommets partagés kagome
(bas), la configuration de singulets est plus stable que la configuration classique.
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Figure 1.5 – Spectre des niveaux d’énergie obtenu par diagonalisation exacte pour le système trian-
gulaire (gauche, TAH) et kagome (droite, KAH). L’axe des ordonnées correspond à l’énergie et celui
des abscisses au spin total de l’état. La première colonne correspond ainsi aux états de type singulet, la
deuxième à ceux de type triplet.
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Figure 1.6 – Exemple de frustration magnétique sur un réseau carré avec interactions ferromagnétiques
premiers voisins J1 et antiferromagnétiques entre deuxièmes voisins J2.
pertinent pour le fondamental et sera évoquée dans la section 1.4.
1.2.2 Frustration par la compétition des interactions
La frustration par la compétition des interactions est un autre moyen de favoriser un état
ﬂuctuant de spins à T = 0 en dimensions D = 2. Le cas du modèle de spin S = 12 Heisenberg
sur un réseau carré frustré J1 − J2 en est un exemple simple et constitue un des modèles les
plus étudiés d’un point de vue théorique et expérimental. La présence de deux interactions
en compétition, J1 entre premiers voisins et J2 entre deuxièmes voisins suivant la diagonale,
permet d’obtenir un degré de frustration réglé par la valeur et le signe de ces deux interactions
(Fig. 1.6). Des approches théoriques semi-classiques ont établi le diagramme de phases pour
diﬀérents rapports J2/J1 et ont mis à jour l’existence de phases ordonnées (ferromagnétique,
antiferromagnétique et ordre colinéaire antiferromagnétique) ainsi que de régions critiques pour
J2/J1 ∼ ±0.5 susceptibles de stabiliser un état de liquide de spin [21, 22] (voir Fig. 1.7).
Sur le plan expérimental, la stabilisation d’une telle phase nécessite la synthèse d’un com-
posé possédant un tel rapport J2/J1 des interactions. La famille des Vanadates possède un
grand nombre de composés permettant d’explorer le diagramme de phase, même si aucun can-
didat actuel n’est localisé dans les régions critiques (Fig. 1.7). Pour d’autres familles de com-
posés, le problème de la distorsion du réseau apparaît comme crucial. Un composé candidat
prometteur présentant une absence d’ordre à longue distance, (CuCl)LaNb2O7, a été récemment
rapporté [24]. Cependant, des études structurales indiquent en fait un changement de symétrie
empêchant des conclusions directes sur le modèle du réseau carré de spins frustrés.
1.3 Vers le concept de liquide de spin à D = 2
Grâce à la frustration, il semble envisageable de pouvoir stabiliser un état de liquide de spin
en dimension D = 2. L’intérêt de la dimension D = 2 réside tout particulièrement dans la richesse
des phases quantiques que l’on peut espérer stabiliser. Ces dernières années, la multiplicité des
travaux théoriques sur ce sujet a abouti à un grand nombre d’états quantiques avec des propriétés
physiques distinctes mais dont aucun ne présente d’ordre à grande distance.
L’objectif de cette partie est d’introduire une déﬁnition pour D = 2 de l’état liquide de spin
tout en présentant diﬀérentes phases quantiques proposées comme état fondamental du réseau
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Figure 1.7 – Diagramme de phases du modèle de spins S = 1
2
Heisenberg sur le réseau carré. Les
régions critiques (hachurées) sont susceptibles de générer un état de liquide de spin. Extrait de [23].
kagome de spins S = 12 et plus généralement dans le cadre d’un modèle de spins S =
1
2 Heisenberg
à T = 0. L’organisation de cette partie s’inspire largement des références [25], qui suggèrent trois
déﬁnitions détaillées ci-dessous.
Définition 1 : Un état liquide de spin est un état qui ne présente pas d’ordre à
grande distance. L’absence d’ordre à grande distance est indiquée par une valeur nulle de la
fonction de corrélation de spin G(rij) = 〈SiSj〉 lorsque rij → +∞. Au niveau local, la RMN et
la µSR permettent de détecter le gel des ﬂuctuations associé à l’apparition d’un ordre statique.
Cette première déﬁnition n’est cependant que peu restrictive.
En eﬀet, le théorème de Mermin-Wagner indique alors que tout système physique représenté
par un modèle de spins Heisenberg à D = 2 et à température non nulle est un liquide de spin.
Ceci inclut par exemple les isolants dans leur régime paramagnétique de haute température.
Cette déﬁnition inclut notamment les phases quantiques ordonnées telles que les cristaux à
liens de valence VBC 2. Ces états quantiques se présentent sous la forme d’un arrangement
régulier de singulets (voir Fig. 1.8). Ils possèdent des corrélations spin-spin à courte portée, une
brisure spontanée de la symétrie du réseau avec une dégénérescence du fondamental ainsi que
des excitations gappées de spins |∆Sz| = 1 de type magnons. La ﬁgure 1.8 représente un état
VBC sur un réseau hexagonal qui brise la symétrie de rotation d’ordre 6 (60˚).
Définition 2 : Un état liquide de spin est un état sans brisure spontanée de sy-
métrie. Cette déﬁnition exclut les états ordonnés de Néel qui brisent la symétrie de rotation
des spins ainsi que les états VBC qui brisent certaines symétries du réseau. Parmi les états
quantiques restant ﬁgurent les états désignés comme paramagnétiques quantiques QPM (voir
Fig. 1.8). Ce sont des états s’arrangeant sous la forme de singulets mais sans briser la symétrie
du réseau. À basse température, le système se ﬁge simplement en singulets non magnétiques,
sans transition détectable entre T → +∞ et T = 0. La distinction expérimentale entre un état
2. Valence Bond Crystals
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Figure 1.8 – a) Gauche : Configuration de singulets (ellipses rouges) représentant un état VBC sur un
réseau hexagonal. Droite : Comparaison des symétries avant (haut) et après (bas) la transition. L’état
VBC brise la symétrie de rotation d’ordre 6 (π/3) du réseau hexagonal. b) Gauche : Configuration de
singulets (ellipses rouges) représentant un état QPM sur le réseau de Shastry-Sutherland, réalisé dans
le composé SrCu2(BO3)2. Droite : Comparaison des symétries avant (haut) et après (bas) la transition.
L’état QPM conserve toutes les symétries associées au réseau initial.
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Figure 1.9 – Schéma de la propagation d’un spinon dans un état QPM ou VBC sur un réseau carré avec
deux interactions J et λ avec |λ| ≪ |J | : l’appariement en singulets sur les liens J (rouge) est favorisé.
Gauche : Création d’une excitation de spin ∆Sz = 1. Milieu et droite : La propagation d’un spinon coûte
une énergie proportionnelle à la distance r, puisqu’elle implique la création de singulets sur les liens λ
(orange), le déconfinement n’est pas favorable.
VBC et QPM reste assez subtile. Les deux états possèdent un gap dans les excitations de spins
observables par une dépendance en e−∆/kBT de la susceptibilité magnétique à basse tempéra-
ture. Les mesures par RMN ont été largement utilisées pour identiﬁer ce type de fondamental,
notamment à l’aide de mesures sous champ qui brisent certains liens singulets et aboutissent à
des conﬁgurations complexes frustrées relatives à cet état fondamental initial, comme pour le
composé SrCu2(BO3)2 [26, 27].
Cette déﬁnition recouvre ﬁnalement à la fois ces états QPM et des états quantiques plus
exotiques tel que l’état RVB qui possède des excitations fractionnaires de spin |∆Sz| = 12 . Cette
dernière propriété est justement un critère permettant de distinguer ces phases. En eﬀet, les
états de Néel, VBC et QPM possèdent tous des excitations non-fractionalisables. Par exemple,
considérons une excitation élémentaire dans le cas d’un état QPM qui crée un état triplet de
spin, soit deux spinons. Pour que le système soit fractionalisable, il faut que ces deux spinons
soient déconﬁnés c’est-à-dire qu’ils puissent se propager librement. Or, contrairement au cas de
la chaîne 1D (Fig. 1.1), la séparation de deux spinons coûte ici une énergie proportionnelle à la
distance inter-spinons (voir Fig. 1.9) et n’est donc pas favorable : ils restent conﬁnés.
Définition 3 : Un état liquide de spin est un état avec des excitations de spin
fractionnaires (|∆Sz | = 12). Cette déﬁnition permet donc d’exclure toutes les phases discu-
tées précédemment, exceptés les états liquides de spin suivants :
– L’état de liquide de spin topologique [28] : Il s’agit de l’équivalent pour D = 2 de
l’état fondamental de la chaîne de spins S = 12 Heisenberg antiferromagnétique qui consiste
en la superposition linéaire de toutes les conﬁgurations de singulets à courte portée pos-
sibles. Cet état, appelé RVB, est représenté sur la ﬁgure 1.10 pour le réseau kagome. Du
fait du théorème de Lieb-Schultz-Mattis-Hastings [29] cet état possède un fondamental
deux fois dégénéré, séparé du premier état excité triplet par un gap.
– L’état de liquide de spin algébrique : Cet état de régime critique présente un spectre
de niveaux d’énergie continu, sans gap. Schématiquement, il pourrait être représenté par
un état RVB formé de singulets à portée inﬁnie. Les propriétés d’un tel liquide particulier,
le liquide de spin U(1) de Dirac, ont été dérivées dans une représentation fermionique des
spinons et présentent une susceptibilité magnétique linéaire en température et une chaleur
spéciﬁque en T 2 qui dépend du champ magnétique appliqué [30, 31, 32].
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Figure 1.10 – Représentation de l’état liquide de spin RVB pour le réseau kagome, formé par la
superposition linéaire de toutes les configurations de singulets possibles à courte portée.
Classification des liquides de spin. Chacun de ces types d’états regroupe en réalité un
grand nombre de formes de liquide de spins. Leur distinction a fait l’objet de nombreux travaux
théoriques, en particulier sur le réseau kagome. Nous allons tenter dans la paragraphe suivant
d’introduire les concepts clés utilisés pour classer ces phases de liquide de spin.
En utilisant une approche fermionique, les opérateurs de spins de l’Hamiltonien Heisenberg
peuvent se réécrire sous la forme :
Szi =
1
2
(
c†↑c↑ − c†↓c↓
)
, S+i = c
†
↑c↓ , S
−
i = c
†
↓c↑ (1.7)
où les opérateurs c†↑ (c
†
↓) sont les opérateurs de création d’un spinon ↑ (↓). Dans une approche
de champ moyen, l’Hamiltonien de Heisenberg se réécrit alors :
HMF =
∑
i,j
χij
(
c†i↓cj↓ + c
†
i↑cj↑
)
+ ηij (ci↑cj↓ + ci↓cj↑) + h.c. (1.8)
où χi,j représente le terme de saut des spinons et ηij le terme d’appariements des spinons qui
déﬁnissent la solution de champ moyen. En utilisant la notation matricielle telle que :
ψij =
(
ci↑ ci↓
c†i↑ −c†i↓
)
, U0ij =
(
−χ†ij ηij
η†ij χij
)
(1.9)
on peut se convaincre qu’il existe une invariance de jauge du système. Pour une matrice Wi
unitaire arbitraire de SU(2), la transformation ψi/j → Wi/jψi/j laisse invariant le terme de
couplage spin Si · Sj mais transforme la matrice U0ij en WiU0ijW †j . Un même état physique de
champ moyen peut donc être décrit par plusieurs paramètres U0ij qui diﬀèrent uniquement par
une transformation de jauge. Les liquides de spin peuvent alors être classés selon leur groupe
d’invariance de jauge (IGG) qui contient les transformations de jauge W telles que :
W ∈ IGG⇐⇒WiU0ijW †j = U0ij ∀{i, j} (1.10)
Le groupe d’invariance de jauge d’un état est l’analogue du groupe de symétrie d’une phase
ordonnée et permet d’établir une classiﬁcation rigoureuse de toutes les phases de liquide de spin,
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dans le cadre de la théorie du projective group symmetry (PSG) [33]. Physiquement, il caractérise
les ﬂuctuations autour de l’état champ moyen. On distingue notamment les champs de jauge de
type U(1) et de type Z2.
Enﬁn, il faut prendre en compte le caractère gappé ou non gappé du spectre d’excitations
des spinons, et vériﬁer si le déconﬁnement des spinons est stable dans chaque cas pour le champ
de jauge considéré. Par exemple, un liquide de spin U(1) avec des excitations de spinons gappées
est instable et aboutit en général à un état VBC [34], alors qu’avec des excitations de spinons
non-gappées il est stable (liquide de spin algébrique).
1.4 Fondamental du réseau kagome quantique
La détermination de l’état fondamental du modèle de spins Heisenberg S = 12 avec interaction
antiferromagnétique premiers voisins sur le réseau kagome représente toujours à l’heure actuelle
un déﬁ pour les théoriciens. Les premières études théoriques ont largement conﬁrmé la pertinence
du choix de ce modèle pour générer un état avec une absence d’ordre à longue portée à T = 0. Les
calculs menés dans les années 1990 de diagonalisation exacte [35, 36, 37, 20], de développement
en série [38, 39] concluent tous à l’existence de corrélations de type spin-spin, dimère-dimère ou
chirale [40, 36], de courte portée uniquement, décroissant rapidement vers zéro.
Plus récemment, la question de la nature exacte du fondamental de ce modèle est devenue
le déﬁ principal que cherchent à relever les théoriciens du domaine. Cet objectif nécessite des
capacités de calculs informatiques toujours plus poussées ainsi que l’utilisation de méthodes
numériques de pointe.
L’existence d’un gap de spin. Une des questions essentielles permettant de distinguer dif-
férents états de liquide de spin est la présence ou non d’un gap dans les excitations de spin.
La principale méthode utilisée pour répondre à cette question est la diagonalisation exacte.
Cette méthode ne souﬀre pas d’approximation puisqu’elle diagonalise le Hamiltonien du modèle
pour trouver les solutions exactes. En revanche, du fait de la taille des matrices à considérer,
les capacités de calculs actuelles ne permettent que de diagonaliser des systèmes de taille ﬁnie.
Les plus récentes autorisent un nombre de sites N = 48. L’extrapolation de la valeur du gap à
la limite thermodynamique N → +∞ reste encore incertaine [41], même si le résultat d’études
antérieures concluait à l’existence d’un gap (voir [42, 41] et les références indiquées).
Très récemment, des études par DMRG 3 ont été rapportées [43, 44]. Initialement appliquée
pour les systèmes 1D, et étendue à présent à D = 2, cette technique a permis de repousser
les limites des tailles d’échantillon accessibles avec des systèmes de l’ordre de N ∼ 100, au
prix d’approximations. Ces résultats conﬁrment la présence d’un gap, à la fois dans le secteur
singulet (∆0) et entre le fondamental singulet et le premier état triplet (∆1), de valeurs ∆0 =
0.05(2)J et ∆1 = 0.13(1)J (voir Fig. 1.11). Ces valeurs sont relativement grandes pour être
observées expérimentalement et constituent des bornes supérieures à la valeur réelle à la limite
thermodynamique.
L’énergie du fondamental. Le second critère qui permet de distinguer les diﬀérentes phases
de liquide de spin est la stabilité du fondamental proposé, évaluée d’après la valeur de son énergie
variationnelle. Les valeurs des énergies calculées pour diﬀérents modèles restent cependant très
proches (voir Fig. 1.12 et Tableau 1.2) et débattues.
3. Density Matrix Renormalization Group
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Figure 1.11 – Gauche : Résultats des calculs de diagonalisation exacte (ED) et de DMRG montrant
l’amplitude du gap ∆1 en fonction de l’inverse de la taille de l’échantillon. Si ∆1 diminue lorsque la taille
des échantillons N augmente, l’extrapolation pour 1/N → 0 reste incertaine. Extrait de [42]. Droite :
Résultats les plus récents de DMRG (triangles rouges) avec de faibles effets de taille finie, autorisant
une estimation d’un gap de spin de l’ordre de ∆1 = 0.13(1) pour une extrapolation empirique linéaire.
D’après [44].
Auteur État fondamental Énergie par site (J) Techniques
P. A. Lee [32] QSL U(1) sans gap −0.42866(1) Monte-Carlo
G. Vidal [45] VBC à 36 sites −0.43221 MERA
R. P. P. Singh [46] VBC à 36 sites −0.433(1) Séries
D. Poilblanc [47] VBC à 12 ou 36 sites - QDM
L. Messio [48] QSL chiral avec gap - SBMF
S. R. White [43] QSL Z2 avec gap −0.4379(3) DMRG
U. Schollwöck [44] QSL Z2 avec gap −0.4386(5) DMRG
Table 1.2 – Tableau récapitulatif des fondamentaux théoriques proposés.
Figure 1.12 – Comparaison des énergies fondamentales calculées jusqu’à présent pour les différents
modèles rapportés. L’estimation de l’énergie par site du fondamental par MERA constitue en principe
une borne supérieure de l’énergie du fondamental réel. Extrait de [44].
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Figure 1.13 – Représentation de la maille élémentaire à 36 sites de l’état fondamental VBC. Ce motif
possède un quart des triangles sans dimères (E), des hexagones totalement couvert par trois dimères (H).
Chaque maille contient une pinwheel (P) qui reste deux fois dégénérée (pavage bleu ou magenta pointillé)
et est responsable d’une entropie finie à T = 0. Extrait de [46].
Un état VBC, dont la maille élémentaire contenant 36 sites réprésenté sur la ﬁgure 1.13,
a été identiﬁé comme étant une solution possible pour le fondamental [46]. D’un point de vue
énergétique, une phase de liquide de spin topologique Z2 apparaît comme la solution naturelle-
ment sélectionnée d’après les dernières estimations de DMRG. Cependant, dans une approche
particule-esclave, Y. Iqbal et al. [49, 50] montrent que cette phase serait instable par rapport au
liquide de spin algébrique U(1), et leurs travaux les plus récents aboutissent à une estimation de
l’énergie du fondamental E = −0.4365(2)J , très proche des résultats de DMRG.
La distinction entre ces phases représente ainsi une diﬃculté théorique réelle à l’heure actuelle.
Sur le plan expérimental la situation pourrait sembler plus simple car la présence d’un gap de spin
est facile à sonder en suivant l’évolution en température des grandeurs thermodynamiques, et
devrait donc à ce titre pouvoir trancher le débat. Malheureusement, hormis le fait que le nombre
des composés à réseau kagome parfait de spins S = 12 est encore faible, ceux-ci présentent des
déviations au modèle théorique de Heisenberg qui peuvent éventuellement modiﬁer la nature du
fondamental.
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Chapitre 2
Matériaux kagome quantiques
2.1 État de l’art sur l’herbertsmithite
L’herbertsmithite Cu3Zn(OH)6Cl2 est le premier composé possédant un réseau kagome struc-
turalement parfait de spins quantiques S = 12 à avoir été étudié. Il s’agit d’un minéral naturel
identiﬁé en 2004 [51], nommé d’après le minéralogiste britannique G.F. Herbert Smith (1872-
1953), et synthétisé pour la première fois en 2005 par M. P. Shores et al. [52] Cette découverte a
généré un enthousiasme certain dans la communauté des physiciens des systèmes frustrés, comme
en témoigne le nombre important de travaux publiés sur le sujet depuis lors, en permettant la
première confrontation entre théories et expériences. Nous allons dans la suite présenter les prin-
cipales caractéristiques physiques de ce composé reportées jusqu’à présent. Pour une revue plus
détaillée, on pourra se reporter aux références [53, 54, 55].
2.1.1 Structure et interactions
La famille des paratacamites. L’herbertsmithite appartient à la famille des minéraux dési-
gnés sous le nom de paratacamites, de formule chimique Cu4−xZnx(OH)6Cl2. Le composé obtenu
pour x = 0, la clinoatacamite [56], possède une structure du type pyrochlore distordu, de symé-
trie monoclinique P21/n, constituée d’empilements de tétraèdres de Cu allongés suivant l’axe du
tétraèdre et distordus dans le plan basal. Cette structure est caractérisée par trois types de sites
de Cu d’environnements diﬀérents, deux dans le plan et un troisième hors du plan. Les autres
composés de la famille sont obtenus en introduisant du Zn dans la structure. Lorsque x > 0,
le Cu2+ apical est remplacé par un ion de Zn2+ non magnétique. Pour x > 0.33, la distorsion
des triangles dans le plan est levée et la symétrie devient rhomboédrique, de groupe d’espace
R3m, dont l’axe de symétrie d’ordre 3 assure que les ions Cu2+ des plans forment un triangle
équilatéral et que les couplages entre eux sont identiques. Dans la structure idéale de la phase
herbertsmithite, tous les Cu interplans sont remplacés par du Zn (x = 1) : On obtient alors des
plans kagome qui, d’un point de vue magnétique, sont parfaitement découplés (voir Fig. 2.1).
La distance entre Cu dans le plan est de 3.42 Å. Les Zn2+ des plans intermédiaires forment un
réseau triangulaire et la distance entre les plans kagome de Cu est de 7.02 Å. Les groupements
OH sont responsables du couplage entre Cu du plan kagome via un mécanisme de superéchange
selon un angle de liaison Cu–O–Cu de 119.1˚. Dans les phases avec x < 1, l’angle de la liai-
son Cu–O–Zn/Cu est d’environ 97˚, probablement responsable d’un couplage J ′ beaucoup plus
faible qui pourrait être ferromagnétique dans le cas où le site interplan est occupé par du Cu.
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Figure 2.1 – Haut : Représentation partielle de la structure de l’herbertsmithite montrant les plans
kagome formés par les ions Cu2+ et séparés par les ions non magnétiques Zn2+. Bas : Évolution de la
structure cristallographique de la famille des paratacamites en fonction du taux en Zn.
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Figure 2.2 – Gauche : Inverse de la susceptibilité magnétique en fonction de la température dans les
composés atacamites montrant un comportement linéaire de Curie-Weiss à haute température. Extrait
de [52]. Droite : Dépendance de la température de Curie-Weiss en fonction du taux de Zn. D’après [55].
Un composé frustré antiferromagnétique. La susceptibilité des composés atacamites à
haute température présente un comportement générique qui peut être ajusté par une loi de
Curie-Weiss :
χ =
C
T − θCW (2.1)
où θCW est négatif, traduisant des couplages à dominante antiferromagnétique, et évolue en
fonction de la teneur en zinc de 200 K pour la clinoatacamite à 300 K pour l’herbertsmithite. Un
ajustement plus rigoureux en utilisant un développement en série haute température pour des
spins S = 12 sur le réseau kagome [39] conduit à une valeur de J = 180(10) K pour l’herberts-
mithite, plus faible que celle qui serait donnée par l’ajustement Curie-Weiss à une température
intermédiaire (T ∼ θCW). L’absence de mise en ordre pour des températures T ≪ θCW témoigne
de la frustration des interactions dans tous les composés de la famille. La susceptibilité à basse
température montre un comportement en loi de Curie C ′/(T −θ′) d’une fraction typique de 10 %
des spins (C ′ = 0.1C et θ′ ∼ 0). Cette situation, commune à de nombreux composés frustrés,
traduit la présence de spins isolés comme le montreront les mesures de chaleur spéciﬁque et
d’aimantation.
Échange Cu/Zn. Comme nous l’avons vu précédemment, le site interplan peut être occupé
par un ion magnétique Cu2+ pour des phases de composition x < 1. L’environnement octaédrique
du site kagome est légèrement plus distordu avec un allongement suivant l’axe Cl–Cu–Cl, ce qui
favorise l’occupation de ce site par l’ion Cu2+ par eﬀet Jahn-Teller, et rend au contraire peu
probable son occupation par l’ion Zn2+. Cependant les rayons ioniques de Cu2+ (r = 0.73 Å) et
de Zn2+ (r = 0.74 Å) étant très proches, l’existence d’une substitution Cu/Zn est envisageable.
Par ailleurs, cette proximité chimique entre les deux ions est très souvent utilisée pour introduire
des défauts contrôlés comme par exemple pour l’étude des eﬀets de lacune de spin au sein des
plans CuO2 dans les cuprates [57].
La présence d’ions magnétiques Cu2+ sur le site interplan, actuellement bien établie dans
la communauté, a été identiﬁée par plusieurs techniques de mesure. L’absence de contraste
aux rayons X entre le Cu et Zn – à cause de facteurs de diﬀusion proches – a nécessité un
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Figure 2.3 – Gauche : Évolution de la polarisation du muon en fonction du temps pour un échan-
tillon protoné (H) et deutéré (D), en champ nul (ZF) (symboles pleins). Les mesures sous champ lon-
gitudinal sont réalisées sur l’échantillon protonée (symboles vides). Droite : Diagramme de phases des
Zn-paratacamites déterminé par µSR indiquant une phase dynamique à basse température pour x > 2/3.
D’après [58].
recours à d’autres caractérisations plus sensibles, comme la diﬀraction de neutrons ou les mesures
thermodynamiques. Le taux exact d’occupation de ce site interplan par des ions Cu2+ peut
varier entre diﬀérents échantillons mais est dans un intervalle de 15 à 30 % d’après l’ensemble
des mesures. La réponse de ces spins S = 12 faiblement couplés aux plans complique l’analyse
des propriétés thermodynamiques de l’herbertsmithite à basse température. Ils sont responsables
d’une anomalie de Schottky dans la chaleur spéciﬁque (cf. 5.1.2) et d’une contribution dominante
dans la susceptibilité à basse température.
L’existence du défaut miroir, lorsqu’un Zn2+ remplace un Cu2+ dans le plan kagome créant
de fait une lacune de spin au sein du réseau, est par contre plus débattue. Dans le cas du
rapport Cu/Zn donné par la formule chimique de 3 :1, la présence de Cu2+ sur le site interplan
implique un taux d’occupation de Zn dans le plan à hauteur d’environ 5 à 10 %. Les analyses
chimiques ICP (spectroscopie par torche à plasma) conﬁrment la stœchiométrie 3 :1 pour le
rapport Cu/Zn. Des analyses de RMN par 17O, sonde directement couplée aux Cu du plan
kagome, attribuent l’observation de raies supplémentaires à la présence de telles lacunes de spin,
évaluée à 5 % d’après la mesure de l’intensité spectrale correspondante. En revanche, des mesures
de diﬀraction anomales et de données EXAFS réalisées sur un monocristal contredisent l’analyse
ICP et concluent à l’absence de tels défauts dans cet échantillon, selon une limite supérieure de
1(3) %. Ce débat sur la dilution des plans kagome dans l’herbertsmithite reste ouvert.
La synthèse récente de composés Cu4−xMgx(OH)6Cl2, que nous désignerons par le terme
impropre de « Mg-herbertsmithite » , a permis d’aborder la question de ces substitutions selon
un regard nouveau et sera traitée en détail dans la partie III.
2.1.2 Magnétisme des plans kagome
Un état liquide de spin pour T → 0. La technique de µSR (Muon Spin Resonance) a
révélé l’absence de gel magnétique pour l’herbertsmithite au moins jusqu’à T = J/4000 [58].
L’évolution temporelle de la polarisation de muons implantés est quasiment indépendante de
la température jusqu’à la température la plus basse accessible de 50 mK et est dominée par
des champs nucléaires statiques faibles, principalement dus au spin nucléaire du proton, comme
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Figure 2.4 – Gauche : Spectre RMN d’17O dans l’herbertsmithite à T = 176 K. Il peut être simulé par
deux contributions, une majoritaire M (rouge) et une minoritaire D (bleue). Droite : Comparaison de
la dépendance en température de la susceptibilité locale RMN (points rouges) et macroscopique SQUID
(ligne verte). Insert : Susceptibilité locale RMN mesurée à partir de la sonde 35Cl.
le montre la comparaison entre la relaxation mesurée sur un échantillon protoné et celle d’un
échantillon deutéré (voir Fig. 2.3). L’oscillation de faible fréquence observée sur la relaxation
de l’échantillon protoné traduit la présence de la formation d’un complexe [µ-OH]. Aucune
signature de mise en ordre n’est constatée dans les mesures de diﬀraction de neutrons (1.4 K),
de susceptibilité ac (50 mK) [59] et dc (100 mK) [60] ainsi que de chaleur spéciﬁque [61].
Notons que cette phase dynamique s’étend sur une plage très étendue dans le diagramme de
phase des atacamites établi par µSR (Fig. 2.3). L’absence de gel magnétique dans le composé
x = 2/3 où 1/3 des sites interplans sont occupés par des ions magnétiques est remarquable.
Elle traduit probablement, d’une part la faiblesse de l’interaction J ′ entre les cuivre du plan
kagome et le site interplan, et d’autre part, la faible portée des corrélations de spins dans les
plans kagome, même à très basse température, qui empêche le développement d’un ordre ou d’un
gel tridimensionnel.
Susceptibilité magnétique des plans kagome sondée par RMN. Aﬁn de déterminer
la susceptibilité intrinsèque à basse température, il est nécessaire d’avoir recours à une sonde
locale telle que la RMN de l’17O, sonde la mieux couplée aux Cu du plan kagome, capable de
séparer la contribution des plans de celle des spins isolés. La ﬁgure 2.4 représente un spectre
RMN de l’17O à haute température. Il s’agit d’un spectre de poudre pour un spin nucléaire
I = 52 de l’
17O, qui comporte de nombreuses singularités dont les positions sont contraintes par
les valeurs du tenseur de déplacement magnétique et quadrupolaire. En mesurant le déplacement
de la raie majoritaire M qui sonde la physique du plan kagome, la dépendance en température
de la susceptibilité intrinsèque peut être extraite (Fig. 2.4). À basse température, celle-ci se
distingue du comportement en loi de Curie dû aux défauts interplans en passant par un maximum
peu marqué entre 120 K (2J/3) et 50 K (J/3) avant de diminuer fortement. Cette diminution
traduit le renforcement des corrélations antiferromagnétiques dynamiques. Pour T ≤ 10 K, le
déplacement est moins bien déterminé à cause de l’élargissement du spectre. Il est cependant
non nul et constant pour T ≤ 1.3 K. L’état fondamental de l’herbertsmithite possède donc une
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Figure 2.5 – Gauche : Évolution de la susceptibilité dynamique en fréquence, sondée par diffusion
de neutrons, illustrant l’absence de gap dans les excitations plus grand que ∼ 0.1 meV. Extrait de [59].
Droite : Évolution du taux de relaxation spin-réseau 1/T1 en fonction de la température mesuré par RMN
pour différentes sondes (17O, 63Cu, 35Cl) montrant un comportement en loi de puissance. Extrait de [68].
susceptibilité finie.
Effet d’une lacune de spin. La présence d’une singularité (D) supplémentaire à H = 6.7 T
dans le spectre de RMN de l’17O amène à postuler l’existence d’une contribution spectrale dû
à un second site d’17O, alors qu’il n’existe qu’un seul site cristallographique d’oxygène dans la
structure. Il apparaît que le déplacement magnétique de ce site minoritaire D est deux fois plus
faible que celui du site principal M (voir Fig. 2.4). Alors que le site principal d’oxygène est
couplé à deux Cu, ce second site est donc attribué à un oxygène couplé à un Cu ainsi qu’à un
Zn non magnétique. Cette situation correspond donc à la présence d’une substitution Cu/Zn au
sein du plan kagome. L’intensité spectrale du site minoritaire indique que 20 % des oxygènes
y contribuent, correspondant à un taux de dilution dans le plan de 5 % puisque chaque lacune
aﬀecte 4 oxygènes. Des calculs à l’aide de développement en séries haute température [62] ou
de diagonalisation exacte [63, 64] parviennent à bien reproduire la valeur deux fois plus faible
du déplacement de la raie de défaut ainsi que son faible élargissement par rapport à la raie
principale.
Dans un système de spins à interaction antiferromagnétique non frustré, il a été montré que
l’eﬀet d’une lacune de spin est d’induire une aimantation alternée décroissante à partir des sites
premiers voisins de la lacune [65, 57]. Dans le cas du réseau kagome, Dommange et al. ont mis en
évidence un eﬀet diﬀérent où des dimères de spins très peu polarisables se forment au voisinage de
cette lacune [66, 67] avec à plus longue distance le développement d’une polarisation alternée sous
champ magnétique appliqué. Si ce phénomène explique naturellement l’élargissement des spectres
RMN observés à basse température, il est également possible d’envisager une contribution de
la part des spins interplans. Ce problème reste actuellement ouvert et nécessiterait des études
supplémentaires sur des échantillons aux taux de défauts mieux contrôlés.
Dynamique de spin. Les mesures de dynamique doivent notamment permettre de pouvoir
statuer sur l’existence d’un gap dans les excitations. Cette information revêt une importance
particulière aﬁn de déterminer les fondamentaux théoriques compatibles avec l’expérience. La
susceptibilité dynamique mesurée par diﬀusion inélastique de neutrons présente à T = 35 mK
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Figure 2.6 – Évolution du taux de relaxation spin-réseau 1/T1 en fonction de la température mesuré
par µSR. Extrait de [58].
un comportement en loi de puissance χ′′(ω) ∼ ω−0.5(3) qui exclut de fait l’existence d’un gap de
spin supérieur à ∼ 0.1 meV, ﬁxé par la résolution de l’expérience [59, 69].
La susceptibilité dynamique à basse fréquence est mesurée en RMN par le temps de relaxation
spin-réseau T1 selon 1/T1T ∼ χ′′(ωn). La ﬁgure 2.5 représente l’évolution en température du T1
déterminé à partir de plusieurs sondes locales. La dynamique des plans kagome, déterminée à
partir des mesures sur 17O, montre pour T ≤ 30 K et H = 7 T un comportement en loi de
puissance T−11 ∼ T 0.7 qui exclut également tout gap de spin supérieur à ∼ J/200. À basse
température, pour T ≤ 30 K, le comportement en température de la relaxation observée sur
diﬀérents noyaux (17O, 63Cu, 35Cl) est similaire.
Le temps de relaxation spin-réseau peut également être mesuré par µSR (voir Fig. 2.6). La
relaxation montre un léger ralentissement des ﬂuctuations autour de 1 K, avec une augmentation
du 1/T1, puis une saturation jusqu’à 20 mK. Ce comportement en température, très diﬀérent
de celui observé en RMN, soulève la question de l’origine de cette relaxation. L’étude de la
relaxation sondée en µSR fera l’objet du chapitre 5.
2.1.3 Quel état fondamental pour l’herbertsmithite ?
Nous avons précédemment évoqué les diﬀérents modèles théoriques proposés comme fon-
damentaux du Hamiltonien Heisenberg sur le réseau kagome quantique. Avant d’entamer une
comparaison entre les résultats expérimentaux et la théorie dans l’herbertsmithite, il est néces-
saire de prendre en compte les déviations du composé expérimental par rapport au modèle de
Heisenberg.
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Figure 2.7 – Gauche : Diagramme de phases illustrant la perturbation causée par une interaction DM
non nulle dans le cas quantique. L’état liquide reste stable pour D/J < 0.1. Extrait de [70]. Droite :
Diagramme de phases H–T de l’herbertsmithite obtenu par RMN (le point en champ nul est issu d’une
mesure par µSR). D’après [71].
Désordre de substitutions. Comme il a déjà été mentionné, l’herbertsmithite présente un
désordre de substitution avec des Cu2+ en position interplan à hauteur de 15–30 % dont la
réponse magnétique peut masquer le comportement intrinsèque de la physique des spins des
plans dans les mesures macroscopiques. En revanche, étant faiblement couplés aux plans, leur
impact sur la physique intrinsèque reste faible.
Les substitutions dans le plan kagome modiﬁent, elles, directement le modèle utilisé puis-
qu’elles sont responsables de lacunes de spin au sein du réseau. Des études récentes à partir
d’un modèle de dimères quantiques (QDM) [72] montrent que la localisation de dimères autour
d’une lacune, évoquée précédemment, est une caractéristique robuste de la physique kagome
qui dépend peu de la nature du fondamental. Ainsi, si la présence de lacunes peut aﬀecter les
propriétés physiques de basse température, ce type de défauts ne semble avoir lui aussi qu’un
impact restreint sur la nature du fondamental.
Interaction de Dzyaloshinskii-Moriya et champ appliqué. L’autre déviation à considérer
est la présence d’échange anisotrope dans l’Hamiltonien de l’herbertsmithite de la forme :
H =
∑
〈i,j〉
Ji,jSi · Sj +Dij · (Si × Sj) + SiAijSj (2.2)
où la somme concerne les paires de spins premiers voisins. Le premier terme est l’échange iso-
trope du modèle Heisenberg. Le second terme est l’échange anisotrope antisymétrique, appelée
interaction de Dzyaloshinsky-Moriya (DM). Elle provient du couplage spin-orbite [Moriya 1960]
et son ordre de grandeur est donné par D ∼ (∆g/g)J où ∆g est l’anisotropie du facteur de Landé
g. Elle est donc du premier ordre avec l’amplitude du couplage spin-orbite λ. Enﬁn le troisième
terme représente l’échange anisotrope symétrique avec A ∼ (∆g/g)2J , soit du second ordre en
λ2. L’interaction DM est autorisée par symétrie lorsqu’il n’existe pas de centre d’inversion entre
deux spins. C’est le cas pour tout réseau magnétique kagome [73]. Par symétrie, le vecteur Dij
doit appartenir au plan médiateur séparant deux cuivres du plan. Il existe ainsi trois vecteurs Dij
possibles correspondant aux trois côtés du triangle, de norme identique, avec une composante
dans le plan de Dij, Dp, et une composante perpendiculaire Dz. L’analyse du spectre ESR de
l’herbertsmithite [74, 75] a permis d’évaluer le terme DM : |Dz| = 0.06(2)J et |Dp| = 0.01(3)J .
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L’intensité non négligeable de cette interaction DM peut modiﬁer la nature du fondamendal
de l’Herbersmithite par rapport au cas Heisenberg idéal. Par une approche champ moyen et
des calculs Monte-Carlo classique, Elhajal et al. ont en eﬀet montré que la phase désordonnée
du modèle kagome classique était instable vis à vis de l’interaction DM [73]. Le diagramme de
phases obtenu dans le cas classique montre que la phase liquide désordonnée disparaît dès lors
qu’une interaction DM non nulle est envisagée. Le cas quantique a été traité par diagonalisation
exacte [70] et par la technique des Bosons de Schwingers en champ moyen [76, 77] : les ﬂuctua-
tions quantiques autorisent en réalité l’existence d’une phase liquide pour D 6= 0, en cohérence
avec l’absence d’ordre constatée expérimentalement. Les calculs de diagonalisation exacte in-
diquent une absence d’ordre pour D/J < 0.1.
On peut penser que l’eﬀet d’un champ magnétique extérieur est sans doute similaire à celui
de l’interaction DM. Des mesures de RMN à très basses températures ont récemment révélé
l’existence d’une transition de phase sous champ magnétique dans l’herbertsmithite [71], signalée
par des mesures de T1 sur l’17O indiquant un fort ralentissement des ﬂuctuations. Le diagramme
de phase H–T est représenté ﬁgure 2.7, et suggère l’existence d’une valeur de champ critique
Hc = 1.55 T à T = 0. Pour H < Hc, le système reste dans une phase de liquide de spin alors que
pour H > Hc il entre dans une phase gelée avec l’apparition d’un moment statique transféré sur
le site d’17O très faible, correspondant à un moment du cuivre de l’ordre de 0.1 µB , déterminé
d’après l’élargissement du spectre RMN. Des expériences de RMN réalisées à plus fort champ
aﬁn de mieux comprendre son eﬀet sont actuellement en cours d’analyse.
Discussion des fondamentaux possibles. D’après les mesures expérimentales réalisées sur
l’herbertsmithite, il est désormais possible de dresser une liste des propriétés physiques qu’un
modèle théorique réaliste devrait pouvoir expliquer en prenant en compte une dilution assez forte
du réseau (5 %) et la présence d’une interaction DM de l’ordre de D/J ∼ 0.06 :
– Un état liquide à T → 0 (au moins jusqu’à T = J/4000).
– Une absence de gap de spin, ou du moins inférieur à J/200 s’il existe.
– Une susceptibilité magnétique décroissante pour T ≤ J/3 et ﬁnie à T = 0.
– Une divergence du temps de relaxation spin-réseau en loi de puissance T−11 ∼ T 0.7.
– Une chaleur spéciﬁque en loi de puissance, probablement C ∼ T 1.3 [61].
Le liquide de spin algébrique [78, 32] explique naturellement l’absence de gap. Il présente
une susceptibilité magnétique linéaire en température, qui reste cohérente avec l’évolution de la
susceptibilité expérimentale à basse température. La chaleur spéciﬁque est en T 2 et dépend du
champ magnétique appliqué. Le désordre de dilution pourrait à la fois être responsable d’une
susceptibilité ﬁnie en induisant une densité d’états ﬁnie au niveau de Fermi ainsi qu’un exposant
α plus faible, α ∼ 1, pour la chaleur spéciﬁque [62]. Le caractère critique de cette phase conduit
à des lois de puissance pour la dynamique de spin. En revanche, ce modèle est instable face à de
nombreuses perturbations, que ce soit l’interaction DM ou bien un champ appliqué, qui doivent
détruire la phase liquide dès lors qu’elles sont non nulles. Or, malgré la présence de l’interaction
DM, aucune transition vers une phase ordonnée n’est détectée. Cette contradiction tend à écarter
le modèle de liquide de spin algébrique dans le cas de l’herbertsmithite.
L’état VBC à 36 sites est probablement très sensible à la présence de lacune de spin au sein
du réseau, y compris dans un taux très faible. Il a été proposé que le niveau de dilution engendre
plutôt un état de verre de liens de valence VBG (Valence Bond Glass [79]). Cet état rend compte
d’un certain nombre de propriétés physiques, tel que l’absence de gap et une susceptibilité ﬁnie
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Figure 2.8 – Origine géographique et année de la découverte des minéraux à réseaux kagome quantiques
étudiés actuellement. La découverte de la phase Mg-paratacamite, synthétisée en laboratoire en 2010,
n’a pas été rapportée.
à T = 0. Par contre, la dynamique de spin en loi de puissance n’est pas formellement prévue par
ce modèle en l’état.
Les calculs en DMRG prédisent un état de liquide de spin avec gap, dont l’existence n’est pas
conﬁrmée expérimentalement. Cependant, l’interaction DM pourrait peut-être fermer ou réduire
ce gap en mélangeant les états singulets et triplets. Par ailleurs, les calculs de diagonalisations
exactes et de Bosons de Schwinger en champ moyen démontrent l’existence d’un point critique
quantique séparant la phase liquide de spin gappé de la phase ordonnée à la valeur de D/J ∼ 0.1.
La proximité de l’Hamiltonien de l’herbertsmithite par rapport à ce point critique pourrait
expliquer les lois de puissance de la dynamique et la dépendance de la susceptibilité magnétique
en température [77].
2.2 Autres systèmes à réseau kagome quantique
2.2.1 Des composés kagome naturels
La plupart des composés S = 12 à réseau kagome connus existent à l’état naturel sous la
forme de minéraux, créés dans des conditions environnementales spéciﬁques à leur lieu d’origine
géographique. La plupart de ces matériaux ont été initialement découverts par des minéralogistes
– à qui l’on doit bien souvent leurs noms exotiques – avant d’être synthétisés sous une forme
plus pure en laboratoire. La ﬁgure 2.8 résume le lieu et l’année rapportés pour la découverte
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Figure 2.9 – Représentation de la structure de la volborthite dont le réseau kagome présente une
légère anisotropie créant deux sites de cuivres distincts Cu1 et Cu2, avec probablement deux interactions
d’échanges différentes. Les plans kagome sont séparés d’une distance de 7.2 Å.
des minéraux à géométrie kagome présentés dans la suite. Nous présentons de façon succincte
ci-dessous deux composés kagome ayant fait l’objet d’études approfondies : la volborthite et
la vesignieite. Nous mentionnons ensuite également les nouveaux composés kagome qui ont été
étudiés au cours de cette thèse et qui feront l’objet des parties expérimentales.
Volborthite. La volborthite, de formule Cu3V2O7(OH)2 ·2H2O, est le premier composé S = 12
à géométrie à sommets partagés à avoir été étudié [80]. Il possède deux sites cristallographiques
distincts de Cu2+ formant un réseau de triangles connectés par leurs sommets. Le réseau ka-
gome souﬀre donc ici d’une légère distorsion monoclinique avec deux distances Cu–Cu diﬀérents
d’environ 3 % (voir Fig. 2.9). Cette distorsion suggère l’existence d’au moins deux interactions
d’échange J1 et J2 qui n’ont pas pu être déterminées à ce jour. Un modèle isotrope permet
d’estimer une une interaction antiferromagnétique J = −84 K d’après la susceptibilité à haute
température. Les échantillons les plus récents de volborthite possèdent un nombre de spin isolés
de seulement 0.07 %, imposant de fait ce minéral comme un des composés kagome les plus purs
à l’heure actuelle.
La RMN du 51V et les mesures d’aimantation ont permis de révéler un riche diagramme de
phases induites sous champ magnétique [81, 82] (Fig. 2.10). Dans la phase I, les spins présentent
un moment statique avec une modulation spatiale, résultant probablement d’une onde de densité
de spin ou d’un désordre spatial, ainsi que d’autres anomalies incompatibles avec un ordre
magnétique conventionnel tel qu’un taux de relaxation spin-réseau 1/T1 ∝ T . Des mesures de
dynamique en µSR mettent également en évidence un fort ralentissement des ﬂuctuations pour
T ≤ 2 K avec malgré tout une persistance de la dynamique à plus basse température [83, 84].
Les phases II et III montrent un état hétérogène des spins qui consiste en un réseau alternant
deux systèmes de Cu au comportement distinct, l’un avec des ﬂuctuations rapides et le second
avec un ordre statique plus conventionnel.
Par ailleurs, ce composé autorise des substitutions Cu/Zn controlées qui ont permis l’étude
de l’impact d’un défaut non magnétique au sein du réseau kagome [85]. Ces mesures montrent
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Figure 2.10 – Diagramme de phases sous champ magnétique de la volborthite. Extrait de [81].
que la phase I est très sensible aux défauts de dilution, comme l’indique la chute brutale de la
température de gel ainsi que du taux de relaxation en µSR lorsque la dilution croît.
L’origine des transitions magnétiques dans la volborthite, ainsi que son modèle d’interactions,
ne sont toujours pas totalement compris. Un modèle récent proposé par O. Janson et al. [86]
suggère un Hamiltonien J1−J2, avec J1 > 0 (ferromagnétique) et J2 < 0. Cependant, des données
récentes de diﬀraction de neutrons indiquant des corrélations dynamiques à courtes portées dans
la phase I à basse température [87], centrées en Q1 = 0.63 Å−1 et en Q2 = 1.15 Å−1, ne semblent
pas compatibles avec ce modèle.
Vesignieite. Ce minéral de formule chimique BaCu3V2O8(OH)2 possède une structure avec
un réseau kagome légèrement distordu avec deux sites de Cu2+ (S = 12) [89]. Les triangles iso-
cèles de ce réseau sont cependant quasiment équilatéraux, avec deux distances Cu–Cu diﬀérant
de seulement 0.07 % dans les composés issus des dernières synthèses rapportées [88]. L’interac-
tion antiferromagnétique J = −53 K est déterminée à l’aide d’ajustement de la susceptibilité
magnétique par des séries à haute température [89].
Des mesures de susceptibilité ont révélé une ouverture FC–ZFC à T = 9 K signalant une
transition vers un état gelé, dont le caractère intrinsèque a été conﬁrmé par des mesures locales
de µSR [88] et de RMN [90]. Ces sondes locales montrent la cœxistence pour T ≤ 9 K entre une
phase dynamique à T → 0 composée d’environ 60 % des spins et une phase gelée désordonnée
avec un moment statique fortement réduit de ∼ 0.1 µB impliquant le reste des spins. Des mesures
très récentes de NMR et NQR [91] menées sur des poudres de dernière génération concluent à
l’apparition d’un moment statique inhomogène dès T = 13 K, ainsi qu’au développement d’un
état ordonné q = 0 impliquant la totalité des spins pour T ≤ 9 K.
L’interaction de Dzyaloshinskii-Moriya pourrait être la cause de la transition magnétique :
par rapport à l’herbertsmithite, où le rapport D/J ∼ 0.06 < 0.1 autorise l’existence d’une phase
liquide, le rapport correspondant dans la vesignieite, estimé à D/J ∼ 0.14 > 0.1 [88], pourrait
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Figure 2.11 – Gauche (a et b) : Structure de la vesignieite montrant le réseau kagome dans le plan
(a, b) avec ses deux sites de cuivres. Droite : Fraction magnétique gelée en fonction de la température
(haut) déterminée par µSR indiquant un taux de 40 % de spins dans la phase gelée pour T ≤ 1 K. Extrait
de [88].
expliquer la présence d’une phase gelée (voir Fig. 2.7).
Variantes de l’herbertsmithite : Mg,Cd–paratacamites. Des synthèses de variantes de
l’herbertsmithite, pour lesquelles l’atome non magnétique Zn est remplacé par Mg ou Cd, ont
été envisagées dans le cadre de ce travail de thèse. L’utilisation du Cd n’a pour l’instant pas
permis d’identiﬁer des phases possédant la structure de l’herbertsmithite, contrairement au Mg.
Ce dernier point est certainement à relier à la taille très diﬀérente des deux ions, donnée par
leur rayon ionique r : Mg2+ (r = 0.74 Å), Cd2+ (r = 0.95 Å). Les composés Mg-herbertsmithite
présentent l’avantage d’oﬀrir un meilleur contraste Mg/Cu aux rayons X, par rapport à celui
initial entre Zn et Cu, ouvrant la voie à une étude plus précise du taux de défauts ainsi que de
leur impact dans ces composés. Ce travail sera présentée dans la partie III.
La kapellasite Cu3Zn(OH)6Cl2 et l’haydéite Cu3Mg(OH)6Cl2. Ces deux composés iso-
structuraux et polymorphes des phases Zn/Mg-herbertsmithite possèdent un réseau kagome
structuralement parfait occupé par des spins S = 12 (Cu
2+) et ont été découverts en 2006, au
Chili (haydéite) et en Grèce (kapellasite), et synthétisés récemment par nos collaborateurs R.
H. Colman et al. [92]. Leur étude représente une part importante de ce travail de thèse et fera
l’objet de la partie IV.
2.2.2 Autres approches pour la réalisation d’un réseau kagome
Oxyfluorure de vanadium. Ce composé, de formule chimique [NH4]2[C7H14N][V7O6F18],
a été récemment synthétisé en 2011 [93] à l’aide d’une technique de synthèse ionothermale se
démarquant des techniques traditionnelles hydrothermale ou solide. Son utilisation dans ce cas
précis a permis d’obtenir un composé où le degré d’oxydation du vanadium dépend de sa position
cristallographique. La structure magnétique est ainsi formée d’ions V4+ (S = 12) s’arrangeant
selon des plans kagome séparés par des ions V3+ (S = 1) (voir Fig. 2.12). Ce composé présente
un système kagome impliquant des ions de couche externe d1 qui n’autorise pas de distorsions
Jahn-Teller, sources de défauts de susbtitutions dans la plupart des composés utilisant Cu2+ (d9).
Il ne montre aucun signe d’ordre à longue portée ou de gel jusqu’à 2 K d’après les mesures de
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Figure 2.12 – Gauche : Réprésentation de la structure du composé [NH4]2[C7H14N][V7O6F18], dont
les ions V4+ (S = 1
2
, notés V2) s’organisent en réseau kagome empilés selon l’axe c et séparés par des
ions V3+ (S = 1, notés V1). Droite : Susceptibilité magnétique en fonction de la température illustrant
l’absence de transition magnétique pour T ≥ 2 K. Extrait de [93].
susceptibilité (Fig. 2.12). Sa température de Curie-Weiss θCW = −81 K suggère une interaction
antiferromagnétique.
Hyperkagome Na4Ir3O8. Le composé Na4Ir3O8 possède un réseau tridimensionnel formé
par des triangles connectés par leurs sommets mais non contenus dans un plan, appelé hyper-
kagome [96]. La structure est celle d’une spinelle AB2O4 où le sous-réseau B est un réseau
pyrochlore de tétraèdres connectés par leur sommet. Chaque tétraèdre est occupé par trois ions
Ir4+ formant un triangle du réseau hyperkagome ainsi qu’un ion Na+ non magnétique. Dans
cette géométrie, les ions Ir4+ subissent une levée de dégénérescence de leurs niveaux d’énergie
par le champ cristallin qui favorise un état bas spin (t52g) résultant en un spin S =
1
2 par site du
réseau.
Les mesures de susceptibilité et de chaleur spéciﬁque ne montrent aucune preuve de l’exis-
tence d’un ordre magnétique conventionnel jusqu’à 2 K. Une légère diﬀérence FC–ZFC de la
susceptibilité est observée à T = 6 K évoquant un comportement de verre de spin mais qui
concerne moins de 10% des spins seulement. La température de Curie-Weiss θCW = −650 K de
ce composé indique une forte interaction antiferromagnétique, évaluée à J ∼ −300 K d’après des
développement en séries à haute température [97].
La modélisation de ce système par un Hamiltonien Heisenberg reste une question encore
débattue. Une étude théorique indique en eﬀet un caractère d’isolant de Mott faible, proche
d’une transition métal-isolant [98]. D’autres travaux soulignent au contraire sa pertinence pour
décrire le système, lorsqu’il est accompagné d’un terme de couplage spin-orbite important dû aux
ions Ir4+ [96, 99]. Ce composé a été proposé comme candidat à la réalisation d’un état liquide
de spin à trois dimensions, dont la nature théorique exacte est encore débattue avec plusieurs
modèles. Les approches fermioniques démontrent la possibilité de l’existence d’un liquide de spin
sans gap malgré la présence d’un couplage spin-orbite relativement faible [100, 95]. M. J. Lawler
et al. propose un état liquide de spin gappé (Z2) favorisé dans la limite des fortes ﬂuctuations
quantiques [94]. Enﬁn, un état de dimères quantiques VBC a été suggéré par E. J. Bergholtz
et al. selon une maille élémentaire de 72 sites, qui serait plus favorable énergétiquement que les
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Figure 2.13 – Gauche : Schéma de la structure de la spinelle Na4Ir3O8. Le réseau hyperkagome s’or-
ganise selon des triangles connectés par leurs sommets (A, B et C). Extrait de [94]. Droite : Évolution
en température de l’inverse de la susceptibilité magnétique de Na4Ir3O8. La ligne représente un calcul
de diagonalisation exacte avec une interaction antiferromagnétique J = −304 K. D’après [95].
états liquides précédemment proposés [101].
[Cu3(titmb)2(OCOCH3)6], H2O. Dans ce système organique, le réseau kagome est formé
par des ions Cu2+ (S = 12) séparés d’une distance de 7.77 Å dans le plan et reliés entre eux
par des groupements H2O et CH3CO
−
2 [103]. Des groupements organiques notés titmb séparent
les plans kagome et n’oﬀrent apparemment pas de chemins d’échanges interplans, assurant ainsi
la bidimensionnalité du composé. Une analyse à partir de l’aimantation [104] et de la cha-
leur spéciﬁque [105] de ce système envisage une modélisation par un Hamiltonien Heisenberg
J1 − J2, avec une interaction premiers voisins ferromagnétique J1 = 19(2) K et une interaction
deuxièmes voisins antiferromagnétique J2 = −6(2) K. Le diagramme de phases classiques d’un
tel modèle a été étudié par J.-C. Domenge et al. [106] et montre que le rapport de ces interac-
tions, J2/J1 = −0.3(1), localisent le fondamental de ce composé à la frontière entre une phase
antiferromagnétique de Néel à 12 sous-réseaux (J2/J1 < −1/3) et une phase ferromagnétique
(J2/J1 ≥ −1/3).
Des mesures de susceptibilités ac et de chaleur spéciﬁque ont révélé l’existence d’un diver-
gence pour T = 56 mK [102] signalant l’existence d’une transition ferromagnétique (voir Fig.
2.14). L’évaluation de la perte d’entropie correspondante suggère une transition complexe im-
pliquant à la fois les spins électroniques et les spins nucléaires du Cu. Un tel couplage spin-spin
pourrait être une perturbation suﬃsante pour amener le fondamental du système dans la région
ferromagnétique du diagramme de phases.
Les mesures d’aimantation en champ pulsé révèlent pour la première fois la présence d’un
plateau à 1/3 de l’aimantation à saturation dans un composé kagome. Ce dernier apparait
uniquement pour des mesures sous champ variable, suggérant le caractère métastable de la
phase correspondant à ce plateau. Il a été proposé que cette phase puisse être sélectionnée par
un eﬀet d’ordre par le désordre pour certaines valeurs de balayages de champ magnétique [104].
[Cu(1,3–bdc)]. Cet hybride organo-métallique possède un réseau kagome structuralement par-
fait de spins S = 12 , séparés par des groupements organiques C8H4O4 [108] (voir Fig. 2.15). Les
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Figure 2.14 – Chaleur spécifique en fonction de la température illustrant la transition ferromagnétique
pour T = 56 mK dans le composé [Cu3(titmb)2(OCOCH3)6], H2O. D’après [102].
Figure 2.15 – Gauche : Schéma de la structure de [Cu(1,3–bdc)] illustrant la séparation des plans
kagome de Cu. Droite : Dépendance en température du taux de fluctuations ν mesuré par µSR, indiquant
une température particulière T0 = 1.8 K en dessous de laquelle les fluctuations ralentissent très fortement.
Extrait de [107].
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Figure 2.16 – (a) Potentiel électrostatique V (r) résultant de l’interférence de trois groupes de faisceaux
de courte (SW) et longue (LW) longueur d’onde oritentés à 120˚, formant un réseau optique à géométrie
kagome. (b) Profils des potentiels imposés par les faisceaux SW et LW, ainsi que la combinaison des
deux. Extrait de [109].
mesures de susceptibilité suggèrent la présence d’une interaction antiferromagnétique dominante
J ∼ −33 K entre Cu. L’absence d’ordre à longue portée jusqu’à T = 0.9 K a été rapporté par
µSR [107]. En dessous de T0 = 1.8 K, la dynamique de spins est fortement ralentie, comme
le montre l’évolution du taux de ﬂuctuations en température (Fig. 2.15), et suggère un état
quasi-statique pour T → 0. L’observation d’un pic en chaleur spéciﬁque à T0 pourrait signaler
la présence d’une transition structurale subtile.
Réseau kagome optique. Depuis la réalisation expérimentale de condensats de Bose-Einstein
à partir de gaz d’atomes ultra-froids, la physique atomique moléculaire a généré un intérêt gran-
dissant, s’élargissant depuis peu au domaine de la matière condensée en proposant la réalisation
de réseaux optiques pour les atomes [110]. Ces réseaux optiques promettent un degré de contrôle
sur les paramètres d’interactions sur site (U) ainsi que d’intégrale de transfert (t) inégalé jusqu’à
présent dans l’étude de réseaux atomiques matériels.
Depuis 2004, plusieurs solutions ont été proposées pour la réalisation d’un réseau optique à
géométrie kagome [111, 112]. Un tel réseau 2D a récemment été réalisé par G.-B. Jo et al. [109]
en superposant deux réseaux optiques triangulaires de courte (SW) et longue (LW) longueur
d’onde. Chaque réseau triangulaire est formé par la superposition de trois ondes planes d’égale
intensité avec un angle de 120˚entre leur vecteur d’onde (Figure 2.16). L’interférence entre
les ondes des deux réseaux triangulaires conduit à des minima et maxima locaux d’énergie
potentielle dans un plan, où l’arrangement spatial des minima forme un réseau optique kagome.
Ce réseau constitue un piège optique capable de capturer des atomes ultra froids. Appliqué à
des condensats de Bose-Einstein d’atomes ultra froids, tels que les atomes de 87Rb, il permet
d’étudier la répartition statistique des atomes du gaz en fonction de leur type d’interaction
et ouvre ainsi potentiellement la voie à l’étude des diﬀérentes phases de systèmes quantiques
macroscopiques rencontrés habituellement en physique du solide.
Si la possibilité d’un tel réseau est désormais accessible, des travaux futurs seront nécessaires
aﬁn d’implémenter le phénomène de frustration inhérent à la stabilisation des phases de liquide
de spin. Cette frustration pourrait notamment être obtenue par l’emploi de fermions à la place de
bosons pour le condensat. L’autre obstacle à l’observation d’un état fondamental de l’Hamiltonien
Heisenberg sur ce type de réseau est pour l’instant la valeur de la température à atteindre. En
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eﬀet, des très basses températures telles que kBT < 4t2/U ∼ 50 nK sont nécessaires pour
pouvoir observer ces phases. Des méthodes originales basées sur l’eﬀet de Pomeranchuk ont été
théoriquement proposées pour atteindre de tels régimes [113].
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Chapitre 3
Principes de mesure des techniques
spectroscopiques locales RMN et µSR
3.1 Résonance magnétique nucléaire
Depuis sa découverte en 1946 par Bloch et Purcell, la Résonance Magnétique Nucléaire
(RMN) s’est imposée comme technique d’investigation ﬁne. Elle s’est vite étendue à des disci-
plines scientiﬁques autre que la physique comme la chimie ou la médecine, où ses applications
comme l’analyse en chimie organique ou bien l’imagerie médicale (IRM) sont désormais bien
connues. C’est une technique spectroscopique qui permet de sonder l’environnement local d’un
atome par l’intermédiaire de son spin nucléaire. En physique du solide, elle permet notamment
de mesurer l’inﬂuence de l’environnement magnétique local sur le spin d’un noyau et se révèle
donc être un outil puissant pour sonder le magnétisme à l’échelle de l’angström.
3.1.1 Hamiltonien Zeeman et résonance
La technique de résonance magnétique nucléaire est basée sur l’eﬀet Zeeman, que nous allons
introduire à présent. Considérons un noyau possédant un spin nucléaire
−→
I et un moment ma-
gnétique associé −→µ = γ−→I , où γ est le rapport gyromagnétique nucléaire. D’après les principes
de mécanique quantique, le spin nucléaire est quantiﬁé et ne peut prendre que des valeurs en-
tières ou demi-entières multiples de ~. L’Hamiltonien Zeeman décrivant l’énergie de ce moment
magnétique dans un champ magnétique appliqué selon l’axe z,
−→
H = H0
−→ez , est :
H = −−→µ · −→H (3.1)
H = −γ~H0Iz (3.2)
Les énergies propres de cet Hamiltonien sont :
Em = −γ~H0m avec m = −I,−I + 1, . . . , I − 1, I (3.3)
L’application d’un champ magnétique permet donc la levée de dégénérescence de ces niveaux
équidistants en énergie. La diﬀérence entre deux niveaux voisins est l’énergie de résonance
∆E = γ~H0, déﬁnissant par là même la fréquence de résonance nucléaire ν0 = γH0/2π. L’ex-
citation du système à cette fréquence a pour eﬀet de produire des transitions entre les niveaux
d’énergies. La RMN est ainsi une technique spectroscopique résonante qui permet de mesurer
l’écart entre les niveaux d’énergie nucléaires en irradiant les noyaux à l’aide d’une onde électro-
magnétique de fréquence ν. Lors d’une expérience de RMN on peut choisir de ﬁxer le champ
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Figure 3.1 – Gauche : Levée de dégénérescence Zeeman des niveaux m d’un spin I = 3/2 dans un
champ magnétique H0, excité par une onde électromagnétique de fréquence ν. Droite : Simulation du
spectre RMN correspondant obtenu à la résonance lors d’un balayage en fréquence (axe bas) et en champ
(axe haut). La conversion champ-fréquence est faite pour le noyau de 35Cl (γ/2π = 4.1716 MHz/T). Le
trait rouge indique la position de la résonance ν = ν0 (H = H0).
magnétique, H = H0, ou bien la fréquence, ν = ν0, et ensuite de balayer respectivement la fré-
quence irradiante ou bien le champ magnétique jusqu’à obtenir la condition de résonance (Fig.
3.1).
Dans le cas d’un échantillon macroscopique, le système ne se limite plus à un unique spin
nucléaire. La population des diﬀérents niveaux d’énergie Zeeman est alors régie par la distribu-
tion de Boltzmann. À l’équilibre thermodynamique, les populations Nm des diﬀérents niveaux
d’énergie Em sont ainsi données par :
Nm = N0
e−Em/kBT∑
m e
−Em/kBT
(3.4)
En l’absence de champ extérieur, l’aimantation macroscopique nucléaire moyenne M = N〈µ〉
est nulle dans l’état paramagnétique. Lors de l’application d’un champ magnétique H0 suivant
z, il est énergétiquement plus favorable pour un spin d’être aligné dans ce champ et on observe
ainsi une polarisation résultante suivant z (voir Fig. 3.2). Le calcul de la moyenne statistique de
l’aimantation aboutit à l’expression de la loi de Curie :
M =
N0(γ~)
2I(I + 1)
3kBT
H0 (3.5)
La valeur la plus élevée du rapport gyromagnétique nucléaire γ est obtenue pour le noyau
d’hydrogène γH = 42.57 MHz/T alors qu’une des plus faibles est obtenue pour le noyau d’or
γAu = 0.729 MHz/T. Notons que ce rapport gyromagnétique nucléaire est dans tous les cas bien
plus faible que celui de l’électron γe. Par exemple dans le cas du proton, (γ/γe)2 ∼ 10−6, ce qui
signiﬁe que l’aimantation nucléaire est 106 fois plus faible que l’aimantation électronique et ne
peut donc être mesurée à l’aide de méthodes de magnétométrie classiques. Par conséquent, la
mesure du signal RMN nécessite d’une part une électronique suﬃsamment sensible, et d’autre
part les expériences de RMN souﬀrent d’un rapport signal sur bruit relativement faible. Ce signal
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Figure 3.2 – Gauche : L’occupation des niveaux d’énergie d’un spin I = 1/2 soumis à un champ
magnétique extérieur selon z crée une aimantation résultante selon z. Droite : Lorsqu’il y a équilibre des
populations de chaque niveau, la composante de l’aimantation suivant z est nulle, elle se trouve alors
dans le plan (x, y).
étant proportionnel à l’aimantation nucléaire M , la formule 3.5 montre qu’il sera d’autant plus
important que le champ magnétique est élevé, et que la température est basse.
3.1.2 Technique de RMN pulsée
En pratique, on ne mesure pas simplement l’absorption du système de spin à la résonance. La
grande majorité des spectromètres RMN utilisés à l’heure actuelle fonctionnent selon la technique
de RMN « pulsée », c’est-à-dire en utilisant des impulsions radio-fréquences qui permettent de
manipuler l’aimantation du spin nucléaire comme on va le présenter ci-dessous dans une approche
semi-classique.
Le moyen utilisé pour produire ces transitions entre niveaux d’énergies nucléaires est l’ap-
plication d’un champ magnétique alternatif H1 perpendiculaire au champ appliqué H0. Aﬁn de
comprendre intuitivement l’eﬀet de ce champ magnétique perpendiculaire, on peut décrire le
mouvement du moment magnétique nucléaire −→µ d’un point de vue classique. Le champ magné-
tique H0 induit un couple sur ce moment magnétique nucléaire
−→µ de telle sorte que la variation
du moment cinétique est donnée par :
d
−→
I
dt
= −→µ ∧ −→H 0 (3.6)
En multipliant cette équation par le facteur gyromagnétique nucléaire γ, on obtient l’équation 3.7
correspondant au mouvement de précession de ce moment à la fréquence angulaire de Larmor
ω0 :
d−→µ
dt
= γ−→µ ∧ −→H 0 = −→µ ∧ −→ω0, où −→ω0 = γ−→H 0 (3.7)
Le champ magnétique oscillant H1 de pulsation ω, créé par une bobine dont l’axe principal est
suivant l’axe x, peut être décomposé en deux champs magnétiques tournants, H+1 et H
−
1 , avec
des pulsations opposées ω et −ω. Le champ de pulsation négative est loin de la résonance, on
peut donc légitimement le négliger dans la suite.
L’eﬀet du champ H+1 se comprend aisément si l’on se place dans le référentiel tournant R′
doté d’un repère (x′, y′, z′), d’axe z′ confondu avec z, et de vecteur rotation
−→
Ω = −ω−→ez , dans
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Figure 3.3 – Schéma représentant l’effet d’un champ magnétique H1 oscillant à la pulsation ω et
perpendiculaire à H0. Dans le référentiel tournant R′, l’aimantation nucléaire M précesse autour de H+1 ,
formant un angle θ(t) avec l’axe z.
lequel H+1 est ﬁxe et supposé suivant x
′. Le référentiel du laboratoire R est considéré comme
immobile. La variation temporelle de −→µ s’exprime alors dans ce nouveau référentiel par :(
d−→µ
dt
)
R′
=
(
d−→µ
dt
)
R
−−→Ω ∧ −→µ (3.8)(
d−→µ
dt
)
R′
= −→µ ∧ [ω0−→ez +−→ω1 − ω−→ez ] où −→ω1 = γ−→H+1 (3.9)
En se plaçant à la résonance, ω = ω0, l’équation 3.9 devient (d
−→µ /dt)R′ = −→µ ∧−→ω1, indiquant que
le moment magnétique ne subit plus que l’inﬂuence du champ perpendiculaire
−→
H+1 et va ainsi
précesser autour de
−→
H+1 , dans le plan (z, y
′).
Les équations du mouvement présentées jusqu’à présent ne tiennent pas compte des phéno-
mènes de relaxation. Soumis à un champ magnétique extérieur, le moment magnétique nucléaire
est donc supposé continuer son mouvement de précession à l’inﬁni. En réalité, des processus phy-
siques de relaxation permettent le retour du système de spins à l’équilibre. Dans une approche
classique, l’évolution de l’aimantation M est régie par les lois de Bloch :
dMx(t)
dt
= γH0My(t)− Mx(t)
T2
(3.10)
dMy(t)
dt
= −γH0Mx(t)− My(t)
T2
(3.11)
dMz(t)
dt
= −Mz(t)−M0
T1
(3.12)
où M0
−→ez correspond à l’aimantation à l’équilibre (éq. 3.5). Ces équations font apparaître deux
temps caractéristiques, T1 et T2, respectivement le temps de relaxation spin-réseau et le temps
de relaxation spin-spin. La relaxation longitudinale associée au temps T1 concerne des processus
nécessitant des transferts d’énergie avec un réservoir permettant le retour de l’aimantation Mz à
l’équilibre thermodynamique. La relaxation transverse associée au temps T2 concerne au contraire
des processus qui conservent les populations des niveaux Zeeman. Elle résulte des ﬂuctuations
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aléatoires du champ magnétique local. Cette variation de champs locaux d’origine dynamique
implique des vitesses de précession diﬀérentes et induit ainsi un déphasage responsable de l’at-
ténuation des composantes de l’aimantation dans le plan Mx et My. En général, on observe que
T2 ≪ T1. Dans nos systèmes magnétiques, l’ordre de grandeur des temps de relaxation est de
T2 ∼ 100 µs et T1 ∼ 10 ms.
Finalement, nous avons montré qu’à la résonance l’application d’un champ magnétique faible
perpendiculairement à l’aimantation nucléaire permet de manipuler la direction de cette aiman-
tation. Ainsi, lorsqu’un champ magnétique transverse
−→
H 1 est appliquée pendant une durée ∆t,
l’aimantation
−→
M(t) va tourner d’un angle θ(t) = γH1∆t. Dans la technique de RMN en champ
pulsée, on utilise des impulsions d’une durée particulière –de l’ordre de la µs– aﬁn de tourner l’ai-
mantation selon un angle voulu. On parle d’impulsion pi2 ou d’impulsion π lorsque l’aimantation
est amenée à tourner respectivement d’un angle pi2 ou π.
3.1.3 Écho de spin
En théorie, une mesure du signal RMN pourrait simplement être réalisée après l’application
d’une impulsion pi2 en mesurant le signal de précession libre FID
1 consécutif. En pratique, suite à
l’application d’un pulse de grande puissance, l’électronique de la chaîne de réception est saturée
et il existe un temps mort τm de l’ordre de τm ∼ 10 µs pendant lequel toute mesure est impossible.
Or, lors de mesures RMN dans des solides, la relaxation transverse est plutôt dominée par des
inhomogénéités de champ interne à l’échantillon. Chaque spin voit un champ magnétique total−→
H tot =
−→
H 0+δ
−→
H loc, où δ
−→
H loc est le champ magnétique statique local qui dépend du moment des
atomes voisins ainsi que de leur position. Les spins vont donc précesser à des vitesses légèrement
diﬀérentes les uns des autres à la fréquence ω = γHtot et le signal va décroître très rapidement
sur une durée T ∗2 ∝
〈
δH2loc
〉−1/2, où T ∗2 ≪ T2 en général. Bien souvent le temps de relaxation
transverse eﬀectif pour les spectres à raie large T ∗2 est inférieur au temps mort dans les matériaux
étudiés et ne permet donc pas l’observation du signal FID.
En revanche, contrairement aux processus dynamiques à l’origine du T2, ce processus est
d’origine statique, et est réversible. La mesure du signal peut ainsi être réalisée en appliquant
une impulsion π après l’impulsion pi2 aﬁn de refocaliser les spins et d’obtenir un écho de spin [114].
Cette séquence, appelée pi2 −π et inventée par Carr et Purcell [115, 116], est décrite dans la ﬁgure
3.4.
La détection du signal se déroule alors en plusieurs étapes. La première impulsion pi2 bascule
l’aimantation dans le plan (x′, y′) et se retrouve suivant y′. Après l’impulsion, tous les spins pré-
cessent dans le plan (x, y) sous l’eﬀet de
−→
H 0. Le mouvement d’un seul spin nucléaire engendre un
ﬂux bien trop faible pour pouvoir être facilement détectable dans une bobine. Par contre, lorsque
les spins sont en phase, le signal devient assez fort pour être détecté par la force électromotrice
créée par ce ﬂux généré lors de leur mouvement dans une bobine, et on peut observer le signal
FID. Ce signal décroît du fait de la relaxation transverse, introduite précédemment, et n’est
ainsi pas observable lorsque T ∗2 ≤ τm. Après un temps d’attente τ , la seconde impulsion π fait
subir aux spins nucléaires une réﬂexion par rapport au plan (x′, z), et ils ﬁnissent ainsi par se
retrouver en phase après un temps τ supplémentaire (ﬁgure 3.4), avec l’apparition d’un écho de
spin.
Le spectre RMN est obtenu en mesurant cet écho en fonction de la fréquence d’irradiation.
Il représente l’histogramme des noyaux qui résonnent à une fréquence donnée dans le champ
1. Free Induction Decay
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Figure 3.4 – Séquence de pulses pi
2
-π (haut) et dynamique de spin correspondante dans le référentiel
tournant (bas). Le spin (1) est plus rapide que le spin (2) car il subit un champ local plus important. La
zone hachurée qui suit chaque pulse représente le temps mort électronique. T∗2 est la durée au delà de
laquelle l’aimantation transverse n’est plus mesurable. T2 est le temps caractéristique de relaxation de
l’aimantation dans le plan (x′, y′).
extérieur
−→
H 0 et constitue ainsi le spectre d’absorption χ′′(ν) du système. Expérimentalement,
on mesure la f.é.m induite par le mouvement de l’aimantation transverse au sein d’une bobine.
3.1.4 RMN par transformée de Fourier
L’analyse en transformée de Fourier permet de tirer pleinement partie de la technique de RMN
pulsée. En eﬀet, l’application d’une impulsion rectangulaire de durée ﬁnie ∆t à la fréquence νrf
permet d’irradier les noyaux non pas uniquement à la fréquence νrf mais sur toute une gamme
de fréquence donnée par la distribution sinc [π∆t(ν − νrf)]. L’intervalle en fréquence réellement
accessible ∆ν ∼ 1/∆t est donc limité par la taille de l’impulsion. Il peut également être limité
par l’absorption de la cavité résonante elle-même. Cet eﬀet de ﬁltre dû à l’impulsion et/ou à la
cavité est pris en compte par la fonction f(ν). L’aimantation transverse mesurée Mtr(t) s’écrit
alors :
Mtr(t) =M0
∫ +∞
−∞
χ′′(ν)e2ipiνtf(ν)dν (3.13)
Après la chaîne d’ampliﬁcation et de démodulation, le signal S = SA + iSB détecté en phase
(voie A) et quadrature de phase (voie B) s’écrit selon :
S(t) ∝
∫ +∞
−∞
[
χ′′f
]
(ν)e2ipi(ν−νrf )t+φdν (3.14)
Ainsi, le spectre d’absorption total du système est relié au signal expérimentalement mesuré par :
χ′′f(ν) = TF
[
S(t)e2ipiνrf t−φ
]
(3.15)
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Le spectre RMN est donc donné par la transformée de Fourier de l’écho de spin. Dans le cas d’un
spectre suﬃsamment ﬁn en fréquence tel que l’eﬀet de ﬁltre puisse être négligé (f(ν) ∼ 1), le
spectre RMN est alors intégralement obtenu par la mesure d’un seul écho. Dans nos composés, les
spectres sont souvent larges et l’eﬀet de ﬁltre devient important. Dans ce cas, il est nécessaire de
mesurer plusieurs spectres à des fréquences d’irradiation (ou des champs appliqués) diﬀérent(e)s.
Le spectre RMN total peut ensuite être obtenu par deux méthodes. En utilisant la technique
de recombinaison [117], le spectre complet résulte de la somme de toutes les transformées de
Fourier des échos mesurés pour des fréquences équidistantes. Cette technique permet de mesurer
des spectres possédant des singularités très ﬁnes, comme celles des spectres quadrupolaires à
haute température. L’autre méthode consiste à calculer l’intégrale du signal pour chaque voie.
Dans le cas d’une mesure par balayage en champ, pour chaque valeur de champ appliqué H0, la
valeur du spectre à la fréquence correspondante ν0 = γH0/2π est donnée par :
χ′′(ν0) =
[(∫
SA(t)dt
)2
+
(∫
SB(t)dt
)2](1/2)
(3.16)
Le spectre RMN total est représenté par la courbe constituée par l’ensemble des points (H0, χ′′(ν0)).
Cette deuxième méthode permet de s’aﬀranchir des eﬀets de ﬁltres et de garder la chaîne élec-
tronique dans une même conﬁguration pendant la mesure, garantissant une meilleure stabilité.
3.1.5 Dispositif expérimental
Le dispositif expérimental général nécessaire pour réaliser une expérience de RMN peut être
divisé en trois parties principales (voir Fig. 3.5) : (i) Le champ magnétique extérieur
−→
H 0 ; (ii)
Le spectromètre RMN, lui même constitué d’une chaîne d’émission pour envoyer les impulsions
radio-fréquences, d’une tête de mesure comprenant le circuit électronique mesurant la f.é.m
induite et la chaîne de réception qui permet la détection du faible signal récupéré ; (iii) Le
dispositif cryogénique dans le cas de mesures à basses températures.
Champ extérieur H0 Les mesures de RMN nécessitent des champs magnétiques de l’ordre
de plusieurs Teslas (exemple : 35Cl, γ/2π = 4.1716 MHz/T) et suﬃsamment homogène sur le
volume de l’échantillon (∼ 1 ppm/cm3). Aﬁn d’atteindre de telles valeurs de champs, on utilise
un montage constitué d’une bobine supraconductrice alimentée en courant continu stabilisé et
refroidie par un dispositif cryogénique fonctionnant à l’4He. Dans le cadre de ce travail de thèse,
les spectres RMN ont été obtenus à l’aide de plusieurs montages. Le premier est un montage à
balayage de champ (0 ≤ H ≤ 7.2 T) dont la bobine est immergée dans un bain d’4He liquide.
Le deuxième permet de balayer le champ sur une gamme plus large (0 ≤ H ≤ 14 T). La
bobine utilisée est refroidie par un système helium-free de type Cryocooler [118], pour lequel
le refroidissement s’opère selon des cycles de détente-compression. Enﬁn le dernier montage
utilisé est à champ ﬁxe, H0 = 7.5 T, avec une bobine plongée dans un bain d’4He et maintenue
ainsi à la température de 4.2 K dans l’état supraconducteur. Ce montage possède un champ
particulièrement homogène (∼ 1 ppm/cm3) et constant.
Spectromètre RMN
Chaîne d’émission Cette partie du spectromètre assure l’émission des signaux radio-
fréquences à l’aide d’un générateur, transmis à un hacheur aﬁn d’obtenir un signal en créneaux
avant d’être envoyé sur l’ampliﬁcateur de puissance. Les impulsions ainsi créées sont de l’ordre
de la centaine de volts, envoyées vers la tête de mesure.
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Figure 3.5 – Schéma de principe d’un dispositif expérimental pour une expérience de RMN.
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Tête de mesure Il s’agit d’un circuit électronique « bouchon » (L,C) dont le but est à la
fois de créer le champ tournant pour réaliser l’écho de spin et de mesurer ce signal. Il est constitué
d’un élément inductif de faible résistance (L, r) (bobine) monté en parallèle avec un condensateur
de capacité C, ces deux éléments étant en série avec un deuxième condensateur de capacité C ′.
Les deux capacités C et C ′ sont de l’ordre de la dizaine de picofarad. Expérimentalement, on
ajuste les valeurs L,C,C ′ aﬁn de satisfaire la condition de résonance du circuit à la fréquence
désirée et d’adapter le circuit à la valeur d’impédance des câbles de 50 Ω. Ces deux conditions
s’écrivent respectivement :
ω2L(C + C ′) = 1 (3.17)
ω2L2
r(1 + C
′
C )
≃ 50 Ω (3.18)
L’échantillon est placé à l’intérieur de la bobine aﬁn de subir l’eﬀet du champ magnétique
perpendiculaire H1, au maximum de l’ordre de 100 G. Cette bobine sert également à la détection
du signal faible (∼ µV) produit par la variation de l’aimantation nucléaire transverse. Le rapport
signal sur bruit sera d’autant plus important que le facteur de qualité Q = ωL/r du circuit est
grand. En revanche, ce facteur de qualité est proportionnel au temps mort τm. Un facteur Q trop
élevé oblige à utiliser des temps τ grands, diminuant de fait le signal lorsque T2 est court. En
pratique, le choix de la valeur expérimental de Q résulte d’un compromis et nous avons travaillé
avec des facteurs de qualité Q ∼ 100.
Chaîne de réception Cette chaîne électronique assure le traitement du signal faible (∼
µV) issu de la tête de mesure aﬁn de l’ampliﬁer. Après avoir subi une ampliﬁcation de l’ordre
de 60 dB, le signal est démodulé sur deux voies, en phase et en quadrature de phase avant
d’être à nouveau ampliﬁé par des ampliﬁcateurs basses fréquences. Le signal reçu étant faible
comparé à la centaine de volts des impulsions radio-fréquences, ce mode opératoire nécessite de
prendre plusieurs précautions sur la chaîne de mesure électronique en utilisant un ensemble de
diodes croisées ainsi qu’un circuit λ/4 aﬁn de ﬁltrer avant la chaîne de réception tout signal trop
fort émis à la fréquence du générateur radio-fréquences. Malgré l’ampliﬁcation électronique, le
signal sur bruit eﬀectivement obtenu reste en général faible et nécessite de moyenner le signal
avec plusieurs acquisitions. La durée de mesure typique des spectres RMN du chlore que l’on
présentera dans cette thèse est ainsi de l’ordre d’une journée.
Cryogénie Aﬁn de réaliser des mesures à basse température, l’échantillon est placé dans un
insert à température variable, relié à un bain d’4He liquide (éventuellement celui de l’espace
bobine) via un capillaire et une vanne pointeau assurant la régulation du ﬂux d’hélium. Ce
montage permet des mesures dans l’intervalle 1.2 ≤ T ≤ 80 K. Au dessus de 4.2 K, la régulation
de la température se fait par une circulation d’4He gazeux à l’aide d’un circuit de pompage.
Pour 1.2 ≤ T ≤ 4.2 K, l’espace échantillon est rempli d’4He liquide et la température désirée
est obtenue en stabilisant la pression du bain d’hélium. Les mesures à plus hautes températures,
pour 80 ≤ T ≤ 300 K sont réalisées dans un cryostat dans lequel on fait circuler de l’azote gazeux,
dont la tension de claquage est supérieure à celle de l’hélium, ce qui permet d’éviter la présence
d’arcs électriques créés par les impulsions à fort voltage qui empêchent la mesure. La variation
de la température au sein du cryostat est réalisée via un dispositif électronique d’asservissement
contrôlant le chauﬀage d’un ﬁl résistif ainsi que le débit de gaz de refroidissement. Le mesure
de la température de l’échantillon est assurée par une sonde résistive calibrée en température et
placée à proximité de l’échantillon.
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3.2 Relaxation de spin du muon
La technique de µSR, dont l’acronyme fait référence aux mesures impliquant la Rotation, la
résonance ou la relaxation du spin d’un muon, est une technique utilisée dans des domaines aussi
variés que la chimie, la physique du solide ou bien la fusion nucléaire assistée. La recherche d’un
eﬀet physique fondamental –la violation du concept de parité [119]– se trouve être à l’origine
de sa découverte. Cet eﬀet fut notamment observé lors de phénomènes de désintégrations impli-
quant le muon [120]. Cette technique prend son essor dans le domaine de la matière condensée
notamment à la suite de la découverte des nouveaux matériaux supraconducteurs à haute tempé-
rature critique. Comme nous allons le présenter brièvement dans la suite, le muon est une sonde
extrêmement sensible au magnétisme local et la technique de µSR partage un grand nombre de
concepts avec la RMN.
3.2.1 Production du muon
Le muon est une particule élémentaire appartenant à la famille des leptons et existe à l’état
naturel comme constituant principal des rayons cosmiques arrivant à la surface terrestre. Cepen-
dant, l’intensité de ces rayons cosmiques est trop faible pour pouvoir envisager des applications
pour des études physiques sur des matériaux. Leur production à grande échelle a donc été déve-
loppée dans les années 1950. Le muon est produit à la suite de collisions entre particules au sein
de grands instruments impliquant un faisceau de protons à hautes énergies (∼ 600 MeV) issu
des synchrotrons ou cyclotrons. Ce faisceau de protons (p) est envoyé sur une cible contenant
des protons immobiles (généralement du graphite) aﬁn de générer des pions π+ selon la réaction
suivante :
p+ p −→ π+ + p+ n (3.19)
Ces pions ont un temps de vie très court de ∼ 26 ns et se désintègrent ensuite en muons µ+ :
π+ −→ µ+ + νµ (3.20)
où νµ est un neutrino à saveur muonique. Notons que la réaction 3.19 aboutit également à la
création de pions négatifs π−, se désintégrant en muons négatifs µ−. Ces pions sont toutefois
piégés par la cible. L’utilisation de muons négatifs peut cependant être envisagée en utilisant la
technique de désintégration des pions en vol, et non au repos à partir de la cible. L’équation 3.20
implique une propriété essentielle du muon utilisée en µSR, à savoir sa polarisation en spin. En
eﬀet, puisque le pion se désintègre au repos, le muon et le neutrino produit doivent avoir une
vitesse de direction opposée d’après la conservation de la quantité de mouvement. De même, le
pion ayant un spin nul, la conservation du moment cinétique implique que le spin du muon et du
neutrino doivent être opposés. Or, le neutrino possède par nature un spin colinéaire et opposé à sa
quantité de mouvement. Par conséquent, ces collisions aboutissent à la création d’un faisceau de
muons 100 % polarisés en spin, avec leur spin pointant dans la direction opposée à la trajectoire
du faisceau (voir Fig. 3.6). La mesure expérimentale de ce phénomène a par ailleurs permis
de démontrer le principe fondamental de violation du concept de parité en physique nucléaire.
Cette propriété contraste avec la RMN, où l’application d’un champ magnétique Zeeman était
nécessaire aﬁn de polariser les noyaux et d’obtenir une aimantation dans la direction z. Elle
autorise ainsi des mesures en champ nul.
3.2.2 Le muon : une sonde du magnétisme local
Le muon est une particule 9 fois plus légère qu’un proton, et 200 fois plus lourde qu’un
électron. Les muons utilisés lors de nos expériences portent une charge positive. Ils possèdent
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Figure 3.6 – Schéma de la désintégration du pion π+ en un muon µ+ (gauche) et un neutrino νµ
(droite) avec les directions des spins S et des quantités de mouvement p associées. Extrait de [121].
un spin S = 12 , ce qui garantit l’absence d’eﬀets quadrupolaires (cf. chapitre 4) lors des mesures
par µSR, contrairement à la plupart des noyaux disponibles pour la RMN. Sa grande sensibilité
au magnétisme est assurée par son rapport gyromagnétique exceptionnellement grand, γµ/2π =
135.5 MHz/T, soit plus de 3 fois plus important que celui du proton. Contrairement à la RMN
qui nécessite la présence d’un noyau de spin non nul, la µSR peut être utilisée pour étudier tous
types de matériaux.
Le muon est une particule instable, dont le temps de vie ﬁni τ ≃ 2.2 µs [122] l’amène à se
désintégrer au bout d’un temps t selon une loi de décroissance en e−t/τ , d’après la réaction :
µ+ −→ e+ + νe + νµ (3.21)
où un positron, un anti-neutrino à saveur électronique et un neutrino à saveur muonique sont
produits. Les (anti)neutrinos sont des particules interagissant extrêmement faiblement avec la
matière et donc très diﬃciles à détecter. Par rapport à la désintégration du pion, ce processus de
réaction implique trois particules et ne permet donc pas d’obtenir une situation aussi tranchée
concernant la direction du spin et la quantité de mouvement du positron. Les positrons sont
émis préférentiellement dans la direction du spin du muon, selon une probabilité :
P (θ, ǫ) ∼ 1 + a(ǫ) cos θ (3.22)
où la paramètre a(ǫ), dépendant de l’énergie ǫ du positron, déﬁnit l’asymétrie de désintégra-
tion du muon. La distribution de probabilité angulaire P (θ, ǫ) est représentée ﬁgure 3.7. Cette
distribution non-isotrope permet de suivre l’évolution du spin du muon au cours du temps et
constitue l’élément central de la technique de µSR. Supposons par exemple qu’un ensemble de
N muons soit au repos dans un échantillon, avec leurs spins pointant dans une même direction
à l’instant t0, et qu’ils se désintègrent en N positrons au même instant. En comptant le nombre
de positrons émis dans plusieurs directions de l’espace, on peut remonter à la direction des spins
des muons à t0. Le nombre de désintégration N(t) décroît exponentiellement au cours du temps
ce qui implique une incertitude expérimentale de plus en plus importante aux temps longs de
l’ordre de 1/
√
N(t) ∼ et/2τ .
Contrairement aux autres techniques utilisant des grands instruments, telles que la diﬀrac-
tion de neutrons ou de rayons X, la µSR n’est pas une technique de diﬀraction. Le muon est
implanté dans le volume de l’échantillon où il va, à la suite de processus avec pertes d’énergie, se
thermaliser et s’immobiliser dans une position interstitielle du réseau qui minimise son énergie
électrostatique. Les diﬀérents processus constituant l’implantation sont résumés sur la ﬁgure 3.8.
Les muons arrivent à la surface de l’échantillon avec une énergie comprise entre 4 et 100 MeV.
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Figure 3.7 – Distribution de probabilité angulaire P (θ, ǫ) d’émission du positron e+ selon l’angle θ par
rapport au spin du muon. L’asymétrie est plus prononcée pour les positrons de hautes énergies (a = 1,
53 MeV) que dans le cas de la distribution moyennée en énergie (a = 1/3).
Ils vont alors progressivement perdre de l’énergie en ionisant les atomes rencontrés et en étant
diﬀusés par les électrons. Le muon étant une particule relativement proche du proton H+, il
tend à former du muonium [µ+e−] au sein de la matière. Ce muonium subit une succession de
collisions, pouvant ﬁnalement aboutir à la séparation du muon et de l’électron. Le muon est alors
libre et thermalisé, au repos. Notons deux points importants concernant ce processus global de
thermalisation. Premièrement, toutes ces réactions se produisent dans un intervalle de temps
très faible devant τ et le muon est ﬁnalement thermalisé au bout d’une durée typique de 1 ns.
Deuxièmement, ces eﬀets sont d’origine coulombienne et ne modiﬁent donc pas la polarisation de
spin du muon. Aﬁn d’arrêter la course du muon, il est nécessaire d’avoir un échantillon de masse
suﬃsante, avec une densité surfacique de l’ordre de 150–200 mg/cm2. Ceci constitue un des désa-
vantages de la µSR. Une technique développée récemment utilise des muons lents –possédant
une énergie cinétique faible de l’ordre de 0.5 à 30 keV– qui s’implante dans une épaisseur faible
(∼ 1 nm). Cette technique ouvre la voie à l’étude des propriétés magnétiques de surfaces ou de
ﬁlms minces et permet de comparer les phénomènes physiques présents à la surface et dans le
volume de l’échantillon.
Par comparaison avec la RMN, où la position de la sonde est bien connue d’après la structure
cristallographique, celle que choisit le muon reste plus diﬃcile à évaluer. Dans les oxydes, le
muon tend à former une liaison avec l’ion électronégatif d’oxygène et on estime que sa position
se trouve alors à environ 1 Å de cet ion [123]. Il est parfois possible de déduire sa position grâce
à la valeur précise du champ magnétique dipolaire local sondé ou bien grâce à une forme de la
relaxation associée à un environnement particulier, comme dans le cas des matériaux comportant
des groupements OH. Des codes de DFT sont actuellement développés pour déterminer les sites
de localisation du muon.
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Figure 3.8 – Processus de thermalisation du muon au sein de l’échantillon. La somme des différents
processus aboutit à la thermalisation du muon au bout d’un temps typique de 1 ns.
Figure 3.9 – Montage d’un dispositif de mesure de µSR sur la ligne de muons GPS au Paul Scherrer
Institut (photo à gauche et schéma correspondant à droite). Les détecteurs de positrons disposés avant
(B) et après (F) l’échantillon sont indiqués. Le schéma est extrait de [121].
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Figure 3.10 – Gauche : Évolution du nombre d’évènements en fonction du temps détectés dans les
compteurs avant (Backward) et après (Forward), lors d’une expérience de champ transverse. Droite :
Asymétrie correspondante (éq. 3.23) au cours du temps. On observe une oscillation caractéristique cor-
respondante à la précession du spin du muon dans le champ transverse appliqué de 50 G.
3.2.3 Caractéristiques techniques d’une mesure de µSR
Le montage expérimental d’une expérience de µSR est représenté sur la ﬁgure 3.9. L’échan-
tillon est placé dans un cryostat, doté de fenêtres transparentes en ﬁlm polyester (MylarR©) qui
laissent passer les muons en diminuant légèrement leur énergie. Les mesures à basse température
(∼ 20 mK) sont plus facilement réalisables par rapport aux expériences de RMN dans la mesure
où l’on n’utilise pas ici d’impulsions radio-fréquences qui réchauﬀent le mélange 3He-4He. Dans la
géométrie présentée, le faisceau de muons arrive perpendiculairement à la surface de l’échantillon.
Une fois implanté, le muon sonde ensuite les champs magnétiques de son environnement et se
dépolarise au cours du temps, avant de se désintégrer en libérant un positron préférentiellement
dans la direction de son spin. Ce positron peut être détecté grâce à la présence de deux séries
de détecteurs disposés avant (détecteur B pour backward) et après (détecteur F pour forward)
l’échantillon, constitués par des scintillateurs couplés à des photomultiplicateurs.
La grandeur physique mesurée est appelée l’asymétrie A(t), il s’agit de la diﬀérence entre le
nombre d’évènements détectés par les deux compteurs à l’instant t :
A(t) =
NB(t)− αNF (t)
NB(t) + αNF (t)
(3.23)
où Ni est le nombre d’évènements enregistrés par le compteur i et où α est un paramètre de
l’expérience tenant compte de la géométrie ainsi que de l’eﬃcacité des compteurs. L’asymétrie
initiale A(0) est une constante qui dépend de l’énergie des positrons (voir Fig. 3.7). Dans le cas
idéal, elle correspond à la moyenne en énergie de l’asymétrie de désintégration du muon a(ǫ)
(éq. 3.22) et vaut 1/3. Expérimentalement, pour les lignes de muons utilisées, elle vaut plutôt
0.25 − 0.3.
Dans la suite, nous représentons les résultats des mesures de µSR plutôt à l’aide de la gran-
deur P (t) = (A(t) − b)/(A(0) − b), où le terme b correspond au bruit de fond expérimental
indépendant du temps dû au signal provenant de la désintégration de muons hors de l’échan-
tillon. Cette grandeur est mathématiquement comprise entre -1 et 1, et traduit l’évolution de
la polarisation des muons au cours du temps. La ﬁgure 3.10 représente le nombre d’évènements
des deux compteurs NB(t) et NF (t) ainsi que l’asymétrie A(t) en fonction du temps dans une
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expérience où un champ magnétique est appliqué perpendiculairement au faisceau. On note la
décroissance exponentielle due au processus de désintégration du muon en e−t/τ avec le temps
de vie τ ∼ 2.2 µs. La fenêtre de temps accessible en µSR est donc principalement limitée par
ce paramètre ﬁni et s’étale typiquement sur l’intervalle 0.01 − 20 µs, permettant de sonder des
ﬂuctuations magnétiques dans un intervalle en fréquence de l’ordre de 104 − 1010 Hz.
Deux types de configurations de mesures Les expériences de µSR peuvent se réaliser selon
deux types de conﬁgurations. Dans la conﬁguration transverse, un champ magnétique extérieur
est appliqué perpendiculairement à la direction de polarisation du muon, ce qui engendre une
asymétrie oscillante au cours du temps traduisant la précession du spin du muon dans ce champ.
Les inhomogénéités de champ interne induisent comme en RMN une relaxation du signal. La
ﬁgure 3.10 représente la mesure de la polarisation du muon dans une telle conﬁguration dans
le cadre de l’étude du composé Ba3CuSb2O9 [124], non présentée dans cette thèse. Ce type
de mesure est généralement utilisé pour déterminer la fraction de phase paramagnétique de
l’échantillon, qui correspond à la fraction d’asymétrie oscillante mesurée. La fraction des muons
localisés dans une phase magnétique subit une distribution de champ plus élevée responsable de
la relaxation très rapide du signal se traduisant par une « perte d’asymétrie » aux temps courts.
Cette conﬁguration peut également être utilisée pour mesurer le champ magnétique local et en
déduire la susceptibilité sondée par le muon (cf. 5.4.1).
L’étude par µSR des composés présentés dans cette thèse a été principalement réalisée à
partir de mesures en conﬁguration longitudinale. Dans cette conﬁguration, le champ magnétique
extérieur est appliqué le long de l’axe de polarisation du muon notée z. Le fait que le muon soit
une sonde 100 % polarisée permet même de travailler en champ nul, aﬁn de détecter les champs
internes. Il s’agit d’une diﬀérence notable avec la RMN où un champ magnétique est toujours
nécessaire 2, et peut parfois induire des eﬀets physiques particuliers sur le système.
Les sources de muons Il existe actuellement quatre sources de muons dans le monde : Paul
Scherrer Institut (PSI, Suisse, Villigen), Tri-University Meson Facility (TRIUMF, Canada, Van-
couver), High Energy Accelerator Research Organization (KEK, Japon, Tokai) et Rutherford
Appleton Laboratory (ISIS, Angleterre, Oxford). Les deux premières sont des sources continues,
alors que les deux dernières sont des sources pulsées. Dans le cadre de cette thèse, nous avons eu
l’occasion d’utiliser les deux types de sources complémentaires, à ISIS (Angleterre) ainsi qu’au
PSI (Suisse).
Dans les sources dites continues, c’est l’intensité du faisceau qui peut-être considérée comme
quasi-continue avec un temps entre chaque muon aléatoire. Un détecteur placé en amont dé-
clenche une horloge lors de l’arrivée du muon, indiquant le temps initial de l’implantation t0.
Le positron émis est ensuite détecté au temps t. Aﬁn de s’assurer que ce positron provient bien
du muon implanté à t0, cet évènement est considéré uniquement si aucun autre muon n’a été
détecté en entrée par l’horloge dans l’intervalle [t0, t]. Dans le cas contraire, l’évènement est re-
jeté. Cette méthode permet d’obtenir une très bonne résolution en temps (∼ 1 ns) nécessaire
pour l’étude de phases ordonnées avec des champs magnétiques internes forts responsables de
fréquences de précession élevées pour le spin du muon. Par contre, sa limite temporelle haute est
réduite, tmax ∼ 10 µs, et la nature continue du faisceau implique l’existence d’un bruit de fond
indépendant du temps généré par les positrons émis après tmax limitant la sensibilité aux temps
longs.
2. Des mesures en l’absence de champ magnétique extérieur peuvent être réalisées grâce à l’interaction élec-
trique quadrupolaire seulement, constituant le champ d’application de la technique NQR [125]
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Dans les sources dites pulsées, le faisceau de muons est structuré temporellement et les muons
arrivent sous la forme de « paquets », eux-mêmes générés par l’envoi simultané d’un ensemble
de protons sur la cible. La largeur temporelle de l’impulsion de muons de l’ordre de 80 ns ﬁxe
la résolution temporelle de ces sources, bien moins bonne que celle des sources continues. En
revanche, l’avantage de cette technique repose sur le grand nombre de muons utilisés, et donc
une très bonne statistique de mesures. Le bruit de fond est très faible et il est possible de mesurer
l’évolution de la polarisation avec une limite temporelle haute plus importante, tmax ∼ 20 µs,
d’où la possibilité d’étudier des relaxations très faibles.
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Chapitre 4
Interactions locales
Le but de ce chapitre est de fournir les outils nécessaires à la compréhension des mesures
réalisées à l’aide des techniques de RMN et de µSR appliquées aux systèmes expérimentaux dans
la suite de ce manuscrit. La première partie s’attache à la description théorique des interactions
entre un spin –celui du noyau ou du muon– et son environnement. Nous abordons ensuite le lien
avec les mesures expérimentales en détaillant les spectres de résonance RMN et la relaxation en
µSR pour des cas typiques qui seront utilisés dans la suite, en séparant les mesures statiques
et dynamiques. Pour une étude plus approfondie, nous renvoyons le lecteur aux références [126,
127, 128] pour la RMN et [129, 130] pour la µSR.
4.1 Interactions d’un spin avec un électron
Nous allons présenter dans cette partie les deux types d’interactions principales à prendre en
considération aﬁn d’appréhender les mesures de RMN et de µSR. La première est l’interaction
magnétique avec le spin d’un électron environnant (RMN et µSR) et la seconde est l’interac-
tion électrostatique due au gradient du champ électrique local (RMN). L’Hamiltonien total H
correspondant s’écrit :
H = Hm +Hq (4.1)
où Hm est l’Hamiltonien hyperﬁn magnétique et Hq l’Hamiltonien quadrupolaire.
4.1.1 Hamiltonien hyperfin magnétique
Considérons une particule (noyau ou muon) doté d’un spin
−→
I avec un rapport gyromagné-
tique γ, interagissant avec un électron de spin
−→
S , de moment orbital
−→
L , de rapport gyroma-
gnétique γe positif et dont le vecteur position est
−→r . L’Hamiltonien Hm, calculé au premier
ordre [126], s’écrit :
Hm = ~2γγe
[
3(
−→
I · −→r ) · (−→S · −→r )−−→I · −→S r2
r5
+
−→
I · −→L
r3
+
8π
3
−→
I · −→S δ(−→r )
]
(4.2)
Les interactions magnétiques à considérer pour le couplage du muon et du noyau à leur environ-
nement électronique sont a priori les mêmes, et cet Hamiltonien décrit donc à la fois la physique
observée en µSR et en RMN. Si les termes du Hamiltonien sont identiques dans les deux cas,
la nature diﬀérente des deux sondes implique un aspect plus local pour la RMN avec une pré-
dominance des termes de couplage par recouvrement d’orbitales. L’Hamiltonien 4.2 comprend
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plusieurs contributions d’origines diﬀérentes :
– Hamiltonien dipolaire. Le premier terme correspond au champ dipolaire créé par les élec-
trons des orbitales anisotropes (p, d, f) en RMN et par l’ensemble des électrons dans le cas
de la µSR. Ce couplage est faible et anisotrope.
– Hamiltonien orbital Le deuxième terme correspond au champ magnétique d’origine orbi-
tale, créé par la rotation de l’électron autour du noyau auquel il est lié. Il comprend à
la fois la contribution orbitale des électrons non appariés, souvent nulle en première ap-
proximation pour les ions de la couche 3d dont le moment orbital est bloqué, ainsi que la
contribution des électrons appariés due à la déformation des couches pleines par le champ
extérieur appliqué. Ce couplage est faible, anisotrope et indépendant de la température.
– Hamiltonien de contact Enﬁn le dernier terme provient de l’interaction dite de contact cor-
respondant au recouvrement des orbitales électroniques avec le spin considéré, que reﬂète
la présence de la distribution de Dirac δ(−→r ). En RMN, il s’applique donc uniquement pour
les orbitales électroniques s ayant une densité non nulle sur le site du noyau. Notons qu’elle
peut tout de même s’appliquer indirectement lorsque ces orbitales sont pleines, dans le cas
d’un transfert de polarisation des autres orbitales électroniques (polarisation de cœur).
Ce couplage, lorsqu’il existe, est généralement dominant et isotrope. En µSR, le couplage
dominant est souvent de nature dipolaire, mais ce terme de contact peut exister pour des
orbitales plus éloignées du noyau.
Finalement, l’ensemble de ces termes décrit le champ magnétique local
−→
H loc créé par l’envi-
ronnement et sondé par la particule par l’intermédiaire de son moment magnétique −→µ . Si l’on
applique en plus un champ magnétique extérieur Zeeman
−→
H 0, l’Hamiltonien magnétique peut
ﬁnalement s’écrire :
Hm = −−→µ ·
(−→
H 0 +
−→
H loc
)
(4.3)
Dans la limite thermodynamique on peut supposer que les ﬂuctuations du champ local sont plus
rapides que le temps caractéristique de l’observation. La théorie du champ moyen permet alors
de négliger les ﬂuctuations, telles que :
−→
H loc = 〈−→H loc〉+
(−→
H loc − 〈−→H loc〉
)
≃ 〈−→H loc〉 (4.4)
Le champ local est donc considéré comme indépendant du temps, et on réalise dans cette ap-
proximation des mesures statiques. Ces ﬂuctuations sont toutefois accessibles expérimentalement
et feront l’objet des études dynamiques présentées dans la partie 4.3.
Toute l’information physique sur le système est contenue dans ce champ local, qui va déplacer
la valeur de résonance par rapport à la valeur attendue pour le champ magnétique appliqué
seulement. Ce déplacement est caractérisé par le tenseur hyperﬁn de déplacement K, déﬁni par−→
H loc =
(
K + σ
) · −→H 0, qui comprend à la fois la susceptibilité locale de spin dépendante de la
température et la contribution orbitale des couches non pleines indépendante de la température.
Dans les systèmes étudiés dans la suite, cette contribution orbitale est très faible et ne sera pas
prise en compte. Le tenseur de déplacement σ caractérise le déplacement chimique provenant de
la contribution orbitale des couches pleines. Pour une direction α du champ appliqué, la relation
précédente devient scalaire et la variation du déplacement ∆Kα est alors simplement relié à la
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Figure 4.1 – Schéma d’une distribution de charges électriques pour un noyau présentant la forme
d’une ellipsoïde de révolution, non sphérique, entourée de quatre charges ponctuelles ±q selon deux
configurations. La configuration de droite est énergétiquement plus favorable.
variation de la susceptibilité électronique ∆χα par :
∆Kα =
Aαhf
NAµB∆χα (4.5)
où Aαhf est appelée constante hyperﬁne. Lorsque χ et µB sont exprimés en unités cgs et K sans
unité, elle s’exprime en Oe/µB .
4.1.2 Hamiltonien électrique quadrupolaire
La seconde interaction à considérer est l’interaction électrostatique entre les charges de l’envi-
ronnement portées par les atomes voisins et celle de la particule. Pour illustrer cette interaction,
considérons une particule avec une densité de charge positive non isotrope entourée de quatre
charges ponctuelles +/− q (voir Fig. 4.2). La situation (b) où la densité s’étend le long de l’axe
formé par les deux charges négatives est favorable d’un point de vue électrostatique. Cet exemple
permet également d’appréhender le fait que cette interaction ne favorise aucune orientation par-
ticulière dans le cas d’une densité sphérique isotrope, comme c’est le cas pour des particules de
spin 1/2. À ce titre, l’écart entre les niveaux d’énergie du muon n’est pas aﬀecté par les eﬀets
électrostatiques.
Nous allons à présent dériver l’expression classique du Hamiltonien quadrupolaire. Soit ρ(~r)
la densité de charge électrique de la particule et V (~r) le potentiel électrique créé par l’environ-
nement, alors l’expression de l’énergie Eq de l’interaction électrostatique du noyau avec l’envi-
ronnement est :
Eq =
∫
ρ(~r)V (~r)d3r (4.6)
En développant le potentiel V en série au centre de charge (~r = ~0), on obtient :
Eq = ZeV0 +
∑
j
Pj
(
∂V
∂xj
)
0
+
1
2
∑
i,j
Qji
(
∂2V
∂xj∂xi
)
0
+ . . . (4.7)
où Pj est le moment dipolaire électrique et Qji est la composante (i, j) du tenseur moment
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quadrupolaire électrique :
Pj =
∫
ρ(~r)xjd
3r et Qji =
∫
ρ(~r)xjxid
3r (4.8)
Le terme constant ne présente pas d’intérêt puisque l’on s’intéresse toujours à un décalage en
énergie, on omettra donc ce terme dans la suite. Le terme dipolaire d’ordre 1, Pj , est nul dans
le cas d’une symétrie ellipsoïdale, constatée expérimentalement pour le neutron [131], pour la-
quelle ρ(~r) = ρ(−~r). En arrêtant le développement à l’ordre 2, il ne reste plus que l’interaction
quadrupolaire, d’où l’Hamiltonien quadrupolaire suivant :
Hq = 1
2
∑
i,j
QijVij , avec Vij =
∂2V
∂xi∂xj
(4.9)
L’énergie électrostatique du système dépend donc des composantes du tenseur quadrupolaire
Qij, qui lui même dépend de la forme géométrique du noyau. Il existe deux cas pour lesquels
cette interaction est nulle : (i) Avec une densité sphérique de charges ρ(~r), auquel cas on a
Qji = 0. Cette situation apparaît dans le cas de particule de spin 1/2 (le muon notamment). (ii)
Lorsque le gradient de champ électrique Vij est nul à la position de la particule. Cette situation
se produit notamment dans le cas d’une symétrie cubique, comme pour le sodium métallique
à la structure cubique à faces centrées. Dans la suite, nos études de RMN ont été réalisées
principalement à partir du chlore 35Cl, qui possède un spin I = 3/2, et qui sera donc sujet aux
eﬀets quadrupolaires. Dans cette étude, ils pourront être traités en perturbation par rapport à
l’eﬀet Zeeman dominant. On peut montrer que l’équation 4.9 peut s’écrire dans le repère où le
tenseur V est diagonal [127] :
Hq = eQ
4I(2I − 1)
[
Vzz
(
3I2z − I2
)
+ (Vxx − Vyy)
(
I2x − I2y
)]
(4.10)
où Q = 1e
∫
ρ(~r)(3z2 − r2)d3r est la constante associée au moment quadrupolaire électrique qui
mesure la déviation de la densité de charges par rapport à la symétrie sphérique. Les composantes
du tenseur V sont reliées par l’équation de Poisson ∆V = Vxx + Vyy + Vzz = 0, de sorte que
seulement deux composantes sont nécessaires pour le caractériser totalement. On choisit alors
deux paramètres aisément déterminables expérimentalement, le paramètre d’asymétrie η qui
représente le degré d’asymétrie dans le plan (x, y) et la fréquence quadrupolaire νq qui traduit
l’intensité des eﬀets quadrupolaires :
η =
Vxx − Vyy
Vzz
(4.11)
νq =
3eQVzz
2I(2I − 1)h (4.12)
Si l’on choisit par convention l’orientation des axes principaux du tenseur V tels que |Vzz| ≥
|Vyy| ≥ |Vxx|, alors 0 ≤ η ≤ 1.
4.2 Étude spectrale : Aspects statiques
4.2.1 Spectres expérimentaux en RMN
Chaque partie du Hamiltonien 4.1, magnétique ou quadrupolaire, va aﬀecter les niveaux
d’énergie du noyau et décaler ainsi la résonance. Nous allons exprimer dans un premier temps
le déplacement de la fréquence de résonance induit dans chaque cas avant de présenter une
simulation de spectre RMN typique pour le 35Cl étudié au cours de ce travail.
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Figure 4.2 – Représentation de l’orientation du champ appliqué H0 dans le repère du tenseur de
déplacement magnétique K.
Déplacement magnétique Soit (x, y, z) le repère dans lequel le tenseur K est diagonal, et
(X0, Y0, Z0) le repère du laboratoire dans lequel le champ magnétique extérieur appliqué
−→
H 0 est
suivant
−→
Z0. L’Hamiltonien magnétique 4.3 s’écrit alors :
Hm = −−→µ ·
(−→
H 0 +
−→
H loc
)
(4.13)
Hm = −γ~−→I
(
1 +K
)−→
H 0 (4.14)
En négligeant les ﬂuctuations transverses, et en ne gardant que les termes diagonaux IZ0 , on
obtient :
Hm = −γ~H0IZ0(
−→
Z0 · −→Z0)− γ~H0IZ0
[
Kx(
−→x · −→Z0)2 +Ky(−→y · −→Z0)2 +Kz(−→z · −→Z0)2
]
(4.15)
On peut alors calculer les énergies propres Em = 〈m|Hm|m〉 et exprimer la fréquence de résonance
correspondante νm = (Em−1 − Em)/h mesurée en RMN. En utilisant la convention d’angle de
Narita et. al. [132], il vient :
νm = ν0 + ν0(Kx sin
2 θ cos2 φ+Ky sin
2 θ sin2 φ+Kz cos
2 θ) (4.16)
On remarque que le déplacement magnétique est indépendant du niveau d’énergie m considéré,
il n’y a donc qu’une seule fréquence de résonance pour une orientation du champ (θ, φ) donnée.
En particulier, lorsque θ = 0, on mesure uniquement la susceptibilité locale suivant z :
νm = ν0(1 +Kz) (4.17)
Déplacement quadrupolaire Comme nous le verrons dans la suite, les eﬀets quadrupolaires
mesurés dans nos composés sont faibles comparés au champ magnétique appliqué (νq/ν0 ≤ 10%)
et sont donc traités en perturbation par rapport à l’Hamiltonien Zeeman. Le détail du calcul en
perturbation ne sera pas exposé ici et peut être trouvé dans les références [128, 126]. À l’ordre
zéro, la fréquence de résonance est donnée par l’énergie Zeeman ν0m = ν0. Au premier ordre, la
fréquence de résonance obtenue est :
ν(1)m = −
(
m− 1
2
)
νq
2
[
3 cos2 θ′ − 1− η sin2 θ′ cos 2φ′] (4.18)
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Figure 4.3 – Gauche : Levée de dégénérescence Zeeman des niveaux d’énergie m d’un spin nucléaire
I = 3
2
, sans et en présence d’effets quadrupolaires calculés au premier ordre. Droite : Le spectre RMN
dans le cas d’effets quadrupolaires calculés au premier ordre et selon θ = 0 comporte trois raies : une raie
centrale à ν0 = 30 MHz (rouge) et deux raies satellites à ν0− νq et ν0+ νq avec νq = 3 MHz. En présence
d’un champ local, les raies subissent un déplacement Kzν0, vers les basses fréquences lorsque Kz < 0.
où (θ′, φ′) décrivent l’orientation du champ
−→
H 0 par rapport au axes principaux du tenseur qua-
drupolaire. Contrairement aux eﬀets magnétiques, les eﬀets quadrupolaires modiﬁent l’écart
entre les diﬀérents niveaux d’énergie m, puisque ν(1)m dépend de m, comme schématisé sur la
ﬁgure 4.3. On obtient ainsi 2I fréquences de résonances, une résonance centrale à la fréquence
ν 1
2
correspondant à la transition −12 ↔ 12 et deux transitions satellites ν 32 et ν− 12 correspondant
aux transitions respectives 12 ↔ 32 et −32 ↔ −12 . Dans le cas du noyau du chlore 35Cl (I = 32 ),
on attend ainsi trois résonances pour le spectre RMN. Notons que l’intensité de chaque raie est
proportionnelle à la probabilité de transition entre deux niveaux, [I(I+1)−m(m−1)], favorisant
la raie centrale.
Ce calcul au premier ordre n’aﬀecte pas la position de la raie centrale (ν(1)1
2
= 0). La valeur
de l’interaction quadrupolaire dans nos composés est cependant suﬃsamment forte pour voir
apparaître des eﬀets causés par cette interaction. Il est donc nécessaire de considérer le résultat
au deuxième ordre aﬀectant la raie centrale, donné par l’expression suivante dans le cas où η = 0 :
ν(2)m = −
ν2q
16ν0
(
I(I + 1)− 3
4
)(
1− cos2 θ′) (9 cos2 θ′ − 1) (4.19)
Le résultat pour η 6= 0 pourra être trouvé dans les références [133, 134]. Pour une orientation
du champ telle que θ′ = 0, il n’y pas non plus de contribution quadrupolaire au déplacement de
la fréquence. La position de la raie centrale est alors uniquement déterminée par le déplacement
magnétique.
Spectre RMN obtenu à partir d’un monocristal ou d’une poudre La position νm de
chaque raie du spectre RMN résulte simplement des deux contributions magnétique νmag(θ, φ)
(éq. 4.16) et quadrupolaire νqd(θ′, φ′) (éq. 4.18 et éq. 4.19) déterminées précédemment :
νm = νmag(θ, φ) + νqd(θ
′, φ′) (4.20)
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Figure 4.4 – Gauche : Simulation d’un spectre de poudre quadrupolaire calculé au premier ordre pour
un noyau résonant à ν0 = 30 MHz, avec une fréquence quadrupolaire νq = 3 MHz. La raie correspondant
à la transition centrale − 1
2
↔ 1
2
est en rouge. Pour une meilleure visibilité, les intensités théoriques ne
sont pas respectées. Droite : Agrandissement de la raie centrale calculée au second ordre quadrupolaire.
La mesure de la distance d séparant les deux singularités permet d’évaluer la fréquence quadrupolaire νq.
Les angles (θ′, φ′) sont reliés aux angles (θ, φ) en fonction de l’orientation respective des axes
principaux des tenseurs de déplacement magnétique et quadrupolaire. Dans les cas de basse
symétrie, ils sont diﬀérents.
Dans le cas d’une poudre, les valeurs des angles (θ, φ) varient aléatoirement selon une
distribution sphérique isotrope. La distribution d’angles a pour eﬀet d’élargir les raies et de
modiﬁer leurs formes. Le spectre RMN représente l’histogramme du nombre de noyaux N(θ, φ)
résonants à la fréquence νm. Pour l’angle solide élémentaire dΩ = sin θdθdφ , le nombre de
noyaux résonants correspondant dN(θ, φ) est :
dN(θ, φ) = N0
dΩ
4π
=
N0
4π
sin θdθdφ (4.21)
où N0 dénote le nombre total de noyaux. En ré-exprimant chaque variable d’angle αi = θ, φ en
fonction de la fréquence ν à l’aide de l’équation 4.20, on peut dériver l’expression des noyaux
résonants :
dN(ν) = N0f(ν)
dν∏
i
∂ν
∂αi
(4.22)
Cette distribution sur tous les angles induits la présence de singularités, notamment sur la raie
centrale calculée au deuxième ordre, ainsi que d’épaulements, dont les positions s’obtiennent
d’après ∂ν/∂αi = 0. L’intensité spectrale s’étend toujours sur une plage en fréquence ﬁnie. Pre-
nons à titre d’exemple le cas d’un spectre purement quadrupolaire, sans déplacement magnétique
(Kx = Ky = Kz = 0), pour le noyau du chlore 35Cl avec un spin I = 32 (voir Fig. 4.4). Le spectre
s’étend entre ν0 − νq et ν0 + νq. Les deux singularités appartenant aux transitions satellites
apparaissent à ν0 − νq/2 et à ν0 + νq/2 ; la mesure de leur séparation permet donc d’évaluer la
fréquence νq. Pour ν = ν0, on observe la raie centrale dont la forme calculée au second ordre
comporte trois singularités, correspondant à θ = 0, θ = pi2 et θ = arccos(
√
5/9) ≃ 41.8˚. La
distance entre ces deux dernières singularités quadrupolaires est donnée par d = 25ν2q/48ν0, et
permet ainsi une seconde mesure directe de la fréquence quadrupolaire νq. Les positions des
singularités sont modiﬁées lorsque l’on tient compte du déplacement magnétique. La présence
de singularités dans le spectre permet en général d’ajuster le spectre expérimental à l’aide des
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paramètres déﬁnissant les tenseurs de déplacement magnétique et quadrupolaire. Dans les cas
peu symétriques (comme par exemple pour l’17O dans l’herbertsmithite), cette détermination
peut parfois s’avérer très compliquée.
Si l’échantillon mesuré est unmonocristal, on peut choisir une orientation particulière selon
une valeur du couple (θ, φ) donnée, ce qui simpliﬁe grandement le spectre. Notre travail expéri-
mental sur la kapellasite a par exemple principalement porté sur l’étude de poudres orientées,
c’est-à-dire dans lesquelles les cristallites sont préférentiellement orientées selon au moins un
même axe cristallographique, ce qui s’apparente au cas d’un monocristal dans cette direction.
De plus, la sonde de 35Cl étudiée dans la suite est située sur une position de haute symétrie,
pour laquelle les axes principaux du tenseur de déplacement magnétique et quadrupolaire sont
confondus, d’où θ = θ′ et φ = φ′, et que l’asymétrie dans le plan est nulle (η = 0). Dans le cas
contraire, les formules dérivées sont plus complexes. Notons toutefois que l’eﬀet induit par des
axes principaux diﬀérents sur un spectre RMN est surtout notable lorsque νq est grand et dans le
cas d’une forte anisotropie du tenseur de déplacement magnétique. Ainsi, pour une conﬁguration
telle que θ = 0 qui sera utilisée dans la suite, la fréquence de résonance est simplement donnée
par :
νm = ν0(1 +Kz)−
(
m− 1
2
)
νq (4.23)
La ﬁgure 4.3 représente une simulation d’un spectre obtenu dans cette conﬁguration. D’après
la mesure du déplacement en fréquence ν0Kz en fonction de la température, on accède à la
variation de la susceptibilité magnétique locale dans cette direction z. La rotation de l’échantillon
permet d’accéder de façon très ﬁne aux paramètres des tenseurs de déplacement magnétique et
quadrupolaire.
4.2.2 Mesures de la polarisation en µSR
D’après la valeur I = 12 du spin du muon, ce dernier n’est pas sensible aux eﬀets quadru-
polaires et il interagit avec son environnement uniquement d’après l’Hamiltonien magnétique
4.2. En général, le muon est principalement couplé par le terme dipolaire de cet Hamiltonien.
Nous nous limiterons ici à la présentation de la forme de relaxation induite par une distribution
de champ statique, mesurée dans une conﬁguration longitudinale, en champ nul et sous champ
appliqué. Par rapport à la RMN, on observe généralement le signal dans le domaine temporel et
non fréquentiel.
Mesures en champ nul Dans la suite du paragraphe, nous allons dériver la forme de la
polarisation observée dans le cas d’une distribution de champs statiques gaussienne.
Supposons que le muon sonde un champ magnétique local
−→
H loc faisant un angle θ avec l’axe
z. La polarisation du spin du muon suivant z, P , s’écrit alors :
P (t) = cos2 θ + sin2 θ cos(γµHloct) (4.24)
Nos mesures de µSR ont été réalisées sur poudre non orientée uniquement, ce qui nécessite d’inté-
grer l’équation précédente selon la distribution spatiale sphérique D(θ, φ) = sin θdθdφ/4π. Dans
le cas d’un système statique désordonné, il n’existe pas une unique valeur de champ magnétique
local, on considère donc plutôt une distribution du module du champ ρ(Hloc). La fonction de
relaxation du spin du muon suivant z, P (t), est alors donnée par la moyenne spatiale et suivant
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Figure 4.5 – Schéma de la précession du spin du muon Sµ autour du champ magnétique local Hloc
formant un angle θ avec la direction de polarisation.
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Figure 4.6 – Fonction de Kubo-Toyabe statique avec une largeur ∆ = 8 G pour la distribution
des champs gaussienne. L’application d’un champ longitudinal HLF découple la polarisation. Lorsque
HLF = 10∆, la polarisation est complètement découplée.
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la distribution ρ de l’équation 4.24 :
P (t) =
∫ pi
0
sin θ
4π
dθ
∫ 2pi
0
dφ
∫ +∞
0
dHlocρ(Hloc)
[
cos2 θ + sin2 θ cos(γµHloct)
]
(4.25)
P (t) =
1
3
+
2
3
∫ +∞
0
ρ(Hloc) cos(γµHloct)dHloc (4.26)
Le premier terme de l’équation 4.26 est appelé « composante 13 ». Elle correspond à la moyenne
statistique des champs locaux dont la direction est parallèle au faisceau de muons polarisés et
signale la présence d’un état statique. Lorsque la distribution de chaque composante est de forme
gaussienne, la distribution isotrope du module du champ local de largeur ∆ est donnée par :
ρ(Hloc) = 4πH
2
loc
(
1√
2π∆
)3
exp
(
−H
2
loc
2∆2
)
(4.27)
Finalement la fonction obtenue après intégration de l’équation 4.26 est appelée fonction de
Kubo-Toyabe [135, 136] et s’écrit :
P (t) =
1
3
+
2
3
(
1− γ2µ∆2
)
exp
(
−γ
2
µ∆
2t2
2
)
(4.28)
Cette relaxation est très souvent observée dans les mesures en champ nul, en particulier dans
tous les matériaux présentant un état paramagnétique à haute température. Bien que les spins
électroniques soient dans un état ﬂuctuant, les spins nucléaires sondés apparaissent comme sta-
tiques dans la fenêtre temporelle de la µSR et sont en général responsables de l’observation de la
relaxation de Kubo-Toyabe, avec des distributions de champ très faible de l’ordre de ∆ ∼ 1 G.
Notons que plus ∆ est grand et plus le minimum est observé à temps court.
Relaxation particulière dans le cas de complexe muonique Dans certains cas, la dis-
tribution des champs magnétiques nucléaires environnants sur le site du muon ne peut être
représentée par une distribution gaussienne de moyenne nulle. Plus précisément, lorsque le muon
s’arrête dans le voisinage immédiat d’un moment nucléaire fort, la distribution des champs ne
peut plus être considérée comme homogène. Il est alors nécessaire de considérer le système de
spins fortement couplés du muon et des noyaux environnants, en diagonalisant l’Hamiltonien
dipolaire [138]. Ce phénomène a été initialement mis en évidence dans les composés aux ﬂuors,
où le muon forme des complexes [F–µ–F] ou [F–µ] responsables de telles relaxations [137]. Dans
des composés contenant des molécules d’eau ou des groupements hydroxyles, des complexes [µ–
OH] ont été observés comme dans le gypse ou bien dans l’herbertsmithite [58]. La forme de la
relaxation a déjà été calculée dans ce cas précis et se traduit par une évolution de la polarisation,
POH(t), telle que :
POH(t) =
1
6
+
1
3
cos
(
ωOHt
2
)
+
1
6
cos (ωOHt) +
1
3
cos
(
3ωOHt
2
)
(4.29)
Celle-ci ne dépend que d’un paramètre, la pulsation ωOH, qui ne dépend elle-même que de la
distance dµ−H entre le muon et le moment nucléaire de l’hydrogène. La ﬁgure 4.7 illustre ces
relaxations, où l’on observe des oscillations aux temps longs témoignant d’un champ magnétique
de l’ordre de 10 G. La détermination précise de la valeur de ce champ permet de remonter à la
distance dµ−n entre le moment nucléaire responsable de la relaxation et le muon [139] :
dµ−n =
(
µ0
4π
~γµγn
ωOH
) 1
3
(4.30)
avec γn le rapport gyromagnétique du noyau impliqué.
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Figure 4.7 – Exemple de relaxation du muon dans le cas de formation de complexe muonique [F–µ–F]
dans les matériaux LiF et NaF [137] (gauche) et [µ–OH] (droite, éq. 4.29).
Mesures en champ longitudinal Lorsqu’un champ longitudinal HLF est appliqué suivant la
direction de polarisation du faisceau, la distribution 4.27 est modiﬁée et devient centrée sur la va-
leur HLF suivant
−→z , lorsque HLF est suﬃsamment grand. La forme de relaxation correspondante
pour une distribution gaussienne de champ peut alors être calculée dans ce cas [136] :
P (t) = 1− 2∆
2
H2LF
[
1− cos (γµHLFt) exp
(
−γ
2
µ∆
2t2
2
)]
+
2γµ∆
4
H3LF
∫ t
0
sin(γµHLFτ)exp
(
−γ
2
µ∆
2τ2
2
)
dτ
(4.31)
L’évolution de cette relaxation en fonction du temps et pour plusieurs valeurs de largeurs de
distribution est représentée sur la ﬁgure 4.6. Au fur et à mesure que le champ longitudinal
appliqué augmente par rapport à la largeur de la distribution gaussienne de champ local, la
polarisation est de plus en plus découplée. Lorsque HLF ∼ 10∆, la polarisation est constante,
P (t) ∼ 1, elle est dite « complètement découplée ».
4.3 Relaxation : Étude de la dynamique de spin
Les deux temps caractéristiques de relaxation, T2 et T1, ont été introduits dans les équations
de Bloch au chapitre 3. Nous allons nous intéresser dans la suite à la mesure du temps de relaxa-
tion longitudinale T1. Cette relaxation implique des processus avec excitation (désexcitation)
d’un spin vers un niveau d’énergie supérieur (inférieur) lors d’échanges de quantum d’énergie
avec le réseau. L’aimantation longitudinale n’est dans ce cas pas conservée. Nous allons présenter
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plus en détail l’intérêt de ce type de mesure pour sonder la dynamique du système, ainsi que les
moyens pour la mesurer en RMN et en µSR.
4.3.1 Temps de relaxation longitudinal spin-réseau T1
Le temps de relaxation spin-réseau T1 est déﬁni comme le temps nécessaire à l’aimantation
pour recouvrer son état d’équilibre thermodynamique après avoir été amenée dans un état hors-
équilibre. Contrairement aux mesures statiques détaillées dans la partie 4.2, les ﬂuctuations du
champ local ne sont ici pas négligées et vont induire les transitions entre niveaux d’énergie par
l’intermédiaire du Hamiltonien de perturbation Hp(t). Aﬁn de déterminer l’expression de T1, on
applique la règle d’or de Fermi pour calculer la taux de transition Wm→m±1 entre l’état |m〉 et
|m± 1〉 1 :
Wm→m±1 =
1
~2
∫ +∞
−∞
〈m|Hp(0)|m± 1〉〈m± 1|Hp(t)|m〉e−iω0tdt (4.32)
où ω0 désigne la fréquence d’irradiation et où la ligne horizontale dénote la moyenne d’ensemble
statistique. Si l’on ne prend en compte que les ﬂuctuations d’origine magnétique, alors l’Ha-
miltonien de perturbation est donné par l’Hamiltonien magnétique. L’expression 4.32 indique
que seules les ﬂuctuations transverses du champ local vont contribuer à la relaxation, selon les
opérateurs de champs locaux transverses H+loc et H
−
loc :
1
T1
= 2W = γ2
∫ +∞
−∞
〈H+loc(t)H−loc(0)〉e−iω0tdt (4.33)
Dans le cas où le champ ﬂuctuant est d’origine électronique, les opérateurs de champs peuvent se
réécrire à l’aide du couplage hyperﬁn A, que l’on supposé scalaire ici. Dans le cas d’un couplage
avec plusieurs voisins, on introduit la transformée de Fourier spatiale notée A(q). L’expression
du temps de relaxation fait intervenir la fonction d’auto-corrélation de spin du système :
1
T1
= γ2
∑
q
|A(q)|2
∫ +∞
−∞
〈S+(t)S−(0)〉e−iω0tdt (4.34)
D’après le théorème de ﬂuctuation-dissipation, on peut écrire l’équation précédente en faisant
apparaître la susceptibilité dynamique χ′′⊥(q, ω) :
1
T1
=
γ2
µ2B
kBT
∑
q
|A(q)|2 χ
′′
⊥(q, ω0)
ω0
(4.35)
En RMN ou en µSR, la fréquence d’irradiation est très faible, correspondant à une énergie
~ω0 ∼ µeV, par rapport aux énergies accessibles à l’aide de diﬀusion de neutrons par exemple.
Les mesures de dynamiques en RMN et en µSR sondent donc le spectre d’excitations du système
pour les très basses énergies. Ces deux techniques locales ne sont pas résolues dans l’espace
réciproque, comme le montre la somme sur les vecteurs d’onde de l’équation 4.34.
La mesure de l’évolution du T1 en fonction de la température revêt un intérêt très important
pour la comparaison avec les modèles théoriques, et peut par exemple révéler la nature gappée ou
critique des excitations respectivement selon 1/T1 ∼ e−kB∆/T ou 1/T1 ∼ Tα (loi de puissance).
4.3.2 Mesure de dynamique en RMN
Dans une expérience de relaxation par RMN, on mesure la courbe de retour à saturation
de l’aimantation M(t) au cours du temps. Les processus d’absorption-émission d’énergie entre
1. Seules les transitions entre les niveaux |m〉 et |m± 1〉 sont autorisés en RMN et en µSR du fait des règles
de sélection des transitions dipolaires magnétiques.
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Figure 4.8 – Séquence d’impulsions pi
2
− pi
2
− π pour mesurer le temps de relaxation longitudinal T1
(haut) et direction de l’aimantation nucléaire au cours de la séquence (bas).
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Figure 4.9 – Gauche : Courbes de retour à saturation de l’aimantation M(t) en fonction du temps
en échelle logarithmique. Les deux courbes ont la même forme de relaxation mais des valeurs de T1
différentes et sont donc superposables dans cette représentation. Droite : Courbes de retour à saturation
de l’aimantation M(t) dans le cas d’une relaxation homogène pour une valeur unique de T1 = 10 ms
(β = 1) et inhomogène lorsqu’il existe une distribution des valeurs de T1 (β = 0.5).
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niveaux aboutissent à un retour à l’aimantation à l’équilibre M0 selon :
M(t) =M0
(
1−
∑
i
aie
−λit/T1
)
(4.36)
où les coeﬃcients ai et λi sont ﬁxés d’après les conditions de mise hors-équilibre, la nature des
ﬂuctuations (magnétique et/ou quadrupolaire), la raie irradiée (centrale, satellite) et la valeur
du spin nucléaire. Dans la mesure dite de saturation recovery, schématisée sur la ﬁgure 4.8, une
première impulsion pi2 est appliquée aﬁn d’égaliser les populations des niveaux d’énergie pour
obtenir une aimantation dans le plan (x, y). Au bout d’un temps ∆τ , les processus de relaxation
longitudinaux tendent à ramener l’aimantation vers sa valeur à l’équilibre suivant z, et une
séquence de mesure pi2 − π est alors appliquée aﬁn de mesurer cette composante M(t). Dans le
cas d’un spin I = 32 , où la raie centrale est irradiée, M(t) s’exprime suivant [140, 141] :
M(t) =M0
(
1− 0.1e−t/T1 − 0.9e−6t/T1
)
(4.37)
La ﬁgure 4.9 représente un exemple de courbes de retour à saturation pour deux valeurs de T1
diﬀérentes. Notons que pour des conditions identiques, la forme de la relaxation ne dépend pas
de la valeur du T1. Ainsi lorsque T1 évolue en température, les courbes correspondantes sont
simplement décalées, et restent superposables dans la représentation semi-logarithmique choisie.
La détermination de T1 devient plus complexe lorsque la nature et donc la forme de la
relaxation change en température. Par exemple, dans le cas où la relaxation devient inhomogène,
la forme 4.36 n’est plus observée (voir Fig. 4.9). On peut alors tenter d’ajuster la relaxation par
des lois de type exponentielle étirée pour rendre compte d’une distribution de valeurs de T1 (cf.
4.3.4).
Le caractère local de la RMN permet également de mesurer la dynamique dans une région
spéciﬁque du spectre. Ainsi, dans le cas d’un spectre composée de raies correspondant à diﬀérents
environnements pour la sonde, il est possible d’isoler la dynamique de chaque environnement.
4.3.3 Mesure de dynamique en µSR
Dans le cas d’un système dynamique, le champ magnétique local ﬂuctue sur le site du muon.
L’évolution temporelle de la polarisation dans un tel cas peut-être calculée à l’aide de plusieurs
modèles avec diﬀérentes approximations. L’approximation des collisitions fortes [142, 136, 143]
est généralement utilisée pour décrire les ﬂuctuations magnétiques. Dans ce modèle, le champ
magnétique local
−→
H loc(t) change de direction après un temps δt, avec un taux de probabilité ν, où
ν désigne physiquement la fréquence de ﬂuctuation du système, selon un processus stochastique
Markovien. Ce modèle décrit à la fois la situation pour laquelle le muon sonde des ﬂuctuations
magnétiques ainsi que des situations que l’on ne rencontrera pas ici où le muon change de position
dans la structure, en diﬀusant dans le matériau, par exemple dans le cuivre métallique.
Si l’on suppose que la distribution des champs locaux instantanée est convenablement décrite
par une distribution gaussienne, alors le muon se dépolarise suivant la fonction de Kubo-Toyabe
statique PKT(t) comme montré dans la partie 4.2.2, entre deux ﬂuctuations des champs locaux.
En appliquant le modèle des collisions fortes, on obtient la fonction de Kubo-Toyabe dynamique,
PDKT(t), qui s’exprime par :
PDKT(t) = e
−νtPKT(t)+νe
−νt
∫ t
0
PKT(t1)PKT(t− t1)dt1
+ ν2e−νt
∫ t
0
∫ t2
0
PKT(t1)PKT(t2 − t1)PKT(t− t2)dt1dt2 + · · · (4.38)
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Figure 4.10 – Gauche : Évolution de la fonction de Kubo-Toyabe dynamique pour différents régimes
de fluctuations, selon le rapport r = ν/γµ∆ (PDKT(t), éq. 4.38). Droite : Découplage de la relaxation
dans un régime dynamique de fluctuations rapides pour r = 20 sous champ longitudinal HLF (éq. 4.40).
Cette fonction n’a pas de forme analytique et doit être évaluée numériquement. Son évolution
pour diﬀérents régimes de ﬂuctuations, évalués par le rapport r = ν/γµ∆, est représentée sur
la ﬁgure 4.10. Pour ν = 0, on retrouve la fonction de Kubo-Toyabe statique. Dans le régime de
faibles ﬂuctuations, la queue 13 subit une légère relaxation et le minimum devient moins prononcé.
À l’opposé, dans le régime de fortes ﬂuctuations, la relaxation devient simplement exponentielle,
PDKT(t) ≃ e−νt. La queue 13 disparaît et le signal relaxe vers zéro aux temps longs, signe d’un
système dynamique.
En présence d’un champ extérieur longitudinal HLF, la relaxation peut-être approchée dans
le cas de ﬂuctuations rapides par l’expression suivante [144] :
PDL(t) = e
−Γ(t)t (4.39)
Γ(t)t =
2γ2µ∆
2
ω2L + ν
2
[
(ω2L + ν
2)νt+ (ω2L − ν2)(1− e−νt cos(ωLt)− 2νωLe−νt sin(ωLt)
]
(4.40)
où ωL = γµHLF est la pulsation de Larmor du muon. L’eﬀet du champ longitudinal sur cette
relaxation dynamique pour r = 20 est illustré sur la ﬁgure 4.10. Notons la diﬀérence de l’eﬀet
d’un même champ dans le cas d’une relaxation d’origine statique (Fig. 4.6) et dynamique (Fig.
4.10). Dans le cas statique, la polarisation est totalement découplée pour HLF ∼ 10∆ alors que
dans le cas dynamique choisi à r = 20, il est nécessaire d’appliquer un champ bien plus élevé,
HLF ∼ 200∆, aﬁn d’obtenir un découplage complet. Ces mesures de découplage permettent ainsi
de discriminer une relaxation d’origine statique et une relaxation d’origine dynamique.
4.3.4 Quelques expressions du temps de relaxation T1
Spectre d’excitation du système. Une expression simple du temps de relaxation spin-réseau
peut être obtenue dans la limite de fortes ﬂuctuations, dans le cadre de la théorie de Red-
ﬁeld [145, 127]. Elle suppose notamment que la fonction d’auto-corrélation de spin du système
est convenablement décrite par S(t) = 〈S(t)S(0)〉 = S2e−νt. La transformée de Fourier de cette
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Figure 4.11 – Dépendance de 1/T1 en fonction de la fréquence de fluctuation ν dans le cas d’un spectre
d’excitation lorentzien (éq. 4.41).
fonction donne alors un spectre d’excitations en fréquence lorentzien, d’où l’expression :
1
T µ1
=
2γ2µ∆
2ν
ν2 + γ2µH
2
LF
(4.41)
En µSR, les mesures de découplage permettent de vériﬁer la dépendance en HLF du taux de
relaxation, et donc de la forme du spectre d’excitation du système à basse énergie (γµHLF ∼
0.1 µeV). À partir de cette formule, on peut représenter l’évolution de 1/T1 en fonction de la
fréquence de ﬂuctuation du système ν (Fig. 4.11). On observe un maximum pour cette fonction
à la fréquence sondée νL = γµHLF. Cette évolution est communément observée dans un système
dans lequel les ﬂuctuations ralentissent en fonction de la température, avec l’apparition d’un pic
au passage d’une transition magnétique (voir Fig. 4.11).
Relaxation paramagnétique dans la limite haute température. Dans le régime de ﬂuc-
tuations rapides où ν ≫ νL, l’équation 4.41 indique que T1 ∼ ν. Dans le cas d’un isolant dans un
état paramagnétique, les ﬂuctuations paramagnétiques sont ﬁxées par la valeur de l’interaction
d’échange J , et le T1 devient indépendant de la température. Son expression exacte a été calcu-
lée explicitement par Moriya [146, 130] dans une limite de haute température, pour T ≫ J . En
notant z1 le nombre de spins sondés, ωe la fréquence d’échange déﬁnie par Moriya et z = 4 le
nombre de voisins magnétiques de la sonde, l’expression du T1 est :
1
T1
=
√
2πγ2g2A2hfS(S + 1)
3z1ωe
avec ωe =
J
~
√
2
3
zS(S + 1) (4.42)
Relaxation inhomogène. Expérimentalement, il existe de nombreux cas où la relaxation d’un
système ne peut être représentée à l’aide d’une seule expression du temps de relaxation : la re-
laxation est alors inhomogène. C’est le cas en RMN lorsqu’on travaille sur poudre non orientée et
où l’irradiation concerne plusieurs transitions en même temps. En µSR, on rencontre cette situa-
tion notamment dans le cas de systèmes dilués, présentant une distribution de champs spatiale
inhomogène. Bien qu’il existe plusieurs processus et situations responsables d’inhomogénéités
de la relaxation, celle-ci se traduit souvent expérimentalement par la mesure de relaxation en
exponentielle « étirée ». Cet eﬀet peut être facilement compris si l’on suppose qu’il existe une
76
II. Chapitre 4. Interactions locales
distribution des taux de relaxation λ selon une fonction de distribution ρ(λ) pour un système
dont la relaxation est en e−λt. La relaxation P (t) est alors donnée par :
P (t) =
∫ +∞
0
ρ(λ)e−λtdλ (4.43)
Pour une distribution gaussienne, ou n’importe quelle distribution suﬃsamment large, ce calcul
aboutit à :
P (t) = e−(λt)
β
(4.44)
Par exemple, dans le cas d’un système de spins dilués rencontrés pour les verres de spin AuFe et
CuMn [143], cette relaxation étirée est observée avec un exposant β = 0.5. L’eﬀet de l’exposant
β est illustré sur la ﬁgure 4.9.
4.4 Conclusions
En RMN, le noyau sonde son environnement magnétique par couplage hyperﬁn et éventuelle-
ment son environnement de charges par l’interaction quadrupolaire. La mesure du déplacement
des raies spectrales permet d’obtenir la susceptibilité magnétique intrinsèque des spins élec-
troniques. La position cristallographique de la sonde est connue mais il est nécessaire que le
matériau étudié contienne eﬀectivement un noyau de spin non nul, suﬃsamment sensible et ne
relaxant pas trop vite. Sonder le cuivre dans nos composés et par exemple quasiment impossible
sur toute la gamme de température d’intérêt. L’17O et le Cl sont par contre des sondes qui, dans
nos études, sont les plus pertinentes pour sonder la susceptibilité locale des plans kagome.
En µSR, le muon est en général couplé grâce à un Hamiltonien dipolaire. Grâce à sa po-
larisation en spin à 100%, cette technique permet de travailler en champ nul et oﬀre une très
grande sensibilité aux champs magnétiques internes (Hµ = 0.1 − 1000 G). Elle permet ainsi
de détecter de façon très ﬁne la présence de composante gelée dans les échantillons et d’accé-
der dans une large gamme de température à la dynamique en champ nul ou sous champ faible
(HLF = 0.1− 1 T) dans ces composés. Les états statiques montrent une dépolarisation vers une
valeur 1/3 de la valeur initiale, alors qu’un signal relaxant à zéro traduit la présence d’un état
dynamique. Par rapport à la RMN, pour laquelle la sonde doit obligatoirement se trouver dans
le matériau étudié, le muon peut être implanté dans tous types d’échantillons. En revanche la
position du muon est plus diﬃcilement accessible et son couplage dipolaire n’est en général pas
suﬃsant pour déterminer précisément la susceptibilité locale.
Ces deux techniques ont accès aux excitations de basse énergie du système et permettent
de suivre l’évolution des ﬂuctuations des moments électroniques dans une gamme typique de
1− 103 GHz dans les composés étudiés.
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Chapitre 5
Relaxation de spin sondée par µSR
dans les composés
Mg/Zn-herbertsmithite : influence des
substitutions
En diﬀraction de rayons X, l’intensité du signal mesuré est proportionnelle au carré du numéro
atomique de l’atome. Par conséquent, il existe très peu de contraste entre le signal du Cu et du Zn
étant donnée leur proximité dans le tableau périodique (ZCu = 29, ZZn = 30). Cette absence de
contraste complique considérablement la détermination des substitutions Cu/Zn dans le composé
Zn-herbertsmithite, en nécessitant l’emploi de plusieurs méthodes moins directes et suscitant le
débat. S’il existe aujourd’hui un consensus sur la présence de Cu2+ en position interplan dans un
intervalle de 15-30 % en fonction des échantillons, la présence de Zn2+ au sein du réseau kagome
est encore débattue.
Récemment, la synthèse d’une variante de l’herbertsmithite, Cu3Mg(OH)6Cl2 – que nous
dénommerons Mg-herbertsmithite –, où l’atome de Zn est remplacé par un atome de Mg, a
ouvert la voie à une meilleure caractérisation du taux de substitutions dans ces composés. En
eﬀet, l’atome de Mg (ZMg = 12) oﬀre un très bon contraste avec le Cu dans les mesures par
diﬀraction de rayons X.
Dans la première partie de ce chapitre, nous allons présenter l’évaluation du taux de substi-
tutions Cu/Mg au sein d’une série d’échantillons Cu4−xMgx(OH)6Cl2 de diverses compositions
x. L’approche utilisée consiste à coupler des résultats d’analyses structurales (diﬀractions de
rayons X), réalisées par nos collaborateurs R. H. Colman et al. et P. Strobel et al., d’analyses
chimiques (ICP) ainsi que de mesures d’aimantations et de RMN. L’utilisation des techniques
haut-champ pour saturer la réponse magnétique des défauts interplans sera abordée dans le cas
de mesures préliminaires de chaleur spéciﬁque réalisées au LNCMI à Grenoble.
Dans la seconde partie, nous décrivons une analyse de la relaxation de spin sondée en µSR
dans ces composés. En s’appuyant sur la détermination précédente des substitutions interplan
et intraplan dans ces échantillons, nous proposons une origine commune de la dynamique sondée
en µSR dans ces composés, et discutons les diﬀérentes modélisations possibles pouvant rendre
compte du spectre d’excitations du système.
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Figure 5.1 – Gauche : Évolution du cœfficience de Rietveld R en fonction du taux de substitution p
(avec x fixé à 1 et donc avec n = 3p) pour trois modèles : substitutions intraplan uniquement (rouge),
substitutions interplan uniquement (vert), substitutions intraplan et interplan (noir). Extrait de [147].
Droite : Évolution du cœfficience de Rietveld normalisé R/R(0) en fonction du taux de substitution p
pour une composition x fixée : x = 0.33 (carrés noirs), x = 0.65 (cercles bleus) et x = 0.75 (triangles
rouges). La ligne pointillée représente le niveau de confiance statistique autorisant un taux maximal de
p = 3 %. D’après [148].
5.1 Mg-herbertsmithite : vers un taux de défauts contrôlable
5.1.1 Évaluation du taux de substitution dans les composés Mg/Zn-herbertsmithite
La composition de chaque composé est donnée d’après la formule :
Cu4−xMx(OH)6Cl2 ≡ [Cu1−pMp]3 [M1−nCun] (OH)6Cl2 (5.1)
où M = (Mg, Zn), p est le taux de substitution dans le plan et n celui interplan. Chaque composé
est identiﬁé d’après sa stœchiométrie totale en élément M, x = 3p − n + 1. Nous détaillons ci-
dessous les quatre méthodes utilisées et leurs résultats permettant de déterminer la composition
de nos échantillons. Les résultats obtenus sont ensuite reportés dans le tableau 5.1.
Affinements structuraux par diffraction Dans les composés Zn-herbertsmithite, la diﬀrac-
tion de neutrons oﬀre a priori un meilleur contraste que les rayons X pour étudier les substitu-
tions Cu/Zn. Alors que de telles mesures eﬀectuées sur des poudres par M. A. de Vries et al. [61]
indiquent la composition (Cu0.91Zn0.09)3(Zn0.73Cu0.27)(OH)6Cl2 correspondant à des substitu-
tions à la fois sur le site interplan (27 %) et sur le site kagome (9 %), D. E. Freedman et al.
concluent eux seulement à la présence de Cu2+ en position interplan [147]. En fait, ces auteurs
montrent que des aﬃnements conventionnels ne permettent que diﬃcilement de distinguer entre
ces deux propositions. La bonne qualité de l’aﬃnement structural est jugée d’après une valeur
faible du coeﬃcient statistique de ﬁabilité pondéré de la méthode de Rietveld R. La ﬁgure 5.1
illustre l’évolution de R en fonction du taux de substitution p pour trois modèles : substitutions
intraplan uniquement, substitutions interplan uniquement, substitutions intraplan et interplan.
Un minimum est observé dans les deux derniers cas, sans pouvoir toutefois clairement discriminer
ces deux modèles. D. E. Freedman et al. concluent donc à la nécessité d’avoir recours à des tech-
niques d’analyses plus sensibles telle que la diﬀusion anomale de rayons X, qu’ils appliquent à un
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échantillon monocristallin pour lequel ils estiment la formule Cu3(Zn0.85Cu0.15)(OH)6Cl2 [147].
Rappelons que les mesures par RMN de l’17O dans un échantillon de poudre mettent au contraire
en évidence un taux de 5 % de Zn dans les plans.
Nous avons suivi ici une approche diﬀérente, en nous intéressant à une variante de la famille
des Zn-paratacamites, les Mg-paratacamite Cu4−xMgx(OH)6Cl2, dont les premières synthèses
ont été rapportées uniquement pour x ≤ 0.75 sous la forme de poudre polycristallines ainsi que
de monocristaux [148]. La structure des composés Mg-herbertsmithite s’avère très semblable à
celle du composé au Zn. Cette similarité n’est pas surprenante si l’on compare les valeurs très
proches des rayons ioniques de Mg2+ (r = 0.72 Å) à ceux de Cu2+ (r = 0.73 Å) ou Zn2+
(r = 0.74 Å) [149]. La géométrie du réseau kagome est préservée avec la présence de l’axe de sy-
métrie d’ordre 3 et une distance Cu–Cu dans le plan identique. L’angle Cu–O–Cu, qui détermine
l’interaction antiferromagnétique par superéchange, ne diﬀère que de 0.6 % et le comportement à
haute température de la susceptibilité conﬁrme une interaction antiferromagnétique équivalente
J ∼ −180 K.
Les études par diﬀraction de rayons X sur ces échantillons monocristallins avec x ≤ 0.75
suggèrent une dilution très faible voire inexistante dans les plans kagome. Les barres d’erreurs
expérimentales autorisent cependant une dilution dans le plan kagome jusqu’à 3 %. L’étude sta-
tistique à partir du coeﬃcient de Rietveld montre une dégradation de la qualité de l’aﬃnement
lorsque le taux de dilution dans le plan p est non nul (voir Fig. 5.1).
Plus récemment, nos collaborateurs ont étendu l’intervalle de composition accessible en syn-
thétisant des Mg-herbertsmithite proches de la composition stœchiométrique, x ∼ 1 [150], ainsi
que jusqu’à x ∼ 1.2 [151]. Un telle composition x > 1 impose nécessairement la dilution du plan
kagome, et a été rapportée parallèlement dans Zn-herbertsmithite [152]. Cette diﬀérence de stœ-
chiométrie entre les monocristaux et nos poudres pourrait être due aux conditions de synthèse
très diﬀérentes entre ces échantillons. En eﬀet, les poudres nécessitent des temps de synthèse de
l’ordre de 48h contrairement aux monocristaux qui ont été synthétisés sur des périodes beaucoup
plus longues de 45 semaines.
Les substitutions Cu/Mg ont été initialement évaluées d’après des aﬃnements de diagramme
de diﬀraction de rayons X à haute résolution, obtenus principalement à partir de sources synchro-
tron. Pour des compositions telle que 0.93 ≤ x ≤ 0.98, R. H. Colman et al. ont mis en évidence la
présence de spin interplans à hauteur d’environ 18 % ainsi que de lacunes dans le plan à hauteur
d’environ 5 % [150]. Ce résultat obtenu sur des poudres contraste avec ceux rapportés plus haut
sur des monocristaux de composition maximale x = 0.75.
L’analyse précise des taux d’occupation par diﬀraction de rayons X nécessite malgré tout des
données de haute résolution qu’il n’a pas été possible d’obtenir pour chaque échantillon étudié.
Nous avons donc couplé des mesures de diﬀractions de rayons X, réalisées par nos collaborateurs,
à des analyses chimiques (ICP), d’aimantation et de RMN aﬁn d’obtenir une convergence des
résultats et de conﬁrmer ainsi le niveau de substitutions Cu/Mg dans nos composés.
Analyses chimiques ICP-AES. L’analyse d’ICP-AES (Inductively Coupled Plasma - Ato-
mic Emission Spectrometry) permet de mesurer les masses des diﬀérents éléments chimiques pré-
sents dans un composé en comparant à des étalons l’intensité lumineuse aux longueurs d’ondes
spéciﬁque de chaque élément, émises lors de l’ionisation de l’échantillon par une ﬂamme très
chaude (∼ 8000 K). Cette analyse permet de déterminer précisément le rapport du nombre de
Cu par rapport aux Mg ou Zn pour un échantillon donné. Ceci ﬁxe donc indépendamment la
stœchiométrie Cu/Mg ou Cu/Zn notée x, qui peut éventuellement être utilisée comme contrainte
83
III. Chapitre 5. Mg-herbertsmithite : vers un taux de défauts contrôlable
Figure 5.2 – Aimantation M rapportée pour un Cu2+ en fonction du champ appliqué H dans Zn-
herbersmithite (carrés noir). La soustraction de la contribution provenant des spins du plan kagome
(droite bleue, χkag = cste) révèle la contribution des spins interplans (carrés rouges). Insert : Suscepti-
bilité macroscopique (carrés pleins) et locale (cercles vides) en fonction de la température. Le point bleu
situe la susceptibilité des plans kagome extraite de M. Extrait de [60].
pour certains aﬃnements de diagramme de rayons X en aidant à discriminer diﬀérents couples
d’occupations (p, n) des deux sites possibles.
Mesures d’aimantation. Aﬁn d’extraire la valeur du paramètre n associé aux défauts in-
terplans, l’aimantation totale M en fonction du champ appliqué H est phénoménologiquement
modélisée par :
M = nMsat tanh
(
gSµBH
kB(T + θ)
)
+ χkagH (5.2)
Le premier terme représente la réponse des spins interplans, Mdef , modélisée par une fonction de
Brillouin modiﬁée par l’ajout du terme θ prenant en compte le faible couplage de ces spins, avec
θ ∼ 1 K [60, 152]. Le paramètre constant Msat = NAgµBS représente l’aimantation à saturation
d’une mole de spin S = 12 , en prenant g = 2.2 d’après [74]. Le second terme correspond à la
réponse des spins du plan kagome, dont la forte valeur d’interaction conduit à une aimantation
linéaire en champ, soit une susceptibilité χkag constante dans cet intervalle de champ. Ainsi, dans
des champs magnétiques excédant les 10 T et à une température T ≤ θCW, on s’attend à saturer
la contribution des spins interplans à l’aimantation. Le développement de cette fonction dans
une limite bas champ donne une susceptibilité de Curie-Weiss, avec θ la température de Curie-
Weiss. Cette expression avait déjà permis l’évaluation du taux de défauts n dans les composés
Zn-herbertsmithite [60].
En supposant que l’aimantation d’un spin interplan soit complètement saturée pour H =
14 T, on peut alors directement soustraire la contribution linéaire χkagH aﬁn d’obtenir Mdef
(voir Fig. 5.2). La valeur à saturation de Mdef , nMsat, donne directement le taux d’occupation
n. Cette procédure est appliquée à plusieurs échantillons de composition variée (voir Fig. 5.3).
L’ajustement de Mdef(H) indique θ ∼ 1 K, en cohérence avec le couplage faible initialement
supposé. La comparaison entre la susceptibilité des plans χkag extraite dans ces mesures et celle
mesurée directement par RMN montre une diﬀérence d’un facteur 3 (voir Fig. 5.2, insert). Cette
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Figure 5.3 – Gauche : Réponse magnétique M des Cu2+ en fonction du champ appliqué, rapportée
à la valeur à saturation Msat = NAgµBS attendue pour une mole de spins S = 12 . Les droites sont des
ajustements linéaires pour H ≤ 12 T dont la soustraction à M donne la contribution des spins interplans
Mdef . Droite : Mdef pour différents échantillons. La valeur à saturation traduit le nombre de Cu2+ sur le
site interplan par formule.
surévaluation de la susceptibilité kagome pourrait être due à la réponse des défauts magnétiques
dans le plan.
La détermination de n par aimantation est en bon accord avec celle par rayons X (voir tableau
5.1). L’eﬃcacité de cette méthode d’analyse, initialement appliquée pour Zn-herbertsmithite et
corroborée par d’autres techniques, se voit donc conﬁrmée par cette étude d’une série de composés
Mg-herbertsmithite. Cette méthode permet donc de déterminer précisément le taux de dilution
interplan.
Dilution dans le plan kagome : mesures par RMN de l’17O. Les mesures de RMN à
partir de l’17O ont permis de révéler la présence de lacunes de spin au sein du réseau kagome dans
les composés Zn-herbertsmithite [68] (cf. 2.1.2 p30). Cette lacune est créée par le remplacement
d’un ion magnétique Cu2+ du réseau kagome par un ion non magnétique Zn2+, qui est responsable
d’un deuxième site d’17O alors couplé à un seul ion magnétique (voir Fig. 5.4). Dans un souci de
simpliﬁcation, des paramètres quadrupolaires identiques avaient été utilisés pour le site principal
et le site de défaut.
Nous avons reproduit cette analyse sur des échantillons de Mg-herbertsmithite de composi-
tions signiﬁcativement éloignées, x = 0.93 et x = 1.2. Les spectres obtenus, représentés ﬁgure 5.5,
sont directement comparés à un échantillon Zn-herbertsmithite de référence pour lequel x ∼ 1.
Le résultat principal de cette étude est la diﬀérence constatée entre les intensités spectrales des
sites de défauts des deux composés Mg x = 0.93 et x = 1.2, correspondant respectivement à 27.5
et 48.5 % de l’intensité totale. Comme un 17O sonde 4 atomes du plan, ces intensités permettent
de déduire un taux de dilution dans le plan, respectivement d’environ 7 et 12 %.
Par ailleurs, le nombre de Cu2+ interplan a été estimé par mesures d’aimantation pour
chaque composé et indique 28 % de spins interplans pour le composé x = 0.93 contre 18 % pour
le composé x = 1.2. En couplant ce résultat avec les mesures par RMN d’17O, on obtient les
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Figure 5.4 – Spectre RMN d’17O d’un composé Zn-Herbertsmithite avec x ∼ 1 obtenu par balayage
de champ (νref = 75.164 MHz) montrant deux sites d’17O : un site couplé à 2 Cu (rouge) et un site de
défaut couplé à 1 Cu et 1 Zn (vert). L’intensité spectrale d’un site permet d’évaluer le nombre d’17O
concerné.
compositions suivantes :
(Cu0.93Mg0.07)3(Mg0.72Cu0.28)(OH)6Cl2
(Cu0.88Mg0.12)3(Mg0.82Cu0.18)(OH)6Cl2
On constate que les taux de défauts interplan et intraplan dans ces composés sont anti-corrélés,
ce qui montre que le poids spectral RMN supplémentaire peut être légitimement attribué à une
lacune dans le plan et non à un défaut structural complexe impliquant un spin interplan seul.
Nous avons également pu constater que les paramètres utilisés pour ajuster les spectres des
composés Mg diﬀéraient légèrement de ceux utilisés pour le composé au Zn. Les paramètres
quadrupolaires sont quasiment identiques et reﬂètent la similarité de la structure de ces deux
composés déterminée par les études structurales. En revanche la position des singularités n’est
pas exactement la même (voir Fig. 5.5 gauche), traduisant un déplacement magnétique diﬀérent.
Ceci peut être attribué à une faible modiﬁcation de l’interaction d’échange moyenne (température
de Curie-Weiss) du fait de la variation du nombre de cuivre entre ces composés. Le poids spectral
pour H ≥ 13 T est plus élevé dans les composés Mg mesurés par rapport au spectre du composé
Zn de référence, et n’est pas totalement compris actuellement. Dans les deux composés Mg,
la dilution des plans est plus importante et pourrait nécessiter de devoir prendre en compte
un troisième site pour lequel la sonde d’17O serait couplée à deux Zn2+. Ce site aurait un
déplacement magnétique très faible voire nul et se positionnerait donc dans cette partie du
spectre. On peut également noter la présence d’une phase parasite non magnétique caractérisée
par une raie étroite et de déplacement magnétique nul dans cette région du spectre.
Résumé des résultats et conclusion. Les résultats obtenus à l’aide des méthodes précé-
dentes sont résumés dans le tableau 5.1. Les diﬀérentes techniques utilisées montrent globalement
une bonne cohérence dans l’évaluation des taux de substitution. En particulier, on peut noter
une concordance forte entre la détermination de n, le taux de spins interplans, par diﬀraction de
rayons X et par mesures d’aimantation dans le cas des composés x = 0.92, x = 1 et x = 1.21.
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Figure 5.5 – Gauche : Comparaison des spectres RMN d’17O entre un composé Mg (x = 0.93) et un
composé Zn (x ∼ 1). Le champ de référence H0 = 13.0226 T est indiqué par une ligne pointillée rouge.
Le site du défaut dans le composé Mg correspond à 27.5 % du total des 17O. Droite : Comparaison des
spectres RMN d’17O entre un composé Mg (x = 1.2) et un composé Zn (x ∼ 1). Le site du défaut dans
le composé Mg correspond à 48.5 % du total des 17O.
Ceci permet de valider a posteriori cette méthode d’analyse dans le cas des composés Zn/Mg-
herbertsmithite. On peut raisonnablement avoir conﬁance dans la détermination des taux de
substitutions sur les deux sites pour les composés x = 0.85 et x = 0.93 qui n’ont pas bénéﬁcié
de caractérisations aussi complètes que d’autres échantillons.
Ces résultats démontrent l’existence de substitutions à la fois interplans et intraplans dans
les composes Zn/Mg-herbertsmithite, ainsi que la possibilité d’obtenir des échantillons de com-
positions contrôlées en particulier pour les composés Mg-herbertsmithite. Cette démarche ouvre
la voie à une étude ﬁne de l’impact des défauts sur des quantités physiques distinctes des quan-
tités thermodynamiques principalement aﬀectées par les Cu2+ des sites interplans, telle que la
dynamique de spin.
Composé ICP Diﬀractiona M(H) RMN 17O
x = 3p− n+ 1 x x n p n p
Mg 0.55 - 0.55 0.45 0 0.5(1) -
Mg 0.84 0.84(1) 0.83b 0.287(4) 0 .041(1) - -
Zn 0.85 0.85(3) - - - 0.297(4) -
Mg 0.92 0.92(1) 0.91b 0.266(3) 0.063(1) 0.266(4) -
Mg 0.93 - - - - 0.282(4) 0.07(2)
Zn 1 1.00(7) 1.0(1) 0.27(6) 0.09(2) 0.217(5) -
Mg 1.21 1.25(3) 1.21(4) 0.15(1) 0.12(1) 0.186(4) -
Mg 1.2 - - - - 0.182(4) 0.12(2)
Table 5.1 – Résumé de la composition des échantillons de Zn/Mg-herbertsmithite.
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Figure 5.6 – Gauche : Évolution sous champ de la chaleur spécifique dans l’herbertsmithite compre-
nant à la fois la contribution intrinsèque et celle des spins interplans. Le comportement de la fonction
de Schottky pour 7 % de spins interplans est représenté aux champs correspondants (lignes). Droite :
Comportement intrinsèque de la chaleur spécifique des spins du plan kagome dans l’herbertsmithite pour
H = 28 T. Les données suggèrent une loi de puissance.
5.1.2 Chaleur spécifique en champ intense : un moyen pour s’affranchir des
défauts ?
Nous présentons ici une étude entamée au LNCMI 1 à Grenoble et qui nous semble être une
voie prometteuse pour contourner l’impact des défauts interplans sur les données de chaleur
spéciﬁque. Malheureusement, cette étude n’a pas pu être menée à son terme dans le cadre de
cette thèse pour des raisons techniques.
Les mesures d’aimantation et de susceptibilité constituent deux exemples qui montrent que
la réponse des spins interplans rend la détermination de la contribution intrinsèque aux plans
kagome non triviale. Ces spins faiblement couplés aﬀectent également les mesures de chaleur
spéciﬁque dans lesquels ils contribuent sous la forme d’une anomalie de Schottky, qui s’exprime
selon :
CSchottky = R
(
∆
T
)2 e∆/T(
1 + e∆/T
)2 (5.3)
Cette anomalie traduit la chaleur spéciﬁque d’un système à deux niveaux d’énergie, et modélise
par exemple le comportement de spins S = 12 libres dans un champ magnétique. La séparation
en énergie entre les deux niveaux kB∆, correspond alors à l’énergie Zeeman, soit kB∆ = gµBH.
L’évolution en température de cette fonction se caractérise par un large pic en C(T )/T , centré
vers une température T ∼ 0.31∆ ≃ 0.46H.
Dans le cas de l’herbertsmithite, il semble que cette anomalie apparaisse également en champ
nul [61]. Pour 1 ≤ H ≤ 9 T, ∆ est dominée par l’énergie Zeeman . Elle a aussi été observée
dans des situations plus complexes, comme dans Y2BaNiO5 [153], où des substitutions de Zn
induisent des défauts magnétiques responsable de ces systèmes à deux niveaux. Cette réponse
masque encore une fois la contribution intrinsèque des plans kagome à basse température. Nous
avons donc envisagé l’application d’un champ magnétique encore plus élevé aﬁn de repousser
a. La composition des composés Mg est déterminée par diffraction de rayons X, celle des composés Zn par
diffraction de neutrons [61].
b. La contrainte par la mesure ICP améliore sensible l’affinement.
1. Laboratoire National des Champs Magnétiques Intenses
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cette anomalie à plus haute température et révéler ainsi la chaleur spéciﬁque kagome pour
T → 0.
Le résultat de ces mesures est représenté sur la ﬁgure 5.6 pour un champ appliqué maximal
de 28 T. Pour H = 10 T, on distingue clairement la contribution de Schottky avec un pic marqué
vers T ∼ 3.6 K dans la chaleur spéciﬁque totale. Pour des champs plus élevés, l’anomalie est
repoussée à plus haute température en s’élargissant considérablement comme attendu d’après
l’équation 5.3. Pour le champ maximal, H = 28 T, la contribution de l’anomalie et des phonons
pour T ≤ 5 K sont négligeables par rapport à la chaleur spéciﬁque totale qui représente donc le
comportement intrinsèque des spins du plan kagome sous champ. Son évolution en température
peut être ajustée par la loi de puissance C = γTα dans l’intervalle 2.2 ≤ T ≤ 4.5 K. Le meilleur
ajustement donne α ∼ 1.2(1), en accord avec l’exposant α = 1.3 rapporté pour H = 9 T en
soustrayant l’anomalie de Schottky [61]. Le fait d’imposer un comportement linéaire (α = 1)
conduit à une valeur de γ ∼ 60 mJ/K2/mol Cu. J. S. Helton et al. rapporte la valeur γ =
240(20) mJ/K2/mol Cu dans le cas de mesure en champ nul pour 0.1 ≤ T ≤ 0.4 K [59], donc
sans tenir compte de la contribution extrinsèque des spins interplans. De futures mesures à plus
basse température seront nécessaires pour assurer ce résultat.
L’évolution en loi de puissance de la chaleur spéciﬁque est cohérente avec un modèle de liquide
de spin algébrique. Si un comportement en T 2 est attendu en champ nul [30], ce comportement
peut évoluer vers une loi linéaire en T lorsque l’on considère l’eﬀet du champ magnétique sur
les spinons [32]. Ce résultat ne montre en revanche pas de gap comme attendu pour un liquide
de spin gappé ou un état VBC. Cette aﬃrmation est toutefois à nuancer dans le cas de lacunes
de spin dans le plan. Le couplage entre un spinon et une impureté pourrait donner lieu à une
réduction du gap dans une phase liquide [72], ainsi qu’à sa suppression dans une phase VBC où
la présence de lacunes de spin mènerait plutôt à un état VBG (Valence Bond Glass) avec une
chaleur spéciﬁque linéaire en température [79].
Notons ﬁnalement que la température critique Tc de la transition sous champ détectée en
RMN (cf. 2.1.3) évolue en loi de puissance telle que Tc ∼ (H − Hc)δ, avec Hc = 1.5(3) T et
δ = 0.6(1) [71]. Si cette loi se conﬁrme à plus haut champ, elle devrait mener à une température
critique Tc = 1.2(2) K pourH = 28 T. Ces premières mesures de chaleur spéciﬁque ne descendent
qu’à T ∼ 2 K et ne permettent donc pas d’étudier cette transition.
5.2 Un état liquide de spin dans Mg-herbertsmithite
Les mesures de µSR en champ nul et sous champ longitudinal (HLF) à la température de
base, T = 50 mK, sont représentés sur la ﬁgure 5.7. Un champ longitudinal appliqué de 10 G
suﬃt à découpler environ 50 % de la relaxation P (t), tandis que sous 100 G elle est presque
totalement découplée. L’évolution de P (t) sous champ permet d’aﬃrmer que la partie découplée
est bien d’origine statique et correspond à un champ magnétique sondé en champ nul d’une
intensité faible, de l’ordre de Hµ ∼ HLF/10 = 10 G.
Ce champ provient des spins nucléaires environnants, statiques à l’échelle du temps de vie de
2.2 µs du muon, et responsables de la forme particulière de la relaxation, en tout point similaire
à celle déjà observée pour Zn-herbertsmithite [58] :
Pnucl(t) = fPOH(t)e
−(γµ∆OHt)
2/2 + (1− f)PCl(t) (5.4)
Cette forme de relaxation se justiﬁe par la présence de deux sites possibles pour le muon, près
des centres de charges négatives du groupe OH− ou bien de l’ion Cl−, avec des environnements
diﬀérents et donc une relaxation associée diﬀérente. L’origine de l’expression POH ainsi que les
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Figure 5.7 – Gauche : Polarisation en champ nul et sous champ longitudinal 10 ≤ HLF ≤ 2500 G dans
Mg-herbertsmithite (cercles). La ligne noire représente un ajustement en champ nul pour un modèle à
deux sites (OH et Cl). Droite : Comparaison des polarisations en champ nul pour Mg-herbertsmithite à
haute (4 K) et basse température (0.05 K). À T = 0.05 K, les spins électroniques sont toujours dans un
état fluctuant, comme le montre la similarité entre les deux polarisations.
paramètres physiques associés sont détaillés au chapitre 4 (p70). Rappelons seulement ici que
cette expression est spéciﬁque au site OH, où le muon forme un complexe [µ–O–H]. La relaxation
sur le site Cl est modélisable par une fonction de Kubo-Toyabe PCl(t).
Les paramètres obtenus responsables de la polarisation Pnucl(t) de ce nouveau composé
Mg-herbertsmithite sont semblables à ceux rapportés pour Zn-herbertsmithite, en adéquation
avec la parfaite similarité structurale de ces deux composés kagome. Les meilleurs paramètres
d’ajustement obtenus sont : f = 0.75(5), ωOH = 0.66(2) rad/µs soit un champ sur le site du
muon Hµ = 7.8(3) G, et des valeurs typiques de distributions de champ dipolaire nucléaire :
∆OH = 1.6(2) G et ∆Cl = 2.7(5) G.
Il est intéressant de noter que l’oscillation bien déﬁnie de POH permet de remonter à une
valeur de champ dipolaire sur le site du muon Hµ et par là même de déﬁnir une distance dµ−H
entre le muon et l’atome d’hydrogène telle que :
dµ−H =
(
µ0
4π
~γµγH
ωOH
)1/3
= 1.5 Å (5.5)
La valeur de dµ−H oﬀre la possibilité de pouvoir localiser assez précisément le muon dans la
structure, au sein d’une région sphérique dont le rayon est ﬁxé par dµ−H. Comme environ 75 %
des muons s’arrêtent eﬀectivement près d’un groupement OH−, cette information est particuliè-
rement utile et permettra notamment dans la suite d’estimer le champ dipolaire dû aux spins
électroniques attendu.
La polarisation totale P (t) contient également une partie qui n’est pas découplée sous HLF =
2500 G (Fig. 5.7). Ce signal faiblement relaxant est donc d’origine dynamique – induit par les
ﬂuctuations des spins électroniques du système – et est simplement modélisé par une exponen-
tielle décroissante.
La relaxation étant très faible, il n’est pas possible de clairement identiﬁer les contributions
respectives des deux sites de muons. La relaxation dynamique est donc modélisée par une unique
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Figure 5.8 – Gauche : Polarisations du muon sous 100 G sélectionnées pour des températures caracté-
ristiques pour l’échantillon Mg-herbertsmithite x = 0.92. Les lignes sont des ajustements en exponentielle
étirée, dont sont extraits les taux de relaxations . Droite : Taux de relaxation en fonction de la tempéra-
ture.
exponentielle étirée e−(λt)
β
pour les deux sites (0.7 ≤ β ≤ 1.3). La polarisation totale en champ
nul est donc représentée par :
P (t) = Pnucl(t)e
−(λt)β (5.6)
Cette polarisation reste identique entre 4 K et 0.05 K, hormis une légère diﬀérence de relaxa-
tion électronique. Aucune perte de polarisation ni aucune augmentation notable de la relaxation
n’apparaît et ce, même à très basse température. À T = 50 mK, P (t) reste dominée par les
champs nucléaires, avec les spins électroniques S = 12 dans un état complètement ﬂuctuant,
démontrant ainsi sans ambiguïté un comportement de type liquide de spin pour les composés
Mg-herbertsmithite avec x ∼ 1.
Nous allons dans la suite nous intéresser plus particulièrement à la réponse dynamique induite
par les spins électroniques, sondée par le taux de relaxation λ.
5.3 Étude de la dynamique de spin en température
Sous un champ longitudinal appliqué de 100 G, la contribution statique est découplée (Pnucl(t) =
1) et le taux de relaxation λ = 1/T µ1 est directement obtenu d’après l’équation P (t) = e
−(λt)β .
Un exemple d’évolution en température de P (t) ainsi que de λ sont montrés sur la ﬁgure 5.8.
L’évolution de λ en température a été mesuré pour une série d’échantillons Zn/Mg-herbertsmithite
de composition x variée, avec des taux de substitutions diﬀérents, et est représentée sur la ﬁgure
5.9.
Les 1/T µ1 extraits suivent une tendance similaire pour toute la série d’échantillons sondés,
laissant supposer une origine physique commune. Pour T ≥ 2 K, 1/T µ1 est faible et constant
en température, comme attendu pour un régime paramagnétique où la relaxation est dominée
par des ﬂuctuations magnétiques. Vers T ∼ 1 − 2 K, 1/T µ1 subit une augmentation avant de se
stabiliser à une valeur constante pour T → 0 (T ≥ 30 mK). Cette augmentation du 1/T µ1 traduit
un ralentissement de la dynamique mais de très faible ampleur comparé à celui attendu dans le
cas d’une transition vers un état ordonné par exemple où les variations de 1/T µ1 sont de plusieurs
ordres de grandeur. À plus basse température, le plateau de relaxation observé traduit la persis-
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Figure 5.9 – Taux de relaxation en fonction de la température pour des composés Zn/Mg-
herbertsmithite de composition x variée.
tance de ﬂuctuations au sein du système, par opposition au cas d’une transition conventionnelle
où le 1/T µ1 diminuerait. Par ailleurs, l’analyse de P (t) en champ nul à T = 50 mK a déjà écarté
l’éventualité de tout gel magnétique, on ne peut donc pas attribuer ce léger ralentissement des
ﬂuctuations à une transition magnétique.
Cette relaxation observée en µSR contraste avec l’évolution en loi de puissance 1/T1 ∼ T 0.7
des spins du plan kagome sondée par RMN de l’17O et apparaît donc incompatible, nécessitant
une meilleure compréhension. S’il existe bien une similarité dans la dépendance en température
de la relaxation parmi nos échantillons, ils se distinguent clairement de par la valeur du plateau
de relaxation. Connaissant désormais précisément les taux de défauts Cu/Mg(Zn) au sein de la
série d’échantillons, une meilleure compréhension de cette relaxation est envisageable.
Origine de la relaxation. Comme les taux de relaxation sur les plateaux (T → 0) varient
suivant les échantillons, il est naturel de chercher à les relier à ce qui diﬀérencie eﬀectivement
ces échantillons. D’après nos analyses précédentes, on sait qu’ils diﬀèrent en particulier par leurs
niveaux de dilution des plans kagome p, ainsi que par le nombre de cuivres en position interplan
n. Les valeurs de λ pour T → 0, λ0, en fonction de ces deux quantités sont illustrées séparément
ﬁgure 5.10. En s’appuyant sur ces résultats, on peut suggérer trois scénarios a priori possibles
quant à la source principale de la relaxation du muon :
– (1) Spins interplans. La ﬁgure 5.10 démontre une proportionnalité entre λ0 et n pour
n < 0.3, où λ0 croît lorsque n augmente. Ceci laisse supposer une inﬂuence directe des
défauts interplans sur la relaxation, avec une absence de relaxation dans l’hypothétique
cas d’un taux de cuivre interplan nul (λ0(n)→ 0 quand n→ 0).
– (2) Effet direct des lacunes du plan kagome. À l’inverse λ0 décroît lorsque p, le taux de
défauts intraplan, croît. Les lacunes de spins du plan peuvent donc être écartées comme
source directe possible de la relaxation.
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Figure 5.10 – Comportement de λ0 en fonction du taux de défauts interplan n (gauche) et de celui
intraplan p (droite).
– (3) Spins du plan kagome. En revanche, il est envisageable que la relaxation provienne d’un
phénomène physique associé à un plan kagome parfait. Dans ce scénario, une dilution plus
importante du réseau – c’est-à-dire lorsque p augmente – pourrait aﬀaiblir la relaxation et
donc diminuer la valeur λ0 comme constatée expérimentalement.
Si les scénarios (1) et (3) restent donc tous les deux envisageables, nous allons exposer dans
la suite une série d’arguments en faveur de l’hypothèse (1) qui montrent que le muon est couplé
de façon dominante aux spins interplans.
5.4 Le muon : une sonde couplée au spin interplan
5.4.1 Susceptibilité locale
L’évolution en température de la susceptibilité locale vue par le muon, Kµ, est représentée
sur la ﬁgure 5.11. Celle-ci se comporte de la même façon que la réponse magnétique associée
au cuivre interplan, à savoir selon une susceptibilité de type Curie-Weiss, avec une température
de Curie-Weiss faible θCW ∼ 1 K, alors que la susceptibilité des spins du plan kagome a un
comportement opposé lorsque T diminue.
La constante de couplage Aµ du muon peut être extraite de la pente de Kµ en fonction de
χmacro, qui est dominée par la susceptibilité d’un spin interplan dans cette gamme de tempéra-
ture. La valeur obtenue, Aµ = 0.08 T/µB , est d’une intensité comparable à celle attendue pour
une interaction essentiellement dipolaire avec un spin S = 12 interplan. L’évolution de K
µ(T )
ainsi que cette valeur de couplage montre que le muon sonde principalement le magnétisme as-
socié au spin interplan.
5.4.2 Temps de relaxation spin-réseau T µ1 à haute température
Les techniques de RMN et de µSR permettent toutes les deux d’avoir accès à la même
quantité physique, le temps de relaxation spin-réseau T1. Dans l’hypothèse où le muon serait
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Figure 5.11 – Gauche : Susceptibilité locale Kµ mesurée par µSR en fonction de la température [154].
Droite : Ajustement linéaire de Kµ en fonction de χmacro.
couplé aux spins du plan kagome, nous pouvons donc comparer les valeurs des T1 sondés en
RMN et en µSR. Connaissant les deux constantes de couplage Aµ et A17hf , respectivement pour
le muon et la sonde d’17O, la formule suivante estime le temps de relaxation T µ1 attendu d’après
les mesures de RMN d’17O :
1
T µ1
=
1
T1
(
γµAµ
γ17n A
17
hf
)2
(5.7)
En prenant en compte la valeur à haute température de T 171 = 2.2 ms, ainsi que le couplage
A17hf = 7.0 T/µB [68], la formule ci-dessus donne une limite supérieure pour 1/T
µ
1 telle que
1/T µ1 ≤ 3 · 10−5 µs−1, ce qui est environ 150 fois plus faible que la valeur eﬀectivement mesurée
1/T µ1 ∼ 5 · 10−3 µs−1. Ceci suggère donc une source diﬀérente de relaxation pour chaque sonde,
où l’17O serait sensible aux spins du plan kagome tandis que le muon serait plutôt sensible aux
spins interplans.
Dans le régime paramagnétique pour T ≥ 2 K, la valeur constante est théoriquement connue
d’après la formule de Moriya [146], et ﬁxée d’après le couplage J ′ du spin sondé avec ses proches
voisins du plan kagome. Connaissant la valeur de 1/T µ1 à haute température, nous procédons en
sens opposé en déterminant cette constante de couplage J ′ entre le cuivre interplan et ses six
proches voisins du plan kagome. La formule utilisée (voir chapitre 4 p76) est :
1
T µ1
=
2γ2µH
2
µn
ν
avec ν =
J ′
~
√
4zS(S + 1)
3π
(5.8)
Le champ ﬂuctuant sur le site du muon est estimé d’après la constante de couplage Aµ déterminée
précédemment tel que Hµ = gAµ
√
S(S + 1)/3 = 880 G. Le facteur n provient de la dépendance
linéaire issue de notre modèle (éq. 5.11). En prenant la valeur 1/T µ1 ∼ 5 · 10−3 µs−1, une valeur
moyenne pour n de 0.22 et un nombre de spins plus proches voisins z = 6, on obtient un couplage
J ′ ∼ 3 K.
Cette valeur se compare assez naturellement à l’ordre de grandeur vraisemblable de l’échange
interplan présent dans le composé parent de l’herbertsmithite, la clinoatacamite Cu2(OH)3Cl où
tous les sites Zn/Mg sont occupés par du Cu, donné par la température de transition magnétique
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Figure 5.12 – Gauche : Valeur du plateau de relaxation en fonction du nombre n de spins interplan.
La dépendance est linéaire pour des taux faibles de défauts n < 0.3. Le point gris est extrait de [152].
Droite : Taux de relaxation en fonction de la température pour quelques échantillons.
de ce composé TC = 6 K [56]. Notons que des calculs de DFT couplés à des calculs d’ondes
de spin suggèrent un couplage interplan J ′ ∼ 0.1J dans ce composé [155]. Cette valeur de
relaxation à haute température est donc compatible avec un mécanisme de relaxation impliquant
le renforcement des corrélations entre plans voisins via J ′.
5.4.3 Évolution de la relaxation en fonction de la concentration en spins
interplans
Dilution faible. Le comportement linéaire de λ0(n) peut s’interpréter dans un modèle simple,
où, du fait du taux relativement faible de défauts interplans n < 0.3 d’une part, et de par la
distance importante entre sites Zn (6.12 Å) d’autre part, le système reste dans une limite diluée.
On peut donc se placer dans l’hypothèse extrême où il existerait seulement deux sites dynamiques
pour le muon avec deux taux de relaxation distincts (λ1 et λ2), un près d’un cuivre interplan
(λ1) occupé par une fraction n des muons et autre loin du défaut occupé par la fraction restante
1− n (λ2). La polarisation totale sous champ devient alors :
P (t) = ne−λ1t + (1− n)e−λ2t (5.9)
Dans l’hypothèse où la relaxation due au spin interplan domine l’éventuelle contribution des
plans kagome, on a λ2 → 0. De plus, cette relaxation reste expérimentalement de valeur faible,
d’où λ1t≪ 1. Suivant ces approximations, l’expression de la polarisation devient :
P (t) ≃ n(1− λ1t) + (1− n) (5.10)
≃ 1− nλ1t
P (t) ≃ e−nλ1t (5.11)
On obtient ainsi un taux de relaxation λ0(n) = nλ1, expliquant la linéarité de λ0(n) (Fig.
5.12). L’extrapolation à zéro de λ0(n) lorsque T → 0 constitue un argument fort en faveur d’un
couplage dominant entre le muon et le spin interplan.
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Figure 5.13 – Gauche : Évolution du taux de relaxation pour T → 0 dans le régime de faible et forte
dilution. Droite : Schéma de la structure de l’herbertsmithite illustrant le nombre de voisins d’un site
interplan.
Dilution élevée. Pour des taux de substitutions interplans plus élevés n ≥ 0.3, on constate une
déviation du comportement linéaire de λ0(n), avec une évolution plutôt représentée par n2. Cette
déviation peut être comprise en invoquant un mécanisme de relaxation impliquant nécessairement
la présence de deux spins interplans proches voisins, contrairement au cas précédent de dilution
faible. La probabilité que le muon soit implanté près d’un spin interplan est toujours n, mais il
faut à présent considérer la présence ou non d’un défaut magnétique parmi les six sites interplans
voisins (voir Fig. 5.13). La probabilité Pi de chaque conﬁguration possible à i voisins magnétiques
(0 ≤ i ≤ 6) est donnée d’après la loi binomiale en supposant une répartition aléatoire des défauts.
Chaque conﬁguration est aﬀectée d’un taux de relaxation λi qui reste faible, et permet donc de
réaliser l’approximation précédente pour exprimer le taux de relaxation total moyen :
〈λ〉 =
∑
i
Piλi (5.12)
Notons que dans ce modèle on considère la relaxation uniquement lorsqu’il existe au moins un
voisin magnétique, ce qui impose la condition P0 = 0. Si l’on suppose pour simpliﬁcation une
valeur unique du taux de relaxation λi = λ1, l’expression précédente devient :
〈λ〉 = nλ1
6∑
i=1
(
6
i
)
ni (1− n)6−i (5.13)
Le résultat, montré ﬁgure 5.13, permet de représenter convenablement le comportement du taux
de relaxation mesuré pour des fortes dilutions n ≥ 0.3.
Conclusion. Finalement, d’après les arguments énoncés ci-dessus, nous proposons que le muon
soit principalement sensible au comportement dynamique du spin interplan, créé par un échange
Cu/Mg(Zn). Dans ce contexte, le ralentissement des ﬂuctuations en dessous de T = 1 ∼ 2 K
pourrait être attribué au renforcement des corrélations entre plans kagome au travers de l’inter-
action d’échange J ′. Le fait que ces spins interplans soient suﬃsamment éloignés et que la valeur
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Figure 5.14 – Évolution du temps de relaxation spin-réseau T µ1 sous champ, avec un spectre d’excita-
tions lorentzien.
de la longueur de corrélation soit faible dans ce système n’autorisent pas le gel magnétique de
ces spins même pour T ≪ J ′.
L’évolution du taux de relaxation λ0 en fonction de n à forte dilution suggère l’existence
d’un couplage entre deux défauts interplans, selon un processus encore indéterminé qui pourrait
impliquer des spins du plan kagome. La dynamique sondée par le muon, bien que transmise
par ce défaut, pourrait alors traduire de façon subtile un comportement physique issu des plans
kagome.
5.5 Vers une interprétation de la relaxation
Aﬁn de mieux comprendre le processus de relaxation sondé par le muon, nous avons étudié
l’évolution de la relaxation en fonction du champ longitudinal appliqué HLF. L’application du
champ HLF (HLF ≤ 0.25 T) permet de sonder le spectre d’excitations du système S˜(ω) à basse
énergie (ω = γµHLF). On s’intéresse dans la suite à la dynamique dans le régime de ﬂuctuations
à basse température, pour T ≤ 1 K. La relaxation à plus haute température, dans le régime
paramagnétique, est trop faible pour pouvoir extraire de façon précise la dépendance de T µ1 en
fonction de HLF.
Le spectre d’excitations du système se déduit de la fonction d’auto-corrélation de spin en
temps S(t) = 〈S(t)S(0)〉. Dans le modèle le plus simple, cette fonction de corrélation est modé-
lisée par S(t) = S2e−νt, et le spectre obtenu est lorentzien, aboutissant à la variation du taux
de relaxation λ1 avec le champ HLF :
λ1 =
2γ2µH
2
fluctν
ν2 + γ2µH
2
LF
(5.14)
oùHfluct est le champ ﬂuctuant présent sur le site du muon et perpendiculaire au champ appliqué,
et ν la fréquence de ﬂuctuations du système. Un telle expression représente en fait très mal la
dépendance du T µ1 en HLF dans le régime de basse température (Fig. 5.14). De plus, le champ
ﬂuctuant déduit, Hfluct ∼ 20 G, est trop faible par rapport à l’estimation minimale obtenue
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Figure 5.15 – Évolution du temps de relaxation spin-réseau T µ1 sous champ, avec un spectre d’excita-
tions lorentzien en considérant une polarisation du spin interplan par le champ appliqué.
d’après la localisation probable du muon (cf. partie 5.2) qui donne une valeur minimale plutôt
de l’ordre de 200 G.
Nous exposons dans la suite deux scénarios physiques pour justiﬁer à la fois des faibles valeurs
de λ1 constatées ainsi que de l’évolution de la relaxation sous champ.
Effet de polarisation des spins interplans sous champ. En supposant eﬀectivement un
spectre d’excitation lorentzien S˜(ω), l’évolution de T µ1 sous champ peut être comprise en consi-
dérant l’eﬀet du champ externe HLF sur les spins interplans.
En eﬀet, par eﬀet Zeeman, les spins S = 12 des Cu
2+ vont avoir tendance à se polariser dans
la direction commune du champ et de la polarisation initiale des muons, réduisant de fait le
champ ﬂuctuant Hfluct. La polarisation d’un spin interplan faiblement couplé est modélisée dans
une approche de champ moyen par une fonction de Brillouin prenant en compte les interactions
par le terme θ, déjà détaillée précédemment, selon la forme µB tanh [gµBSHLF/kB(T + θ)]. Le
moment ﬂuctuant est donc :
mfluct = µB
(
1− tanh
[
gµBSHLF
kB(T + θ)
])
(5.15)
Le moment d’un spin S = 12 , m = µB, est donc remplacé par m
fluct. Le champ ﬂuctuant est ainsi
réduit par rapport au champ sur site en champ nul Hµ, selon Hfluct = mfluctHµ/µB. Le champ
ﬂuctuant Hµ est ﬁxé d’après la constante de couplage Aµ déterminée précédemment. L’équation
5.14 devient à présent :
λ1 =
2γ2µH
2
µν
ν2 + γ2µH
2
LF
(
1− tanh
[
gµBSHLF
kB(T + θ)
])2
(5.16)
Les ajustements réalisés à partir de cette nouvelle fonction, pour des échantillons à faible dilution
telle que 1/T µ1 = nλ1, sont représentés ﬁgure 5.15. Bien que cette approche ne mène visiblement
pas à des ajustements parfaits, elle permet toutefois de représenter la dépendance de T µ1 en
champ pour les trois échantillons sondés, à partir d’un champ ﬂuctuant ayant un sens physique
98
III. Chapitre 5. Mg-herbertsmithite : vers un taux de défauts contrôlable
0.00 0.05 0.10 0.15 0.20 0.25
20
30
40
50
60
70
80
90
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
HLF =  /  (T)
 Mg
1.21
 Zn
1
 Mg
0.84
 
 
 
 
T 1
 (
s)
T = 50 mK
 S( ) en loi de puissance
 
 
 S
(
)
 S( ) = -0.63
Figure 5.16 – Évolution du temps de relaxation spin-réseau T µ1 sous champ, avec un spectre d’excita-
tions en loi de puissance.
et avec seulement deux paramètres partagés : ν = 100± 20 GHz, fréquence typique d’un régime
paramagnétique correspondant à un couplage de ∼ 1 K, et θ = 0.7±0.2 K en accord à la fois avec
les mesures d’aimantation précédentes et avec l’échelle d’énergie de 1 K observée en dynamique
lorsque les ﬂuctuations ralentissent.
Dynamique critique. En s’inspirant des modèles développés par A. Keren et al. dans le cas
du composé pyrochlore Tb2Ti2O7 [156], on peut envisager une fonction d’auto-corrélation de
spin en temps non exponentielle, plutôt en loi de puissance de la forme S(t) ∼ (1/t)1−α, le
spectre d’excitations obtenu par transformée de Fourier de la fonction d’auto-corrélation S(t)
donne T µ1 ∼ ωα. Dans cette approche, l’évolution de T µ1 en champ est modélisée par :
T µ1 = T
0
1 (n) +A · ωα (5.17)
où T 01 (n) est la contribution à la relaxation pour ω = 0 variant suivant les échantillons. Les
ajustements sont bien meilleurs dans cette approche, et déterminent une valeur de α = 0.63 (Fig.
5.16). Cette valeur singulière peut être comparée aux mesures de la susceptibilité dynamique χ′′
par diﬀusion de neutrons [69], même si les fréquences sont très diﬀérentes. Les auteurs de cet
article supposent une relation particulière pour χ′′, du type χ′′Tα ∼ (T/ω)α tanh(ω/βT ) avec un
exposant α = 0.66. D’après la relation de ﬂuctuation-dissipation, le T µ1 sondé en µSR s’exprime
directement en fonction de χ′′ suivant 1/T1 ∼ kBTχ′′/ω (cf. chapitre 4 p72). Dans la limite
des faibles fréquences accessibles en µSR, la loi proposée donnerait ici 1/T µ1 ∼ ω−α. L’exposant
déterminé par µSR, α = 0.63, est donc en bon accord avec la valeur rapportée par diﬀusion
de neutrons. Bien que la compréhension physique d’une telle loi ne soit pas encore clairement
établie, nous discutons dans la suite de pistes de réﬂexion dans le cadre de notre interprétation.
L’origine physique de cette loi particulière pourrait provenir d’une distribution de valeurs
de couplages, de la forme P (J) ∼ 1/Jα, comme invoquée pour des systèmes désordonnés tels
que le composé fermions lourds Ce(Ru0.5Rh0.5)2Si2 [157, 158]. Dans notre cas, cette distribution
de couplages pourrait concerner le couplage faible entre spins interplans et résulter des mul-
tiples conﬁgurations possibles à plusieurs voisins. Par ailleurs, on pourrait se poser la question
de la dimension eﬀective d’un tel système de spins interplans faiblement connecté. Ces spins
étant structuralement assez éloignés, ainsi qu’en relativement faible quantité, il est possible qu’il
n’existe souvent qu’un unique plus court chemin d’interaction entre deux spins interplans. Ainsi,
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la dynamique associée à cet ensemble de spins pourrait peut-être se rapprocher de celle d’un
système unidimensionnel, dans lequel un spectre d’excitations en loi de puissance a également
été observé [159].
La seconde hypothèse pour expliquer l’origine physique de cette loi provient de l’existence
d’un régime quantique critique. Elle a en eﬀet été attribuée à la proximité d’une transition de
phase quantique dans le verre de spins La1.96Sr0.04CuO4 [160]. L’hypothèse d’un régime critique
pourrait évidemment s’appliquer au cas de l’herbertsmithite où la valeur de l’interaction de
DM localise ce système proche d’un point critique quantique. Les modèles de liquides de spin
algébriques sont aussi sans doute susceptibles de générer de telles ﬂuctuations. Dans ce scénario,
la dynamique du plan kagome serait sondée de façon indirecte par un mécanisme qui reste à
élucider, par l’intermédiaire du couplage entre deux spins interplans dont le chemin d’échange
fait eﬀectivement intervenir les spins du plan (voir Fig. 5.13). Notons qu’une telle dépendance du
taux de relaxation a également été observée en µSR dans le cas d’une chaîne antiferromagnétique
de spins S = 12 Heisenberg avec α = 0.35 [159]. Á une dimension, les excitations d’un tel système
sont bien établies, il s’agit d’un continuum d’excitations dû aux spinons. Le fondamental du
réseau kagome antiferromagnétique pourrait également présenter des excitations de type spinons.
5.6 Conclusion
Dans ce chapitre, nous avons présenté une synthèse des résultats de diﬀraction de rayons X,
d’analyses chimiques ICP, d’aimantation et de RMN, permettant d’évaluer quantitativement la
présence de substitutions Cu/Mg dans le composé kagome Mg-herbertsmithite Cu3Mg(OH)6Cl2.
Ces résultats conﬁrment la présence de spins en position interplan à hauteur de 15–30 % déjà
rapportée dans le composé analogue Zn-herbertsmithite, et apportent de plus la conﬁrmation de
la présence de lacunes de spin dans le plan kagome à hauteur de 5–12 % suivant les échantillons,
dans un contexte où cette présence est très débattue.
Nos études de µSR à très basse température ont permis de démontrer l’existence d’un régime
de liquide de spin dans ce composé jusqu’à T = 20 mK, soit J/104, le rendant par conséquent
candidat pour l’identiﬁcation des phases de liquides de spin proposées pour l’Hamiltonien Hei-
senberg de spins S = 12 sur le réseau kagome de dimension D = 2.
Nous avons montré que le muon est principalement couplé aux spins interplans dans les
composés Zn/Mg-herbertsmithite. La présence des plateaux de relaxation observés en µSR, qui
contrastent nettement avec la dynamique critique des spins du plan kagome sondée par RMN
de l’17O, est ainsi directement attribuable aux spins interplans. Cependant, la physique issue
du plan kagome pourrait être sondée de façon indirecte par l’intermédiaire de ces défauts et
apparaître au travers de l’existence d’un spectre d’excitations particulier en loi de puissance,
compatible avec les mesures de µSR et de diﬀusion de neutrons.
En s’appuyant sur une série d’échantillons Mg-herbertsmithite de compositions variées, pré-
sentant des taux de substitutions diﬀérents et bien caractérisés, nous avons montré qu’il était
possible de révéler le comportement intrinsèque des plans kagome par extrapolation à la limite
d’un taux de défauts interplan nul.
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Chapitre 6
Kapellasite-Haydéite : de nouveaux
composés kagome quantiques
Dans ce chapitre, nous introduisons deux nouveaux composés kagome de spin S = 12 , la
kapellasite et l’haydéite, qui feront l’objet de cette partie de la thèse. Découverts en 2006 au Chili
(haydéite) et en Grèce (kapellasite), ils ont été récemment synthétisés par nos collaborateurs R.
H. Colman et al. [161, 92]. La première partie du chapitre s’attache à décrire la structure de ces
deux composés ainsi que leurs propriétés magnétiques attendues d’après cette structure. Nous
abordons ensuite la caractérisation de ces composés dans laquelle nos études de RMN ont apporté
une contribution essentielle.
6.1 Une structure cristallographique bidimensionnelle
La kapellasite et l’haydéite possèdent la même structure cristallographique, appartenant au
groupe d’espace trigonal P3m1, déterminée à partir du diagramme de diﬀraction de neutrons [92].
Ce sont deux composés à base de cuivre qui forment un réseau kagome, de formules chimiques
respectives Cu3Zn(OH)6Cl2 et Cu3Mg(OH)6Cl2. La présence d’un axe de symétrie d’ordre 3 au
centre d’un triangle de Cu garantit l’existence d’un réseau kagome parfait. La structure s’or-
ganise en plans triangulaires constitués d’ions métalliques Cu2+ (S = 12 ) et Zn
2+ (ou Mg2+)
(S = 0), empilés suivant l’axe c perpendiculaire à ces plans et reliés par des liaisons chimiques
OH–Cl faibles de type liaison hydrogène (Fig. 6.1). La faiblesse de ces liaisons garantit le carac-
tère fortement bidimensionnel de cette structure. La forme en feuillets des cristaux à l’échelle
micrométrique en est une manifestation (Fig. 6.2).
Au sein d’un plan, il existe deux sites cristallographiques pour les ions métalliques Cu2+ et
Zn2+ (Mg2+) avec des géométries octaédriques locales diﬀérentes : le site kagome (position de
Wyckoﬀ 3f) et le site hexagonal (position 1b), représentés ﬁgure 6.3 ; les distances inter-atomiques
avec les anions proches voisins sont reportées dans le tableau 6.1.
L’environnement octaédrique du site kagome est formé par quatre groupes OH− et deux Cl−
avec un allongement le long de l’axe Cl–Cu–Cl, évaluée par le rapport M–Cl/M–O donné dans
le tableau 6.1. L’environnement du site hexagonal est quant à lui composé uniquement de six
groupes OH−, avec des distances Cu–O équivalentes.
Cette forme de cristaux contraste avec la structure tridimensionnelle de l’herberstmithite, où
les plans kagome sont liés par des liaisons covalentes. De plus, la distance Cu–Cu interplan est
encore plus grande dans le cas de la structure kapellasite (5.68 Å contre 5.08 Å), accentuant son
caractère bidimensionnel.
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Figure 6.1 – Représentation des structures cristallographiques de l’herbertsmithite (gauche) et de la kapel-
lasite/haydéite (droite). Les plans kagome de cuivre (S = 1
2
) sont dans le premier cas reliés par un atome non-
magnétique de zinc, alors que dans le cas de la kapellasite seules des liaisons faibles OH–Cl de type hydrogène
assurent la connexion entre plans.
Enﬁn, l’absence de site cationique inter-plan exclut la possibilité d’avoir un défaut magné-
tique issu d’un échange Cu/Zn venant coupler les deux plans et brisant ainsi localement la
bidimensionnalité magnétique.
6.2 Stabilisation du réseau kagome par effet Jahn-Teller
Le champ cristallin associé à l’environnement octaédrique lève la dégénérescence des orbitales
d en deux niveaux d’énergie, eg (dx2−y2 , dz2) et t2g (dxy, dxz, dyz). Dans le cas d’une légère
distorsion de l’octaèdre, la dégénérescence de chaque niveau eg et t2g est à nouveau levée (Fig.
6.4). Ainsi, lorsque l’ion métallique du complexe octaédrique possède un nombre d’électrons de
valence pair, cette distorsion n’apporte aucun gain énergétique. En revanche, pour un nombre
d’électrons impair, l’abaissement d’énergie de l’orbitale dz2 rend cette distorsion énergétiquement
favorable : il s’agit de l’eﬀet Jahn-Teller [162, 163].
Les conﬁgurations électroniques des deux ions métalliques présents Zn2+ et Cu2+ sont respec-
tivement [Ar] 3d10 et [Ar] 3d9. Le nombre d’électrons de la couche d des ions Cu2+ est impair, ce
sont donc des ions actifs Jahn-Teller : il est énergétiquement plus favorable pour eux d’occuper
des sites octaédriques kagome distordus. Au contraire, les ions Zn2+ ont leur couche d remplie, et
n’ont donc pas de site préférentiel. Le réseau magnétique kagome repose donc sur la ségrégation
Jahn-Teller des ions Cu2+ au sein d’un réseau triangulaire d’ions Zn2+ diamagnétiques.
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Figure 6.2 – Haut : Environnement cristallographique d’un site interplan. À gauche, la structure de l’herberts-
mithite dont la liaison chimique entre plans est assurée par l’atome de Zn (S = 0), qui peut ponctuellement être
l’origine d’un défaut lorsque Zn est remplacé par Cu (S = 1
2
). À droite, la structure de la kapellasite/haydéite
ne possède pas de position atomique inter-plan semblable. Bas : Images de microscopie SEM montrant des cris-
taux d’herbertsmithite (gauche) soulignant sa structure tridimensionnelle, ainsi que ceux de la kapellasite et de
l’haydéite (droite), dont leur forme plate confirme le caractère plus bidimensionnel de leur structure.
Site Lien Zn-herbert. Mg-herbert. kapellasite haydéite
kagome M–Cl 2.763 Å 2.765 Å 2.703 Å 2.747 Å
M–O 1.985 Å 1.988 Å 2.006 Å 1.987 Å
M–Cl / M–O 1.392 1.391 1.347 1.382
hexagonal M–O 2.109 Å 2.100 Å 2.118 Å 2.114 Å
Table 6.1 – Comparaison des distances M–Cl(O) entre les deux environnements locaux kagome et hexagonal
de Cu et Zn/Mg entre les systèmes Zn/Mg-herbertsmithite et kapellasite/haydéite, où M est l’ion métallique
Cu2+ ou Zn2+/Mg2+ [92].
105
IV. Chapitre 6. Kapellasite-Haydéite : de nouveaux composés kagome quantiques
Figure 6.3 – Gauche : Plans Cu/Zn de la kapellasite. Le réseau kagome magnétique est formé grâce à l’arran-
gement spécifique des ions Cu2+ au sein d’un réseau de Zn2+. Droite : Environnements locaux du site hexagonal
1b du Zn et kagome 3f du Cu. La distorsion plus importante de l’octaèdre du site kagome favorise une occupation
par les ions magnétiques Cu2+ par effet Jahn-Teller.
Figure 6.4 – Haut : Représentation de la géométrie de l’environnement local pour un ion libre, un complexe
octaédrique et un complexe octaédrique distordu par effet Jahn-Teller. Bas : Diagramme d’énergie des orbitales
de l’ion magnétique Cu2+ pour chaque environnement. Comme Cu2+ possède une configuration électronique de
couche externe 3d9, la distorsion Jahn-Teller est favorable, contrairement au cas de Zn2+ avec une configuration
3d10.
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Figure 6.5 – Schéma des recouvrements orbitalaires illustrant un mécanisme de superéchange pour une liaison
MA–O–MB , où M est un ion métallique. Un angle MA–O–MB de 180˚favorise un couplage antiferromagnétique,
alors qu’un angle de 90˚favorise plutôt un couplage ferromagnétique (d’après [164]).
Le rapport M–Cl/M–O donné dans le tableau 6.1 permet de comparer l’importance de la
distorsion du site octaédrique kagome entre la structure de la kapellasite/haydéite et celle de
l’herbertsmithite, variant de 1.392 à 1.347. Comme un environnement plus distordu implique un
abaissement du niveau d’énergie des ions Cu2+ – contrairement aux ions diamagnétiques Zn2+
–, on s’attend à ce qu’un rapport important indique un taux d’échange entre Cu et Zn/Mg plus
faible, de sorte qu’un classement des composés par ordre croissant de taux d’échanges attendus
puisse être a priori envisagé :
Zn/Mg-herbertsmithite < haydéite < kapellasite
6.3 Chemins d’échange
Dans les composés isolants, les propriétés magnétiques dépendent de l’intégrale d’échange.
Dans nos composés, comme dans de nombreux oxydes, la valeur de l’échange est déterminée
par le couplage entre cations magnétiques (Cu2+), via un anion non-magnétique (O2−), selon le
mécanisme dit de superéchange [165, 166, 167].
Dans le cadre des règles de Goodenough-Kanamori [168, 169, 170], les chemins d’échange
ainsi que le degré de remplissage des orbitales des ions magnétiques en jeu déterminent la valeur
et le signe des intégrales d’échanges. Elles prédisent que dans le cas d’un couplage entre deux
ions avec des orbitales à demi-remplies (Cu2+) via un anion non magnétique (O2−) selon un
angle de 180˚, l’échange résultant est de nature antiferromagnétique (Fig.6.5). Citons pour
exemple le cas des cuprates supraconducteurs où le réseau carré des plans de CuO2 assure
justement une liaison Cu–O–Cu proche de 180˚, avec des interactions d’échanges fortement
antiferromagnétiques J ∼ 1500 − 2000 K [171, 172].
En revanche, lorsque l’angle de liaison Cu–O–Cu est de 90˚, les orbitales d des cuivres en
jeu ne recouvrent pas la même orbitale p de l’oxygène, ce qui conduit à un échange résultant de
nature ferromagnétique.
La situation devient plus complexe lorsque l’angle de liaison s’écarte de ces valeurs extrêmes
ou bien si la géométrie des orbitales considérées favorise un mécanisme diﬀérent du superé-
change. Dans le cas des structures étudiées (herbertsmithite, kapellasite, haydéite), l’interac-
tion d’échange entre deux Cu2+ plus proches voisins est a priori déﬁnie d’après deux chemins
d’échanges, un premier via un groupe hydroxyle OH− et un second moins favorable via l’ion Cl−
(Fig. 6.6). Le fait que l’interaction se fasse notamment via un groupe OH− et non par l’intermé-
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diaire d’un anion d’oxygène seul est aussi un paramètre à prendre en considération [173].
Des calculs de DFT (Density Functional Theory [174]) pour des complexes de cuivre, doté
d’une partie centrale de géométrie similaire à celle du cubane, où le groupement OH est lié à
deux Cu (Cu–[µ2OH]–Cu), montre qu’un couplage dominant ferromagnétique apparait pour une
valeur d’angle φ comprise entre 110˚et 120˚ [175] (Fig. 6.6). Si le groupement OH est lié à
trois Cu (Cu–[µ3OH]–Cu), des études expérimentales à partir des mêmes composés montrent
que l’angle critique au-dessous duquel un couplage ferromagnétique apparait est plutôt φ ∼
101˚ − 105˚ [176, 177, 56].
Dans le cas de l’herbertsmithite, l’angle Cu–OH–Cu de 119˚correspond à une interaction
antiferromagnétique J = 190 K. Pour la structure de la kapellasite/haydéite, l’angle Cu–OH–Cu
est de 104.5˚[92] ; on s’attend donc à une forte réduction du caractère antiferromagnétique de
l’échange. Pour cette dernière structure, la situation est intermédiaire puisque le groupe OH−
ponte chimiquement trois ions, deux Cu2+ magnétiques et un Zn2+ non magnétique (Fig. 6.6).
Toutefois, dans les deux cas la valeur faible de l’angle Cu–OH–Cu de 104.5˚est proche ou infé-
rieure à φ, suggérant donc une contribution ferromagnétique importante, voire dominante.
Finalement, dans une première approche basée sur la géométrie locale, l’échange attendu est
certainement réduit par rapport à celui de 190 K dans l’herbertsmithite, et peut-être de nature
ferromagnétique. C’est en eﬀet ce que nous allons trouver expérimentalement par la suite. Dans
ce contexte, il est naturel que la physique de ces systèmes soit plus sensible à d’éventuels échanges
seconds voisins, qui ne seraient alors plus négligeables par rapport à l’échange premiers voisins.
6.4 Structure électronique : Étude par DFT
Le calcul des structures électroniques de la kapellasite et de l’haydéite par DFT a été réalisé
par O. Janson et al. [178], et ce avant même la synthèse chimique de ces composés en laboratoire.
Ils sont donc obtenus en supposant une structure initialement déterminée à partir de minéraux
naturels protonés [179], avec en particulier une distance O–H, dOH, de dOH = 0.79 Å. Cette
distance, dont les auteurs soulignent la diﬃculté de sa détermination par rayons x, s’avère cruciale
quant à l’évaluation des intégrales d’échanges. Ainsi, les calculs de DFT sont réalisés pour une
valeur optimale dOH ∼ 1 Å, qui minimise l’énergie totale.
Les bandes électroniques ont été obtenues dans l’approximation de la LDA (Local Density
Approximation). Chaque maille comporte trois ions Cu2+ avec un électron célibataire, donnant
donc trois bandes électroniques au niveau de Fermi (Fig. 6.7). Chaque bande provient de la
liaison chimique entre Cu2+ et O2−, à travers une orbitale 3dx2−y2 du cuivre et une orbitale
hybridée 2pσ de l’oxygène. La liaison moléculaire correspondante donne ainsi lieu à un demi-
remplissage de la bande anti-liante (dp∗σ) (Fig. 6.7), autorisant un modèle eﬀectif à une bande,
de façon similaire au cas des cuprates supraconducteurs [180, 181].
Deux observations peuvent être faites d’après la structure de bande obtenue : 1) La dispersion
le long du chemin Γ − A (perpendiculaire aux plans kagome) est quasiment absente, ce qui
conﬁrme le caractère bidimensionnel des deux composés. 2) Les bandes au niveau de Fermi étant
à demi-remplies, ces systèmes électroniques devraient être de nature métallique. Ce deuxième
point est contredit par l’expérience qui montre le caractère fortement isolant de ces minéraux.
Ce désaccord s’explique par la présence d’une forte répulsion coulombienne sur site qui n’est pas
prise en compte dans le cadre de ces calculs.
Pour prendre en compte ces corrélations, il est nécessaire de se placer dans l’approximation
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Figure 6.6 – Haut : Structure locale de la kapellasite/haydéite suivant différentes directions spatiales, avec les
angles des liaisons. Bas : Structure locale de la clinoatacamite (gauche). Un groupement OH ponte trois atomes
de cuivre (extrait de [56]). Calcul de DFT montrant la dépendance de l’interaction d’échange J en fonction de
l’angle Cu–[µ2OH]–Cu (ligne pleine) et points expérimentaux déterminés à partir de plusieurs composés (points
et croix) (droite). En dessous de φ = 110˚, l’échange est de nature ferromagnétique (extrait de [175]).
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Figure 6.7 – Gauche : Structure de bandes (lignes) établie par DFT de la kapellasite (a) et de l’haydéite (b),
extrait de [178]. Les carrés rouges représentent l’ajustement des bandes d’énergie obtenues dans le cadre d’un
modèle de liaisons fortes. Droite : Diagramme de liaison moléculaire entre un ion Cu2+ et un ion O2−. Les bandes
qui croisent le niveau de Fermi sont notées dp∗σ.
LSDA 1 + U . Plusieurs intégrales de transferts ti sont nécessaires pour obtenir un bon ajustement
entre les bandes d’énergie dérivant de l’hamiltonien de liaisons fortes et celles issues du calcul de
DFT (Fig. 6.7). En se ramenant à un modèle de Hubbard avec corrélations sur site U , puis à un
hamiltonien de Heisenberg avec interactions d’échange Ji, il est possible d’obtenir une estimation
de ces interactions selon Ji = 4t2i /U .
Les résultats principaux de cette étude et les remarques associées sont les suivants :
– Les deux échanges les plus importants sont J1, couplant les plus proches voisins, et Jd,
couplant les atomes suivant la diagonale de l’hexagone, tous les deux de nature antiferro-
magnétique, dans un rapport Jd/J1 = 0.36 (Fig. 6.8). Ce résultat est plutôt contre-intuitif
car les couplages seconds voisins J2 seraient alors plus faibles que ceux entre des voisins
plus éloignés Jd.
– D’après une étude classique, ce rapport Jd/J1 important sélectionne un état fondamen-
tal original, où les spins s’organisent de façon non-coplanaire dans l’espace, non observé
expérimentalement dans un composé réel jusqu’à présent.
– Ces études restent très dépendantes des paramètres structuraux réels, tels que la distance
O–H. Les auteurs de l’article autorisent dans leurs calculs la variation de ce paramètre
– non déterminé expérimentalement avec suﬃsamment de précision au moment de leurs
travaux –, qui s’avère essentielle quant à l’évaluation des intégrales d’échanges [178]. La
ﬁgure 6.8 présente la dépendance de J1 en fonction de dOH. La position structurale op-
timale dOH ∼ 1 Å donne une valeur antiferromagnétique de J1 pour les deux compo-
sés. Expérimentalement, les mesures de diﬀraction de neutrons déterminent eﬀectivement
dOD = 0.99 Å, mais on trouvera cependant J1 ferromagnétique. Si ce dernier point montre
la limite de cette méthode pour évaluer quantitativement ces intégrales, ces travaux théo-
riques ont permis de révéler la faiblesse de l’échange dans ces composés ainsi que l’impor-
tance de Jd par rapport à J2.
Dans la suite, nous allons chercher à caractériser expérimentalement l’hamiltonien de ces
1. Local Spin Density Approximation
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Figure 6.8 – Gauche : Définition des interactions d’échanges dans le plan kagome entre les premiers
voisins J1, les seconds voisins J2 ou selon la diagonale Jd. Droite : Dépendance des paramètres d’échanges
selon la distance O–H, extrait de [178].
systèmes à l’aide de mesures de grandeurs thermodynamiques.
6.5 Des composés non-stœchiométriques
Si la structure nouvelle de la kapellasite et de l’haydéite oﬀre la possibilité d’explorer la
physique d’un réseau kagome quantique régulier, avec un caractère bidimensionnel marqué, la
proximité chimique des atomes de Cu et de Zn/Mg peut tout de même induire une dilution non
contrôlée du réseau kagome magnétique par les ions diamagnétiques Zn2+/Mg2+, comme discuté
précédemment (sous-partie 6.2).
Il est donc de ce point de vue capital de pouvoir évaluer avec précision le degré de désordre
présent dans ces composés. Or, tout comme dans le cas de l’herbertsmithite, une analyse conven-
tionnelle par diﬀraction de rayons X ne permet pas de distinguer clairement Cu2+ et Zn2+, du
fait de leur facteur de diﬀusion trop proche, et donc de ce fait d’estimer l’occupation spéciﬁque
des sites. Le cas du composé au Mg oﬀre un meilleur contraste, comme cela a déjà été souligné
dans la partie III.
Nos mesures de RMN sont les premières à avoir mis en évidence la dilution du réseau dans ces
composés. Nous présentons toutefois d’abord le résultat des analyses chimiques et de diﬀraction
de neutrons, par souci de clarté.
Toutes les expériences présentées dans ce manuscrit concernant la kapellasite ont été réalisées
à partir de l’échantillon le mieux caractérisé (kapellasite protonée H). La majorité des expériences
concernant l’haydéite ont été réalisées à partir d’un échantillon deutéré (D), hormis celles de µSR,
réalisées sur un échantillon protoné synthétisé dans des conditions semblables.
La caractérisation de ces échantillons a été faite par ICP-AES, RMN et diﬀraction de neutrons
sur des composés deutérés. Ces analyses, résumées dans le tableau 6.2, révèlent un nombre
de cuivre par formule chimique x = 2.30(1) pour la kapellasite, déviant signiﬁcativement du
rapport attendu de 3 pour la formule nominale Cu3Zn(OH)6Cl2. La structure cristallographique
moyenne étant conservée, le nombre d’ions diamagnétiques Zn2+ supérieur à celui attendu doit
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Échantillon Haydéite D Kapellasite H
ICP-AES - x = 2.30(1)
Diﬀraction de neutrons x = 2.52(16) x = 2.3(1)∗
p 0.16(4) 0.27(4)
n 0.00(4) 0.12(2)
35Cl-RMN
p 0.11(5) 0.25(1)
Table 6.2 – Composition chimique déterminée par ICP, diffraction de neutrons et RMN de la formule
(Cu1−pMp)3(M1−nCun)(OH/D)6Cl2 où M=Mg, Zn, pour un échantillon deutéré d’haydéite (D) et un
échantillon non-deutéré de kapellasite (H). Le taux d’élément Cu total est x = 3− 3p+ n. ∗L’affinement
du diagramme de diffraction de neutrons a été fait sur un échantillon deutéré préparé dans des conditions
identiques.
conduire à l’occupation forcée des sites kagome, créant ainsi des lacunes de spin au sein du réseau
magnétique.
Les aﬃnements des diagrammes de diﬀraction de neutrons permettent également d’obtenir
la stœchiométrie réelle du composé [92, 164], en apportant une information supplémentaire sur
l’occupation spéciﬁque des sites. L’ensemble de ces données conduit à la détermination de la
formule chimique réelle (Cu1−pMp)3(M1−nCun)(OH/D)6Cl2 avec M=Mg, Zn. La première pa-
renthèse se rapporte au site kagome et la seconde au site hexagonal. Les formules chimiques
suivantes sont obtenues respectivement pour la kapellasite et l’haydéite :
(Cu0.73Zn0.27)3(Zn0.88Cu0.12)(OD)6Cl2
(Cu0.84Mg0.16)3Mg(OD)6Cl2
Dans les deux cas, l’occupation du site kagome p = 0.73(4) et p = 0.84(4) reste supérieure au
seuil de percolation pc ≃ 0.65 du réseau [182, 183], ce qui justiﬁe l’étude de ces deux composés à
l’aide d’un modèle sur réseau kagome. L’haydéite possède un réseau kagome notablement moins
dilué que celui de la kapellasite. L’autre diﬀérence remarquable est l’occupation totale du site
hexagonal par les ions Mg2+ pour l’haydéite (n = 0) alors qu’il n’est occupé qu’à 88% par les
ions Zn2+ pour la kapellasite (n = 0.12).
Le taux élevé de dilution de ces composés peut légitimement amener à se poser la question
de l’eﬀet du désordre sur la physique de ces composés. C’est dans ce contexte que nos mesures
locales par RMN sont cruciales pour déterminer : (i) Le caractère homogène – ou au contraire
hétérogène – de la dilution au sein de l’échantillon, c’est-à-dire s’il existe une ségrégation de
phases de dilutions diﬀérentes (sous-partie suivante 6.6). (ii) Le comportement en température
de la susceptibilité locale de chaque site qui sera détaillée dans le chapitre 7.
6.6 Apport de la RMN aux études structurales
Nous avons choisi d’utiliser comme sonde locale pour nos mesures de RMN l’atome de Cl,
dont l’isotope le plus abondant est 35Cl (I = 3/2, γ35Cl = 4.1716 MHz/T). Le recours à des
synthèses coûteuses 2 avec 17O n’a pas été nécessaire, contrairement au cas de l’herbertsmithite.
En eﬀet, pour la kapellasite nous avons pu orienter la poudre polycristalline et gagner ainsi
2. 1 mL d’eau enrichie en 17O à 20 % coûte environ 800e
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Figure 6.9 – Schéma illustrant le procédé d’orientation de l’échantillon. Les cristaux de kapellasite
(rectangles bleus) ont une orientation aléatoire (gauche). L’application d’un champ magnétique H tend à
les orienter de façon à ce que l’axe cristallographique c soit parallèle au champ appliqué. Après un temps
de prise, les cristaux sont figés au sein de la résine dans cette orientation (droite).
considérablement en résolution. Dans le cas de l’haydéite, le spectre du chlore est beaucoup
moins élargi que pour la kapellasite ou l’herbertsmithite, et nous avons pu eﬀectuer une première
étude à partir du chlore même sur poudre non orientée.
Il n’existe qu’un seul site cristallographique de Cl dans ces minéraux, au sommet d’une
pyramide ayant pour base un triangle de Cu du réseau kagome (Fig. 6.2). Le Cl est en position
symétrique, situé sur un axe de symétrie d’ordre 3, et a priori couplé à trois atomes de Cu.
6.6.1 Kapellasite
Taux d’orientation
Le travail sur poudre orientée permet une caractérisation ﬁne de la structure locale. L’échan-
tillon orienté a été réalisé en mélangeant 200 mg de poudre de kapellasite avec une résine époxy
à prise lente (marque StycastR©). Le mélange est placé dans un moule cylindrique en téﬂon, au
sein d’un champ magnétique de 7 T pendant 15 heures. Lorsque la résine est encore liquide, les
cristaux en feuillets de la poudre tendent à s’orienter dans le champ, avec l’axe c parallèle à ce
champ (voir schéma ﬁgure 6.9). Ce processus suppose qu’il existe un axe principal du tenseur de
susceptibilité suivant l’axe c, et que χc > χab.
Une fois la résine prise, elle ne permet plus le mouvement ou la réorientation ultérieure des
grains sous champ : l’échantillon est dit orienté suivant l’axe c. Dans cette procédure, la distri-
bution isotrope des grains dans le plan ab est par contre conservée.
Dans une première approche, on constate que le spectre expérimental, obtenu par balayage de
champ, présente trois groupes de raies comme attendu pour le spin nucléaire I = 32 du
35Cl : une
raie centrale vers H ∼ 11.5 T (−12 ↔ 12) et deux raies satellites plus élargies pour H ∼ 10.7 T
(32 ↔ 12 ) et H ∼ 12.3 T (−12 ↔ −32) (Fig. 6.10).
L’évaluation du degré d’orientation exact nécessite une analyse ﬁne du spectre. Aﬁn d’évaluer
celui de notre échantillon, nous procédons par la comparaison entre le spectre expérimental réalisé
sur poudre orientée et un spectre simulé de poudre non-orientée, en supposant que l’échantillon
possède une phase où les grains sont totalement orientés suivant l’axe c et une autre phase où
ils n’ont pas d’orientation préférentielle (Fig. 6.10).
113
IV. Chapitre 6. Kapellasite-Haydéite : de nouveaux composés kagome quantiques
10.5 11.0 11.5 12.0 12.5
0.00
0.05
0.10
0.9
1.0
 =
 
 =
 
 =
 
/2
1/
2 
 3
/2
-3
/2
 
 -1
/2
1/
2 
 3
/2
-1
/2
 
 1
/2  Simulation poudre
 Exp. orienté
 
 
In
te
ns
ité
 R
M
N
 (u
.a
.)
Champ (T)
-3
/2
 
 -1
/2
 =
 
/2
Figure 6.10 – Comparaison du spectre expérimental sur poudre orientée (gris) avec une simulation
de poudre non-orientée pour η = 0 et νq = 3.4 MHz (rouge), pour H0 = 11.4944 T à 100 K. Le fond
correspond à environ 1 % de la hauteur de la raie centrale. L’ intensité comparée des spectres dans la
région 11 ≤ H ≤ 12 T (délimitée par les traits pointillés verticaux) permet d’estimer un pourcentage
d’orientation supérieur à 83 %. Les singularités du spectre simulé non-orienté associées à l’angle pi
2
sont
moins bien définies dans le cas expérimental (cf partie 6.6.1).
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Les positions de ces satellites sont clairement diﬀérentes de celle attendues dans le cas d’une
poudre, de sorte que l’intensité du spectre dans la région 11 ≤ H ≤ 12 T – hormis celle due
à la raie centrale – peut être attribuée à la partie non-orientée de l’échantillon. La simulation
du spectre de poudre est calculée pour des conditions expérimentales identiques, c’est-à-dire
en prenant un rapport entre l’aire de la raie centrale et celle des satellites égal au rapport
expérimental.
En faisant l’hypothèse selon laquelle toute l’intensité de cette région est eﬀectivement due à
la partie non-orientée, le poids de cette partie est donné par le rapport entre l’intégrale du signal
non-orienté In et celle du signal orienté Io, une fois soustrait la contribution de la raie centrale
Icn/o dans chaque cas. Le taux d’orientation t% correspond alors au poids spectral de la partie
complémentaire :
t% = 1−
In − Icn
Io − Ico
= 1− 1
6
≃ 83% (6.1)
Une autre approche serait de considérer une seule phase, où tous les grains sont au moins par-
tiellement orientés suivant c, c’est-à-dire en autorisant une distribution d’angle eﬀective autour
de θ = 0˚. La qualité de l’orientation est alors estimée d’après la largeur de cette distribution,
qui tendrait vers zéro pour un échantillon parfaitement orienté. Ce degré d’orientation peut être
évalué d’après la largeur de la raie centrale. À haute température, pour T = 300 K, celle-ci
devrait être dominée par la contribution quadrupolaire. Or, pour θ = 0, cette contribution est
nulle y compris au second ordre. Dans l’hypothèse la plus défavorable, c’est-à-dire si l’on attri-
bue totalement la largeur observée aux eﬀets quadrupolaires, alors la distribution d’angle est de
seulement 11˚.
Une dilution homogène
La ﬁgure 6.11 présente un agrandissement du spectre RMN de la raie centrale −12 ↔ 12 sur
l’échantillon de poudre orientée suivant z (θ = 0) à T = 30 K. On distingue clairement plusieurs
raies à des positions diﬀérentes alors qu’une seule raie est attendue pour une structure parfaite,
correspondant à un unique environnement pour l’atome de Cl.
L’observation de ces raies est en adéquation avec la présence de substitutions Cu/Zn. La
dilution du réseau kagome entraîne l’existence de quatre conﬁgurations diﬀérentes sur un tri-
angle : Cu3 (1), Cu2Zn (2), CuZn2 (3) et Zn3 (4). Le champ magnétique local sur le site Cl est
la somme des champs transférés pour chaque Cu. Dans le régime paramagnétique à plus haute
température, il est donc proportionnel au nombre de Cu du site considéré. Ceci est conﬁrmé par
le rapport des déplacements des raies qui correspond eﬀectivement au rapport du nombre de Cu
sondés dans chaque cas, comme nous le verrons dans la partie 7.3.2.
L’analyse des intensités des diﬀérentes raies permet d’estimer le taux de désordre dans les
plans kagome. En eﬀet, l’intensité d’une raie RMN est directement proportionnelle au nombre
d’atomes de Cl explorant le même environnement local. Chaque raie est modélisée par une
fonction gaussienne normalisée avec un poids Ai pour le site i déﬁni ﬁgure 6.11. La raie associée
au site (4) reste peu visible expérimentalement et est introduite dans la simulation pour tenir
compte du poids présent à l’extrémité du spectre. Ces diﬀérents environnements sont a priori
susceptibles d’avoir des temps de relaxation T1 et T2 distincts. Toutefois, il apparait qu’ils varient
très peu entre sites à T = 30 K et donnent une correction inférieure à 1 % dans nos conditions
de travail (T1 ∼ 12 ms, T2 ∼ 1.5 ms), comprise dans les barres d’erreurs. Le spectre RMN est
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Figure 6.11 – Spectre RMN de la raie centrale − 1
2
↔ 1
2
de 35Cl obtenu par balayage de champ à
T = 30 K. La fréquence de référence est ν0 = 25.972 MHz, correspondant au champ H0 = 6.22591 T
(ligne verticale pointillée). L’existence de quatre raies indique différents environnements pour l’atome de
Cl causés par la dilution Cu/Zn des plans kagome.
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Sites i Conﬁguration Pexpi = Ai/ Atot Pi pour p = 0.75
1 Cu3 0.43(1) 0.42
2 Cu2Zn 0.42(1) 0.42
3 CuZn2 0.10(5) 0.14
4 Zn3 0.05(4) 0.02
Table 6.3 – Configurations d’un triangle du réseau kagome et probabilités associées déterminées par
l’aire Ai de chaque raie respective du spectre de la kapellasite. Les probabilités obtenues dans le cas d’un
désordre homogène pour un taux d’occupation p = 0.75 sont indiquées dans la dernière colonne, en très
bon accord avec le résultat des affinements de structure et de l’analyse ICP p = 0.73(4).
donc ajusté par la fonction suivante :
Atot =
4∑
i=1
Ai
e−(x−x0)
2/2σ2
σ
√
2π
(6.2)
Les résultats sont synthétisés dans le tableau 6.3. Par rapport aux analyses précédentes, la RMN
apporte une information supplémentaire en indiquant une dilution homogène.
En eﬀet, alors que les mesures de diﬀraction de neutrons et d’ICP déterminent le taux
d’occupationmoyen du site kagome, un spectre RMNmontre l’histogramme des conﬁgurations en
présence, avec leurs poids associés. En supposant un remplissage totalement aléatoire du réseau
kagome avec une probabilité p d’occupation d’un site, la probabilité Pi de chaque conﬁguration
i est alors donnée par la loi binomiale classique, où j est le nombre de cuivre d’un triangle :
Pi =
(
3
j
)
pj (1− p)3−j (6.3)
D’après les intensités de chaque raie, on peut en déduire la probabilité correspondante Pexpi =
Ai/Atot. Cette répartition spectrale observée expérimentalement est obtenue pour un taux d’oc-
cupation p = 0.75, en très bon accord avec les mesures de diﬀraction de neutrons et d’ICP
p = 0.73 (cf. tableau 6.3).
D’un point de vue macroscopique, un échantillon présentant une ségrégation de phases avec
des taux de dilution diﬀérents pourrait lui aussi être en accord avec un taux moyen d’occupation
p = 0.75. Nos mesures locales écartent la majorité de ces conﬁgurations spatiales à l’exception
d’une ségrégation de phases contenant chacune uniquement des sites (1), (2), (3) ou (4), et de
fractions volumiques données par les Pexpi (Fig. 6.12). Cette dernière conﬁguration étant peu
probable, nous pouvons raisonnablement conclure que nos mesures RMN conﬁrment le taux de
dilution rapporté par les autres techniques et attestent de plus de son caractère homogène au
sein de l’échantillon, ce qui justiﬁe une comparaison du taux d’occupation p avec le seuil de
percolation du réseau kagome.
Paramètres de l’hamiltonien nucléaire
Nos mesures sur poudre orientée autorisent une compréhension ﬁne du spectre RMN, rendant
ainsi possible la mesure de l’eﬀet local des substitutions Cu/Zn. Une distorsion du réseau peut
être détectée d’après le changement des paramètres structuraux νq et η responsables du spectre
RMN observé.
Si les deux ions Cu2+ et Zn2+ possèdent des charges identiques, leurs environnements locaux
sont diﬀérents et il est probable que la substitution engendre localement une distorsion du réseau
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Figure 6.12 – Schéma de la composition d’un échantillon d’un point de vue macroscopique, p étant
le taux moyen d’occupation d’un site kagome définissant localement une phase. En moyenne, ces trois
configurations possèdent une occupation identique de 0.75, et sont donc difficilement distinguables par
une mesure non-locale. La RMN permet de sélectionner seulement deux configurations possibles : la
configuration avec une quadruple séparation de phases spécifique (droite) et la configuration homogène
(gauche), physiquement plus réaliste.
10.6 11.0 11.5 12.0 12.4
0.00
0.05
0.10
0.14
10.4 11.2 12.0 12.8
0.00
0.05
0.10
10.5 11.0 11.5 12.0 12.5
0.00
0.02
0.04
0.06
0.08
0.8
0.9
1.0
 2 = 0.3(1)
 2 = 0
 
 
 = 90°
Champ (T)
 
 
 
 = 0°
Q,1
Champ (T)
In
te
ns
ité
 R
M
N
 (u
.a
.)
T = 100 K
-1
/2
 ®
 1
/2
1/
2 
®
 3
/2
 
 
 
 = 0°
-3
/2
 ®
 -1
/2
Figure 6.13 – Gauche : Spectre RMN de la raie centrale et des deux satellites dans la kapellasite.
Droite : Agrandissement des raies satellites mesurées dans l’orientation θ = 0˚(haut) et θ = 90˚(bas).
Pour θ = 90˚, la simulation des satellites du site (2) est meilleure en prenant en compte une asymétrie
η2 = 0.3(1).
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(cf. partie 6.2), potentiellement responsable de la modiﬁcation du gradient de champ électrique
EFG (Electric Field Gradient), mesurable par le paramètre νq.
La position ν1/2 de la raie centrale ne dépend pas de νq lorsque θ = 0˚. En revanche, pour
ce même angle θ = 0˚, les deux autres positions ν3/2 et ν−1/2 des raies satellites le sont suivant :
ν3/2 = ν0(1 +Kz) + νq (6.4)
ν−1/2 = ν0(1 +Kz)− νq (6.5)
La distance entre une paire de satellites est donc 2νq. La ﬁgure (Fig. 6.13) montre un spectre
RMN de 35Cl détaillant les raies satellites, obtenu à 100 K après soustraction du fond dû à la
partie non-orientée. On distingue clairement deux paires de satellites, indiquant au moins deux
environnements distincts pour le Cl avec deux valeurs de νq distinctes. Notons que sont néces-
sairement présentes deux autres paires de raies satellites puisqu’il existe quatre environnements
pour le Cl, mais totalisant ensemble une intensité faible de l’ordre de 16 %, de sorte qu’elles
ne sont pas prises en compte dans la modélisation de ces raies. La dissymétrie observée entre le
groupe des raies satellites de gauche et celui de droite provient de la diﬀérence de déplacement
magnétique entre les deux sites, qui apparaissait déjà précédemment dans le cas de la raie cen-
trale. Dans les simulations, la largeur des raies du site (1) est compatible avec une distribution
d’angle de ∆θ = 11˚ . Les raies satellites du site (2) sont plus larges, probablement du fait d’une
distribution de νq plus importante sur ce site dilué.
La distance entre les maxima d’intensité des raies satellites des sites (1) et (2) donne donc
deux valeurs distinctes de paramètre νq, respectivement νq,1 = 3.4(1) MHz et νq,2 = 4.0(2) MHz.
Des valeurs similaires ont été rapportées dans des composés où l’atome de Cl réalise des liaisons
principalement ioniques, avec la présence de liaisons faibles de type liaisons hydrogène [184, 202].
La distorsion structurale induite par une telle substitution est également décelable en mesu-
rant le paramètre d’asymétrie η.
En considérant uniquement les deux valeurs diﬀérentes de νq pour le site (1) et (2), il n’est
pas possible de modéliser correctement le spectre RMN dans l’orientation θ = 90˚(Fig. 6.13).
En revanche, la forme des satellites du site (2) peut être correctement reproduite en considérant
une asymétrie du EFG η2 = 0.3(1) dans le plan ab qui traduit la distorsion structurale induite
par une substitution Cu/Zn. Pour θ = 90˚, les positions des raies dépendent du paramètre η
selon :
ν3/2 = ν0
(
1 +Kx cos
2 φ+Ky sin
2 φ
)− νq
2
(1 + η cos 2φ) (6.6)
ν−1/2 = ν0
(
1 +Kx cos
2 φ+Ky sin
2 φ
)
+
νq
2
(1 + η cos 2φ) (6.7)
Rappelons que la présence d’un axe de symétrie d’ordre 3 sur le site du Cl impose normale-
ment η = 0. Le paramètre η2 paraît donc étonnamment grand. Toutefois, cette valeur importante
pourrait en réalité inclure le fait que la distorsion locale aﬀecte les axes principaux du tenseur
de EFG, qui ne coïncident plus avec les axes cristallins. Notons que la simulation est par contre
en accord avec η1 = 0, ce qui signiﬁe que la symétrie (ou les axes du EFG) du site (1), non dilué,
n’est pas aﬀectée.
En conclusion, l’analyse des eﬀets quadrupolaires sur le spectre RMN atteste de la distorsion
locale créée par une substitution d’un Zn2+ par un Cu2+, même si celle-ci reste suﬃsamment
faible pour ne pas briser la symétrie d’ordre 3 à grande distance, comme le conﬁrment les analyses
structurales de diﬀraction de neutrons.
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Figure 6.14 – Spectre RMN de la raie centrale et des satellites droits du 35Cl (ν0 = 26.712 MHz,
H0 = 6.4033 T) dans l’haydéite. La raie centrale possède la forme caractéristique d’un spectre de poudre
avec deux singularités. Le poids spectral est dominé par seulement deux sites pour le Cl (triangle complet
Cu3 site (1) en vert et triangle dilué Cu2Mg site (2) en bleu).
6.6.2 Haydéite
Analyse spectrale et taux de dilution
L’haydéite, possède une dilution moins importante que la kapellasite, avec un taux d’occu-
pation précédemment estimé à p = 0.84(4) par diﬀraction de neutrons [92, 164].
Nos eﬀorts pour orienter l’échantillon se sont révélés moins eﬃcaces que pour la kapellasite
malgré une structure cristallographique identique, conduisant à un échantillon partiellement
orienté. Cette diﬀérence de comportement peut sans doute être reliée aux conditions de synthèse
spéciﬁques de ces deux composés, notamment de par leur durée (∼ 25minutes pour la kapellasite,
∼ 4 jours pour l’haydéite [92]).
L’observation des deux composés par microscopie SEM (Fig. 6.2) révèle une organisation dif-
férente des monocristaux au sein de chaque poudre. Pour la kapellasite, ils s’arrangent en feuillets
bidimensionnels avec leurs axes cristallographiques c parallèles, s’étendant sur des distances de
l’ordre de 20 à 30 µm. Pour l’haydéite, l’organisation des grains monocristallins est plus isotrope :
l’arrangement en feuillets s’étend sur des distances plus courtes, de l’ordre de 2 µm. Travailler à
partir d’un échantillon partiellement orienté peut s’avérer plus complexe que travailler à partir
d’une poudre totalement non-orientée. Nous avons donc privilégié cette dernière approche.
Le spectre RMN obtenu est caractéristique d’une poudre non-orientée, où toutes les valeurs
d’angle θ et φ sont distribuées aléatoirement (Fig.6.14). Dans le cas d’un unique environnement, il
en résulterait trois raies, une centrale possédant deux singularités et deux satellites. La singularité
supplémentaire apparaissant à ν = 26.630MHz témoigne d’un spectre sous-jacent plus complexe.
D’après la dilution rapportée par diﬀraction de neutrons, il est naturel d’attribuer cette raie à la
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Figure 6.15 – Récapitulatif des probabilités de chaque site, Pexpi = Ai/Atot, en fonction de l’occupation
du site kagome p. Les lignes sont les probabilités attendues pour une distribution aléatoire pour chaque
site. Les probabilités extraites par RMN pour la kapellasite (cercles, cyan) et l’haydéite (carrés, rouge)
sont indiquées. Les zones hachurées représentent la détermination de p par diffraction de neutrons pour
la kapellasite et l’haydéite en prenant en compte les barres d’erreurs expérimentales associées.
présence d’un autre site de manière analogue au cas de la kapellasite. La présence d’une phase
parasite non magnétique ne peut être totalement écartée et pourrait alors contribuer à l’intensité
de cette raie.
Dans la suite, nous avons tenté de modéliser le spectre expérimental avec une simulation à
deux sites majoritaires, le spectre de poudre ne permettant pas d’espérer une meilleure résolution.
Ce spectre se distingue de celui obtenu pour la kapellasite notamment par sa répartition d’in-
tensité spectrale entre sites nettement diﬀérente. Le site principal totalise 74(6) % de l’intensité
totale alors que le deuxième site en représente environ 26(6) %.
Ces poids diﬀérents de ceux de la kapellasite impliquent un taux d’occupation du site ka-
gome p supérieur. Par analogie avec l’étude de la kapellasite, les probabilités Pexpi = Ai/Atot
sont estimées à partir des intensités RMN des deux sites majoritaires. Ces valeurs sont ensuite
comparées aux probabilités théoriques attendues dans le cas d’un désordre aléatoire sur la ﬁgure
6.15. Les intensités expérimentales indiquent ainsi un taux de dilution de p = 0.90(2).
Cette valeur reste proche de celle déterminée par diﬀraction de neutrons de p = 0.84(4).
Ceci nous permet donc de conclure que la dilution des plans kagome est moindre que pour la
kapellasite, comme attendu d’après la distorsion locale plus grande du site octaédrique kagome
pour l’haydéite (voir sous-partie 6.2).
Qualité structurale et effets de substitutions Cu/Mg
Un point remarquable des spectres de l’haydéite par rapport à ceux de la kapellasite est la
finesse relative des raies. La ﬁgure 6.16 permet de comparer la raie centrale de leurs spectres
RMN, sur des échantillons non orientés. L’élargissement des raies est souvent une indication du
degré de désordre présent dans l’échantillon. De ce point de vue, la structure de l’haydéite semble
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Figure 6.16 – Comparaison de la raie centrale des spectres RMN de la kapellasite (cercles bleus) et de
l’haydéite (cercles rouges) à T = 20 K pour des échantillons non orientés. Les axes des abscisses ont été
dilatés dans le rapport des fréquences de résonance (respectivement 23.869 MHz et 26.712 MHz) pour
pouvoir comparer les largeurs. La ligne verticale pointillée indique le champ de référence, pour les deux
axes.
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donc moins aﬀectée par le désordre.
Les diagrammes de diﬀraction des deux composés diﬀèrent également par la largeur observée
des pics de Bragg, pouvant s’expliquer par une meilleure cristallisation de l’haydéite [186]. La
ﬁnesse du spectre de l’haydéite est donc vraisemblablement attribuable à une meilleure qualité
structurale.
Aﬁn d’évaluer la distorsion locale due à une substitution Cu/Mg, on s’intéresse à présent au
paramètre quadrupolaire νq, comme cela a été fait pour la kapellasite.
Dans le cas d’un spectre de poudre, le paramètre νq est évalué à la fois d’après la distance
entre les deux singularités de la raie centrale ainsi que par la position d’une des raies satellites.
Les simulations à 20 K de la ﬁgure 6.14 permettent d’extraire les deux valeurs de νq associées
respectivement au site non-dilué Cu3 (1) et au site dilué Cu2Mg (2) : νq,1 = 3.80 MHz et
νq,2 = 3.85 MHz. Ces valeurs sont très proches par comparaison avec l’écart observé de 0.6 MHz
dans le cas de la substitution au Zn pour la kapellasite, et indiquent donc que la distorsion
induite par la substitution d’un Cu par un Mg est très faible. De plus, il est remarquable que les
raies satellites soient si bien déﬁnies, ce qui conﬁrme la faible distribution de la valeur de νq.
Conclusion
La kapellasite et l’haydéite sont deux nouveaux composés candidats pour l’exploration de
la physique du réseau kagome quantique. Par rapport à leur prédécesseur, l’herbertsmithite,
leur structure fortement bidimensionnelle interdit la présence de défauts magnétiques interplans.
La valeur de l’angle Cu–OH–Cu, déterminant quant au couplage magnétique entre deux Cu2+,
semble indiquer une échelle plus faible des interactions comparée à celle présente dans l’herberts-
mithite, et peut-être de nature ferromagnétique.
Bien que les environnements locaux octaédriques des ions métalliques favorisent l’occupation
du réseau kagome par les ions magnétiques Cu2+ par eﬀet Jahn-Teller, le déﬁcit en cuivre de
ces deux composés par rapport à la formule chimique nominale impose une dilution de ce réseau
à hauteur de 27 % pour la kapellasite et de 16 % pour l’haydéite, à comparer au taux de 5–
10 % pour l’herbertsmithite. Nos mesures locales ont permis d’évaluer ce niveau de désordre,
en accord avec les analyses structurales précédentes, et démontrent de plus l’homogénéité de
la répartition des lacunes au sein du réseau kagome. Les taux d’occupation du site kagome,
p = 0.73 et p = 0.89, restent supérieurs au seuil de percolation pc = 0.65 du réseau, ce qui
justiﬁe le recours à un modèle d’hamiltonien sur réseau kagome.
Ces deux systèmes kagome étant à présent chimiquement caractérisés, nous allons nous inté-
resser à leurs propriétés magnétiques en tentant de déterminer les paramètres d’échange de leur
hamiltonien respectif en couplant des mesures locales et thermodynamiques.
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Chapitre 7
Kapellasite : un système J1 − Jd
kagome frustré par les interactions
La kapellasite présente un caractère isolant de Mott. On s’attend donc à ce que ses proprié-
tés magnétiques soient correctement modélisées par une approche de moments localisés et un
hamiltonien de Heisenberg :
H =
∑
<i,j>
JijSi · Sj (7.1)
où Jij est l’intégrale d’échange entre les sites i et j. La résolution de ce modèle a priori mini-
maliste dans le cas de réseaux frustrants de type kagome reste à l’heure actuelle un déﬁ pour les
théoriciens.
Déterminer les interactions d’échange représente souvent aussi une diﬃculté expérimentale.
Les matériaux antiferromagnétiques constituent un exemple canonique : dans l’état parama-
gnétique au dessus de la transition, l’intégrale d’échange peut être déduite de la mesure de la
température de Curie-Weiss θCW. Dans les composés Heisenberg avec une seule interaction J ,
elle s’obtient par la relation θCW = zJS(S + 1)/3kB .
En revanche, la situation devient plus complexe s’il existe des interactions multiples. Pour
des systèmes ordonnés, la diﬀusion de neutrons permet de remonter à ces paramètres ainsi qu’à
l’anisotropie dans le cadre de la théorie des ondes de spin. Pour des systèmes paramagnétiques,
sans état ordonné, nous allons montrer qu’une analyse détaillée des mesures thermodynamiques
de susceptibilité magnétique ou de chaleur spéciﬁque peut permettre de déterminer les inter-
actions d’échanges. Ainsi, aﬁn de déterminer l’hamiltonien de la kapellasite, nous avons réalisé
des mesures thermodynamiques (susceptibilité magnétique, aimantation, chaleur spéciﬁque) qui
témoignent de la présence d’interactions multiples en compétition et donnent l’échelle caracté-
ristique des énergies d’échange. Des calculs à l’aide de séries à haute température réalisés par
B. Bernu au LPTMC (Université Paris 6) ont ensuite permis de trouver les meilleures valeurs
possibles de ces interactions d’échange.
7.1 Susceptibilité magnétique et aimantation macroscopique
Susceptibilité. La susceptibilité magnétique de la kapellasite χmacro(T ) a été mesurée par
SQUID, de 1.8 à 300 K jusqu’à un champ magnétique appliqué de 5 T. Son évolution en tem-
pérature est représentée ﬁgure 7.1 pour H = 5 T et pour H = 30 G. Au dessus de ∼ 100 K,
χmacro(T ) présente une dépendance de type Curie-Weiss en C/(T − θCW), avec une température
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Figure 7.1 – Gauche : Dépendance en température de χmacro pour la kapellasite, pour H = 5 T et
H = 30 G (insert). Droite : Dépendance en température de 1/χmacro mesurée sousH = 5 T. L’ajustement
par une loi de Curie-Weiss donne une température de Curie-Weiss ferromagnétique θCW = 9.5 K.
de Curie-Weiss ferromagnétique θCW = 9.5 ± 1 K (Fig. 7.1). La constante de Curie obtenue
est C = 0.429(2) emu.K.mol Cu−1, en supposant un nombre de cuivre par formule chimique
de 2.3, comme déterminé au chapitre précédent. En utilisant la formule de champ moyen haute
température [185] :
C =
NA(gµB)2S(S + 1)
3kB
(7.2)
on obtient un facteur de Landé g = 2.14(1), en accord avec de récentes mesures d’ESR [187], ce
qui conﬁrme en retour le rapport Cu/Zn précédemment estimé du composé.
Ce comportement en C/(T − θCW) s’étend jusqu’à basse température. Toutefois, χmacro aug-
mente moins rapidement que ce comportement Curie-Weiss en dessous de 25 K, annonçant le
début d’un régime corrélé. En dessous de 5 K, on observe une saturation de χmacro à 5 T qui tra-
duit un eﬀet de saturation de type Brillouin de l’aimantation à cause d’un champ élevé appliqué
à basse température. Cette saturation est absente pour un champ appliqué plus faible H = 30 G.
La susceptibilité χmacro(T ) ne montre aucune divergence jusqu’à 1.8 K, y compris pour un
champ appliqué faible de H = 30 G (Fig. 7.1). On observe cependant une ouverture FC-ZFC,
pouvant être attribuée soit à un moment de l’ordre de 6 · 10−6 µB sur chaque Cu, soit plus
vraisemblablement à la présence d’une phase parasite ferromagnétique en quantité très faible
(6 · 10−6 mol Cu).
Aﬁn d’évaluer l’anisotropie magnétique de la kapellasite, la susceptibilité magnétique a été
mesurée sur l’échantillon orientée sous un champ de 1 T. Du fait de la forme des cristaux consti-
tuants l’échantillon, il est nécessaire de tenir compte de la contribution du champ démagnétisant
pour obtenir la susceptibilité intrinsèque. Dans le cas d’une forme ellipsoïde de ces cristaux, il
est possible de calculer simplement le facteur de champ démagnétisant Nα, et ainsi d’obtenir la
susceptibilité intrinsèque selon :
χα =
χ
1−Nαχ (7.3)
où la susceptibilité mesurée χ est en unités SI et α = ab ou c selon que le champ appliqué est
parallèle ou perpendiculaire aux plans kagome. Si l’on suppose pour simpliﬁcation le cas extrême
où les cristaux ont une forme de disque inﬁniment plat, les facteurs démagnétisants correspon-
dant sont Nab = 0 et Nc = 1 [163]. La dépendance en température de la susceptibilité sondée
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Figure 7.2 – Dépendance en température de la susceptibilité intrinsèque parallèle χab et perpendiculaire
χc aux plans kagome dans la kapellasite sous H = 1 T. Insert : Agrandissement pour T ≤ 6 K. La
correction due au champ démagnétisant ne suffit pas à expliquer l’anisotropie (χc pour N = 1 par
rapport à N = 0).
perpendiculairement (χc) et parallèlement (χab) au champ appliqué est représentée ﬁgure 7.2.
À T = 1.8 K, on observe une anisotropie de l’ordre de 3.5 % où χab > χc. Des mesures récentes
d’ESR montrent l’existence d’une anisotropie symétrique d’échange de l’ordre de 3 % [187]. La
faiblesse de ces anisotropies démontre que l’utilisation d’un Hamiltonien Heisenberg isotrope est
une bonne approximation pour décrire les propriétés magnétiques de la kapellasite.
Ces mesures de susceptibilité indiquent un comportement majoritairement ﬂuctuant des
spins jusqu’à 1.8 K. Le caractère ferromagnétique de la température de Curie-Weiss ainsi que
sa faible valeur contrastent fortement avec les valeurs θCW observées jusqu’à présent dans les
autres système kagome expérimentaux tels que l’herbertmithite (θCW ≃ −300 K), la vesigneite
(θCW ≃ −80 K) ou la volborthite (θCW ≃ −115 K). Le fait que θCW soit négatif dans le cas
de la kapellasite implique l’existence d’une interaction ferromagnétique dans le système. Cette
observation s’accorde avec la prévision théorique des calculs DFT. Rappelons que dans ces cal-
culs, le signe des interactions était fortement dépendant des détails de la structure, non connus
alors. La présence de cette interaction ferromagnétique peut se comprendre d’après la diﬀérence
de géométrie de la structure de la kapellasite, où l’angle Cu–OH–Cu est plus faible de 15˚par
rapport à celui présent dans l’herbertsmithite (cf. chapitre 6), ce qui conﬁrme ainsi la spéciﬁcité
de ce nouveau système.
Le modèle le plus simple pour expliquer cette valeur de θCW serait un modèle Heisenberg
avec une unique constante d’échange premiers voisins ferromagnétique, reliée à la température
de Curie-Weiss selon J1 = θCW pour un réseau kagome. Toutefois, dans un tel cas J1 > 0 (ferro-
magnétique) il n’y aurait pas de frustration magnétique géométrique, et le système devrait ﬁnir
par s’ordonner à plus basse température, ce qui n’est pas observé. Il est alors naturel de considé-
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rer la présence d’interactions multiples en compétition, c’est-à-dire de signes opposés, donnant
ainsi une température de Curie-Weiss effective. D’après les calculs de DFT, les deux principales
interactions d’échanges sont celles entre premiers voisins J1 et entre troisièmes voisins suivant
la diagonale de l’hexagone Jd. Considérons donc le cas de ﬁgure suivant : J1 > 0 (ferromagné-
tique) et Jd < 0 (antiferromagnétique). Chaque spin S = 12 possédant quatre premiers voisins
sur le réseau kagome, et deux voisins suivant la diagonale de l’hexagone, on obtient l’expression
suivante pour θCW :
θCW =
∑
i ziJiS(S + 1)
3kB
=
4J1 + 2Jd
4kB
(7.4)
Cette expression peut eﬀectivement être négative même avec des interactions en compétition
J1 > 0 et Jd < 0.
Aimantation. La valeur à saturation de l’aimantation, Msat = gSNµB , est directement pro-
portionnelle au nombre de spins N (Cu2+, S = 12) dans l’échantillon et permet donc également
une comparaison avec le nombre de Cu2+ initialement déterminé. L’aimantation M(H) est re-
présentée pour 1.75 ≤ T ≤ 30 K et jusqu’à H = 14 T ﬁgure 7.3. En prenant g = 2.14 et un
nombre de Cu2+ par formule chimique de 2.3, la valeur à saturation attendue est Msat = 1.07
µB/Cu.
À 14 T et pour T = 1.75 K, l’aimantation n’a visiblement pas encore atteint son régime
de saturation, mais représente déjà 86% de la saturation totale attendue. Ceci démontre que
d’une part le nombre de cuivres sondés par aimantation diﬀère au maximum de 15% par rapport
aux analyses chimiques en supposant que la saturation est tout de même atteinte à 14 T, et
que d’autre part l’échelle d’énergie eﬀective des interactions est du même ordre que le champ
appliqué de 14 T, puisque l’aimantation commence déjà à saturer.
Cette situation se distingue nettement du cas de l’herbertsmithite, où l’échelle d’énergie des
interactions est plus élevée (J ∼ −190 K). Le couplage eﬀectif des spins interplans y est beau-
coup plus faible, J ′ ∼ 3 K (cf. chapitre 5), et donne une réponse magnétique saturée sous 14 T
à 1.8 K. La dichotomie entre ces deux contributions permet l’extraction du nombre de spins
interplans grâce à la mesure de l’aimantation (cf. 5.1.1).
La ﬁgure 7.3 compare la réponse magnétique d’un spin S = 12 libre (fonction de Brillouin
B1/2(H)) avec les courbes d’aimantation obtenues pour 1.75 ≤ T ≤ 30 K. La déviation entre
M(H) et B1/2(H) traduit la présence d’une autre échelle d’énergie dans le système hormis la
température : le couplage spin-spin. Pour analyser plus quantitativement cette déviation, on
s’intéresse à l’évolution en température de la quantité I =
∫
(M − B1/2)/B1/2dH (Fig. 7.3), qui
permet de comparer la polarisation des moments pour diﬀérentes températures par rapport à
la polarisation d’un spin libre. Dans le cas d’un système Heisenberg avec une seule interaction,
le signe de I devrait rester constant en température, indiquant le caractère antiferromagnétique
ou ferromagnétique du composé. Cette analyse montre donc que l’évolution en température de
M(H) de 1.75 à 30 K n’est pas compatible avec un modèle Heisenberg possédant une unique
interaction d’échange.
Pour T ≥ 10 K, la déviation reste modérée et positive ce qui traduit la présence d’interactions
ferromagnétiques, en accord avec la température de Curie-Weiss. Au-dessous de 10 K (T ≤ θCW)
l’analyse de cette évolution est plus compliquée car on sort de la limite de validité du champ
moyen et les corrélations se renforcent. Toutefois, le signe négatif de I traduit la diﬃculté des
spins à se polariser sous champ, et suggère donc l’existence de corrélations antiferromagnétiques.
128
IV. Chapitre 7. Kapellasite : un système J1 − Jd kagome
2 10 40
2
0
-2
-4
0 2 4 6 8 10 12 14
0.0
0.2
0.4
0.6
0.8
1.0
 I
nt
ég
ra
le
 (
M
-B
) 
/ 
B
 
 
T(K)
30 K
20 K
10 K
1.75 K
 
 
 
 H (T)
M
/M
sa
t
Figure 7.3 – Gauche : Moment magnétique d’un Cu2+ en fonction du champ magnétique, à différentes
températures. Les cercles sont les points expérimentaux, les lignes pointillés représentent l’aimantation
d’un spin libre (fonction de Brillouin) aux températures correspondantes. Droite : Écart à la fonction de
Brillouin en fonction de la température, quantifié par I =
∫
(M − B)/BdH .
7.2 Chaleur spécifique et entropie magnétique
Nous avons mesuré la chaleur spéciﬁque C de la kapellasite en champ nul et jusqu’à 9 T, de
300 K à 0.4 K, à l’aide d’un PPMS (Physical Property Measurement System, Quantum Design R©),
selon la technique de calorimétrie adiabatique par impulsions 1 [188]. Les échantillons ont été
pressés en pastilles minces d’une masse typique de 8 mg. La dépendance de la chaleur spéciﬁque
en température est représentée sur la ﬁgure 7.4.
La chaleur spéciﬁque due au comportement magnétique des spins, Cmag, est superposée à
celle due aux vibrations du réseau (phonons), Cphon, que nous allons dans un premier temps
chercher à évaluer.
Estimation de la chaleur spécifique due aux phonons L’estimation de la chaleur spé-
ciﬁque due aux vibrations du réseau est généralement une tâche ardue. À suﬃsamment basse
température, cette contribution évolue en ∼ T 3 et devient négligeable devant la contribution
d’origine magnétique, typiquement pour des températures telles que T ≤ 10 K. Néanmoins,
isoler la contribution magnétique lorsqu’elle s’étend à plus haute température nécessite une dé-
termination plus précise de Cphon.
Lorsque l’on ne connaît pas le spectre de phonons réel d’un composé, parfois obtenu d’après
des calculs ab initio ou par diﬀusion de neutrons [189, 190, 191], la méthode généralement uti-
lisée pour évaluer la contribution du réseau est la mesure d’un composé chimique analogue non
magnétique. Il doit s’agir d’un composé de structure identique, où les atomes porteurs du magné-
tisme ont été remplacés par des éléments chimiques sans électrons non appariés. Cette méthode
1. Adiabatic heat-pulse calorimetry technique
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Figure 7.4 – Chaleur spécifique totale C, due au réseau (Cphon), évaluée à haute température, et
magnétique (Cmag) après soustraction de la contribution du réseau, en fonction de la température. Insert :
L’entropie magnétique calculée d’après Cmag converge vers la valeur à saturation attendue R ln 2.
n’est pas parfaite, puisqu’elle suppose que le composé non magnétique possède eﬀectivement un
spectre de phonons identique, ce qui ne peut être rigoureusement le cas qu’avec des atomes de
masse identique et des paramètres structuraux identiques. Lorsqu’un tel composé existe, on re-
normalise sa chaleur spéciﬁque à celle du composé magnétique à haute température, où seuls les
phonons contribuent, avant de la soustraire. Il n’existe cependant pas à l’heure actuelle d’ana-
logues non-magnétiques pour la kapellasite ou l’haydéite. Nous avons donc eu recours à une
modélisation de la contribution du réseau d’après les modèles théoriques existant, basés sur les
approches historiques d’Einstein et de Debye, dont on pourra trouver une explication détaillée
dans les textes de références [185, 192]. Chaque modèle donne une expression de la chaleur
spéciﬁque molaire pour un solide, CD (Debye) et CE (Einstein), telles que :
CE = 3R
(
TE
T
)2 eTE/T(
eTE/T − 1)2 (7.5)
CD = 9R
(
T
TD
)3 ∫ TD/T
0
x4ex
(ex − 1)2dx (7.6)
Ces quantités sont ainsi exprimées en J.mol−1.K−1, avec R = 8.314 J.mol−1.K−1 la constante
des gaz parfaits, et tendent toutes les deux vers C = 3R dans une limite haute température, ce
qui constitue la loi de Dulong et Petit, bien établie expérimentalement pour les solides mono-
atomiques.
Dans le cas de solides polyatomiques, le spectre de phonons est plus complexe et comprend
des phonons acoustiques et optiques, c’est-à-dire où la fréquence d’un mode de phonon ω tend
linéairement vers zéro à grande longueur d’onde (acoustique) ou bien y est non nulle (optique).
La contribution des phonons acoustiques à la chaleur spéciﬁque est approximé par le modèle
de Debye, qui d’une part élimine la contribution divergente des modes de haute énergie en
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introduisant une coupure dans l’intégrale et d’autre part suppose une relation de dispersion
linéaire ω = v‖−→k ‖ pour les modes restants. La contribution due aux phonons optiques est plutôt
modélisable par la fonction d’Einstein. Nous avons donc ﬁnalement modélisé la chaleur spéciﬁque
du réseau Cphon par :
Cphon = NopC
E +NacC
D (7.7)
où Nop et Nac sont respectivement le nombre de branches optiques et acoustiques. Ces fac-
teurs sont a priori connus d’après le nombre d’atomes de la formule chimique s = 18, tels que
Nop = 3s− 3 = 51 et Nac = 3 [185].
Ce modèle reste trop simple pour une prise en compte rigoureuse du spectre des phonons.
Nous l’utilisons ici comme un modèle phénoménologique donnant une forme fonctionnelle pour
l’évolution de la chaleur spéciﬁque du réseau à basse température (T ≤ TE , TD).
On ajuste les mesures par ce modèle sur un intervalle en température Tmin ≤ T ≤ Tmax.
La température maximale Tmax = 160 K est choisie telle que la précision de la mesure soit
raisonnable pour T ≤ Tmax. On cherche ensuite à obtenir un bon ajustement ainsi qu’une valeur
d’entropie magnétique Smag proche de celle attendue de R ln 2 pour une valeur de Tmin minimale.
L’entropie magnétique est déterminée par :
Smag =
1
NCu
∫ +∞
0
Cmag
T
dT (7.8)
avec Cmag = C − Cphon et NCu = 2.3. Le meilleur ajustement est obtenu pour les paramètres
suivants :Nop = 7.85, Nac = 6.02, TD = 238 K, TE = 595 K et Tmin = 50 K. La chaleur spéciﬁque
totale de la kapellasite C, la contribution du réseau Cphon ainsi que la contribution magnétique
Cmag sont représentées en fonction de la température ﬁgure 7.4 pour 0.4 ≤ T ≤ 100 K. L’entropie
magnétique estimée sature bien vers R ln 2 pour T ≥ 40 K (Fig. 7.4, insert).
Le déﬁcit constaté du nombre de branches de phonons obtenues, Nop + Nac ≃ 14, comparé
au nombre attendu (54) se justiﬁe par le fait que l’on ne sonde que les modes basses fréquences
aux températures étudiées (T ≤ 160 K). Les modes de plus hautes fréquences, dus aux ions
légers, contribuent plus signiﬁcativement à plus haute température. Par exemple, le mode optique
correspondant aux vibrations de l’atome d’hydrogène dans ZrH a été mesuré à une énergie telle
que TE ∼ 1500 K [193, 194].
Chaleur spécifique d’origine magnétique Le comportement basse température de la cha-
leur spéciﬁque est représenté plus précisément ﬁgure 7.5. La chaleur spéciﬁque du réseau devient
négligeable en dessous de 10 K comparée à celle d’origine magnétique. Cette dernière se carac-
térise par la présence d’un large pic observable en C(T )/T , centré à T = 2.2 K. L’application
d’un champ – aﬀectant uniquement la partie magnétique – démontre l’origine magnétique de ce
pic à basse T alors que les courbes à diﬀérents champs convergent au dessus de 30 K.
Dans le cas de la kapellasite, un champ magnétique appliqué tel queH ≤ 4 T ne modiﬁe pas le
comportement de C(T ). En revanche, pour H ≥ 4 T, le maximum local de C(T )/T commence à
se déplacer en température et diminue, passant d’une valeur d’environ 1.4 J.K−2.mol−1 pourH =
0 T à 0.78 J.K−2.mol−1 pour H = 9 T. Le déplacement du maximum local de chaleur spéciﬁque
sous champ est donc non linéaire en température (Fig. 7.5). Ceci indique que ce pic n’est pas
une anomalie de Schottky et possède plutôt une origine physique intrinsèque contrairement à
celui observé dans l’herbertsmithite (cf. 5.1.2).
Cette valeur de champ critiqueHc = 4 T observée correspond à une énergie gµBHc/kB ≃ 6K,
qui est proche de la température de Curie-Weiss θCW = 9.5 K. Ceci semble indiquer que ce pic
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Figure 7.5 – Gauche : Chaleur spécifique de la kapellasite pour 0 ≤ H ≤ 9 T. La contribution due aux
phonons est négligeable en dessous de T = 10 K. Droite : Déplacement du maximum local de C/T pour
0.4 ≤ T ≤ 20 K en fonction du champ appliqué. Le comportement observé est non linéaire.
est bien lié aux interactions magnétiques présentes dans ce système, qui doivent être de l’ordre
de grandeur de cette échelle d’énergie.
Dans le cas du modèle Heisenberg kagome antiferromagnétique, la chaleur spéciﬁque a été
calculée à l’aide de séries haute température ainsi que par diagonalisation exacte (ED) [39,
199, 200]. Les deux méthodes mettent en évidence un pic à T ∼ J apparaissant dans C(T )
lié à l’interaction magnétique. Les calculs de séries aboutissent à une évaluation de l’entropie
magnétique totale de S ≃ 0.6R ln 2, soit un déﬁcit constaté de 40 %. Ce déﬁcit pourrait être en
réalité comblé par la présence d’un deuxième pic à plus basse température, vers T ∼ 0.1J , qui a
été mis en évidence à la fois par ED [39] et par des calculs plus sophistiqués de séries avec des
contraintes sur l’énergie et l’entropie [195] dont le résultat est rappelé ﬁgure 7.6.
Comme θCW > 0 dans la kapellasite, il apparaît clairement que ce n’est pas un système
purement antiferromagnétique. Sa chaleur spéciﬁque ne peut donc vraisemblablement pas être
décrite à partir du modèle précédent. Le fait que toute l’entropie attendue soit recouvrée dans
l’intervalle en température 0.4 ≤ T ≤ 40 K empêche l’existence d’un éventuel pic supplémentaire
en dehors de cet intervalle en température, sous réserve de l’incertitude sur la valeur de l’entropie
estimée, ∆S ∼ 0.2R ln 2.
Dans beaucoup de systèmes frustrés, on observe expérimentalement qu’une partie de l’en-
tropie magnétique est repoussée à plus basse température par rapport à l’échelle d’énergie ca-
ractéristique du système donnée par θCW [196]. La ﬁgure 7.7 souligne ce point en comparant
les chaleurs spéciﬁques de diﬀérents systèmes frustrés. Lorsque θCW est grand, il est diﬃcile de
déterminer précisément la chaleur spéciﬁque magnétique et son entropie associée, et la compa-
raison avec les prévisions théoriques s’avèrent de ce fait plus complexe. Pour la kapellasite, la
valeur faible de θCW nous permet d’obtenir la dépendance en température de la chaleur spéci-
ﬁque magnétique sur un intervalle en température suﬃsamment large pour recouvrer la totalité
de l’entropie. La chaleur spéciﬁque de ce système oﬀre donc plus facilement la possibilité d’une
comparaison avec les modèles théoriques.
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Figure 7.6 – Chaleur spécifique calculée d’après les séries hautes températures pour un modèle S = 1
2
Heisenberg antiferromagnétique sur réseau kagome, extrait de [195].
1E-3 0.01 0.1 1
1
10
100
 
 
C
 
C
W
 / 
T 
(J
/K
/m
ol
 M
)
T / CW
 SCGO p=0.98
 Na4Ir3O8
 NiGa2S4
 kapellasite
Figure 7.7 – Comparaison des chaleurs spécifiques magnétiques pour différents systèmes frustrés. La
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7.3 Susceptibilité locale sondée par 35Cl–RMN
Dans la plupart des composés à réseau kagome actuellement disponibles, il existe des défauts
magnétiques dont la réponse masque le comportement intrinsèque. Il peut s’agir d’atomes ma-
gnétiques situés à une position structurale diﬀérente de celle attendue, créant ainsi un spin peu
ou pas couplé et responsable d’une susceptibilité de type « queue de Curie » en C/(T − θ) avec
θ ∼ 0, comme par exemple dans l’herbertsmithite [68]. Le défaut complémentaire de type lacune
de spin peut également engendrer des réponses magnétiques non triviales en ∼ 1/T résultant
d’une polarisation alternée induite par la lacune.
Ces comportements peuvent donc dominer la réponse macroscopique du système à basse
température et masquer la susceptibilité faible issue des spins du plan kagome – voire tendant
vers zéro – attendue pour un liquide de spin. L’intérêt de la RMN réside dans le fait qu’elle me-
sure l’histogramme des diﬀérentes susceptibilités sondées, et non une moyenne, et permet ainsi
de séparer les diﬀérentes contributions. La susceptibilité mesurée par SQUID de la kapellasite
présente justement un comportement à basse température en C/(T −θ) avec θ faible. Il est donc
crucial de réaliser une mesure locale avant de pouvoir aﬃrmer qu’il s’agit bien de la susceptibilité
majoritaire du système kagome.
7.3.1 Susceptibilité locale du site principal
Dans un premier temps, on s’intéresse à la susceptibilité locale sondée par le site (1) du Cl,
qui correspond à la conﬁguration sans lacune de spin, et qui est donc moins susceptible d’être
aﬀectée par des contributions parasites liées au désordre. Comme décrit dans le chapitre 4, le
déplacement Kz de la raie du spectre RMN par rapport à la référence est une mesure directe de
la susceptibilité suivant l’axe z, extraite de la position de la raie centrale, et donnée par :
ν1/2 = ν0 (1 +Kz) (7.9)
Les spectres RMN du 35Cl pour la kapellasite, de 1.3 à 280 K, pour la transition centrale ν1/2
pour θ = 0˚ sont représentés ﬁgure 7.8. Les spectres RMN ont été mesurés à fréquence ﬁxe
pour 78 ≤ T ≤ 290 K, à haut champ (ν0 = 54.231 MHz, H0 = 13.000 T), nécessaire pour
séparer les contributions spectrales des quatre sites, et à plus bas champ (ν0 = 25.972 MHz,
H0 = 6.2259 T) pour 1.2 ≤ T < 78 K. Le déplacement pour l’atome de Cl dans ces composés est
négatif. À mesure que T décroît, ce déplacement devient plus important et permet de séparer
les spectres des quatre sites. Dans un premier temps, on extrait la dépendance en température
de la susceptibilité du site (1), où l’atome de Cl sonde trois atomes de cuivres, en pointant le
maximum de la raie correspondante Kz,1. Ce déplacement est relié à la susceptibilité magnétique
χ selon la relation (cf. chapitre 4) :
Kz,1 = Ahf,1 · χ+ σ1 (7.10)
où Ahf,1 décrit le couplage entre le noyau de 35Cl et les orbitales électroniques de Cu2+. La
valeur de Ahf,1 = −4.98(3) kOe/µB est déterminée dans l’état paramagnétique selon un ajuste-
ment linéaire de la variation de Kz,1 en fonction de la variation de la susceptibilité macroscopique
χmacro en température (Fig. 7.9). Ce couplage est environ quinze fois plus faible que celui de
70 kOe/µB obtenu pour celui de l’17O dans l’herberstmithite. Cette diﬀérence souligne la faible
covalence de la liaison Cl–Cu. Le signe de la constante hyperﬁne est déterminée par le proces-
sus exact de polarisation du spin nucléaire via les diﬀérentes orbitales électroniques. Elle était
déjà négative dans l’herbertsmithite, où la conﬁguration des liaisons électroniques du Cl est
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similaire [201]. L’ordonnée à l’origine donne l’ordre de grandeur du déplacement indépendant
de la température, d’origine orbital, σ1 = 3.5(2) · 10−4. Ce dernier est dans l’intervalle attendu
−1.5 · 10−4 ≤ σ ≤ 30 · 10−4 d’après les études RMN du chlore à partir d’autres composés [202].
La susceptibilité de spin locale est donc χ1 = (Kz,1 − σ1)/Ahf,1, sa variation en température
est comparée à celle de la susceptibilité macroscopique χmacro sur la ﬁgure 7.9. Cette ﬁgure
montre le résultat principal de notre étude locale : χ1 et χmacro sont confondues sur tout l’in-
tervalle en température étudié, y compris à basse température. Ceci montre que la remontée de
la susceptibilité ne peut pas être attribuée à une petite fraction de spins isolés comme c’était
le cas dans l’herbertsmithite. Ici, la remontée de χspin observée jusqu’à 1.2 K est intrinsèque.
La susceptibilité locale des plans kagome sondée à partir du site (1) donne une température de
Curie-Weiss ferromagnétique de 7.8 ± 1.2 K, égale à celle estimée à partir de χmacro en tenant
compte des barres d’erreurs expérimentales.
Étant donné le taux de dilution présent dans ce composé, il est toutefois légitime de se poser
la question de la contribution de défauts à la susceptibilité macroscopique. Les cuivres candidats
à un comportement de défauts sont d’abord ceux situés sur les sites hexagonaux du Zn, qui
constituent 5% du nombre de spins total. L’angle médiateur du superéchange diﬀère dans ce cas
de celui du réseau kagome (Zn–OH–Cu = 99.5˚< Cu–OH–Cu = 104.5˚), laissant supposer une
valeur d’interaction diﬀérente. Si cette interaction est d’intensité équivalente ou bien légèrement
plus faible que θCW, il peut alors être compliqué de distinguer cette contribution de la suscepti-
bilité intrinsèque.
Finalement le comportement en température de la susceptibilité locale issue des plans kagome
conﬁrme celui de la susceptibilité macroscopique, et donc le caractère ferromagnétique de la
température de Curie-Weiss. L’hamiltonien amené à décrire la kapellasite se distingue donc de
celui d’un système Heisenberg avec une unique interaction antiferromagnétique premiers voisins,
et devra pouvoir expliquer l’évolution en température observée de χ1.
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Figure 7.10 – Dépendance en température de l’inverse de la susceptibilité locale du site (2) (gauche)
et du site (3) (droite). Les lignes sont des ajustements par des fonctions Curie-Weiss.
7.3.2 Susceptibilités des sites de configurations diluées
Grâce à l’orientation de l’échantillon, la kapellasite se prête parfaitement à la mesure de la
susceptibilité locale associée à chaque site. Les déplacements des raies des sites (1) et (2) sont me-
surés de 1.2 à 290 K. En revanche, à cause de l’élargissement des autres raies à basse température,
ainsi que de leur faible intensité, seul le déplacement de la raie du site (3) a pu être déterminé dans
l’intervalle réduit 95 ≤ T ≤ 230 K. En répétant la même procédure que dans la partie précédente
7.3, on détermine le couplage hyperﬁn Ahf,i ainsi que le déplacement indépendant de la tempéra-
ture σi pour chaque site i, d’après un ajustement linéaire à haute température de Kz,i en fonction
de χmacro (cf. éq.7.10, Fig7.9). On obtient les paramètres suivants : Ahf,2 = −3.25(5) kOe/µB ,
Ahf,3 = −1.90(5) kOe/µB et σ2 = 1.6(2) · 10−4, σ3 = 5.6(3) · 10−4. Les rapports des constantes
de couplages hyperﬁnes sont constants en température pour 95 ≤ T ≤ 290 K, lorsque T ≫ θ.
Leurs valeurs pour T ≥ 95 K, Ahf,1/Ahf,2 = 1.53(2) et Ahf,3/Ahf,2 = 0.58(2) sont à comparer
directement aux rapports des nombres de cuivres sondés, respectivement 1.5 et 0.5. Ce très bon
accord démontre que les spins sont bien dans un régime paramagnétique, où le champ magné-
tique local sur un site Cl est simplement la somme des champs transférés pour chaque Cu. Par
ailleurs, cela signiﬁe que chaque site de Cl sonde en fait quasiment la même susceptibilité à haute
température, ce qui atteste du caractère homogène de ce système.
On s’intéresse à présent à l’évolution des susceptibilités locales de spin de chaque site i,
données par χi = (Kz,i−σi)/Ahf,i, sur toute la gamme de température mesurée. Les ajustements
de type Curie-Weiss réalisés pour T ≥ 100K pour les susceptibilités des sites (2) et (3) permettent
d’extraire leurs températures de Curie-Weiss θ2,3 (Fig. 7.10). On a donc ﬁnalement :
θ1 = 7.8 ± 1.2 K (7.11)
θ2 = 5± 3 K (7.12)
θ3 = 10± 4 K (7.13)
La détermination de ces températures permet en principe d’évaluer les interactions d’échanges
présentes. D’après les calculs de DFT, les deux principales interactions d’échanges sont celles
entre premiers voisins J1 et entre troisièmes voisins, suivant la diagonale de l’hexagone, Jd.
Connaissant la probabilité d’occupation d’un site kagome, il est possible de calculer les tem-
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Figure 7.11 – Gauche : Rapport des températures de Curie-Weiss des susceptibilités sondées sur le
site (1) et sur le site (2). Le rapport expérimental θ1/θ2 = 1.56 correspond à un rapport des couplages
r = −0.46 (point rouge). Cependant, l’incertitude sur la détermination de ce rapport est trop grande,
0.46 ≤ θ1/θ2 ≤ 2.66, pour déterminer r. La ligne rouge représente les rapports théoriques possibles dans
cet intervalle. Droite : Représentation des interactions considérées entre premiers voisins J1 et suivant la
diagonale de l’hexagone Jd.
pératures de Curie-Weiss attendues pour ces deux interactions dans une approche de champ
moyen :
θ1 = 0.865J1 + 0.365Jd (7.14)
θ2 = 0.615J1 + 0.365Jd (7.15)
θ3 = 0.365J1 + 0.365Jd (7.16)
Malheureusement, il est impossible d’extraire directement les valeurs de J1 et de Jd du fait des
incertitudes trop larges des paramètres θi. Aﬁn de préciser ce dernier point, on compare le rapport
θ1/θ2 déterminé expérimentalement, θ1/θ2 = 1.56 ± 1.1, à celui attendu d’après les équations
7.14 et 7.15, qui dépend uniquement de r = Jd/J1, sur la ﬁgure 7.11. Comme les incertitudes
ne permettent pas d’écarter la possibilité d’avoir θ1/θ2 ∼ 1, l’intervalle des solutions autorisées
pour r est inﬁniment étendu.
On peut toutefois identiﬁer le signe de J1 en s’intéressant plus précisément à l’évolution
du rapport χ1/χ2 en température, représenté ﬁgure 7.12. Loin dans le régime paramagnétique,
lorsque T ≫ θ1, θ2, les deux sites du Cl (1) et (2) sondent une susceptibilité quasiment iden-
tique, et χ1/χ2 ∼ 1. Au dessous de 50 K, on observe une déviation de ce rapport, qui augmente
lorsque T diminue. Cette remontée à basse température est bien représentée par le rapport des
susceptibilités de Curie-Weiss, (T − θ2)/(T − θ1), uniquement dans le cas où θ1 > θ2. D’après les
équations 7.14 et 7.15 cela n’est possible que lorsque J1 > 0, c’est-à-dire pour une interaction
entre premiers voisins ferromagnétique. Comme les mesures thermodynamiques d’aimantation
et de chaleur spéciﬁque précédentes ont montré la nécessité d’avoir des interactions en compé-
tition, cela implique que Jd < 0. Le schéma représenté ﬁgure 7.13 résume l’eﬀet d’une lacune
de spin sur les corrélations ressenties par les cuivres présents sur ce triangle. Cette lacune de
spin annule deux liens ferromagnétiques avec ses voisins immédiats alors que les interactions an-
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Figure 7.12 – Rapport des susceptibilités locales χ1 et χ2, respectivement sondées sur les sites (1) et
(2), en fonction de la température. La déviation vers un rapport différent de 1 pour T ≤ 50 K indique
une diminution des corrélations ferromagnétiques sur le site (2). La ligne noire représente le rapport de
deux fonctions de type Curie-Weiss avec les températures de Curie-Weiss déterminées précédemment.
tiferromagnétiques suivant les diagonales contribuent toujours. Ceci conduit donc globalement
à la diminution des corrélations ferromagnétiques sur les cuivres de ce triangle, se traduisant
ﬁnalement par une température de Curie-Weiss θ2 plus faible que θ1.
En conclusion, pour T ≥ 50 K tous les Cl sondent une susceptibilité quasi-identique, carac-
téristique du système, au travers d’un nombre de Cu2+ variant de 1 à 3. Pour T ≤ 50 K, les
susceptibilités se distinguent et on observe des corrélations ferromagnétiques sur le site (2) plus
faibles que sur le site (1). Cet eﬀet, attribuable à la présence d’une lacune de spin, permet in fine
de déterminer le caractère ferromagnétique de J1 et, par déduction, celui antiferromagnétique
de Jd.
7.4 Détermination des interactions J1 − Jd
Du fait de la compétition des interactions, il est impossible d’extraire leurs valeurs uniquement
d’après les températures de Curie-Weiss déterminées dans une approche de champ moyen à haute
température. Il est donc nécessaire de calculer les termes d’ordres supérieurs du développement
de la susceptibilité magnétique.
B. Bernu [203] a réalisé les calculs des séries haute température de la susceptibilité ma-
gnétique ainsi que de la chaleur spéciﬁque dans le cas d’un hamiltonien Heisenberg (éq. 7.1)
sur un réseau kagome. D’après les analyses théoriques de LSDA + U ainsi que nos conclusions
expérimentales, il est nécessaire de considérer au moins deux interactions en compétition pour
caractériser correctement l’hamiltonien. Ces analyses théoriques insistent sur l’importance de
Jd, éventuellement plus grand que J2 le couplage second voisin le plus proche. Dans cet esprit,
les calculs des séries présentées ici ont été réalisés pour le modèle J1 − Jd. Les séries issues du
modèle J1 − J2 aboutissent à un ajustement d’un peu moins bonne qualité dont le résultat, qui
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Figure 7.13 – Schéma illustrant l’effet d’une lacune de spin sur les corrélations ressenties par les cuivres
issus du même triangle dans le cas d’une interaction J1 ferromagnétique et Jd antiferromagnétique.
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sera évoqué dans la partie 8.5.2, sélectionne un fondamental de même nature que celui du modèle
J1 − Jd [204].
La série est calculée pour la quantité χT/C, où C est la constante de Curie déterminée
expérimentalement (cf. partie 7.1), qui reste proche de l’unité :
χth(T )T
C
=
n∑
i=0
pi(νd)
(
J1
T
)i
(7.17)
où νd = Jd/J1, n le plus haut degré de la série considéré et pi des polynômes d’ordre i avec
p0 = 1. La série est obtenue jusqu’à l’ordre n = 11. D’un point de vue théorique, le meilleur
ajustement de l’équation 7.17 à la susceptibilité expérimentale χ donne les paramètres J1 et νd.
En pratique, la mesure expérimentale de χ est nécessairement soumise à une certaine incertitude.
On est donc amené à considérer les sources principales d’erreur suivantes :
– L’incertitude sur la masse, et donc sur le nombre de spins eﬀectivement sondés, est de
l’ordre de 1 à 2 %. Cette erreur systématique est prise en compte par la multiplication de
la susceptibilité théorique χth par une constante A ∼ 1.
– L’incertitude sur l’extraction de la susceptibilité électronique de spin dépendante de la
température. En eﬀet, la mesure brute de χ comprend également la susceptibilité de Lar-
mor (diamagnétique) et la contribution de Van Vleck, toutes deux intrinsèques à notre
composé. Celles-ci sont toutefois indépendantes de T et faibles : leur somme est de l’ordre
de χ0 ∼ 10−6 emu/mol Cu estimée d’après un ajustement de la susceptibilité macrosco-
pique par χ0 + C/(T − θ). Elles sont prises en compte par l’ajout d’un terme constant B
à la susceptibilité χth.
– L’erreur de la mesure expérimentale en-elle même, par le SQUID. Cette erreur aléatoire
est due à la précision de l’instrument. Dans l’intervalle en température étudié, et pour nos
échantillons, elle est de l’ordre de 10−7 emu/mol Cu, plus faible que les deux précédentes
et ne sera donc pas considérée dans la suite.
Finalement, on cherche donc à minimiser la quantité suivante :
Z =
N∑
k=1
[
A
(
n∑
i=0
pi({νd})
(
J1
Tk
)i)
+BTk −
χexpk Tk
C
]2
(7.18)
R =
√
Z/N (7.19)
où R est une mesure de l’erreur statistique de l’ajustement. Les points expérimentaux discrets
sont indexés par l’indice k et déﬁnis par le couple (Tk, χk), N étant le nombre de points total.
Aﬁn d’obtenir une convergence à plus basse température, la série de polynômes pi est ap-
proximée par des approximants de Padé [203]. Le meilleur ajustement dans l’intervalle 20–290 K
est obtenu pour les paramètres suivants :
J1 = 15.0(4) K (7.20)
Jd = −12.7(3) K (7.21)
A = 1.021(2) (7.22)
B = 8.5(5) · 10−5 (7.23)
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Figure 7.14 – Comparaison des données et des ajustements de séries haute température pour la
susceptibilité magnétique (gauche, χT/C où C est la constante de Curie) et la chaleur spécifique
(droite, C/NkBT où N est le nombre de spins total) pour le modèle J1 − Jd avec J1 = 15.0(4) K
et Jd = −12.7(3) K. L’ajustement pour la chaleur spécifique est renormalisé par un facteur 0.87 pouvant
être dû à l’incertitude sur la masse mesurée et/ou aux effets associés à la dilution [203].
Le meilleur approximant de Padé pour ces paramètres est représenté ﬁgure 7.14. Les paramètres
A et B, liés aux incertitudes, sont dans les ordres de grandeur attendus.
Dans cette analyse, le problème de la dilution du réseau kagome n’est pas considéré. La prise
en compte de cette dilution dans les calculs de séries haute température reste une tâche ardue,
mais serait certainement d’un grand intérêt pour l’étude de ce composé.
Toutefois, on peut tenter d’aborder simplement ce problème dans une approche de champ
moyen. En eﬀet, connaissant avec précision la probabilité d’occupation d’un site kagome par
un ion magnétique, et sachant de plus que la dilution est aléatoire, il est possible de calculer
la susceptibilité magnétique issue d’un hamiltonien Heisenberg J1 − Jd sur ce réseau kagome
dilué. On peut facilement montrer que l’eﬀet principal de la dilution est en fait de renormaliser
la température de Curie-Weiss θp, qui serait déterminée à partir d’un composé sans dilution,
par la probabilité d’occupation d’un site. La température de Curie-Weiss mesurée est alors
θ = pθp = 0.73θp. Les valeurs absolues des constantes d’échanges obtenues vont donc être
renormalisées elles aussi, mais le rapport J1/Jd reste par contre invariant. Cette information
revêt une importance particulière puisqu’on verra que c’est uniquement ce rapport qui détermine
la phase dans laquelle se situe le fondamental d’un tel hamiltonien.
Si cette remarque reste a priori exacte pour l’ordre 1 du développement en séries à haute
température – soit pour la température de Curie-Weiss –, les termes d’ordre supérieur de la série
vont par contre certainement être aﬀectés par ce désordre.
Les séries haute température pour le calcul de la chaleur spéciﬁque magnétique en champ
nul du modèle J1 − Jd ont également été déterminées. Aﬁn d’améliorer la convergence à basse
température, il est possible de faire l’hypothèse d’un comportement dominant en T 2 pour C à
basse température, qui est eﬀectivement observé, cohérent avec un modèle Heisenberg à deux
dimensions. L’ajustement obtenu est en bon accord avec les données expérimentales, en suppo-
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Figure 7.15 – Gauche : Spectre RMN de la raie centrale du 35Cl de la kapellasite obtenu par balayage
en fréquence (H0 = 6.9948 T, ν0 = 29.179 MHz) sur poudre orientée à T = 300 K pour θ = 0˚. Les
lignes représentent des simulations pour des spectres sur poudre orienté en considérant des distributions
d’angle ∆θ autour de θ = 0˚. Droite : Évolution de la largeur de la raie RMN ∆H1 associée au site (1) en
fonction de la susceptibilité macroscopique χmacro dans le régime de haute température 80 ≤ T ≤ 250 K.
sant un déﬁcit d’entropie de 13 % pouvant être dû à l’incertitude sur la masse de l’échantillon
ainsi qu’à la présence éventuelle de spins libres causée par la dilution (Fig. 7.14).
Finalement, les grandeurs thermodynamiques que sont la susceptibilité magnétique et la
chaleur spéciﬁque dans la kapellasite sont bien modélisées par un hamiltonien Heisenberg sur
le réseau kagome avec des interactions en compétition, une plus proche voisin ferromagnétique
J1 = 15.0(4) K et une le long de la diagonale de l’hexagone antiferromagnétique Jd = −12.7(3) K.
7.5 Largeurs de raies RMN
Dans cette partie, nous allons nous intéresser à l’évolution de la largeur de raie des sites
(1) et (2) en température. Lorsque le spin nucléaire du noyau sondé est supérieur à I = 1/2,
comme c’est le cas pour le chlore où I = 3/2, il existe deux origines possibles à la largeur de
raie : une origine quadrupolaire, indépendante de la température, et une origine magnétique. La
très bonne orientation de notre échantillon rend la contribution quadrupolaire négligeable devant
la contribution magnétique. On peut l’estimer à partir d’un spectre à haute température (Fig.
7.15). Dans le cas d’une orientation parfaite, la contribution quadrupolaire est rigoureusement
nulle. À 300 K, la largeur à mi-hauteur du spectre total est d’environ 80 G. Si l’on considère une
distribution d’angle au sein de la poudre, cette largeur peut être modélisée par une distribution
∆θ = 11˚(cf. 6.6.1 p119), ce qui constitue une borne supérieure de cette distribution puisque la
présence des raies des autres sites du Cl n’est pas considérée.
Lorsque la température diminue, on observe un élargissement progressif de toutes les raies
(Fig. 7.8). Comme cet élargissement est à la fois dépendant de la température et supérieur à
80 G, il ne peut être d’origine quadrupolaire ; il est donc magnétique. Cet élargissement magné-
tique peut avoir lui-même plusieurs origines :
– Un élargissement dû au champ magnétique dipolaire créé par le spin électronique d’un Cu2+
sur le noyau du chlore. La distance entre un Cu2+ et le noyau de Cl étant r = 2.69 Å, la
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valeur maximale du champ dipolaire créé par un spin totalement polarisé sur le site du Cl
est d’environ Hd ∼ µ0µB/4πr3 ∼ 500 G.
– Un élargissement dû à une distribution de susceptibilités, causée par un désordre struc-
tural qui engendre une distribution des constantes hyperﬁnes et donc une distribution du
déplacement magnétique responsable de cet élargissement. Cette contribution est propor-
tionnelle à la susceptibilité du site.
– Un élargissement dû à une distribution de susceptibilités, causée par des réponses de dé-
fauts magnétiques au comportement éventuellement complexe, parfois en ∼ 1/T . Cette
contribution n’est a priori pas proportionnelle à la susceptibilité du site.
Les largeurs des raies RMN ∆Hi associées à chaque site (i) sont estimées à partir d’une
simulation du spectre RMN à l’aide de quatre fonctions gaussiennes dont la somme des aires
correspond à l’aire totale du spectre expérimental des raies centrales. Les gaussiennes associées
au site (3) et (4), bien que nécessaires pour modéliser la queue du spectre, ne permettent pas
de déterminer de façon précise les largeurs correspondantes ∆H3 et ∆H4. Deux régimes doivent
être distingués.
T ≥ 80 K : La ﬁgure 7.15 montre l’évolution de la largeur ∆H1 à haute température, pour
T ≥ 80 K. La largeur ∆H2 est plus diﬃcile à évaluer dans ce régime de température du fait de
la proximité entre les raies du site (2) et celles des sites (3) et (4). On observe clairement que
∆H1 ∝ χmacro. Ceci indique que la largeur est manifestement due à une distribution de constantes
hyperﬁnes. Cet eﬀet est cohérent avec le désordre structural induit par les substitutions Cu/Zn
précédemment reportées (cf. chapitre 6).
T ≤ 80 K : L’évolution des largeurs ∆H1 et ∆H2 à plus basse température est représen-
tée ﬁgure 7.16. On n’observe aucune cassure ou augmentation brutale relative à une transition
magnétique. En dessous de 20 K, ces largeurs deviennent toutes les deux supérieures à l’estima-
tion maximale de la contribution dipolaire éventuelle de 500 G. Ceci implique donc l’existence
d’une autre contribution magnétique. En dessous de 10 K, le comportement en température de
∆H1 et de ∆H2 diﬀère. La largeur de la raie du site (1) reste proportionnelle à la susceptibilité
macroscopique, ce qui est toujours cohérent avec le scénario d’une distribution de constantes
hyperﬁnes. En revanche, pour le site (2), on constate que ∆H2 augmente pour T ≤ 10 K plus
rapidement que ce que ne le laisserait supposer le comportement linéaire en χmacro à plus haute
température, et a fortiori le comportement linéaire en χ2 puisque χ2 < χmacro dans cette gamme
de température. Cela signiﬁe que cette augmentation de ∆H2 ne peut pas être uniquement expli-
quée par une distribution de constantes hyperﬁnes. Si l’origine de cette augmentation de largeur
reste encore inexpliquée, Il est envisageable d’invoquer la contribution de défauts, induits par
les substitutions Cu/Zn des plans. Lorsque J1 est antiferromagnétique, des calculs théoriques
ont mis en évidence le fait que les lacunes de spin sont responsables de la formation de singulets
au voisinage de cette lacune ainsi que de la polarisation de spins dans une région plus éloignée.
Ici, J1 est ferromagnétique et les spins au voisinage d’une lacune ne vont pas vouloir former
un singulet. Le comportement magnétique induit par un tel défaut au sein de ce réseau frustré
J1 − Jd reste un problème ouvert.
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Figure 7.16 – Gauche : Dépendance en température des largeurs de raie RMN associées au site (1)
et (2) en fonction de la température. Droite : Évolution des largeurs ∆H1 et ∆H2 en fonction de la
susceptibilité macroscopique. Pour T ≤ 10 K, ∆H2 dévie nettement du comportement linéaire.
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Chapitre 8
Nature du fondamental de la
kapellasite : un nouveau liquide de spin
à corrélations « cuboc2 »
Ce chapitre présente l’étude de la dynamique de spin dans la kapellasite sondées par RMN
et µSR dans le régime de basse température. Nous décrivons l’étude de nos expériences de µSR
dans la kapellasite permettant de sonder le système jusqu’à une température de J/1000 aﬁn
de révéler son fondamental. Les ﬂuctuations de spins originales détectées par µSR, RMN et
diﬀusion inélastique de neutrons et décrites dans ce chapitre seront discutées dans le cadre d’un
modèle théorique développé par nos collaborateurs prenant en compte la présence des interactions
multiples identiﬁées au chapitre précédent.
8.1 Localisation du µ+ et phase haute température
Dans cette partie, nous allons nous intéresser à l’origine de la relaxation pour T ≥ 4 K,
correspondant au régime de ﬂuctuations de spin électronique rapide et où la relaxation, d’origine
statique, est dominée par les champs nucléaires. L’évolution de la polarisation totale au cours du
temps, représentée sur la ﬁgure 8.1, est eﬀectivement indépendante de la température pour T ≥
4 K. La structure cristallographique de la kapellasite oﬀre deux environnements électronégatifs
susceptibles de localiser le muon : autour de l’ion chlore Cl− et autour du groupe hydroxyle OH−.
Chaque environnement va donc être responsable d’une dépolarisation du muon au cours du temps
a priori diﬀérente, notée POH(t) et PCl(t). On n’observe cependant pas ici la fonction de Kubo-
Toyabe caractéristique d’une distribution gaussienne de champs nucléaires statiques. Dans notre
cas P (t) présente une oscillation, visible pour t > 4 µs, de faible fréquence f = 0.103(2) MHz
et tendant vers zéro aux temps longs alors qu’une fonction de Kubo-Toyabe tend vers la valeur
1/3 aux temps longs. Cette oscillation lente correspond à un champ local sur le site du muon
de Hµ = f/γµ = 0.103/135.5 = 7.6(2) G. Il s’agit d’un champ de nature statique, que l’on
peut facilement découpler par l’application d’un champ longitudinal HLF = 100 G pour faire
apparaître la faible relaxation dynamique due aux spins électroniques (voir Fig.8.1). Ce champ
statique relativement élevé est caractéristique d’un champ dipolaire créé par les forts moments
nucléaires du proton.
Cette forme de relaxation d’origine nucléaire, diﬀérente d’une fonction de Kubo-Toyabe,
est connue et a déjà été observée dans plusieurs systèmes (voir chapitre 4). Cette forme de la
polarisation déjà calculée peut être utilisée pour décrire l’évolution de la polarisation associée
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Figure 8.1 – Gauche : Évolution de la polarisation du muon au cours du temps à 4 K en champ nul
(cercles noirs) et sous un champ longitudinal appliqué de 100 G (triangles cyan) dans la kapellasite.
Les contributions respectives des deux sites, OH et Cl, sont indiquées par les lignes rouge et verte.
L’ajustement de P (t) indique que 86% des sites de muons sont ceux près du groupe OH (ligne noire).
Droite : Schéma des deux sites probables du muon au sein de la structure cristallographique, avec leurs
pourcentages déduits de P (t).
au site OH, POH(t), dans la kapellasite. Celle-ci ne dépend que d’un paramètre, la pulsation
ωOH, qui ne dépend elle-même que de la distance dµ−H entre le muon et le moment nucléaire de
l’hydrogène selon la formule [139] :
dµ−H =
(
µ0
4π
~γµγH
ωOH
) 1
3
(8.1)
avec γH le rapport gyromagnétique nucléaire de l’hydrogène. Dans le cas du site proche du chlore,
on n’attend pas la formation de tel complexe. L’approximation gaussienne de la distribution des
champs nucléaires environnants est alors valide, et PCl est modélisée par une fonction de Kubo-
Toyabe statique. La polarisation totale peut donc ﬁnalement s’écrire sous la forme :
P (t) = fPOH(t)e
−(γµ∆OHt)
2/2e−λOHt + (1− f)PCl(t)e−λClt (8.2)
Le paramètre f représente la fraction des muons formant un complexe [µ–O–H]. Le premier
terme de l’équation contient une fonction gaussienne prenant en compte la distribution eﬀective
des champs locaux de largeur ∆OH. La largeur de la distribution de la fonction de Kubo-Toyabe
PCl est ∆Cl. Chaque partie contient une atténuation exponentielle due à la relaxation induite par
les spins électroniques, de paramètres respectifs λOH et λCl. Le meilleur ajustement donne une
fraction f = 0.86(1) ainsi que les paramètres suivants : ∆OH = 1.9(3) G, ∆Cl = 1.9(3) G, λOH =
0.024(10) µs−1, λCl ∼ 0 µs−1 et ωOH = 0.65(1) rad/µs. Cette dernière valeur, correspondant
au champ Hµ = ωOH/2πγµ = 7.6(2) G, conduit d’après l’équation 8.1 à une distance muon-
hydrogène dµ−H = 1.5 Å, proche des plans kagome (Fig. 8.1).
Connaissant cette distance, il est possible de se faire une idée plus précise de la localisation du
muon au sein de la structure cristallographique. La distance O–D a été évaluée à l’aide de mesures
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Figure 8.2 – Localisations envisageables pour le muon au sein de la structure cristallographique, notées
p1 et p2. La position p1, plus éloignée des charges positives des Cu2+, semble plus réaliste.
de diﬀraction de neutrons [92] à 0.99 Å. Le comportement chimique du muon étant proche de
celui d’un proton, il est légitime de considérer que la distance µ+–O sera elle aussi voisine de 1 Å
au sein du complexe [µ–O–H] dans l’échantillon protoné. La position cristallographique occupée
par le muon est également régie par des considérations énergétiques : une position interstitielle
de haute symétrie favorise la minimisation de l’énergie électrostatique. Il est donc raisonnable de
supposer que le muon doit se situer sur la médiatrice du segment reliant deux Cu2+ plus proches
voisins. Ces arguments déﬁnissent ﬁnalement deux positions possibles, p1 et p2, représentées sur
la ﬁgure 8.2. La position p2 se situe en dessous d’un Cl et au dessus d’un triangle de Cu alors que
la position p1 se situe elle en dehors du triangle de Cu sans atome de Cl à proximité. La position
p1 est plus éloignée des centres de charges positives des Cu2+ que la position p2 et semble à ce
titre plus favorable.
Le site minoritaire de muons localisés près de l’ion Cl− (14 %) est quant à lui plus éloigné
des plans kagome (voir Fig. 8.1), on s’attend donc à ce que les muons présents sur ce site soient
moins sensibles à la dynamique de spin électronique issue de ces plans.
8.2 Un état fondamental de type liquide de spin
L’analyse précédente de la relaxation, constante pour T ≥ 4 K et dominée par les champs
nucléaires statiques, démontre l’absence de gel magnétique jusqu’à cette température. Cepen-
dant, d’après les valeurs d’échange de l’ordre de 10–20 K, il est légitime de se poser la question
du développement d’un ordre ou d’un gel de spin à plus basse température.
Nous avons réalisé des expériences de µSR en champ nul et sous champ longitudinal jusqu’à
T = 20 mK, soit une échelle d’énergie de l’ordre de J/103. L’évolution de la polarisation P (t) à la
température de base T = 20 mK est représentée sur la ﬁgure 8.3. Le résultat de ces expériences
démontre l’absence d’ordre à longue distance, d’après les arguments développés ci-dessous :
– On observe que le signal relaxe à zéro aux temps longs alors qu’on attendrait une remontée
vers la valeur 1/3 dans le cas d’une transition magnétique.
– On n’observe aucune perte de polarisation aux temps courts, habituellement causée par
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Figure 8.3 – Gauche : Polarisation du muon en champ nul en fonction du temps pour T = 4 K et
T = 20 mK. Droite : Polarisation en fonction du temps pour T = 20 mK sous champ nul (cercles rouges
vides) et sous un champ longitudinal de 100 G (cercles rouges pleins) et de 2500 G (cercles gris). Une
fonction de Kubo-Toyabe (KT) avec une distribution de champ ∆H = 10 G est représentée pour HLF = 0
(ligne noire) et HLF = 100 G (ligne pointillée noire) ; de même, dans l’hypothèse d’un état statique, le
signal devrait être presque totalement découplé pour HLF = 100 G.
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une très forte relaxation dans le cas d’un gel, ni d’oscillations rapides associées au déve-
loppement d’un champ interne statique.
– Dans l’hypothèse d’une relaxation due à un état statique, la distribution de champ interne
correspondante serait de l’ordre de ∆H ∼ 10 G. Dans ce cas, un champ longitudinal appli-
qué de HLF = 100 G –où HLF ∼ 10∆H– devrait complètement découpler la relaxation, ce
qui n’est clairement pas observé (Fig. 8.3). Même pour un champ fort tel queHLF = 2500 G
la relaxation reste importante (voir Fig. 8.3), ce qui établit son caractère dynamique.
La forme de P (t) entre T = 20 mK et 4 K peut être modélisée par l’équation 8.2 : Tous les
paramètres de l’ajustement liés aux champs nucléaires sont indépendants de la température et
sont ﬁxés d’après leurs valeurs déterminées à 4 K. Seul le paramètre de relaxation électronique
λOH est laissé libre, témoignant d’un ralentissement de la dynamique entre 4 K et 20 mK. La
relaxation induite sur le site du Cl est toujours plus faible et on la suppose indépendante de la
température (λCl ∼ 0). Cette faible relaxation pour le site proche du Cl est cohérente avec la plus
grande distance entre le muon et les atomes magnétiques des plans kagome. Nous avons estimé
dans la partie précédente la position cristallographique probable p1 du muon du site OH, ce qui
permet de calculer la distribution de champ magnétique dipolaire ∆1 = 0.131 T sur ce site due
aux spins électroniques des Cu2+ environnants. Nous verrons que le taux de relaxation sondé à
partir de ce site est en bon accord avec cette estimation (cf. 8.3.3). La position du muon du site
Cl est plus diﬃcile à déterminer du fait de l’absence d’une réponse particulière comme dans le
cas du groupe OH. Dans une approche simpliﬁée, on peut toutefois calculer le champ magnétique
dipolaire créé par un spin S = 12 d’un site kagome directement sur la position cristallographique
du Cl : Hd ∼ 0.05 T. Rappelons que dans le cas de ﬂuctuations rapides de type paramagnétique
à haute température, sondée en champ nul, la taux de relaxation s’exprime selon :
λ =
2γ2µ∆
2
ν
(8.3)
Or comme λ ∼ ∆2, on s’attend à obtenir un rapport des taux de relaxation des deux sites tel
que :
λCl
λOH
=
(
Hd
∆1
)2
≃ 0.15 (8.4)
Ce faible rapport explique la diﬀérence constatée entre les relaxations des deux sites. Sous un
champ longitudinal appliqué HLF = 100 G, on constate que le signal ne relaxe plus à zéro aux
temps longs, mais plutôt vers ∼ 14 %. Cette partie de la polarisation correspond exactement à la
fraction des muons situés près du Cl. Cela s’explique d’après l’analyse ci-dessus. En eﬀet, puisque
la relaxation des muons sur ce site est très faible, on a, d’après les simulations du découplage pré-
sentées au chapitre 4, PCl(t) ∼ 1 dans la fenêtre temporelle sondée. Notons que cette diﬀérence
de relaxation est aussi responsable du croisement inhabituel des courbes de relaxations en champ
nul entre 4 K et 20 mK, observé vers t = 3 µs (Fig. 8.3). S’il n’y avait en réalité qu’un unique
site de muon, ce croisement ne pourrait s’expliquer que par une remontée de la polarisation aux
temps longs, caractéristique de la présence d’une fraction magnétique gelée. Dans notre cas, la
présence de ce croisement est au contraire bien modélisée par la présence de deux sites de muons
(voir Fig. 8.3).
La polarisation à basse température indique donc la présence d’un état complètement dyna-
mique dans la kapellasite, jusqu’à T = 20 mK. Pour cette température, les ﬂuctuations électro-
niques des spins sont ralenties par rapport à la phase paramagnétique pour T ≥ 4 K, comme le
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Figure 8.4 – Gauche : Évolution en température de la polarisation sous champ longitudinal H = 100 G.
Les triangles sont les points expérimentaux, les lignes les ajustements. Droite : Dépendance du 1/T µ1 en
fonction de T montrant la persistance des fluctuations jusqu’à 20 mK.
montre le changement du paramètre λOH. Dans la partie suivante, nous allons nous intéresser à
l’évolution en température de ces ﬂuctuations issues des plans kagome sondées à la fois par µSR
et RMN.
8.3 Évolution de la dynamique de spin en température
8.3.1 Dynamique de spin sondée par µSR
Les expériences de µSR sous un champ longitudinal appliqué de 100 G permettent de s’af-
franchir de l’inﬂuence des champs nucléaires statiques. La relaxation due à la fraction des muons
sur le site du Cl étant faible, on a PCl(t) ∼ 1, et la polarisation totale (éq. 8.2) devient :
P (t) = fe−λµt + (1 − f) (8.5)
Il est ainsi facile de suivre l’évolution en température du taux de relaxation λµ = λOH = 1/T
µ
1 ,
sondant la relaxation des plans kagome à partir du site OH. La ﬁgure (Fig. 8.4) montre la
dépendance en température de P (t) ainsi que de 1/T µ1 . Au-dessus de 4 K, la relaxation est
faible et indépendante de T , caractéristique d’un régime de ﬂuctuation paramagnétique qui sera
analysé plus en détail dans la partie 8.3.3. Puis, vers T ∼ 3 K, l’augmentation de 1/T µ1 signale un
ralentissement des ﬂuctuations, avant d’atteindre un régime où 1/T µ1 est constant, indiquant la
persistance des ﬂuctuations jusqu’à T = 20 mK. Cette évolution de 1/T µ1 permet donc d’écarter
la possibilité d’un comportement gappé de χ′′(ω), la température de base de 20 mK ﬁxant la
valeur maximale d’un éventuel gap de spin, soit environ J/1000.
De manière similaire à l’analyse exposée dans le chapitre 5, il est possible de sonder la fonction
d’auto-corrélation de spin S(t) = 〈S(t)S(0)〉 du système à basse énergie (pour HLF ≤ 0.25 T)
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Figure 8.5 – Gauche : Évolution de la polarisation du muon au cours du temps pour différents valeurs
de champ longitudinal appliqué pour T = 60 mK. Droite : Temps de relaxation spin-réseau en fonc-
tion du champ longitudinal appliqué. Le comportement linéaire indique un régime de fluctuations non
conventionnel.
lors de mesures sous champ longitudinal. L’évolution de la relaxation du muon pour 0.01 ≤
HLF ≤ 0.25 T est représentée sur la ﬁgure 8.5. Rappelons que dans un régime paramagnétique
conventionnel, cette fonction de corrélation est modélisée par S(t) = S2e−νt, et que le spectre
d’excitations correspondant est lorentzien. Le taux de relaxation s’exprime ainsi selon :
λµ =
1
T µ1
=
2γ2µ∆
2ν
ν2 + γ2µH
2
LF
(8.6)
Le temps de relaxation spin-réseau T µ1 varie alors linéairement avec H
2
LF. La relaxation dans le
régime paramagnétique à haute température est trop faible pour pouvoir extraire de façon précise
le spectre d’excitations correspondant. Dans le régime de basse température pour T = 60 mK,
on constate plutôt que T µ1 varie linéairement avec H (Fig. 8.5). L’ajustement supposant une
dépendance en H2 n’est pas convaincant, et donne de plus une valeur de champ ﬂuctuant sur
le site du muon ∆ ∼ 0.009 T très éloignée de celle attendue pour un couplage dipolaire de
∆ = 0.131 T.
Bien que cette situation se rapproche du comportement observé dans le cas de l’herbertsmi-
thite, où elle a été attribuée à la présence de défauts interplans, rappelons qu’il n’y a pas dans
la kapellasite de tels sites interplans. La physique sondée est donc ici celle des plans kagome. On
peut donc conclure à l’existence d’un spectre d’excitations non conventionnel, avec une fonction
d’auto-corrélation qui n’est pas exponentielle.
8.3.2 Dynamique de spin sondée par RMN
Les propriétés dynamiques vues en RMN permettent également de distinguer deux régimes
en température. La dynamique des diﬀérents sites de Cl a été sondée et révèle un comportement
similaire de 40 à 1.3 K. Au dessus de 10 K, la courbe de relaxation du spin nucléaire M(t) au
cours du temps t est en accord avec la formule attendue pour un spin 3/2 telle que décrite au
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chapitre 4, pour un temps de relaxation spin-réseau T1 :
M(t, T1) =Msat
(
1− 0.1e−t/T1 − 0.9e−6t/T1
)
(8.7)
Cet ajustement, représenté ﬁgure (Fig. 8.6b), donne une valeur constante de T1 = 12(3) ms
pour 10 < T < 40 K. L’indépendance en température du T1 est notamment caractéristique du
comportement d’un isolant dans un état paramagnétique. Ce temps de relaxation a été calculé
explicitement par Moriya [146] dans la limite de haute température, pour T ≫ J :
1
T1
=
√
2πγ2ng
2A2hfS(S + 1)
3z1ωe
avec ωe =
J
~
√
2zS(S + 1)/3 (8.8)
où z1 = 3 est le nombre de Cu2+ sondés, ωe est la fréquence d’échange et z = 4 le nombre
de voisins magnétiques d’un Cu2+ sur le réseau kagome. En utilisant les valeurs expérimentales
déterminées précédemment, Ahf = −4.98 kOe/µB et J ≃ θCW = 9.5 K, cette formule donne
T1 = 12 ms, ce qui est en très bon accord avec la mesure eﬀective du T1. Notons que, puisque
1/T1 ∼ A2hf/z1
√
z ∼ z1/
√
z, des valeurs de T1 distinctes devraient a priori être mesurées en
fonction du site sondé (possédant une conﬁguration diluée ou non). En fait, connaissant la pro-
babilité d’occupation d’un site p = 0.73, il est possible de calculer les moyennes statistiques z1
et z pour chaque conﬁguration. Le résultat donne des valeurs de T1 diﬀérant seulement de 25 %,
ce qui reste indiscernable de par nos barres d’erreurs expérimentales à ces températures.
Au dessous de 10 K, un net changement s’opère dans le processus de relaxation, et la courbe
de retour à saturation M(t) s’ajuste plutôt par une forme phénoménologique en exponentielle
étirée :
M(t) =Msat
(
1− 0.1e−(t/τ0)β − 0.9e−(6t/τ0)β
)
(8.9)
Cette forme particulière peut s’obtenir à partir de la forme à haute température (éq. 8.7) en
supposant une distribution de temps de relaxation τ selon une densité de probabilité (PDF)
ρ(τ) telle que :
M(t) =
∫ +∞
0
M(t, τ)ρ(τ)dτ (8.10)
La fonction de densité de probabilité peut être extraite par transformée de Laplace inverse [205]
aboutissant à une expression dépendant de deux paramètres : τ0, relié au temps de relaxation
moyen de la distribution, et β caractérisant la forme et la largeur de la distribution. La densité
de probabilité s’exprime alors selon :
ρ(τ) = − τ0
πτ2
+∞∑
k=0
(−1)k
k!
sin(πβk)Γ(βk + 1)
(
τ
τ0
)βk+1
(8.11)
L’ajustement des courbes de relaxation expérimentales à partir de l’équation 8.10 pour 1.3 ≤
T ≤ 40 K permet d’extraire les paramètres β et τ0 pour diﬀérentes températures (voir Fig. 8.6b)
et ainsi d’obtenir les proﬁls de ρ(τ) en température présentés sur la ﬁgure 8.6a. Au-dessus de
10 K, la distribution ρ(τ) est faiblement élargie et principalement centrée autour d’une valeur
proche de τ0 (β → 1). A plus basse température, la distribution s’élargit de façon asymétrique,
avec notamment l’apparition d’une divergence à τ = 0 lorsque T → 0.
La dépendance en température de l’élargissement de cette distribution est illustrée sur la
ﬁgure 8.6c. La carte d’intensité de cette ﬁgure représente la valeur de la fonction de densité de
probabilité ρ(τ) en fonction à la fois de la température ainsi que de 1/τ . Pour T ≥ 10 K, la
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Figure 8.6 – (a) Profils des densités de probabilités ρ(τ) en fonction du temps de relaxation τ suivant
la température. (b) Comparaison des courbes de retour à saturation à 30 K et à 1.3 K, et ajustements à
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10 K la distribution du temps de relaxation s’élargit.
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majeure partie de l’intensité est localisée autour de la valeur 1/τ0, ce qui permet de déﬁnir un
temps de relaxation unique T1 = τ0 ∼ 12 ms. Pour T ≤ 10 K, la répartition de l’intensité est
plus uniforme, ce qui traduit la grande distribution des temps de relaxation τ , avec malgré tout
une tendance à favoriser les temps de relaxation courts comme le montre la plus forte intensité
lorsque 1/τ est grand.
8.3.3 Comparaison entre les résultats de µSR et de RMN
Les mesures de la dynamique en µSR et en RMN permettent toutes les deux de sonder le
taux de relaxation spin-réseau 1/T1, qui est directement relié à la susceptibilité dynamique χ′′(ω)
selon :
1
T1
=
γ2
µ2B
kBT
∑
q
|A(q)|2 χ
′′
⊥(q, ω)
ω
(8.12)
Ces deux techniques permettent de sonder χ′′(ω) à des fréquences (énergies) diﬀérentes. Bien
que ce soit toutes les deux des techniques locales, c’est-à-dire n’ayant a priori pas de résolution
dans l’espace réciproque, notons que la position spatiale de la sonde (muon ou noyau) revêt une
importance particulière puisqu’elle ﬁxe la dépendance en q de la constante de couplage A(q). La
comparaison de la dynamique déterminée à l’aide de ces deux techniques oﬀre donc deux points
de vue complémentaires sur le système.
Si l’on néglige la dépendance en q de la constante de couplage, les temps de relaxation sondés
en RMN (T1) et en µSR (T
µ
1 ) sont reliés selon le rapport :
T1
T µ1
=
(
γµAµ
γnAhf
)2
(8.13)
La dépendance en température des deux T1 est comparée ﬁgure 8.7. Pour T > 5 K, les T1 sondés
en µSR et en RMN sont tous les deux constants en température, reﬂétant l’état paramagnétique
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homogène dans lequel le système se trouve. Pour T = 20 K, ces deux quantités sont proportion-
nelles dans un rapport tel que T1/T
µ
1 ∼ 150, ce qui donne une constante de couplage pour le
muon de Aµ = 0.188 T/µB , en bon accord avec l’estimation précédente du champ dipolaire créé
sur le site du muon de 0.131 T/µB .
En RMN comme en µSR, la dynamique de spin subit un changement vers 4 K. La ﬁgure
8.7 montre clairement que l’apparition d’une large distribution de T1 en RMN coïncide avec
l’augmentation de 1/T µ1 pour T < 5 K, soulignant l’origine commune de la relaxation sondée.
Cette échelle d’énergie qui apparaît également dans la chaleur spéciﬁque (maximum de C/T
à ∼ 2 K) résulte directement de la frustration induite par les interactions en compétition, et
traduit le renforcement des corrélations à courte portée à basse température.
Si ce changement de dynamique est clairement identiﬁé par nos deux techniques locales, il
ne se traduit pas de la même façon. En µSR, il n’y a pas ou peu de distribution de temps de
relaxation y compris pour T ≤ 5 K et le 1/T µ1 subit une augmentation en dessous de 3 K.
En RMN, il y a une large distribution de T1 pour T ≤ 5 K qui empêche l’identiﬁcation d’un
temps de relaxation bien déﬁni. Nous allons dans la suite chercher à comprendre pourquoi cette
distribution apparait dans les mesures de RMN et non dans celles de µSR. Les courbes de
relaxation en exponentielle étirée observées dans les mesures RMN sont caractéristiques d’une
distribution de temps de relaxation dans le système, qui peut avoir plusieurs origines possibles :
(1) Désordre homogène causé par une distribution de couplages hyperfins. Il
existe bien un désordre spatial dû aux substitutions Zn/Cu au sein du plan kagome, responsable
de distorsions locales pouvant a priori induire des couplages hyperﬁns légèrement diﬀérents.
La distribution des temps de relaxation pourrait alors provenir d’une distribution de couplage
hyperﬁns soit entre les sites de conﬁgurations identiques, soit entre les sites de conﬁgurations
distinctes. La première possibilité peut être écartée puisque cette relaxation particulière est ob-
servée de façon identique sur les trois sites du Cl sondés. La deuxième peut également être écartée
puisque la détermination de ces couplages dans la partie 7.3.2 pour chaque site démontre plutôt
l’absence de distribution de couplages hyperﬁns étant donné que le couplage par spin sondé est
identique. De plus la distribution de temps de relaxation n’apparaît qu’à basse température alors
que ce désordre spatial chimique ne dépend clairement pas de la température. Cette hypothèse
ne peut donc expliquer à elle seule l’origine de la distribution de temps de relaxation.
(2) Distribution spatiale du spectre d’excitations. Dans ce scénario, la dynamique
de spin sondée diﬀère d’un noyau de Cl à l’autre à basse température, indépendamment de la
conﬁguration du site Cl. Cet eﬀet peut résulter d’une origine intrinsèque où chaque spin sondé
subit plusieurs processus de relaxation au sein de la phase liquide de spin avec des fonctions
d’auto-corrélations de spin distinctes. Il pourrait également avoir une origine extrinsèque où la
présence d’un défaut local engendrerait une réponse étendue responsable de sites dynamique-
ment non équivalents.
La diﬀérence de forme entre les courbes de relaxation issues de la µSR et de la RMN pourrait
s’interpréter dans le cadre de l’hypothèse (2). Le fait que le spectre d’excitations soit non uniforme
dans l’espace donne une importance particulière au type de couplage de la sonde. L’atome de Cl
sonde localement au maximum trois Cu2+ par couplage hyperﬁn, alors que le muon est sensible
à la dynamique d’un plus grand nombre de spins, grâce à son couplage à dominante dipolaire.
La relaxation mesurée en µSR serait ainsi plus homogène. Connaissant la forme exacte de ρ(τ),
il est possible de calculer numériquement les ﬂuctuations moyennes 〈 1τ 〉 d’une telle distribution
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Figure 8.8 – Gauche : Intensité de diffusion inélastique S(Q,E) en fonction de l’énergie et du vecteur
d’onde Q dans une échelle logarithmique à T = 0.1 K. Droite : Facteur de structure inélastique S(Q)
intégré en énergie. Un pic centré vers 0.5 Å est clairement identifiable, et très éloigné des corrélations
classiques pour un réseau kagome de type q = 0 ou
√
3×√3.
selon : 〈
1
τ
〉
=
∫ +∞
0
ρ(τ)
τ
dτ (8.14)
Le résultat est représenté sur la ﬁgure 8.7 et montre que 〈 1τ 〉 augmente à basse température, de
façon similaire à 1/T µ1 , en accord qualitatif avec l’hypothèse énoncée ci-dessus. Une comparaison
plus détaillée des relaxations sondées en RMN et en µSR nécessite à la fois la connaissance de la
susceptibilité dynamique χ′′(ω) ainsi que du facteur de forme A(q) (voir éq. 8.12) pour la sonde
considérée. Le facteur de forme peut être responsable d’un eﬀet de ﬁltrage, lorsqu’il s’annule pour
certaines valeurs de q, donnant un poids extrêmement faible aux ﬂuctuations pour ces valeurs
de q. En revanche, cet eﬀet ne permet pas d’expliquer la distribution de temps de relaxation
observée.
8.4 Apport de la diffusion de neutrons
Contrairement aux mesures locales utilisées jusqu’à présent, la diﬀusion de neutrons est
résolue dans l’espace réciproque et permet donc de mesurer les corrélations spatiales notamment
par la détermination du facteur de structure. Les mesures de diﬀusion de neutrons ont été réalisées
par B. Fåk à l’institut Laue-Langevin de Grenoble, sur poudre non-orientée deutérée. L’intensité
de diﬀusion inélastique des neutrons, S(Q,E), est représentée ﬁgure 8.8 pour T = 0.1 K. À cette
température, la diﬀusion inélastique d’origine magnétique domine celle issue des phonons. Cette
diﬀusion est essentiellement quasi-élastique, et ne présente pas de branches d’ondes de spin,
caractéristiques d’un état ordonné. Ce résultat est en accord avec le comportement de liquide de
spin établi par µSR jusqu’à 20 mK. Les corrélations observées restent donc à la fois dynamiques
et à courte portée dans ce système.
En intégrant S(Q,E) en énergie (0.4 ≤ E ≤ 0.8 meV), et après correction du facteur de
forme de Cu2+, on obtient le facteur de structure inélastique S(Q). Cette quantité physique
reﬂète les corrélations spatiales entre spins et permet d’identiﬁer nettement un pic centré vers
Q = 0.5 Å−1 ainsi qu’une légère remontée vers Q = 2 Å−1 (Fig. 8.8). Cette position particulière
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Figure 8.9 – Exemples de configurations d’une chaîne infinie de spins XY . les configurations (1) et (2)
sont régulières par la translation du réseau T1 mais pas (3) ni (4). D’après [206].
à Q = 0.5 Å−1 est très originale, car elle ne correspond à aucune corrélation classique observée
jusqu’à présent sur le réseau kagome. Elle est très éloignée de la position attendue pour des
excitations piquées à Q = 0 ou bien encore
√
3×√3.
À haute température, pour T > 5 K, les mesures inélastiques révèlent une susceptibilité
dynamique χ′′(ω) de forme lorentzienne quasi-élastique, observée dans le cas conventionnel d’un
spectre d’excitations lorentzien. En revanche, pour T ≤ 5 K, la forme de χ′′(ω) change, ce qui
suggère un spectre d’excitations diﬀérent. Ces mesures de diﬀusion de neutrons sont cohérentes
avec la dynamique observée par nos mesures locales, qui suggèrent l’apparition de ﬂuctuations
particulières dans le régime de liquide de spin à basse température pour T ≤ 5 K.
8.5 Discussion de la nature du fondamental
8.5.1 États réguliers classiques sur le réseau kagome
Alors que les états quantiques fondamentaux d’un Hamiltonien Heisenberg sur des réseaux
bidimensionnels tels que les réseaux carré, triangulaire ou kagome ne sont pas connus exacte-
ment, ses fondamentaux classiques peuvent être déterminés théoriquement et constituent une
base utile à l’identiﬁcation du fondamental quantique. Ces états de Néel obtenus à T = 0 se ca-
ractérisent tous par une brisure de symétrie : celle de l’invariance par rotation globale des spins.
Néanmoins, ces états conservent malgré tout une certaine régularité au sens où, si l’on choisit un
spin particulier, les spins voisins forment un paysage identique pour tous les spins. Ce concept
de régularité a été formalisé théoriquement par L. Messio et. al. à l’aide des symétries associées
au réseau considéré [206, 207]. Pour mieux comprendre si une conﬁguration de spins est dite
régulière, on peut se référer à l’exemple d’une chaîne de spins XY illustré ﬁgure 8.9. La conﬁgu-
ration (1) est invariante par l’opération de translation du réseau T1, donc a fortiori régulière. La
conﬁguration (2) n’est plus invariante par T1 car l’angle entre deux spins immédiatement voisins
n’est pas nul et vaut +120˚ou −120˚. Par contre cette conﬁguration est bien régulière car quel
que soit le site sur lequel on se place, lorsqu’on regarde dans la direction du spin qui s’y trouve,
il y a toujours parmi ses deux voisins un spin orienté à +120˚et un autre orienté à −120˚, de
sorte qu’il existe un environnement identique pour tous les spins. Les conﬁgurations (3) et (4) ne
sont, elles, pas régulières. Par exemple, dans la conﬁguration (4) il existe deux environnements :
soit les spins immédiatement voisins sont orientés à 180˚(spins rouges), soit il y a un spin orienté
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à 180˚et un autre à 0˚(spins bleus).
La déﬁnition de ces états réguliers présente un intérêt avant tout théorique. En eﬀet, il n’existe
aucune méthode exacte permettant de trouver les fondamentaux classiques d’un Hamiltonien,
exceptés dans des cas particuliers lorsque les réseaux et les Hamiltoniens sont très simples.
L’approche originale développée par L. Messio et. al. permet de déterminer de façon exhaustive
tous les états classiques respectant les symétries d’un réseau considéré.
D’un point de vue expérimental, cette approche est également intéressante pour plusieurs
raisons. Premièrement, on constate empiriquement que les fondamentaux observés expérimen-
talement pour de nombreux systèmes sont réguliers. L’ensemble de ces états fournit donc à ce
titre des candidats potentiels pour le fondamental du système. Deuxièmement, le nombre de ces
états est plutôt restreint pour un réseau donné : ils sont au nombre de seulement quatre pour le
réseau triangulaire et de huit pour le réseau kagome. Enﬁn, cette étude s’appuie uniquement sur
des arguments de symétrie, sans considération de l’Hamiltonien exact du système qui n’est pas
a priori connu et peut être en réalité plus compliqué qu’un Hamiltonien Heisenberg en incluant
des termes perturbateurs. En revanche, les symétries du réseau sont en général connues. En s’ap-
puyant sur des grandeurs expérimentales qui dépendent de ces symétries, telles que les facteurs
de structure déterminés par diﬀusion de neutron, on peut alors identiﬁer un ordre candidat parmi
la liste des états réguliers autorisés.
Les facteurs de structure élastiques Sl(Q) des huit états réguliers autorisés sur le réseau
kagome ont été calculés par L. Messio et. al. dans un premier temps à l’aide simulations clas-
siques [207]. En calculant la moyenne de poudre de ces facteurs de structure, seule quantité
physique accessible lorsque le composé n’existe pas sous forme monocristalline, on constate qu’il
existe six facteurs de structure distincts représentés sur la ﬁgure 8.10. Chaque Sl(Q) présente
des pics d’intensités à des Q particuliers –des pics de Bragg– reﬂétant l’arrangement statique
des spins selon l’ordre correspondant.
Notons qu’un des états réguliers, le cuboc2, présente un pic de Bragg à la position Q = 0.5 Å.
De plus, seul le facteur de structure élastique de cet état possède une séparation entre ce pic et
le suivant à plus grand Q aussi importante, comme le soulignent les rectangles noirs de la ﬁgure
8.10. Bien que la kapellasite ne présente pas d’ordre à longue portée, ces deux caractéristiques
de l’état cuboc2 se retrouvent également dans le facteur de structure inélastique observé par
diﬀusion de neutrons et suggèrent des similarités avec les corrélations présentes dans cet état.
Il s’agit d’un état de spins non coplanaires à douze sous-réseaux, dans lequel chaque direction
de spin pointe vers les sommets d’un cuboctaèdre. Cette forme géométrique est un polyèdre à
quatorze faces régulières, dont huit sont des triangles équilatéraux et six sont des carrés. L’angle
entre deux spins voisins est de 60˚(Fig. 8.11).
8.5.2 Diagramme de phases classique J1 − J2 − Jd sur le réseau kagome
Si ces états réguliers sont des états autorisés par la symétrie du réseau, il est nécessaire
qu’ils soient également énergétiquement favorables pour pouvoir être eﬀectivement observables
expérimentalement. Aﬁn de déterminer des situations où ce sont les états fondamentaux, L.
Messio et. al. considère un Hamiltonien de Heisenberg avec des interactions non uniquement
plus proches voisins mais également second et troisième voisins :
H = J1
∑
<i,j>1
Si · Sj + J2
∑
<i,j>2
Si · Sj + Jd
∑
<i,j>3
Si · Sj (8.15)
où les interactions Jij ont été déﬁnis au chapitre 6 (Fig. 6.8). D’après cet Hamiltonien, il est
possible de calculer l’énergie par site pour chaque état régulier. À titre d’exemple, l’énergie de
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Figure 8.10 – Facteurs de structure élastiques des états réguliers sur le réseau kagome. Celui du
fondamental de type cuboc2 est le seul à posséder un pic proche de 0.5 Å (correspondant à la position
M =Me/2), et autant éloigné du prochain pic.
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Figure 8.11 – Représentation de la phase classique Cuboc2. À gauche, la maille primitive comportant
12 sous réseaux, chaque couleur se rapportant à une direction de spin dans l’espace. L’angle entre spins
voisins est de 60˚, chaque spin pointant vers un sommet différent d’un cuboctaèdre (droite).
l’état ferromagnétique EF où tous les spins sont alignés dans la même direction ainsi que l’énergie
de l’état cuboc2 Ec2 où les spins proches voisins sont à 60˚et les spins suivant la diagonale à
180˚, sont :
EF = 4J1 + 2Jd + 4J2 (8.16)
Ec2 = 2J1 − 2Jd − 2J2 (8.17)
Le diagramme de phases classiques de ce modèle Heisenberg J1 − J2 − Jd sur le réseau kagome,
établi par L. Messio et al. [204], est obtenu en déterminant, pour un ensemble de paramètres
J1, J2, Jd donné et parmi ces états réguliers, l’état qui minimise l’énergie par site. Une coupe de
ce diagramme selon J1 = −1 (ferromagnétique) est représentée ﬁgure 8.12.
La détermination des interactions d’échange de la kapellasite d’après les ajustements de la
susceptibilité et de la chaleur spéciﬁque à l’aide des séries haute température (voir partie 7.4)
permet de localiser le fondamental correspondant dans le diagramme de phases. Dans le cadre
du modèle J1 − Jd, le meilleur ajustement donne un rapport |Jd/J1| = 0.84 qui se situe dans la
phase cuboc2. Pour le modèle J1 − J2, l’ajustement aboutit à un rapport |J2/J1| = 0.49 qui se
situe également dans la phase cuboc2. Si l’on autorise à la fois la présence d’une interaction J2 et
une interaction Jd, le meilleur ajustement donne J1 = −12.4 K, Jd/J1 = −1.19 et J2/J1 = 0.40
(point noir, Fig. 8.12) toujours localisé dans la phase cuboc2 [203]. Ceci montre que, malgré
la proximité apparente avec la phase ferromagnétique, les résultats donnés par les séries sont
très stables. Cet état cuboc2 pourrait donc être le fondamental du composé kapellasite. Notons
que ce fondamental a été proposé par le passé pour le composé Cu3(titmb)2(OCOCH3)6, H2O
dans un modèle J1 − J2 avec J2/J1 = 0.3(1) [104]. Ce rapport se trouve très proche de la phase
ferromagnétique, voire à l’intérieur dans les barres d’erreurs expérimentales. De plus, des mesures
plus récentes de chaleur spéciﬁque ont montré l’existence d’une transition ferromagnétique à
T = 56 mK suggérant que le fondamental de ce composé puisse plutôt se trouver dans la phase
ferromagnétique [102].
8.5.3 Prise en compte des fluctuations quantiques
Les études théoriques présentées jusqu’à présent concernaient des spins classiques, alors que
la kapellasite possède des spins fortement quantiques S = 12 . De façon à prendre en compte
l’eﬀet des ﬂuctuations quantiques, nos collaborateurs ont utilisé une théorie de champ-moyen
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Figure 8.12 – Diagramme de phases classique d’un modèle Heisenberg J1 − J2 − Jd représenté pour
J1 = −1 (ferromagnétique). Les points rouges représentant les résultats donnés par les modèles J1 − Jd
et J1−J2 ainsi que le point noir représentant le résultat donné par le modèle J1−J2−Jd localisent tous
le fondamental de la kapellasite dans la phase cuboc2.
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de Bosons de Schwinger (SBMF 1). Une présentation détaillée de cette technique pourra être
trouvée dans les références [208, 209]. Rappelons ici succinctement ses principaux avantages et
caractéristiques :
– Il s’agit d’une technique reformulant les opérateurs de spins par des opérateurs bosoniques.
Plus précisément, pour chaque site porteur d’un spin S, il existe deux types de bosons : un
up porteur d’un spin +12 (a) et un down avec un spin −12 (b), avec à chaque fois l’opérateur
de création associé (a† et b†). Les opérateurs de spin peuvent se réécrire dans cette base :
2Sz = a
†a− b†b (8.18)
S+ = a†b (8.19)
S− = b†a (8.20)
(8.21)
Aﬁn de respecter la contrainte d’un spin par site, il faut ﬁxer le nombre de bosons par site
κ = 2S.
– Même si elle utilise une représentation en termes de bosons, il est possible de dériver des
opérateurs de spin S = 12 , reliés aux spinons, et donc de décrire dans un même formalisme
des phases ordonnées à longue portée avec des excitations d’ondes de spin de type magnons
(S = 1) et des phases de liquides de spin, qui conservent l’invariance par rotation globale
des spins, avec des excitations fractionnaires de type spinons (S = 12).
– Dans l’approximation de champ moyen, c’est la valeur moyenne du nombre de bosons
par site qui est ﬁxée à κ. κ devient alors un paramètre continu qui permet de simuler le
poids des ﬂuctuations quantiques. Sur des réseaux périodiques de taille ﬁnie, la contrainte
κ = 2S peut en général être vériﬁée. En revanche, à la limite thermodynamique, lorsque
κ est supérieur à un nombre critique κc l’état fondamental est un état ordonné à longue
portée, qui présentent des ondes de spins (magnons). Si κ < κc l’état fondamental peut
être un liquide de spin.
– Les limites de cette technique se comprennent dans le cadre de l’approximation de champ
moyen. On suppose en eﬀet que les propriétés du fondamental issues du Hamiltonien de
champ moyen reste proches de celles du Hamiltonien complet de départ.
Un exemple de résultats obtenu dans le cadre d’un modèle Heisenberg antiferromagnétique
sur le réseau kagome est montré ﬁgure 8.13. Au-dessus de κ = κc = 0.5, le système présente
un ordre à longue portée avec des pics de Bragg bien déﬁnis apparaissant aux points Me. À
l’opposé, pour un eﬀet important des ﬂuctuations quantiques, κ = 0.2 < κc, l’intensité est de
nature diﬀuse uniquement selon un continuum causé par le spectre des spinons. Il est intéressant
de noter que pour κ = 0.4, le système est toujours dans une phase liquide de spin mais qu’il
persiste malgré tout des réminiscences de l’état ordonné sous la forme d’intensité localisée près
des points Me (Fig. 8.13b).
1. Schwinger Boson Mean Field theory
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Figure 8.13 – Intensité de diffusion S(Q,E) dans l’espace réciproque calculée pour un modèle Hei-
senberg antiferromagnétique premiers voisins sur le réseau kagome, pour différents poids de fluctuations
quantiques paramétrés par κ (maximum en rouge et minimum en magenta). κc = 0.5 est la valeur critique
au dessus de laquelle le système est ordonné à longue distance. Extrait de [206].
Figure 8.14 – Intensités de diffusion inélastique théoriques S(Q,E) calculées pour T = 0.1 K (gauche),
T = 3 K (centre) et T = 5 K (droite). D’après [210].
8.5.4 Calcul des grandeurs physiques observables pour le modèle cuboc2 :
Comparaison aux résultats expérimentaux
Le fondamental classique cuboc2, déterminé par les interactions en compétition présentes au
sein de la kapellasite, est un état ordonné à longue distance à T = 0. Connaissant désormais
l’Hamiltonien de la kapellasite d’après nos mesures expérimentales, il est possible de prendre en
compte l’eﬀet des ﬂuctuations quantiques, associées à la faible valeur des spins S = 12 , sur le
fondamental en tenant compte de la valeur des interactions d’échanges. L’intensité de diﬀusion
inélastique S(Q,E) calculée à l’aide de la théorie des Bosons de Schwinger en champ moyen
par L. Messio et. al. [210] aux températures T = 0.1, 3 et 5 K est représentée ﬁgure 8.14. Pour
T ≤ 3 K, on observe la réminiscence d’onde de spins caractéristiques d’un état ordonné de type
cuboc2 s’établissant à T = 0. Lorsque la température augmente, pour T > 3 K, les ﬂuctuations
thermiques rendent les modes d’ondes de spins moins bien déﬁnis.
En intégrant en énergie la fonction théorique S(Q,E), sur le même intervalle que celui utilisé
pour les mesures expérimentales 0.4 ≤ E ≤ 0.8 meV, on peut obtenir le facteur de structure
inélastique théorique Stheo(Q). Les principales caractéristiques de cette quantité intégrée sont
peu dépendantes de la température. Le résultat est comparé au facteur de structure inélastique
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Figure 8.15 – Gauche : Comparaison des facteurs de structures inélastiques S(Q) expérimental (cercles
gris) et théorique calculé à T = 5 K (ligne rouge). Droite : Évolution en température du 1/T µ1 expérimental
mesuré en µSR (cercles) comparé au 1/T1 calculé (ligne rouge).
expérimental sur la ﬁgure 8.15. La simulation théorique conﬁrme la position du pic vers 0.5 Å−1
observé expérimentalement, et présente également une remontée vers 2 Å−1.
Si l’intensité de diﬀusion inélastique reste très importante autour de cette position associée
à l’ordre classique cuboc2 dans le cas de la kapellasite, ce système ne présente des corrélations
qu’à courte portée uniquement, avec une absence d’ordre statique révélée par nos mesures de
µSR, et donc sans pics de Bragg apparaissant dans le facteur de structure élastique. Ce der-
nier point contraste donc avec la prévision théorique en SBMF. Toutefois, l’état liquide de spin
observé expérimentalement, de manière similaire à l’exemple de la partie précédente, conserve
des réminiscences de ces corrélations spatiales avec la présence d’intensité quasi-élastique loca-
lisée autour du point Me/2, soit pour Q = 0.5 Å−1, caractéristiques d’une phase cuboc2. Étant
donné la dilution du réseau kagome aﬀectant ce composé, on s’attend à ce que la longueur de
corrélation spin-spin soit signiﬁcativement réduite, et que les modes d’ondes de spin soient consé-
cutivement élargis. Cependant l’intensité de diﬀusion S(Q,E) devrait malgré tout montrer des
indices de la présence de ces modes, notamment par une évolution non-monotone de l’intensité
pour Q > 0.5 Å−1, ce qui n’est pas observé expérimentalement (voir Fig. 8.8).
Le temps de relaxation spin-réseau T1 est relié mathématiquement au facteur de structure dy-
namique selon 1/T1 ∼
∫
S(Q,ω)dQ. Cette quantité est donc calculable par la technique SBMF,
en se plaçant dans le phase cuboc2, avec les interactions obtenues dans le modèle J1 − Jd. Dans
les expériences de µSR, la relaxation est sondée à basse fréquence comparée aux expériences de
neutrons, avec ω = ωL la fréquence de Larmor associée au spin du muon. Le résultat, comparé
à l’expérience ﬁgure 8.15, est en très bon accord avec la mesure de T µ1 avec seulement un seul
paramètre ajustable pour l’amplitude. Notons que la prise en compte des interactions légèrement
diﬀérentes issues des modèles J1−J2 ou J1−J2−Jd ne modiﬁent pas essentiellement le résultat
théorique. Ceci indique que la dynamique de spin est principalement déterminée par la phase
dans laquelle se situe la kapellasite, qui est bien établie. L’évolution de la dynamique locale de
la kapellasite en température semble bien modélisée par les calculs SBMF. L’échelle d’énergie de
∼ 3 K, correspondant au renforcement des corrélations à courte portée et déjà présente dans les
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mesures de chaleur spéciﬁque, se retrouve bien dans les mesures dynamiques et apparaît claire-
ment attribuable au spectre d’excitations particulier de l’état cuboc2.
Finalement, malgré la cohérence entre les prévisions théoriques par SBMF à la fois des
propriétés dynamiques locales et des corrélations à courte portée, il semble que cette technique
ne permettent pas de rendre totalement compte des excitations de ce système ainsi que de
l’absence d’ordre magnétique. La description de ce système d’interactions en compétition oﬀre
donc un déﬁ théorique auquel les récentes approches fermioniques [32, 211, 49], principalement
utilisées jusqu’à présent pour la résolution du modèle Heisenberg antiferromagnétique simple,
pourraient certainement être appliquées et apporter ainsi un autre point de vue sur la physique
de ce système.
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Chapitre 9
Propriétés physiques de l’haydéite
Cu3Mg(OH)6Cl2
Ce chapitre présente les propriétés physiques de l’haydéite. La structure cristallographique
de ce composé, présentée au chapitre 6, est quasiment identique à celle de la kapellasite. Le
remplacement de l’atome de Zn par l’atome de Mg apporte des modiﬁcations mineures aux
distances inter-atomiques. Les mesures de diﬀraction de neutron rapportent une diﬀérence de
0.3˚pour l’angle Cu–OH–Cu responsable du couplage entre Cu premiers voisins, et de 0.02 Å
pour la distance Cu–Cu intra-plan [92]. Cependant, la conﬁguration électronique des ions Zn2+
se distingue clairement de celle des ions Mg2+. Dans le premier cas, les orbitales d de Zn2+
contribuent de façon signiﬁcative à la bande de valence de la kapellasite, alors que dans le
deuxième cas, les orbitales s et p de Mg2+ n’y contribuent que très peu [178]. Ceci aﬀecte ainsi
la structure de bandes, et les calculs de DFT soulignent la diﬀérence signiﬁcative envisageable du
rapport Jd/J1 entre les deux composés : il serait multiplié par trois dans l’haydéite par rapport
à la kapellasite. Ce rapport permet de déterminer le fondamental associé dans le diagramme de
phases (cf. 8.5.2) et pourrait ainsi sélectionner un fondamental diﬀérent de celui de la kapellasite.
Nous allons montrer dans ce chapitre que le fondamental de l’haydéite se distingue eﬀective-
ment de celui de la kapellasite. Du fait des contraintes de temps, l’étude des propriétés physiques
de l’haydéite exposée ici est relativement moins étendue que celle développée pour la kapellasite.
De façon similaire à l’analyse expérimentale de la kapellasite, les propriétés thermodyna-
miques de l’haydéite sont déterminées d’après les mesures de susceptibilités (macroscopique et
locale), d’aimantation et de chaleur spéciﬁque. L’état fondamental ainsi que la dynamique de
spin sont déterminés d’après les mesures de µSR, et l’Hamiltonien du système ainsi que le fon-
damental théorique sont discutés dans une dernière partie.
9.1 Susceptibilité magnétique et aimantation macroscopique
La susceptibilité magnétique de l’haydéite a été mesurée par SQUID, de 1.8 à 300 K jusqu’à
un champ magnétique appliqué de 5 T. Son évolution en température est représentée ﬁgure 9.1
pour H = 5 T, et ﬁgure 9.2 pour H = 100 G.
Au dessus de T ∼ 100 K, la susceptibilité magnétique χmacro présente une dépendance
de type Curie-Weiss en C/(T − θCW), avec une température de Curie-Weiss ferromagnétique
θCW = 14 ± 2 K (Fig. 9.1). Le comportement de χmacro apparaît ainsi comme très semblable
pour les deux systèmes kapellasite et haydéite sous H = 5 T. La constante de Curie obtenue
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Figure 9.1 – Dépendance en température de χmacro (gauche) et de 1/χmacro (droite) pour l’haydéite
pour H = 5 T. L’ajustement par une loi de Curie-Weiss donne une température de Curie-Weiss ferroma-
gnétique θCW = 14± 2 K
est C = 0.466(2) emu.K.mol Cu−1. En supposant un nombre de cuivre par formule chimique de
2.52, comme déterminé au chapitre 6, le facteur de Landé correspondant, g = 2.2, est proche
de celui obtenu pour la kapellasite de 2.14. La stœchiométrie en Cu précédemment estimée par
diﬀraction de neutrons est ainsi cohérente avec les mesures de susceptibilité.
Pour un champ appliqué plus faible, H = 100 G, la susceptibilité magnétique de l’haydéite
révèle une divergence vers T = 4 K caractéristique d’une phase ordonnée ferromagnétique avec
une légère diﬀérence FC-ZFC (Fig. 9.2). Ce comportement contraste avec celui observé pour
la kapellasite et suggère la présence d’une phase magnétique. De plus, cette instabilité de la
susceptibilité magnétique apparaît à une température trois fois plus faible que la température de
Curie-Weiss θCW = 14 K. En appliquant le même raisonnement que pour la kapellasite, l’absence
de transition magnétique à T = θCW suggère la présence d’interactions multiples en compétition,
responsables d’une température de Curie-Weiss effective.
Les mesures de l’aimantation M, réalisées jusqu’àH = 14 T, sont représentées pour T = 1.8 K
sur la ﬁgure 9.3. L’aimantation M(H) de l’haydéite possède deux composantes se distinguant par
leur polarisabilité sous champ. À bas champ, pour 0 ≤ H ≤ 0.1 T, la première composante de
l’aimantation se polarise jusqu’à ∼ 0.5Msat. La deuxième composante nécessite un champ plus
élevé aﬁn d’être complètement polarisée pour H ∼ 8 T (M ≥ 0.99Msat) et fait ainsi apparaître
une saturation à M = Msat. L’aimantation totale est phénoménologiquement modélisée par :
M(H) =
[
(1− f)B1/2(H) + f
]
Msat (9.1)
où B1/2(H) est la fonction de Brillouin pour un spin libre S = 12 , et f la fraction estimée
pour la phase saturée à bas champ. Cette composante fMsat peut être isolée en soustrayant
un terme linéaire en champ, correspondant à l’approximation du comportement de la fonction
de Brillouin à faible champ pour la partie spin libre. Les ajustements linéaires de M(H) sont
réalisés pour −0.8 ≤ H ≤ −0.5 T et pour 0.5 ≤ H ≤ 0.8 T. La contribution à l’aimantation
obtenue (voir Fig. 9.3) révèle la présence d’une fraction magnétique gelée de l’ordre de 50 %
(f = 0.55(5)). La partie fMsat de l’équation 9.1 traduit le comportement d’une phase magnétique
ordonnée, complètement polarisée sous champ, avec des corrélations de nature ferromagnétique
en accord avec la susceptibilité. Colman et. al. rapportent une mesure d’un cycle d’aimantation
réalisée pour T = 3 K < Tc = 4 K avec la présence d’une hystérésis [92]. Le champ cœrcitif
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mesuré correspondant est de seulement 7 G, indiquant la faiblesse de l’énergie d’anisotropie de
ce système.
L’aimantation de l’autre fraction non gelée est similaire à celle de la kapellasite. Elle traduit
un comportement de type paramagnétique avec des corrélations de nature ferromagnétique qui
polarisent les moments de façon plus importante que dans le cas d’un spin libre (voir Fig. 9.3).
Ces corrélations sont responsables de la mauvaise qualité de l’ajustement par la fonction de
Brillouin dans la région intermédiaire 0.4 ≤ H ≤ 4 T. La valeur à saturation de l’aimantation
obtenue, Msat = 1.022 µB/Cu, diﬀère de 7% par rapport à la saturation attendue d’après les
mesures de susceptibilité (g = 2.2). Cette légère diﬀérence peut être expliquée par l’incertitude
sur le nombre de Cu du composé estimé précédemment.
Finalement, d’après la fraction obtenue f = 0.5(1), l’haydéite présenterait donc deux phases
de masses équivalentes (la fraction f se rapportant au nombre de spin total).
9.2 Susceptibilité locale de l’haydéite
Aﬁn de conﬁrmer l’évolution en température de la susceptibilité, nous avons réalisé la mesure
des spectres RMN de la raie centrale du 35Cl, représentés ﬁgure 9.4. Les spectres RMN sont
obtenus à partir d’une poudre non-orientée, dont les caractéristiques principales ont été décrites
dans le chapitre 6. Rappelons simplement ici que la forme spectrale de la raie centrale de chaque
site est dominée par les eﬀets quadrupolaires et possède ainsi deux singularités pour θ = 90˚et
θ = 41.8˚, correspondant par exemple à T = 290 K aux déplacements −0.005 et 0.0025. De plus,
chaque spectre contient la contribution de plusieurs sites de Cl du fait de la dilution du réseau
kagome, responsables d’un poids spectral supplémentaire. Par conséquent, nous avons suivi le
déplacement d’une raie suﬃsamment isolée des autres contributions spectrales pour pouvoir être
clairement associée au site (1) de Cl, sondant un triangle de Cu2+ du plan kagome avec une
conﬁguration non diluée, et pour lequel la symétrie d’ordre 3 est respectée et où l’on a donc
Kx = Ky = Kx,y.
La position de cette singularité correspond à θ = 41.8˚ 1, et son déplacement est donné par :
ν = ν0
(
1 +Kx,y sin
2 θ +Kz cos
2 θ
)
(9.2)
ν = ν0
(
1 +
4
9
Kx,y +
5
9
Kz
)
(9.3)
La mesure du déplacement d’une singularité ne peut donc être comparée directement au Kz
déterminé selon θ = 0 pour la kapellasite. Cependant, rappelons que l’anisotropie de la sus-
ceptibilité était très faible pour la kapellasite et que c’est probablement également le cas pour
l’haydéite. On suppose alors que la susceptibilité est isotrope, et donc que les quantités Kx,y et
Kz sondées respectivement dans le plan (x, y) et suivant z sont toutes les deux proportionnelles
à la même susceptibilité. On retiendra donc que le déplacement suivi K, tel que ν = ν0(1 +K),
mélange les contributions issues de Kx,y et de Kz, mais traduit le comportement d’une unique
susceptibilité intrinsèque.
La mesure du maximum de cette singularité en température permet d’extraire la susceptibi-
lité de spin locale χspin pour l’haydéite. Le couplage hyperﬁn « moyen » Ahf = −3.66(2) kOe/µB
1. Dans le cas de la présence d’une anisotropie du tenseur de déplacement (Kx,y 6= Kz), l’angle exact attri-
buable à cette singularité dépend justement de cette anisotropie et ne peut donc être préalablement calculé. Les
mesures sur poudre orientée pour la kapellasite ont révélé une anisotropie de l’ordre de Kx,y/Kz ∼ 0.5. Par rap-
port au déplacement quadrupolaire, un telle anisotropie pour l’haydéite ne modifierait pratiquement pas l’angle
associé à la position de la singularité (≤ 1%)
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Figure 9.5 – Gauche : Susceptibilités magnétiques macroscopique et locale de l’haydéite en fonction
de la température. Droite : Susceptibilité locale en fonction de χmacro pour 78 ≤ T ≤ 300 K. La droite
est un ajustement linéaire dont la pente donne le couplage hyperfin Ahf .
est déterminé d’après l’ajustement linéaire K = Ahf ·χmacro+ σ à haute température (Fig. 9.5).
Le paramètre σ = −0.00438 comprend à la fois le déplacement d’origine orbitale σorb ainsi que
la contribution quadrupolaire σquad, tous deux indépendants de la température. En soustrayant
la contribution quadrupolaire, estimée d’après la fréquence quadrupolaire à σquad = −0.0048,
la valeur de ce déplacement est σorb ∼ 4 · 10−4, similaire à celui observé pour le spectre de la
kapellasite. La susceptibilité locale est ensuite obtenue selon χspin = (K−σ)/Ahf . De façon simi-
laire à la kapellasite, l’évolution de la susceptibilité de spin locale χspin et macroscopique χmacro
sont les mêmes de 300 à 10 K (Fig. 9.5). La légère diﬀérence constatée pour T ≤ 10 K provient
du fait que les mesures par RMN et SQUID ne sont pas réalisées exactement au même champ
magnétique (respectivement 6.5 T et 5 T) et que, dans ce régime de température, l’aimantation
M commence à saturer et la quantité M/H devient dépendante du champ.
Finalement, cette évolution de χspin est très similaire à celle de la kapellasite et amène
à une conclusion identique, à savoir que le comportement monotone de χspin est de nature
intrinsèque. Ayant mesuré les susceptibilités locales des deux systèmes, il est intéressant de noter
qu’elles possèdent toutes les deux une température de Curie-Weiss diﬀérente, indiquant que les
interactions d’échanges de la kapellasite et de l’haydéite ne sont pas exactement les mêmes,
comme nous l’avions anticipé.
9.3 Chaleur spécifique
La chaleur spéciﬁque C de l’haydéite a été mesurée en champ nul et jusqu’à 9 T, de 130 K à 0.4
K (Fig. 9.6). La contribution du réseau est estimée d’après l’équation 7.7. Le meilleur ajustement
(Fig. 9.6) est obtenu pour les paramètres suivants : Nop = 5.53, Nac = 7.46, TD = 298 K,
TE = 630 K et Tmin = 50 K. L’entropie estimée sature bien vers R ln 2 pour T ≥ 60 K. Ces
paramètres restent tous proches de ceux estimés pour la chaleur spéciﬁque de la kapellasite avec
des diﬀérences de l’ordre de 20 %. L’atome Mg étant plus léger que l’atome Zn, les modes de
vibrations sont décalés à plus hautes fréquences, d’où des températures de Debye et d’Einstein
légèrement plus élevées dans le cas de l’haydéite.
La chaleur spéciﬁque en champ nul en dessous de 10 K est dominée par la contribution ma-
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Figure 9.6 – Chaleur spécifique de l’haydéite C mesurée en champ nul. Les barres d’erreurs (transpa-
rence bleue) deviennent significatives au dessus de 50 K. Le trait plein en rouge représente la contribution
des phonons estimée Cphon. Insert : Agrandissement du comportement de C à basse température. Au
dessous de 10 K, la contribution magnétique est clairement dominante, et on observe un pic marqué à
T = 4 K signalant la transition magnétique (flèche noire) dans le cas de l’haydéite, contrairement à la
kapellasite.
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Figure 9.7 – Chaleur spécifique de l’haydéite pour 0 ≤ H ≤ 9 T. L’instabilité à T = 4 K, indiquée par
la flèche rouge, signale la transition magnétique en champ nul. La chaleur spécifique de la kapellasite est
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Figure 9.8 – Gauche : Polarisation du muon en fonction du temps dans l’haydéite pour T > Tc
et T < Tc (cercles) et ajustements (lignes). L’évolution de la polarisation pour la kapellasite à basse
température relaxe vers zéro aux temps longs. Droite : Différence FC (field-cooled) sous 2500 G et ZFC
(zero-field cooled) de la polarisation, mesurée en champ nul pour T = 1.6 K.
gnétique des spins S = 12 du système (Fig. 9.6 insert). On observe nettement un pic à T = 4 K,
qui indique une transition magnétique et conforte ainsi le comportement vu à partir de la sus-
ceptibilité et de l’aimantation. Cette chaleur spéciﬁque magnétique se caractérise également
par la présence d’un large pic observable en C(T )/T à T = 1.3 K, de façon similaire à celui
observé pour la kapellasite. Son origine magnétique est clairement établie d’après les mesures
sous champ, où ce dernier aﬀecte dramatiquement à la fois la position et l’amplitude de ce pic.
Comme dans le cas de la kapellasite, le déplacement de ce pic est non linéaire en température
soulignant une origine physique intrinsèque et non attribuable à un comportement de Schottky
de défauts isolés. On constate que la position du pic est légèrement décalée vers les plus basses
températures, apparaissant à T = 1.3 K, comparée à celle observée pour la kapellasite qui était
à 2.2 K (Fig. 9.7). Les calculs de séries haute température ont montré que la position de ce pic
était directement reliée aux interactions d’échanges présentes dans le système. Cette diﬀérence
de position entre le pic observé pour l’haydéite et la kapellasite suggère à nouveau des couplages
magnétiques distincts.
Finalement, les mesures thermodynamiques réalisées sur l’haydéite révèlent la présence d’une
phase ordonnée magnétiquement pour T ≤ 4 K concernant environ 50 % des spins. L’autre phase
reste dans un état dynamique jusqu’à 0.4 K. Le comportement paramagnétique des deux com-
posés est très proche, et suggère ainsi un Hamiltonien similaire mais des interactions d’échanges
distinctes.
9.4 Dynamique de spin sondée par µSR
9.4.1 Un état fondamental partiellement gelé
Du fait de la structure cristallographique identique de la kapellasite et de l’haydéite, ainsi que
de la présence des groupes électronégatifs OH− et Cl−, les positions occupées par le muon seront
a priori identiques. On s’attend donc à avoir une distribution de champs nucléaires statiques
également identique. La relaxation observée dans la phase de haute température, pour T ≥ 4 K,
est eﬀectivement similaire à celle de la kapellasite, et peut être ajustée à l’aide de la même forme
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Figure 9.9 – Gauche : Volume de la phase ordonnée (boule bleue de rayon a) entourée d’une couronne
de phase dynamique. Droite : Schéma du volume total de l’échantillon composé pour moitié de phase
gelée et pour moitié de phase dynamique.
de polarisation (éq. 8.2) avec des paramètres nucléaires de valeurs similaires à ceux précédemment
déterminés dans la partie 8.1 (voir Fig. 9.8).
En dessous de la transition magnétique, pour T = 1.6 K, on observe un front de relaxation
rapide aux temps courts et une remontée de la polarisation aux temps longs qui ne relaxe pas
à zéro. L’apparition d’une « queue 13 » (Fig. 9.8) est caractéristique du développement de l’état
magnétique statique. Elle est responsable du croisement des polarisations mesurées à 5.2 K et
1.6 K vers t = 3 µs. Par comparaison, les polarisations dans le régime de basse température de
la kapellasite montraient également un croisement, mais le signal relaxait alors à zéro aux temps
longs à basse température (voir Fig. 9.8). Nous n’avons pas pu observer la présence d’oscillations,
caractéristiques d’un champ interne bien déﬁni sur le site du muon. La relaxation rapide pour
t ≤ 0.3 µs est plutôt due à une distribution de champs statiques de largeur typique ∆ ∼ 100 G
à T = 1.6 K. Cette largeur est dix fois plus faible que la valeur du champ dipolaire créé par
un moment électronique de 1 µB à la position estimée du muon ∆1 ∼ 1000 G. Cette réduction
pourrait être due à une structure particulière magnétique ou bien causée par les ﬂuctuations
quantiques.
Lors de mesures de la polarisation en champ nul, nous avons pu observer une diﬀérence dans
le niveau de la queue 13 entre les polarisations obtenues lorsque la température de base a été
atteinte en FC (2500 G) ou bien en ZFC (Fig. 9.8). La polarisation obtenue en FC ne présente
plus l’oscillation caractéristique due au champ statique nucléaire du proton aux temps longs,
toujours visible par contre sur celle obtenue en ZFC. Cet eﬀet suggère que la polarisation FC
nucléaire est alors découplée par le champ interne. Ce phénomène peut s’expliquer par l’existence
d’une taille ﬁnie des régions ordonnées au sein de l’échantillon. Le champ magnétique dipolaire
créé par ces régions aﬀecte les zones voisines. Ainsi, même si le muon est localisé dans des
zones appartenant à la phase dynamique, il va subir ce champ magnétique qui va eﬀectivement
découpler la polarisation d’origine nucléaire.
Dans une approche simple, on peut tenter de comprendre ce phénomène d’après l’extension
spatiale de la phase gelée au sein du volume de l’échantillon. Si l’on modélise le volume de la
phase ordonnée par des boules de rayon a, Vs = 4πa3/3, alors le volume restant de la partie
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Figure 9.10 – Découplage de la polarisation sous champ longitudinal, de 0 à 2500 G, pour l’haydéite.
Pour HLF = 100 G, environ ∼ 40% de la polarisation est découplée. La ligne pointillée orange représente
une fonction de Kubo-Toyabe pour une distribution de champ statique ∆ = 100 G sous un champ
longitudinal appliqué de 2500 G.
dynamique peut être modélisé par le volume de la couronne Vd = 4π(d3 − a3)/3 (Fig. 9.9).
Sachant que Vs vaut environ 50 % du volume total d’après les mesures d’aimantation, on a
Vs = Vd et on peut ainsi estimer la valeur de d :
4
3
πa3 =
4
3
π
(
d3 − a3) (9.4)
d = 21/3a (9.5)
On cherche ensuite à calculer la valeur du champ à cette position d. Le champ magnétique
dipolaire créé par le moment −→µ d’une boule à une distance r s’écrit :
−→
H =
µ0
4πr3
[3 (−→µ · −→ur)−→ur −−→µ ] (9.6)
Le moment de la boule dépend du nombre de moments électroniques contenus dans son volume
et s’exprime selon µ = 0.1ρVsµB, avec ρ = 0.016 Å−3 la densité volumique de moments et le
facteur 0.1 tenant compte de la réduction du champ constatée sur le site du muon. Comme seule
la composante du champ suivant la direction de polarisation va découpler la relaxation du muon,
on projette le champ
−→
H sur z et on aboutit, après la moyenne spatiale, au résultat suivant :
|Hz(d)| = µ0µ
12πd3
(9.7)
|Hz(d)| ≃ 10 G (9.8)
Les muons situés dans la phase dynamique subissent ainsi un champ de l’ordre de 10 G, ce qui
peut expliquer le découplage observé d’une partie de la relaxation nucléaire.
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Les mesures de découplage sous champ longitudinal jusqu’à 2500 G sont représentées ﬁgure
9.10. Les valeurs des paramètres nucléaires étant les mêmes que pour la kapellasite, un champ
longitudinal de 100 G devrait suﬃre à découpler totalement la polarisation statique correspon-
dante. Or, seulement environ 40 % de la polarisation est eﬀectivement découplée sous 100 G.
Cette fraction de la polarisation, dominée par les champs statiques nucléaires faibles, correspond
à la phase qui reste dynamique à basse température. L’application d’un champ longitudinal plus
élevé, de 2500 G, est nécessaire pour découpler totalement la fraction avec une relaxation très
rapide. Cette seconde fraction correspond à la phase magnétique statique responsable d’une dis-
tribution de champs statiques de valeur plus élevée, ∆ = 100 G, et donc d’origine électronique.
Pour une telle distribution, un champ longitudinal de 2500 G permet de découpler totalement
la polarisation, comme le montre la fonction de Kubo-Toyabe correspondante (Fig. 9.10).
9.4.2 Paramètre d’ordre et température de la transition
Il existe ainsi deux contributions à la polarisation P (t) d’origine diﬀérente, comme les mesures
précédentes d’aimantation et de chaleur spéciﬁque le suggéraient : une partie statique avec le
développement d’un champ interne sur le site du muon d’origine électronique, et une partie qui
reste dynamique à basse température. Ceci conduit à modéliser la polarisation totale par deux
contributions :
P (t) = (1− Ps)Pd(t)e−λt + Ps
(
3−B
3
e−λgt +
B
3
)
(9.9)
Le premier terme décrit la phase dynamique. La polarisation Pd(t) représente la forme de re-
laxation ﬁxée à haute température et la relaxation électronique est déterminée par le taux de
relaxation λ. Contrairement à l’analyse développée pour la kapellasite, on suppose ici par sim-
pliﬁcation que la relaxation est identique sur chaque site de muon (λ = λOH = λCl). Le second
terme décrit la partie statique, avec Ps la fraction gelée magnétique qui dépend de la tempéra-
ture et le terme e−λgt qui modélise simplement la distribution de champ interne ∆ = λg/γµ 2.
Le paramètre B représente une moyenne de l’orientation des spins électroniques par rapport au
spin du muon. Dans le cas d’une poudre non orientée, avec des directions de spin aléatoires, on
a B = 1. Néanmoins, l’application d’un fort champ magnétique peut favoriser l’orientation des
cristaux magnétiques composant la poudre. La direction des spins n’est alors plus totalement
aléatoire, et B 6= 1. L’ajustement donne en eﬀet plutôt B = 0.66.
L’ajustement de P (t) par l’équation 9.9 en température permet de déterminer précisément
la température de transition. La dépendance en température de la fraction statique extraite Ps
est montrée ﬁgure 9.11. La transition magnétique est étroite, et la fraction magnétique s’établit
rapidement à sa valeur maximale pour T = 3 K. La distribution de champ interne ∆ évolue
progressivement vers sa valeur à saturation, à la manière d’un paramètre d’ordre. La dépendance
de Ps en température permet d’estimer Tc = 4.0(3) K, ainsi qu’une fraction gelée maximale à
basse température d’environ 55(5) % du nombre de spins total.
9.4.3 Évolution de la dynamique de spin en température
L’évolution de la dynamique de spin en température est obtenue par les mesures en champ
longitudinal. En eﬀet, pour HLF ≥ 2500 G, la partie statique de P (t) est découplée. Dans le cadre
de la modélisation9.9, la relaxation de P (t) reﬂète alors uniquement la dynamique de la partie
non gelée à basse température. Le taux de relaxation λ est extrait suivant l’équation suivante,
2. La fonction de Kubo-Toyabe n’est pas observée à cause de la relaxation rapide
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Figure 9.11 – Gauche : Évolution de la polarisation à proximité de la température de transition
Tc = 4 K. La relaxation aux temps courts s’accélère près de la transition. Les lignes sont les ajustements
décrits dans le texte. Droite : Dépendance en température de la fraction gelée Ps extraite des ajustements.
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Figure 9.12 – Gauche : Comparaison de la relaxation pour la kapellasite et l’haydéite sous 2500 G.
Pour T ≥ 4 K, les relaxations sont similaires alors qu’à T = 1.5 K celle dans la kapellasite est nettement
supérieure. Droite : Dépendance en température du taux de relaxation de l’haydéite pour HLF = 2500 G.
Insert : Comparaison entre le taux de relaxation de la kapellasite dans le régime basse température (ligne
pointillée) et celui de l’haydéite (triangles bleus).
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Figure 9.13 – Gauche : Susceptibilité magnétique de l’haydéite représenté selon χT/C, et série haute
température calculée pour le modèle J1 − J2 − Jd. Droite : Diagramme de phases classique du modèle
Heisenberg J1 − J2 − Jd, représenté pour J1 = −1 (ferromagnétique). Les interactions déterminées pour
l’haydéite localisent son fondamental dans la phase ferromagnétique (F, point rouge). La position de la
kapellasite est rappelée par le point noir.
sous un champ longitudinal appliqué HLF = 2500 G :
P (t) = Pde
−λt + Pb (9.10)
où le paramètre Pb comprend la polarisation découplée qui dépend de la température. L’évolution
en température de cette relaxation, représentée ﬁgure 9.12, montre une très légère augmentation
vers T = 4 K et sature à λ ∼ 0.05 µs−1 pour T ≤ 4 K, ce qui dénote le caractère ﬂuctuant de
cette phase jusqu’à T = 1.2 K. Par comparaison, les polarisations mesurées sous 2500 G dans la
kapellasite traduisent une augmentation de la relaxation autour de 3 K et sature à une valeur
dix fois plus élevée (voir Fig. 9.12). Ce contraste indique une origine diﬀérente de la relaxation
dans le cas de l’haydéite.
9.5 Discussion de l’état fondamental
Localisation dans le diagramme de phase La mesure de la susceptibilité magnétique
permet, grâce au calcul des séries haute température du modèle J1 − J2 − Jd sur le réseau
kagome, d’extraire les interactions d’échanges du système. Les interactions présentes pour la
kapellasite localisaient son fondamental classique dans la phase cuboc2. Pour l’haydéite, des
analyses préliminaires de la susceptibilité magnétiques ont permis de déterminer les interactions
d’échanges suivantes [212] :
J1 = 12.4 K (9.11)
Jd = −2.1 K (9.12)
J2 = −1.2 K (9.13)
L’ajustement de la susceptibilité correspondant est représenté ﬁgure 9.13. L’interaction entre
premiers voisins est ferromagnétique alors que les interactions deuxièmes voisins et suivant la
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Figure 9.14 – Organisation de l’état de basse température avec la présence de deux phases : une
magnétiquement gelée (noire) et l’autre de nature fluctuante (blanche et grise). Extrait de [214].
diagonale sont antiferromagnétiques. Ces valeurs sont proches de celles obtenues pour la ka-
pellasite, comme les mesures thermodynamiques le suggéraient. En revanche, elles localisent le
fondamental de l’haydéite dans la phase ferromagnétique (voir Fig. 9.13). De façon similaire aux
ajustements de la susceptibilité de la kapellasite, il semble que diﬀérentes valeurs d’interactions
puissent être obtenues en fonction du modèle J1−Jd, J1−J2 ou J1−J2−Jd considéré. Toutefois,
l’ensemble de ces solutions localisent toujours le fondamental de l’haydéite au sein de la phase
ferromagnétique.
Organisation de la phase basse température L’haydéite présente pour T < Tc deux
phases au sein de l’échantillon. Nos mesures de µSR suggèrent que cet état de basse température
s’organise en deux types de régions possédant une dynamique distincte. Les premières regroupent
des spins dans un état statique alors que les secondes concernent des spins dans un état ﬂuctuant,
pour la fenêtre temporelle accessible par la µSR. Cette séparation de phases à basse température,
où l’une est gelée magnétiquement alors que l’autre reste dynamique, est une situation qui
apparaît dans le cas de plusieurs systèmes expérimentaux tels que les Zn-paratacamites [53], la
volborthite [213, 82] ou la vesignieite [89, 88, 90].
Le mécanisme physique à l’origine de ce caractère inhomogène de l’état fondamental n’est
pas encore totalement compris. Son absence récemment constatée dans certains échantillons de
vesignieite ayant bénéﬁcié de conditions de synthèse diﬀérentes, réduisant le taux de défauts du
composé, suggère une explication impliquant ces défauts. La présence de défauts ponctuels pour-
rait diminuer la longueur de corrélation du système et ainsi empêcher une transition magnétique
de s’établir sur l’ensemble de l’échantillon. Une étude récente de la dynamique associée à un
modèle de spins classiques frustrés [214] propose au contraire un caractère intrinsèque pour cette
séparation. Ce modèle suppose une légère anisotropie suﬃsante pour lever la dégénérescence du
fondamental et favorisant un ordre coplanaire à 120˚des spins dans le plan kagome. Dans cette
étude, deux échelles de temps apparaissent spontanément en dessous d’une certaine température.
Le système développe ainsi des zones hétérogènes du point de vue de la dynamique, avec des
ﬂuctuations rapides ou lentes (voir Fig. 9.14). Les spins appartenant aux zones de ﬂuctuations
lentes ﬁnissent même par apparaitre comme gelés en dessous de la température de « transition ».
La taille caractéristique de ces régions est de l’ordre de r ∼ 6.15dpp, où dpp est la distance entre
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spins premiers voisins. Dans le cas de l’haydéite, où dpp = 3.17 Å, on obtient r ∼ 2 nm. Si nos
mesures de µSR ne permettent pas d’estimer la taille de ces régions dans notre modélisation,
elles sont néanmoins compatibles avec une telle ségrégation de phases microscopique.
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Conclusion
Cette thèse a été consacrée à l’étude expérimentale de nouveaux systèmes kagome quantiques
à l’aide des techniques de spectroscopies locales RMN et µSR ainsi que par mesures thermody-
namiques. Le premier composé étudié, Mg-herbertsmithite, possède des interactions premiers
voisins antiferromagnétiques frustrées par la géométrie du réseau qui sont responsables d’un
comportement liquide de spin pour T → 0. Les deux autres composés étudiés, la kapellasite et
l’haydéite, possèdent des interactions à la fois ferromagnétiques et antiferromagnétiques, et c’est
de la compétition de ces interactions que naît la frustration.
Nous rappelons ci-dessous les principaux résultats obtenus dans le cadre de cette thèse sur
ces nouveaux systèmes.
Réseau Heisenberg kagome de spins S = 12 à interaction premiers voisins : Mg-
herbertsmithite. Par rapport au composé kagome quantique initialement découvert l’her-
bertsmithite, cette variante oﬀre la possibilité d’une évaluation quantitative du taux de substi-
tutions et ainsi d’isoler la réponse physique des défauts de celle du composé idéal. Nous avons
caractérisé de façon systématique une série d’échantillons Cu4−xMgx(OH)6Cl2 de composition x
variée par des mesures complémentaires d’aimantation, d’analyses chimiques et de RMN, ainsi
qu’à partir des résultats de diﬀraction de rayons X réalisée par nos collaborateurs. Ces résul-
tats conﬁrment la présence de spins en position interplan à hauteur de 15–30 %, déjà rapportée
dans le composé originel herbertsmithite, et apportent de plus la conﬁrmation de la présence
de lacunes de spin dans le plan kagome à hauteur de 5–12 % suivant les échantillons, dans un
contexte où cette présence est très débattue.
Nous avons sondé les propriétés magnétiques de ce système par µSR dans le régime des très
basses températures, jusqu’à T = J/104, et démontré le caractère ﬂuctuant des spins électro-
niques du plan kagome caractéristique du comportement d’un état liquide de spin. Nous avons
montré que le muon est une sonde principalement couplée aux spins interplans dans les composés
Zn/Mg-herbertsmithite. L’étude de la relaxation du spin du muon a permis d’attribuer l’exis-
tence des plateaux de relaxation pour T → 0 à la présence des spins interplans. Ces plateaux de
relaxation, largement observés en µSR dans les systèmes frustrés, et dont l’origine reste encore
mal comprise, ne constituent pas une condition nécessaire à l’existence d’un état liquide de spin.
L’observation d’une dynamique en loi de puissance de la fréquence telle que T µ1 ∼ ω0.6, en accord
avec les mesures de susceptibilité dynamique par diﬀusion de neutrons à basse énergie, pourrait
être associée au comportement physique des défauts eux-mêmes, ou bien traduire la physique
des plans kagome sondée indirectement à travers le prisme des défauts interplans.
Notre travail ouvre la voie à des études ﬁnes des propriétés magnétiques d’échantillons de
(Mg)-herbertsmithite parfaitement caractérisés. La synthèse de monocristaux de Mg-herbertsmithite,
de dimensions conséquentes pour la diﬀraction de neutrons et enrichie en 17O pour la RMN,
constitue désormais une perspective logique et à portée pour identiﬁer la phase liquide de spin.
185
Réseau Heisenberg kagome de spins S = 12 avec interactions en compétition : kapel-
lasite et haydéite. Récemment synthétisés, ces deux nouveaux composés oﬀrent la possibilité
d’explorer l’eﬀet de la frustration engendrée par la compétition des interactions sur un réseau
kagome. Leur structure impose un caractère fortement bidimensionnel et empêche l’existence de
défauts magnétiques interplans comme dans l’herbertsmithite.
Grâce à nos mesures locales, nous avons pu mettre en évidence la dilution importante du
réseau kagome par des lacunes de spin à hauteur de 27 % pour la kapellasite et de 16 % pour
l’haydéite, à comparer au taux de 5–10 % pour l’herbertsmithite, réparties de façon homogène au
sein du réseau. Ces taux de dilution restent inférieurs au seuil de percolation du réseau kagome,
ce qui justiﬁe le recours à un modèle d’Hamiltonien sur réseau kagome. En collaboration avec
nos collègues du LPTMC, nous avons pu déterminer les interactions d’échanges de ces composés
à partir de l’ajustement de la susceptibilité magnétique et de la chaleur spéciﬁque par des séries
haute température du modèle J1 − Jd Heisenberg kagome de spins S = 12 , avec J1 l’interaction
premiers voisins et Jd l’interaction suivant la diagonale de l’hexagone.
Pour la kapellasite, les interactions d’échanges obtenues sont J1 = 15 K et Jd = −12.7 K.
Dans le diagramme de phases classique de ce modèle, ces valeurs permettent d’identiﬁer le fonda-
mental de la kapellasite comme étant un état de Néel à douze sous-réseaux appelé cuboc2, stable
par rapport aux ﬂuctuations quantiques dans l’approche Bosons de Schwinger en champ moyen.
Nos mesures de µSR démontrent cependant le comportement liquide de spin de la kapellasite
jusqu’à T = J/103. Des corrélations spin-spin dynamiques, centrées à des positions spéciﬁques
de cet état dans l’espace réciproque, ont été observées en diﬀusion de neutrons par nos collabo-
rateurs grenoblois. Nos mesures de dynamiques en RMN et µSR, ainsi que de chaleur spéciﬁque,
indiquent un changement de régime en température dans l’intervalle T ∼ 1 − 5 K. Cette faible
échelle d’énergie provient de la compétition des interactions dans la kapellasite et s’explique na-
turellement par le calcul des séries haute température. La dépendance en température du 1/T µ1
sondé en µSR est bien représentée par un calcul de Bosons de Schwinger en prenant en compte
les ﬂuctuations quantiques spéciﬁques de l’état cuboc2.
Nos résultats expérimentaux sont en très bon accord avec les propriétés dynamiques locales
ainsi que les grandeurs thermodynamiques caractéristiques d’un état cuboc2, et appellent à une
modélisation théorique capable de comprendre à la fois l’absence d’ordre ainsi que les excitations
magnétiques de ce système. L’existence d’une phase liquide de spin « cuboc2 » dans laquelle la
propriété de chiralité du fondamental classique serait conservée demeure une question ouverte.
Ce travail démontre la possibilité de stabiliser un état liquide de spin grâce à la compétition
des interactions sur le réseau kagome et ouvre la voie à l’exploration théorique et expérimentale
de nouvelles phases liquides de spin sur ce réseau, diﬀérentes de celles attendues pour des spins
couplés antiferromagnétiquement.
Pour l’haydéite, les interactions d’échanges obtenues sélectionnent l’état ferromagnétique
dans le diagramme de phases classique. Nos mesures locales (µSR) et thermodynamiques in-
diquent un gel magnétique impliquant environ 50 % des spins du système, avec une transition
à caractère ferromagnétique à la température de T = 4 K, en cohérence avec le fondamental
prévu théoriquement. La phase basse température de ce composé possède donc un caractère
inhomogène avec la moitié des spins dans un état statique et l’autre dans un état dynamique.
Nos mesures locales de µSR sont compatibles avec un état représenté par une ségrégation de
phases microscopique, formé d’ilôts de spins statiques au sein de régions dynamiques. L’haydéite
partage cette propriété physique avec d’autres systèmes frustrés pour lesquels le mécanisme à
l’origine de ce caractère inhomogène reste un problème ouvert.
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Finalement, si l’existence d’un état non magnétique à T = 0 est bien établie pour le modèle
Heisenberg de spins S = 12 sur le réseau kagome antiferromagnétique, la détermination de son
fondamental exact parmi les diﬀérentes phases liquides de spin proposées reste un déﬁ majeur
pour les physiciens du domaine du magnétisme quantique. L’exploration de cette physique à
partir de composés mieux contrôlés, tel Mg-herbertsmithite, représente certainement l’étape
supplémentaire nécessaire à sa mise en évidence expérimentale.
Par ailleurs, la multiplicité des comportements liquides de spin observés expérimentalement
ces dernières années pour D > 1, non seulement dans les systèmes kagome quantiques, mais
également pour des réseaux triangulaires dans des composés organiques de spins S = 12 , ou encore
dans des systèmes 3D frustrés pyrochlore, suggèrent que ce nouvel état quantique pourrait être
stabilisé par des moyens diﬀérents, peut-être en prenant des formes aussi variées que le suggère
le classement théorique des liquides de spins entrepris par X.-G. Wen [33]. La mise en évidence
d’un état liquide de spin aux corrélations de type cuboc2 dans la kapellasite s’inscrit dans ce
contexte.
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