In this paper, we study the logarithmic Laplacian operator (−∆) L , which is a singular integral operator with symbol 2 log |ζ|. We show that this operator has the integral representation
Introduction and main results
In recent years, there has been a renewed and increasing interest in the study of boundary value involving linear and nonlinear integro-differential operators. This growing interest is fueled both by important applications and seminal advances in the understanding of nonlocal phenomena from a PDE point of view, see e.g. [3-6, 8, 11, 18, 19, 21] and the references therein. Among nonlocal operators of positive differential order, fractional powers of the Laplacian are receiving the most attention. Recall that, for s ∈ (0, 1), the fractional Laplacian of a function u ∈ C ∞ c (R N ) is defined by u(x) − u(x + z) |z| N +2s dz, (1.2) where c N,s = 2 2s π
Γ(1−s) and Γ is the Gamma function, see e.g. [19] . It is well known that the fractional Laplacian has the following limiting properties when s approaches the values zero and 1:
s u(x) = −∆u(x) and lim
1 chenhuyuan@yeah.net 2 weth@math.uni-frankurt.de see e.g. [8] . On the other hand, one might guess that the function z → |z| −N also appears in a suitably renormalized limit of the integral kernels z → c N,s |z| N+2s appearing in (1.2) as s → 0. However, due to lack of integrability, the zero order kernel | · | −N has to be cut off at infinity in order to give rise to singular integral operator defined analogously as in (1.2) . Integral operators given by kernels with a singularity of the order −N have received growing interest recently, as they give rise to interesting limiting regularity properties and Harnack inequalities without scaling invariance, see e.g. [16] .
As we shall see in the paper, operators of such limiting order appear also within a first order expansion of the second limit in (1.3). More precisely, we find that
where, formally, the operator (−∆) L := d ds s=0
(−∆) s is given as a Logarithmic Laplacian. Indeed, this operator has a logarithmic symbol, since, at least formally, (1.1) gives rise to the representation
The purpose of the present paper is to study qualitative and functional analytic properties of the extremal nonlocal operator (−∆) L and related Dirichlet problems. An important motivation for this study is the fact that, as we shall observe, the operator (−∆) L appears in the asymptotic description of the first Dirichlet eigenvalue of (−∆) s for small s and of corresponding eigenfunctions.
In the following, we present the main results of the present paper. Our first result provides an integral representation of the Logarithmic Laplacian. for N even.
The formula (1.5) allows to define (−∆) L u for a fairly large class of functions u. For this we recall that, for s ∈ R, the space L 1 s (R N ) denotes the space of locally integrable functions u : R N → R such that u For the definition of (uniform) Dini continuity, see Section 2 below. Our next aim is to study the eigenvalue problem (−∆) L u = λu in Ω,
in a bounded Lipschitz domain Ω. We consider corresponding eigenfunctions in weak sense. The corresponding functional analytic framework is given as follows. Let H(Ω) denote the space of all measurable functions u : R N → R with u ≡ 0 on R N \ Ω and
x,y∈R N |x − y| ≤ 1 (u(x) − u(y)) 2 |x − y| N dxdy < +∞.
We shall see that H(Ω) is a Hilbert space with inner product E(u, w) = c N 2
x,y∈R N |x − y| ≤ 1 (u(x) − u(y))(w(x) − w(y)) |x − y| N dxdy and the induced norm u H(Ω) = E(u, u), where c N is given in (1.6) . By [7, Theorem 2.1] , the embedding H(Ω) ֒→ L 2 (Ω) is compact. Moreover, the quadratic form associated with (−∆) L is well-defined on H(Ω) by
A function u ∈ H(Ω) will then be called an eigenfunction of (1.7) corresponding to the eigenvalue
Theorem 1.4. Let Ω be a bounded Lipschitz domain in R N . Then problem (1.7) admits a sequence of eigenvalues λ
(Ω) ≤ · · · and corresponding eigenfunctions ξ k , k ∈ N such that the following holds:
, where
:
Our next theorem highlights the role of λ L 1 (Ω) and the corresponding eigenfunction ξ 1 . Theorem 1.5. Let Ω be a bounded Lipschitz domain in R N , and let λ s 1 (Ω) denote the first Dirichlet eigenvalue of (−∆) s on Ω for s ∈ (0, 1). Then we have
Moreover, if u s is the unique nonnegative L 2 -normalized Dirichlet eigenfunction of (−∆) s corresponding to λ s 1 (Ω), then we have
where
Since E L contains competing nonlocal terms of different signs, it seems unclear how the quadratic form E L changes under Schwarz symmetrization or other types of rearrangements. Nevertheless, Theorem1.5 allows to deduce the Faber-Krahn-inequality for the logarithmic Laplacian from the corresponding one for the fractional Laplacian due to Bañuelos et al., see [1, Theorem 5] . Corollary 1.6. (Faber-Krahn-inequality for the logarithmic Laplacian) Let ρ > 0. Among all bounded Lipschitz domains Ω with |Ω| = ρ, the ball B = B r (0) with |B| = ρ minimizes λ L 1 (Ω).
Next, we wish to discuss the maximum principle for the operator (−∆) L u on bounded Lipschitz domains Ω. In order to use this maximum principle for existence and regularity results, it is important to consider corresponding inequalities in weak sense. For this we let V(Ω) denote the space of all measurable functions u ∈ L 1 0 (R N ) such that
We shall see in Section 4 below that the quadratic form E L (u, φ) is well defined for u ∈ V(Ω), φ ∈ C ∞ c (Ω). We may now define a weak notion of the property (−∆) L u ≥ 0 in Ω.
We briefly comment on the proof of this theorem. The basic idea is to test the inequality (−∆) L u ≥ 0 with u − and to deduce that E L (u − , u − ) ≤ 0. However, the space V(Ω) is too large to guarantee that u − ∈ H(Ω) whenever u ∈ V(Ω). Nevertheless, we shall see that u − ∈ H(Ω) whenever u ∈ V(Ω) satisfies (−∆) L u ≥ 0 in Ω and u ≥ 0 in R N \ Ω. Moreover, the inequality E L (u − , u − ) ≤ 0 holds in this case, see Proposition 4.6 below. Since our definition of the inequality (−∆) L u ≥ 0 is merely based on testing with functions in C ∞ c (Ω), it is also necessary to prove that this space is dense in H(Ω). We shall do this for bounded Lipschitz domains in Theorem 3.1 below. The following corollary follows from a combination of Corollary 1.6 with Theorem 1.8 and some further estimates. Corollary 1.9. Let Ω ⊂ R N be a bounded Lipschitz domain. Then (−∆) L satisfies the maximum principle in Ω if one of the following conditions are satisfied:
and the constants c N and ρ N are given in Theorem 1.1;
We remark that, by Corollary 1.6 and Theorem 1.8, it suffices to consider the values of λ L 1 (B r (0)) for r > 0. In particular, we shall deduce Corollary 1.9(ii) from the fact that λ L 1 (B r (0)) > 0 if r ≤ r N := 2 exp 
for Schwarz functions u ∈ S(R N ). Clearly, the RHS of (1.9) is nonnegative if supp u ⊂ B r N,B with
π , and thus λ L 1 (B r (0)) ≥ 0 for r < r N,B . The values of r N and r N,B can be computed explicitely for given N . In particular, r N,B is much smaller than r N in low dimensions, i.e. for N ≤ 4. Indeed:
r N e −γ 2e −γ e 1−γ 2e 1 2
−γ
Consequently, Corollary 1.9(ii) cannot be deduced from (1.9) even in the case when Ω is a ball. On the other hand, since ψ(t) ∼ log t as t → ∞, we have r N < r N,B for large N . Corollary 1.9(ii) shows that (−∆) L satisfies the maximum principle on domains Ω which are not too big in terms of Lebesgue measure. If, on the other hand, Ω has a large inradius, then (−∆) L does not satisfy the maximum principle on Ω. Indeed, we have the following result. In particular, if the inradius of Ω is larger than or equal to λ 1 (B 1 (0)), then (−∆) L does not satisfy the maximum principle on Ω.
This result follows from Theorems 1.5, 1.8 and an inequality in [17] which relates λ 1 (Ω) to the first Dirichlet eigenvalue λ s 1 (Ω) of (−∆) s for s ∈ (0, 1), see Section 4 below. Finally, we consider
with given f ∈ L 2 (Ω) in weak sense. The appropriate framework is again given by the Hilbert space H(Ω) defined above. We say that u ∈ H(Ω) is a weak solution of (1.10) if
A standard application of the Riesz representation theorem shows that, if Ω is a bounded domain with λ L 1 (Ω) > 0, then (1.10) admits a weak solution u ∈ H(Ω) for every f ∈ L 2 (Ω). Our final main result deals with the interior and boundary regularity of weak solutions of (1.10) in the case when f ∈ L ∞ (Ω). Theorem 1.11. Let Ω ⊂ R N be a Lipschitz domain which satisfies a uniform exterior sphere condition, let f ∈ L ∞ (Ω), and let u ∈ H(Ω)∩ L ∞ (R N ) be a weak solution of (1.10). Then u ∈ C(Ω) and
The statement on the interior continuity of u is a rather direct consequence of recent regularity estimates by Kassmann and Mimica [16] . The boundary decay estimate (1.11) is more difficult to get and follows by constructing suitable barrier functions and applying the maximum principle for (−∆) L on subdomains with small measure. We emphasize that there is no restriction on the measure of Ω itself in Theorem 1.11.
The paper is organized as follows. In Section 2 we establish basic properties of the Logarithmic Laplacian, and we prove Theorem 1.1 and Proposition 1.3. In Section 3, we set up the functional analytic framework for Dirichlet problems related to (−∆) L in weak sense. Moreover, we prove Theorems 1.4, 1.5 and Corollary 1.6 in this section. In Section 4, we discuss the maximum principle for the operator (−∆) L . In particular, we prove Theorem 1.8 and Corollaries 1.9 and 1.10. In Section 5, we consider the interior and boundary regularity of weak solutions of (1.10), and we prove Theorem 1.11.
Throughout the remainder of the paper, we let B r (x) ⊂ R N denote the open ball of radius r centered at x ∈ R N , we put B r := B r (0) for r > 0, and ρ(x) = dist(x, ∂Ω) for related domain Ω.
Basic properties
We begin this section with the derivation of the integral representation (1.5) of (−∆) L for functions u ∈ C β c (R N ) as stated in Theorem 1.1. . For x ∈ R N , we then have
Here we recall that
, we have u(x) = 0 and |z| ≥ |x| 2 ≥ 1 whenever x + z ∈ supp u, and therefore
Consequently,
We now write
and we note that
From (2.1) and (2.2), we then deduce that
for 1 < p ≤ ∞ with a constant m p > 0 depending on u but not on R and s.
On the other hand, for x ∈ B R 2 , we have |z| ≤ B R whenever x + z ∈ supp u and therefore the second integral in the definition of A R (s, x) vanishes. Since u ∈ C β c (R N ), it is thus easy to see that 5) and this convergence is uniform in x ∈ B R
2
. Next we note that
for 1 < p ≤ ∞. By (2.5) and the definition of κ R above, we also find that
for x ∈ R N . By the same estimates as for A R (s, x), we see that F (x) = 0 for |x| ≤ R 2 and
for 1 < p ≤ ∞ with a constant M p > 0 depending on u but not on R and s. Combining (2.4), (2.5), (2.7), (2.8) and (2.9), we see that lim sup
and therefore
In particular, this holds for p = 2, and therefore, using the continuity of the Fourier transform as a map
From this we infer that
as claimed.
It is convenient to introduce the kernel functions
Then the integral representation (1.5) can be rewritten as
We now analyze for which functions u and points x ∈ R N , the expression (−∆) L u(x) is welldefined by this formula. We need to recall some definitions. Let Ω ⊂ R N be a measurable subset and u : Ω → R be a measurable function. The module of continuity of u at a point x ∈ Ω is defined by
The function u is called Dini continuous at x if
then we call u uniformly Dini continuous in Ω. In the following, for s ∈ R, we also let L 1 s (R N ) denote the space of locally integrable functions u :
We need the following observation.
0 (R N ) and v : R N → R be measurable with |v(x)| ≤ C(1 + |x|) −N for x ∈ R N with some C > 0. Then the convolution v * u : R N → R is well-defined and continuous.
Proof. This is a direct consequence of Lebesgue's theorem if u ∈ C c (R N ). Moreover, if K ⊂ R N is compact, we see that
The following is an extension of Proposition 1.3.
is well-defined by the formula (1.5). Moreover, if Ω ⊂ R N is an open subset and x ∈ Ω, then we have the alternative representation
13)
with a constant C x > 0 by assumption, it follows that (−∆) L u(x) is well-defined by (1.5). Next, we let Ω ⊂ R N be an open subset such that x ∈ Ω. Starting from (1.5), we see that
This yields (2.13).
ii) We start with a preliminary remark. Let
and this sum is finite by assumption. Hence
By Lemma 2.1, we see that f 2 is continuous on Ω. To see the continuity of f 1 in Ω, we let x ∈ Ω, r := min{1,
} and k ∈ N be chosen such that ε k < r. For y ∈ Ω with |x − y| < ε k , we then have
. We note that δ k → 0 by assumption and (2.14). Moreover, defining
we see by Lemma 2.1 that
for every k ∈ N. We thus conclude that
and this implies that lim y→x |f 1 (x) − f 1 (y)| = 0. Hence f 1 is continuous in x, and so is (−∆) L u.
Functional analytic framework for the Dirichlet problem
In this section, we set up the functional analytic framework for Dirichlet problems related to (−∆) L in weak sense. Throughout this section, let Ω be a bounded domain. Using (2.12), we observe that
for uniformly Dini continuous functions u, v ∈ C c (R N ) with the kernel functions k, j defined in (2.10) and (2.11). We let H(Ω) denote the space of all measurable functions u : R N → R with u ≡ 0 on R N \ Ω and
Then H(Ω) contains the space of all uniformly Dini continuous functions u :
, we define the inner product
, we have that 2) and from this it can be deduced that H(Ω) ⊂ L 2 (Ω) is a Hilbert space. Moreover,
by [7, Theorem 2.1]. We note that for u ∈ H(Ω), we have
The function κ Ω : Ω → R is usually called the Killing measure associated with the kernel k. For x ∈ Ω with r := dist(x, ∂Ω) < 1, we have
Moreover, if ∂Ω is uniformly Lipschitz, then a standard computation also gives the lower bound
The following density result will be useful in the sequel.
is nonnegative, we have: (i) There exists a sequence of functions u n ∈ H(Ω) with compact support in Ω, 0 ≤ u n ≤ u n+1 ≤ u for all n ∈ N and u n → u in H(Ω) as n → +∞.
(ii) There exists a sequence of nonnegative functions u n ∈ C ∞ c (Ω), n ∈ N with u n → u in H(Ω) as n → +∞.
Proof. Since for u ∈ H(Ω) we have u ± ∈ H(Ω), it suffices to consider a nonnegative function u ∈ H(Ω) and to prove (i) and (ii). (i) For r > 0, we define the Lipschitz functions
Clearly, we then have that φ s ≤ φ r whenever 0 < s ≤ r. We shall show that uφ r ∈ H(Ω) for r > 0 sufficiently small and
As a consequence, we then have u(1 − φ r ) ∈ H(Ω) for r > 0 sufficiently small and
and that u(1 − φ r ) has compact support in Ω. Hence the claim follows by choosing u n := u(1 − φ rn ) for a decreasing sequence of numbers r n > 0 with lim n→∞ r n = 0.
To prove (3.8), we consider constants C > 0 which may change from line to line. Let
we have that
Next we note that
by (3.4) , and therefore
by (3.7). Here we used the fact that Ω has a (uniformly) Lipschitz boundary. Moreover, since E(u, u) < +∞, we have
We thus obtain (3.8), and this finishes the proof of (i).
(ii) By (i), we may assume that u ∈ H(Ω) is nonnegative function with compact support in Ω. Let u ε : R N → R denote the usual mollification of u given by
Hence it suffices to choose u n := u εn for a sequence ε n → 0 + . The proof is thus finished.
The Hilbert space H(Ω) provides the appropriate framework to study the Poisson problem
with given f ∈ L 2 (Ω) in weak sense. For this it is convenient to introduce the quadratic form
Here we note that, since j is contained in the weak
, u → j * u is well-defined and continuous, (3.10) and thus E L is well-defined. Theorem 3.1 in particular implies that, if Ω ⊂ R N is a bounded Lipschitz domain, then the space of uniformly Dini continuous functions u ∈ C c (Ω) is dense in H(Ω). It thus follows from (3.1) that
for every uniformly Dini continuous function u ∈ C c (R N ) and every v ∈ H(Ω). Now, by definition, a function u ∈ H(Ω) is a weak solution of (3.9) if
Since E L contains competing nonlocal terms of different sign, at first glance it appears difficult to compare the values of E L (u, u) and E L (|u|, |u|) for u ∈ H(Ω). For this, an alternative representation of E L will turn out to be useful.
with h Ω given in (1.8). Moreover, if ∂Ω is uniformly Lipschitz, we have
Proof. We have
Moreover, (3.13) is a direct consequence of (3.7).
The following is a rather immediate corollary of Proposition 3.2.
Lemma 3.3. For u ∈ H(Ω), we also have |u| ∈ H(Ω), and
Moreover, equality holds in (3.14) if and only if u does not change sign.
Our next aim is to study the eigenvalue problem
We consider corresponding eigenfunctions in weak sense, i.e., as weak solutions of (3.9) with f = λu. We restate Theorem 1.4 from the introduction for the reader's convenience.
Theorem 3.4. Let Ω be a bounded Lipschitz domain in R N . Then problem (1.7) admits a sequence of eigenvalues λ
Proof. By (3.10),
Consequently, by (3.3), the functional
is weakly lower semicontinuous. Moreover, setting
, we have that
by (3.16), which implies that (3.18) and the weak lower semicontinuity of Φ, it then follows that λ L 1 (Ω) is attained by a function ξ 1 ∈ M 1 . Consequently, there exists a Lagrange multiplier
Choosing ϕ = ξ 1 yields λ = λ L 1 (Ω), hence ξ 1 is an eigenfunction of (3.15) corresponding to the eigenvalue λ L 1 (Ω). Next we proceed inductively and assume that ξ 2 , . . . ,
are already given for some k ∈ N with the properties that for i = 2, . . . , k, the function ξ i is a minimizer of Φ within the set
, and
We then put
By the same weak lower semicontinuity argument as above, the value λ L k+1 (Ω) is attained by a function ξ k+1 ∈ M k+1 . Consequently, there exists a Lagrange multiplier λ ∈ R with the property that
Choosing ϕ = ξ k+1 , it yields λ = λ L k+1 (Ω). Moreover, for i = 1, . . . , k, we have, by (3.19) and the definition of H k+1 (Ω),
Hence (3.20) holds with
(Ω)L for all ϕ ∈ H(Ω). Inductively, we have now constructed an L 2 -normalized sequence (ξ k ) k in H(Ω) and a nondecreasing sequence (λ L k (Ω)) k in R such that property (i) holds and such that ξ k is an eigenfunction of (3.15) corresponding to λ = λ L k (Ω) for every k ∈ N. Moreover, by construction, the sequence (ξ k ) k forms an orthonormal system in L 2 (Ω). Next we show property (iv), i.e., lim
by (3.18). Hence the sequence (ξ k ) is bounded in H(Ω), and therefore it contains a convergent subsequence (
. This however is impossible since the functions {ξ k j } j∈N are L 2 -orthonormal. Hence (iv) is proved. Next, to prove that {ξ k : k ∈ N} is an orthonormal basis of L 2 (Ω), we first suppose by contradiction that there exists v ∈ H(Ω) with v L 2 (Ω) = 1 and Ω vξ k dx = 0 for any k ∈ N. Since lim
, we conclude that the span of {ξ k : k ∈ N} is dense in L 2 (Ω), and hence {ξ k : k ∈ N} is an orthonormal basis of L 2 (Ω). Finally, we show property (iii), which also implies that λ L 1 (Ω) < λ L 2 (Ω). Let w ∈ H(Ω) be a L 2 -normalized eigenfunction of (3.15) corresponding to the eigenvalue λ L 1 (Ω), i.e. we have
We show that w does not change sign. Indeed, choosing φ = w in (3.21), we see that w is a minimizer of Φ M 1 . On the other hand, we also have |w| ∈ M 1 and
by Lemma 3.3. Hence equality holds by definition of λ L 1 (Ω), and then Lemma 3.3 implies that w does not change sign. In particular, we may assume that ξ 1 is nonnegative, which implies that
Hence ξ 1 is a nontrivial, nonnegative weak supersolution of the equation Iξ 1 − (ρ N + λ 1 )ξ 1 = 0 in Ω in the sense of [15] , where I is the integral operator associated with the kernel k defined in (2.10). Therefore, [15, Theorem 1.1] applies and yields that ξ 1 > 0 in Ω. Now suppose by contradiction that there is a function w ∈ H(Ω) satisfying (3.21) and such that w = tξ 1 for every t ∈ R. Then there exist a linear combinationw of w and ξ 1 which changes sign, and we may also assume thatw is L 2 -normalized. Sincew also satisfies (3.21) in place of w, we arrive at a contradiction. Thus the eigenvalue λ L 1 (Ω) is simple, and property (iii) holds.
Note that Logarithmic Laplacian has the same structure of Dirichlet eigenvalues and eigenfunctions as the fractional Laplacian, see [20, Section 3 ] (see also [13] ). A remarkable relationship between the first Dirichlet eigenvalue of (−∆) L and (−∆) s for s > 0 close to 0 is given by Theorem 1.5, which we prove now and restate here for the reader's convenience. Theorem 3.5. Let Ω be a bounded Lipschitz domain in R N , and let λ s 1 (Ω) denote the first Dirichlet eigenvalue of (−∆) s on Ω for s ∈ (0, 1). Then we have
23)
where ξ 1 is the corresponding unique nonnegative L 2 -normalized eigenfunction of (−∆) L corresponding to λ L 1 .
Proof. We first recall that, for 0 < s < 1, the first Dirichlet eigenvalue of (−∆) s is given by
where the quadratic form E s is defined by
From the variational characterization (3.24) and the fact that (−∆) s ψ → ψ as s → 0 for ψ ∈ C 2 c (R N ), it is easy to see that lim
For w ∈ C 2 c (Ω) with w L 2 = 1, we have that
by Theorem 1.1(i), and consequently, lim sup
Here we used the fact that C 2 c (Ω) is dense in H(Ω) by Theorem 3.1. Next we wish to prove (3.23). For this we first prove that the functions u s remain uniformly bounded in H(Ω) as s → 0 + . Indeed, by (3.26) we have, as
Here we used that u s L 2 (Ω) = 1. Consequently,
Therefore, writing again c N,s = sd N (s) as in (2.3) and using that
we infer that
where m 1 is given in (3.17). We thus conclude that the functions u s remain uniformly bounded in H(Ω) as s → 0 + . Now we argue by contradiction and suppose that there exists ε > 0 and a sequence s k → 0 with
Since the sequence {u s k } k is bounded in H(Ω), we may, by (3.3), pass to a subsequence such that
In particular, it follows that u 0 L 2 = 1. For ψ ∈ C 2 c (Ω), we now find that
Here we used Theorem 1.1(i) with p = 2. By density of C 2 c (Ω) in H(Ω), it thus follows that
Thus u 0 is an eigenfunction of (−∆) L corresponding to the eigenvalue
Since moreover u 0 ≥ 0 and u 0 L 2 = 1, it follows that u 0 = ξ 1 is the unique nonnegative L 2 -normalized eigenfunction of (−∆) L . This contradicts (3.27), and hence (3.23) is proved. Next, let λ * := lim inf
, and let s k → 0 + be a sequence such that
, and thus we find that
by the same argument as above. Consequently, we have λ * = λ L 1 (Ω), and together with (3.26) this implies (3.22 ). The proof is finished.
We may now deduce the Faber-Krahn-inequality for the logarithmic Laplacian, which we restate here for the reader's convenience. Consequently, we have
We complete the proof.
Remark 3.7. We note that we do not have a direct proof of Corollary 3.6, which is merely based on symmetrization arguments applied to the quadratic form E L . Moreover, even though we have, with the notation above, λ s 1 (B) < λ s 1 (Ω) in the case where Ω = B, the argument above does not
The characterization of the equality case remains an open problem.
The maximum principle on bounded domains
Let Ω ⊂ R N be a bounded Lipschitz domain. In this section, we present maximum principles for the operator (−∆) L on Ω. We start with a strong version of the maximum principle for pointwise solutions, which turns out to be a rather direct consequence of the representation (2.13). 
Proof. Suppose by contradiction that u is not positive in Ω. Since u is continuous on Ω, there exists a point x 0 ∈ Ω with u(x 0 ) = min
whereas, by (2.13),
since all three terms are nonpositive by assumption and (4.1). It follows that
The first two equalities and (4.1) imply that u ≡ u(x 0 ) ≤ 0 in Ω and u ≡ 0 a.e. on R N \ Ω. Then the preceding arguments are still valid if we choose x 0 sufficiently close to the boundary so that [h Ω (x 0 ) + ρ N ] > 0 by (3.7), which then implies that u(x 0 ) = 0 by (4.2). Hence u ≡ 0 in Ω, and therefore u ≡ 0 a.e. in R N .
In the following, we wish to extend the maximum principle to functions which satisfy the inequality (−∆) L u ≥ 0 in weak sense. This also allows us to formulate necessary and sufficient spectral conditions on the validity of the maximum principle as given in Theorem 1.8. We need to introduce an appropriate space of functions u which may have nonzero values outside of Ω and which allows to give a meaning to the inequality (−∆) L u ≥ 0 in Ω in weak sense. For this, we first let W(Ω) denote the space of all functions u ∈ L 2 (Ω) such that
It is easily seen that W(Ω) is a Hilbert space with scalar product given by
We also remark that, if u ∈ W(Ω) satisfies
then the trivial extensionũ of u to R N is contained in H(Ω), and
This follows immediately from (3.4). In the following, we often identify u withũ. We shall need the following analogue of Theorem 3.1 for the space W(Ω).
is nonnegative, we have: (i) There exists a sequence of functions u n ∈ H(Ω) with compact support in Ω, 0 ≤ u n ≤ u n+1 ≤ u for all n ∈ N and u n → u in W(Ω).
(ii) There exists a sequence of nonnegative functions u n ∈ C ∞ c (Ω), n ∈ N with u n → u in W(Ω).
Proof. Since u ∈ W(Ω), we also have u ± ∈ W(Ω), it suffices again to consider a nonnegative function u ∈ W(Ω). For k ∈ N, let u k := min{u, k} : Ω → R. Then we have that 0 ≤ u k ≤ u k+1 ≤ u on Ω and
From this it readily follows that u k ∈ W(Ω). Moreover, for
Since v k → 0 a.e. in Ω, it follows by monotone convergence that
Hence it suffices from now on to consider the case where u is bounded, which implies that u ∈ W(Ω) ∩ L 2 (Ω, log 1 dist(x,∂Ω) ). We extend u on R N by setting u ≡ 0 on R N \ Ω. As remarked above, we then have that u ∈ H(Ω). Consequently, since v W(Ω) ≤ C v H(Ω) for every v ∈ H(Ω) with some constant C > 0, the claim now follows from Theorem 3.1.
Next, we let V(Ω) denote the space of all measurable functions u ∈ L 1 0 (R N ) such that the restriction of u to Ω is contained in W(Ω). The following observation will allow us to define a weak notion of the inequality (−∆) L u ≥ 0 for functions in V(Ω).
Lemma 4.3. The quantities E(u, v) and E L (u, v) are well defined for u ∈ V(Ω) and v ∈ H(Ω) with supp v ⊂⊂ Ω.
Proof. Setting Ω ′ := supp v, we see that
κ Ω (x) and c 2 := sup
Since Ω ′ ⊂⊂ Ω, the values c 1 and c 2 are finite. It thus follows that E(u, v) is well-defined in Lebesgue sense with
and constants c 1 , c 2 depending only on Ω and supp v ⊂⊂ Ω. Moreover, we have that
Hence E L (u, v) is also well-defined with
The proof is complete.
We now recall the following definition from the introduction.
ii) We say that (−∆) L satisfies the maximum principle on Ω if for every u ∈ V(Ω) with
is uniformly Dini continuous on Ω, then u ∈ V(Ω). Moreover, if (−∆) L u ≥ 0 in pointwise sense, then this also holds in weak sense. This follows since
for functions u ∈ L 1 0 (R N ) which are uniformly Dini continuous on Ω and ϕ ∈ C ∞ c (Ω). Indeed, in this case we have
and therefore, by Fubini's theorem,
which yields that
In the proof of weak maximum principles, testing the equation in weak sense with u − is usually a key step. However, the space V(Ω) is too large to guarantee that u − ∈ H(Ω) whenever u ∈ V(Ω). Nevertheless, we have the following useful property.
Proof. We first note that
Indeed, for every such w, Theorem 3.1(ii) yields a sequence of nonnegative functions w n ∈ C ∞ c (Ω) with w n → w in H(Ω). Moreover, an inspection of the proof of Theorem 3.1(ii) shows that there exists a compact set K ⊂ Ω with supp w n ⊂ K for all n ∈ N. Hence the estimates in the proof of
as claimed in (4.3).
Next we note that u − ∈ W(Ω) since u ∈ W(Ω). Hence, by Proposition 4.2(i), there exists a sequence of nonnegative functions v n ∈ H(Ω) with compact support in Ω, 0
where, as n → ∞,
With the help of (4.3), we thus infer that
By monotone convergence, we thus conclude that
and therefore u − ∈ H(Ω) with
We may now complete the proof of Theorem 1.8, which we restate here for the reader's convenience. 
Consequently, u − ≡ 0, and therefore u ≥ 0 in R N . Thus (−∆) L satisfies the maximum principle on Ω. Suppose now that λ L 1 (Ω) ≤ 0, and let ξ 1 ∈ H(Ω) ⊂ V(Ω) be the unique positive L 2 -normalized eigenfunction of (−∆) L . With u := −ξ 1 , we then have that
Hence (−∆) L does not satisfy the maximum principle on Ω.
It is now easy to deduce Corollary 1.10, which again we restate for the reader's convenience. Consequently,
by assumption. Hence (−∆) L does not satisfy the maximum principle on Ω by Corollary 1.8.
The following corollary is a variant of Proposition 4.1, which applies to functions u ∈ V(Ω) satisfying the inequality (−∆) L u ≥ 0 in weak sense. Proof. By definition of λ L 1 (Ω) and (3.12) , it follows that λ L 1 (Ω) ≥ 0. We claim that λ L 1 (Ω) > 0. Assuming by contradiction that λ L 1 (Ω) = 0, we let, as before, ξ 1 ∈ H(Ω) be the corresponding nonnegative L 2 -normalized eigenfunction. Then, by (3.12),
From the definition of ρ(φ, Ω), we then deduce that ξ 1 ≡ c in Ω with a constant c > 0. Then the above estimate gives
and therefore h Ω + ρ N ≡ 0 in Ω by assumption. This however contradicts the fact that h Ω (x) → ∞ as dist(x, ∂Ω) → 0. The proof is finished. Theorem 4.1 and Corollary 4.9 show that it is useful to have estimates for h Ω from below. In the following lemma, we consider the special case Ω = B r for some r > 0. Proof. We first show that
Indeed, let x ∈ Ω and r 1 (x) =
It is then easy to see that
Moreover, we choose r 2 (x) := 1 −
We then have, for
x ∈ Ω,
Now the quantityh Ω is obviously minimized at points x ∈ Ω where |B 1 (x) \ Ω| is minimal. Thus, in the case where Ω = B r for some r > 0, thenh Ω is minimized at x = 0, and we haveh Ω (0) = h Ω (0) since all inequalities in the above estimate are equalities in the case x = 0. Moreover, we compute that
Corollary 4.11. Suppose that Ω ⊂ R N is a bounded Lipschitz domain with
Then (−∆) L satisfies the maximum principle on Ω.
Proof. Let r > 0 be such that |Ω| = |B r |. Then assumptions (4.6) implies that r ≤ r N , so λ L 1 (B 1 ) > 0 by Theorem 4.7, Corollary 4.9 and Lemma 4.10. By Corollary 3.6, it then follows that λ L 1 (Ω) > 0, and thus (−∆) L satisfies the maximum principle on Ω by Theorem 4.7. Now Corollary 1.9 readily follows from Corollaries 4.9 and 4.11.
Regularity and boundary decay
This section is devoted to the proof of Theorem 1.11. In the following, we fix a function ℓ : (0, ∞) → (0, ∞) with ℓ(t) → 0 and log ℓ(t)
A possible choice for ℓ is a positive extension of the function t → − 1 log t , t ∈ (0, 1 2 ). We also define the constant κ N :=
We need the following integral estimates.
Then we have that
with a bounded continuous function h 0 : [0, ∞) → R satisfying h 0 (1) = κ N .
Proof. For τ > 0, we consider the rescaled and translated sphere S τ := 1 τ (S N −1 − e N ) with radius 1 τ which touches the origin and is contained in the half space {x N ≤ 0}. We then have that
with the function
It is easy to see that h 0 is continuous and bounded on [0, ∞) \ (1 − ε, 1 + ε) for any ε ∈ (0, 1).
The continuity of h 0 in t = 1 can be seen by a reparametrization of the spherical integral via stereographic projection.
Lemma 5.2. Let R > 0 and ρ(x) = dist(x, ∂B R ) = |x| − R for x ∈ R N \ B R . Then we have that
Proof. For x ∈ R N \ B R we have
by Lemma 5.1 and therefore, by (5.1),
Moreover, since h 0 is a bounded function,
Combining (5.4), (5.5) and (5.6), we get (5.3).
Next, we construct a barrier function which will allow us to prove Theorem 1.11 with the help of the weak maximum principle. 
as before, κ N is given in (5.2), A R,δ := {x ∈ R N : R < |x| < R + δ} and ρ(x) := |x| − R = dist(x, B R ) for x ∈ R N with |x| > R.
Proof. We consider the function r → − log r −τ which is positive, strictly increasing and concave in the interval (0, δ τ ] with δ τ := e −(τ +1) . Indeed, this follows since
Let g : (0, ∞) → R be a positive extension of class C 1 of the function (0, δ τ ] → R, r → − log r −τ such that g decays to zero exponentially as r → ∞. In particular, we have
We now let R > 0 and consider the radial function with Finally, we estimate I 1,3 (x) with the help of (5.1), (5.11) and Lemma 5.1, finding that Combining (5.12), (5.13) and (5.14), we get (5.10), and thus the claim follows.
We now complete the proof of Theorem 1.11, which we restate here for the reader's convenience. Proof. Let
where j is defined in (2.11). Then (5.15) is -in weak sense -equivalent to for all x ∈ Ω δ with some constant c > 0, (5.18) where Ω δ = {x ∈ Ω : ρ(x) < δ}. For this we consider, for t ∈ [0, 1] and x * ∈ ∂Ω, the ball B R (z(t, x * )) ⊂ B x * of radius R centered at z(t, x * ) := x * + (t + R)
c(x * )−x * |c(x * )−x * | . Moreover, we define the translated functions V t,x * ∈ L 1 0 (R N ), V t,x * (x) = V (x − z(t, x * )) for x * ∈ ∂Ω, t ∈ [0, 1].
For t ∈ (0, δ), the intersection Ω t,x * of Ω with the translated annulus z(t, x * ) + A R,δ is nonempty. Moreover, making δ > 0 smaller if necessary, we may assume that the measure of Ω t,x * is small enough so that (−∆) L satisfies the maximum principle on Ω t,x * (for all x * ∈ ∂Ω). Moreover, since Ω is bounded, there exists R 1 > R such that Ω ⊂ {x ∈ R N : R < |x − z(t, x * )| < R 1 } for all x * ∈ ∂Ω, t ∈ (0, δ), which implies that Ω \ Ω t,x * ⊂ {x ∈ R N : R + δ < |x − z(t, x * )| < R 1 } for all x * ∈ ∂Ω, t ∈ (0, δ).
Hence, since V is positive on {x ∈ R N : R + δ < |x| < R 1 } by Lemma 5.3(i), we may choose c > 1 sufficiently large such that cV t,x * ≥ u L ∞ in Ω \ Ω t,x * for all x * ∈ ∂Ω, t ∈ (0, δ).
Consequently, we have, in weak sense, (−∆) L cV t,x * ± u ≥ 0 in Ω t,x * , cV t,x * ± u ≥ 0 on R N \ Ω t,x * .
Here we note that V t,x * ∈ V(Ω) for x * ∈ ∂Ω, t ∈ (0, δ) since this function is uniformly Dini continuous on Ω (for this we need t > 0!). Applying the weak maximum principle to the function cV t,x * ± u on the set Ω t,x * , we see that ±u ≤ cV t,x * on R N for every x * ∈ ∂Ω, t ∈ (0, δ).
With x * being fixed, we may then pass to the limit t → 0 and deduce that ±u ≤ cV 0,x * on R N for every x * ∈ ∂Ω.
Next, we let x ∈ Ω with ρ(x) < δ, and we let x * ∈ ∂Ω with ρ(x) = |x − x * |. It then also follows that 0 < dist(x, B R (z(0, x * ))) = ρ(x) < δ and therefore, by Lemma 5.3,
x ∈ Ω 0,x * and ± u(x) ≤ cV 0,x * (x) = c − ln ρ(x) −τ .
Hence (5.18) is true, and the proof is finished. 
