Abstract. Gromov-Witten invariants have been constructed to be deformation invariant, but their behavior under other transformations is subtle. In this note we show that logarithmic Gromov-Witten invariants are also invariant under appropriately defined logarithmic modifications.
1. Introduction 1.1. Main result. Consider two complex projective varieties X, Y with a projective birational toroidal morphism h : Y → X as defined in [KKMSD73] . By the work [Kat89, Kat94] of Kato this means that these varieties are naturally endowed with fine and saturated logarithmically smooth structures, which we denote X and Y , and the morphism Y → X is logarithmicallyétale.
Following [GS13, Che10, AC11] Gromov-Witten invariants of X and Y . The theorem above implies that the logarithmic Gromov-Witten invariants of X and Y coincide. 1 1.3. Gromov-Witten invariants and birational invariance. Algebraic Gromov-Witten invariants are virtual curve counts on a complex projective variety X, thus are biregular invariants. The formalism of virtual fundamental class shows that they are automatically deformation invariant: if X appears as a fiber of a smooth family, then its invariants coincide with the invariants of other smooth fibers. This is a key property in the study of Gromov-Witten invariants. Unfortunately, the behavior of Gromov-Witten invariants under most other transformations, in particular a birational transformation Y → X, is subtle. A number of authors have addressed this question, and found that good behavior can be proven in many special situations. Here is a non-exhaustive list:
(1) Gathmann [Gat01, Theorem 2.1] provided a procedure for calculating the behavior of genus-0 invariants under point blowing up. Ruan [HLR08] , considered the behavior of invariants under blowing up using the degeneration formula.
Theorem 1.1.1 shows that logarithmic Gromov-Witten invariants are well-suited to questions of birational invariance. It would be interesting to obtain comparison mechanisms between logarithmic and usual invariants similar to the results of [MP06] .
1.4. Setup. As explained in [Ols03] , a logarithmic variety X is logarithmically smooth if and only if it the associated map X → Log to the stack of logarithmic structures is smooth. As we recall in section 2 below, this map factors as X → X → Log where X → X is a strict smooth map to a "locally toric stack" X , which has anétale cover by finitely many stacks of the form [V /T ], where V is a toric variety and T its torus. The stack X is logarithmicallý etale. The map Y → X is obtained as the pullback of a toric modification Y → X . This means that V ′ = Y × X V is a toric variety for the same torus T . In order to compare the moduli spaces we construct in Section 3.2 a further stack 
and prove We construct obstruction theories E X relative to ψ X and E Y relative to ψ Y and prove Proposition 1.5.5 (See Proposition 6.3.1). We have
Proposition 1.5.2 implies that E Y is an obstruction theory relative to ψ 1.6. Conventions. We work over an algebraically closed field of characteristic zero. With one exception (in the proof of Proposition 2.5.1) all logarithmic structures in this paper are fine and saturated.
1.7. Acknowledgements. We thank Mark Gross who asked the question, Steffen Marcus, with whom some of the techniques used here were developed in [AMW12] , and Martin Ulirsch for his careful reading and corrections.
Construction of X and Y
We treat only the logarithmically smooth case. A more general construction appears in [ACMW] . The general case is also treated in [Uli] , where it is connected to Kato fans, polyhedral complexes and Berkovich analytic spaces.
We construct the stack X as a universal object depending on X. First, there is a canonical morphism X → Log; its image is an open substack of Log, but it is too coarse an object because different strata of X can map to the same point of Log. The idea is to correct this deficiency in a universal way. We then construct Y by repeating the same construction, this time working relative to Log(X ).
2.1. Connected components of the fibers of a smooth morphism. Let f : X → Y be a smooth, quasi-compact morphism of schemes. Let π 0 (X/Y ) be theétale Y -space defined in [LMB00, Section (6.8)]. We will generalize this construction to a smooth, quasi-compact morphism of algebraic stacks.
Proof. It will be sufficient to show that for any other such factorization X → Z → Y , there is an inclusion X × π 0 (X/Y ) X ⊂ X × Z X as open subschemes of X × Y X. For this it is sufficient to show there is an inclusion on the level of points. Since everything in sight commutes with base change in Y , we may assume Y is the spectrum of a separably closed field. In this case, the inclusion reduces to the well-known universal property of π 0 (X) = π 0 (X/Y ).
As the formation of π 0 (X/Y ) commutes with base change in Y , the definition extends to a smooth, quasi-compact morphism f : X → Y that is representable by schemes. We show it can be extended to an arbitrary morphism of algebraic stacks. Now let f : X → Y be a smooth morphism from an algebraic stack to a scheme Y . Regard Φ : X ′ → π 0 (X ′ /Y ) as a functor from the category of smooth X-schemes to the category ofétale Y -schemes. By the universal property of π 0 (X/Y ), this functor respects colimits where defined. Therefore it can be extended to the category of all smooth X-spaces, and in particular to X, by the following formula:
By definition, π 0 (X/Y ) continues to enjoy the universal property of Proposition 2.1.1. Proof. Choose a presentation of X as a colimit of smooth X-schemes X i . Let
′ is the colimit of the smooth X ′ -schemes X ′ i and so
using the commutation of π 0 with base change for schemes and the fact that colimits of sheaves commute with pullback.
The proposition allows us to extend the definition of π 0 (X/Y ) to an arbitrary smooth morphism of algebraic stacks: Let Y ′ → Y be a smooth cover by a scheme and put
Proposition 2.1.3. The map X → π 0 (X/Y ) has connected fibers.
Proof. Since the formation of π 0 (X/Y ) commutes with base change in Y , it is sufficient to treat the case where Y is the spectrum of an algebraically closed field. In that case π 0 (X/Y ) = π 0 (X) and the assertion reduces to the characteristic property of π 0 .
2.2. The stack X . Let X be a logarithmically smooth logarithmic scheme. Then the tautological map X → Log is smooth. Applying the results of the previous section there is an initial factorization X → X of this map through a stack which is anétale algebraic space over Log. We call X the Artin fan of X. Proof. We can realize X as finite colimit ofétale X-schemes whose Artin fans are isomorphic to A σ for various fine, saturated, sharp monoids σ. As the passage from a logarithmic scheme to its Artin fan preserves strict colimits, X is therefore a finite colimit of a diagram of A σ . But A σ is quasi-compact and quasi-separated because it is the quotient of a toric variety by its dense torus.
2.3.
A substitute for functoriality. By construction the map X → X is strict if we give X the logarithmic structure associated to the map X → Log. The universal property characterizing X implies that its formation is functorial in X with respect to strict morphisms. We do not know if Artin fans are functorial with respect to arbitrary morphisms of logarithmic schemes, but we expect this to be false. We demonstrate a weaker sort of functoriality below. Suppose that Y → X is a logarithmically smooth morphism of logarithmically smooth schemes. Let X be the Artin fan of X. Then the morphism of logarithmic algebraic stacks Y → X corresponds to a smooth morphism of algebraic stacks Y → Log(X ). Let Y = π 0 (Y /Log(X )). Then by composition we have a map from Y to X :
We call Y the relative Artin fan of Y over X.
Proper morphisms of Artin fans.
Suppose that σ is a fine, saturated, sharp monoid. For a logarithmic scheme (X, M X ), define
Then A σ is representable by [V /T ] where V is the toric variety associated to σ and T is its dense torus. By [Ols07, Remark 5.26], the A σ , with their natural maps to Log, are anétale cover (recall that, by convention, all logarithmic structures are fine and saturated in this paper). When σ = N is the monoid of natural numbers, we write A for A σ . Observe that we have Γ(A, M A ) = σ ∨ , so that Hom(A, A σ ) = σ for any fine, saturated, sharp monoid σ. Proof. We may identify the elements of F σ with the strata of A σ . Under this identification, inclusion of faces corresponds to generization. We now apply the standard description of sheaves that are constructible with respect to a fixed stratification. 
Proof. Under the identification from the last corollary, A σ itself corresponds to the presheaf with constant value a singleton. Therefore Γ(A σ , Y) is determined by its value on the initial object of the category F σ , which corresponds to the closed stratum of A σ .
We note that the formation of A σ is functorial in σ. In particular, if σ is a face of τ then Proof. The equivalence of (iii) and (iv) is the definition. The equivalence of (ii) and (iii) is a standard argument (see, e.g., [FS97, Section 2.4]). The equivalence of (i) and (ii) follows from the fact that the strict logarithmic maps A σ → X form anétale cover.
Finally, we check that (iii) is equivalent to (v). As any map A → X factors through some strict A σ → X . It is therefore sufficient to assume that X = A σ . We have already observed that for any fan Σ the logarithmic maps A → A Σ are precisely the elements of |Σ|. The condition that Y = A Σ be a subdivision of X = A σ is equivalent to the condition that |Σ| = σ. The final equivalence is therefore proved.
Modifications.
A logarithmic modification is a proper, representable, birational, logarithmicallyétale morphism of logarithmic schemes. The main purpose of this section is to prove Corollary 2.5.6, which says that all logarithmic modifications are deduced by base change from modifications of Artin fans. The proof is by reduction, via logarithmic base change, to the case of a logarithmic modification of a logarithmic scheme whose logarithmic structure is the one associated to a smooth Cartier divisor. As all logarithmic modifications of such logarithmic schemes are isomorphisms, the result is trivial in this case.
We frequently make use in this section of logarithmic changes of base. Consistent with our assumption that all logarithmic structures are integral and saturated, these fiber products will all be taken in the category of integral, saturated logarithmic schemes. In order to emphasize this, we refer to "fine and saturated logarithmic base change" in the sequel. Notably, the underlying scheme of a fine and saturated fiber product of logarithmic schemes need not coincide with the fiber product of the underlying schemes in the diagram, unless at least one of the morphisms in the diagram is strict. 
where S is the spectrum of a valuation ring and S is its fraction field. We equip S with the logarithmic structure pulled back from Y ′ and S with the logarithmic structure
To see that it is saturated, note that O S is saturated in O S because O S is integrally closed. Therefore M S may be regarded as the pre-image under the map M S → O S of the saturated monoid O S in the saturated monoid M S . There is no guarantee that M S will be finitely generated, so M S may not be coherent.
3
To solve the lifting problem a, it is equivalent to solve the corresponding logarithmic lifting problem in which the logarithmic structures on S and S are defined as above. This is, in turn, equivalent to solving the logarithmic lifting problem b, by the universal property of fiber product (using Corollary A.1.4).
By the assumed properness of p, problem b has a solution on the level of schemes. All that remains is to show that there is a unique extension of this lift to a morphism of logarithmic 3 The reader who is willing to admit a noetherian hypothesis on X ′ may assume that S is the spectrum of a discrete valuation ring, and therefore that M S is fine and saturated. This eliminates the need to appeal to Appendix A.1 in what follows.
schemes. For this, we must produce a completion of the diagram Proof. Let Y → X be a logarithmic modification with X as in the statement of the proposition. We may work locally in X and therefore we may assume that there is a strict map X → A 1 , where A 1 is given its standard toric logarithmic structure. By Kato's criterion [Kat89, (3.5.2)], Y isétale over Z × A 1 X for some toric map Z → A 1 with dim Z = 1. All such Z are quasi-finite over A 1 , so Y must be quasi-finite over X. On the other hand Y → X is proper and birational. It is therefore an isomorphism, by Zariski's main theorem. We may verify this property after making a base change via a given map A → X . Set X ′ = A and write X ′ , Y ′ , and Y ′ for the logarithmic algebraic spaces and stack obtained by fine and saturated base change from X, Y , and Y, respectively. We wish to show that Y ′ = X ′ . As X → X is strict, the underlying scheme of X ′ is the pullback of the underlying scheme of X. Therefore X ′ → X ′ is smooth and surjective with connected fibers. In particular, X ′ is the Artin fan of X ′ . Moreover, the strictness of Proof. As Y → X is logarithmicallyétale, so is the diagonal Y → Y × X Y. Therefore the sheaf of isomorphisms between logarithmic lifts of S → X to Y isétale over S. To prove quasi-finiteness, we therefore only need to show that the diagonal is quasi-compact. Fix a map g : S → X and a pair of lifts α and β of g to Y. We write L for the space of logarithmic isomorphisms α ≃ β inducing the identity on g, and we write K for the corresponding space of conventional isomorphisms between morphisms of algebraic stacks. As Y → X has quasi-compact diagonal as a morphism of algebraic stacks, K is quasicompact. We may therefore assume a section of K is given and reduce the problem further to one where α and β have the same underlying morphism of algebraic stacks, called h.
These data provide us with a pair of commutative diagrams of logarithmic structures on S:
The proof in [Ols03, Section 3.6] shows that the locus in S where α * = β * is a locally closed subset whose inclusion is quasi-compact. 
Proof. Consider the following factorization of M(Y/S) → M(X /S):
As minimality is an open condition, the first of these maps is an open embedding. The main result of [Ols03] implies that the last of these maps is representable by algebraic stacks. We show that Log(M(Y/S)) → Log(M(X /S)) is representable by a morphism, in fact anétale morphism, of algebraic stacks. Let π : C → Log(M(X /S)) be the universal curve. We may recognize Log(M(Y/S)) as π * F where
Log(Y).
We show that π * F × Log(X ) T is an algebraic stack for any affine scheme T and map T → Log(X ). As Log(X ) is locally of finite presentation, every T → Log(X ) factors some noetherian T 0 ; we are therefore free to assume T is noetherian. Now, Log(Y) → Log(X ) iś etale with quasi-finite diagonal and C is proper over Log(M(X /S)), so the formation of π * F commutes with base change by [Gir71, Théorème VII.2.2.2]. That is, for any u : T ′ → T , we have u * π * F T ≃ π * F T ′ via the natural map. We can now verify that π * F T is an algebraic stack over T . Compatibility with base change implies that there is a stack on the smallétale site of T such that π * F T ′ = u * G for any 
This shows that π * F is representable by an algebraic stack over Log(X ) (and in fact that this algebraic stack isétale over Log(X )). All that remains is to verify that M(Y/S) is logarithmicallyétale over M(X /S). As these stacks are locally of finite presentation, we only need to check the lifting criterion. If T ⊂ T ′ is a strict infinitesimal extension of logarithmic schemes, to lift a diagram
is the same as to complete the associated diagram
in which C and C ′ are, respectively, the curves over T and T ′ defining the maps to M(X /S) and M(Y/S). This diagram has a lift because Y is logarithmicallyétale over X . Proof. We know that the stack of pre-stable logarithmic curves is algebraic, and the proposition shows that M(X ) → M is relatively algebraic and logarithmicallyétale. Since M is logarithmically smooth, it follows that M(X ) is as well.
Since the stacks Y and X in Proposition 1.5.1 are logarithmicallyétale over a point, Proposition 1.5.1 is an immediate consequence of Corollary 3.1.3.
The stack M
′ (Y → X ). Our arguments require a further stack M(Y → X ), the moduli space of diagrams
in which C and C are pre-stable logarithmic curves and C → C is logarithmicallyétale. We write M ′ (Y → X ) for the open substack of M(Y → X ) where the automorphism group of (2) relative to its image C → X in M(X ) is finite. 
in which C and C are logarithmically smooth curves over T . Then F is representable by logarithmic algebraic stacks relative to M(X /S).
Proof. Working relative to M(X /S) we may assume that a diagram
is given. Then we are to prove that the stack of all logarithmically commutative diagrams
is algebraic. We may identify this as the space of pre-stable logarithmic maps M(Y × X C/S). But Y × X C → C is logarithmicallyétale, so Proposition 3.1.2 implies it is sufficient to show M(C/S) is algebraic. However, C is locally projective over S so pre-stable logarithmic maps to C/S are well algebraic by [GS13, Proposition A.3] or [AC11, Proposition 5.7].
Corollary 3.2.2. Let Y → X be a logarithmicallyétale S-morphism of logarithmic algebraic stacks. Then M(Y → X ) is representable by logarithmic algebraic stacks relative to M(X /S).
Proof. The condition that C → C be logarithmicallyétale is open. Proof. By Corollary 3.1.3, we know that M(X ) is algebraic. By Corollary 3.2.2, we deduce that M(Y → X ) is relatively algebraic over M(X ), hence is algebraic. But the stability condition defining
This gives the algebraicity statement of Proposition 1.5.2.
The cartesian diagram
Let Y → X be a logarithmic modification of proper logarithmic schemes. Section 2 provides us a cartesian diagram of logarithmic stacks
(1) X and Y are Artin fans, (2) the vertical arrows are strict, smooth, and surjective, and (3) X and Y are proper logarithmic schemes. We consider the following diagram
with the following definitions:
(1) M(X) and M(Y ) are, respectively, the moduli stacks of stable logarithmic maps into X and Y , (2) M(X ) is the moduli space of pre-stable logarithmic maps into X , and 
This gives us the map
are strict.
Proof. For the map M(X) → M(X ) we consider an S-point f : C → X of M(X). Let g : C → X be the induced S-point of M(X ). The minimality condition defining the logarithmic structures of M(X) and M(X ) depend, respectively, only on the morphisms of logarithmic structures f * M X → M C and g * M X → M C on C. As X → X is strict, these data coincide. 
However, the latter of these may be constructed from the former as the composition
Therefore the minimality conditions depend on the same data, so they yield the same logarithmic structures.
Proof of Proposition 1.5.3. We verify that diagram (4) is logarithmically cartesian. As its vertical arrows are strict by Lemma 4.1, this will imply that the underlying diagram of algebraic stacks is cartesian as well. Suppose that we are given maps S → M ′ (Y → X ) and S → M(X) along with an isomorphism between the induced maps S → M(X). These data correspond to a diagram of solid lines
of logarithmic algebraic stacks over S. We obtain a map C → Y S completing the commutative diagram by the universal property of the fiber product. It remains only to verify that the stability condition of M(Y ) holds in (5) if and only if the stability condition of M ′ (Y → X ) does. Let G be the automorphism group of the image of (5) in M(Y ), let G ′′ be the automorphism group of the image in M(X), and let G ′ be the kernel of G → G ′′ . We note that G ′′ is finite, so G ′ is finite if and only if G is. On the other hand G ′ may be identified with the kernel of the map Aut M ′ (Y→X ) → Aut M(X ) . Therefore the finiteness of G ′ is precisely the stability condition of M ′ (Y → X ) and the finteness of G is the stability condition of M(Y ).
The universal logarithmicallyétale modification
Let Y → X be a morphism of logarithmic algebraic stacks. We obtain a correspondence
where M(Y → X ) is the moduli space of minimal logarithmic diagrams
Proof of Proposition 1.5.2. Algebraicity was shown in Corollary 3.2.3 and strictness was shown in Lemma 4.1. All that is left is to show that
corresponds to a logarithmic extension problem
Now, C → C contracts chains of semistable components because it is logarithmicallyétale so we may apply [AMW12, Appendix B] to obtain C ′ (uniquely). All that is left is to produce the map C ′ → X and show it is unique. This follows from the lemma below.
Lemma 5.1.1. C ′ is the pushout of the maps C → C and C → C ′ in the category of logarithmic schemes.
Proof. The underlying space of C ′ is the pushout of the maps underlying C → C and C → C ′ . Also the logarithmic structure on C ′ is the push-forward of the logarithmic structure on C ′ . This implies the result.
Lemma 5.1.2. C ′ is the pushout of the maps C → C and C → C ′ in the 2-category of logarithmic stacks.
Proof. The construction of C ′ is local in theétale topology of C, so we may workétale locally in C. We may therefore assume that given maps C → X and C ′ → X factor through a smooth, strict chart X → X . But then these maps extend uniquely in a compatible way to C ′ → X by the previous lemma. The uniqueness of this extension guarantees that the induced map C ′ → X is independent of the chart.
The arrow
Proof. Consider a logarithmic lifting problem
with S ⊂ S ′ a strict infinitesimal extension. This corresponds to the lifting problem,
Because C → C is logarithmicallyétale and C ⊂ C ′ is a strict infintesimal extension, it follows that there is an extension C ′ → C ′ of C → C and that this is unique up to unique isomorphism. The only thing remaining is to construct the map C ′ → Y. But this amounts to lifting the diagram C
X , which we can do uniquely, since Y → X is logarithmicallyétale. Consider an S-point of M(Y → X ), where S has the trivial logarithmic structure. We have a commutative diagram
with C → C logarithmicallyétale and both C and C logarithmically smooth over S. This implies first that the underlying curves of C and C are smooth, and second that the map of schemes underlying C → C is a branched cover. But the stabilization of C → C must also be an isomorphism, so its degree must be 1 and therefore C → C is an isomorphism. This
is an isomorphism over the loci with trivial logarithmic structures. Now consider an S-point C → X of M(X ). We may obtain a point of M(Y → X ) by taking C = C × X Y. Note that the map C → C is proper and logarithmicallyétale, so C is a proper, logarithmically smooth curve over S. It is immediate that this is a section of M(Y → X ) over M(X ) and remains only to verify that if (6) is an S-point of M(Y → X ) then C = C × X Y. However, this follows from the fact that C → C is an isomorphism, as we saw above.
6. Obstruction theories 6.1. The arrow M(X) → M(X ). First we show that the natural obstruction theory for M(X) over M(X ) agrees with the one over M defined in [AC11, Che10, GS13] . Let S ⊂ S ′ be a strict square-zero extension over M(X ) with ideal J and assume given an S-point of M(X). We have a diagram of solid lines
Note that because X isétale over Log, lifts of this diagram are precisely the same as lifts of the diagram
Since X is smooth over X , the logarithmic lifts of either of these diagrams form a torsor on C under the sheaf of abelian groups f * T X/X ⊗ J = f * T log X ⊗ J. Therefore if we define E (J) to be the stack on S of f * T log X ⊗ J-torsors on C we obtain an obstruction theory in the sense of [Wis11] for M(X) over Log(M(X )) or over Log(M). The latter of these is the one defined in [AC11, Che10, GS13].
A similar argument will apply to demonstrate that the obstruction considered in the last section pulls back to an obstruction theory for
corresponds to the following lifting problem:
As before, the lifts form a torsor under g
Y . But in view of the cartesian diagram (3), this torsor is precisely the same as the torsor of lifts of the induced diagram (7). On the other hand, the third row of (8) is obviously irrelevant to the lifting question, so the obstruction theory is the same as the one for
6.3. Conclusion. We have therefore proved the following precise restatement of Proposition 1.5.5:
Proposition 6.3.1. Let E denote the perfect relative obstruction theory for M(X) over Log(M) and let E ′ denote the perfect relative obstruction theory for M(Y ) over Log(M).
Then
(1) E is also a perfect relative obstruction theory for Proof. First assume that X admits a strict map to Spec Z[P ] for a sharp monoid P . Let P → P ′ be the initial morphism from P into an integral monoid and define
. This has the required universal property. Note that this construction is functorial in X, carries strictétale maps to strictétale maps, and preserves strict fiber products. Note furthermore that P → P ′ is surjective, so that P ′ is finitely generated if P is. Now consider the collection J of allétale maps U → X for which U ′ is known to exist. These constitute anétale cover of X and are closed under fiber products. Let X ′ = lim − →U∈J U ′ . To prove that X ′ has the required universal property, consider a scheme Y with integral, quasi-coherent logarithmic structure and a map f : Y → X. For each U ∈ J we have a canonical factorization of f −1 U → X through U ′ . The f −1 U are anétale presentation of Y , and the maps f −1 U → U ′ → X ′ are consistent by construction, so we obtain Y → X ′ , as desired.
Proposition A.1.2. Let X be an algebraic space with a quasi-coherent, integral logarithmic structure. There is a final map X ′ → X where X ′ has a quasi-coherent, integral, saturated logarithmic strutcure.
Proof. As in the last proposition, we work locally. Assume that there is a global chart X → Spec Z[P ] where P is integral and let P ′ be the saturation of P . Then X ′ = X × Spec Z[P ] Spec Z[P ′ ] has the desired universal property. We note that if P is finitely generated then so is P ′ : If P is finitely generated then we may regard it as a finitely generated submonoid of a finitely generated abelian group A. Then P ′ = QP ∩ A. This is generated by all elements of QP ∩ A within the convex hull of a set of generators for P . As this is a bounded region, it contains finitely many elements of A. The monoid P ′ is generated by this finite collection of elements. We may conclude as in the last proposition. Proof. To construct the limit, first form the limit as a logarithmic scheme with quasi-coherent logarithmic structure (but not necessarily integral or saturated). Then pass to the associated quasi-coherent, integral, saturated logarithmic algebraic space. Should the entires of the diagram have coherent logarithmic structures, so does the not necessarily integral or saturated limit as a logarithmic scheme. Then the prior two propositions guarantee that the associated integral and saturated logarithmic space is also coherent. Proof. Conditions (ii) and (iii) are equivalent by definition. To see the compatibility of (i), note that the fine, saturated base change S × Y X represents the same functor on strict Sschemes as does S × Log(X ) Log(Y).
We call a morphism of logarithmic algebraic stacks satisfying the conditions of the proposition logarithmically quasi-finite. We say that a morphism of logarithmic algebraic stacks satisfying the conditions of the corollary has logarithmically quasi-finite diagonal.
