Understanding the thermodynamic driving forces underlying any chemical process requires a description of the underlying free energy surface. However, computation of free energies is di±cult, often requiring advanced sampling techniques. Moreover, these computations can be further complicated by the evaluation of any long-ranged interactions in the system of interest, such as Coulomb interactions in charged and polar media. Local molecular¯eld theory is a promising approach to avoid many of the conceptual and computational di±culties associated with long-ranged interactions. We present frameworks for performing alchemical free energy calculations and non-Boltzmann sampling with local molecular¯eld theory. We demonstrate that local molecular¯eld theory can be used to perform these free energy calculations with accuracy comparable to traditional methodologies while eliminating the need for explicit treatment of long-ranged interactions in simulations.
Introduction
A thorough understanding of any equilibrium chemical process requires quanti¯ca-tion of the thermodynamic driving forces that drive it. The free energy is therefore of central importance, and remaining thermodynamic quantities can typically be computed by di®erentiating the free energy. However, estimating free energies involves computing ratios of partition functions, which is a highly nontrivial and di±cult task. 1 Recent theoretical and computational developments have made free *Corresponding authors.
energy calculations more routine, signi¯cantly advancing our understanding of molecular, biochemical, and materials systems. Despite these advances, the computation of thermodynamic properties is still hampered by many issues, including problems posed by the evaluation of long-ranged interactions.
The simulation of nearly all molecular systems requires the evaluation of longranged interactions, 2 arising from van der Waals or Coulomb (charge-charge) interactions, for example. The accurate evaluation of these interactions, especially when using periodic boundary conditions in systems with Coulombic potentials, usually involves complex lattice summations that lead to poor scaling in large-scale systems. 2, 3 Moreover, typical lattice summation techniques, such as Ewald summation, can sometimes generate signi¯cant artifacts that arise from the imposed periodic nature of the cell images on which the in¯nite sums are evaluated and the¯nite nature of simulation cells. 4, 5 A promising alternative for describing long-ranged interactions is local molecular¯eld (LMF) theory, [6] [7] [8] which essentially relates properties of a full system with long-ranged interactions to those of a simpler \mimic system" with renormalized short-ranged interactions chosen to capture the major e®ects of the long-ranged forces. LMF theory accurately describes the structure of a wide variety of nonuniform systems with long-ranged interactions, and in recent work, we showed how LMF theory can be used to give a very accurate description of solvation-free energies as well. 8 In this work, we extend LMF theory to two other major classes of free energy calculations 1 : alchemical transformations and potentials of mean force. We¯rst review LMF theory and its application to solvation free energies in the next section. The extension of LMF theory to alchemical transformations is performed in Sec. 4 . We then further extend the LMF formalism to calculate free energies as a function of an order parameter describing a process of interest. The calculation of such potentials of mean force involves combining LMF theory with umbrella sampling, 1, 9 and this is accomplished in Sec. 5 before concluding in Sec. 6.
LMF Theory
Consider a system of solvent molecules that interact through the pair potential uðrÞ, in the presence of the one-body¯eld ðrÞ. The¯eld ðrÞ can arise from solute-solvent interactions, as is the focus here, but is in general not limited to these situations and could represent interactions from con¯ning walls or electric¯elds, for example. In general, uðrÞ and ðrÞ can involve long-ranged interactions, which present di±culties for both theory and simulation, as discussed above.
LMF theory seeks to map this long-ranged system onto a simpler mimic system, whereby the solvent molecules interact with the purely short-ranged potential u 0 ðrÞ, but the structure of the full system is reproduced by introducing an e®ective or renormalized one-body potential R ðrÞ. The LMF equation, obtained from an approximate integration of the exact Yvon-Born-Green hierarchy relating intermolecular forces to induced structure, [6] [7] [8] 10 enables the determination of the renormalized potential,
where B is the bulk density of the solvent, u 1 ðrÞ ¼ uðrÞ À u 0 ðrÞ is the long-ranged, slowly-varying portion of the solvent-solvent pair potential, and the subscript R indicates a quantity evaluated in the renormalized (mimic) system. Here, slowlyvarying refers to the fact that spatial variations in u 1 ðrÞ are small over typical correlation lengths in the solvent. For Lennard-Jones interaction potentials, u 0 ðrÞ and u 1 ðrÞ correspond to the parts of uðrÞ that yield repulsive and attractive forces, as prescribed by WCA theory.
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If the interparticle interactions are electrostatic in nature, we must split the Coulomb potential into a long-ranged, uniformly slowly-varying part and the remaining short-ranged, rapidly-varying part. This is accomplished by introducing a length-scale over which the 1=r dependence of the Coulomb potential can be separated,
where we have denoted v 0 ðrÞ and v 1 ðrÞ as the short-ranged, rapidly-varying and longranged, slowly-varying portions of the potential. The smoothing length is chosen on the scale of typical nearest-neighbor distances between charges to ensure that v 1 ðrÞ indeed varies slowly over molecular scales. Moreover, the same value of should be used for all charges. This enables us to derive an electrostatic LMF equation, where the number density in Eq. (1) is simply replaced by the charge density 
where V R ðrÞ is the renormalized electrostatic LMF¯eld and VðrÞ is the original bare electrostatic¯eld of the full system. 7, 8 Previous work has shown that LMF theory can reproduce the structure of many systems with long-ranged Coulomb interactions, [6] [7] [8] [12] [13] [14] and in recent work, we have shown how one can integrate over this structure to obtain accurate free energies. 8 In particular, the di®erence in free energy of the full system, ½, and that of the mimic system, ½ R , for the systems considered in Eq. (1) can be expressed analytically as
where we have noted the functional dependence of the free energies on the external eld. For electrostatic interactions, the equivalent expression can again be readily obtained by substituting charge density for number densities and replacing the relevant¯elds by their electrostatic counterparts,
In addition to the LMF mimic system, we will also consider the strong coupling approximation (SCA), which assumes that the long-ranged interactions play a negligible role. The interactions in this system consist of short-ranged solventsolvent interactions, u 0 ðrÞ and/or v 0 ðrÞ, in addition to short-ranged solute-solvent interactions, 0 ðrÞ and/or V 0 ðrÞ, which result from an analogous separation of the one-body external¯elds into short-and long-ranged components. The SCA system serves to illustrate the role of long-ranged interactions in determining the structure and thermodynamics of molecular systems, when compared to the full system that includes both short-and long-ranged interactions.
Short-Ranged Water Models
We now discuss the models we use for the solvent. While these concepts can be extended to long ranged interactions in more general models of the solvent, here we focus on the widely used extended simple point charge (SPC/E) model of water, 15 which gives a good qualitative description of the thermodynamic properties of water that are needed to describe the hydrophobic solvation processes at the focus of this work. The SPC/E model is a rigid model consisting of an LJ core centered at the oxygen atom and partial charges on the oxygen and hydrogen atoms. Therefore, the solvent-solvent interactions in the full system consist only of LJ interactions, uðrÞ, and Coulomb interactions, q i q j vðrÞ, between atomic sites i and j.
Because the full model contains both LJ and Coulombic interactions, we can de¯ne two classes of truncated models. 13, 16, 17 The¯rst class of short-ranged water model is the Gaussian-truncated (GT) model. In the GT model, water molecules interact via the full LJ potential uðrÞ, but vðrÞ is replaced by the short-ranged v 0 ðrÞ, such that the charges interact through q i q j v 0 ðrÞ. With this replacement, we have truncated the point charges by surrounding them with neutralizing Gaussian distributions of width , which removes the long-ranged portion of the Coulomb potential. We will use the GT model to study the e®ects of long-ranged Coulomb interactions in the next section.
In addition to the GT model, we can further truncate the solvent-solvent LJ interactions. This yields the GT repulsive core (GTRC) variant of the water model, whereby the charge-charge interactions are given by q i q j v 0 ðrÞ between sites i and j, and the LJ interactions are replaced by the short-ranged WCA core u 0 ðrÞ. This model gives an accurate minimal representation of the hydrogen bond network of liquid water, 16 but neglects the LJ attractions necessary to reproduce drying associated with hydrophobic e®ects, for example Ref. 17 . We will use this model to illustrate the utility of LMF theory in the context of hydrophobic solvation (and drying) in Sec. 5.
Alchemical Free Energy Calculations
In \computational alchemy," we are interested in the free energy required to transform one molecule into another, 1, 18 e.g. a hydrophobic solute into a hydrophilic one. This class of free energy calculations is often used in protein-ligand binding, [18] [19] [20] [21] [22] for example, where one is often interested in the di®erences in binding free energies among many molecules that may bind to a protein, such that one can rank candidate molecules in order of binding strength. Computing such di®erences can be accomplished by calculating the free energy change upon transforming one bound molecule into another, while it is still bound to the protein. Alchemical transformations are not limited to protein-ligand binding, and have been widely used to examine a range of chemical processes, including solvent e®ects on crystal nucleation from solution, 23 the stability of crystal polymorphs, 24 molecular isomerization in bulk and con¯ned systems, 25 partition coe±cients, 26 conformational changes, 27 and the impact of protonation state on ion selectivity in transmembrane systems. 28 We now describe how to compute alchemical free energy changes using LMF theory as follows, which simpli¯es these computations by eliminating the need for the explicit evaluation of long-ranged interactions.
Thermodynamic cycle for computational alchemy
We now consider an arbitrary¯xed solute in solution, interacting with a solvent. This solvent could be water, a mixture of a number of solvents, a protein, etc. Here, solvent simply refers to the environment surrounding the solute of interest. The solvent-solvent interactions can be both electrostatic and nonelectrostatic in nature, and the solvent molecules also interact with the solute via the potential ðr; Þ. This solute-solvent potential,¯xed at the origin, is coupled to a parameter which controls the alchemical transformation. Note that this can be readily generalized to the case of a set of potentials
that control various aspects of the potential. This is what would be needed when xing a molecule, for example, and transforming this molecule into another. When the coupling parameter is zero, the solute-solvent interaction is that of the initial solute of interest, schematically illustrated in the lower left panel of Fig. 1 . We are interested in the free energy change ð0!1Þ upon transforming this solute ( ¼ 0) to another ( ¼ 1), as indicated by the lower path in Fig.1 . In general, this path may require many nonphysical intermediate states, each requiring the accurate evaluation of long-ranged interactions at every state, and these di±culties are schematically indicated by the red arrow connecting the lower panels in Fig. 1 . However, we wish to calculate this free energy di®erence using short-ranged systems only, and to do so, we will use LMF theory by de¯ning an alternative path to obtain ð0!1Þ .
The alternative path to compute ð0!1Þ corresponds to the upper panel in Fig. 1 , in conjunction with the green arrows connecting the upper and lower transformations. In the LMF alchemical transformation illustrated in the upper panel, we begin with a mimic system that has the same structure as that of the fully interacting initial state. This LMF system is described by short-ranged solvent-solvent interactions v 0 ðrÞ and renormalized solute-solvent interactions R ðr; ¼ 0Þ, such that the renormalization induces the same solute-solvent structure as in the full system. We can then consider performing the alchemical transformation in the mimic system, where the renormalized solute potential R ðr; ¼ 0Þ is slowly transformed into a di®erent renormalized solute with potential R ðr; ¼ 1Þ. This process is illustrated by the upper leg of the thermodynamic cycle in Fig. 1 and is associated with the free energy ð0!1Þ R . This process will in general require as many steps as performing the transformation in the full system. However, this process is more e±cient, since we have eliminated much of the evaluation of long-ranged interactions at each step of This transformation occurs in the full system, where both the solute-solvent and solvent-solvent interactions can be long ranged, and is therefore described by the free energy ð0!1Þ . The top leg of the cycle depicts the analogous transformation being performed in the mimic system, with a short-ranged reference solvent and a renormalized solute at both state ¼ 1 and state ¼ 0. Performing the alchemical transformation in the mimic system is characterized by the free energy ð0!1Þ R . The sum of the free energies of the paths depicted by green arrows is a di®erence of analytic LMF corrections derived for solvation free energies, as described in the text. the transformation process. Hence, we have connected the upper panels with a red and green striped arrow.
The free energy associated with the green vertical arrows in Fig. 1 can be evaluated analytically using Eq. (4). 8 Therefore, we¯nd that the free energy of the alchemical transformation is given by
The free energy of the transformation in the mimic system ð0!1Þ R can be obtained by using standard techniques. 1 We can therefore calculate general free energy changes in a fully interacting, long-ranged system from simulations involving mimic systems with only short-ranged interactions.
Alchemical addition of solute-solvent attractions
We now demonstrate the LMF formalism for alchemical transformations involving the hydration of uncharged spherical solutes of various sizes with attractive solutesolvent van der Waals interactions, generalizing previous work on purely repulsive hydrophobic solutes. 17, 29 In this section, we truncate solvent-solvent electrostatic interactions only, so in the mimic system, the full SPC/E water model is replaced by its GT variant; other examples using the GTRC model will be discussed later. LMF theory will be used to account for the e®ects of the long-ranged electrostatic interactions neglected in the GT model (with ¼ 4:5 # A) given by the green arrows in Fig. 1 .
For small purely hydrophobic solutes, the hydrogen bond network of water remains intact, and the solvation structure and thermodynamics are determined by short-ranged interactions alone. [29] [30] [31] [32] In this regime, the e®ects of the electrostatic LMF corrections are negligible, and the SCA system very accurately reproduces the solvation properties of the full system. 8, 16, 17 When the solute size is increased beyond a crossover radius, for solute volumes of roughly 1 nm 3 , the hydrogen bond network of water can no longer be maintained around the solute. 17, [29] [30] [31] [32] Water instead nucleates a soft, liquid-vapor-like interface around the hydrophobic solute, such that the solvation-free energy scales as A, where is the surface tension of water and A is the solute surface area. In previous work, 8, 16, 17 we showed that GT water qualitatively reproduces the crossover in the scaling behavior of the solvation-free energy, but slightly underestimates the free energies in the large solute regime because it has a lower surface tension than the full water model. We additionally showed that the small disparities between the full and GT solvation-free energies for large solutes could be corrected using Eq. (4), leading to quantitatively accurate predictions. 8 
Solute models and de¯nition of the alchemical transformation
We now consider adding solute-solvent van der Waals attractions to the purely repulsive spherical solutes studied previously, 17,29 a simple but general demonstration of LMF theory for alchemical transformations. We write the solute-water interaction potential with the attractive interactions coupled linearly by the parameter ,
where U 0;sw and U 1;sw are the repulsive and attractive portions of the solute-water interaction energy, respectively, such that U ðÞ sw ¼ P N i¼1 u sw ðr i ; Þ and N is the number of water molecules in the system. Here, u sw ðrÞ is an integrated 9-3 LJ potential,
where r AE ¼ r AE R S , R S tunes the size of the particle, ¼ 0:0240 # A À3 , " sw ¼ 0:882 kJ/ mol, and sw ¼ 3:468 # A, respectively. 17, 29 The e®ective hard-sphere radius of the particle, R HS , can be estimated as
where u 0;sw ðrÞ is the purely repulsive part of the potential. This type of solute-solvent potential is associated with the nonelectrostatic portion of the external¯eld, ðr; Þ ¼ u sw ðr; Þ, because no solute-solvent electrostatic interactions are present. The renormalized potential acting on solvent site can then be written as
where the LMF treatment has only been applied to electrostatic interactions and is the nonelectrostatic solute-solvent potential acting on solvent site . If we separate only the electrostatic portion of the renormalized potential into short-and longranged components for use with LMF theory, this¯eld can be written as and the long-ranged component is simply given by
For the solute-solvent potentials considered here, given by Eq. (7), the local, shortranged electrostatic component of the renormalized solute¯eld is zero, V 0 ðrÞ ¼ 0, but V R1 ðrÞ 6 ¼ 0, because this contains the averaged e®ects of the long-ranged solvent-solvent electrostatic interactions.
Performing the solute transformations
In order to compute the free energy of the alchemical transformation in the full and mimic systems, we¯rst need to compute the free energy of turning on the solutesolvent attractive potential. For the full system, this corresponds to the lower leg of the cycle in Fig. 1 
where H ðÞ is the -dependent Hamiltonian of the system and Á Á Á h i indicates an ensemble average over con¯gurations of the system interacting with coupling parameter . Note that the remainder of the paper will use ÁG to indicate free energy changes because the simulations are performed in the isothermal-isobaric ensemble. The upper leg of the thermodynamic cycle in Fig. 1 corresponds to performing the alchemical transformation in the mimic system with the same solute-solvent structure. The free energy of this process can be decomposed into two parts:
where ÁG
ð0!1Þ
SCA is the free energy of turning on the solute-solvent attractions in the SCA system, where all structural corrections from the truncated Coulomb interactions in GT water are ignored, and ÁG ðÞ R1 is the free energy of turning on the slowlyvarying portion of the LMF corrected solute-solvent attractive potential at a speci¯c value of the solute-solvent coupling parameter . The free energy ÁG ð0!1Þ SCA is determined by using Eq. (13) .
We determined the free energy of turning on the slowly-varying portion of the LMF potential, ÁG ðÞ R1 , using the Gaussian approximation 1,34
where Á Á Á h i SCA and Á Á Á h i R indicate ensemble averages in the SCA and mimic systems, respectively, and " R indicates a point in the con¯guration space of the system. To verify the accuracy of this approximation, we calculated the probability distributions P 
Results
We performed alchemical transformations for spherical solutes of varying size. Before discussing the free energetics of the transformation, we discuss the solvation structure around the solutes, and how this structure changes upon the addition of solute-solvent attractions. Density distributions of water, ðrÞ, around representative solutes spanning the small to large solute size regimes are shown in Fig. 3(a) , in the presence ( ¼ 1) and absence ( ¼ 0) of solute-solvent attractive interactions in the full system; results for the SCA and mimic systems are similar to those shown here. For small solutes, the solvation structure is determined entirely by the need for water to maintain its hydrogen bond network around the solute. 17, [29] [30] [31] [32] Therefore, for R HS less than roughly 5 # A, attractive interactions have a negligible e®ect on the solvation structure. The hydrogen bond network of water cannot be maintained around large solutes, and a soft, liquid-vapor-like interface is nucleated in the vicinity of the solute surface. This results in the phenomena of drying in the interfacial region, which becomes more pronounced as the solute size is increased, 17, [29] [30] [31] [32] and is particularly notable around repulsive solutes ( ¼ 0). This decreases the height of the¯rst peak of ðrÞ as R HS increases (Fig. 3(a) ). This soft interface is highly responsive to perturbations. [36] [37] [38] [39] [40] [41] The attractive solute-solvent interactions with ¼ 1 signi¯cantly alter the solvation structure, e®ectively \pulling" water molecules back toward the solute surface and increasing the magnitude of the¯rst peak in ðrÞ with respect to that observed in the absence of solute-solvent attractions. Note, however, that, for large solutes, the height of the¯rst peak in ðrÞ decreases with increasing solute size for both ¼ 0 and ¼ 1.
The free energy di®erences calculated using the full SPC/E model are compared with those calculated using the short-ranged GT water model and with those computed from LMF theory in Fig. 3(b) for a range of solute radii. For small solutes, GT water reproduces the alchemical free energies of the full system and the LMF corrections are negligible. In contrast, the magnitude of the free energy change for large solutes is underestimated in the SCA system. Physically, the change in the free energy for large solutes corresponds to a change in the solute-water interfacial tension, and GT underestimates the magnitude of this change. Using the LMF formalism for alchemical transformation, Eq. (6) corrects this solute-water interfacial tension and quantitatively reproduces the free energies of the full system for all solute sizes. These results illustrate that the LMF theory framework can be applied to alchemical transformations with quantitative accuracy.
Umbrella Sampling: Density Fluctuations and Solvation
The preceding section describes LMF-based methods for computing free energy changes of a solute in solution as it is transformed from one state to another. In general, one would like to compute a free energy along some relevant order parameter of interest. However, to compute such free energy pro¯les, one often needs to employ non-Boltzmann sampling techniques. 2 One type of non-Boltzmann sampling often employed is umbrella sampling, 1, 9 in which many simulations of a system are performed, each with a unique \umbrella" potential that biases the system toward a particular value of the order parameter of interest. The results of this set of simulations can then be stitched together through a number of means, such as the multi-state Bennett acceptance ratio 42 (MBAR) and the weighted histogram analysis method (WHAM). 43, 44 Therefore, in order to use the LMF framework to calculate general free energy landscapes as a function of an order parameter of interest, we can combine LMF theory with non-Boltzmann sampling techniques and the rigorous methods for obtaining free energies from sets of biased simulations.
We have developed such a formalism, and the technical details are described in the appendix. We combine LMF theory, umbrella sampling, and MBAR to calculate ensemble averages in a full system from sampling performed in a mimic or SCA system. Umbrella sampling is performed with an appropriate biasing potential for each window and an accompanying window-speci¯c LMF potential. This ensures an accurate representation of the full system structure in each window. Free energy di®erences between these windows, and the associated free energy landscape, can then be determined for the mimic system using MBAR. Finally, the analytic LMF contribution to the free energy given by Eq. (4) can be used to reweight mimic system ensemble averages in order to obtain the corresponding averages in the full system. An analogous procedure can be performed for the SCA system when linear response theory (LRT) is accurate, 14 however, the reweighting must also account for the free energy di®erences between the SCA and mimic systems, as discussed in Appendix B.
As a demonstration of these theoretical developments, we study density°uc-tuations in bulk water. Speci¯cally, we seek to calculate the probability of observing N water molecules within a spherical volume v. This probability P v ðNÞ is intimately related to the free energy of solvation ÁG HS of a hard sphere of the same volume through the potential distribution theorem, 45, 46 
where the ensemble averages are performed over the bulk solvent ensemble in the absence of a hard sphere, U HS ¼ P N i¼1 u HS ðr i Þ is the total solute-solvent interaction energy, u HS ðrÞ is the hard-sphere potential, and N;N 0 is the Kronecker delta function. Therefore, ÁG HS ¼ À ln P v ð0Þ, where P v ð0Þ is the probability of observing a cavity the same size and shape of the solute volume v. It was shown earlier that one can use LMF theory to determine ÁG HS , 8 and therefore À ln P v ð0Þ, from a purely shortranged system with quantitative accuracy for both small and large solute volumes. In this section, we demonstrate that the full distribution P v ðNÞ, and therefore the free energy À ln P v ðNÞ, can also be obtained from short-ranged systems with high accuracy by combining LMF theory and non-Boltzmann sampling techniques.
For relatively small probe volumes, the distributions P v ðNÞ can be calculated using the Widom particle insertion method. 2, [45] [46] [47] However, large volume density°u ctuations are rare events not accurately sampled by conventional simulations, and some type of biased, non-Boltzmann sampling technique is needed to calculate P v ðNÞ accurately. In this case, we use umbrella sampling. At¯rst glance, one would like a biasing potential in terms of the variable of interest, N. However, N is a discrete variable, leading to problems when biasing within MD simulations. Therefore, we use the indirect umbrella sampling (INDUS) method, which dictates that N be coarsegrained by smoothing it with a truncated and shifted Gaussian distribution, resulting in the continuous coarse-grained variableÑ. 48 We can then bias the simulation toward desired values ofÑ, which, with correctly tuned parameters, will closely follow N. After performing a set of n w simulations that adequately sample N andÑ, with su±cient overlap of the P v ðN;Ñ Þ distributions between neighboring windows, we can reconstruct the desired P v ðNÞ using MBAR. 42 In all cases, a simple harmonic potential was used to bias the system toward the desired value ofÑ,
where k is the desired value ofÑ in window k, and the force constant was chosen independently for each window to yield su±cient overlap between neighboring windows. In order to maintain a constant bulk density far from the probe volume across all biased ensembles, we perform simulations in the isothermal-isobaric (NPT) ensemble. For the GTRC model, the van der Waals theory-corrected pressure was used to maintain the correct bulk density, as described previously. 16 For small volumes, long-ranged interactions have a negligible in°uence on the solvation behavior. Therefore, density°uctuations in the bulk°uid on small length scales are determined by local, hydrogen bonding interactions, and these°uctuations will not be altered upon the inclusion of an LMF in the short-ranged reference system. In contrast, for large volumes, P v ðNÞ displays non-Gaussian tails at low N when long-ranged LJ attractions are present in the system. This is illustrated by the free energy À ln P v ðNÞ shown in Fig. 4 for GT water, which will we use as the \full" system here. The appearance of fat tails in P v ðNÞ is a manifestation of the nucleation of a nanoscale liquid-vapor interface at the surface of a large cavity, and is consistent with the appearance of interfacial drying due to unbalanced attractive LJ forces. 6, 31, 32, 38, 49, 50 Indeed, removal of the LJ attractions in GTRC water eliminates drying and this model does not display the crossover in scaling of free energies with solute size at the same density as GT water. 17 Because this crossover is absent in GTRC water, its P v ðNÞ does not contain fat tails at low N, as shown in Fig. 4 . In addition, the GTRC P v ðNÞ is nearly Gaussian for all N, similar to what is observed in a hard-sphere°uid. Using LRT, 14 we determine the densities and renormalized¯elds in each biased ensemble necessary for performing the reweighting described in Appendix B without additional mimic system simulations. Upon doing so, averages obtained from congurations obtained in the GTRC system are appropriately reweighted, yielding a free energy À ln P v ðNÞ consistent with that of GT water, the desired result, as shown in Fig. 4 . By including the averaged e®ects of the unbalanced LJ forces in each biased ensemble, LMF theory can capture the nontrivial fat tails observed at low N with high accuracy.
Conclusions
We have extended LMF theory to two major classes of free energy calculations, alchemical transformations and potentials of mean force. 1 The accuracy of this theoretical framework was demonstrated by computing free energies for model systems and processes related to the hydration of nonpolar solutes. These are challenging test cases for LMF theory, because unbalanced interfacial forces arising from long-ranged interactions are important for their structure and thermodynamics. Despite this challenge, LMF theory accurately predicts the free energetics of these systems using only a short-ranged mimic system, removing the need to include explicit treatments of long-ranged interactions. In addition to circumventing the explicit treatment of long-ranged interactions in simulations, the energetic partitioning inherent within LMF theory enables physical decompositions to interpret thermodynamic driving forces. [52] [53] [54] [55] The frameworks presented here will extend the utility of these decompositions to general processes of interest.
LMF theory is not limited to the relatively simple model systems studied here. In fact, the LMF framework for free energy calculations should be of signi¯cant importance to large-scale molecular systems, like those typical of biomolecular and materials research. Simulations involving extremely large numbers of particles and long timescales are limited by the scaling of the algorithms involved in the computation. While the best algorithms for handling long-ranged electrostatic interactions scale as N logðNÞ, 3 often with a large prefactor, LMF-based approaches are shortranged and scale linearly with N. The ability of LMF theory to avoid computationally expensive and theoretically complex long-ranged interactions should therefore enable thermodynamic calculations in massively large-scale systems. [56] [57] [58] [59] [60] Moreover, the LMF framework also alleviates conceptual burdens associated with artifacts induced by periodic boundaries and lattice summation techniques, 4, 5 enabling reductions in systems size necessary to achieve convergence in many calculations.
LMF theory is not limited to the order parameters used here and can in general be extended to perform non-Boltzmann sampling with general order parameters of interest. 61 Similarly, the LMF framework should also be readily extendable to other types of enhanced sampling methods beyond umbrella sampling, 1, 34, 62 because LMF theory was not employed to sample con¯guration space. In fact, our results in Sec. 5
show that, even in a situation where the SCA and mimic systems have signi¯cant structural di®erences, LMF theory can be used to simply reweight the results obtained from SCA con¯gurations and explicit sampling of the mimic system is not needed. Such large structural di®erences between the SCA and mimic systems are typically not observed in many applications, however, especially when only truncating Coulomb interactions. Therefore, we expect that in most situations of interest, enhanced sampling methods will only be needed to sample the phase-space of the SCA system, which can be connected to the mimic and full systems using a combination of linear response and LMF theories. This will enable the use of LMF theory largely as a post-processing tool, avoiding the need to signi¯cantly modify existing molecular simulation software.
We conclude with a discussion of the limitations of LMF theory in the form used here. As discussed previously, 7 the physically-justi¯ed approximations permitting a molecular scale choice for the smoothing length in the derivation of the LMF equation are expected to fail in systems with signi¯cant intrinsic long-ranged pair correlations, like those found along a liquid-vapor interface with capillary waves, and near a critical point due to a diverging correlation length. In addition, the current LMF theory framework may not be appropriate for computing thermodynamic properties of systems driven signi¯cantly far from equilibrium, because it is inherently an equilibrium theory. Nonequilbrium extensions are needed in these contexts, although simple approximations can be made to enable the use of the equilibrium LMF theory when there exists a separation of timescales and the solvent is in local equilibrium, as discussed previously. 63 This does not prohibit the use of nonequilbrium work relations 34, 64, 65 to determine free energy di®erences between equilibrium states involving short-ranged mimic systems; only the LMF-based longranged correction to the free energy, Á LMF , requires equilibrium quantities as input. and the partition function of the kth biased window is
RÞ ; ðA:2Þ where È R1;k ¼ P N i¼1 R1;k ðr i Þ. The free energy di®erence between the kth window and the unbiased mimic ensemble is given by
Estimates for the normalization constants Z R and Z R;k are given, respectively, by 42, 66 where
The set of free energy di®erences ÁF R;k È É can then be obtained self-consistently, consistent with typical MBAR, by replacing V k ð " RÞ withṼ k ð "
RÞ and p j;n with p ðRÞ j;n :
ðA:6Þ
The ÁÈ R1;k term presents a problem, since we may not know R1 ðrÞ of the unbiased ensemble in advance (if we could obtain this easily, we would not need to overcome sampling issues in the¯rst place!). However, the free energy di®erences obtained from the MBAR calculation are known up to an undetermined constant. Therefore, we can choose this constant such that it exactly cancels the È R1 term in each window, and we can write
without any loss of generality. Ensemble averages in the mimic system can then be estimated following
where the notation A R emphasizes that the observable A is evaluated over con¯g-urations in the mimic system. However, averages in the mimic system are not of interest, and we want to calculate averages in the full system. The free energy di®erences between the unbiased full ensemble and the K biased full ensembles is enough to estimate the probability of every sample in the unbiased ensemble of the full system. From the LMF theory-based framework for free energy calculations, we know that the free energy di®erence between the full and mimic systems is given by
Therefore, the free energy di®erence between the kth biased mimic ensemble and the kth biased full ensemble is given by an analogous expression
Now, note that ÁF k ¼ F k À F are the desired free energy di®erences, and we can de¯neF k F R;k þ F LMF;k to be the LMF theory-based estimate of the free energy in the kth window of the full system. By again taking advantage of the fact that the free energies determined using MBAR have an undetermined constant, averages in the full, unbiased ensemble can be obtained from
A R ð " R j;n Þ P K k¼1 N k e ½ÁF R;k þF LMF;k ÀV k ð " R j;n Þ : ðA:11Þ Equation (A.11) is the main result of this subsection, and states that averages in the unbiased, full ensemble can be obtained from calculations in the mimic system by simply reweighting the free energy di®erences between windows by a simple, analytic correction, F LMF;k .
The free energy di®erence between the kth biased SCA ensemble and the unbiased SCA ensemble is
This set of free energy di®erences can be obtained using MBAR, in analogy with the full system, as
e ÀV i ð " R j;n Þ P K k¼1 N k e ÁF 0;k ÀV k ð " R j;n Þ ðB:4Þ
and averages in the SCA system can be obtained as follows:
A 0 ð " R j;n Þ P K k¼1 N k e ÁF 0;k ÀV k ð " R j;n Þ ; ðB:5Þ
where the notation A 0 is used to emphasize that the observable A is evaluated over con¯gurations in the SCA system. However, as stated above, we are really interested in averages in the full system. These averages can be calculated if we have an estimate for the set of free energy di®erences ÁF k f g. To obtain this set of free energy di®erences, we note that
where F R1;k is the free energy of turning on the LMF R1;k ðrÞ in the kth biased ensemble. We now need to determine F LMF;k and F R1;k . Using LRT, 14 we can estimate the set of renormalized¯elds R;k ðrÞ È É from the set of mimic system densities, given for each k by ðB:9Þ
Here, the densities and¯elds are iterated to self-consistency using a combination of the LMF equation (1) and the above LRT expression for the density. Thus, the subscript R 0 indicates the renormalized¯eld of the previous iteration, or a guess for the¯eld if it is the¯rst iteration. The free energy of turning on each¯eld in the corresponding biased ensemble is given by the Gaussian approximation, By again taking advantage of the fact that the free energy di®erences ÁF 0;k È É are determined up to some unknown constant, we can estimate averages in the full system from umbrella simulations of the SCA system through reweighting,
A 0 ð " R j;n Þ P K k¼1 N k e ½ÁF 0;k þF R1;k þF LMF;k ÀV k ð " R j;n Þ :
ðB:12Þ
If F R1;k can be obtained accurately with the Gaussian approximation for all k, this is the most e±cient way to estimate A h i. We have found this to typically be true, due to the long-ranged slowly-varying nature of the perturbation. If this is not true, then ÁF R;k È É needs to be determined from biased simulations in the mimic system. Wē nally note that the above formalism can be trivially extended to electrostatic interactions by replacing number densities with charge densities, q R ðrÞ, which is zero in the bulk, and by replacing the nonelectrostatic¯elds R ðrÞ and ðrÞ by the electrostatic¯elds V R ðrÞ and VðrÞ.
