We define a non-smooth guiding function for a functional differential inclusion and apply it to the study the asymptotic behavior of its solutions.
Introduction
The method of guiding functions, whose foundations were laid by M.A. Krasnoselskii and A.I. Perov (see, for example, [15, 16] ) was extended to differential inclusions and demonstrated its effectiveness to the study of periodic problems (see, e.g., [7, 9, 13, 14, 18] ). It should be mentioned that the role of differential inclusions in the description of problems in mathematical control theory and optimization is well known (see, e.g., [1] - [3] , [7, 10, 11, 12, 17, 18] ). In the present paper we define a non-smooth guiding function for a functional differential inclusion and apply it to the study the asymptotic behavior of its solutions. This type of behavior of solutions, closely related to the existence of heteroclinic and homoclinic solutions, for the case of differential equations was described, for example, in [4] - [6] .
Preliminaries
Recall some notions from the theory of multivalued maps (see, e.g., [7, 9, 10] ).
Let (X, d X ) and (Y, d Y ) be metric spaces. By the symbol K(Y ) we will denote the collection of all nonempty compact subsets of the space Y. If Y is a normed space, the symbol Kv(Y ) will denote the collection of all nonempty convex compact subsets of Y.
, where the symbol U ε denotes ε-neighborhood of a set.
A multimap will be called multifunction if it is defined on a subset of R. 
is a measurable subset of I.
Remark 1. A u.s.c. multifunction is measurable. Each measurable multifunction F : I → K(Y ) admits a measurable selection, i.e., there exists a measurable function f : I → Y, such that f (t) ∈ F (t) for a.e. t ∈ I.
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For h > 0, denote by the symbol C the space C([−h, 0]; R n ) of continuous functions x : [−h, 0] → R n with the norm x = sup t∈[−h,0] x(t) . For a given function ψ ∈ C, the symbol D ψ will denote the set of all continuous functions x : [−h, +∞) → R n such that x(t) = ψ(t), t ∈ [−h, 0] and the restriction of x to R + = [0, +∞) is absolutely continuous. For a function x ∈ D ψ and t ≥ 0 we use notation x t ∈ C for the function given as
Considering the Cauchy problem for a functional differential inclusion of the following form:
we will study the problem of existence of solutions satisfying the estimate of the type
, t ∈ R + , where k > 0 and g is a given function, under assumption that the right-hand part F : R + × C → Kv(R n ) satisfies the following conditions:
(F 3∞ ) there exists a positive and summable on each compact interval function α(·) ∈ L 1 loc (R + ) such that for every ϕ ∈ C we have
Remark 2. To satisfy condition (F 1∞ ) it is sufficient to assume that the multifunction F (·, ϕ) is measurable for each ϕ ∈ C (see Remark 1).
Remark 3. From conditions (F 1∞ ) − (F 3∞ ) it follows that for each function x ∈ D ψ , the multifunction t ⊸ F (t, x t ), t ∈ R + admits a locally summable selection (see, e.g., [7, 9, 10] ).
For a given initial function ψ ∈ C, by a solution of problem (1), (2) we mean a function x ∈ D ψ satisfying inclusion (1) for a.e. t ∈ R + . Let us recall some notions of non-smooth analysis (see [8] ). Let V : R n → R be a locally Lipschitz function. For x ∈ R n and ν ∈ R n , the generalized derivative V 0 (x; ν) of a function V (·) at a point x in the direction ν is defined as
where z ∈ R n . Then the generalized gradient ∂V (x) of a function V (·) at a point x is defined in the following way:
It is known that the multimap ∂V : R n ⊸ R n has convex compact values and it is u.s.c. It means, in particular, that for each continuous function x : [a, b] → R n the set of summable selections of the multifunction t → ∂V (x(t)) is non-empty (see Remark 1).
Recall also that locally Lipschitz function V : R n → R is called regular if for each x ∈ R n and ν ∈ R n there exists the directional derivative V ′ (x, ν) and it coincides with V 0 (x, ν). It is known, in particular, that convex functions are regular.
Main result
Denote by V the collection of all regular functions V : R n → R satisfying the coercivity condition (4) lim
Notice that, given a function V ∈ V, for each r > 0 there exists k(r) > r such that if
Now, let g : R + → R + be a given C 1 -function such that inf{g(t), t ∈ R} ≥ 1.
Definition 4.
A function V ∈ V is called an integral guiding function for inclusion (1) along the function g if there exists
such that for every function x ∈ D ψ satisfying conditions (i) there exists a largest finite number τ x 1 > 0 such that
(ii) there exists a (least) finite number τ x * > τ x 1 such that
for each summable selections v(s) ∈ ∂V (g(s)x(s)) and f (s) ∈ F (s, x s ), where
Now we are in position to formulate the main result of the paper. Theorem 1. If V ∈ V is an integral guiding function for inclusion (1) along the function g then each solution of Cauchy problem (1), (2) satisfies the estimate
, t ∈ R + .
To prove this theorem we need the following assertion.
Lemma 1. Let V : R n → R be a regular function, x : [a, b] → R n an absolutely continuous function. Then the the function V (x(t)) is also absolutely continuous and the following relation holds true: 
Since the function x : [a, b] → R n is absolutely continuous, for a given ε > 0 there exists δ > 0 such that
implying the absolute continuity of the function V (x(t)).
By using now the integral representation of the absolutely continuous function V (x(t)) and the regularity of the function V, we obtain
Proof of the theorem. From conditions (F 1∞ ) − (F 3∞ ) and basic properties of differential inclusions (see, e.g., [3, 7, 9, 10, 11, 17] ) it follows that all solutions of problem (1)- (2) are extendable to R + and the set of these solutions is non-empty. Let x(·) be any solution of problem (1)- (2) on R + . From (7) it follows that there exists a largest τ x 1 > 0 such that
If τ x 1 = +∞, then
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If t x 1 < +∞, then estimate (11) is valid only on a bounded interval. Let us show that
Supposing the contrary, we will find τ x 2 > τ x 1 such that
From (11) and (14) it follows that there exists a least τ x 1 < τ x * < τ x 2 for which
Taking τ
From (5) we obtain the following estimate
By applying Definition 4 and the above Lemma we have V (g(τ Taking into account relations (6), (15) and (16), we have
The obtained contradiction shows the validity of estimate (13) .
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