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１まえがき
ニューラルネット(以下ＮＮと記す)アルゴリズムの一つであるバックプロパゲーション(BP)学習則は
ロバスト性を持つ優れた手法であるが，その問題点として学習に多大の時間を要する事が挙げられる．ＢＰ
学習則の高速化の方法にアダプティプな手法や２次微分を用いるなど諸種の方法が提案されているが，重み
の初期化の問題もＢＰ学習に重大な影響を与えているものと考えられる．本論文は，ニューラルネットの初
期化における効果的な結合荷重の使用が学習速度，収束性に与える影響について検討するものである．
２線形回帰
と篝臨鱗劣,i繍磯姪{従属変数)をz膝 中間層の出力値(独立変数)をy5i(j＝1,2,…,、）
，､
Ｚ＝Ｕ）o＋ｕ）'Ｙｉ＋Ｕ）2Yb＋…＋ＵﾉmYh、
により求められる．ここでの倉は教師信号を表しており，実際には実測値Ｚとの間に誤差
へ
ｅ‘＝Ｚｉ－Ｚｉ
が発生する．この誤差は正負の符合を持つのでその２乗和Ｐが最小になるように独立変数にかける重み
TU`(偏回帰係数)および定数項⑩0(バイアスウェイト）を決定する．この手法を最小二乗法と呼び，得られる
係数を最小二乗推定値と呼ぶ．
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及び，独立変数昭と従属変数Ｚの共変動
几
Ｚ(恥Y;)(叶乞）
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SDZ＝
を代入して整理すると，
｜醤江驚)f鷺
が得られる．
この連立方程式(正規方程式)を解く事により偏回帰係数，つまり初期状態における重みが決定される．
３MaximumCovarianceMethod
本研究では，初期化に用いる結合荷重を決定する為にMaximumCovarianceMethod(ＭＣＭ)[1][2]を用いた．ＭＣＭは，候補となる中間層ユニットの出力と教師信号と出力層の出力との誤差(エラー)の共分散の絶対値が最大のものを中間層ユニットとして選択し，そのユニットに繋がる結合荷重を線形回帰によって求める方法である．その手順は以下の通りである．
stepｌ適当なモデル選択手法を使って学習に要求される中間層の数９を決定する．
step２Ｍ個の候補となる中間層ユニット(Ｍ＞9)を準備し，入力層と中間層の間の結合荷重u`,jを[-4;4］でランダムに初期化する．但し、Ｍ＝１０９とする．
step３ネットワークの出力が要求される出力シーケンスの平均になるようにバイアスウェイトｕ）Ｍを設定する．但し，この時点で候補となる中間層と出力層の間は未接続であり，与えられる結合荷重は⑩Ｍのみである．
step４候補となる中間層ユニットの出力とエラーの共分散の絶対値ｑを求める．
q-会='二Ｗ坊'伽威'lj-山側
ここで功,e，９１０,eはそれぞれｅ番目の学習パターンに対するｊ番目の中間層ユニットの出力及びA0番目の出力層ﾕﾆｯﾄのｴﾗｰ,功はj番目の中間層ﾕﾆｯﾄの出力の平均'百kはん番目の出力層ユニットのエラーの平均を表し，７，７２はそれぞれ出力層ユニットの数，学習パターンの数を表す．
step５共分散ｑの最大値を見つけ，それに対応する中間層と出力層を接続し，Ｍ＝Ｍ￣’とする.
step６現時点で存在する中間層と出力層の間の結合荷重⑩j,A､を線形回帰によって与える.これらの重みの数は新しい候補ユニットが出力層と接続される毎に増えていくので，最適化によって出力層のエラー
は毎回変化する～
step7もし，９個の候補ユニットと出力層が接続されたら初期化を終了する．そうでなければ、残っている候補ユニットに対してstep3-5を繰り返す．
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図１ニューラルネットの構造
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４学習アルゴリズム
本研究では，ニューラルネットワークの学習アルゴリズムの中でも代表的なバックプロパゲーション学習
則を用い，入出力関数としてシグモイド関数
１ル)＝１＋ezp(-z）
を用いた．
4.１逐次修正法と一括修正法
バックプロパゲーション学習則の修正法には以下の方法がある．
逐次修正法ある入力パターンをＮＮに提示し，それに対する出力結果を得る．次に，出力結果と目標値で
ある教師信号との誤差を逆伝播しながら，各層の各ユニットにおける誤差を求める．さらに，その誤
差をもとに結合荷重の修正量を計算し，結合荷重の修正を行なう．以上の処理を全パターンに対して
行ない，更に何度も同じ事を繰り返す．
一括修正法ある入力パターンをＮＮに提示し，その入力パターンに対する出力結果を得る．次に，その出
力結果と教師信号の誤差を逆伝播し，結合荷重の修正量を求め蓄積する．以上の事を全入力パターン
に対して行ない，全入力パターンを提示した後に，それまでに蓄積された結合荷重の修正量をもとに
結合荷重の修正を行なう．これらの処理を誤差が小さくなるまで繰返し行なう．
本研究では，後者の一括修正法を用いた．
５実験内容
本研究では以下の４つの問題を取り扱った．
●４×４チェスボード問題
一ｍ×ｍチェス問題は排他的論理和(XOR)問題を一般化したものである．２入力Ｘ,Ｙがあり，
ｏは０，×は１を表す．学習データ数は１６．
．２スパイラル問題
－２入力Ｘ,Ｙがあり，その入力パターンの内，半分は１を出力し，残りは０を出力する．ｏは０，
×は１を表す．学習データ数は１９４．
．アルファベット２６文字(サイズ１０×１０）
一文字のサイズは１０×１０で入力ピット数は１００である．学習データ数は２６．
・アルファベット５２文字(大文字，小文字)＋数字10文字(サイズ１０×１０）
一文字のサイズは１０×１０で入力ピット数は１００である．学習データ数は６２．
便宜上，これらの問題をそれぞれ問題１，問題２，問題３，問題４と呼ぶ事にする．ここで，学習回数は全
ての学習で５０００回とした．また，各学習におけるパラメータは表１に示す．
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表１学習パラメータ
問題学習係数シグモイド関数の傾き慣性項中間層の数
問題１
問題２
問題３
問題４
0.01
0.01
0.01
0.01
０
０
０
０
●
●
●
●
１
１
１
１
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５
５
●
●
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●
０
０
０
０
６卯ⅢⅢ
６実験結果及び考察
以下にＢＰ及びＢＰＭ(BPusingMCM)の処理結果を示す．これらのグラフはＭＣＭによる処理時間を
考慮し，ＢＰＭの学習開始点を遅らせてプロットしている．この結果より，いずれの学習においても収束率及
び学習速度においてＢＰＭが優れていると言える(図４，図５，図６，図7)．しかし，問題１，問題２，問題
３，問題４と問題のサイズが拡大するにつれ，ＭＣＭによる初期化の時間が増大する事がわかる(表２，表３，
表４，表5)．これにより学習開始に遅れが生じ，結果的にＢＰＭの学習速度を遅らせる原因となっている．
しかし，一般に学習データのサイズが大きくなるにつれ学習に要する繰返し回数も増加する傾向にある．
本研究では学習回数を５０００回に固定しているが，実際の学習にはもっと多くの学習回数が必要とされる．
従って，学習回数に対する初期化の時間の割合が減少し，学習開始の遅れの問題も多少改善されると思わ
れる．
また，中間層の数を変化させ，その時の学習についても検討した．ＢＰＭの中間層の数がＢＰに比べて少
ない状態で学習を行なった場合，ＢＰＭでＢＰよりも良い結果が得られる例があった．これは，ＭＣＭによ
る初期化によるものと考えられるが，中間層の数がそれぞれ事なる為，同じ学習回数で収束率の良い悪いを
判断する事はできない．しかし，少ない数の中間層で得られた収束率が要求される条件を満たしているもの
であれば，それは良い収束率を持っていると言える．また，中間層の数が減少しただけ初期化に要する時間
も減少する為，結果としてＢＰＭの学習速度の向上につながっている．
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表２学習時間一チェス問題
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表３学習時間－２スパイラル問題
ＢＰＭ
ｑ初期化全処理時間誤差
ＢＰ
全処理時間誤差
0.057485
0.054124
0.053220
0.052787
釦印、Ⅲ
0.26
0.93
2.2
5.64
22.66
38.18
53.58
80.84
23.84
38.91
54.29
76.74
0.074580
0.074733
0.075086
0.075495
表４学習時間一アルファベット２６文字
ＢＰＭ
ｑ初期化全処理時間誤差
ＢＰ
全処理時間誤差
25.62
57.2
123.7
449.7
0.014393
0.002714
0.000680
0.000001
別別Ⅲ川
０．２８
2.4
19.27
171.4
25.12
53.67
103.0
235.2
0.023802
0.001670
0.003990
0.001651
表５学習時間一アルファベット５２文字十数字１０文字
ＢＰＭ
ｑ初期化全処理時間誤差
ＢＰ
全処理時間誤差
0.046816
0.014266
0.357803
0.145685
別別ⅢⅢ
３．９９
18.0
121.6
９５２
115.5
197.5
509.5
1906
109.05
169.7
336.7
853.8
0.051883
0.030721
0.181740
1439263
７おわりに
本論文は，ニューラルネットの初期化における効果的な結合荷重の使用が学習速度，における効果的な結合荷重の使用が学習速度，収束性に与える影響
について検討し，ＭＣＭによって初期化を行なったＢＰＭは学習速度，収束性両面において非常に効果的な
手法である事を示した．
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ArtificialneuralnetworkhasbeengeneraUyusedasanartificialintelligencetooinvariousscientific
andengineeringfields，Especially,backpropagationleamingalgorithｍｉｓｗｉｄｅｌｙｕｓｅｄｉｎｌｅａｍｉｎｇ，
recognitions、However，ｉｔｈａｓｏｎｌｙｏｎｅｄｒａｗｂａｃｋ；ｔｈａｔｉｓｔｏｓａｙ，itistime-consununginlearning
process・Ｉｎｏｒｄｅｒｔｏｃｏｎｑｕｅｒｔｈｉｓｄｒａｗｂａｃｋｏｆtime-consumingincalculation，alotofimprovement
havebeenproposed
lnthispaper,weinvestigatetheEffectofWeightInitializationinNeuralNetworks．
