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 Résumé 
L’amélioration de la fiabilité des structures à symétrie cyclique des turbomachines 
nécessite une estimation précise des vibrations extrêmes qu’atteignent ces composants sous 
excitation extérieure. Il est possible de créer un modèle numérique du composant à partir 
duquel on calcule les vibrations théoriques en fonctionnement. Cependant les amplitudes de 
réponse des structures à symétrie cyclique dans les turbomachines varient significativement 
en fonction de petites perturbations structurales nommées désaccords et issues, par exemple, 
de dispersions de fabrication. Même avec des dispersions faibles, les amplitudes de vibrations 
de la structure désaccordée peuvent varier de façon importante sur la plage des vitesses de 
fonctionnement par rapport à la structure accordée. En général, les désaccords sont des 
paramètres aléatoires. Leur effet sur les amplitudes de vibrations est encore estimé à partir de 
l’expérience de chaque motoriste. De ce fait, actuellement, on le vérifie lors d’essais sur 
pièces instrumentées de jauges de déformations. Pour faire face à des évolutions 
technologiques et éviter des surprises tardives dans les programmes de développement, les 
approches numériques sont cependant nécessaires et font l’objet des travaux réalisés. 
 
La distribution des amplitudes de réponse en fonction des désaccords aléatoires se ramène 
au calcul d’une intégrale multiple. En dynamique des structures, la méthode classique utilisée 
pour estimer la probabilité d’atteindre une amplitude vibratoire est la méthode de Monte-
Carlo. Si une telle approche est efficace pour les probabilités les plus grandes, elle s’avère 
extrêmement coûteuse en temps de calcul pour les probabilités faibles. Les amplitudes de 
vibrations les plus critiques correspondant précisément aux plus petites probabilités, les 
approches probabilistes du premier et second ordre FORM et SORM, dont la convergence 
asymptotique vers la loi exacte est connue, sont d’abord envisagées. Nous développons 
ensuite une méthode originale du second ordre, que nous appelons « méthode à variables 
séparées » pour le calcul des intégrales multinormales sur des domaines paraboliques. Enfin, 
une approche statistique est utilisée, fondée sur les modèles de valeurs extrêmes, pour estimer 
la distribution des amplitudes les plus grandes à partir d’un nombre restreint de simulations. 
Dans ce cadre, nous retenons la distribution généralisée de Pareto, modélisant la probabilité 
de dépassement d’un seuil, pour prédire la loi de la queue de la distribution de l’amplitude 
maximale. 
 
Après avoir validé ces différentes approches sur des exemples académiques, les plus 
performantes sont appliquées sur des cas industriels dont on veut connaître la probabilité 
d’apparition des plus grandes vibrations. Le rotor, ou stator, à symétrie cyclique d’une 
turbomachine est modélisé par un système réduit à un degré de liberté par secteur. Ce type de 
modélisation simplifiée est fréquent dans la littérature, et permet de représenter la plupart des 
configurations rencontrées en fonctionnement.  
 
 
Mots clés : turbomachines, désaccordage, réponse forcée, probabilités, statistiques des 
extrêmes, FORM, SORM, Distribution généralisée de Pareto, intégration par méthode à 
variables séparées. 
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 Abstract 
The improvement of the cyclic symmetry structures in turboshaft engines requires an 
accurate valuation of extreme vibrations which are reaching by these components under outer 
excitation. It is able to create a numeric model of components from which we calculate the 
theoretic vibrations in working. Nevertheless the amplitudes of the response of the cyclic 
symmetry structures in turboshaft engines vary significantly in function of small perturbations 
named “mistuning” and stemmed, for example, from manufacture dispersions. Even with few 
dispersions, the vibration amplitudes of mistuned structures may vary importantly on the 
sweep frequencies, compared with the tuned structures. In general, mistunings are random 
parameters. Usually their effects on the vibration amplitudes are estimated from the 
experience of each motorist. Hence, at the present time, they are verified with the help of 
experiences by installation of strain gauges on pieces. To anticipate the evolutions of 
technologies and to avoid belated surprises in development programs, the numerical 
approaches are necessary. They are the objective of our works. 
 
The forced response amplitudes in function of random mistunings result in a 
multidimensional integral. In structure dynamics, the classical approach used to estimate the 
probability to reach a vibratory amplitude is the Monte Carlo method. If this approach is 
efficient to the biggest probabilities, it is extremely expensive when probabilities decrease. 
The most critical vibration amplitudes corresponding to the lowest probabilities, the 
probabilistic methods of the first and second order, FORM and SORM, whose the asymptotic 
convergence are known, are first considered. We develop then an original method of the 
second order and we name it the “separated variables method” for the calculus of 
multidimensional gaussian integrals on parabolic definition domains. Finally, a statistical 
approach by extreme values distribution on threshold overstepping with a Pareto law is kept 
to predict the queue of the distribution of the maximal amplitude of the forced responses. This 
law bases on a minimum quantities of simulations. 
 
After the validation of these different approaches on academic examples, the most 
efficient one are applied on industrial cases where we are looking for the probabilities of the 
apparition of largest vibrations. We consider a cyclic symmetric rotor or stator of a turboshaft 
engine modelled by a reduced model with one degree of freedom by sector. This type of 
simplified modelization is used frequently in publications and is able to represent the greatest 
part of configurations met when running.  
 
 
Keywords : turbomachine, mistuning, forced response, probability, statistics of extremes, 
FORM, SORM, generalized Pareto distribution, separated variables method. 
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IN T R O D U C T I O N 
INTRODUCTION 
CONTEXTE GÉNÉRAL 
Le fonctionnement des turbines à gaz (Figure 2) repose sur trois principes (Figure 1) : 
compression, combustion et détente ; les phases de compression et de détente étant 
respectivement réalisées à l’aide de compresseurs et de turbines, éléments tournants à grande 
vitesse. Compte tenu de ces vitesses de rotation élevées, on conçoit aisément que tout 
déséquilibre de l’ensemble tournant puisse, s’il dépasse un certain seuil, avoir des 
conséquences fâcheuses en raison des vibrations engendrées. Il convient de s’assurer que ces 
limites ne sont pas dépassées lors du fonctionnement. Par ailleurs, puisque toute déformation 
ou détérioration de l’ensemble tournant se traduit par des vibrations, la surveillance précise de 
l’amplitude de ces vibrations peut permettre de déceler à l’avance une anomalie. La 
connaissance et la maîtrise des amplitudes de vibrations participent à la fiabilité de la 
turbomachine. 
 
Figure 1: cycle de fonctionnement d’une turbomachine 
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Figure 2 : coupe d’une turbomachine, vue de l’ensemble des éléments tournants de cette turbomachine et 
composants aubagés. Le composant de gauche est un disque aubagé monoblocs et celui de droite est un 
rouet centrifuge. Ces éléments participent à la phase de compression dans le fonctionnement de la 
turbomachine. 
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Les disques aubagés sont des structures à symétries cycliques, c’est à dire qu’à partir 
d’une sous-structure (également appelée secteur) de base, la géométrie de la structure tout 
entière est reconstituée à partir d’un seul de ces secteurs par rotations successives de la sous-
structure de référence. L’étude du comportement dynamique des roues aubagées est 
grandement simplifiée par cette propriété : si la structure est parfaitement cyclique, un modèle 
élément fini d’un seul secteur permet de décrire la réponse vibratoire de la roue aubagée 
complète. Malheureusement, une structure accordée, c’est à dire parfaitement symétrique, 
n’existe qu’en théorie. Cette symétrie est brisée par de petites différences entre les propriétés 
mécaniques des pales qu’entraînent les dispersions de fabrication, les inhomogénéités des 
matériaux ou encore l’usure en activité. Ces perturbations de la structure accordée, rarement 
quantifiables sous forme déterministe et appelées désaccords, induisent en dynamique 
vibratoire une modification conséquente des comportements mécaniques et mettent en défaut 
les modèles numériques. On constate, en effet, que les amplitudes de vibrations des secteurs 
désaccordés peuvent varier dans un rapport dix d’un secteur à l’autre, même avec des 
disparités faibles, alors que les amplitudes de la structure à symétrie cyclique sont toutes 
identiques à un déphasage près. 
On appelle désaccordage l’ensemble des différences entre les divers secteurs d’une 
structure supposée à symétrie cyclique. Les désaccords ont de nombreuses causes qui font que 
de telles structures sont toujours désaccordées, mais à des niveaux faibles. Le désaccordage 
peut être intentionnel, dans le but d’améliorer la stabilité de la structure ([Sha98]) ou fortuit. 
Les incertitudes paramétriques nous amènent à utiliser des approches probabilistes et 
statistiques. Ce type d’analyse est limité par la caractérisation difficile de la loi des 
désaccords et par le coût de calcul que représentent ces approches. A l’aide d’analyses ou de 
retour d’expériences, nous estimons les caractéristiques de la loi de distribution des 
désaccordages, mais il n’est pas réaliste de résoudre le système dynamique désaccordé en 
réponse forcée de façon analytique, ni de résoudre un grand nombre de fois le problème 
éléments finis complet, vu la taille des modèles. Il est alors naturel de se tourner vers des 
modèles réduits ou des méthodes de perturbations ([Lal01]) associées à des algorithmes 
numériques de recherche des densités de probabilité de la réponse vibratoire. 
OBJECTIFS 
Le désaccord étant aléatoire, il est important pour le concepteur de turbomachines d’être 
en mesure de prédire la probabilité que le composant atteigne une amplitude de vibration, 
ainsi que de savoir si cette amplitude est bornée. 
Les composants majeurs d’une turbomachine sont, comme nous venons de le voir (Figure 
2), essentiellement des structures à symétries cycliques. Ces structures fixes ou tournantes 
sont très souvent excitées par des sillages aérodynamiques provenant, par exemple, des stators 
ou rotors voisins. Des résonances peuvent apparaître à certaines fréquences, et il n’est pas 
possible, en général, de les repousser en dehors du domaine de fonctionnement de la 
turbomachine. Elles font, de ce fait, l’objet d’une attention particulière dans les procédures de 
certifications à cause des exigences croissantes de fiabilité et de sécurité : les aubes doivent 
vérifier de nombreux critères en terme de niveaux vibratoires. Pour éviter des ruptures 
intempestives, il est possible d’évaluer la criticité des réponses aux résonances à l’aide de 
chaînes de calculs. Ces dernières permettent, aujourd’hui, de prendre en compte des modèles 
de grande complexité et de réduire la quantité des essais à réaliser. Toutefois, les hypothèses 
de modélisation sont basées sur des approximations et dépendent de paramètres difficiles à 
13 
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estimer. De plus, le comportement vibratoire des structures à symétrie cyclique est très 
sensible aux désaccords. Les amplitudes maximales sur la structure désaccordée peuvent être 
notablement plus importantes que cette amplitude accordée. Le premier objet de cette étude 
est de prédire les facteurs d’amplification dus au désaccord avec une probabilité donnée. 
Les modèles les plus simples de roues aubagées sont représentés par des systèmes masse-
ressort amortis, ceux-ci demandant très peu de calculs. Ces modèles permettent de mettre en 
évidence l’ensemble des phénomènes induits par le désaccordage mais sont limités au niveau 
de la prédiction de réponse. Les méthodes utilisées dans ce contexte sont, en général, à base 
de tirages. Des algorithmes de type Monte Carlo permettent alors d’approcher la loi 
recherchée. Des méthodes telles que les moments d’ordres élevés ([MigHu97]), le procédé 
d’inversion matriciel par bloc de Schur Froebenius ([MigLin97]) ou les propriétés des 
statistiques extrêmes visent à réduire le coût des calculs. Pour toutes ces méthodes, on 
rencontre un problème inhérent aux algorithmes stochastiques : le calcul précis des 
probabilités les plus petites nécessite un grand nombre d’expériences, ce qui induit un coût 
prohibitif. Or ces probabilités correspondent justement aux plus grands déplacements, qui 
requièrent la plus grande attention. 
Lors des phases d’avant-projet et de conception, la connaissance des amplitudes 
maximales de vibrations d’un composant permet un contrôle des tolérances et un 
dimensionnement robuste de la turbomachine. Un facteur multiplicatif suffisamment grand est 
habituellement utilisé pour majorer les amplitudes de vibrations. Celui-ci est déduit de 
l’expérience du motoriste. Le second objet de cette étude est donc de proposer à l’aide de 
méthodes numériques une majoration, si elle existe, fiable et de meilleure qualité, et assurant 
au constructeur une sécurité pour la conception du composant. 
L’objectif de nos travaux consiste donc à répondre aux deux points suivants : 
- estimer à moindre coût la probabilité qu’une structure désaccordée atteigne un niveau 
de réponse fixé. En particulier prédire la probabilité d’apparition des amplitudes les 
plus importantes. 
- estimer le niveau maximum de vibration que peuvent atteindre les amplitudes de 
vibrations des pales d’une roue aubagée, si celui-ci existe. 
PLAN DU MÉMOIRE 
Ce mémoire se compose de quatre chapitres. Les deux premiers sont consacrés à la 
présentation, l’étude et la recherche des méthodes probabilistes pour résoudre notre 
problème ; les deux suivants consistent en la mise en œuvre de ces méthodes sur des 
problèmes concrets. 
Le premier chapitre, appelé « approches usuelles en mécanique », rappelle les principales 
approches probabilistes et statistiques utilisées couramment en mécanique et adaptées ici, 
pour certaines d’entre elles, à notre problème de mécanique vibratoire. Les méthodes 
probabilistes font appel à des outils numériques pour le calcul de probabilité alors que les 
méthodes statistiques s’appuient sur des observations du phénomène étudié. Nous présentons, 
tout d’abord, les stratégies permettant de déduire d’expériences aléatoires un estimateur de la 
probabilité recherchée. Ensuite, nous introduisons les méthodes qui, à partir de simulations, 
estiment la loi associée aux événements les plus rares. On parle alors de statistiques des 
extrêmes dont les fondements et les lois asymptotiques de maxima sont présentés. Enfin, une 
troisième section définit les méthodes approchées qui, à partir d’une approximation linéaire 
14 
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ou quadratique de la fonction d’état en des points biens choisis, permettent d’estimer à 
moindre coût les probabilités recherchées, en particulier dans la mesure où l’on s’intéresse 
aux plus petites probabilités. Une discussion critique conclut ce chapitre et montre les qualités 
et les limites des différentes approches qui ont été présentées. 
Le second chapitre de ce mémoire présente des approches très novatrices en mécanique 
vibratoire. Dans un premier temps, nous introduisons des compléments sur les statistiques des 
extrêmes. Une première approche porte sur la recherche d’une loi générale pour les 
événements extrêmes permettant de s’affranchir des contraintes liées à la sélection d’une 
asymptote particulière. La seconde approche en statistique des extrêmes présentée ici est la loi 
généralisée de Pareto ou loi des dépassements de seuil. Celle-ci permet une estimation de la 
distribution au-delà d’un seuil assez grand qu’il faut estimer. 
Nous présentons ensuite une méthode nouvelle, appelée méthode à variables séparées. A 
partir d’une approximation quadratique du domaine de probabilité exact, nous développons 
une méthode d’intégration numérique plus économique que les techniques classiques 
d’intégration. 
Enfin, dans la dernière section de ce chapitre, nous verrons comment les propriétés de 
symétrie cyclique associées aux roues de turbines peuvent être prises en compte dans le cadre 
des méthodes approchées pour compléter à moindre coût le modèle probabiliste. 
Le troisième chapitre forme une transition entre les considérations théoriques précédentes 
et les applications industrielles. Nous étudions, dans un premier temps, la robustesse de 
l’approche de la distribution de Pareto pour les dépassements de seuil.  
Une seconde section porte sur la validation et la comparaison des principales méthodes 
présentées dans les deux premières parties. Sur des exemples simples qui permettent d’étudier 
l’influence de la forme de la fonction d’état et l’influence du nombre de variables aléatoires, 
la comparaison des méthodes en terme de précision et de coût permet de constater les 
avantages et les limites de chacune.  
La conclusion de ce chapitre discute la sélection des méthodes les plus intéressantes par 
rapport à leur coût et à leur précision en l’extrapolant pour les cas industriels qui sont à 
traiter. Les méthodes retenues sont implantées dans un code industriel. 
Le quatrième et dernier chapitre de ce mémoire forme l’aboutissement de nos travaux. Ce 
quatrième chapitre est l’application des techniques décrites dans les paragraphes précédents 
dans le cadre industriel. L’exemple que nous traitons est un modèle réduit à un degré de 
liberté par secteur. Ce système réduit et simplifié est courant dans la littérature et permet de 
confronter nos résultats aux publications récentes sur le sujet.  
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CHAPITRE 1 : APPROCHES USUELLES EN MÉCANIQUE 
INTRODUCTION 
L’apparition et l’influence d’aléas en mécanique des structures sont évidentes dès lors 
qu’on étudie un système « réel » (aléas atmosphériques sur des ponts ([Dev96]), usure des 
tuyauteries de centrales nucléaires ([Cam00])…). Bien souvent, on connaît la loi d’apparition 
des événements et les limites à partir desquelles un état est modifié. On cherche alors à 
connaître la loi de probabilité pour que, soumise à l’aléa, la structure ne dépasse pas cet état 
limite. Ce problème se ramène essentiellement à l’étude de l’intégrale : 
( )
{ }∫ ≥== 0g(u)uD U duufP        (1.1) 
- U vecteur aléatoire de Rn de densité fU, 
- la fonction g modélise le phénomène physique : g est appelée fonction d’état, 
- le domaine D caractérise le domaine de défaillance. 
Il est très rare qu’une telle intégrale puisse être étudiée analytiquement. Généralement 
nous sommes conduits à utiliser des méthodes numériques en fonction du problème proposé. 
La distribution de U et les propriétés de g guident notre choix vers l’algorithme le mieux 
adapté. Nous portons une attention particulière aux intégrales multinormales : souvent, les 
paramètres aléatoires peuvent être modélisés par des lois gaussiennes. Dans le cas contraire, il 
existe des transformations T qui permettent d’obtenir, à partir d’un vecteur aléatoire 
quelconque U, un vecteur aléatoire X = T(U) de loi gaussienne centrée réduite (Figure 3) tel 
que toutes ses composantes sont indépendantes deux à deux ([Nat62], [Ros52], paragraphe 
1.3.1). L’intégrale se présente alors sous la forme : 
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Figure 3 : fonction de répartition gaussienne, centrée, réduite 
Il y a deux grandes familles d’études : les méthodes à base de simulations et les méthodes 
approchées. 
Dans le premier groupe, on trouve d’abord les méthodes de type Monte Carlo. Elles 
consistent à déterminer un estimateur de la probabilité P par succession de tirages en accord 
avec la loi des paramètres, quelle qu’elle soit. Les différences entre les diverses approches de 
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ce type reposent essentiellement sur la façon dont sont réalisées les simulations. D’une 
stratégie intuitive, où les simulations sont réalisées dans l’espace entier des paramètres 
acceptables, vers les stratégies économiques, où les simulations sont contenues aux voisinages 
de zones a priori favorables en terme de densité de probabilité, ces approches directes 
permettent une estimation réaliste des probabilités recherchées.  
Une deuxième classe de méthodes à base de simulations s’appuie sur un traitement statistique 
des observations. On cherche, dans ce cas, à approcher la distribution exacte par une loi 
particulière déduite des propriétés propres au problème étudié. Trois lois, dites asymptotiques, 
sont disponibles. Le choix particulier de l’une d’entre elles et l’ajustement des paramètres qui 
y sont associés dépendent des informations dont on dispose a priori. Le titre de lois 
asymptotiques de maxima provient du fait que ces lois permettent de représenter correctement 
la distribution associée aux plus grandes valeurs des paramètres aléatoires. Celle-ci 
correspondant à des événements exceptionnels, on parle de statistiques des extrêmes. Les 
principales applications de ces méthodes se trouvent dans les domaines de la climatologie, de 
l’hydrologie (estimation probabiliste de l’importance des crues d’un fleuve, des précipitations 
annuelles…) ou des assurances pour estimer la loi d’événements rares. Elles ont un rôle 
important quand il s’agit de déterminer les probabilités d’événements extrêmes, qui sont 
rarement atteints par expériences. 
La seconde famille regroupe les méthodes d’approximations, essentiellement utilisées en 
fiabilité des structures ([MadKre86]). Dans ce cadre, les méthodes les plus répandues sont les 
méthodes FORM (First Order Reliability Method) et SORM (Second Order Reliability 
Method) que nous présentons ici. Elles consistent à approcher le domaine d’intégration par sa 
restriction à l’ordre un ou deux, et à ramener le calcul de probabilité à des formules simples, à 
l’aide des propriétés de la distribution gaussienne. Ces méthodes ont été spécifiquement 
développées pour l’étude des petites probabilités ([Bre84], [DitBje86], [Dol83], [Tve89], par 
exemple). Elles abandonnent le domaine des grandes probabilités (>10-2), au profit des 
probabilités les plus petites. Cet aspect revêt un intérêt particulier dans la mesure où les 
domaines critiques s’avèrent les plus éloignés de l’origine. Ils engendrent donc les plus petites 
probabilités, là où la plupart des méthodes de tirages échouent, en partie à cause du très grand 
nombre d’expériences nécessaires. Ces méthodes sont beaucoup moins coûteuses que celles 
des tirages. Quelques problèmes restent cependant ouverts et elles sont, pour la plupart, plus 
compliquées à mettre en œuvre. Les points de départ de ces méthodes sont le théorème de 
compactification ([Bre94], [BreHoh89], Annexe A.1), les notions d’indice de fiabilité 
([HasLin74]) et de β-points (ou points de conception). Le théorème assure 
qu’asymptotiquement le domaine d’intégration peut être restreint à des voisinages bien 
choisis sans perte de précision. A la différence des méthodes du premier groupe, toutes ces 
méthodes n’ont de sens que dans l’espace de paramètres aléatoires gaussiens. 
1.1 MÉTHODES DE TIRAGES 
1.1.1 MONTE CARLO DIRECTE 
La plus ancienne des méthodes de tirages et la plus intuitive est celle de Monte Carlo 
Directe ([Fis95], [DavMac93], [MadKre86], [DitBje86]). Elle consiste à effectuer des tirages 
aléatoires indépendants dans l’espace des paramètres physiques. Ces tirages sont réalisés en 
suivant la loi des variables aléatoires dans l’espace physique et constituent une discrétisation 
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de l’espace (Figure 4). On teste le critère étudié pour chaque réalisation et on en déduit un 
estimateur de la probabilité exacte P. 
 
Figure 4 : simulations de Monte Carlo. Figure extraite de [Dev96] 
Nous cherchons à estimer la loi de l’événement « amplitude maximale ». L’estimateur 
ΦMCD de Monte Carlo de la probabilité P = Prob( max(Amplitude) > M ) est directement 
obtenu par le rapport entre le nombre de tirages vérifiant le critère et le nombre total de points 
servant à cette discrétisation :  
 tiragesde  totalNombre
 à supérieureest  maximale amplitudel'où   testsde Nombre M
MCD =Φ  
Si on note 1  la fonction indicatrice de l’ensemble D (défini par avec 
l’équation 1.1), l’estimateur s’écrit alors, pour N tirages U
( )


∉
∈=
Du
Du
uD  si 0
 si 1
1,…,UN effectués : 
(∑
=
=Φ
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l
lDMCD UN 1
1 1 )         (1.3) 
La loi des grands nombres assure que  presque sûrement dès que l’espérance 
de U
P
N
MCD
∞→→Φ
l est finie. 
Cette méthode est très usitée et présente de nombreux avantages. Elle est simple à mettre 
en œuvre (une boucle, un compteur) et c’est la méthode la plus efficace pour évaluer des 
probabilités moyennes ou grandes. L’estimateur ΦMCD est non biaisé (c’est à dire E(ΦMCD) = 
P où E(.) représente l’espérance mathématique). Sa variance est contrôlée par le nombre de 
tirages effectués. On démontre que : 
( ) ( P
N
P
MCD −=Φ 1Var )         (1.4) 
On montre alors que le coefficient de variation s’écrit : 
( )
( ) NP
P
MCD
MCD −=Φ
Φ=ν 1
E
Var        (1.5) 
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Cependant les restrictions de la méthode de Monte Carlo Directe sont nombreuses. Leur 
importance dépend du problème étudié mais peut s’avérer discriminante. L’inconvénient 
essentiel de cette méthode est le coût des calculs. Par son principe, il est clair que plus le 
nombre d’expériences est élevé, plus précis est le résultat. Or la validation d’un tirage peut 
s’étendre de quelques secondes à plusieurs heures selon le système étudié. En particulier, en 
calcul de structures, si une expérience est représentée par un calcul « éléments finis », le 
temps de réalisation peut devenir très pénalisant. Le coefficient de variation (équation 1.5) 
fournit un ordre de grandeur du nombre de tirages à effectuer pour atteindre une précision 
donnée. En effet, si notre attention porte sur les queues de probabilités (P<<1), le coefficient 
de variation est approché par ν ≈ (NP)-1/2. Ainsi pour une probabilité P de l’ordre de 10-k et 
pour obtenir un coefficient de variation de 0.1, il faut compter environ 10k+2 simulations et 
ceci devient rapidement prohibitif. Pour des quantités de simulations N plus raisonnables, le 
coefficient de variation indique qu’il est impossible de juger la qualité de l’estimateur. Dans 
ce cas, Kapur et Lambersen ([KapLam77]) proposent un estimateur plus performant que (1.3). 
Cet estimateur biaise ΦMCD. Il est donné par : 
( )
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1
        (1.6) 
D’autre part, la méthode de Monte Carlo Directe présente des défaillances numériques 
pour le calcul des petites probabilités. Ce sont souvent des domaines sensibles dont l’étude est 
primordiale. Ces instabilités proviennent, dans la plupart des cas, du générateur de tirages 
aléatoires. 
En conclusion, pour les probabilités moyennes à grandes (>10-2), la méthode de Monte 
Carlo Directe est performante car un nombre restreint de tirages permet d’obtenir une 
précision satisfaisante. En revanche dès que les probabilités recherchées diminuent, le nombre 
important de tirages cumulé aux limites numériques, en font une méthode à proscrire. Cette 
configuration est précisément celle dans laquelle s’inscrit notre étude. 
De nombreuses méthodes dérivées de la méthode Directe ([Fis95], [DavMac93], 
[MigLin96], [Sin86]) existent. Celles-ci apportent un complément à la méthode de base et 
tentent d’améliorer ses résultats. Cependant, aucune ne se généralise aussi facilement que la 
méthode de Monte Carlo Directe. Ces méthodes sont développées pour répondre à des 
problèmes particuliers : réduction de la variance, meilleures précisions à nombre de tirages 
égal, meilleure répartition et économie des tirages au détriment de la précision, optimisation 
du rapport coût/précision, etc…Nous présentons dans les trois paragraphes suivants quelques-
unes de ces méthodes. 
1.1.2 MONTE CARLO ÉCHANTILLONNÉE 
Son principe, simple, se déduit de la méthode Directe de Monte Carlo : réduire le nombre 
de tirages en conservant une précision équivalente. On partitionne l’espace d’étude en 
secteurs disjoints. On limite les tirages à un seul des secteurs. Considérons une partition sous 
forme d’hypercubes imbriqués les uns dans les autres (cf. Figure 5). Ici, le tirage est effectué 
dans le plus grand cube et n’appartient à aucun autre cube. Ensuite, par des opérations 
géométriques (rotations, translations, homothéties ou affinités), on adapte le tirage initial aux 
secteurs inférieurs. Dans l’exemple proposé, en notant R le rapport constant entre les surfaces 
de deux secteurs successifs, une affinité de rapport 1/R du tirage initial nous place dans une 
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configuration permettant de valider le tirage dans le second cube uniquement. Il ne reste qu’à 
répéter ce procédé autant de fois qu’il y a de secteurs. 
Le nombre de secteurs ne doit pas être trop élevé afin que les tirages initiaux puissent 
bénéficier d’un espace de liberté suffisant. Il ne reste qu’à déterminer l’estimateur en fonction 
du nombre d’expériences. Celui-ci est calculé par le même rapport que dans la méthode de 
Monte Carlo Directe. 
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Figure 5 : exemple de Monte Carlo échantillonné à deux paramètres. Les carrés correspondent aux 
domaines successifs. Les tirages initiaux sont marqués par le symbole *, ceux obtenus après une 
transformation sont indiqués par le symbole o. 
L’estimateur que l’on obtient par cette méthode est non biaisé, et sa variance reste 
contrôlée par le nombre de simulations. 
L’opération de stratification permet de corriger certains défauts rencontrés avec la 
méthode directe. En premier lieu le nombre de tirages à effectuer est limité à ceux du plus 
grand cube. La répartition des points testés est plus homogène que dans le cas direct. Cette 
méthode s’adapte à différents critères par un choix de stratification fonction du problème. 
Cependant, on rencontre encore certains problèmes inhérents aux méthodes de 
simulations. Le temps de calcul reste important et dépend du nombre de tirages initiaux. A 
ceci s’ajoute un autre inconvénient : la recherche du point vers lequel va converger le procédé 
itératif sur les tirages (centre de la série d’hypercubes). Un bon choix est le point de 
conception défini au paragraphe 1.3.2. 
En conclusion, on peut définir à partir de cette méthode échantillonnée de nombreuses 
variantes qui répondent à différents problèmes. On peut remplacer le découpage en 
hypercubes par un quadrillage stratifié ou créer des cellules à l’intérieur du découpage pour 
une meilleure répartition des simulations. Il est également possible de contrôler l’évolution du 
nombre de tirages reportés entre chaque étape ou leur nombre initial. 
1.1.3 SIMULATION DIRECTIONNELLE 
Plus récente que les précédentes, la méthode de Simulation Directionnelle ([Bje86], 
[Bje88], [DitBje86], [Pul91]) utilise une décomposition polaire de l’espace des paramètres. 
21 
CH APITR E 1 :  APPR OC H ES U SU ELLES EN  MÉC AN IQU E 
 
Figure 6 : simulations directionnelles et tirages d'importance sur un exemple à deux paramètres. Figure 
extraite de [Bje88] 
On suppose maintenant que la variable aléatoire U est de loi elliptique. L’utilisation, le cas 
échéant, d’une transformation iso probabiliste permet de ramener U à un vecteur gaussien 
dont les composantes sont indépendantes deux à deux, centrées réduites (voir paragraphe 
1.3.1). Pour simplifier, on suppose dans la suite que les variables aléatoires sont 
indépendantes deux à deux et identiquement distribuées de loi N(0,1). 
La variable aléatoire U, de dimension k, s’exprime sous la forme d’un produit de variables 
aléatoires R.A avec pour loi de A la loi uniforme sur la sphère unité de Rk et pour R une loi 
telle que R² suive une χ² à k degrés de liberté. R et A sont indépendantes entre elles. Le 
problème se pose alors sous la forme d’une probabilité conditionnelle. 
( )( )( ) ( )
{ }∫Ω∈ =>= ka A daafaARAXgPP 0 ,      (1.7) 
- g fonction d’état limite définie par g(X(p)) = ||X(p)||∞-M, 
- fA densité de A (i.e. densité uniforme sur Ωk), 
- Ωk sphère unité de ℜk définie par Ωk = {y / ||y||2 = 1}. 
On détermine un estimateur de P en simulant N directions (ai)i=1..N de A uniformément 
réparties sur la sphère unité de Rk. 
On pose pci tel que : 
( )( )
( )( ) tes.indépendansont  et   puisque  0
0
AR)X(RagP    
aAX(RA)gPpc
i
ii
>=
=>=  
Supposons d’abord que l’hypersurface d’état limite {p | g(X(p)) =0 } vérifie la propriété 
suivante : l’ensemble des rayons r pour lesquels g(X(rai)) > 0 est un intervalle de la forme ]r1, +∞[. 
Alors pci est donné par ( ) ( )2121 1 rχrRPpc ki −=>= , où  est la fonction de distribution de 
la loi χ² à k degrés de liberté. 
2
kχ
Plus généralement, si l’ensemble des solutions de l’inégalité est défini par la réunion 
d’intervalles disjoints , on obtient pc]U1
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i
ii ,rr [ i par  
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( ) ( ) ( ) ( )2122222 1222 rrrrpc kkmkmki χ−χ+χ−χ= − K , 
Finalement l’estimateur ΦSD se déduit des calculs précédents par : 
N
pc
N
i
i
SD
∑
==Φ 1          (1.8) 
On démontre que cet estimateur est non biaisé et que sa variance est en N-1, donc contrôlée 
par le nombre de directions générées. 
La difficulté réside dans le fait que, pour une direction ai donnée, l’identification de toutes 
les racines r de l’équation g(rai) = 0 peut être compliquée. 
Si le nombre N de directions tirées est assez grand, l’estimateur ΦSD se rapproche d’une 
gaussienne par le théorème de la limite centrale. Une borne supérieure et inférieure peuvent 
donc être établies en termes d’intervalle de confiance ([Bje88]) : 
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- 0 ≤ κ ≤ 1/2 mesure la qualité de l’approximation, 
- Φ fonction de répartition de la loi normale, 
- VSD estimateur de l’écart type de l’estimateur : 
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Les ai peuvent être simulées à partir de réalisations ui de la variable aléatoire elliptique U par :  
i
i
i u
ua = . 
Utilisée sans complément, cette méthode présente assez peu d’intérêt si ce n’est qu’elle est 
très robuste dès qu’on détermine une racine de g(rai) = 0 dans la direction ai. 
En revanche, les restrictions sont nombreuses. Tout d’abord, la qualité des résultats varie 
notablement avec la forme du domaine ([Bje88]) : les résultats sont d’autant meilleurs que le 
domaine d’intégration se rapproche d’une hypersphère. La recherche du ou des points de la 
surface {p | g(X(p)) = 0} atteints dans la direction ai est essentielle. Il s’agit, en fait, d’un 
problème d’optimisation sous contraintes voisin de celui que l’on rencontre avec la recherche 
des points de conception dans les méthodes présentées à la section 1.3. Enfin, toutes les 
directions ne sont pas exploitables. La situation suivante, par exemple, ne conduit à aucune 
solution : 
{ } ( )( ){I ==λ∈∀ℜ∈λ∀ + 01 pXgp.a,..Ni, i* } ∅ (pas de solution dans la direction ai). 
Pour conclure, on note que cette méthode donne des résultats très corrects si le domaine 
vérifie de bonnes conditions (≈ hypersphérique). Cependant, la qualité des résultats se 
dégrade rapidement dès que la géométrie se modifie. Comme toutes les méthodes de tirages, 
le nombre d’expériences influe sur la qualité des résultats. Néanmoins, comparativement aux 
méthodes de Monte Carlo, les défaillances pour les petites probabilités sont atténuées. Le 
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choix de directions pertinentes reste un frein important. Certaines correspondent à des 
simulations échouées et n’apportent pas de précision supplémentaire à l’estimateur, bien 
qu’elles soient prises en compte. Pour corriger ce dernier point, une alternative est mise en 
œuvre : les tirages d’importance. 
1.1.4 LES TIRAGES D’IMPORTANCE 
Cette méthode est généralement implantée en complément de la précédente. Les tirages 
d’importance ([Bje86], [Bje88], [DitBje86], [Pul91]) permettent de privilégier les directions 
susceptibles d’apporter le maximum d’informations, ce qui revient à réduire la variance de 
l’estimateur. 
En premier lieu, on ne génère que des directions pour lesquelles l’ensemble des racines de 
la fonction de défaillance est non vide. On oriente, par ailleurs, le choix des directions vers un 
domaine où la distance entre la fonction d’état limite et l’origine (i.e. d = distance(0, {p | 
g(X(p)) = 0})) est petite. Ces deux critères sont pris en compte par le biais d’une densité 
supplémentaire, hB, appelée densité d’échantillonnage. La densité d’échantillonnage 
correspond à la loi que suivent les simulations. La probabilité conditionnelle qui établissait, 
dans la méthode de simulation directionnelle, l’estimateur s’écrit dorénavant : 
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Ce qui conduit à l’estimateur suivant : 
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- pci tel que pci = P(g(X(Rai)) > 0), 
- ai ∈ Ωk, 
- fA densité de A sur Ωk, 
- hB densité d’échantillonnage, 
- N nombre de directions tirées. 
C’est un estimateur non biaisé de variance contrôlée par hB. 
La densité hB est rarement définie exactement. En général on ne peut que l’approcher. On 
perd donc une partie des informations supplémentaires que l’on souhaite obtenir. De 
nombreuses études ont été menées sur ce thème, mais il semble impossible de déterminer une 
formule générale pour hB. Bjerager a recherché de façon empirique les densités 
d’échantillonnage adaptées à plusieurs géométries de surface d’état. Dans l’article [Bje88], il 
présente ses résultats pour des hyperplans, des polyèdres convexes, des systèmes de fonctions, 
certaines coniques et il propose une stratégie assez robuste pour estimer hB. 
Dans le cas de paramètres aléatoires initiaux gaussiens, un choix approprié pour hB est une 
répartition normale centrée réduite. Les densité fA et hB sont alors deux densités gaussiennes 
centrées et le rapport des deux densités est aisément identifiable. 
L’intérêt du tirage d’importance repose essentiellement sur la réduction du nombre de 
simulations, par leur concentration vers les zones les plus informatives. La densité 
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d’échantillonnage est définie à partir de ces secteurs et de la loi initiale des variables 
aléatoires. Nous verrons par la suite que cette technique peut compléter avantageusement les 
méthodes approchées de la section 1.3. 
1.2 LOIS ASYMPTOTIQUES DE MAXIMA 
1.2.1 DÉFINITIONS 
A partir d’observations simulées du phénomène aléatoire, il est possible de prédire le 
comportement de la loi pour les plus grandes valeurs du paramètre aléatoire. La variable 
aléatoire dont on calcule ici la loi est le « maximum observé dans un échantillon de taille N » 
max(Xi)i=1,..,N lorsque N tend vers l’infini. Les Xi sont supposées indépendantes et 
identiquement distribuées (on notera dans la suite iid). Soient F1 et f1 les fonctions de 
répartition et de densité de la variable aléatoire X1. 
La modélisation asymptotique de la variable aléatoire MN = max(Xi)i=1,..,N, quand N tend 
vers l’infini  est basée sur l’hypothèse d’existence d’un domaine d’attraction pour les Xi. On a 
alors la proposition suivante (voir par exemple [Col01], [Res87], ou [Gum58]) :  
Proposition  
S’il existe deux suites aN > 0 et bN ∈ R (N ≥ 1) telles que  
                          ( )xGx
a
bM N
N
NN
∞→→


 ≤−Prob      (1.10) 
avec G non dégénérée, alors on dit que la loi des Xi est dans le domaine d’attraction de 
G. Cette loi G est une loi asymptotique pour MN, et G ne peut avoir que l’une des 
formes décrites dans les équations (1.14), (1.15), (1.16). 
Une démonstration détaillée et rigoureuse de cette proposition est présente dans l’ouvrage 
de Resnick ([Res87]) ou celui de Leadsbetter, Lindgren et Rootzen ([LeaLin83]), par 
exemples. Ci-dessous, nous énonçons succinctement les grandes étapes de cette 
démonstration. Celles-ci nous permettent entre autre de mettre en évidence, à partir de 
l’équation fonctionnelle de Hamel, l’existence des trois seules lois asymptotiques de maxima 
possibles. 
Si on suppose que les Xi sont iid, la condition d’indépendance entraîne que  
Prob(MN ≤ x) = Prob(X1 ≤ x)N = F1(x)N    (1.11) 
Ainsi 


 ≤− x
a
bM
N
NNProb  s’exprime encore, à partir de F1, sous la forme F1(aN x + bN )N. 
De (1.10) et (1.11), on déduit que  pour tout t > 0, où [t] désigne 
la partie entière de t. Un argument de convergence de « fonctions du même type » ([Res87]) 
permet alors d’en déduire l’existence de deux fonctions mesurables α et β telles que 
 et 
( ) ][][1 tNtNnNnN xGbxaF ∞→→+
][][ /) tNtNN abb
( )
][/lim)( tNNN aat ∞→=α (lim)( Nt −=β ∞→ , avec 
G(x)t = G(α(t) x + β(t) ) pour tout t > 0.    (1.12) 
25 
CH APITR E 1 :  APPR OC H ES U SU ELLES EN  MÉC AN IQU E 
L’équation (1.12) est appelée postulat de stabilité. 
On en déduit une relation entre les fonctions normalisatrices α et β : 
( ) ( )
( ) ( ) ( )( ) 

+=
=⇒


++=+=
+=
 )()()()(
 )()()(
)()()()()()(
)()(
ststs
stts
tsxstGsxsGxG
tsxtsGxG
tts
ts
ββαβ
ααα
ββααβα
βα  
La relation définissant la fonction α(t) est l’équation fonctionnelle de Hamel. Les solutions 
d’une telle équation sont de la forme α(t) = t -θ.       (1.13) 
La suite de couples (an, bn) permet de traiter, par transformation linéaire, les plus grandes 
valeurs en vue d’atteindre une limite non dégénérée. Les constantes normalisatrices an et bn 
dépendent de la taille n de l’échantillon et de la loi des Xi. C’est un procédé de normalisation 
proche de la réduction classique utilisée pour les lois gaussiennes. Le couple (an, bn) définit le 
domaine d’attraction. 
Il existe trois familles de suites distinctes en fonction du signe de θ dans l’équation (1.13). 
Cela entraîne l’existence de trois lois asymptotiques distinctes. A chaque distribution pour 
laquelle un couple (an, bn) peut être mis en évidence correspond une unique asymptote pour 
les maxima. Une démonstration de ce résultat se trouve dans [Res87]. Gnedenko ([Gne43]) a 
mis en évidence les conditions nécessaires et suffisantes pour la convergence vers chaque 
asymptote et il a montré que les trois distributions asymptotiques déduites des conditions sur 
θ sont les seules à remplir le postulat de stabilité. 
Si nous sommes en possession d’informations suffisantes sur la fonction de répartition 
initiale F1 (ou sur la fonction de densité f1) de la variable aléatoire dont nous estimons le 
comportement pour les grandes valeurs, il est possible de prédire le type de loi asymptotique 
associé. Cette information supplémentaire remplace la recherche du signe du paramètre θ 
dans l’équation (1.13). 
Dans les trois paragraphes suivants, nous présentons les trois lois asymptotiques de 
maxima en précisant, pour chacune, le type de fonction initiale de répartition F1 et les 
paramètres normalisateurs correspondants. 
1.2.2 LES TROIS ASYMPTOTES DE MAXIMA 
Dans toute la suite, nous supposons qu’il existe une suite de couples normalisateurs (an, 
bn) tels que l’hypothèse d’existence d’un domaine d’attraction soit vérifiée. 
On note dans toute la suite X0 = sup{x | F1(x) < 1}. Si la loi est bornée à droite, alors X0 est 
fini. Si la loi n’est pas bornée, (par exemple une loi exponentielle) alors X0 vaut +∞. 
Sous la condition d’existence d’un domaine d’attraction, le comportement asymptotique 
de la variable aléatoire MN = max (Xi)i=1,…,N, pour N tendant 
 vers l’infini et les Xi indépendantes deux à deux, est modélisé. Autrement dit, on 
recherche la loi du maximum parmi N variables aléatoires, indépendantes et identiquement 
distribuées. Cette approche est asymptotique en N. Elle est d’autant plus satisfaisante que la 
taille N du vecteur aléatoire est grande. 
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1.2.2.1 PREMIÈRE ASYMPTOTE DE GUMBEL 
Cette asymptote correspond au domaine d’attraction pour des lois dont la fonction de 
répartition initiale F1 est de type exponentiel (quelques exemples de ces lois sont présentés 
Figure 7). Ces fonctions de répartition se caractérisent par le fait qu’elles tendent vers 1 pour 
les grandes valeurs de la variable, au moins aussi vite qu’une exponentielle. En particulier, 
cette asymptote s’applique pour les lois gaussiennes, lognormales, χ² et exponentielle. 
  
Figure 7 : fonctions de densité de quelques lois de type « exponentiel ». Loi gaussienne à droite et lois 
exponentielles à gauche. 
Avec une telle fonction de répartition initiale, pour x grand, la fonction de répartition 
initiale se comporte comme une loi exponentielle :  
( ) cxx kexF −−≈ 1grand 1 , k et c paramètres constants. 
Les fonctions de répartition qui tendent vers cette loi extrême vérifient à la limite : 
( ) ( )( )
( ) 1
1 0
2
1
11 −→− →Xx
xf
xFx'f  où f1’ est la dérivée de la densité f1.  
Cette relation définit le domaine d’attraction de l’asymptote de Gumbel. Il correspond au 
cas θ = 0 dans l’équation (1.13). Ainsi α(t) = 1 pour tout t > 0, et la relation sur la seconde 
fonction normalisatrice conduit à β(t) = - σ log(t). 
Une fonction de répartition étant croissante de 0 jusqu’à 1, G(x)t décroît quand t augmente et 
G(α(t)x+β(t)) décroît quant α(t)x+β(t) diminue. Le postulat de stabilité assure l’égalité entre 
ces deux quantités. On en déduit σ > 0. Les constantes normalisatrices aN et bN associées à ce 
type de paramètres sont : 

 −= −
N
FN
1111b  et 
( )
( )n
N
N bf
bF
a
1
11−=  ([KotNad00]). 
La propriété y
nn
ey
n
−∞→→

 − 11  permet alors d’exprimer la loi asymptotique de maxima : 
ΦI(x) = exp[ -exp (- ( x- µ ) / σ ) ]     (1.14) 
ΦI est la première asymptote de Gumbel (Figure 8). 
27 
CH APITR E 1 :  APPR OC H ES U SU ELLES EN  MÉC AN IQU E 
 
Figure 8 : différentes densités de Gumbel, de moyennes nulles et d'écart type "a" 
Remarques :  
- ΦI(x) est une distribution à décroissance exponentielle, 
- N doit être grand (N→+∞), pour que ΦI puisse modéliser la loi de  MN = max (Xi)i=1,…,N  
Cramer a généralisé l’asymptote précédente pour des fonctions initiales du type : 
 avec des fonctions h de la forme ( ) ( )x-hx a e-xF 1grand 1 ≈ ( )
t
d
xxh 

= , d et t paramètres positifs. Il 
aboutit à l’asymptote : 
ΦC(x) = exp[ -exp (- ( h(x)- h(µ) ) / σ) ) ]. 
Pour t = 1, d = 1 on retrouve l’asymptote de Gumbel. 
1.2.2.2 DEUXIÈME ASYMPTOTE DE FRÉCHET 
Cette asymptote s’applique aux fonctions de répartition initiales de type puissance (loi de 
Cauchy…). On suppose donc que la fonction de répartition de x, pour x grand, est du type : 
( ) kx grand x
cxF −≈ 11 , c et k positifs. 
Les distributions qui tendent vers cette asymptote vérifient, pour x > 0, ( )( ) kt xtF
txF −
∞→ =−
−
1
1
1
1
lim  
(« fonctions à variations régulières » [Res87]) où F1 est la fonction de répartition de X1. 
Le domaine d’attraction induit par la relation précédente correspond à la situation θ > 0 
([Res87]) dans la solution de l’équation fonctionnelle de Hamel (équation 1.13). Les deux 
paramètres de normalisation sont alors liés, pour tout N, par les relations : 
α(t) = t -θ et β(t) / (1 - α(t)) = constante. 
La constante normalisatrice aN est obtenue explicitement à partir de F1 par la relation (voir 
par exemple [Res87]) 

 −= −
N
FaN
1111 . L’égalité sur la seconde constante conduit à fixer bN 
= 0. 
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A partir de ces relations et de l’hypothèse de non-dégénérescence de la loi limite, on aboutit à 
la distribution asymptotique de maxima dite de Fréchet qui s’écrit : 
( ) 


 

−=Φ
k
II x
cx exp , k > 0, c > 0, x > 0.   (1.15) 
ΦII est une asymptote à décroissance polynomiale (Figure 9). C’est une loi à queue lourde. 
 
Figure 9 : exemple de fonctions de densité de Fréchet 
1.2.2.3 TROISIÈME ASYMPTOTE DE WEIBULL 
Elle s’applique aux fonctions de répartition initiales admettant une borne supérieure :  
F1(x) = 1, x ≥ X0, X0 fini. 
La distribution asymptotique de maxima associée à de telles lois initiales est  








−
−−=Φ
k
III cX
xX(x)
0
0exp , c < X0, x ≤ X0.   (1.16) 
où k >0 est l’ordre de la première dérivée de la fonction de répartition qui ne s’annule pas en 
X0. 
ΦIII est appelée troisième asymptote de Weibull. 
Les solutions de l’équation fonctionnelle (1.13) associées à ce type de loi correspondent 
au cas θ < 0. Le couple de constantes normalisatrices obtenues à partir de la loi initiale F1 
vérifie les relations : α(t) = t -θ et β(t) / (1 - α(t)) = constante. 
Ici encore, aN et bN sont déterminés explicitement à partir de la fonction de répartition F1. 
En effet, toute loi dont le domaine d’attraction correspond à l’asymptote de Weibull vérifie la 
propriété ( )( )( ) ( ) kt xtXF txXF −−
−
∞→ −=−−
−−
1
01
1
01
1
1
lim . On obtient ([Res87]) les formulations des deux 
constantes normalisatrices : . 
( ))1/(1 1110 NN FXa −−= −  et bN = X0. 
ΦIII est une distribution à queue courte. Elle est bornée supérieurement par X0 (Figure 10). 
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Figure 10 : exemple de fonctions de densité de Weibull pour différents exposants k. Le paramètre X0 vaut 
7 et c est fixe à 2. 
1.2.3 AJUSTEMENT D’UNE LOI ASYMPTOTIQUE À DES DONNÉES STATISTIQUES 
Il existe plusieurs méthodes pour ajuster les paramètres des lois asymptotiques de maxima 
à partir d’un échantillon. Les principales techniques utilisées sont celles des moments et de 
régression linéaire ([ArmBel90]). On trouve aussi une méthode exploitant le maximum de 
vraisemblance. Cette dernière est plus précise que les algorithmes précédents mais nécessite 
la résolution d’un problème d’optimisation sans contrainte de petite dimension (deux ou trois 
inconnues). Nous présentons deux de ces principes. 
1.2.3.1 AJUSTEMENT PAR LA MÉTHODE DES MOMENTS 
On suppose connues N données observées par simulations xi de maxima X (i=1….N) de 
moyenne E(X) et d’écart type σ(X). On considère la moyenne Xˆ  et de l’écart type σˆ  de 
l’échantillon pour un grand nombre de simulations : 
( )2
1
1
ˆ
1
1ˆ
1ˆ
∑
∑
=
=
−−=
=
N
i
i
N
i
i
Xx
N
σ
x
N
X
. 
En notant m et s respectivement la moyenne et l’écart type de la loi asymptotique de 
maxima sélectionnée, des relations existent entre ces paramètres et l’espérance et l’écart type 
de X : 
( )
( )
6
σ
E
s
πX
s
γmX
=
+=
, avec γ constante d’Euler 0.57722… 
Pour N tend vers l’infini on a . ( )
( ) sûrement presque ˆ
sûrement presque Eˆ
Xσ
XX
N
N
σ→
→
∞→
∞→
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On déduit, alors, des estimateurs m et s respectifs de m et s à partir des relations précédentes : 
6ˆ
ˆ6ˆ
σ
πs
σ
π
γXm
=
−=
. 
Les moments m et s de chacune des lois asymptotique de maxima s’expriment en fonction des 
différents paramètres de ces lois. Il est alors aisé d’exprimer ces derniers à partir de m et s et 
de les estimer à l’aide de m et s. 
1.2.3.2 MÉTHODE DU MAXIMUM DE VRAISEMBLANCE 
Supposons une fonction de répartition Fp1,…pq définie à partir de paramètres a priori 
inconnus et (xi)i=1…n un échantillon issu de cette distribution. A cette fonction de répartition 
Fp1…pq est naturellement associée une fonction de densité fp1…pq. 
L’idée fondamentale de l’estimation par maximum de vraisemblance est, comme son nom 
l’implique, de trouver un ensemble d’estimations de paramètres tel que la vraisemblance 
d’avoir obtenu l’échantillon que nous utilisons soit maximisée. Nous signifions ainsi que la 
densité de probabilité pour le modèle que l’on estime est évaluée aux valeurs observées et 
traitée comme une fonction des paramètres du modèle ([DavMac93]). 
Les paramètres les plus vraisemblables de la distribution sont ceux maximisant la fonction 
logarithme de vraisemblance suivante :  
( ) ( )
( )( )∑
∏
=
=
=


=
n
i
ipqp
n
i
ipqpq
xf
xfppL
1
...1
1
...11
log
log,...
     (1.17) 
1.3 MÉTHODES APPROCHÉES 
1.3.1 TRANSFORMATION ISO PROBABILISTE DE ROSENBLATT ([ROS52]) 
La transformation suivante permet de passer d’un espace aléatoire quelconque à l’espace 
gaussien. 
Soit Z = (Z1,…,Zn) un vecteur aléatoire quelconque, les fonctions de répartition et de 
densité marginales de chaque Zi sont respectivement notées Fi et fi. L’opérateur T de 
Rosenblatt transforme Z en un vecteur U=(U1,…,Un) gaussien, centré réduit de composantes 
indépendantes deux à deux. 
Rappelons tout d’abord une propriété importante des fonctions de répartition : si Z suit une 
loi de fonction de répartition FZ continue alors FZ (Z) suit une loi uniforme sur [0,1]. 
Ainsi la relation cherchée doit faire correspondre pour le vecteur initial de l’espace 
physique Z et le vecteur transformé de l’espace gaussien la même image dans l’espace 
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uniforme. Ce qui s’écrit dans le cas de variables indépendantes : Φ(Ui) = Fi(Zi), où Φ est la 
fonction de répartition d’une loi normale centrée réduite : ( ) dte
π
x
x t∫
∞−
−
= 2
2
2
1Φ . 
On identifie Ui par application de la fonction inverse de Φ aux deux membres de 
l’équation. La relation précédente correspond à la transformation de Rosenblatt dans le cas de 
variables aléatoires Zi indépendantes. 
Dans le cas général, T est donnée par : 
( )( )
( )( )
( )( )
( )( )1211
121
1
122
1
2
11
1
1
,z,...,zzzFu
,z,...,zzzFu
zzFu
zFu
nnnn
iiii
−
−
−
−
−
−
Φ=
Φ=
Φ=
Φ=
M
M
. 
La transformation T nécessite, pour chaque variable aléatoire Zi, la probabilité 
conditionnelle à Zi-1=zi-1 ,…,Z1=z1. Celle ci est obtenue par la relation : 
( ) ( )( )121
121
121
121
12
,z,...zzf
dt,z,...,zt,zf
,z,...zzzF
i,Z,...,ZZ
z
i,Z,...,ZZ
iii
i
i
i
−
∞−
−
−
−
∫
= . 
Les Ui, ainsi calculées, sont indépendantes deux à deux et suivent toutes une loi normale 
centrée. 
En général, la transformation T n’est pas connue analytiquement et elle n’est pas unique. 
Pour un problème à n variables, il existe n! transformations T possibles. Certaines sont 
compliquées à définir ou ne sont pas directement exploitables. C’est pourquoi le choix de la 
transformation de Rosenblatt mise en œuvre requiert une réflexion préalable. 
Si les variables aléatoires initiales Zi sont indépendantes deux à deux alors la 
transformation T est unique et a une écriture simplifiée. En effet, dans ce cas la relation Fi(zi | 
zi-1,…, z2, z1) = Fi(Zi) est vérifiée. Ainsi chaque composante Ui dans l’espace gaussien dépend 
uniquement de la variable aléatoire Zi de l’espace physique avant transformation. On calcule 
ainsi les transformées indépendamment une à une. 
La transformation inverse de Rosenblatt est simple à mettre en œuvre dans la mesure où 
Fi, Φ sont connues. 
1.3.2 INDICE DE FIABILITÉ ET POINTS DE CONCEPTION 
Le β-point, ou point de conception, est un vecteur de l’espace des paramètres gaussiens. 
On le note u*. Si la fonction d’état g modélise le critère étudié, u* appartient à l’hypersurface 
{u | g(X(u)) = 0} dont il minimise la distance à l’origine. Autrement dit, il vérifie le problème 
d’optimisation sous contraintes : 
( )( ){ }( )20minarg* uu uXgu == .       (1.18) 
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La recherche du β-point peut s’avérer délicate dans le cas de fonctions d’état définies 
implicitement, connaissant des défauts de convexité ou non différentiables partout. 
On définit l’indice de fiabilité β par ([Dit81]) : 
β = ||u*||2.         (1.19) 
Le point de conception est le vecteur appartenant au domaine souhaité, le plus proche en 
distance de l’origine. La densité gaussienne est une exponentielle décroissante. La densité 
associée au voisinage de u* est donc plus significative que celles apportées par l’ensemble 
des points éloignés. Par un changement de repère adéquat (cf. Figure 11), on peut écrire u** 
(u* dans le repère d’origine) sous la forme : u** = (0,…,0, ||u*||2) = (0,…,0, β). 
On lie l’indice de fiabilité, le point de conception et la fonction de défaillance g à partir du 
gradient de cette dernière et de la matrice de changement de repère. On aboutit à la formule : 
( )
( )*
*β*
ug
ugu ∇
∇−= .       (1.20) 
Notations : 
Pour alléger les écritures g(X(u)) est désormais noté g(u). Le vecteur réponse aléatoire 
X(u) ne devant son caractère aléatoire qu’à u, la fonction g(X(u)) est clairement définie par le 
vecteur u. On peut encore justifier cette remarque par le fait que la fonction amplitude 
maximale de la réponse forcée est la composition de deux fonctions depuis l’espace N(0,1) 
des paramètres gaussiens (on suppose la transformation de l’espace physique à l’espace 
gaussien effectuée), jusqu’à l’espace des déplacements physiques : la première fonction 
associe à un jeu de variables aléatoires u le vecteur réponse X(u) dans l’espace des 
déplacements physiques. La seconde fonction associe au vecteur X(u) la fonction « maximum 
sur les valeurs absolues des composantes ». 
1.3.3 ALGORITHMES D’OPTIMISATION 
On peut classer les algorithmes usuels de la littérature en cinq catégories :  
1. Les algorithmes directs, qui ne font pas appel aux gradients. On trouve, ici, les méthodes 
de dichotomie, de simplexe ou encore de Nelder et Mead. Ces méthodes sont intéressantes 
dans la mesure où le calcul du gradient s’avère délicat. Néanmoins la vitesse de 
convergence particulièrement lente et le nombre important d’appels à la fonction coût 
éliminent ces algorithmes pour notre étude. 
2. Les algorithmes d’ordre un, qui font appel à la fonction contrainte et à son gradient. C’est 
le cas, entre autre, des algorithmes de gradient projeté, de pénalisation. Ces méthodes ont, 
en général, des vitesses de convergence assez lentes. L’algorithme d’Hasofer, Lind, 
Rackwitz, Fiessler (HLRF) a été développé pour répondre spécifiquement au problème 
(1.18). Nous le présentons ultérieurement. 
3. Les algorithmes d’ordre deux, tels que la méthode de Newton ou encore les algorithmes 
SQP, (programmation quadratique séquentielle). Ceux-ci font appels à la fonction coût, à 
sa dérivée première et à ses dérivées secondes. Le coût du calcul de la hessienne peut être 
compensé par la plus grande vitesse de convergence. 
4. Les algorithmes d’ordre deux où la hessienne est approchée sans être calculée. C’est le cas 
33 
CH APITR E 1 :  APPR OC H ES U SU ELLES EN  MÉC AN IQU E 
entre autre des algorithmes de Flechter Shanon ou encore d’Abdo Rackwitz (modification 
d’HLRF). Ces méthodes cherchent à atteindre la vitesse de convergence des méthodes du 
second ordre sans le coût de calcul lié aux calculs de hessiennes. 
5. Les algorithmes spécifiques aux fonctions non différentiables. En particulier, l’algorithme 
des faisceaux, développé par Lemaréchal ([BonGil99]). Lorsque le gradient n’est pas 
défini, on recourt à la notion de sous-différentiel. Le sous-différentiel de g en u est défini 
par l’enveloppe convexe 
( ) ( ) ( ){ }econvergent , avec ,lim.conv iiik uguuugffug ∃∇→∇=ℜ∈=∂ . 
Cet ensemble est convexe et compact et vaut ∇g(u), lorsque ce dernier existe. Nous ne 
parlerons pas de cette approche dans la suite. 
Les algorithmes des catégories 2, 3 et 4 reposent sur des directions de descente qui 
assurent, localement, qu’il existe un point « de meilleure qualité » que le point courant. 
1.3.3.1 ALGORITHME GÉNÉRAL DES MÉTHODES DE DESCENTE 
A l’itération k, on se trouve en position uk. On calcule une direction de descente dk et un 
pas de descente λk . L’itérée k+1 amène le point courant sur  
uk+1 = uk + λkdk. 
Pour les méthodes du premier ordre la direction de descente associée au problème (1.18) 
doit vérifier la relation suivante : 
∇g(uk)Tdk = 0. 
Cette relation garantit qu’au premier ordre les deux itérations uk et uk+1 restent dans le 
domaine admissible. 
Et on recommence à partir du point uk+1 jusqu’à la convergence du procédé (si 
convergence il y a). 
1.3.3.2 CALCUL DE GRADIENT ET DE HESSIENNE 
Le gradient de la contrainte peut être calculé de façon analytique ou numérique (voir 
section 2.3.2 et Annexe A.3). Il est souhaitable, autant que possible, d’utiliser la formulation 
analytique des dérivées. Cependant celles-ci ne sont pas toujours disponibles et on approche 
le gradient par différences finies. Ce calcul peut être instable et entaché d’erreur. 
D’autre part, le problème d’optimisation se pose dans l’espace gaussien et la fonction 
contrainte est définie dans l’espace physique. Le passage entre ces deux espaces s’effectue 
par la transformation iso-probabiliste. Celle-ci intervient donc dans le calcul des dérivées 
successives (voir Annexe A.3). 
De la même manière, si la formulation analytique des dérivées secondes est souhaitable, 
celles-ci peuvent être exprimées par différences finies d’ordre deux. Le calcul de la matrice 
hessienne représente alors 2n² appels à la fonction d’états. De plus, ces calculs sont 
numériquement sensibles aux pas de discrétisations. La variation des paramètres doit 
permettre une perturbation significative de la fonction tout en restant dans le cadre 
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différentiel. Le calcul de la matrice hessienne par différences finies demande donc une 
attention particulière. 
1.3.3.3 DIRECTION DE DESCENTE DU GRADIENT PROJETÉ 
Pour cet algorithme la direction de descente et le pas sont déterminés par 
( ) ( )
( )
 Wolfe.deou Goldstein  Armijo de règle lapar  déterminéest  
Id2
k
k
k
Tkk
k u
ug
ugugd
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
−
∇
∇∇=  
La convergence globale de cet algorithme n’est pas assurée. 
1.3.3.4 DIRECTION DE DESCENTE D’HASOFER LIND RACKWITZ FIESSLER (HLRF). 
Pour la forme initiale de cet algorithme les paramètres sont les suivants : 
( ) ( )
( ) ( )
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kkTk
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. 
Le terme en ( )kTk ug∇u  correspond à la projection sur la normale à la contrainte {u |g(u) = 
0} en uk. La partie en g(uk) constitue un terme correctif qui intervient dans les cas où g(uk) 
n’est pas nul. Dans le cas où g(uk) est nulle l’algorithme HLRF revient à utiliser l’algorithme 
du gradient projeté. 
La convergence globale de cet algorithme n’est pas assurée. Il faut souvent essayer 
plusieurs points de départ pour obtenir la convergence vers un point optimal. Cependant, 
Zhang et Der Kiureghian ([Zha94]) ont montré qu’en ajustant le pas de descente à chaque 
itération, cet algorithme devient globalement convergent. Le pas de descente doit minimiser 
la fonction de mérite : 
( ) ( )( )
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1.3.3.5 DIRECTION DE DESCENTE SQP. 
La direction de descente est obtenue comme solution d’un sous problème d’optimisation 
consistant à minimiser le Lagrangien associé au problème (1.18). Ce dernier est défini à partir 
des conditions d’optimalité de Kuhn, Karush et Tucker. Il s’écrit : 
L(u,µ) = ||u*||22 + µ g(u), où µ est le multiplicateur de Lagrange. 
Pour minimiser L on applique les conditions du premier ordre (gradients nuls). En 
développant ∇L et g au premier ordre en u, au voisinage du point optimal courant uk, par la 
formule de Taylor, on aboutit au système linéaire suivant : 
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La quantité u - uk est la direction de descente recherchée et µk est le multiplicateur de 
Lagrange à l’itération k. 
Cet algorithme est robuste et sa vitesse de convergence est excellente. Cependant à chaque 
itération il fait appel aux dérivées secondes du Lagrangien, c’est à dire aux dérivées secondes 
de la fonction de défaillance g. Le calcul de ces hessiennes est lourd et coûteux en dimension 
importante et doit être réalisé à chaque itération dans l’algorithme d’optimisation. Dans ce 
cas, la compétitivité des méthodes faisant appel au point de conception devient discutable par 
rapport à des méthodes de tirages. 
1.3.3.6 DIRECTION DE DESCENTE D’ABDO RACKWITZ 
L’algorithme d’Abdo Rackwitz est une alternative à la méthode SQP. De la même façon 
que l’algorithme HLRF, il adapte l’algorithme du second ordre à la forme particulière de la 
fonction objectif. Comme la méthode du premier ordre dont elle est issue, elle ne peut 
s’appliquer qu’à des problèmes du type (1.18). On reprend la démarche SQP mais on émet 
l’hypothèse que la dérivée seconde de la fonction contrainte est négligeable. La direction de 
descente est alors solution du système linéaire : 
( )( ) ( )


−
−=


µ
−


∇
∇
k
k
k
k
Tk
k
ug
uuu
ug
ug 2
0
I2 d .   (1.21) 
Le coefficient µk est le multiplicateur de Lagrange à l’itération k. 
Si le pas de descente λk est fixé à 1 comme dans le cas de l’algorithme HLRF la 
convergence de cette méthode n’est pas assurée. Cependant de la même façon que 
l’algorithme du premier ordre dont elle est issue, on peut imposer un contrôle du pas par une 
technique de Lagrangien augmenté ([Dev96]) qui rend cette méthode globalement 
convergente. 
Cette méthode permet un gain de calcul par rapport aux algorithmes du second ordre. 
Cependant l’approximation des hessiennes par des matrices identités ralentit la vitesse de 
convergence. Le coût de calcul des dérivées secondes croît fortement avec la dimension du 
problème. On peut donc conclure que cet algorithme est efficace pour des problèmes de taille 
importante. De lourds calculs sont évités par rapport aux méthodes du second ordre et la prise 
en compte approchée de la hessienne du Lagrangien permet une meilleure vitesse de 
convergence que les méthodes du premier ordre.  
1.3.4 MÉTHODE FORM 
La méthode FORM (First Order Reliability Method) ([Bre84], [Bre94]) repose sur le 
calcul d’un ou de plusieurs points de conception et la linéarisation du domaine d’intégration 
(cf. Figure 11). Par souci de simplification, on se place dans le cas où un seul β-point est 
présent. La généralisation à plusieurs points de conception est abordée par la suite avec la 
méthode Multi-FORM. 
On approche la fonction d’état limite g par sa tangente en u*, et on fixe (0u*) comme axe 
principal d’un nouveau repère. Celui-ci est obtenu par rotation du repère initial. On se 
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ramène, de la sorte, au calcul de l’intégrale gaussienne suivante, beaucoup plus simple que la 
probabilité initiale : 
( ) ( ) t2
1β
βt
2
-t
2/1
2
deP ∫
>π
=−Φ≈ .      (1.22) 
L’idée de cette approche est d’accorder un intérêt particulier au voisinage du point dont le 
poids en probabilité est le plus significatif. Cette notion induit l’hypothèse que les 
contributions des autres points peuvent être négligées au profit de celles du point de 
conception. Le point de conception représentant, par définition, le point de densité maximale 
et la décroissance exponentielle de la loi gaussienne, donnent un sens à cette hypothèse. 
La forme de la fonction d’état g est la principale source d’erreur. Celle-ci est d’autant plus 
faible que, localement, au voisinage du β-point, la fonction de défaillance dans l’espace 
gaussien est linéaire. Si la fonction est fortement courbée au voisinage du point étudié, le 
domaine pris en compte pour le calcul de probabilité diffère grandement du domaine réel. Les 
résultats obtenus peuvent alors être de médiocre qualité. 
Breitung ([Bre84]) a démontré la formule asymptotique suivante, si zéro n’appartient pas 
au domaine dont on cherche à estimer la probabilité (voir théorème de compactification en 
Annexe A.1.1) : 
( ) (β1β Φ−=−Φ≈∞→βP ) , 
avec Φ la fonction de distribution gaussienne. 
Autrement dit, les erreurs liées à la linéarisation de g diminuent à mesure que la fonction 
d’état limite s’éloigne de l’origine dans l’espace gaussien. Elles deviennent nulles lorsque 
l’indice de fiabilité tend vers l’infini. 
 
Figure 11 : Représentation FORM à deux paramètres 
Pour des problèmes où les petites probabilités sont les plus sensibles, cette approche est 
intéressante. En effet les petites probabilités apparaissent pour des surfaces d’« isovaleurs » 
éloignées de l’origine, donc pour des indices de fiabilité importants (> 3 pour la plupart des 
applications dans la littérature).  
La linéarisation de la fonction d’état limite a pour conséquence la perte des informations 
(et donc de précision) liées à la géométrie du domaine. En effet en restreignant la fonction de 
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défaillance à son développement au premier ordre, on prend en compte, dans le calcul de 
probabilité, des surfaces qu’il faudrait, normalement, ignorer. En particulier, pour une 
fonction d’état convexe au voisinage du point de conception, la méthode FORM sous-estime 
la probabilité exacte et la surestime dans le cas d’une fonction d’état concave. Ce dernier 
point laisse à penser qu’approcher la surface d’état par une fonction quadratique permet un 
gain de précision dans les calculs. Il s’agit de la méthode SORM. 
Il reste que la méthode FORM, simple à implémenter et peu coûteuse, s’avère efficace 
dans la majorité des cas, particulièrement si la fonction est « assez lisse ». Ditlevsen 
([DitMad96]) a défini un critère qualifiant une surface d’assez lisse si : 
( )
10
β
2
2
θβκ
n
i
i ≤∑
=
, 
- κi courbure principale de la surface dans la ième dimension, 
- θ>1. 
1.3.4.1 RECHERCHE DE PLUSIEURS POINTS DE CONCEPTION 
La fonction de défaillance peut avoir plusieurs points de conception à égale distance de 
l’origine ou à des distances voisines. Il est alors essentiel, pour la précision des méthodes, de 
déterminer tous (ou, à défaut, le plus grand nombre de) ces points significatifs. En particulier, 
les méthodes du second ordre développées par la suite sont très sensibles à ce sujet. Deux 
approches sont possibles : soit on essaie différents points de départ, en espérant que 
l’algorithme d’optimisation converge vers des solutions distinctes, soit on perturbe la fonction 
d’état au voisinage des points de conception déjà mis en évidence. Dans le premier cas, si les 
différents points initiaux convergent vers le même point de conception, on suppose que ce 
dernier est unique. La seconde approche revient à imposer des barrières autour des points de 
conceptions déjà identifiés afin de les exclure de l’ensemble des points solutions au problème 
d’optimisation (1.18). Der Kiureghian et Dakessan ([DerDak98]) proposent une technique 
pour perturber la fonction contrainte.  
 
Figure 12 : Déformation du domaine au voisinage du point de conception. Image extraite de [LemHor01]. 
Si ui* est un point de conception connu, alors l’ajout d’une fonction Bi positive exclut le 
voisinage de ui* de l’ensemble des solutions admissibles (Figure 12). On perturbe, ainsi, tous 
les points de conceptions ui* i=1,…m déjà trouvés pour identifier le m+1ième. Der Kiureghian et 
Dakessan proposent une fonction barrière Bi imposant une déformation satisfaisante de la 
fonction d’état limite. La fonction d’état déformée est notée gdef et elle s’écrit alors : 
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En introduisant cette formulation dans le problème d’optimisation, on ne peut pas 
converger à nouveau vers un point de conception précédemment identifié. Cependant, il est 
possible de converger vers un optimum artificiel. Les auteurs de [DerDak98] précisent que 
cette situation indique que tous les points de conception ont été identifiés et qu’il n’en existe 
pas d’autre. Il s’agit donc un critère d’arrêt au processus de recherche. 
Un optimum artificiel est caractérisé par sa distance à un ui* inférieure au coefficient ri 
associé. 
1.3.4.2 MÉTHODE MULTI-FORM 
L’approche Multi-FORM consiste à prendre en compte plusieurs points à forte densité 
dans le calcul de probabilité pour corriger l’erreur de FORM. Le principe FORM est appliqué 
à plusieurs points significatifs. Ces points sont à des distances à l’origine égales, ou 
légèrement supérieures, à β. On note ui* (i=1,...,m) les points de conception sélectionnés. Ils 
sont obtenus comme les m points vérifiant, au mieux, le problème d’optimisation. Ils 
correspondent aux plus fortes densités, comme l’unique point de conception pris en compte 
dans le paragraphe précédent contribuait à la densité la plus importante. 
En chaque ui*, on applique FORM et un calcul de probabilité est réalisé. Une 
approximation de la probabilité est obtenue en sommant les contributions apportées par 
chaque point  : 
(∑
=
−Φ=
m
i
iP
1
β )  avec βi indice de fiabilité associé à ui*.  (1.23) 
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Figure 13 : Représentation Multi-FORM à deux paramètres avec deux points de conception. 
La prise en compte de plusieurs points significatifs implique (Figure 13) que l’on intègre 
sur un domaine plus large que dans le cadre de la méthode FORM. Localiser le maximum de 
points significatifs permet d’affiner le calcul. Pour des indices de fiabilité grands, la propriété 
asymptotique n’est plus vérifiée. Cependant pour des valeurs de l’indice plus faibles, la 
méthode Multi-FORM corrige en partie les résultats de FORM. Outre le fait que l’on prend en 
compte plusieurs surfaces que l’on devrait ignorer, le principal inconvénient de la méthode 
Multi-FORM réside dans les surfaces de recouvrement (Figure 13) intervenant entre les 
linéarisations aux différents points de conception. 
En effet, ces probabilités sont comptées plusieurs fois lors de la sommation. Si ces zones sont 
éloignées de l’origine, alors leur contribution est faible et leur répétition a peu d’influence sur 
le résultat. Dans le cas contraire, on somme plusieurs fois de grandes probabilités. Celles-ci 
faussent le résultat final. Il existe des techniques qui estiment l’importance des zones de 
recouvrement. 
1.3.4.3 EXCLUSION DES ZONES DE RECOUVREMENT 
En ne tenant compte que des intersections deux à deux, la probabilité Multi-FORM 
s’écrit : 
( ) { } { }( )∑∑∑
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On peut approcher le second terme de cette somme. La probabilité de l’intersection est définie 
à partir des points de conceptions ui* considérés et des corrélations. Les composants de cette 
matrice de corrélation R sont définis par  
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On estime donc la probabilité de recouvrement avec la loi multinormale en dimension deux 
avec la matrice de corrélation R : 
{ } { }( ) ( )ijjiji uu ρ−−Φ≈ ,β,β* à associé volume* à associé volumeProb 2I , 
40 
CH APITR E 1 :  APPR OC H ES U SU ELLES EN  MÉC AN IQU E 
avec Φ2(x,y,ρ) défini comme : 
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1.3.5 MÉTHODES SORM 
Le principe des méthodes SORM (Second Order Reliability Method) ([Bre84], [Bre94], 
[Tve83], [Tve90]) est voisin de celui des méthodes du premier ordre. On approche localement 
la fonction d’état limite aux points de conception par une forme quadratique (Figure 14). 
L’approximation quadratique n’est pas unique. Parmi l’infinité de coniques vérifiant cette 
propriété locale, les paraboloïdes offrent une approche intéressante. 
 
Figure 14 : Représentation SORM a deux paramètres 
Dans un premier temps on considère un seul β-point. L’extension à plusieurs points de 
conception se réalise de la même manière que pour FORM. 
On suppose maintenant que la fonction d’état g est deux fois différentiable en chacun des 
 β-points. Comme première approximation quadratique de la fonction d’état limite, on choisit 
son développement de Taylor gQ à l’ordre deux au β-point u* : 
( ) ( ) ( ) ( ) ( ) ( )( )****** 221 uuuguuuuugugug TTQ −∇−+−∇+= ,  (1.24) 
avec les notations suivantes : 
- gQ approximation quadratique de g, 
- u* point de conception, 
- ∇g gradient de g, 
- ∇2g matrice hessienne de g. 
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Il existe plusieurs formules du second ordre. Elles se différencient, essentiellement, par le 
choix de la surface quadratique au point de conception (également appelée osculatrice) 
approchante. Une forme pratique est une approximation parabolique. En effet, certaines 
formules SORM font appel aux courbures principales de la fonction. Celles ci sont aisées à 
calculer lorsque l’axe principal de la forme quadratique se confond avec l’axe (0u*). C’est le 
cas pour un paraboloïde dans la base choisie. 
1.3.5.1 APPROXIMATIONS QUADRATIQUES 
1.3.5.1.1 FORME GÉNÉRALE DES QUADRIQUES OSCULATRICES À g 
La fonction g est supposée deux fois continûment différentiable, de dérivée non nulle en 
u*. On appelle encore g son développement à l’ordre deux de Taylor en u* et après 
normalisation par le gradient. La propriété g(u) = 0 est approchée par : 
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Notons H la matrice orthogonale dont la dernière colonne est 
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Les ζi sont obtenus, par exemple, avec l’algorithme d’orthonormalisation de Grahm-Schmidt. 
On effectue le changement de variables x = HTu.      (1.25) 
Pour u = u* on a x* = HTu* = (0,…,0,||u*||2). 
En remplaçant u par (1.25), l’approximation (1.24) devient : 
( ) ( ) ( ) ( )( ) ( ) 02
2
=−∇
∇−+−−δ= x*xH
u*g
u*gHx*xx*xHαxg TTT .  (1.26) 
Propriété ([LemHor01]): 
Toutes les quadriques de la forme : 
( ) 0β212β2ββ 21
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sont osculatrices à la courbe g(x) = 0 au point de conception u*. 
Les coefficients correspondants sont : 
• Ki quelconques i=1,…,n 
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• aij est le coefficient de la matrice ( )( ) Hu*g
u*gH T ∇
∇
2
2
 en iième ligne et jième colonne 
On diagonalise ( )( ) Hu*g
u*gH T ∇
∇
2
2
 sous la forme PDPT, avec D diagonale et P orthogonale, 
par symétrie de la matrice hessienne. En notant y = PTx = PTHTu, (1.22) s’écrit : 
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où λj représente la jième valeur propre de ( )( ) Hug
ugH T
*2
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∇
∇ . 
1.3.5.1.2 FORME PARABOLIQUE 
On a déjà noté (équation 1.26) que le gradient de g en u* est colinéaire à u*. Donc la 
rotation qui transforme u* en x* transforme également ∇g(u*) en un vecteur de la même 
forme. C’est à dire :  
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En développant l’équation (1.27) avec cette formule on a (voir Annexe A.2) la forme 
parabolique suivante : 
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qui se ramène, après diagonalisation de la matrice des dérivées secondes, à la forme 
définitive : 
( ) ∑−
=
+−=
1
1
2β
n
i
iin yλyyg .       (1.28) 
Les λi correspondent aux valeurs propres de la matrice ( )( ) Hug
ugH T
*2
*2
∇
∇ . 
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Les courbures pour une forme parabolique telle que (1.28) sont directement obtenues par 
la formule : 
κi = 2 λi, i=1,…,n-1       (1.29) 
Cette relation entre courbures et valeurs propres est vérifiée pour toutes les formes 
quadratiques admettant (0u*) pour axe principal. 
1.3.5.2 FORMULE GÉNÉRALE DU SECOND ORDRE À TROIS TERMES  
La probabilité P recherchée est donnée de manière approchée sous la forme ([Tve89]) 
P = I1(β) + I2(β) + I3(β). 
Les trois termes sont définis par : 
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Les (κj)j=1..n-1 sont les courbures principales de la fonction d’état limite {p | g(X(p)) = 0} 
dans chaque dimension j du nouveau repère, et i représente le complexe 1− . 
Il faut noter que la décomposition précédente n’a de sens que lorsque tous les (κj)j=1..n-1 
conduisent à l’existence de chacun des termes. 
1.3.5.3 FORMULE ASYMPTOTIQUE DE BREITUNG 
Breitung ([Bre84], [Bre94]) a fourni un premier résultat asymptotique. Il a montré que les 
termes I2(β) et I3(β) tendent vers zéro quand β → ∞. 
Il propose donc une formule asymptotique pour des grandes valeurs de β :  
( ) ( )∏
=
−
∞→ +−Φ≈
1
1
2
1
β1β
n-
j
jβ
κP . 
Le domaine de validité de cette méthode est induit par β. En effet cette formule n’a de 
sens que lorsque (1+ βκj) est positif pour tout j. Autrement dit une condition nécessaire à 
l’existence d’une approximation SORM par la formule de Breitung est que tous les κj sont 
supérieurs à –β-1. 
1.3.5.4 FORMULES D’INTÉGRATION DIRECTE 
Tvedt ([Tve89], [Tve90]) a développé une méthode exacte pour le cas d’une 
approximation parabolique. Partant d’une équation du type ν , on définit la 0
1
1
2 =+− ∑−
=
n
j
jjn yλy
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variable aléatoire T . En utilisant la transformée de Fourier et les 
propriétés des fonctions caractéristiques, on montre que T
∑−
=
+−ν=
1
1
2
n
j
jjnp yλy
p a pour fonction de répartition 
([Tve89]) : 
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Rice ([Ric80]) puis Tvedt ([Tve89]) ont proposé des méthodes d’intégration directes pour 
ce type d’intégrales. Ce type de résolution repose sur la recherche des coefficients de la 
transformée inverse. 
Par un principe analogue, à partir de la forme quadratique générale d’ordre 2, osculatrice à 
la fonction étudiée (du type de l’équation (1.27)), Zhao et Ono ([ZhaOno99b]) ont abouti à 
une formule d’intégration pour estimer la distribution de la variable aléatoire 
. La probabilité P(∑
=
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n
j
jjjjG yλyT
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2 ) f de l’événement TG ≥ 0 est donnée par : 
( ) ( )( ) ( )∑ ∑
= =
−−−−−



 −= N
R
N
j
N
ji
N
jRi
jf eetQ
N
P
1 1
12112
2
3 1
2
1 ππ , 
avec Q(t) fonction caractéristique de TG : ( ) ( )∏
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 et N le nombre de 
discrétisations tel que (tj)j = 1…N est une partition suffisamment large pour approcher l’espace 
réel. 
1.3.5.5 FORMULE DE ZHAO & ONO : MÉTHODE DES INDICES EMPIRIQUES 
L’approche développée par Zhao et Ono consiste à appliquer une méthode du second 
ordre sans avoir recours aux valeurs propres de la matrice hessienne. Cette méthode 
s’applique à des approximations quadratiques de la forme (1.27). 
On note Ks la somme des (n-1) courbures principales et R le rayon de courbure moyen, 
soit : 
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où α est défini dans le paragraphe 1.3.5.1.1. 
Les auteurs déterminent, alors, les indices de fiabilité empiriques suivants : 
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avec, toujours, β = ||u*||2. 
La probabilité SORM associée à ces indices est alors rapidement obtenue par 
( )ZP β−Φ= . 
La formule des indices empiriques donne d’excellents résultats lorsque les rayons de courbure 
sont importants ou lorsque le nombre de variables aléatoires est assez petit. Cette approche 
présente surtout l’intérêt de restreindre le nombre de calculs après la recherche du point de 
conception. Par rapport à la formule de Breitung ou de Tvedt, les opérations de rotations de la 
matrice hessienne et de recherche des valeurs sont évitées. 
A toutes ces formules on préfère, généralement, la formule de Breitung, beaucoup plus 
simple à mettre en œuvre car elle ne nécessite que le calcul de (n-1) courbures principales. La 
prise en compte de plusieurs points de conception se traite de la même manière que pour la 
méthode FORM. On additionne les contributions apportées par chacun de ces points. On se 
retrouve alors avec la somme de plusieurs résultats partiels de la forme de ceux ci-dessus. 
1.3.5.6 RAYONS DE COURBURES APPROCHÉS : POINT FITTING 
La recherche des rayons de courbure reste un handicap majeur des méthodes SORM. Le 
coût d’évaluation de la hessienne peut s’avérer important en grande dimension. Dans le cas de 
fonctions connues seulement de façon implicite, l’estimation de la hessienne est réalisée de 
manière numérique. Ce calcul est coûteux et peut conduire à des erreurs importantes. C’est 
pourquoi il existe des alternatives au calcul direct. La méthode « point fitting » 
(approximation par points [DerLin87]) estime les courbures (κj)j=1..n-1 à l’aide de deux tirages 
dans chaque direction j considérée. 
On se place dans le repère où le point de conception u* s’écrit : (0,…,0,||u*||2). 
L’approximation parabolique « point fitting » dépend d’un ensemble de points tirés dans un 
voisinage de u*. On sélectionne deux points le long des (n-1) premiers axes du nouveau 
repère de la manière suivante : 
- pour chaque axe du nouveau repère, on sélectionne deux points de coordonnées : ±βν. 
- on cherche des solutions de la forme y± i = (0,…, ±βν,0,…,0, η± i) dans le repère 
précisé ci dessus. Les termes non nuls de  y± i sont les iième et kième coordonnées. 
- on détermine η± i en résolvant g(RT y± i) = 0. 
- R est la rotation qui permet de passer du vecteur (u1*,…, uk*)au vecteur 
(0,…,0,||u*||2). 
- on construit alors ( )2β
β2
v
ηa ii
−= ±± . 
- la courbure approchée par points dans la direction i, notée ai, est définie par 
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Cambier ([Cam00]) propose de choisir u en fonction de β par la relation : 
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L’approche « point fitting » correspond à une estimation des courbures à partir des termes 
diagonaux de la matrice hessienne. L’erreur commise provient du fait que l’on ignore les 
termes hors diagonale. On peut donc l’estimer à partir de ces derniers. Si H est la matrice 
hessienne et que l’on note ses éléments hij 1 ≤ i, j ≤ n, alors une mesure correcte de l’erreur est 
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ijh  ([DerLin87]). 
Pour tout β, on a l’encadrement : 
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Le premier de ces deux résultats dus à [DerLin87] permet de montrer que le pire choix de 
surface osculatrice parabolique, en terme d’erreur sur le calcul des courbures, est celle qui 
aboutit à « tous les ai sont égaux et valent la courbure moyenne réelle ». De l’équation (1.26) 
les auteurs déduisent que, lorsqu’on utilise la formule de Breitung du second ordre avec les 
courbures approchées par points, ce même choix de surface osculatrice conduit à la plus 
grande erreur en terme de probabilité. D’autre part, l’approche « point fitting » sous estime 
toujours la probabilité de l’événement P(g(u) > 0). 
Remarque : La résolution de l’équation g(RT y± i) = 0 se fait par un algorithme de Newton ou 
par la méthode des sécantes. 
CONCLUSION 
Nous avons présenté les principales méthodes à bases de tirages aléatoires pour 
l’évaluation des probabilités. Ces méthodes permettent de traiter efficacement la majorité des 
problèmes. La recherche de l’estimateur découlant directement de simulations dans l’espace 
physique, il est possible de les adapter à tous les problèmes quelles que soient les propriétés 
de la fonction de défaillance. L’aspect intuitif de ces méthodes et leur simplicité de mise en 
œuvre rajoutent au fait que l’on y a régulièrement recours. Cependant, dans la mesure où l’on 
s’intéresse aux plus petites probabilités, ces méthodes sont instables. L’efficacité de ces outils 
dépend grandement du nombre de simulations réalisées et le coût d’une précision satisfaisante 
est souvent prohibitif. Seuls les domaines hypersphériques peuvent être traités en combinant 
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économie et performance. La prise en compte d’un grand nombre de paramètres aléatoires 
pénalise également les méthodes de simulations. 
Les approches par statistiques des extrêmes participent à la recherche de la loi des 
événements rares. Toute l’attention est portée sur la queue de la distribution et il est 
nécessaire de disposer d’informations suffisantes sur une variable aléatoire de référence. Dans 
ce cas le choix d’une asymptote cohérente permet d’extrapoler sur la loi de la variable 
aléatoire « maximum parmi N variables aléatoires indépendantes, identiquement distribuées, 
toutes de même répartition que la variable aléatoire de référence », avec N grand. Cependant, 
en règle générale, le choix d’une asymptote est soumis à discussion (Orsero dans [ArmBel90] 
cite l’exemple de la houle, où le phénomène de déferlement conduit à l’écrêtage des valeurs 
extrêmes). La sélection d’une asymptote parmi les trois proposées (et seules admissibles) est 
soit déterminée par la distribution de la variable aléatoire de référence soit par la connaissance 
du domaine d’attraction. Dans les deux situations, ces informations sont délicates à mettre en 
évidence. 
Les méthodes approchées sont les moins onéreuses. En effet, leur coût se ramène à la 
recherche du point de conception et au calcul éventuel de la hessienne. D’autre part ces 
approches revêtent un caractère asymptotique. C’est à dire qu’elles sont d’autant plus précises 
que le point de conception est éloigné de l’origine du repère. Cette dernière remarque est 
d’autant plus intéressante que l’on attache une attention particulière aux probabilités les plus 
petites. Étant donné que le cadre de ces méthodes est l’espace des paramètres aléatoires 
gaussiens centrés réduits, plus le point de référence (point de conception) est de norme élevée 
et plus faible est la probabilité associée. Parmi toutes les formules disponibles, si FORM est la 
plus économique, les plus intéressantes semblent celles du second ordre (sous condition 
d’existence) avec plusieurs points de conception. Les corrections apportées par la prise en 
compte des courbures au voisinage des β-points paraissent en mesure de tenir compte de la 
géométrie de la fonction d’état en ces points. Ces méthodes offrent souvent une meilleure 
précision que celle du premier ordre. Leur coût se limite au calcul d’une intégrale et/ou à la 
recherche des rayons de courbure. Il faut toutefois noter que la précision de toutes les 
approches présentées ici est dépendante de l’intensité et du signe des courbures, ainsi que du 
nombre de variables aléatoires. En règle générale, ces formules sont d’autant plus efficaces 
que les courbures sont de même signe, que les rayons de courbure sont importants et que le 
nombre de variables est petit. En particulier dans des situations où les courbures ont des 
signes différents, toutes les formules du second ordre engendrent des erreurs qui peuvent être 
significatives. Notons encore que toutes les approches du second ordre supposent que la 
surface d’état est localement deux fois différentiable. 
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CHAPITRE 2 : NOUVELLES APPROCHES EN MECANIQUE 
INTRODUCTION 
L’étude probabiliste des grandes valeurs peut être menée à l’aide des statistiques des 
extrêmes ([Gum58], [Res87], [Col01]). La première apparition de la notion de « problèmes 
des valeurs extrêmes » apparaît au début du XVIII ° siècle, lorsque Bernoulli étudie la plus 
grande distance, en moyenne, entre l’origine et n points distribués aléatoirement sur un 
segment de longueur t ([Gum58]). Vers 1920, Fréchet introduit la notion de distribution 
asymptotique de la plus grande valeur. Dans les années suivantes, Fisher et Tippett identifient 
trois distributions limites possibles pour la loi asymptotique et montrent que ces trois limites 
sont les seules possibles. En 1943, Gnedenko ([Gne43]) formalise la théorie des valeurs 
extrêmes et prouve les conditions nécessaires et suffisantes pour la convergence vers une loi 
extrême (voir section 1.2). Nous allons voir dans la suite qu’il existe une forme générale 
englobant les trois asymptotes décrites dans le paragraphe 1.2.2, appelée loi généralisée des 
valeurs extrêmes. Cette loi présente, entre autres, l’intérêt de se dégager des contraintes liées 
à la connaissance d’informations sur la distribution d’un événement de référence. Sous la 
condition d’existence d’un domaine d’attraction, nous modélisons le comportement 
asymptotique de la variable aléatoire MN = max (Xi)i=1,…,N, pour N tend vers l’infini et les Xi 
indépendantes deux à deux et identiquement distribuées. Cette approche est d’autant plus 
fiable que la taille N du vecteur aléatoire est grande. 
Un second aspect des approches par statistiques des extrêmes étudie, en particulier, le 
comportement de la queue de distribution d’une variable aléatoire. La loi extrême, dans ce 
cas, est une distribution de Pareto généralisée. Elle correspond à la recherche de la 
distribution des événements extrêmes de la variable aléatoire MN pour N fixé. Les 
considérations asymptotiques ne portent donc plus sur le nombre N de données initiales, mais 
sur les réalisations les plus éloignées. A partir d’un ensemble de réalisations M jN de la 
variable aléatoire MN, où N est maintenant fixé (j > 0 correspond à l’indice de l’observation), 
on modélise la loi de la variable aléatoire MN, « sachant qu’elle est suffisamment grande ». La 
condition précédente s’exprime par l’existence d’une valeur au-delà de laquelle le modèle est 
valide. Si on appelle seuil cette valeur, alors la modélisation de la loi exacte par une 
distribution de Pareto correspond à une approche par dépassement de seuil. 
Explicitons les correspondances des N, Xi, MN, et M jN sur un problème particulier : celui 
de la réponse forcée d’une roue aubagée. Cet exemple correspond au problème industriel que 
nous étudierons lors des applications. N correspond au nombre de pales sur le disque. Xi 
(i=1,…,N) est la variable aléatoire associée à la réponse forcée de la iième aube. MN se définit, 
alors, comme la variable aléatoire « la plus forte des réponses forcées du disque à N 
secteurs ». M jN est l’observation de la réponse maximale, parmi les N aubes, à l’issue de la 
jième roue désaccordée simulée. Ainsi, l’approche asymptotique consiste à étudier un seul 
disque avec un nombre de pales suffisamment important, alors que l’approche par 
dépassement de seuil fait référence au nombre de roues désaccordées générées. 
La loi de Pareto généralisée repose exclusivement sur un échantillon composé d’une quantité 
suffisante d’observations directes, alors que les lois asymptotiques de maxima ou la loi 
généralisée des valeurs extrêmes utilisent des observations qui sont supposées être des 
maxima. 
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Nous développons, ensuite, une nouvelle méthode approchée du second ordre. 
S’appuyant, comme les autres méthodes approchées du second ordre, sur le point de 
conception, cette formule revêt encore un aspect asymptotique. Cette méthode, appelée 
méthode à variables séparées, propose une intégration numérique de l’intégrale de probabilité 
P (définie par l’équation (1.1) : ( )
{ }∫ ≥== 0g(u)uD U duufP ) sur une approximation parabolique du 
domaine d’intégration. Elle s’appuie sur un procédé récursif de décomposition de D par des 
domaines approchés afin de ramener l’intégrale multiple à des sommes et produits 
d’intégrales simples. M. Masmoudi a introduit cette approche, pour le calcul de volumes, lors 
d’un séminaire au laboratoire MIP de l’université Paul Sabatier de Toulouse. Nous l’étendons 
ici au calcul des intégrales multinormales. Un des principaux intérêts de cette approche est 
que son coût est très inférieur à celui des méthodes classiques d’intégration numérique. Après 
avoir décrit le procédé permettant de ramener l’intégrale multiple à des opérations 
élémentaires sur des intégrales simples, dont le calcul exact peut être explicité, nous 
étudierons la convergence du processus vers la forme exacte de P, de manière théorique, puis 
de façon numérique. Enfin, nous verrons, à partir d’une introduction au calcul d’erreur, les 
limites de cette approche et l’importance de la discrétisation lors de la décomposition du 
domaine d’intégration D. 
Enfin une troisième section introduit le cadre industriel de nos travaux. Nous le présentons 
succinctement dans cette partie pour engager des développements qui interviennent dans la 
recherche des points de conception pour les méthodes probabilistes de type « approchées ». 
Les propriétés de symétrie cyclique des machines tournantes sont présentées. Ces propriétés, 
propres aux structures entièrement reconstituées à partir d’un élément de référence par 
rotations successives, influent directement sur le comportement mécanique du composant. 
Une des conséquences de cette symétrie est que les vibrations d’une structure désaccordée 
peuvent être reproduites pour différentes perturbations déduites les unes des autres par 
permutations circulaires. Enfin nous proposons deux alternatives pour prendre en compte ces 
propriétés mécaniques sous la forme de contraintes dans les algorithmes d’optimisation. 
2.1 STATISTIQUES DES EXTRÊMES 
2.1.1 DISTRIBUTION GÉNÉRALISÉE DES VALEURS EXTRÊMES 
Jenkinson ([Jen55]) a énoncé une fonction de répartition vérifiant le postulat de stabilité 
(équation 1.12) et dont se déduisent les trois asymptotes de maxima. Il s’agit de la distribution 
généralisée des valeurs extrêmes qui s’écrit : 
( )

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l’équation (2.1) étant définie pour 



>

 −+ 01
σ
µxξx  où µ, σ(> 0), ξ sont respectivement 
appelés paramètres de localisation, d’échelle et de forme. 
Sous condition d’existence d’un domaine d’attraction (voir paragraphe 1.2.1.3), les seules 
distributions limites admissibles pour la variable aléatoire « maximum dans un échantillon de 
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taille N », lorsque N tend vers l’infini, sont de ce type. Des trois paramètres à estimer, le 
paramètre ξ est celui qui influe sur la forme de la distribution et, en particulier, sur la queue. 
Le domaine de définition de G induit une condition sur x en fonction des paramètres : ξ x > µξ 
- σ. Si ξ > 0, alors la loi est bornée à gauche (Figure 15 gauche) et si ξ < 0, alors la loi est 
bornée à droite (Figure 15 droite). 
 
Figure 15 : densité de la loi GEV pour µ = 3, σ = 1. Sur la figure de gauche les paramètres ξ sont tous 
positifs et la loi est bornée à gauche. Sur la figure de droite les paramètres ξ sont négatifs et la 
distribution est bornée à droite. 
La distribution généralisée des valeurs extrêmes, GEV, présente l’avantage, par rapport 
aux approches présentées dans le premier chapitre, d’englober tous les comportements 
possibles pour un maximum de variables aléatoires indépendantes et identiquement 
distribuées. On retrouve ainsi les trois asymptotes à partir du signe du paramètre de forme ξ : 
les trois asymptotes correspondent aux cas où ξ > 0 (asymptote de maxima de Fréchet, 
paragraphe 1.2.2.2), ξ < 0 (asymptote de maxima de Weibull, paragraphe 1.2.2.3) et à la 
situation limite ξ→0 (asymptote de maxima de Gumbel paragraphe 1.2.2.1). Ici, le choix de 
l’asymptote ne dépend plus de considérations relatives à un événement de référence, mais 
imposé par un paramètre dont l’estimation est numérique. En effet, la distribution GEV se 
caractérise par trois paramètres µ, σ, ξ, dont la recherche peut être effectuée par maximum de 
vraisemblance. On aboutit ainsi à un triplet de paramètres optimaux, qui définissent 
entièrement la loi d’un maximum d’observations indépendantes et identiquement distribuées. 
2.1.2 LOI DE DÉPASSEMENT DE SEUIL : LA LOI DE PARETO GÉNÉRALISÉE 
La convergence de la loi d’un maximum vers sa distribution asymptotique est 
généralement assez lente ([Res87]). Le paramètre N doit être particulièrement important (N de 
l’ordre de plusieurs centaines). D’autre part, les conditions de dépendances entre les Xi 
contraignent fortement l’utilisation de l’approche précédente, même si des généralisations 
existent sous certaines conditions d’indépendance (voir par exemple [LeaLin83]). Il s’avère 
alors plus sûr d’estimer la loi de MN par une méthode de seuil. On a vu, dans la section 1.1, 
que l’utilisation de méthodes classiques de simulations, type Monte Carlo, permet d’obtenir 
des résultats satisfaisants pour les probabilités fortes et moyennes. On s’intéresse, ici, aux 
probabilités les plus petites, c’est à dire aux probabilités associées à la queue de la 
distribution de MN. Autrement dit, sachant que l’on dépasse un seuil S, quelle est la 
probabilité de dépasser S + x ? Le calcul probabiliste se pose donc sous la forme d’une loi 
conditionnelle. Lorsque le seuil S est suffisamment grand, le cardinal des observations 
supérieures à S suit un processus de Poisson non homogène. Un tel processus se caractérise 
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par une fonction d’intensité, Λ, qui représente l’espérance de la variable aléatoire « nombre de 
réalisations supérieures à S ». On note PN le processus statistique défini par PN = (i / (N+1) , 
(xi - bN) / aN)i=1..N où les xi sont les observations, aN et bN les suites de constantes 
normalisatrices associées au domaine d’attraction. Avec cette construction le processus PN 
converge faiblement vers un processus de Poisson avec une fonction d’intensité Λ donnée par  
[ ] ( )( ) ξ
σ
µxξx,,Λ
1
110
−


 −+=∞+× .      (2.2) 
On note que µ, ξ et σ sont les paramètres de la distribution GEV. La loi conditionnelle Prob(X 
> S+x| X > S) s’écrit, pour S assez grand : 
( ) [ ] ( )( )[ ] ( )( )
( )
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µSξσ
xξ                                  
S,,Λ
x,S,ΛSXxSXP
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
−++=
∞+×
∞++×=>+>
. 
Sous l’hypothèse que le cardinal des dépassements du seuil S suit une loi de Poisson, la loi 
pour les valeurs supérieures à S est décrite par une loi généralisée de Pareto (notée GPD). En 
renommant le paramètre σ et en absorbant aN et bN dans les simulations, comme le permet le 
postulat de stabilité, la répartition généralisée de Pareto s’écrit : 
( ) ( ) ξPareto σxξSXxSXPxG
1
1
−
+

 +=>+>= ,    (2.3) 
où l’indice « + » signifie que cette fonction n’est définie que lorsque 0>+
σ
xξ1 . 
Ce que l’on peut encore écrire 


<>−
≥−>
0
0
ξsix
ξ
σ
ξsi
ξ
σx . 
Le seuil S et les paramètres ξ et σ (respectivement paramètres de forme et d’échelle) sont à 
estimer à l’aide d’observations de X. 
Lorsque ξ > 0 (Figure 16), la distribution est à queue lourde (longue traînée) et permet le 
calcul de probabilités jusqu’à des valeurs éloignées. Le cas ξ = 0 est équivalent à une 
distribution exponentielle dont on sait estimer les intervalles de confiance (Figure 17). Enfin, 
dans le cas ξ < 0 (Figure 16), le support de la densité est borné supérieurement. 
52 
CH APITR E 2 :  NOU VELLES APPR OC H ES EN  MÉC AN IQU E 
 
Figure 16 : densité de Pareto pour divers paramètres de forme « ksi ». σ vaut 1.5. L’abscisse x-S 
correspond au dépassement d’un seuil S (0 signifie que x vaut exactement le seuil S). 
Pour ξ = –0.5 la densité est une fonction linéaire de x-S. Si on remplace ξ par cette valeur 
dans la forme générale de la densité gPareto associée à GPareto, cette dernière s’écrit 
( ) 22
1
σ
Sx
σ
xg Pareto
−−= pour x> S. 
 
Figure 17 : changement de courbure autour de la distribution limite correspondant à ξ = -0.5. Le signe des 
courbures des densités pour ξ > -0.5 est opposé au signe des courbures pour ξ < -0.5. 
L’équation (2.2) induit une relation entre les paramètres de la distribution généralisée des 
valeurs extrêmes et ceux de la distribution généralisée de Pareto. En effet, lorsque les 
dépassements suivent un processus de Poisson avec une fonction d’intensité du type Λ, il 
découle des propriétés du processus PN que ( ) [ ] (( ∞+×−=≤ x,,Λn exM 10obPr ))
)
, où Mn = 
max(Xi)i=1,..,n, et les xi sont les observations définissant le processus. En développant la 
relation précédente, et en identifiant les paramètres de la fonction d’intensité du processus 
poissonnien dans le cas de la distribution GEV et de la distribution GPD, les paramètres de la 
distribution GPD s’expriment donc en fonction de ceux de la distribution GEV par : 
( GEVGEVGPD
GEVGPD
µSξσσ
ξξ
−+=
= .       (2.4) 
En conséquence, nous savons qu’un couple normalisateur définit un triplet de paramètres 
pour la distribution GEV. De ce triplet on peut déduire deux des trois paramètres de la GPD 
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associée. Cette relation lie les paramètres de la distribution par dépassement de seuil au 
domaine d’attraction. 
2.1.3 AJUSTEMENT PAR LA MÉTHODE DE MAXIMUM DE VRAISEMBLANCE 
Le principe du maximum de vraisemblance pour l’estimation des paramètres associés aux 
lois extrêmes est présenté dans le paragraphe 1.2.3.2. Nous énonçons ci-dessous les fonctions 
de vraisemblance que nous obtenons dans les cas de la loi généralisée des valeurs extrêmes 
puis avec une loi de Pareto pour le dépassement de seuil pour un échantillon (xi)i de n 
observations. 
Les paramètres (ξ, µ, σ) les plus probables pour la distribution généralisée des valeurs 
extrêmes, GEV, maximisent la fonction : 
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=
−








 −+++

 −+−−=
n
i
iξi
σ
µx
ξ
ξ
ξ
σ
µx
ξσnξ,µ,σL
1
1
1log11log ,   (2.5) 
avec { }ni
σ
µx
ξ i K10 ∈∀>−+1 . 
Pour une distribution généralisée de Pareto, la fonction à deux inconnues devient, pour 
{ }ni
σ
x
ξ i K101 ∈∀>+  : 
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Lorsque ξ ≥ -1/2, il est montré que, sous certaines conditions de régularité, l’estimateur du 
maximum de vraisemblance est asymptotiquement efficace ([Smi89]). Pour –1≤ ξ < -1/2, le 
problème est non régulier et la convergence vers un maximum est incertaine. Pour ξ < -1, la 
fonction de vraisemblance n’admet pas de maximum. 
Remarque : Cas de la distribution de Pareto : changement de variable de Davison 
La fonction de vraisemblance associée à la loi de Pareto généralisée (2.3) peut se ramener 
à une fonction d’un seul paramètre par le changement de variable suivant, proposé par 
Davison ([Dav84]) : 



=
=
σ
ξθ
ξξ
. 
Avec un tel changement de variables, les deux paramètres sont liés et on montre alors que 
([Dav84]), en chaque θ, le maximum de vraisemblance est obtenu pour un paramètre de forme 
ξ défini par : 
( )
( )
n
xθ
θξξ
n
i
i∑
=
+
== 1
1log
. 
La fonction logarithme de vraisemblance s’écrit alors : 
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qui ne dépend plus que du seul paramètre θ. 
2.1.4 RECHERCHE DU SEUIL POUR LA LOI DE PARETO 
La loi de Pareto est un modèle pour les observations au-delà d’un certain seuil S. 
L’estimation de ce seuil est importante pour la précision de la distribution. C’est également le 
paramètre le plus difficile à estimer. Un seuil est satisfaisant lorsque le nombre d’observations 
supérieures à S se comporte comme un processus de Poisson. Les deux principales méthodes 
pour caractériser ce paramètre sont soit une approche graphique ([Col01]), soit une approche 
inférentielle ([ChoSte01]). 
L’approche graphique consiste à estimer les paramètres de la loi à différents seuils 
compatibles avec les observations. Une valeur constitue un seuil acceptable lorsque, 
graphiquement, l’évolution des différents paramètres en fonction du seuil se stabilise. Cette 
approche nécessite l’intervention et la prise de décision de l’utilisateur. Elle est très 
difficilement automatisable de façon robuste. 
Nous allons présenter, plus en détail, l’approche statistique proposée par Choulakian et 
Stephens ([ChoSte01]). Le seuil initial est calculé de telle sorte que l’échantillon, tronqué aux 
observations dépassant cette valeur, vérifie une propriété d’un processus de Poisson. On 
affine, ensuite, le paramètre par tests statistiques. Les tests d’ajustement de Cramèr-Von 
Mises, d’Anderson-Darling ou de Kolmogorov, par exemple, servent à cette approche. L’idée 
est de tronquer l’échantillon initial pour se placer dans le cadre de la loi asymptotique de 
Pareto tout en conservant un nombre de données représentatif. Cet ajustement améliore la 
précision dans la recherche des autres paramètres, via les fonctions de vraisemblance, tout en 
restant dans le cadre souhaité. 
Un seuil initial est retenu dès que la propriété de processus de Poisson est acceptée par les 
dépassements. Une propriété de ce type de processus est que sa moyenne est égale à sa 
variance. On vérifie donc cette hypothèse, qui constitue un indice du caractère poissonnien 
mais n’en est pas une condition suffisante. On juge, néanmoins, qu’une valeur vérifiant cette 
relation constitue un seuil acceptable dans un premier temps. Les tests statistiques mesurent 
alors l’écart entre la distribution théorique et la distribution empirique. Ainsi, il devient 
possible d’approcher, au mieux, le seuil à compter duquel on est dans le cadre de la loi 
extrême de Pareto. 
2.1.4.1 ALGORITHME DE RECHERCHE DU SEUIL INITIAL AVEC [CHOSTE01] 
1. On classe les m réalisations par ordre croissant : x0 ≤ x1 ≤…≤ xn et on fixe i = 0, k = 0 
2. τ0 seuil de départ, fixé à x1 
3. N(τ0) = « nombre de réalisations supérieures à τ0 ». 
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Si R(τ0) ≅ 1 alors τ0 seuil initial 
Sinon i = i+1, k = k+1 et retour en 2. 
2.1.4.2 TESTS D’ADÉQUATION 
On utilise ici le test de Cramèr-Von Mises. Le test d’Anderson-Darling est une 
modification du précédent, qui donne plus de poids aux observations en queue de distribution. 
On trouve, dans les ouvrages de statistique (par exemple [Sap90]), la description du test de 
Kolmogorov. 
On suppose τ0, seuil initial, connu par l’algorithme précédent et que la recherche des 
paramètres de forme et d’échelle a été menée à partir ce seuil. Tous les paramètres sont donc 
supposés connus pour τ0. 
Propriété : 
Si X est une variable aléatoire de fonction de répartition F continue, alors Z = F(X) suit 
une loi uniforme sur [0,1]. 
A l’aide de la propriété ci-dessus et connaissant l’estimation des paramètres de la loi de 
Pareto considérée, on transforme les réalisations xj en réalisations uniformes zj. 
On calcule le test sélectionné par la formule correspondante : 
- Test de Cramèr-Von Mises : ∑
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 −−+=
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- Test d’Anderson-Darling : ( ) ( ) (( )[ ]∑
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Des tables permettent de conclure sur la validation de ces tests (voir [ChoSte01] par 
exemple). Si le test n’est pas validé pour le seuil courant, on augmente celui-ci jusqu’à la 
réalisation supérieure et on réitère l’opération précédente. 
Cette stratégie de recherche de seuil est défaillante dès qu’une grande partie des 
observations sont distinctes. En effet, le nombre de dépassements de la valeur courante 
décroît unité par unité. Dans ce cas, on constate que l’espérance mathématique du nombre de 
dépassement est égale à sa variance lorsqu’il ne reste que sept données distinctes. Ce qui 
signifie que l’on effectue l’ajustement du seuil à partir de ces sept observations. Ce seuil 
initial ne représente déjà pas une valeur réaliste du seuil recherché. De plus, l’échantillon 
retenu est de trop petite taille pour être représentatif de la distribution des dépassements. 
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L’estimation des paramètres de la distribution généralisée de Pareto est alors mise en défaut et 
les estimateurs de ξ et σ ne sont pas cohérents avec la réalité. 
Dans de telles situations, on propose de rassembler les observations proches. De cette 
manière, on élimine la plus grande partie des données isolées et la recherche d’un processus 
de Poisson sur ces ensembles a un sens par rapport aux observations. Comme critère 
identifiant plusieurs observations à une seule famille, on peut concevoir de rassembler les 
données ayant un nombre arbitraire de décimales communes ou, encore, de discrétiser 
l’espace entre la plus petite et la plus grande valeur en un nombre fini d’intervalles de 
largeurs égales. Dans ce dernier cas, chaque valeur est définie par un seul intervalle. En 
affectant comme valeur, à chaque ensemble ainsi défini, par exemple sa borne supérieure, la 
recherche d’un processus de Poisson parmi les dépassements permet l’obtention d’un seuil 
initial de meilleure qualité. De même, le premier choix (fixer un nombre de décimales 
communes) aboutit également à un seuil initial qui conserve un échantillon suffisant pour 
l’estimation des deux autres paramètres. 
2.2 MÉTHODE À VARIABLES SÉPARÉES 
Cette méthode, propose une intégration numérique de l’intégrale de probabilité P (définie par 
l’équation (1.1) : ( )
{ }∫ ≥== 0g(u)uD U duufP ) sur une approximation du domaine d’intégration. Avec 
les méthodes approchées, nous savons que les plus fortes densités de probabilités sont 
concentrées, dans l’espace gaussien, aux voisinages des points de conception. Nous utilisons 
donc les transformations iso probabilistes (voir paragraphe 1.3.1) pour nous ramener à 
l’espace des paramètres aléatoires gaussiens centrés, réduits. Nous plaçons nos calculs dans 
cet espace. Les densités que nous allons intégrer ici sont donc des densités multinormales.  
2.2.1 FONCTIONS À VARIABLES SÉPARÉES 
On appelle fonction à variables séparées toute fonction g : Rn→R de la forme : 
(∑
=
= n
i
ii uGug
1
)( ) ,        (2.7) 
où u = (u1,…, un), est vecteur de Rn, et Gi est une fonction de R dans R. 
Les formes (1.27) et (1.28), en particulier, sont des fonctions à variables séparées. Dans la 
suite nous nous plaçons dans ce cadre. 
2.2.2 SÉPARATION DU DOMAINE 
Soient g : Rn,→R une fonction à variables séparées et x un vecteur de Rn, on décompose x 
en deux vecteurs X1 et X2 de taille n/2 si n est pair (de tailles respectives (n-1)/2, (n+1)/2 si n 
est impair), et g en deux fonctions G1 et G2 de variables respectives X1 et X2. Pour le cas pair 
cela donne : 
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Une approximation de cette dernière décomposition est obtenue par discrétisation de l’espace 
réel : 
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cXGXcXGXxgx 2221110 }, où (ci) i = -∞,+∞  suite croissante sur 
R, et qui est elle-même approchée, en notant 
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La fonction g étant à variables séparées, G1 et G2 le sont donc aussi, et on répète cette 
décomposition sur G1 et G2 et X1 et X2 jusqu’à se ramener à des fonctions de R→R dépendant 
d’une seule variable. 
Les Figure 18 et Figure 19 représentent, sur un exemple simple, la décomposition exacte et 
approchée du domaine d’intégration lorsque celui-ci est à variables séparées. La fonction g 
retenue est g(x) = X1 + X2. Il s’agit bien d’une fonction à variables séparées. Les fonctions 
G1(X1) et G2(X2) sont alors définies par G1(X1) = X1, G2(X2) = X2. La décomposition 
approchée du domaine discrétise l’espace en une série de bandes. On voit avec la 
décomposition approchée qu’une erreur est commise à chaque bande successive. 
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Figure 18 : décomposition exacte du domaine D. 
 
Figure 19 : décomposition approchée du domaine d’intégration D 
On note par la suite l’intégrale multinormale ( )
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2.2.3 DÉCOMPOSITION DE L’INTÉGRALE 
On se place maintenant dans le cas d’une fonction à variables séparées comme en (2.7). 
Φ(g,x) s’écrit : 
( ) ( )
{ }
( ) ( )
( ) ( ) ( ){ }∫∫ >+> =µ=Φ 0, 2122110)( 221121, XGXGXXxgx dXdXXfXfxdxg .    (2.11) 
En utilisant l’approximation (2.9) du domaine d’intégration, l’intégrale Φ(g, x) précédente est 
approchée par : 
( ) ( ) ( )
( )
∑ ∫+∞
−∞=






−≥
<≤
+
+
=Φ
i
cXG
cXGc
XX
h
i
ii
dXdXXfXfxg
2
111
122
21 )(
)(
,
212211, .     (2.12) 
L’ensemble {(X1,X2) | ci ≤ G2(X2) < ci+1 ; G1(X1) ≥ -ci+1/2} correspond à l’ensemble noté Di en 
(2.9). 
Les domaines en X1 et en X2 de l’équation (2.12) sont indépendants l’un de l’autre. On 
peut donc intégrer selon chaque variable successivement. La forme approchée est donc égale 
à : 
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La dernière partie de l’intégrale (2.13) vaut : 
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On obtient finalement : 
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Ainsi l’intégrale de dimension n a été décomposée en produits et sommes de trois intégrales 
de dimensions n/2 (cas pair) sur des domaines, encore, à variables séparées. 
On décompose chacun des termes de l’équation (2.14) jusqu’à ce que chaque fonction soit 
mono-dimensionnelle. Il ne reste, alors, que des produits et sommes d’intégrales simples. Ces 
dernières sont calculées à l’aide des fonctions d’erreurs erf et erfc. 
On vient de mettre en évidence une formule récursive qui permet de ramener l’intégrale de 
dimension n à un produit d’intégrales gaussiennes. 
L’application de cet algorithme nécessite de répondre à deux questions : 
1. A quel niveau tronquer la somme infinie sur les ci ? 
2. Peut-on définir une procédure efficace pour définir un pas de discrétisation dc =ci+1 - ci ? 
2.2.4 COMPLÉMENTS DANS L’OPTIQUE DU TRAITEMENT NUMÉRIQUE 
Nous notons dorénavant Si = Φ(G1 + ci+1/2, X1) [Φ(G2 - ci, X2) - Φ(G2 - ci+1, X2)]. 
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On sépare la somme (2.14) en deux sommes autour d’un point central c0 : 
( ) −+−
−∞=
+∞
=
+=+=Φ ∑∑ SSSSxg
i
i
i
ih
1
0
, .    (2.15) 
Les séries S+ et S- sont calculées indépendamment l’une de l’autre. Il faut estimer un indice 
positif et un indice négatif définissant l’ensemble des termes significatifs. Pour chacune de 
ces deux sommes partielles, lorsque les ci deviennent grands en valeur absolue, les Si 
deviennent faibles. En effet les différentes intégrales calculées sont des fonctions de 
répartition gaussiennes. Elles sont de la forme « exponentielles négatives » et décroissent 
rapidement. Il est donc acceptable de tronquer la série lorsque le dernier terme mis en 
évidence est petit devant la somme partielle déjà estimée : 
on tronque la série aux termes N+ et N- si  pour S∑−
=
+η<
1
0
N
i
ij SS + (les indices N+ sont positifs) 
       pour S∑−
+= −
η<
1
1Ni
ik SS - (les indices N- sont négatifs). 
On note N = N+ + N- le nombre total de discrétisations. 
Le domaine initial de défaillance ne permettait l’intégration directe qu’à grands coûts. La 
décomposition isole un domaine d’intégration pour chaque variable et la courbe osculatrice 
est à variables séparées. Ces deux dernières propriétés réduisent le calcul de probabilité à un 
produit d’intégrales simples. 
La philosophie de cette méthode est de réduire la taille du problème le plus rapidement 
possible pour se ramener à des calculs élémentaires peu coûteux. Considérons un problème de 
dimension n et supposons que l’on décide d’intégrer numériquement la densité multinormale. 
Il est nécessaire de discrétiser le domaine d’intégration. Soit N le nombre de discrétisations 
dans chaque direction, avec un algorithme d’intégration numérique classique, le coût de 
l’intégrale est de l’ordre de Nn. Avec la méthode à variables séparées, le vecteur aléatoire est 
séparé en deux à chaque itération. Il y a donc log2(n) séparations et donc log2(n) étapes dans 
l’algorithme. A l’exception de la première étape qui consiste uniquement en la discrétisation 
de l’intégrale, toutes les autres comportent une séparation en trois intégrales de dimensions 
plus petites à calculer. On considère que le nombre de discrétisations N est conservé constant 
à chaque étape de la méthode à variables séparées. Chacune représente N calculs et le coût 
d’une étape en nombre d’opérations est 3N. Le coût total de la méthode à variables séparées 
est donc de l’ordre de N(3N)log(n). N(3N)log(n) étant bien inférieur à Nn, cette méthode est 
intéressante, et en particulier pour des problèmes de dimension importante, par rapport aux 
algorithmes traditionnels d’intégration numérique et à ceux dont l’évolution croît en 
exponentielle. On note encore que N(3N)log(n) s’écrit encore Nnlog(3N). La croissance du nombre 
d’opérations pour la méthode à variables séparées est donc en puissance du nombre de 
variables et est contrôlée par le pas de discrétisation à chaque itération. 
2.2.5 CONVERGENCE THÉORIQUE ET NUMÉRIQUE 
La forme exacte étudiée est (2.11) ( ) ( ) ( )
( ) ( ) ( ){ }∫ >+= 0, 212211 221121, XGXGXX dXdXXfXfxgΦ . 
On note D l’ensemble défini par {x = (X1, X2) | g(x) = G1(X1) + G2(X2) > 0}. 
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En notant dµ(x) = f1(X1)f2(X2)dX1dX2 et 1A la fonction indicatrice sur l’ensemble A : 
( )
sinon 0
 si 1 Ax
xA
∈=1 , l’équation (2.11) se réécrit sous la forme : 
( ) ( ) ( ) ( )∫∫ µ=µ=Φ
nR
D
D
xdxxdxg 1, . 
De la même façon, en reprenant la notation Di définie en (2.9), l’intégrale approchée (2.13) 
s’exprime sous la forme :  
( ) ( ) ( ) ( ) ( ) ( )∫ ∑∑ ∫∑ ∫ µ=µ=µ=Φ +∞
−∞=
+∞
−∞=
+∞
−∞= n in i
i R i
D
i R
D
i D
h xdxxdxxdxg 11, .  (2.16) 
Montrer la convergence de la forme approchée vers l’intégrale exacte revient à étudier la 
convergence de (2.16) vers (2.11) lorsque dc (rappel dc =ci+1 - ci) tend vers zéro. Nous allons 
utiliser, pour cela, le théorème de la convergence dominée. 
Théorème de convergence dominée :  
Soient (fn) n ≥ 0 et f des fonctions mesurables de Rm dans C telles que fn(x) converge pour 
presque tout x vers  f(x). S’il existe une fonction g intégrable de Rm dans R+ telle que, 
pour tout n ≥ 0, on ait : |fn(x)| ≤ g(x), alors on a : 
( ) ( ) 0∞→
∈
→−∫ n
Rx
n
m
dxxfxf  
( ) ( )∫∫
∈
∞→
∈
→
mm Rx
n
Rx
n dxxfdxxf . 
1. Majoration. 
Pour tout dc, x appartient au plus à un seul Di, donc vaut soit 0 soit 1. ( )∑+∞
−∞=i
D xi1
On peut donc majorer Φh(g, x) par ( )∫
nR
xdµ . 
La mesure dµ(x) est la mesure de probabilité gaussienne. Elle est donc intégrable. 
2. Montrons que ( ) ( )xx Ddc
i
Di
11
0→+∞
−∞=
→∑  pour presque tout x ∈ Rn.    (2.17) 
Soient dc le pas constant défini par ci+1 - ci > 0 et 
2
1
2
1
ii
i
cc += ++c . 
Nous supposons ici que la mesure de la frontière de D est nulle. 
En particulier pour une fonction g polynomiale on a Rn = D ∪ fr(D) ∪ Dc avec D comme en 
(2.8) c’est à dire D = {x | g(x) > 0} et Dc = {x | g(x) < 0}. 
Avec une telle fonction g, on a bien mes(fr(D)) = 0. 
a) Soit x un point de D. 
Si x appartient à l’intérieur de D, alors g(x) = G1(X1) + G2(X2) > 0 et l’indicatrice 1D(x) vaut 1. 
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Posons ε = g(x) > 0 et montrons qu’il existe h0 >0 tel que, pour tout 0 < dc < h0, on ait 
. ( ) 1=∑+∞
−∞=i
D xi1
Comme x appartient à l’intérieur de D, il existe un seul i tel que ci ≤ G2(X2) < ci+1. 
De la ligne précédente, on déduit qu’il existe ε1 tel que |ε1| < dc et ( ) 122
2
1 ε−=+ XGic . 
Observons maintenant ( )
2
111 ++ icXG  : ( ) ( ) ( ) 11221111 21 ε−ε=ε−+=+ + XGXGcXG i . 
Or ε1 < dc, et la quantité ci-dessus est positive dès que ε > ε1. 
Donc en choisissant h0 = g(x) > 0, on a bien, pour tout dc < h0, x = (X1, X2) ∈ Di, et 
. ( ) 1=∑+∞
−∞=i
D xi1
b) Soit x appartenant à Dc. 
Si x appartient à Dc alors il existe ε >0, tel que g(x) = G1(X1) + G2(X2) = -ε < 0. 
Il faut montrer qu’il existe h0, tel que pour tout dc < h0, . ( ) 0=∑+∞
−∞=i
D xi1
Fixons i quelconque. 
Le point x n’appartient pas à D donc 
1. soit G2(X2) ∉[ci, ci+1[ et, alors, x = (X1, X2) ∉ Di, ∀dc, et 1Di(x) = 0. 
2. soit G2(X2) ∈ [ci, ci+1[ et, alors, : ( ) 1111 )(
2
1 ε+ε−=ε+=+ + xgcXG i  où ε1 est défini en a). 
En prenant h0 = ε, on a bien ε1 < dc ≤ h0 = ε. Autrement dit G1(X1) =ε1 - ε < 0 et x = (X1,X2) ∉ 
Di pour tout dc < h0 et 1Di(x) = 0. 
Et ainsi . ( ) 0=∑+∞
−∞=i
D xi1
Avec a) et b), on a montré que pour presque tout x de Rn, la relation de convergence (2.17) est 
vérifiée puisque la mesure de la frontière de D a été supposée nulle. Cette propriété suffit à 
conclure par le théorème de convergence dominée. 
Cette démonstration correspond à une étape du processus récursif. En itérant le même procédé 
pour chacune des étapes, chaque décomposition approchée de l’intégrale tend vers la 
décomposition exacte. 
Donc, pour presque tout x de Rn, l’intégrale approchée Φh(g, x) converge bien vers la forme 
exacte Φ(g, x). 
2.2.5.1 CONVERGENCE NUMÉRIQUE. 
On utilise une forme quadratique exacte dont on souhaite déterminer la probabilité d’être 
positive. La fonction f retenue est .    (2.18) ( ) ∑−
=
−+−=
1
1
2
n
i
in xaixMxf
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Les variables aléatoires xi sont supposées gaussiennes, centrées réduites et indépendantes. 
Il n’intervient pas, dans ce cas, de transformation iso probabiliste. 
La fonction (2.18) est à variables séparées puisqu’elle ne comprend aucun terme croisé en 
xi. La fonction osculatrice parabolique approchant f au point de conception vaut encore f sous 
la condition qu’il n’y ait qu’un seul point de conception. Cette condition dépend de la valeur 
affectée au paramètre a. Lorsqu’il n’y a qu’un seul point de conception pour la fonction 
(2.18), celui ci est de la forme : (0,…,0,M). 
On vérifie que, lorsque le pas de discrétisation dc tend vers zéro, la probabilité obtenue 
avec la méthode à variables séparées converge bien vers la probabilité exacte. On simule la 
probabilité exacte à l’aide de la méthode de Monte Carlo. Avec un nombre suffisamment 
important de simulations pour atteindre l’ordre de la probabilité exacte avec une précision 
satisfaisante, cette approche sert de référence. Le nombre de réalisations utilisées pour estimer 
la valeur référence est indiquée sur chaque graphique. Pour la méthode à variables séparées, 
le critère de troncature des sommes partielles η (voir paragraphe 2.2.4) est défini à partir de 
dc par la relation η = dc/10. 
Les ci sont choisis de telle sorte que, à dc connu, ci = i dc. Ce choix assure un pas identique à 
toutes les étapes de la décomposition et une largeur constante des intervalles : ci+1 - ci = dc. 
La méthode à variables séparées utilisant le point de conception, elle revêt un caractère 
asymptotique au même ordre que les méthodes approchées. Il faut que celui-ci soit 
suffisamment éloigné de l’origine pour que les densités concentrées dans son voisinage soient 
représentatives de la densité entière. On choisit un M tel que les probabilités à atteindre sont 
petites (de l’ordre de 10-4 à 10-5). Pour tester la robustesse et la convergence de l’approche par 
variables séparées, différentes courbures sont testées. On observe ainsi la qualité de la 
méthode pour des fonctions de plus en plus éloignées d’une forme linéaire. On fait, 
également, varier le nombre de variables de quatre à huit pour juger de la sensibilité du 
procédé par rapport au nombre de paramètres. 
 
Figure 20 : évolution de la méthode à variables séparées en fonction du paramètre de discrétisation. 
Fonction (2.18) avec M = 3, a = 0.4 et n = 8 
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Figure 21 : évolution de la méthode à variables séparées en fonction du paramètre de discrétisation. 
Fonction (2.18) avec M = 3, a = 0.1 et n = 4 
 
Figure 22 : évolution de la méthode à variables séparées en fonction du paramètre de discrétisation. 
Fonction (2.18) avec M = 3, a = 1. et n = 4 
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Figure 23 : évolution de la méthode à variables séparées en fonction du paramètre de discrétisation. 
Fonction (2.18) avec M = 3, a = 0.4 et n = 4 
Sur les quatre exemples précédents (Figure 20 à Figure 23), on voit que le paramètre a, 
qui intervient dans les courbures de f, n’a pas d’influence sur la convergence des méthodes. 
On note également que les résultats par l’approche à variables séparées deviennent 
satisfaisants dès que le pas de discrétisation dc est de l’ordre de 10-2. Un pas de discrétisation 
trop grand induit une erreur très importante dans le calcul approché de l’intégrale. D’autre 
part, la convergence est assurée de la même façon pour un petit nombre de variables (quatre) 
ainsi que pour un problème de dimension supérieure. Il faut noter, cependant, que le coût de 
la résolution de l’intégrale par la méthode à variables séparées dépend fortement du pas de 
discrétisation et du nombre de variables. Plus le pas est petit et plus il y a de termes à calculer. 
De même le nombre de décompositions successives à réaliser dépend du nombre de variables 
aléatoires. Celui-ci croît en Nnlog(3N) où n est la dimension du vecteur aléatoire et N le nombre 
de discrétisation pour le calcul d’une intégrale. Donc le nombre de sommes à calculer croît de 
la même façon. 
2.2.5.2 IMPORTANCE DU PARAMÈTRE DE DISCRÉTISATION ET PAS OPTIMAL. 
Soient ( ) ( )
( ) ( ){ }
( ) ( )
( )
∫∫





 ≥+>+ +
==
0
1112
0
1112
2
1111
22111
1ˆet  1
i
cXGX
XGXGX
dXXfXFdXXfXF .  (2.19) 
En notant Di2 = {X2 | ci ≤ G2(X2) < ci+1}, l’expression exacte : 
( ) ( )
( ) ( )
∑ ∫+∞
−∞=




≥+
<≤ +i
XGXG
cXGcXX ii
dXdXXfXf
0)(
)(,
212211
2211
122
21
 
se réécrit sous la forme : 
( ) ( ) ( )∑ ∫+∞
−∞=
=Φ
i Di
dXXfXFxg
2
22221, . 
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De la même façon, l’intégrale approchée ( ) ( )
( )
∑ ∫+∞
−∞=






−≥
<≤
+
+i
cXG
cXGc
XX
i
ii
dXdXXfXf
2
111
122
21 )(
)(
,
212211  s’exprime 
encore : Φ . ( ) ( ) ( )∑ ∫+∞
−∞=
=
i D
h
i
dXXfXFxg
2
22221ˆ,
A partir des expressions, un calcul d’erreur e entre la forme exacte et approchée conduit à : 
( ) ( )( ) ( )
( )
( )
( )
∑ ∫
∑ ∫
+
+
<≤
<≤
≤
−=
i cXGc
i
i cXGc
ii
ii
dXXfe
dXXfXFXFe
122
122
222
22222 1ˆ1
, 
où 
( )
( ) ( )( )22 1ˆ1max
122
2
XFXFe
ii cXGc
Xi
−=
+≤<
. 
En reprenant les notations (2.19), on estime ei par 
( )
( )∫ −≤<− +≤ ii cXGci dXXfe 111 111 .        (2.20) 
A partir de l’équation (2.20), étant donné que G1(X1) est polynomiale (nous sommes dans 
le cadre d’une approximation quadratique) non constante, le contrôle de l’erreur se fait à 
partir du pas de discrétisation dc = ci+1 - ci.  
Sur ce dernier point, avec les notations de la Figure 24, on obtient dc = ∇G1(X1).n dl ≈ 
||∇G1(X1)||. Cette relation induit que des erreurs hi importantes peuvent être commises lorsque 
de petites variations de X1 génèrent de grandes variations pour la fonction G1(X1). 
G1(x1)=c
G1(x1)=c+dc
G1(x1)=c G1(x1)=c+dc
x1
∇G1(x1)
ds
dl
 
Figure 24 : Représentation à deux variables de la relation entre dc et dl  : dc = ∇G1(X1).n dl où n est la 
normale à G1 en X1, orientée comme ∇G1(X1).  
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2.3 OPTIMISATION ET SYMÉTRIE CYCLIQUE 
2.3.1 INTRODUCTION 
Les paragraphes suivants présentent le cas industriel qui est le cadre de nos travaux et sur 
lequel seront appliquées les principales approches probabilistes et statistiques retenues. 
Certaines propriétés mécaniques des composants de turbines sont exploitées dans les outils 
probabilistes que nous avons développés. Les notions de symétrie cyclique sont prises en 
compte à deux niveaux dans le calcul et l’utilisation des points de conception: 
i) pour la recherche du point de conception : pour réduire, par l’ajout de contraintes, 
l’espace de recherche des algorithmes d’optimisation. L’utilisation de ces propriétés 
mécaniques dans le cadre du problème d’optimisation constitue une approche originale pour 
la prise en compte de la symétrie cyclique dans l’estimation probabiliste des phénomènes 
vibratoires. 
ii) pour prendre en compte un maximum de points de conception qui ont exactement les 
mêmes caractéristiques en terme de probabilité : la multiplicité d’un point de conception mis 
en évidence est directement déduite des propriétés mécaniques de symétrie cyclique. 
Une turbomachine se compose, entre autres, de roues aubagées (compresseurs, 
turbines…). Les aubes sont excitées, notamment, par le sillage aérodynamique induit par la 
roue située en amont. La fréquence de l’excitation peut correspondre à celle d’un mode propre 
de la roue. Dans ce cas et si la condition d’appropriation est vérifiée, les réponses vibratoires 
peuvent atteindre un niveau important. Lorsque toutes les pales ont des propriétés mécaniques 
identiques, la structure est dite accordée. On parle alors de structure à symétrie cyclique du 
fait qu’on passe d’un secteur au suivant par rotations successives (voir Figure 27). Les aubes 
vibrent alors avec la même amplitude, à un déphasage constant près. 
 
Figure 25 : Coupe schématique d’une turbomachine. 
Dans notre cas d’étude, nous considérons une roue aubagée dont les pales sont 
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désaccordées. L’équation régissant le mouvement de la structure se pose sous la forme 
([Dat78], [GerRix92], [MigLin93], [PieWei90], [Sin86]…) : 
( ) ( ) ( ) ( ) ( )kkkkk ,...pωt,pF,...p,pXX,hX,...ppKX,...ppCX,...ppM 11111 =+++ &&&&  (2.21) 
- p1,…,pk paramètres aléatoires de désaccords agissant sur le système, 
- M, C et K sont respectivement les matrices de masse, amortissement et rigidité du système 
mécanique, 
- F est la force d’excitation harmonique qui peut dépendre des paramètres, 
- h est fonction des amplitudes et vitesses de la structure et des paramètres aléatoires. 
Le vecteur réponse X est donc aléatoire et dépend directement des lois de p1,…,pk. 
Si h est linéaire, l’équation du mouvement (2.21) peut être réécrite dans le domaine 
fréquentiel sous la forme matricielle A(p)X = b, avec A(p) = A0+δA(p) et A0 est la matrice du 
système à coefficients constants, δA(p) est la matrice à coefficients aléatoires. 
Nous cherchons la probabilité que l’amplitude maximale dépasse un seuil M, connaissant 
la loi des désaccords structuraux de masse, et/ou de rigidité par exemples. Le domaine 
d’intégration de (1.2) est donc défini par  : 
( )( ){ } { }MX(p)pMpX/RpD inik ≥=≥∈= ∞= K,1max ,  (2.22) 
et l’amplitude de l’aube i est donnée par  
( ) ( )( )ii bpApX 1−= . 
Notation : On note dans la suite p = (p1,…,pk) et X = X(p1,…,pk) = X(p). 
2.3.2 CALCUL DU GRADIENT ET DE LA HESSIENNE. 
La recherche des points de conception fait appel à un algorithme d’optimisation. Nous 
avons vu que ces algorithmes utilisent au mieux le gradient des fonctions contraintes, au pire 
la hessienne de ces mêmes fonctions. Nous utiliserons, dans le cadre des applications 
industrielles, l’algorithme HLRF modifié ou celui d’Abdo Rackwitz. Ceux-ci font appel au 
gradient de la contrainte. D’autre part les méthodes approchées du second ordre (SORM, 
variables séparées) nécessitent la matrice hessienne de la fonction contrainte, soit pour le 
calcul des courbures principales, soit pour celui de la forme quadratique osculatrice. Le calcul 
précis de ces quantités est indispensable pour obtenir le plus d’information sur le point de 
conception et pour la qualité des méthodes approchées. 
Dans tous les cas, le calcul de ces dérivées est effectué dans l’espace gaussien, alors que 
les fonctions contraintes sont connues dans l’espace physique. Nous sommes donc dans la 
situation où les fonctions à dériver se présentent comme la composition d’une fonction 
physique qui n’est pas analytiquement explicite et d’une transformation iso probabiliste 
connue. Le calcul purement analytique du gradient n’est pas disponible mais une forme 
algébrique exacte du gradient dans l’espace gaussien est envisageable (voir Annexe A.3). 
Cette expression présente l’avantage d’être économe car l’inversion d’une seule matrice suffit 
au calcul de toutes les dérivées partielles de la fonction. Cependant ce calcul nécessite une 
dérivation terme à terme de la matrice de transfert du système mécanique. Une seconde 
approche consiste à approcher les dérivées partielles par la méthode des différences finies :  
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- centrées ( ) ( ) ( ) ( )2111111
2
,...,,,...,,...,,,...,
i
i
niiiiniiii
i
xo
x
xxxxxxfxxxxxxf
x
xf δ+δ
δ−−δ+=∂
∂ +−+−  
-  avants ( ) ( ) ( ) ( )2111111 ,...,,,,...,,...,,,..., i
i
niiiniiii
i
xo
x
xxxxxfxxxxxxf
x
xf δ+δ
−δ+=∂
∂ +−+− . 
Lorsque δxi tend vers zéro, les termes du premier ordre tendent vers les valeurs exactes des 
dérivées partielles. Le gradient se construit alors comme le vecteur des dérivées partielles. 
La difficulté, ici, réside dans le choix du pas δxi. Il doit être assez grand pour qu’un nombre 
significatif de décimales soit modifié et suffisamment petit pour rester dans le cadre des 
calculs de variations. 
Pour contrôler la précision du calcul, on estime que le pas est satisfaisant lorsque les quatre 
premières décimales entre les deux termes de la différence sont égales et la cinquième 
décimale est différente. En imposant cette condition, on est sûr que la variation sur f est petite. 
Une variation de 1% de la valeur nominale est prise comme point de départ : δxi = 0.01*xi. On 
ajuste ensuite le pas par l’observation des valeurs de f. 
Nous avons choisi une approche intermédiaire. Une première étape, analytique, permet de 
séparer la fonction dans l’espace physique et la transformation iso probabiliste. La dérivation 
de cette dernière est réalisée directement à partir des densités, connues, des variables 
aléatoires initiales. Les dérivées partielles dans l’espace physique sont traitées par différences 
finies. De cette façon le calcul du gradient représente 2n appels à la fonction coût, où n est la 
dimension du vecteur x. 
En reprenant les notations utilisées en Annexes A.3 (pour la transformation iso-
probabiliste T, les paramètres aléatoires dans l’espace gaussien centré réduit uj et pour les 
paramètres aléatoires dans l’espace physique pj) et le principe de dérivation qui nous a permis 
d’obtenir une expression du gradient dans l’espace gaussien, chaque terme de la hessienne de 
la contrainte dans l’espace gaussien est donné par :  
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La fonction T est la transformation iso probabiliste, le vecteur p est le vecteur des paramètres 
dans l’espace physique et u celui des variables gaussiennes dont les composantes sont 
indépendantes deux à deux. On passe de p à u par application de la transformation T. La 
notation g(p) indique que l’on considère l’expression de la fonction g dans l’espace physique 
et g(u) la même fonction dans l’espace gaussien. Le symbole δij représente le symbole de 
Kronecker qui vaut 1 lorsque i = j et 0 autrement.  
La matrice hessienne étant symétrique, seule la moitié des termes sont à calculer. 
Ici encore les termes portant sur la transformation iso probabiliste sont exprimés 
analytiquement. Les dérivées secondes de cet opérateur sont aisées à calculer analytiquement, 
du moment que l’on connaît la distribution des paramètres dans l’espace physique. En 
reprenant, pour le calcul des dérivées secondes, les calculs réalisés pour exprimer le gradient 
de la transformation T, il vient :  
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où ϕ’ et f ’ sont les dérivées respectives des densités ϕ et f. 
Toutes les quantités apparaissant dans la formule ci-dessus sont connues explicitement. La loi 
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des paramètres dans l’espace physique étant une donnée d’entrée, sa fonction de répartition et 
sa densité sont disponibles. Les autres termes font appel aux fonctions de répartition et de 
densité gaussienne qui sont également bien connues. 
Les dérivées secondes de la fonction dans l’espace physique sont explicitées par 
différences finies d’ordre deux : 
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Ici il y a quatre sommes de la fonction. Pour avoir une précision équivalente à celle du 
gradient, les pas δxi et δxj doivent laisser invariant un nombre de décimales plus important 
que pour le calcul du gradient. Le calcul de la matrice hessienne par différences finies 
représente 2n(n+1) appels à la fonction. De la même façon que pour le gradient, cette 
expression tend vers la valeur exacte de la dérivée seconde de f lorsque δxi et δxj tendent vers 
zéro. 
    
Figure 26 : recherche de points de conception en deux dimensions et transformation iso-probabiliste. La 
distribution des paramètres aléatoires dans l’espace physique est uniforme, centrée, d’écart type 
arbitraire. u1 et u2 sont des variables gaussiennes centrées réduites. x1 et x2 sont leurs 
correspondances respectives dans l’espace physique par transformation iso-probabiliste. 
La Figure 26 représente un exemple de recherche de points de conception dans l’espace 
des variables aléatoires gaussiennes centrées réduites. L’exemple que nous avons utilisé est le 
modèle réduit à un degré de liberté par secteur que nous reprenons dans le chapitre 4. Seuls 
deux secteurs sont supposés désaccordés par des paramètres aléatoires. Tous les autres 
secteurs sont maintenus à leurs valeurs nominales (accordées). Les paramètres aléatoires 
correspondent à des perturbations de la raideur et sont supposés suivre une loi uniforme dans 
l’espace physique. Nous avons représenté les ligne d’iso amplification de la réponse forcée 
dans les différents espaces des paramètres (courbes fermées dans la Figure 26). Lors de 
l’exécution de la procédure d’optimisation, nous avons imposé la recherche de quatre points 
de conception en prenant comme point de départ, dans l’algorithme d’optimisation, la 
configuration accordée. Sur la figure de gauche on observe l’évolution des résultats dans 
l’espace des paramètres gaussiens centrés réduits jusqu’à l’obtention des quatre points 
satisfaisants. La figure de droite représente l’équivalence dans l’espace physique (loi 
uniforme pour les paramètres). Elle a été obtenue à partir de la transformation inverse de 
Rosenblatt à partir des résultats dans l’espace gaussien. Les courbes d’iso amplification 
indique le même niveau de réponse pour les deux graphiques, et l’évolution des points 
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jusqu’aux points de conception correspond à celle dans l’espace gaussien centré réduit. 
2.3.3 NOTIONS DE SYMÉTRIE CYCLIQUE 
α=2π/n
 
Figure 27 : Schématisation d’une structure à symétrie cyclique. 
2.3.3.1 CONSÉQUENCE MÉCANIQUE 
Une roue aubagée accordée est une structure à symétrie cyclique (Figure 27). En prenant 
un secteur de référence, on reconstitue la roue entière par rotations successives d’angle 
α=2π/n. Lors d’une excitation forcée avec une certaine périodicité de l’excitation chaque 
aube atteint les mêmes amplitudes à des temps décalés d’un déphasage déterminé. En régime 
fréquentiel, toutes les aubes répondent identiquement pour une même fréquence d’excitation. 
Pour la roue désaccordée, les amplitudes entre pales sont différentes. Considérons une 
roue à n secteurs dont chacun est soumis à un désaccord p = (p1,…,pn) d’une même 
caractéristique structurale. Par permutation circulaire des perturbations on obtient les mêmes 
amplitudes de vibrations que précédemment mais sur des indices de pales différents. On 
numérote les secteurs du disque de 1 à n consécutivement (le choix de l’aube 1 est arbitraire) 
et on fixe par A1 à An les amplitudes de vibrations des aubes associées à cette roue. Par 
permutation circulaire des désaccords p’ = (p2,…,pn, p1) on observe l’amplitude A2 sur le 
secteur 1,…, An sur le secteur n-1 et A1 sur le secteur n. En répétant n fois cette permutation, 
on met en évidence n vecteurs de désaccords avec les mêmes caractéristiques et donc les 
mêmes amplitudes maximales. La Figure 28 correspond à une roue accordée. Le modèle que 
nous avons utilisé est le modèle à un degré de liberté par secteur que nous utilisons dans la 
section 4.1. Tous les secteurs répondent identiquement sur la plage de fréquence. Les deux 
graphiques de la Figure 29 correspondent au même exemple mais les secteurs ont été 
désaccordés intentionnellement. Les secteurs répondent différemment et atteignent un 
maximum de réponse pour des fréquences d’excitations différentes. Le graphique de droite 
représente les réponses observées sur la même roue que celui de gauche mais avec une 
permutation circulaire des composantes du vecteur désaccord. Les réponses sont identiques, 
seuls les indices des secteurs correspondants à celles-ci différent. 
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Figure 28 : Réponses accordées avec un exemple à 6 secteurs 
 
Figure 29 : Réponses désaccordées du même exemple que précédemment. 
Reprenons l’équation du mouvement (2.21) : 
( ) ( ) ( ) ( ) ( )nnnnn ,...pωt,pF,...p,pXX,hX,...ppKX,...ppCX,...ppM 11111 =+++ &&&& . 
Si l’opérateur h est symétrique, alors le symétrique du vecteur désaccord conduit aux mêmes 
amplitudes sur des aubes indicées différemment. En particulier avec le vecteur symétrique 
p’’=(pn,…,p2, p1) on observe les amplitudes An, An-1,…, A2, A1. En combinant permutation 
circulaire et symétrie on met en évidence 2n vecteurs désaccords aboutissant à une amplitude 
maximale identique. 
De plus, dans l’hypothèse de disque rigide (seules les aubes sont flexibles) n’importe quelle 
combinaison du vecteur désaccord conduit aux mêmes amplitudes réparties différemment sur 
le disque. Dans ce cas on a, à partir d’un jeu de désaccord, n! vecteurs désaccords qui ont les 
mêmes propriétés vibratoires. Cependant, l’opérateur h est rarement symétrique (les forces 
aéroélastiques, en particulier, induisent un opérateur non symétrique dans le cas général) et 
l’hypothèse de disque rigide n’est pas toujours mécaniquement acceptable pour représenter le 
comportement du composant. 
2.3.3.2 PRISE EN COMPTE DANS L’OPTIMISATION 
Ces propriétés de symétrie cyclique sont importantes dans le comportement mécanique de 
la structure. Il est alors naturel de les prendre en compte pour simplifier et améliorer l’étude 
probabiliste. Tout d’abord, on a vu que toute permutation circulaire d’un désaccord a pour 
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conséquence l’observation d’amplitudes de vibrations identiques. Il est possible alors de 
restreindre la recherche du point optimal à un domaine plus petit que celui de l’ensemble des 
points admissibles. Il suffit d’imposer au problème d’optimisation, par des contraintes 
supplémentaires, une restriction du domaine de recherche à l’ensemble des points à un sous-
espace suffisant pour que l’on puisse reconstituer, à partir de celui-ci, tous les points du 
domaine admissible par permutations circulaires. La Figure 30 montre des situations 
correspondant à des restrictions convenables dans les cas à deux et trois dimensions. 
De telles restrictions vérifient nécessairement la propriété suivante : pour tout x appartenant à 
Rn, il existe m entier tel que 1 ≤ m ≤ n et y appartenant à un des deux ensembles ci-dessous 
tels que Pmy = x avec P la matrice de permutation de taille n x n :  










=
0 ... 0 0 0 0 1
1 ...0 0 0 0 0
      
...0 0 0 1 0 0
0 ... 0 0 0 1 0
OOP . 
La première possibilité, qui est également la plus géométrique, a été proposée par 
Masmoudi pour la prise en compte de la symétrie cyclique dans le problème d’optimisation. 
Elle consiste à imposer que la première composante du point de conception soit toujours la 
plus petite des composantes du vecteur. Cette contrainte s’exprime sous la forme de n-1 
inéquations linéaires si la taille du vecteur p, argument du problème d’optimisation, est n. On 
note CM l’ensemble {y=(y1,..,yn)∈Rn | y1 ≤ y2, y1 ≤ y3, …, y1 ≤ yn}. Cet ensemble vérifie bien la 
propriété précédente. En effet pour tout point de Rn il existe toujours une permutation 
circulaire qui place la plus petite composante du vecteur en tête de celui-ci. 
La seconde possibilité consiste à chercher le point de conception dans l’espace des points 
admissibles et également dans l’ensemble suivant : CG  = {y∈Rn n > 2| yTu ≤ 0, yTv ≥ 0} avec u 
et v dans Rn définis par : 


 π


 π
+

 π=

 π=
n
n
k
n
kv
n
k
kk 2tan
2sin
2coset  2sinu  k=1,…,n. 
En utilisant cette seconde approche, on ajoute deux inégalités linéaires aux contraintes du 
problème d’optimisation. L’ensemble CG vérifie également la propriété nécessaire. La 
démonstration en est donnée en Annexe A.4. 
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Figure 30 : exemples de restriction de l’espace de recherche par prise en compte des propriétés de 
permutations circulaires.  
Sur la Figure 30, sont représentés les deux ensembles réduits induits par CM et CG. A 
gauche pour trois paramètres : L’espace de recherche initial est R3. L’espace retenu a une 
forme pyramidale. Les différentes couleurs correspondent à des coupes à p1 constant. A 
droite pour deux paramètres : L’espace admissible initial est R2. La zone colorée correspond à 
l’espace retenu. La restriction retenue dans les deux cas est « p1 est la plus petite des 
composantes », ce qui correspond, en fait, à l’ensemble CM défini précédemment. 
D’autre part, pour les méthodes approchées où le point de conception intervient, la 
propriété de symétrie cyclique implique que, pour tout point trouvé suite à l’optimisation, on 
peut en déterminer au moins n-1 autres qui ont exactement les mêmes caractéristiques par 
permutations circulaires successives. Le principe des méthodes approchées FORM et SORM 
considère que dans le voisinage du point de conception est concentré le maximum de densité 
de probabilité. Si on met en évidence n points de conception aux propriétés équivalentes il est 
clair que chacun de ces points concentrera une densité identique. Ces points étant, par 
construction, les plus probables de vérifier la contrainte imposée, la connaissance d’un 
maximum de points de ce type est une information importante pour estimer au mieux la 
probabilité d’occurrence d’un événement. Par symétrie cyclique on suppose donc que 
l’approximation sera de meilleure qualité en conservant tous les points de conception ainsi 
découverts. De plus on ne réalise dans ce cas qu’une seule optimisation, les autres points de 
conception se déduisant par construction algébrique ; les points de conception ayant les 
mêmes propriétés, les courbures associées sont identiques et la forme quadratique osculatrice 
est obtenue par rotation de celle du premier point de conception trouvé. Le coût de calcul 
n’est donc aucunement altéré par la prise en compte de ces différents points. 
CONCLUSION 
Nous venons d’exhiber deux méthodes qui correspondent au cadre de notre étude : l’étude 
des probabilités les plus petites. 
La distribution de dépassement de seuil de Pareto est particulièrement adaptée à notre 
problème. En effet, les amplitudes de vibrations critiques sont les plus grandes et 
correspondent aux plus petites probabilités. Ainsi, seule la connaissance du comportement au-
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delà d’un seuil revêt un intérêt. Dans le cadre de la loi de dépassement de seuil de Pareto, le 
nombre de secteurs sur la roue n’intervient pas : que le nombre de pales soit important ou 
faible ne caractérise plus le comportement « extrême » de la loi du maximum de réponse. 
Dans l’optique de la loi généralisée de Pareto, les informations initiales sont les résultats de 
simulations. D’une simulation, une seule observation de référence est extraite (la vibration 
maximale parmi les déplacements des pales d’une roue aubagée dans le cas qui nous 
intéresse) et chaque expérience est indépendante des autres car chaque tirage est généré 
indépendamment des précédents. On est donc assuré de l’indépendance entre les données 
initiales. La question qui se pose alors est de savoir combien de simulations doivent être 
effectuées pour obtenir une estimation satisfaisante des paramètres ? Le nombre de 
simulations réalisées intervient dans la recherche et la précision des paramètres de la loi 
asymptotique. Plus le nombre de tirages est élevé, mieux sont estimés les paramètres de la loi 
extrême de Pareto. On se retrouve confronté au problème où le nombre de simulations est un 
facteur à prendre à compte impérativement pour estimer le degré de confiance dans la loi mise 
à jour des paramètres de la loi extrême. 
La méthode à variables séparées que nous proposons pour le calcul des intégrales 
multinormales constitue une méthode approchée du second ordre pour l’estimation des 
probabilités. A partir de la recherche des points de conception et de l’approximation 
parabolique de la fonction d’état en ces points, le calcul de la probabilité est mené par une 
forme originale d’intégration numérique. Comme toutes les méthodes approchées, la qualité 
des estimations par cette méthode est d’autant meilleure que l’indice de fiabilité β est grand. 
Le coût en nombre d’opérations de cette méthode est de l’ordre de Nnlog(3N) où N 
correspond au nombre de discrétisation pour le calcul de chaque intégrale, et n à la dimension 
de l’intégrale. La croissance du coût est en puissance du nombre de variables n. Il s’ensuit que 
cette méthode est plus économique que les méthodes classiques d’intégration numérique dont 
le coût est de l’ordre de nN. 
La convergence de la méthode à variables séparées vers la forme exacte de l’intégrale a 
été établie lorsque les pas de discrétisations dc deviennent infiniment petits. Le calcul d’erreur 
sur l’approximation a permis d’établir que l’erreur commise par la forme approchée est 
contrôlée par dc. Cependant le coût croît de façon très importante lorsque le nombre N de pas 
devient très grand. Cette relation entre la largeur des intervalles discrétisés, la dimension de 
l’intégrale et le coût en terme d’opération de la méthode nous incite à penser qu’une étude de 
l’erreur en fonction de N, en supplément de dc, permettrait de réduire le coût de cette méthode 
et d’optimiser le rapport coût / précision. 
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CHAPITRE 3 : VALIDATIONS ET COMPARAISONS 
INTRODUCTION 
L’objectif de nos travaux s’inscrit dans le cadre d’un logiciel pour le traitement de la prise 
en compte des phénomènes mécaniques et aérodynamiques. L’aspect probabiliste constitue 
une des composantes de ce logiciel. L’usage d’une méthode de Monte Carlo directe ainsi que 
celui de la loi asymptotique de Weibull ne sont pas satisfaisants : le coût excessif de 
l’approche directe et le manque de clarté dans le choix de la loi asymptotique nous engagent à 
proposer une alternative. Deux contraintes guident la sélection des méthodes que nous 
retiendrons pour l’implantation finale et l’étude des cas industriels : les nouvelles approches 
probabilistes doivent être efficaces en précision, en particulier pour l’estimation des 
probabilités associées aux plus grandes amplitudes vibratoires de la roue aubagée et elles 
doivent représenter un gain en terme de temps CPU consommé par rapport aux méthodes de 
tirages directes. C’est pourquoi la robustesse numérique des différentes techniques que nous 
envisageons retient notre attention.  
Nous avons vu, dans la première partie de ce mémoire, les principales méthodes 
habituellement utilisées en mécanique. Parmi les approches à base de tirages, la méthode de 
Monte Carlo offre un estimateur de la probabilité satisfaisant si on accepte d’effectuer un 
nombre d’expériences suffisant. Nous avons également vu les méthodes approchées du 
premier et de second ordre (paragraphes 1.3.4 et 1.3.5). La formule du premier ordre FORM, 
particulièrement économique et les formules du second ordre, directement déduites des 
courbures de la fonction d’état au voisinage du point de conception (formules SORM de 
Breitung et de Zhao et Ono), semblent les plus pertinentes pour traiter les cas qui nous 
préoccupent, à savoir ceux des plus petites probabilités. La méthode des tirages d’importance, 
en retenant le point de conception comme point central des tirages, semble également 
combiner économie et précision. 
Parmi les approches développées dans la deuxième partie, l’utilisation de la loi extrême de 
Pareto par dépassement de seuil, également notée GPD, correspond à notre problème. En 
effet, en dessous d’un seuil assez important, la connaissance des probabilités d’apparition de 
niveaux vibratoires ne fournit pas de renseignement essentiel sur le comportement du 
composant. Pour cette approche, nos travaux sur la recherche du seuil et sur l’obtention des 
paramètres de cette distribution par maximum de vraisemblance doivent être validés. Enfin la 
méthode à variables séparées doit être confrontée aux autres méthodes connues autant en 
terme de précision que de coût. En particulier, la comparaison avec les autres méthodes 
approchées du second ordre apporte des informations importantes quant à la qualité de cette 
approche. 
Pour répondre aux deux objectifs définis précédemment, nous testons, dans un premier 
temps, la robustesse de nos développements par une approche avec une distribution GPD. 
Dans ce cadre, nous retenons quatre lois de référence dont le comportement pour les valeurs 
extrêmes est connu. Pour chacune d’entre elles, nous connaissons le domaine d’attraction 
correspondant et la valeur exacte des paramètres de la GPD associée. A partir de ces 
exemples, nous vérifions que la mise en œuvre informatique de cette approche est robuste, 
que ce soit la recherche de seuil et sa correction éventuelle ou l’estimation des paramètres de 
forme et d’échelle avec le principe du maximum de vraisemblance. Ce dernier fait appel à la 
résolution d’un problème d’optimisation sans contrainte. Nous utilisons un développement de 
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l’algorithme de Nelder et Mead pour le résoudre. 
Dans un second temps, les méthodes qui paraissent les plus intéressantes en vue d’une 
implantation finale ainsi que l’approche par variables séparées sont testées sur des exemples 
simples. Ces exemples ont la particularité de faire coïncider leur forme exacte et leur 
approximation quadratique au point de conception. De la sorte, on élimine toutes les erreurs 
liées à la première étape des fonctions approchées. On compare d’abord la qualité des 
différentes formules en fonction de la courbure au voisinage du point de conception et du 
nombre de paramètres aléatoires. Ces deux comparaisons tendent à répondre à la première 
question : quels sont les niveaux de précision atteints avec chaque méthode ? Sur les 
exemples simples et bien adaptés que nous présentons, nous espérons atteindre des résultats 
d’excellente qualité, en particulier pour les méthodes utilisant une approximation quadratique. 
L’étude des temps CPU consommés par ces méthodes complète la batterie des tests. A 
partir des résultats relevés sur les exemples les plus représentatifs, nous observons la 
consommation relative entre les différentes méthodes ainsi que l’évolution de chacune d’elles 
par rapport au rayon de courbure de l’exemple et au nombre de variables aléatoires. Sur les 
exemples que nous présentons, le calcul analytique des dérivées premières et secondes ne 
rend pas complètement compte du coût de toutes les méthodes. En particulier, quand la 
fonction d’état n’est connue qu’implicitement, le calcul du gradient et de la hessienne 
représente un surcoût qui peut s’avérer important. C’est pourquoi un tableau récapitule le coût 
exact de chaque approche en fonction du nombre de paramètres et des caractéristiques de 
chaque formule dans le cas où la fonction étudiée ne serait pas explicitement connue. Dans le 
cadre des applications industrielles que nous envisageons, la réponse forcée se déduit d’une 
inversion de matrice (voir le paragraphe 2.3.1). L’expression de ce résultat en fonction des 
paramètres aléatoires n’est pas envisageable analytiquement dans le cas général. 
Une discussion sur la méthode des tirages d’importance met en évidence la relation entre 
la courbure de la fonction d’état et le nombre de simulations nécessaires à l’obtention d’une 
précision satisfaisante. Nous en déduisons les limites de cette technique qui nécessite qu’une 
quantité satisfaisante de simulations puisse être prise en compte pour atteindre une bonne 
qualité de l’estimateur de la probabilité. Suivant les configurations, une centaine à plusieurs 
milliers d’expériences peuvent être nécessaires. 
Cette partie se conclut avec la sélection argumentée des méthodes qui revêtent, à partir des 
exemples validés, un intérêt suffisant pour être intégrées au logiciel industriel. Une 
confrontation aux principales caractéristiques du problème industriel que nous traitons dans la 
partie suivante est proposée afin de définir plus clairement quels sont les enjeux, les qualités a 
priori, et les limites que rencontreront les méthodes retenues. 
3.1 ROBUSTESSE DE L’ESTIMATION DES PARAMÈTRES DE LA GPD 
3.1.1 PRÉSENTATION 
Nous avons vu que l’approche statistique des extrêmes la plus adaptée à notre cas d’étude 
est la loi généralisée de Pareto pour les dépassements de seuil (voir paragraphe 2.1.2). Le 
seuil recherché est tel que les dépassements peuvent être modélisés par un processus de 
Poisson. Le nombre de données conservées est ajusté par le test d’Anderson-Darling 
([ChoSte01]). La stratégie retenue pour estimer les deux autres paramètres est le principe du 
maximum de vraisemblance. L’objectif, ici, est de s’assurer numériquement que l’estimation 
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des paramètres par ce procédé est robuste. Nous considérons deux approches 
complémentaires :  
- l’étude, à partir d’un grand nombre d’observations, de la qualité des paramètres 
estimés. Dans ce cas nous nous plaçons dans un cadre particulièrement favorable, 
- l’étude comparée de plusieurs échantillons de tailles plus petites. Notre but, ici, est de 
contrôler la stabilité des estimations. Dans ce cadre, nous utilisons les diagrammes en 
boîtes dont le principe est explicité ci-dessous. 
Pour vérifier que le seuil calculé est cohérent avec les hypothèses des statistiques des 
extrêmes et que la maximisation de la vraisemblance est correcte, cette démarche est 
appliquée à des échantillons, générés selon des lois particulières, dont les comportements 
asymptotiques pour les distributions GEV et GPD sont connus. Nous notons dorénavant de 
façon abrégée GEV(µ,σ,ξ) une loi générale des valeurs extrêmes de paramètres µ, σ, ξ et 
GPD(U,σ,ξ ) une distribution généralisée de Pareto avec un seuil U et les paramètres 
respectifs d’échelle et de forme σ et ξ. 
Nous utilisons dans la suite trois types de lois comme générateurs des échantillons : une 
loi de Pareto, la loi de Cauchy et la loi logistique. Nous générons m*n tirages indépendants 
selon chacune de ces lois. Ces simulations sont découpées en m échantillons de taille n. Pour 
chaque échantillon, nous calculons les paramètres de la distribution GPD associée, jusqu’à 
obtenir trois ensembles (Ui), (σ i), (ξ i) i=1…m. Chacun de ces ensembles est ordonné par ordre 
croissant pour les traitements statistiques. Pour caractériser la dispersion d’un ensemble, nous 
disposons d’un outil graphique ([Tuk77]) appelé diagramme en boîte (encore appelés box 
plots ou diagramme de Tukey du nom du créateur de ce type de représentation). Ce type de 
diagramme se présente sous la forme d’une boîte dont la largeur correspond à l’intervalle 
inter quartile et la médiane de l’échantillon est également représentée. La représentation est 
complétée par des « moustaches » formées par les « valeurs adjacentes ». Les réalisations qui 
sont extérieures à ces moustaches correspondent à des valeurs aberrantes (aussi appelées 
atypiques). La largeur de la boîte donne une information sur la dispersion des données de 
l’échantillon. Les quartiles, la médiane et les valeurs adjacentes sont définis de la façon 
suivante ([Sap90]) : 
- La médiane Q2 est calculée par (exemple sur le vecteur U = (Ui)) 
  Q2(U) = ( U (m/2) + U (m/2+1 ) )/2   si m pair 
    U (m+1)/2                 si m impair 
- Les deux quartiles Q1(U) et Q3(U)  correspondent aux médianes respectives associées à la 
première et seconde moitié du vecteur U. Ces quartiles forment la boîte. 
- Les « moustaches » correspondent aux valeurs adjacentes :  
V1 = Q3(U) + 1,5 (Q3(U)-Q1(U)), 
V2 = Q1(U) - 1,5 (Q1(U)-Q3(U)). 
La sélection de ces moustaches est, selon Tukey, un « choix pragmatique qui a une raison 
probabiliste ». Si une variable suit une distribution normale centrée réduite, alors la zone 
délimitée par la boîte à moustaches (moustaches incluses) devrait contenir 99,3% des 
observations. En considérant un coefficient 1, la probabilité qu’une observation ne soit pas 
atypique est de 0.957 et un coefficient de 2 induit que la probabilité pour qu’une observation 
ne soit pas aberrante est de 0.999. Tukey propose, comme compromis, le facteur 1.5 qui 
permet de retenir une quantité acceptable de valeurs. Autrement dit, les moustaches fixent un 
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intervalle de confiance aux alentours de 97%.  
Ce type de représentation permet une comparaison visuelle et facile de différents 
échantillons. Les diagrammes de Tukey répondent à trois questions fondamentales dans 
l’analyse des observations : 
1. existe-t-il des valeurs aberrantes et, si oui, en quelles quantités ? 
2. la distribution est-elle symétrique ? 
3. la dispersion de l’échantillon autour de la valeur centrale est-elle resserrée ou étalée ? 
La troisième question se pose également sous une autre forme : la partie centrale de 
l’échantillon est-elle plus ou moins concentrée par rapport au reste de la distribution ? 
3.1.2 GÉNÉRATION SELON UNE LOI DE PARETO 
3.1.2.1 LOI DE PARETO EXACTE 
Nous validons tout d’abord le procédé en considérant un échantillon d’observations issues 
d’une loi de Pareto de paramètres U, σ, ξ arbitraires. Dans ce cas, les estimations numériques 
devraient coïncider avec les trois paramètres exacts. Dans un second temps nous ajoutons des 
données uniformes à l’échantillon. A partir de cet échantillon bruité nous tirons des 
informations sur la robustesse de la routine de recherche de seuil. 
La fonction de répartition de Pareto GU,σ,ξ utilisée pour générer les échantillons est définie par 
( ) ξ
−
ξσ 


σ
−ξ+−=
1
,, 11
UzzGU  pour z > U et est nulle ailleurs.     (3.1) 
Il faut noter que toute valeur constitue un seuil car toutes les valeurs suivent une loi de 
Pareto. A partir du jeu généré, la plus petite observation non nulle devrait être retenue comme 
estimation du seuil. Quelle que soit la valeur de l’échantillon, le test d’Anderson-Darling est 
validé. Nous ne jugeons donc pas, sur cet exemple, la qualité de la correction induite par le 
test d’ajustement. 
Pour les validations, nous considérons m = 100 échantillons de taille n = 100 et nous 
fixons arbitrairement les paramètres de la loi : le seuil U vaut 8, le paramètre d’échelle σ = 1 
ou 10-2 et le paramètre de forme ξ est -0.2, 10-6 ou 0.2. De tels choix sur ce dernier paramètre 
permettent d’envisager l’ensemble des formes différentes pour la répartition de Pareto (voir 
section 2.1). Le choix de ξ à 10-6 approche le cas où le paramètre de forme est nul. La GPD 
n’est alors définie qu’à la limite, sous la forme exponentielle. Ce qui rend, numériquement, le 
traitement de cette situation délicat. Dans le calcul de vraisemblance, la notion de limite est 
introduite en imposant la distribution exponentielle dès que, en valeur absolue, l’estimation de 
ξ est inférieure à 10-4. C’est pourquoi ce modèle donne une bonne idée des limites de 
l’estimation des paramètres par le principe du maximum de vraisemblance. Le paramètre 
d’échelle σ influe sur la variance des données en sortie du générateur aléatoire. 
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Figure 31 : Diagrammes de Tukey pour 100 échantillons de taille 100 générés selon une loi de Pareto (3.1) 
de paramètres : seuil U = 8, σ = 0.01, ξ = 10-6. Les * correspondent aux valeurs aberrantes. 
   
 
Figure 32 : Diagrammes de Tukey pour 100 échantillons de 100 valeurs, générateur de Pareto (3.1) ; 
paramètres : seuil U = 8, σ = 1, ξ = 10-6. Les * correspondent aux valeurs aberrantes. 
Le cas présenté sur les Figure 31 et Figure 32 se rapproche du cas limite où ξ tend vers 0. 
La répartition GPD tend alors vers une loi exponentielle. La difficulté numérique liée à cette 
configuration tient essentiellement à la fonction de vraisemblance qui est mal définie. Nous 
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notons néanmoins que les boîtes à moustaches pour les deux paramètres σ, ξ issus de la 
maximisation de la fonction log-vraisemblance sont de très bonne qualité. Les médianes 
correspondent à des valeurs proches des résultats attendus. La largeur des diagrammes est 
petite et le nombre de valeurs aberrantes faible (à l’exception de l’estimation de σ dans le 
premier cas). Le principe du maximum de vraisemblance pour estimer les paramètres de 
forme et d’échelle est donc fiable dans cette situation limite. 
Le seuil calculé est toujours plus grand que le seuil exact. Cela provient du fait que toutes 
les simulations sont supérieures au seuil, par définition de GU,σ,ξ, et l’estimateur est donc 
biaisé. De plus l’écart type de la distribution est contrôlé par le paramètre d’échelle. Plus ce 
dernier est grand et plus les données générées sont étendues sur [u,+∞[, ce qui implique que 
plus σ est grand, plus le seuil calculé sera éloigné, par valeur supérieure, du seuil exact. Ces 
propriétés sur le seuil et l’écart restent vraies dans les cas présentés en Figure 33 et Figure 34. 
    
 
Figure 33 : Diagrammes de Tukey pour 100 échantillons de taille 100 générées selon une loi de Pareto 
(3.1) de paramètres : seuil U = 8, σ = 0.01, ξ = 0.2. Les * correspondent aux valeurs aberrantes. 
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Figure 34 : Diagrammes de Tukey pour 100 échantillons de taille 100 générées selon une loi de Pareto 
(3.1) de paramètres : seuil U = 8, σ = 0.01, ξ = -0.2. Les * correspondent aux valeurs aberrantes. 
Ces deux exemples (Figure 33 et Figure 34) correspondent à des situations où ξ est 
nettement négatif ou positif. Le nombre de valeurs aberrantes est très faible. La médiane des 
estimations coïncide bien avec la valeur attendue des paramètres et la largeur des boîtes est 
satisfaisante. 
La recherche du seuil s’effectuant, essentiellement, par recherche d’un processus de 
Poisson sur le cardinal des dépassements, ces valeurs exceptionnelles interviennent peu pour 
l’estimation de ce paramètre. Cependant elles pénalisent la fonction de vraisemblance. On 
aboutit alors à des situations où ces valeurs influent sensiblement sur le maximum de 
vraisemblance. Ainsi l’estimation des paramètres de forme et d’échelle est biaisée. De plus 
lorsque le seuil est mal estimé, la recherche des autres paramètres est faussée et conduit aux 
valeurs aberrantes des paramètres σ, ξ. 
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  U σ ξ 
Paramètres exacts 8 1 -0.2 
Paramètres estimés 8.00177574 1.00003839 -0.200022161 Situation 1 
Erreur standard (%)  1.257371716 0.814873632 
Paramètres exacts 8 0.01 -0.2 
Paramètres estimés 8.00000191 0.01001597662 -0.200571597 Situation 2 (Figure 34) 
Erreur standard (%)  0.01257383992 0.8129742928 
Paramètres exacts 8 0.01 0.2 
Paramètres estimés 8.00000095 0.00997300073 0.204087049 Situation 3 (Figure 33) 
Erreur standard (%)  0.0151797969 1.185104065 
Paramètres exacts 8 0.01 10-6 
Paramètres estimés 8 0.0091110616 0.129668057 Situation 4 (Figure 31) 
Erreur standard (%)  0.01428059331 15.097983 
Tableau 1 : estimations moyennes obtenues avec 100 échantillons de taille 100 générés avec la répartition 
(3.1). L’erreur standard se déduit des dérivées secondes de la fonction de vraisemblance. 
Les quatre exemples présentés dans le Tableau 1 permettent d’observer l’impact du 
paramètre d’échelle et celui du signe du paramètre de forme sur l’estimation des paramètres 
par maximisation de la vraisemblance. Avec un échantillon de grande taille (10000 
simulations), nous obtenons d’excellents résultats et nous retrouvons les valeurs exactes de la 
distribution en terme de seuil et de paramètre d’échelle. L’erreur standard se déduit des 
dérivées secondes de la fonction de vraisemblance. Elle correspond à l’écart type de 
l’estimateur du paramètre ([DavMac93]), de la même façon que la valeur estimée correspond 
à sa moyenne. 
Le paramètre de forme coïncide presque parfaitement avec les valeurs exactes sauf lorsque 
ξ tend vers zéro. Dans ce cas, on se trouve dans la situation limite où la répartition se 
rapproche fortement de la distribution exponentielle. 
3.1.2.2 LOI DE PARETO BRUITÉE. 
Nous introduisons maintenant, dans les échantillons précédents, des données uniformes 
entre 0 et U. Ces perturbations ont une conséquence sur le calcul du seuil. La valeur initiale 
estimée n’est plus nécessairement suffisante et le test d’ajustement est utilisé. Nous 
conservons dans la suite un seul échantillon 10000 réalisations dont 5% des données sont 
bruitées. En reprenant les situations caractéristiques qui nous ont servi dans le paragraphe 
3.1.2.1 Tableau 1, nous obtenons les résultats donnés dans le Tableau 2.  
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  U σ ξ 
Paramètres exacts 8 1 -0.2 
Seuil sans test d’ajustement 7.98770857   
Paramètres estimés 7.98770857 1.02323294 -0.210813016 
Situation 1 
Erreur standard (%)  1.285379846 0.7870923728 
Paramètres exacts 8 0.01 -0.2 
Seuil sans test d’ajustement 7.33980751   
Paramètres estimés 8.03074551 0.00402730144 -0.254916251 
Situation 2 
Erreur standard (%)  0.05853679031 9.875929356 
Paramètres exacts 8 0.01 0.2 
Seuil sans test d’ajustement 7.3334857   
Paramètres estimés 8.00241852 0.01058320515 0.196479499 
Situation 3 
Erreur standard (%)  0.01848177199 1.349641103 
Paramètres exacts 8 0.01 10-6 
Seuil sans test d’ajustement 7.34128714   
Paramètres estimés 8.06793022 0.00696665328 0.17788294 
Situation 4 
Erreur standard (%)  0.445254473 56.6269219 
Tableau 2 : estimations moyennes obtenues avec 100 échantillons de taille 100 générés avec la répartition 
(3.1) bruitée. 
Les résultats présentés dans le Tableau 2 sont de très bonne qualité et sont comparables 
avec ceux observés pour l’échantillon non bruité. La légère dégradation des estimateurs par 
rapport à la situation précédente est liée à l’adjonction des données perturbées. La correction 
du seuil par l’utilisation du test d’Anderson-Darling permet bien une meilleure approximation 
de ce paramètre. Le paramètre d’échelle σ influençant la dispersion de l’échantillon, de 
meilleures estimations sont obtenues pour les situations où σ est faible. La situation « ξ 
proche de zéro » correspond encore aux erreurs les plus importantes. Cependant ces 
défaillances ne sont pas imputables au test d’ajustement du seuil car nous trouvions le même 
type d’erreur lorsque toutes les données générées suivaient une loi de Pareto. Nous notons, 
néanmoins, que l’estimation du seuil après correction est cohérente avec la valeur exacte. Ces 
premières validations permettent de conclure que la procédure d’ajustement du seuil par les 
tests d’Anderson-Darling est très satisfaisante. 
3.1.3 AUTRES LOIS GÉNÉRÉES 
3.1.3.1 GÉNÉRATION SELON UNE LOI DE CAUCHY 
Les données sont maintenant générées avec une distribution de Cauchy :  
F(x) = ½ + Arctan(x)/π pour x∈R.        (3.2) 
Le domaine d’attraction de cette distribution est connu. Les paramètres an et bn valent 
respectivement tan(π/2 - π/n) et 0. Ceux-ci correspondent au domaine d’attraction d’une loi 
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de Fréchet ([Gum58]). Pour extraire les paramètres de la distribution GEV(µ,σ,ξ) associée, il 
faut noter que, si Mn = max (Xi)i=1,…,n, alors Prob (( Mn - bn ) / an < x) tend vers e-1/x quand n 
tend vers l’infini. Cette loi limite est une GEV(1,1,1). La transposition de ces paramètres à la 
loi de Pareto (voir paragraphe 2.1.2) conduit à GPD(U,U,1) avec le seuil U qui dépend de la 
taille de l’échantillon. 
    
 
Figure 35 : Diagrammes de Tukey obtenus avec 50 échantillons de 1000 observations générées selon une 
loi de Cauchy (3.2). 
En considérant un seul échantillon de 10000 valeurs, on obtient l’estimation des 
paramètres de la distribution GPD suivants : 
 U σ ξ 
Paramètres exacts Uexact dépend de l’échantillon Uexact 1 
Paramètres estimés 2.36846614 2.68392372 0.941998899 
Erreurs standard (%)  14.8232177 5.445443094 
Tableau 3 : estimations moyennes obtenues avec 100 échantillons de taille 100 avec la distribution (3.2). 
Ces résultats seront discutés dans le paragraphe 3.1.3.3 en comparaison avec ceux obtenus 
par un générateur de loi logistique. 
3.1.3.2 GÉNÉRATION SELON UNE LOI LOGISTIQUE 
La loi logistique s’écrit : ( ) Rx
e
xF x ∈+= − pour  1
1 .      (3.3) 
De la même façon que pour la loi de Cauchy le couple de paramètres normalisateur est 
connu et vaut (an, bn) =(n/(n-1), log(n-1)). Ces paramètres correspondent au domaine 
d’attraction de l’asymptote de Gumbel. Si on note Mn = max (Xi)i=1,…,n, alors Prob (( Mn - bn ) / 
an < x) tend vers e-exp(-x) quand n tend vers l’infini. Ceci correspond à une GEV(0,1,0). Nous 
en déduisons les paramètres de la distribution de Pareto associée : GPD(U,1,0). 
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Figure 36 : Diagrammes de Tukey obtenus avec 50 échantillons de 1000 observations générées selon une 
loi logistique (3.3). 
Avec un seul échantillon de 10000 valeurs, nous obtenons l’estimation suivante pour les 
paramètres de la distribution GPD : 
 U σ ξ 
Paramètres exacts Uexact dépend de l’échantillon 1 0 
Paramètres estimés 1.92623782 1.1478126 -0.07627403736 
Erreurs standard (%)  4.21853512 2.428772859 
Tableau 4 : estimations obtenues moyennes obtenues avec 100 échantillons de taille 100 générés suivant 
la distribution (3.3). 
3.1.3.3 DISCUSSION 
Les résultats obtenus avec les deux générateurs précédents sont moins bons que dans le 
cas d’une loi initiale de Pareto (paragraphe 3.1.2). La loi de Pareto modélise le comportement 
asymptotique de la loi de Cauchy et de la loi logistique. La convergence de ces distributions 
vers la GPD est assez lente, en terme de quantité d’observations nécessaires à une bonne 
estimation des paramètres et un échantillon de 10000 valeurs ne permet qu’une observation 
partielle du comportement asymptotique. Cependant, dans l’ensemble, la largeur des boîtes 
(Figure 35 et Figure 36) reste faible autour de la valeur attendue des paramètres. Seul le 
paramètre ξ est estimé trop faiblement par rapport à la valeur espérée. Le nombre de valeurs 
aberrantes reste correct. Il atteint, au plus, 10% des valeurs calculées pour le seuil dans le cas 
d’une répartition de Cauchy. Pour les deux autres paramètres et pour la loi logistique les 
valeurs aberrantes restent exceptionnelles. 
Avec un échantillon de grande taille (Tableau 3 et Tableau 4), l’estimation des paramètres 
est de bonne qualité. Pour la répartition de Cauchy (Tableau 3) nous retrouvons bien la 
propriété σ = U et un paramètre de forme très proche de un. Les résultats sont un peu moins 
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bons avec la distribution logistique (Tableau 4). Cela provient du paramètre ξ qui vaut zéro et 
correspond à une situation limite pour la loi GPD. Numériquement, cette situation conduit à 
des imprécisions sur les deux autres paramètres, σ et U. Cependant les résultats sont 
acceptables. 
La cohérence entre les paramètres attendus et les paramètres observés tend à montrer que 
le seuil U que nous considérons pour la répartition GPD permet de bien caractériser le 
processus de Poisson suivi par le nombre de dépassement. 
Le nombre d’observations a une influence sur la précision des paramètres obtenus. Plus la 
quantité d’observations disponibles est importante et meilleure est l’estimation de la GPD. Le 
nombre de simulations nécessaires à la convergence d’une loi vers une GPD varie grandement 
en fonction de la loi initiale. En considérant une distribution de Pareto, la convergence est 
instantanée, c’est à dire qu’un nombre très faible d’observations permet d’estimer 
correctement sur la loi recherchée. Avec une distribution proche de Pareto (l’exemple Pareto 
bruitée), la convergence est très rapide et, avec les distributions logistique et de Cauchy, la 
convergence est beaucoup plus lente. Cependant, des échantillons de petites tailles permettent 
déjà d’obtenir des estimations proches des paramètres exacts. La connaissance du nombre 
d’observations permettant de conclure sur la qualité des paramètres est une donnée importante 
pour l’estimation de la distribution GPD. Dans l’application industrielle qui suivra (partie 4), 
cette information devra être prise en compte pour affiner le nombre de simulations à réaliser 
en vue d’atteindre une précision satisfaisante. 
3.2 VALIDATIONS DES DIFFÉRENTES MÉTHODES SUR DES CAS ACADÉMIQUES 
Nous testons, ici, les différentes méthodes approchées et celles à base de simulations sur 
des fonctions simples, l’objectif étant de sélectionner les plus performantes pour l’application 
industrielle. Les méthodes approchées étant, au mieux, d’ordre deux, les fonctions servant de 
base aux validations sont choisies quadratiques. Nous éliminons de la sorte les erreurs liées à 
l’approximation quadratique de la fonction au point de conception. Notre but est de montrer 
l’évolution des principales méthodes retenues par rapport à leur précision et à leur coût pour 
plusieurs ordres de probabilités et un nombre croissant de variables. 
La fonction retenue pour cette première validation est : ( ) ∑−
=
−=
1
1
2
2
1 n
i
iin xaxxf .  (3.4) 
Le gradient et la hessienne de f sont connus analytiquement. En particulier les courbures 
principales de f valent (ai)i=1,n-1 et il est aisé de jouer sur les courbures par le biais des 
constantes « ai ». Nous cherchons à estimer la probabilité de l’événement f(x) > M pour 
différentes valeurs de M. En présence d’un seul point de conception, à M fixé, celui-ci est de 
la forme (0,…,0, M). Nous choisissons d’imposer des courbures différentes dans chaque 
direction. Le choix ai = i*a, avec a une constante arbitraire, offre la possibilité de présenter, 
sur un seul cas, un panel représentatif de courbures petites et grandes selon les directions. De 
plus, toutes les courbures sont de même signe. Enfin la fonction f est à variables séparées. 
Nous supposons que les variables aléatoires xi sont toutes gaussiennes centrées réduites et 
indépendantes deux à deux. 
Ces validations permettent une étude critique des approches précédentes en fonction : 
- du comportement et évolution des différentes méthodes pour des valeurs de M de 
plus en plus grandes, 
- de la sensibilité des méthodes au nombre n de variables, 
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- de l’influence des courbures sur le comportement des diverses méthodes, 
- de la consommation des différentes méthodes, en temps CPU et en nombre de 
calculs, dans les différentes configurations. 
La variation des courbures de la forme (3.4) se fait par modification du paramètre « a ». 
Avec notre choix de f, la hessienne est une matrice diagonale où seuls le terme « a » et la 
taille n du vecteur aléatoire interviennent. Les valeurs 10-1, 10-2, 10-3 sont choisies pour « a ». 
Plus a est petit et plus la fonction f se rapproche d’une forme linéaire. Nous observons 
l’influence du nombre de variables en considérant le vecteur aléatoire x de dimension n = 4, 8 
et 12. Tous les calculs sont lancés sur le même calculateur (Silicon Graphic). Une autre 
donnée significative aurait été le nombre d’appel à la fonction (3.4) pour chaque méthode. 
Cependant, sur un problème de ce type, la convergence de l’algorithme d’optimisation est 
particulièrement rapide (moins d’une dizaine d’itérations) et n’est pas une information 
représentative. En effet, le gradient de la fonction considérée est simple et sa forme exacte est 
calculée analytiquement. De plus le nombre d’appels à la fonction ne donne pas d’information 
pertinente sur le coût de la méthode à variables séparées. Celle-ci n’appelle pas la fonction 
coût mais dépend, de façon récursive, de son approximation quadratique au point de 
conception. Si on connaît l’ordre du nombre de calculs liés à cette méthode, il ne s’agit pas 
d’appels à la fonction. 
Notations : 
- REF : méthode de Monte Carlo directe avec 107 simulations. Cette méthode sert de 
référence, 
- GPD : Méthode statistique des extrêmes par dépassement de seuil. L’échantillon 
retenu est de taille 103 , 
- Tir Imp : Méthode des tirages d’importance avec 103 simulations centrées réduites 
autour du point de conception, 
- FORM : Formule du premier ordre de Breitung, 
- SORM B : Méthode du second ordre avec la formule de Breitung, 
- SORM ZO : Méthode du second ordre avec la formule des indices empiriques de Zhao 
et Ono, 
- Var Sep : Méthode à variables séparées. Le paramètre dc est fixé à 10-2 et η vaut 
dc/10, 
- Monte Carlo : Méthode de Monte Carlo avec un nombre suffisant de simulations pour 
atteindre la probabilité avec une erreur acceptée du même ordre que celle commise par 
les autres méthodes. 
3.2.1 INFLUENCE DU NOMBRE DE VARIABLES. 
Dans les trois cas suivants, le coefficient a est constant et vaut 10-2. En modifiant la 
dimension du vecteur aléatoire x, nous observons l’évolution des différentes méthodes en 
fonction du nombre de paramètres. Nous fixons une plage pour M telle que les probabilités, 
obtenues avec la méthode de référence, balaient un intervalle assez grand. Nous disposerons 
ainsi d’informations sur le comportement des différentes méthodes pour des probabilités 
grandes jusqu’à très petites. Le point de conception, associé à notre choix du paramètre a, est 
toujours unique et de la forme (0,…0,M). Donc plus M est grand, plus le point de conception 
est éloigné de l’origine, plus l’indice de fiabilité est important et plus la probabilité est petite. 
Le comportement asymptotique des différentes méthodes correspond donc aux plus grandes 
89 
CH APITR E 3 :  VAL ID AT ION S ET  C O MPAR AISON S  
valeurs de M. Le temps CPU consommé par chacune des méthodes dans ces trois 
configurations est également une information que nous retenons. Cette information est 
exploitée dans le paragraphe 3.2.3. 
 
Figure 37 : évolution des méthodes probabilistes et statistiques. Cas n = 12, a = 10-2. 
 
Figure 38 : évolution des méthodes probabilistes et statistiques. Cas n = 8, a = 10-2. 
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Figure 39 : évolution des méthodes probabilistes et statistiques. Cas n = 4, a = 10-2. 
L’augmentation de la dimension du problème n’a pas de répercussion notoire sur la 
précision des méthodes générales du second ordre (méthodes SORM). Celles-ci restent très 
proche de la probabilité de référence, quel que soit l’ordre de cette dernière. L’estimation 
exacte des courbures, la forme parabolique de la fonction f et l’unicité du point de conception 
permettent d’éliminer les erreurs liées aux approximations successives pour les méthodes 
approchées du second ordre. 
La principale source d’erreur pour la méthode FORM provient de la linéarisation de la 
fonction au point de conception. Dans notre cas ai = i*a, donc la courbure dans la direction i 
augmente avec i. Lorsque la dimension croît, on multiplie le nombre d’approximations 
linéaires et l’erreur relative à chaque direction. Les courbures n’étant pas constantes mais 
croissantes, ces erreurs sont d’autant plus importantes que i est grand. La méthode FORM est 
pénalisée par l’augmentation du nombre de variables. En effet, sur cet exemple, dans la 
direction de chaque nouvelle variable, la fonction s’éloigne d’une forme linéaire. 
La méthode à variables séparées reste très correcte pour les plus petites probabilités. 
Néanmoins pour les probabilités les plus grandes l’erreur commise devient de plus en plus 
importante lorsque le nombre de paramètres aléatoires croît.  
La méthode des tirages d’importance est d’excellente qualité sur les trois exemples 
présentés, de même que l’approche GPD. Il faut noter que le seuil de la distribution de Pareto 
se situe au voisinage de M = 0 et que le paramètre d’échelle ξ est très proche de zéro. 
3.2.2 INFLUENCE DE LA COURBURE 
On fixe maintenant la taille du vecteur aléatoire x et on fait varier le paramètre a. Celui-ci 
influe directement sur la courbure. On compare donc les différentes méthodes pour des 
courbures différentes. Le nombre de variables aléatoires est arbitrairement fixé à 8. Une 
première représentation des résultats est donnée avec la Figure 38 où a valait 10-2. Dans les 
deux graphiques suivants les courbures sont choisies dix fois plus grandes puis dix fois plus 
petites. Pour un choix a plus grand, les courbures sont plus grandes. La linéarisation de f au 
point de conception devient de mauvaise qualité. 
91 
CH APITR E 3 :  VAL ID AT ION S ET  C O MPAR AISON S  
 
Figure 40 : évolution des méthodes probabilistes et statistiques. Cas n = 4, a = 10-1. 
 
Figure 41 : évolution des méthodes probabilistes et statistiques. Cas n = 4, a = 10-3. 
La méthode de Monte Carlo avec 107 simulations est considérée exacte pour les 
probabilités jusqu’à l’ordre de 10-5. 
Sur ces exemples simples (Figure 39 à Figure 41), on constate que la précision de la 
méthode FORM est fortement couplée aux courbures. En effet plus la fonction au point de 
conception est courbée au voisinage du point de conception et plus la forme approchée du 
premier ordre est défaillante. Dans cette zone, proche du point de conception, sont 
concentrées les fortes densités. Les erreurs commises ici prennent alors plus de sens. 
La méthode à variables séparées produit d’excellents résultats en terme de précision. Cette 
méthode est précise pour les petites probabilités. Pour les probabilités les plus grandes, 
l’erreur commise peut s’avérer importante. L’indice de fiabilité croissant en même temps que 
M, nous observons sur cette méthode l’apparition de la propriété asymptotique de 
convergence vers la valeur exacte lorsque le point de conception est fortement éloigné de 
l’origine. En effet, pour les indices les plus importants, les probabilités calculées par cette 
méthode se rapprochent de la courbe des valeurs références.  
Les autres méthodes du second ordre donnent d’excellents résultats puisqu’il n’y a aucune 
erreur liée à l’approximation quadratique. Le calcul exact des courbures à partir de la 
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hessienne explicite de f assure une excellente qualité dans ce cas. Les seules imprécisions de 
ces méthodes sont alors liées au fait que l’étude se localise au voisinage du point de 
conception. 
Enfin, concernant les méthodes qui utilisent des simulations au lieu de faire appel aux 
propriétés géométriques de f, on discute maintenant les résultats sur l’ensemble des cinq 
exemples retenus : 
- la méthode GPD donne de bons résultats dans l’ensemble des cinq cas traités. Il y a une 
situation (Figure 41) où l’approximation ne correspond pas à la courbe théorique et un cas 
(Figure 40) où l’estimation de la loi extrême est de qualité moyenne. Ces mauvaises 
estimations proviennent du fait que nous nous trouvons dans le cas limite de la distribution 
GPD. L’estimation des paramètres est alors particulièrement sensible. La fonction f est la 
somme d’une loi gaussienne centrée réduite (xn) et d’une somme de lois χ2 à 1 degré de 
liberté (Σi=1..n-1aixi²). Nous pouvons donc envisager, sans risque, une loi de type 
exponentiel pour f. La loi asymptotique du max(f) est donc une loi de Gumbel (voir 
paragraphe 1.2.2). Le paramètre de forme ξ de la GPD associé pour ce type de loi 
asymptotique est zéro (voir paragraphe 2.1.2 et l’équation (2.4)). Ce cas est le plus 
problématique, du point de vue numérique, lors de la maximisation de la fonction de 
vraisemblance. Les 104 simulations que nous utilisons dans ce cas sont nécessaires. La 
diminution de la taille de l’échantillon conduit à des valeurs incorrectes de ce paramètre ξ. 
On observe bien, sur les différents exemples, que ξ est de l’ordre de 10-2. Les cas où la loi 
GPD diverge fortement de la loi exacte (Figure 40 et Figure 41) correspondent à une 
situation où l’estimation de ξ par maximum de vraisemblance est de l’ordre de -0.2, c’est à 
dire nettement négatif, suite à une instabilité numérique au voisinage de ξ = 0 lors de 
l’optimisation de la fonction de vraisemblance. 
- La méthode des tirages d’importance produit d’excellents résultats sur les exemples 
précédents. Nous voyons d’ailleurs, par la suite (paragraphe 3.2.4), qu’il est possible 
d’obtenir des résultats voisins en utilisant un nombre plus restreint de simulations. Il 
existe, cependant, au moins une situation où l’approximation par les tirages d’importance 
peut être mise en défaut. 
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3.2.3 COMPARAISON DES TEMPS CPU CONSOMMÉS PAR LES DIFFÉRENTES 
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Figure 42 : temps CPU consommé par les principales méthodes sur les exemples précédents à M=3.5. En 
abscisse les différents exemples, en ordonné le temps CPU consommé en secondes 
Le graphique en Figure 42 représente le coût des différentes méthodes à un M particulier 
fixé. Le choix de M = 3.5 permet de se placer dans le cadre de petites probabilités pour 
chacun des exemples traités (probabilités de l’ordre de 10-4 à 10-5).  
Les colonnes « Monte-Carlo » représentent la méthode directe en considérant le nombre de 
simulations nécessaires pour obtenir une erreur par rapport à la méthode de référence du 
même ordre que pour l’ensemble des méthodes satisfaisantes. Nous utilisons la formule du 
coefficient de variation (équation 1.5) pour estimer le nombre de simulations nécessaires à 
l’obtention de la précision souhaitée par la méthode de Monte Carlo directe. La méthode de 
référence est toujours la même que précédemment : il s’agit d’une méthode Monte Carlo 
directe avec 107 expériences. 
Les méthodes approchées FORM et SORM et la méthode des tirages d’importance sont 
peu sensibles à l’augmentation du nombre de variables et aux variations de courbures. Pour 
toutes ces méthodes le temps d’exécution est très faible. Il faut noter que l’expression 
explicite de la hessienne favorise l’économie pour les méthodes du second ordre. La méthode 
SORM Z.O. n’est pas représentée dans le graphique car son coût est du même ordre que la 
formule du second ordre de Breitung (SORM B.). 
De la même façon, l’approche GPD est peu sensible aux modifications des paramètres. 
Cependant, sur des exemples simples comme ceux-ci, le temps de calcul des paramètres et en 
particulier du seuil (la procédure de test d’ajustement nécessite, à chaque fois, une nouvelle 
estimation des paramètres par maximum de vraisemblance) pénalise cette méthode. Nous 
retenons donc que cette méthode est plus onéreuse que les méthodes approchées quand le coût 
d’un appel à la fonction est faible et que ses dérivées sont connues explicitement. 
La méthode à variables séparées est très sensible aux variations des paramètres. A un 
nombre de variables fixé, l’accroissement des courbures induit une augmentation significative 
du temps de calcul. De la même façon, à courbures constantes, l’ajout de variables implique 
une croissance spectaculaire du temps CPU consommé. On note, d’ailleurs, que cette méthode 
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est la seule qui s’avère aussi lente que celle de Monte-Carlo. En effet, nous avons démontré 
(paragraphe 2.2.4) que, si N est le nombre de discrétisations pour le calcul d’une intégrale et n 
le nombre de variables, le coût de la méthode à variables séparées est de l’ordre de Nnlog(3N). 
En considérant N constant pour chaque exemple, le nombre d’opérations croît, entre le cas n = 
4 et n = 12, d’un facteur (12/4)log(3N). Par exemple, avec N = 100 de discrétisations, on aboutit 
à une amplification du coût proche de 525. 
La méthode de Monte-Carlo directe est la plus coûteuse des méthodes. Pour obtenir une 
précision équivalente, et malgré le coût très faible d’une simulation, cette méthode est la plus 
pénalisante, en terme de temps, pour la recherche des petites probabilités.  
Sur des problèmes où le temps de calcul de la fonction réponse devient important, le 
temps CPU évolue différemment selon les méthodes. En effet, pour chaque méthode, le 
nombre total d’opérations se décompose en appels à la fonction f et en opérations annexes 
(recherche du point de conception et, éventuellement, au calcul de la hessienne de f et de ses 
valeurs propres, recherche du seuil et des paramètres de GPD par maximum de 
vraisemblance). Le Tableau 5 récapitule le coût de chaque méthode en terme d’appels à la 
fonction f et du nombre d’opérations annexes. Le coût de ces dernières dépend du nombre de 
variables n. 
Méthodes Appels à la fonction Autres opérations 
Monte-Carlo Nsim_MC 0 
FORM Noptim 0 
SORM Noptim + Nhess NvalP + Nrot 
Variables séparées Noptim + Nhess NvalP + Ninteg + Nrot 
Tirages Importance Noptim + Nsim_TI 0 
GPD Nsim_GPD NmaxVrais 
Tableau 5 : Coût des différentes méthodes en terme d’appels à la fonction d’état et de la dimension du 
vecteur aléatoire. 
Explications des notations et du contenu du Tableau 5. 
1. Dans le cas général, le gradient et la hessienne sont calculés par différences finies et leurs 
coûts respectifs, en nombre d’appels à la fonction, sont 2n et 2n². Nous notons Nhess le 
nombre d’opérations associées au calcul de la hessienne : Nhess = 2n². Le nombre 
d’opérations pour le calcul des valeurs propres de la hessienne, noté NvalP, est estimé à 
26.33n3 (source : manuel d’utilisation de la librairie informatique LAPACK). 
2. Prise en compte du nombre d’opérations associées à la recherche du point de conception : 
chaque itération de la routine d’optimisation fait intervenir un appel à la fonction, un 
calcul de gradient et la recherche du pas de descente. Cette dernière opération est très peu 
coûteuse en calculs. Si la convergence est atteinte en ITER itérations, le coût de la 
recherche d’un point de conception est donc de l’ordre de Noptim = 2n*ITER. En général, 
ce coût est à multiplier par le nombre de points de conception pris en compte. 
3. Le changement de repère, pour placer le point de conception sur un axe, s’effectue par le 
procédé d’orthonormalisation de Grahm-Schmidt. En notant Nrot le nombre d’opérations 
liées à ce procédé, il s’ensuit que Nrot est de l’ordre de n3 opérations. 
4. Nous notons Nsim_MC, Nsim_TI et Nsim_GPD le nombre de simulations réalisées, 
respectivement, dans le cadre des méthodes de Monte Carlo, des tirages d’importance et 
de l’approche statistique des extrêmes par dépassement de seuil. 
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5. Le nombre d’opérations associées à la résolution numérique de l’intégrale multinormale 
par la méthode à variables séparées est NInteg = Nnlog(3N), avec N discrétisations (voir 
paragraphe 2.2.4). 
6. La notation NMaxVrais représente le nombre d’opérations liées à la recherche des trois 
paramètres pour la distribution de Pareto GPD. 
3.2.4 RELATION ENTRE LA COURBURE ET LE NOMBRE DE SIMULATIONS DANS 
LES TIRAGES D’IMPORTANCE 
Regardons maintenant l’évolution de la méthode des tirages d’importance par rapport au 
nombre de simulations réalisées. 
 
Figure 43 : méthode des tirages d’importance : évolution en fonction du nombre de simulations réalisées 
au voisinage du point de conception. Cas n = 8, a = 10-3. 
 
Figure 44 : méthode des tirages d’importance : évolution en fonction du nombre de simulations réalisées 
au voisinage du point de conception. Cas n = 8, a = 10-2. 
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Figure 45 : méthode des tirages d’importance : évolution en fonction du nombre de simulations réalisées 
au voisinage du point de conception. Cas n = 8, a = 10-1. 
Dans la présentation générale de la méthode des tirages d’importance (paragraphe 1.1.4), 
il est précisé que cette méthode est efficace lorsqu’elle est couplée à la notion de point de 
conception. En effet, par définition, ce dernier correspond au point de plus forte densité de 
l’événement étudié, dans l’espace des variables aléatoires normales centrées réduites. Dans 
son voisinage et, selon la géométrie de la fonction d’état f, se trouvent des zones dont les 
informations, en termes de densités de probabilité, sont particulièrement importantes. Il paraît 
alors naturel de choisir, comme point central de l’échantillonnage d’importance, le point de 
conception. 
Etant donné l’espace probabiliste dans lequel l’optimisation a été menée, le choix d’une 
densité d’échantillonnage gaussienne s’impose comme un choix judicieux. La méthode des 
tirages d’importance, dans ce cas, consiste donc à effectuer des simulations gaussiennes, 
centrées sur le point de conception, pour estimer au mieux la probabilité recherchée. 
L’approximation de la fonction d’état f au point de conception est remplacée par des 
simulations dans son voisinage. Selon les valeurs de f observées, il est également possible 
d’extraire des informations sur la courbure de la fonction autour du point de conception : si 
beaucoup d’observations concluent à f > M, alors la fonction est concave, si la moitié des 
expériences aboutissent au même résultat alors f est localement linéaire, et si, pour la plupart 
de simulations, f < M, alors f est convexe. De même le taux de réussite des expériences donne 
une idée de l’importance des courbures au voisinage du β-point. 
Dans les premiers exemples (Figure 37 à Figure 41), 104 simulations sont réalisées dans le 
voisinage du point de conception, et les résultats avec la méthode des tirages d’importance 
sont excellents. Nous voyons, ici, qu’un nombre bien plus faible de simulations permet 
l’observation de résultats d’aussi bonne qualité. Dans un cas plus général, où le coût d’une 
simulation est beaucoup plus important, un tel gain représente un intérêt significatif. Il faut 
noter que la forme de f participe à la réduction du nombre de simulations nécessaires à 
l’obtention d’une probabilité correcte. En effet, la qualité du résultat dépend, en grande partie, 
de la précision avec laquelle la recherche du point de conception a été menée et du rapport 
entre les volumes de simulations réussies et échouées. Cependant, le principe des tirages 
d’importance peut être mis en défaut si le rapport des volumes entre les zones de réussite et 
d’échec est très faible. La méthode des tirages d’importance converge dès qu’un nombre 
suffisant de simulations dans le voisinage du point de conception aboutit à des « réussites » 
(i.e. la simulation ‘y’ dans le voisinage du point de conception est telle que f(y) > M). Le 
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schéma de droite, Figure 46, montre une situation où le volume des expériences réussies est 
très petit devant celui des réalisations possibles. Dans ce cas le taux de réussite parmi les 
simulations peut diminuer fortement et la probabilité observée par cette méthode ne 
correspondra plus à la réalité. On observe ce phénomène sur les trois derniers graphiques. Sur 
le premier une cinquantaine de simulations suffisent à obtenir une approximation très fiable 
de la probabilité de référence. Sur les Figure 43 à Figure 45, nous constatons qu’en modifiant 
la courbure, il faut compter une centaine de simulations dans un cas, plusieurs milliers dans le 
dernier, pour aboutir à une erreur du même ordre. Dans tous les cas, le nombre d’expériences 
à générer est largement inférieur au nombre de simulations qu’il faudrait avec une méthode de 
tirage classique du type Monte Carlo. 
p2
p1
f(p)=0
P*
f(p)<0
f(p)>0
p2
p1
f(p)=0
f(p)<0
f(p)>0
P*
 
Figure 46 : dans les deux schémas, le cercle représente l’ensemble des simulations réalisables. La zone 
hachurée est l’ensemble des expériences considérées comme réussies.  
La Figure 46 correspond au cas à deux paramètres, lorsque le rapport entre les volumes 
s’exprime comme le produit des rapports dans chaque dimension. Sur la figure de gauche le 
rapport entre la surface des tirages « réussis » et celle des tirages possibles est important. Sur 
la figure de droite, ce même rapport est beaucoup plus petit et il faut beaucoup plus d’essais 
avant d’obtenir un nombre satisfaisant de réussites. 
A titre d’exemple, si, dans chaque dimension, un dixième des points conclut à un test 
réussi alors, en dimension 1, 10% des expériences sont réussies, en dimension 2 on aura 1% 
de réussite et en dimension n on comptera 10-n+2 % d’expériences « exploitables ». 
3.2.5 BILANS 
3.2.5.1 SÉLECTION DES MÉTHODES 
Il apparaît, en terme de précision, que l’ensemble des méthodes approchées du second 
ordre sont bien plus performantes que les méthodes du premier ordre.  
La méthode des tirages d’importance s’avère, dans l’ensemble des cas présentés, 
d’excellente qualité. Cependant, on a vu que, selon l’intensité des courbures, le nombre de 
simulations nécessaires à l’obtention d’un résultat de qualité pouvait être multiplié par 100. 
D’autre part, il a été montré (paragraphe 3.2.4) qu’il existe des situations où cette technique 
est défaillante dans la mesure où le nombre de simulations devient prohibitif. Ces situations 
sont définies à partir des propriétés géométriques de la fonction d’état. Il n’est pas aisé, a 
priori, d’estimer le degré de complexité et le nombre de tirages que requiert cette approche. 
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En terme de temps CPU consommé, la méthode du second ordre à variables séparées 
devient très gourmande dès que la dimension du vecteur aléatoire croît. Dans le cas industriel 
que nous étudions par la suite le nombre de variables aléatoires est, au moins, de l’ordre de 
24. Une roue aubagée de turbomachine est composée de plusieurs dizaines de pales, donc 
d’autant de secteurs pale-disque. Si chaque secteur n’est soumis qu’à un seul désaccord 
(situation la plus favorable), le coût associé à cette configuration minimale exclut l’approche 
par variables séparées. En suivant la croissance du coût en fonction du nombre de paramètres, 
cette approche est trop lente pour être implantée dans le code. 
Nous retenons donc, pour les applications industrielles, une méthode du second ordre 
SORM. Les résultats avec chacune de ces méthodes étant similaires en précision et temps 
consommé, nous choisissons arbitrairement la formule de Breitung comme méthode à 
implanter. 
La méthode FORM est également retenue puisqu’elle est une conséquence directe de la 
recherche du point de conception, que son coût d’utilisation est très faible, et que sa précision 
dépend de la fonction d’état. 
Les approches statistiques des extrêmes par une distribution de Pareto sont, de même, 
mises en œuvre pour les applications industrielles puisqu’elles répondent particulièrement 
bien à notre objectif : l’estimation des probabilités associées aux plus grandes valeurs. 
Enfin, la méthode des tirages d’importance est également implantée dans le code 
industriel. Nous ignorons, a priori, comment se comportent les réponses forcées en fonction 
des désaccords. Ainsi il est impossible de prétendre à prime abord que cette dernière approche 
sera efficace, mais si, au voisinage du point de conception, l’approximation quadratique 
conduit à une fonction fortement courbée, la qualité des résultats peut être fortement mise en 
défaut. Cependant, si le comportement de la fonction d’état (pour nous la fonction amplitude 
vibratoire maximale sur la roue toute entière) est avantageux après transformation iso-
probabiliste, la méthode des tirages d’importance peut s’avérer particulièrement intéressante. 
3.2.5.2 DISCUSSION EN VUE DE L’APPLICATION À LA ROUE AUBAGÉE 
3.2.5.2.1 MÉTHODES DES TIRAGES 
Dans la littérature, les méthodes de tirages sont souvent utilisées pour simuler la loi des 
amplitudes maximales de vibration des pales d’une roue aubagée. Ces dernières peuvent avoir 
des conséquences néfastes sur le fonctionnement de la turbine et sont importantes pour un 
dimensionnement robuste. La probabilité d’atteindre une amplitude diminue lorsque le facteur 
d’amplification entre la réponse accordée et la réponse désaccordée croît. Donc, les 
amplitudes les plus critiques correspondent aux probabilités les plus petites. La complexité 
des calculs liés à l’obtention de la réponse maximale semble éliminer l’utilisation des 
méthodes à base de tirages. Cependant la plupart des chercheurs se lancent dans cette voie : 
ils tentent d’optimiser les méthodes de Monte Carlo ([MigLin97], [PieWei90]), en simplifiant, 
le plus souvent, analytiquement les équations avant d’utiliser les méthodes numériques. Ces 
simplifications analytiques ne s’avèrent licites que dans des cadres restreints, et ne se 
généralisent pas dans l’ensemble des cas possibles ([Lin94]). 
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3.2.5.2.2 MÉTHODES APPROCHEES 
Les propriétés de symétries inhérentes au problème de la roue aubagée (voir partie 
« Applications Industrielles ») conduisent à penser qu’il existe autant de points de conception 
équidistants de l’origine que de pales sur la roue (c’est à dire n). A partir d’un β-point obtenu 
par optimisation, les (n-1) autres sont déterminés par permutations circulaires successives. Il 
est donc intéressant de prendre en compte un multiple de n points significatifs pour estimer au 
mieux la probabilité. La détermination des volumes de recouvrements, d’ordre supérieur à 
deux, s’avère cependant délicate. 
3.2.5.2.3 STATISTIQUES DES EXTREMES 
Dans le problème de la roue aubagée désaccordée, on prend pour variable aléatoire Xi, 
l’amplitude de vibration de la pale i. Nous supposons que toutes les Xi sont indépendantes et 
identiquement distribuées, de fonction de répartition F1 et de densité f1. Nous recherchons la 
loi du maximum d’amplitude sur le disque à N aubes : max(Xi)i=1,..,N. Les lois extrêmes 
asymptotiques précédentes nécessitent toutes une connaissance probabiliste, au moins 
partielle, du phénomène étudié. Les fonctions F1 et f1 ne sont pas connues explicitement. Dans 
[CheSin89] ou [May99], il est montré qu’il est possible de déterminer analytiquement la 
distribution d’une aube dans l’hypothèse de « couplage structural fort » et en se limitant aux 
termes désaccordés du premier ordre. Cette étude est menée avec l’hypothèse que les 
désaccords sont répartis selon une loi gaussienne centrée non bornée (des grandes valeurs de 
désaccords peuvent intervenir avec une probabilité infime). On obtient une loi de Rayleigh 
([Sin86]) pour l’amplitude d’une aube quelconque. De même, dans le cas de variables 
aléatoires Xi faiblement corrélées, on aboutit à une formule analytique. Dès que l’une des 
deux hypothèses précédentes (couplage structural1 fort ou faibles corrélations, 1° ordre) n’est 
plus vérifiée, on est confronté à des problèmes de dépendance entre variables aléatoires ne 
permettant plus de conclure. On retient néanmoins que la loi de Rayleigh est une loi de type 
exponentiel. 
Whitehead ([Whi66]) détermine un facteur maximal par lequel l’amplitude d’une aube 
accordée peut être multipliée en présence de désaccords. En notant A0 l’amplitude de l’aube 
accordée et Xj celle de l’aube désaccordée, Whitehead met en évidence l’inégalité : 
( ) 2/10 NAX j +≤ .       (3.5) 
Castanier et Pierre ([CasPie98]) ou Mignolet ([MigHu98]) déduisent de l’inégalité 
précédente que la loi de probabilité de l’amplitude d’une pale est bornée à droite et 
qu’asymptotiquement, on peut utiliser la troisième asymptote (voir paragraphe 1.2.2.3). Ceci 
est vrai sous trois conditions : 
1. les variables aléatoires « amplitude de la pale j » (j=1..N) sont indépendantes deux à deux. 
Mignolet étend cette hypothèse aux variables très faiblement corrélées. Il suppose que 
ceci correspond au couplage structural faible. 
2. le nombre de pales sur le disque est suffisamment important pour entrer dans le cadre 
asymptotique. 
3. la distribution probabiliste des désaccords admet une borne supérieure pour rester dans 
l’hypothèse de petits désaccords. 
                                                
1 Voir le partie « Application industrielle » pour une définition de ces notions. 
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Si le dernier point paraît crédible (les disparités les plus importantes sont visibles et 
éliminées), les deux autres semblent être la vraie limite de cette méthode pour notre cas. En 
effet les situations de couplage structural fort sont plausibles et représentent un nombre de cas 
industriels non négligeables.  
De plus l’inégalité (3.5), qui permet de borner le niveau des réponses, est obtenue 
théoriquement par Whitehead à partir d’un modèle particulièrement simplifié. Mignolet et 
Rivas-Guerra ([RivMin02]) ont montré numériquement, sur un modèle réduit, que cette borne 
est approchée asymptotiquement lorsque le couplage devient très fort. Lalanne ([Lal02]) a 
montré l’existence d’une borne pour l’amplitude maximale dans le cas général. Il l’estime à 
une valeur voisine de celle de Whitehead. Enfin, et surtout, les roues de turbomachines sont 
équipées d’au plus une soixantaine de pales dans les turbomachines de petite ou moyenne 
puissance. La convergence vers les lois asymptotiques de maxima étant lente, ce nombre est 
trop faible pour observer un comportement asymptotique à partir de la loi individuelle de 
chaque aubage. Néanmoins cette approche est mise en œuvre pour la recherche de loi de 
l’amplitude maximale ([BerDup98]) et permet d’obtenir des résultats très satisfaisants pour la 
distribution des amplitudes de vibrations les plus petites. Bien que simplifiées par rapport aux 
lois exactes déduites des probabilités initiales, les trois asymptotes de Gumbel, Frechet et 
Weibull demeurent difficiles d’emploi dans certains cas (calcul de moyenne, de variance, des 
moments d’ordres supérieurs…). 
3.2.5.2.4 LOI DE DÉPASSEMENT DE SEUIL 
La distribution de dépassement de seuil de Pareto est mieux adaptée à nos objectifs. En 
effet, les amplitudes de vibrations critiques sont les plus grandes et correspondent aux plus 
petites probabilités. L’étude de ces réponses critiques est essentielle. Ainsi, seule la 
connaissance du comportement au-delà d’un seuil revêt un intérêt. Dans l’optique de la loi 
généralisée de Pareto, les informations initiales sont les résultats de simulations. D’une roue 
simulée on extrait une seule observation de référence (la vibration maximale parmi les 
déplacements des pales) et chaque expérience est indépendante des autres. Nous nous 
dégageons, dans ce cas, des contraintes liées au nombre de secteurs sur la roue aubagée. La 
donnée qui définit la convergence de cette approche vers la loi exacte est la quantité de 
disques désaccordés générés. Il ressort de nos validations que l’ajustement des paramètres 
associés à cette loi est robuste (section 3.1) et que la convergence est atteinte, suivant la loi à 
approcher, pour une centaine à quelques milliers de d’observations. De plus, la loi généralisée 
de Pareto (GPD) pour le dépassement de seuil permet d’estimer la borne, si celle-ci existe, à 
partir de laquelle la distribution recherchée est nulle. Autrement dit, l’approche GPD permet 
d’estimer la valeur de la variable aléatoire à partir de laquelle la probabilité d’apparition est 
nulle. Cette existence est définie à partir du signe du paramètre de forme, estimé par 
maximum de vraisemblance. Ce dernier point coïncide avec le second objectif que nous avons 
fixé en introduction. 
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CHAPITRE 4 : APPLICATIONS INDUSTRIELLES 
INTRODUCTION 
L’amélioration de la fiabilité des structures à symétrie cyclique des turbomachines (Figure 
47) nécessite une estimation précise des vibrations extrêmes qu’atteignent ses composants 
sous excitation extérieure. Il s’agit, ici, de la seconde problématique soulevée dans 
l’introduction. D’autre part, les règlements aéronautiques imposent au constructeur des seuils 
vibratoires limites au-delà desquels un composant est jugé non conforme. Assurer par des 
essais que ces seuils ne sont pas atteints ou prédire avec une précision suffisante la probabilité 
que les amplitudes de vibration d’un composant atteignent ces limites est une nécessité. Ce 
point correspond à la première problématique présentée en introduction.  
Il est possible de créer un modèle numérique du composant à partir duquel on calcule les 
vibrations théoriques en fonctionnement. Rappelons que les amplitudes de réponse des 
structures à symétrie cyclique dans les turbomachines varient significativement en fonction de 
petites perturbations structurales nommées désaccords et issues, par exemple, de dispersions 
de fabrication ou de montage. Ces écarts aux valeurs nominales peuvent être de l’ordre de 
plusieurs pour cents. Même avec des dispersions faibles, les amplitudes de vibrations de la 
structure désaccordée peuvent varier de façon importante sur la plage des vitesses de 
fonctionnement par rapport à la structure accordée. La réponse vibratoire maximale des aubes 
de la roue désaccordée majore, en général, celle des aubes de la roue accordée. Actuellement, 
les effets des désaccords sur les amplitudes de vibrations sont encore estimés à partir de 
l’expérience de chaque motoriste. De ce fait, on les vérifie lors d’essais sur pièces 
instrumentées de jauges de déformations. Pour faire face à des évolutions technologiques et 
éviter des surprises tardives dans les programmes de développement, les approches 
numériques sont, cependant, nécessaires et font l’objet des travaux réalisés dans cette thèse. 
Suite à la sélection des approches probabilistes et statistiques les plus performantes 
(section 3.2.5), nous les appliquons sur des cas industriels pour lesquels nous voulons 
connaître la probabilité d’apparition des plus grandes vibrations. 
Dans le cadre de notre étude, le rotor, ou stator, à symétrie cyclique d’une turbomachine 
est modélisé par un système réduit à un degré de liberté par secteur (Figure 48). Ce type de 
modélisation simplifiée est fréquent dans la littérature, et permet de représenter une partie des 
configurations rencontrées en fonctionnement. En particulier, cette représentation permet une 
bonne observation de l’effet du désaccord sur le comportement vibratoire du système 
mécanique. Nous retenons toutefois cette approche pour prédire, à partir des méthodes 
approchées et statistiques retenues au chapitre précédent, les probabilités d’apparition des 
réponses les plus importantes. 
103 
CH APITR E 4 :  APPL I C AT I O N S I N D U ST R I EL L ES 
Efforts
centrifuges
pale
disque
Efforts
aérodynamiques
 
Figure 47 : exemple de structure à symétrie cyclique rencontrée dans les turbomachines. 
CADRE INFORMATIQUE ET OBJECTIF 
Dans le cadre du programme de recherche industriel où s’inscrivent ces travaux, un code 
dédié au comportement mécanique des machines tournantes est développé. Sa vocation est de 
décrire et de modéliser l’ensemble des phénomènes physiques rencontrés en fonctionnement, 
pour aider à la conception des roues aubagées ([Pic02] indique certaines fonctionnalités du 
code). La prédiction des amplitudes vibratoires en réponse forcée accordées et désaccordées 
constitue un domaine important de ce logiciel.  
Nous avons intégré l’ensemble des méthodes retenues (voir section 3.2.5) dans ce code en 
tenant compte des fonctionnalités déjà implantées, méthodes approchées du premier et du 
second ordre, traitement par statistiques des extrêmes ou encore la méthode des tirages 
d’importance. Les résultats que nous présentons dans la suite sont issus de la mise en œuvre 
de ces méthodes. 
Une des contraintes imposées consiste à utiliser les outils de calcul de réponse forcée tels 
quels, sans intervenir sur leur contenu ni sur l’agencement des différentes disponibilités du 
programme. Les aspects probabilistes sont fortement couplés à ces techniques et nos travaux 
ont dû tenir compte des spécificités déjà mises en place, permettant l’obtention de la réponse 
forcée. Une seconde contrainte est de disposer du code source pour chaque développement. 
Cette seconde restriction interdit l’intégration de codes extérieurs agissant en « boîte noire ». 
Nous avons codé l’ensemble des développements liés aux procédures probabilistes. Pour cette 
raison, nous n’avons pas pu utiliser certains codes d’optimisation performants et robustes 
existant dans le commerce. L’algorithme que nous avons programmé pour la recherche des 
points de conception a fait preuve de fiabilité. L’intégration de nos travaux dans ce logiciel a 
représenté environ dix mille lignes. 
L’objectif que nous avons fixé est double :  
- prédire avec précision la loi de la réponse maximale d’un disque soumis à un désaccord 
aléatoire ainsi que la plus grande amplitude de vibration de ce composant, si une telle 
limite existe. 
- proposer des méthodes dont le coût est le plus faible possible. 
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L’usage des méthodes de Monte Carlo est proscrit, leur coût étant prohibitif. L’approche 
par une loi de Weibull dans le cadre des lois asymptotiques, nous l’avons vu, ne correspond 
pas à l’estimation particulière des plus petites probabilités car le nombre de secteurs sur une 
roue n’est pas suffisant pour envisager l’utilisation d’une loi asymptotique.  
QUELQUES DÉFINITIONS POUR LA DYNAMIQUE DES ROUES AUBAGÉES [LALTOU98] 
Forces Aéroélastiques Généralisées (ou FAG). 
Elles correspondent aux efforts des interactions pseudo-visqueuses et élastiques d’une 
aube sur ses voisines. Les FAG sont non symétriques : l’influence sur les secteurs précédents 
diffère de l’influence sur les secteurs suivants. Lors de la modélisation, la prise en compte de 
ces forces dans le système mécanique introduit une dissymétrie des matrices dans l’équation 
du mouvement (2.21). 
Hypothèse de confinement. 
Les études expérimentales et théoriques montrent que, en général, seuls les secteurs les 
plus proches contribuent aux efforts aéroélastiques. L’hypothèse de confinement consiste à 
supposer que les effets des efforts aéroélastiques sont significatifs sur les deux secteurs placés 
avant et sur les deux secteurs situés à la suite du secteur de référence. 
Hypothèse de fluide léger. 
Dans le cadre de cette hypothèse, on suppose que les efforts aéroélastiques ont un impact 
négligeable sur les fréquences de résonances. Le fluide n’engendre donc pas d’effets inertiels 
notables, ni de forces du premier ordre en phase avec les déplacements. 
Ordre d’excitation et indice de déphasage 
Dans le cas accordé, chaque aube possède un mouvement vibratoire identique mais 
déphasé d’un angle ϕ constant d’un secteur à l’autre. Etant donné la symétrie d’une roue à N 
secteurs, l’angle d’ouverture α d’un secteur est 2π/N. Pour une roue fixée, le nombre de 
modes ou d’ondes tournantes est donc égal au nombre de secteurs sur la roue pour chaque 
type de déformées en dehors de cas particuliers (croisement de modes). L’angle de déphasage 
est alors donné, pour un indice de déphasage n reliant l’angle d’ouverture à celui de 
déphasage, par ϕ = ±nα. 
En notant EO (« Engine Order ») l’ordre d’excitation correspondant au nombre 
d’obstacles placés en amont (ou aval suivant les configurations de la turbine), l’indice de 
déphasage n, entier positif compris entre 0 et N/2 ((N-1) / 2 si N est impair), est la solution 
admissible de l’équation : kN ± n = h EO avec k entier positif et h entier strictement positif qui 
représente l’ordre de l’harmonique. Cette équation traduit la condition d’appropriation 
modale de l’harmonique h de l’excitation par rapport au mode d’indice de déphasage n. 
Facteur d’amplification 
Ce facteur multiplicatif correspond au rapport entre la réponse maximale désaccordée et la 
réponse maximale accordée. 
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4.1 MODÈLE RÉDUIT À UN DEGRÉ DE LIBERTÉ PAR SECTEUR 
4.1.1 PRÉSENTATION 
L’ensemble pale-disque est modélisé par un système masse-ressort amorti à un degré de 
liberté par secteur. Ce type de modèle est équivalent à une structure réelle plus complexe en 
terme de comportement vibratoire si l’on considère une famille de modes à déphasage 
« éloigné » (i.e. pas de croisement de modes) des autres familles de modes. Le couplage par le 
disque intervient alors sous la forme d’un ressort de raideur kc entre les secteurs. 
c0c0 c0
ki+1kiki-1
kckc kc kc
m0 m0 m0
xi+1xixi-1
fi+1fi-1 fi
 
Figure 48 : modélisation d’un secteur par un système masse-ressort à un degré de liberté. 
Ce couplage intervient notablement sur le comportement vibratoire des aubes. En effet, en 
présence d’un couplage fort, les vibrations des aubes sont fortement liées les unes aux autres. 
Le couplage faible correspond alors à une situation où la vibration d’une aube a très peu 
d’influence sur ses voisines. Par exemple, sur les graphiques de la Figure 29, tous les secteurs 
ont été désaccordés. La dispersion des fréquences de résonances et le comportement 
vibratoire très différent d’un secteur à l’autre nous incitent à penser que nous sommes dans 
une situation de couplage faible. 
4.1.1.1 ÉTAT DE L’ART 
4.1.1.1.1 LIMITE SUPÉRIEURE DES AMPLITUDES MAXIMALES 
Récemment, Mignolet et Rivas-Guerra ([RivMig01]) ont montré sur un modèle réduit du 
type de la Figure 48 que la réponse forcée maximale d’une roue aubagée désaccordée est 
bornée. Empiriquement, les réponses qu’ils ont obtenues à l’aide d’un nombre important de 
simulations sont inférieures au facteur d’amplification estimé par la formule de Whitehead 
(équation 3.5). On rappelle que ce dernier a montré ([Whi66]) que, si N est le nombre de 
d’aubages sur la roue, avec un système réduit et sous hypothèses restrictives, le facteur 
d’amplification maximal par lequel peut être multipliée la réponse d’une roue accordée en 
présence de désaccords est ( ) 2/1 N+ . En localisant les désaccords sur un nombre fini (3 ou 
5) de secteurs adjacents, Mignolet et Rivas-Guerra ont montré que plus le couplage est 
important, plus on se rapproche de la borne, mais pour des valeurs de désaccords qui ne sont 
pas plausibles pour un cas industriel. En effet, pour approcher cette valeur, les désaccords mis 
en évidence par les auteurs sont particulièrement importants, et les pièces fortement 
desaccordées sont détectées et éliminées lors de la fabrication. 
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4.1.1.1.2 ASPECTS PROBABILISTES ET STATISTIQUES 
Sur le plan probabiliste, de nombreuses publications sont consacrées à l’estimation de la 
loi de la réponse maximale. Généralement, les méthodes de tirages de type Monte Carlo sont 
utilisées pour traiter ce genre de problèmes. A partir de l’équation du mouvement (2.21), on 
aboutit à l’expression matricielle du système du type A(p)X = b où les termes de désaccords 
« p » sont pris en compte à travers A. L’usage d’un grand nombre de simulations nécessite 
d’inverser A(p) à chaque itération. Pour accélérer les calculs, cette opération est approchée 
par son développement de Taylor à l’ordre 1 ([Sin86], [Lin94]). On a vu que A(p) s’écrit A0 + 
δA(p), ce qui s’exprime également, sous condition de non singularité dans A0, A(p)-1 = (Id + 
A0-1δA(p))-1 A0-1 dont le développement à l’ordre 1 vaut A0-1 - A0-1δA(p) A0-1. Cette opération 
d’approximation pénalise la précision des calculs des réponses forcées mais permet 
l’économie d’une nouvelle inversion de matrice pour chaque simulation. 
Si aucune des autres approches envisagées dans la littérature jusqu’à présent n’a été 
entièrement satisfaisante, les différentes publications ont malgré tout abouti à la conclusion 
que l’intensité du couplage influe fortement sur la loi de probabilité de la réponse forcée de la 
structure ([Lin94], [SanImr92]). En effet, le désaccordage peut entraîner la localisation de la 
réponse forcée. On parle de localisation lorsque seulement un nombre fini de secteurs 
adjacents a une amplitude de vibration significative. Pierre et Wei ([PieWei88b]) ont montré 
que la réponse forcée est localisée lorsque le couplage n’est ni trop faible ni trop intense. 
C’est pourquoi Mignolet et ses co-auteurs proposent deux approches complémentaires pour 
estimer la distribution de l’amplitude de vibration en réponse forcée en fonction du couplage 
structural. Pour un couplage structural faible la méthode « partial mistuning » ([MigHu98]) et 
pour un couplage fort l’approche « adaptative perturbation » ([LinMig97]) produisent les 
meilleurs résultats et sont économiques (pas de tirage). Récemment Rivas-Guerra et Mignolet 
([RivMig01]) ont tenté d’unifier ces deux approches en une seule qui serait également valide 
dans la situation de couplage intermédiaire. Ces approches s’intéressent à la prédiction de la 
loi probabiliste dans son ensemble, mais ne sont pas nécessairement précises pour le calcul 
des plus petites probabilités qui correspondent aux amplitudes de vibration les plus critiques. 
Le cas du couplage intermédiaire et la définition exacte des situations de « couplages forts » 
et « couplages faibles » restent cependant flous et constituent les limites de ces méthodes. Or, 
d’après Pierre ([PieWei88b] et [Pie88]), le couplage intermédiaire est la situation où les effets 
du désaccordage sont les plus sensibles : l’influence du désaccord sur le comportement 
vibratoire et sur les fréquences de résonance des aubes est difficilement prévisible. Les plus 
petites perturbations, dans ce cas, peuvent conduire à des comportements extrêmes et deux 
désaccords voisins peuvent induire des comportements vibratoires très différents. 
4.1.1.2 COUPES DES RÉPONSES MAXIMALES D’UNE ROUE AUBAGÉE DÉSACCORDÉE 
Les Tableau 6 à Tableau 8 montrent l’évolution des réponses forcées maximales de 
l’ensemble des aubages, lorsque seuls deux d’entre eux sont désaccordés, en fonction de 
l’intensité des désaccords. Nous y représentons le rapport entre l’amplitude maximale de la 
roue désaccordée et l’amplitude maximale accordée pour chaque couple de désaccords. Ces 
exemples ont été réalisés sur la roue aubagée de 24 secteurs, définie par la suite (section 
4.1.1.3), modélisée par un système comme indiqué en Figure 48. Nous avons balayé une 
plage de fréquence de largeur ±400 Hz autour de la fréquence de résonance du système 
accordé pour rechercher l’amplitude maximale sur l’ensemble des pics de réponses obtenus. 
Les paramètres V1 et V2 correspondent à l’intensité du désaccordage. La numérotation 
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des aubes s’effectue, à partir d’un secteur de référence noté numéro 1, dans le sens horaire. 
Ainsi, lorsqu’on indique que les secteurs 1 et 2 sont désaccordés, cela signifie que seules les 
aubes numérotées 1 et 2 sont soumises à des perturbations qui ne portent que sur les raideurs 
ki du système.  
Aubes désaccordées n°1 et 2 Aubes désaccordées n° 1 et 7 Aubes désaccordées n° 1 et 13 
 
C
ouplage fort 
C
ouplage interm
édiaire 
C
ouplage faible 
 
 
Tableau 6 : coupe des lignes d’iso-amplification de la réponse forcée sur un modèle réduit à un degré de 
liberté dont deux secteurs sont désaccordés en raideur. L’ordre d’excitation est égal à 3 et l’ écart type du 
désaccord centré gaussien est 8000 Nm-1. 
Le Tableau 6 montre l’évolution des lignes d’iso-amplification des réponses maximales 
désaccordées à ordre d’excitation constant et en changeant les indices des deux pales 
désaccordées. Nous constatons que, selon l’intensité du couplage, les courbures des lignes 
d’iso-amplifications sont plus ou moins fortement marquées dans les zones qui correspondent 
aux points de conception. Pour les situations de couplages forts et intermédiaires, les 
courbures observées sont régulières et faibles, alors que dans le cas du couplage faible, les 
courbures peuvent être importantes. Ainsi, les méthodes approchées du premier et du second 
ordre peuvent s’avérer bien plus performantes selon les situations de couplages auxquelles 
nous sommes confrontés. 
Nous constatons également que l’évolution des iso-réponses maximales en fonction des 
secteurs désaccordés varie fortement selon l’intensité du couplage. Dans les cas de couplages 
forts et intermédiaires, nous observons une continuité entre les trois répartitions de 
désaccords. A l’aide de ces graphiques, nous pouvons exprimer les notions présentées au 
paragraphe 4.1.1.1.2. En effet, nous avons signalé que dans la situation de couplage fort, 
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l’énergie vibratoire est transmise aux autres secteurs par le disque alors que dans la situation 
de couplage faible, l’énergie vibratoire reste confinée sur seulement quelques secteurs 
adjacents. C’est pourquoi, dans la situation de couplage fort, même lorsque les secteurs 
désaccordés sont éloignés, nous retrouvons à différentes échelles un comportement proche 
alors que pour un couplage faible, la figure correspondant aux secteurs désaccordés 1 et 2 est 
très différente des deux suivantes qui sont, elles, identiques. Ce dernier point signifie que les 
deux secteurs désaccordés sont suffisamment éloignés pour que les secteurs influencés par le 
transfert d’énergie soient distincts. La forme polygonale des lignes d’iso-amplifications 
maximales représente bien ce phénomène. Plus le couplage est faible et plus le comportement 
d’un secteur est indépendant des autres. Lorsque chaque secteur est indépendant de ses 
voisins (cas d’un couplage nul), les figures observées sont des représentations graphiques de 
la norme infinie (rappel : ||x||∞ = max(x1,…,xn)), autrement dit des carrés centrés sur l’origine. 
Ordre 0 Ordre 3 Ordre 7 
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ouplage fort 
C
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C
ouplage faible 
 
 
Tableau 7 : coupe des lignes d’iso-amplification de la réponse forcée maximale pour différents ordres 
d’excitation sur un modèle réduit à un degré de liberté dont les raideurs des secteurs numéros 1 et 2 sont 
désaccordées. 
Les Tableau 7 et Tableau 8 correspondent à l’évolution des réponses pour deux mêmes 
secteurs désaccordés, mais cette fois, nous faisons varier l’ordre d’excitation.  
Sur le Tableau 7, à l’ordre d’excitation 0 (l’excitation influe simultanément et avec la 
même intensité sur tous les secteurs), nous pouvons observer graphiquement la symétrie 
cyclique. Seuls deux secteurs étant désaccordés, la propriété de symétrie cyclique se traduit 
par une symétrie par rapport à la première bissectrice. Sur le Tableau 8, les secteurs 
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désaccordés étant diamétralement opposés, nous observons la symétrie pour tous les ordres 
d’excitation. 
Ordre 0 Ordre 3 Ordre 7 
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ouplage fort 
C
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Tableau 8 : coupe des lignes d’iso-amplification de la réponse forcée maximale pour différents ordres 
d’excitation sur un modèle réduit à un degré de liberté dont les raideurs des secteurs numéros 1 et 13 
sont désaccordées. 
Pour le Tableau 7, les secteurs indicés 1 et 2 sont désaccordés ; pour le Tableau 8, il s’agit 
des secteurs 1 et 13. La première de ces deux situations correspond à deux aubes adjacentes 
qui sont perturbées, la seconde à la situation où deux secteurs diamétralement opposés sont 
désaccordés. Sur ces coupes, nous constatons que la forme des réponses sur la plage des 
désaccords aléatoires, varient fortement en fonction du couplage et de l’ordre d’excitation. 
Les géométries des lignes d’amplifications observées pour les situations de couplages forts et 
intermédiaires sont analogues. Les résultats pour le cas de couplage faible sont très éloignés 
des situations précédentes.  
Nous constatons également que le gradient de la réponse forcée maximale varie 
grandement en fonction du désaccord. On peut mettre en évidence des zones où de petites 
variations du désaccord induisent de grandes variations de réponses forcées (en particulier 
pour le couplage faible). De la même façon, nous observons des surfaces où la réponse forcée 
maximale évolue très faiblement dans le voisinage des désaccords. Cette information est 
importante dans la mesure où elle nous apprend que les réponses forcées maximales dans les 
voisinages de deux désaccords associés à la même amplification, sont très différentes. Il 
devient, dès lors, intéressant, lors des phases de conceptions, d’éviter les désaccords dont les 
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voisinages sont « mouvementés » en terme de réponses forcées, et d’essayer d’imposer un 
désaccord intentionnel vers les voisinages où l’amplification des réponses forcées reste faible. 
En agissant de la sorte, on modifie la situation accordée de départ, mais nous pouvons alors 
prédire qu’aucune amplification trop importante n’est atteinte par l’addition d’un petit 
désaccordage aléatoire. 
4.1.1.3 DONNÉES UTILISÉES 
Sur le modèle précédent (Figure 48), nous utilisons la méthode approchée du premier 
ordre FORM, la formule de Breitung associée à la méthode approchée du second ordre 
SORM et l’approche statistique des extrêmes par dépassement de seuil. Ces trois approches 
sont particulièrement adaptées à la recherche des probabilités les plus petites. 
Les valeurs nominales retenues pour les calculs correspondent à celles que l’on retrouve le 
plus fréquemment dans la littérature. On considère une roue à N = 24 secteurs comportant sur 
chaque secteur une masse m0 de 0.0114 kg, une rigidité accordée k0 de 430000 Nm-1 et un 
taux d’amortissement mécanique ζ valant 1%. Ce dernier point implique, pour c0, une valeur 
de 1.443 Nsm-1. On suppose que l’excitation de ce système est harmonique. Chaque fj se 
décompose alors, dans le domaine temporel, en ( )jtij eff ϕ+ω= 0  où ω est la vitesse de 
rotation, ϕj l’angle de déphasage et |f0| l’intensité de l’excitation. L’angle de déphasage ϕ  
s’écrit en fonction de l’indice de déphasage n et du nombre N de secteurs : 
j( )
N
rj
j
12 −π=ϕ . 
Nous choisissons une intensité unitaire pour f : |f0| = 1, et un indice de déphasage r = 3. A 
partir de ces valeurs, sur un système simple comme celui-ci, on extrait analytiquement la 
pulsation de résonance du système accordé par la formule : 
0
0
2
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0 2
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m
m
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N
rkk c
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−

+
=
π
ω  ([PieWei88b]). 
On fixe une plage de vitesse de fonctionnement assez large (±400 Hz) autour de cette 
fréquence de résonance : l’étude que nous menons se plaçant dans le cadre de petits 
désaccords, nous pouvons, sans risque, affirmer que la fréquence de résonance des roues 
désaccordées se trouve au voisinage de la fréquence accordée. On suppose que seules les 
raideurs ki associées à chaque secteur sont désaccordées (ki remplaçant alors k0). Le vecteur 
désaccord est aléatoire de loi normale, centrée et d’écart type 8000 Nm-1, de sorte que 
l’intervalle des désaccords à trois écarts-type est de l’ordre de ± 5% par rapport à la valeur 
nominale (cadre des petits désaccords). On observe, en l’absence de force aéroélastique, que 
la plus petite des réponses maximales est obtenue pour le cas accordé et qu’elle croît avec le 
désaccord. 
Nous avons vu que la réponse forcée du système était fortement influencée par l’intensité 
du couplage, par l’ordre de la force d’excitation et par la répartition du désaccord sur la roue. 
A titre d’exemple, la Figure 49 montre l’évolution de l’amplification maximale en fonction de 
ces trois paramètres sur la roue aubagée modélisée par un système réduit à un degré de liberté 
par secteur définie à partir des valeurs précédentes. La considération des trois situations de 
couplages (fort, faible et intermédiaire) paraît dès lors nécessaire pour vérifier la robustesse 
de nos approches à l’ensemble des configurations rencontrées dans le cadre des structures à 
symétrie cyclique. En accord avec la littérature et avec les valeurs accordées de notre système 
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réduit, les valeurs de kc retenues sont 2000 Nm-1 pour un couplage faible, 20000 Nm-1 pour un 
couplage intermédiaire et 45430 Nm-1 pour le couplage fort. Ces valeurs sont issues des 
publications utilisant le système réduit à un degré de liberté par secteur comme modèle. 
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Figure 49 : amplification maximale de la réponse forcée en fonction de l'intensité de la rigidité de 
couplage kc. La rigidité k0 est désaccordée aléatoirement et nous représentons les maxima observés à 
l'issue de 20000 simulations uniformes. EO précise l'ordre d'excitation pris en compte; le pourcentage 
accolé indique l'écart type du désaccordage pour les simulations en % de la raideur accordée. 
On sépare les études statistiques des études approchées pour la présentation des résultats. 
Dans toutes les applications probabilistes et statistiques suivantes, la courbe de référence 
notée REF est estimée avec une méthode Monte Carlo avec 107 simulations. Elle est supposée 
correctement ajustée avec la fonction de répartition exacte pour les probabilités jusqu’à 
l’ordre indiqué sur les figures, c’est à dire 10-5. 
4.1.2 ÉTUDE STATISTIQUE PAR VALEURS EXTRÊMES 
Nous utilisons deux approches distinctes des statistiques des extrêmes. Dans un premier 
temps les approches asymptotiques de Weibull et distribution généralisée des valeurs 
extrêmes (GEV) sont exploitées. La procédure qui détermine les paramètres de la loi de 
Weibull est extraite des travaux de Snecma Moteurs sur le sujet. Pour la loi GEV, la 
recherche des paramètres est effectuée par maximum de vraisemblance. La loi asymptotique 
générale englobant, entre autre, la distribution de Weibull, elle doit produire des résultats d’au 
moins aussi bonne qualité. Cela permet de juger la description de la globalité de la loi de la 
réponse maximale par une loi de Weibull. La seule configuration où l’approximation par cette 
dernière s’avère au moins aussi performante que la loi générale correspond à la situation où la 
loi de Weibull est la loi exacte du phénomène. Dans ce cas, l’estimation des paramètres pour 
la loi particulière est plus simple donc plus précise que pour la loi générale. En effet, la loi de 
Weibull requiert l’estimation de seulement deux paramètres (hors X0 - voir formule (1.16) - 
estimé préalablement) alors que l’approximation par la loi GEV nécessite l’estimation de trois 
paramètres. 
La seconde approche correspond à l’approche statistique des extrêmes par dépassement de 
seuil. On suppose qu’à compter d’un seuil suffisamment grand, les dépassements suivent un 
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processus de Poisson et la distribution de l’amplitude maximale suit une loi généralisée de 
Pareto. A partir de ce seuil, les deux paramètres restant sont estimés par maximum de 
vraisemblance. De chaque roue simulée, on extrait une amplification maximale de 
l’amplitude. L’échantillon est donc composé d’autant de valeurs que de simulations. La 
recherche d’un processus de Poisson parmi les dépassements est désuet lorsque toutes les 
valeurs sont distinctes : on aboutit à conserver la n-7ième donnée comme seuil. Pour résoudre 
ce problème, on convient de rassembler les réponses maximales. Pour associer la même 
valeur à deux observations, on a recours à un critère de proximité. Le critère de voisinage 
retenu consiste à discrétiser l’ensemble des observations en un nombre fini d’ensembles 
disjoints, de même largeur. On applique la recherche du processus de Poisson à cette 
discrétisation. Le seuil pris en compte est la borne supérieure de chaque intervalle. 
4.1.2.1 DISCUSSION SUR LA LOI ASYMPTOTE DE MAXIMA DE WEIBULL 
Nous avons vu que les roues de turbomachines de petite puissance sont équipées, au plus, 
d’une soixantaine de pales. Ce nombre est trop faible pour observer, au niveau des grandes 
amplitudes, la convergence vers une loi asymptotique de maxima à partir de la loi individuelle 
de chaque aubage. 
Seule la situation de couplage nul, où toutes les aubes sont totalement indépendantes entre 
elles, peut être traitée par cette approche. Dans ce cas, chacune des réponses issues de la 
simulation d’un grand nombre (notons-le N) de roues à n secteurs (n fixé correspond au 
nombre de secteurs sur chacune des roues) permet de conclure. En effet, retenir 
successivement les réponses de chaque secteur à chaque simulation revient à considérer un 
seul disque avec N*n secteurs. Pour N suffisamment grand, le nombre de données initiales 
suffit à observer la convergence vers une loi asymptotique de maxima. Dès que le couplage 
n’est plus nul, le comportement vibratoire de chaque secteur a une influence sur celui des 
secteurs voisins. Il y a alors dépendance entre les données initiales et il n’est plus possible 
d’ajouter successivement les réponses issues des expériences. Cependant lorsque le couplage 
est faible, nous avons vu que la réponse forcée est localisée et la dépendance entre les 
secteurs est faible. Il est alors tentant d’utiliser à nouveau l’artifice précédent pour les 
situations de couplages très faibles. 
En règle générale, la seule propriété de la loi de Weibull dont nous pouvons vérifier la 
pertinence dans le cadre des petites turbomachines est que cette loi permet d’approcher « dans 
son ensemble » la loi recherchée par une loi connue. Il en est de même avec la loi généralisée 
des valeurs extrêmes GEV, celle-ci appartenant aussi à la famille des lois asymptotiques de 
maxima. 
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4.1.2.2 COMPARAISON ASYMPTOTE DE WEIBULL – DISTRIBUTION GÉNÉRALISÉE DES 
VALEURS EXTRÊMES 
  
Figure 50 : statistiques des extrêmes : situation de couplage faible. A gauche : traitement Weibull, à droite 
traitement GEV. Les nombres en légendes indiquent la quantité d’observations. 
  
Figure 51 : statistiques des extrêmes : situation de couplage fort. A gauche : traitement Weibull, à droite 
traitement GEV. Les nombres en légendes indiquent la quantité d’observations prises en compte. 
  
Figure 52 : statistiques des extrêmes, situation de couplage intermédiaire. A gauche : traitement Weibull, 
à droite traitement GEV. Les nombres en légendes indiquent la quantité d’observations. 
Dans les traitements GEV et approximation par l’asymptote de Weibull (Figure 50 à 
Figure 52), nous constatons bien que l’approche est correcte dans l’absolu. Jusqu’à des 
probabilités de l’ordre de 10-2 et 10-3 pour l’approche GEV, la qualité de l’approximation de 
la loi est excellente et l’ajustement presque parfait. Cependant, pour les queues des 
distributions, ces approches sont fortement défaillantes. En effet, l’objectif de ces lois est 
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d’approcher la loi exacte dans sa globalité. On minimise l’erreur globale au détriment des 
erreurs relatives. Or les erreurs les plus importantes se produisent pour les plus grands 
facteurs d’amplification qui correspondent aux plus grandes vibrations, soit les plus critiques. 
Ainsi, évaluer le degré de criticité d’une amplitude aléatoire de réponse n’est pas 
envisageable avec ces approches.  
Nous observons encore la confirmation que l’approximation de la loi extrême par la 
distribution GEV donne de meilleurs résultats que l’ajustement par la loi de Weibull. Cette 
dernière étant un cas particulier de la distribution généralisée des valeurs extrêmes, ce résultat 
n’est pas surprenant. Néanmoins jusqu’à des probabilités de l’ordre de 10-2, l’approximation 
de par une loi de Weibull coïncide presque parfaitement avec la courbe de référence. Nous en 
déduisons que l’asymptote de Weibull, habituellement utilisée pour approcher la loi dans sa 
globalité ([BerDup98], [MigHu98]) est un choix pertinent. 
Nous notons également que l’accroissement du nombre de simulations détériore la qualité 
des estimations de Weibull pour les queues des distributions. A contrario, l’augmentation du 
nombre d’observations tend à réduire l’erreur globale commise avec cette méthode. Nous en 
déduisons qu’en multipliant la quantité d’expériences, l’ajustement est de meilleure qualité 
pour les probabilités les plus grandes mais n’améliore pas le comportement de cette approche 
pour les probabilités les plus petites. 
Enfin, dans la situation de couplage faible (Figure 50), l’approximation par une loi de 
Weibull donne d’excellents résultats et ceux-ci se détériorent à mesure que le couplage 
augmente (Figure 52 pour le couplage intermédiaire et Figure 51 pour le couplage fort). Cette 
observation confirme les conséquences, exprimées au paragraphe 4.1.2.1, de l’intensité du 
couplage sur l’usage des lois asymptotiques de maxima. 
4.1.2.3 LOI DE DÉPASSEMENT DE SEUIL : DISTRIBUTION DE PARETO 
L’utilisation de l’approximation par dépassement de seuil définit une distribution dont le 
comportement diffère grandement des approches précédentes. Nous négligeons, ici, l’étude 
des amplifications les plus petites pour approcher, au mieux, la loi des amplitudes les plus 
critiques. Il apparaît (Figure 53 à Figure 55) que l’estimation de la queue de la distribution par 
une loi de Pareto devient d’excellente qualité lorsque les probabilités recherchées sont 
inférieures à 10-4. 
 
Figure 53 : statistiques des extrêmes : situation de couplage faible avec la loi par dépassement de seuil 
GPD. Les nombres en légendes indiquent le nombre total d’observations prises en compte. 
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Figure 54 : statistiques des extrêmes : situation de couplage fort avec la loi par dépassement de seuil 
GPD. Les nombres en légendes indiquent le nombre total d’observations prises en compte. 
 
Figure 55 : statistiques des extrêmes : situation de couplage intermédiaire avec la loi par dépassement de 
seuil GPD. Les nombres en légendes indiquent le nombre total d’observations prises en compte. 
Nous constatons qu’à partir d’un millier de simulations, l’approximation de la loi se 
stabilise. Cette hypothèse est confirmée par les estimations des paramètres pour les 
distributions de Pareto (Tableau 9 à Tableau 11). Ces lois ne sont pas définies pour les 
amplifications les moins importantes. 
Les tableaux et figures suivants (Tableau 9 à Tableau 11 et Figure 56 à Figure 58) 
permettent de juger les estimations des paramètres de la distribution GPD en fonction de la 
quantité de données observées disponibles. 
 1000 simulations 100000 simulations 
Seuil 1.308670 1.328735 
σ 0.058430 0.049654 
ξ -0.155904 -0.120389 
Tableau 9 : estimation des paramètres pour le couplage fort avec 1000 et 100000 observations. 
 1000 simulations 100000 simulations 
Seuil 1.217305 1.224267 
σ 0.012878 0.011411 
ξ -0.187750 -0.207547 
Tableau 10 : estimation des paramètres pour le couplage faible avec 1000 et 100000 observations. 
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 1000 simulations 100000 simulations 
Seuil 1.386794 1.396613 
σ 0.057700 
ξ -0.134384 -0.133657 
0.061634 
Tableau 11 : estimation des paramètres pour le couplage intermédiaire avec 1000 et 100000 observations. 
Erreur Seuil σ ξ 
Coupage fort 1.51 % 15.02 % 22.78 % 
Couplage intermédiaire 0.71 % 6.74 % 0.52 % 
Couplage faible 0.57 % 11.39 % 9.54 % 
Tableau 12 : erreur commise sur l’estimation des paramètres de la loi GPD avec 1000 observations 
par rapport aux paramètres estimés à partir de 100000 simulations, dans les diverses situations de 
couplage retenues. 
Borne estimée : 1000 simulations 100000 simulations Erreur commise 
Couplage fort 1.683 1.741 3.32 % 
Couplage intermédiaire 1.845 1.828 0.92 % 
Couplage faible 1.286 1.279 0.5 % 
Tableau 13 : estimation de l’amplification limite de vibration à partir des paramètres estimés de la loi 
GPD, avec 1000 et 100000 simulations dans les trois situations de couplage retenues, et calcul de l’erreur 
entre les deux bornes présentées. 
Les erreurs commises sur l’estimation des paramètres entre les situations avec 1000 et 
100000 simulations (Tableau 9 à Tableau 11) peuvent s’avérer importantes (Tableau 12). 
L’erreur commise avec seulement 1000 simulations atteint plus de 20 % pour un paramètre, 
mais a assez peu d’influence sur la densité de probabilité qui en découle (Figure 53 à Figure 
55). Cependant, au niveau de l’estimation de la borne supérieure que peut atteindre 
l’amplitude de vibration d’un disque aléatoirement désaccordé, l’erreur commise reste 
inférieure à 5 % (Tableau 13) sur les trois situations de couplage étudiées. 
  
Figure 56 : évolution de la fonction maximum du log-vraisemblance en fonction du paramètre ξ dans la 
situation de couplage faible avec 1000 simulations pour la figure de gauche, avec 100000 simulations 
pour celle de droite. Les deux lignes verticales extérieures indiquent les bornes de l’intervalle à 95% pour 
ξ. La ligne verticale centrale signale la valeur du paramètre qui optimise la fonction de vraisemblance. 
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Figure 57 : évolution de la fonction maximum du log-vraisemblance en fonction du paramètre ξ dans la 
situation de couplage fort avec 1000 simulations pour la figure de gauche, avec 100000 simulations pour 
celle de droite. Les deux lignes verticales extérieures indiquent les bornes de l’intervalle à 95% pour ξ. La 
ligne centrale signale la valeur du paramètre qui optimise la fonction de vraisemblance. 
  
Figure 58 : évolution de la fonction maximum du log-vraisemblance en fonction du paramètre ξ dans la 
situation de couplage intermédiaire avec 1000 simulations pour la figure de gauche, avec 100000 
simulations pour celle de droite. Les deux lignes verticales extérieures indiquent les bornes de l’intervalle 
à 95% pour ξ. La ligne verticale signale la valeur du paramètre qui optimise la fonction de vraisemblance. 
Les résultats présentés sur les Figure 56 à Figure 58, confirment que l’utilisation d’un 
millier d’observations est satisfaisante. Ces graphiques représentent l’évolution de la fonction 
log-vraisemblance en fonction du paramètre ξ de la GPD. A partir du seuil estimé de la GPD, 
à ξ fixé, on recherche le dernier paramètre qui maximise la fonction de vraisemblance. Les 
deux lignes horizontales indiquent la valeur maximale atteinte par la fonction log-
vraisemblance et la borne inférieure de l’intervalle de confiance à 95%. L’étroitesse de 
l’intervalle des ξ permettant de dépasser la limite des 95% permet de définir la qualité de 
l’approximation des paramètres : plus la largeur de l’intervalle de confiance des ξ est étroite et 
meilleure est la qualité des paramètres estimés. 
Comme nous nous y attendions, plus le nombre d’observations est important et meilleure est 
l’approximation des paramètres. Pour le paramètre de forme ξ, l’intervalle le plus probable à 
95% de l’estimateur diminue fortement en largeur. Néanmoins, les estimations réalisant le 
maximum de vraisemblance sont très correctes dès 1000 observations. 
Avec moins de 1000 simulations, l’échantillon constitué par ces tirages s’avère insuffisant et 
il n’est pas possible, à partir de ces simulations, d’extraire les informations nécessaires à la 
prédiction du comportement pour les plus grandes amplifications. 
Nous constatons, d’autre part, que le paramètre de forme observé pour la loi de Pareto est, 
dans tous les cas, nettement négatif. Nous en déduisons qu’il est raisonnable de supposer 
l’existence d’une borne supérieure aux amplifications réalisables. Cette borne s’exprime en 
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fonction des paramètres estimés de la loi : u - σ/ξ (voir paragraphe 2.1.2) avec u seuil de la loi 
GPD. La connaissance de cette borne est une donnée importante en conception. Elle assure 
que les vibrations de la roue sont contenues et donne une échelle des amplitudes les plus 
importantes qui peuvent être atteintes. Dans le cadre d’avant-projets, la maîtrise de ces 
amplifications extrêmes est un critère discriminant. 
 Couplage fort Couplage intermédiaire Couplage faible 
GPD 1000 simulations 1.683 1.845 1.286 
Mignolet Rivas Guerra2 ≈ 1.70 ≈ 1.85 ≈ 1.25 
Whitehead3 2.95 2.95 2.95 
Monte Carlo4 > 1.624 > 1.812 > 1.277 
Tableau 14 : bornes estimées à l’aide des différentes méthodes et présentes dans la littérature pour des 
configurations équivalentes 
Par comparaison avec les bornes mises en évidence dans [RivMig01] (Tableau 14), à 
couplage équivalent et avec un grand nombre de simulations (10000 expériences), Mignolet et 
Rivas Guerras ont observé pour le couplage faible une borne à environ 1.25, pour le couplage 
intermédiaire une borne aux alentours de 1.85 et pour la situation de couplage fort une borne 
voisine de 1.7. Ces valeurs sont données approximativement car extraites d’un graphique 
présenté dans la publication précitée, sans y être précisées plus en détail. Ces estimations 
fournissent tout de même une information suffisante pour être comparées avec les bornes 
calculées à partir des estimations des paramètres de la loi des valeurs extrêmes GPD. Avec 
1000 simulations les facteurs d’amplification limites explicitement calculés sont (Tableau 
13) : pour le couplage faible 1.286, pour le couplage intermédiaire 1.845, et 1.683 pour le 
couplage fort. Elles sont bien du même ordre et sont obtenues avec un gain significatif de 
tirages qui représente une économie notable en temps de calcul. La borne estimée à partir de 
la formule de Whitehead ne dépend que du nombre de secteurs sur le disque. Elle est donc 
constante pour toutes les configurations de couplages. Nous notons que cette borne surestime 
fortement les bornes observées ou calculées par les autres techniques. Ne prenant pas en 
compte les caractéristiques mécaniques du système, cette borne est peu représentative. 
4.1.3 MÉTHODES APPROCHÉES. 
Les Figure 59 à Figure 61 représentent les résultats obtenus à partir des méthodes 
approchées du premier et du second ordre (respectivement FORM et SORM), en tenant 
compte d’un seul point de conception ou d’autant qu’il y a de secteurs sur la roue modélisée 
(dans ce cas, la méthode utilisée apparaît précédée du préfixe Multi dans les légendes, et le 
nombre entre parenthèse correspond au nombre de points de conception considérés). 
                                                
2 Extraites de [RivMig01]. Ces bornes sont extraites d’un graphique présent dans cette publication. Nous 
n’avons pu les estimer qu’approximativement, ce que nous indiquons par le symbole « ≈ ». 
3 Formule de Whitehead présente dans [Whi66] et donnée page 106. Cette formule ne dépend que du nombre 
d’aubes sur la roue 
4 Borne déterminée à partir de 107 simulations. Le signe « > » indique que cette borne dépend du nombre 
d’expériences réalisées et peut être améliorée en augmentant la quantité de simulations. 
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Figure 59 : résultats obtenus avec les méthodes approchées d’ordre un (FORM) et d’ordre deux (SORM) 
dans la configuration couplage fort. 
  
Figure 60 : résultats obtenus avec les méthodes approchées d’ordre un (FORM) et d’ordre deux (SORM) 
dans la configuration couplage faible. 
  
Figure 61 : résultats obtenus avec les méthodes approchées d’ordre un (FORM) et d’ordre deux (SORM) 
dans la configuration couplage intermédiaire. 
4.1.3.1 MÉTHODES APPROCHÉES DU PREMIER ORDRE 
L’approximation FORM est calculée sur la base d’un seul point de conception. Dans les 
approximations multiples, nous prenons autant de points qu’il y a de secteurs sur la roue. En 
effet, avec les propriétés de symétrie cyclique, nous savons que, lorsqu’un point de 
conception est mis en évidence, nous pouvons en déterminer autant qu’il y a de pales sur la 
roue. Tous ces points ont exactement les mêmes propriétés et sont obtenus par permutations 
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circulaires successives à partir du point de conception initial et des propriétés de symétrie. 
Dans le cas présenté ici, nous étudions une roue à 24 aubages. Pour les méthodes à multiples 
points de conception, nous prenons 24 points de conception significatifs, soit un seul point de 
conception avant symétrie pour des critères de gain de temps CPU. 
Les approximations FORM avec un seul point de conception produisent de bien meilleurs 
résultats que les études avec plusieurs points de conception. 
Les légères discontinuités des courbes correspondent à des imprécisions lors de la 
résolution numérique de l’algorithme d’optimisation. Les écarts entre la courbe de référence 
et les méthodes multi-FORM sont essentiellement dus à la géométrie de la fonction d’état. 
Lorsque, dans l’espace des paramètres gaussiens centrés réduits, celle-ci est éloignée d’une 
forme linéaire, l’approximation FORM est défaillante. La seule propriété dont nous disposons 
est que l’erreur commise avec cette méthode dépend des dérivées premières et secondes de la 
fonction de défaillance au point de conception ([Bre84]).  
Une autre source d’erreur associée aux méthodes à multiples points de conception peut 
provenir de la proximité de plusieurs d’entre eux. En effet, tous les points dont la densité 
influe significativement sur la probabilité recherchée doivent être distincts. L’utilisation de la 
symétrie cyclique permet d’étendre, à moindre coût, la recherche des différents points de 
conception à l’ensemble des paramètres aléatoires. Néanmoins, deux points peuvent être 
identiques à deux degrés différents de permutation. Dans ce cas, nous sommons, à tort, la 
contribution à plusieurs reprises. Les exemples suivants décrivent plus précisément cette 
configuration. 
Exemples : en dimension deux, un point de conception a pour coordonnées un couple (α, 
β). Si α = β, alors le point de conception est unique et il ne faut pas utiliser la symétrie 
cyclique. Si α ≠ β, l’utilisation de la propriété de symétrie cyclique permet d’obtenir un 
second point de conception. Cette notion se généralise aux dimensions supérieures. En 
dimension quatre, un point de conception de la forme (α, α, α, α) est unique et un point de 
conception de coordonnées (α, β, α, β) conduit à seulement deux points de conception 
distincts. Nous étendons cette propriété aux points situés « à proximité » les uns des autres 
par symétrie cyclique pour compenser les imprécisions numériques. 
Nous avons vérifié ce point et il s’avère qu’aucun des 24 points de conception n’est 
significativement proche d’un de ses congénères. Cette source d’erreur doit donc être 
éliminée : chaque point de conception est bien distinct de ses voisins. 
4.1.3.2 MÉTHODE APPROCHÉE DU SECOND ORDRE 
Avec la méthode du second ordre l’amélioration de l’approximation de la fonction de 
défaillance au voisinage du point de conception apporte une correction considérable de 
l’approximation du premier ordre. La méthode avec un seul point de conception est de moins 
bonne qualité que la méthode du premier ordre. L’ajustement par une forme quadratique étant 
de meilleure qualité qu’une forme linéaire, les résultats obtenus avec SORM doivent donc 
être de bien meilleure qualité. L’observation des Figure 59 à Figure 61 avec la méthode 
SORM et ceux avec la méthode FORM à configuration identique confirme qu’il y a bien 
plusieurs points significatifs à prendre en compte. En effet, à amplification égale, les 
probabilités obtenues avec SORM sont inférieures aux probabilités calculées avec FORM. 
Cela indique d’autre part que la méthode FORM avec un seul point de conception surestime 
la probabilité exacte. La fonction d’état est donc convexe dans l’espace des variables 
aléatoires gaussiennes centrées réduites. Les résultats obtenus avec la méthode multi-SORM 
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corrigent sensiblement les erreurs liées à la surestimation de la méthode multi-FORM. Dans 
les trois situations de couplages, la méthode multi-SORM est d’excellente qualité, autant pour 
les petites probabilités que pour les probabilités plus importantes. En terme de précision cette 
méthode est donc celle qui produit les meilleurs résultats dans l’ensemble des configurations. 
Les discontinuités visibles sur les différents graphiques proviennent des approximations 
numériques liées aux étapes successives de la méthode : la précision avec laquelle est 
déterminé le point de conception influe fortement sur la précision de la méthode, celui-ci 
intervenant directement dans la formule approchée et dans le calcul des courbures. Pour ne 
pas pénaliser le coût de la méthode le point de conception est estimé avec une précision de 
l’ordre de la quatrième décimale. 
Le calcul approché de la hessienne par différences finies d’ordre deux introduit une 
seconde source d’imprécision. D’une itération (calcul de probabilité à amplification fixée) à 
l’autre (amplification suivante), les erreurs numériques ne sont pas du même ordre et nuisent 
à une représentation continue de la loi probabiliste. 
4.1.3.3 ÉTUDE DU DÉSACCORD AU POINT DE CONCEPTION. 
Les notions énoncées dans la suite se déduisent des observations dans l’espace des 
paramètres gaussiens centrés réduits et sont généralisables dans l’espace physique puisque les 
variables aléatoires sont indépendantes. La forme des vecteurs reste donc semblable, seules 
les intensités sont modifiées. 
Dans la situation de couplage fort, l’approximation du premier ordre est nettement en 
dessous de la courbe des probabilités exactes, alors que les estimations pour le couplage 
intermédiaire et surtout pour le couplage faible sont proches de la loi exacte. Dans ces 
derniers cas, on tend à surestimer beaucoup plus la loi exacte. Cela indique que la qualité du 
point de conception n’est pas la même et que la fonction « amplitude maximale » se comporte 
différemment en fonction du désaccordage selon l’intensité du couplage. Cette observation 
lorsque tous les secteurs sont désaccordés confirme les résultats que nous présentons avec 
seulement deux secteurs désaccordés (voir les Tableau 6 à Tableau 8). 
Ces disparités s’observent également (voir Figure 62 à Figure 64) dans la répartition des 
points de conception sur les secteurs. Toutes les amplifications retenues pour ces exemples 
sont représentatives de probabilités grandes (de l’ordre de 10-1) et petites (de l’ordre de 10-4). 
Les points de conceptions sont estimés avec une précision de 10-5. 
Là où nous obtenons, à amplitude fixée, un vecteur désaccord le plus probable (c'est-à-dire 
un point de conception) localisé sur seulement quelques secteurs adjacents dans le cas de 
couplage faible, il est réparti sur un  grand nombre de secteurs pour le cas de couplage faible, 
voire sur l’ensemble des aubages dans le cas du couplage intermédiaire.  
Parmi tous les désaccords permettant d’atteindre une amplitude maximale donnée en 
réponse forcée, le désaccord le plus probable doit donc être recherché sur seulement quelques 
pales adjacentes dans une situation de couplage faible, et réparti sur l’ensemble du disque 
pour les autres cas de couplage. 
Ainsi, un fort niveau de localisation n’est pas nécessaire à l’obtention des plus grandes 
amplitudes vibratoires, et déterminer les maxima vibratoires à l’aide de désaccords localisés 
revient, dans certaines situations de couplage, à rechercher les perturbations les moins 
probables engendrant ces maxima. 
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Figure 62 : répartition dans l’espace gaussien N(0,1) du point de conception sur les secteurs de la roue 
aubagée dans la situation de couplage fort, pour des amplifications maximales atteintes de 1.35 et 1.47. 
 
Figure 63 : répartition dans l’espace gaussien N(0,1) du point de conception sur la roue aubagée dans la 
situation de couplage intermédiaire, pour des amplifications maximales atteintes de 1.42 et 1.56. 
 
Figure 64 : répartition dans l’espace gaussien N(0,1) du point de conception sur les secteurs de la roue 
aubagée dans le cas du couplage faible, pour des amplifications maximales atteintes de 1.21 et 1.25. 
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4.1.4 MÉTHODE DES TIRAGES D’IMPORTANCE. 
Les Figure 65 à Figure 67 légendées « MONO » correspondent à la méthode des tirages 
d’importance autour d’un seul point de conception. Pour les graphiques notés « Multi », les 
simulations sont effectuées autour de tous les points obtenus par permutation circulaire du 
précédent.  
  
Figure 65 : résultats obtenus avec la méthode des tirages d’importance dans la configuration couplage 
fort. A gauche avec un seul point de conception, à droite avec 24 points de conception. 
  
Figure 66 : résultats obtenus avec la méthode des tirages d’importance dans la configuration couplage 
faible. A gauche avec un seul point de conception, à droite avec 24 points de conception. 
  
Figure 67 : résultats obtenus avec la méthode des tirages d’importance dans la configuration couplage 
intermédiaire. A gauche avec un seul point de conception, à droite avec 24 points de conception. 
La prise en compte des points de conception similaires par symétrie cyclique apporte une 
124 
CH APITR E 4 :  APPL I C AT I O N S I N D U ST R I EL L ES 
amélioration notable dans l’estimation des probabilités. Néanmoins, l’usage de simulations et 
la dépendance de l’appartenance d’un nombre suffisant de celles-ci au domaine de 
« réussite » (ensemble des tirages qui permettent l’observation d’une réponse forcée 
maximale supérieure au seuil fixé) induisent des imprécisions qui se traduisent, sur les Figure 
65 à Figure 67, par une succession d’oscillations et la perte de l’aspect continu de 
l’estimateur. Enfin, on observe bien le comportement asymptotique de cette approche. En 
effet, plus les probabilités à atteindre sont petites et meilleure est la qualité de l’estimateur 
fourni par la méthode des tirages d’importance. 
Comme pour les autres méthodes approchées, la situation de couplage faible conduit aux 
résultats les moins bons. Nous proposons deux causes qui conduisent à cette observation. 
D’une part, la recherche du point de conception est moins précise que dans les autres 
situations de couplage. Cette difficulté dans la localisation précise des points de conception 
provient du comportement vibratoire associé à ce type de couplage (voir paragraphe 
précédent). Le fait qu’en situation de couplage faible chaque secteur se comporte 
indépendamment de ces voisins pénalisent l’évolution des itérations de l’algorithme 
d’optimisation pour la recherche des points de conception. Deux désaccords voisins peuvent 
avoir des influences très différentes : il suffit que la petite perturbation entre l’un des deux 
vecteurs engendre une variation de réponse très forte sur un secteur particulier. La recherche 
de la direction de descente à partir des gradients peut donc s’avérer délicate dans le cas de 
couplage faible. Déjà sur les courbes d’iso-amplifications maximales (voir le Tableau 7), avec 
seulement deux secteurs désaccordés, la géométrie observée dans les situations de couplages 
faibles est complexe. Il y a donc une première perte d’information à ce niveau.  
D’autre part, les courbures des lignes d’iso-amplifications (Tableau 6 à Tableau 8) sont 
bien plus marquées que pour le couplage fort ou intermédiaire. Ce qui engendre un taux de 
réussite parmi les tirages bien plus faible et une qualité inférieure de l’estimateur. 
4.1.5 COMPARAISON EN TEMPS CPU DES DIFFÉRENTES MÉTHODES. 
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Figure 68 : temps CPU consommé par les différentes approches probabilistes et statistiques dans la 
configuration « couplage fort ». 
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Figure 69 : temps CPU consommé par les différentes approches probabilistes et statistiques dans la 
configuration « couplage intermédiaire ». 
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Figure 70 : temps CPU consommé par les différentes approches probabilistes et statistiques dans la 
configuration « couplage faible ». 
Les graphiques précédents (Figure 68 à Figure 70) indiquent les temps CPU consommés. 
Les légendes MFORM et MSORM correspondent respectivement aux méthodes multi-FORM 
et multi-SORM. De même, l’abréviation TI signifie « méthode des tirages d’importance » en 
utilisant autant de points de conception comme moyenne de la distribution d’importance qu’il 
y a de secteurs sur la roue considérée.  
En abscisse, les nombres placés à la suite de ces abréviations indiquent le niveau 
d’amplification imposé à atteindre. Les seuils d’amplification que nous avons choisis 
correspondent à ceux utilisés dans la section 4.1.3.3 et correspondent à une probabilité grande 
et une petite dans chaque cas. Pour l’approche par tirages d’importance, le second nombre 
indique la quantité de simulations réalisées autour de chacun des points de conception. De 
même, le nombre indiqué avec la distribution extrême de Pareto (notée GPD dans les 
graphiques) indique la taille de l’échantillon généré. Nous avons séparé le temps CPU selon 
deux notions : le temps CPU consommé par l’optimisation et celui lié aux autres opérations. 
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Par l’appellation « autres opérations », nous considérons le temps CPU lié aux simulations, à 
la maximisation de la fonction de vraisemblance (n’apparaît pas sur les graphiques car vaut, 
au plus, une seconde), le calcul de la hessienne et celui de l’extraction de ses valeurs propres 
pour SORM. 
Les coûts de la recherche des points de conception varient en fonction de la forme de la 
fonction d’état. Cette géométrie est liée à l’intensité du couplage. Nous constatons que, dans 
une situation de couplage faible, le temps CPU associé à la recherche du point de conception 
est bien plus important que pour les autres cas de couplage, et ce pour des points à une 
distance équivalente de l’origine. 
L’approche statistique GPD avec 1000 données observées est toujours la plus 
économique. Le temps lié à la maximisation de la fonction de vraisemblance est négligeable 
et le coût de cette approche revient à celui des simulations. Le calcul de la réponse forcée 
maximale correspondant à une inversion de matrice, il est donc indépendant de l’intensité du 
couplage. 
Elle répond, de plus, à une des deux questions essentielles (voir l’introduction de la partie 4) 
qui motivent nos travaux. Nous avons donc mis en évidence une approche statistique 
économique et fiable pour la prédiction des plus grandes amplitudes vibratoires atteintes en 
présence de désaccords. 
La méthode multi-SORM est celle qui produit les meilleurs résultats en termes 
probabilistes (voir Figure 59 à Figure 61), cependant son coût est, en moyenne, deux fois plus 
important que celui des autres approches. Cependant, le coût d’une simulation est de l’ordre 
de 0,2 seconde, quelle que soit l’intensité du couplage. Ce qui signifie que, dans le pire des 
cas (Figure 70), le temps consommé par la méthode multi-SORM est équivalent à celui 
nécessaire pour réaliser 4500 simulations. En supposant que nous utilisions une méthode 
classique de Monte Carlo et en se référant à la formule du coefficient de variation (équation 
1.5), les probabilités atteintes avec une précision satisfaisante grâce à une telle quantité 
d’expériences sont de l’ordre de 0.2. Pour obtenir des résultats fiables pour des probabilités de 
10-4, comme c’est le cas avec l’approche SORM, il faudrait considérer au moins 106 
simulations, ce qui représenterait un temps de calcul de l’ordre 2.105 secondes. La méthode 
SORM peut donc être qualifiée d’économique au regard des performances probabilistes 
atteintes. 
4.1.6 CONCLUSIONS 
En terme de précision, la méthode multi-SORM avec la prise en compte des propriétés de 
symétrie cyclique produit les meilleurs résultats. Les propriétés de symétrie cyclique 
induisent qu’à chaque point de conception mis en évidence, on peut en déterminer autant qu’il 
y a de secteurs, tous identiques en terme de poids de probabilité et de comportement 
géométrique. Autant pour les probabilités grandes que petites, l’approximation du second 
ordre suit la courbe de référence. Les imprécisions et discontinuités observées sur les 
graphiques correspondent à des imprécisions numériques lors de la recherche du point de 
conception et du calcul de la hessienne par différences finies d’ordre deux.  
Le second résultat important à retenir est que la loi statistique des valeurs extrêmes par 
dépassement de seuil fournit une information très précieuse sur les amplitudes les plus 
importantes pouvant être atteintes. A partir d’un millier de simulations, l’ajustement par une 
loi de Pareto de la queue de l’échantillon se stabilise. Nous observons alors que les 
paramètres de cette loi conduisent à l’existence d’une borne supérieure des amplitudes de 
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vibrations. La coïncidence de ces bornes avec celles présentes dans la littérature, sur des 
modèles identiques, souligne la qualité de ces valeurs limites. Elles sont plus réalistes que la 
borne proposée par Whitehead, dans la mesure où Mignolet a montré que l’on s’approche de 
la borne de Whitehead lorsque les désaccords deviennent particulièrement grands, ce qui ne 
se produit jamais (de telles pièces sont détectées à la fabrication et éliminées). De telles 
perturbations de la structure accordée ne peuvent pas être modélisées par des phénomènes 
« accidentels » et l’on sort du cadre des petits désaccords. Nous sommes donc en mesure de 
prédire le comportement le plus critique atteignable, en terme de vibrations, d’une roue 
faiblement désaccordée à partir d’un nombre restreint de simulations numériques. 
Nous avons ainsi répondu, sur le modèle réduit, aux deux objectifs que nous avions fixé en 
introduction. Nous avons, d’autre part, mis en évidence que la situation de couplage structural 
associée au composant modifie grandement le comportement vibratoire de celui-ci et, sur le 
plan probabiliste, il a une influence significative sur la facilité de mise en œuvre des méthodes 
approchées. Nous observons enfin que, pour certains cas, de grandes variations du 
désaccordage ont peu d’effet sur l’amplitude vibratoire maximale, alors que nous trouvons 
des situations où une très petite variation du désaccord amplifie significativement la réponse 
forcée maximale.  
Il faut également retenir les résultats sur la répartition du désaccord au point de 
conception. Le désaccordage le plus probable d’atteindre un niveau vibratoire varie fortement 
en fonction du couplage. Pour un couplage faible, la perturbation gaussienne la plus probable 
d’atteindre ce seuil vibratoire ne porte que sur un petit nombre de secteurs adjacents. On dit 
que le désaccord est localisé. Les situations de couplage fort et de couplage intermédiaire se 
comportent de façon voisine. La perturbation la plus probable, dans ces cas, se répartit sur 
l’ensemble des secteurs. 
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CONCLUSION 
Jusqu’à présent, les études probabilistes en dynamique des structures n’étaient 
performantes pour la distribution de la loi de l’amplitude maximale de vibration d’une roue 
aubagée aléatoirement désaccordée, que pour l’estimation de la distribution dans sa globalité. 
A cet effet, les techniques proposées dans [RivMig01] ou [CasPie98], par exemple, 
remplissent bien cet ouvrage. Cependant, peu de travaux avaient été menés pour l’étude 
précise de la queue de cette distribution qui correspond aux amplitudes de vibration les plus 
critiques. Le travail que nous avons réalisé fournit une première approche en terme de 
faisabilité sur ce sujet. 
Nous avons recherché les méthodes existantes dans un premier temps, nous avons 
développé ou adapté des techniques dans un deuxième temps. Nous avons ensuite comparé les 
différentes stratégies et sélectionné celles qui répondent le plus précisément à nos objectifs. 
Nous avions deux pôles d’études :  
- estimer à moindre coût la probabilité qu’une structure désaccordée atteigne un niveau 
de réponse fixé. En particulier prédire la probabilité d’apparition des amplitudes les 
plus importantes. 
- estimer le niveau maximum de vibration que peuvent atteindre les amplitudes de 
vibrations des pales d’une roue aubagée, si celui-ci existe. 
Pour le premier de ces deux points, nous avons vu que la méthode approchée du second 
ordre SORM, avec la prise en compte de plusieurs points de conception, permet une 
estimation correcte des faibles probabilités dans le problème de dynamique qui nous est 
proposé. Les différents points de conception que nous considérons sont déduits les uns des 
autres à partir des propriétés de symétrie cyclique des éléments tournants des turbomachines. 
Pour le second point, l’approche des statistiques des extrêmes par dépassement de seuil, GPD, 
permet une estimation du plus haut niveau de réponse forcée si une telle limite existe. Cette 
borne est directement déduite des valeurs estimées des paramètres de la loi. Mille simulations 
suffisent pour atteindre une précision satisfaisante de ces paramètres. 
Néanmoins, la confiance que l’on place dans ces méthodes probabilistes et statistiques 
peut être améliorée. En effet, avec la méthode SORM, on ne maîtrise pas la qualité du point 
de conception mis en évidence. Cette contrainte est liée au choix de l’algorithme 
d’optimisation. Nous ne pouvons affirmer avec certitude que le point de conception à l’issu de 
cette opération est réellement celui qui minimise la distance à l’origine. Ce doute sur la 
qualité du point de conception induit une sous-estimation potentielle de la probabilité 
recherchée. 
Avec l’approche statistique par dépassement de seuil, nous sommes également confrontés à 
des points litigieux. Tout d’abord, la qualité de l’échantillon est contrôlée par un générateur 
aléatoire de nombre. La confiance que nous plaçons dans ces générateurs peut être mise en 
doute et l’importance de la qualité de l’échantillon dans les approches statistiques est 
essentielle. De plus, l’approche GPD n’a de sens que lorsque les dépassements suivent un 
processus de Poisson. Nous disposons d’une propriété nécessaire à ce type de processus, 
cependant il est très difficile de juger si cette propriété est suffisante. Nous supposons donc 
que, lorsque la condition nécessaire est vérifiée, elle est suffisante. Dans la littérature sur les 
approches par statistiques des extrêmes, la condition nécessaire s’avère généralement 
suffisante. 
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Ainsi nous proposons deux types d’approches qui permettent de bien estimer les 
probabilités associées aux amplitudes de vibration les plus importantes d’un disque aubagé. 
Ces méthodes complètent les techniques actuelles d’estimation des probabilités de ce 
phénomène vibratoire, précises pour la prévision des probabilités d’apparition des petites 
amplitudes de vibration. 
Le point de conception, utilisé entre autre dans le cadre de la méthode approchée du 
second ordre, correspond au désaccord le plus probable d’atteindre, dans l’espace des 
paramètres gaussiens centrés réduits, une amplification maximale fixée de la réponse forcée 
du composant désaccordé. Nous avons vu que, selon l’intensité du couplage, le point de 
conception était plus localisé sur quelques secteurs adjacents ou réparti sur l’ensemble des 
secteurs de la roue. 
Le désaccordage volontaire est utilisé généralement en statique pour améliorer la stabilité 
de la turbomachine. Le désaccordage intentionnel permet également de déplacer la situation 
accordée de telle sorte que la présence d’un désaccordage fortuit engendre seulement un 
faible facteur d’amplification. Sur ce dernier point, les travaux réalisés en section 4.1.1.2 
permettent de réaliser qu’il existe effectivement des désaccords tels que dans un voisinage de 
ces derniers, les amplifications restent faibles. Les travaux à venir devront donc s’attacher à 
prédire ces situations afin de les prendre en compte au plus tôt dans les phases de conception. 
A cet effet, l’outil statistique GPD pourra fournir le facteur maximal des réponses forcées 
dans ces voisinages. 
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ANNEXES 
A.1 THÉORÈMES DE COMPACTIFICATION ET D’APPROXIMATION 
A.1.1 THÉORÈME DE COMPACTIFICATION ([BRE94]) 
Soient un ensemble fermé F de Rm et deux fonctions continues f et h, toutes deux de Rm 
dans R. Supposons que : 
- l’ensemble ( ) ( ) =∈= ∈ xfyfFyK Fxmax  est un compact, 
- ( ) ( )∫ ∞<
F
yf dyeyh , 
- pour tout voisinage V de K, on a ( ){ } ( )xfVFyyf
Fx
maxsup
∈
<−∈ , 
- il existe un voisinage U de K tel que, pour tout x appartenant à U, on a h(x) > 0, 
- pour tout voisinage V de K, on a toujours , 0>∫
IVF
dx
alors pour tout λ>1, on a  
- ( ) ( )∫ ∞<
F
yλf dyeyh , 
- pour tout voisinage V de K, on a l’équivalence: ( ) ( ) ( ) ( )∫ ∫≈∞→F VF
xλf
λ
xλf dxexhdxexh
I
. 
A.1.2 THÉORÈME D’APPROXIMATION 
Soit I(λ) une intégrale de dimension m dépendante du paramètre λ réel qui s’écrit : 
( ) ( ) ( ) ( )∫=
F
xfλ dxexgxgλI
2
10 . 
Supposons que : 
- F est un ensemble compact de Rm, 
- f :Rm→R, une fonction deux fois continûment différentiable qui vérifie 
     f(x) < f(x*) pour tout x de F tel que x ≠ x*, 
- g0 :Rm→R est une fonction continue avec g0(x*) ≠ 0, 
- g1 :Rm→R est une fonction continûment différentiable s’annulant en x*, 
alors l’intégrale I(λ) vérifie l’approximation asymptotique suivante: 
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( ) ( ) ( ) ( ) ( ) ( )( )( )
( )
112
1
12
1
0
21
22
1
det
22 +−
−
−
∞→ ∇
∇∇∇≈ n
x*fλT
)/(n
λ λ
e
x*f
x*gx*fx*gx*gπλI . 
- ∇2f(x*) hessienne de f en x*. 
- x* point de conception. 
A.2 OBTENTION D’UN PARABOLOÏDE 
Il existe une infinité de formes quadratiques tangentes à la fonction d’état limite g au point 
de conception. Parmi elles, on sélectionne un paraboloïde. Sous cette forme l’approximation 
est à variables séparées et chaque fonction « élémentaire » n’est composée que d’une seule 
puissance de la variable. 
On cherche donc une équation de la forme: 
( ) ( ) ( )1111 −−++= nTnnQpara ,...,xxB,...,xxxcxg , B ∈M(n-1)x(n-1). (A2.1) 
avec B diagonale. 
On pose q = (x1,…, xn-1) et v = xn. Alors x* le point de conception de coordonnées 
(0,…,0,||x*||)) dans une base bien choisie, fournit les coordonnées partielles q* = (0,…0) et v* 
= β. 
On a  on peut appliquer le théorème des fonctions implicites. ( )( ) ⇒

≠∂
=
0
0
q*,v*g
q*,v*g
v
Autrement dit, on écrit g(q,v) = g(q,v(q)) avec v(q*) = v* dans un voisinage de q*. 
Dans la base sélectionnée, le gradient de g est de la forme: 
( )
( )
( )
( ) 









=










∂
∂
∂
=∇
Kq*,v*g
q*,v*g
q*,v*g
q*,v*g
v
q
q
n-
0
0
1
1
MM
, K constante non nulle.  (A2.2) 
En dérivant g(q,v(q)) par rapport à q on obtient : 
( ) ( )( )( )( )qvqg
qvqg
qv
v
q
q ,
,
∂
∂−=∂       (A2.3) 
En appliquant cette relation à q = q*, on obtient 
( ) 0* =∂ qvq ,         (A2.4) 
En dérivant deux fois g(q,v(q)) par rapport à q et à l’aide (A1.3), il vient  
( ) ( )( )
K
q*,vqg
q*v qqqq
*∂−=∂ .      (A2.5) 
On développe v(q) par un développement de Taylor d’ordre deux en q*, on trouve: 
( ) ( ) ( ) ( ) ( )( )( )q*q.q*qq*vq*q.q*vq*vqv qqq −−∂+−∂+= 21 . (A2.6) 
En insérant (A1.2), (A1.4) et (A1.5) dans cette équation, on obtient la forme parabolique 
gQpara: 
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( ) ( ) ( )
( )( )
( )( )( )11112
2
,,.,,
2
1
2
1
1,,1
1,,1 −−
−
−
∇++−=
∂+−=
nnn
qqQpara
xxxxxgKxKβ
q.qq,vgp*vKq,vg
nxx
nxx
LL
K
K
.(A2.7) 
En pratique, par rapport à un développement classique à l’ordre deux, cette forme est 
obtenue en supprimant toutes les dérivées secondes où apparaît la composante xn. Ce qui 
revient à supprimer la dernière ligne et la dernière colonne de la matrice hessienne. 
A.3 CALCUL ANALYTIQUE DU GRADIENT 
A.3.1 DÉRIVATION DU SYSTÈME MATRICIEL 
De l’équation (1.1.1) on déduit que la réponse vibratoire du secteur numéroté i est donnée 
par la iième composante du vecteur X(p) solution du système matriciel  
A(p)X(p) = b        (A3.1). 
La matrice A(p) et le vecteur b sont connus explicitement et p est le vecteur des désaccords. 
Ce dernier correspond, dans notre cas, au paramètre de notre étude. 
Dérivons (A3.1) terme à terme par rapport à pi : ( ) ( )( )
ii p
b
p
pXpA
∂
∂=∂
∂ . 
En développant l’équation précédente il vient ( ) ( ) ( ) ( )pX
p
pA
p
pXpA
ii ∂
∂−=∂
∂ .   (A3.2) 
La matrice A(p) étant connue explicitement, sa dérivée l’est aussi et le gradient de X(p) se 
déduit directement de la ligne ci-dessus. 
A.3.2 DÉRIVATION DANS L’ESPACE GAUSSIEN 
Soit T l’application qui transforme le vecteur paramètre p dont les composantes sont 
indépendantes deux à deux de l’espace physique en un vecteur u gaussien centré réduit avec 
les mêmes conditions d’indépendance : u = T(p). 
La fonction amplitude maximale dans l’espace gaussien s’écrit g(p) = g(T-1(u)).  
La dérivée de cette fonction dans l’espace gaussien est donc ( )( ) ( )∑
=
−
∂
∂
∂
∂=∂
∂ n
j i
j
ji u
p
p
pg
u
uTg
1
1
 
Par indépendance des composantes de u il vient ( )( ) ( ) ( ) ( )
i
i
ii
i
ii u
uT
p
pg
u
p
p
pg
u
uTg
∂
∂
∂
∂=∂
∂
∂
∂=∂
∂ −− 11  
La dérivée de g dans l’espace physique est explicitée au paragraphe précédent. Il reste à 
calculer le gradient de T-1. 
Le vecteur aléatoire dans l’espace physique est obtenu par la transformation inverse T-1 : p = 
T-1(u) = F-1(Φ(u)) où Φ est la fonction de répartition gaussienne et F est la fonction de 
répartition du vecteur aléatoire p (voir paragraphe 1.3.1). 
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Ainsi ( ) ( ) ( ) ( ) ( )u
p
pF
u
u
p
pF
u
uT ϕ∂
∂=∂
Φ∂
∂
∂=∂
∂ −−− 111  où ϕ est la densité gaussienne. 
Avec la relation, F(F-1(p)) = p on déduit que  
( )( ) ( )( )
( )
( ) ( )( ) ( ) Id
p
pFpFf
p
pF
pF
pFF
p
pFF =∂
∂=∂
∂
∂
∂=∂
∂ −−−
−
−− 1
1
1
1
11
 
où f est la densité associée à F. 
Il s’ensuit : ( ) ( )( )( ) 111 −−− =∂∂ pFfp pF , 
donc : ( ) ( )( )( )( )uFf uu uT Φϕ=∂∂ −
−
1
1
, 
et ainsi ( )( ) ( ) ( )( )( )i iii pf
p
p
pg
u
uTg 11 −− Φϕ
∂
∂=∂
∂  
A.3.3 DÉRIVATION DE LA FONCTION RÉPONSE MAXIMALE 
La fonction réponse maximale est g(p) = ||X(p)||∞. Cette fonction n’est pas dérivable 
partout. En utilisant la propriété que les normes q tendent vers la norme infinie (i.e. vers la 
fonction max) lorsque q tend vers l’infini on peut remplacer l’équation précédente par une 
forme approchée ||X(p)||q avec q suffisamment grand. Ainsi l’équation « réponse vibratoire 
maximale supérieure à un seuil M » s’énonce de manière approchée : ||X(p)||q > M, ou encore 
de façon équivalente ||X(p)||qq > Mq. 
Ainsi la dérivée de la fonction réponse maximale s’écrit maintenant :  
( ) ( )
( )
( )∑ ∂
∂
∂
∂=∂
∂
j i
j
j
q
q
i p
pX
pX
pX
p
pg . 
La première partie du terme de droite est la dérivation classique de la norme q à la puissance 
q et vaut q Xj (p)q-1; la seconde partie du terme de droite est connue par l’annexe A.3.1A.4
 Preuve que l’ensemble CG est une restriction de l’espace qui prend en compte les 
proprietes de symétrie cyclique 
Il faut montrer que CG défini au paragraphe 2.3.3.2. est un ensemble dont les points 
vérifient la propriété de permutation circulaire qui s’écrit : 
(P1) Un ensemble C* vérifie la propriété de permutation circulaire si pour tout x 
appartenant à Rn, il existe m, entier, 1 ≤ m ≤ n et y appartenant à C* tels que Pmy = x avec P la 
matrice de permutation de taille n x n :  
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









=
0 ... 0 0 0 0 1
1 ...0 0 0 0 0
      
...0 0 0 1 0 0
0 ... 0 0 0 1 0
OOP  
Rappel : CG = {y∈Rn n > 2| yTu ≤ 0, yTv ≥ 0} avec u, v tels que : 


 π


 π
+

 π=

 π=
n
n
k
n
kv
n
ku kk 2tan
2sin
2coset  2sin  k=1,…,n. 
Les valeurs propres et vecteurs propres de P sont n
ji
j e
π
=
2
λ  et 
nk
n
jki
j e
,...,1
2
=
π



=V  pour 
j=1,..n. 
Ces valeurs propres et vecteurs propres sont complexes et à j fixé le conjugué de chaque 
valeur et vecteur propre est jjn λ=λ −  et jjn V=−V . 
Soient les matrices 


λ
λ=
j
j
jD 0
0
, ( ) ( )( ) ( )



λλ
λλ=
jj
jj
j Re
Re
R
Im
Im  pour 1 ≤ j < n/2 et 



−
−=
i
i
Q
1
1
2
1 . 
La matrice Rj est une matrice de rotation et Dj est la matrice diagonale des valeurs propres de 
Rj. La matrice Q est la matrice de passage de Rj vers Dj : Rj = QDjQ-1. 
On pose alors 
( )
nk
jj
jjj
n
jk
n
jkQHW
ViVH
≤≤
− 

 

 π−

 π==
=
1
1 2sin,2cos2
,
 pour 1 ≤ j < n/2 
Ainsi PHj = HjDj et PWj = PHjQ-1 = HjDjQ-1 = HjQ-1Rj = WjRj pour 1 ≤ j < n/2 
Soit S la matrice définie par S = (si)i=1,…,n =   (W1, …, Wm) si  n pair : n = 2m. 
(W1, …, Wm, Vn) si n impair : n = 2m+1. 
La matrice S est orthonormale et vérifie : R = STPS en notant pour n 








=
mR
R
R
R
00
0
0
00
2
1
L
OOM
MO
L
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pair et pour n impair. 








=
100
0
0
001
L
OM
MOO
L
mR
R
R

 >∈= nxC nR
( )( )
( )( )


=
=
⇒
111
12
,...,.
,...,.
yySx
yySx
n
T
n
T
( ) ( )
Ainsi tout ensemble qui vérifie la propriété (P1) vérifie également la propriété (P2) :  
(P2) Un ensemble C*  vérifie la propriété de permutation circulaire si pour tout x 
appartenant à Rn, il existe m, entier, 1 ≤ m ≤ n et y appartenant à C* tels que Rm ST y = ST x 
avec les matrices S et R comme définies ci-dessus, ou encore en notant z = ST y et u = ST x 
(changement de base) : z = Rmu. 
L’ensemble 

π≤θ≤>θ=θ== ∑
= n
rrxrxsxx
n
i
ii
20;0;sin;cos,2 21
1
 vérifie 
bien la propriété (P2). 
Montrons maintenant que C et CG sont égaux. 
Soit x un élément de C alors x s’écrit :  et dans la base canonique  avec 
S
∑
=
=
n
i
ii sxx
1
∑
=
=
n
i
iieyx
1
T.(y1,…,yn) = (x1,…,xn). 
( )( ) 

 

 π≥
≥
∈ −1
21
2
2tan,...,.
0
n
yyS
Cx
n
T
 
Preuve que les deux ensembles sont égaux : 
i) x appartient à C donc 0 ≤ θ ≤ 2π/n équivaut à x2 = r sinθ ≥ 0. 
ii) 0 ≤ θ ≤ 2π/n 
( ) ( ) .2tansincosenfin et 
2sin
2cos
sincosoù d'
2)(car  02sin donc
1−


 

>






>
>>

 −
n
πθrθr
n
π
n
π
θrθr
nθ
n
π
 
Or x1 = r cosθ et x2 = r sinθ d’où 
1
21
2tan
−


 

 π>
n
xx . 
On déduit de la relation liant (y1,…,yn) à (x1,…,xn) que : 
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( )( )
( )( )




 π−==


 π==
∑
∑
=
=
n
k
kn
T
n
k
kn
T
n
kyyySx
n
kyyySx
1
212
1
111
2sin,...,.
2cos,...,.
 
En remplaçant x1 et x2 par leur équivalence dans les équations précédentes on obtient 
l’ensemble CG. Ce dernier vérifie bien la propriété (P1). 
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