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Résumé
Cette thèse traite de questions mathématiques posées par des problèmes issus du miro-
magnétisme ; un thème entral en est les hamps de veteur de rotationnel nul et de norme 1,
qu'on voit naturellement apparaître omme ongurations minimisant des énergies miroma-
gnétiques.
Le premier hapitre est motivé par la question suivante : peut-on, en dimension plus grande
que deux, aratériser les hamps de veteur de rotationnel nul et de norme 1 par une formu-
lation inétique ? Une telle formulation a d'abord été introduite en dimension 2 dans l'artile
[25℄ de Jabin, Otto et Perthame où elle apparaît naturellement dans le adre de la minimisa-
tion d'une énergie de type Ginzburg-Landau. Ignat et De Lellis ont ensuite montré dans [12℄
qu'une telle formulation inétique aratérise les hamps de rotationnel nul et de norme 1 pos-
sédant une ertaine régularité en dimension 2. Le premier hapitre de ette thèse est onsaré
à l'étude d'une formulation inétique similaire en dimension quelonque ; le résultat prinipal
en est qu'en dimension stritement plus grande que 2, ette fomulation inétique ne aratérise
non plus tous les hamps de rotationnel nul et de norme 1, mais seulement les hamps onstants
ou les vortex, 'est-à-dire les hamps de veteur de la forme ± x−P|x−P | .
La aratérsation inétique des hamps de veteur de rotationnel nul et de norme 1 en
dimension 2, prouvée par De Lellis et Ignat et que nous venons de mentionner reposait sur la
notion d'entropie. Ayant obtenu une formulation inétique en dimension quelonque, il était
naturel de vouloir l'exploiter un tentant d'étendre également la notion d'entropie aux dimen-
sions supérieures à 2. C'est e à quoi est onsaré le deuxième hapitre de ette thèse ; nous
y dénissons en partiulier une notion d'entropie en dimension quelonque. Le point entral
en est la aratérisation de es entropies par un système d'équations aux dérivées partielles, et
leur desription omplète en dimension 3, ainsi que la preuve pour es entropies de propriétés
tout à fait semblables à elles des entropies deux dimensionnelles.
Le troisième hapitre de ette thèse, qui expose les résultats d'un travail en ollaboration
ave Antonin Monteil, s'intéresse à la minimisation d'énergies de type Aviles-Giga de la forme
If (m) =
´
J(m) f(|m+−m−|) où m est un hamp de rotationnel nul et de norme 1 et où J(m)
désigne les lignes de saut de m. Deux questions lassiques se posent pour e type d'énergie :
la solution de visosité de l'équation eikonale est-elle un minimiseur et l'énergie est-elle semi-
ontinue inférieurement pour une ertaine topologie. Le résutat prinipal de ette partie est un
onstrution, qui nous permet en partiulier de répondre par la négative à es deux questions
dans les as où f(t) = tp ave p ∈]0, 1[ en donnant une ondition néessaire sur f pour que If
soit semi-ontinue inférieurement.
Enn, le dernier hapitre de ette thèse est onsaré à l'étude d'une variante de l'énergie
de Ginzburg-Landau introduite par Béthuel, Brezis et Helein où on a remplaé la ondition
de bord par une pénalisation dépendant d'un paramètre. Nous y dérivons le omportement
asymptotique de l'énergie minimale qui, suivant la valeur de e paramètre, soit se omporte
omme l'énergie de Ginzburg-Landau lassique en privilégiant une onguration vortex, soit
privilégie au ontraire une onguration singulière suivant une ligne.
Mots-lefs : Équations inétiques, Entropies, Miromagnétisme, Énergie de ligne, Énergie de
Ginzburg-Landau.
Vorties, entropies and line-energies in miromagnetism
Abstrat
This thesis is motivated by mathematial questions arising from miromagnetism. One
would say that a entral topi of this thesis is url-free vetor elds taking value into the
sphere. Suh elds naturally arise as minimizers of miromagneti-type energies.
The rst part of this thesis is motivated by the following question : an we nd a kineti
formulation araterizing url-free vetor elds taking value into the sphere in dimension greater
than 2 ? Suh a formulation has been found in two dimension by Jabin, Otto and Perthame in
[25℄. De Lellis and Ignat used this formulation in [12℄ to araterize url-free vetor elds taking
value into the sphere with a given regularity. The main result of this part is the generalization
of their kineti formulation in any dimension and the proof that if d > 2, this formulation
araterizes only onstant vetor elds and vortees, i. e. vetor elds of the form ± x−P|x−P |.
The seond part of this thesis is devoted to a generalization of the notion of entropy, whih
plays a key role in the artile of De Lellis and Ignat we talked about above. We give a denition
of entropy in any dimension, and prove properties quite similar to those enjoyed by the lassial
two-dimensional entropy.
The third part of this thesis, whih is the result of a joint work with Antonin Monteil,
is about the study of an Aviles-Giga type energy. The main point of this part is a neessary
ondition for suh an energy to be lower semi ontinuous. We give in partiular an example of
energy of this type for whih the visosity solution of the eikonal equation is not a minimizer.
The last part, nally is devoted to the study of a Ginzburg-Landau type energy where we
replae the boundary ondition of the lassial Ginzburg-Landau energy introdued by Béthuel,
Brezis and Helein by a penalization within the energy at the ritial saling depending on a
parameter. The ore result of this part is the desription of the asymptoti of the minimal
energy, whih, depending on the parameter, favorizes vorties-like onguration like in the
lassial Ginzburg-Landau ase, or ongurations singular along a line.
Keywords : Kineti equations, Entropies, Miromagnetism, Line-energy, Ginzburg-Landau
energy.
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9Introdution
1 Une aratérisation inétique des vortex
Soit Ω un ouvert de Rd et m : Ω ⊂ Rd → Rd une fontion mesurable. Pour ξ ∈ Sd−1,
on assoie à la fontion m la fontion χ dénie par :
χ : Ω× Sd−1 −→ {0, 1}
(x, ξ) 7−→
{
1 si m(x) · ξ > 0,
0 si m(x) · ξ ≤ 0.
L'objet de la première partie de ette thèse est la aratérisation des hamps m
vériant les deux onditions suivantes :
∀ξ ∈ Sd−1, ∀v ∈ ξ⊥ v · ∇χ(., ξ) = 0 dans D′(Ω), (1)
|m(x)| = 1 presque partout dans Ω. (2)
L'intérêt pour es relations provient de l'artile [25℄ de Jabin, Otto et Perthame dans
lequel les auteurs onsidèrent le as de la dimension 2. Dans et artile, ils s'intéressent
à l'énergie
Gε(m) = ε
ˆ
Ω
|∇m|2 + 1
ε
ˆ
Ω
(1− |m|2)2 + 1
ε
ˆ
Ω
|∇−1∇ ·m|2
où Ω est un ouvert de R2 et prouvent en partiulier le théorème suivant :
Théorème .1. (Jabin, Otto et Perthame [25℄). Soit Ω ⊂ R2 et (mε)ε>0 une suite véri-
ant Gε(mε) −−→
ε→0
0 et de limite m dans L2, alors
∀ξ ∈ S1 ξ · ∇χ(., ξ) = 0 dans D′(Ω), (3)
|m(x)| = 1 presque partout dans Ω. (4)
La ombinaison des deux relations préédentes est une façon de dire qu'un hamp
de veteur est de norme 1 et de divergene nulle au sens des distributions sur Ω.
Jabin, Otto et Perthame montrent dans e même artile que es deux relations ont
de fortes propriétés régularisantes pour m. En partiulier on a le théorème suivant :
Théorème .2. (Jabin, Otto, Perthame, [25℄). Soit Ω un ouvert de R2 et m vériant
(3) et (4), alors m est loalement Lipshitz en dehors d'un nombre de points loalement
ni.
Ignat et De Lellis-Ignat montrent alors dans [19℄ et [12℄ que si le hamp m est
susamment régulier, il y a en fait équivalene entre les relations (3) et (4) et le fait
pour m d'être de divergene nulle et de norme 1, et en déduisent le théorème suivant :
Théorème .3. (De Lellis, Ignat, [12℄). Soit Ω ⊂ R2 ouvert, p dans [1, 3] et m dans
W
1
p
,p
div (Ω, S
1) =
{
m ∈ W
1
p
,p
loc (Ω,R
2) : ∇ ·m = 0 dans D′(Ω) et |m| = 1 p.p
}
, alors m
est loalement Lipshitz en dehors d'un nombre de point loalement ni.
10 Une généralisation de la notion d'entropie
En dimension plus grande, on a de bonnes raisons de penser que de tels résultats de
régularité sont enore vrais, mais si au lieu de onsidérer l'opérateur de divergene, on
onsidère l'opérateur rotationnel, 'est à dire si on s'intéresse aux hamps de rotationnel
nul et de norme 1. Ce problème est lié au problème lassique de la régularité des solutions
de l'équation eikonale, 'est-à-dire aux fontions vériant :
|∇ϕ| = 1.
Remarquons que si on reformule les relations (3) et (4) en terme de rotationnel plutt
que de divergene, on obtient les relation suivantes :
∀ξ ∈ S1 ξ⊥ · ∇χ(., ξ) = 0 dans D′(Ω), (5)
|m(x)| = 1 presque partout dans Ω. (6)
Un premier pas dans l'obtention d'un théorème analogue au théorème de De Lellis et
Ignat que nous venons de iter mais pour le rotationnel et en dimension supérieure à
deux était don de ommener par étudier les propriétés de régularisation de l'analogue
des relations (5) et (6) en dimension supérieure. C'est e qui a motivé notre étude
des relations (1) et (2). En dimension plus grande, es relations ont enore un eet
régularisant : la première partie de ette thèse est onsarée à établir le théorème suivant.
Théorème .4. Soit Ω un ouvert onnexe de Rd où d ≥ 3 et m une fontion mesurable
vériant (1) et (2). Alors, soit le hamp m est onstant, soit il existe un point P de Rd
et α ∈ {−1, 1} tel que :
m(x) = α
x− P
|x− P | pour presque tout x dans Ω.
2 Une généralisation de la notion d'entropie
La notion d'entropie au sens où nous l'utiliserons ii apparaît dans les artiles [5℄
d'Aviles et Giga et [29℄ de Jin et Kohn. La motivation, que nous reprenons de l'artile
[29℄ de Jin et Kohn en est la suivante : Ω étant un ouvert de R2, les auteurs s'intéressent
à la minimisation de l'énergie
AGε(m) :=
ˆ
Ω
ε|∇m|2 + 1
ε
(1− |m|2)2 (7)
où m est de rotationnel nul ave ertaines onditions de bord. Ils sont plus partiulière-
ment intéressés par le omportement asymptotique de ette énergie lorsque ε tend vers
0 et remarquent qu'en introduisant la fontion :
Φ(x1, x2) := 2(−1
3
x31 − x1(x22 − 1),
1
3
x32 + x2(x
2
1 − 1)),
pour m de rotationnel nul, on a la relation :
∇ · [Φ ◦m] =2(1− |m|2)(∂1m1 − ∂2m2),
d'où
∇ · [Φ ◦m] ≤1
ε
(1− |m|2)2 + ε|∇m|2 − 2ε(∂1m1∂2m2 − (∂1m2)2). (8)
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En intégrant les deux membres, on obtient :
ˆ
Ω
∇ · [Φ ◦m] ≤ AGε(m)− 2ε
ˆ
Ω
(∂1m1∂2m2 − (∂1m2)2), (9)
et omme
ˆ
Ω
(∂1m1∂2m2 − (∂1m2)2) =
ˆ
Ω
∇ ·
(−m2∂1m2
m2∂1m1
)
=
ˆ
∂Ω
m2(∂1m)
⊥ · n,
si on s'intéresse à la minimisation de AGε ave omme ondition de bord m = n où n
désigne la normale au bord de Ω, e dernier terme est ontrolé et la relation (9) nous
donne une borne inférieure pour l'énergie. L'obtention de ette borne inférieure repose
sur l'inégalité (8) donnée par la fontion Φ. Ce genre d'inégalité peut s'obtenir non
seulement pour la fontion Φ préédente mais pour une lasse de fontion bien plus
large : les entropies. Nous reprenons ii la dénition donnée par Ignat et Merlet dans
[22℄.
Dénition .5. On appelle entropie une fontion régulière Φ: S1 → R2 et telle que pour
tout x dans S1
〈∂θΦ(x), x〉 = 0,
où x = eiθ.
Voilà qui résume très brièvement l'origine de la notion d'entropie. Notre propre
intérêt pour ette notion, néanmoins, était motivé par une autre appliation de elle-i
très liée à la première partie de ette thèse : le théorème de De Lellis et Ignat que nous
avons mentionné préédemment. Sans entrer dans les détails de la preuve de e théorème
ii, disons que elle-i repose sur le fait que pour p dans [1, 3], le hamps dansW
1
p
,p(Ω, S1)
vérient les deux équations (4) et (5) et ela se fait préisément grâe à la notion
d'entropie que nous venons d'évoquer, en montrant que les fontions Φξ(m) := ξ1{m·ξ>0}
sont des entropies généralisées.
Nous avions dans la première partie obtenu une formulation inétique ayant des pro-
priétés régularisantes en dimension quelonque ; il était naturel d'essayer de généraliser
la notion d'entropie en dimension d > 2 en vue d'obtenir des analogues au théorème .3.
Dans la deuxième partie, nous donnons une dénition en toute dimension de la notion
d'entropie grâe aux hamps de veteur suivants :
Dénition .6. Pour i, j dans {1, . . . , d}, posons :
ui,j : R
d → Rd
x 7→ xiej − xjei
La dénition omplète est légèrement plus générale que ela (C'est la dénition 32
de ette thèse) mais pour une fontion régulière, on a la dénition suivante :
Dénition .7. On dit qu'une fontion Φ: Sd−1 → Rd est une entropie si et seulement
si pour tout i, j dans {1, . . . , d},
∀x ∈ Sd−1 〈DxΦui,j(x), ui,j(x)〉 = 0.
12 Une ondition néessaire pour la semi-ontinuité inférieure d'une énergie de ligne
Remarquons qu'il est faile de voir qu'on retombe bien sur la dénition don-
née préédemment si d = 2 puisqu'alors il n'y a qu'une seule relation à vérier et
DxΦu1,2(x) = ∂θΦ(x).
Nous prouvons ensuite pour es entropies des propriétés tout à fait analogues à
elles des entropies dénies en dimension 2. ENT reg désignant l'ensemble des entropies
régulières, on a en partiulier le théorème suivant :
Théorème .8. Soit Φ ∈ ENT reg, Ω un ouvert de Rd et m ∈ C∞rot(Ω, Sd−1). Alors, pour
tout x dans Ω
∇ · [Φ ◦m] (x) = 0.
Nous prouvons un théorème aratérisant nos entropies en terme d'un système
d'équations aux dérivées partielles, et nous onluons ette partie par l'étude du as
de la dimension 3, pour lequel nous donnons une desription omplète de nos entropies.
3 Une ondition néessaire pour la semi-ontinuité in-
férieure d'une énergie de ligne
Cei nous mène naturellement à la troisième partie de ette thèse, qui est le fruit d'un
travail en ollaboration ave Antonin Monteil. Soit f : [0, 2]→ [0,+∞] une fontion-oût
et Ω un ouvert de R2. Pourm dans {m ∈ BV (Ω,R2) : |m| = 1 p.p. et ∇ ·m = 0 sur Ω},
nous nous sommes intéressés à l'énergie
If (m) =
ˆ
J(m)
f(|m+ −m−|) dH1(x).
où m±(x) désigne la trae de m sur les bords de la ligne de saut J(m) pour H1-presque
tout x dans J(m). Le premier exemple d'une énergie de e type est dû à P. Aviles. et Y.
Giga. Dans [5℄, ils onjeturent que pour f(t) = 1
3
t3, If est la Γ-limite de l'énergie de
type Ginzburg-Landau suivante :
 AGε(m) =
ˆ
Ω
ε|∇m|2 + 1
ε
(1− |m|2)2 pour m ∈ H1(Ω,R2) et ∇ ·m = 0,
AGε(m) = +∞ sinon.
Même pour e modèle partiulier, seuls des résultats partiels sont déjà onnus. En e qui
onerne la Γ-onvergene des fontionnelles AGε vers If ave f(t) = 13t3, Aviles et Giga
prouvent dans [5℄ la Γ-liminf pour la onvergene L1 en utilisant la notion d'entropie
(voir également [29℄). La ompaité L2 forte des suites d'énergie nie a été prouvée par
Ambrosio, De Lellis et Mantegazza dans [3℄ et par De Simone, Kohn, Müller et Otto
dans [14℄ par un argument de ompaité par ompensation toujours grâe à la notion
d'entropie. Dans [13℄ enn, les auteurs prouvent que les ongurations limites m de
l'énergie AGε ont une struture de type BV et qu'on peut en partiulier parler de leur
trae le long de l'ensemble J(m) dans If .
Le as où l'on s'intéresse maintenant à l'énergie If ave f(t) = tp pour p > 0 a
lui aussi donné lieu à de nombreux travaux et de nombreuses questions sont également
enore ouvertes. Dans [3℄, on a par exemple la onjeture suivante :
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Conjeture .9. Soit If la relaxée dans L1 de If ,
If(m) = Inf
{
lim inf
n→+∞
If (mn) : mn ∈ BV et mn −→
n→+∞
m dans L1
}
, ∀m ∈ L1(Ω,R2).
Si f(t) = tp où 1 ≤ p ≤ 3, alors If est semi-ontinue inférieurement pour la topologie
L1 forte.
Pour p > 3, ette onjeture est fausse (voir [3℄). Le as p = 3 est étudié par P.
Aviles et Y. Giga dans [5℄. Plus réemment, le as p = 2 a été prouvé par R. Ignat et
B. Merlet dans [22℄, artile dans lequel ils prouvent également que pour 1 ≤ p ≤ 3, il
existe une fontion-oût f(t) = tp pour t ∈ [0,√2] donnant une fontionnelle If s. . i..
Ii, nous nous sommes intéressés au as ouvert p < 1. Le point prinipal de ette partie
est la démonstration du ritère suivant, donnant une ondition néessaire sur f pour
avoir la semi-ontinuité inférieure de If , qui exlut de fait les fontions f(t) = tp pour
0 < p < 1.
Théorème .10. Soit f : [0, 2] → [0,+∞] et Ω un ouvert de R2. Si If est s. . i. dans
X = BV (Ω, S1) muni de la topologie faible, alors f est s. . i. et de plus :
lim sup
t→0
f(t)
t
≤ 2 lim sup
t→2
f(t). (10)
En partiulier, pour f(t) = tp, p ∈]0, 1[, If n'est pas semi-ontinue inférieurement.
La solution de visosité n'est alors pas minimale, même pour un domaine onvexe.
4 Une énergie de type Ginzburg-Landau
La dernière partie de ette thèse est onsarée à l'étude d'une énergie de type
Ginzburg-Landau. L'ouvrage lassique sur e type d'énergie est [6℄ de Béthuel, Brézis et
Helein où les auteurs s'intéressent sur un ouvert Ω du plan à l'énergie :
GLε(m) =
ˆ
Ω
|∇m|2 + 1
ε2
ˆ
Ω
(1− |m|2)2
ave la ondition de bord m = h sur ∂Ω où |h| = 1. D'un point de vue mathématique,
e modèle a été très frutueux : il est par exemple onnu (voir par exemple [6℄ ou [28℄)
que le omportement asymptotique de l'énergie minimale est déterminé par le degré de
la ondition de bord h et que plus préisément
inf GLε ≈ 2π|deg h|| ln ε|+ o(| ln ε|),
e qui néessite de pouvoir parler du degré de h qui n'est que dans H
1
2
en tant que
trae d'une fontion H1. Cette simple question a été à l'origine du développement d'une
théorie du degré des fontions dans des espaes de Sobolev à valeur dans la sphère (on
renvoie à [7℄ et [30℄ pour plus de détails).
Nous nous sommes quant à nous intéressés dans ette dernière partie à l'énergie
Eε(m) :=
ˆ
BR
[
|∇m|2 + 1
ε2
(1− |m|2)2
]
+ λ2| ln ε|2
ˆ
BR
|m− h|2,
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où h =
x⊥
|x| et où BR est la boule entré en O et de rayon R. C'est une variation de
l'énergie GLε sur un disque mais où on aurait remplaé la ondition de bord par une
pénalisation dépendant d'un paramètre λ. Dans le as de l'énergie de Ginzburg-Landau
lassique GLε, on sait que l'énergie minimale serait réalisée par un vortex de degré 1.
Dans notre as, nous montrons dans la dernière partie de ette thèse que le omportement
asymptotique de l'énergie minimale dépend de λ : si λ est grand, on est omme dans
le as de l'énergie de Ginzburg-Landau lassique : une onguration d'énergie minimale
m1ε est donnée par :
m1ε(r, θ) =
{
ieiθ si ε ≤ r < R,
r
ε
ieiθ si r < ε.
et 'est un vortex de degré 1 sur haun des erles Cr := {(x, y) ∈ R2 : x2 + y2 = r2}
qui minimise l'énergie. Si λ est petit par ontre, la situation hange : une onguration
d'énergie minimale va rester de degré nul sur haun des Cr. Pour obtenir un borne
supérieure pour l'énergie minimale dans e as, on onstruit une suite (m0ε)ε>0 qui vaut
h en dehors d'un bande d'ordre | ln ε| sur laquelle la phase varie rapidement pour rester
de degré 0 sur haun des Cr. Lorsque ε tend vers 0, l'énergie se onentre sur ette ligne
de singularité.
Le théorème suivant dérit préisément le omportement asymptotique de l'énergie
dans haun de es deux as.
Théorème .11.
lim
ε→0
1
| ln ε| inf Eε = 16λR si 0 < λ <
pi
8R
,
lim
ε→0
1
| ln ε| inf Eε = 2π si λ ≥
pi
8R
.
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16 Notations
5 Notations
Dans e qui suit, d sera un entier supérieur ou égal à 2. Rd désignera omme d'ha-
bitude un d-espae vetoriel sur le orps des réels, qu'on munira d'un produit sa-
laire eulidien. Pour x, y ∈ Rd on notera indiéremment x · y ou 〈x, y〉 le produit
salaire de x et y et |.| désignera la norme assoiée. On notera O l'origine de Rd et
e1, e2, · · · , ed sa base orthonormée anonique. Sd−1 désignera la sphère unité, 'est-à-dire
que Sd−1 :=
{
x ∈ Rd : |x| = 1}. Si ξ est un élément de Rd \ {O}, on notera ξ⊥ son
orthogonal, 'est-à-dire ξ⊥ :=
{
x ∈ Rd : x · ξ = 0}. Si Ω est un ouvert de Rd on notera
D(Ω) l'ensemble des fontions indéniment dérivables à support ompat dans Ω. D′(Ω)
désignera l'ensemble des distributions sur Ω. Enn, si 0 ≤ k ≤ d, Hk désignera la mesure
de Hausdor k-dimensionnelle. Si k = d est la dimension de l'espae et que A est un
ensemble mesurable, on notera indiéremment |A| = Hd(A) la mesure de Lebesgue de
A.
6 Formulation inétique
Soit Ω un ouvert de Rd et m : Ω ⊂ Rd → Rd une fontion mesurable. Pour ξ ∈ Sd−1,
dénissons
χ : Rd × Sd−1 −→ {0, 1}
(x, ξ) 7−→
{
1 si x · ξ > 0,
0 si x · ξ ≤ 0.
On assoie alors à la fontion m la fontion χ
χ : Ω× Sd−1 −→ {0, 1}
(x, ξ) 7−→ χ(m(x), ξ)
L'objet de ette partie est la aratérisation des hamps m vériant les deux ondi-
tions suivantes :
∀ξ ∈ Sd−1, ∀v ∈ ξ⊥ v · ∇χ(., ξ) = 0 dans D′(Ω), (11)
|m(x)| = 1 presque partout dans Ω. (12)
L'intérêt pour ette relation provient de l'artile [25℄ de Jabin, Otto et Perthame où
l'on onsidère des hamps de veteur vériant une relation légèrement diérente dans le
as où d = 2, à savoir :
∀ξ ∈ S1 ξ · ∇χ(., ξ) = 0 dans D′(Ω), (13)
|m(x)| = 1 presque partout dans Ω. (14)
La ombinaison des relations (13) et (14) est une façon de dire qu'un hamp est de
norme 1 et de divergene nulle au sens des distributions sur Ω. On a en eet le lemme
suivant :
Lemme I.1. Sim vérie (13) et (14),m est de divergene nulle au sens des distributions
sur Ω.
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Démonstration. Cela repose sur la remarque suivante, pour la preuve de laquelle on
renvoie le leteur au lemme I.9. Si v est un veteur de S1,
v =
1
2
ˆ
S1
ξχ(v, ξ) dσ(ξ),
où σ désigne la mesure uniforme sur S1. Appliquant ela à m, pour ϕ dans C∞0 (Ω)
ˆ
Ω
∇ϕ ·m dx = 1
2
ˆ
S1
ˆ
Ω
∇ϕ · ξχ(x, ξ) dx dσ(ξ) = 0,
e qui prouve le lemme.
Jabin, Otto et Perthame montrent alors dans [25℄ que les relations (13) et (14) ont de
fortes propriétés régularisantes pour m. Plus préisément, on a les théorèmes suivants :
Théorème I.2. (Jabin, Otto, Perthame, [25℄). Soit Ω un ouvert de R2 et m vériant
(13) et (14), alors m est loalement Lipshitz en dehors d'un nombre de points loalement
ni.
Théorème I.3. (Jabin, Otto, Perthame, [25℄). Soit Ω = R2 et m vériant (13) et (14).
Alors, soit le hamp m est onstant, 'est-à-dire qu'il existe m0 dans S
1
tel que :
m(x) = m0 presque partout dans R
2
,
soit il existe α ∈ {−1, 1} et P dans R2 tels que
m(x) = α
(x− P )⊥
|x− P | presque partout dans R
2
où
⊥
désigne la rotation direte d'angle
pi
2
.
Ignat montre alors dans [19℄ et [12℄ que si le hamp m est susamment régulier, il y
a en fait équivalene entre les relations (13) et (14) et le fait pour m d'être de divergene
nulle et de norme 1. Plus préisément, pour p > 0, notons :
W
1
p
,p
div (Ω, S
1) :=
{
m ∈ W 1p ,p(Ω,R2) : ∇ ·m = 0 dans D′(Ω) et |m| = 1 p.p
}
.
On a alors le théorème suivant :
Théorème I.4. (De Lellis, Ignat, [12℄). Soit p dans [1, 3] et m dans W
1
p
,p
div (Ω, S
1). Alors,
m vérie le relation (13).
En ombinant le théorèmes I.2 et I.4, on obtient don un résultat de régularité des
hamps de divergene nulle à valeur dans S1 dans ertains espaes de Sobolev :
Théorème I.5. (De Lellis, Ignat, [12℄). Soit p dans [1, 3] et m dans W
1
p
,p
div (Ω, S
1), alors
m est loalement Lipshitz en dehors d'un nombre de point loalement ni.
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En dimension plus grande, on a de bonnes raisons de penser que de tels résultats de
régularité sont enore vrais, mais si au lieu de onsidérer l'opérateur de divergene, on
onsidère l'opérateur rotationnel, 'est à dire si on s'intéresse aux hamps de rotationnel
nul et de norme 1. Ce problème est lié au problème lassique de la régularité des solutions
de l'équation eikonale, 'est-à-dire aux fontions vériant :
|∇ϕ| = 1.
Ave des méthodes tout à fait diérentes, des résultats de régularité de e type ont déjà
été prouvés en dimension quelonque par Caarelli et Crandall dans [8℄ et [9℄. On leur
doit par exemple le théorème suivant :
Théorème I.6. (Caarelli, Crandall, [8℄). Soit u : Rd → R une fontion diérentiable
en dehors d'un ensemble S ⊂ Rd ave H1(S) = 0 et telle que :
∀x ∈ Rd \ S, |∇u| = 1.
Alors, il existe a, p0 dans R
d
tels pour tout x dans Rd,
u(x) = a± |x− p0|.
En dimension 2, les points de vue divergene/rotationnel sont équivalents puisque si
m est de divergene nullem⊥ est de rotationnel nul et réiproquement et les théorèmes de
régularités I.2, I.4, I.5 se traduisent automatiquement par des théorèmes de régularité
pour les fontions de rotationnel nul à valeur dans la sphère. Ce n'est plus le as en
dimension supérieure.
L'étude des relations (11) et (12) en dimension quelonque était don motivée par la
volonté d'établir un analogue du théorème I.2, du théorème I.4 et du théorème I.5 pour
le rotationnel en toute dimension.
Pour ommener se posait une question naturelle : peut-on trouver une formulation
inétique analogue à (13) et (14) et qui implique pour m d'être de rotationnel nul ? La
réponse est oui, et e sont préisément les relations (11) et (12). On a plus préisément
le lemme suivant :
Lemme I.7. Soit m un hamp mesurable sur Ω vériant les relations (11) et (12).
Alors rotm = 0 dans D′(Ω).
Démonstration. Cela repose sur la remarque suivante, pour la preuve de laquelle on
renvoie enore le leteur au lemme I.9. Si v est un veteur de Sd−1,
v = cd
ˆ
Sd−1
ξχ(v, ξ) dσ(ξ).
où cd est une onstante dépendant seulement de d et σ désigne la mesure uniforme sur
S
d−1
.
Soit i, j ∈ {1, · · · , d}, i 6= j. Pour ϕ ∈ C∞0 (Ω),ˆ
Ω
∂iϕmj − ∂jϕmi dx =
ˆ
Ω
∇ϕ · (mjei −miej) dx
=cd
ˆ
Sd−1
ˆ
Ω
∇ϕ · (ξjei − ξiej)χ(x, ξ) dx dσ(ξ).
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Comme ξjei − ξiej ∈ ξ⊥, par la relation (11)
ˆ
Ω
∂iϕmj − ∂jϕmi dx = 0,
e qui prouve le lemme.
L' objet de ette partie est de montrer qu'en dimension d > 2 les relations (11) et (12)
sont néanmoins beauoup plus ontraignantes au sens où elles aratérisent les hamps
onstants ou de la forme m(x) = ± x−P
|x−P |
où P est un point de Rd. En partiulier, il n'y a
don auune hane pour qu'elles soient vériées par toutes les fontions de rotationnel
nul et de norme 1.
7 Prinipaux résultats
Le théorème suivant est le entre de ette partie
Théorème I.8. Soit Ω un ouvert onnexe et m une fontion mesurable vériant (11)
et (12). Alors, soit le hamp m est onstant, 'est-à-dire qu'il existe m0 ∈ Sd−1 tel que :
m(x) = m0 pour presque tout x dans Ω,
soit il existe un point P de Rd et α ∈ {−1, 1} tel que :
m(x) = α
x− P
|x− P | pour presque tout x dans Ω.
Autrement dit en dimension stritement plus grande que 2, les relations (11) et (12)
aratérisent seulement les hamps onstants et les ongurations de la forme α
x− P
|x− P | ,
que l'on appelera par la suite vortex.
La démonstration de e théorème va se faire en deux parties ; la première partie suit
les idées de Jabin, Otto et Perthame développées dans [25℄ pour montrer que l'on peut
dénir la trae le long d'une droite d'une fontion mesurable vériant les relations (11)
et (12). Dans une seonde partie, on va montrer que les relations (11) et (12) ont de
fortes onséquenes géométriques pour nir par en onlure qu'elles aratérisent les
hamps onstants ou les vortex. Dans toute la suite de et artile m sera toujours une
fontion mesurable vériant (11) et (12).
Nous allons tout d'abord prouver le théorème dans le as où Ω est un ouvert onvexe.
Le as d'un ouvert onnexe, qui en déoule, sera traité dans la dernière partie.
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8 Trae le long d'une droite
On va ommener par démontrer le lemme géométrique que nous avons utilisé dans
le préambule et qui montre qu'on peut exprimer un veteur u de norme 1 en fontion
des χ(u, ξ).
Lemme I.9. Il existe une onstante cd dépendant seulement de la dimension d telle que
pour tout u dans Sd−1,
u = cd
ˆ
Sd−1
ξχ(u, ξ) dσ(ξ) (15)
où σ désigne la mesure uniforme sur Sd−1. De plus,
cd =
d− 1
Hd−2(Sd−2) = π
− d−1
2
d− 1
2
Γ
(
d− 1
2
)
.
Démonstration. Il sut de prouver l'égalité (15) pour un veteur partiulier, par
exemple e1. En eet, supposons l'égalité (15) prouvée pour e1. Si u est dans S
d−1
, il
existe R dans Od(R) tel que Re1 = u et
u = Re1 =cd
ˆ
Sd−1
Rξχ(e1, ξ) dσ(ξ) = cd
ˆ
Sd−1
ξχ(u,R−1ξ) dσ(ξ)
=cd
ˆ
Sd−1
ξχ(Re1, ξ) dσ(ξ)
et
u = cd
ˆ
Sd−1
ξχ(u, ξ) dσ(ξ).
Il sut don de prouver l'égalité (15) pour e1. Or pour e1,
ˆ
Sd−1
ξχ(e1, ξ) dσ(ξ) =
ˆ
Sd−1∩{ξ1>0}
ξ dσ(ξ).
Pour i 6= 1, le hangement de variable (ξ1, . . . , ξi, . . . , ξd) 7→ (ξ1, . . . ,−ξi, . . . , ξd) laisse le
domaine d'intégration Sd−1 ∩ {ξ1 > 0} et la mesure sur la sphère invariants et :
ˆ
Sd−1∩{ξ1>0}
ξi dσ(ξ) = −
ˆ
Sd−1∩{ξ1>0}
ξi dσ(ξ),
don pour i 6= 1, ˆ
Sd−1∩{ξ1>0}
ξi dσ(ξ) = 0.
Enn, en notant ξ′ := (ξ2, . . . , ξd),
ˆ
Sd−1∩{ξ1>0}
ξ1 dσ(ξ) =
ˆ 1
0
ξ1Hd−2
({
ξ′ ∈ Rd−1 : ξ22 + . . .+ ξ2d = 1− ξ21
}) dξ1√
1− ξ21
=Hd−2(Sd−2)
ˆ 1
0
ξ1(1− ξ21)
d
2
− 3
2 dξ1.
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Comme ˆ 1
0
ξ1(1− ξ21)
d
2
− 3
2 dξ1 = − 1
d− 1[(1− x
2)
d
2
− 1
2 ]10 =
1
d− 1 ,
on obtient nalement :
ˆ
Sd−1∩{ξ1>0}
ξ1 dσ(ξ) =
1
d− 1H
d−2(Sd−2)
et ˆ
Sd−1
ξχ(e1, ξ) dσ(ξ) =
e1
d− 1H
d−2(Sd−2).
Comme d'autre part
Hd−2(Sd−2) = 2π
d−1
2
Γ(d−1
2
)
,
ei prouve le lemme.
Soitm ∈ L1loc(Ω). Rappelons qu'on dit que x est un point de Lebesgue de m s'il existe
une onstante C dépendant de x telle que :
lim
r→0
 
Br(x)
|m(y)− C| dy = 0. (16)
Si x est un point de Lebesgue de m, on érira alorsm(x) := C. On sait (voir par exemple
[16℄) qu'il existe un ensemble E ⊂ Rd de Hd-mesure nulle tel que tout point x de Ω \E
est un point de Lebesgue de m.
Les deux lemmes suivants vont nous permettre relier les points de Lebesgue de m à
eux de χ(., ξ).
Lemme I.10. Si x est un point de Lebesgue de χ(., ξ) pour σ presque tout ξ sur Sd−1,
'est un point de Lebesgue de m et de plus, m(x) = cd
ˆ
Sd−1
ξχ(x, ξ) dσ(ξ).
Démonstration. Il sut d'appliquer le lemme (I.9) à m. Supposons que x soit un point
de Lebesgue pour χ(., ξ) pour σ presque tout ξ, alors,
 
Br(x)
|m(y)− cd
ˆ
Sd−1
ξχ(x, ξ) dσ(ξ)| dy ≤cd
 
Br(x)
ˆ
Sd−1
|ξ(χ(y, ξ)− χ(x, ξ))| dσ(ξ) dy
≤cd
ˆ
Sd−1
 
Br(x)
|χ(y, ξ)− χ(x, ξ)| dy dσ(ξ).
et lorsque r tend vers 0, le membre de droite tend vers 0 par onvergene dominée, e qui
prouve que x est un point de Lebesgue de m et que m(x) = cd
ˆ
Sd−1
ξχ(x, ξ) dσ(ξ).
Le lemme suivant en est une une réiproque partielle.
Lemme I.11. Si x est un point de Lebesgue de m et m(x) · ξ 6= 0, x est un point de
Lebesgue de χ(., ξ). De plus, χ(x, ξ) = 1{m·ξ>0}(x).
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Démonstration. On va le prouver dans le as où m(x)·ξ > 0, le as où le produit salaire
est stritement négatif étant similaire. Pour ela, il sut de remarquer que {m · ξ ≤ 0}
est de densité nulle en x. En eet,
m(x) · ξ |Br(x) ∩ {m · ξ ≤ 0} ||Br| ≤
1
|Br|
ˆ
Br(y)∩{m·ξ≤0}
m(x) · ξ −m(y) · ξ dy
≤ 1|Br|
ˆ
Br(x)
|m(x)−m(y)| dy.
Passant à la limite quand r tend vers 0,
|Br(x) ∩ {m · ξ ≤ 0} |
|Br| −−→r→0 0.
Comme
1
|Br|
ˆ
Br(x)
|χ(y, ξ)− 1| dy = 1|Br|
ˆ
Br(x)∩{m·ξ≤0}
|χ(x, ξ)− 1| dy
=
|Br(x) ∩ {m · ξ ≤ 0} |
|Br| ,
on a prouvé que x est également un point de Lebesgue pour χ(., ξ) et que χ(x, ξ) = 1 =
1{m·ξ>0}(x).
Remarquons avant de poursuivre que le lemme I.11 est optimal au sens ou sans
l'hypothèse m(x) · ξ 6= 0, on peut trouver un hamp m vériant les relations (11) et (12)
tel que x soit un point de Lebesgue pour m mais ne soit pas un point de Lebesgue pour
χ(., ξ). En eet, onsidérons dans Rd le hamp m =
x
|x| .
Pour ϕ ∈ C∞0 (Ω),ˆ
Rd
∇ · ϕχ(x, ξ) dx =
ˆ
{x·ξ>0}
∇ · ϕ dx =
ˆ
{ξ⊥}
ϕ · ξ dHd−1(x).
Par onséquent, ∇χ(x, ξ) = ξHd−1x{ξ⊥} et m vérie don les relations (11) et (12). Il
est lair que tout point diérent de O est un point de Lebesgue pour m mais pour ξ
dans S
d−1
, les points de ξ⊥ ne sont pas des points de Lebesgue pour x 7→ χ(x, ξ). Par
exemple, prenant ξ = e1 et x ∈ ξ⊥,
1
|Br|
ˆ
Br(x)
χ(y, ξ) dy =
1
|Br| |Br(x) ∩ {x1 > 0} | =
1
2
mais
1
|Br|
ˆ
Br(x)
|χ(y, ξ)− 1
2
| dy = 1
2
> 0.
On peut maintenant prouver la proposition suivante, qui sera entrale dans notre preuve
du théorème I.8.
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Proposition I.12. Soit y, z ∈ Ω \ E et ξ ∈ Sd−1. Si le segment reliant y à z est inlu
dans Ω et si z − y ∈ ξ⊥, alors
m(y) · ξ > 0 =⇒ m(z) · ξ ≥ 0. (17)
m(y) · ξ < 0 =⇒ m(z) · ξ ≤ 0. (18)
Par onséquent, si |m| = 1 presque partout dans Ω, alors pour presque tout x ∈ Ω,
Hd−1-p.p. ξ ∈ Sd−1 et Hd−1-p.p. v ∈ ξ⊥ tel que [x, x+ v] ⊂ Ω :
χ(x, ξ) = χ(x+ v, ξ). (19)
Démonstration. Nous allons montrer l'impliation (17), l'impliation (18) se montrant
de manière tout à fait analogue. Soit y ∈ Ω\E tel quem(y)·ξ > 0. D'après le lemme I.11,
y est également un point de Lebesgue pour χ(., ξ) et χ(y, ξ) = 1. Fixons maintenant
ξ ∈ Sd−1 et posons :
χε := ρε ∗ χ(., ξ)
où ρε :=
1
|Bε|1Bε. Alors la fontion x 7→ χε(x) est uniformément ontinue sur tout
ompat et en tout point de Lebesgue x de χ(., ξ)
χε(x) −−→
ε→0
χ(x, ξ). (20)
La régularité de x 7→ χε(x) est standard (voir par exemple [1℄). Montrons don la
onvergene en tout point de Lebesgue. Soit x un point de Lebesgue de χ. Fixons ε > 0
tel que Bε(x) ⊂ Ω. Alors,
|χε(x)− χ(x, ξ)| ≤
1
|Bε|
ˆ
Bε(x)
|χ(s, ξ)− χ(x, ξ)| ds.
Passant à la limite lorsque ε tend vers 0, on a prouvé l'égalité (20).
D'autre part, si
χε(x) −−→
ε→0
l ∈ {0, 1} , (21)
x est un point de Lebesgue de χ(., ξ) et χ(x, ξ) = l. En eet
1
|Bε|
ˆ
Bε(x)
|χ(s, ξ)− l| ds = 1|Bε| |Bε(x) ∩ {χ(s, ξ) 6= l} |
=
1
|Bε|
∣∣∣∣
ˆ
Bε(x)
χ(s, ξ)− l ds
∣∣∣∣
=|χε(x)− l|.
Ce qui prouve l'assertion préédente. Nous pouvons maintenant nir de prouver la pro-
position. Soit ε > 0 xé et v ∈ ξ⊥ tel que z = y + v. Posons
χ˜ηε := δη ∗ χε
où (δη)η>0 est une famille d'approximation de l'unité régulière à support ompat dans
Bη. On va montrer que χ˜
η
ε(y) = χ˜
η
ε(y + v). Pour ela introduisons la fontion :
g : [0, 1] −→ R
t 7−→ χ˜ηε(y + tv)
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g est régulière et
g′(t) = v · ∇χ˜ηε(y + tv) =
ˆ
Rd
v · ∇ [δη ∗ ρε] (y + tv − s)χ(s, ξ) ds.
Par onvexité de Ω, le segment liant y à z est dans Ω et quitte à prendre η et ε assez
petit δη ∗ ρε est dans C∞0 (Ω). Par onséquent, la relation (11) impose g′(t) = 0. En
partiulier, χ˜ηε(y) = g(0) = g(1) = χ˜
η
ε(z). Comme χε est ontinue, passant à la limte en
η, on obtient pontuellement
χε(y) = χε(z).
Comme y est un point de Lebesgue de χ(., ξ) passant à la limte en ε
1 = χ(y, ξ) = lim
ε→0
χε(z).
Comme χε(z) −−→
ε→0
1, z est également un point de Lebesgue pour χ(., ξ) et χ(z, ξ) = 1.
Comme z est également un point de Lebesgue de m, on peut érire :
m(z) · ξ = lim
r→0
 
Br(z)
m(x) · ξ dx
≥ lim
r→0
 
Br(z)∩{m·ξ>0}
m(x) · ξ dx+ lim
r→0
 
Br(z)∩{m·ξ≤0}
m(x) · ξ dx
Mais reprenant l'argument du lemme I.11,∣∣∣∣
 
Br(z)∩{m·ξ≤0}
m(x) · ξ dx
∣∣∣∣ ≤ |Br(z) ∩ {m · ξ ≤ 0} ||Br| r→0−−→ 0
don
m(z) · ξ ≥ 0,
e qui prouve la première partie de la proposition. Pour onlure, remarquons que pour
presque tout x dans Ω, x est un point de Lebesgue de m et |m(x)| = 1. Ensuite, pour
Hd−1-p.p. diretion ξ dans Sd−1, m(x) · ξ 6= 0 et x + v est un point de Lebesgue de m
pour Hd−1-p.p. v ∈ ξ⊥ ave [x, x+ v] ⊂ Ω. Par e qui préède, ei prouve (19).
Le lemme suivant va permettre de donner un sens à la trae de m le long d'une
droite.
Proposition I.13. Pour simplier les notations, on supposera ii que Ω = Rd. Soit
L := [−1, 1] × {0}d−1. Il existe une fontion m˜ de x1 mesurable et bornée, trae de m
sur L au sens où :
lim
r→0
1
(2r)d−1
ˆ
[−r,r]d−1
ˆ 1
−1
|m(x1, x′)− m˜(x1)| dx1 dx′ = 0. (22)
De plus, pour H1 presque tout x1 ∈ [−1, 1],
m˜(x1) = lim
r→0
1
(2r)d−1
ˆ
[−r,r]d−1
m(x1, x
′)dx′ et |m˜(x1)| = 1 (23)
Enn, pour H1 presque tout x ∈ L \ E, m(x) = m˜(x1).
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Démonstration. Notons D l'ensemble des diretions ξ ∈ Sd−1 pour lesquelles ξ1 6= 0 et
l'égalité (19) est vraie pour le triplet (x, ξ, v) pour presque tout y ∈ Ω et Hd−1-p.p.
v ∈ ξ⊥ (ave le segment [x, x+ v] ⊂ Ω). Par la proposition I.12, on sait que D reouvre
Sd−1 à un ensemble de Hd−1 mesure nulle près. Pour un tel veteur ξ ∈ D, il existe
yξ ∈ Ω (dans un voisinage de L) tel que pour H1 presque tout t ∈ R, le point yξ+ tξ ∈ Ω
est un point de Lebesgue de χ(·, ξ), et la relation (19) est vérié pour (yξ+ tξ, ξ, v) pour
Hd−1 presque tout v dans ξ⊥ et la fonion d'une variable
χ˜(·, ξ) : t 7→ χ˜(t+ yξ · ξ, ξ) := χ(yξ + tξ, ξ) ∈ {0, 1}
est H1 mesurable. Par onséquent, pour presque tout x ∈ Ω dans un voisinage de L,
χ˜(x · ξ, ξ) = χ(yξ − yξ · ξξ + x · ξξ, ξ) (19)= χ(x, ξ), (24)
puisque v = yξ − yξ · ξξ + x · ξξ − x ∈ ξ⊥.
Notons x′ = (x2, . . . , xd). Alors,
 
[−r,r]d−1
ˆ 1
−1
|χ(x, ξ)− χ˜(x1ξ1, ξ)|dx1 dx′
=
 
[−r,r]d−1
ˆ 1
−1
|χ˜(x1ξ1 + x′ · ξ′, ξ)− χ˜(x1ξ1, ξ)| dx1 dx′
≤ 1|ξ1| sup|y2|≤(d−1)r
ˆ ξ1
−ξ1
|χ˜(y1 + y2, ξ)− χ˜(y1, ξ)| dy1.
La fontion y 7→ χ˜(y, ξ) est bornée et mesurable don admet un L1-module de
ontinuité et le membre de droite de l'équation préédente tend vers 0 lorsque r tend
vers 0 et don :
lim
r→0
1
(2r)d−1
ˆ
[−r,r]d−1
ˆ 1
−1
|χ(x, ξ)− χ˜(x1ξ1, ξ)|dx1 dx′ = 0.
On vient de fabriquer une trae pour χ au sens déni en début de lemme. Cela nous
fournit également une trae pour m. En eet, grâe au lemme 15,
m(x) = cd
ˆ
Sd−1
ξχ(x, ξ) dσ(ξ). (25)
La trae obtenue pour χ fournit don une trae pour m : il sut de poser
m˜(x1) = cd
ˆ
Sd−1
ξχ˜(x1ξ1, ξ) dσ(ξ).
Alors,
 
[−r,r]d−1
ˆ 1
−1
|m(x1, x′)− m˜(x1)| dx1 dx′
≤cd
ˆ
Sd−1
 
[−r,r]d−1
ˆ 1
−1
|χ(x, ξ)− χ˜(x1ξ1, ξ)| dx1 dx′ dσ(ξ).
26 Trae le long d'une droite
Pour r tendant vers 0, le membre de droite tend vers 0 par onvergene dominée, e
qui prouve la première partie du lemme. Prouvons maintenant (23). Pour la première
partie, il sut de remarquer que :
ˆ 1
−1
∣∣∣∣m˜(x1)−
 
[−r,r]d−1
m(x1, x
′) dx′
∣∣∣∣dx1 ≤
 
[−r,r]d−1
ˆ 1
−1
|m˜(x1)−m(x1, x′)| dx1 dx′.
Par onséquent,
1
(2r)d−1
ˆ
[−r,r]d−1
m(x1, x
′) dx′ −−→
r→0
m˜(x1) dans L
1([−1, 1])
Pour une sous-suite (rk)k∈N, on a don :
1
(2rk)d−1
ˆ
[−rk,rk]d−1
m(x1, x
′) dx′ −−−→
k→∞
m˜(x1) H1-presque partout,
e qui prouve la première égalité dans (23). On prouve la seonde en érivant
ˆ 1
−1
||m˜(x1)| − 1| dx1 =
 
[−r,r]d−1
ˆ 1
−1
||m˜(x1)| − |m(x1, x′)|| dx1 dx′
≤
 
[−r,r]d−1
ˆ 1
−1
|m˜(x1)−m(x1, x′)| dx1 dx′ −−→
r→0
0
don H1-presque partout dans [−1, 1], |m˜(x1)| = 1.
Il reste à montrer que pour H1 presque tout x ∈ L \ E, m(x) = m˜(x1). Pour ela,
posons
fr(x1) :=
 
[−r,r]d−1
m(x1, x
′) dx′ − m˜(x1)
et pour α > 0, |r| < α et s ∈ [−1 + α, 1− α],
Fr(s) :=
 s+r
s−r
fr(x1) dx1.
Alors, Fr −−→
r→0
0 presque partout sur [−1 + α, 1− α]. En eet,
∣∣∣∣
ˆ 1−α
−1+α
Fr(s) ds
∣∣∣∣ ≤
ˆ 1−α
−1+α
1
2r
|fr(x1)|
ˆ 1
−1
1[s−r,s+r](x1) dx1 ds
≤
ˆ 1
−1
1
2r
|fr(x1)|
ˆ 1−α
−1+α
1[x1−r,x1+r](s) ds dx1
≤
ˆ 1
−1
|fr(x1)| dx1
Cette dernière quantité tend vers 0 d'après e qui préède. Quitte à extraire une sous-
suite, on a don le résultat souhaité. Or∣∣∣∣
 
s+[−r,r]d
m(x1, x
′) dx−
 s+r
s−r
m˜(x1) dx1
∣∣∣∣ ≤ Fr(s)
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où s + [−r, r]d := {x ∈ Rd : |x1 − s| ≤ d et x′ ∈ [−r, r]d−1}. Mais si x := (s, x′) est un
point de Lebesgue de m,  
s+[−r,r]d
m(x1, x
′) dx −−→
r→0
m(x)
et si s est un point de Lebesgue de m˜, s+r
s−r
m˜(x1) dx1 −−→
r→0
m˜(s)
Passant à la limite en r, ei prouve la dernière partie de la proposition.
8.1 Dénitions alternatives de la trae
Remarquons que dans e qui préède, on aurait pu proéder légèrement diéremment.
Par exemple, on montre de même qu'il existe une fontion mesurable et bornée g de x1
telle que :
lim
r→0
1
rd−1
ˆ
[0,r]×[−r,r]d−2
ˆ 1
−1
|m(x1, x′)− g(x1)| dx1 dx′ = 0
g est alors la trae de m sur L au sens suivant : pour presque tout x1 ∈ [−1, 1],
g(x1) = lim
r→0
1
r(2r)d−2
ˆ
[0,r]×[−r,r]d−2
m(x1, x
′) dx′
On peut de même dénir une trae en prenant pour intervalle [−r, r]× [0, r]× [−r, r]d−3,
ou [−r, r]2 × [0, r]× [−r, r]d−4, et... Montrons que es diérentes dénitions donnent la
même trae. On va se ontenter de montrer que la trae dénie à la proposition I.13 et
la trae dénie i-dessus oinident.ˆ 1
−1
|g(x1)−m˜(x1)|
≤ lim
r→0
ˆ 1
−1
∣∣∣∣ 1r(2r)d−2
ˆ
[0,r]×[−r,r]d−2
m(x1, x
′) dx′ − 1
(2r)d−1
ˆ
[−r,r]d−1
m(x1, x
′) dx′
∣∣∣∣ dx1
≤ lim
r→0
1
(2r)d−1
ˆ 1
−1
ˆ
[0,r]×[−r,r]d−2
|m(x1, x′)−m(−x1, x′)| dx′ dx1 = 0
e qui prouve que m˜ = g presque partout. Les diérentes notions de trae ainsi dénies
sont don équivalentes.
9 Preuve du théorème I.8 : as d'un ouvert onvexe
On va ommener par prouver des lemmes mettant en évidene les onséquenes
géométriques des relations (11) et (12).
Prouvons d'abord un lemme de onstane le long des droites :
Lemme I.14. Soit Ω un ouvert onvexe tel que L = [−1, 1]×{0}d−1 ⊂ Ω et O ∈ Ω \E.
Si m(O) = e1 alors pour presque tout x1 ∈ [−1, 1], m˜(x1) = ±e1 où m˜ est la trae
dénie à la proposition I.13.
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P0
m(P0)
P1
m(P1)
O
e1
Figure 1  Constane le long d'une droite
Démonstration. Prenons x1 ∈ [−1, 1], x1 6= 0 un point de Lebesgue de m˜. On va montrer
que toutes les omposantes de m˜(x1) autres que la première sont nulles, e qui onluera.
Soit ε > 0 et 2 ≤ i ≤ d, notons :
E±i = {z ∈ Ω \ E : z1 = |x1|, ε|x1| ≥ ±zi > 0} .
Posons y = −zie1 + |x1|ei. Pour z ∈ E+i , il est lair que z · y = 0. Par onvexité de
Ω, le segment liant O à z est inlu dans Ω pour ε petit don d'après le lemme I.12,
−zi = m(O) · y < 0 =⇒ m(z) · y < 0
=⇒ m1(z)(−zi) +mi(z)|x1| < 0
=⇒ mi(z) < zi|x1|m1(z) ≤ ε.
De même que pour z ∈ E−i ,
−zi = m(O) · y > 0 =⇒ m(z) · y > 0
=⇒ m1(z)(−zi) +mi(z)|x1| > 0
=⇒ mi(z) > zi|x1|m1(z) ≥ −ε.
Cela impose m˜i(x1) = 0 pour i 6= 1. Montrons-le en détail pour i = 2. On va utiliser
la remarque suivant la proposition I.13 sur les dénitions alternatives de la trae. On
prend x1 tel que :
m˜2(x1) = lim
r→0
1
r(2r)d−2
ˆ
[0,r]×[−r,r]d−2
m2(x1, x
′) dx′
Pour r assez petit, {x1} × [0, r]× [−r, r]d−2 ⊂ E+2 don m˜2(x1) ≤ ε. De même, on peut
également érire
m˜2(x1) = lim
r→0
1
r(2r)d−2
ˆ
[−r,0]×[−r,r]d−2
m2(x1, x
′) dx′
Pour r assez petit, {x1} × [−r, 0] × [−r, r]d−2 ⊂ E−2 don m˜2(x1) ≥ −ε. Passant à la
limite pour ε tendant vers 0, m˜2(x1) = 0 presque partout.
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Le lemme I.14 qu'on a par ommodité formulé et démontré pour le segment de droite
L = [−1, 1]×{0}d−1 est valable pour une droite quelonque et s'énone en tout généralité
ainsi :
Lemme I.15. Soit Ω un ouvert onvexe, D un segment de veteur direteur unitaire e
et P ∈ (D \ E). Si m(P ) = e alors pour presque tout x ∈ Ω ∩D, m˜(x) = ±e.
Démonstration. On le déduit diretement du lemme I.14 par hangement de base.
On peut maintenant prouver le théorème I.8 annoné en début d'artile :
Démonstration. Si m n'est pas onstant, il existe deux points P0 et P1 dans Ω \ E tels
que m(P0) 6= m(P1). Appelons D0 la droite ane dirigée par m(P0) et passant par P0 et
D1 elle dirigée par m(P1) et passant par P1. Nous allons monter par l'absurde que D0
et D1 sont oplanaires. Supposons ainsi que D0 et D1 ne sont pas oplanaires. Il existe
alors une droite D orthogonale à D0 et D1, passant par les points A et B déterminés
par la relation :
d(A,B) = min
x∈D0,y∈D1
d(x, y).
On est don dans la onguration de la gure 2 :
A
O
B
P0
P1
m(P0)
m(P1)
D0
D1
Figure 2  D0 et D1 non oplanaires
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Où on a noté O le milieu du segment AB. Posons maintenant u1 = m(P0), u2 =
−→
OA
|−→OA|
et u3 = αu1 + βm(P1) où α et β sont hoisis de manière à e que la base u1, u2, u3 soit
orthonormée. Comme on a déjà que u2 · u3 = 0, il sut de trouver α et β tels que :
u1 · u3 = 0 et |u3|2 = 1,
i.e. {
α + βm(P0) ·m(P1) = 0
α2 + 2αβm(P0) ·m(P1) + β2 = 1
qui est enore équivalent à :{
α = −βm(P0) ·m(P1)
β2 (1− (m(P0) ·m(P1))2) = 1
Et le système est vérié en prenant par exemple α = − m(P0) ·m(P1)√
1− (m(P0) ·m(P1))2
et
β =
1√
1− (m(P0) ·m(P1))2
> 0.
Dans la base orthonormée (u1, u2, u3), les veteurs m(P0) et m(P1) ont pour ompo-
santes :
m(P0) = (1, 0, 0) et m(P1) = (−α
β
, 0,
1
β
).
D'autre part, omme −−→
P0P1 =
−−→
P0A+
−→
AB +
−−→
BP1,
il existe trois réels λ1, λ2 6= 0 et λ3 tels que :
−−→
P0P1 =λ1u1 + λ2u2 + λ3m(P1)
=λ1u1 + λ2u2 + λ3
(
1
β
u3 − α
β
u1
)
.
−−→
P0P1 a don pour omposantes dans la base (u1, u2, u3) :
−−→
P0P1 = (λ1 − α
β
λ3, λ2,
λ3
β
).
Posons maintenant v := (1, s,−1) où s := −1
λ2
(λ1− λ3
β
(α+1)) et ξ :=
v
|v| ∈ S
d−1
. Alors,
−−→
P0P1 · ξ = 1|v|
(
λ1 − α
β
λ3 − (λ1 − λ3
β
(α + 1))− λ3
β
)
= 0,
m(P0) · ξ = 1|v| > 0,
m(P1) · ξ = −1
β|v| < 0.
Ce qui ontredit la proposition I.12. On a don prouvé par l'absurde que D0 et D1
sont néessairement oplanaires.
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P1
P0
D0
D1 ξ
ξ
m(P0)
m(P1)
Figure 3  D0 et D1 parallèles mais non onfondues
Montrons maintenant que D0 et D1 sont soit onfondues, soit onourantes. En eet,
si l'on n'est dans auun de es deux as, les droites D0 et D1 sont paralèlles sans être
onfondues et omme on a supposé m(P0) 6= m(P1), quitte à hanger m en −m on est
dans la onguration de la gure 3 :
C'est absurde puisque alors
−−→
P0P1 · ξ = 0, m(P0) · ξ > 0 et m(P1) · ξ < 0.
Traitons d'abord le as où les droites D0 et D1 sont onourantes. Si les droites D0 et
D1 se oupent en un point O quitte à hanger m en −m, seules deux ongurations sont
possibles : elle de la gure 4 et elle de la gure 5.
O
m(P1)
P1
P0 m(P0)
D1
D0
Figure 4  D0 et D1 onourantes : onguration 1
32 Preuve du théorème I.8 : as d'un ouvert onvexe
O
P1
m(P1)
P0 m(P0)
D1
D0
ξ
ξ
Figure 5  D0 et D1 onourantes : onguration 2
Comme illustré sur la gure 5, la seonde onguration est impossible puisqu'on a
m(P0)·ξ > 0,m(P1)·ξ < 0 et−−→P0P1·ξ = 0. Prouvons-le en passant en oordonnées. Notons
u1 = m(P0) et u2 = αu1+βm(P1) où α et β sont hoisis de manière à e que (u1, u2) soit
une base orthonormée. Des aluls identiques à eux faits au début de ette preuve dans
le as ou D0 et D1 ne sont pas oplanaires montrent que α = − m(P0) ·m(P1)√
1− (m(P0) ·m(P1))2
et β =
1√
1− (m(P0) ·m(P1))2
> 0 onviennent. Dans ette base,
m(P0) = (1, 0) et m(P1) = (−α
β
,
1
β
).
Érivant −−→
P0P1 =
−−→
P0O +
−−→
OP1,
il existe deux réels λ1, λ2 tels que :
−−→
P0P1 = λ1m(P0) + λ2m(P1).
−−→
P0P1 a don pour
omposante dans la base (u1, u2) :
−−→
P0P1 = (λ1 − α
β
λ2,
λ2
β
).
Montrer que la onguration de la gure 5 ne peut advenir équivaut à montrer que :
λ1 ≤ 0 =⇒ λ2 ≥ 0.
Par l'absurde, si λ1 ≤ 0 et λ2 < 0, posons v := (1, s) où s := − β
λ2
(λ1 − α
β
λ2) et
ξ =
v
|v| ∈ S
d−1
. Alors
−−→
P0P1 · ξ = 1|v|
(
λ1 − α
β
λ2 − (λ1 − α
β
λ2)
)
= 0,
m(P0) · ξ = 1|v| > 0,
m(P1) · ξ = 1|v|
(
−α
β
− 1
λ2
(λ1 − α
β
λ2)
)
= − λ1
λ2|v| ≤ 0.
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Ce qui ontredit la proposition I.12. On est don néssairement dans la onguration
de la gure 4. Conluons maintenant la preuve du théorème I.8. C'est ii que le fait
qu'on soit en dimension stritement plus grande que 2 va intervenir. Soit P2 un point de
Lebesgue pour m qui n'est pas dans le plan ontenant D0 et D1. Alors m(P2) 6= m(P0)
ou m(P2) 6= m(P1). Supposons pour xer les idées que m(P2) 6= m(P0). Notons D2 la
droite dirigée par m(P2) passant par P2. Par l'analyse faite préédemment, D0 et D2
sont oplanaires et omme P2 n'est pas sur D0, elles ne sont pas onfondues don se
oupent en un point O. Mais ei impose m(P2) 6= m(P1) et D2 et D1 se oupent. Il
est lair que omme D2 oupe à la fois D0 et D1 et n'est pas dans le plan engendré
par (m(P0), m(P1)), elle ne peut les ouper qu'en O et l'analyse faite préédemment
montre que m(P2) =
−−→
OP2
|
−−→
OP2|
. Cei étant vrai pour tout point de Lebesgue en dehors du
plan engendré par m(P0) et m(P1), on vient de prouver que si m n'est pas onstant,
m(P ) =
−→
OP
|−→OP |
presque partout et le théorème est prouvé.
Pour être tout à fait exhaustif, il nous faudrait également traiter le as où les droites
D0 et D1 sont onfondues que nous avons mentionné préédemment. Il sut de prendre
un point de Lebesgue en dehors de la droite D0 et on se ramène au as déjà traité.
10 Preuve du théorème I.8 : as d'un ouvert onnexe
Nous pouvons maintenant nalement prouver le théorème I.8. Remarquons tout
d'abord que si on suppose Ω non onnexe, le théorème I.8 est faux : il est faile de
onstruire des hamps vériant (11) et (12) mais qui ne sont ni onstants, ni des vortex :
il sut par exemple de prendre une onstante distinte sur haune des omposantes
onnexe ou bien un vortex sur une omposante et des onstantes sur les autres.
Énonçons pour ommener un lemme faile.
Lemme I.16. Soit Ω un ouvert onvexe de Rd, B une boule ouverte inluse dans Ω et
m un hamp mesurable vériant (11) et (12) sur Ω. Fixons m0 ∈ Sd−1, α ∈ {−1, 1} et
P ∈ Rd.
Si m = m0 sur B, alors m = m0 sur Ω entier et si m = α
x−P
|x−P |
sur B alors m = α x−P
|x−P |
sur Ω entier.
Autrement dit la onnaissane d'une fontion vériant les relations (11) et (12) sur
un ouvert onvexe Ω quelonque est déterminé par son omportement sur une boule.
Démonstration. D'après le théorème I.8, omme les relations (11) et (12) sont vériées
sur Ω entier, soit il existe m1 ∈ Sd−1 tel que m = m1 sur Ω, soit il existe α1 ∈ {−1, 1} et
un point P1 de R
d
tels que m = α1
x−P1
|x−P1|
sur Ω. Si m = m0 sur B, on est dans le premier
as est m1 = m0. Si m = α
x−P
|x−P |
sur B, on est dans le seond as, α1 = α et P1 = P , e
qui prouve le lemme.
On peut maintenant nir de prouver le théorème I.8.
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Démonstration. Sur haune des parties onvexes de Ω, le hamp est déterminé grâe
au as d'un ouvert onvexe traité préédemment. Supposons qu'il existe deux parties
onvexes C1 et C2 et deux hamps de veteurs distints m0 et m1 tels que m = m1 sur
C1 et m = m2 sur C2. Par onnexité de Ω, es deux omposantes ont un point x de
leur frontière en ommun. Il existe alors r > 0 tel que B(x, r) ⊂ Ω, B(x, r) ∩ C1 6= ∅ et
B(x, r) ∩ C2 6= ∅. Mais alors, par onvexité de C1, il existe B′ ⊂ B(x, r) ∩ C1. sur B′,
m = m1. D'après le lemme préédent, on devrait don avoir m = m1 sur B(x, r). C'est
absurde puisque B(x, r) intersete C2.
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11 Introdution
La notion d'entropie au sens où nous l'utiliserons ii apparaît dans les artiles [5℄
d'Aviles et Giga et [29℄ de Jin et Kohn. Dans l'artile de [29℄ de Jin et Kohn, Ω étant
un ouvert de R
2
, les auteurs s'intéressent à la minimisation de l'énergie suivante :
AGε(m) :=
ˆ
Ω
ε|∇m|2 + 1
ε
(1− |m|2)2 (26)
où m est de rotationnel nul ave ertaines onditions de bord. Plus préisément, ils sont
intéressés par le omportement asymptotique de ette énergie lorsque ε tend vers 0 et
remarquent qu'en introduisant la fontion :
Φ(x1, x2) := 2(−1
3
x31 − x1(x22 − 1),
1
3
x32 + x2(x
2
1 − 1)),
pour m de rotationnel nul, on a la relation :
∇ · [Φ ◦m] =2(1− |m|2)(∂1m1 − ∂2m2), (27)
d'où
∇ · [Φ ◦m] ≤1
ε
(1− |m|2)2 + ε|∇m|2 − 2ε(∂1m1∂2m2 − (∂1m2)2). (28)
En intégrant les deux membres, on obtient :
ˆ
Ω
∇ · [h ◦m] ≤ AGε(m)− 2ε
ˆ
Ω
(∂1m1∂2m2 − (∂1m2)2). (29)
Comme
ˆ
Ω
(∂1m1∂2m2 − (∂1m2)2) =
ˆ
Ω
∇ ·
(−m2∂1m2
m2∂1m1
)
=
ˆ
∂Ω
m2(∂1m)
⊥ · n,
si on s'intéresse à la minimisation de AGε ave omme ondition de bord m = n où n
désigne la normale au bord de Ω, e dernier terme est ontrolé et la relation (29) nous
donne une borne inférieure pour l'énergie. Dans ertain as, un ansatz adéquat nous
permet de onstruire une suite de fontion (mε)ε>0 pour laquelle l'énergie asymptotique
est du même ordre que la borne inférieure fournie par Φ, e qui donne le omportement
asymptotique de l'énergie.
L'obtention de la borne inférieure repose don sur l'inégalité (28) donnée par la fon-
tion Φ. Ce genre d'inégalité peut s'obtenir non seulement pour la fontion Φ préédente
mais pour une lasse de fontion bien plus large : les entropies. Nous reprenons ii la
dénition donnée par Ignat et Merlet dans [22℄.
Dénition II.1. On appelle entropie une fontion régulière Φ: S1 → R2 et telle que
pour tout x dans S1
〈∂θΦ(x), x〉 = 0,
où x = eiθ.
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Toute entropie donne une inégalité du type de l'inégalité (29), mais obtenir une
inégalité optimale pour l'énergie AGε lorsque ε tend vers 0 demande une ompatibilité
entre la ondition de bord imposée et l'entropie hoisie. On renvoit le leteur à [29℄ pour
plus de détails sur ette question. La notion d'entropie est féonde et a été utilisée à des
ns très diverses : par Ignat et Merlet dans [22℄ et [21℄ pour prouver des résultats de
semi-ontinuité inférieure de fontionnelles liées au miromagnétisme. De Simone, Kohn,
Müller et Otto l'utilisent dans [14℄ assoiée à des outils issus des mesures de Young pour
prouver un résultat de ompaité des minimiseurs de l'énergie AGε. De Lellis et Otto
l'utilisent dans [13℄ pour dénir un espae de fontions pour lequel ils prouvent des
propriétés prohes de elles des espaes BV .
Dans l'artile [19℄ de Ignat, enn, et 'est sur et aspet que nous nous sommes foa-
lisés, les entropies sont utilisées pour montrer le théorème I.4 que nous avons mentionné
dans le premier hapitre, à savoir, le fait que pour Ω un ouvert de R2 et p dans [1, 3],
les hamps dans
W
1/p,p
div (Ω, S
1) :=
{
m ∈ W 1/p,p(Ω,R2) : ∇ ·m = 0 et |m| = 1}
vérient la formulation inétique :
∀ξ ∈ S1 ξ · ∇χ(., ξ) = 0 dans D′(Ω)
où omme dans le premier hapitre,
χ(., ξ) :=
{
1 si m(x) · ξ > 0,
0 si m(x) · ξ ≤ 0.
Cette formulation inétique a, omme nous l'avons vu, des propriétés régularisantes pour
le hamp m et est la lef du théorème I.5 issu de [12℄.
Nous avons trouvé dans le premier hapitre une formulation inétique ayant des eets
régularisants en dimension quelonque ; pour espérer obtenir des résultats analogues au
théorème I.5 en dimension supérieure, il était don naturel d'essayer d'étendre la notion
d'entropie en dimension plus grande que 2.
Avant de poursuivre, nous allons donner une propriété des entropies qu'on peut égale-
ment prendre omme dénition alternative : 'est par exemple elle qui est prise dans
l'artile [13℄ de De Lellis et Otto.
Proposition II.2. Φ: S1 → R2 est une entropie si et seulement si pour tout ouvert Ω
de R2 et toute fontion régulière m : Ω→ S1,
∇ ·m = 0 =⇒ ∇ · [Φ ◦m] = 0.
Le lien entre la dénition II.1 et la propostion II.2 , notamment le fait qu'elles sont
équivalentes sera disuté plus en détail dans la setion 14.
12 Prinipaux résultats
Dénition II.3. Pour x ∈ Rd et i, j dans {1, . . . , d} , on dénit les opérateurs :
Di,j := xi∂j − xj∂i. (30)
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Ces opérateurs s'interprètent en terme de dérivées angulaires, de sorte qu'on peut
les faire agir sur les fontions de C∞(Sd−1). Plus préisément,
Lemme II.4. Pour x dans Sd−1 et 1 ≤ i < j ≤ d,
Di,j =
∂
∂θi,j
(31)
où θi,j est l'angle dans le plan engendré par (ei, ej).
Nous renvoyons au préambule pour la preuve de e lemme et pouvons maintenant
donner notre dénition d'entropie :
Dénition II.5. On appelle entropie une fontion Φ ∈ L1(Sd−1,Rd) telle que pour tout
1 ≤ i < j ≤ d
∀ζ ∈ C∞(Sd−1)
ˆ
Sd−1
Φi(x)Di,j [xjζ ] (x) dσ =
ˆ
Sd−1
Φj(x)Di,j [xiζ ] (x) dσ (32)
où σ désigne la mesure uniforme sur la sphère Sd−1.
On notera par la suite ENT l'ensemble des entropies et ENT reg := ENT ∩
C∞(Sd−1,Rd) l'ensemble des entropies régulières.
Nous verrons qu'ave ette dénition, il existe des entropies en toute dimension et
que déjà en dimension 2, la fontion onsidérée omme une entropie élémentaire en tant
que limite pontuelle d'entropie dans l'artile [14℄ de DeSimone, Kohn, Müller et Otto
est bien une entropie au sens préédent : 'est l'objet du premier exemple de la setion
14.
Remarquons également qu'il n'est pas tout à fait lair que ette dénition soit équivalente
à la dénition II.1 d'entropie si d = 2 et que Φ est un fontion régulière. C'est bien le
as et 'est l'objet de la remarque II.26.
Une fois ette dénition posée, nous montrons qu'en étendant radialement une en-
tropie régulière h ave la formule :
Φ˜(x) = ρ(|x|)Φ
(
x
|x|
)
où ρ désigne une fontion régulière vériant ρ(1) = 1 (voir la dénition II.27), on a le
théorème attendu pour nos entropies, à savoir :
Théorème II.6. Soit Φ˜ ∈ ˜ENT reg. Il existe une fontion ψ ∈ C∞(Rd,Rd) telle que
pour tout ouvert Ω de Rd et tout hamp m dans C∞rot(Ω,R
d),
∇ ·
[
Φ˜ ◦m
]
= 〈ψ(m),∇ [|m|2 − 1]〉 (33)
où
˜
ENT reg désigne l'ensemble des entropies régulières prolongées radialement. D'où
on déduit que si Φ est une entropie régulière, on a le théorème suivant :
Théorème II.7. Soit Φ ∈ ENT reg, Ω un ouvert de Rd et m ∈ C∞rot(Ω, Sd−1). Alors,
pour tout x dans Ω
∇ · [Φ ◦m] (x) = 0.
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À la lumière de la proposition II.2, le théorème préédent soulève une question na-
turelle :
Conjeture II.8. Si Φ est une fontion dans C∞(Sd−1,Rd) telle que pour tout ouvert
Ω de Rd et tout hamp m dans C∞rot(Ω, S
d−1),
∇ · [Φ ◦m] = 0, (34)
Φ est-elle néessairement une entropie ?
Cette onjeture est vraie si d = 2 : 'est la proposition II.2. Nous la pensons égale-
ment vraie dans notre as, bien que nous n'en ayons pas enore de preuve.
Nous onsarons la setion 15 à prouver un ertain nombre de théorème permettant
de aratériser les entropies régulières, notre but étant de pouvoir exhiber des exemples
d'entropie régulière en dimension d > 2. Nous avons pour ela besoin de la dénition
suivante :
Dénition II.9. Pour i, j dans {1, . . . , d}, posons :
ui,j : R
d → Rd
x 7→ xiej − xjei
Ces fontion sont liées aux opérateurs Di,j dénis préédemment ; nous y reviendrons
dans la setion 13. On montre alors qu'en dimension quelonque, on a le théorème
suivant :
Théorème II.10. Soit Φ dans C∞(Sd−1,Rd) et désignons par Ad l'ensemble des ma-
tries antisymétriques de Rd. Alors,
Φ = (αid+ β)x (35)
où
α := 〈Φ(x), x〉 ∈ C∞(Sd−1,Rd),
et
β :=
∑
1≤p<q≤d
〈Φ(x), up,q(x)〉(δq,p − δp,q) ∈ C∞(Sd−1, Ad).
Φ ∈ ENT reg si et seulement si α et β sont solutions du système de
(
d
2
)
équations
aux dérivées partielles : pour tout 1 ≤ i < j ≤ d,
α|ui,j|2 =
∑
1≤p<q≤d
〈up,q, ui,j〉Di,jβp,q (36)
où β = (βp,q). On a de plus l'identité suivante :
α =
1
d− 1
∑
1≤p<q≤d
Dp,qβp,q. (37)
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Si d > 2, e théorème semble malheureusement inutilisable pour onstruire des en-
tropies régulières. Nous avons don onsaré une partie de nos eorts à omprendre e
qui se passe en dimension 3 : 'est l'objet des deux théorèmes et du orollaire suivants.
Théorème II.11. Soit Φ ∈ C∞(S2,R3). Érivons en oordonnées sphériques sur S2 :
Φ = αr+ aθ + bϕ
où
r =

sin θ cosϕsin θ sinϕ
cos θ

 θ =

cos θ cosϕcos θ sinϕ
− sin θ

 ϕ =

− sinϕcosϕ
0

 .
Notons P0 := (0, 0, 1), P1 := (0, 0,−1), a˜ := a
sin θ
et b˜ :=
b
sin θ
.
Alors, si Φ est une entropie (α, a˜, b˜) vérient sur S2 \ {P0, P1} :

α + a˜ cos θ + ∂ϕb˜ = 0
∂ϕa˜ = − sin θ∂θ b˜
∂ϕb˜ = sin θ∂θa˜
(38)
et de plus, sur S2 \ {P0, P1}
∆S2 a˜ = 0 et ∆S2 b˜ = 0.
Corollaire II.12. Soit Φ une entropie sur S2. Alors,
∆S2
(〈Φ, u1,2〉
|u1,2|2
)
(x) = 0 pour x dans S2 \ {|u1,2| = 0} ,
∆S2
(〈Φ, u1,3〉
|u1,3|2
)
(x) = 0 pour x dans S2 \ {|u1,3| = 0} ,
∆S2
(〈Φ, u2,3〉
|u2,3|2
)
(x) = 0 pour x dans S2 \ {|u2,3| = 0} .
Théorème II.13. Soit f = v + iu une fontion holomorphe sur C∗ et onsidérons la
fontion Φ dénie sur S2 \ {P0, P1} par :
Φ(x) =
(
x2
1− x3∂1v(P (x))−
x1
1− x3∂2v(P (x))
)
x+

−x2v(P (x))x1v(P (x))
−u(P (x))

 , (39)
où P est la projetion stéréographique par rapport à P0. Si Φ se prolonge en une fontion
Φˆ dans C1(S2,R2), alors Φˆ est une entropie régulière.
Cette setion est la plus insatisfaisante puisque malgrès les aratérisations préé-
dentes et le fait qu'il existe des entropies en toute dimension, nous n'avons pas été a-
pable d'exhiber d'entropie régulière autre que les entropies triviales en dimension d > 2.
(On renvoie à II.25 pour la dénition d'entropie triviale). En fait, le théorème préédent
nous permet failement de onstruire des entropies régulières en dehors d'un point sur
S2. Nous ne sommes pour le moment pas parvenu à prolonger l'une des entropies ainsi
obtenue en une fontion régulière sur la sphère tout entière. Nous renvoyons le leteur
à la remarque II.33 pour plus de détails sur ette question.
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13 Préambule
Dans ette première partie nous allons dénir les outils dont nous allons avoir besoin
pour donner notre dénition d'entropie en dimension quelonque. Ces outils sont au
nombre de deux : les opérateurs diérentiels Di,j de la dénition II.3, et les fontions
ui,j de la dénition II.9.
13.1 Opérateurs Di,j
Repartons de la dénition II.3 : pour i, j ∈ {1, . . . , d},
Di,j = xi∂j − xj∂i.
Comme Di,j = −Di,j et Di,i = 0, il y a
(
2
d
)
opérateurs Di,j indépendants et ils agissent
sur les fontions régulières de la manière suivante : pour f dans C1(Rd),
Di,jf(x) = xi∂jf(x)− xj∂if(x).
De manière évidente, les opérateurs Di,j agissent également sur les fontions f dans
C1(Rd,Rd) en posant
Di,jf(x) := (Di,jf1(x), . . . , Di,jfd(x)).
On peut maintenant prouver le lemme II.4.
13.1.1 Démonstration du lemme II.4
Démonstration. On veut don prouver que :
Di,j =
∂
∂θi,j
où θi,j est l'angle dans le plan engendré par (ei, ej). Cette égalité se prouve en prenant
des oordonnées adaptées sur Sd−1. Prouvons-la en dimension 2, le as général étant
analogue. En dimension 2, un alul donne :
∂1 = cos θ∂r − sin θ
r
∂θ ∂2 = sin θ∂r +
cos θ
r
∂θ
d'où pour x ∈ S1,
D1,2 = x1∂2 − x2∂1 = r cos θ∂2 − r sin θ∂1 = r∂θ = ∂θ.
e qui onlut la preuve.
Par dénition, les opérateurs Di,j agissent sur les fontions de C
1(Rd). L'égalité
Di,j =
∂
∂θi,j
montrée dans le lemme II.4 montre qu'ils agissent également sur les fontions
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de C1(Sd−1). Préisons un peu de quelle manière. Pour 1 ≤ i < j ≤ d notons Qi,j,ω la
rotation d'angle ω dans le plan engendré par (ei, ej) et posons :
T (Qi,j,ω)f(x) =f(Qi,j,−ωx)
=f(x1, x2, . . . , xi cosω + xj sinω︸ ︷︷ ︸
i-ème oordonnée
, . . . ,−xi sinω + xj cosω︸ ︷︷ ︸
j-ème oordonnée
, . . . , xd).
Pour f ∈ C1(Sd−1), on a alors l'identité
Di,jf(x) =
d(T (Qi,j,ω)f)
dω
|ω=0(x). (40)
Nous ne prouverons par la suite que les propriétés des opérateurs Di,j dont nous nous
servirons dans ette partie. Le leteur intéressé par davantage de détails sur es opéra-
teurs, notamment leur lien ave la transformée de Fourier sur la sphère pourra onsulter
[10℄. Les deux propositions suivantes sont des propriété tehniques des Di,j dont on fera
usage par la suite.
Proposition II.14. Pour f, g ∈ C1(Rd), et i, j dans {1, . . . , d}
Di,j(fg) = fDi,jg + gDi,jf. (41)
De même, pour f, g ∈ C1(Sd−1) et i, j dans {1, . . . , d}
Di,j(fg) = fDi,jg + gDi,jf. (42)
Démonstration. Il sut de faire le alul : xons i, j dans {1, . . . , d} et f, g dans C1(Rd),
Di,j(fg) = xi∂j(fg)− xj∂i(fg)
= xi (g∂jf + f∂jg)− xj (g∂if + f∂ig)
= fDi,jg + gDi,jf.
Si f et g sont des fontions dénies sur Sd−1, on les prolonge en deux fontions régulières
dénies sur un voisinage ouvert de S
d−1
dans R
d
et on est ramené au as préédent.
Proposition II.15. Pour f, g ∈ C1(Sd−1) et i, j dans {1, . . . , d},
ˆ
Sd−1
f(x)Di,jg(x) dσ = −
ˆ
Sd−1
Di,jf(x)g(x) dσ. (43)
Démonstration. Par invariane de la mesure de Lebesgue sur la sphère par rotation,
ˆ
Sd−1
f(Qi,j,ωx)g(x) dσ =
ˆ
Sd−1
f(x)g(Qi,j,−ωx) dσ.
Diéreniant les deux membres par rapport à ω et évaluant en ω = 0, on obtient l'identité
souhaitée.
Cette propriété va nous permettre de donner du sens par dualité à l'expression Di,jf
pour une fontion seulement dans L1(Sd−1).
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13.2 Fontions ui,j
D'après la dénition II.9, pour i, j dans {1, . . . , d}, on a ui,j(x) = xiej − xjei. Ces
fontions sont liées aux opérateurs Di,j de la manière suivante : pour f dans C
1(Rd),
Di,jf(x) = xi∂jf(x)− xj∂if(x) = 〈∇f(x), ui,j(x)〉.
De même, pour f dans C1(Sd−1),
Di,jf(x) = xi∂jf(x)− xj∂if(x) = 〈∇f(x), ui,j(x)〉.
où ∇f désigne dans ette deuxième égalité le gradient sur la sphère. Comme préé-
demment, on prouve ette seonde égalité par prolongement pour se ramener au as de
R
d
. Nous allons maintenant prouver quelques propriétés algébriques de la famille des
(ui,j)1≤i<j≤d dont nous ferons usage par la suite.
Proposition II.16. Notons δi,j := ei ⊗ ej ∈ Md(R) et Ad l'ensemble des matries
antisymétriques de Rd. Alors, pour x dans Rd,
ui,j(x) = (δj,i − δi,j)x, (44)
|x|2id = x⊗ x+
∑
1≤i<j≤d
ui,j(x)⊗ ui,j(x). (45)
Si de plus x est dans Sd−1, la famille de veteurs (ui,j(x))1≤i<j≤d engendre l'espae tan-
gent TxS
d−1
.
Démonstration. L'identité (44) est immédiate : il sut de remarquer que δi,jx = xjei et
(δj,i − δi,j)x = xiej − xjei = ui,j(x).
Prouvons maintenant l'identité (45) :∑
1≤i<j≤d
ui,j(x)⊗ ui,j(x) =
∑
1≤i<j≤d
(δj,i − δi,j)x⊗ (δj,i − δi,j)x
=
∑
1≤i<j≤d
δj,ix⊗ δj,ix− δj,ix⊗ δi,jx− δi,jx⊗ δj,ix+ δi,jx⊗ δi,jx.
Or δi,jx⊗ δi,jx = x2jei ⊗ ei = x2jδi,i et δi,jx⊗ δj,ix = xjxiei ⊗ ej = xjxiδi,j don∑
1≤i<j≤d
ui,j(x)⊗ ui,j(x) =
∑
1≤i<j≤d
x2i δj,j + x
2
jδi,i − xjxi(δi,j + δj,i)
Comme
∑
1≤i<j≤d
x2i δj,j + x
2
jδi,i =
d∑
j=1
δj,j
j−1∑
i=1
x2i +
d∑
i=1
δi,i
d∑
j=i+1
x2j =
d∑
i=1
δi,i
d∑
j=1,j 6=i
x2i
=
d∑
i=1
δi,i(|x|2 − x2i )
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et
∑d
i=1 δi,i = id, on obtient ainsi :
∑
1≤i<j≤d
ui,j(x)⊗ ui,j(x) =|x|2id−
d∑
i=1
δi,ix
2
i −
∑
1≤i<j≤d
xjxi(δi,j + δj,i)
=|x|2id− x⊗ x.
Ce qui prouve l'identité (45). Prouvons maintenant que pour x dans Sd−1, la famille
de veteurs (ui,j(x))1≤i<j≤d engendre l'espae tangent TxS
d−1
. Rappelons pour ela que
pour v1, v2, v3 dans R
d
,
v1 ⊗ v2v3 = v1〈v2, v3〉.
Prenons v dans TxS
d−1
. Appliquant la relation (45) à v,
v =x⊗ xv +
∑
1≤i<j≤d
ui,j(x)⊗ ui,j(x)v
=x〈x, v〉+
∑
1≤i<j≤d
ui,j(x)〈ui,j(x), v〉
et nalement,
v =
∑
1≤i<j≤d
ui,j(x)〈ui,j(x), v〉.
Ce qui onlut la preuve.
14 Entropie
Nous reprenons maintenant la disussion ommenée dans l'introdution sur le fait
que la dénition II.1 et la proposition II.2 sont équivalentes. Pour ela, et pour rendre
les hoses plus laires, nous allons reprendre la dénition II.1 issue de [22℄ et la pro-
position II.2, issue de [14℄ et qui sont formulées en dimension 2 pour des hamps de
divergene nulle et les reformuler en terme de hamp de rotationnel nul, puisque 'est e
qui nous intéresse en dimension supérieure. Nous avons don deux manières équivalentes
de aratériser une entropie en dimension 2 :
Dénition II.17. On dit que Φ ∈ C∞(S1,R2) est une entropie si et seulement si pour
tout x dans S1,
〈∂θΦ(x), x⊥〉 = 0 (46)
où x⊥ := Rx, R étant la rotation direte d'angle pi
2
.
où bien
Proposition II.18. Φ ∈ C∞(S1,R2) est une entropie si et seulement si pour tout ouvert
Ω de R2 et tout hamp m dans C∞rot(Ω, S
1) := {m ∈ C∞(Ω, S1) : rotm = 0},
∇ · [Φ ◦m] = 0. (47)
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Il n'est pas évident à priori que la dénition II.17 et la proposition II.18 soient
équivalentes. Le fait que la proposition II.18 implique la dénition II.17 est montré dans
[19℄ et résulte de l'utilisation de la relation (47) pour des hamps m bien hoisis. Celui
que la proposition II.17 implique la dénition II.18 est une onséquene d'arguments
développés dans [14℄. Nous y reviendrons au début de la partie suivante.
C'est de la dénition II.17 que nous sommes partis pour généraliser la dénition
d'entropie en dimension supérieure. Pour ela, rappelons qu'on peut interpréter l'opé-
rateur ∂θ omme l'opérateur D1,2 vu dans la setion préédente. Comme on a vu dans
la proposition II.15 que l'on peut faire agir es opérateurs par dualité sur des fontions
dans L1(Sd−1), la dénition d'entropie II.5 donnée préedemment est une façon faible
de demander pour tout i, j ave 1 ≤ i < j ≤ d,
〈DΦui,j, ui,j〉 = 0 (48)
Avant de poursuivre et pour montrer que la dénition n'est pas reuse, donnons deux
exemples.
14.1 Un exemple d'entropie en dimension 2
Fixons ξ ∈ S1, v tel que 〈ξ, v〉 = 0 et posons :
Φ(x) := vχ(x, ξ) =
{
v si x · ξ > 0,
0 si x · ξ ≤ 0.
x1
x2
ξ
O
Figure 6  Un exemple d'entropie en dimension 2
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Alors, Φ est une entropie. En eet, soit θ0 ∈ [0, 2π[ tel que ξ = (cos θ0, sin θ0). Il
existe λ dans R tel que v = λ(− sin θ0, cos θ0) et pour ζ ∈ C∞(S1),
ˆ
Sd−1
Φ1(x)D1,2 [x2ζ ] (x)−Φ2(x)D1,2 [x1ζ ] (x) dσ
= λ
ˆ θ0+pi2
θ0−
pi
2
− sin θ0∂θ [sin θζ ]− cos θ0∂θ [cos θζ ] dθ
= λ
ˆ θ0+pi2
θ0−
pi
2
sin(θ − θ0)ζ(θ)− cos(θ − θ0)ζ ′(θ) dθ.
Intégrant par partie la seonde intégrale,
ˆ θ0+pi2
θ0−
pi
2
cos(θ − θ0)ζ ′(θ) dθ = [cos(θ − θ0)ζ(θ)]θ0+
pi
2
θ0−
pi
2
+
ˆ θ0+pi2
θ0−
pi
2
sin(θ − θ0)ζ(θ) dθ
=
ˆ θ0+pi2
θ0−
pi
2
sin(θ − θ0)ζ(θ) dθ
don nalement ˆ
Sd−1
Φ1(x)D1,2 [x2ζ ] (x)− Φ2(x)D1,2 [x1ζ ] (x) dσ = 0.
Il est déjà intéressant de remarquer qu'à une rotation près, qui tient au fait qu'on
s'intéresse aux fontions de rotationnel nul et pas de divergene nulle, ette fontion est
préisément l'entropie élémentaire dénie dans [14℄ en tant que limite pontuelle en tout
point d'une suite d'entropies régulières.
14.2 Un exemple d'entropie en dimension quelonque
Soit d > 2. La fontion
Φ(x) := e2χ(x, e1) =
{
e2 si x · e1 > 0,
0 si x · e1 ≤ 0.
est une entropie. Parmis les
(
d
2
)
relations à vérier, un ertain nombre sont évidentes.
En eet, pour 1 ≤ i 6= j ≤ d et i, j 6= 2,
Φi(x) = 0 = hj(x),
et don évidemment, pour tout ζ ∈ C∞(Sd−1)
ˆ
Sd−1
Φi(x)Di,j [xjζ ] (x) dσ =
ˆ
Sd−1
Φj(x)Di,j [xiζ ] (x) dσ.
Il ne reste don que d − 1 relations à vérier, à savoir que pour j ∈ {1, . . . , d} \ {2} et
pour tout ζ ∈ C∞(Sd−1),
ˆ
Sd−1
Φj(x)D2,j [xjζ ] (x) dσ = 0. (49)
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Pour prouver ela, on va utiliser une paramétrisation partiulière de Sd−1 dans laquelle
D2,j s'exprime failement. La paramétrisation lassique de S
d−1
s'érit :
y1 = cos θ1
y2 = sin θ1 cos θ2
.
.
.
yd−1 = sin θ1 . . . sin θd−2 cos θd−1
yd = sin θ1 . . . sin θd−2 sin θd−1
où 0 < θi < π pour i ∈ {1, . . . , d− 2} et 0 < θd−1 < 2π. Fixons j ∈ {1, . . . , d} \ {2}. On
paramètre maintenant Sd−1 de la façon suivante :
x1 = cos θ1
x2 = sin θ1 . . . sin θd−2 cos θd−1
.
.
.
xj = sin θ1 . . . sin θd−2 sin θd−1
.
.
.
xd−1 = sin θ1 cos θ2
xd = sin θ1 . . . sin θj−1 cos θj
où 0 < θi < π pour i ∈ {1, . . . , d− 2} et 0 < θd−1 < 2π. C'est la paramétrisation
lassique dans laquelle on a simplement permuté y2 et yd−1 et yj et yd sans touher au
reste. Montrons que dans es oordonnées, pour f ∈ C∞(Sd−1),
D2,jf(x) = −∂θd−1f(x).
Pour ela, on repart de l'expression (40) donnée dans les préliminaires :
T (Q2,j,ω)f(x) = f(Qi,j,−ωx)
= f(x1, x2 cosω + xj sinω, . . . ,−x2 sinω + xj cosω, . . . , xd)
= f(x1, sin θ . . . sin θd−2 cos(θd−1 − ω), . . . , sin θ1 . . . sin θd−2 sin(θd−1 − ω), . . . , xd)
= f(θ1, ϕ, . . . , θd−1 − ω).
et
D2,jf(x) =
d(T (Q2,j,ω)f)
dω
|ω=0(x) = d
dω
f(θ1, ϕ, . . . , θd−1 − ω)|ω=0 = −∂θd−1f(x).
La mesure uniforme sur Sd−1 s'érit dans ette paramétrisation :
dσ = sind−2 θ1 sin
d−3 θ2 . . . sin θd−2 dθ1 dθ2 . . .dθd−1.
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et nalement,
ˆ
Sd−1
Φ2(x)D2,j [xjζ ] (x) dσ =
ˆ
Sd−1∩{x1>0}
D2,j [xjζ ] (x) dσ
=
ˆ pi
2
0
ˆ
[0,pi]d−3
ˆ 2pi
0
−∂θd−1 [sin θ1 . . . sin θd−2 sin θd−1ζ(θ)] dσ
=− [sin θd−1ζ(θ)]2pi0︸ ︷︷ ︸
=0
ˆ pi
2
0
ˆ
[0,pi]d−3
sin θ1 . . . sin θd−2 dσ
′.
où dσ′ := sind−2 θ1 sin
d−3 θ2 . . . sin θd−2 dθ1 dθ2 . . .dθd−2. Φ est don une entropie.
La proposition suivante nous permet de fabriquer de nouveaux exemples failement.
Proposition II.19. On désigne par Sd le groupe des permutations de {1, . . . , d}. Pour
x dans Rd et σ dans Sd, notons σ · x := (xσ(1), xσ(2), . . . , xσ(d)). Alors,
Sd × ENT −→ ENT
(σ, h) 7−→ σ ∗ Φ := x 7→ σ · Φ(σ−1 · x)
est une ation de groupe.
Démonstration. Il est lair que id ∗ Φ = Φ. Pour σ1, σ2 dans Sd et x dans Rd,
σ1 · (σ2 ·x) = σ1 · (xσ2(1), xσ2(2), . . . , xσ2(d)) = (xσ1σ2(1), xσ1σ2(2), . . . , xσ1σ2(d)) = (σ1 ◦ σ2) · x
par onséquent,
σ1 ∗ (σ2 ∗ Φ) = σ1 · (σ2 · Φ(σ−12 · σ−11 · x)) = (σ1 ◦ σ2) · Φ((σ1 ◦ σ2)−1 · x) = (σ1 ◦ σ2) ∗ Φ.
Le seul point déliat onsiste don à montrer que si Φ est dans ENT , σ∗Φ est également
dans ENT . Comme les permutations de deux éléments engendrent Sd, il sut de
montrer e qui préède pour les permutations de deux élements de Sd. Fixons don p
et q deux entiers distints de {1, . . . , d}, notons τ := (p q). Soit Φ un élément de ENT
montrons que τ ∗ Φ est enore dans ENT .
Pour 1 ≤ i < j ≤ d, trois as distints sont possibles :
as 1 : {i, j} ∩ {p, q} = ∅
Dans e as,
ˆ
Sd−1
(τ ∗ Φ)i(x)Di,j [xjζ ] (x) dσ =
ˆ
Sd−1
Φi(τ · x)Di,j [xjζ ] (x) dσ.
Changeant de variable dans l'intégrale en posant u := τ · x,
ˆ
Sd−1
(τ ∗ Φ)i(x)Di,j [xjζ ] (x) dσ =
ˆ
Sd−1
Φi(u)Di,j [xjζ ] (τ · u) dσ.
Comme {i, j} ∩ {p, q} = ∅, si f est une fontion régulière, en posant u g7→ f(τ · u), il est
faile de voir que
Di,j [f ] (τ · u) = Di,j [g] (u) (50)
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de sorte que :ˆ
Sd−1
Φi(u)Di,j [xjζ ] (τ · u) dσ =
ˆ
Sd−1
Φi(u)Di,j [ujζ(τ · .)] (u) dσ
=
ˆ
Sd−1
Φj(u)Di,j [uiζ(τ · .)] (u) dσ,
la deuxième égalité résultant du fait que Φ est une entropie. Réutilisant la relation (50)
et le même hangement de variable pour ette dernière intégrale,ˆ
Sd−1
Φj(u)Di,j [uiζ(τ · .)] (u) dσ =
ˆ
Sd−1
(τ ∗ Φ)j(x)Di,j [xiζ ] (x) dσ
et on obtient nalement,ˆ
Sd−1
(τ ∗ Φ)i(x)Di,j [xjζ ] (x) dσ =
ˆ
Sd−1
(τ ∗ Φ)j(x)Di,j [xiζ ] (x) dσ.
as 2 : ard({i, j} ∩ {p, q}) = 1. Supposons par exemple que i = p et j 6= q.ˆ
Sd−1
(τ ∗ Φ)i(x)Di,j [xjζ ] (x) dσ =
ˆ
Sd−1
Φq(τ · x)Di,j [xjζ ] (x) dσ.
Posant à nouveau u := τ · x,ˆ
Sd−1
Φq(τ · x)Di,j [xjζ ] (x) dσ =
ˆ
Sd−1
Φq(u)Di,j [xjζ ] (τ · u) dσ
Cette fois, si f est une fontion régulière et u
g7→ f(τ · u),
Di,j[f ](τ · u) = Dq,j[g](u). (51)
En eet,
Di,j[f ](τ · u) = (xi∂jf − xj∂if)(τ · u)
= uq∂jf(τ · u)− uj∂if(τ · u)
et
Dq,j[g](u) = uq∂j [f(τ · u)]− uj∂q[f(τ · u)]
= uq∂jf(τ · u)− uj∂if(τ · u),
de sorte queˆ
Sd−1
Φq(u)Di,j [xjζ ] (τ · u) dσ =
ˆ
Sd−1
Φq(u)Dq,j [ujζ(τ · .)] (u) dσ
=
ˆ
Sd−1
Φj(u)Dq,j [uqζ(τ · .)] (u) dσ.
La deuxième égalité résultant du fait que Φ est une entropie. Réutilisant la relation (51),
Dq,j [uqζ(τ · .)] (u) = Di,j [uiζ ] (τ · u). Le même hangement de variable que préedem-
ment donne alors :ˆ
Sd−1
Φj(u)Dq,j [uqζ(τ · .)] (u) dσ =
ˆ
Sd−1
Φj(τ · u)Di,j [uiζ ] (τ · u) dσ
=
ˆ
Sd−1
Φj(τ · u)Di,j [uiζ ] (τ · u) dσ.
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Or j n'est pas dans le support de la permutation τ don Φj(τ · u) = (τ ∗ Φ)j(u) et on a
don prouvé que :
ˆ
Sd−1
(τ ∗ Φ)i(x)Di,j [xjζ ] (x) dσ =
ˆ
Sd−1
(τ ∗ Φ)j(x)Di,j [xiζ ] (x) dσ.
Pour être tout à fait exhaustif, il nous faudrait traiter les trois autres as possibles où
ard({i, j} ∩ {p, q}) = 1. Le as où i = q et j 6= p est analogue en remarquant qu'ave
les notations préédentes, on a
Di,j[f ](τ · u) = Dp,j[g](u)
Les deux as restant se déduisent des deux premiers en utilisant le fait que Di,j = −Dj,i.
as 3 : {i, j} = {p, q}. Supposons par exemple que (i, j) = (p, q).
ˆ
Sd−1
(τ ∗ Φ)i(x)Di,j [xjζ ] (x) dσ =
ˆ
Sd−1
Φq(τ · x)Di,j [xjζ ] (x) dσ
=
ˆ
Sd−1
Φq(u)Di,j [xjζ ] (τ · u) dσ.
Si f est une fontion régulière et u
g7→ f(τ · u),
Di,j[f ](τ · u) = Dq,p[g](u). (52)
En eet,
Di,j[f ](τ · u) = (xi∂jf − xj∂if)(τ · u)
= uq∂jf(τ · u)− up∂if(τ · u)
et
Dq,p[g](u) = uq∂p[f(τ · u)]− up∂q[f(τ · u)]
= uq∂jf(τ · u)− uj∂if(τ · u),
de sorte que
ˆ
Sd−1
Φq(u)Di,j [xjζ ] (τ · u) dσ =
ˆ
Sd−1
Φq(u)Dq,p [xpζ(τ · .)] (u) dσ
=
ˆ
Sd−1
Φp(u)Dq,p [xqζ(τ · .)] (u) dσ,
où l'on a utilisé le fait que Φ est une entropie pour obtenir la dernière égalité. Réutilisant
la relation (52), Dq,p [xqζ(τ · .)] (u) = Di,j[upζ ](τ · u) et hangeant de variable dans
l'intégrale,
ˆ
Sd−1
Φp(u)Dq,p [xqζ(τ · .)] (u) dσ =
ˆ
Sd−1
Φp(u)Di,j[upζ ](τ · u) dσ
=
ˆ
Sd−1
Φp(τ · u)Di,j[upζ ](u) dσ.
Or omme (i, j) = (p, q), Φp(τ · u) = Φi(τ · u) = (τ ∗ Φ)j(u) et on a don montré queˆ
Sd−1
(τ ∗ Φ)i(x)Di,j [xjζ ] (x) dσ =
ˆ
Sd−1
(τ ∗ Φ)j(u)Di,j[xiζ ](x) dσ.
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Le as où (i, j) = (q, p) est analogue.
On a don montré que pour 1 ≤ i < j ≤ d et ζ dans C∞(Sd−1)
ˆ
Sd−1
(τ ∗ Φ)i(x)Di,j [xjζ ] (x) dσ =
ˆ
Sd−1
(τ ∗ Φ)j(u)Di,j[xiζ ](x) dσ.
Si Φ est une entropie, τ ∗Φ est don également une entropie. Cei lt la démonstration.
Remarque II.20. La proposition préédente ombinée à l'exemple donné en dimension
d > 2 montre don que pour i 6= j, la fontion
Φ(x) = ei1{xj>0}
est une entropie. En dimension plus grande que 2, nous ne savons pas si pour ξ dans
Sd−1 et v dans Rd tel que 〈ξ, v〉 = 0, la fontion
Φ(x) := vχ(x, ξ) =
{
v si x · ξ > 0,
0 si x · ξ ≤ 0.
est une entropie ou non en général.
Cette question est liée à la onjeture suivante :
Conjeture II.21. Od(R) désignant le groupe orthogonal, onsidérons l'appliation
A : Od(R)× L1(Sd−1,Rd) −→ L1(Sd−1,Rd)
(R, f) 7−→ A(R, f)(x) := x 7→ Rf(RTx)
La proposition II.19 peut s'interpréter en disant que le sous-groupe de Od(R) engendré
par les symétries par rapport aux plans d'équation xi = xj pour i, j dans {1, . . . , d} agit
sur ENT par l'ation de groupe donnée par A.
Une question naturelle est la suivante : le groupe orthogonal entier agit-il sur l'ensemble
des entropies ? Si d = 2, ette onjeure est vraie et nous la prouvons i-dessous. En
dimension plus grande, nous pensons ette onjeture fausse.
Proposition II.22. en dimension 2, O2(R) agit sur l'ensemble des entropies par l'ation
A préédente.
Démonstration. Il y a une seule hose non évidente à prouver pour montrer que A est
une ation de groupe : le fait que pour Φ dans ENT et R dans O2(R), A(R,Φ) est
enore dans ENT .
Notons S la symétrie d'axe x1 = x2 et Rω la rotation d'angle ω. Comme le groupe
O2(R) est engendré par {S,Rω | ω ∈ [0, 2π[}, il sut de montrer que pour Φ entropie,
A(S,Φ) et A(Rω,Φ) sont enore des entropies. Pour A(S,Φ), 'est lair : 'est la pro-
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position II.19. Pour une rotation Rω,ˆ
S1
A(Rω,Φ)1(x)D1,2 [x2ζ ] (x) dσ =
ˆ
S1
(cosωΦ1(R−ωx)− sinωΦ2(R−ωx))D1,2 [x2ζ ] (x) dσ
=
ˆ 2pi
0
(cosωΦ1(θ − ω)− sinωΦ2(θ − ω)) ∂θ [sin θζ ] (θ) dθ
=
ˆ 2pi
0
(cosωΦ1(θ)− sinωΦ2(θ)) ∂θ [sin(θ + ω)ζ(θ + ω)] dθ
=
ˆ 2pi
0
(cosωΦ1(θ)− sinωΦ2(θ)) (sinω∂θ [cos θζ(θ + ω)]+
(53)
cosω∂θ [sin θζ(θ + ω)]) dθ
Comme Φ est une entropie,
ˆ 2pi
0
Φ2(θ)∂θ [cos θζ(θ + ω)] dθ =
ˆ 2pi
0
Φ1(θ)∂θ [sin θζ(θ + ω)] dθ (54)
Reprenant (53),
I :=
ˆ 2pi
0
(cosωΦ1(θ)− sinωΦ2(θ)) (sinω∂θ [cos θζ(θ + ω)] + cosω∂θ [sin θζ(θ + ω)]) dθ
=
ˆ 2pi
0
∂θ [cos θζ(θ + ω)]
(
sinω cosωΦ1(θ) + cos
2 ωΦ2(θ)
)
+
∂θ [sin θζ(θ + ω)]
(− sin2 ωΦ1(θ)− sinω cosωΦ2(θ)) dθ par (54)
=
ˆ 2pi
0
(sinωΦ1(θ) + cosωΦ2(θ)) ∂θ[(cos θ cosω − sin θ sinω︸ ︷︷ ︸
cos(θ+ω)
)ζ(θ + ω)] dθ
=
ˆ 2pi
0
(sinωΦ1(θ − ω) + cosωΦ2(θ − ω)) ∂θ [cos(θ)ζ(θ)] dθ
=
ˆ
S1
A(Rω,Φ)2(x)D1,2 [x1ζ ] (x) dσ(x)
Ce qui prouve que A(Rω,Φ) est une entropie et la proposition.
Le lemme suivant montre que si Φ est une entropie régulière, on a la relation (32)
au sens fort.
Lemme II.23. Φ ∈ ENT ∩ C1(Sd−1,Rd) si et seulement si pour tout 1 ≤ i < j ≤ d,
∀x ∈ Sd−1 xjDi,jΦi(x) = xiDi,jΦj(x). (55)
Démonstration. Comme Φ est une entropie, pour 1 ≤ i < j ≤ d,
∀ζ ∈ C∞(Sd−1)
ˆ
Sd−1
Φi(x)Di,j [xjζ(x)] dσ =
ˆ
Sd−1
Φj(x)Di,j [xiζ(x)] dσ.
Comme Φ ∈ C1(Sd−1,Rd), par la proposition II.15, ela implique
∀ζ ∈ C∞(Sd−1)
ˆ
Sd−1
Di,jΦi(x)xjζ(x) dσ =
ˆ
Sd−1
Di,jΦj(x)xiζ(x) dσ. (56)
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On onlut par l'absurde : supposons qu'il existe i0, j0 et x
′
dans Sd−1 tels que
xj0Di0,j0Φi0(x
′) 6= xi0Di0,j0Φj0(x′).
Par ontinuité, il existe un voisinage V de x′ dans Sd−1 tel que pour x dans V ,
xj0Di0,j0Φi0(x)− xi0Di0,j0Φj0(x) > 0 par exemple.
Notons U un ouvert Sd−1 stritement inlu dans V . Il sut de prendre ζ ∈ C∞(Sd−1)
telle que ζ(x) = 1 sur U et ζ(x) = 0 sur V c pour ontredire (56), e qui est absurde et
le lemme est prouvé.
On peut formuler ette aratérisation de manière un peu plus géométrique grâe
aux fontions ui,j dénies dans dans la première partie : 'est le orollaire suivant.
Corollaire II.24. Φ ∈ ENT ∩C1(Sd−1,Rd) si et seulement si pour tout 1 ≤ i < j ≤ d,
∀x ∈ Sd−1 〈DxΦui,j(x), ui,j(x)〉 = 0. (57)
où DΦ désigne ii la diérentielle de Φ en tant qu'appliation de Sd−1 dans Rd.
Démonstration. Comme d'habitude, on étend Φ en une fontion dénie sur un voisinage
de la sphère. Un alul montre alors que
〈DxΦui,j(x), ui,j(x)〉 = xjDi,jΦi(x)− xiDi,jΦj(x),
e qui onlut.
Ce orollaire permet d'exhiber les premiers exemples d'entropies régulières. Fixons w
dans Rd, l'appliation Φ(x) = w est une entropie régulière. Ad(R) désignant l'ensemble
des matries antisyétriques de Rd, si A ∈ Ad(R) et si Φ(x) = Ax, Φ est une entropie ré-
gulière. Prouvons seulement ette seonde armation, la première étant évidente. Pour
Φ(x) = Ax, 〈DΦui,j, ui,j〉 = 〈Aui,j, ui,j〉 = −〈ui,j, Aui,j〉 = 0.
Dénition II.25. On appellera par la suite entropies triviales les entropies onstantes
ou de la forme Ax pour A dans l'ensemble des endomorphismes antisymétriques Ad(R).
Remarque II.26. Remarquons qu'en dimension 2, notre notion d'entropie pour une
fontion régulière oinide bien ave la notion d'entropie donnée par la dénition II.17.
En eet, d'après le orollaire II.24, Φ ∈ C∞(S1,R2) et une entropie fondamentale régu-
lière si et seulement si :
∀x ∈ S1 〈DxΦu1,2(x), u1,2(x)〉 = 0.
Or DxΦu1,2(x) = D1,2Φ(x) et omme D1,2 = ∂θ et u1,2(x) = x
⊥
ette relation est
équivalente à :
∀x ∈ S1 〈∂θΦ(x), x⊥〉 = 0,
e qui est préisément la dénition II.17.
On notera par la suite l'ensemble des entropies régulières :
ENT reg = ENT ∩ C∞(Sd−1,Rd).
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15 Propriétés des entropies régulières
Le but prinipal de ette setion est l'établissement des théorèmes II.6 et II.7.
Avant de ommener, il est instrutif de voir omment on prouve es résultats en dimen-
sion 2 en partant de la dénition II.17 d'entropie. Les arguments, que nous résumons
ii, sont issus de [14℄. Soit Φ ∈ C∞(S1,R2) vériant :
∀x ∈ S1 〈∂θΦ(x), x⊥〉 = 0.
On prolonge radialement Φ en une fontion Φ˜ dénie sur R2. Φ˜ vérie alors sur R2
〈DxΦ˜x⊥, x⊥〉 = 0. (58)
Pour une fontion vériant la relation (58), il existe ψ dans C∞(R2,R2) tel que pour
tout ouvert Ω de R2 et tout hamp m dans C∞rot(Ω,R
2),
∇ ·
[
Φ˜ ◦m
]
= 〈ψ(m),∇ [|m|2 − 1]〉, (59)
e qui onlut.
La première étape pour espérer adapter ette preuve en dimension supérieure est de
pouvoir prolonger une entropie fondamentale régulière dénie sur Sd−1 en une fontion
dénie sur Rd tout entier et vériant ertaines propriétées. C'est l'objet de la dénition
et du lemme suivant.
Dénition II.27. Soit Φ ∈ ENT et ρ ∈ C∞(R+) nulle sur un voisinage de 0 et
vériant ρ(1) = 1. On dénit une entropie sur Rd entier en posant :
Φ˜(x) = ρ(|x|)Φ
(
x
|x|
)
(60)
et on appelle Φ˜ une entropie globale.
En aord ave les notations préédentes, on notera
˜
ENT les entropies globales et
˜
ENT reg les entropies globales issues d'une entropie régulière. Par la suite, Φ˜ désignera
une entropie globale dénie sur Rd provenant d'une entropie Φ dénie sur Sd−1 par la
relation (60).
Lemme II.28. Soit Φ˜ ∈ ˜ENT reg. Alors, pour 1 ≤ i < j ≤ d,
〈DΦ˜ui,j, ui,j〉 = 0.
Démonstration. Pour f ∈ C∞(Sd−1)
Di,j
[
f
(
x
|x|
)]
=
1
|x|Di,j(f)
(
x
|x|
)
. (61)
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En eet,
Di,j
[
f
(
x
|x|
)]
=xi∂j
[
f
(
x
|x|
)]
− xj∂i
[
f
(
x
|x|
)]
=xi
(∑
k 6=j
−xjxk
|x|3 ∂kf +
|x|2 − x2j
|x|3 ∂jf
)
−
xj
(∑
k 6=i
−xixk
|x|3 ∂kf +
|x|2 − x2i
|x|3 ∂if
)
=xi
(−xj
|x|3 x · ∇f +
1
|x|∂jf
)
− xj
(−xi
|x|3 x · ∇f +
1
|x|∂if
)
=
1
|x|Di,j(f)
(
x
|x|
)
.
Combinant (41) et (61),
xjDi,jΦ˜i(x) = xjDi,j
[
ρ(|x|)Φ
(
x
|x|
)]
= ρ(|x|) xj|x|Di,jΦi
(
x
|x|
)
+ Φi
(
x
|x|
)
Di,j [ρ(|x|)] . (62)
Comme Φ est une entropie régulière, par le lemme II.23, pour tout x dans Rd \ {0}
xj
|x|Di,jΦi
(
x
|x|
)
=
xi
|x|Di,jΦj
(
x
|x|
)
,
et omme ρ(|x|) ne dépend que de la norme de x,
Di,j [ρ(|x|)] = ∂
∂θi,j
[ρ(|x|)] = 0.
Reportant dans (62),
xjDi,jΦ˜i(x) = ρ(|x|) xi|x|Di,jΦj
(
x
|x|
)
= xiDi,jΦ˜j(x),
e qui prouve le lemme.
Nous aurions maintenant besoin de l'analogue de la relation (59). C'est préisément
le théorème II.6 que nous allons prouver maintenant.
15.1 Démonstration du théorème II.6
Démonstration. Nous voulons don montrer que si Φ˜ est dans ˜ENT reg, il existe une
fontion ψ dans C∞(Rd) telle que pour tout ouvert Ω de Rd et tout hamp m dans
C∞rot(Ω,R
d),
∇ · [Φ˜ ◦m] = 〈ψ(m),∇[|m|2 − 1]〉.
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D'une part
∇ ·
[
Φ˜ ◦m
]
= Tr
[
DΦ˜(m)Dm
]
= Tr

∂1Φ˜1(m) . . . ∂dΦ˜1(m)..
.
.
.
.
∂1Φ˜d(m) . . . ∂dΦ˜d(m)



∂1m1 . . . ∂dm1..
.
.
.
.
∂1md . . . ∂dmd


=
d∑
i=1
〈∇Φ˜i(m), ∂im〉. (63)
Ensuite,
d∏
k=1
mk〈∇Φ˜i(m), ∂im〉 =
d∏
k=1
mk∂iΦ˜i(m)∂imi +
d∏
k=1
mk
∑
p 6=i
∂pΦ˜i(m)∂imp
=
d∏
k 6=i
mk(∂iΦ˜i(m)mi∂imi) +
d∏
k=1
mk
∑
p 6=i
∂pΦ˜i(m)∂imp
=
d∏
k 6=i
mk∂iΦ˜i(m)
∂i|m|2
2
−
d∏
k 6=i
mk∂iΦ˜i(m)
∑
p 6=i
mp∂imp
+
d∏
k=1
mk
∑
p 6=i
∂pΦ˜i(m)∂imp
=
d∏
k 6=i
mk∂iΦ˜i(m)
∂i|m|2
2
+
∑
p 6=i
∂imp
d∏
k 6=i
mk
[
mi∂pΦ˜i(m)−mp∂iΦ˜i(m)
]
d∏
k=1
mk〈∇Φ˜i(m), ∂im〉 =
d∏
k 6=i
mk∂iΦ˜i(m)
∂i|m|2
2
+
∑
p 6=i
∂imp
d∏
k 6=i
mk(Di,pΦ˜i)(m). (64)
Multipliant (63) par
∏d
k=1mk et ombinant ave (64), on obtient :
d∏
k=1
mk∇ ·
[
Φ˜ ◦m
]
=
d∑
i=1
d∏
k 6=i
mk∂iΦ˜i(m)
∂i|m|2
2
+
d∑
i=1
∑
p 6=i
∂imp
d∏
k 6=i
mk(Di,pΦ˜i)(m)︸ ︷︷ ︸
S
. (65)
Le alul suivant est le noeud de la proposition : on va montrer que le fait que Φ˜ soit
une entropie et que m soit de rotationnel nul implique S = 0.
S =
d∑
i=1
∑
p<i
∂imp
d∏
k 6=i
mk(Di,pΦ˜i)(m)︸ ︷︷ ︸
S1
+
d∑
i=1
∑
p>i
∂imp
d∏
k 6=i
mk(Di,pΦ˜i)(m)︸ ︷︷ ︸
S2
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D'une part,
S1 =
d∑
i=1
∑
p<i
∂impmp(Di,pΦ˜i)(m)
d∏
k 6=i,p
mk. (66)
Changeant l'ordre de sommation pour S2
S2 =
d∑
p=1
∑
i<p
∂imp
d∏
k 6=i
mk(Di,pΦ˜i)(m).
m est de rotationnel nul don ∂imp = ∂pmi et Di,j = −Dj,i, don
S2 = −
d∑
p=1
∑
i<p
∂pmi
d∏
k 6=i
mk(Dp,iΦ˜i)(m)
= −
d∑
p=1
∑
i<p
∂pmimp(Dp,iΦ˜i)(m)
d∏
k 6=i,p
mk. (67)
Combinant (66) et (67), et renommant i := p, p := i dans S2, on obtient :
S =
d∑
i=1
∑
p<i
∂imp
[
mp(Di,pΦ˜i)(m)−mi(Di,pΦ˜p)(m)
]
︸ ︷︷ ︸
=0 par le lemme II.28
d∏
k 6=i,p
mk = 0.
Et par onséquent, reprenant (65), on obtient :
d∏
k=1
mk∇ ·
[
Φ˜ ◦m
]
=
d∑
i=1
d∏
k 6=i
mk∂iΦ˜i(m)
∂i|m|2
2
.
Divisant les deux membres de ette égalité par
∏d
k=1mk, on a don :
∇ ·
[
Φ˜ ◦m
]
=
d∑
i=1
∂iΦ˜i(m)
2mi
∂i|m|2,
e qui donne l'égalité souhaitée en posant :
ψi(x) =
∂iΦ˜i(x)
2xi
.
Pour onlure, il reste à montrer que ψ est une fontion régulière. Nous allons montrer
que la omposante ψ1 est dans C
∞(Rd), les autres omposantes se traitant de manière
analogue. On a don :
ψ1(x) =
∂1Φ˜1(x)
2x1
.
C'est un élément de C∞(Rd\{x1 = 0}). Mais omme Φ˜ est une entropie, 〈DΦ˜u1,2, u1,2〉 =
0, 'est-à-dire :
x2(x1∂2Φ˜1 − x2∂1Φ˜1) = x1(x1∂2Φ˜2 − x2∂1Φ˜2).
58 Propriétés des entropies régulières
Divisant par x1x
2
2 et permutant deux termes,
∂1Φ˜1
x1
= −∂2Φ˜1
x2
− x1∂2Φ˜2
x22
+
∂1Φ˜2
x2
.
Le membre de droite de ette égalité est dans C∞(Rd \{x2 = 0}) ; on a don prouvé que
x 7→ ∂1Φ˜1
x1
est dans C∞(R∗d) mais omme on a hoisi la fontion ρ assoiée à Φ˜ nulle sur
un voisinage de 0, on a de plus D0Φ˜ = 0 et don x 7→ ∂1Φ˜1(x)x1 est dans C∞(Rd) e qui
prouve le théorème.
La démonstration du théorème II.7 est maintenant immédiate.
15.2 Démonstration du théorème II.7
Démonstration. D'après le théorème II.6, pour tout x dans Ω,
∇ ·
[
Φ˜ ◦m
]
= 〈ψ(m),∇ [|m|2 − 1]〉
où Φ˜ désigne l'extension de Φ sur Rd donnée par le lemme II.28. Comme m est à valeur
dans Sd−1, le membre de droite est nul et omme pour x dans Sd−1, Φ˜(x) = Φ(x), on en
déduit que pour x dans Ω,
∇ · [Φ ◦m] (x) = 0
et le théorème est prouvé.
Nous onluons ette setion par la preuve d'une proposition dont nous ne ferons
pas usage par la suite mais néanmoins intéressante.
Proposition II.29. Soit Φ une entropie régulière de Sd−1 dans Rd. Soit p dans
{1, . . . , d} et xp := (x1, . . . , xp−1, 0, xp+1, . . . , xd) ∈ Rd. L'appliation
Φp :
{
x ∈ Sd−1 : xp = 0
} −→ Rd−1
S
d−2 ∋ (x1, . . . , xp−1, xp+1, . . . , xd) 7−→ (Φ1(xp), . . . ,Φp(xp),Φp+1(xp), . . . ,Φd(xp))
est une entropie régulière de Sd−2 dans Rd−1.
Démonstration. Nous allons le montrer dans le as où p = 1 pour simplier. Il sut de
montrer que pour 2 ≤ i < j ≤ d et pour tout x dans Sd−2,
xiDi,jΦ1,j(x) = xjDi,jΦ1,i(x).
Or omme Φ est une entropie régulière, pour tout 1 ≤ i < j ≤ d et pour tout x dans
S
d−1
xiDi,jΦj(x) = xjDi,jΦi(x).
Restreignant es relations à l'ensemble
{
x ∈ Sd−1 : x1 = 0
}
, on obtient préisément les
relations souhaitées pour Φ1, e qui termine la preuve.
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16 Caratérisation des entropies régulières
Nous venons de prouver un ertain nombre de propriétés des entropies régulières mais
nous n'avons pour le moment pas donné d'autre exemple que les entropies triviales, à
savoir :
Φ(x) = w pour w ∈ Rd et Φ(x) = Ax ave A ∈ Ad(R).
Le but de ette setion est don de aratériser les entropies régulières an d'exhiber
d'autres exemples.
En dimension 2, les entropies régulières sont omplètement aratérisées par le théo-
rème suivant qu'on trouve dans [19℄.
Théorème II.30. (Ignat, Merlet [22℄). Soit Φ ∈ C∞(S1,R2). Alors Φ est une entropie
régulière si et seulement si il existe une fontion ϕ dans C∞(S1) telle que pour tout x
dans S1,
Φ = −∂θϕx+ ϕx⊥
où x⊥ = Rx, R désignant la rotation direte d'angle pi
2
.
Avant de poursuivre, faisons une petite remarque sur e théorème. Le leteur qui
onsulterait [19℄ n'y trouverait pas exatement la aratérisation préédente mais plutt
une aratérisation des entropies de la forme :
Φ = ϕx+ ∂θϕx
⊥.
Cei tient au fait que [22℄ s'interesse aux entropies pour des fontions de divergene
nulle. Le théorème II.30 i-dessus est une simple reformulation du théorème de [22℄
quand on onsidère les entropies pour des hamps de rotationnel nul au lieu de hamps
de divergene nulle.
Nous allons ommener par prouver le théorème II.10 aratérisant les entropies.
16.1 Démonstration du théorème II.10
Démonstration. Soit Φ ∈ C∞(Sd−1,Rd). Prouvons d'abord l'identité (35). Cela déoule
diretement de la relation (45). En eet, appliquant ette relation à Φ,
Φ(x) = x⊗ xΦ(x) +
∑
1≤i<j≤d
ui,j(x)⊗ ui,j(x)Φ(x).
Comme
v1 ⊗ v2v3 = v1〈v2, v3〉,
il vient
Φ(x) = 〈Φ(x), x〉x+
∑
1≤p<q≤d
〈Φ(x), up,q(x)〉up,q(x),
et utilisant ette fois (44), on obtient nalement :
Φ(x) = 〈Φ(x), x〉x+
∑
1≤p<q≤d
〈Φ(x), up,q(x)〉(δq,p − δp,q)x.
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Cei prouve l'identité (35) en posant α := 〈Φ(x), x〉 et β :=
∑
1≤p<q≤d
〈Φ(x), up,q(x)〉(δq,p−
δp,q).
Maintenant, Φ est une entropie si et seulement si pour 1 ≤ i < j ≤ d et pour tout x
dans Sd−1,
〈DΦui,j, ui,j〉 = 〈Di,jΦ, ui,j〉 = 0,
e qui, en utilisant l'identité préédente sur Φ, équivaut à :
Di,jα〈x, ui,j〉+ α〈Di,jx, ui,j〉+∑
1≤p<q≤d
Di,j [〈Φ, up,q〉]〈up,q, ui,j〉+ 〈Φ, up,q〉〈(Di,j [(δq,p − δp,q)x] , ui,j〉 = 0.
Or Di,jx = ui,j et don
〈(Di,j [(δq,p − δp,q)x] , ui,j〉 = 〈(δq,p − δp,q)ui,j, ui,j〉 = 0
puisque δq,p − δp,q est antisymétrique.
L'équation préédente est don nalement équivalente à :
α|ui,j|2 +
∑
1≤p<q≤d
Di,j [〈Φ, up,q〉] 〈up,q, ui,j〉 = 0, (68)
e qui est exatement l'identité (36) puisque pour 1 ≤ p < q ≤ d, βp,q = −〈Φ, up,q〉.
Il nous reste à prouver l'identité (37). Pour ela, on va sommer les égalités (36) sur i, j.
Remarquons d'abord que : ∑
1≤i<j≤d
|ui,j|2 = d− 1.
En eet,
∑
1≤i<j≤d
|ui,j|2 =
d∑
i=1
d∑
j=i+1
(x2i + x
2
j ) =
d∑
i=1
(d− i)x2i +
d∑
j=1
j−1∑
i=1
x2j
=
d∑
i=1
(d− i)x2i + (i− 1)x2i = (d− 1)
d∑
i=1
x2i
= d− 1.
Sommant sur i, j, on obtient don :
(d− 1)α =
∑
1≤i<j≤d
∑
1≤p<q≤d
〈up,q, ui,j〉Di,jβp,q
=
∑
1≤p<q≤d
〈∇βp,q,
∑
1≤i<j≤d
ui,j〈up,q, ui,j〉〉
=
∑
1≤p<q≤d
〈∇βp,q,
∑
1≤i<j≤d
ui,j ⊗ ui,jup,q〉.
Réutilisant l'identité (45) :∑
1≤i<j≤d
ui,j ⊗ ui,jup,q = up,q − x〈x, up,q〉 = up,q.
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On obtient don nalement :
(d− 1)α =
∑
1≤p<q≤d
〈∇βp,q, up,q〉 =
∑
1≤p<q≤d
Dp,qβp,q,
e qui prouve l'identité (37) et le théorème.
Avant de poursuivre, remarquons qu'en dimension 2, le théorème II.10 redonne bien
la aratérisation des entropies régulières donnée par le théorème II.30. En eet, pour
Φ dans C∞(S1,R2), érivons :
Φ(x) = (α(x)id+ β(x))x
où
α = 〈Φ(x), x〉 et β(x) =
(
0 −〈Φ(x), u1,2(x)〉
〈Φ(x), u1,2(x)〉 0
)
.
Φ est une entropie régulière si et seulement si α et β sont liés par l'équation
α = D1,2β1,2 = ∂θβ1,2
et par onséquent,
Φ = ∂θβ1,2x+
(
0 β1,2
−β1,2 0
)
x = ∂θβ1,2x− β1,2x⊥.
Il est faile de voir que réiproquement, si il existe une fontion ϕ dans C∞(S1) telle
que :
Φ = −∂θϕx+ ϕx⊥,
β1,2 = −ϕ et α et β vérient l'équation souhaitée.
Malheureusement, en dimension stritement plus grande que 2, le théorème II.10
est de peu d'aide pour la onstrution d'entropies. L'un des prinipaux problèmes est
que pour d > 2, les (ui,j)1≤i<j≤d ne forment plus une base de R
d
. Quand bien même
nous trouverions α et β vériant le système d'équation aux dérivées partielles (36), on
ne peut don plus assurer qu'il existe une fontion régulière Φ sur la sphère telle que
Φ = (αid+ β)x.
16.2 Le as de la dimension 3
Nous sommes don partis d'une autre approhe pour essayer de aratériser les entro-
pies régulières dans le as de la dimension 3 : repartir des équations (57) et les traduire
en prenant des oordonnées sphériques sur S2. C'est l'objet du théorème II.11 que nous
démontrons maintenant :
16.2.1 Démonstration du théorème II.11
Démonstration. Nous allons prouver un peu plus que le théorème II.11 ; nous allons en
fait montrer que sur S2 \ {P0, P1}, pour 1 ≤ i < j ≤ 3
〈DΦui,j, ui,j〉 = 0 (69)
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si et seulement si (α, a˜, b˜) vérient le système (38), à savoir :

α + a˜ cos θ + ∂ϕb˜ = 0
∂ϕa˜ = − sin θ∂θ b˜
∂ϕb˜ = sin θ∂θa˜
où
Φ = αr+ aθ + bϕ,
a˜ :=
a
sin θ
et b˜ :=
b
sin θ
ave
r :=

sin θ cosϕsin θ sinϕ
cos θ

 θ :=

cos θ cosϕcos θ sinϕ
− sin θ


et ϕ :=

− sinϕcosϕ
0


Prenons omme paramétrisation de la sphère le diéomorphisme
T : ]0, π[×]0, 2π] → S2 \ {P0, P1}
(θ, ϕ) 7→ (sin θ cosϕ, sin θ sinϕ, cos θ)
Passant en oordonnées sphériques, il existe alors trois fontions α, a et b dans C∞(S2 \
{P0, P1}) telles que :
Φ = αr+ aθ + bϕ.
Il sut de poser α := 〈Φ, r〉, a := 〈Φ, θ〉 et b := 〈Φ,ϕ〉. Avant de se laner dans les
aluls à proprement parler, rappelons les identités suivantes, dont on fera usage par la
suite :
∂θr = θ
∂θθ = −r
∂θϕ = 0
∂ϕr = sin θϕ
∂ϕθ = cos θϕ
∂ϕϕ = − sin θr − cos θθ
∂θΦ = DΦ · θ
∂ϕΦ = sin θDΦ · ϕ
∂θΦ =∂θαr + αθ + ∂θaθ − ar + ∂θbϕ
=(∂θα− a)r + (α + ∂θa)θ + ∂θbϕ.
et
∂ϕΦ =∂ϕαr + α sin θϕ+ ∂ϕaθ + a cos θϕ+ ∂ϕbϕ+ b(− sin θr − cos θθ)
=(∂ϕα− b sin θ)r + (∂ϕa− b cos θ)θ + (α sin θ + a cos θ + ∂ϕb)ϕ.
Nous allons maintenant réerire le système d'équations aux dérivées partielles (69) en
terme de oordonnées sphériques. Pour ela, remarquons que :
u1,2 = x1e2 − x2e1 = sin θ cosϕe2 − sin θ sinϕe1 = sin θϕ,
de sorte que :
〈DΦu1,2, u1,2〉 = 0 ⇐⇒ sin θ〈∂ϕΦ,ϕ〉 = 0
⇐⇒ sin θ (α sin θ + a cos θ + ∂ϕb) = 0.
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Comme sin θ 6= 0 pour θ dans ]0, π[,
〈DΦu1,2, u1,2〉 = 0 ⇐⇒ α sin θ + a cos θ + ∂ϕb = 0.
De même,
u1,3 = x1e3 − x3e1 = sin θ cosϕe3 − cos θe1 = sinϕ cos θϕ− cosϕθ.
〈DΦu1,3, u1,3〉 = 0 ⇐⇒ 〈sinϕ cot θ∂ϕΦ− cosϕ∂θΦ, sinϕ cos θϕ− cosϕθ〉 = 0.
Comme d'après e qui préède sin θ〈∂ϕΦ,ϕ〉 = 0, ei est enore équivalent à :
− sinϕ cot θ cosϕ〈∂ϕΦ, θ〉 − cosϕ〈∂θΦ, sinϕ cos θϕ− cosϕθ〉 = 0,
i.e.
cosϕ[− sinϕ cot θ(∂ϕa− b cos θ)− sinϕ cos θ∂θb+ cosϕ(α + ∂θa)︸ ︷︷ ︸
:=f(θ,ϕ)
] = 0.
La fontion f est régulière sur S2\{P0, P1} et ϕ 7→ cosϕ ne s'annule que sur les méridiens{
ϕ = pi
2
} ∪ {ϕ = 3pi
2
}
. Le produit est don nul si et seulement si f = 0 sur S2 \ {P0, P1}
et don :
〈DΦu1,3, u1,3〉 = 0 ⇐⇒ − sinϕ cot θ(∂ϕa− b cos θ)− sinϕ cos θ∂θb+cosϕ(α+∂θa) = 0.
Enn,
u2,3 = x2e3 − x3e2 = sin θ sinϕe3 − cos θe2 = − cos θ cosϕϕ− sinϕθ
et
〈DΦu2,3, u2,3〉 = 0 ⇐⇒ 〈− cot θ cosϕ∂ϕΦ− sinϕ∂θΦ,− cos θ cosϕϕ− sinϕθ〉 = 0.
Et réutilisant le fait que sin θ〈∂ϕΦ,ϕ〉 = 0, ei est équivalent à :
cot θ cosϕ sinϕ〈∂ϕΦ, θ〉 − sinϕ〈∂θΦ,− cos θ cosϕϕ− sinϕθ〉 = 0,
i.e.
sinϕ[cot θ cosϕ(∂ϕa− b cos θ) + cos θ cosϕ∂θb+ sinϕ(α+ ∂θa)︸ ︷︷ ︸
:=g(θ,ϕ)
] = 0.
La fontion g est régulière sur S2\{P0, P1} et ϕ 7→ sinϕ ne s'annule que sur les méridiens
{ϕ = π} ∪ {ϕ = 2π}. Le produit est don nul si et seulement si g = 0 sur S2 \ {P0, P1}
et don :
〈DΦu2,3, u2,3〉 = 0 ⇐⇒ cot θ cosϕ(∂ϕa− b cos θ) + cos θ cosϕ∂θb+ sinϕ(α+ ∂θa) = 0.
On vient don de prouver l'équivalene suivante : pour 1 ≤ i < j ≤ 3,
∀x ∈ S2 \ {P0, P1} 〈DΦui,j, ui,j〉 = 0
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si et seulement si α, a et b sont solutions du système d'équations aux dérivées partielles
sur S2 \ {P0, P1} :

α sin θ + a cos θ + ∂ϕb = 0
− sinϕ cot θ(∂ϕa− b cos θ)− sinϕ cos θ∂θb+ cosϕ(α + ∂θa) = 0
cot θ cosϕ(∂ϕa− b cos θ) + cos θ cosϕ∂θb+ sinϕ(α + ∂θa) = 0
Étudions maintenant e nouveau système. Pour ela, posons a˜ := a
sin θ
et b˜ := b
sin θ
et
divisons toutes les équations par sin θ, on obtient

α+ a˜ cos θ + ∂ϕb˜ = 0
− sinϕ cot θ∂ϕa˜+ cosϕsin θ (α+ ∂θa) = sinϕ cos θ sin θ∂θb−cos θbsin2 θ
cot θ cosϕ∂ϕa˜+
sinϕ
sin θ
(α + ∂θa) = − cosϕ cos θ sin θ∂θb−cos θbsin2 θ
Remplaçons α grâe à la première équation et remarquons que ∂θ
(
f
sin θ
)
= sin θ∂θf−cos θf
sin2 θ
,

α + a˜ cos θ + ∂ϕb˜ = 0
− sinϕ cot θ∂ϕa˜+ cosϕsin θ (−a˜ cos θ − ∂ϕb˜+ ∂θa) = sinϕ cos θ∂θ b˜
cot θ cosϕ∂ϕa˜+
sinϕ
sin θ
(−a˜ cos θ − ∂ϕb˜+ ∂θa) = − cosϕ cos θ∂θ b˜
qui est enore équivalent à :

α + a˜ cos θ + ∂ϕb˜ = 0
− sinϕ cot θ∂ϕa˜− cosϕsin θ ∂ϕb˜+ cosϕ∂θa˜ = sinϕ cos θ∂θ b˜
cot θ cosϕ∂ϕa˜− sinϕsin θ ∂ϕb˜+ sinϕ∂θa˜ = − cosϕ cos θ∂θ b˜
Changeons les deux dernières lignes L2 et L3 respetivement en sinϕL2 − cosϕL3 et en
cosϕL2 + sinϕL3, le système préédent est enore équivalent à :

α + a˜ cos θ + ∂ϕb˜ = 0
− cot θ∂ϕa˜ = cos θ∂θ b˜
− 1
sin θ
∂ϕb˜ = −∂θa˜
Le même argument que préedemment montre que le produit cos θ
(
− 1
sin θ
θ∂ϕa˜− ∂θ b˜
)
est nul sur S2 \ {P0, P1} si et seulement si − 1sin θθ∂ϕa˜ = ∂θ b˜. Le système préédent est
don équivalent à : 

α + a˜ cos θ + ∂ϕb˜ = 0
∂ϕa˜ = − sin θ∂θ b˜
∂ϕb˜ = sin θ∂θa˜
Les onditions de ompatibilité des deux dernières équations s'érivent : ∂θ∂ϕa˜ =
∂ϕ∂θa˜ et ∂θ∂ϕb˜ = ∂ϕ∂θ b˜. La première ondition est équivalente à :
− cos θ∂θ b˜− sin θ∂2ϕb˜ =
1
sin θ
∂2ϕb˜
'est-à-dire :
cos θ∂θ b˜+ sin θ∂
2
θ b˜+
1
sin θ
∂2ϕb˜ = 0.
Divisant par sin θ, on reonnait l'expression du laplaien sur S2 et la première ondition
de ompatibilité est don équivalente à ∆S2 b˜ = 0. On montre de même que la seonde
est équivalente à ∆S2 a˜ = 0, e qui prouve le théorème.
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On a un orollaire de e théorème qui permet d'exprimer les hoses de manière un
peu plus symétrique :
16.2.2 Démonstration du orollaire II.12
Démonstration. Montrons que :
∆S2
(〈Φ, u1,2〉
|u1,2|2
)
(x) = 0 pour x dans S2 \ {|u1,2| = 0} ,
∆S2
(〈Φ, u1,3〉
|u1,3|2
)
(x) = 0 pour x dans S2 \ {|u1,3| = 0} ,
∆S2
(〈Φ, u2,3〉
|u2,3|2
)
(x) = 0 pour x dans S2 \ {|u2,3| = 0} .
Pour obtenir la première égalité, il sut de remarquer qu'ave les notations du théorème
préédent, S2 \ {|u1,2| = 0} = S2 \ {P0, P1} et ϕ = u1,2sin θ de sorte que :
b˜ =
b
sin θ
=
〈Φ,ϕ〉
sin θ
=
〈Φ, u1,2〉
|u1,2|2 .
Les deux autre égalités sont obtenues grâe à la proposition II.19. Pour la permuta-
tion τ = (1 3), (τ ∗ Φ)(x) = (Φ3(x3, x2, x1),Φ2(x3, x2, x1),Φ1(x3, x2, x1)) est enore une
entropie, par onséquent pour x dans S2 \ {|u1,2| = 0},
∆S2
(〈τ ∗ Φ, u1,2〉
|u1,2|2
)
(x) = 0.
Montrons maintenant que pour f dans C∞(Sd−1) et g(x) := f(τ · x),
∆S2 [f ](x) = ∆S2[g](τ · x). (70)
Admettons un instant l'égalité préédente. Alors, la troisième égalité de e orollaire est
prouvée. En eet, si f(x) =
〈τ ∗ Φ, u1,2〉
|u1,2|2 =
−x2Φ3(x3, x2, x1) + x1Φ2(x3, x2, x1)
|u1,2|2 ,
g(x) = f(τ · x) = −x2Φ3(x1, x2, x3) + x3Φ2(x1, x2, x3)|u2,3|2 = −
〈Φ, u2,3〉
|u2,3|2 .
Par onséquent, pour tout x dans S2 \ {|u1,2| = 0}
−∆S2
(〈τ ∗ Φ, u1,2〉
|u1,2|2
)
(x) = ∆S2
(〈Φ, u2,3〉
|u2,3|2
)
(τ · x) = 0.
Comme x 7→ τ · x est une bijetion de S2 \ {|u2,3| = 0} sur S2 \ {|u1,2| = 0}, on obtient
bien la troisième égalité. Il reste don à prouver la relation (70). On va la prouver pour
le laplaien sur Rd l'identité (70) s'en déduisant par prolongement. Soit f dans C∞(R3)
et g(x) := f(τ · x). Alors,
∆[g](τ · x) = ∂21 [g](τ · x) + ∂22 [g](τ · x) + ∂23 [g](τ · x)
= ∂23f(x) + ∂
2
2f(x) + ∂
2
1f(x) = ∆f(x).
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Ce qui prouve l'égalité pour le laplaien sur Rd. Pour f dans C∞(S2) et g(x) := f(τ ·x),
on peut prolonger radialement f et g en deux fontions régulières f˜ et g˜ dénies sur R2
et telles que pour x sur la sphère,
∆S2f(x) = ∆f˜(x) et ∆S2g(x) = ∆g˜(x).
L'égalité préédente permet alors de onlure et on a montré l'identité (70). Pour montrer
la deuxième égalité du orollaire, on proède de même en onsidérant la permutation
τ := (2 3).
La proposition suivante nous montre omment onstruire expliitement les solutions
du système d'équations aux dérivées partielles (38).
Pour ela, rappelons qu'on dénit la projetion stéréographique de S2 \ {P0} sur C par :
P : S2 \ {P0} −→ C
(x1, x2, x3) 7−→ x1 + ix2
1− x3
P est un diéomorphisme régulier de S2 \{P0} sur C. On peut alors dénir l'appliation
T : C∞(S2 \ {P0, P1})3 −→ C∞(R∗2)3
(α, a˜, b˜) 7−→ (q, u, v) = (α ◦ P−1, a˜ ◦ P−1, b˜ ◦ P−1)
C'est une bijetion de l'ensemble des fontions régulières sur S
2 \{P0, P1} sur l'ensemble
des fontions régulières sur R∗2.
En identiant de manière habituelle R
2
à C, on a alors la proposition suivante :
Proposition II.31. (α, a˜, b˜) est solution du système (38) sur S2\{P0, P1} si et seulement
si il existe une fontion holomorphe f sur C∗ telle que :
f = v + iu
et pour tout z dans C∗,
q = u
1− |z|2
1 + |z|2 + y∂xv − x∂yv
où (q, u, v) = T (α, a˜, b˜).
Démonstration. Nous allons simplement réérire le système (38) grâe à la projetion
stéréographique.
Rappelons tout d'abord que les oordonnées sphériques sur S2 et les oordonnées sur
C sont liées par les relations :
|z| =
√
1+cos θ
1−cos θ
z = |z|(cosϕ+ i sinϕ)
cos θ = |z|
2−1
|z|2+1
tanϕ = y
x
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(α, a˜, b˜) est solution du système :

α+ a˜ cos θ + ∂ϕb˜ = 0
∂ϕa˜ = − sin θ∂θ b˜
∂ϕb˜ = sin θ∂θa˜
si et seulement si :

q + u |z|
2−1
|z|2+1
+ ∂ϕ [v(|z| cosϕ, |z| sinϕ)] = 0
∂ϕ [u(|z| cosϕ, |z| sinϕ)] = − sin θ∂θ [v(|z| cosϕ, |z| sinϕ)]
∂ϕ [v(|z| cosϕ, |z| sinϕ)] = sin θ∂θ [u(|z| cosϕ, |z| sinϕ)]
Ce qui est équivalent à

q + u |z|
2−1
|z|2+1
− y∂1v + x∂2v = 0
−y∂1u+ x∂2u = − sin θ∂θ|z|(cosϕ∂1v + sinϕ∂2v)
−y∂1v + x∂2v = sin θ∂θ|z|(cosϕ∂1u+ sinϕ∂2u)
Comme
∂θ|z| = − sin θ|z|(1− cos θ)2 ,
ei est enore équivalent à :

q + u |z|
2−1
|z|2+1
− y∂1v + x∂2v = 0
−y∂1u+ x∂2u = sin2 θ|z|(1−cos θ)2 (cosϕ∂1v + sinϕ∂2v)
−y∂1v + x∂2v = − sin2 θ|z|(1−cos θ)2 (cosϕ∂1u+ sinϕ∂2u)
Utilisant le fait que |z|2 = 1+cos θ
1−cos θ
,

q + u |z|
2−1
|z|2+1
− y∂1v + x∂2v = 0
−y∂1u+ x∂2u = x∂1v + y∂2v
−x∂1u− y∂2u = −y∂1v + x∂2v
Changeant L2 en xL2 − yL3 et L3 en −yL2 − xL3, on obtient

q + u |z|
2−1
|z|2+1
− y∂1v + x∂2v = 0
|z|2(∂2u− ∂1v) = 0
|z|2(∂1u+ ∂2v) = 0
Divisant les deux dernières équations par |z|2, on reonnait dans es équations les équa-
tions de Cauhy-Riemann. Il existe don une fontion holomorphe sur C∗ telle que pour
z dans C∗
f = v + iu,
e qui prouve la proposition.
Le orollaire II.32 est une onséquene immédiate de ette proposition.
Corollaire II.32. Si Φ est une entropie régulière sur S2, il existe une fontion holo-
morphe f = v + iu sur C∗ telle que pour tout x dans S2 \ {P0, P1},
Φ(x) =
(
x2
1− x3∂1v(P (x))−
x1
1− x3∂2v(P (x))
)
x+

−x2v(P (x))x1v(P (x))
−u(P (x))

 . (71)
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Démonstration. C'est simplement une réériture de e qui préède : si Φ est une entropie
régulière,
Φ = αr + a˜ sin θθ + b˜ sin θϕ
où (α, a˜, b˜) sont solutions de (38) sur S2 \ {P0, P1}. Utilisant la proposition II.31 et
remarquant que :
sin θθ =

sin θ cos θ cosϕsin θ cos θ sinϕ
− sin2 θ

 =

 x3x1x3x2
−x21 − x22


et
sin θϕ =

− sin θ sinϕsin θ cosϕ
0

 =

−x2x1
0

 ,
Φ peut s'érire :
Φ(x) =
(
−x3u(P (x)) + x2
1− x3∂1v(P (x))−
x1
1− x3∂2v(P (x))
)
x
+ u(P (x))

 x3x1x3x2
−x21 − x22

 + v(P (x))

−x2x1
0

 .
Simpliant ette expression, on obtient le orollaire.
Il est déjà intéressant de voir quelles sont les fontions holomorphes assoiées aux
entropies triviales par le orollaire préédent. Si Φ(x) = w pour w ∈ R3,
u(P (x)) = a˜ =
〈Φ, sinθθ〉
sin2 θ
=
w1x1x3 + w2x2x3
x21 + x
2
2
− v3,
v(P (x)) = b˜ =
〈Φ, sinθϕ〉
sin2 θ
=
−w1x2 + w2x1
x21 + x
2
2
.
Comme
x3 =
|z|2 − 1
|z|2 + 1 x1 = x(1 − x3) =
2x
1 + |z|2 x2 =
2y
1 + |z|2 x
2
1 + x
2
2 =
4|z|2
(1 + |z|2)2
u(x, y) =w1
2x(|z|2 − 1)
4|z|2 + w2
2y(|z|2 − 1)
4|z|2 − w3
=w1
(
x
2
− x
2|z|2
)
+ w2
(
y
2
− y
2|z|2
)
− w3,
et
v(x, y) =− w12y(|z|
2 + 1)
4|z|2 + w2
2x(|z|2 + 1)
4|z|2
=− w1
(
y
2
+
y
2|z|2
)
+ w2
(
x
2
+
x
2|z|2
)
,
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de sorte que la fontion holomorphe assoiée à Φ s'érit :
f(z) = v + iu = w1
i
2
(
z − 1
z
)
+ w2
1
2
(
z +
1
z
)
− w3.
Si Φ(x) = Ax ave
A =

 0 a1,2 a1,3−a1,2 0 a2,3
−a1,3 −a2,3 0


u(P (x)) =
(a1,2x2 + a1,3x3)x1x3 + (−a1,2x1 + a2,3x3)x2x3
x21 + x
2
2
− (−a1,3x1 − a2,3x2)
=
a1,3x1x
2
3 + a2,3x2x
2
3
x21 + x
2
2
+ a1,3x1 + a2,3x2.
Utilisant le fait que x21 + x
2
2 + x
2
3 = 1,
u(P (x)) =
a1,3x1 + a2,3x2
x21 + x
2
2
.
De même,
v(P (x)) =
−(a1,2x2 + a1,3x3)x2 + (−a1,2x1 + a2,3x3)x1
x21 + x
2
2
=− a1,2 + −a1,3x3x2 + a2,3x3x1
x21 + x
2
2
.
Des aluls identiques aux préédents montrent que la fontion holomorphe assoiée à
Φ vaut :
f(z) = a1,3
i
2
(
z +
1
z
)
+ a2,3
1
2
(
z − 1
z
)
− a1,2.
Le théorème II.13 déoule immédiatement de e qui préède.
16.2.3 Démonstration du théorème II.13
Démonstration. D'après le théorème et la proposition II.31, la fontion Φ vérie sur
S2 \ {P0, P1}, pour tout 1 ≤ i < j ≤ 3,
〈DΦui,j, ui,j〉 = 0. (72)
Si Φ se prolonge en une fontion Φˆ dans C1(S2,R2), il est lair que la relation (72) est
vériée par Φˆ sur S2 tout entier et Φˆ est don une entropie.
Remarque II.33. On aimerait pouvoir utiliser le théorème préédent pour onstruire
d'autre entropies régulières sur S2 que les entropies triviales. Malheureusement, nous n'y
sommes pas parvenus.
Remarquons quand même e qu'il est possible de faire. Tout d'abord, il n'est pas diile
de trouver une fontion holomorphe f telle que la formule (39) se prolonge en une
fontion Φˆ régulière sur S2 \ {P0} : il sut de prendre une fontion holomorphe sur C
tout entier. Les aluls que nous avons fait sur un ertain nombre d'exemple ne nous
ont néanmoins menés qu'à des fontions non prolongeables en P0.
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Nous étions don parti d'une dénition d'entropie en terme d'opérateurs diéren-
tiels et nous avons prouvé pour nos entropies des propriétés tout à fait semblables aux
propriétés des entropies deux dimensionnelles, en partiulier les théorèmes II.6, II.7.
Le gros point noir de toute ette onstrution tient au fait qu'il ne nous a pas
été possible de onstruire d'entropie partout régulière en dimension plus grande que 2.
Dans un premier temps, la hose la plus importante à faire et don de voir si, ne serait-
e qu'en dimension 3, il existe ou non des entropies régulières sur la sphère entière.
Nous nous sommes ontentés pour le moment d'utiliser le orollaire II.13 en essayant
de prolonger la formule (39) pour quelques exemples de fontions holmorphes. Il faut
maintenant omprendre de manière plus systématique sous quelles ontraintes sur la
fontion holomorphe f on peut prolonger l'expression (39).
S'il n'existe pas d'entropie régulière en dimension 3, il est peu probable d'en trouver en
dimension supérieure puisque en dimension d, une entropie est donnée par la ontrainte
de
(
d
2
)
équations. Dans e as, si, omme nous le pensons, la onjeture II.8 est vraie,
ela permettrait néanmoins de voir qu'il est vain de herher des fontions Φ régulières
et telles que pour tout ouvert Ω et tout hamp dans C∞rot(R
d, Sd−1),
∇ · [Φ ◦m] = 0
en dimension stritement plus grande que 2.
Une autre appliation qui nous semble intéressante pourrait être la suivante : il
existe de nombreux problèmes variationnels où l'on veut minimiser une énergie du type
de elle donnée par l'égalité (26) ave une ontrainte de rotationnel nul en ajoutant de
plus une pénalisation de l'anisotropie du hamp m onsidéré dans l'énergie. Dans e as,
on s'attend à e qu'une onguration optimale ne visite plus la sphère S
2
tout entière
mais seulement une partie de elle-i. Il serait intéressant de voir si on peut obtenir
de bonnes bornes inférieures pour une énergie de e type grâe au orollaire II.32, qui
permet de onstruire des entropies régulières en dehors d'un point de la sphère.
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18 Introdution
18.1 Line energies
This hapter is written in ollaboration with Antonin Monteil.
Let Ω be a Lipshitz domain in R2. We are interested in measurable vetor elds
m : Ω→ R2 suh that
|m| = 1 a.e. and ∇ ·m = 0 on Ω, (73)
where the seond equation holds in a distributional sense. In the following, we will
assume that m is of bounded variation so as to be able to dene its jump line. So, we
onsider the set
A(Ω) :=
{
m ∈ BV (Ω,R2) : |m| = 1 a.e. and ∇ ·m = 0 on Ω} .
Vetor elds m ∈ A(Ω) are related to solutions of the eikonal equation in Ω. Let dene
the set
S(Ω) := {ϕ ∈ Lip(Ω) : |∇ϕ| = 1 a.e. and ∇ϕ ∈ BV (Ω)}.
Then, given m ∈ A(Ω), there exist a salar funtion ϕ ∈ S(Ω) suh that
m(x) = (∇ϕ(x))⊥ a.e.,
where (∇ϕ)⊥ = R∇ϕ stands for the image of ∇ϕ by the rotation R of angle π/2 en-
tered at the origin in R2. Moreover, a funtion ϕ ∈ Lip(Ω) satisfying (∇ϕ)⊥ = m a.e.
is unique up to a onstant and is alled stream funtion. We are now able to dene line
energies :
Denition III.1. Let f : [0, 2] → [0,+∞] be a measurable salar funtion. Let m ∈
A(Ω) ⊂ BV (Ω,R2). Then, there exists a H1-retiable jump line J(m) oriented by a
unit normal vetor νx suh that m has traes m±(x) ∈ S1 on eah side of J(m) for H1
a.e. x ∈ J(m) (see [4℄ for more details).
Then, the energy assoiated to the jump ost f is denoted by If and dened for
m ∈ A(Ω) as follows :
If (m) =
ˆ
J(m)
f(|m+ −m−|) dH1(x). (74)
f is alled the jump ost. Note that the divergene onstraint on m ∈ A(Ω) implies
that for a.e. x ∈ J(m), m±(x) ∈ S1 and νx satisfy the following ondition (see gure 9) :
m+(x) · νx = m−(x) · νx . (75)
Then, in the orthogonal basis (νx, ν
⊥
x ), there exists some angle θ suh that m± =
(cos θ,± sin θ) and the jump size is dened as
t = |m+ −m−| = 2| sin θ|.
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Similarly, If an be interpreted as a funtional of the stream funtion on the set S(Ω) :
Writing m = (∇ϕ)⊥ ∈ BV (Ω,R2), then If (m) = Jf(ϕ) where
∀ϕ ∈ S(Ω), Jf(ϕ) =
ˆ
J(∇ϕ)
f(|(∇ϕ)+ − (∇ϕ)−|) dH1(x). (76)
An interesting question is to nd the minimizing strutures of If if it exists. Remark
that for this problem to be relevant, we have to onsider a onstraint on the boundary
otherwise all onstant funtions are minimizers. A natural hoie is to minimize If along
all ongurations m belonging to the set
A0(Ω) := {m ∈ A(Ω) : m · n = 0 a.e. on ∂Ω} , (77)
where n is the exterior unit normal vetor of ∂Ω. In terms of the stream funtion ϕ, this
is equivalent to onsider the set
S0(Ω) := {ϕ ∈ S(Ω) : ϕ = 0 on ∂Ω} . (78)
18.2 Related models
Line energies naturally appear in miromagnetis when studying the asymptoti
behavior of the magnetization in a thin ferromagneti sample. We are going to give two
simplied miromagneti models illustrating this phenomenon.
The rst example is due to P. Aviles. and Y. Giga. In [5℄, they have onjetured
that if f(t) = 1
3
t3, then If is the Γ-limit of the following Ginzburg-Landau type energy
funtional
 AGε(u) =
ˆ
Ω
ε|∇u|2 + 1
ε
(1− |u|2)2 if u ∈ H1(Ω,R2) and ∇ · u = 0,
AGε(u) = +∞ otherwise,
(79)
where Ω is a bounded open set in R2 and ε > 0 is some parameter.
It is lear that nite energy limiting ongurations u, i.e. limits of nite energy
sequenes (uε)ε>0, have to be solutions of (73). It is also straightforward to see that the
energy will onentrate on the singular set of u. However, it is a hallenging problem to
determine rigorously the asymptoti behavior of these funtionals when ε goes to zero.
More preisely, given some energies Eε depending on ε > 0, a fundamental question
is to nd some appropriate topology, given by the L1 distane for instane, and some
limiting energy E0 suh that the three following properties hold (see [11℄ for example) :
1. Compatness : If (uε)ε>0 is a nite energy sequene, i.e. lim supε→0Eε(uε) < ∞,
then (uε)ε>0 is relatively ompat.
2. The sequene (Eε)ε>0 Γ-onverges to E0, that is :
 Γ-liminf property : For all sequene (uε)ε>0 onverging to some u,
E0(u) ≤ lim inf
ε→0
Eε(uε).
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 Γ-limsup property : for all u, there exists a sequene (uε)ε>0 onverging to u
suh that :
E0(u) = lim
ε→0
Eε(uε).
For the Γ-onvergene of funtionals Eε = AGε to E0 = If with f(t) = 13t3, only partial
results are shown. In [5℄, the authors have been able to prove the Γ-liminf property for
the L1 onvergene using the notion of entropies related to the problem (73) (see also
[29℄). Unfortunately, the Γ-limsup is still an open problem for limiting ongurations
u /∈ BV (Ω,R2). The strong ompatness of nite energy sequenes has been proved by
Ambrosio, De Lellis and Mantegazza in [3℄ and by De Simone, Kohn, Müller and Otto in
[14℄ using a ompensated ompatness method based on a new notion of regular entropy
on R2. This notion of entropy together with the kineti equation has also been used
in [25℄ to haraterize the struture of zero-energy states of (79) and in [26℄ to dedue
some regularity properties in the limit.
The seond model we want to address omes from the Ginzburg-Landau theory in
thin lm miromagnetis for some asymptotial regime (see [21℄). Given a bounded
domain Ω ⊂ R2 and a magnetization m = (m1, m2, m3) : Ω → S2, where S2 stands for
the unit sphere in R3, the energy of m is dened as follows :
Eε(m) = ε
ˆ
Ω
|∇m|2 + 1
ε
ˆ
Ω
φ(m) +
1
β
ˆ
R2
|H|2, (80)
where :
 ε is a small parameter alled exhange length and 0 < β << ε.
 φ : S2 → R is some smooth funtion alled anisotropy funtion suh that :{
φ(m) = 0 if m ∈ S2 ∩ {m3 = 0},
φ(m) > 0 otherwise.
(81)
 H ∈ L2(R2,R2) is the solution, alled stray eld, of the following problem :{ ∇×H = 0 on R2,
∇ ·H = ∇ ·m′ on R2,
where m′ = (m1, m2).
A simplied model onsists in adding a divergene onstraint ∇ · m′ = 0 to the
funtional so that the last term disappears : this is equivalent to take the limit when β
tends to 0.
A nite energy sequene (mε)ε>0 is expeted to onverge to some divergene free and
unit length vetor eld m. Some experiments show that, at least for ε very small, the
magnetization is smooth out of a thin layer (very lose to a line) of size ε on whih it
hanges very quikly between two values m± (see [18℄). The mirostrutures formed by
the magnetization into this layer an be more or less omplex. In the simplest ase, it is
one-dimensional, i.e. it depends only on the normal (to the jump line) variable. However
more omplex strutures an appear as ross-tie wall ([2℄, [33℄) or zizag-patterns ([23℄)
for example.
If φ(m) = |m3|α with 0 < α ≤ 4, only one-dimensional strutures are expeted and
it is easy to ompute what should be the limiting energy of funtionals Eε by a 1D-
analysis. As for the Modia-Mortola model for phase transition ([31℄), Eε is expeted
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to Γ-onverge to c If for some c > 0 where f(t) = tpp , p = 1 + α2 is the primitive of
√
φ
vanishing at 0.
The ase φ(m) = |m3|2 was studied by R. Ignat and B. Merlet in [22℄ in whih a om-
patness result was proved and a lower bound was found. However, the Γ-liminf property
in the denition of Γ-onvergene was established only for limiting 1D ongurations of
the form m(x) = ±ν⊥ for ±x · ν > 0 with ν ∈ S1 (see gure 9 with θ0 = π/2).
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As explained above, some of the line energies If are onjetured to be the Γ-limit
of funtionals oming from miromagnetis in the spae X = L1. If that is the ase, If
has to satisfy the following lower semiontinuity property :
Denition III.2. Let F : X → [0,+∞] be a funtional dened on some topologial
spae X. F is said to be lower semiontinuous or l.s.. if the following holds :
∀(xn)n≥0 ⊂ X −→
n→+∞
x, F (x) ≤ lim inf
n→∞
F (xn).
Sine this property strongly depends on the topology of the spae X , we have to
speify the hoie we make for the study of line energies If .
First of all, due to the non onvex onstraint |m| = 1, we need strong ompatness
in L1. Moreover, sine all the results of the previous part (ompatness and Γ-liminf
property) holds for the L1 strong topology, it seems natural to onsider the line energies
If in the spae X = L1.
However, sine denition III.1 uses the notion of trae of a funtion, another natural
hoie would be X = BV endowed with the weak topology whih is a very ommon
hoie for phase transition problems. Unfortunately, in the general ase, the spae BV
is not adapted to our problem.
Suppose f(t) = tp with p > 1 for instane. Then nite energy ongurations m (i.e.
mn −→
n→+∞
m in L1 with If (mn) ≤ C < +∞) are not neessarily of bounded variation
sine the total variation ofm around its jump line an't be ontrolled by
´
J(m)
|m+−m−|p
if p > 1. That's why we need a subspae of solutions of the problem (73) inluded in
L1(Ω) (and ontaining BV ) beause of the non onvex onstraint |m| = 1 suh that we
are still able to dene a jump line J(m) and traes m±. This is done in [13℄ where a
regularity result is shown for solution of (73) with bounded "entropy prodution".
Note that if X and Y are two topologial spaes suh that Y is ontinuously embed-
ded in X and F : X → [0,+∞] is l.s.. in X then the restrition of F to Y is l.s.. in
Y . In this paper, we only want to prove a neessary ondition for funtionals If to be
l.s... We then prefer to restrit our analysis to BV funtions (see remark III.6).
In the ase where f(t) = tp for some p > 0, only partial results are known. In [3℄,
the following is onjetured :
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Conjeture III.3. Let If be the relaxation of If (only dened on the spae BV ) in
L1 :
If (m) = Inf
{
lim inf
n→+∞
If(mn) : mn ∈ BV and mn −→
n→+∞
m in L1
}
. (82)
If f(t) = tp with 1 ≤ p ≤ 3 then If is l.s.. for the strong topology in L1.
For p > 3, this onjeture is false (see [?℄). The ase p = 3 has been studied by P.
Aviles and Y. Giga in [5℄. More reently the ase p = 2 has been proved by R. Ignat and
B. Merlet in [22℄. They also proved that for every 1 ≤ p ≤ 3, there exist ost-funtions
f(t) = tp for t ∈ [0,√2] leading to a l.s. funtional If i.e. the onjeture is true for
every 1 ≤ p ≤ 3 if we restrit the jump to angles between 0 and π/4. Here we are
interested in the open ase p < 1.
We point out that line energies assoiated to the ost f(t) = tp with 1 ≤ p ≤ 3
orrespond exatly to the expeted Γ-limits of funtionals (80) when φ(m) = |m3|α with
0 < α ≤ 4 where bloh walls seem to be optimal. This is quite natural sine when 2D
strutures, as ross tie wall or zigzag wall for instane, have less energy than bloh walls,
the Γ-limit of these funtionals may be non lower semiontinuous. In the next part, we
are going to give a 2D onstrution whih gives some neessary ondition on f for If to
be l.s.. This ondition exludes ost funtions of the form f(t) = tp with p < 1 :
Théorème III.4. Let f : [0, 2] → [0,+∞]. Let Ω be an open and non empty subset of
R2. Assume that If is lower semiontinuous in X = BV (Ω, S1) endowed with the weak
topology. Then f is lower semiontinuous and we have
lim sup
t→0
f(t)
t
≤ 2 lim sup
t→2
f(t). (83)
Remark III.5. The fat that the lower semiontinuity of If implies the lower semion-
tinuity of f has already been proved in [22℄. The main new point here is the ondition
(83).
Remark III.6. Theorem III.4 is stronger than an equivalent formulation in whih BV
is replaed by some banah spae X suh that BV is ontinuously embedded in X and
where If is replaed by its relaxation in X.
Remark III.7. The inegality (83) in theorem III.4 is optimal in the sense that we an
nd a lower semiontinuous funtionnal If in BV (Ω, S1) for whih
lim sup
t→0
f(t)
t
= 2 lim sup
t→2
f(t).
This is based on a theorem of Ignat and Merlet in [22℄ stating that for a ost funtion
f assoiated to an entropy, If is l.s... We just have to remark that the ost funtion
f(t) = t3
√
4− t2 is assoiated to the entropy Φ(x) = sin 3θx+ 3 cos 3θx⊥.
As we will see, the lower semiontinuity of funtionals If is losely related to the
following question : Is the visosity solution a minimizer of If ? More preisely, it is
expeted that the following is true :
Conjeture III.8. Assume that If is l.s.. in L1 and that Ω is onvex. Then (∇ϕ0)⊥
is a global minimizer of If where ϕ0(x) = dist(x, ∂Ω).
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For a regular domain Ω the distane funtion ϕ0(x) = dist(x, ∂Ω) belongs to S0(Ω)
and (∇ϕ0)⊥ is the visosity solution of the problem (73). In partiular, if Ω is onvex,
ϕ0 is onave and −D2ϕ0 is a positive vetorial radon measure. In [3℄, the authors give a
mirostruture whih shows that this is false for f(t) = tp if p > 3. As explained below,
we are going to give a struture with lower energy than the visosity solution for p < 1.
Proposition III.9. Let f : [0, 2] → [0,+∞]. There exists a onvex domain Ω suh
that the following holds : let ϕ0 ∈ S0(Ω) be the distane funtion ϕ0(x) = dist(x, ∂Ω).
Assume that ϕ0 is a minimizer of Jf dened by (76). Then f satises (83).
Corollaire III.10. There exists a onvex domain Ω suh that the visosity solution is
not a minimizer of If if f(t) = tp with p ∈ [0, 1[.
19 Constrution of a ompetitor of the visosity solu-
tion
In order to obtain inequality (83), we have to onstrut a domain Ω on whih the
jump size t = |m+ − m−| of the visosity solution along its singular set is very small.
Then, we nd a ompetitor whose jump size t is lose to the maximal possible value
t = 2. In other words, we want to substitute small jumps by large ones.
We will use the polar oordinates (r, θ), r ≥ 0, θ ∈ [−π, π] and we will identify R2
and C with the usual bijetion. Let D be the unit disk and C be its boundary.
Let θ0 be a xed angle in ]0, π/2[ and dene the two points A = e
iθ0
and A′ = e−iθ0
on the irle C. Dene also TA (resp. TA′) the tangent to the irle C at the point A
(resp. A′).
We onsider the domain Ω delimited by the large ar Cθ0 = {eiθ : |θ| > θ0}, TA and
TA′ (see gure 7). In other words Ω is the interior or the onvex envelope of C∪{B} where
B = TA∩TA′ . Dene also ω = Ω∩{|θ| < θ0 and r > 0} and Γ = ∂Ω∩∂ω = [AB]∪[A′B].
We now onsider two solutions ϕ0 and ϕ in S0(Ω) of the eikonal equation vanishing
on the border :
 ϕ0 is the usual distane funtion : ∀x ∈ Ω, ϕ0(x) = dist(x, ∂Ω).
 ϕ is the distane from the union of ∂Ω and the large ar C \ Cθ0 :
∀x ∈ Ω, ϕ(x) = dist(x, ∂Ω ∪ C).
We also denote by m0 = (∇ϕ0)⊥ and m = (∇ϕ)⊥ the orresponding solutions of
(73). Then m0, m ∈ A0(Ω).
We now ompute If(m0) and If (m) in order to prove that the funtion ϕ as lower
energy than ϕ0 if f(t) = t
p
with p < 1.
Heuristi : The idea is that a small jump along a xed length is replaed by big jump
on a small length : This will redue the energy for subadditive power osts (i.e. f(t) = tp
with p < 1) whih favor "small jumps". Let us give more details.
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Figure 7  The domain Ω and the mirostruture m
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Figure 8  Visosity solution m0 on Ω
For a small angle θ0 > 0, m0 only presents small jumps : m0 is C1 out of segment
[OB] on whih the jump size is |m+0 −m−0 | =: t0 = 2 sin(θ0).
On the ontrary, m only presents "big" jumps : i.e. jumps whose size is lose to 2.
The singular set of m onsists in 3 dierent lines : [IB] whose length is equivalent to θ20
and the two urves Cθ0 and γθ0 (dened below) on whih the jump size tends to 2 and
the length of these lines is equivalent to 2θ0.
As a result, the energy of m0 is lose to f(2 sin θ0) while the energy of m is lose to
4θ0 × f(2). A neessary ondition for m0 to minimize If is then (see proposition III.9)
lim sup
t→0
f(t)/t ≤ 2f(2).
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This exludes sub-additive power osts. Now let us give more details on the ritial angle
θ0.
Energy of m0 : The jump line of m0 is the segment [OB] and the traes of m0 on
eah side of this line are given by m0,± = −ei(pi/2±θ0). In partiular,
If (m0) = f(2 sin θ0)|OB| = f(2 sin θ0)
cos θ0
. (84)
Energy of m : The jump line of m is the union of the 3 urves :
 Cθ0 = {eiθ : |θ| < θ0}.
 γθ0 := {z ∈ ω : d(z, Cθ0) = d(z,Γ)} = {z = reiθ : |θ| < θ0, d(z, C) = d(z, ∂Ω)}.
 The segment [IB] where I = γθ0 ∩ [OB].
First, let us nd a polar equation for the urve γθ0 : Given z = re
iθ
suh that |θ| < θ0
and r > 1 we have d(z, Cθ0) = r − 1, it remains to ompute λ := d(z,Γ).
Sine Ω is symmetri with respet to the axe (OB), one an restrit to the ase
M = r eiθ with 0 < θ < θ0. So λ := d(z,Γ) = |z − P | where P is the orthogonal
projetion of M = reiθ on the segment [AB] : P should satisfy
−−→
MP = λ
−→
OA = λ eiθ0
and
−−→
MP · −→AP = 0.
We then ompute
−−→
MP · −→AP =−−→MP · [−→AO +−−→OM +−−→MP ]
=ℜ{λ e−iθ0 (−eiθ0 + r eiθ + λ eiθ0)}
=λ[−1 + r cos(θ0 − θ) + λ].
Sine
−−→
MP · −→AP = 0, this implies λ = MP = 1− r cos(θ0 − θ).
Then we have z ∈ γθ0 if and only if r− 1 = 1− r cos(θ0 − θ) and the polar equation
of the urve γθ0 is given by
r(θ) =
2
1 + cos(θ0 − θ) ; −θ0 < θ < θ0. (85)
Now, we an ompute the energy of m along the urve γθ0 :
 dγ(θ) =
√
r(θ)2 + r′(θ)2 dθ where we nd r′(θ) =
−2 sin(θ0 − θ)
(1 + cos(θ0 − θ))2 . Introduing
the notation α = θ0 − θ, we obtain
dγ(θ) = 2
√
(1 + cosα)2 + sin2 α
(1 + cosα)2
dθ = 2
√
2(1 + cosα)
(1 + cosα)2
dθ =
4 cos(α/2)
(2 cos2(α/2))2
dθ.
So dγ writes
dγ(θ) = cos−3(α/2) dθ.
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 The size of the jump at the point γ(θ) is given by
t(θ) = |m+ −m−| = |ei(θ0+pi/2) + ei(θ+pi/2)| = |ei(θ0−θ) + 1|.
Using one again the notation α = θ0 − θ, this gives
t(θ) =
√
(cosα + 1)2 + sin2 α =
√
2(1 + cosα) = 2 cos(α/2).
 We onlude that the energy of m indued by the jump line γθ0 is given by
I1f (m) =
ˆ θ0
−θ0
f [2 cos(α/2)]
cos3(α/2)
dα. (86)
The energy onentrated on the ar Cθ0 is
I2f (m) = f(2)H1(Cθ0) = 2θ0 f(2). (87)
Finally, we ompute the energy on the line [IB] :
I3f (m) = f(2 sin θ0)|IB|. (88)
If the distane funtion is a minimizer of If we should have
If(m)− If (m0) ≥ 0.
Using these results, we have
If (m)− If (m0) =I1f (m) + I2f (m) + I3f (m)− If (m0)
=
ˆ θ0
−θ0
f [2 cos(α/2)]
cos3(α/2)
dα + 2θ0 f(2) + (|IB| − |OB|) f(2 sin θ0).
Sine |IB| − |OB| = −|OI| = −r(0) = − 1
cos2(θ0/2)
, this gives
If (m)− If(m0) =
ˆ θ0
−θ0
f [2 cos(α/2)]
cos3(α/2)
dα + 2θ0f(2)− f(2 sin θ0)
cos2(θ0/2)
.
Hene, if m0 is a minimizer of If , the following ondition should be satised :
f(2 sin θ0)
2 sin θ0
≤θ0 cos
2(θ0/2)
sin θ0
[
1
θ0
ˆ θ0
0
f [2 cos(α/2)]
cos3(α/2)
dα + f(2)
]
≤ θ0
sin θ0 cos(θ0/2)
× 2 sup{f(t) : 2 cos(θ0/2) ≤ t ≤ 2}.
Taking the lim sup for θ0 → 0 leads to (83) :
lim sup
t→0
f(t)
t
≤ 2 lim sup
t→2
f(t).
This proves proposition III.9 and orollary III.10 follows from the fat that the preeding
inequality holds false for f(t) = tp with p < 1. Note that in this ase, we get something
more preise that proposition III.9 :
Proposition III.11. There exists θ0 ∈]0, π/2[ only depending on p suh that for all
θ ∈]−θ0, θ0[, the visosity solution is not a minimizer of If on Ωθ where Ωθ is the onvex
set onstruted in the previous part (θ being the angle (
−−→
OB,
−→
OA)).
18.3 - Lower semiontinuity, Visosity solution 81
20 Lower semiontinuity of line energies, proof of
theorem III.4.
The fat that if If is l.s. then f is l.s. an be found in [22℄ (proposition 1). In this
setion we prove that (83) is a neessary ondition for If to be lower semiontinuous
with respet to the weak onvergene in BV on bounded open subsets of R2.
The key is to use the onstrution m ∈ S(Ω) depending on θ0 of the rst part by
restrition to ω (See gure 9.). The 1D transition dened by (89) orresponds to the
visosity solution m0 of the previous part. Given a small parameter ǫ > 0, it will osts
less energy to substitute the 1D transition around its jump line by the mirostrutures
m resaled at the level ǫ (see gure 10).
x2
x1O
θ0
m+
m−
Figure 9  The vetor eld m on the left and the 1D-transition m0 on the right
We are going to prove theorem III.4 when Ω = [0, 1] × [−1, 1]. The general ase
follows easily.
Fix θ0 ∈]0, π/2[ and dene the 1D transition m0 for x1 ∈ [0, 1] and x2 ∈ R by
m0(x1, x2) = m± := (∓ sin θ0, cos θ0) if ± x2 > 0. (89)
Then, let us onsider the vetor eld m = mθ0 of the preeding setion restrited to ω
and dene the resaled and prolongated vetor eld m˜ for x1 ∈ [0, 1] and x2 ∈ R :
m˜(x1, x2) =
{ −m ((cos θ0)−1 x1, (cos θ0)−1 x2) if ((cos θ0)−1 x1, (cos θ0)−1 x2) ∈ ω,
m0(x1, x2) otherwise.
Note that m˜ ∈ A(Ω) and is ontinuous on ∂ω. Then, let n be a positive integer and
dene mn ∈M(Ω) by aligning n times the vetor eld m˜ (see gure 10). More preisely,
for 0 ≤ i < n and x = (x1, x2) ∈ Ω suh that i/n ≤ x1 < (i+ 1)/n, dene
mn(x1, x2) = m˜(nx1 − i, n x2).
(see gure 10). We havemn(x1, x2) = m0(x1, x2) for |x2| > 1/n and ∀x ∈ Ω, |mn(x)| = 1.
Consequently, (mn)n>0 onverge tom0 in L
1(Ω). Moreover, |mn|BV (Ω) = |m˜|BV (Ω) so that
(mn)n>0 is bounded in BV (Ω) and weakly onverge to m0.
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Sine mn is obtain by saling a xed struture, it is easy to see that If (mn) is
onstant. Indeed, If(mn) = n×1/n If (m˜) = If (m˜). That's why we obtain the following
ondition : assuming If is l.s.c.,
If(m0) = f(2 sin θ0) ≤ lim inf
n→∞
If(mn) = If(m˜).
In other words, the visosity solution osts less energy than the onstrution mθ0 of the
preeding part. For this reason, we obtain exatly the same neessary ondition (83)
and theorem III.4 follows.
x2
x1O
θ0 θ0 θ0
m+
m−
ε = 1
n
Figure 10  The mirostruture mn
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21 Energie deux dimensionnelle
Soit BR ⊂ R2 le disque entré en l'origine et de rayon R. Fixons λ > 0. Le but
de ette partie est l'étude asymptotique de la fontionnelle de type Ginzburg-Landau
suivante dénie sur H1(BR,R
2) :
Eε(m) :=
ˆ
BR
|∇m|2 + 1
ε2
(1− |m|2)2 dx+ λ2| ln ε|2
ˆ
BR
|m− h|2 dx, (90)
où h(x) :=
x⊥
|x| et où ε > 0 est un petit paramètre. Ce type de modèle intervient en
miromagnétisme lorsqu'on impose le hamp magnétique extérieur h autour d'un éhan-
tillon ferromagnétique sphérique. Plus préisément, on s'intéresse au omportement de
ette énergie lorsque le paramètre ε tend vers 0. On a alors la proposition suivante :
Proposition IV.1. Pour tout ε stritement positif, il existe un minimum global mε de
Eε dans H
1(BR,R
2). De plus, mε vérie :{
−∆mε = 2mε
ε2
(1− |mε|2)− λ2| ln ε|2(mε − h) dans BR
∇mε · n = 0 sur ∂BR
(91)
où n est la normale extérieure au bord de BR et pour tout 1 < p < 2, mε ∈ W 2,p(BR,R2).
En partiulier, une telle fontion est dans C1,α pour tout α dans ]0, 1[.
Démonstration. Fixons ε et prenons une suite minimisante (mn)n∈N, alors,
λ2| ln ε|2
ˆ
BR
|mn − h|2 +
ˆ
BR
|∇mn|2 ≤ Eε(mn) ≤ C
(mn)n∈N est bornée dans H
1(BR,R
2). Quitte à extraire une sous-suite, il existe m˜ dans
H1(BR,R
2) tel que :
mn ⇀
n→+∞
m˜ dans H1(BR,R
2),
mn →
n→+∞
m˜ dans L2(BR,R
2) et p.p dans BR
Par onséquent,
Eε(m˜) ≤ lim inf
n→∞
Eε(mn) = inf Eε,
e qui donne l'existene du minimiseur.
On obtient l'équation d'Euler-Lagrange assoiée au minimiseur mε de la manière
habituelle : pour t dans R et ϕ dans C∞(BR,R
2),
Eε(mε) ≤ Eε(mε + tϕ),
'est-à-dire
Eε(mε) ≤ Eε(mε) + 2t
ˆ
BR
∇mε · ∇ϕ+ ϕ ·
(
−2mε
ε2
(1− |mε|2) + λ2| ln ε|2(mε − h)
)
+ o(t2).
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Par onséquent, pour tout ϕ dans C∞(BR,R
2),
ˆ
BR
∇mε · ∇ϕ+ ϕ ·
(
−2mε
ε2
(1− |mε|2) + λ2| ln ε|2(mε − h)
)
= 0
e qui donne l'équation souhaitée. La régulartié de mε déoule d'une méthode de boots-
trap lassique. Reprenant la première équation dans (91)
−∆mε = 2mε
ε2
(1− |mε|2)− λ2| ln ε|2(mε − h).
Pour tout p ∈ [1, 2[, h ∈ W 1,p ⊂ L2 et omme mε ∈ H1 ⊂ Lq pour tout q ≥ 1,
le membre de droite de ette équation est dans L2. Par régularité elliptique, on en
déduit que mε ∈ W 2,2. Or d'après les injetions de Sobolev, d'une part W 2,2 ⊂ L∞ et
d'autre part W 2,2 ⊂ W 1,p pour tout p ≥ 1. Par onséquent mε(1 − |mε|2) ∈ W 1,p pour
tout p ≥ 1. Réutilisant la régularité elliptique, on en déduit que mε ∈ W 3,p pour tout
1 ≤ p < 2. On déduit la régularité de mε par injetion de W 3,p dans C1,α, e qui prouve
la proposition.
Avant d'énoner le théorème prinipal de ette partie, expliquons un peu quel om-
portement asymptotique nous attendons pour notre énergie minimale Eε. Tout d'abord,
si ε est petit, | ln ε| ≫ 1 donmε ≈ h pour ε→ 0. C'est le paramètre λ qui va déterminer
de quelle façon mε approhe h.
Si λ est grand, le modèle est similaire à un modèle de Ginzburg-Landau lassique
Eε(m) ≈
ˆ
BR
|∇m|2 + 1
ε2
(1− |m|2)2 dx
avem = h sur ∂BR. Dans e modèle, on sait que l'énergie minimale est d'ordre 2π|d ln ε|
où d est le degré topologique de la ondition au bord (on renvoie par exemple à [6℄ ou à
[28℄). Comme h est de degré 1, on s'attend don ii à e que inf Eε = 2π| ln ε|+ o(1). On
sait de plus qu'une régularisation du hamp h d'énergie minimale est un oeur de type
Ginzburg-Landau sur lequel on est de degré nul omplété par h en dehors du oeur.
Si λ est petit par ontre, on s'attend à e qu'une onguration optimale reste de
norme 1 et de degré nul pour minimiser la première partie de l'énergie. On aurait alors :
Eε(m) ≈ λ| ln ε|
[
1
λ| ln ε|
ˆ
BR
|∇ϕ|2 + λ| ln ε|
ˆ
BR
|eiϕ − h|2 dx
]
où ϕ est un relèvement de m. C'est une énergie de type Modia-Mortola ; un modèle
semblable est étudié par Poliakovsky dans [32℄. Dans e as, on sait qu'une onguration
minimisante va avoir une ligne de saut le long de laquelle la phase va varier rapidement
pour être de degré nul sur tous les erles Cr := {x ∈ R2 : |x| = r} de la boule tout en
restant prohe de h qui est lui de degré 1. C'est ette ligne de saut, de longeur R pour
notre boule BR qui onentre l'énergie et on s'attend don à un omportement de la
forme inf Eε ≈ CR| ln ε|, où C est une onstante. Une régularaisation du hamp h est
alors un hamp restant à valeur dans S1 et dont la phase varie rapidement suivant un
rayon de la boule BR.
Nous allons voir que 'est bien e qui se produit et 'est le théorème suivant, qui sera
le entre de ette partie.
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Théorème IV.2.
lim
ε→0
1
| ln ε| inf Eε = 16λR si 0 < λ <
pi
8R
,
lim
ε→0
1
| ln ε| inf Eε = 2π si λ ≥
pi
8R
.
Avant de poursuivre, introduisons quelques notations. On notera
gε(m) := |∇m|2 + 1
ε2
(1− |m|2)2,
eε(m) := gε(m) + λ
2| ln ε|2|m− h|2.
Pour Ω ⊂ DR, on notera enore
Eε(m,Ω) :=
ˆ
Ω
eε(m) dx.
Avant de passer à la preuve du théorème IV.2 à proprement parler, détaillons brièvement
la stratégie de la preuve.
Pour la borne supérieure, nous allons onstruire deux suites de fontions (m0ε)ε>0 et
(m1ε)ε>0 telles que :
lim
ε→0
1
| ln ε|Eε(m
0
ε) = 16λR, (92)
lim
ε→0
1
| ln ε|Eε(m
1
ε) = 2π. (93)
L'idée de es onstrutions repose sur les observations faites préédemment : si le para-
mètre λ est grand, l'énergie Eε va presque se omporter omme une énergie de Ginzburg-
Landau lassique ave ondition de bord. On sait que dans e as, une onguration
minimisante s'obtient ave un noyau de vortex de rayon ε sur lequel on n'est pas de
norme 1 omplété par h en dehors du noyau. Nous allons voir que ette onstrution
donne bien l'énergie optimale dans e as et 'est l'objet de la setion 24.
Lorsque le paramètre λ est petit par ontre, nous avons dit qu'il serait moins outeux
de rester de norme 1 et de degré nul et que l'énergie va se onentrer le long d'une ligne
où la phase va varier rapidement. Pour déterminer quel est le prol optimal le long
d'un rayon en restant de degré nul, nous allons étudier une énergie 1d : 'est l'objet de
la setion suivante. Nous en déduirons la onstrution d'une onguration minimisante
pour Eε dans la setion 23.
Pour la borne inférieure, plus déliate, l'argument est essentiellement le suivant : on
étudie notre énergie sur haun des erles entrés en 0 et inlu dans BR. S'il existe un
erle sur lequel on est de degré 1, un argument tiré de Jerrard [27℄ assure que la bouleBR
doit ontenir un vortex, e qui oûte 2π| ln ε| en énergie. Sinon, 'est qu'on est de degré
nul sur tous les erles et l'étude de l'énergie 1d mentionnée préédemment nous donne
une bonne borne inférieure sur haun des erles, qu'on intègre pour obtenir une borne
inférieure sur Eε. Bien sûr, la démonstration préise néessite quelques préautions :
pour pouvoir parler de degré du hamp sur un erle on doit par exemple ommener
par dire que l'on peut se ontenter de regarder les erles sur lesquels le hamp ne
s'annule pas. On renvoie à la setion 25 pour les détails.
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On a dit préédemment qu'on s'attend à e que le degré de m ontrole le om-
portement asymptotique de l'énergie. Si λ est assez petit, on s'attend à favoriser les
ongurations de degré nul. Pour obtenir une bonne majoration dans le as où λ est
petit, on va don étudier l'énergie Eε le long des erles en supposant m de degré nul.
Pour ela, réérivons
Eε(m) =
ˆ R
0
ˆ
∂Br
eε(m) dH1 dr.
Nous allons étudier la quantité : ˆ
∂Br
eε(m)
en supposant m de norme 1 et de degré nul. Pour ela, érivons m = eiϕ(θ) où ϕ est un
relèvement 2π-périodique puisque m est de degré nul. Alors,
ˆ
∂Br
eε(m) =
ˆ pi
−pi
(∂θϕ)
2
r2
+ λ2| ln ε|2|eiϕ − ieiθ|2r dθ
=
1
r
ˆ pi
−pi
ϕ′2 + 2s2ε
(
1− cos(θ + π
2
− ϕ)
)
dθ
où sε := λ| ln ε|r . Posons ψ := θ − pi2 − ϕ ; on va étudier :
Fε(r, ψ) :=
1
r
ˆ pi
−pi
(1− ψ′)2 + 2s2ε(1 + cosψ) dθ.
Fε(r, ψ) représente l'énergie le long d'un erle en degré nul où |m| = 1. Comme on a
supposé ϕ périodique, ψ(π)− ψ(−π) = 2π. L'énergie Fε peut alors se réérire :
Fε(r, ψ) =
1
r
[2π − 2(ψ(π)− ψ(−π))] + 1
r
ˆ pi
−pi
ψ′2 + 2s2ε(1 + cosψ) dθ.
En posant u(θ) := ψ
(
θ
sε
)
, l'égalité préédente se réérit enore :
Fε(r, u) =− 2π
r
+
sε
r
ˆ pisε
−pisε
u′2 + 2(1 + cosu) dt
où u(±πsε) = ±π.
Fixons r > 0. Comme sε −−→
ε→0
+∞, il est naturel de s'intéresser à la fontionnelle
suivante :
F˜ (v) :=
ˆ
R
v′2 + 2(1 + cos v) dt (94)
ave les onditions aux limites v(±∞) = ±π et v(0) = 0.
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Théorème IV.3. La fontionnelle F˜ admet un unique point ritique v˜ qui est le mini-
miseur global de F˜ sur A :=
{
v ∈ H˙1(R) : v(±∞) = ±π et v(0) = 0
}
. De plus,
v˜(t) = 4 arctan
(
tanh
t
2
)
(95)
et l'énergie minimale vaut :
inf F˜ = F˜ (v˜) = 16.
Démonstration. On va montrer que F˜ atteint son inmum sur l'ensemble{
v ∈ H˙1(R) : v(±∞) = ±π
}
et que si on impose de plus v(0) = 0, et inmum est
atteint en un unique point. Le fait que F˜ atteint son inmum sur A se déduit du lemme
1 de [15℄. Pour en déduire que et inmum est atteint en un unique point, on va utiliser
l'équation diérentielle assoiée à un minimiseur. Si v est un minimiseur de F˜ , pour
toute fontion ϕ dans C∞0 (R) et tout s dans R,
F˜ (v) ≤ F˜ (v + sϕ)
I.e.
F˜ (v + sϕ) = F˜ (v) + 2s
ˆ
R
ϕ′v′ − ϕ sin v dt +O(s2).
Par onséquent, pour tout ϕ dans C∞0 (R),ˆ
R
ϕ′v′ − ϕ sin v dt = 0.
La théorie de la régularité elliptique standard (on renvoie par exemple à [17℄) nous dit
que v est alors une fontion dans C∞(R) et que l'équation préédente est vériée au
sens fort. Un point ritique de F˜ sur A vérie don :

v′′ = − sin v,
v(±∞) = ±π,
v(0) = 0.
(96)
On reonnait la version stationnaire de l'équation elliptique de sine-Gordon. Nous allons
prouver que e système admet une unique solution v˜ et que
v˜(t) = 4 arctan
(
tanh
t
2
)
.
Pour ela, on va regarder l'équation diérentielle dans l'espae des phases en introduisant
la fontion V = (v, v′) et le hamp :
X : R2 −→ R2
(x, p) 7−→ (p,− sin x).
Si v vérie le système (96), multipliant la première équation par 2v′ et intégrant, on
obtient qu'il existe une onstante Q dans R telle que :
∀t ∈ R, 1
2
(v′)2 − cos v = Q. (97)
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Comme v(±∞) existe, passant à la limite en t, on en déduit qu'il existe l1 et l2 dans R
tels que :
lim
t→+∞
v′(t) = l1 et lim
t→−∞
v′(t) = l2.
V est solution globale de l'équation diérentielle V ′ = X(V ) et est à valeur dans un
ompat ; il ne peut don onverger que vers un point ritique du hamp X , 'est à dire
un point tel que X(x, p) = (0, 0), e qui impose l1 = l2 = 0. Reportant dans la relation
(97), on en déduit que Q = 1. Une solution V de notre équation (96) est don inluse
dans l'ensemble :
H :=
{
(x, p) ∈ R2 : 1
2
p2 − cosx = 1
}
,
qu'on peut enore érire omme la réunion disjointe :
H = {(π + 2kπ, 0) : k ∈ Z} ∪
{
(x, p) ∈ R×]0,+∞[ : 1
2
p2 − cosx = 1
}
︸ ︷︷ ︸
:=H+
∪
{
(x, p) ∈ R×]−∞, 0[ : 1
2
p2 − cos x = 1
}
︸ ︷︷ ︸
:=H−
.
x
p
H+
H−
Figure 11  L'ensemble H
Il est lair que les trajetoires onstantes (π + 2kπ, 0) pour k dans Z sont solutions
de V ′ = X(V ). Comme d'après le théorème de Cauhy-Lipshitz, deux trajetoires
distintes ne peuvent s'interseter, une solution V de (96) et soit inluse dans H+, soit
inluse dans H−. Si elle est inluse dans H−, v′ est négative dans v est déroissante et
elle ne peut vérier v(±∞) = ±π. Une solution v de (96) est don inluse dans H+,
pour tout t dans R, v′(t) > 0 et 'est un diéomorphisme roissant. Intégrant (97),
ˆ t
0
v′√
2(1 + cos v)
ds = t,
ou enore, en hangeant de variable,
ˆ v(t)
0
ds√
2(1 + cos s)
= t.
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Une primitive de la fontion s 7→ 1√
2(1+cos s)
est la fontion s 7→ 2 arctanh(tan s
4
) et
nalement, il existe don une unique solution v˜ à (96) :
v˜(t) = 4 arctan
(
tanh
t
2
)
.
L'énergie minimale vaut alors :
F˜ (v˜) =
ˆ
R
v˜′2 + 2(1 + cos v˜) dt = 2
ˆ
R
v˜′
√
2(1 + cos v˜) dt
=2
ˆ pi
−pi
√
2(1 + cos t) dt = 8
ˆ pi
0
cos
t
2
dt = 16.
Ce qui onlut la preuve.
Corollaire IV.4. Soit δ > 0. Il existe ε′ tel que pour tout ε < ε′ et pour tout fontion
u vériant u(±sεπ) = ±π,ˆ pisε
−pisε
u′2 + 2(1 + cos u) dt ≥ 16 + δ
Démonstration. Soit δ xé. On prend ε < ε′ tel que∣∣∣∣
ˆ pisε
−pisε
u′2 + 2(1 + cosu) dt−
ˆ
R
u′2 + 2(1 + cosu) dt
∣∣∣∣ ≤ δ
de sorte que :ˆ pisε
−pisε
u′2 + 2(1 + cosu) dt ≥ inf
{
F˜ (u) | u ∈ H˙(R) u(±∞) = ±π
}
+ δ
Or la fontionnelle F˜ et l'espae des ontraintes C :=
{
v ∈ H˙(R) : u(±∞) = ±π
}
sont
invariants par translation, 'est-à-dire que pour l ∈ R, si u est dans C, u(·+ l) ∈ C et
F˜ (u) = F˜ (u(·+ l)).
Par onséquent,
inf
{
F˜ (u) | v ∈ H˙(R) u(±∞) = ±π
}
= inf
{
F˜ (u) | v ∈ H˙(R) u(±∞) = ±π et u(0) = 0
}
ˆ pisε
−pisε
u′2 + 2(1 + cos u) dt ≥ 16 + δ
et le orollaire est prouvé.
23 Borne supérieure en degré 0
Comme annoné, on a la proposition suivante :
Proposition IV.5. Il existe une famille (m0ε)ε>0 de fontions de H
1(BR,R
2) telle que
lim
ε→0
1
| ln ε|Eε(m
0
ε) = 16λR.
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Démonstration. Cett onstrution suit des idées développées par Ignat et Knüpfer dans
[20℄. Pour γ > 0, notons h(t) := tan
(
pi
2
t
)
et onsidérons le prol déni pour θ ∈ [−π, π[ :
u(γ, θ) :=


v˜
(
2γsε
pi
h( θ
γ
)
)
si |θ| ≤ γ,
π si θ ≥ γ,
−π si θ ≤ γ.
(98)
Soit p ∈]1
2
, 1[ et kε := | ln ε|−p. On pose γ(r) := arcsin kε2r et on déoupe le disque BR
en trois zones A1, A2 et A3 de la façon suivante :
A1 := {(r, θ) ∈ [0, R[×[−π, π[ : kε ≤ r ≤ R et |θ| > γr} ,
A2 := {(r, θ) ∈ [0, R[×[−π, π[ : kε ≤ r ≤ R et |θ| ≤ γr} ,
A3 := {(r, θ) ∈ [0, R[×[−π, π[ : r < kε} .
A1
A3
A2
kε
O
kε
2
Figure 12  Partage de BR en trois domaines A1 A2 et A3
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Posons :
ϕ(r, θ) :=
{
θ + 3pi
2
− u(γr, θ) sur A1 ∪ A2,
r
kε
ϕ(kε, θ) sur A3,
et
m0ε(r, θ) := e
iϕ(r,θ).
Remarquons qu'ave ette onstrution, sur A1
m0ε(r, θ) = e
i(θ+ 3pi
2
±pi) = h.
m0ε est onstruit de manière à e que sur haun des rayons de A1 ∪ A2 tende vers
l'énergie optimale en degré nul. Suite à l'analyse faite de l'énergie un dimensionnelle, on
s'attend à e que toute l'énergie provienne de la bande A2 dans laquelle la phase tourne
rapidement pour que m1ε soit de degré nul. Prouvons que 'est eetivement le as.
Dans e qui suit, C désignera une onstante hangeant éventuellement d'une ligne à
l'autre et dépendant éventuellement de R et λ mais pas de ε.
23.0.1 Énergie sur A1
Sur A1, m
0
ε = h. La seule énergie provient du terme en gradient et :
Eε(m
0
ε, A1) =
ˆ
A1
|∇m0ε|2 dx ≤
ˆ
A1∪A2
|∇h|2 dx
≤2π (lnR − ln kε) ≤ C + C| ln kε|.
On obtient omme borne de l'énergie sur A1
Eε(m
0
ε, A1) ≤ C + C| ln kε| = o(| ln ε|). (99)
23.0.2 Énergie sur A3
On va d'abord majorer |∇m0ε|2 sur A3 :
|∇m0ε|2 =
(∂θϕ)
2
r2
+ (∂rϕ)
2 ≤ 1
k2ε
(
(∂θϕ(kε, θ))
2 + ϕ(kε, θ)
2
)
.
Or |ϕ(kε, θ)| ≤ ‖ϕ‖∞ ≤ 2π et sur A3 ∩ {|θ| ≥ γk}, |∂θϕ(kε, θ)| ≤ 1 de sorte que :
ˆ
A3∩{|θ|≥γk}
|∇m0ε|2 ≤
C
k2ε
|A3| ≤ C. (100)
Sur A3 ∩ {|θ| < γk},
|∂θϕ(kε, θ)|2 =|1− ∂θu(γk, θ)|2 ≤ 2 + 2
[
sεh
′(θ/γk)v˜
′
(
2γksε
π
h(θ/γk)
)]2
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et ˆ
A3∩{|θ|>γk}
|∇m0ε|2 dx ≤
C
k2ε
|A3|+C
k2ε
ˆ kε
0
r
ˆ γk
−γk
[
sεh
′(θ/γk)v˜
′
(
2γksε
π
h(θ/γk)
)]2
dθ dr. (101)
Montrons que
1
k2ε
ˆ kε
0
r
ˆ γk
−γk
[
sεh
′(θ/γk)v˜
′
(
2γksε
π
h(θ/γk)
)]2
dθ︸ ︷︷ ︸
= :I
dr ≤ C| ln ε|kε,
e qui onluera. Commençons par montrer une borne sur I. Pour ela, posons t := h( θ
γk
).
Alors,
I = s2ε
ˆ ∞
−∞
h′(h−1(t))2v˜′2
(
2γksε
π
t
)
γk dt
h′(h−1(t))
=s2εγk
ˆ ∞
−∞
h′(h−1(t))v˜′2
(
2γksε
π
t
)
dt.
Or d'une part, omme h(t) = tan
(
pi
2
t
)
,
h′(h−1(t)) =
π
2
(1 + t2). (102)
D'autre part, omme v˜(t) = 4 arctan
(
tanh t
2
)
,
v˜′(t) =2
1− tanh2 t/2
1 + tanh2 t/2
≤ 2 1
cosh2 t/2
≤ 4e−|t|/2 (103)
don
I ≤Cs2ε
ˆ ∞
0
(1 + t2)e−
2γksε
pi
t dt ≤ Csε
et nalement, omme sε = λ| ln ε|r,
1
k2ε
ˆ kε
0
r
ˆ γk
−γk
[
sεh
′(θ/γk)v˜
′
(
2γksε
π
h(θ/γk)
)]2
dθ dr ≤ C | ln ε|
k2ε
ˆ kε
0
r2 dr ≤ C| ln ε|kε.
(104)
Combinant (100) (101) et (104), on obtient :ˆ
A3
|∇m0ε|2 dx ≤ C + C| ln ε|kε. (105)
Comme d'autre part
λ2| ln ε|2
ˆ
A3
|m0ε − h|2 dx ≤ C| ln ε|2|A3| ≤ C| ln ε|2k2ε , (106)
on obtient omme borne de l'énergie sur A3 en sommant (105) et (106)
Eε(m
0
ε, A3) ≤ C + C| ln ε|kε + C| ln ε|2k2ε = o(| ln ε|). (107)
Remarquons que 'est le seul endroit de la preuve où l'on utilisera le fait que p > 1
2
. En
eet, avoir | ln ε|2k2ε = | ln ε|2| ln ε|−2p = o(| ln ε|) impose 1− 2p < 0.
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23.0.3 Énergie sur A2
Eε(m
0
ε, A2) =
ˆ
A2
|∇m0ε|2 dx+ λ2| ln ε|2
ˆ
A2
|m0ε − h|2 dx
=
ˆ
A2
(∂rϕ)
2 dx︸ ︷︷ ︸
:=I1
+
ˆ
A2
(∂θϕ)
2
r2
+ λ2| ln ε|2|m0ε − h|2 dx︸ ︷︷ ︸
:=I2
.
Montrons que la première intégrale est négligeable. Sur A2,
∂rϕ(r, θ) =
[
2sεγ
′
r
π
h(θ/γr)− 2sεθγ
′
r
πγr
h′(θ/γr)
]
v˜′
(
2γrsε
π
h(θ/γr)
)
et
I1 =
ˆ R
kε
r
ˆ γr
−γr
([
2sεγ
′
r
π
h(θ/γr)− 2sεθγ
′
r
πγr
h′(θ/γr)
]
v˜′
(
2γrsε
π
h(θ/γr)
))2
dθ dr.
Changeant de variable en posant t := 2γrsε
pi
h(θ/γr) dans la seonde intégrale et utilisant
h′(h−1(t)) = pi
2
(1 + t2), il vient
I1 =
ˆ R
kε
r
ˆ ∞
−∞
([
tγ′r
γr
− 2sεγ
′
r
π
h−1(tπ/2γrsε)h
′(h−1(tπ/2γrsε))
]
v˜′(t)
)2
×
π
2h′(h−1(tπ/2γrsε))
dt dr
=
ˆ R
kε
r
ˆ ∞
−∞
([
tγ′r
γr
− sεγ′rh−1(tπ/2γrsε)(1 +
(
tπ
2γrsε
)2
)
]
v˜′(t)
)2
dt
1 +
(
tpi
2γrsε
)2 dr.
Nous allons maintenant éire quelques inégalités qui vont nous permettre de majorer
ommodément I1 :
Comme γr = arcsin
kε
2r
,
C
kε
r
≤ γr ≤ kε
r
et |γ′r| =
kε
2r2
1√
1− (kε
2r
)2 ≤ Ckεr2 .
Par onséquent, γrsε = arcsin
(
kε
2r
)
rλ| ln ε| ≥ Ckε| ln ε| et omme |h−1(t)| =
2
pi
| arctan t| ≤ C|t|
I1 ≤C
ˆ R
kε
r
ˆ ∞
0
[(
tγ′r
γr
)2
+ s2εγ
′2
r
t2
k2ε | ln ε|2
(1 + C
t2
k2ε | ln ε|2
)2
]
v˜′2(t) dt dr
≤C
ˆ R
kε
r
ˆ ∞
0
[
C
t2
r2
+ C
t2
r2
(1 + C
t2
k2ε | ln ε|2
)2
]
v˜′2(t) dt dr.
Comme kε| ln ε| −−→
ε→0
+∞ si ε < 1
2
, on obtient don
I1 ≤C
ˆ R
kε
1
r
dr
ˆ ∞
0
(t2 + t4 + t6)v˜′(t) dt.
95
Cette dernière intégrale onverge, par exemple à ause de la majoration (103) et nale-
ment,
I1 ≤ C + C| ln kε| = o(| ln ε|). (108)
La seonde intégrale I2 vaut quant à elle
I2 =
ˆ R
kε
1
r
ˆ γr
−γr
(1− ∂θ [u(γr, θ)])2 + 2s2ε(1 + cosu(γr, θ)) dθ dr
=
ˆ R
kε
1
r
ˆ γr
−γr
(1− 2∂θ [u(γr, θ)]) dθ dr︸ ︷︷ ︸
=:I1
2
+
ˆ R
k
1
r
ˆ γr
−γr
∂θ [u(γr, θ)]
2 + 2s2ε(1 + cosu(γr, θ)) dθ dr︸ ︷︷ ︸
:=I2
2
.
I12 =
ˆ R
kε
1
r
(
2γr − 2 [u(γr, θ)]γr−γr
)
dr = 2
ˆ R
kε
γr − 2π
r
dr.
Comme γr = arcsin
(
k
2r
) ≤ pi
2
kε
2r
,
I12 ≤ C
ˆ R
k
kε
r2
dr + C
ˆ R
kε
1
r
dr ≤ C + C| ln kε| = o(| ln ε|). (109)
Il ne reste plus qu'à étudier I22 . Comme
∂θ [u(γr, θ)] =
2sε
π
h′(θ/γr)v˜
′
(
2γrsε
π
h(θ/γr)
)
,
I22 =
ˆ R
kε
1
r
ˆ γr
−γr
[
2sε
π
h′(θ/γr)v˜
′
(
2γrsε
π
h(θ/γr)
)]2
+ 2s2ε(1 + cosu(γr, θ)) dθ dr.
Posons t = 2γrsε
pi
h(θ/γr) dans I
2
2 :
I22 =
ˆ R
kε
1
r
ˆ +∞
−∞
[[
2sε
π
h′(h−1(tπ/2γrsε))v˜
′(t)
]2
+ 2s2ε(1 + cos v˜(t))
]
×
π
2sεh′(h−1(tπ/2γrsε))
dt dr
=
ˆ R
kε
sε
r
ˆ +∞
−∞
[[
2
π
h′(h−1(tπ/2γrsε))v˜
′(t)
]2
+ 2(1 + cos v˜(t))
]
×
π
2h′(h−1(tπ/2γrsε))
dt dr.
Or sε = λ| ln ε|r et en réutilisant le fait que h′(h−1(t)) = pi2 (1 + t2), on obtient
I22
| ln ε| = λ
ˆ R
kε
ˆ +∞
−∞

(1 + ( tπ
2γrsε
)2)2
v˜′2(t) + 2(1 + cos v˜(t))

 1
1 +
(
tpi
2γrsε
)2 dt dr.
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Notons
(r, t)
gε7−→

(1 + ( tπ
2γrsε
)2)2
v˜′2(t) + 2(1 + cos v˜(t))

 1
1 +
(
tpi
2γrsε
)2 1[kε,R](r).
Comme kε = | ln ε|−p −−→
ε→0
0 et γrsε = arcsin
kε
2r
λ| ln ε|r −−→
ε→0
+∞ pour pour tout
(r, t) ∈]0, R]×]−∞,+∞[,
gε(r, t) −−→
ε→0
[
v˜′2(t) + 2(1 + cos v˜(t))
]
1[0,R](r).
D'autre part, pour ε < 1
2
,
∀(r, t) ∈ [0, R]×]−∞,+∞[ |gε(r, t)| ≤ (1 + Ct2)2v˜′2(t) + 2(1 + cos v˜(t))
et ette dernière fontion est dans L1([0, R]×]−∞,+∞[) par exemple grâe à l'inégalité :
(1+Ct2)2v˜′2(t) + 2(1+ cos v˜(t)) ≤ max{2C,C2} (t2 + t4)v˜′2(t) + v˜′2(t) + 2(1+ cos v˜(t)).
Par onvergene dominée, on obtient don :
1
| ln ε|I
2
2 −−→
ε→0
λ
ˆ R
0
ˆ +∞
−∞
v˜′2 + 2(1 + cos v˜) dt dr = 16λR. (110)
Réunissant nalement les inégalités obtenues en (99), (107), (108) et (109) à la limite
que l'on vient de aluler en (110), on obtient enn
lim
ε→0
1
| ln ε|Eε(m
0
ε) = 16λR.
'est à dire (92).
24 Borne supérieure en degré 1
Le but est maintenant de onstruire une suite de fontions (m1ε)ε>0 vériant (93). On
herhe une onguration asymptotiquement prohe de l'énergie optimale et de degré
1 sur les rayons du disque. Dans e as, la onstrution lassique qui donne une bonne
borne pour l'énergie de Ginzburg-Landau fontionne également ii et on a la proposition
suivante :
Proposition IV.6. Il existe une famille (m1ε)ε>0 de fontions de H
1(BR,R
2) telle que
lim
ε→0
1
| ln ε|Eε(m
1
ε) = 2π.
Fixons ε > 0 et introduisons la fontion m1ε dénie en oordonnées polaires par :
m1ε(r, θ) =
{
ieiθ si ε ≤ r < R,
r
ε
ieiθ si r < ε.
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O
Figure 13  Le hamp m1ε
Alors,
Eε(m
1
ε) =2π
ˆ R
ε
1
r
|∂θm1ε|2 dr + 2π
ˆ ε
0
1
r
|∂θm1ε|2 dr +
2π
ε2
ˆ ε
0
(1− r
2
ε2
)2r dr+
λ2| ln ε|22π
ˆ ε
0
(
1− r
ε
)2
r dr
=2π
ˆ R
ε
1
r
dr + 2π
ˆ ε
0
1
r
(r
ε
)2
dr +
2π
ε2
ˆ ε
0
r − 2r
3
ε2
+
r5
ε4
dr+
λ2| ln ε|22π
ˆ ε
0
r − 2r
2
ε
+
r3
ε2
dr
=2π| ln ε|+ 2π lnR + 2π
3
+
π
6
ε2λ2| ln ε|2
=2π| ln ε|+ o(| ln ε|).
Cei prouve la proposition.
25 Borne inférieure
Lemme IV.7. Soit (mε)ε>0 une suite minimisante de Eε. Alors, on a :
lim inf
ε→0
1
| ln ε|Eε(mε) ≥ 16λR si 0 < λ <
pi
8R
,
lim inf
ε→0
1
| ln ε|Eε(mε) ≥ 2π si λ ≥
pi
8R
.
Pour ela nous allons utiliser le théorème suivant dû à Jerrard et que l'on peut
trouver dans [27℄.
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Théorème IV.8. (Jerrard, [27℄). Soit C > 0 et R > 0. Il existe ε0 := ε0(C,R) tel que
pour tout 0 < ε < ε0, si m : BR → R2 satisfait les trois onditions suivantes :
|m| ≥ 1
2
sur {x ∈ BR : dist(x, ∂BR) ≤ r∗(ε)} où r∗ ∈
]
1
| ln ε|3 , R
[
,
|deg(m, ∂BR)| > 0,ˆ
BR
gε(m) dx ≤ 2π| ln ε|+ C.
Alors, il existe x∗ ∈ BR et C˜ := C˜(C,R) > 0 tels que B(x∗, r∗) ⊂ BR et :
2π| ln r
∗
ε
| − C˜ ≤
ˆ
B(x∗,r∗)
gε(m) dx.
Démonstration. du lemme IV.7. Soit (mε)ε>0 une suite minimisante. Tout d'abord, on
peut supposer qu'il existe ε1 tel que pour tout ε < ε1,
Eε(mε) ≤ 2π| ln ε| (111)
sinon, la preuve est terminée. Rappelons que gε(m) = |∇m|2+ 1
ε2
(1−|m|2)2 et posons :
J1 :=
{
r ∈]0, R[ :
ˆ
∂Br
gε(mε) dH1 ≥ | ln ε|3
}
.
Alors,
H1(J1) ≤ 2π| ln ε|−2. (112)
En eet,
| ln ε|3H1(J1) ≤
ˆ
J1
dr
ˆ
∂Br
gε(mε) dH1 ≤ 2π| ln ε|
grâe à l'inégalité (111). Posons maintenant
J2 := J
c
1 ∩
]
1
| ln ε| 12 , R
[
.
Il existe une onstante C > 0 telle que pour tout r dans J2 et x dans ∂Br,
1− |mε(x)| ≤ Cε 12 | ln ε| 32 . (113)
C'est une onséquene de l'inégalité suivante, qu'on peut par exemple trouver dans [24℄
et [27℄. Notons ρε := |mε(x)| et α := min {ρε : x ∈ ∂Br}.
Alors, il existe C˜ > 0 tel que :
C˜
ε
(1− α2)2 ≤
ˆ
∂Br
|∂θρε|2 + 1
ε2
(1− ρ2ε)2 dH1 (114)
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On renvoie au lemme 2.3 de [27℄ pour la preuvre de (114). Montrons qu'on en déduit
l'inégalité (113). Pour r dans J2,
C˜
ε
(1− α2)2 ≤
ˆ
∂Br
|∂θρε|2 + 1
ε2
(1− ρ2ε)2 dH1 ≤
ˆ
∂Br
gε(mε) dH1 ≤ | ln ε|3
Multipliant par
ε
C˜
et prenant la raine, pour x dans ∂Br,
1− |mε(x)| ≤ 1− α ≤ 1√
C˜
ε
1
2 | ln ε| 32 ,
e qui prouve l'inégalité (113). De l'inégalité (113), on déduit en partiulier qu'il existe
ε2 tel que pour tout ε < ε2, α ≥ 12 . Pour ε < ε2, la norme de mε ne s'annule don
pas sur ∂Br pour r dans J2 ; on peut don parler du degré de mε sur ∂Br et dénir les
ensembles suivants :
I0 := {r ∈ J2 : deg(mε, ∂Br) = 0} ,
I1 := {r ∈ J2 : |deg(mε, ∂Br)| > 0} .
Deux as de gures sont alors possibles.
 as 1 : I1 6= ∅. Il existe alors r dans J2 tel que |deg(mε, ∂Br)| > 0. Posons
r∗ = 1
| ln ε|3
. On va étendre le hamp de veteur mε en un hamp de veteur m˜ε
déni sur Br+r∗ tel que m˜ε = mε dans Br et vériant
|m˜ε| ≥ 1
2
dans Br+r∗ \Br,
|deg(m˜ε, ∂Br+r∗)| ≥ 1,ˆ
Br+r∗
gε(m˜ε) dx ≤ 2π| ln ε|+ C.
Pour ela, posons pour x ∈ Br+r∗ \Br
m˜ε(x) := mε(r
x
|x|).
Comme r ∈ J2, |m˜ε| ≥ 12 sur Br+r∗ \ Br et de plus |deg(m˜ε, ∂Br+r∗)| =|deg(mε, ∂Br)| > 0. Enn,
ˆ
Br+r∗\Br
gε(m˜ε) dx =
ˆ r+r∗
r
ˆ
∂Br
gε(m˜ε) dH1dr
≤r∗
ˆ
∂Br
gε(mε) dH1 ≤ r∗| ln ε|3 = 1,
et par onséquent,
ˆ
Br+r∗
gε(m˜ε) dx ≤
ˆ
Br
gε(m˜ε) dx+
ˆ
Br+r∗\Br
gε(m˜ε) dx
≤ Eε(mε) +
ˆ
Br+r∗\Br
gε(m˜ε) dx
≤ 2π| ln ε|+ 1.
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D'après le théorème IV.8, il existe x1 dans Br tel que B(x1, r) ⊂ Br+r∗ et
2π| ln r
∗
ε
| − C ≤
ˆ
B(x1,r∗)
gε(m˜ε) dx
de sorte que
Eε(mε) ≥
ˆ
B(x1,r∗)∩Br
gε(mε) dx
≥
ˆ
B(x1,r∗)
gε(m˜ε) dx−
ˆ
Br+r∗\Br
gε(m˜ε) dx
≥ 2π| ln r
∗
ε
| − C − 1
≥ 2π| ln ε|+ o(| ln ε|),
e qui montre que
lim inf
ε→0
1
| ln ε|Eε(mε) ≥ 2π.
 as 2 : I1 = ∅. Dans e as, I0 = J2. Notons ϕε un relèvement de mε de sorte que
mε = |mε|eiϕε. Pour r dans I0,ˆ
∂Br
eε(mε) ≥
ˆ
∂Br
|∇mε|2 + λ2| ln ε|2|mε − h|2.
Or |∇mε|2 ≥ |mε|2(∂θϕε)2 et réutilisant l'inégalité (113),
|∇mε|2 ≥ (1− Cε 12 | ln ε| 32 )(∂θϕε)
2
r2
. (115)
De même,
|mε − h|2 =||mε|eiϕε − h|2
=|eiϕε − h + (|mε| − 1)eiϕε|2
≥|eiϕε − h|2 − Cε 12 | ln ε| 32 . (116)
Combinant les inégalités (115) et (116),ˆ
∂Br
eε(mε) ≥(1− Cε 12 | ln ε| 32 )
[ˆ
∂Br
(∂θϕε)
2
r2
+ λ2| ln ε|2|eiϕε − h|2
]
− Cλ2ε 12 | ln ε| 52 .
Sur J2, on est en degré 0 ; les fontions ϕε sont 2π périodiques. Reprenant les
aluls fait en,
ˆ
∂Br
(∂θϕε)
2
r2
+λ2| ln ε|2|eiϕε−h|2 dH1 = −2π
r
+λ| ln ε|
ˆ pisε
−pisε
u′2ε +2(1+ cosuε) dt
Intégrant sur J2, on obtient donˆ
J2
ˆ
∂Br
eε(mε) ≥(1− Cε 12 | ln ε| 32 )
ˆ
J2
[
−2π
r
+ λ| ln ε|
ˆ pisε
−pisε
u′2ε + 2(1 + cos uε)
]
dr
(117)
− RCλ2ε 12 | ln ε| 52H1(J2)
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Divisons (117) par | ln ε| et prenons ǫ < ǫ′ omme dans le orollaire IV.4. Alors,
pour tout ǫ < ǫ′ ˆ pisε
−pisε
u′2ε + 2(1 + cosuε) ≥ 16 + δ
D'autre part, omme r > 1
| ln ε|2
, il est lair que
´
J2
2pi
r
= o(| ln ε|).
Comme J2 = J
c
1 ∩
]
1
| ln ε|2
, R
[
et que par l'inégalité (112), H1(J1) −−→
ε→0
0, on a de
plus :
H1(J2) −−→
ε→0
R.
Passant à la limite inférieure lorsque ε tend vers 0, on obtient don
lim inf
ε→0
1
| ln ε|Eε(mε) ≥ lim infε→0
1
| ln ε|
ˆ
J2
ˆ
∂Br
eε(mε) ≥ λR(16 + δ),
Cei étant vrai quel que soit δ, on obtient l'inégalité souhaitée en faisant tendre
δ vers 0, e qui onlut la preuve.
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