This study suggests an indoor localization method to estimate the location of a user of a mobile device with imaging capability. The proposed method uses a matching approach between an actual photograph and a rendered BIM (building information modeling) image. A pre-trained VGG 16 network is used for feature extraction. Experimental results show that the best image matching performance can be obtained when using features from pooling layer 4 of VGG16. The proposed method allows for indoor localization only by image matching without additional sensing information.
Introduction
A technique of acquiring the position and orientation information of a person in indoor environment is essential for presenting the information that the person needs at the location. The construction industry utilizes indoor localization technology for maintenance of facilities using augmented reality [4] , evacuation route guidance in case of disasters [3] , and understanding work situation [1, 7] .
Vision-based indoor localization estimates the user's location based on visual information obtained from the indoor image. Image-based indoor localization methods can utilize a pre-built image dataset that contains indoor photographs. Since the images in the dataset have the basic information (position and orientation) necessary for localization, the person's indoor position can be estimated by searching the image in the dataset, most similar to the photograph taken indoors. However, it is time-consuming and labor intensive to build datasets of indoor environments for localization.
This study utilizes the BIM (building information modelling) model of a building for its indoor localization, to construct the image dataset. BIM has become increasingly utilized as it is proving its versatile utilities in the construction industry. Since BIM contains a range of information of a building and it is easy to extract information at the location of interest, BIM is also used for localization with sensors [6] [7] [8] .
This paper proposes a deep learning-based method to estimate the indoor position of a mobile device user, using an image dataset constructed from a BIM model. A deep learning network is an advanced form of traditional neural network, strengthened by the ability to learn important features without relying on human intervention. Image features extracted from a deep learning network are used to compare similarity between photograph and BIM-based images. That is, the visual characteristics of BIM is used for image-based indoor localization, without using additional sensing information.
Methodology
The image dataset is constructed by rendering indoor BIM views to images. The rendered images are visually similar to the actual indoor photographs, but there is a difference in style because the domains are different from each other, as shown in Figure 1 . The evaluation of the similarity between images for image retrieval is mainly done by comparing their features. Conventional feature extraction methods, such as SIFT (scale-invariant feature transform), have been widely used for the same domain comparison in previous studies. This study proposes using the CNN (convolutional neural network) for feature extraction to compare indoor photographs and BIM images. CNN is a kind of deep neural network, appropriate for image processing. It consists of stacked layers and learns to extract meaningful features of images. In a convolutional layer, features in adjacent parts in image are extracted in a form of two dimensional array (feature map) and semantically related features are merged in a pooling layer [5] .
Feature maps that passed through each layer of pretrained CNNs are used as features of images for the crossdomain image retrieval. The CNN network trained for object classification with ImageNet dataset [2] , a large image dataset, shows excellent performance in feature extraction even when applied to other datasets [9] .
A pre-trained CNN is used to match indoor photographs with BIM images in the dataset based on the similarity between images. The evaluation of the similarity between the cross-domain images for image matching is mainly done by comparing their features with cosine distance. Figure 2 shows the proposed method. 
Experiment
Experiments were carried out at the North Wing of the 1st Engineering Building of Yonsei University in Korea. As shown in Figure 3 , the BIM image dataset for the experiment consists of images rendered in various directions at nine locations. Two datasets were created to evaluate the performance of the method. Level 1 dataset contained images with relatively fewer overlapping views as shown in Figure 4 (a), and Level 2 dataset contained views in all directions, which resulted in more overlapping views as shown in Figure 4 (b). The indoor photographs were taken in the same location and direction as the BIM images of the dataset, and the similarity with the dataset images was evaluated. The VGG 16 network [10] was used as a CNN in the experiment. There are five pooling layers in the VGG th International Symposium on Automation and Robotics in Construction (ISARC 2018) Figure 5 . Visualized feature maps of BIM image and indoor photograph network. The VGG network in the experiment was pretrained with ImageNet dataset and the outputs of five pooling layers of the pre-trained VGG 16 network were used as features of the image. To evaluate the similarity between the cross-domain images, features from the pooling layer of the same order were employed. For example, the second layer output of the network for the actual photograph was compared with the second layer outputs of the network for the BIM images. Table 1 shows the results of image matching based on features obtained from each pooling layer of the pretrained VGG network for the two datasets. When using the features obtained from pooling layer 4, the image matching accuracy is over 90% in both datasets. 
Discussion
Experimental results verified the proposed imagebased indoor localization method with the high matching accuracy. The BIM image that was selected as the most similar image to the indoor photograph had the information about indoor location and orientation. In other words, when the matching was correctly done, the position at which the indoor photograph was taken could be estimated by the proposed method.
This study revealed which layer of VGG 16 network extracts the most proper features for matching the indoor photograph and BIM image. Figure 5 exhibits visualized feature maps from each pooling layer when paired BIM image and indoor photograph pass through the VGG 16 network. As the network deepens, it can be observed that features corresponding to large parts of the image are gradually extracted. Through the features obtained from pooling layer 4, which shows the best performance, it can be inferred that a global descriptor representing the structural information of the indoor is suitable for the cross-domain image matching.
As shown in Figure 5 , a noticeable difference in the arrangement of colors can be identified in feature maps extracted from the front of the network. In other words, when the domains between images are different, the features that stand out in the images can be different and the difference is more apparent for features extracted from a local area. Therefore, it can be confirmed that the global descriptor is required for cross-domain image matching, and the experimental result verified that the features extracted from pooling layer 4 have the best image matching capability.
The proposed method performed well both in Level 1 and Level 2 datasets. In Level 2, there were images with high degree of view overlap between images and the number of images was about 60% larger as compared with Level 1. However, the accuracy of image matching of Level 2 was not affected much-decrease by 2% compared with Level 1. These experimental results indicate that the proposed method can be applied well in larger indoor environments.
Conclusions
This paper proposes an image-based indoor localization method to identify a mobile device user's location and orientation by matching the indoor photograph acquired by the user to the image rendered from the BIM model. Features for evaluating the similarity between the indoor photograph and the rendered BIM image were extracted from the pre-trained VGG 16 network. A field experiment, involving a floor of an actual building, was conducted to verify the proposed method.
This study has three major contributions. First, since the existing BIM model is used, the labor required to construct the dataset is reduced compared to the existing methods. Secondly, the feature extraction layer most suitable for the cross-domain image comparison was identified in the VGG network. Finally, since the pretrained CNN is utilized, the proposed method can be applied in another place without modifying the network.
As a future study, it is necessary to verify the proposed method with a dataset configured in a more diverse environment. In addition, since using only a single image for localization may have limitation, it can be supplemented by using multiple images for more accurate localization. The proposed method, with the additional research, is expected to improve the traditional facility management process.
