In this paper we compute the root-mean-square (RMS) gain of a switched linear system when the interval between consecutive switchings is large. The algorithm proposed is based on the fact that a given constant γ provides an upper bound on the RMS gain whenever there is a separation between the stabilizing and the antistabilizing solutions to a set of γ-dependent algebraic Riccati equations. The motivation for this problem is the application of robust stability tools to the analysis of hybrid systems.
Introduction
A switched linear system is defined by a linear differential equation for which the matrices that appear in the right-hand-side are piecewise constant. The times at which these matrices are discontinuous are called "switching times." Formally, to define a switched linear system one considers a family of n-dimensional, m-input, k-output minimal realizations
parameterized by an index set P, together with a family of piecewise constant signals
For a given signal σ ∈ S, one can then define the following linear time-varying systeṁ
1 Given a vector a and a matrix A we denote by a and A the Euclidean norm of a and the largest singular value of A, respectively. Given a vector or matrix-valued measurable signal z defined on [0, ∞), we denote by z 2 the L2-norm ∞ 0
z(t)
2 dt 1 2 of z. The set of signals z for which z 2 is finite is denoted by L2.
one can find upper bounds on RMS gains over appropriately defined sets of switching signals that satisfy the slow-switching properties mentioned above. However, these bounds are typically very conservative and prompted us to compute the precise value of the RMS gain under slow-switching. (2) by increasing the dwell-time? To answer this question we define the slow-switching RMS gain, by
Since every S[τ D ], τ D > 0 contains the constant switching signals σ(t) = p, t ≥ 0, p ∈ P, g slow is necessarily larger or equal to the RMS gains of all the "unswitched systems," i.e.,
where T ∞ denotes the H ∞ -norm of a transfer matrix T , i.e., T ∞ := sup [s]≥0 T (s) . We recall that T ∞ is numerically equal to the RMS gain of any linear time-invariant system with transfer matrix T . Until recently, it was believed that the inequality in (4) was actually an equality. This would mean that, by switching sufficiently slow, one would recover the RMS gains of the "unswitched systems," which are realization independent. It turns out that this is not true and the above inequality is often strict. The following simple example illustrates this and also provides some intuition on the difficulties introduced by switching: Consider a SISO switched systeṁ
for which the switching signal σ takes values in the set P := {1, 2} and both unswitched systems have H ∞ -norm (and therefore RMS gain) equal to one, i.e.,
Consider also the switching signal
Since σ has a single discontinuity, it belongs to every family of switching signals
Take now the following probe input signal with L 2 -norm equal to one:
The output of (5) corresponding to the switching signal (7) and the input (8) is given by
It turns out that c 2 can be chosen arbitrarily large without violating (6) , provided that b 2 is sufficiently small. Therefore, by appropriate choice of c 2 , the L 2 -norm of y can actually be very large (in particular larger than 1) for a unit-norm input, even though we are switching between two systems with RMS gain equal to one. The intuition behind this example is that for t < 1 the input energy is "stored" in the system through one realization (perhaps through a "large" b 1 ) and then it is "released" to the output for t ≥ 1 through a different realization (perhaps through a "large" c 2 ). From this example, we conclude that even for very slow switching (in the extreme a single switch), the RMS gain of a switched system can be arbitrarily larger than the RMS gains of the "unswitched systems." Moreover, the RMS gain of a switched system is realization dependent and cannot be determined just from the transfer functions of the systems being switched. The goal of this paper is then to compute the slow-switching RMS gain g slow defined by (3).
For linear time-invariant systems, the RMS gain can be determined by solving algebraic Riccati equations. In particular, it is well known (Bounded-real Lemma) that the RMS gain is smaller than a given constant γ > 0 if and only if an algebraic Riccati equation of the form
has a positive definite solution P , where A γ , Q γ , and R γ are appropriately defined γ-dependent n × n real matrices with Q γ and R γ symmetric and positive semidefinite (cf. Theorem 1 in Section 3 for details). This allows one to determine the precise value of the RMS gain of a system by using a bisection algorithm to find the smallest value of γ for which a positive definite solution to (9) exists [17] . Although in general algebraic Riccati equations have more than one solution, in order to determine the RMS gain of a time-invariant system it is sufficient to find one of these solutions. However, to determine the RMS gain of a switched system, we have to pay special attention to the multiple solutions to the algebraic Riccati equations involved. We shall see below that the condition for the slow-switching RMS gain of a switched system to be smaller than γ requires a separation between all the stabilizing and all the antistabilizing solutions to the algebraic Riccati equations of the systems being switched.
The remaining of this paper is organized as follows: In Section 2 we derive a general formula for the RMS gain of a switched system in terms of the solution to a differential Riccati equation. This prompts us to investigate the solutions to differential Riccati equations, which is done in Section 3. In Section 4 we determine upper and lower bounds on the RMS gain of a switched system over the set S 1 of switching signals with no more than one discontinuity. We then show in Section 5 that these same bounds are also valid for the slow-switching RMS gain. A bisection-type algorithm to compute it is given in Section 6. Section 7 illustrates the results presented in the context of an example. Section 8 contains final conclusions and directions for future research. A partial version of the results in this paper will be presented at the Fifth Hybrid Systems: Computation and Control Workshop, Stanford, March 2002.
Computation of RMS gains
To determine the RMS gain of (2) over S we consider the following optimization problem:
where y is computed along solutions to (2) with x(0) = 0. The RMS gain of (2) over S is then given by
Note that because the system is linear, when J(γ, σ) > 0 we must actually have J(γ, σ) = +∞, which means that J(γ, σ) ≤ 0 in (10) could be replaced by J(γ, σ) < ∞. It is also sufficient to consider the case γ > D p , p ∈ P as the RMS gain is always larger or equal to any of the high frequency gains D p because of (4).
We shall use dynamic programming to compute J(γ, σ) for a given σ ∈ S and γ > D p , p ∈ P. To this effect let us define the following finite-horizon "cost-to-go:"
The corresponding dynamic-programming equation 2 is given by 3
where
Since for a fixed σ we are dealing with a linear time-varying system, we can restrict our attention to costs-to-go of the form V (x 0 , t; T, γ, σ) = x 0 P (t)x 0 , t ≥ 0 with P (t) real symmetric. Replacing this in (12) we obtain
for every x 0 , which (because of symmetry) actually implies that
2 Equation (11) could be derived as follows: For an elementary interval dt > 0, we can write
Subtracting V (x0, t + dt; T, γ, σ) to both sides of the above equation, dividing by dt and taking the limit as dt → 0, we obtain (11). 3 For simplicity we dropped the dependence of (x0, t; T, γ, σ) on V . We denote the partial derivatives of V with respect to t and x by Vt and Vx, respectively. since V (x 0 , T ; T, γ, σ) = 0 for every x 0 . Since (13) is locally Lipschitz with respect to P , we conclude that J(γ, σ) < ∞ if and only if the unique solution to the final value problem (13)- (15) exists on every interval [0, T ), T > 0 (cf. Appendix for details). Therefore
To compute the RMS gain of a switched system we must then study the existence of solution to a differential Riccati equation. We do this in the following section.
Differential Riccati equations
We start by considering the following algebraic Riccati equation
where A, Q, and R are n × n real matrices with Q and R symmetric. Associated with this equation one defines a 2n × 2n Hamiltonian matrix by
In the sequel, we say that a matrix P − is a stabilizing solution to the algebraic Riccati equation (17) if P − is real, symmetric, positive definite, and A + RP − is Hurwitz. We say that P + is an antistabilizing solution to (17) if P + is real, symmetric, positive definite, and −(A + RP + ) is Hurwitz. The following theorem is a consequence of several well known results on algebraic Riccati equations. For completeness we include in the Appendix the main steps needed to prove it.
Theorem 1. Consider a minimal realization (Ā,B,C,D) withĀ Hurwitz and
for some γ > 0. Then D < γ and there exist stabilizing and antistabilizing solutions P − and P + , respectively, to the algebraic Riccati equation (17) with
Moreover, P + − P − > 0 4 and these solutions can be computed by
where the columns of [ P 4 Given a symmetric matrix Q we write Q > 0, Q ≥ 0, Q < 0, and Q ≤ 0 when Q is positive definite, positive semidefinite, negative definite, and negative semidefinite, respectively. We write Q ≥ 0 when Q is nonsingular and not positive semidefinite (therefore Q must have at least one strictly negative eigenvalue). Similarly, Q ≤ 0 means that Q is nonsingular and not negative semidefinite.
5 Let H be a matrix with characteristic polynomial Consider now the final-value solution to the following differential Riccati equation
The following theorem is inspired by results from [19] and [20, Chapter 3] .
Theorem 2.
Suppose that there exist stabilizing and antistabilizing solutions to (17) with P + − P − > 0.
(i) When P 0 − P + is nonsingular, the solution Π(t; P 0 ) to (20) is given by
on the interval I on which Λ is nonsingular.
(ii) When R ≥ 0 and P 0 − P + < 0 the solution Π(t; P 0 ) to (20) exists globally for t ≤ t 0 and
The same result holds when R ≤ 0 and P 0 − P + > 0.
(iii) When R ≥ 0 and P 0 − P + ≤ 0, the solution Π(t; P 0 ) to (20) has finite escape time. The same result holds when R ≤ 0 and P 0 − P + ≥ 0.
Proof of Theorem 2.
To prove (i), let P := P + + Λ −1 , t ∈ I. Since (P − P + )Λ = I, we conclude thatṖ Λ + (P − P + )Λ = 0. On the other hand, differentiating (21), we obtaiṅ
Therefore,
which is further equivalent to
because Λ −1 = P − P + . Moreover, since
we conclude that
From this and (22), we obtain
Since S(P + ) = 0, we conclude that P satisfies the differential equation in (20) . Moreover, because Λ(t 0 ) = (P 0 − P + ) −1 , we conclude that P (t 0 ) = P 0 and therefore P + + Λ −1 is indeed the solution to (20) on I.
To prove (ii), let
Differentiating this equation, we conclude that Γ is the solution to the following differential Lyapunov equatioṅ
with initial condition Γ(t 0 ) = 0. Here, we used (23). Since, for R ≥ 0,
Since e (A+RP + )(t−t 0 ) is nonsingular for any finite t, we conclude that Λ(t) < 0, ∀t ≤ t 0 and therefore I = (−∞, t 0 ] whenever P 0 − P + < 0. In this case, and because −(A + RP + ) is Hurwitz,
Note that for R ≤ 0, we have Γ(t) ≥ 0, ∀t ≤ t 0 . In this case P 0 − P + > 0 guarantees that Λ(t) remains positive definite for t ≤ t 0 , also leading to global existence of solution.
To prove (iii) note that because −(A + RP + ) is a stability matrix, Γ(t) above converges to a negative definite matrix as t → −∞ and, since Λ and Γ only differ by a term that converges to zero as t → −∞, Λ(t) must also converge to a negative definite matrix. Suppose now that Λ(t 0 ) = (P 0 − P + ) −1 ≤ 0 and therefore that Λ(t 0 ) must have at least one positive eigenvalue. Since as t → ∞ all eigenvalues of Λ(t) must become negative and the eigenvalues are continuous functions of t, Λ(t) must be singular for some finite time resulting in finite escape time for the solution Π(t; P 0 ) = P + + Λ −1 (t). A similar argument could be used for the case R ≤ 0 and P 0 − P + ≥ 0.
RMS gain of single-switch systems
In this section we consider the set S 1 of switching signals with no more than one discontinuity. Using the results from the previous section we compute bounds on the RMS gain g S 1 of (2) over
Theorem 3. Assume that the realizations in (1) are minimal. Given any γ > g static ,
where P + p and P − p , p ∈ P respectively denote the stabilizing and antistabilizing solutions to the algebraic Riccati equation S p (P ; γ) = 0, with S p defined by (14) .
Before proving Theorem 3, it is interesting to note that the condition in (26) that gives the upper bound on the RMS gain requires a separation between all the stabilizing and all the antistabilizing solutions to the algebraic Riccati equations of the systems being switched. Note that for p = q, the fact that the qth system has RMS gain smaller than γ already guarantees that P + q − P − q > 0 (cf. Theorem 1). However, this is not enough for g S 1 to be smaller or equal to γ. Indeed, we need all the stabilizing solutions P − p to be "smaller" than all the antistabilizing solutions P + q .
Proof of Theorem 3.
To prove (25) we show that when P + q − P − p ≥ 0 for some p, q ∈ P, the RMS gain g S 1 given by (16) must be larger or equal to γ because the solution to (13)- (15) does not exist for some T > 0, σ ∈ S. To this effect suppose that there are p, q ∈ P for which P + q − P − p ≥ 0 and take
for some T switch > 0. Because R p ≥ 0 and −P + p < 0 (cf. Theorem 1), we conclude from Theorem 2 (ii) that the solution to (13)- (15) exists for every t ∈ [T switch , T ). Moreover, if σ where equal to p for all times, we would actually have P (t) → P − p as t → −∞. This means that by choosing T sufficiently large, it is possible to have P (T switch ) sufficiently close to P − p so that P + q −P (T switch ) ≥ 0. Here, we are using the fact that the set {P : P + q − P ≥ 0} is open and therefore if P (T switch ) is sufficiently close to the element P − p of this set, it must be inside the set. Once it is known that T is chosen such that P + q − P (T switch ) ≥ 0, by applying Theorem 2 to solve (13)-(15) for t ≤ T switch , we conclude from (iii) that the solution is actually only defined in an interval (T escape , T switch ] of finite length. Because of time invariance, we can choose T sufficiently large so that T escape > 0. So the solution to (13)- (15) does not exist globally. This finishes the proof of (25).
To prove (26) we show directly that when P + q − P − p > 0 for every p, q ∈ P, we have y 2 ≤ γ u 2 for every input and switching signals. To this effect pick arbitrary u ∈ L 2 , σ ∈ S 1 and define
where x and y are evaluated along a solution to (2) and V (x, t) := x P (t)x, t ≥ 0. Here, P (t), t ∈ [0, ∞) denotes a time-varying continuous real symmetric matrix with the property that on any interval on which σ is constant we have
To construct such P (t) we use the fact that because σ ∈ S 1 , the switching signal must be of the form (27) (possibly with p = q if it is actually constant). Suppose then that for t > T switch we set P (t) constant and equal to P − p , and for t ≤ T switch , P (t) is defined by the final value problem
The function P (t) is well defined on t ∈ [0, T switch ] because P − p − P + q < 0 (cf. Theorem 2 (ii)) and also on t ∈ (T switch , +∞) because we are simply setting it to be equal to P − p on this interval. By construction this choice of P (t) is continuous and does satisfy (28) on every interval on which σ is constant. Because of (28), on any such interval we havė
(cf. equations (12)- (13)). We then conclude that v decreases between discontinuities of σ and is continuous at the switching time
For a zero initialization of (2) we then conclude that v(t) ≤ 0, ∀t ≥ 0, or equivalently that
Since u ∈ L 2 , lim t→∞ x(t) = 0 and therefore
This concludes the proof since it shows that indeed y 2 ≤ γ u 2 .
Slow-switching RMS gain
In this section we show that the upper and lower bounds provided by Theorem 3 on the RMS gain g S 1 of (2) over S 1 also hold for the slow-switching RMS gain g slow of (2). For simplicity, in this section we assume that the set P is finite, i.e., that we are switching among a finite number of systems. However, it would be straightforward to replace this assumption by uniformity conditions on the systems being switched, e.g., compactness of the family of realizations
Theorem 4. Assume that the realizations in (1) are minimal and P is finite. Given any
Proof of Theorem 4. To prove (29) note that for any τ
From Theorem 3 we then conclude that
To prove (30) assume that P + q − P − p > 0 for every p, q ∈ P and therefore that we can select a positive constant and matrices P (p,q) , p, q ∈ P such that
In practice, P (p,q) can be any matrix sufficiently close to P − p so that P + q > P (p,q) > P − p and a sufficiently small positive constant so that for any P such that P −P − p ≤ we still have P (p,q) ≥ P .
Since P (p,q) − P + q < 0, we conclude from Theorem 2 (ii) that the solution to the final value problem
exists globally and converges to P − q as t → −∞. Pick now a constant τ D sufficiently large so that
Pick arbitrary u ∈ L 2 , σ ∈ S 1 and define
where x and y are evaluated along a solution to (2) and V (x, t) := x P (t)x, t ≥ 0. Here, P (t) denotes a time-varying symmetric matrix with the property that on any interval (t 1 , t 2 ) on which σ is constant and equal to q we have
where P 0 is chosen equal to P − q in case t 2 = ∞ and equal to P (p,q) when t 2 < ∞, with p being the value of σ immediately after t 2 . Note that in the former case (which occurs only when t 1 is the last switching time), P (t) is constant for t > t 1 . In the latter case, the solution to (33) is well defined for every t ≤ t 2 because P (p,q) − P + q < 0 (cf. Theorem 2 (ii)). This construction yields a time-varying matrix P (t) that is well defined for all t ∈ (0, ∞) and satisfies (28) on every interval on which σ is constant. However, now P (t) is not necessarily a continuous function of t.
As in the proof of Theorem 3, we conclude thatv ≤ 0 on any interval on which σ is constant but now v(t) is discontinuous at switching times. In particular, if σ switches from q to p at time t 2 , we have
whereP is either equal to P − p in case t 2 is the last switching time or the solution at time t 2 of a final value problem of the form
for somep ∈ P and with t 3 ≥ t 2 + τ D . However, we selected τ D sufficiently large so that P (t 2 ) − P − p ≤ . Therefore we always have P − P − p ≤ whether or not t 2 is the last switching time. From this and (31) we conclude thatP − P p,q ≤ 0 and therefore
This means that even at points of discontinuity of v, this signal decreases and therefore also here v(t) ≤ v(0), ∀t ≥ 0. As in the proof of Theorem 3 we can then conclude that y 2 ≤ γ u 2 for a zero initialization of (2). This finishes the proof since we showed that the RMS gain over S[τ D ] is indeed no larger than γ. Remark 1. The proof of (30) actually provides a bound on the dwell-time τ D to have the RMS gain over S[τ D ] smaller or equal to γ. In general, if the separation between the stabilizing and antistabilizing is large, we can choose the in (31) large and therefore have an RMS gain no larger than γ even for small τ D .
Computation of the slow-switching RMS gain
Theorem 4 suggests the bisection algorithm in Table 1 to compute the slow-switching RMS gain g slow of (2). This algorithm only fails if there is a positive-length interval of values for γ on which and If ∃p, q ∈ P P
and go back to step 2 Table 1 : Bisection algorithm to compute the slow-switching RMS gain all P + q − P − p ≥ 0 and at least one of these matrices always has an eigenvalue exactly at the origin. Generically, this should not happen over an interval of positive length since an infinitely small perturbation on γ should make the eigenvalue become either positive or negative. However, even when this happens one can still use algorithms similar to the one in Table 1 to compute the following upper and lower bounds on g slow :
Remark 2. The verification of the matrix-inequality conditions in step 3 is computationally simple when P is a finite set. Indeed, when P has n elements, in the worst case, the verification of this conditions requires the computation of the stabilizing and anti-stabilizing solutions to n algebraic Riccati equations (e.g., using (19) in Theorem 1) and then verifying if n(n − 1) matrices are positive definite. However, if P is a continuum (i.e., when one can switch among an infinitely large family of systems) the above algorithm may not be practical.
Example
In this section we illustrate the results presented above in the context of a simple example. We consider here the control of the roll angle of an aircraft and use the following process model taken from [21, p. .
For this process we designed two feedback controllers to be connected to the process as in Figure 1 . In this figure u denotes the control input, y the process output, r a reference signal, d an input disturbance, and n measurement noise. The two controllers designed essentially differ by the closed-loop bandwidth that they achieve: Controller K 1 exhibits small closed-loop bandwidth and is therefore not very sensitive to noise but exhibits a slow response, whereas controller K 2 has larger bandwidth and is therefore faster but more sensitive to noise (cf. Figure 2 ). Both controllers were designed using LQG/LQR. We computed the regulator gains by minimizing the cost
where ρ was chosen equal to 10 and .1 for K 1 and K 2 , respectively. The design of the optimal LQG gain was done assuming that the input disturbance d and the measurement noise n were uncorrelated white noise processes with Although both controllers exhibit different bandwidths (cf. Figure 2) , their closed-loop RMS gains from the noise n to the output y are relatively similar: 1.008 (.069dB) and 1.01 (.087dB) for controllers K 1 and K 2 , respectively.
Suppose now that we implement the following multi-controller [1] to switch between the two controllers :ż
where each {F p , g p , h p }, p ∈ {1, 2} denotes a balanced realization of the controller transfer function K p (s), and σ : [0, ∞) → {1, 2} a switching signal that effectively determines which controller is connected to the process at each instant of time. The closed-loop system is then a switched system of the formẋ where
and {A, b, c} denotes a minimal realization of the process transfer matrix H(s). Using the algorithm in Section 6, we obtained for (34) a slow-switching RMS gain from the noise n to the output y of 9.04 (19.1 dB). This example shows that noise entering the system can be greatly amplified because of switching. Note that the RMS gain depends on the realizations chosen for the controllers. Here, we chose balanced realizations because they are generally believed to be well conditioned and, in fact, other realizations tried led to larger RMS gains. An interesting question that remains open is the design of controllers and the choice of realizations that minimize the slow-switching RMS gain. The study of controller realizations that are adequate for switching was pursued in [22] . However, this problem was only studied from a stability perspective and the effect of controllers realizations on RMS gains was not addressed.
Conclusions
We presented a method to compute the slow-switching RMS gain of a switched linear system. The algorithm proposed uses the fact that a given constant γ provides an upper bound on the RMS gain whenever there is a separation between all the stabilizing and all the antistabilizing solutions to the algebraic Riccati equations of the systems being switched. We are now in the process of expressing this condition in the form of Linear Matrix Inequalities. The motivation is to construct efficient algorithms that can be used to design switching controllers that minimize the RMS gain of the closed-loop.
One of the implications of this work is the observation that the RMS gain of a switched linear system depends on the realizations of the systems being switched. This is not the case for linear time-invariant systems, for which the RMS gains essentially provide a measure of how much a sinusoidal signal is amplified (ignoring the effects of initial conditions and therefore of realizations). This is because the probe signals that produce maximum energy amplification for linear timeinvariant systems can be chosen to be sinusoids. However, for switched systems this is not the case (as demonstrated by the example in the introduction). In fact, for switched systems the probe signals that define the RMS gain may well use transients to maximize energy amplification. Clearly, this must be taken into account when studying questions related to performance and/or robust stability of switched systems. Therefore both P + and P − are positive definite. It remains to show that P + − P − > 0. We first show that this matrix is nonsingular. To this effect take a vector x ∈ R n such that (P + − P − )x = 0. From (19), we then conclude that P Since −A − RP + is Hurwitz and R ≥ 0, we also conclude from standard properties of Lyapunov equations that (P + − P − ) −1 ≥ 0. Since we already established that this matrix is nonsingular, we must actually have (P + − P − ) −1 > 0 and equivalently P + − P − > 0.
