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Resumo
O reconhecimento facial é uma tecnologia aplicada com diversos propósitos, desde
controle de acesso a dispositivos a identificação de potenciais ameaças a segurança
da sociedade. Nesse trabalho é proposto a redução de uma base de dados composta
por imagens de faces através de análise de componentes principais e em seguida é
desenvolvido um algoritmo capaz de classificar essas imagens somente pela distância
euclidiana entre essas imagens projetadas em um subespaço vetorial com dimensão
bastante inferior ao original. Para o caso em que o algoritmo classifica imagens de
grupos utilizados para treinamento obteve-se resultados bastante interessantes. Para
o caso de classificação de imagens não pertencentes aos grupos treinados houve uma
considerável queda nas taxas de acerto.
Palavras-chave: análise de componentes principais, distância euclidiana, classifica-
ção, Monte Carlo Cross Validation.
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1 Introdução
A utilização de computadores para realizar a identificação de indivíduos é uma
aplicação bastante empregada atualmente. Essa ferramenta se encontra em uso em
aeroportos, transportes coletivos, smartphones entre outros, sendo que sua principal
aplicação está relacionada à área de segurança.
Essa identificação pode ser realizada através da mensuração de diversas caracte-
rísticas de uma pessoa, entre elas estão: a face, as impressões digitais, a íris, a voz,
etc. E cada tipo de característica possui vantagens e desvantagens.
Nesse trabalho será abordado o reconhecimento de pessoas através da face. Uma
das vantagens desse tipo de identificação está relacionada ao fato de não ser invasiva.
Outros trabalhos já foram desenvolvidos na área de reconhecimento facial (KIM,
1996) e serviram de base para o desenvolvimento desse.
O problema de identificar indivíduos é abordado pela estatística como um pro-
blema de classificação. Nesse caso, cada grupo é uma pessoa e o algoritmo classificador
precisar alocar novas imagens nos grupos treinados, ou rejeitá-las, caso não pertençam
a nenhum dos grupos.
Uma dificuldade presente em problemas desse tipo reside no fato de que a base de
dados, as imagens, formam um conjunto de dados em espaços com dimensões muito
grandes. Para resolução desse problema é possível utilizar análise de componentes
principais. Dentre os objetivos da aplicação desse tipo de análise encontra-se a
redução de dimensionalidade (JOHNSON, 2012).
1.1 Objetivos
1.1.1 Objetivo geral
O objetivo desse trabalho está em desenvolver um algoritmo capaz de realizar a
classificação de imagens através da avaliação da distância euclidiana entre os escores
das imagens. Essa tarefa será realizada em duas etapas: a primeira consiste em
classificar apenas imagens de grupos utilizados para treinamento. A próxima etapa
apresentará uma adaptação do primeiro algoritmo que permitirá a rejeição de imagens
que não pertençam a nenhuma classe.
1.1.2 Objetivos específicos
• Implementar no software R um método de classficação de imagens baseado em
PCA;
• Aplicar o método em uma base de dados real; e
• Avaliar a acurácia do método em cada caso de teste.
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2 Base de dados
A base de dados empregada nesse trabalho foi obtida no sítio da AT&T Labora-
tories Cambridge. Nessa base há dez imagens para cada um dos quarenta indivíduos,
totalizando 400 fotos. Cada pessoa corresponde a um grupo, portanto, há 40 grupos.
As imagens possuem 92×112 pixels e estão em escala de cinza.
Abaixo é possível visualizar algumas das imagens que compõem a base de dados.
Antes de aplicar a técnica proposta é necessário converter as imagens para um
formato que as torne tratáveis. Cada imagem é uma matriz de pixels. Portanto, as
imagens foram convertidas em vetores e agrupadas em uma base de dados única,
contendo 400 linhas e 10304 colunas, ao final desse processo, para cada observação,
foi acrescentado uma nova variável, um número que representa o grupo ao qual a
imagem pertence..
Para realizar esse tratamento inicial das imagens foi utilizada a função "load.image()"
do pacote "imager", do software R. O processo de conversão atribui um número entre
0 e 1 para cada pixel. Valores próximos a zero indicam cores próximas ao preto e
valores próximos a um indicam cores próximas ao branco.
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3 Análise de Componentes Principais
A análise de componentes principais (Principal Components Analysis – PCA) foi
introduzida por Karl Pearson em 1901 e fundamentada por Hotelling em 1933. O
objetivo dessa técnica consiste em explicar a estrutura de variância e covariâncias
de um vetor aleatório de dimensão p através de combinações lineares das variáveis
originais. Em geral, ao aplicar essa técnica em um conjunto de dados espera-se
obter a redução da dimensão desses dados e interpretação das combinações lineares
construídas (MINGOTI, 2005).
Embora as p componentes sejam necessárias para compor toda a variabilidade
de um conjunto de dados, em muitas situações grande parte dessa variabilidade
pode ser explicada por uma pequena quantidade k (k < p) das componentes princi-
pais. Ao obter combinações lineares Z1, Z2, . . . , Zp a partir das variáveis originais
X1, X2, . . . , Xp, estaremos obtendo um novo sistema de variáveis não correlacionadas
que estará ordenado por importância, ou seja, V ar(Z1) ≥ V ar(Z2) ≥ · · · ≥ V ar(Zp).
Assim, espera-se que a variabilidade explicada pela maioria das combinações seja tão
pequena que possam ser desprezadas, obtendo dessa forma uma redução da dimensão
dos dados (MANLY, 2016).
O desenvolvimento da PCA não requer que os dados possuam distribuição
normal multivariada, porém, inferências podem ser feitas quando as componentes
são extraídas de amostras com essa distribuição (JOHNSON, 2012).
3.1 Execução da análise de componentes principais
Seja um vetor aleatório X’ = [X1, X2, . . . , Xp] com matriz de covariâncias∑
p×p. Sejam λ1 ≥ λ2 ≥ · · · ≥ λp > 0 os autovalores da matriz
∑
p×p, com os
respectivos autovetores normalizados a1, a2, . . . , ap, isto é, os autovetores ai satisfazem
as seguintes condições:
(i) a′iaj = 0 para todo i 6= j;
(ii) a′iai = 1 para todo i = 1, 2, . . . , p;
(iii) ∑p×pai = λiai, para todo i = 1, 2, . . . , p.
sendo o autovetor ai denotado por ai = (ai1 ai2 . . . aip)′. Considere o vetor aleatório
Z = O′X, no qual Op×p é a matriz ortogonal composta pelos autovetores normalizados
da matriz ∑p×p, isto é,
Op×p =

a11 a21 . . . ap1
a12 a22 . . . ap2
· · . . . ·
· · . . . ·
· · . . . ·
a1p a2p . . . app

= [a1 a2 . . . ap].
O vetor Z é composto de p combinações lineares das variáveis aleatórias do vetor
X’, possui vetor de médias O′µ, em que µ é o vetor de médias de X’, e matriz de




λ1 0 0 0
0 λ2 0 0
... ... . . . ...
0 0 0 λp
 .
Logo, as variáveis aleatórias que constituem o vetor Z são não correlacionadas
entre si. Os vetores aleatórios X e Z possuem a mesma variância, porém, o vetor Z
tem a vantagem de ser composto por variáveis não correlacionadas, possibilitando
assim, uma redução do espaço de variáveis.
A seguir são apresentadas algumas definições:
Definição 1: A j-ésima componente principal da matriz ∑p×p é representada
por:
Zj = a′jX = aj1X1 + aj2X2 + · · ·+ ajpXp j = 1, 2, . . . , p
A esperança e variância da componente Zj são, respectivamente, iguais a :
E[Zj] = a′jµ = aj1µ1 + aj2µ2 + · · ·+ ajpµp
e
V ar[Zj] = a′j
∑
aj
sendo Cov(Zi, Zj) = 0, i 6= j. Cada autovalor λi representa a variância de uma
componente principal, e como os autovalores estão ordenados por importância, a
primeira componente é a de maior variabilidade e a p-ésima é a de menor.
Definição 2: A proporção da variância de X explicada pela j-ésima componente
principal é definida como:
V ar(Zj)
V ariância total de X =
λj∑p
i=1 λi
Visando impedir que uma variável ou grupo de variáveis venha exercer grande
influência nas componentes principais, é comum padronizar as variáveis para que
tenham média zero e variância unitária (MANLY, 2016). Dessa forma, a PCA será
aplicada na matriz de correlação de X.
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A seguir estão apresentados os passos para realização da análise de componentes
principais (MANLY, 2016):
1. Padronizar as variáveis X1, X2, . . . , Xp;
2. Calcular a matriz de covariâncias, ou de correlações;
3. Obter os autovalores λ1, λ2, . . . , λp e os respectivos autovetores associados
a1, a2, . . . , ap. Os coeficientes da i-ésima componente principal são os elementos
do autovetor ai, enquanto λi é a sua variância.
4. Descartar as componentes responsáveis por uma quantidade ínfima de variabi-
lidade.
3.2 Aplicação da PCA na base de dados
Uma vez definida a quantidade de componentes principais a serem utilizadas,
esses autovetores selecionados formarão uma base ortonormal na qual as imagens
poderão ser representadas em um subespaço vetorial com uma dimensão muito
inferior à original. Supondo que k componentes foram selecionadas, uma imagem
será representada da forma
Ω = [ω1ω2 . . . ωk]′,
onde:
ω1 = a′1X = a11X1 + a12X2 + · · ·+ a1pXp
ω2 = a′2X = a21X1 + a22X2 + · · ·+ a2pXp
...
ωk = a′kX = ak1X1 + ak2X2 + · · ·+ akpXp
Esses escores serão calculados para a base de treinamento e para a de teste e
a classificação ocorrerá em razão da distância euclidiana entre cada observação de
teste e de treinamento.
Na próxima seção serão descritos os procedimentos para realização das classifica-
ções.
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4 Classificação por Distância Euclidiana
Antes da aplicação da PCA é necessário realizar a partição da base de imagens
em dados de treinamento, sobre os quais a técnica será aplicada, e dados de teste,
para estimação da acurácia do classificador.
Suponha que após a aplicação da PCA foram selecionadas k componentes para
representar as imagens. Então, serão calculados os escores para as imagens de
treinamento, Ωt e de teste, Ωv. A distância euclidiana d entre uma imagem de teste
e de treinamento, é dada por:




As subseções a seguir visam descrever os algoritmos de classificação desenvolvidos.
4.1 Classificação de imagens de grupos treinados
Nesse primeiro caso em estudo, o algoritmo proposto realizará apenas a classifica-
ção de imagens que pertençam a algum dos grupos utilizados durante o treinamento.
O classificador recebe como parâmetros de entrada a base de dados das imagens,
a quantidade de componentes principais a serem extraídas e um vetor de inteiros
que será utilizado para separar a base em treinamento e teste. Os procedimentos
realizados pelo algoritmo estão descritos a seguir:
1. O algoritmo separa a base de dados em treinamento e teste utilizando o vetor
de inteiros como referência para partição;
2. É aplicada a análise de componentes principais na base de treinamento. São
extraídos os k autovetores definidos no início do algoritmo;
3. São obtidos os escores para as imagens de treinamento e de teste;
4. Realiza-se o cálculo das distâncias entre os escores das imagens de teste e de
treinamento. Esses resultados são armazenados em uma matriz na qual as
linhas representam as imagens de teste e as colunas representam as imagens de
treinamento. É realizada a avaliação dos menores valores de cada linha dessa
matriz, as posições desses mínimos são registradas em um vetor;
5. É realizada a classificação das imagens de teste. Esse resultado é salvo em um
vetor. O teste é realizado a partir da comparação do valor da variável resposta
da imagem de teste com o valor da resposta da imagem de treinamento para a
qual foi obtida a menor distância. Para cada classificação correta é atribuído
valor um ao vetor de acertos, caso contrário é atribuído valor zero.
6. O último passo consiste em calcular a acurácia a partir da proporção de
classificações corretas realizadas pelo algoritmo.
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4.2 Classificação de imagens de grupos não treinados
Nesse caso o algoritmo deve classificar também imagens que não pertençam a
nenhum dos grupos utilizados no treinamento. A solução proposta para esse problema
consiste em definir um limite para cada grupo treinado, de acordo com a ideia a
seguir:
Suponha que sejam utilizadas imagens de m classes para treinamento, e que em
cada classe há n imagens para treino. A PCA será aplicada nessa base composta
por m × n observações e os escores serão calculados. A seguir serão definidas as







distâncias possíveis entre as imagens de treinamento do grupo,
de forma a obter uma distribuição empírica de distâncias; e
2. Define-se a distância limite para o grupo como o q-ésimo percentil dessa
distribuição obtida no passo anterior.
Logo, haverá m limites de classificação, um para cada classe utilizada no treina-
mento. As imagens que não forem classificadas em nenhum grupo serão designadas
como pertencentes a uma classe m+1, de imagens desconhecidas.
Essa versão do classificador recebe como parâmetros de entrada a base de dados
de imagens, a quantidade de componentes principais a serem extraídas, um vetor de
inteiros que será utilizado para separar a base em treinamento e teste e o percentil
a ser utlizado para definição dos limites de classificação para cada grupo. Os
procedimentos realizados pelo algoritmo estão descritos a seguir:
1. O algoritmo separa a base de dados em treinamento e teste utilizando o vetor
de inteiros como referência para partição;
2. É aplicada a análise de componentes principais na base de treinamento. São
extraídas os k autovetores definidos no início do algoritmo;
3. São obtidos os escores para as imagens de treinamento e de teste;
4. São definidos os limites de classificação para cada grupo treinado;
5. Realiza-se o cálculo das distâncias entre os escores das imagens de teste e de
treinamento. Esses resultados são armazenados em uma matriz na qual as
linhas representam as imagens de teste e as colunas representam as imagens de
treinamento;
6. É realizada a classificação das imagens de teste. Para cada imagem de teste o
algoritmo ordena as distâncias em ordem crescente e realiza a comparação até
alocar essa observação em um grupo ou no grupo de imagens desconhecidas.
Da mesma maneira como ocorre no classificador anterior, o resultado é salvo
em um vetor em que valores 1 representam acertos e 0 representam erros;
7. O último passo consiste em calcular a acurácia para o grupo de imagens
pertencentes a grupos usados para treinamento e uma outra acurácia para as
imagens que não pertençam a nenhum grupo utilizado para treinamento.
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5 Precisão das estimativas
Para avaliar o desempenho de um método de aprendizado estatístico em um dado
conjunto de dados é necessário utilizar ferramentas para quantificar a precisão das
estimativas obtidas (JAMES, 2013).
Para isso, foi empregado nesse trabalho o método definido como Monte Carlo
Cross Validation - MCCV que consiste em particionar a base de dados aleatoriamente
em grupo de treinamento e grupo de teste n vezes. Para cada particionamento um
modelo é ajustado e tem sua acurácia estimada com os dados de teste (XU, 2001).
Considerando que para cada caso em estudo sejam geradas n repetições do
classificador, então para cada caso a acurácia será a média das estimativas obtidas e
a precisão será dada em função do erro padrão das estimativas.
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6 Resultados
Antes de iniciar as execuções dos algoritmos é necessário defenir a quantidade de
componentes principais a serem utilizadas no cálculo dos escores de cada imagem.
Uma das formas de defenir a quantidade de componentes principais está no uso
do scree plot, que mostra os valores numéricos dos autovalores λ̂i de acordo com
a ordem da respectiva componente. Basta observar no gráfico o ponto em que os
valores de λ̂i tendem a se estabilizar (MINGOTI, 2005). Abaixo é possível observar

















Gráfico 1: Scree plot
Observando o gráfico acima percebe-se que a partir da 11a componente os valores
de λ̂i tendem a se estabilizar, então, a escolha de uma quantidade de componentes a
partir de 11 pode apresentar bons resultados para os testes a seguir.
Para ambos os casos de teste foram utilizadas 10, 15, 20 e 25 componentes para
realização das classificações. Conforme mencionado na seção anterior, o método de
verificação da precisão da acurácia será a partir do Monte Carlo Cross Validation.
Para cada caso em estudo foram realizadas 1000 repetições e a acurácia estimada é
dada em função da média das acurácias obtidas.
A seguir é possível visualizar as 25 primeiras componentes principais reconstruídas
como imagens.
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6.1 Classificação de imagens de grupos treinados
Nesse momento o classificador testou apenas imagens que pertenciam a algum
dos grupos utilizados no treinamento. Foram considerados os 40 grupos disponíveis
na base de dados para a execução do algoritmo. Foi utilizada 70% da base de dados
para treinamento e o restante para teste.
A tabela 1 apresenta a acurácia média e o erro padrão considerando diferentes
quantidades de componentes principais.
Tabela 1: Acurácia média e erro padrão para o primeiro caso de teste.
componentes média erro padrão
10 componentes 0.93704 0.00002
15 componentes 0.94652 0.00002
20 componentes 0.95264 0.00002
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Gráfico 2: Acurácias estimadas
A acurácia para esse caso de teste apresentou resultados que convergem para 95%
de acurácia, poucas repetições abaixo de 90% e em alguns casos todas as predições
foram corretas. Verifica-se que o aumento na quantidade de componentes principais
utilizadas implicou um aumento, contido, na acurácia média.
A seguir serão apresentados os resultados para o caso no qual o classificador
classifica imagens que não pertencem a grupos utilizados para treinamento.
6.2 Classificação de imagens de grupos não treinados
Conforme mencionado na seção 4.2 o classificador define distâncias limite em
cada classe a partir de um percentil da distribuição empírica das distâncias entre as
imagens de cada grupo.
A avaliação dessa versão do classificador foi realizada variando os seguintes
parâmetros: quantidade de componentes principais utilizadas e o percentil empregado
para definição das distâncias limite de cada grupo. Para cada combinação desses
parâmetros foram executadas 1000 repetições.
As tabelas a seguir apresentam as acurácias médias e seus erros padrão consi-
derando o cenário no qual é realizada a classificação de imagens que pertencem a
algum grupo utilizado no treinamento A análise dos resultados para esses testes
foi dividida em duas partes. A primeira analisa o resultado da classificação das
imagens pertencentes aos grupos treinados e a segunda, a classificação das imagens






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































A apresentação gráfica mostra a distribuição dos resultados para cada ciclo de
repetições. Cada gráfico apresenta os resultados para um percentil utilizado para
construção da regra de aceitação. Essa apresentação permite avaliar o comportamento
do classificador a medida que se altera a quantidade de componentes principais
utilizada. Os gráficos apresentam boxplots justapostos para verificar a acurácia ao
classificar imagens que não pertencem a nenhum grupo (à esquerda) e imagens que
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Gráfico 21: Acurácia estimada sob o quantil 0.95
Considerando esse caso de teste, no qual o classificador deve estipular limites
de aceitação para cada classe, os resultados não foram satisfatórios, mostrando que
para esse cenário é interessante a utilização de técnicas mais sofisticadas. O emprego
de diferentes quantidades de componentes principais não implicou em variações
significativas na taxas de acertos. Ao utilizar limites mais rígidos, o classificador
consegue rejeitar mais imagens desconhecidas, porém não classifica corretamente
aquelas imagens que pertençam a algum grupo. Caso os limites se tornem mais
abrangentes, o algoritmo não consegue identificar as imagens desconhecidas.
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7 Conclusão
A utilização de reconhecimento biométrico é uma tecnologia que traz mais
segurança ao processo de identificar pessoas. Dentre os vários tipos de características
físicas utilizadas para essa finalidade, optou-se por trabalhar com reconhecimento
facial devido a facilidade de emprego da técnica e disponibilidade de bases de dados
para realização do experimento.
Outros trabalhos já foram realizados e serviram de base para o desenvolvimento
desse. Além de realizar a classificação de imagens de grupos utilizados para trei-
namento do classificador, foi proposta uma versão que fosse capaz de identificar
imagens que não pertençam a nenhuma classe a partir da distribuição empírica das
distâncias entre as imagens de cada grupo treinado.
Em razão do espaço vetorial de alta dimensão no qual imagens são representadas,
foi aplicada a técnica de análise de componentes principais para representar essas
imagens em um subespaço vetorial de dimensão significativamente inferior ao original.
Em relação aos resultados obtidos, para o primeiro caso, no qual o algoritmo
classifica apenas imagens de grupos utilizados no treinamento, foi obtida uma taxa
de acertos alta, na faixa de 95%. Para o caso em que o classificador deveria alocar
imagens desconhecidas em um grupo a parte, o algoritmo não se mostrou adequado
para essa finalidade.
É importante ressaltar que o método de classificação aplicado aqui apresenta
uma ideia bastante intuitiva inclusive e que apesar de simples, apresenta ótimos
resultados se empregado em casos de teste bem controlados.
Por fim, podemos considerar para próximos estudos a aplicação de técnicas mais




2 c l a s s i f i c a d o r <− f unc t i on ( dados , t r e ino , cp ) {
3
4 # separar base de tre inamento
5 dt . t r e i n o <− dados [ t r e ino , ]
6 dt . t e s t e <− dados [− t r e ino , ]
7
8 # i n d i c e da ult ima coluna − s e rve para r e t i r a−l a para rodar a PCA
9 # a ult ima coluna pos su i as c l a s s e s das imagens
10 l a s t <− nco l ( dados )
11
12 # Apl icacao da PCA nos dados de tre inamento
13 componentes <− prcomp ( dt . t r e i n o [ ,− l a s t ] , c en t e r = T, s c a l e . = T)
14 resumo <− summary( componentes )
15
16 # separacao dos autove to r e s
17 auto . v e t o r e s <− resumo$ r o t a t i o n [ , 1 : cp ]
18
19 # c a l c u l o dos e s c o r e s
20 e s c o r e s . t r e i n o <− as . matrix ( dt . t r e i n o [ ,− l a s t ] )%∗%auto . v e to r e s
21 e s c o r e s . t e s t e <− as . matrix ( dt . t e s t e [ ,− l a s t ] )%∗%auto . v e to r e s
22
23 # Matriz para armazenamento das d i s t a n c i a s
24 d i s t a n c i a s <− matrix (0 , nrow = nrow ( e s c o r e s . t e s t e ) ,
25 nco l = nrow ( e s c o r e s . t r e i n o ) )
26
27 # Calculo das d i s t a n c i a s
28 f o r ( i in 1 : nrow ( d i s t a n c i a s ) ) {
29 f o r ( j in 1 : nco l ( d i s t a n c i a s ) ) {
30 d i s t a n c i a s [ i , j ] <− s q r t (sum ( ( e s c o r e s . t e s t e [ i , ]−




35 # Vetor com as menores d i s t a n c i a s em cada l i nha
36 r e su l t ado <− apply ( d i s t a n c i a s , 1 , which . min )
37
38 # Vetor para armazenar as c l a s s i f i c a c o e s c o r r e t a s e e r radas
39 a c e r t o s <− vec to r ( )
40
41 # C l a s s i f i c a c a o das imagens
42 f o r ( i in 1 : l ength ( r e su l t ado ) ) {
43 i f ( dt . t e s t e [ i , l a s t ]==dt . t r e i n o [ r e su l t ado [ i ] , l a s t ] ) a c e r t o s [ i ] = 1




48 acurac i a <− sum( a c e r t o s ) / l ength ( r e su l t ado )
49





2 c l a s s i f i c a d o r 2 <− f unc t i on ( i n d i c e s ) {
3
4 # Separacao da base de tre inamento e de t e s t e
5 t r e i n o <− dados1 [ i nd i c e s , ]
6 t e s t e <− dados1 [− i nd i c e s , ]
7 t e s t e 2 <− dados2
8
9 # Numero da ltima coluna
10 l a s t <− nco l ( t r e i n o )
11
12 # PCA
13 componentes <− prcomp ( t r e i n o [ ,− l a s t ] , c en t e r = T, s c a l e . = F)
14 resumo <− summary( componentes )
15
16 # separacao dos autove to r e s
17 auto . v e t o r e s <− resumo$ r o t a t i o n [ , 1 : 1 5 ]
18
19 # c a l c u l o dos e s c o r e s
20 e s c o r e s . t r e i n o <− as . matrix ( t r e i n o [ ,− l a s t ] )%∗%auto . v e to r e s
21 e s c o r e s . t e s t e 1 <− as . matrix ( t e s t e [ ,− l a s t ] )%∗%auto . v e to r e s
22 e s c o r e s . t e s t e 2 <− as . matrix ( t e s t e 2 [ ,− l a s t ] )%∗%auto . v e to r e s
23
24 # d e f i n i c a o dos l i m i t e s por c l a s s e
25 aux <− 30∗7
26 r e f <− matrix ( 1 : aux , nrow = 7)
27 l i m i t e s <− data . frame ( c l a s s e = c ( 1 : 3 0 ) , l i m i t e = rep (0 ,30 ) )
28
29 f o r ( i in 1 : nco l ( r e f ) ) {
30 l i m i t e s $ l i m i t e [ i ] <− q u a n t i l e ( d i s t ( e s c o r e s . t r e i n o [ r e f [ , i ] , ] , method
= " e u c l i d i a n " ) , probs = 0 . 95 )
31 }
32
33 # Matriz para armazenamento das d i s t a n c i a s
34 d i s t a n c i a s 1 <− matrix (0 , nrow = nrow ( e s c o r e s . t e s t e 1 ) , nco l = nrow (
e s c o r e s . t r e i n o ) )
35
36 f o r ( i in 1 : nrow ( d i s t a n c i a s 1 ) ) {
37 f o r ( j in 1 : nco l ( d i s t a n c i a s 1 ) ) {
38 d i s t a n c i a s 1 [ i , j ] <− s q r t (sum ( ( e s c o r e s . t e s t e 1 [ i , ]− e s c o r e s . t r e i n o [ j




42 # Matriz para armazenamento das d i s t a n c i a s
43 d i s t a n c i a s 2 <− matrix (0 , nrow = nrow ( e s c o r e s . t e s t e 2 ) , nco l = nrow (
e s c o r e s . t r e i n o ) )
44
45 f o r ( i in 1 : nrow ( d i s t a n c i a s 2 ) ) {
46 f o r ( j in 1 : nco l ( d i s t a n c i a s 2 ) ) {
47 d i s t a n c i a s 2 [ i , j ] <− s q r t (sum ( ( e s c o r e s . t e s t e 2 [ i , ]− e s c o r e s . t r e i n o [ j




51 r e su l t ado1 <− data . frame ( obs = c ( 1 : nrow ( t e s t e ) ) ,
52 r e a l = t e s t e [ , l a s t ] ,
33
53 a justado = rep (31 , nrow ( t e s t e ) ) )
54
55 f o r ( i in 1 : nrow ( d i s t a n c i a s 1 ) ) {
56 # data . frame para ordenar d i s t n c i a s
57 d i s t 1 <− data . frame ( " d i s t a n c i a " = d i s t a n c i a s 1 [ i , ] , " c l a s s e " = rep
( 1 : 3 0 , each = 7) )
58 d i s t 2 <− d i s t 1 [ order ( d i s t 1 $ d i s t a n c i a ) , ]
59
60 # t e s t e das d i s t n c i a s
61 k <− 1
62 ok <− 0
63 whi le ( ok == 0 & k <= nco l ( d i s t a n c i a s 1 ) ) {
64 i f ( d i s t 2 [ k , 1 ] <= l i m i t e s $ l i m i t e [ d i s t 2 [ k , 2 ] ] ) {
65 r e su l t ado1 [ i , 3 ] <− d i s t 2 [ k , 2 ]
66 ok <− 1
67 }




72 r e su l t ado2 <− data . frame ( obs = c ( 1 : nrow ( t e s t e 2 ) ) ,
73 r e a l = t e s t e 2 [ , l a s t ] ,
74 a justado = rep (31 , nrow ( t e s t e 2 ) ) )
75
76 f o r ( i in 1 : nrow ( d i s t a n c i a s 2 ) ) {
77 # data . frame para ordenar d i s t n c i a s
78 d i s t 1 <− data . frame ( " d i s t a n c i a " = d i s t a n c i a s 2 [ i , ] , " c l a s s e " = rep
( 1 : 3 0 , each = 7) )
79 d i s t 2 <− d i s t 1 [ order ( d i s t 1 $ d i s t a n c i a ) , ]
80
81 # t e s t e das d i s t n c i a s
82 k <− 1
83 ok <− 0
84 whi le ( ok == 0 & k <= nco l ( d i s t a n c i a s 1 ) ) {
85 i f ( d i s t 2 [ k , 1 ] <= l i m i t e s $ l i m i t e [ d i s t 2 [ k , 2 ] ] ) {
86 r e su l t ado2 [ i , 3 ] <− d i s t 2 [ k , 2 ]
87 ok <− 1
88 }




93 tabe la1 <− t ab l e ( r e su l t ado1 $ rea l , r e su l t ado1 $ a justado )
94 acurac ia1 <− sum( diag ( t ab l e ( r e su l t ado1 $ rea l , r e su l t ado1 $ a justado ) ) ) /
nrow ( t e s t e )
95
96 tabe la2 <− t ab l e ( r e su l t ado2 $ rea l , r e su l t ado2 $ a justado )
97 acurac ia2 <− sum( diag ( t ab l e ( r e su l t ado2 $ rea l , r e su l t ado2 $ a justado ) ) ) /
nrow ( t e s t e 2 )
98
99 re turn ( l i s t ( acurac ia1 = acurac ia1 ,
100 r e su l t ado1 = resu l tado1 ,
101 acurac ia2 = acurac ia2 ,
102 r e su l t ado2 = re su l t ado2 ) )
103
104 }
Listing 2: Classificador 2
34
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