Abstract: In this paper, we propose an optimal adaptive FIR filter, in which the step-size and error nonlinearity are simultaneously optimized to maximize the decrease of the mean square deviation (MSD) of the weight error vector at each iteration. The optimal step-size and error nonlinearity are derived, and a variable step-size stochastic information gradient (VS-SIG) algorithm is developed to approximately implement the optimal adaptation. Simulation results indicate that this new algorithm achieves faster convergence rate and lower misadjustment error in comparison with other adaptive algorithms.
INTRODUCTION
Adaptive finite-impulse-response (FIR) filter is one of the core technologies in digital signal processing and finds a number of applications in areas such as channel equalization, system identification, time-series prediction, noise cancellation, and beamforming [1] . The adaptive FIR filter algorithms have attracted research attention for over 50 years, since the late 1950s when the well-known least-mean-square (LMS) algorithm was first developed by Widrow and Hoff [2] . A large family of the tapweight update-equations for adaptive FIR filter can be expressed as ( )
where W(k) denotes the M×1 weight vector at iteration k, e(k) is the error signal, X(k) represents the 1×M input (row) regressor, µ k is the step-size, and f (.) is a scalar (linear or nonlinear) function of the error. The step-size µ k and the error function f (.) are two key factors in the adaptation algorithm (1), because they govern the convergence speed as well as the steady-state misadjustment of the algorithm. Up to now, a lot of stepsizes (usually variable step-sizes [3] [4] [5] [6] [7] [8] [9] [10] [11] ) and error functions (usually error nonlinearities [12] [13] [14] [15] [16] ) have been proposed to improve the convergence performance. The previous studies, however, focus only on one of the two factors, and to the best of our knowledge, no reports in the literature have attempted to optimize both the stepsize and error nonlinearity at the same time. In this work, we propose an optimal adaptive FIR filter, in which the step-size and the error nonlinearity are simultaneously optimized to maximize the decrease of the mean square deviation (MSD) of the weight error vector at each iteration. In particular, we develop a variable step-size stochastic information gradient (SIG) [17] algorithm to approximately realize this optimal adaptive filter. As will be shown in the simulation part, the new algorithm achieves a noticeable performance improvement over some existing algorithms.
THE OPTIMAL ADAPTIVE FIR FILTER
Consider the case in which the adaptive FIR filter attempts to identify the M×1 weight vector W * of an unknown FIR system, whose output samples {d(k)} are related via
where v(k) is the disturbance noise. In this case, the error signal e(k) is given by
where 
is the so called a priori error [16] . The MSD is usually used as the performance measure for the adaptation algorithm (1). To obtain the fast convergence speed and the smallest misadjustment, one should maximize the MSD decrease at each iteration. Therefore, the optimum step-size and error function would be Fig. 1 depicts the curve of the MSD decrease ∆ MSD as a function of the step-size, from which we see that the optimal step-size equals µ max /2. Here µ max is the maximum step-size which ensures ∆ MSD ≥ 0. Of course, the optimal step-size µ k * will guarantee the convergence of the recursion, since µ k * < µ max , and we always have 2 2
( 1) ( ) .
To derive the optimal error function f * , we give the following assumptions [16] :
Assumption 1: The noise sequence {v(k)} is independent, identically distributed, and independent of the input sequence {X(k)};
Assumption 2: The filter is long enough such that e a (k) is Gaussian distributed; 
Moreover, we assume the error function f (.) satisfies
where p e (e) is the probability density function (PDF) of error e(x). Notice condition (8) is not too restrictive, because for most physical signals, the PDF p(x) decreases rapidly as x goes to infinity.
With the above assumptions, we derive ( ) where (a) follows from the Gaussian assumption and Price theorem [18, 19] , and (b) follows from the condition (8). Thus the MSD decrease ∆ MSD can be expressed as 
And then, the Gateaux derivative of ∆ MSD with respect to f in the direction of β is given by ( ) ( )
