Self-Reinforcing Electricity Price Dynamics under the Variable Market Premium Scheme by Frey, Ulrich J et al.
energies
Article
Self-Reinforcing Electricity Price Dynamics under the
Variable Market Premium Scheme
Ulrich J. Frey †, Martin Klein †,‡, Kristina Nienhaus *,† and Christoph Schimeczek †
Department of Energy Systems Analysis, Institute of Engineering Thermodynamics, German Aerospace Center,
Curiestrasse 4, 70563 Stuttgart, Germany; ulrich.frey@dlr.de (U.J.F.); mkl@wattsight.com (M.K.);
Christoph.Schimeczek@dlr.de (C.S.)
* Correspondence: kristina.nienhaus@dlr.de; Tel.: +49-711-6862-461
† All authors contributed equally.
‡ Current affiliation: Wattsight AS, 4841 Arendal, Norway.
Received: 31 July 2020; Accepted: 9 October 2020; Published: 14 October 2020


Abstract: We report a potential self-reinforcing design flaw in the variable market premium scheme
that occurs if variable renewable energy power plants receiving a premium become price-setting in
the market. A high share of renewable energy is a goal of many countries on their transformation path
to a sustainable future. Accordingly, policies like feed-in tariffs have been in place for many years in
many countries to support investment. To foster market alignment, variable market premia have been
introduced in at least 12 European countries and a further dozen additional countries world-wide.
We demonstrate both with a mathematical model and different scenarios of an agent-based simulation
that the combination of variable premia and a high share of hours in which renewables are price-setting
may lead to a self-reinforcing downward spiral of prices if unchecked. This is caused by the market
premium opening up the bidding space towards negative prices. We discuss possible objections and
countermeasures and evaluate the severity of this market design flaw.
Keywords: energy policy; market premia; price dynamics; renewable energy; agent-based simulation
1. Introduction
Variable renewable energies (VREs) have come a long way from exotic newcomers to essential
building blocks of the energy systems of today. Currently, large industrialized countries in the EU,
e.g., Germany and Denmark, have VRE-shares of more than 40% [1–3]. In addition, it has been
convincingly demonstrated that energy systems with VRE shares of 80–100% are feasible [4–6].
Many support and deployment policies have been in place for decades in many countries in order
to facilitate this transition to cleaner energy. The central goal of these policies is usually to ensure
refinancing of power plants generating electricity from renewable energy sources. Often, in their
introductory phase, fixed feed-in tariffs have been successfully promoting renewables by significantly
reducing investment risks. With fixed feed-in tariffs, renewable energy plant owners receive a fixed
remuneration for each kWh of electricity fed into the grid. They have a proven track record enabling
new renewable technologies to enter the market [7].
However, since the beginning of integrating renewables into energy systems, a major transition
has taken place, since the goal now is to move towards a new market design by creating liberalized
and competitive electricity markets in the EU. Accordingly, a large number of various support schemes
has been introduced to support this transition [8]. Our article is concerned about a potential design
flaw of variable market premia. This flaw could affect electricity prices and market premia even before
expansion targets are reached.
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In order to place our analysis in context it is helpful to take a look at the different support schemes
that exist. For supply-oriented support schemes a general distinction can be made between price-based
and volume-based support instruments [9]. Schemes are often characterized by effectiveness, efficiency,
impact and feasibility [10]. Each scheme is designed to achieve specific subgoals [7] and comes with its
own advantages and disadvantages. Price-based schemes set financial incentives. The resulting volume
is not determined and may vary. In contrast, volume-based schemes require a fixed volume resulting
in variable prices. For price-based schemes, costs cannot be predicted beforehand [9]. Volume-driven
schemes, in contrast, are quite inflexible. If, for example, the targeted volume is exhausted quickly,
further expansion is difficult and requires setting up a new scheme. Typical instruments of price-based
schemes include feed-in tariffs, market premia, contracts for difference (CFD, also referred to as
symmetrical market premium or double-sided sliding premium) or investment support, low interest
loans and tax exemptions. Volume-based schemes include instruments like quota obligations, tender or
auction-schemes [9].
In the last few years, market premia were introduced as a widespread approach to align supply
and demand, since fixed feed-in tariffs are very well suited to ensure refinancing but do not set any
incentives for demand orientation. Policy instruments with market premia are one of the major pillars
of European VRE market integration legislation: According to RES LEGAL, at least the 12 European
countries currently employ some form of variable market premium scheme (Croatia, Czech Republic,
Denmark, Finland, France, Germany, Greece, Italy, Lithuania, Luxemburg, the Netherlands and the
United Kingdom; see [11]). Moreover, some current VRE auction designs rely on a variable market
premium, for example in Denmark, Germany, Italy and the Netherlands. Additionally, more than a
dozen of countries world-wide also employ feed-in tariffs with premium payments [12].
In particular, market premia are designed to eliminate the risks of renewable power plant
operators [13,14]. They come in two flavors: either as fixed or as variable (sliding or floating) premium.
Both variants are designed to increase demand-oriented feed-in and decentralized direct marketing [9].
By dynamically adjusting the variable premium to a target strike price, the total gain for the plant
operator remains constant even for low electricity market prices to ensure refinancing. Another design
option is the symmetrical market premium, also referred to as double-sided sliding premium or
contracts for difference. In this case the technologies receive a contract, which tops up the income per
MWh from the average market price to a target strike price stated in the contract. If market prices exceed
the target price the contract decreases the electricity market revenues to the strike price level [15,16].
In this study, we focus on the design of the variable premium as computed as the ex-post
difference between the energy-source-specific market value (usually averaged over an accounting
period of e.g., 1 month) and a predefined energy-source-specific reference tariff level. Latter is usually
calculated in accordance with the energy- source-specific levelized cost of electricity (LCOE) [17] to
ensure refinancing.
However, this type of premium has been introduced for markets with low shares of VRE [18].
Given that current transition goals involve very high shares of VRE, this article analyzes a design
problem with both a variable market premium and high shares of VRE leading to self-reinforcing
downward electricity price dynamics and increasing premia. High premia may jeopardize political
acceptance of VRE and highly negative prices indicate an overproduction, which actually does not
happen. These effects might counteract an effective and efficient further integration of renewables.
We also list solutions in the discussion.
The rest of the article is structured as follows. We first present a mathematical model that is
reduced to the mathematical bare-bones of the flaw and which shows that the problem of falling market
prices and increasing premia is inherent to its structure. In the Results, we substantiate our claims with
model results from an agent-based simulation, to demonstrate that this effect also arises under more
complex and realistic conditions. Finally, in the Discussion, we raise possible objections concerning
simulation assumptions, technological influences and current regulations. Possible solutions are
also discussed.
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2. Methods
We employed two different methods to show the self-reinforcing dynamics of variable market
premia. First, a plain mathematical model was used to illustrate the dynamics under idealized
assumptions. Second, we applied a tried and tested, full-blown agent-based energy market simulation
tool with scenarios of different complexity. Taken together, both methods were able to establish that
this self-reinforcing mechanism would arise in any case if just a few conditions were met (mathematical
model) and also if the market situation was more realistic (especially the extended scenario). To further
explore sensitivities of our modeling, we present results of additional scenarios in Appendix A
(Appendices A.2 and A.3).
2.1. Plain Mathematical Model
Consider a simplified electricity market with uniform pricing and two power plant technologies
without start-up or ramping constraints serving a fixed demand. Suppose there is one power plant
technology I with marginal production cost of cI, and a new technology N with marginal production
cost cN. Here, the term “marginal cost” represents the cost of producing one more unit of electric
energy. Both capacities of I and N are dispatchable. Together, they are always able to cover the demand.
After each accounting period t, technology N receives an ex-post variable premium Rt to recover its
LCOE cL, i.e.,
Rt = cL −mt (1)
with mt referring to the technology specific market value for electricity in the accounting period.
LCOE represent the average cost of electricity generation over the lifetime of the power plant.
For power plants with high investment cost but no fuel cost, e.g., VRE technologies, marginal cost are
typically much lower than LCOE.
In a competitive energy-only market, generators would offer their capacity at marginal production
costs [19,20]. In our model, this condition holds true for technology I which offers at price cI. In contrast,
technology N is willing to offer at a price equal to its marginal cost cN minus the variable market premium
R∗t it is expecting to receive in this accounting period. This bidding strategy would be revenue-neutral if
technology N was price-setting. Since the market premium is paid ex-post, an estimate of the premium
for the current accounting period is required. Therefore, it is assumed that the market premium
for the current accounting period is estimated using its value from the previous accounting period,
i.e., R∗t = Rt−1. This assumption does not affect the results in a major way, as we will argue in the
Discussion (Objection A).
2.2. Agent-Based Simulation
For the simulation-based analyses we used the model AMIRIS (Agent-based Market model for the
Investigation of Renewable and Integrated energy Systems) [21–24], an agent-based wholesale electricity
market model for Germany. The model allows studying the impact of energy policy instruments on the
economic performance of power plant operators and marketers. The model had an hourly resolution
and computed wholesale electricity prices endogenously based on the simulation of strategic bidding
behavior of prototyped market actors. This bidding behavior did not only reflect marginal prices, but it
also considered effects of support instruments like market premia. Hence, AMIRIS focused on the
perspective of the actors within the energy system, their interactions and competition. Uncertainties of
the actors (e.g., amount of the market premium or feed-in of renewables) could be explicitly considered
and reflected in the strategies. Each agent may have had its own goal and could be defined with
its own decision-making rules. Traders, for example tried to maximize their profits. Other agents
provided functions to the simulations—e.g., the energy market clearing was provided by an energy
exchange agent. In this way, the energy system could be simulated component by component and actor
by actor [25]. AMIRIS did not have a higher-level objective function. Instead, the simulation results
were generated from the interplay of the actions of the individual actors depicted as agents under
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selected regulatory conditions. Further information and a model scheme are provided in Appendix A.1
and in [21–24].
In AMIRIS, the modelled electricity sub-markets were calibrated and validated with a fundamental
approach for the merit-order model using empirical data in the classical sense. The day-ahead spot
market model was validated for different years (2008, 2012–2016) in order to be able to make robust
statements about electricity price developments [25,26].
Two scenarios were developed for this study: the first, simple scenario consists of only two
electricity generation technologies, photovoltaic (PV, 200 GW) and gas (120 GW) and a carbon price
of 0 €/t. In this case, gas power plants produced at a fixed marginal cost of 47.13 €/MWh. The aim
of this simple scenario was to illustrate the principal mechanism of the effect discovered. A second
scenario included more technologies: PV (200 GW), wind onshore (80 GW), wind offshore (20 GW),
different conventional generation technologies (together 80 GW) with varying marginal costs and
20 GW of storage technologies. The carbon price was set at 50 €/t. The objective of this scenario was to
check whether the discovered effect also held in a more complex and realistic environment.
The simulations were each conducted for 1 year with load and PV as well as wind profiles from
the Open Power System Data [27].
3. Results
3.1. Results from Plain Mathematical Modeling
We distinguish between three cases.
3.1.1. Case 1: No Market Impact
Suppose that the marginal costs are cI = 50 and cN = 0 and the levelized cost of N is cL = 80.
Thus, expecting a non-negative premium, the merit order cI > cN −R∗t holds true. We further assume
that technology N cannot cover the entirety of the demand at any time. Therefore, technology I sets the
price and the market value of technology N equals mt = cI = 50. Hence, following Equation (1) the
premium Rt = 30 (difference between cost and price) is paid to N to recover its costs. In the depicted
case, market prices, market values and premia do not change over time. The policy instrument works
as intended to ensure refinancing while not distorting market prices.
3.1.2. Case 2: Moderate Market Influence
Now suppose that technology N can cover the entirety of the demand for a constant fraction f
of each accounting period. In this case, technology N would set the market price at these times to
cN −R∗t . At the other times, i.e., with a share of (1− f ), the market price would remain at cI as set by
technology I. As a result, the market value of the accounting periods is defined by
mt = f (cN −R∗t) + (1− f )cI. (2)
Inserting Equation (1) into Equation (2) and assuming R∗t = Rt−1 as explained above yields
Rt = cL − f (cN −Rt−1) − (1− f )cI, (3)
A recursive relation between the market premium and its value in the previous accounting period.
Assuming there is a limit of this sequence it can be calculated by setting Rt = Rt−1 = R, which yields
R =
cL − f ∗ cN
1− f
− cI. (4)
The interested reader can prove that the sequence is finite and monotone, which proves that R is
indeed the sequence’s limit, i.e., lim
t→∞
Rt = R. Inserting R into Equation (2) allows to calculate the stable
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market value lim
t→∞
mt = m. Using the same marginal costs and levelized cost as in case 1 (no market
impact) and a fraction f = 25% for technology N to set the market price, the market premium quickly
converges to about R = 57. The average market price per accounting period then stabilizes at roughly
m = 23. This is significantly lower than m0 = 37, which would be the market value without any market
premium. The latter value can be obtained by setting R∗t = 0 in Equation (2). Thus, at low fractions f ,
the policy instrument already has a moderate impact on the average market prices. Note that these
results are independent from the initial choice of R∗t , which only affects the time necessary to reach
convergence. If R∗t = R, the system stabilizes immediately. For simplicity, we choose R
∗
0 = 0.
3.1.3. Case 3: Significant Market Distortion
In case that technology N is price setting for a significant fraction f of each accounting period,
the recursive relation (Equation (3)) dominates market behavior and a self-reinforcing feedback loop
of declining market prices is set in motion. Using the same values for marginal costs and levelized
cost as in the previous cases, but assuming that f = 70%, market values would converge at about
m = −137 and the market premium would be as high as R = 217. This is caused by the fact that
the offers of technology N account for the expected market premium. However, at times where
technology N is price setting, this strategy yields no revenues. As a consequence, the market premium
is increased at the end of each such accounting period to ensure that technology N recovers its costs.
This, however, leads to even lower offers of technology N in the next accounting period and a further
market value decline.
Finally, the market values and premia will converge to the aforementioned limits as long as f < 1.
These converged market values stand in stark contrast to market values without premia. In such a case,
the market price would be much higher; in this example m0 = 15. Thus, under these circumstances the
policy instrument distorts the market significantly.
3.2. Results from the Agent-Based Simulation
3.2.1. Results for the Simple Scenario
To illustrate the results of the bidding behavior in a simplified electricity market for VRE described
above in Section 2.2, a simple scenario with the agent-based modelling simulation software AMIRIS
was set up in order to prove the general validity of the effect. The only two electricity generation
technologies (see Table 1) were photovoltaic (PV, 200 GW) and gas (120 GW) and a carbon price of 0 €/t
was chosen. Gas power plants’ marginal cost were fixed at 47.13 €/MWh.
Table 1. Scenario parameters for the technologies in the simple scenario.
Technology Capacity in GW
Photovoltaics 200
Gas Power Plant 120
The resulting market prices in this scenario are shown in Figure 1. The highest prices for electricity
amounted to 47.13 €/MWh which was the marginal cost of the gas fired plants. In the first and last
2 months of the simulation year (which consisted of 8760 h, each month of 730 h), there were no
hours with a negative residual load. The residual load was defined as the difference between actual
power demand and the feed-in of non-dispatchable and inflexible generators [28]—in this case PV.
As long as PV could not cover the entire load, gas power plants remained price setting due to the merit
order [29,30] in the assumption of a uniform pricing at the energy market, where all accepted bids
were paid the same market clearing price [31,32].
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However, towards the end of the second month, PV became load-balancing and was price setting
for five hours. Bids were placed at −41.46 €/MWh, resulting in an equivalent price for these hours.
The underlying calculation was anticipating the market premium to match the effective premium of
the previous month. Since in the previous month the electricity price was constantly at 47.13 €/MWh,
so was the market value of PV (Figure 2a). The assumed LCOE of PV, i.e., the cost of the production of
a megawatt-hour levelized over the lifetime of a plant, amounted in the simulation to 88.6 €/MWh.
Hence, the market premium in the first month covered the gap of 41.46 €/MWh between LCOE and
market value (Figure 2b). To maximize the chances of being awarded (and acquiring the premium)
bids were set to equal the marginal cost minus the anticipated market premium. With marginal costs
of 0 €/MWh and a previous month’s premium of 41.46 €/MWh this resulted in the aforementioned
(price-setting) bids of −41.46 €/MWh.
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as long as PV covered the demand in such a significant share of the monthly hours that its market
value kept declining. In autumn, PV was increasingly unable to cover the load (in the month 10 it
is load-balancing for only 5 h), gas became price-setting in most cases and the market value for PV
increased steeply. The market premium was adjusted and fell accordingly.
These results reveal self-reinforcing negative price-dynamics under the variable market premium
scheme in the case of high VRE shares. Hence, the results of a simplified scenario of an
established, agent-based electricity market model confirm the discovered effect and the results
of the mathematical model.
3.2.2. Results for the Extended Scenario
To examine whether the effect is also observable in a more realistic setting, an extended scenario
was developed for a prospective German electricity system with a high share of VRE. The technological
scenario parameters are shown in Table 2.










1 Energy to Power Ratio = 7.
Apart from the high share of renewables, the scenario was deliberately generic reflecting typical
characteristics of scenarios with high shares of renewables. It was not modelled for a certain year,
since its purpose was to show that the price dynamics discussed will also set in more realistic market
settings with different technologies. Further scenarios with different compositions of power plant
technologies were conducted (a scenario with high wind capacity and one with high storage capacities
are shown in Appendix A (Appendices A.2 and A.3)).
The resulting electricity prices for one year in the extended scenario are displayed in Figure 3.
They fluctuate much more than in the simple scenario. Yet, the same pattern of monthly stepwise
decreasing market prices until the end of summer is evident.
Like in the simple scenario, conventional technologies dominated the market in the first month.
However, for about 59 h VRE could cover the load. Similar to the mathematical model, the agents
anticipated a market premium of 0 €/MWh in the first month of the simulation. Therefore, their bid
equaled their marginal cost of 0 €/MWh. For this first month with a relatively high average electricity
price level of 64.36 €/MWh the value of the market premium was calculated ex post to 37.91 €/MWh
for wind onshore, 29.70 €/MWh for wind offshore, and 32.73 €/MWh for PV (Figures 4 and 5).
Consequently, corresponding negative prices occurred in the second month, because VRE technologies
adjusted prices according to these values and are price-setting in 165 simulation hours. In the following,
again, the decline of market prices could be observed over the summer months.
In addition, the development of market values and the monthly adjusted variable market premium
in the extended scenario revealed a strong influence between different renewable energy technologies.
This has been referred to as cross-cannibalization effect [33].
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In essence, for PV, the results were very similar to those of the simple scenario. The LCOE were
not covered by the monthly average market value in the beginning of the year. Hence, the market
premium had to compensate for the difference. The PV-driven price dynamic gained momentum in
month 4, where PV became price-setting for 42 h. However, together with another 101 h, in which
wind technologies covered the load, these 143 h covered 54% of the electricity fed-in by PV in that
month (Table 3).
Table 3. Technology-specific share of monthly sold energy in hours when variable renewable energies
(VREs) are price setting compared to monthly total of sold energy by that technology.
Month PV WindOn WindOff
1 14% 17% 10%
2 24% 43% 23%
3 20% 24% 21%
4 54% 18% 6%
5 62% 28% 19%
6 46% 11% 3%
7 59% 31% 14%
8 65% 15% 7%
9 52% 7% 13%
10 15% 3% 3%
11 7% 15% 6%
12 4% 35% 11%
As PV feed-in was more synchronous than wind, market values of PV decreased faster in
comparison. In month 4, this led to bids of −56.78 €/MWh, which were below both wind on-
(−50.44 €/MWh) and offshore (−47.78 €/MWh) bids. This position at the lower end of the merit
order was kept until month 11. During this period, PV was awarded in every hour it bid, either at
self-imposed prices, or at those from wind and conventional technologies.
Since wind also bid negatively, the market value of PV decreased even more, compared to a
single-technology system like the simple scenario in Section 3.2.1. In contrast, the effective market
value of wind energy being sold was not influenced by the bids of PV from month 4 to month 11,
as PV price-setting hours pushed wind out of the market, resulting in decreasing full load hours for
wind. Nevertheless, hours with potential wind feed-in were considered when calculating the reference
market value for the market premium, thus they increased the market premium for wind. In the same
period, though, the share of wind onshore feed in within VRE price-setting hours was at 18% and for
wind offshore at 6%. In contrast to the much more synchronous feed in of PV, the pattern for wind
was clearly more inhomogeneous and market values for wind did not decrease as fast. This effect
stopped in autumn, when price-setting hours were getting scarcer (20 h for VRE in month 10) and
market values subsequently rose.
To measure these cross effects, our simulations allow us to calculate the “market share cross
influence” as the share of production technology A (here: PV, wind onshore or wind offshore) in hours
where technology B (here: PV on the left-hand side or wind onshore on the right-hand side of Table 4)
is price setting in total awarded production of A (Table 4).
In summary, we report that the extended scenario showed the same pattern of increasing negative
electricity prices as both the simple scenario and the mathematical model. This result was supported by
scenarios with a high share of wind or storage capacity (see Appendices A.2 and A.3). The mechanism
described depended on the variable market premium and the strategic bidding behavior of PV and
wind marketers and was enhanced by cross-effects between these two different technologies. In hours
with a negative residual load, PV and wind became price-setting. Their strategic bidding behavior,
i.e., bids at marginal cost minus the variable market premium, drove prices down. With decreasing
prices, the average monthly market values for PV and wind started to decline (Figure 4). The variable
market premium was increased to cover the LCOE (Figure 5). PV and wind bids included this increased
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premium in their next calculations and prices became even more negative. Hence, this downward spiral
continued as a self-reinforcing effect as long as these technologies were price-setting at a significant
share of hours per month. The next section discusses possible solutions for this effect.
Table 4. Market share cross influence caused by PV (a) and wind onshore respectively (b).
(a) (b)
Month PV WindOn WindOff Month PV WindOn WindOff
5% 3% 2% 1 5% 7% 4%
2 9% 3% 0% 2 0% 1% 0%
3 20% 13% 12% 3 0% 0% 0%
4 19% 0% 0% 4 21% 9% 0%
5 33% 0% 0% 5 15% 7% 0%
6 25% 0% 0% 6 15% 6% 0%
7 27% 0% 0% 7 20% 10% 0%
8 35% 0% 0% 8 18% 6% 0%
9 33% 0% 0% 9 11% 7% 10%
10 1% 0% 0% 10 12% 3% 3%
11 0% 0% 0% 11 4% 4% 0%
12 4% 3% 3% 12 0% 17% 0%
4. Discussion
Now that self-reinforcing deflationary price dynamics under the variable market premium scheme
have been mathematically described and shown to be persistent in more realistic market simulations,
one question emerges—is this effect of practical relevance? We identify three categories of objections:
deflationary price dynamics will not occur in this form, since the effect . . .
• . . . is an artefact of the simulation itself (Objection A);
• . . . is attenuated by other influences (Objection B);
• . . . is already addressed by current regulations (Objection C).
4.1. Objection A—Is the Effect a Model Artefact?
Both the mathematical model and the simulations are simplified examples—hence the effect
observed could be due to model artefacts. One assumption is that remunerated plant operators are
willing to offer energy at negative prices. Furthermore, to determine their (negative) bidding prices,
a simplistic forecast of the expected market premium has been used. Although doubts regarding these
two aspects of the modelling are legitimate, we will show that these are, in fact, sound assumptions.
The basis for the assumption of plant operators bidding at negative prices is the guaranteed
income via the market premium. The premium fills the gap between a plant operator’s income from
the electricity market and its LCOE, provided the plant operator’s feed-in pattern matches the average
feed-in pattern of the corresponding technology. Since the subsequent balancing of market revenues to
the LCOE is guaranteed, negative bidding is virtually risk-free: If the plant operator is price-setting,
any occurring losses due to negatives bids are compensated for by the market premium. At the same
time, this strategy increases the probability of being awarded in the spot market and thus increases the
amount of claimable premia.
Therefore, market participants who offer energy at variable marginal costs without considering
markdowns have a higher volume risk and their bidding strategy should be evolutionarily unstable [34].
In theory, bids can be as negative as permitted by the lower price limit of the energy exchange.
However, if a significant share of plant operators places substantially lower bids than their competitors,
the income of the latter may be increased beyond their corresponding LCOE. This is caused by a
disproportionate increase of the market premium rewarded to the competitors compared to their
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reduced market share. Consequently, a bidding strategy that employs the expected market premium
as bidding price offers a reasonable compromise between these two risks.
Hence, the fundamental problem described exists independently of our simplifying assumptions.
Decreasing prices are offset by the premium and using the expected premium as bidding price is a
reasonable strategy [35].
This leads to a second possible objection: The forecast of the expected market premium shows a
significant impact on the models’ convergence behavior. Nevertheless, the simplified estimate of the
market premium equaling that of the previous accounting period is used. It is likely that real-world
actors would make more of an effort to obtain more precise estimates for the expected market premium.
Possible methods could include adjustments of the expected value during the accounting periods or to
use information from previous years to better reflect the premium’s dynamics during a year.
However, more sophisticated forecasts do not have any impact on the general dynamics of the
market premium that we report. Equations (3) and (4) offer but one point of stability, i.e., where the
expected market premium equals the actual one. Thus, on the contrary, if prediction methods for the
expected market premium are enhanced, this will only lead to a faster convergence of the system.
In summary, both objections do not hold. Either they do not concern the general dynamics or they
would even aggravate the problem.
4.2. Objection B—Is the Effect Attenuated by Other Influences?
Yet, both the plain mathematical model and the AMIRIS simulation are stylized and simplified.
Therefore, they possibly abstract away important features of the real world that may counteract the
strong decline in market prices and market values of VRE described above. In the following, it is
discussed which factors might counteract this effect of declining prices.
For example, the chosen scenario, due to its relatively strong PV deployment, may overestimate
the self-reinforcing effect. Especially in summer, synchronous production profiles enhance the share of
hours where PV is price setting. This decreases prices and thus market values even stronger. We can
confirm the strong influence of PV on the results in our simulations.
However, we observe the deflationary price dynamics in scenarios with large wind capacities as
well. This result is robust against different proportions of technologies, since we conducted several
sensitivity checks regarding the influence of the composition of the power plant park (for a scenario
with high wind capacities see Appendix A.2).
Scenarios with large wind capacities reveal cross effects like in the extended scenario
above—just with wind as price-dominating technology. Hours with alternative price-setting
technologies with negative bids and differing feed-in profiles further reduce the market values
of the technologies considered. Hence, the deflationary effects of the different technologies reinforce
each other.
A further argument could be that these effects are attenuated by expanding storage capacities.
We examined this sensitivity, too. Storage capacities are included in the expanded scenario with 20 GW
capacity at an energy to power-ratio of 7. In an alternative scenario, the capacity was increased to
40 GW. As expected, increasing storage capacities reduces the number of hours in which renewables
bidding with negative prices are price-setting. Accordingly, monthly averages of electricity prices
and thus market values of PV and wind are higher; this, in turn, results in lower market premia.
However, the deflationary dynamics occur even with these highly ambitious assumptions in place
(for a scenario with high storage capacities see Appendix A.3).
It could further be argued that future energy systems with high shares of VRE very likely
face higher demand as a result of increased sector coupling. For instance, a new demand may
arise from P2X technologies like power-to-heat, power-to-gas and power-to-vehicle technologies.
These technologies transfer electrical energy into other energy sectors. Consequently, PtX technologies
have the potential to significantly reduce the amount of hours with negative or zero prices assuming
a certain “willingness-to-pay” for these applications [36]. For the price-declining effect to occur,
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however, a correspondingly high proportion of VRE is essential. Accordingly, growing demand will
only delay the effect, but not cancel it.
Finally, import and export of electric power is not considered in the simulation. In case of a
meteorological condition that leads to a high VRE electricity production in one country and a small
VRE electricity production in a neighboring country and resulting price differences, electricity would
be traded across borders. This leads to lower prices in the importing country and to higher prices in
the exporting country, thus reducing the probability of negative prices in the market.
Cross-border trade adds flexibility to a country’s market and could therefore mitigate the discussed
market price declining effect if weather patterns are sufficiently decorrelated. Even today there are
situations when residual loads are low in much of continental Europe, as for example on the 5th of
July 2020. On that date, day-ahead prices in all Central Western Europe were negative during the
whole day.
We therefore believe that it is unlikely that these, or the other influences discussed can cancel the
effect completely.
4.3. Objection C—Is the Effect Addressed by Current Regulations?
Finally, market price decline might be limited by instruments and regulatory design itself.
For instance, the so called 6-hour-negative pricing rule has been implemented in the renewable energy
source act 2014 in Germany [37]. Its aim is to incite curtailment in hours of overproduction. Therefore,
this regulation ensures that the market premium is set to zero if prices at the day-ahead auction are
below zero in 6 and more consecutive hours.
Obviously, this regulation prevents the observed effect. At the same time, it significantly reduces
potential full-load hours of renewables with corresponding substantial risks for their refinancing.
In fact, this negative impact can already be observed at present. For instance, an estimated €50 million
in losses for offshore wind projects in February 2020 alone have been attributed to this regulation [38].
While the declining price effect is thus prevented at present, this adjustment would significantly impact
in a negative way on the refinancing for an electricity system with a high proportion of VRE in the
long term.
Another regulative solution would be to cap premia at a maximum value, for example at the
LCOE in order to still be able to ensure refinancing. This approach has at least two disadvantages:
(a) it will hardly be possible to calculate the LCOE correctly if the foreseeable changes in full-load
hours are considered, and (b) relatively expensive technologies are placed to the left of the cheaper
technologies in the merit order. Both problems mean that a new market distortion emerges. This would
significantly weaken the function of the market to ensure an efficient allocation of resources.
Yet another regulation that would prevent the declining price effect is the introduction of a fixed
market premium, which has been used, e.g., in Germany for the so-called innovation tenders [39].
With this design, the premium is independent of the market price. The premium is a constant payment
in addition to the market price which is effected at the market. Hence, the variation in returns depends
strongly on market price variations. However, this has the drawback that the refinancing of plant
owners is exposed to a significantly higher risk [40].
Finally, an alternative design of the market premium, which is, for example, in place in Great
Britain and France for offshore wind, are so-called contracts for difference (CFD, also referred to as
symmetrical market premium or double-sided sliding premium) [15,16]. If the average market value is
below the CFD value, the plant operator receives this difference as a premium. If the market value is
above the CFD value, the plant operator pays the difference to the counterparty. While this mechanism
prevents excessive profits to power plant operators, the declining price effect remains the same as for
the variable market premium, since the contract covers the price risks.
We conclude that the regulations discussed above would indeed prevent the self-reinforcing
downward electricity price dynamics. However, they all have undesired side effects.
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5. Conclusions
Both a plain mathematical model and two scenarios with the agent-based simulation model
AMIRIS show that high shares of fluctuating renewables in combination with variable market premia
may lead to a downward spiral of electricity prices and increasing costs for their support.
We are convinced that there is a basic problem: Market premia play an essential role in the market
integration of renewables by guaranteeing investment security and aligning production with demand.
However, at very high shares of fluctuating renewables they distort the market price formation,
which results, in the worst case, in a self-reinforcing loop of declining prices. If technologies that receive
an ex-post market premium cover 100% of consumption and thus become price-setting, they counteract
an effective and efficient further integration of renewables. Price-setting power plants may demand any
negative price and are remunerated with a market premium in any case, since this instrument has been
designed to guarantee refinancing in accordance with the value to be invested. Hence, the main driver
for the discussed downward loop consists in premia filling in even for negative prices. Since premium
recipients are by design retroactively remunerated with a reference value and can thus call up virtually
any prices, the mechanism can be exploited under certain circumstances.
High negative prices could be one result of this negative feedback loop. These would have
unfavorable effects on the electricity market and the electricity system as a whole. First, they would
distort the level of market prices and thus offer false incentives for the operation and investment of
generation technologies as well as demand. Second, acceptance of technologies receiving premia could
be reduced by a strong price influence; electricity prices would certainly fall, but the remuneration
costs paid by electricity customers would skyrocket at the same time. Distribution effects also have to
be considered—e.g., in Germany, not all electricity consumers are equally involved in the payment
of remunerations.
The described dilemma is not trivial to avert in the current market setting, as voluntary change
in bidding behavior is not to be expected. The problem is also not easy to circumvent given the
current remuneration system. However, a direct intervention in the market (e.g., prohibiting negative
bids) would indeed avoid the self-reinforcing pattern described above. Yet, it is to be expected that
refinancing of premium recipients would then be in jeopardy. Yet, refinancing is one of the main reasons
for market premia to exist in the first place. Fixed market premia would also entail immense investment
risks for the state given very high levels of VRE. In addition, this would jeopardize refinancing of
newcomer plants, as do upper and lower limits for the variable market premium.
Since many countries employ feed-in premia (see above), and VRE are increasing their share,
such potential downward price spirals might become problematic on a larger scale. Hence, we conclude
that this problem needs further investigation and encourage the research community to reproduce
our findings. We need solutions for both how the refinancing of new technologies and efficient
allocation of electricity generation at the wholesale market can work at high shares of renewable energy.
One interesting aspect to study is to calculate the point—both from a national or European point of
view and of the individual actors involved—when it would be optimal to stop giving market premia
to renewables and switch to other support instruments like capacity mechanisms or quota systems
for VRE.
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Appendix A
Appendix A.1 Details on AMIRIS
Figure A1 depicts the communication of agents in the full AMIRIS model. Communication takes
place in the same way for each simulated hour: All plant operators send expected electricity production
quantities (with deliberate estimation errors) to their contractual electricity traders (direct marketers or
grid operators). Based on these expected electricity quantities and associated marginal costs, the traders
generate bids which are transmitted to the day-ahead power exchange.
The power exchange evaluates the bids of all electricity suppliers, electricity consumers and
storage operators, calculates the merit order and the equilibrium price and then sends or requests the
money for accepted bids.
Subsequently, the network operators pay the feed-in tariff due to their clients. The direct marketers
can grant their contractually linked plant operators an additional bonus. This bonus depends on the
income from the market for negative minute reserve (control energy market), the claims of market
premiums, and the costs for balancing energy.
The storage operators have a special role in AMIRIS in so far as they can carry out arbitrage
transactions as independent traders on the energy exchange on the one hand, but can also be used
by direct marketers to reduce the balancing energy demand caused by forecasting errors on the
other hand [21].
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