Spherical fuzzy set (SFS) is one of the most important and extensive concept to accommodate more uncertainties than existing fuzzy set structures. In this article, we will describe a novel enhanced TOPSIS-based procedure for tackling multi attribute group decision making (MAGDM) issues under spherical fuzzy setting, in which the weights of both decision-makers (DMs) and criteria are totally unknown. First, we study the notion of SFSs, the score and accuracy functions of SFSs and their basic operating laws. In addition, defined the generalized distance measure for SFSs based on spherical fuzzy entropy measure to compute the unknown weights information. Secondly, the spherical fuzzy information-based decision-making technique for MAGDM is presented. Lastly, an illustrative example is delivered with robot selection to reveal the efficiency of the proposed spherical fuzzy decision support approach, along with the discussion of comparative results, to prove that their results are feasible and credible.
Introduction
In recent research environment, multi-attribute group decision making (MAGDM) has played a vital role in the decision support systems [1] [2] [3] [4] [5] [6] [7] . Robot selection for the manufacturing units are multi-functional group decision making problems, which are often to resolved by an unprogrammed decision making techniques and involvement of the long period contract with the company. A decision group contains various decision makers/analysis such as development, research, engineering and economic. In fact, the interest of single decision maker may not be same. The final result in group decision making (GDM) method may be essentially changed by the importance level of each decision maker. The growth of multi-functional team involvement in robot selection and estimation particularly affected on buying firm with efficiency. A major issue in decision method is, how to represent the attribute value. The issue in decision making problem arises due to crisp numbers. Because in some cases it is difficult to prove the attribute by using crisp set. So, the decision makers can make choices at a special level. The fuzzy set theory has been implemented in various field such as management, engineering, social sciences to resolve group decision making issues, which involve uncertainty and vagueness in data. The application of fuzzy set theory has remarkable significance in decision making problems. discuss its application in DMP using TOPSIS method. Rafiq et al. [36] proposed the cosine similarity measures for SF information.
Over the years, numerous decision making procedures have been introduced in the literature, of which technique for order preference by similarity to ideal solution (TOPSIS) is one of the extensively and efficient used famous methods. Hwang and Yoon [37] presented the TOPSIS to deal multi-attribute DMPs. Under which the alternative is the smallest distance from the positive ideal solution (PIS) and the furthest distance from the negative ideal solution (NIS) in DMPs is the best alternative. In [38] , Chen presented the TOPSIS using FS environment to solve the DMPs. In recent time periods, numerous scholars got attraction and apply TOPSIS to real life DMPs under different extended structures of FS [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] in the fields of decision sciences [50, 54, 55] . It is also to be mentioned here that the existing TOPSIS procedures [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] face the drawback that in solving DMPs, either DMs weights are known [46] or criteria weights are known [43, 49] or both [39, 41, 49, 50, 54, 55] . Some scholars allocated unknown weight information about DMs [56, 57] in which criteria weights are known. Instead, some researchers handled unknown criteria weights with known weight data of DMs in MCGDM problems. Though the authors' concerns, there can be no such tool available in the literary works to address MCGDM problems where the weight data of DMs and criteria are completely unknown within SF information.
Motivated by the above discussion, we plan to introduce a new expanded TOPSIS procedure under spherical fuzzy setting, in order to benefit of the advantages of the TOPSIS method and spherical fuzzy sets. As, the generalized form of the existing structure of fuzzy sets such as IF set, PyF sets, and PF sets is the spherical fuzzy set, thus, SF sets to address more uncertainty compared to FS, IF set, PyF set, and PF set. Therefore, in this paper, a novel improved TOPSIS-based method is established to address with such circumstances of unknown weight information of both DMs and criteria weights and to solve the MAGDM problem after compute all the weights. In order to solve the DMPs, choosing the ideal opinion, which is better connected to each DMs matrix, is quite essential. In the presented procedure, ideal opinion is nominated under SF average method. Generalized distance measure is established to find the differences between two SFSs. In the presented spherical fuzzy TOPSIS (SF-TOPSIS) for solving MAGDM problems, generalized distance measures-based entropy measure is introduced to find out the criteria weights under SF information used in this paper.
The rest of this paper is arranged as following. Section 2 presents some knowledge related to FSs, IFSs, PyFSs, PFSs and SFSs. Section 3 proposed the methodological development of spherical fuzzy entropy measure. In Section 4, established the improved TOPSIS method to address the uncertainty in MAGDM problems. Section 5 reports an illustration example of the designed MAGDM technique for robot selection for manufacturing units and a comparison with existing decision making methods. A conclusion of the paper is drawn in Section 7.
Preliminaries
In this section, we briefly remember the concepts of fuzzy sets, intuitionistic fuzzy sets, Pythagorean fuzzy sets, picture fuzzy sets and spherical fuzzy sets. These concepts will be used in further study. Definition 1 ([8] ). For a fixed set . A FS ε in is defined as
for each κ ∈ , the positive membership grade ρ ε : → Θ specifies the degree to which the element κ belongs to the fuzzy set ε, where Θ = [0, 1] be the unit interval.
Definition 2 ([9] ). For a fixed set . An IFS ε in is defined as
for each κ ∈ , the positive membership grade ρ ε : → Θ and the negative membership gradeñ ε : → Θ specifies the degree of positive and negative membership of the element κ to the Pythagorean fuzzy set ε, respectively, where Θ = [0, 1] be the unit interval. Furthermore, it is required that 0 ≤ ρ ε (κ) +ñ ε (κ) ≤ 1, for each κ ∈ .
Definition 3 ([10]
). For a fixed set . A PyFS ε in is defined as
for each κ ∈ , the positive membership grade ρ ε : → Θ and the negative membership gradeñ ε : → Θ specifies the degree of positive and negative membership of the element κ to the Pythagorean fuzzy set ε, respectively, where Θ = [0, 1] be the unit interval. Furthermore, it is required that
Definition 4 ([26]
). For a fixed set . A PFS ε in is defined as
for each κ ∈ , the positive membership ρ ε : → Θ, neutral membership ε : → Θ and the negative membershipñ ε : → Θ specifies the degree of positive, neutral and negative membership grades of the element κ to the picture fuzzy set ε, respectively, where Θ = [0, 1] be the unit interval. Furthermore, it is required that
Definition 5 ([25] ). For a fixed set . A SFS ε in is defined as
for each κ ∈ , the positive membership ρ ε : → Θ, neutral membership ε : → Θ and the negative membershipñ ε : → Θ specifies the degree of positive, neutral and negative membership grades of the element κ to the spherical fuzzy set ε, respectively, where Θ = [0, 1] be the unit interval. Furthermore, it is required that
In what follows, we symbolize byŜ Ŝ ( ) the collection of all spherical fuzzy sets in κ. For simplicity, we shall symbolize the spherical fuzzy number (SFN) by the triplet ε = (ρ ε , ε ,ñ ε ) . Remark 1. If we put ε = 0 in Equation (5) . than spherical fuzzy set is reduced to Pythagorean fuzzy set. In other words we say that each Pythagorean fuzzy set is spherical fuzzy set but conversely is not true.
Also we can say that Remark 2. Every picture fuzzy set is the spherical fuzzy set but conversely is not true.
Hence form above remarks we can say that Pythagorean and picture fuzzy sets are the particular case of spherical fuzzy set.
Let ε 1 , ε 2 ∈Ŝ Ŝ ( ) . Ashraf and Abdullah [25] defined the following notions:
where ε 1 , ε 2 ∈Ŝ Ŝ ( ) and κ ∈ .
Ashraf and Abdullah proposed the operations for spherical fuzzy numbers. Here we describe three cases to discuss the validation of the proposed operators for dealing the spherical fuzzy informations.
Then, the operational rules are as follows:
.., n). Then, the Algebraic averaging aggregation operator forŜ N ( ) is denoted by SFWA and defined as follows:
where κ g (g = 1, 2, ..., n) represents the weights of ε g (g = 1, 2, 3, ..., n) with κ g ≥ 0 and ∑ n g=1 κ g = 1.
Methodological Development of Spherical Fuzzy Entropy Measure
This section proposed the generalized distance and weighted generalized distance measures for spherical fuzzy sets. After that, utilizing the generalized distance measures, we proposed the novel entropy measure for SFS to measure the fuzziness of SFS.
SF Distance Measure

Definition 10. Let for any
.., n} . Then, the generalized distance measure (GDM) between and is defined for any Φ > 0 (∈ R) as
Definition 11. Let for any
Then, the weighted generalized distance measure (WGDM) between and is defined for any Φ > 0 (∈ R) as
where κ g (g = 1, 2, ..., n) represents the weights with condition that κ g ≥ 0 and ∑ n g=1 κ g = 1.
Remark 3.
(1) If Φ = 1, then, the distance defined in Definitions 10 and 11 reduced to Hamming distance.
(2) If Φ = 2, then, the distance defined in Definitions 10 and 11 reduced to Euclidean distance.
(3) If Φ = +∞, then, the distance defined in Definitions 10 and 11 reduced to Chebychev distance.
Then the GDM defined in Definition 10 reduced as follows
For any two ε 1 , ε 2 ∈Ŝ N ( ) , the above defined GDMs satisfied the following properties
SF Entropy Measure
In this section, we propose a new entropy measure for SFS based distance measure, for this we follows the concept of Guo and Song [58] .
is SFNs for each g = {1, 2, 3, ..., n} . Then, the entropy measure for SFS is defined as
Theorem 1. Let for any = { 1 , 2 , ..., n } ,
are SFNs for each g = {1, 2, 3, ..., n} .Then the entropy measures E ( ) and E satisfies the following properties:
Proof.
(1) For a crisp set, we have ρ (κ) = 1,
Hence, is the crisp set.
(
Since, all power are even, then implies that
(3) Since, we have
SF Improved TOPSIS
Spherical Fuzzy MAGDM Problem
We propose a technique to solve the MAGDM problems in term of spherical fuzzy informations. The MAGDM problems can be addressed in the form of decision matrix where the columns represent the set of attributes and the rows symbolize alternatives. Thus, for decision matrix D n×m , consider a set of n alternatives {S 1 , S 2 , S 3 , ..., S n } and m criteria/attributes { f 1 , f 2 , f 3 , ..., f m }. The unknown weight vector of m criteria/attributes is denoted by
.., e, where ρ ij represents the degree of the alternative gratifies the criteria f j considered by decision makers (DMs), ij represents the degree of the alternative is neutral for the criteria f j considered by DMs andñ ij represents the degree of the alternative doesn't gratify the criteria f j considered by DMs.
It should be noted here that in the context of decision-making, all the data about the weights of DMs and criteria are unknown.
SF-TOPSIS Method
The procedure contains three main parts. In the first part, we compute the weights of the decision maker. The second part is discussed, how to compute the weights of the criteria using the proposed entropy measure. The last part is a ranking method based on degree of similarity to ideal solution with PIS and NIS.
To solve the spherical fuzzy MAGDM problem using TOPSIS-based procedure, the following steps are introduced:
Step-1
Normalize the decision matrix D (k)
n×m . There are usually two types of attributes/criteria in a MAGDM problem, one is the benefit type criteria and other one is the cost type criteria. To unify the criteria, the cost type criteria convert to benefit type criteria by using the following equation:
where C I stands for benefit criterion and C I I stands for cost criterion.
Step-2(a) The group decision ideal solution (GDIS) is closer to all the opinion of each single DM's and therefore, the best GDIS should be computed by taking the averaging of all the opinion of each single DM's. So, in this step, we compute the GDIS by taking spherical fuzzy weighted average of alternatives value corresponding to the criteria given by the DM's by considering the same weightage of DM's values as follows:
Step-2(b) Computed the group right ideal decision (GRID) and group left ideal decision (GLID) as follows:
Step-2(c) In this step, we use the Definition 10 to compute the distance of decision matrix N (k) ij to GDIS, GRID and GLID. The distances are shown symbolically as: DGDIS, DGRID and DGLID respectively. Where
, for i = 1, 2, ..., m and k = 1, 2, ..., e.
Step-2(d) In this step, we calculate the closeness indices (CIs) followed the model proposed by Yue [56] as follows:
For k = 1, 2, ..., e.
Step-2(e) In this step, DMs weights are calculate as follows:
Step-3(a) Computed the weights of attribute by using proposed SF entropy measure, for this calculate the revised group decision (RGDIS) as follows:
Step-3(b) Using Equation (10), SF entropy measure corresponding to each attribute is computed as follows: EA j = E RIS 1j , RIS 2j , ..., RIS mj , j = 1, 2, ..., n.
Step-3(c) Attribute weights are calculate as follows:
ΦA j = 1 − EA j n − Π n j=1 EA j , j = 1, 2, ..., n.
Step-4(a) Utilizing the attributes weight vector, the weighted normalized decision matrices are computed as follows:
for each k = 1, 2, ..., e.
Step-4(b) Utilizing the weighted normalized decision matrices DM(N)
ij , computed the PIS (k) and N IS (k) for each DMs as follows: Step-4(c) Computed the WGDM by using the Definition 11 from DM(N) (k) to PIS (k) and N IS (k) are denoted and defined as follows:
for each i = 1, 2, ..., m.
Step-4(d) Revised closeness indices (RCIs) for each DM's are computed as follows:
Step-5
To calculate the final revised closeness indices (FRCIs) by using the DMs weights as follows:
Rank the computed FRCIs values by descending order, the alternative has larger value is our most finest alternative.
Numerical Application of the Proposed Improved TOPSIS Method
In this section, an numerical application about selection of robot is firstly used to illustrate the designed MAGDM method. Then a comparison between the presented decision making technique and the existing decision making techniques using spherical fuzzy information are carried out to show the characteristic and advantage of the proposed technique.
Example
A manufacturing unit needs a robot to play out a specific material-dealing task. The said model has been connected towards decision-making for choice of industrial robot carried out by the production unit of a famous manufacturing industry in Pakistan. After initial selection, five alternative robots, denoted as S 1 , S 2 , S 3 , S 4 , and S 5 have been selected for further scrutiny. A committee of three decision makers has been formed from academicians, manager of production unit and his team to locate the most suitable robot. The given set of criteria { f 1 , f 2 , f 3 , f 4 } have been considered. Where f 1 represents speediness, f 2 shows payload capacity, f 3 represents the programming flexibility and f 4 shows the Man-Machine interface. Where according to experts, attributes f 1 and f 3 are benefit type, f 2 and f 4 are cost type attributes. In this evaluation, the three experts were asked to use spherical fuzzy information and both, weights of DMs and attributes weights are unknown. The evaluation result of the experts is listed in Tables 1-3 Step-1 According to the experts, attribute f 1 and f 3 are benefits type, f 2 and f 4 are cost attributes. So, normalized matrix computed as given Formula (12) , and results are shown in Tables 4-6 Step-2 GDIS matrix is computed as follows in Table 7 : Step-2(b) GRID and GLID matrixes are computed as follows in Tables 8 and 9 : Step-2(c) DGDIS, DGRID and DGLID are computed as follows in Tables 10-12. Step-2(d) The closeness indices (CIs) are computed as follows:
0.747485 0.735090 0.717963
Step-2(e) The Decision makers weights are computed as follows:
0.340 0.334 0.326
Step-3(a) The revised group decision (RGDIS) matrix is computed as follows in Table 13 . Step-3(b) SF entropy measure corresponding to each attribute is computed as follows:
Step-3(c) The attribute weights are calculated as follows:
0.263 0.239 0.253 0.245
Step-4(a) The weighted normalized decision matrices are computed in Tables 14-16, as follows: Step-4(b) The PIS (k) and N IS (k) for each DMs are computed in Tables 17 and 18 , as follows: Step-4(c) Distance measure from positive ideal solution and negative ideal solution of each alternative are given in Tables 19 and 20 . Step-5 The final revised closeness indices (FRCIs) by using the DMs weights are computed in Table 21, as follows: Hence, S 3 is the best alternative according to given attributes.
Comparison Analysis
In this section, a comparison of the characteristics of these proposed improved TOPSIS method and the designed MAGDM method is made to show the advantages of the designed technique. This comparison is carried out by comparing the characteristics of the different decision making technique presents in literature. In the method of [59] , TOPSIS method for Pythagorean fuzzy information is presented. The Normalized DMs information are shown in Tables 22-24 . The final revised closeness indices (FRCIs) by using the DMs weights are computed in Table 25 , as follows: Hence, S 2 is the best alternative according to given attributes.
Result and Discussion
The decision maker give the information in the form of Pythagorean fuzzy sets. In comparison section, we consider the neutral term equal to zero and used the proposed spherical improved TOPSIS technique to solve the information. As in the obtaining results, S 2 are the best alternative which is same as the given in the [59] .
Here we gave some comparison of previously presented TOPSIS techniques and proposed improved TOPSIS technique is shown in Table 26 . Table 26 . Comparison Analysis.
Scholars Uncertainty Approach Modeling Approach Unknown Weights Information
FSs PyFs SFSs
Group Decision Making
TOPSIS Method
Decision Maker Attributes
Beg and Rashid [39] yes no no no yes no no Zhang and Xu [49] yes yes no no yes no no Yue [56] yes no no yes no yes no Proposed Technique yes yes yes yes yes yes yes
Hence, as a consequence, the proposed methodology is more accurate, feasible, effective and generalized to solve MAGDM problems with completely unknown information among DMs as well as criteria.
Conclusions
SFS is an emerging and successful generalized notion that has been chosen as strategic tools to overcome the uncertainties as well as the vagueness data associated with MAGDM problems and therefore DMs feel more comfortable in their decision to use SF data rather than IFS, PyFS and PFS. In this paper, a novel improved TOPSIS-based decision-making method is established to deal the MAGDM problems under SF environment with completely unknown information about the DMs and criteria weights. GDM based novel SF entropy measure is proposed to establish the SF entropy weight model for computing the criteria weights under SF information. In order to eliminate the failure of collective information during the method, aggregation is performed in the last steps by using the computed weights of DMs to acquire the final alternative rank. Finally, numerical examples are illustrated to present the applicability and advantage of the introduced technique.
Because the spherical fuzzy numbers are very suitable for describing uncertain and fuzzy information, it is widely applied to real decision making, such as human resource management, online commodity recommendation, and so on. Meanwhile, the proposed technique can take relationships between attributes into account, it is more scientific to do decision making. In the future research, we will continue to focus on the extension and applications of more advanced decision making techniques to other realms.
