This paper presents a complete analyzing system for detecting incorrect endoscope adaptions prior to the use of chemical disinfection devices to guarantee hygienic standards and to save resources. The adaptions are detected visually with the help of an image registration algorithm based on feature detection algorithms. On top of the processing pipeline, we implemented a k-nearest neighbor algorithm to predict the status of the adaption. The proposed approach shows good results in detecting the adaptions correctly.
INTRODUCTION
Endoscopic diagnostic is the main application for diseases of the gastrointestinal tract and has a huge clinical relevance. An important part of endoscopes is the quality of the preprocessing of the devices and the resulting hygiene, to minimize the contamination of the patient with microbes (Bader, 2002) . In the past microbes have developed resistances against antibiotics. Consequent hygiene is therefore indispensable. Muscarella (Muscarella, 2014) showed that insufficient preprocessed endoscopes are responsible for the contamination with CREmicrobes. To guarantee an acceptable hygienic standard, we need to disinfect the endoscopes. To do this in a constant quality we apply supervising preprocessing of the endoscopes.
So called cleaning and disinfection devices for endoscopes (CDD-E) perform well in cleaning the endoscope's exterior and interior, where the procedure of adaption is rather complex. Medical employees often do not adapt the endoscopes correctly to the CDD-E because of this complexity. These adaption errors lead to a lack of hygiene. The CDD-E is able to detect these errors and can terminate the process of cleaning. An interruption always costs operational time of up to 20 minutes, water, cleaning chemicals and energy. We have implemented a system tailored to detect those adaption errors prior to the disinfection to save these resources and ensure the quality of the preprocessing.
We consider the margin between an endoscope adapter and its adaption counterpart in the chemical disinfection device in order to detect connection faults. We have transformed the underlying problem of determining the size of the gap between the respective parts into an image registration problem (Handels, 2009 ). Hence we want to try to align two reference images of the two sides of the adapter to an image of the disinfection device which contains the endoscope and the adaption counterparts. Please note that this new image is a 2d-projection of the underlying 3d-scene. In this paper we make use of a feature-based approach to image registration (Zitova, 2003) . The first step in this processing pipeline is to detect feature points for each image independently. In a second step corresponding feature points on different images are matched.
We detect feature points with two different feature detection algorithms which detect, describe and match possible correspondences and compare their performance on our problem. More precisely we choose the algorithms scale-invariant feature transform (SIFT) (Lowe, 2004) and speeded up robust features (SURF) (Bay, 2008) . We describe these feature detection algorithms in more detail in Chapter 2.2.4.
On top of the extracted features we use a simple k-nearest neighbor algorithm to classify correct / incorrect adaptions. More details are given in Chapter 2.2.5. Finally we show promising experimental results on the accuracy of our automatic error detection prototype in Chapter 3.
PROCEDURE

Hardware Setup
To accomplish the tasks of detecting errors in the adaption, a complete prototype was built. The system consists of a loading station wherein the detection occurs and the integrated software which is responsible for the processing pipeline of the detection. As a basis for our image processing are four images taken by four high-resolution cameras from four different perspectives in order to capture images without occlusions of relevant parts with a high probability. Figure 1 shows an example of an image which was taken by one of the cameras.
For optimal image processing it is important that the scene is illuminated using controlled light conditions (Bader, 2002) . Because of that the detection system is sealed in a cube to prevent diffuse light entering the system. We enlighten the detection system with a planar LED-Panel.
Camera sensors take 50% of the information from the green interval of the spectrum. Green light transfers approximately 72% of the luminance and is there-fore most important for contrast and resolution (Fukanaga, 1975) Because of that we chose an LEDPanel with a color temperature of 6000 °K. According to Wiens Law, the maximum radiation is at 482.95 nm for 6000 °K which is within the green part of the spectrum. The cameras are controlled using a serial interface from the software to automate the system. With the software we are also able to manipulate the settings of the camera. So it is possible to adjust the aperture, the ISO-value and the white balance. The white balance is analogically set to 6000 °K. The other values were set empirically , so that there is no overexposure and therefore no loss of information. We use Canon EOS 750D cameras with a resolution of 24 Megapixel. A high resolution is essential for an accurate detection. We consider the task of detecting adaption errors for a variety of different endoscopes and adapters. In order to detect which endoscope is used, it is tagged with an RFID chip. We use an RFID-reader, also connected via a serial interface to differentiate between them through their integrated RFID-tags. On the basis of the detected endoscope the software determines which and how many adapters should be connected to the respective endoscope. The user gets visual information on how to attach these adapters to the detected endoscope. Figure 2 shows the general setup of our prototype. At the front there is a door which is not visible in the image.
Algorithmic Components
In order to classify whether an adapter is connected correctly or not we use a pipeline of algorithms which are explained in more detail in this chapter.
Image Registration
As explained in the introduction, we need to measure the size of the gap between the two sides of the adapter. We took several reference image pairs of each adapter as shown in If we combine those two parts of the image we get a complete view of the adapter. Our goal is to map and accordingly register these two-dimensional reference images independently on a two dimensional projection of the scene. For image registration, two images are needed. The first is called reference image denoted , and the second is called template image denoted
. This leads to a mathematical optimization problem. We search for a linear mapping : → that maps the object on the most exact to the object of . Depending on the class of transformations we can differentiate between rigid, affine and perspective transformation. The positions of the endoscope and thus the adapters are completely unknown and only depend on the employee of the hospital. Therefore, we are not able to reach our goal with a simple rigid or affine transformation. We have to describe a threedimensional transformation in space as a twodimensional projection in the image layer (Schreer, 2005) . A projection like this is defined as an endomorph description of a scene (Fischer, 2014) .
A property of perspective projection is the loss of proportions. Objects that are further away from the center of projection appear smaller.
We can define this transformation as a 3 3 matrix = cos sin cos 1
( 1) which we apply to every position of the reference image.
It is now known which form the transformation matrix has to have to map a two-dimensional reference image into the three-dimensional space and map it again to a two-dimensional projection. We have to determine the nine degrees of freedom which uniquely define the matrix. To find the required parameters, we need two sets of corresponding points. is a set of points from the reference image and ′ is a set of corresponding points from the template image. Here is the transformation matrix of the perspective projection.
To determine the transformation matrix we need to have correspondences of points in the reference and template image. In the following chapter we show how these correspondences are detected.
Feature Detection
Feature detection algorithms are methods from the field of computer vision. We use them to detect so called interest points and correspondences between points in two images. These images typically show the same object, but at a different time or from a different perspective.
In the experiments we will analyze two well established algorithms to examine which one is more appropriate for this application field. The two algorithms are the scale-invariant feature transform (SIFT) (Lowe, 2004) and the speeded up robust features (SURF) (Bay, 2008) . These two algorithms have the same general process, which is divided into three steps: 1. feature detection, 2. feature description and 3. feature matching. The first step, feature detection, deals with the detection of so-called interest points. These are distinctive points in an image. They always depend on their neighborhood. The feature description deals with the description of the detected interest points, enabling a comparison between the reference and the template images. The most significant feature is the surrounding of one point. Since the surroundings of the interest points are never exactly the same on the reference and the template image, a pixelwise comparison would not work robustly. Furthermore, the descriptors have to be invariant against geometric, perspective and illumination transformations and image noise. Both algorithms are based on computing one gradient of the complete neighborhood of an interest point, as well as in their sub regions.
The final step of the feature detection algorithms matches interest points in the reference and template image. The challenge is to find correct correspondences of points, which in fact show the same points of an object (Szeliski, 2011) . Every interest point is described through a multidimensional description vector. A similarity can be evaluated with the Euclidean distance between the two descriptors. The most accurate but slowest method is to compare every interest point of the reference image with every interest point of the template image. Since accuracy is one of our main goals, we make use of this algorithm in the experimental section. Other possibilities are the randomized k-d tree (Silpa-Anan, 2008 ) and the priority k-means tree algorithm (Fukanaga, 1975) . These algorithms are up to two times faster, approximate to 95% of correctness (Muja, 2014) .
Despite the high accuracy of SIFT and SURF, there are always a few correspondence errors which have to be filtered. We filter these errors with the well-established random sample consensus algorithm (RANSAC) (Strutz, 2016) . If these errors were not filtered they would have a bad influence on the computation of the transformation matrix.
Machine Learning
To classify if an adapter is adapted correctly we use a simple k-nearest neighbor approach. As features we use the Euclidean distance between the two projections and the number of detected correspondences. Figure 4 shows an example of registered features on one of the adapters. In this example the classes are linear separable. 
Processing Pipeline
In this section we explain the complete processing pipeline. Figure 5 shows four template images made at runtime as explained previously. We take five reference image pairs for every adapter. One part of the pair shows the part of the adapter at the endoscope, the other one the part of the tube. The process is the same for every adapter. At first we intend to find the rough position of the endoscope. For this purpose we use the feature detection algorithm to find correspondences between a reference image of the part of the adapter at the endoscope. These interest points and correspondences are easier to find because of the texts on the endoscope which are very distinctive. We compute the mean of all detected points in Figure 6 and crop that region of the image depending on the size and geometry of the adapter. This happens at a fourth of the resolution to save time. The following computations are made on the cropped images. This approach has two advantages. First: The complex computations are made on a much smaller image. Second: A smaller image minimizes the probability of correspondence errors.
When all subregions for all adapters were found, the accurate registration of the reference image pairs begins. For every adapter we have five reference image pairs. As one can see in Figure 7 the adapters not only have to be transformed in the space but may have to be rotated longitudinally as well. For the accurate registration we check all reference images and choose the one with the most detected Afterwards we detect and describe the interest points of the chosen reference image of the adapter on the side of the endoscope and the associated reference image of the adapter on the side of the tube. Then we identify correspondences between the reference images and compute the transformation matrices as shown in equations (1) and (2). With the computed transformation matrices we map the reference images into the template image we identified previously. If the adaption is correct, the projected reference images should intersect on the inner edge as pictured in Figure 3 . The same matrices for mapping the reference images are used to compute the center of the cutting edge. In Figure  8 one can see the two mapped reference images, bounded in green rectangles. The midpoints of the cutting edges are depicted by blue points. One can recognize only one point at the left image because of the optimal projections the two points overlap completely. In the right image one can see an incorrect adaption. The Euclidean distance between the points is one feature for the classification of the incorrect adaption. We use the two points to compute the Euclidean distance between the two projections. An explorative data analysis showed that the projection does not work perfectly at all times. So it is not reliable as single. Because of that we implemented a simple knearest-neighbor Algorithm to classify the adaptions. In addition to the Euclidean distance we use the number of correspondences as a second feature. This is depicted in Figure 4 . 
EXPERIMENTAL RESULTS
As stated in the previous chapter, the detection of interest points and correspondences is essential for a correct projection of the reference images. The quality of the transformation matrix is significantly enhanced by detecting more correspondences. Vice versa a faultless projection is impossible if there are too many correspondence errors.. In this chapter we describe the results of the detection processes and of the classification.
We describe only the results of the reference images on the side of the adapter. Because of the high amount of letters on the endoscope itself, there are a lot of interest points and the projection always worked faultless. The quantitative results of the feature detection algorithms are our first criteria for the quality of the system. Figure 9 shows the adapter set we used for our experiments. In the following tables we show the statistic results of 40 processes for the first adapter set. Table 1 shows the results for correct adaptions generated with SURF.
The number of interest points and correspondences -absolute and per pixel -is of special importance here. In both categories one can see, that the values are in the same order of magnitude for most adapters. The adapters a, c, f and g have the lowest values. This is because of the little body and the few distinctive points on the adapters. So a correct correspondence is more difficult to compute. The adapters b, d and e have more distinctive points. So the correspondences are easier to find. In Table 2 we see the statistical values for incorrect adaptions, generated with SURF. The number of detected interest points is similar. This makes sense, because we use for both procedures images of the same size. One can see the difference at the inspection of the correspondences. For incorrectly adapted devices the algorithm detects much less correspondences. This is because the reference images were made with correct adaptions. If there is an incorrect adaption in the template image it is possible, that there are large perspective changes. If the perspective changes are too high, the SURF algorithm cannot detect them, so fewer correspondences are found as one can see in Figure  10 . In six of the seven cases there are more than twice as many detected correspondences. The only exception here is adapter g because of its simple structure and few interest points. These experimental evaluations demonstrate that the number of correspondences is a meaningful feature for the machine learning algorithm. In the following we outline the results of SIFT for the same adapter set. The statistical values of correct adaptions are shown in Table 3 . Compared to the SURF algorithm it attracts attention that SIFT detects less interest points and correspondences than SURF. The exact quotient is shown in Figure 11 . One can easily see that the SURF algorithm detects more interest points and because of that more Correspondences. In Table 5 one can see the statistical values for incorrect adaptions, generated with SIFT. Analogue to the SURF algorithm it is obvious that fewer correspondences have been computed. This is because of the similar procedure. Striking are the detected minima of correspondences. If the algorithm detects less than three correspondences, a projection and following classification is impossible. In summary we conclude, that the SURF algorithm detects roughly twice as many correspondences than 
Number of Correspondeces
Correct -SURF Incorrect -SURF the SIFT algorithm. If we have too few correspondences it is possible that the RANSAC algorithm cannot filter the correspondence errors. The result is an incorrect transformation matrix. Quantitatively the SURF algorithm has to be preferred. Now we will focus on the quality and precision of the classification. As outlined before we use a knearest neighbor Algorithm for the binary classification. The Euclidean distance of the projection pairs and the number of correspondences are the features of the algorithm. Experiments with validation data gave us an optimal value for = 5.
A first estimation of the quality of the processes delivers the classification rate. In Figure 12 one can see the classification rate per adapter for both algorithms as pre-processing. All rates were determined on test data experiments. As predicted the process with SURF as preprocessing has a significantly higher classification rate of 92.86% compared to SIFT. The worst value occurs at adapter e. This is because of the geometry of the adapter. The Euclidean distance can be 0 for this adapter although it is adapted incorrectly. This adapter needs an additional physical rotation to be correctly adapted. This can only be determined through the number of detected correspondences. Fawcett explains another possibility to evaluate classifications (Fawcett, 2006) . So called receiver operating characteristics (ROC) graphs can be used to evaluate and visualize the quality of a classification. We divide the results of our experiments in four groups: true-positive (TP), truenegative (TN), false-positive (FP) and false-negative (FN). These groups can be written in a so-called confusion matrix (Fawcett, 2006) , as one can see in Table 4 and Table 6 . The contents of the matrices were generated in 40 experiments and are a summary of all adapters. is the number of correct, is the number of incorrect adaptions. ′ is the number of positive, ′ is the number of negative predictions. We can derive four statistical values from these matrices: the truepositive-rate (TPR), the false-positive-rate (FPR), positive-predictive-value (PPV) and the accuracy (ACC). We can now visualize the quality of the classification with a ROC-Graph as shown in Figure  13 . Ideally should the TPR be close to 1, the FPR close to 0. The more the point is in the North-West, the better is the classification. One can see in the visualization that the processes with SURF as PreProcessing Algorithm is better than with SIFT. The system needed in average 71/42 seconds for the classification of the large/small adapter set. 
CONCLUSION
This paper presents an automatic visual system for detecting adaption errors in chemical disinfection devices for endoscopes. Our experimental evaluation shows promising results with respect to the classification accuracy. With the SURF algorithm as pre-processing tool, the prototype system yields a classification accuracy of 92.86% for determining the correctness of the adaptions in approximately one minute of processing. Future work will aim in enhancing the correctness of the prediction close to 100% and in installing the system directly into the endoscope thermal disinfector to save even more time and resources. 
