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Abstract. In this article, the equivalence and symmetries of underdetermined differential
equations and differential equations with deviations of the first order are considered with
respect to the pseudogroup of transformations x̄ = ϕ(x), y = y(x̄) = L(x)y(x). That means,
the transformed unknown function y is obtained by means of the change of the independent
variable and subsequent multiplication by a nonvanishing factor. Instead of the common
direct calculations, we use some more advanced tools from differential geometry; however,
the exposition is self-contained and only the most fundamental properties of differential
forms are employed. We refer to analogous achievements in literature. In particular, the
generalized higher symmetry problem involving a finite number of invariants of the kind
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similar results obtained by means of auxiliary functional equations.
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1. Introduction
The most general pointwise transformations of the family of homogeneous linear
differential equations with deviating arguments were investigated in [6], [10], [11],
[12], [14], [16], [17], for example. They are given by the formula
(1) y(ϕ(x)) = L(x)y(x),
i.e., the transformations consist of a change of the independent variable and multi-
plication by a nonvanishing factor L. They coincide with the most general pointwise
transformations of homogeneous linear differential equations of the n-th (n > 2) order
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without deviations, analyzed in more detail in the monograph [13]. Global trans-
formations of the form (1) may serve for the investigation of oscillatory behaviour
of solutions of certain classes of linear differential equations because each of global
pointwise transformations preserves distribution of zeros of solutions of differential
equations, see e.g., [6], [12], [13], [14].
However, transformations (1) can be applied to certain classes of nonlinear equa-









δi j(y(ξj(x))), ξ0(x) = x, x ∈ j ⊆ R
(
∏
δj = δ1δ2 . . . δm) derived in [18]. Here bi, δi j are nontrivial solutions of Cauchy’s
functional equation b(uv) = b(u)b(v) (u, v ∈ R−{0}) with the general solutions con-
tinuous at a point b(u) = 0, b(u) = |u|c, b(u) = |u|c sign u (c ∈ R being an arbitrary
constant), see Aczél [1]. This result was obtained (without the regularity condi-
tions) by the introduction of rather artificial functional equations assuming apriori
the existence of differential equations of the form
L′(x) = h(x, ϕ(x), L(x), L(η1(x)), . . . , L(ηm(x))),
ϕ′(x) = g(x, ϕ(x), L(x), L(η1(x)), . . . , L(ηm(x)))
for the functions L′, ϕ′ where the new deviations ηi satisfy ξi(ϕ(x)) = ϕ(ηi(x)), x ∈
j ⊆ R.
We shall see that certain results of this kind can be systematically obtained by
employing a quite different and more natural method. In this paper we solve the
symmetry and the equivalence problem (local approach) for the transformations (1)
and formulate some results in terms of the global transformations by applying the
moving frames (see also [19]) to the Monge equation y′ = f(x, y, z1, . . . , zm) with
several unknowns y, z1, . . . , zm. The simple arrangement zi = y(ξi) then provides
a large hierarchy of classes of differential equations of the first order with deviations
ξi which admit the transformations (1).
For the most necessary information on technical tools used in this paper see e.g.,
[2], [3], [4], [5], [8], [9], [15].
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2. Fundamental concepts and definitions
For the convenience of the reader, let us recall some fundamental concepts with
adaptations needed for the problem under consideration.
Let M be a topological space, Γ a family of homeomorphisms Φ: D(Φ) → R(Φ)
where D(Φ), R(Φ) ⊂ M are open subsets. We speak of a pseudogroup Γ of transfor-
mations if
(ι) the identity id : D(id) = M → R(id) = M belongs to Γ;
(ιι) if Φ ∈ Γ and D ⊂ M is an open subspace then the restriction of Φ to the
subspace D(Φ) ∩ D belongs to Γ;
(ιιι) if Φ ∈ Γ then Φ−1 ∈ Γ;
(ιν) if Φ, Ψ ∈ Γ and R(Φ) ∩ D(Ψ) 6= 0 then the composition
Ψ ◦ Φ: Φ−1(R(Φ) ∩ D(Ψ)) → Ψ(R(Φ) ∩ D(Ψ))
belongs to Γ;
(ν) if D , R are open subsets and χ : D → R a homeomorphism such that χ locally
coincides with the mappings from Γ, then χ ∈ Γ. (We suppose that for every
P ∈ D there exists Φ ∈ Γ such that D(Φ) is a neighbourhood of P and χ = Φ
on D(Φ).)
Assume moreover thatM is a manifold and Γ includes all smooth transformations
Φ: D(Φ) → R(Φ) that preserve a given family of functions f (invariants of Γ) and
differential 1-forms ω (Maurer-Cartan forms of Γ), that is, Φ∗f = f and Φ∗ω = ω
for all f and ω under consideration. Then we speak of a Lie-Cartan pseudogroup of
transformations.
We shall deal with rather particular transformations Φ: D(Φ) → R(Φ) defined
by
(2) Φ(x, y, z1, . . . , zm) = (ϕ(x), L(x)y, L1(x)z1, . . . , Lm(x)zm) (m > 1)
where ϕ : D(ϕ) → R(ϕ) are invertible diffeomorphisms between the open subsets
D(ϕ), R(ϕ) ⊂ R, the functions L(x), L1(x), . . . , Lm(x) are smooth and nonvanishing
on D(ϕ), therefore D(Φ) = D(ϕ) × Rm+1, R(Φ) = R(ϕ) × Rm+1 ⊂ Rm+2. Later in
Section 4 we will prove that these transformations Φ constitute a certain Lie-Cartan
pseudogroup Γ.
Transformations Φ will be applied to curves y = y(x), zi = zi(x) (i = 1, . . . , m) in
such a manner that each curve is transformed into another one of the form
y = y(x̄) = L(x)y(x), zi = zi(x̄) = Li(x)zi(x) (x̄ = ϕ(x), i = 1, . . . , m).
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Our first task is the (local) equivalence problem: to determine when a given under-
determined differential equation
(3) y′(x) = f(x, y(x), z1(x), . . . , zm(x)) (
′ = d/dx)
is transformed into another equation
(4) y′(x̄) = f(x̄, y(x̄), z1(x̄), . . . , zm(x̄)), (
′ = d/dx̄).
Then the results will be applied to obtain global results for the equivalence problem
of the differential equation with deviations
(5) y′(x) = f(x, y(x), y(ξ1(x)), . . . , y(ξm(x)))
by inserting y(ξi(x)) = zi(x) where ξi : Di → Ri are given diffeomorphisms of open
subsets Di, Ri ⊂ R. Then the corresponding equation
y′(x̄) = f(x̄, y(x̄), z1(x̄), . . . , zm(x̄))
can be again interpreted as a differential equation with deviations if zi(x̄) = y(ξ̄i(x̄))
for certain new diffeomorphisms ξ̄i : D i → Ri. However, we restrict ourselves only
to such functions ϕ that satisfy the commutativity requirements
(6) ξ̄i(ϕ(x)) = ϕ(ξi(x)) (i = 1, . . . , m)
whenever the right-hand sides are defined. (In more detail, if x ∈ D(ϕ) ∩ D for
certain i, then ξ̄i(x̄) is determined at the point x̄ = ϕ(x) ∈ R(ϕ).)
3. Preliminary results
To make the paper shorter, we give auxiliary results without (easy direct) proofs.
Observation 1. Let c = c(x, z1, . . . , zm), zi 6= 0, be a nonzero real function with
continuous partial derivatives czi = ∂c/∂zi satisfying the conditions ziczi/c = ri ∈ R,
i = 1, 2, . . . , m. Then c(x, z1, . . . , zm) = q(x)|z1|





q(x) is an arbitrary nonzero function.
Observation 2. Let c = c(x, z1, . . . , zm) = q(x)
∏
|zi|
ri , zi 6= 0, ri ∈ R,
∑
r2i 6= 0
(i = 1, . . . , m) and let b = b(x, z1, . . . , zm) be a nonzero real function with contin-
uous partial derivatives bzi satisfying the conditions zibzi = sic, si ∈ R − {0},
i = 1, 2, . . . , m. Then there exists k ∈ R − {0} such that b(x, z1, . . . , zm) = k ·
c(x, z1, . . . , zm) + p(x) and si = k · ri where p(x) is an arbitrary nonzero function.
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Observation 3. Let b = b(x, z1, . . . , zm), zi 6= 0, be a nonzero real function with
continuous partial derivatives bzi satisfying the conditions zibzi = siq(x), si ∈ R, i =
1, 2, . . . , m. Then b(x, z1, . . . , zm) = q(x) ·
∑
ln |zi|
si +p(x) where p(x) is an arbitrary
nonzero function, i = 1, . . . , m.
Observation 4. Let c = c(x, z1, . . . , zm), zi 6= 0, be a nonzero real function with
continuous partial derivatives czi satisfying the conditions ziczi = q(x) · I
i(F ), F =
a(x)|zi|




ki 6= 0, ki ∈ R, for appropriate nonzero functions
a(x), q(x) and certain differentiable functions Ii(F ), i = 1, . . . , m. Then there exists
a function I(F ) such that Ii(F ) = kiI(F ) for i with ki 6= 0 and c = q(x)(Î(F ) +
∑
j∈J
Ij(F ) ln |zj|) + p(x), Î(F ) =
∫
(I(F )/F ) dF where p(x) is an arbitrary function
and j ∈ J if kj = 0.
Observation 5. Let c = c(x, z1, . . . , zm), zi 6= 0, be a nonzero real function
with continuous partial derivatives czi satisfying the conditions ziczi/c = I
i(F ),
F = a(x)|zi|




ki , ki ∈ R, for an appropriate nonzero function
a(x) and certain differentiable functions Ii(F ), i = 1, . . . , m. Then there exists I(F )








(I(F )/F ) dF where p(x) is an arbitrary nonzero function and j ∈ J if
kj = 0.
4. Main results—an underdetermined equation
Let us follow the idea of Section 2 (see also [19]) and analyze the equivalence
problem for underdetermined differential equations
(7) y′ = f(x, y, z1, . . . , zm), y
′ = f(x̄, y, z1, . . . , zm)
with respect to the pseudogroup of (invertible, local) transformations
x̄ = ϕ(x), y = L(x)y, zi = Li(x)zi
(ϕ′(x)L(x)L1(x) . . . Lm(x) 6= 0, i = 1, . . . , m).
In accordance with the applications to (5), we suppose (f/y)y 6= 0 from now on.
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Lemma 1. The forms ω = Adx (A 6= 0), ω0 = dy/y −B dx, ωi = dzi/zi −B
i dx
(i = 1, . . . , m) with new variables A, B, B1, . . . , Bm are the invariant forms for the
transformations (2).
P r o o f. The equality ω = ω(Adx = Ā dx̄) means that x̄ = ϕ(x) is a certain
function of x and, moreover, A = Āϕ′ 6= 0 which ensures the invertibility of ϕ.
Analogously ω0 = ω0 reads d ln y/y = (B − B) dx, i.e., ln y/y is a function of x
which means that y = L(x)y. The remaining relations zi = Li(x)zi follow similarly
from ωi = ωi, i = 1, . . . , m. 
Remark 1. The result can be interpreted in two ways. Either ω, ω1, . . . , ωm
can be regarded for differential forms depending on parameters A, B, B1, . . . , Bm
in the space M = Rm+2 with coordinates x, y, z1, . . . , zm and we deal with the
local transformations Φ: D(Φ) → R(Φ) in the space M. The invariants (absent
here) and the Maurer-Cartan forms may depend on additional parameters (which
can be changed by applying the transformation Φ). This is, however, a little un-
orthodox conception. A better approach is as follows. Together with the previous
coordinates x, y, z1, . . . , zm, we introduce additional coordinates A, B, B
1, . . . , Bm
(the parameters appearing in forms ω, ω1, . . . , ωm) and introduce the extended space
M = M × Rm+2 = R2m+4 with the coordinates
x, y, z1, . . . , zm, A, B, B
1, . . . , Bm.
Then the original transformation Φ on M induces a certain extension Φ: D(Φ) ×
R
m+2 → R(Φ) × Rm+2 on the open subsets of M and we may introduce the pseu-
dogroup Γ of these mappings Φ. The extendend pseudogroup has the true Maurer-
Cartan forms ω, ω1, . . . , ωm (depending only on coordinates of the underlying space
M). Both the conceptions are (in principle) quite reasonable, however, they provide
a slightly different interpretation of the subsequent calculations.
Lemma 2. The equivalence problem is alternatively expressed by the invariance
requirements
ω = ω (ω = Adx, A 6= 0),
ω0 = ω0 (ω0 = dy/y − B dx, B = f/y),
ωi = ωi (ωi = dzi/zi − B
i dx, i = 1, . . . , m)
for the transformation (2).
P r o o f. The equation (3) can be represented by the Pfaffian equation η1 =
dy−f dx = 0. Equivalence of the equations (3), (4) takes place if and only if this form
η1 = dy − f dx is transformed into a multiple of η1 = dy − f dx̄. In more symmetric
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terms: the form Cη1 (where C 6= 0 is a new variable) should be transformed into the
form Cη1 (with an appropriate C depending on C) or, briefly saying, the form Cη1
is preserved. However,
Cη1 = Cyω0 +
C
A












In particular, if the uncertain parameters C, B are specified to satisfy Cy = 1 and
By − f = 0, we obtain the invariant form
1
y
(dy − f dx) = ω0 =
1
y
(dy − f dx̄) = ω0
where C = 1/y, C = 1/y, B = f/y, B = f/y is substituted into ω0, ω0. 
Remark 2. Our next strategy is as follows. The exterior derivatives of the invari-
ant forms ω, ω0, ωi are also invariant forms: dω = dω, dω0 = dω0, dωi = dωi. They
can be expressed in terms of the original forms ω, ω0, ωi and then the coefficients
(clearly) are invariant functions, see 4.1 below. Moreover, with these invariants avail-
able, the other invariant functions may be derived by using the covariant derivatives.
The differential of any function F = F (x, y, z1, . . . , zm) admits the unique develop-
ment































= ziFzi (i = 1 . . . , m).
If F is an invariant (i.e., F = F is preserved in the equivalences) then all the covariant
derivatives of F are invariants, too.
4.1. The exterior derivatives.
Let us start with the formula









where yBy = y (f/y)y 6= 0. Then









, i = 1, . . . , m
by introducing the interrelation yBy/A = 1 between the uncertain parameters A, B
(and analogously for their conterparts Ā, B), hence by choosing
(11) A = yBy.
The equation dω0 = dω0 implies the invariance of the corresponding coefficients
Ii = I i (i = 1, . . . , m) and the functions Ii can be realized as invariants (of the







∧ ω, J =
(yBy)y
By
, J i = zi
Byzi
By
, i = 1, . . . , m
and J, J i are invariants, too. Unlike B = f/y, the parameters Bi are not specified
and remain independent variables. Hence
(13) dωi = dx ∧ dB




Jω0 ∧ ω +
∑













∧ ω = 0










= J iIj − IiJj ,




dJ ∧ ω0 +
∑
dJ i ∧ ωi
)
∧ ω = 0













, i, j ∈ {1, . . . , m}.
Remark 3. In accordance with Lemma 2 and (11), the equivalence problem for
differential equations (3), (4) is expressed by the invariance requirements






(dy − f dx) =
1
y
(dy − f dx̄) = ω0
and
ωi = dzi/zi − B
i dx = dzi/zi − B
i dx̄ = ωi, i = 1, . . . , m,









fϕ′ (yBy = yByϕ
′)
and also
(17) L′y = fϕ′ − fL (L′ = (Bϕ′ − B)L)
and
(18) L′i = (B
iϕ′ − Bi)Li, i = 1, . . . , m,
respectively. Moreover, we have the invariants (10)–(12) satisfying F = F for
F ∈ {Ii, J, J i} and many other invariants arising by the repeated covariant deriva-
tives (9). One can observe that invariance of the forms ωi with the variables B
i
provides the prolongation transformation for the derivatives dzi/ dx and that equa-
tions (7) are independent of these derivatives.
4.2. Constant invariants.
Theorem 1. Let all invariants be constant. Then:







JIi + b(x) (= f/y)
(b(x) is an arbitrary function) and the symmetry equivalence problem (relations




JIj , L′/L = b̄(ϕ)ϕ′ − b, L′i/Li = B
iϕ′ − Bi.









(p(x) is an arbitrary function) and the symmetry equivalence problem (relations










= p̄(ϕ)ϕ′ − p,
L′i/Li = B
iϕ′ − Bi.
(Parameters Bi are not specified here.)










, i = 1, . . . , m
be constant. In such a case
(19) J i = JIi, i = 1, . . . , m
follows from (14) and we do not have any other invariants. We get
(20) yBy = C(x, z1, . . . , zm)|y|
J
through integration of (yBy)y/By = J ∈ R. Substituting (20) into zi(yBy)zi/(yBy) =
J i ∈ R we obtain the conditions ziCzi = J












and there are two different subcases for J 6= 0 and J = 0.
The equivalence of equations y′ = f, y′ = f is possible if and only if J = J ,
Ii = Ii are the same constants (i ∈ {1, . . . , m}). It is determined by the completely
integrable system
(22) ω = ω, ω0 = ω0, ωi = ωi (i = 1, . . . , m)
where ω = yBy dx, ω0 = dy/y − B dx, ωi = dzi/zi − B
i dx and we have the corre-
sponding structural formulae
(23) dω = (Jω0 +
∑
Jjωj) ∧ ω = J(ω0 +
∑
Ijωj) ∧ ω,
dω0 = ω ∧ (ω0 +
∑
Ijωj),
dωi = dx ∧ dB
i.
in accordance with (10), (12), (13), (19).
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JIi + b(x, z1, . . . , zm)








are equivalent to zibzi = (I
i − J i/J)q(x)|y|J
∏
|zj|
Ij = 0 due







JIi + b(x) (= f/y).
The forms ω, ω0 are determined through (24) and we are passing to the structural
formulae (23). Let us introduce the form η0 = Jω0 + ω. Then dη0 = 0, therefore η0
is a total differential and the system (22) can be replaced by the simpler system




η0 = η0, η0 = J(dy/y − b(x) dx),
ωi = ωi, ωi = dzi/zi − B
i dx.
We obtain the transformation relations




η0 = η0 ⇐⇒ L
′/L = b̄(ϕ)ϕ′ − b,




for the differential equations y′ = f, y′ = f by inserting the transformation relations
x̄ = ϕ(x), y = L(x)y, zi = Li(x)zi into (25), i = 1, . . . , m.
(ιι) The subcase J = 0. In this subcase J i = 0 (i = 1, . . . , m) and yBy = q(x) (see
(19), (21)). Thus
B = q(x) ln |y| + b(x, z1, . . . , zm)
and we can write Ii = ziBzi/(yBy) = zibzi/q(x) and b = q(x) ln
∏
|zj|
Ij + p(x) =
q(x)
∑
Ij ln |zj | + p(x) in accordance with Observation 3. The resulting function






+ p(x) (= f/y)
follows easily. The structural formulae (23) become
(28) dω = 0,







dωi = dx ∧ dB
i
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in this particular subcase and the system (22) is of the form
(29) ω = ω, ω = q(x) dx,











ωi = ωi, ωi = dzi/zi − B
i dx.
We obtain the transformation relations
(30) ω = ω ⇐⇒ q = q̄(ϕ)ϕ′,







= p̄(ϕ)ϕ′ − p,




for the differential equations y′ = f, y′ = f by inserting the relations x̄ = ϕ(x),
y = L(x)y, zi = Li(x)zi into (29), i = 1, . . . , m. 
4.3. Nonconstant invariants.
Let F = F (x, y, z1, . . . , zm) be an invariant (F = F ) and let all invariants be











ziFzi = Gi(F ) (i = 1, . . . , m).
Theorem 2. Let F = F (x, y, z1, . . . , zm) be a nonconstant invariant (F = F )
and let all invariants be functions of F only, Fy = 0. Then we have the following
possibilities.
(ι) J(F ) = 0,
f
y
= B = q(x)
(
ln |y| + Î(F ) +
∑
j∈J
Ij(F ) ln |zj |
)




ki ∈ R, j ∈ J if kj = 0. The invariance requirements become








Ij(F ) ln |Lj |
)
+ p̄(ϕ)ϕ′ − p, ωi = ωi
(i = 1, . . . , m; the parameters Bi are not specified).
(ιι)1 J(F )J









Ji(F ) + h(x), F = a(x) 6= 0
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with the invariance requirements






= h̄(ϕ)ϕ′ − h, ωi = ωi, i = 1, . . . , m
(the parameters Bi are not specified).


















ki , ki ∈ R (i = 1, . . . , m),
∑
k2i 6= 0, J
i(F ) = kiI(F ) for ki 6= 0,
j ∈ J if kj = 0. The invariance requirements this time become





L′/L = h̄(ϕ)ϕ′ − h, ωi = ωi, i = 1, . . . , m
(the parameters Bi are not specified).
P r o o f. We get
(32) F = a(x)|z1|




ki , ki ∈ R










J(F ), i.e., yBy = c(x, z1, . . . , zm)|y|
J(F )
and we have two subcases J(F ) = 0 and J(F ) 6= 0.
(ι) If J = 0 then
yBy = c(x, z1, . . . , zm) 6= 0







= J i(F ) (i = 1, . . . , m).
Moreover,


















J i(F ) = 0 (i = 1, . . . , m)
since the functions b, c, F are independent of y. The conditions J(F ) = 0, J i(F ) = 0
are equivalent to
(yBy)y = 0, (yBy)zi = 0 (i = 1, . . . , m), i.e.,
B = q(x) ln |y| + h(x, z1, . . . , zm), where
zihzi
q(x)
= Ii(F ) (i = 1, . . . , m).
Thus we get
(34) B = q(x)(ln |y| + Î(F ) +
∑
j∈J




ki , ki ∈ R) in accordance with Observation 4. The invariance
requirements become
(35) F = F , q = q̄(ϕ)ϕ′,
L′
L
= q(ln |L| +
∑
j∈J
Ij(F ) ln |Lj|) + p̄(ϕ)ϕ
′ − p,
ωi = ωi (i = 1, . . . , m).
(ιι) The condition (33) holds for J(F ) 6= 0 and












′(F )F ln |y|
(i = 1, . . . , m) since ziFzi = kiF in accordance with (32). We have two subcases
ki = 0 (i = 1, . . . , m) or J
′(F ) = 0, by virtue of Fy = cy = 0.
(ιι)1 In the first subcase c = p(x)|z1|
J1(F ) . . . |zm|

















Ji(F ) + h(x, z1, . . . , zm), F = a(x).



















Ji(F ) + h(x) =
f
y
, F = a(x)
with the invariance requirements






= h̄(ϕ)ϕ′ − h, ωi = ωi,
i = 1, . . . , m.
(ιι)2 We consider F = a(x)
∏
|zi|
ki , ki ∈ R (i = 1, . . . , m),
∑
k2i 6= 0 and (33),
yBy = c(x, z1, . . . , zm)|y|























c|y|J + h(x, z1, . . . , zm)
and







Then hzi = 0 (i = 1, . . . , m) with regard to Fy = 0 and equations (39) are solved in








Ij(F ) + h(x),
Î(F ) =
∫
(I(F )/F ) dF, Ij(F ) = kjI(F ) for kj 6= 0, j ∈ J if kj = 0. The invariance
requirements become





L′/L = h̄(ϕ)ϕ′ − h, ωi = ωi, i = 1, . . . , m.

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Theorem 3. Let F = F (x, y, z1, . . . , zm) be a nonconstant invariant (F = F )
and let all invariants be functions of F only, Fy 6= 0. Then
(ι) F = a(x)y
∏
|zi|
ki , ki ∈ R and a = ā(ϕ)L
∏
|Li|




ki and the transformation (2).
(ιι) B = A(F )q(x)
∏
|zi|
ri + p(x) holds for ri ∈ R and nonzero functions p(x), q(x).
(ιιι) The symmetry equivalence problem (relations (16)–(18)) is expressed by f = yB





L′ = (p̄(ϕ)ϕ′ − p)L,
L′i = (B
iϕ′ − Bi)Li;
parameters Bi are not specified, i = 1, . . . , m.
P r o o f. Now we consider the conditions (31) with Fy 6= 0.We get dF/G0(F ) =
dy/y, i.e., H0(F ) = ln |C(x, z1, . . . , zm)y| and a new invariant F := C(x, z1, . . . , zm)y








= kiC, ki ∈ R, i = 1, . . . , m.
For every i ∈ {1, . . . , m}, the function Gi(F ) = k
iF is linear because the left hand
side ziCzi of the equation is independent of y. Solving the equations (42) we obtain
C(x, z1, . . . , zm) = a(x)|z1|




ki in accordance with Observa-
tion 1, hence
(43) F = F (x, y, z1, . . . , zm) = a(x)y|z1|





ki ∈ R (i = 1, . . . , m), a(x) being an arbitrary nonzero function.




















(44) yBy = G(F )c̃(x, z1, . . . , zm)
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where c̃(x, z1, . . . , zm) is an integrating factor and
(45) J(F ) =
G′(F )F
G(F )














= kiJ(F ) +
zic̃zi
c̃
= J i(F )






= J̃ i(F ) = ri ∈ R, i = 1, . . . , m
(the left-hand side is independent of y, thus (J̃ i)′(F ) = 0) and
(46) c̃(x, z1, . . . , zm) = q(x)|z1|




ri , ri ∈ R (i = 1, . . . , m)
with an arbitrary nonzero function q(x) in accordance with Observation 1 and the
assumption yBy 6= 0. We get
(47) B = B(x, y, z1, . . . , zm) = R(F )c̃ + b = R(F )q(x)
∏
|zi|
ri + b(x, z1, . . . , zm)

















ri = Îi(F )c̃(x, z1, . . . , zm) = sic̃
(i = 1, . . . , m) where Ĩi(F ) = (I(F ) − ki)G(F ) − riR(F ), the left-hand side is inde-
pendent of y and Fy 6= 0. A solution of the system (48) is
b = b(x, z1, . . . , zm) = kc̃ + p(x), k ∈ R− {0}
with an arbitrary function p(x) according to Observation 2. Then











A(F ) = R(F ) + k.
We express the invariants Ii, J , J i in terms of the invariant F :
Ii = ki +
A(F )
A′(F )F








+ 1 = J(F ),(51)
J i = kiJ(F ) + ri = J
i(F ),



































= J i − JIi
(i = 1, . . . , m) by virtue of (45), (51). 
4.4. A generalization.
Theorem 4. For arbitrary p ∈ N = {1, 2, . . .} fixed, let
F j = F j(x, y, z1, . . . , zm) = aj(x)y|z1|
k
j







(where kji ∈ R, i = 1, . . . , m, aj(x) are arbitrary nonzero functions, j = 1, . . . , p) be
functionally independent invariants (F j = F j , j = 1, . . . , p) and let all invariants be
of the form G(F 1, . . . , F p). Then
(ι) aj = āj(x)L|L1|
k
j
1 . . . |Lm|






transformation (2), i = 1, . . . , m, j = 1, . . . , p.
(ιι) B = A(F 1, . . . , F p)q(x)
∏
|zi|
ri + p(x) is satisfied for ri ∈ R and arbitrary
nonzero functions A(F 1, . . . , F p), p(x), q(x), i = 1, . . . , m.
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(ιιι) The symmetry equivalence problem (relations (16)–(18)) is expressed by f =





L′ = (p̄(ϕ)ϕ′ − p)L,
L′i = (B
iϕ′ − Bi)Li;
the parameters Bi are not specified, i = 1, . . . , m.
P r o o f. The assertion follows for p = 1 from Theorems 2, 3. We consider
only the case Fy 6= 0. For an arbitrary fixed p ∈ {2, . . .} there exist functionally
independent invariants
(52) F j = F j(x, y, z1, . . . , zm) = aj(x)y|z1|
k
j


















G(F 1, . . . , F p) =
∑
GF j F
j = G̃(F 1, . . . , F p), zi
∂
∂zi
G(F 1, . . . , F p)
=
∑
kji GF j F
j ,
i being fixed, for every function G(F 1, . . . , F p) with partial derivatives GF j .
Let all invariants be of the form G(F 1, . . . , F p). The invariant J satisfies J =
(yBy)y/By = J(F









J̃(F 1, . . . , F p)






(55) yBy = G(F
1, . . . , F p)c̃(x, z1, . . . , zm)

































= J i(F 1, . . . , F p)
are functions of the invariants F 1, . . . , F p. Then
zic̃zi/c̃ = J̃







J̃ iF j F
j
because the left-hand side of zic̃zi/c̃ is independent of y. Thus (J̃
i)′(F j) = 0 (j =
1, . . . , p) since F 1, . . . , F p are functionally independent invariants. The solution of
the equations
zic̃zi/c̃ = ri ∈ R, i = 1, . . . , m
is of the form
(57) c̃(x, z1, . . . , zm) = q(x)|z1|




ri , ri ∈ R (i = 1, . . . , m)
with an arbitrary function q(x) in accordance with Observation 1. We get
B = B(x, y, z1, . . . , zm) = R(F
1, . . . , F p)c̃ + b(58)
= R(F 1, . . . , F p)q(x)
∏
|zi|
ri + b(x, z1, . . . , zm)
with






j , GF j =
∑
RF jF lF
l + RF j
by using (55)–(57).
















kji RF j F
j/G + riR/G +
zibzi
yBy
= Ii(F 1, . . . , F p)
(i = 1, . . . , m) where
(61) zibzi = yByĨ
i(F 1, . . . , F p) = ĨiGc̃ = Îi(F 1, . . . , F p)c̃ = sic̃, si ∈ R− {0},
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i = 1, . . . , m (the left-hand side is independent of y and F 1, . . . , F p are functionally
independent). A solution of the system (61) is of the form
(62) b(x, z1, . . . , zm) = kc̃ + p(x) (k = const. 6= 0)
with an arbitrary function p(x) due to Observation 2. We have
(63) B = A(F 1, . . . , F p)c̃ + p(x) = A(F 1, . . . , F p)c̃ + p(x)










(65) A(F 1, . . . , F p) = R(F 1, . . . , F p) + k
owing to (58), (62).
We express the invariants Ii, J, J i in terms of the invariants F 1, . . . , F p:























kji RF j F
j ,
















kji RF j F




kji RF jF lF
jF l
and at the same time




kji GF j F




kji RF j F
j
= ri(1 − JA/G) +
∑




in accordance with (56), (59). 
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5. Main results—the determined system
Suppose Bi = Bi(x, y, z1, . . . , zm) are certain given functions (and not uncertain
parameters), then the Pfaffian system ωi = 0 provides the differential equations
z′i = ziBi(x, y, z1, . . . , zm) for the functions z1, . . . , zm and altogether we deal with
transformations of the determined system
y′ = f, z′i = ziBi (i = 1, . . . , m).
The results drastically change since we obtain also the invariants
(66) M i =
Biy
By





, j = 1, . . . , m, i ∈ {1, . . . , m} being fixed,
by using the exterior derivatives
(67) dωi = dx ∧ dB
i = ω ∧ (M iω0 +
∑
N j(i)ωj)
and the equalities dωi = dωi, i ∈ {1, . . . , m}. Then
d2ωj =
(
Jω0 ∧ ω +
∑










dM j ∧ ω0 +
∑
dN i(j) ∧ ωi
)
∧ ω = 0













= J iNk(j) − JkN i(j),
i, k ∈ {1, . . . , m}, j ∈ {1, . . . , m} being fixed.
Theorem 5. Let all invariants be constant. Then:














(b(x), bi(x) are arbitrary functions) and the symmetry equivalence problem (relations




JIj , L′/L = b̄(ϕ)ϕ′ − b, L′i/Li = b̄i(ϕ)ϕ
′ − bi.
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This symmetry subcase is governed by the (m + 2)-parameter Lie-group













Y = ln |y| −
∫
b(x) dx, Zi = ln |zi| −
∫
bi(x) dx (i = 1, . . . , m).





Ij ln |zj |
)




Ij ln |zj |
)
+ pi(x)
(p(x), pi(x) are arbitrary functions) and the symmetry equivalence problem (relations








Ij ln |Lj |
)







′ − pi − M
i(p̄(ϕ)ϕ′ − p), i = 1, . . . , m.
P r o o f. The assertions of Theorem 1 are fulfiled and, moreover, Bi =
Bi(x, y, z1, . . . , zm). For constant invariants
(69) J, Ii, J i = JIi, M i =
Biy
By





, i, j = 1, . . . , m,
relations (68) are equivalent to
(70) N i(j) = IiM j, i, j = 1, . . . , m
and J = J , Ii = Ii M i = M i are the same constants (i = 1, . . . , m).










































Ji + b(x) (= f/y).
Moreover, Biy = M
iBy (i ∈ {1, . . . , m} being fixed) gives
Bi = M iB + b̃i(x, z1, . . . , zm)














(N j(i) − M iIj)yBy = 0 by virtue of (69). Hence b̃
i = b̃i(x) and






JIj + bi(x) (bi(x) = M
ib(x)+ b̃i(x)).
All forms ω, ω0, ωi are determined through functions B, B
i and we are passing to
the structural formulae (71). We introduce forms η0 = Jω0 + ω, ηi = M
iω0 − ωi;
then dη0 = dηi = 0, therefore η0, ηi are total differentials and the system (22) can
be replaced by the simpler system




η0 = η0, η0 = J(dy/y − b(x) dx),
ηi = ηi, ηi = M
i(dy/y − b(x) dx) − (dzi/zi − bi(x) dx).
We obtain the transformation relations
(75)




η0 = η0 ⇐⇒ L
′/L = b̄(ϕ)ϕ′ − b,




for differential equations y′ = f, y′ = f by inserting the transformation relations
x̄ = ϕ(x), y = L(x)y, zi = Li(x)zi to (74), i = 1, . . . , m. Moreover, the relations (74)
can be drastically simplified into the system
(76) η0 = η0 ⇔ dY = J dY ⇔ Y = Y + c0 (c0 ∈ R),
ηi = ηi ⇔ M
i dY − dzi = M
i dY − dZi ⇔ Zi = Zi + ci (ci ∈ R),

















Jjbj(x)) dx dx, Y = ln |y|−
∫




(i = 1, . . . , m). So the higher symmetry subcase (with constant invariants) is gov-
erned by the (m + 2)-parameter Lie-group (76).
(ιι) Subcase J = 0. In this subcase J i = 0 (i = 1, . . . , m) and the resulting function
is




Ij ln |zj |
)
+ p(x) (= f/y).
We can find factors Bi in terms of constants M i, N j(i) (i, j ∈ {1, . . . , m}). First,
Bi = q(x) ln |y|M
i
+ bi(x, z1, . . . .zm)
is a solution of the equation Biy = M
iBy = M











= IjM iq(x) (= N j(i)yBy) and from Observation 3. As
a result we have
(78) Bi = q(x)
(
M i ln |y| +
∑
IjM i ln |zj |
)
+ pi(x)
where pi(x) are arbitrary functions, i = 1, . . . , m. The structural formulae (71) be-
come
(79) dω = 0,














in this subcase. We introduce forms ηi = ωi − M
iω0; then dηi = 0, ηi are total
differentials and the system (22) is replaced by the system
(80) ω = ω, ω = q(x) dx,











ηi = ηi, ηi = (dzi/zi − pi(x) dx) − M
i(dy/y − p(x) dx).
We obtain the transformation relations
(81) ω = ω ⇐⇒ q = q̄(ϕ)ϕ′,





Ij ln |Lj |
)
= p̄(ϕ)ϕ′ − p,




′ − pi − M
i(p̄(ϕ)ϕ′ − p)
for differential equations y′ = f, y′ = f by inserting the relations x̄ = ϕ(x), y =
L(x)y, zi = Li(x)zi into (80), i = 1, . . . , m. The assertion is proved. 
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Corollary 1. Let us assume Theorem 2 holds for the determined case. For every
i ∈ {1, 2, . . . , m}, the corresponding function Bi(x, y, z1, . . . , zm) and the invariance
requirement ωi = ωi are given as follows:
(ι) For J(F ) = 0, there exists N i(F ) such that N j(i)(F ) = kjN
i(F ) for kj 6= 0,
Bi = q(x)
(
M i ln |y| + N̂ i(F ) +
∑
j∈J
N j(i)(F ) ln |zj |
)
+ pi(x)
whereM i(F ) ≡ M i = const., F = a(x)
∏
|zi|
ki (ki ∈ R), j ∈ J if kj = 0.Moreover,
ωi = ωi is equivalent to
L′i/Li = q
(
M i ln |L| +
∑
j∈J




(ιι)1 For J(F ) 6= 0,






Ji(F ) + hi(x), F = a(x) 6= 0
with the invariance requirement
L′i/Li = h̄i(ϕ)ϕ
′ − hi.
The invariants are connected by J(F )N j(i)(F ) = Jj(F )M i(F ).
(ιι)2 For J(F ) ≡ J = const. 6= 0,







Jj(F ) + hi(x) (K




ki (ki ∈ R), j ∈ J if kj = 0. Moreover, ωi = ωi is equivalent to
L′i/Li = h̄i(ϕ)ϕ
′ − hi.





= N j(i)yBy, j = 1, . . . , m, i ∈ {1, . . . , m} being fixed.
(ι) We have ziFzi = kiF, Fy = 0 and yBy = q(x) according to (ι) of Theorem 2.
Then Biy = M




= q(x)(M i(F ))′kjF ln |y| + zjα
i
zj
= q(x)N j(i) and M i(F ) ≡ M i = const. be-
cause Fy = 0. There exists N
i(F ) such that N j(i) = kjN
i(F ) for j with kj 6= 0 and
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Bi = q(x)(M i ln |y|+N̂ i(F )+
∑
j∈J
N j(i)(F ) ln |zj |)+pi(x), N
i(F ) =
∫
(N i(F )/F ) dF
in accordance with Observation 4. The equivalent requirement ωi = ωi is equiva-
lent to L′i/Li = B
i(ϕ)ϕ′ − Bi, i.e., L
′
i/Li = q(M
i ln |L| +
∑
j∈J
N j(i)(F ) ln |Lj|) +
p̄i(ϕ)ϕ
′ − pi.












Ji(F ) + hi(x, z1, . . . , zm) by using
Biy = M






Ji(F )(N j(i)(F )−M i(F )J i(F )
1
J(F ) ) = 0 because the left-hand side is independent of y, i.e., h
i(x, z1, . . . , zm) =
hi(x) and ω
i = ω̂i is equivalent to L′i/Li = h̄i(ϕ)ϕ
′ − hi due to the equivalent












hi(x, z1, . . . , zm), K






Jj(F ) + h(x)
in a way analogous to (ι). Then zjh
i
zj
















(F ))zj ) = 0, hence h
i(x, z1, . . . , zm) = hi(x) because h
i(x,
z1, . . . , zm) is independent of y. The invariance requirement ω












Jj(F ) − p) + h̄i(ϕ)ϕ
′ − hi and
L′i/Li = h̄i(ϕ)ϕ





Jj(F ) in (ιι)2 of Theorem 2. 
Corollary 2. Let us assume Theorem 3 holds for the determined case. For every
i ∈ {1, 2, . . . , m}, the corresponding function Bi(x, y, z1, . . . , zm) and the invariance
requirement ωi = ωi in (ιιι) are given by
Bi = K(F )q(x)
∏
|zi|
ri + pi(x), where K(F ) =
∫
A′(F )M i(F ) dF,
L′i = (p̄i(ϕ)ϕ
′ − pi)Li.
P r o o f. The proof is similar to the above. We analyze the conditions Biy =
M i(F )By , zjB
i
zj




ki , ki ∈ R, B = A(F )q(x)
∏
|zi|
ri + p(x) and L′i = (B
iϕ′ − Bi)Li. 
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6. Differential equations with m deviations
For x ∈ i ⊂ R, x̄ ∈ j ⊂ R we consider equations
y′(x) = f(x, y(x), y(ξ1(x)), . . . , y(ξm(x))),(82)
y′(x̄) = f(x̄, y(x̄), y(ξ̄1(x̄)), . . . , y(ξ̄m(x̄))).(83)
We suppose that ξi(x) 6= x, ξj(x) 6= ξi(x) on i for j 6= i, i, j ∈ {1. . . . , m} and
analogously for the deviations ξ̄i on j.
We say that (82) is globally transformable into (83) if there exist two functions ϕ, L
such that the function L is of the class C1(i) and is nonvanishing on i, the function
ϕ is a C1 diffeomorphism of the interval i onto j and the function y(x̄) = y(ϕ(x)) =
L(x)y(x) is a solution of (83) whenever y(x) is a solution of (82). Then (1) is called
a global transformation (of (82) into (83)). If (82) is globally transformable into
(83), then ξ̄i(x̄) = ξ̄i(ϕ(x)) = ϕ(ξi(x)) is satisfied on i for some choice of deviations
ξi, ξ̄i; i = 1, 2, . . . , m (see (6)) and we say that (82),(83) are equivalent equations.
6.1. An illustrative example of global transformations. Choosing
(84) A(F 1, . . . , F p) =
∑











sj , sj ∈ R− {0}























with the invariance requirements








i , L′ = (p̄(ϕ)ϕ′ − p)L, L′i = (B
iϕ′ − Bi)Li,








i sj + ri, i = 1, . . . , m, j = 1, . . . , p. Then any












(for zi(x) = y(ξi(x)), x ∈ i ⊂ D(ϕ) ⊂ R) with deviating arguments ξ1, . . . , ξm is













(for zi(x̄) = y(ξ̄i(x̄)), x̄ ∈ j ⊂ R) with deviations ξ̄1, . . . , ξ̄m by means of transforma-
tion (2)
x̄ = ϕ(x), y = y(ϕ(x)) = L(x)y(x),(89)
zi = y(ξ̄i(x̄)) = y(ξ̄i(ϕ(x))) = y(ϕ(ξi(x))) = L(ξi(x))y(ξi(x)) = Lizi
(i = 1, . . . , m) if and only if (1) is a global transformation and the relations (86),
(89) are satisfied. This statement follows from

















































and (89). (The last invariance condition L′i = (B
iϕ′ − Bi)Li is always satisfied.)
Conjecture 1. Let (1) be a global transformation of (87) into (88). Then
(87), (88) are equivalent equations if and only if
ξ̄j(x̄) = ξ̄j(ϕ(x)) = ϕ(ξj(x))









i , L′ = (p̄(ϕ)ϕ′ − p)L
(i, j = 1, . . . , m) on the interval i.
The symmetry equivalence problem for the equations (82), (83) and transformation
(2) is solved in [18] by means of functional equations under the restricting conditions
(90) ϕ′ = g(x, ϕ, M, M1, . . . , Mm), M
′ = h(x, ϕ, M, M1, . . . , Mm),
(M = M(x) = 1/L(x), Mi = Mi(x) = 1/Li(x) = 1/L(ξi(x)), i = 1, . . . , m) in the
class of point-continuous functions. The problem is resolved (see [18], Theorem 3)
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by means of functions











h(x, ϕ, M, M1, . . . , Mm) = (p(x) − p̄(ϕ)g(x, ϕ, M, M1, . . . , Mm))M(93)
(j = 1, . . . , p, i = 1, . . . , m) where functions bj , δij are continuous solutions of
Cauchy’s power equation of the form g(xy) = g(x)g(y), g : R∗ → R, R∗ = R− {0}.
The general solutions of Cauchy’s power equation in the class of functions continu-
ous at a point are given by g(x) = 0, g(x) = xc, g(x) = |x|c sgnx, c ∈ R being an
arbitrary constant (see Aczél [1]). In our exposition,
(94) bj(y) = y|y|
l
j
0 , δij(zi) = |zi|
l
j
i , i = 1, . . . , m, j = 1, . . . , p
are solutions of Cauchy’s power equation. Substituting (90) and (94) into (91)-(93)
we get (85), (86)1,2 and Conjecture 1 can be applied to this exposition.
Remark 4. All results given in Theorems 1–3, Corollary 1 and 2 may be expressed
in terms of the global transformations in a similar way. We need to guarantee the
definition properties of global transformation (1) together with the commutativity
requirements ξ̄i(ϕ(x)) = ϕ(ξi(x)), i = 1, . . . , m. The invariance requirements are the
same both in the local and global approaches.
Acknowledgement. This research has been conducted at the Department of
Mathematics as part of the research project CEZ: Progressive reliable and durable
structures, MSM 0021630519
References
[1] J.Aczél: Lectures on Functional Equations and Their Applications. Academic Press,
New York, 1966.
[2] A.Awane and M.Goze: Pfaffian Systems, k-symplectic Systems. Kluwer Academic Pub-
lischers (Dordrecht-Boston-London), 2000.
[3] R.Bryant, S. S. Chern, H.Goldschmidt and P.A.Griffiths: Exterior Differential Sys-
tems. Mat. Sci. Res. Inst. Publ. 18, Springer-Verlag, 1991.
[4] E.Cartan: Les systémes différentiels extérieurs et leurs applications géometriques. Act.
Scient. et Ind. 994 (1945).
[5] E.Cartan: Sur la structure des groupes infinis de transformations. Ann. Ec. Norm. 3-e se-
rie, t. XXI (1904), 153–206; , (also Oeuvres Complètes, Partie II, Vol 2, Gauthier-Villars,
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