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Abstract1
This sequel is concerned with the analysis of robust synchronization for a multi-weighted2
complex structure on fractional-order coupled neural networks (MWCFCNNs) with linear3
coupling delays via state feedback controller. Firstly, by means of fractional order com-4
parison principle, suitable Lyapunov method, Kronecker product technique, some famous5
inequality techniques about fractional order calculus and the basis of interval parameter6
method, two improved robust asymptotical synchronization analysis, both algebraic method7
and LMI method, respectively are established via state feedback controller. Secondly, when8
the parameter uncertainties are ignored, several synchronization criterion are also given to9
ensure the global asymptotical synchronization of considered MWCFCNNs. Moreover, two10
type of special cases for global asymptotical synchronization MWCFCNNs with and without11
linear coupling delays, respectively are investigated. Ultimately, the accuracy and feasibil-12
ity of obtained synchronization criteria are supported by the given two numerical computer13
simulations.14
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1 Introduction17
Nowadays, differential equations and dynamical networks have received great attention from18
many researchers as a result of their potential application in different fields which include19
biology [1–3], physics [4,5], engineering [6,7], mathematics [8,9], information technology20
and so forth [10,11]. Especially, synchronization of complex networks dynamical behaviors21
has become a heat research and it plays an immense role to mathematical modeling of the22
real world objects like social networks, global economic markets, disease network modeling,23
food web, power grid, WWW and so on, and some excellent results have been paid in more24
as of late, see e.g [12–17] and references in that. In [18] Lin et al. applied a decomposing25
matrix method to analyze the delayed complex networks under asymmetric coupling. Rui26
et al. [19] investigated the pinning synchronization of delayed complex networks by Taylor27
expansion. In [20], Yi et al. has delivered intermittent control with non-period based expo-28
nential synchronization problem of complex networks with time delays under non-linear29
coupling.30
As is known to every one of, every network in real-world objects can be modeled by31
multiple weighted complex network dynamics, for instance, transportation networks, com-32
plex biological neural networks, public traffic networks, communication networks and so33
on. For example, we are contacting with friends via specific channels together with Gmail,34
Whatsapp, Facebook, Instagram, letters, mobile phone and so on, and every way of con-35
tact strategy depicts for various coupling. In this circumstance, social media networks can36
be modeled by more than one or multiple weights. Therefore, the investigation of complex37
dynamical networks with multi weights is necessary and intriguing issues. In recent years,38
synchronization analysis has always been a hot research topic in identical network systems,39
especially complex networks, neural networks and Boolean control networks [17,21–24],40
and many applications have been found in different areas. Nowadays, the investigation of the41
synchronization analysis of multi-weighted complex dynamical networks have been received42
much attention, for example [25–28]. In [27], Shui-Han et al. presented a finite-time syn-43
chronization criteria for multiple weighted complex dynamical with coupling delays and44
switching topology by using Dini derivative method and linear feedback control strategy. In45
[28], the authors developed the adaptive control strategies to achieve the H∞ synchronization46
for multiple weighted complex dynamical networks via Lyapunov method and some famous47
inequality techniques.48
Nowadays, the research on fractional-order delayed dynamical systems brought about49
numerous fruitful achievements due to the fact a few scholars and researchers were con-50
tributed to this area [29–31]. In the application perspective, fractional order calculus is51
applied in many fields, for instance epidemic models [32], control theory [33], biological52
models [34] and so on. On the other hand, the dynamical investigation of networks models53
with time delays have been gained more and more attention, recently, a variety of time delays54
have been considered in the study of various networks models [35–38]. In reality, many55
real-world systems need to be described with the aid of fractional order models because of56
the fact dynamics of fractional-order models are more correct than integer-order models. In57
plentiful applications, time delays are inevitable in realistic system designs, for example,58
complex networks, neural networks, echo cancelation, local loop equalization, multi path59
propagation in mobile communication, array signal processing, congestion analysis and con-60
trol in high-speed networks and long transmission line in pneumatic systems. In recent years,61
fractional order complex dynamical networks (FOCNNs) with time delays has turned into62
a hot research topic because it has been utilized in different areas like metabolic systems,63
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communication networks, global economic markets, and so on, and lots of remarkable out-64
comes about FOCNNs have been devoted in recent literature, as an instance [13,39–41]. In65
[42], we have to investigate the synchronization in finite time criteria for FOCNNs by hybrid66
control approach. In [43], the authors have demonstrated the pinning synchronization criteria67
for FOCNNs by fractional Proportional-Integral control. By utilizing the LaSalle invariance68
principle, the issues of outer synchronization criteria for FOCNNs was studied in [44].69
Coupled neural networks (CNN), which is an extension of complex networks have attracted70
growing attention among numerous fields, together with secure communications, nonlinear71
optimization problems, image processing, and parallel computation, and it is the most pow-72
erful tool to analyze the passivity [45–47] and synchronization [22,48–50] of coupled neural73
networks. For example, the authors in [51] analyzed the pinning control for leader-following74
bipartite synchronization of CNN by M-matrix method and reciprocally convex approach. In75
[52], Shanrong et al. has deliberated pinning passivity analysis for different dimensional based76
CNN by some inequality techniques. The authors in [53] presented the complex structure on77
exponential synchronization criteria for delayed CNNs with stochastic perturbations by using78
the combination of combining the Lyapunov method with Kirchhoff’s matrix-tree theorem79
and impulsive control method. Unfortunately, there are few results targeted on synchroniza-80
tion problem of fractional order coupled neural networks (FOCNNs), see Refs. [54,55]. For81
example, by using the well-known fractional order comparison theorem for a single delay,82
multi-quasi synchronization of FOCNNs with single weights was studied by novel pinning83
impulsive control strategies and also discussed the effect of coupling delays and pinning84
control matrix in [54]. In [55], Zhang et al. dealt with the issues of Riemann–Liouville sense85
synchronization stability criteria of single weighted complex structure on FOCNNs under86
linear coupling delays by applying LMI method and Lyapunov approach. Besides, in the87
natural implementation of the network model, the parameter uncertain factors are inevitable88
and it leads to breaking the synchronization performance of complex dynamical networks.89
Recently, the author have taken the uncertain parameter into the account of FOCNNs and90
some sufficient conditions have been established for pinning synchronization and robust91
pinning synchronization by using Kronecker product and Lyapunov functions [56].92
In the meantime, it has been discovered that neural network with multi-weights reveals93
the more complex structure and unpredictable behaviors than a network with a single weight,94
which can substantially increase the applications of a neural network. For instance in [57], the95
authors gave some exponential synchronization criteria for integer order CNNs with multi96
weights by means of aperiodically pinning intermittent control method. In [58], by using97
some inequality scaling skills and Lyapunov–Krasovskii functionals, the author investigated98
about the finite time synchronization and finite time passivity criteria for multiple delayed99
CNNs with reaction-diffusion terms and coupling delays. Kronecker product technique and100
fractional order multiple delayed comparison principle are adopted to deal with the robust101
synchronization of single delayed FOCNNs with uncertain parameters by pinning control in102
[56]. Motivated by the above discussion, we try to explore firstly the robust synchronization of103
multi-weighted complex structure on fractional order coupled neural networks under linear104
coupling delays. However, the handling of multiple-weights complex structure, coupling105
delays and uncertain parameters are main challenge in this proposed research fields, there106
are no works not yet addressed in the same fields.107
The crucial novelty of this work is highlighted in the following aspects:108
1. Multi-weights, linear coupling delay term, and parameter uncertainty, are taking into109
consideration, robust asymptotical synchronization analysis for a class of FOCNNs with110
multiple delays are introduced.111
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2. By means of Kronecker product technique and robust analysis scaling skills, a new brand112
of novel sufficient conditions with respect to FOCNNs are derived in form of both LMI113
and algebraic method, respectively by the state feedback controller.114
3. As some special cases of proposed results, we also investigate the asymptotical syn-115
chronization for multi-weighted FOCNNs without parameter uncertainties, and some116
enhanced synchronization criteria have been derived for the problem of fractional order117
complex dynamical networks and fractional order neural network results.118
4. Moreover, the present results in this paper are valid for single weighted FOCNNs and119
integer order coupled neural networks both single weight and multiple weights, respec-120
tively.121
5. The conditions of the global asymptotic synchronization are deduced in term of LMI, and122
check the feasibility of obtaining results by using the LMI MATLAB control toolbox.123
The rest of this proposed work is well organized as follows. In Sect. 2, basic definition124
and preliminaries are given including the problem statement will be addressed. A valid state125
feedback control scheme is designed and new conditions for robust synchronization are126
demonstrated in Sect. 3. Section 4 demonstrates our FOCNNs with multiple weight results127
with two computer simulations. At last, Sect. 5 ends with conclusions.128
2 Preliminaries and Problem Statement129
Notations In this article, N represents the space of natural numbers from 1 to n, Rn represents130
the space of n-D Euclidean space, respectively, and Rn×n stands for a set of all n × n real131
matrices. For z(t) = (z1(t), . . . , zn(t))T ∈ Rn , ‖z‖ ∈ Rn is denoted as arbitrary norm,132









|zq(t)|p, p = 1, 2.134
In this part, some basic knowledge of definitions, useful lemma’s and problem statement will135
be given.136
2.1 Basic Tools137
Definition 2.1 [59] The Riemann–Liouville fractional integral order γ for a function z on138






(t − χ)γ−1z(χ) dχ,140
where γ ∈ R+.141
Definition 2.2 [59] The Caputo type fractional-order derivative with order γ for a function142











, if γ = n.144
where γ ∈ R+, n ∈ Z+.145
123








Multi-weighted Complex Structure on Fractional Order…






(γ l + ϑ)147
where γ, ϑ ∈ R+, z ∈ C.148
Lemma 2.4 [60] Let y(t) ∈ Rn be continuously derivable function and the positive definite149
matrix M ∈ Rn×n, the following inequality holds:150
Dγt0,t y
T (t)My(t) ≤ 2yT (t)M{Dγt0,t y(t)}, γ ∈ (0, 1).151
Lemma 2.5 [61] Let ε ∈ R, ϒ, , 	, 
 be matrices with suitable dimensions. Then the152
properties of Kronecker product is given by:153
(1). (ε	)⊗
 = 	⊗ (ε
);154
(2). (	+
)⊗ ϒ = (	⊗ ϒ)+ (
 ⊗ ϒ);155
(3). (	⊗
)T = (	T ⊗
T );156
(4). (	⊗
)(ϒ ⊗) = (	ϒ ⊗
).157
Lemma 2.6 [62] Consider the fractional order differential inequality with time delays as158
follows:159
{
Dγ H(t) ≤ −ζH(t)+ ςH(t − μ1)+ ηH(t − μ2), 0 < γ ≤ 1,
H(χ) = ĥ(χ), χ ∈ [−μ̂ = − max{μ1, μ2}, 0]. (1)160





has no purely imaginary roots for any μ1, μ2 > 0, then the zero solution of system (1) is162







ς11 + η11 − ζ11 ς12 + η12 − ζ12 · · · ς1n + η1n − ζ1n


















sγ − e−μ1ς11 − e−μ2η11 + ζ11 · · · −e−μ1ς1n − e−μ2η1n + ζ1n











Lemma 2.7 [62] If the characteristic equation i.e.,sγ − ςe−μ1 − ηe−μ2 + ζ , of (1) has no166
pure imaginary roots for any μ1, μ2 > 0, and ς + η − ζ > 0, then the zero solution of167
system (1) is Lyapunov asymptotically stable.168
Lemma 2.8 [62] Consider the fractional order differential inequality with multiple time169
delays as follows:170
{
Dγ H(t) ≤ −ζH(t)+ ςH(t − μ1)+ ηH(t − μ2), 0 < γ ≤ 1,
H(χ) = ĥ(χ), χ ∈ [−μ̂ = − max{μ1, μ2}, 0]. (4)171
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and the linear fractional order differential inequality with multiple time delays172
{
Dγ E(t) ≤ −ζ E(t)+ ςE(t − μ1)+ ηE(t − μ2), 0 < γ ≤ 1,
E(χ) = ĥ(χ), χ ∈ [−μ̂ = − max{μ1, μ2}, 0], (5)173
where H(t) and E(t) are continuous and non negative in [0,+∞), and ĥ(t) ≥ 0, t ∈174
[− max{μ1, μ2}, 0]. If ζ, ς and η > 0, then H(t) ≤ E(t) ∀ t ∈ [0,+∞).175
Lemma 2.9 [63] For any vectors ε1, ε2 ∈ Rn, one constant μ > 0 and any positive definite176
matrix 0 < M ∈ Rn×n, the following relationship holds:177
2εT1 ε2 ≤ μεT1 Mε1 + μ−1εT2 M−1ε2.178
Lemma 2.10 [64] If y(t) is the continuously derivable function, the following relationship179
true almost everywhere:180
Dγ |y(t)| ≤ sgn(y(t))Dγ y(t), 0 < γ < 1.181
2.2 Problem Statement182
Consider the following multi-weighted complex structure on fractional-order coupled neural183
networks (MWCFCNNs) with linear coupling delay and uncertain parameter described by:184
Dγ zk(t) = −Pzk(t)+ Qg
(
zk(t)










































klϒx zl(t − μ2), (6)189
where k = 1, 2, . . . , N , N is the total number of nodes in the networks, zk(t) =190
(
zk1(t), . . . , zkn(t)
)T
stands for the state of the k-th neuron at time t ; P = diag{p1, . . . , pn}191
with pi > 0, (i ∈ N) signifies the weight of self feedback connection; Q = (qkl)n×n and192
R = (rkl)n×n are the connection strengths of the l-th neuron on k-th neuron;μ1 > 0 andμ2 >193
0 stands for the positive and constant delays; g(zk(t)) =
(
g1(zk1(t)), . . . , gn(zkn(t))
)T
and194
h(zk(t − μ1)) =
(
h1(zk1(t − μ1)), . . . , hn(zkn(t − μ1))
)T
represents the activation func-195
tion of the neurons at time t and t − μ1, respectively; 0 < α j , 0 < β j , ( j = 1, 2, . . . , x)196
denotes the coupling strengths of the j th coupling form;  j = diag{ j1, . . . ,  jn} > 0197
and ϒ j = diag{ϒ j1, . . . , ϒ jn} > 0, ( j = 1, 2, . . . , x) are inner linking strengths of the198
j th coupling form, respectively; V j = (V jkl
)
N×N and W
j = (W jkl
)
N×N are the coupling199
configuration matrix of the j th coupling form, in which V jkl and W
j
kl are described by the200
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kl , k = 1, 2, . . . , N , j = 1, 2, . . . , x
V jkl (k 	= l) > 0, if node k and l are linked of the j th coupling form











kl , k = 1, 2, . . . , N , j = 1, 2, . . . , x
W jkl (k 	= l) > 0, if node k and l are linked of the j th coupling form
W jkl (k 	= l) = 0, otherwise.
203
In practical systems, many uncertain factors occur and it also affects the synchro-204
nization performance of complex dynamical networks. In this work, the parameters205
α j , β j , Q, R,  j , ϒ j , V j , W j change in some given precision, which is interval-206
ized as following ranges:207
αI :=
{

















Q = (qkl)n×n : Q ≤ Q ≤ Q, 0 < qkl ≤ qkl ≤ qkl , k = 1, 2, . . . , n,211





R = (rkl)n×n : R ≤ R ≤ R, 0 < rkl ≤ rkl ≤ rkl , k = 1, 2, . . . , n,213





 j = diag(λ jk ) :  j ≤  j ≤  j , 0 < λ jk ≤ λ jk ≤ λ jk , j = 1, 2, . . . , x,215





ϒ j = diag(υ jk ) : ϒ j ≤ ϒ j ≤ ϒ j , 0 < υ jk ≤ υ jk ≤ υ jk , j = 1, 2, . . . , x,217





V j = (V jkl)N×N : V j ≤ V j ≤ V
j
, 0 < V jkl ≤ V jkl ≤ V
j
kl , k 	= l,219





W j = (W jkl)N×N : W j ≤ W j ≤ W
j
, 0 < W jkl ≤ W jkl ≤ W
j
kl , k 	= l,221
j = 1, 2, . . . , x, k = 1, 2, . . . , N , l = 1, 2, . . . , N , W j ∈ WI
}
; (7)222
Let z̃(t) = 1N
∑N
k=1 zk(t). Then, one gets223








































































































































































































kl = 0, j =236
1, 2, . . . , x, l = 1, 2, . . . , N .237
238










, k = 1, 2, . . . , N . (9)240
Then, we have241
Dγ zk(t) = −Pzk(t)+ Qg
(
zk(t)





























































The error vector yk(t) = zk(t)− 1N
∑N
k=1 zk(t) is given by:247






















































































Remark 2.11 To the best of author’s knowledge, many real-world objects can be depicted255
by multiple coupling strengths of complex dynamical behaviors. Unfortunately, there are no256
results paid to be investigated on fractional-order complex dynamical behaviors, especially257
neural networks systems. Consequently, it’s far very necessary and important to further258
investigate the synchronization analysis of FOCNNs with multiple weights.259
In this article, the following definition and assumption condition will be needed.260
Definition 2.12 The complex structure on MWCFCNNs with linear coupling delay under261













∥ = 0, k = 1, 2, . . . , N . (12)263
Assumption [A1]: The non linear activation function gk(·), hk(·) satisfies the Lipschitz264
















∣, k = 1, 2, . . . , n, χ1, χ2 ∈ R,267
where
∣
∣(·)∣∣ is the absolute value.268
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3 Main Results269
For the sake of convenience, we define270
q̂kl = max{|qkl |, |qkl |}, l = 1, 2, . . . , n, k = 1, 2, . . . , n271









kl (k 	= l) = V
j
kl ,273









kl (k 	= l) = W
j
kl ,275
j = 1, 2, . . . , x, k = 1, 2, . . . , N , l = 1, 2, . . . , N .276
277
Theorem 3.1 Under Assumption [A1], the MWCFCNNs (6) is robust asymptotically syn-278























































Then, applying the Caputo-fractional derivative for Lyapunov functional (13), and by means286
of Lemma 2.10, Assumption [A1], one has287
























































































































































































































































































































|yki (t − μ2)|304




















































, k = 1, 2, . . . , N , i = 1, 2, . . . , n
}
> 0.310
Consider the following linear fractional order system with multiple time delays311
{
Dγ E(t) = −ζ E(t)+ ςE(t − μ1)+ ηE(t − μ2)
E(χ) = ĥ(χ), χ ∈ [−μ̂, 0] (15)312
and assume E(t) ≥ 0 (E(t) ∈ R). A Laplace transform of (15) is313
sγ E(s)− sγ−1 E(0) = −ζ E(s)+ ς
∫ +∞
0
e−st E(t − μ1) dt +η
∫ +∞
0
e−st E(t − μ2) dt314












= −ζ E(s)+ ςe−sμ1
∫ 0
−μ1
e−sκE(κ) d κ + ηe−sμ2
∫ 0
−μ2




e−sκE(κ) d κ + ηe−sμ2
∫ +∞
0
e−sκ E(κ) d κ318








e−sκ E(κ) d κ, (16)321
where E(s) is Laplace transform of E(t). An equivalence of (16) is322
(s)E(s) = d1(s) (17)323
where324
(s) = (sγ + ζ − ςe−sμ1 − ηe−sμ2)325
d1(s) = sγ−1 E(0)+ ςe−sμ1
∫ 0
−μ1




Now, we will prove that there is no pure imaginary roots for characteristic equation of327
det((s)) = 0 for any μ1, μ2 ≥ 0. Suppose that there exists a pure imaginary roots for any328
μ1, μ2 ≥ 0, that is329
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where  is a real number. If331
























































] = 0 (19)336






























From (20) and (21), it can get341














When (ς + η)2 < ζ 2 sin2(± γπ2 ), because ς, η ≥ 0, one has343
||2γ + 2ζ ||γ cos( γπ2 )+ ζ 2 − 2ςη cos (μ1 − μ2)− (ς2 + η2)344





+ ζ 2 + 2ςη
(
























) = 0 has no purely imaginary roots for any μ1, μ2 ≥ 0,349
which means the zero solution of system (15) is globally asymptotically stable. Then, by350
virtue of Lemma 2.8, we have 0 ≤ H(t) ≤ E(t), and based on above discussion, we can get351
∑N
k=1 ‖yk(t)‖ → 0 and ‖yk(t)‖ → 0 as t → +∞. Therefore we declare that, MWCFCNNs352
(6) achieves robust asymptotically synchronization under the controller (9). 353
The following kinds of MWCFCNNs are also very interesting issues. One without dif-354
ficulty derives the following asymptotic synchronization criteria on MWCFCNNs (22) and355
MWCFCNNs (23) from the proof of Theorem 3.1 and based on the comparison result in356
Theorem 1 of Ref [65].357
Case 1: If W j = 0 ( j = 1, 2 . . . , x), let μ1 = μ, MWCFCNNs (6) is turned into the358
following expression:359
Dγ zk(t) = −Pzk(t)+ Qg
(
zk(t)


































Corollary 3.2 Under Assumption [A1], the MWCFCNNs (22) is robust asymptotically syn-364




































Case 2: If V j = 0 ( j = 1, 2 . . . , x = 0), MWCFCNNs (6) is turned into the following368
expression:369
Dγ zk(t) = −Pzk(t)+ Qg
(
zk(t)




















klϒx zl(t − μ2), (23)371
372
Corollary 3.3 Under Assumption [A1], the MWCFCNNs (23) is robust asymptotically syn-373





































Theorem 3.4 Suppose that the Assumption [A1] hold. If ζ > 0, ς > 0, η > 0 be known378
constants and ς +η < ζ , then MWCFCNNs (6) is robust asymptotically synchronized under379




− M P − P M +
(







+∑xj=1 α jδ jλ In +382
ζM
)
− (2F ⊗ M) < 0,383
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where δq = ∑nk=1
∑n









































diag{ψ21 , . . . , ψ2n }, 	 = diag{φ21 , . . . , φ2n} and F = diag{F1, . . . , FN }.388










Then, applying the Caputo-fractional derivative for Lyapunov functional (24) and by utilizing391
Lemma 2.4, we have392


























































































k (t)Mϒ j yl(t − μ2)
)
. (25)399

































) ≤ yT (t)
(
IN ⊗ δr M2
)
y(t)404




y(t − μ1) (27)405
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T (t − μ2)y(t − μ2).(29)416
Combining (25)–(29), we have417
































































− (2F ⊗ M) + IN ⊗
(
− M P − P M422
+
(
































λ In + ζM
)
]





+ yT (t − μ1)
[
IN ⊗ (	− ςM)
]
y(t − μ1)425




















y(t − μ2). (30)428
According to the conditions 1 − 3 of Theorem 3.4, we can obtain429














= −ζH(t)+ ςH(t − μ1)+ ηH(t − μ2) (31)432
Then, similar to the proof of Theorem 3.1, we can obtain H(t) → 0 as t → +∞.433
i.e.,
∑N




i=1 mi y2ki (t) → 0 as t → +∞. Hence, we conclude434
that MWCFCNNs (6) realizes robust asymptotically synchronization under the state feed-435
back controller (9). The proof is ended. 436
Corollary 3.5 Suppose that the Assumption [A1] hold. If ζ > 0, ς > 0 be known constants437
and ς < ζ , then MWCFCNNs (22) is robust asymptotically synchronized under the controller438
(9), if there exists a positive diagonal matrix M ∈ Rn×n such that following condition holds,439
1. IN ⊗
(
− M P − P M +
(
δq + δr + ∑xj=1 α jδ jv
)
M2 + 




2F ⊗ M) < 0,441
2. IN ⊗ (	− ςM) < 0,442





 and F are already defined in Theorem 3.4.443
Corollary 3.6 Suppose that the Assumption [A1] hold. If ζ̃ > 0, ς, η > 0 be known444
constants and ς + η < ζ̃ , then MWCFCNNs (23) is robust asymptotically synchronized445




− M P − P M +
(





− (2F ⊗ M) < 0,448






u In − ηM
)
< 0,450




u , 	, 
 and F are already defined in Theorem 3.4.451
For j = 1, 2, . . . x , when α j = α j = α j , β j = β j = β j , P = P = P , Q = Q = Q,452
R = R = R,  j =  j =  j , ϒ j = ϒ j = ϒ , V j = V j = V j , W j = W j = W j , i.e.,453
MWCFCNNs (6) is without uncertainty parameter, then we have the following interesting454
results.455
123








A. Pratap et al.
Theorem 3.7 Under Assumption [A1], the MWCFCNNs (6) is asymptotically synchronized456




















































Corollary 3.8 Under Assumption [A1], the MWCFCNNs (22) is asymptotically synchronized462




































Corollary 3.9 Under Assumption [A1], the MWCFCNNs (23) is asymptotically synchronized466






































Theorem 3.10 Suppose that the Assumption [A1] hold. If ζ1 > 0, ς1 > 0, η1 > 0 be472
known constants and ς1 + η1 < ζ1, then MWCFCNNs (6) is asymptotically synchronized473
under the controller (9), if there exists a positive diagonal matrix M ∈ Rn×n and constants474
ξ j ( j = 1, 2, . . . , x) such that following condition holds,475
1. IN ⊗− (2F ⊗ M)+ ∑xj=1 α j
(
2V j ⊗ M j
) + ∑xj=1 ξ−1j β j
(










j=1 ξ jβ j In − η1 M
)
< 0,479
where = −2M P + M Q QT M + M R RT M + ζ1 M +
, F , 
 and	 are already defined480
in Theorem 3.4.481
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Proof For error system (12), we choose the same Lyapunov functional in (22), then one has482
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y(t − μ2). (33)492
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According to the conditions 1–3 of Theorem 3.10, we can obtain502














= −ζ1 H(t)+ ς1 H(t − μ1)+ η1 H(t − μ2). (34)505
Then, similar to the proof of Theorem 3.1, the MWCFCNNs error system (11) will be asymp-506
totically stable, i.e., the MWCFCNNs system (6) is globally synchronized via controller (9).507
The proof is completed. 508
Corollary 3.11 Suppose that the Assumption [A1] hold. If ζ1 > 0, ς1 > 0 > 0 be known509
constants and ς1 < ζ1, then MWCFCNNs (22) is asymptotically synchronized under the510
controller (9), if there exists a positive diagonal matrix M ∈ Rn×n such that following511
condition holds,512
1. IN ⊗− (2F ⊗ M)+ ∑xj=1 α j
(
2V j ⊗ M j
)
< 0,513
2. IN ⊗ (	− ς1 M) < 0,514
where = −2M P + M Q QT M + M R RT M + ζ1 M +
, F , 
 and	 are already defined515
in Theorem 3.4.516
Corollary 3.12 Suppose that the Assumption [A1] hold. If ζ̃1 > 0, ς1 > 0, η1 > 0 be517
known constants and ς1 + η1 < ζ̃1, then MWCFCNNs (23) is asymptotically synchronized518
under the controller (9), if there exists a positive diagonal matrix M ∈ Rn×n and constants519
ξ j ( j = 1, 2, . . . , x) such that following condition holds,520
1. IN ⊗− 2F ⊗ M + ∑xj=1 ξ−1j β j
(
W j ⊗ Mϒ j
)(
W j ⊗ ϒ j M
)
< 0,521




j=1 ξ jβ j In − η1 M
)
< 0,523
where = −2M P + M Q QT M + M R RT M + ζ̃1 M +
, F , 
 and	 are already defined524
in Theorem 3.4.525
Remark 3.13 If weights of FOCNNs is assumed to be single weight, then the model (6)526
which turns into FOCNNs with single weight. Then the proposed results are also holds to527
guarantee the asymptotical synchronization criteria for FOCNNs with and without parameter528
uncertainties, these results not yet considered in the existing works. When γ = 1, one obtains529
the integer order case.530
4 Numerical Simulations531
In this section, two numerical simulations are given to demonstrate the accuracy of the532
required synchronization results in this paper.533
Example 4.1 Consider a multi-weighted complex structure on fractional-order coupled neural534
networks with linear coupling delay and parameter uncertainty described by535
D0.997zk(t) = −Pzk(t)+ Qg
(
zk(t)

















































where k = 1, 2, 3, 4, gk(τ ) = tanh(τ ), hk(τ ) = sinh(τ ) (k = 1, 2), Fk = 0.1k, k =540
1, 2, 3, 4. The parameters in P , Q, R, α j , β j , V j , W j ( j = 1, 2) in (35) change in some541
given precision, which is intervalized as below:542
αI :=
{










P = diag(pk) : P ≤ P ≤ P, 8
0.4k + 0.4 + 0.04 ≤ pk ≤
8
0.4k + 0.4 + 0.4,545





Q = (qkl)n×n : Q ≤ Q ≤ Q, 1
2k + 3l + 0.02 ≤ qkl ≤
1
2k + 3l + 0.2,547





R = (rkl)n×n : R ≤ R ≤ R, 1
k + 2l + 0.04 ≤ rkl ≤
1
k + 2l + 0.4,549





 j = diag(λ jk ) :  j ≤  j ≤  j ,
j




k + 1 + 0.11, j = 1, 2,551





ϒ j = diag(υ jk ) : ϒ j ≤ ϒ j ≤ ϒ j ,
j
k + 1 + 0.05 ≤ ϒ j ≤
j
k + 1 + 0.5, j = 1, 2,553













2k + 2l + 0.1, k 	= l,555













k + l + 0.3, k 	= l,557
j = 1, 2, k = 1, 2, 3, 4, l = 1, 2, 3, 4, W j ∈ WI
}
;558
The activation function satisfies with Assumption [A1] with φk = 2, ψk = 1 (k = 1, 2). By559
employing Theorem 3.1, one can obtains560
6.12 = min
{
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Fig. 1 zk1(t), zk2(t), k = 1, 2, 3, 4
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, k = 1, 2, . . . , N , i = 1, 2, . . . , n
}
> 0.564
Therefore, it follows from that the system (35) realize robust asymptotical synchronization565
from Theorem 3.1. The computer simulations are depicted in Figs. 1 and 2566
Example 4.2 For the MWCFCNNs with linear coupling delay:567
D0.99zk(t) = −Pzk(t)+ Qg
(
zk(t)







































where k = 1, 2, 3, 4, 5, gk(τ ) = hk(τ ) = tanh(τ ) (k = 1, 2), Fk = 0.1, k = 1, 2, 3, 4, 5,572
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Fig. 4 ‖zk (t)‖2, k = 1, 2, 3, 4
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The activation function satisfies with Assumption [A1] with φk = 1, ψk = 5 (k = 1, 2).579
Let us choose ξ1 = 4, ξ2 = 3.5, ζ = 1, ς = 0.5, η = 0.2. By means of MATLAB toolbox580







Therefore the MWCFCNNs (36) is globally synchronized according to Theorem 3.10. The583
computer simulations are presented in Figs. 3 and 4, which confirms the validity of proposed584
results.585
5 Conclusions586
This sequel mainly deals with the robust asymptotical synchronization for coupling delayed587
FOCNNs with multi weights. On the one hand, by a key role of fractional order comparison588
123








Multi-weighted Complex Structure on Fractional Order…
principle, robust analysis skills, Lyapunov method, and Kronecker product technique, several589
robust asymptotical synchronization and synchronization results are established by the linear590
feedback controller. On the other hand, two kinds of special cases of multi-weighted complex591
structure on FOCNNs with and without linear coupling delays are concerned. Then based on592
proposed models, several synchronization results, both algebraic method and LMI method,593
respectively are demonstrated. Finally, we provide three computer simulations to illustrate594
the correctness of the proposed main results. The proposed approach herein is possible for595
the investigation and application of some other fractional order memristor neural networks596
including adaptive synchronization of fractional-order Cohen-Grossberg memristor based597
coupled neural networks and pinning synchronization of fractional-order memristor based598
coupled complex neural networks. This will occur in the near future.599
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