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ON THE SIZE OF CHAOS VIA GLAUBER CALCULUS
IN THE CLASSICAL MEAN-FIELD DYNAMICS
MITIA DUERINCKX
Abstract. We consider a system of classical particles, interacting via a smooth, long-
range potential, in the mean-field regime, and we optimally analyze the propagation
of chaos in form of sharp estimates on many-particle correlation functions. While ap-
proaches based on the BBGKY hierarchy are doomed by uncontrolled losses of deriva-
tives, we propose a novel non-hierarchical approach that focusses on the empirical mea-
sure of the system and exploits a Glauber type calculus with respect to initial data in
form of higher-order Poincaré inequalities for cumulants. This main result allows to
rigorously truncate the BBGKY hierarchy to an arbitrary precision on the mean-field
timescale, thus justifying the Bogolyubov corrections to mean field. As corollaries, we
also deduce a quantitative central limit theorem for fluctuations of the empirical mea-
sure, and we partially justify the Lenard-Balescu limit for a spatially homogeneous system
away from thermal equilibrium.
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1. Introduction
1.1. General overview. We consider the dynamics of an interacting system of N classical
particles in the ambient space Td, as given by the following Newton’s equations of motion,
for 1 ≤ j ≤ N ,
d
dt
xj,N = vj,N ,
d
dt
vj,N = − 1
N
∑
1≤l≤N
l 6=j
∇V (xj,N − xl,N), (1.1)
xj,N |t=0 = x◦j , vj,N |t=0 = v◦j ,
where {(xj,N , vj,N )}Nj=1 denotes the set of positions and velocities of the particles in the
phase space D := Td × Rd, where V : Td → R is a long-range interaction potential, and
1
2 M. DUERINCKX
where the mean-field scaling is considered. In the regime of a large number N ≫ 1 of
particles, we naturally focus on a statistical description of the system and consider the
evolution of a random ensemble of particles. In terms of a probability density FN on the
N -particle phase space DN := (Td ×Rd)N , Newton’s equations (1.1) are equivalent to the
following Liouville equation,
∂tFN +
N∑
j=1
vj · ∇xjFN =
1
N
∑
1≤j 6=l≤N
∇V (xj − xl) · ∇vjFN , (1.2)
and particles are assumed to be exchangeable, that is, FN is symmetric in its N variables
zj := (xj , vj) ∈ D, 1 ≤ j ≤ N . We assume for simplicity that particles are initially chaotic,
that is, initial data {z◦j := (x◦j , v◦j )}Nj=1 are independent and identically distributed (iid)
with some common phase-space density F ◦ : D→ R+, hence FN is initially tensorized,
FN |t=0 = (F ◦)⊗N . (1.3)
In the large-N limit, one looks for an averaged description of the system, e.g. focussing on
the evolution of one “typical” particle, as described by the first marginal of FN ,
F 1N (z) :=
ˆ
DN−1
FN (z, z2, . . . , zN ) dz2 . . . dzN .
Neglecting the correlations between particles (the so-called Boltzmann’s chaos assumption)
formally leads to the following mean-field approximation: F 1N is expected to remain close
to the solution F of the Vlasov equation,
∂tF + v · ∇xF = (∇V ∗ F ) · ∇vF, (1.4)
(∇V ∗ F )(x) :=
ˆ
D
∇V (x− y)F (y, v) dy dv,
with initial data F |t=0 = F ◦. We refer e.g. to [12] for a review of rigorous results on this
well-travelled topic. Corrections to this mean-field approximation stem from correlations
and are easily unravelled by means of the BBGKY approach, as we now briefly recall. For
1 ≤ m ≤ N , we define the m-particle density FmN as the m-th marginal of FN ,
FmN (z1, . . . , zm) :=
ˆ
DN−m
FN (z1, . . . , zm, zm+1, . . . , zN ) dzm+1 . . . dzN .
The Liouville equation (1.2) is then equivalent to the following so-called BBGKY hierarchy
of equations for marginals,
∂tF
m
N +
m∑
j=1
vj · ∇xjFmN =
1
N
∑
1≤j 6=l≤m
∇V (xj − xl) · ∇vjFmN
+
N −m
N
m∑
j=1
ˆ
D
∇V (xj − x∗) · ∇vjFm+1N (z1, . . . , zm, z∗) dz∗, (1.5)
with the convention FN+1N = 0. Note that the first right-hand side term is precisely the
one that breaks the tensorized structure (1.3), hence creates correlations between initially
independent particles and deviates from mean-field theory. As this term is of order O(m
2
N ),
the correction to the chaotic mean-field approximation FmN → F⊗m is expected of the
same order. While neglecting the 2-particle correlation function G2N := F
2
N − (F 1N )⊗2
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(of expected order O( 1N )) turns the equation for F
1
N into the Vlasov equation (1.4), the
first-order correction amounts to keeping into account the contribution of G2N and only
neglecting the 3-particle correlation function G3N , which is indeed expected to be of smaller
order. Similarly performing this truncation to higher order should yield a description with
finer accuracy, as first predicted by Bogolyubov [5]. The justification of such higher-order
approximations requires to establish fine a priori estimates on many-particle correlation
functions: as predicted by physicists [5], the (m+1)-particle correlation function Gm+1N is
expectedly of order
Gm+1N = O(
1
Nm ), (1.6)
which is indeed consistent with the BBGKY equations. In contrast with the usual notion of
propagation of chaos [16], which boils down to the convergence of marginals FmN → F⊗m,
such estimates (1.6) provide a much finer description of the decorrelation between particles
and were still remaining as an open question. The main difficulty is as follows: tracking
fine estimates by iteratively solving the BBGKY hierarchy (1.5) leads to iterative losses
of derivatives in the velocity variables, thus requiring to restrict at least to an analytic
setting. This is in sharp contrast with the quantum mean-field setting, as well as with
the Kac model and the “soft spheres” model: no derivative is lost in those cases and a
straightforward analysis of the corresponding BBGKY hierarchy is then known to lead to
optimal correlation estimates [26]. The main goal of the present work is to provide a novel
non-hierarchical approach in view of the classical mean-field setting.
1.2. Main result. We start by recalling the proper definition of many-particle correlation
functions, which are suitable polynomial combinations of marginals of FN . For 1 ≤ m ≤ N ,
the m-particle correlation function is defined by
GmN (z1, . . . , zm) :=
∑
π⊢[m]
(|π| − 1)! (−1)|π|−1
∏
B∈π
F
|B|
N (zB), (1.7)
where π runs through the list of all partitions of the index set [m] := {1, . . . ,m}, where B
runs through the list of blocks of the partition π, where |π| is the number of blocks in the
partition, where |B| is the cardinality of B, and where for B = {i1, . . . , il} ⊂ [m] we write
zB := (zi1 , . . . , zil). In particular,
G2N := F
2
N − (F 1N )⊗2,
G3N := Sym
(
F 3N − 3F 2N ⊗ F 1N + 2 (F 1N )⊗3
)
,
G4N := Sym
(
F 4N − 4F 3N ⊗ F 1N − 3F 2N ⊗ F 2N + 12F 2N ⊗ (F 1N )⊗2 − 6 (F 1N )⊗4
)
,
and so on, where Sym stands for the symmetrization of coordinates. 1 The full distribu-
tion FN is then recovered from correlation functions in form of a cluster expansion,
FN (z1, . . . , zN ) =
∑
π⊢[N ]
∏
B∈π
G
|B|
N (zB). (1.8)
Together with the property that
´
D
GmN (z1, . . . , zm) dzl = 0 for all 1 ≤ l ≤ m, this cluster
expansion actually uniquely defines the correlation functions (1.7).
1. More precisely, for H : Dm → R, we write Sym(H)(z1, . . . , zm) =
1
m!
∑
σ∈Sm
H(zσ(1), . . . , zσ(m)),
where Sm denotes the set of all permutations of the set [m].
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Our main result establishes a priori estimates with the optimal expected order (1.6)
in suitable negative Sobolev norms. As opposed to the simpler quantum mean-field set-
ting [26], this requires to develop a new non-hierarchical approach. The strategy is as
follows: since initial data are chaotic, cf. (1.3), they satisfy strong concentration proper-
ties, which can only be mildly deformed under Newton’s flow as the mean-field scaling
entails weak interactions. This is controlled by a deterministic Grönwall argument for
particle trajectories, while concentration properties are exploited in form of functional in-
equalities in terms of Glauber calculus with respect to initial data. More precisely, we
develop new higher-order Poincaré inequalities for cumulants in the spirit of [25]. We
believe that similar ideas could be useful in other situations.
Theorem 1 (Optimal a priori estimates on correlations). Assume that the interaction
kernel V is smooth and even, let F ◦ ∈ P ∩ C∞c (D), let FN denote the solution of the
Liouville equation (1.2) with chaotic data (1.3), and let {GmN}Nm=1 denote the corresponding
correlation functions. Then, for 0 ≤ m ≤ N − 1, the (m+ 1)-particle correlation function
Gm+1N is of order O(N
−m) in the following sense, for all t ≥ 0,
‖Gm+1; tN ‖W−2m,1(Dm+1) ≤
1
Nm
Cme
Cmt,
where the constant Cm only depends on d, m, ‖∇V ‖Wm,∞(Td),
´
D
|v|2mdF ◦(z). ♦
Remarks 1.1.
(i) Exponential time growth:
While optimal in terms of N -scaling, the above estimates suffer from an exponen-
tial time growth that originates in the Grönwall argument to control the correlation
between particles along Newton’s flow. For this reason, nontrivial conclusions are lim-
ited here to the timescale t≪ logN , and we leave possible improvements to further
investigations. Extending such estimates to genuinely long timescales t & N should
however require drastically different tools and is left as an open question. In the sim-
pler setting of fluctuations around thermal equilibrium, note that an orthogonality
argument allows to deduce time-uniform estimates on linearized correlation functions
(although with suboptimal N -scaling), as first exploited by Bodineau, Gallagher, and
Saint-Raymond in [4, Proposition 4.2] (see also [10, Lemma 2.2]).
(ii) Negative Sobolev norms:
Negative Sobolev norms appear naturally in the proof since higher-order correlation
functions are viewed as suitable higher-order finite differences. However, note that
for all k ≥ 1 the initial W k,1 regularity of marginals is propagated by the Liouville
equation uniformly in N , in form of
‖Fm;tN ‖W k,1(Dm) . eCmt‖∇V ‖Wk,∞(Td)‖(F ◦)⊗m‖W k,1(Dm).
Hence, by interpolation, we can deduce a corresponding bound on correlations in any
smooth norm for smooth enough initial data F ◦, at the expense of loosing a tiny
power of the rate. The same comment applies to all corollaries in the sequel. ♦
1.3. Applications. We now turn to various new applications of the above main result.
After recovering the standard mean-field result, we justify Bogolyubov corrections, we
establish a quantitative central limit theorem (CLT) for the empirical measure, and we
discuss the so-called Lenard-Balescu limit.
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1.3.1. Mean field. An optimal error estimate is recovered for the mean-field approxima-
tion (1.4): we start from the BBGKY hierarchy (1.5) and we neglect 2-particle correlations
by means of the above a priori bound on G2N . Recall however that a simpler proof of this
standard result follows from the Klimontovich approach [19, 8]: the empirical measure
associated with the particle dynamics is an exact (distributional) solution of the Vlasov
equation and the mean-field approximation reduces to a stability question (see e.g. [12]).
Corollary 1 (Mean field). Let the same assumptions hold as in Theorem 1. Then, the
1-particle density F 1N is close to the solution of the Vlasov equation (1.4) in the following
sense, for all t ≥ 0 and δ > 0,
‖F 1;tN − F t‖W−2−δ,1(D) ≤
1
N
Cδe
Cδt
1+δ
,
where the constant Cδ only depends on d, δ, ‖∇V ‖W 2+δ,∞(Td), ‖F ◦‖L1+δ(D), suppF ◦. ♦
Remark 1.2. In this result, we assume for simplicity that the initial density F ◦ is com-
pactly supported. Up to an approximation argument, this can however be relaxed into e.g.
an exponential decay assumption, at the expense of loosing a tiny power of the rate O( 1N ).
The same comment applies to all subsequent corollaries. ♦
1.3.2. Bogolyubov corrections to mean field. While the above mean-field result is classical,
our new a priori bounds on correlations allow to truncate the BBGKY hierarchy (1.5) to
any accuracy. As first predicted in [5], the next-order correction to mean field is governed
by the 2-particle correlation function and takes the form of the following closed system
for F 1N and NG
2
N , which is known as the Bogolyubov equations,
∂tF
1
N + v · ∇xF 1N = N−1N (∇V ∗ F 1N ) · ∇vF 1N (1.9)
+ 1N
ˆ
D
∇V (x− x∗) · ∇v(NG2N )(z, z∗) dz∗ +O( 1N2 ),
∂t(NG
2
N ) + iLF 1
N
(NG2N ) = ∇V (x1 − x2) · (∇v1 −∇v2)(F 1N ⊗ F 1N ) +O( 1N )
− (∇V ∗ F 1N (x1) · ∇v1 +∇V ∗ F 1N (x2) · ∇v2)(F 1N ⊗ F 1N ),
with initial data F 1N |t=0 = F ◦ and G2N |t=0 = 0, where iLF stands for the 2-particle
linearized Vlasov operator at F ,
iLFH :=
(
v1 · ∇x1 + v2 · ∇x2
)
H − (∇V ∗ F (x1) · ∇v1 +∇V ∗ F (x2) · ∇v2)H
−∇v1F (z1) ·
ˆ
D
∇V (x1 − x∗)H(z2, z∗) dz∗
−∇v2F (z2) ·
ˆ
D
∇V (x2 − x∗)H(z1, z∗) dz∗. (1.10)
A rigorous justification of this Bogolyubov correction is obtained as a straightforward
application of Theorem 1. Since the correction to mean field is of order O( 1N ), hence is
only expected to yield a O(1) contribution on the long timescale t ∼ N , while we are
restricted to the short timescale t≪ logN due to the time growth of our bounds, we note
that F 1N can be replaced by its Vlasov approximation F in the equation for NG
2
N . In the
simplified setting of fluctuations close to thermal equilibrium, a similar result is contained
in [10, Section 4]. The extension to higher order is obvious and omitted.
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Corollary 2 (Bogolyubov corrections). Let the same assumptions hold as in Theorem 1.
Denote by F the solution of the Vlasov equation (1.4), and let H1N satisfy the following
corrected Vlasov equation,
∂tH
1
N + v · ∇xH1N =
N − 1
N
(∇V ∗H1N ) · ∇vH1N
+
1
N
ˆ
D
∇V (x− x∗) · ∇vH2(z, z∗) dz∗, (1.11)
where the correction H2 is the solution of
∂tH
2 + iLFH
2 = ∇V (x1 − x2) · (∇v1 −∇v2)(F ⊗ F )
− (∇V ∗ F (x1) · ∇v1 +∇V ∗ F (x2) · ∇v2)(F ⊗ F ), (1.12)
with initial data H1N |t=0 = F |t=0 = F ◦ and H2|t=0 = 0, where iLF is the 2-particle
linearized Vlasov operator at F , cf. (1.10). Then, the 1-particle density is close to H1N to
next order in the following sense, for all t ≥ 0 and δ > 0,
1 ∧ ‖F 1;tN −H1;tN ‖W−4−δ,1(D) ≤
1
N2
Cδe
Cδt
1+δ
,
where the constant Cδ only depends on d, δ, ‖∇V ‖W 8+δ,∞(Td), ‖F ◦‖L1+δ(Rd), suppF ◦. ♦
While the equation (1.12) for the Bogolyubov correction H2 looks rather cumbersome,
a simpler reformulation is provided in (1.15) below in terms of fluctuations of the empirical
measure associated with the particle dynamics (1.1),
µtN :=
1
N
N∑
j=1
δ(xt
j,N
,vt
j,N
). (1.13)
More precisely, in the spirit of the Klimontovich theory [19], H2 is reformulated in terms
of the linearized Vlasov operator applied to initial fluctuations of the empirical measure.
1.3.3. CLT for the empirical measure. As the empirical measure (1.13) is a (distributional)
solution of the Vlasov equation, fluctuations are expected to satisfy the corresponding
linearized equation. While a qualitative CLT in this flavor was first established in the
early work of Braun and Hepp [6] (see also [28, Section I.7.5] and [21]), we improve it into
an optimal quantitative statement. In fact, such a result is essentially equivalent to the
above first-order Bogolyubov correction to mean field.
Corollary 3 (CLT for empirical measure). Let the same assumptions hold as in Theorem 1.
Denote by G◦ the Gaussian field describing the fluctuations of the initial empirical measure,
in the sense that
√
N
´
D
φd(µ◦N − F ◦) converges in law to
´
D
φG◦ for all φ ∈ C∞c (D). 2
Denote by F the solution of the Vlasov equation (1.4), and for all J◦ ∈ C∞c (D) denote by
U [J◦] the solution of the linearized equation,
∂tU [J
◦] + v · ∇xU [J◦] = (∇V ∗ F ) · ∇vU [J◦] + (∇V ∗ U [J◦]) · ∇vF, (1.14)
2. More explicitly, G◦ is the centered Gaussian field characterized by its variance structure
Var
[´
D
φG◦
]
=
´
D
φ2F ◦ − (
´
D
φF ◦)2 for all φ ∈ C∞c (D).
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with initial data U [J◦]|t=0 = J◦. Then, for all φ ∈ C∞c (D) and t ≥ 0, the random variable√
N
´
D
φd(µtN − F t) converges in law to the Gaussian random variable
´
D
φU t[G◦]. The
limiting variance is alternatively reformulated as
(σtφ)
2 := Var
[ˆ
D
φU t[G◦]
]
=
ˆ
D2
(φ⊗ φ)H2;t +
(ˆ
D
φ2F t −
(ˆ
D
φF t
)2)
, (1.15)
where H2 denotes the Bogolyubov correction defined in Corollary 2. In addition, provided
that σtφ 6= 0, the following optimal quantitative estimate holds for all t ≥ 0 and δ > 0,
dW
(√
N
ˆ
D
φd(µtN − F t) ; σtφN
)
+ dK
(√
N
ˆ
D
φd(µtN − F t) ; σtφN
)
≤ 1√
N
Cδ,φe
Cδ,φt
1+δ
, (1.16)
where dW (· ; ·) and dK (· ; ·) denote the 1-Wasserstein and Kolmogorov distances, where N
denotes a standard Gaussian random variable, and where the constant Cδ,φ only depends
on d, δ, ‖φ‖W 3+δ,∞(D), ‖∇V ‖W 3+δ,∞(Td), ‖F ◦‖L1+δ(D), suppF ◦. ♦
1.3.4. Markovian limit and Lenard-Balescu correction. We consider the important particu-
lar case of a spatially homogeneous system, that is, F ◦(x, v) ≡ f◦(v). The mean-field force
then obviously vanishes by symmetry and the Boglyubov correction becomes the relevant
leading order. As this correction will play a role on long timescales only, we naturally filter
out oscillations created by spatial transport on shorter timescales, hence we focus on the
projection on the kernel of the transport, that is, on the velocity distribution
f1N (v) :=
ˆ
Td
F 1N (x, v) dx, (1.17)
which satisfies the following simplified version of the Bogolyubov equations (1.9),
∂tf
1
N =
1
N
ˆ
Td
ˆ
D
∇V (x− x∗) · ∇v(NG2N )(z, z∗) dz∗ dx +O( 1N2 ), (1.18)
∂t(NG
2
N ) + iL˜f1
N
(NG2N ) = ∇V (x1 − x2) · (∇v1 −∇v2)(f1N ⊗ f1N ) +O( 1N ),
with initial data f1N |t=0 = f◦ and G2N |t=0 = 0, where iL˜f1N stands for
iL˜f1
N
H =
(
v1 · ∇x1 + v2 · ∇x2
)
H −∇v1f1N (v1) ·
ˆ
D
∇V (x1 − x∗)H(z2, z∗) dz∗
−∇v2f1N (v2) ·
ˆ
D
∇V (x2 − x∗)H(z1, z∗) dz∗.
As the Bogolyubov correction is dictated by 2-particle correlations, it expectedly describes
collisions between particles and leads to irreversible effects. This is however difficult to
grasp from (1.18) since in particular the Bogolyubov correction is not Markovian: solv-
ing the equation for NG2N requires to know the whole history of f
1
N . While the O(
1
N )
Bogolyubov correction in (1.18) is expected to have a O(1) contribution only on the rel-
evant long timescale t ∼ N , the 2-particle correlation function G2N evolves on the short
timescale t ∼ 1 and is thus expected to relax on the relevant timescale. This relaxation
is a consequence of the linear Landau damping for two typical particles; it amounts to
approximating collisions as instantaneous events, thereby neglecting memory effects. More
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precisely, the time-rescaled 1-particle velocity density f1;NtN is predicted to remain close to
the solution f of the following so-called Lenard-Balescu kinetic equation,
∂tf = LB(f) := ∇ ·
ˆ
Rd
B(v, v − v∗;∇f)
(
f∗∇f − f∇∗f∗
)
dv∗, (1.19)
with the notation f = f(v), f∗ = f(v∗), ∇ = ∇v, and ∇∗ = ∇v∗ , in terms of the collision
kernel
B(v, v − v∗;∇f) :=
∑
k∈2πZd
(k ⊗ k)πV̂ (k)2 δ(k·(v−v∗))
|ε(k,k·v;∇f)|2
dk, (1.20)
and of the dispersion function
ε(k, k · v;∇f) := 1 + V̂ (k)
ˆ
Rd
k·∇f(v∗)
k·(v−v∗)−i0
dv∗. (1.21)
The Lenard-Balescu equation was formally derived in the early 60s independently by
Guernsey [13, 14], Lenard [23], and Balescu [1, 2]. At a formal level, it preserves mass,
momentum, and kinetic energy, it admits Maxwellian distributions as stationary solutions,
and it satisfies an H-theorem,
∂t
ˆ
Rd
f log f = −
¨
Rd×Rd
(
(∇−∇∗)
√
ff∗
) · B(v, v − v∗;∇f)((∇−∇∗)√ff∗) ≤ 0,
hence it describes the relaxation of the velocity density towards Maxwellian equilibrium on
the long timescale t≫ N ; we refer to [24, Chapter 5] for a thorough physics discussion. A
key feature is the nonlocal nonlinearity of the kernel (1.20), taking into account collective
effects in form of nonlocal dynamical screening. Due to this full nonlinearity, the mathe-
matical study of the equation is reputedly difficult and even the local well-posedness close
to Maxwellian equilibrium remains an open problem.
In this context, apart from some partial attempts in [22, 30] (see also [3, 31]), any
rigorous derivation from particle dynamics has remained elusive. More recently, in the
simplified setting of fluctuations around thermal equilibrium, we obtained in [10] with
Laure Saint-Raymond a rigorous justification of the linearized Lenard-Balescu equation,
although restricted to an intermediate timescale t ∼ N r with r < 1. The analysis pointed
out three key difficulties:
(i) the validity of sharp bounds on many-particle correlation functions up to the relevant
timescale t ∼ N ;
(ii) the long-time control of some resonances related to plasma echoes;
(iii) the well-posedness of the Lenard-Balescu equation, which requires a dynamic control
of the dispersion function.
While the present work provides sharp correlation estimates away from equilibrium, which
were a missing ingredient in [10], these only hold on an even shorter intermediate timescale
t ≪ logN , cf. Remark 1.1(i), and the required extension (i) is left as an open problem.
Next, difficulty (ii) is easily shown to vanish on such a logarithmic timescale. Finally, as no
evolution occurs for t≪ N , we are simply led to the Lenard-Balescu operator applied to the
initial data, instead of a genuine evolution equation, so that difficulty (iii) also disappears.
In this setting, repeating a similar analysis as in [10], now starting from Corollary 2, we
obtain the following nonlinear extension of [10] away from equilibrium.
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Corollary 4 (Lenard-Balescu limit). Let the same assumptions hold as in Theorem 1.
Further assume that
• the initial density F ◦ is
— spatially homogeneous (that is, F ◦(x, v) ≡ f◦(v));
— linearly Vlasov-stable (that is, for all direction k, the projected initial density π◦k(y) :=´
Rd
δ(y − k·v|k| ) f◦(v) dv satisfies y(π◦k)′(y) ≤ 0 for all y);
• the interaction potential V : Td → R is
— positive definite (that is, Vˆ ≥ 0);
— small enough (that is, ‖V ‖L∞(Td) ≤ 1C0 for some large enough constant C0 only
depending on the initial density F ◦ via ‖f◦‖W 2+δ,1(Rd) for any δ > 0).
Then, given δ > 0, for any sequence (tN )N with 1 ≪ tN ≪ (logN)1−δ (that is, tN → ∞
and tN
(logN)1−δ
→ 0), the 1-particle velocity density f1N (cf. (1.17)) satisfies
lim
N↑∞
N(∂tf
1,t
N )t=tN τ = LB(f
◦),
as a function of (τ, v) in the weak sense of D′(R+ × Rd), where we recall that the Lenard-
Balescu operator LB is defined in (1.19). ♦
Plan of the article. The article is organized as follows. The proof of Theorem 1 is
split into Sections 2, 3, and 4. In order to avoid hierarchical arguments, in the spirit of the
Klimontovich approach [19], we note that correlation functions are equivalent to cumulants
of the empirical measure. In Section 2, we start with a general introduction to Glauber
calculus for iid random initial data and we establish new higher-order Poincaré inequalities
for cumulants. In Section 3, we show how such inequalities are deformed under Newton’s
flow: more precisely, by means of a Grönwall argument, we estimate how the trajectory of
a given particle is sensitive to modifications of the initial position and velocity of another
particle. Combining these results, we conclude with the proof of Theorem 1 in Section 4.
Next, we turn to the applications, and Corollaries 1, 2, 3, 4 are established in Sections 5,
6, 7, 8, respectively.
Notation.
• We denote by C ≥ 1 any constant that only depends on d. We use the notation .
(resp. &) for ≤ C× (resp. ≥ 1C×) up to such a multiplicative constant C. We add
subscripts to C,.,& to indicate dependence on other parameters.
• For m ≥ 0 we set [m] = {1, . . . ,m}, and for an index set E = {i1, . . . , il} we write
zE = (zi1 , . . . , zil). Given an index set E, the notation π ⊢ E indicates that π is a
partition of E. When writing ∑
π⊢E
∏
B∈π
f(|π|, B),
the sum thus runs over all partitions π of the index set E and the product runs over all
blocks B of the partition π, while |π| denotes the number of blocks in the partition π
and |B| denotes the cardinality of B.
• For a, b ∈ R we write a ∧ b := min{a, b}, a ∨ b := max{a, b}, and 〈a〉 := (1 + a2)1/2.
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2. Glauber calculus for iid random initial data
We use the short-hand notation z◦j := (x
◦
j , v
◦
j ) and Z
◦
N := (z
◦
j )
N
j=1 for N ≥ 1. We assume
that these iid data are constructed on a given probability space (Ω◦,P◦), and we let the
latter be endowed with the minimal σ-algebra generated by the full sequence Z◦ := (z◦j )
∞
j=1.
For a random variable Y = Y (Z◦) ∈ L2(Ω◦), we then define its so-called Glauber derivative
with respect to the initial data z◦j ,
D◦jY := Y (Z
◦)− E◦j [Y (Z◦)],
where E◦j denotes the integration with respect to the variable z
◦
j only. The Glauber gra-
dient D◦Y = (D◦jY )j is an element of ℓ
∞(N; L2(Ω◦)) and measures the sensitivity of Y
with respect to the underlying data {z◦j }j . In those terms, the celebrated Efron-Stein
inequality [11] takes the form of the following Poincaré inequality in the probability space.
Lemma 2.1 (Efron-Stein’s inequality [11]). For all random variables Y ∈ L2(Ω◦), there
holds
Var◦[Y ] ≤ E◦
[∑
j
|D◦jY |2
]
= ‖D◦Y ‖2
ℓ2(N;L2(Ω◦))
. ♦
While this provides a useful control of the variance of general functions of the random
data, we show that a similar control can be extended to higher-order cumulants in form of
higher-order Poincaré inequalities. This extends to the iid setting a result previously es-
tablished by Nourdin and Peccati [25] in the Gaussian case by means of Malliavin calculus.
First recall that the m-th cumulant of a bounded random variable Y is defined by
κm(Y ) :=
(
( ddt)
m logE◦
[
etY
] )∣∣
t=0
,
that is,
κ1(Y ) = E
◦
[
Y
]
,
κ2(Y ) = E
◦
[
Y 2
]− E◦[Y ]2 = Var◦[Y ],
κ3(Y ) = E
◦
[
Y 3
]− 3E◦[Y 2]E◦[Y ]+ 2E◦[Y ]3,
κ4(Y ) = E
◦
[
Y 4
]− 4E◦[Y 3]E◦[Y ]− 3E◦[Y 2]2 + 12E◦[Y 2]E◦[Y ]2 − 6E◦[Y ]4 ,
and so on. The following general formula holds for all m ≥ 1,
κm(Y ) =
∑
π⊢[m]
(−1)|π|−1(|π| − 1)!
∏
B∈π
E
◦
[
Y |B|
]
, (2.1)
which can alternatively be formulated in terms of incomplete Bell polynomials. Conversely,
moments can be recovered from cumulants in form of a cluster expansion,
E
◦[Y m] =
∑
π⊢[m]
∏
B∈π
κ|B|(Y ).
Whereas the following simplified statement suffices for our purpose in this work, more
precise estimates are obtained in the proof in form of exact representation formulas (cf.
Lemma 2.6). The proof is postponed to Section 2.2.
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Theorem 2.2 (Higher-order Poincaré inequalities for cumulants). For all bounded random
variables YN = YN (Z
◦
N ) depending only on N initial data, there holds for all m ≥ 1,
κm+1(YN ) .m
m−1∑
k=0
Nk+1
∑
a1,...,am+1≥1∑
j aj=m+k+1
m+1∏
j=1
‖(D◦)ajYN‖
ℓ∞6=
(
L
1
aj
(m+k+1)
(Ω◦)
),
where we use the following short-hand notation for norms of iterated Glauber derivatives,
‖(D◦)nY ‖ℓ∞6= (Lp(Ω◦)) := sup
j1,...,jn
distinct
‖D◦j1 . . . D◦jnY ‖Lp(Ω◦). ♦
Next, the approximate normality of a random variable essentially follows from the con-
vergence of the first two moments and from the smallness of higher cumulants. It is nicely
quantified as follows, where the upper bound interestingly reduces to the above bound
on the third cumulant only. This result is known as a second-order Poincaré inequality
for approximate normality; it was first established by Chatterjee [7, Theorem 2.2] based
on Stein’s method for the 1-Wasserstein distance, while the corresponding bound on the
Kolmogorov distance can be found in [20, Theorem 4.2]. A short argument for the 1-
Wasserstein distance is provided in Section 2.3 for completeness.
Theorem 2.3 (Second-order Poincaré inequality for approximate normality; [7, 20]). For
all bounded random variables Y , setting σ2Y := Var
◦[Y ], there holds
dW
(
1
σY
(
Y − E◦[Y ] ) ; N)+ dK ( 1σY (Y − E◦[Y ] ) ; N)
.
1
σ3Y
∑
j
E
◦
[|D◦jY |6] 12 + 1σ2Y
(∑
j
(∑
l
E
◦
[|D◦l Y |4] 14 E◦[|D◦jD◦l Y |4] 14 )2) 12 ,
where we recall that dW (· ; N ) and dK (· ; N ) stand for the 1-Wasserstein and the Kol-
mogorov distances to a standard Gaussian random variable. ♦
2.1. Glauber calculus. We start with some functional background for Glauber calculus
on the probability space. A direct computation shows that D◦j is self-adjoint on L
2(Ω◦)
and satisfies the following commutation relations, for j 6= l,
D◦jD
◦
j = D
◦
j , D
◦
jD
◦
l = D
◦
lD
◦
j . (2.2)
We construct the corresponding Ornstein-Uhlenbeck operator (or infinite-dimensional Lapla-
cian),
L◦ :=
∑
j
(D◦j )
∗D◦j =
∑
j
D◦j ,
which is clearly densely defined on L2(Ω◦). Various properties of this fundamental operator
are collected in the following.
Lemma 2.4 (Ornstein-Uhlenbeck operator). The above-defined operator L◦ satisfies the
following properties:
(i) L◦ is essentially self-adjoint and nonnegative.
(ii) L◦ has dense image in L2(Ω◦)/R := {Y ∈ L2(Ω◦) : E◦[Y ] = 0}.
(iii) L◦ has kernel reduced to constants, kerL◦ = R, and has a unit spectral gap. More
precisely, the spectrum of L◦ coincides with N.
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(iv) The restriction of L◦ to (kerL◦)⊥ = L2(Ω◦)/R admits a well-defined inverse T ◦,
which is a self-adjoint nonnegative contraction on L2(Ω◦)/R.
(v) The inverse operator T ◦ satisfies, for all 1 < p <∞ and Y ∈ Lp(Ω◦) with E◦[Y ] = 0,
‖T ◦Y ‖Lp(Ω◦) . p
2
p−1‖Y ‖Lp(Ω◦). ♦
Proof. Starting from the identity Id =
∏
j(D
◦
j + E
◦
j) on L
2(Ω◦), we are led to
Id =
∞∑
n=0
πn, πn :=
∑
J⊂N:|J |=n
(∏
j∈J
D◦j
)( ∏
j∈N\J
E
◦
j
)
,
where πn is a well-defined projector on L
2(Ω◦) for each n, with πnπm = 0 for n 6= m. We
define the n-th Glauber chaos as the image Hn ⊂ L2(Ω◦) of πn, and the above observation
leads to the following direct sum decomposition,
L2(Ω◦) =
∞⊕
n=0
Hn.
Note that π0 = E
◦ and H0 = R. Since the commutator relations (2.2) yield L◦πn = nπn
for all n, we deduce L◦ = ∑∞n=1 nπn, with pseudo-inverse T ◦ = ∑∞n=1 1nπn, and the
conclusions (i)–(iv) easily follow. It remains to check (v). By duality it suffices to argue
for p ≥ 2, and by interpolation it suffices to argue for p = 2k with k ∈ N. Decompose
‖T ◦Y ‖2k
L2k(Ω◦)
=
∑
n1,...,n2k≥1
1
n1 . . . n2k
E
◦[(πn1Y ) . . . (πn2kY )]
≤ (2k)!
∑
n1≥...≥n2k≥1
1
n1 . . . n2k
∣∣E◦[(πn1Y ) . . . (πn2kY )]∣∣,
and note that for n1 ≥ . . . ≥ n2k ≥ 1 we can write
E
◦[(πn1Y ) . . . (πn2kY )] = E
◦
[
(πn1Y )πn1
(
(πn2Y ) . . . (πn2kY )
)]
,
where by definition of the πn’s the expression πn1((πn2Y ) . . . (πn2kY )) vanishes whenever
there holds n1 >
∑2k
j=2 nj. Restricting the sum to n1 ≤
∑2k
j=2 nj, noting that this con-
straint implies n1 ≤ 2kn2, and appealing to Jensen’s inequality, we find
‖T ◦Y ‖2k
L2k(Ω◦)
≤ (2k)! 2k ‖Y ‖2k
L2k(Ω◦)
∑
n1≥n3≥...≥n2k≥1
1
n21
1
n3 . . . n2k
,
and the conclusion (v) follows from a direct computation. 
2.2. Proof of Theorem 2.2. As a direct application of the above calculus, we can prove
the following representation formula for the covariance, which is an iid version of the so-
called Helffer-Sjöstrand representation formula [15, 27] (see also [9, Lemma 5.1]). Note
that the Poincaré inequality of Lemma 2.1 follows as a consequence.
Lemma 2.5 (Helffer-Sjöstrand representation formula). For all Y, Y ′ ∈ L2(Ω◦) there holds
Cov◦
[
Y ;Y ′
]
=
∑
j
E
◦
[
(D◦jY )T ◦(D◦jY ′)
]
. ♦
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Proof. By density (cf. Lemma 2.4(ii)), it suffices to prove this formula for all Y ∈ ImL◦.
Writing Y = L◦U for some U ∈ L2(Ω◦)/R in the domain of L◦, we decompose
Cov◦
[
Y ;Y ′
]
= E◦
[
(L◦U)Y ′] =∑
j
E
◦
[
(D◦jU)(D
◦
jY
′)
]
=
∑
j
E
◦
[
(D◦jT ◦Y )(D◦jY ′)
]
.
The commutation relations (2.2) ensure that D◦jT ◦ = T ◦D◦j on L2(Ω◦)/R, and the claim
follows. 
Next, we upgrade this result into representation formulas for higher-order cumulants.
This constitutes an iid version of a formula first proven by Nourdin and Peccati [25] in the
Gaussian Malliavin setting. Note that the formula takes a more complicated form here due
to the nonlocality of the Glauber derivative.
Lemma 2.6 (Representation formulas for cumulants). For a random variable Y ∈ L∞(Ω◦),
for all j and n ≥ 0, we define δnj (Y ) := E′j [(Y − Y ′j )n], where Y ′j coincides with Y with the
variable z◦j replaced by an iid copy z
′
j and where E
′
j denotes integration with respect to this
iid copy z′j. Next, we define the following random variables,
Γn0 (Y ) := Y 1n=0 for n ≥ 0,
Γn1 (Y ) :=
∑
j
δnj (Y )T ◦(D◦jY ) for n ≥ 1,
and iteratively for n ≥ m ≥ 0,
Γn+1m+1(Y ) := −Γn+1m (Y ) +
(
n+ 1
m
)∑
j
δn+1−mj (Y )T ◦D◦jΓmm(Y ),
and we set for short Γm(Y ) := Γ
m
m(Y ) for m ≥ 0. With these notations, the following
representation formula holds for all m ≥ 0,
κm+1(Y ) = E
◦[Γm(Y )] . ♦
Proof. We argue by induction. Since the result is trivial for m = 0 with κ1(Y ) = E
◦[Y ] and
Γ0(Y ) = Y , we may assume that the result is known for all m ≤ m0− 1, for some m0 ≥ 1,
and it remains to deduce that it then also holds for m = m0. For that purpose, we start
from the following classical recursion relation on cumulants (e.g. [25, Proposition 2.2]),
E
◦
[
Y m0+1
]
=
m0∑
m=0
(
m0
m
)
κm+1(Y )E
◦
[
Y m0−m
]
,
which we shall use in the form,
κm0+1(Y ) = E
◦
[
Y m0+1
]− m0−1∑
m=0
(
m0
m
)
κm+1(Y )E
◦
[
Y m0−m
]
. (2.3)
In view of the Helffer-Sjöstrand representation formula of Lemma 2.5, we can write
E
◦
[
Y m0+1
]
= E◦
[
Y
]
E
◦
[
Y m0
]
+Cov◦
[
Y m0 ;Y
]
= κ1(Y )E
◦
[
Y m0
]
+
∑
j
E
◦
[
(D◦jY
m0)T ◦(D◦jY )
]
.
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Using the following identity, for a, b ∈ R,
am0 − bm0 = am0 − (b− a+ a)m0 =
m0−1∑
m=0
(−1)m0−1−m
(
m0
m
)
am(a− b)m0−m,
we can write
D◦jY
m0 = E′j
[
Y m0 − (Y ′j )m0
]
=
m0−1∑
m=0
(−1)m0−1−m
(
m0
m
)
Y m δm0−mj (Y ), (2.4)
with E′j, Y
′
j , δ
m
j defined as in the statement. The above then becomes
E
◦
[
Y m0+1
]
= κ1(Y )E
◦
[
Y m0
]
+
m0−1∑
m=0
(−1)m0−1−m
(
m0
m
)
E
◦
[
Y m Γm0−m1 (Y )
]
,
with Γm0−m1 defined as in the statement. Provided m0 − 1 ≥ 1, isolating the contribution
of m = m0 − 1 in the sum, the induction assumption in form of κ2(Y ) = E◦[Γ1(Y )] yields
E
◦
[
Y m0+1
]
= κ1(Y )E
◦
[
Y m0
]
+
(
m0
1
)
κ2(Y )E
◦
[
Y m0−1
]
+
(
m0
m0 − 1
)
Cov◦
[
Y m0−1; Γ1(Y )
]
+
m0−2∑
m=0
(−1)m0−1−m
(
m0
m
)
E
◦
[
Y mΓm0−m1 (Y )
]
.
Appealing to the Helffer-Sjöstrand representation formula of Lemma 2.5 and to formula (2.4)
to rewrite the covariance term, we find(
m0
m0 − 1
)
Cov◦
[
Y m0−1; Γ1(Y )
]
=
(
m0
m0 − 1
)∑
j
E
◦
[
(D◦jY
m0−1)T ◦(D◦jΓ1(Y ))
]
=
m0−2∑
m=0
(−1)m0−2−m
(
m0
m0 − 1
)(
m0 − 1
m
)∑
j
E
◦
[
Y m δm0−1−mj (Y )T ◦(D◦jΓ1(Y ))
]
.
Inserting this into the above and recognizing the definition of Γm0−m2 in the statement,
with
( m0
m0−1
)(m0−1
m
)
=
(m0−m
1
)(m0
m
)
,
E
◦
[
Y m0+1
]
= κ1(Y )E
◦
[
Y m0
]
+
(
m0
1
)
κ2(Y )E
◦
[
Y m0−1
]
+
m0−2∑
m=0
(−1)m0−2−m
(
m0
m
)
E
◦
[
Y m Γm0−m2 (Y )
]
.
Iterating the above computation based on the induction assumption, we are led to
E
◦
[
Y m0+1
]
=
m0−1∑
m=0
(
m0
m
)
κm+1(Y )E
◦
[
Y m0−m
]
+ E◦
[
Γm0(Y )
]
.
Comparing this with (2.3), the conclusion κm0+1(Y ) = E
◦
[
Γm0(Y )
]
follows. 
We may now conclude the proof of Theorem 2.2 as an easy consequence of the above
representation formulas.
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Proof of Theorem 2.2. Using Jensen’s inequality in the following form, for n, r ≥ 1,
‖δnj (YN )‖Lr(Ω◦) ≤ ‖D◦jYN‖nLnr(Ω◦), (2.5)
and recalling that T ◦ is bounded in Lr(Ω◦) for all 1 < r <∞ (cf. Lemma 2.4(v)), a direct
computation yields by induction, for n ≥ m ≥ 0 and r ≥ 1,
‖Γn+1m+1(YN )‖Lr(Ω◦) .m,n,r
m∑
k=0
Nk+1
∑
a1,...,an+2≥1∑
j aj=n+k+2
n+2∏
j=1
‖DajYN‖
ℓ∞6=
(
L
r
aj
(n+k+2)
(Ω◦)
).
Inserting this into the representation formula of Lemma 2.6, the conclusion follows. 
2.3. Proof of Theorem 2.3. Let Y ∈ L2(Ω◦) with E◦[Y ] = 0 and Var◦[Y ] = 1. For
h : R→ R Lipschitz-continuous, we define its Stein transform Sh as the solution of Stein’s
equation
S′h(x)− xSh(x) = h(x)− E◦[h(N )] .
Writing
E
◦[h(Y )]− E◦[h(N )] = E◦[S′h(Y )− Y Sh(Y )] ,
the Helffer-Sjöstrand representation formula of Lemma 2.5 yields
E
◦[h(Y )]− E◦[h(N )] = E◦
[
S′h(Y )−
∑
j
(D◦jSh(Y ))T ◦(D◦jY )
]
.
If h has Lipschitz constant 1, then S′h is also Lipschitz-continuous with ‖Sh‖W 2,∞(R) . 1
(cf. [29]). A Taylor expansion then yields∣∣D◦jSh(Y )− S′h(Y )D◦jY ∣∣ . δ2j (Y ),
with the notation of Lemma 2.6. Appealing to Jensen’s inequality in form of (2.5) and to
the boundedness of T ◦ in L3(Ω◦), we are led to
E
◦[h(Y )]− E◦[h(N )] . E◦
[∣∣∣1−∑
j
(D◦jY )T ◦(D◦jY )
∣∣∣]+∑
j
E
◦
[|D◦jY |3] .
Recalling that Lemma 2.5 yields 1 = Var◦[Y ] =
∑
j E
◦
[
(D◦jY )T ◦(D◦jY )
]
, we can write
E
◦
[∣∣∣1−∑
j
(D◦jY )T ◦(D◦jY )
∣∣∣] ≤ Var◦[∑
j
(D◦jY )T ◦(D◦jY )
] 1
2
.
Taking the supremum over functions h with Lipschitz constant 1, we conclude
dW (Y ; N ) . Var◦
[∑
j
(D◦jY )T ◦(D◦jY )
] 1
2
+
∑
j
E
◦
[|D◦jY |3] ,
and the statement follows after applying the Poincaré inequality of Lemma 2.1 to the first
right-hand side term. The corresponding estimate for the Kolmogorov distance is more
involved; the reader is referred to [20, Theorem 4.2]. 
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3. Sensitivity estimates for Newton’s flow
In view of the mean-field interaction regime in (1.1), a O(1) modification of initial data
for a given particle is expected to have only a O( 1N ) effect on the trajectory of other
particles. Such a sensitivity estimate can be made precise as follows in terms of Glauber
calculus by means of a Grönwall argument.
Proposition 3.1. Let µN denote the empirical measure (1.13) associated with the particle
dynamics (1.1). For all m ≥ 0, p ≥ 1, and φ ∈ C∞b (D), there holds∥∥∥(D◦)m ˆ
D
φdµtN
∥∥∥
ℓ∞6= (L
p(Ω◦))
≤ 1
Nm
Cme
Cmt‖φ‖Wm,∞(D)
( ˆ
D
|z|mpdF ◦(z)
) 1
p
,
where the constant Cm further depends on m and ‖∇V ‖Wm,∞(Td). ♦
Proof. We split the proof into two steps, starting with the estimation of iterated Glauber
derivatives of particle trajectories.
Step 1. Bounds on Glauber derivatives of particle trajectories.
For all J ⊂ [N ], we write D◦J =
∏
j∈J D
◦
j and we introduce the following short-hand
notation, for p ≥ 1,
X tJ,p := max
j
‖D◦Jxtj,N‖Lp(Ω◦), VtJ,p := max
j
‖D◦Jvtj,N‖Lp(Ω◦),
Xˆ tJ,p := max
j /∈J
‖D◦Jxtj,N‖Lp(Ω◦), VˆtJ,p := max
j /∈J
‖D◦Jvtj,N‖Lp(Ω◦).
In this first step, we prove for all nonempty subsets J ⊂ [N ] with |J | = m,
X tJ,p + VtJ,p ≤
1
Nm−1
Cme
Cmt
∏
j∈J
‖D◦j z◦j ‖Lmp(Ω◦), (3.1)
Xˆ tJ,p + VˆtJ,p ≤
1
Nm
Cme
Cmt
∏
j∈J
‖D◦j z◦j ‖Lmp(Ω◦), (3.2)
where the constant Cm further depends on m and ‖∇V ‖Wm,∞(Td).
We argue by induction and start with the proof of (3.1) for |J | = m = 1, say J = {a} with
a ∈ [N ]. Taking the Glauber derivative of Newton’s equations (1.1), we find
∂tX{a},p ≤ V{a},p, (3.3)
and
∂tV{a},p ≤ max
j,l
‖D◦a∇V (xj,N − xl,N )‖Lp(Ω◦). (3.4)
Note that for a smooth function H : Rd → R we can write
D◦aH(xj,N) = H(xj,N )− E◦a[H(xj,N )] = E′a[H(xj,N )−H(xaj,N )]
=
ˆ 1
0
E
′
a
[
(xj,N − xaj,N) · ∇H
(
txj,N + (1− t)xaj,N
)]
dt, (3.5)
where {xaj,N}j stands for {xj,N}j with initial data z◦a replaced by an iid copy z′a, and where
E
′
a denotes integration with respect to this iid copy z
′
a only, and this implies
‖D◦aH(xj,N )‖Lp(Ω◦) . ‖∇H‖L∞(Rd)‖D◦axj,N‖Lp(Ω◦). (3.6)
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This allows to rewrite (3.4) in the form
∂tV{a},p . ‖∇2V ‖L∞(Td)X{a},p. (3.7)
We now appeal to a Grönwall-type argument in the following form, for any smooth func-
tions A,B,K,L : R+ → R+,
∂tA ≤ B and ∂tB ≤ KA+ L =⇒ A,B ≤ (A(0) + tB(0) +
´ t
0 L) e
´ t
0 (K∨1). (3.8)
The conclusion (3.1) for m = 1 then follows from (3.3) and (3.7) with initial data
X{a},p|t=0 = ‖D◦ax◦a‖Lp(Ω◦), V{a},p|t=0 = ‖D◦av◦a‖Lp(Ω◦).
Next, we similarly prove (3.2) for J = {a}. Taking the Glauber derivative of Newton’s
equations (1.1), we find
∂tXˆ{a},p ≤ Vˆ{a},p,
and, distinguishing between the cases l 6= a and l = a in (1.1),
∂tVˆ{a},p ≤
N − 1
N
max
j,l 6=a
‖D◦a∇V (xj,N − xl,N)‖Lp(Ω◦) +
1
N
max
j 6=a
‖D◦a∇V (xj,N − xa,N )‖Lp(Ω◦),
that is, in view of (3.6),
∂tVˆ{a},p . ‖∇2V ‖L∞(Td)Xˆ{a},p +
1
N
‖∇2V ‖L∞(Td)X{a},p.
Combining this with the bound on X{a},p, the conclusion (3.2) for m = 1 follows from
Grönwall’s inequality (3.8) with initial data
Xˆ{a},p|t=0 = Vˆ{a},p|t=0 = 0.
Now that (3.1) and (3.2) are proven for m = 1, we assume that they are known to hold
for all m ≤ m0 − 1, for some m0 ≥ 2, and we then show that they must also hold for
m = m0. Let J ⊂ [N ] with |J | = m0. Taking the iterated Glauber derivative of Newton’s
equations (1.1), we find
∂tXJ,p ≤ VJ,p,
and
∂tVJ,p ≤ max
j,l
‖D◦J∇V (xj,N − xl,N )‖Lp(Ω◦). (3.9)
Iterating the chain rule (3.5) in form of Faà di Bruno’s formula, we obtain the following
higher-order version of (3.6), for any smooth function H : Rd → R,
‖D◦JH(xj,N )‖Lp(Ω◦) .m0 ‖H‖Wm0,∞(Rd)
∑
π ⊢J
∏
B∈π
‖D◦Bxj,N‖
L
p
m0
|B| (Ω◦)
, (3.10)
Inserting this formula into (3.9), we are led to
∂tVJ,p .m0
∑
π ⊢J
∑
B∈π
XB,pm0
|B|
∏
B′∈π\B
XˆB′,p m0
|B′|
, (3.11)
where the multiplicative constant further depends on m0 and ‖∇V ‖Wm0,∞(Rd). In view of
the induction assumption, this takes the form
∂tVJ,p .m0 XJ,p +
1
Nm0−1
eCm0 t
∏
j∈J
‖D◦j z◦j ‖Lm0p(Ω◦),
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and the conclusion (3.1) with m = m0 follows from Grönwall’s inequality (3.8) with initial
data XJ,p|t=0 = VJ,p|t=0 = 0. The corresponding proof of (3.2) is similar.
Step 2. Conclusion.
Distinguishing the contribution of particles with index inside or outside J to the empirical
measure µN , we can write∥∥∥D◦J ˆ
D
φdµN
∥∥∥
Lp(Ω◦)
≤ max
j /∈J
‖D◦Jφ(zj,N )‖Lp(Ω◦) +
|J |
N
max
j
‖D◦Jφ(zj,N )‖Lp(Ω◦),
hence, for |J | = m, in view of the chain rule (3.10) and of the results (3.1)–(3.2) of Step 1,∥∥∥D◦J ˆ
D
φdµtN
∥∥∥
Lp(Ω◦)
≤ 1
Nm
Cme
Cmt‖φ‖Wm,∞(D)
∏
j∈J
‖D◦j z◦j ‖Lmp(Ω◦),
where the constant Cm further depends on m and ‖∇V ‖Wm,∞(Td). Noting that the product∏
j∈J ‖D◦j z◦j ‖Lmp(Ω◦) is bounded by (
´
D
|z|mpdF ◦(z))1/p, the conclusion follows. 
4. Optimal a priori estimates on correlations
This section is devoted to the proof of Theorem 1. In view of the higher-order Poincaré
inequality of Theorem 2.2 and the sensitivity estimates of Proposition 3.1, it only remains
to draw the link between correlation functions and cumulants of the empirical measure.
Since for all k ≥ 1 the initial W k,1 regularity of marginals of FN is propagated by the
Liouville equation (1.2) uniformly in N (cf. Remark 1.1(ii)), the stated a priori estimates
for Gm+1N inW
−2m,1(Dm+1) is equivalent to an estimate in (W 2m,∞(Dm+1))∗. By linearity,
it thus suffices to prove the following.
Proposition 4.1. For 0 ≤ m ≤ N − 1, the (m+ 1)-particle correlation function Gm+1N is
of order O(N−m) in the following sense, for all t ≥ 0 and φ ∈ C∞b (D),∣∣∣∣ ˆ
Dm+1
φ⊗(m+1)Gm+1; tN
∣∣∣∣ ≤ 1NmCmeCmt ∑
a1,...,am+1≥1∑
j aj=2m
m+1∏
j=1
‖φ‖W aj ,∞(D), (4.1)
where the constant Cm further depends on m, ‖∇V ‖Wm,∞(Td), and
´
D
|z|2mdF ◦(z). ♦
Proof. Combining the higher-order Poincaré inequality of Theorem 2.2 with the sensitivity
estimates of Proposition 3.1, we obtain the following a priori estimates for cumulants of
the empirical measure (1.13), for all m ≥ 0 and φ ∈ C∞b (D),
κm+1
(ˆ
D
φdµtN
)
≤ 1
Nm
Cme
Cmt
∑
a1,...,am+1≥1∑
j aj=2m
m+1∏
j=1
‖φ‖W aj ,∞(D), (4.2)
where the constant Cm further depends on m, ‖∇V ‖Wm,∞(Td), and
´
D
|z|2mdF ◦(z). It
remains to massage this estimate and draw the link with correlation functions. We start
from (2.1) in the form
κm+1
(ˆ
D
φdµN
)
=
∑
π⊢[m+1]
(−1)|π|−1(|π| − 1)!
∏
B∈π
E
◦
[(ˆ
D
φdµN
)|B|]
,
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where the moments of the empirical measure are computed as follows,
E
◦
[( ˆ
D
φdµN
)n]
=
1
Nn
N∑
j1,...,jn=1
E
◦
[ n∏
l=1
φ(zjl,N)
]
=
1
Nn
∑
π⊢[n]
N(N − 1) . . . (N − |π|+ 1)
ˆ
D|pi|
(⊗
B∈π
φ|B|
)
F
|π|
N ,
and where marginals of FN are expressed in terms of the cluster expansion (1.8),
FnN (z[n]) =
∑
π⊢[n]
∏
B∈π
G
|B|
N (zB).
Combining these identities leads to
κm+1
(ˆ
D
φdµN
)
=
∑
π⊢[m+1]
N |π|−m−1
∑
ρ⊢π
KN (ρ)
ˆ
D|pi|
(⊗
B∈π
φ|B|
)(⊗
D∈ρ
G
|D|
N (zD)
)
dzπ, (4.3)
in terms of
KN (ρ) :=
∑
σ⊢ρ
(−1)|σ|−1(|σ| − 1)!
( ∏
C∈σ
(
1− 1N
)
. . .
(
1− (
∑
D∈C |D|)−1
N
))
.
Combining (4.2) and (4.3), and noting that |KN (ρ)| .m N1−|ρ|, the conclusion can now
be deduced by induction. 
5. Mean-field approximation
This section is devoted to the proof of Corollary 1. In terms of the 2-particle correlation
function G2N = F
2
N − (F 1N )⊗2, the BBGKY equation (1.5) for the first marginal F 1N takes
the form
∂tF
1
N + v · ∇xF 1N = (∇V ∗ F 1N ) · ∇vF 1N + EN ,
with
EN := − 1
N
(∇V ∗ F 1N ) · ∇vF 1N +
N − 1
N
ˆ
D
∇V (x− x∗) · ∇vG2N (z, z∗) dz∗,
thus coinciding with the Vlasov equation (1.4) up to an error term EN involving G
2
N . In
order to neglect the latter, the a priori estimate of Proposition 4.1 yields
‖EtN‖W−2,1(D) ≤
1
N
CeCt, (5.1)
where the constant C further depends on ‖∇V ‖W 2,∞(Td) and
´
D
|z|2dF ◦(z). We then wish
to appeal to a stability result for the Vlasov equation in W−2,1(D). Due to commutator
issues, stability is only established in W−k,p(D) with 1 < p <∞, in the following form.
Lemma 5.1. For 1 < p < ∞, given an initial data F ◦ ∈ P ∩ Lp(D) and a perturbation
E ∈ L∞loc(R+; Lp(D)), let F1 ∈ L∞loc(R+;P∩Lp(D)) be a solution of the Vlasov equation (1.4)
and let F2 ∈ L∞loc(R+;P ∩ Lp(D)) be a solution of the following perturbed equation,
∂tF2 + v · ∇xF2 = (∇V ∗ F2) · ∇vF2 + E,
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with F1|t=0 = F2|t=0 = F ◦. Further assume that for some K ≥ 1 the solutions F t1 and
F t2 are compactly supported in T
d × B(0,K〈t〉) for all t ≥ 0. Then the following stability
estimate holds, for all r ≥ 1 + 2dp−1p and t ≥ 0,
‖F t1 − F t2‖W−r,p(D) ≤ Cp,r exp
(
Cp,r 〈t〉(K〈t〉)d
p−1
p
)
sup
0≤t′≤t
‖Et′‖W−r,p(D),
where the constant Cp,r further depends on p, r, s, ‖∇V ‖W s,∞(Td), and ‖F ◦‖Lp(D), for any
s > r. In addition, by Hölder’s inequality and the compactness assumption, the W−r,p(D)
norm in the left-hand side can be replaced by a W−r,1(D) norm. ♦
First note that the error estimate (5.1) together with the Sobolev inequality ensures,
for 1 < p <∞ and δ ≥ 4dp−1p ,
‖EtN‖W−2−δ,p(D2) .p ‖EtN‖W−2,1(D2) ≤
1
N
CeCt. (5.2)
Second, provided that the initial data F ◦ is supported in Td × B(0,K), Newton’s equa-
tions (1.1) ensure that F tN is supported in (T
d ×B(0,K + t‖∇V ‖L∞(Td)))N , and similarly
the solution F t of the Vlasov equation (1.4) is supported in Td ×B(0,K + t‖∇V ‖L∞(Td)).
Corollary 1 is then a direct consequence of the above stability result for the Vlasov equa-
tion, and it remains to establish the latter.
Proof of Lemma 5.1. By standard approximation arguments, we may assume that F ◦, E,
hence F1, F2, are smooth, so that the computations below make sense. The difference
F = F2 − F1 satisfies
∂tF + v · ∇xF = (∇V ∗ F1) · ∇vF + (∇V ∗ F ) · ∇vF2 + E,
with vanishing initial data. We then compute
d
dt
‖F‖p
W−r,p(D)
=
d
dt
ˆ
D
|〈∇〉−rF |p
≤ p ‖F‖p−1
W−r,p(D)
‖E‖W−r,p(D) − p
ˆ
D
|〈∇〉−rF |p−2(〈∇〉−rF )(〈∇〉−rP ),
in terms of
P := v · ∇xF − (∇V ∗ F1) · ∇vF − (∇V ∗ F ) · ∇vF2.
Next, we decompose
〈∇〉−rP = Q− 〈∇〉−rR+ v · ∇x〈∇〉−rF − (∇V ∗ F1) · ∇v〈∇〉−rF,
in terms of the commutator
Q := ∇x · [〈∇〉−r, v]F −∇v ·
[〈∇〉−r, (∇V ∗ F1)]F,
and the remainder R := (∇V ∗ F ) · ∇vF2. Inserting this identity into the above, we find
after straightforward simplifications,
d
dt
‖F‖W−r,p(D) ≤ ‖E‖W−r,p(D) + ‖Q‖Lp(D) + ‖R‖W−r,p(D) (5.3)
It remains to estimate the commutator Q and the remainder R, and we start with the
former. For that purpose, we appeal to a variant of the Kato-Ponce inequality [18] as
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provided by Lemma 5.2 below, to the effect of
‖Q‖Lp(D) .p,r,s
(
1 + ‖∇V ∗ F1‖W s,∞(Td)
)‖F‖W−r,p(D)
≤ (1 + ‖∇V ‖W s,∞(Td))‖F‖W−r,p(D),
for s > r ≥ 1, where the last inequality follows from the assumption that F1 is a probability
measure. We turn to the remainder term
R = (∇V ∗ F ) · ∇vF2 = (∇V ∗ F ) · ∇vF + (∇V ∗ F ) · ∇vF1,
which is estimated as follows, for s > r,
‖R‖W−r,p(D) . ‖∇V ‖W s,∞(Td)
(‖F‖L1(D)‖F‖W−r,p(D) + ‖F‖W−r,1(D)‖F1‖Lp(D)).
Using Hölder’s inequality and the compact support assumption in the form
‖F‖W−r,1(D) . (K〈t〉)d
p−1
p ‖F‖W−r,p(D),
and recalling that ‖F‖L1(D) ≤ 2, we are led to
d
dt
‖F‖W−r,p(D) .p,r,s ‖E‖W−r,p(D)
+
(
1 + (K〈t〉)d p−1p (1 + ‖F1‖Lp(D))‖∇V ‖W s,∞(Td)
)
‖F‖W−r,p(D).
Since the Lp(D) norm of the solution F1 of the Vlasov equation is conserved, the conclusion
follows from a Grönwall argument. 
We now establish the following variant of the Kato-Ponce commutator inequality [18]
for negative regularity.
Lemma 5.2. For 1 < p <∞ and s > r ≥ 1, there holds for all f, g ∈ C∞c (Rd),
‖〈∇〉[〈∇〉−r, g]f‖Lp(Rd) .p,r,s ‖f‖W−r,p(Rd)‖∇g‖W s−1,∞(Rd). ♦
Proof. We argue by duality. Given f, g, h ∈ C∞c (Rd), for p′ = pp−1 , we can writeˆ
Rd
h〈∇〉[〈∇〉−r , g]f =
ˆ
Rd
(〈∇〉1−rh)[g, 〈∇〉r ](〈∇〉−rf)
≤ ‖〈∇〉−rf‖Lp(Rd)‖[〈∇〉r, g](〈∇〉1−rh)‖Lp′ (Rd).
We now appeal to the Kato-Ponce inequality [18, Lemma X.1] in the following modified
form: for all v,w ∈ C∞c (Rd), 1 < q <∞, and a ≥ 1,
‖[〈∇〉a, v]w‖Lq(Rd) .q,a ‖〈∇〉a−1w‖Lq(Rd)‖∇v‖L∞(Rd) + ‖w‖Lq(Rd)‖∇〈∇〉a−1v‖L∞(Rd),
hence for b > a ≥ 1,
‖[〈∇〉a, v]w‖Lq(Rd) .q,a,b ‖〈∇〉a−1w‖Lq(Rd)‖∇v‖W b−1,∞(Rd).
The above then becomes for 1 < p <∞ and s > r ≥ 1,ˆ
Rd
h〈∇〉[〈∇〉−r, g]f .p,r,s ‖h‖Lp′(Rd)‖〈∇〉−rf‖Lp(Rd)‖∇g‖W s−1,∞(Rd).
Taking the supremum over h, the conclusion follows by duality. 
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6. Bogolyubov corrections to mean field
This section is devoted to the proof of Corollary 2. The BBGKY hierarchy (1.5) can
alternatively be written as a hierarchy of equations for correlation functions, and we wish to
appeal to Proposition 4.1 to truncate it to the desired accuracy. We start with a description
of the leading-order contribution of 2-particle correlations to the 1-particle density. The
conclusion of Corollary 2 is postponed to the end of this section.
Proposition 6.1. The evolution of the 1-particle density is given to next order by∥∥∥∂tF 1N + v · ∇xF 1N − N − 1N (∇V ∗ F 1N ) · ∇vF 1N
− 1
N
ˆ
D
∇V (x− x∗) · ∇v(NG2N )(z, z∗) dz∗
∥∥∥
W−2,1(D)
≤ 1
N2
CeCt, (6.1)
where the constant C further depends on ‖∇V ‖W 2,∞(Td) and
´
D
|z|2dF ◦(z), while the con-
tribution of 2-particle correlations is characterized to leading order as follows, for all δ > 0,∥∥〈∇z1〉−1〈∇z2〉−1(NG2N −H2)∥∥W−2−δ,1(D2) ≤ 1NCδeCδt1+δ , (6.2)
where H2 is defined as in the statement of Corollary 2 (cf. (1.12)), and where the constant
Cδ further depends on δ, ‖∇V ‖W 3+δ,∞(Td), ‖F ◦‖L1+δ(D), and suppF ◦. ♦
Proof. We start with the proof of (6.1). Writing
∂tF
1
N + v · ∇xF 1N =
N − 1
N
(∇V ∗ F 1N ) · ∇vF 1N +
ˆ
D
∇V (x− x∗) · ∇vG2N (z, z∗) dz∗ + PN ,
with
PN := − 1
N
ˆ
D
∇V (x− x∗) · ∇vG2N (z, z∗) dz∗,
the claim (6.1) follows from the a priori estimate of Proposition 4.1 in the form
‖P tN‖W−2,1(D) ≤
1
N2
CeCt,
where the constant C further depends on ‖∇V ‖W 2,∞(Td) and
´
D
|z|2dF ◦(z).
Next, we turn to the proof of (6.2). Starting from the BBGKY hierarchy (1.5) and suitably
regrouping the terms, the second cumulant is easily checked to satisfy
∂tG
2
N + iLFG
2
N =
1
N
S + EN , (6.3)
where the linearized Vlasov operator iLF is defined in (1.10), where the source term S is
given by
S := ∇V (x1 − x2) · (∇v1 −∇v2)(F ⊗ F )
− (∇V ∗ F (x1) · ∇v1 +∇V ∗ F (x2) · ∇v2)(F ⊗ F ),
and where the error term EN takes the form
EN (z1, z2) = E˜N (z1, z2) + E˜N (z2, z1),
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in terms of
E˜N (z1, z2) :=
1
N
∇V (x1 − x2) · ∇v1
(
(F 1N ⊗ F 1N − F ⊗ F ) +G2N
)
− 1
N
(
∇V ∗ F 1N (x1) · ∇v1F 1N (z1)F 1N (z2)−∇V ∗ F (x1) · ∇v1F (z1)F (z2)
)
− 1
N
F 1N (z2)
ˆ
D
∇V (x1 − x∗) · ∇v1G2N (z1, z∗) dz∗
+∇v1
(
N−2
N F
1
N − F
)
(z1) ·
ˆ
D
∇V (x1 − x∗)G2N (z2, z∗) dz∗
+
N − 2
N
∇V ∗ (F 1N − F )(x1) · ∇v1G2N (z1, z2)
+
N − 2
N
ˆ
D
∇V (x1 − x∗) · ∇v1G3N (z1, z2, z∗) dz∗.
Comparing (6.3) with the equation (1.12) for H2, we find
(∂t + iLF )(NG
2
N −H2) = NEN , (6.4)
with vanishing initial data. In order to bound NG2N − H2, we start by estimating the
error term EN . Appealing to the a priori estimates of Proposition 4.1 on G
2
N and G
3
N , and
setting for shortness A2+δ := 〈∇z1〉−1〈∇z2〉−1〈∇(z1,z2)〉−2−δ, we find for all δ > 0,
‖A2+δEtN‖L1(D2) ≤
1
N
( 1
N
+ ‖F 1;tN − F t‖W−2− δ2 ,1(D)
)
Cδe
Cδt,
where the constant Cδ further depends on δ, ‖∇V ‖W 3+δ,∞(Td), and
´
D
|z|4dF ◦(z). In view
of Corollary 1, we deduce
‖A2+δEtN‖L1(D2) ≤
1
N2
Cδe
Cδt
1+δ
,
where the constant Cδ further depends on δ, ‖∇V ‖W 3+δ,∞(Td), and suppF ◦. Now using the
stability result of Lemma 6.2 below for equation (6.4), together with the Sobolev inequality
as in (5.2), the conclusion (6.2) follows. 
Lemma 6.2. For 1 < p < ∞, given an initial data F ◦ ∈ P ∩ Lp(D) and a perturbation
E ∈ L∞loc(R+; Lp(D2)), let F ∈ L∞loc(R+;P∩Lp(D)) be a solution of the Vlasov equation (1.4)
and let G ∈ L∞loc(R+; Lp(D2)) be a solution of the following linear equation,
∂tG+ iLFG = E,
with F |t=0 = F ◦ and G|t=0 = 0. Further assume that for some K ≥ 1 the solutions F t
and Gt are compactly supported in Td×B(0,K〈t〉) and in (Td×B(0,K〈t〉))2, respectively,
for all t ≥ 0. Then, for all r ≥ 0, setting Ar := 〈∇z1〉−1〈∇z2〉−1〈∇(z1,z2)〉−r, the following
stability estimate holds,
‖ArGt‖Lp(D2) ≤ Cp,r exp
(
Cp,r〈t〉(K〈t〉)d
p−1
p
)
sup
0≤t′≤t
‖ArEt′‖Lp(D2),
where the constant Cp,r further depends on p, r, s, ‖∇V ‖W s+1,∞(Td), and ‖F ◦‖Lp(D) for any
s > r. In addition, by Hölder’s inequality and the compact support assumption, the Lp(D2)
norm in the left-hand side can be replaced by an L1(D2) norm. ♦
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Proof. By standard approximation arguments, we may assume that F ◦, E, hence F,G, are
smooth, so that the computations below make sense. We compute
d
dt
‖ArG‖pLp(D2) ≤ p ‖ArG‖
p−1
Lp(D2)
‖ArE‖Lp(D2) − p
ˆ
D2
|ArG|p−2(ArG)(AriLFG).
By definition of iLF , we may decompose
AriLFG = Qr −ArR+
(
v1 · ∇x1 + v2 · ∇x2
)
ArG
− (∇V ∗ F (x1) · ∇v1 +∇V ∗ F (x2) · ∇v2)ArG,
in terms of the commutator
Qr := ∇x1 · [Ar, v1]G+∇x2 · [Ar, v2·]G
−∇v1 ·
[
Ar,∇V ∗ F (x1)
]
G−∇v2 ·
[
Ar,∇V ∗ F (x2)
]
G,
and the remainder
R(z1, z2) := ∇v1F (z1) ·
ˆ
D
∇V (x1 − x∗)G(z2, z∗) dz∗
+∇v2F (z2) ·
ˆ
D
∇V (x2 − x∗)G(z1, z∗) dz∗.
After straightforward simplifications, the above becomes
d
dt
‖ArG‖Lp(D2) ≤ ‖ArE‖Lp(D2) + ‖Qr‖Lp(D2) + ‖ArR‖Lp(D2). (6.5)
It remains to estimate the commutator Qr and the remainder R, and we start with the
former. For that purpose, we appeal to Lemma 5.2 in the following form, for s > r ≥ 0,
‖Qr‖Lp(D2) .p,r,s
(
1 + ‖∇V ∗ F‖W s+1,∞(Td)
)‖ArG‖Lp(D2)
≤ (1 + ‖∇V ‖W s+1,∞(Td))‖ArG‖Lp(D2),
where the last inequality follows from the assumption that F is a probability measure. We
turn to the remainder term R, which is estimated as follows, for s > r,
‖ArRt‖Lp(D2) .p,r,s (K〈t〉)d
p−1
p ‖∇V ‖W s+1,∞(Td)‖F t‖Lp(D)‖ArGt‖Lp(D2).
Since the Lp(D) norm of the solution F of the Vlasov equation (1.4) is conserved, the
conclusion follows from a Grönwall argument. 
We finally turn to the proof of Corollary 2, which is easily deduced from the estimates
of Proposition 6.1 above.
Proof of Corollary 2. Combining (6.1) and (6.2) in Proposition 6.1 yields
∂tF
1
N + v · ∇xF 1N =
N − 1
N
(∇V ∗ F 1N ) · ∇vF 1N
+
1
N
ˆ
D
∇V (x− x∗) · ∇vH2(z, z∗) dz∗ +RN ,
with
‖RtN‖W−4−δ,1(D) ≤
1
N2
Cδe
Cδt
1+δ
,
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where the constant Cδ further depends on δ, ‖∇V ‖W 4+δ,∞(Td), ‖F ◦‖L1+δ(D), and suppF ◦.
Comparing with the equation (1.11) for H1N , the difference L
1
N := F
1
N −H1N satisfies
∂tL
1
N + v · ∇xL1N =
N − 1
N
(∇V ∗ L1N ) · ∇vH1N +
N − 1
N
(∇V ∗ F 1N ) · ∇vL1N +RN ,
with vanishing initial data. Repeating the stability argument in the proof of Lemma 5.1,
we find for all 1 < p <∞, s > r ≥ 1, and u ≥ 0,
d
dt
‖L1N‖W−r,p .p,r,s ‖RN‖W−r,p(D)
+
(
1 + ‖∇V ‖W s,∞(Td) + (K〈t〉)d
p−1
p ‖∇V ‖W s+u,∞(Td)‖H1N‖W−u,p(D)
)
‖L1N‖W−r,p(D).
Choosing u = r and estimating for r ≥ 2dp−1p ,
‖H1N‖W−r,p(D) ≤ ‖F 1N‖W−r,p(D) + ‖L1N‖W−r,p(D) . 1 + ‖L1N‖W−r,p(D),
the conclusion follows from a Grönwall argument. 
7. Fluctuations of the empirical measure
This section is devoted to the proof of a central limit theorem for the empirical measure,
cf. Corollary 3. More precisely, we establish the following.
Proposition 7.1. Given φ ∈ C∞c (D), we set for abbreviation
Y tN,φ :=
ˆ
D
φdµtN , (σ
t
N,φ)
2 := Var◦
[√
N Y tN,φ
]
.
and the reduced random variable
XtN,φ :=
1
σtN,φ
√
N
(
Y tN,φ − E◦
[
Y tN,φ
])
.
Denote by F the solution of the Vlasov equation (1.4), and let H2 be defined as in the
statement of Corollary 2. Then, the following properties hold.
(i) Asymptotic normality: For all N ≥ 1 and t ≥ 0,
dW
(
XtN,φ ; N
)
+ dK
(
XtN,φ ; N
)
.
1√
N
CeCt
(‖∇φ‖3L∞
(σtN,φ)
3
+
‖∇φ‖L∞‖∇φ‖W 1,∞
(σtN,φ)
2
)
, (7.1)
where the constant C further depends on ‖∇V ‖W 2,∞(Td),
´
D
|z|8dF ◦(z).
(ii) Convergence of the variance: For all t ≥ 0, there holds σtN,φ → σtφ as N ↑ ∞, where
the limit is given by
(σtφ)
2 :=
(ˆ
D
φ2F t −
( ˆ
D
φF t
)2)
+
ˆ
D
(φ⊗ φ)H2;t,
and there holds for all N ≥ 1 and δ > 0,
|(σtN,φ)2 − (σtφ)2| ≤
1
N
Cδe
Cδt
1+δ‖φ‖2W 3+δ,∞ , (7.2)
where the constant Cδ further depends on δ, ‖∇V ‖W 3+δ,∞(Td), ‖F ◦‖L1+δ(D), suppF ◦.
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(iii) Alternative characterization of the limiting variance: For all t ≥ 0, the limit σtφ can
be described as
(σtφ)
2 = Var
[ˆ
D
φU t[G◦]
]
,
where the Gaussian field G◦ is the distributional limit in law of √N(µ◦N − F ◦), and
where U [G◦] denotes the solution of the linearized Vlasov equation at F with initial
data G◦, cf. (1.14). ♦
Combining items (i) and (ii), together with Corollary 1, and noting that for a random
variable Y there holds for all a, b > 0 and z ∈ R,
dW (Y − z ; aN ) ≤ bdW
(
1
bY ; N
)
+ |a− b|+ |z|,
dK (Y − z ; aN ) ≤ dK
(
1
bY ; N
)
+
1
a ∧ b(|a− b|+ |z|),
the conclusion (1.16) easily follows. We turn to the proof of the above proposition.
Proof of Proposition 7.1. We start with (i). We apply the second-order Poincaré inequality
for approximate normality as stated in Theorem 2.3, to the effect of
dW
(
XtN,φ ; N
)
+ dK
(
XtN,φ ; N
)
.
1
(σtN,φ)
3
N
5
2‖D◦Y tN,φ‖3ℓ∞6= (L6(Ω◦))
+
1
(σtN,φ)
2
(
N
3
2‖D◦Y tN,φ‖2ℓ∞6= (L4(Ω◦)) +N
5
2 ‖D◦Y tN,φ‖ℓ∞6= (L4(Ω◦))‖(D
◦)2Y tN,φ‖ℓ∞6= (L4(Ω◦))
)
.
The claim (i) is a direct consequence of the sensitivity estimates of Proposition 3.1.
We turn to (ii). Computing the variance of the empirical measure in terms of marginals
of FN , we find
(σN,φ)
2 =
(ˆ
D
φ2F 1N −
(ˆ
D
φF 1N
)2)
+
N − 1
N
ˆ
D
(φ⊗ φ) (NG2N ).
(Note that this coincides with identity (4.3) for m = 1.) Hence,∣∣∣∣(σN,φ)2 − (ˆ
D
φ2F −
(ˆ
D
φF
)2)− ˆ
D
(φ⊗ φ)H2
∣∣∣∣
.
∣∣∣ ˆ
D
φ2(F 1N−F )
∣∣∣+‖φ‖L∞∣∣∣ ˆ
D
φ(F 1N−F )
∣∣∣+∣∣∣ˆ
D
(φ⊗φ) (NG2N−H2)∣∣∣+∣∣∣ˆ
D
(φ⊗φ)G2N
∣∣∣.
The claim (ii) follows from this in combination with Corollary 1, with (6.2) in Proposi-
tion 6.1, and with Proposition 4.1.
It remains to establish (iii). By definition, the Gaussian random field G◦ has covariance
structure given by
Var
[ˆ
D
φG◦
]
= lim
N↑∞
Var◦
[√
N
ˆ
D
φdµ◦N
]
=
ˆ
D
φ2F ◦ −
( ˆ
D
φF ◦
)2
,
that is,
h◦(z1, z2) := Cov[G◦(z1);G◦(z2)] = F ◦(z1)δ(z1 − z2)− F ◦(z1)F ◦(z2).
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In those terms, we can write
Var
[ˆ
D
φU t[G◦]
]
=
ˆ
D2
(φ⊗ φ) (U t ⊗ U t)[h◦].
Defining
ht(z1, z2) := F
t(z1)δ(z1 − z2)− F t(z1)F t(z2),
Rt := (U t ⊗ U t)[h◦]− ht,
this becomes
Var
[ˆ
D
φU t[G◦]
]
=
(ˆ
D
φ2F t −
(ˆ
D
φF t
)2)
+
ˆ
D2
(φ⊗ φ)Rt,
while a direct computation shows that the remainder R satisfies
∂tR+ iLFR = ∇V (x1 − x2) · (∇v1 −∇v2)(F ⊗ F )
− (∇V ∗ F (x1) · ∇v1 +∇V ∗ F (x2) · ∇v2)(F ⊗ F ),
with R|t=0 = 0, where iLF denotes the linearized Vlasov operator at F , cf. (1.10). Hence,
we deduce R = H2 by definition (1.12) of H2, and the claim (iii) follows. 
8. Lenard-Balescu limit
This section is devoted to the proof of Corollary 4. We start with a suitable simplification
of the Bogolyubov correction of Corollary 2 in the spatially homogeneous setting.
Corollary 8.1. Let the same assumptions hold as in Theorem 1, and assume that initial
data are spatially homogeneous (that is, F ◦(x, v) ≡ f◦(v)). Let h1N satisfy
∂th
1
N =
1
N
ˆ
Td
ˆ
D
∇V (x− x∗) · ∇vH2(z, z∗) dz∗dx, (8.1)
where H2 is the solution of
∂tH
2 + iL◦H2 = S, S := ∇V (x1 − x2) · (∇v1 −∇v2)(f◦ ⊗ f◦), (8.2)
with initial data h1N |t=0 = f◦ and H2|t=0 = 0, where iL◦ stands for the 2-particle linearized
Vlasov operator at f◦,
iL◦H :=
(
v1 · ∇x1 + v2 · ∇x2
)
H −∇v1f◦(v1) ·
ˆ
D
∇V (x1 − x∗)H(z∗, z2) dz∗
−∇v2f◦(v2) ·
ˆ
D
∇V (x2 − x∗)H(z1, z∗) dz∗. (8.3)
Then, the 1-particle velocity density (1.17) is close to h1N in the following sense, for all
t ≥ 0 and δ > 0,
1 ∧ ‖f1;tN − h1;tN ‖W−4−δ,1(Rd) ≤
1
N2
Cδe
Cδt
1+δ
,
where the constant Cδ further depends on δ, ‖∇V ‖W 8+δ,∞(Td), ‖F ◦‖L1+δ(Rd), suppF ◦. ♦
With the above at hand, noting that the error estimate is accurate uniformly in the range
0 ≤ t ≤ (logN)1−δ , it only remains to compute the long-time limit of the approximate
solution h1N . This is naturally performed by means of Laplace transform, which we use in
the following form.
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Lemma 8.2. With the notation of Corollary 8.1, there holds for all χ ∈ C∞c (R+) and
tN > 0,
ˆ ∞
0
χ(τ) (N∂th
1
N )|t=tN τ dτ
=
ˆ
R
gχ(α)
ˆ
Td
ˆ
D
∇V (x− x∗) ·
(
∇v
(
iL◦ + iα+1tN
)−1
S
)
(z, z∗) dz∗dx dα, (8.4)
where gχ(α) :=
1
2π
´∞
0
e(iα+1)τ
iα+1 χ(τ) dτ belongs to C
∞
b (R) and satisfies
|gχ(α)| .χ 〈α〉−2 and
ˆ
R
gχ =
ˆ ∞
0
χ. ♦
Proof. Corollary 8.1 yields
ˆ ∞
0
χ(τ) (N∂th
1
N )|t=tN τ dτ =
ˆ ∞
0
χ(τ)
ˆ
Td
ˆ
D
∇V (x− x∗) · ∇vH2;tN τ (z, z∗) dz∗dx dτ,
while the equation for H2 can be solved by Duhamel’s formula in the form
H2;tN τ =
ˆ tN τ
0
e−i(tN τ−t
′)L◦
(
∇V (x1 − x2) · (∇v1 −∇v2)(f◦ ⊗ f◦)
)
dt′.
Using the following formula for Laplace transform (see e.g. [10, Lemma 5.2]),
ˆ ∞
0
χ(τ)
ˆ tN τ
0
e−i(tN τ−t
′)L◦dt′ dτ =
ˆ
R
gχ(α)
(
iL◦ + iα+1tN
)−1
dα,
the claim follows. 
Next, in view of (8.4), we provide some basic spectral information on the 2-particle
linearized Vlasov operator L◦ and we explicitly compute its resolvent. Henceforth, we use
the short-hand notation 〈G(v, v′)〉v :=
´
Rd
G(v, v′) dv.
Lemma 8.3. Let V ∈W 1,∞(Td) with V̂ ≥ 0, let f◦ ∈W 1,1(Rd), and let the operator iL◦
be split into iL◦ = iL◦1 + iL
◦
2, in terms of
iL◦1H := v1 · ∇x1H −∇v1f◦(v1) ·
ˆ
D
∇V (x1 − x∗)H(z∗, z2) dz∗,
iL◦2H := v2 · ∇x2H −∇v2f◦(v2) ·
ˆ
D
∇V (x2 − x∗)H(z1, z∗) dz∗.
(i) The operators iL◦1 and iL
◦
2 generate C0-groups {eitL
◦
1}t∈R and {eitL◦2}t∈R on L1(D2),
which commute together, hence the sum iL◦ similarly generates a C0-group.
(ii) The following growth bound holds, for all t ≥ 0,
‖eitL◦1H‖L1(D2) + ‖eitL
◦
2H‖L1(D2) ≤ et‖∇f
◦‖
L1(Rd)
‖∇V ‖
L∞(Td)‖H‖L1(D2).
(iii) Further assume that f◦ is linearly Vlasov-stable in the sense of Corollary 4. Then,
for j = 1, 2, the operator L◦j has only real spectrum and its resolvent takes on the
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following explicit form, for ω ∈ C \ R, in Fourier space,
(L̂◦j − ω)−1Ĥ =
Ĥ
kj · vj − ω +
V̂ (kj)
ε◦(kj , ω)
kj · ∇f◦(vj)
kj · vj − ω
〈
Ĥ
kj · vj − ω
〉
vj
,
〈
(L̂◦j − ω)−1Ĥ
〉
vj
=
1
ε◦(kj , ω)
〈
Ĥ
kj · vj − ω
〉
vj
,
in terms of the dispersion function
ε◦(k, ω) := 1− V̂ (k)
〈
k · ∇f◦(v)
k · v − ω
〉
v
, (8.5)
which satisfies for all ω ∈ C \ R and k ∈ Zd,
|ε◦(k, ω)| ≥ 1− |ℜω||ω| > 0.
In addition, the resolvent for the sum L◦ = L◦1 + L
◦
2 can be deduced in view of the
following formula, for ℑω > 0,
(L◦ − ω)−1 = 1
2πi
ˆ
R
(L◦2 + α− ω2 )−1(L◦1 − α− ω2 )−1 dα. (8.6)
♦
Proof. We start with (i) and (ii). The linearized Vlasov operator iL◦j takes the form
iL◦j = vj ·∇xj+P ◦j , where the transport operator vj ·∇xj generates a C0-group of isometries
on L1(D2), and where the perturbation P ◦j is bounded in L
1(D2), with
‖P ◦j H‖L1(D2) ≤ ‖∇f◦‖L1(Rd)‖∇V ‖L∞(Td)‖H‖L1(D2).
In view of standard perturbation theory [17, Theorem IX.2.1], we can deduce that iL◦j
itself generates a C0-group on L
1(D2), with the stated growth bound (ii). As iL◦1 and iL
◦
2
clearly commute, items (i) and (ii) follow.
We turn to (iii), and we start with the lower bound on the dispersion function ε◦. Since
V̂ is real-valued by assumption, we can compute
|ε◦(k, ω)|2 =
∣∣∣∣1− V̂ (k)〈k · ∇f◦(v)k · v − ω
〉
v
∣∣∣∣2
=
(
1− V̂ (k)
〈
(k · v)k · ∇f◦(v)
(k · v −ℜω)2 + (ℑω)2
〉
v
+ (ℜω)V̂ (k)
〈
k · ∇f◦(v)
(k · v −ℜω)2 + (ℑω)2
〉
v
)2
+
(
(ℑω)V̂ (k)
〈
k · ∇f◦(v)
(k · v −ℜω)2 + (ℑω)2
〉
v
)2
,
and we note that the linear Vlasov stability assumption for f◦ precisely amounts to
1− V̂ (k)
〈
(k · v)k · ∇f◦(v)
(k · v −ℜω)2 + (ℑω)2
〉
v
= 1− |k|2V̂ (k)
ˆ
R
y(π◦k)
′(y)
(|k|y −ℜω)2 + (ℑω)2dy ≥ 1.
In view of the inequality
(a+ bℜω)2 + (bℑω)2 ≥ (a2 + b2|ω|2)(1 − |ℜω||ω| ) for all a, b ∈ R,
we can conclude for ω ∈ C \ R,
|ε◦(k, ω)|2 ≥ 1− |ℜω||ω| > 0.
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It remains to compute the resolvent of L◦j . Letting ω ∈ C \R and H ∈ L1(D2), we aim to
compute Gω := (L
◦
j − ω)−1H. By definition of L◦j , the identity (L◦j − ω)Gω = H takes on
the following form in Fourier variables,
Ĥ = (kj · vj − ω)Ĝω − V̂ (kj)kj · ∇f◦(vj)〈Ĝω〉vj
or equivalently, dividing by kj · vj − ω,
Ĥ
kj · vj − ω = Ĝω − V̂ (kj)
kj · ∇f◦(vj)
kj · vj − ω 〈Ĝω〉vj .
Averaging with respect to vj yields〈
Ĥ
kj · vj − ω
〉
vj
= ε◦(kj , ω)〈Ĝω〉vj .
with ε◦ defined in the statement. As ε◦ does not vanish, this yields
〈Ĝω〉vj =
1
ε◦(kj , ω)
〈
Ĥ
kj · vj − ω
〉
vj
,
and the conclusion follows. The general formula for the resolvent of the sum L◦ = L◦1+L
◦
2 of
commuting operators is borrowed from [24, equation (A.16)] and we refer to [10, Lemma 5.5]
for a proof. 
We now provide a refined lower bound on the above-defined dispersion function ε◦
(cf. (8.5)), which is particularly useful when applying Lebesgue’s dominated convergence
theorem to compute the limit of the right-hand side in (8.4). We further state other related
technical estimates that are crucial to the proof.
Lemma 8.4. Let V ∈ W 1,∞(Td) and f◦ ∈ P ∩ C∞c (Rd). Assume that f◦ is linearly
Vlasov-stable and that V is positive definite and small enough in the sense of Corollary 4.
Then, there holds uniformly for k ∈ 2πZd \ {0} and ω ∈ C \R,
ε◦(k, ω) & 1, (8.7)
and similarly
|k|
∣∣∣∣〈 f◦(v)k · v − ω
〉
v
∣∣∣∣ . 1, (8.8)
where the bounds further depend on δ, ‖V ‖L∞(Td), and ‖f◦‖W 2+δ,1(Rd) for any δ > 0. In
addition, denoting by γR the contour that is constituted of the real segment (−∞,−R], the
circular arc ∂BR ∩ {z ∈ C : ℑz < 0}, and the real segment [R,∞), we find
lim
R↑∞
sup
k∈2πZd
ˆ
γR
|1− ε◦(k, α)| d|α||α| = 0, (8.9)
and similarly,
lim
R↑∞
sup
k∈2πZd
ˆ
γR
|k|
∣∣∣∣〈 f◦(v)k · v − α
〉
v
∣∣∣∣ d|α||α| = 0. (8.10)
♦
Proof. We first establish (8.7) and we start from the lower bound
|ε◦(k, ω)| ≥ |ℜε◦(k, ω)| ≥ 1− V̂ (k)
∣∣∣∣〈(k · v −ℜω)k · ∇f◦(v)(k · v −ℜω)2 + (ℑω)2
〉
v
∣∣∣∣.
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By definition of π◦k (cf. statement of Corollary 4) and by symmetry, we can decompose∣∣∣∣〈(k · v −ℜω)k · ∇f◦(v)(k · v −ℜω)2 + (ℑω)2
〉
v
∣∣∣∣ = |k|∣∣∣∣ ˆ
R
(|k|y −ℜω)(π◦k)′(y)
(|k|y −ℜω)2 + (ℑω)2 dy
∣∣∣∣
≤ |k|
2
∣∣∣∣ˆ
||k|y−ℜω|<|k|
|k|y −ℜω
(|k|y −ℜω)2 + (ℑω)2
(
(π◦k)
′(y)− (π◦k)′
(
2ℜω|k| − y
))
dy
∣∣∣∣
+ |k|
∣∣∣∣ ˆ
||k|y−ℜω|>|k|
(|k|y −ℜω)(π◦k)′(y)
(|k|y −ℜω)2 + (ℑω)2dy
∣∣∣∣.
Using a Hölder condition for (π◦k)
′ to estimate the first right-hand side term, and using an
integration by parts to estimate the second one, we easily deduce for 0 < δ ≤ 1,∣∣∣∣〈 (k · v −ℜω)k · ∇f◦(v)(k · v −ℜω)2 + (ℑω)2
〉
v
∣∣∣∣ .δ ‖(π◦k)′‖W δ,∞(R) + ‖π◦k‖L∞(R).
Inserting this bound into the above yields
|ε◦(k, ω)| ≥ 1− Cδ‖V ‖L∞(Td) supk ‖π◦k‖W 1+δ,∞(R).
Using the Sobolev inequality in the form
‖π◦k‖W 1+δ,∞(R) . ‖π◦k‖W 2+δ,1(R) . ‖f◦‖W 2+δ,1(Rd),
the conclusion (8.7) follows.
We turn to (8.8). Noting that
π◦k(y)
|k|y − ω −
π◦k(2
ℜω
|k| − y)
|k|y − ω¯ =
π◦k(y)− π◦k(2ℜω|k| − y)
|k|y − ω¯ +
2i(ℑω)π◦k(y)
||k|y − ω|2 ,
we decompose similarly as above,∣∣∣∣〈 f◦(v)k · v − ω
〉
v
∣∣∣∣ = ∣∣∣∣ ˆ
R
π◦k(y)
|k|y − ωdy
∣∣∣∣ ≤ 12
∣∣∣∣ ˆ
||k|y−ℜω|<|k|
π◦k(y)− π◦k(2ℜω|k| − y)
|k|y − ω¯ dy
∣∣∣∣
+
∣∣∣∣ˆ
||k|y−ℜω|<|k|
(ℑω)π◦k(y)
||k|y − ω|2dy
∣∣∣∣+ ∣∣∣∣ˆ
||k|y−ℜω|>|k|
π◦k(y)
|k|y − ωdy
∣∣∣∣,
hence for 0 < δ ≤ 1 we find∣∣∣∣〈 f◦(v)k · v − ω
〉
v
∣∣∣∣ .δ |k|−1‖π◦k‖L1 ∩W δ,∞(R) . |k|−1‖f◦‖W 1+δ,1(Rd),
and the conclusion (8.8) follows.
We turn to (8.9). Let k ∈ 2πZd \{0} be fixed. By definition (8.5) of ε◦, we can decompose
as above,
|1− ε◦(k, ω)| = V̂ (k)
∣∣∣∣〈k · ∇f◦(v)k · v − ω
〉
v
∣∣∣∣ = |k|V̂ (k)∣∣∣∣ ˆ
R
(π◦k)
′(y)
|k|y − ωdy
∣∣∣∣
≤ |k|
2
V̂ (k)
∣∣∣∣ ˆ
||k|y−ℜω|<|k|
(π◦k)
′(y)− (π◦k)′(2ℜω|k| − y)
|k|y − ω¯ dy
∣∣∣∣
+ |k|V̂ (k)
∣∣∣∣ ˆ
||k|y−ℜω|<|k|
(ℑω)(π◦k)′(y)
||k|y − ω|2 dy
∣∣∣∣+ |k|V̂ (k)∣∣∣∣ ˆ
||k|y−ℜω|>|k|
(π◦k)
′(y)
|k|y − ωdy
∣∣∣∣.
32 M. DUERINCKX
Using a Hölder condition to estimate the first right-hand side term, and using integration
by parts to estimate the last term, distinguishing between the contributions of ||k|y−ℜω| >
(12 |ℜω|δ) ∨ |k| and of |k| < ||k|y −ℜω| < (12 |ℜω|δ) ∨ |k|, we easily deduce for 0 < δ ≤ 1,
|1− ε◦(k, ω)| . V̂ (k)‖(π◦k)′‖W δ,∞({y:||k|y−ℜω|<|k|})
+ V̂ (k)‖π◦k‖L1({y:||k|y−ℜω|<( 1
2
|ℜω|δ)∨|k|}) + |k|
(|ℜω|δ + |ℑω|+ |k|)−1V̂ (k)‖π◦k‖L∞(R),
hence, by the Sobolev inequality,
|1− ε◦(k, ω)| . V̂ (k)‖π◦k‖W 2+δ,1({y:||k|y−ℜω|<|k|})
+ V̂ (k)‖π◦k‖L1({y:||k|y−ℜω|<( 1
2
|ℜω|δ)∨|k|}) + |k|
(|ℜω|δ + |ℑω|+ |k|)−1V̂ (k)‖π◦k‖L∞(R).
Integrating over the contour γR and using Fubini’s theorem, we findˆ
γR
|1− ε◦(k, α)|d|α||α| .δ R
−1|k|V̂ (k)(‖π◦k‖W 2+δ,1(R) + ‖〈·〉δπ◦k‖L1(R))+R−δ‖π◦k‖L∞(R),
and the conclusion (8.9) follows. Finally, the proof of (8.10) is similar and is omitted. 
With the above estimates at hand, the conclusion of Corollary 4 is easily deduced by
following e.g. the computations in [24, Appendix A], similarly as we have done in [10].
More precisely, Corollary 4 is a direct consequence of the following computation together
with Lemma 8.2 and Lebesgue’s dominated convergence theorem.
Lemma 8.5. Let V ∈ W 1,∞(Td) and f◦ ∈ P ∩ C∞c (Rd). Assume that f◦ is linearly
Vlasov-stable and that V is positive definite and small enough in the sense of Corollary 4.
Then, with the notation (8.2) for S, there holds
lim
ω→0
ℑω>0, |ℜω|.ℑω
ˆ
Td
ˆ
D
∇V (x− x∗) ·
(
∇v
(
iL◦ − iω)−1S)(z, z∗) dz∗dx = LB(f◦),
while the argument of the limit can be written as ∇v · Tω(v), where Tω satisfies for all
v ∈ Rd and ω ∈ C \ R,
|Tω(v)| . (|f◦(v)| + |∇f◦(v)|) log
(
2 +
|ℜω|
|ℑω|
)
, (8.11)
where the bound further depends on δ, ‖V ‖W 1,∞(Td), and ‖f◦‖W 2+δ,1(Rd) for any δ > 0. ♦
Proof. Given ℑω > 0, we can write in Fourier variables, using (8.6) to express the resolvent
of the 2-particle linearized Vlasov operator L◦,ˆ
Td
ˆ
D
∇V (x− x∗) ·
(
∇v
(
iL◦ − iω)−1S)(z, z∗) dz∗dx
= ∇v ·
∑
k∈2πZd
kV̂ (k)
〈(
(L̂◦ − ω)−1Ŝ)(−k, v, k, v∗)〉
v∗
= ∇v ·
∑
k∈2πZd
kV̂ (k)
1
2πi
ˆ
R
〈(
(L̂◦2 + α− ω2 )−1(L̂◦1 − α− ω2 )−1Ŝ
)
(−k, v, k, v∗)
〉
v∗
dα.
Noting that
Ŝ(−k, v, k, v∗) := −ikV̂ (k) · (∇v −∇v∗)(f◦ ⊗ f◦)(v, v∗),
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and inserting the explicit computation of the resolvents of L◦1 and L
◦
2 as obtained in
Lemma 8.3(iii), we find
ˆ
Td
ˆ
D
∇V (x− x∗) ·
(
∇v
(
iL◦ − iω)−1S)(z, z∗) dz∗dx
= ∇v ·
∑
k∈2πZd
kV̂ (k)
1
2π
ˆ
R
1
ε◦(k, ω2 − α)
1
k · v + α+ ω2
×
(
V̂ (k)
〈
k · (∇v −∇v∗)f◦(v)f◦(v∗)
k · v∗ + α− ω2
〉
v∗
+ V̂ (k)2
k · ∇f◦(v)
ε◦(−k, ω2 + α)
〈
k · (∇w∗ −∇v∗)f◦(w∗)f◦(v∗)
(k · v∗ + α− ω2 )(k · w∗ + α+ ω2 )
〉
v∗,w∗
)
dα.
By definition (8.5) of the dispersion function ε◦, we can write
V̂ (k)
〈
k · ∇f◦(v∗)
k · v∗ + α− ω2
〉
v∗
= 1− ε◦(k, ω2 − α), (8.12)
and similarly,
V̂ (k)
〈
k · (∇w∗ −∇v∗)f◦(w∗)f◦(v∗)
(k · v∗ + α− ω2 )(k · w∗ + α+ ω2 )
〉
v∗,w∗
=
〈
f◦(v∗)
k · v∗ + α− ω2
〉
v∗
(
1− ε◦(−k, ω2 + α)
) −〈 f◦(w∗)
k · w∗ + α+ ω2
〉
w∗
(
1− ε◦(k, ω2 − α)
)
.
Inserting these identities into the above, we find after simplifications,
ˆ
Td
ˆ
D
∇V (x− x∗) ·
(
∇v
(
iL◦ − iω)−1S)(z, z∗) dz∗dx
= ∇v ·
∑
k∈2πZd
kV̂ (k)
1
2π
ˆ
R
1
k · v + α+ ω2
×
((
1− 1
ε◦(k, ω2 − α)
)(
f◦(v) + V̂ (k)
k · ∇f◦(v)
ε◦(−k, ω2 + α)
〈
f◦(w∗)
k · w∗ + α+ ω2
〉
w∗
)
+ V̂ (k)
k · ∇f◦(v)
ε◦(k, ω2 − α)ε◦(−k, ω2 + α)
〈
f◦(v∗)
k · v∗ + α− ω2
〉
v∗
)
dα.
As ℑω > 0, we note that the integrand
α 7→ 1− 1
ε◦(k, ω2 − α)
is analytic on the lower complex half-plane ℑα < 12ℑω. In addition, in view of (8.7)
and (8.9) in Lemma 8.4, complex deformation yields
1
2πi
ˆ
R
1
k · v + α+ ω2
(
1− 1
ε◦(k, ω2 − α)
)
dα =
1
ε◦(k, k · v + ω) − 1,
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which is the residue at α = −k · v − ω2 . Similarly, we computeˆ
R
1
k · v + α+ ω2
1
ε◦(−k, ω2 + α)
〈
f◦(w∗)
k · w∗ + α+ ω2
〉
w∗
dα = 0.
Inserting these identities into the above yieldsˆ
Td
ˆ
D
∇V (x− x∗) ·
(
∇v
(
iL◦ − iω)−1S)(z, z∗) dz∗dx
= ∇v ·
∑
k∈2πZd
ikV̂ (k)f◦(v)
(
1
ε◦(k, k · v + ω) − 1
)
+∇v ·
∑
k∈2πZd
kV̂ (k)Lω(k, v), (8.13)
in terms of
Lω(k, v) :=
1
2π
ˆ
R
1
k · v + α+ ω2
× V̂ (k)k · ∇f
◦(v)
ε◦(k, ω2 − α)ε◦(−k, ω2 + α)
(〈
f◦(v∗)
k · v∗ + α− ω2
〉
v∗
−
〈
f◦(v∗)
k · v∗ + α+ ω2
〉
v∗
)
dα.
Since V is even, its Fourier transform V̂ is even too, hence we find by symmetry∑
k∈2πZd
kV̂ (k)Lω(k, v) =
∑
k∈2πZd
kV̂ (k)L˜ω(k, v), (8.14)
in terms of
L˜ω(k, v) :=
1
2
(
Lω(k, v) − Lω(−k, v)
)
=
1
2π
ˆ
R
1
2
(
1
k · v + α+ ω2
− 1
k · v + α− ω2
)
× V̂ (k)k · ∇f
◦(v)
ε◦(k, ω2 − α)ε◦(−k, ω2 + α)
(〈
f◦(v∗)
k · v∗ + α− ω2
〉
v∗
−
〈
f◦(v∗)
k · v∗ + α+ ω2
〉
v∗
)
dα.
In view of Lemma 8.4, it is easily checked that
|L˜ω(k, v)| . V̂ (k)|∇f◦(v)|
ˆ
R
|ω|
|α2 − ω2| dα . V̂ (k)|∇f
◦(v)| log
(
2 +
ℜω
ℑω
)
.
Combining this with (8.13) and (8.14), we can write as statedˆ
Td
ˆ
D
∇V (x− x∗) ·
(
∇v
(
iL◦ − iω)−1S)(z, z∗) dz∗dx = ∇v · Tω(v),
with Tω satisfying the bound (8.11). It remains to pass to the limit ω → 0 with ℑω > 0
and |ℜω| . ℑω. Recall the Sokhotskii-Plemelj formula
ℑ 1
k · v + α+ i0 = −πδ(k · v + α), (8.15)
which we use in the following form, for all test functions φ ∈ Cb(R),
lim
ω→0
ℑω>0, |ℜω|.ℑω
ˆ
R
1
2
(
1
k · v + α+ ω2
− 1
k · v + α− ω2
)
φ(α) dα = −iπφ(−k · v).
Further noting that ε◦(−k, α + i0) = ε◦(k,−α+ i0), we deduce
L˜(k, v) := lim
ω→0
ℑω>0, |ℜω|.ℑω
L˜ω(k, v) =
V̂ (k)k · ∇f◦(v)
|ε◦(k, k · v + i0)|2
〈
ℑ f
◦(v∗)
k · (v∗ − v)− i0
〉
v∗
dα.
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Using the Sokhotskii-Plemelj formula (8.15) again, we find
L˜(k, v) =
πV̂ (k)k · ∇f◦(v)
|ε◦(k, k · v + i0)|2
〈
f◦(v∗)δ(k · (v∗ − v))
〉
v∗
.
Similarly, we compute
ℑ
(
1
ε◦(k, k · v + i0) − 1
)
=
ℑε◦(k, k · v − i0)
|ε◦(k, k · v + i0)|2 =
πV̂ (k)〈k · ∇f◦(v∗)δ(k · (v∗ − v))〉v∗
|ε◦(k, k · v + i0)|2 .
Combining these computations with (8.13) and (8.14), and noting that ε◦(k, k · v − i0) =
ε(k, k · v;∇f◦) (comparing definitions (1.21) and (8.5)), the conclusion follows. 
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