The global Arnoldi method can be used to compute exterior eigenpairs of a large nonHermitian matrix A, but it does not work well for interior eigenvalue problems. Based on the global Arnoldi process that generates an F -orthonormal basis of a matrix Krylov subspace, we propose a global harmonic Arnoldi method for computing certain harmonic F -Ritz pairs that are used to approximate some interior eigenpairs. We propose computing the F -Rayleigh quotients of the large non-Hermitian matrix with respect to harmonic F -Ritz vectors and taking them as new approximate eigenvalues. They are better and more reliable than the harmonic F -Ritz values. The global harmonic Arnoldi method inherits convergence properties of the harmonic Arnoldi method applied to a larger matrix whose distinct eigenvalues are the same as those of the original given matrix. Some properties of the harmonic F -Ritz vectors are presented. As an application, assuming that A is diagonalizable, we show that the global harmonic Arnoldi method is able to solve multiple eigenvalue problems both in theory and in practice. To be practical, we develop an implicitly restarted global harmonic Arnoldi algorithm with certain harmonic F -shifts suggested. In particular, this algorithm can be adaptively used to solve multiple eigenvalue problems. Numerical experiments show that the algorithm is efficient for the eigenproblem and is reliable for quite ill-conditioned multiple eigenproblems.
Introduction
Consider the large matrix eigenproblem
where A is an n × n large diagonalizable matrix, and the (λ i , ϕ i ) are the eigenpairs of A with the Euclidean norm ϕ i = 1, i = 1, 2, . . . , n.
Over the past two decades, interior eigenproblems have arisen in many applications and they have been receiving much attention [1, 2] . For example, eigenvalues in the middle of the spectrum are needed for studying tidal motion [3] , adaptive polynomial preconditioning [4, 5] , and Richardson's iteration [6] , and the stability analysis in computational fluid dynamics needs estimates of interior eigenvalues [7] . Other applications include power system simulations [8] , weather forecasting models, molecular chemistry, and so on. In this paper, we are interested in the interior eigenproblem that requires some interior eigenvalues of A nearest to a target point τ and/or the associated eigenvectors. Jbilou et al. [9] proposed global projection methods for solving matrix equations. Since then, various global methods have been used to solve linear systems with multiple right-hand sides, matrix equations and model reduction problems [10] [11] [12] [13] [14] . To our knowledge, however, nothing has been done to explore a global projection method for solving eigenproblems. We have recently proposed a global Arnoldi method for large eigenproblems in [15] . The method exploits the global Arnoldi process to construct an F -orthonormal basis of the matrix Krylov subspace generated by an n × s starting matrix V 1 with the Frobenius norm one and computes the F -Ritz pairs to approximate some of the eigenpairs of A. It is shown that the global Arnoldi method is well suitable for computing exterior eigenpairs of A in [15] .
In principle, by applying the power method to the shift-and-invert matrix (A−τ I) −1 that maps the eigenvalues nearest to τ into the exterior ones of (A − τ I) −1 , we might solve the interior eigenvalue problem [16] . In order to identify approximate solutions in better Krylov subspaces, the Arnoldi method [17] and the global Arnoldi method [15] might be applied to (A − τ I) −1 for solving the interior eigenvalue problem. However, at each step we have to solve the linear systems with the coefficient matrix A − τ I. For A large, factorizing A − τ I is generally impractical and prohibited due to high computational cost and/or excess storage requirement. This makes the interior eigenproblem very difficult. Alternatives to avoid this are harmonic projection methods [18] [19] [20] 1, 2] , which implicitly work on (A − τ I) −1 and avoid solving the large linear systems.
In this paper, based on the global Arnoldi process starting with V 1 and motivated by the harmonic projection principle, we propose a global harmonic Arnoldi method for large non-Hermitian interior eigenproblems. The method computes socalled harmonic F -Ritz pairs and uses some of them to approximate the desired interior eigenpairs of A. We suggest using the F -Rayleigh quotients of A with respect to the harmonic F -Ritz vectors as new approximate eigenvalues. They are better and more reliable than the harmonic F -Ritz values. Just as in the usual harmonic Arnoldi method, it appears that the global harmonic Arnoldi method avoids solving the linear systems involving A − τ I and is particularly suitable for computing interior eigenpairs of A.
The global harmonic Arnoldi method has a fundamental difference from the usual harmonic Arnoldi method in that there are s harmonic F -Ritz vectors associated with each harmonic F -Ritz value to approximate the same eigenvector ϕ but the corresponding s residuals have comparable sizes. As a result, we can simply take any one of them as an approximate eigenvector instead of computing them all together. We prove that the harmonic F -Ritz values are equal to the usual harmonic Ritz values of a larger matrix with each eigenvalue of A as an s multiple one with respect to a closely related Krylov subspace, and the harmonic F -Ritz pairs are at least as accurate as the usual harmonic Ritz pairs. This shows that the global harmonic Arnoldi method inherits convergence properties of the usual harmonic Arnoldi method. However, similar to the harmonic projection methods [21] , we will see that the global harmonic Arnoldi method may fail to find a desired eigenvalue λ if it is very close to τ ; that is, the method may miss λ if it is very close to τ . To this end, we propose computing the F -Rayleigh quotient of A with respect to the harmonic F -Ritz vector as a new approximate eigenvalue. This is more accurate and reliable and converges to λ once the harmonic F -Ritz vector converges to ϕ, no matter how close τ is to λ.
Next we pay special attention to the multiple eigenvalue problem. Under the assumption that A is diagonalizable, the idea adapted from [22] works for the global harmonic Arnoldi method. It appears that the method can solve the problem elegantly, and that it can adaptively determine multiple eigenvalues and the eigenspaces. It works as follows. If the desired eigenvalue λ is simple, the s harmonic F -Ritz vectors are linearly dependent numerically. So if the multiplicity of the desired eigenvalue is not a matter of concern, we simply use any one of the s harmonic F -Ritz vectors as an approximate eigenvector rather than computing all of them. If λ is d (d < s) multiple, the s harmonic F -Ritz vectors must be linearly dependent numerically, and we can determine the multiplicity d in some reliable and efficient way. If λ is d (d ≥ s) multiple, these s harmonic F -Ritz vectors are linearly independent. So λ is at least s multiple. We then run the global harmonic Arnoldi method starting with a new n × s initial matrix V 1 that is independent of the old V 1 in some sense, and compute the new converged harmonic F -Ritz vectors. Add them to the set of the previous s harmonic F -Ritz vectors. If they are linearly dependent numerically, then we determine the numerical rank of the matrix consisting of these vectors, which is just d; otherwise, continue. Proceed in such a way until d is determined. Both theory and numerical experiments illustrate that the procedure is reliable for determining eigenvalue multiplicities and eigenspaces when the condition numbers of the desired eigenvectors are considerably smaller than the reciprocals of the residual norms. This means that the procedure is effective for quite ill-conditioned multiple eigenproblems.
The global harmonic Arnoldi method becomes very expensive in storage and computational cost as the number of steps m increases. Therefore, to develop a practical algorithm, restarting is necessary. For Krylov-type algorithms for large eigenproblems, one of the most popular restarting schemes is implicit restarting, which combines the implicitly shifted QR iterations with the Arnoldi process and leads to a truncated form of the implicitly shifted QR iteration [23] . In this paper, we show how to implicitly restart the global Arnoldi process and develop an implicitly restarted global harmonic Arnoldi algorithm (IRGHA) with those unwanted harmonic F -Ritz values suggested as shifts, called the harmonic F -shifts.
The rest of the paper is organized as follows. In the next section, we review the global Arnoldi process and the global Arnoldi method for the eigenproblem. We then propose a global harmonic Arnoldi method for the eigenproblem in Section 3. In Section 4, we show how the global harmonic Arnoldi method can be used to solve multiple eigenvalue problems and consider some practical issues. In Section 5, we develop the IRGHA. Finally, we report numerical examples to illustrate the efficiency and reliability of the IRGHA in Section 6. Some notations to be used are introduced. Denote by · the Euclidean norm of a vector and the induced matrix norm, by · F the Frobenius norm, by the superscript H the conjugate transpose of a matrix or vector, by I the identity matrix with
The global Arnoldi method
Let M n,s denote the complex linear space of n × s rectangular matrices. For two matrices X and Y in M n,s , we define their
where tr(Z ) denotes the trace of a square matrix Z . Note that
i.e., X and Y are F -orthogonal.
For a starting matrix V ∈ M n,s , the matrix Krylov subspace K m (A, V ) is defined by
which is a subset of M n,s , and
with the α i being scalars. Let V = (v 1 , v 2 , . . . , v s ) and define the linear operator vec:
Then we have
where ·, · denotes the usual l 2 inner product of two vectors. Denote by A ⊗ B the Kronecker product of the matrices A and B. Then the following basic properties hold [24, p. 274-6].
We now introduce a new product denoted by and defined as follows [25] . 
It is easily justified that the product satisfies the following properties.
The matrix
The global Arnoldi process [9] mimics the usual Arnoldi process [17, 16] and builds up an F -orthonormal basis
Algorithm 1 (The Global Arnoldi Process). 
It 
Suppose that the columns of V 1 , V 2 , . . . , V m are linearly independent. Then in the MATLAB language the columns of 
to approximate the same ϕ i . As justified in [15] , we can use any one of them to approximate ϕ i rather than computing the s
We call this an F -orthogonal projection.
We remark that if s = 1 then the global Arnoldi process reduces to the usual Arnoldi process and the global Arnoldi method is just the usual Arnoldi method. For a theoretical analysis and more details, see [15] .
A global harmonic Arnoldi method
Define A = I s ⊗ A. It has each eigenvalue λ i of A as an s multiple eigenvalue. Assume that A is diagonalizable and D = diag(λ 1 , λ 2 , . . . , λ n ), and define
So we get the s corresponding eigenvectorsφ i = (0, . . . , ϕ
H of A, whose possible nonzero entries are in positions
The global Arnoldi process on A starting with the matrix V 1 is closely related to the usual Arnoldi process on A starting with the initial vector vec(V 1 ).
are orthonormal, and define the matrix
Then we get the usual Arnoldi process
= V m+1Hm . If the given target τ is not an eigenvalue of A, from Aφ i = λ iφi , we have
So the interior eigenvalues of A nearest to τ are transformed into the largest ones of (A − τ I)
For the given τ and K m (A, vec(V 1 )), the harmonic Arnoldi method seeks the harmonic Ritz pairs (θ
and uses them to approximate m distinct eigenvalues of A and the associated eigenvectors. Of interest are those θ 
whereĪ is the (m + 1) × m matrix whose first m rows are I and the last row is zero.
However, this is by no means so simple, as A is much larger than A in size and all the eigenvalues are at least s multiple. Note that on one the hand each eigenvalue of A is an s multiple one of A and on the other hand the eigenvalues of H m are always simple if it is diagonalizable. Under the assumption that A is diagonalizable, Krylov subspace-type methods starting with a single vector work as if A had only simple eigenvalues [27, 28, 22, 29] . Therefore, when a harmonic Ritz pair converges, we can get only one simple approximation to the s multiple eigenpairs of A. We now propose a better and practical global harmonic Arnoldi method that works on the original A directly rather than on the ns × ns matrix A.
We now call θ 
called the harmonic F -Ritz vectors of A with respect to K m (A, V 1 ).
A question arises naturally: How should we select a reasonable harmonic F -Ritz vector to approximate ϕ i ? Observe that ϕ (m) ij ∈ K m (A, v 1j ) and none of the starting vectors v 1j , j = 1, 2, . . . , s is special. As approximations to ϕ i , these s harmonic FRitz vectors should generally be of comparable quality. Suppose that they have already converged. Then if λ i is simple, these s harmonic F -Ritz vectors must be almost linearly dependent numerically as they approximate the same ϕ i . If λ i is multiple but we do not care about its multiplicity, then we use any of the harmonic F -Ritz vectors as an approximate eigenvector of A rather than computing all of them. Define W
We call this a harmonic F -projection. C. Duan 
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In [21] , Jia has proved that even if a harmonic Ritz vector tends to ϕ i , the harmonic projection methods may fail to compute the desired eigenvalue λ i when it is very close to τ ; that is, the methods may miss λ i if it is very close to τ . As we have seen, since the harmonic F -Ritz values are the same as the harmonic Ritz values of A, his results work on the global harmonic Arnoldi method as well. To correct this problem, we propose computing the F -Rayleigh quotient (15) and taking it as a new approximate eigenvalue.
which is minimized if and only if α = X H (AX). Hence, the F -Rayleigh quotient is optimal in the sense of the Frobenius residual minimization. So we have
is generally at least as accurate as the harmonic F -Ritz value θ (m)
The following result gives a simple formula for cheaply estimating the residual norm.
Theorem 2. We have
where g (m) mi is the mth entry of g
. . .
Please cite this article in press as: C. Recall that the harmonic Ritz vectorŝ 
. . . 
The left-hand side of the above relation is just the residual norm of the normalized harmonic F -Ritz pair and the right-hand side is nothing but the residual norm of (ρ
) as an approximate eigenpair of A. So, (16) and (17) We can now present a basic algorithm.
Algorithm 2 (A Basic Global Harmonic Arnoldi Algorithm).
1. Given τ , let λ 1 , λ 2 , . . . , λ k be the k desired eigenvalues nearest to τ and ϕ 1 , ϕ 2 , . . . , ϕ k the associated eigenvectors of A and tol a user-prescribed tolerance. Choose an n × s matrix V and take 
(d) Test the convergence of the k normalized harmonic F -Ritz pairs.
We should mention that if s = 1 then the global harmonic Arnoldi method is just the usual harmonic Arnoldi method.
An application to multiple eigenvalue problems
In this section, we devote ourselves to multiple eigenvalue problems and consider how to use the global harmonic Arnoldi method to solve them. Adapting the idea of [22] to the global harmonic Arnoldi method, we first establish the theoretical background of it. Then we show how to adaptively determine the multiplicities of the desired eigenvalues in practical implementations.
Assume that A is an n × n diagonalizable matrix, and that it has M distinct eigenvalues λ i , where the multiplicities of λ i are d i , i = 1, 2, . . . , M. Under this assumption, let P i be the d i -dimensional eigenspace associated with λ i and let the columns of
Let the starting matrix 
The relation (20) Based on the above analysis, we present the following algorithm for multiple eigenproblems.
Algorithm 3 (A Global Harmonic Arnoldi Algorithm for Multiple Eigenvalue Problems).
1. Given τ , suppose that we are required to compute λ 1 , . . . , λ k nearest to τ and determine their multiplicities as well as the corresponding eigenspaces. Define the set S = {1, 2, . . . , k}, Ψ = ∅, q = 1. 2. Choose a starting n × s q matrix V 1 with is , q = q + 1 and go to Step 2.
We should point out that the Arnoldi-type algorithms proposed in [22] have to be run s times to determine the multiplicity s of an eigenvalue. Note that for 1 < s ≤ d i the global harmonic Arnoldi algorithm proposed above can determine an s multiple eigenvalue and it has at least the same convergence speed as the usual harmonic Arnoldi algorithm for the same m, as remarked previously. For the same m the above algorithm should be more efficient than the Arnoldi-type algorithms proposed in [22] .
Implicitly restarting the global harmonic Arnoldi method
The global harmonic Arnoldi method is very expensive and even impractical due to excess storage and high computational cost for a big m. So m must be limited not to be big. To make the method practical, restarting is generally necessary. The implicit restarting technique due to Sorensen [23] is a very successful one. We show how to extend it to the global Arnoldi process and develop an implicitly restarted global harmonic Arnoldi algorithm (IRGHA).
Assume that (λ i , ϕ i ), i = 1, 2, . . . , k, are the desired eigenpairs. Suppose that m − k shifts µ j , j = 1, 2, . . . , m − k, are successively applied to H m , giving (25) with Q being orthogonal and R being upper triangular.
Let H
holds, and it is then extended to the m-step global Arnoldi process in a standard way. Furthermore, we have the following result [15] .
Theorem 4. The updated restarting vector V
where α is a normalizing factor. C. Duan 
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Applying the above restarting technique to the global Arnoldi process, we have formally developed an implicitly restarted global harmonic Arnoldi algorithm (IRGHA). Analogous to the implicitly restarted harmonic Arnoldi algorithms [30] [31] [32] , we suggest taking p unwanted harmonic F -Ritz values as shifts, called the harmonic F -shifts.
Algorithm 4 (IRGHA with the Harmonic F -shifts).
1. Given τ , suppose that we are required to compute λ 1 , . . . , λ k nearest to τ and the associated eigenvectors. Choose s, p, let the number of steps m = k + p and take In order to determine the multiplicities of the desired eigenvalues, we combine Algorithm 3 with Algorithm 4 to present the following algorithm.
Algorithm 5 (IRGHA for Multiple Eigenvalue Problems).
1. Given τ , suppose that we are required to compute λ 1 , . . . , λ k nearest to τ and determine their multiplicities as well as the corresponding eigenspaces. Choose p and let the number of steps m = k + p. Define the set S = {1, 2, . . . , k}, Ψ = ∅, q = 1. 
Numerical experiments
We report numerical examples to illustrate the efficiency and reliability of the IRGHA. All the experiments were run on a PC with 2.2 GHz Intel Core 2 Duo T7500 processor using MATLAB 7.1 with machine precision ≈ 2.22 × 10 (24), which allows the multiple eigenproblems to be quite ill conditioned for small tol. As tol diminishes, Algorithm 5 is more applicable and works for worse conditioned multiple eigenproblems. We took random V 1 values in all the examples. In all the tables, we denote by iter the number of restarts and by Residual norms the above relative residual norms.
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Example 1.
This test problem is the 2000 × 2000 matrix BWM2000 taken from [8] , and it models the concentration waves for the reaction and transport interaction of chemical solutions in a tubular reactor. We want to compute the six eigenvalues nearest to τ = 0. The algorithm stopped as soon as the residual norms were below tol = 10 −6 . The six computed eigenvalues are λ 1,2 ≈ 0.00000024 ± 2.13949752i, λ 3,4 ≈ −0.67499681 ± 2.52855986i, and λ 5,6 ≈ −1.79998450 ± 3.03216456i. Table 1 lists the results obtained, where columns 4-6 denote the residual norms of three complex conjugate approximate
i1 normalized. We saw that Algorithm 4 succeeded in solving the problem and used comparable restarts to achieve the prescribed accuracy for different s. This justifies that the global harmonic Arnoldi algorithm has comparable convergence speed to that of the usual harmonic Arnoldi algorithm for the same m and different s. The bigger m was, the fewer restarts the algorithm used. The nearer λ i was to τ , the faster ρ
Example 2. This problem is from [33] and the matrix A is SHERMAN5, which is a 3312 × 3312 nonsymmetric matrix from an oil reservoir simulation. We computed three eigenvalues nearest to zero, i.e., the smallest eigenvalues in magnitude: λ 1 ≈ 0.04692496, λ 2 ≈ 0.12544538, and λ 3 ≈ 0.40265836. The next eigenvalue is 0.57957438 and the matrix has elements near 1000 in magnitude. The desired three eigenvalues are not well separated from the rest of the spectrum. We took τ = 0 and performed Algorithm 4. The stopping criterion and the notation used were as before; see Table 2 for the results. We saw that the algorithm used basically the same restarts to achieve the prescribed accuracy for the same m and different s. The bigger m was, the fewer restarts the algorithm used. The nearer λ i was to τ , the faster ρ (m) i converged.
Example 3.
This problem is DW8192 from [8] , an 8192×8192 real nonsymmetric matrix. We ran Algorithm 4 and computed three eigenpairs nearest to τ = −20 and the associated eigenvectors using the same stopping criterion. The computed eigenvalue are λ 1 ≈ −17.376273, λ 2 ≈ −17.376252, and λ 3 ≈ −17.331637, which are quite clustered. Table 3 shows the 
Example 4.
We reconsider the matrix A in Example 3. In the previous experiment, we had already obtained three eigenpairs nearest to τ = −20 but did not consider their multiplicities. Now we determine the multiplicities of the three eigenvalues. We find
≈ 1149.4. The eigenvectors associated with λ 1 , λ 3 are ill conditioned. We ran Algorithm 5 on B using the same stopping criterion and the notation as before. Both the number of restarts and CPU computational time in seconds are used to measure the effectiveness of the algorithm. Tables 4 and 5 almost the same restarts and that the bigger s is, the more costly the algorithm is. However, if one is required to determine d i and compute a basis of P i , then IRGHA for s > 1 is preferable and advantageous to IRGHA for s = 1, i.e., IRHA, since it uses less CPU time. Note that for the same m, running IRGHA for s > 1 once is less costly than running IRHA s times. For example, we have to run IRGHA for s = 1 three times to achieve the aim but only need to run IRGHA for each of s = 1, 2 once or IRGHA for s = 3 once, while the latter is cheaper than the former. As the tables and CPU timings indicated, Algorithm 5 
The eigenvectors associated with λ 1 , λ 2 , λ 3 may be not ill conditioned. Algorithm 5 was run for B. The stopping criterion and the notation used were as before. We want to compute the three eigenvalues nearest to τ = 0 and determined their multiplicities. Tables 6 and 7 list the results. We see from Table 7 
X is generated randomly in a uniform distribution and κ(X) ≈ 530. The matrix A has three multiple eigenvalues λ 1 = 1.62, λ 2 = 1.66, λ 3 = 1.88, λ 4 = 2, where λ 1 and λ 2 are relatively clustered, and the remaining eigenvalues are simple.
Obviously, the eigenvectors associated with the desired eigenvalues are not very ill conditioned.
Algorithm 5 was run for this matrix. We found the four eigenvalues λ 1 , . . . , λ 4 nearest to τ = 0 and detected their multiplicities. The stopping criterion and the notation used were as before. Tables 8 and 9 
