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Perhaps the final irony is that it
is the most successful automated
systems, with rare need for
manual intervention, which may
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Junho/2018
Orientadores: José Carlos Costa da Silva Pinto
André Domingues Quelhas
Programa: Engenharia Química
Este trabalho revisa o tema da otimização estacionária em tempo real e apresenta
os elementos das diversas metodologias e implementações relatadas na literatura. É
mostrado o papel central da identificação do processo, da qualidade do modelo e
das medidas disponíveis na técnica de otimização em tempo real. Especial atenção é
dada a aspectos básicos da operação de processos, como a capacidade de identificação
do processo, dadas as variáveis medidas disponíveis, e o adequado tratamento aos
aspectos numéricos envolvidos. Considerando processos com disponibilidade mas-
siva de dados, propôs-se uma estratégia para monitoramento de processos de grande
escala com base no uso de modelos empíricos combinados a métodos de controle esta-
tístico de processos, que indicam a qualidade do modelo e são eficazes para detecção
e diagnóstico de falhas. Processos com baixa disponibilidade de informações tam-
bém são considerados com o desenvolvimento de um procedimento de identificação
on-line, que visa lidar com a dificuldade de construção e atualização de modelos para
uso em procedimentos aplicados em tempo real, quando diversas grandezas impor-
tantes não estão disponíveis. A partir de uma avaliação de desempenho de diferentes
técnicas empregadas para a resolução de problemas de otimização, são mostradas
evidências das possíveis vulnerabilidades presentes na resolução do problema de re-
conciliação de dados, mesmo com modelos rigorosos e dados medidos adequados. Os
estudos contribuem para a área de otimização em tempo real, na medida em que se
inserem nas etapas dos sistemas RTO comerciais. Também representam inovações
como técnicas de suporte à tomada de decisão com amplo potencial de aplicação,
na medida em que podem ser implementadas com investimentos mais baixos e não
requerem a complexidade exigida por sistemas RTO.
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This thesis reviews the subject of static real-time optimization and presents the
elements of various methodologies and industrial implementations reported in the
literature. The central role of process identification, model accuracy and availability
of measurements in real-time optimization is shown. Special attention is given to
the basic aspects of the practical reality of processes operation, such as the iden-
tification of processes, given the available measured variables, and the appropriate
treatment of the involved numerical aspects. Considering industrial processes with
massive availability of data, a strategy was proposed to monitor large-scale processes
based on the use of empirical models combined with methods of statistical process
control, indicating the quality of the model and being effective for fault detection
and diagnosis. Processes with low availability of information are also considered
with the development of an on-line identification procedure, which aims to deal
with the difficulty of building and updating models for use in real-time procedures
when several important quantities are not available. The performance assessment
of different techniques used to solve the optimization problem revealed possible vul-
nerabilities to solve data reconciliation problems, even when rigorous models and
adequate measured variables are available. The studies contribute to the subject of
real-time optimization as they represent components of commercial RTO systems.
They also represent innovative decision support techniques with broader applica-
tion, as they can be implemented with lower investments and do not demand the
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Prefácio
O presente texto é resultado da pesquisa de tese que surgiu como proposta de con-
tinuação à tese de doutorado de André Domingues Quelhas (QUELHAS, 2013) e
foi realizada no Laboratório de Modelagem, Simulação e Controle de Processos
(LMSCP) do Programa de Engenharia Química (PEQ) da COPPE/UFRJ contando
com o apoio das empresas parceiras Petrobras, EMC e Global Yeast. André fez um
trabalho primoroso, ao analisar de forma teórica os fundamentos da otimização em
tempo real e aspectos da implementação prática desses sistemas na indústria, dando
especial atenção à estratégia de otimização on-line baseada em modelos de processo
estacionários (RTO) conhecida como estratégia em duas etapas. Outros trabalhos
relacionados ao tema, também desenvolvidos no LMSCP e influentes na presente
pesquisa, foram os trabalhos de GOMES (2007), MAGALHÃES (2010), JESUS
(2011) e TEIXEIRA (2013).
Com base no trabalho de QUELHAS (2013), foi possível identificar aspectos téc-
nicos, diferentes formulações e detalhes de implementações de sistemas RTO que
ainda carecem de atenção na literatura, oferecendo oportunidades de pesquisa. En-
tre tais oportunidades, destaca-se a questão relativa ao controle de execução de
sistemas RTO, predominantemente vinculado à detecção de estacionariedade dos
sinais de processo, que atua como filtro no sistema; e o emprego de técnicas de oti-
mização sob incertezas, no escopo da otimização em tempo real aplicada a processos
químicos, temas esses que nortearam o início do presente trabalho. Todavia, em-
bora de inegável valor científico, o valor prático desses estudos pode ser anulado (ou
dificilmente percebido) por conta de alguma das vulnerabilidades de sistemas RTO.
Além disso, visto que sistemas RTO somente podem estar presentes em processos
com elevado nível de automação, esse valor somente estaria acessível, em tese, a
esses processos.
Mostram-se mais relevantes, estando presentes em diversos processos, a despeito
do nível de automação existente, os aspectos básicos da realidade prática da opera-
ção de processos, como a capacidade de identificação do processo dadas as variáveis
medidas disponíveis (seja em processos com muitas ou poucas variáveis medidas) e
o adequado tratamento aos aspectos numéricos envolvidos. Diante disso, técnicas
de suporte à tomada de decisão, em especial as técnicas de monitoramento on-line,
xi
tornaram-se o foco principal da presente pesquisa, mas sem perder o vínculo com
a otimização de processos em tempo real. Tais técnicas podem ser utilizadas para
realizar a otimização de processos em tempo real, mas não são dependentes da exis-
tência de um sistema RTO. Sendo o monitoramento um dos requisitos para aplicação
de técnicas de controle e otimização, a aplicação de técnicas de monitoramento em
processos com baixo nível de automação representa um importante avanço para a
modernização e aplicação de técnicas mais avançadas.
A apresentação dessa tese de doutorado foi dividida em quatro partes. Na pri-
meira parte, representada pelo Capítulo 1, é feita uma introdução, tendo o objetivo
primário de apresentar a relevância científica e prática do tema e os objetivos da
pesquisa.
A revisão da literatura é apresentada na segunda parte, contida no Capítulo 2,
com uma discussão sobre o estado da arte da otimização em tempo real. Faz-se uma
discussão sobre aspectos gerais, estratégias de abordagem, características e classifi-
cação de sistemas RTO. Constam no Apêndice A a apresentação de características
e terminologia dos problemas de programação matemática utilizadas na introdução.
Na terceira parte do trabalho, representada pelos Capítulos 3, 4 e 5, são apresen-
tadas as principais contribuições dessa tese e os trabalhos realizados, que envolvem
aplicações reais no âmbito de projetos de pesquisa e desenvolvimento provenientes
de parcerias entre a COPPE/UFRJ e empresas que apoiam atividades relaciona-
das ao tema da otimização em tempo real. Questões relacionadas à identificação
de processos (representação do sistema real com auxílio de modelos), detecção da
condição de operação (estacionária ou dinâmica, normal ou em falha) e outras con-
dições de adequação do modelo ao processo e técnicas de otimização do processo
foram investigadas.
Na última seção, Capítulo 6, apresentam-se as conclusões mais importantes da
pesquisa, bem como aspectos discutidos ao longo do texto que podem servir de
referência e inspiração para trabalhos futuros.
Por fim, deve ficar registrado que esta pesquisa foi financiada pela CAPES – Co-
ordenação de Aperfeiçoamento de Pessoal de Nível Superior, pelo CNPq – Conselho





Redução de custos de produção e aumento de lucro operacional são temas de grande
relevância em qualquer processo de manufatura, principalmente em ambientes de
alta competição. Em alguns setores, como o petroquímico, é reconhecido já há algum
tempo que pequenas melhorias nas condições de operação podem afetar significati-
vamente as receitas (RUCKAERT et al., 1978). Adicionalmente, outros objetivos,
como o aumento da eficiência e restrições com relação à qualidade do produto, segu-
rança do processo e impactos ambientais, podem requerer significativas modificações
do projeto e dos procedimentos e condições de operação. Logo, toda ferramenta ou
método que se proponha a lidar com a melhoraria do processo desperta grande in-
teresse. Uma das ferramentas mais importantes da engenharia para esse propósito
é a otimização (EDGAR et al., 2001).
A aplicação das teorias de otimização em problemas de Engenharia Química
é estudada e desenvolvida pela área conhecida como Process Systems Engineering
(PSE)1, que nasceu com o objetivo de aplicar as técnicas de otimização no projeto
ótimo de operações unitárias, mas evoluiu e expandiu seu escopo, incluindo hoje a
operação de processos, bem como a integração entre projeto e operação, e reunindo
conhecimentos da engenharia química, da matemática aplicada e das ciências da
computação para o desenvolvimento de metodologias relacionadas ao processo de
tomada de decisão. PSE pode ser melhor entendido como Engenharia de Sistemas
para Processos e pode ser definido como a área da Engenharia Química relacionada
com metodologias usadas para tomada de decisão e aplicadas para indicar como
planejar, como projetar, como operar e como controlar operações unitárias, processos
1 Até onde se sabe, o termo PSE apareceu pela primeira vez em 1963, como título para o simpósio
CEP Symp. Series No. 46, Vol. 59. (STEPHANOPOULOS e REKLAITIS, 2011; TAKAMATSU,
1983). Vale ressaltar que o termo computer-aided process engineering (CAPE) não é considerado
sinônimo, sendo PSE uma área muito mais ampla (KLATT e MARQUARDT, 2009).
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de produção e indústrias químicas. Dessa forma, o desenvolvimento e aplicação
de métodos e ferramentas para modelagem, simulação, monitoramento, controle e
otimização na análise e projeto de equipamentos e processos são a competência
central da área PSE, usados para lidar com a complexidade e os múltiplos objetivos
do processo de tomada de decisão em ambientes industriais (GANI et al., 2000;
KLATT e MARQUARDT, 2009; PONTON, 1995; TAKAMATSU, 1983).
Decisões relacionadas à operação podem ser determinadas e implementadas por
meio de sistemas de controle e automação2 em diferentes níveis, como processo,
planta industrial ou corporação (EDGAR et al., 2001). Usualmente, o sistema de
controle e automação de processos é composto por camadas (Figura 1.1), que se dis-
põem de forma hierárquica e se distinguem pelo tempo de resposta às perturbações,
pelos modelos utilizados, pelos objetivos de controle, pelos algoritmos de solução
e, por fim, pelos diferentes conjuntos de usuários. Essas camadas podem ser con-
ceitualmente divididos em3 : planejamento, programação, otimização de processo,
controle supervisório (geralmente técnicas de controle avançado, como controle pre-
ditivo multivariável não linear com restrições) e controle regulatório (usualmente
controles monovariáveis, como o controle proporcional integral derivativo - PID)
(ELLIS et al., 2014).
Nas camadas mais altas, o planejamento e a programação da produção são res-
ponsáveis pela coordenação das atividades em longos horizontes de tempo, como
meses, semanas e dias, estabelecendo as metas de produção, de forma a atender as
restrições que envolvem a capacidade produtiva, as vendas, o transporte e a distri-
buição. Enquanto isso, objetivos de operação, como nível de produção e qualidade
de produto, são implementados pela camada de controle, que confere estabilidade
e rejeição de efeitos de alguns tipos de perturbações, mantendo as variáveis contro-
ladas em seus setpoints especificados e operando continuamente em uma frequência
que abrange de minutos a segundos.
A otimização de processos está na camada intermediária, normalmente conec-
tando esses dois níveis, o que lhe confere relevância técnica e estratégica. a priori,
a camada de otimização usualmente consiste no nível mais baixo em que aspectos
econômicos podem ser considerados explicitamente, sendo capaz de traduzir os obje-
tivos das camadas superiores em informações que a camada de controle seja capaz de
2 A ciência e a engenharia de Controle e Automação também são descritas pelo termo Automá-
tica (BOTTURA, 2013). O objetivo clássico da automação é substituir as intervenções humanas
no controle, planejamento e solução de problemas por dispositivos automáticos e computadores
(BAINBRIDGE, 1983).
3 SHOBRYS e WHITE (2002) afirmam que planejamento, programação e controle são ferra-
mentas fundamentais na atividade industrial, devendo existir em todo ambiente de produção, e que
a hierarquia entre elas se forma pelo fluxo natural de decisões em uma organização. Esse trabalho
oferece uma discussão profunda sobre a função do planejamento, programação e controle de uma
atividade industrial, trazendo um resumo de suas características, práticas típicas em empresas,
tecnologias disponíveis e desafios relacionados à melhoria e integração entre essas atividades.
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processar. Usualmente, a conexão fornecida pela camada de otimização se dá pelas
variáveis controladas, calculando os novos setpoints que serão implementados pelas
camadas inferiores. Adicionalmente, variáveis manipuladas que não foram associ-
adas a sistemas de controle constituem graus de liberdade disponíveis e, portanto,
podem ser incorporadas a essa camada de otimização. Dessa forma, os efeitos das
perturbações de processo são atenuados pelos controles supervisório e regulatório, fi-
cando a cargo da otimização a detecção e determinação de mudanças nas condições
ótimas de operação, que consistem em perturbações de frequências mais baixas,
como alterações na qualidade, composição e custo da matéria-prima (KOOKOS,
2005; MARLIN e HRYMAK, 1997; SKOGESTAD, 2000a, 2004; TRIERWEILER,















Figura 1.1: Hierarquia usual em um sistema de controle, adaptado de SKOGESTAD
(2004).
Nesse contexto, a otimização de processos consiste em uma metodologia sistemá-
tica para determinação das melhores condições operacionais, apresentando-se como
uma ferramenta de auxílio ao processo de tomada de decisão. Na camada de oti-
mização de processos, a determinação de setpoints é formulada como um problema
de otimização, i.e., formulada como um modelo de programação matemática, com-
posto por uma função objetivo, um modelo do processo e restrições pertinentes às
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variáveis de operação, em que técnicas de otimização são usadas para encontrar as
soluções. Comumente a otimização de processos é utilizada para aumento da renta-
bilidade econômica, sendo referida como otimização econômica. Nesse caso, a função
objetivo consiste em um índice de desempenho do processo, geralmente um índice
econômico, como rentabilidade operacional, na forma de custo ou lucro de produção
em um determinado período de tempo, em que usualmente ignoram-se os custos
fixos e contabilizam-se apenas efeitos variáveis como custos de matéria-prima, cus-
tos de produção e preço de venda dos produtos. Modelos mecanísticos baseados em
primeiros princípios têm tido preferência sobre modelos empíricos para a descrição
matemática do processo, pois são válidos em uma faixa operacional mais ampla e
fornecem variáveis e parâmetros com significado físico. Considerando processos con-
tínuos, o modelo adotado é geralmente do tipo estacionário, porquanto a intenção é
que o processo seja operado em estado estacionário, a não ser que ocorram mudanças
de setpoint. Mas a validade do modelo estacionário deve ser testada, pois depende
da frequência das perturbações de entrada e do tempo característico do processo,
i.e., se a resposta dinâmica é rápida ou lenta (JANG et al., 1987; NAYSMITH e
DOUGLAS, 1995; SEBORG et al., 2010).
Embora a otimização econômica possa parecer uma solução definitiva, na prática
ela é afetada pela presença de variadas fontes de incerteza, que comprometem a
confiabilidade dos resultados. Mesmo que o processo seja operado de maneira a
apresentar comportamento estacionário, parâmetros e outras variáveis importantes
variam ao longo da operação em virtude de desgaste natural dos equipamentos,
incrustações, perda de atividade de catalítica, entre outras causas, bem como em
virtude de perturbações de processo que possuem comportamento variante no tempo
e a mudanças nas condições climáticas (HOFFERBER e WEBB, 1978). Por outro
lado, do ponto de vista do mercado, demanda, disponibilidade e preço de produtos
e insumos flutuam em função de diversas outras variáveis. Não fossem as incertezas,
dada a disponibilidade de um modelo do processo, seria possível utilizá-lo em uma
otimização off-line e implementar os valores das variáveis de entrada em malha
aberta (BONVIN e SRINIVASAN, 2013).
Essas fontes de incerteza, que podem ser estacionárias ou dinâmicas, determi-
nísticas ou estocásticas, e em grande parte nada ou pouco controláveis, geralmente
alteram o ponto ótimo de operação e as restrições, limitando a possibilidade de
alcançar o ótimo econômico por meio de métodos off-line (JANG et al., 1987). As-
sim, a execução repetida da otimização econômica para a contínua reavaliação e
alteração das condições de operação com base nas medidas do processo, de forma
a maximizar a rentabilidade sem violar restrições operacionais, constitui uma es-
tratégia sedutora, que emergiu como otimização baseada em medições e tem sido
designada na literatura como otimização em tempo real (real-time optimization)
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(CUTLER e PERRY, 1983), otimização on-line (BAMBERGER e ISERMANN,
1978; CHEN e JOSEPH, 1987; JANG et al., 1987) e controle otimizado (optimizing
control) (ARKUN e STEPHANOPOULOS, 1980).
É usual que estudos da literatura incorporem o uso de modelo de processo estaci-
onário à definição do termo otimização em tempo real (e.g., ZHANG et al. (2001b)).
Porém, buscando maior clareza na definição dos conceitos, admite-se nesse texto que
problemas de otimização em tempo real baseados em modelos estacionários devam
ser designados apenas pela sigla RTO, enquanto aqueles baseados em modelos di-
nâmicos devam ser designados por DRTO (do termo em inglês Dynamic Real-Time
Optimization) (BONVIN e SRINIVASAN, 2013).
Até onde se pode determinar, a otimização em tempo real vem sendo tema de
pesquisa na academia desde os anos 1960 (DURBECK, 1965, apud ROBERTS, 1978)
e prontamente teve sua importância reconhecida pela indústria (YOULE e DUN-
CANSON, 1970, apud ELLIS et al., 1988), tornando-se mais tarde uma necessidade
da visão industrial (CUTLER e PERRY, 1983; KLEINSCHRODT III e JONES,
1996) e fazendo parte de diversas tecnologias patenteadas (CULLICK e JOHNSON,
2007; KRIST et al., 1996; LU, 2013; SHAPIRO et al., 2015). Inúmeros estudos
contribuíram para o desenvolvimento da otimização em tempo real (DARBY et al.,
2011; FRANÇOIS, 2014; FRANÇOIS e BONVIN, 2013a; NAYSMITH e DOUGLAS,
1995), que tornou-se um amplo tópico de pesquisa, envolvendo muitas áreas, como
modelagem, estatística, estimação de parâmetros, estimação de estados, reconcilia-
ção de dados, controle preditivo baseado em modelos (model-based predictive control
– MPC) e programação matemática (MARCHETTI, 2009). Uma quantidade subs-
tancial de aplicações industriais já foi relatada (BAILEY et al., 1993; BASAK et al.,
2002; LAUKS et al., 1992; MARLIN e HRYMAK, 1997), muitas delas na indústria
petroquímica (ROTAVA e ZANIN, 2005; WHITE, 1998, 2005; YOUNG, 2006). Vale
ressaltar, todavia, que a otimização em tempo real pode não ser vantajosa nos casos
em que as condições operacionais ótimas da planta sejam pouco sensíveis às varia-
ções esperadas nas condições de processo e de mercado (MERCANGÖZ e DOYLE,
2008).
Grande parte da literatura da área dedica-se a sistemas RTO em que as medidas
são usadas para adaptar continuamente o modelo do processo, sendo esse método
conhecido como RTO em duas etapas (do termo em inglês two-step ou two-phase
RTO). Reconhecida como a primeira abordagem amplamente disponível de um mé-
todo de otimização em tempo real, além de ser também o mais comum, consiste
em adaptar os parâmetros do modelo com base nos desvios observados entre valores
preditos e dados medidos (1ª etapa) e utilizar o modelo atualizado para determinar
os valores das variáveis de decisão que conferem o melhor desempenho econômico ao
processo (2ª etapa) (FRANÇOIS e BONVIN, 2013a; KIPARISSIDES et al., 1994;
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ROBERTS, 1979). Além disso, a estratégia em duas etapas é a forma como sis-
temas RTO estão implementados em softwares comerciais típicos, como ROMeo
5.1 (Invensys, Houston, TX) e AspenPlus 7.1 (Aspentech, Burlington, MA) (QUE-
LHAS et al., 2013). Uma implementação típica do sistema RTO em duas etapas
possui essencialmente os seguintes módulos: i) identificação de estado estacionário;
ii) detecção de erros grosseiros, reconciliação de dados e estimação de parâmetros;
iii) otimização econômica; e iv) análise dos resultados (NAYSMITH e DOUGLAS,
1995; TRIERWEILER, 2014).
Apesar da popularidade, uso em ferramentas comerciais e emprego industrial,
implementações da estratégia em duas etapas podem apresentar algumas vulnerabi-
lidades, notadamente: i) uso de modelos imperfeitos, ou não adequados, do processo;
ii) conhecimento incompleto e incerto das informações; iii) caracterização insuficiente
das incertezas das informações corrompidas; e iv) questões relacionadas às técnicas
de otimização (QUELHAS et al., 2013).
Uma das fragilidades mais abordadas na literatura trata da falta de adequação
do modelo para estimar com precisão os gradientes da planta, i.e., do processo real.
Essa questão já foi há muito identificada e tem servido como motivação para o de-
senvolvimento de outras estratégias de RTO e critérios de adequação de modelos
(FORBES et al., 1994; MARCHETTI et al., 2009; ROBERTS, 1978). Ainda que
contribuições significativas tenham sido feitas no campo teórico, com garantias de
viabilidade e otimalidade quando o algoritmo converge para uma solução, muitas
discussões admitem casos idealizados com total disponibilidade de informações, des-
considerando como os algoritmos se comportariam em aplicações práticas, nas quais
dificilmente os dados existentes permitem a determinação precisa das funções e suas
derivadas (BUNIN, 2014).
Um desafio importante existente na etapa de identificação (modelagem) de pro-
cessos industriais é a elevada dimensão do número de variáveis, equipamentos, cená-
rios de operação, tipos de perturbações possíveis, dentre outros. Procedimentos em
tempo real para aplicação em sistemas industriais de grande porte impõem exigên-
cias de desempenho computacional e precisão de técnicas numéricas que amplificam
ainda mais essa dificuldade. Se simplificações forem feitas diante dessas dificuldades
para viabilizar a estratégia, certamente influenciarão o desempenho final do sistema
RTO (BIEGLER et al., 1985).
Embora a dimensão do problema em análise impacte significativamente a com-
plexidade do procedimento de solução, influenciando a estratégia e a abordagem
usadas na implementação de procedimentos em tempo real, as dificuldades de mo-
delagem e implementação de procedimentos em tempo real não é eliminada pela
redução da dimensão do problema. Diversos processos industriais são regidos por
fenômenos que nem sempre dispõem de tecnologias de sensoriamento e medição ma-
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duras e adequadas ao ambiente fabril. Assim, a dificuldade de medição de diversas
grandezas importantes a alguns processos também se mostra como um desafio na
etapa de identificação de modelos fenomenológicos para uso em procedimentos em
tempo real (FRALEIGH et al., 2003).
Por fim, há casos em que uma representação matemática precisa do processo e
um conjunto de informações adequado estão disponíveis. No entanto, a disponibili-
dade de um modelo fenomenológico associado a um conjunto adequado de variáveis
medidas não é suficiente para garantir uma resolução satisfatória do problema de
programação matemática, seja na etapa de atualização do modelo, seja na etapa de
otimização econômica (FORBES et al., 1994; ROBERTS, 1978).
1.2 Objetivos
No âmbito de projetos de pesquisa e desenvolvimento provenientes de parcerias en-
tre a COPPE/UFRJ e empresas que apoiam atividades relacionadas ao tema da
otimização em tempo real, desafios relacionados à identificação de processos (repre-
sentação do sistema real com auxílio de modelos), detecção da condição de operação
(estacionária ou dinâmica, normal ou em falha) e solução do problema de otimiza-
ção mostraram-se importantes. Essas atividades suportam diversas ferramentas de
auxílio ao processo de tomada de decisão e estão presentes em sistemas RTO, po-
dendo exercer forte influência sobre o desempenho final desses sistemas, sobretudo
nos softwares comerciais dos grandes provedores de tecnologia que fazem uso da
estratégia em duas etapas (CÂMARA et al., 2016; QUELHAS et al., 2013).
Dado que muitos estudos focaram no efeito da qualidade do modelo sobre a
etapa de otimização, pretendeu-se dar um passo atrás para considerar como a dis-
ponibilidade dos dados influencia a identificação do processo. O modelo do processo
pode ter seu uso ampliado para atividades além da otimização, como detecção de
falhas de operação (VENKATASUBRAMANIAN et al., 2003). Visto que falhas po-
dem revelar-se por meio de dinâmica na trajetória das variáveis medidas, o próximo
estado estacionário pode ser uma parada não programada. Isso é especialmente rele-
vante para aplicações reais, pois mesmo que o modelo esteja completamente aderente
ao processo, pode ser mais interessante detectar e corrigir uma falha na operação que
progredir com a otimização do processo. Adicionalmente, aspectos numéricos im-
portantes influenciam a solução dos problemas de otimização, mas poucos trabalhos
na literatura dedicaram-se a caracterizar esses efeitos de maneira detalhada.
Nesse sentido, no contexto genérico do problema de otimização em duas etapas
representado na Figura 1.2, que inclui uma etapa de identificação (atualização) do
processo, uma etapa de análise de adequação do modelo ao processo (alarmes) e
uma etapa de otimização do processo com base no modelo identificado, o presente
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trabalho teve como objetivo abordar parte dos desafios mencionados nos seguintes
termos:
1. Desenvolver uma estratégia para monitoramento de processos industrais de
grande escala com base no uso de modelos empíricos por meio de alarmes que
atestam a adequação do modelo ao processo;
2. Desenvolver um procedimento de identificação on-line para monitoramento de
processos com baixa disponibilidade de informações com base no uso de um
modelo fenomenológico;
3. Caracterizar o desempenho de diferentes técnicas numéricas empregadas na
resolução do problema de otimização associado às etapa de Identificação do
processo e de Otimização da Figura 1.2.
Dados Identificação Alarmes Otimização Controle
Figura 1.2: Fluxograma alternativo com as etapas envolvidas em uma implementa-




2.1 Evolução do Tema
Já há algum tempo que o interesse em melhorar o retorno econômico de processos
industriais motivou a aplicação de procedimentos sistemáticos que envolvem técnicas
de otimização para determinar condições de operação ótimas e bem definidas, em
lugar de procedimentos heurísticos ou soluções ad hoc. Logo foi identificado que
a natureza dinâmica das perturbações de processo, parâmetros e outras variáveis
importantes geralmente impõem sérias limitações para que se alcance o resultado
previsto, quando a técnica é executada off-line. Assim, não demorou para que
fosse reconhecida a importância de métodos capazes de avaliar continuamente as
condições operacionais e alterar as variáveis para buscar a máxima produtividade
econômica, i.e., métodos de otimização on-line (CUTLER e PERRY, 1983; GARCIA
e MORARI, 1981; JANG et al., 1987).
A otimização em tempo real tem como uma de suas raízes o problema de deter-
minação experimental do extremo de uma função (HOTELLING, 1941). Dentre as
primeiras iniciativas para lidar com esse problema, pode ser citada a metodologia de
superfície de resposta, associada principalmente ao uso da técnica de planejamento
de experimentos (BOX, 1954; BOX e WILSON, 1951). O procedimento consiste em
construir um modelo empírico com a informação obtida por meio dos experimen-
tos, geralmente um polinômio de primeira ou segunda ordem4, que é então utilizado
para identificar o conjunto de valores que conduza à melhor direção do gradiente
da função de desempenho. Assim que o ponto corrente é atualizado, repete-se o
procedimento. Também conhecidos como métodos de busca direta, esses métodos
de otimização on-line também envolvem outras estratégias, como a implementação
direta de algoritmos de busca desenvolvidos na teoria de otimização (SPENDLEY
4 O ajuste com o polinômio equivale a admitir que a função das respostas possa ser localmente
representada por sua expansão em série de Taylor, ignorando termos de ordem superior (BOX e
YOULE, 1955).
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et al., 1962), bem como métodos de busca aleatória (BROOKS, 1958). Algumas
dessas técnicas foram comparadas no trabalho de EDLER et al. (1970).
Outro método de busca direta que ganhou bastante popularidade em processos
industriais recebeu o nome de Operação Evolucionária (do termo em inglês Evo-
lutionary Operation - EVOP) (BOX, 1957; BOX e DRAPER, 1969). O método
EVOP avalia o desempenho de cada ponto em um conjunto de experimentos reali-
zados na planta em torno da condição de operação corrente. Com base em testes
estatísticos, a condição que tenha conferido o melhor desempenho é implementada
e o procedimento é repetido. Cada experimento (ou ponto) do conjunto pode ser
realizado de maneira aleatória ou em alguma ordem particular, sendo que o método
é adequado tanto para processos descontínuos, quanto para contínuos. No caso de
processos contínuos, deve-se permitir que o processo alcance o estado estacionário
após a implementação de mudanças nas condições operacionais, i.e., nas variáveis
independentes (HIMMELBLAU, 1970).
Embora operacionalmente mais trabalhoso, o método EVOP é simples, fácil de
implementar e ser mantido, e especialmente útil e adequado quando existe pouco
conhecimento sobre a operação do processo. Ademais, toda mudança de operação
apontada pelo EVOP, em tese, produz melhoria de desempenho (FORBES, 1994).
Além disso, à medida que o método avança para o estado ótimo de operação, grande
quantidade de informação é adquirida a partir dos experimentos e pode ser utilizada
de forma inteligente em outras aplicações. Existem registros de implementações bem
sucedidas do método EVOP na indústria química (HUNTER e KITTRELL, 1966;
RYAN, 2011), como por exemplo em processos de polimerização (CAVALCANTI e
PINTO, 1997). Uma discussão sobre EVOP e outras estratégias de otimização de
processos por meio de experimentação podem ser encontradas em HIMMELBLAU
(1970) e RYAN (2011).
Todos os métodos de busca direta que não usam qualquer informação a priori do
processo são pouco atrativos por conta da grande quantidade de experimentações e
perturbações necessárias para encontrar o ponto ótimo da planta, as quais aumen-
tam geometricamente com o número de variáveis. Adicionalmente, experimentos
em plantas são caros na maior parte dos processos. Sendo procedimentos essencial-
mente estacionários, as medidas de cada experimento devem ser registradas apenas
depois que o regime do processo tenha se estabelecido, o que torna o método lento,
especialmente se forem muitas as variáveis manipuladas. Em processos com resposta
dinâmica lenta, sua implementação pode ser inviável. Além disso, ruídos de medi-
ção podem dificultar a determinação confiável da direção do gradiente da função
de desempenho na região de busca (ELLIS et al., 1988; NAYSMITH e DOUGLAS,
1995). Assim, questões relacionadas à quantidade de experimentações, tempo para
a aquisição dos dados, velocidade de convergência e precisão do método, capacidade
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de lidar com ruídos de medida e competência para tratar sistemas multivariáveis
de grande dimensão motivaram o desenvolvimento de outros métodos de otimização
on-line, os quais adotaram como estratégia a introdução de informação a priori por
meio de um modelo do processo (GARCIA e MORARI, 1981).
Mais próximos do que se entende como procedimento on-line e com o objetivo
de otimizar a operação estacionária da planta, alguns trabalhos propuseram um
procedimento adaptativo, com o uso de um modelo dinâmico para fornecer informa-
ção estacionária do processo e contribuir com a identificação do ponto ótimo. No
trabalho de BAMBERGER e ISERMANN (1978), uma abordagem que combina a
identificação recursiva de um modelo dinâmico empírico e otimização estacionária
foi aplicada on-line ao sistema de resfriamento de vapor de escape em um pro-
cesso termelétrico em escala piloto. A proposta, que estendeu a técnica de controle
adaptativo para um sistema RTO, consiste em estimar os parâmetros do modelo
dinâmico com base nas medidas transientes do processo, no lugar de utilizar apenas
dados estacionários, o que é especialmente interessante para processos com resposta
dinâmica lenta. Uma vez que o modelo dinâmico tenha sido identificado, sua versão
estacionária pode ser usada na otimização para determinar os valores das variáveis
manipuladas que promovam ganho econômico.
Outras abordagens também seguiram a estratégia de identificação on-line de um
modelo dinâmico empírico (BHATTACHARYA e JOSEPH, 1982; GARCIA e MO-
RARI, 1981; MCFARLANE e BACON, 1989). Em resumo, esses métodos envolvem
as etapas: i) aquisição de dados da planta; ii) identificação do modelo dinâmico em-
pírico; e iii) otimização do índice de desempenho, utilizando a versão estacionária
do modelo dinâmico identificado. GOLDEN e YDSTIE (1989) apresentaram uma
breve revisão de algumas das abordagens que envolvem o uso de um modelo dinâ-
mico identificado para otimização estacionária do processo e estenderam a proposta
de BAMBERGER e ISERMANN (1978) para incorporar informações de modela-
gem fenomenológica no esquema adaptativo. Embora supere diversas dificuldades
e permita a aferição direta dos gradientes do processo, o método pode apresentar
problemas com a sintonia de parâmetros presentes na implementação e com impre-
cisões na etapa de identificação, principalmente em problemas de dimensão elevada
(BHATTACHARYA e JOSEPH, 1982). Embora cada um dos métodos use um al-
goritmo diferente para determinar o ponto ótimo de operação, todos se baseiam
em experimentos na planta, por meio de perturbações nas variáveis manipuladas
para atualizar o modelo on-line, tendo sido classificados como método baseados em
perturbação (ZHANG e FORBES, 2006).
Em vista das vantagens do uso de informações a priori sob a forma de um
modelo, mesmo no caso de um modelo dinâmico empírico, perceberam-se muitos
benefícios com o uso de modelos fenomenológicos como estratégia para prever o
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comportamento do processo e fornecer melhores estimativas da direção do gradiente
da função objetivo (GOLDEN e YDSTIE, 1989). O desenvolvimento do modelo do
processo, com o uso de balanços de conservação de massa, energia e momento e de
expressões termodinâmicas para relações de equilíbrio e cinética de reações, resulta
em um conjunto de equações algébricas e/ou diferenciais que permitem simular o
estado do processo. Os parâmetros do modelo são determinados por conhecimento
a priori do projeto de instalação da planta (e.g., volumes e áreas), por dados da
literatura (e.g., constantes de equilíbrio termodinâmica e velocidades específicas de
reação), ou por técnicas de estimação com base em dados da operação e medidas
experimentais (FRANÇOIS, 2014). Por isso, defende-se que seu uso forneça uma
descrição mais completa em relação a modelos empíricos, pois é capaz de capturar as
principais características da operação, descrever o sistema em uma faixa mais ampla
das variáveis e atribuir interpretação física aos parâmetros (JANG et al., 1987). Se o
modelo for preciso e capaz de predizer com melhor qualidade o comportamento local
da planta, as condições ótimas de operação podem ser encontradas em poucas etapas.
Com efeito, alguns trabalhos mostram a superioridade das abordagens baseadas
em modelo frente àquelas puramente empíricas (CHEN e JOSEPH, 1987; YIP e
MARLIN, 2004).
O método mais antigo e popular baseado em modelo é conhecido como aborda-
gem em duas etapas, que pode ser aplicado tanto em problemas de otimização esta-
cionária quanto otimização dinâmica (FRANÇOIS e BONVIN, 2013a). A primeira
etapa efetua a atualização do modelo com a informação mais recente da planta, em
que a diferença entre os dados do processo e as estimativas calculadas é minimizada
para obter o melhor ajuste do modelo aos dados, necessária porque o processo muda
ao longo do tempo. Na sequência, o modelo atualizado é usado na etapa de otimi-
zação, que fornece o conjunto de valores para as variáveis de decisão que, a priori,
promovem a melhoraria do desempenho do processo de forma iterativa, até alcançar
a operação ótima. A origem da abordagem em duas etapas na otimização em tempo
real não é precisa; enquanto o método já inspirava os estudos de ROBERTS (1978,
1979) e referências neles citadas, alguns autores atribuem o método a JANG et al.
(1987) e CHEN e JOSEPH (1987). O método foi proposto por JANG et al. (1987)
em um problema de otimização dinâmica, ao inserir mudanças de implementação na
decomposição formulada por BAMBERGER e ISERMANN (1978) e MUKAI et al.
(1981). CHEN e JOSEPH (1987), por sua vez, utilizaram a abordagem de JANG
et al. (1987) na otimização estacionária em tempo real de um reator industrial de
produção de óxido de etileno. Além disso, alguns livros fornecem referência teórica
para a introdução de estruturas hierárquicas em métodos de otimização (LASDON,
1970; MESAROVIC et al., 1970).
O uso de modelos fenomenológicos em estado estacionário e o uso da abordagem
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de otimização em duas etapas constituem dois importantes elementos, cuja asso-
ciação surgiu por volta dos anos 1980 e teve essencial contribuição dos seguintes
fatores: i) avanços tecnológicos na área da computação (com os graduais aumen-
tos de memória e velocidade de processamento, aliado à maior acessibilidade desses
equipamentos, em virtude da constante redução de custos); ii) avanços no desenvol-
vimento de métodos numéricos capazes de lidar com problemas esparsos de grande
dimensão e da modelagem por equações abertas; iii) estudos teóricos que forne-
ceram os fundamentos da síntese de estruturas de controle; e iv) desenvolvimento
da tecnologia de controle preditivo baseado em modelo (DARBY et al., 2011). Do
ponto de vista teórico e científico, esses elementos motivaram o desenvolvimento de
diversos estudos na área de otimização em tempo real, que culminaram em impor-
tantes avanços, como o surgimento de novos métodos e algoritmos. Do ponto de
vista prático, essa combinação veio a constituir a forma padrão de implementações
de sistemas RTO na indústria (CUTLER e PERRY, 1983; DARBY et al., 2011;
MARLIN e HRYMAK, 1997; NAYSMITH e DOUGLAS, 1995; TRIERWEILER,
2014; WHITE, 1997), sendo o método disponível nos principais softwares comerci-
ais de uso industrial corrente, a saber ROMeo (Invensys, Houston, TX) e AspenPlus
(Aspentech, Burlington, MA) (QUELHAS et al., 2013).
Antes de apresentar os avanços no campo teórico e seus desdobramentos, bem
como os detalhes das implementações reais, convém apresentar algumas contribui-
ções dos estudos que fundamentaram a síntese de estruturas de controle e direcio-
naram as implementações práticas dos sistemas RTO.
2.2 Otimização no Sistema de Automação e Con-
trole de Processos
Ao contrário de métodos que envolvem modificações no processo (e.g., esquemas de
integração energética), a otimização em tempo real é uma estratégia que busca fazer
o melhor uso da configuração existente, explorando os graus de liberdade disponíveis
para determinar a melhor condição de operação. Como a planta está constantemente
exposta a perturbações externas que afetam o processo, mudam suas restrições, al-
teram a condição de operação ideal ou forçam a operação fora da região de operação
permitida, a busca pelas melhores condições operacionais deve ser realizada de forma
contínua, em conjunto com alguma forma de controle, para manter a operação no
ponto ótimo e evitar a violação de restrições. Isso é alcançado de maneira mais
eficiente por meio de sistemas de automação e controle, em que o acompanhamento
contínuo das melhores condições de operação e a sua implementação quando tais per-
turbações ocorrem é denominado controle otimizado (GARCIA e MORARI, 1984).
13
O propósito principal de um sistema de controle em processos químicos é fornecer
uma estrutura dinâmica entre variáveis medidas e manipuladas que cumpra deter-
minados objetivos de maneira (quase) contínua (MORARI et al., 1980). Dadas as
diversas fontes de incerteza, seja por conta de erros de modelagem ou pela presença
de perturbações não medidas, as medidas do processo consistem na única forma de
determinar o estado da planta e a informação nelas contida é utilizada em todos os
níveis. Conhecendo o estado corrente da operação, i.e., os valores das respostas do
sistema (variáveis de saída) e das variáveis não controladas (por medição ou esti-
mação), a unidade de controle calcula e implementa decisões sobre os valores das
variáveis controladas com base nos objetivos de controle (BRDYŚ e TATJEWSKI,
2005).
Esses objetivos de controle podem ser classificados em duas categorias: uma rela-
cionada à viabilidade operacional, i.e., relacionada às diversas dependências existen-
tes entre as variáveis de processo; e outra relacionada aos aspectos financeiros. Essa
segunda categoria de objetivos é considerada no sistema apenas se houver graus de
liberdade disponíveis para adaptar as condições operacionais após o cumprimento
do primeiro conjunto de objetivos. Dessa forma, a otimização do processo torna-se
parte integrante do sistema de controle, o qual é composto por: um conjunto de
variáveis controladas, usadas para atingir um conjunto de objetivos específicos; um
conjunto de variáveis medidas para os propósitos de controle; um conjunto de va-
riáveis manipuladas; e uma estrutura que forneça conexão entre variáveis medidas e
manipuladas (MORARI et al., 1980).
Entre as estratégias existentes para o desenvolvimento sistemático e organizado
de estruturas de controle para processos químicos, aquelas baseadas no conceito
de estrutura hierárquica de controle têm sido as mais relevantes (BRDYŚ e TAT-
JEWSKI, 2005; FINDEISEN et al., 1978; MORARI et al., 1980) e podem ser identi-
ficadas como o padrão adotado pela indústria (QIN e BADGWELL, 2003; ROTAVA
e ZANIN, 2005; TATJEWSKI, 2002; YOUNG, 2006). A estratégia consiste essenci-
almente em decompor o objetivo de controle original em uma sequência de subtarefas
mais simples, diferentes e estruturadas de maneira hierárquica. As subtarefas criadas
são mais bem definidas, facilitando o projeto do sistema ao simplificar a identificação
e implementação de ferramentas técnicas específicas, contribuindo também para a
melhoria do desempenho e confiabilidade do controle.
Os métodos de decomposição podem ser classificados como funcionais, espaci-
ais ou temporais (BRDYŚ e TATJEWSKI, 2005). O método funcional é aplicado
ao processo como um todo e conduz a uma estrutura vertical, em multicamadas,
cujas camadas apresentam dependência hierárquica. A decomposição espacial é
baseada em uma divisão da tarefa de controle (ou de uma tarefa parcial, e.g., den-
tro de uma camada da estrutura multicamadas) em subtarefas locais de mesma
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função, mas relacionadas a regiões distintas, espacialmente isoladas, do processo.
Esse tipo conduz a uma estrutura multigrupos ou multiníveis, efetuando uma de-
composição horizontal no processo, dividindo-o em grupos de equipamentos, que
são coordenados por um elemento central que permite a interação entre os gru-
pos (MORARI et al., 1980). Dessa forma, a otimização é feita para cada grupo
separadamente, de acordo com o elemento coordenador. Diversas abordagens utili-
zam essa estrutura para o projeto do sistema de controle, como controle otimizado
descentralizado (MORARI et al., 1980), controle otimizado para plantas integradas
(ARKUN e STEPHANOPOULOS, 1981), controle otimizado de sistemas interconec-
tados (BRDYŚ e TATJEWSKI, 2005) e controle global (LARSSON e SKOGESTAD,
2000; LUYBEN et al., 1997; STEPHANOPOULOS e NG, 2000).
O método de decomposição temporal, por sua vez, é aplicado aos casos em que
existe diferença significativa entre a taxa de variação das variáveis de estado ou das
perturbações do sistema, também conduzindo a uma estrutura em multicamadas.
Nesse método, o objetivo de controle é formulado como um problema de otimização
dinâmico e a estrutura em multicamadas formada (conforme mostrado na Figura 1.1)
pode ser interpretada como um elemento natural das atividades de controle em uma
planta química típica, estando baseada na forma de lidar com as incertezas (BRDYŚ
e TATJEWSKI, 2005; MORARI et al., 1980).
A síntese da estrutura de controle que segue o método de decomposição tempo-
ral estabelece como objetivo a otimização de um índice de desempenho, sem violar
as diversas restrições de operação. Uma vez que perturbações de natureza aleató-
ria estão presentes e exercem influência significativa, a otimização deve considerar
essas perturbações, resultando em um problema de controle estocástico não linear,
na prática intratável. Uma forma conveniente de manipular o problema é dividir
as incertezas em duas componentes, uma estacionária e outra não estacionária, o
que define implicitamente uma escala de tempo em dois níveis. A componente es-
tacionária das perturbações varia rapidamente, de forma que o valor estimado é
essencialmente zero depois de um curto período de tempo. Essa componente pode
ser desprezada na otimização feita para longos horizontes de tempo, sendo tarefa do
controle regulatório suprimir sua influência. Por outro lado, a componente não esta-
cionária representa perturbações persistentes ou periódicas, que afetam o processo
no longo prazo e, portanto, devem ser consideradas na otimização.
Admitindo que o processo esteja em estado pseudo estacionário (i.e., um estado
em que perturbações de alta frequência se anulam no curto prazo), e considerando
um período de tempo grande o suficiente para a estimativa das perturbações ser
aproximadamente constante e para a dinâmica da planta ser desprezível, é pos-
sível reformular o problema original de controle estocástico em um problema de
otimização estática (MORARI et al., 1980). Essa abordagem conduz a uma decom-
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posição vertical das atividades de controle com base na escala de tempo associada
à frequência das perturbações em cada nível, cuja camada mais baixa é responsável
pela rejeição de perturbações rápidas, garantindo que o processo seja operado em
um regime pseudo estacionário. A camada mais alta, por sua vez, é responsável pela
determinação dos setpoints ótimos que suprimem perturbações de baixa frequência.
Portanto, o sistema de otimização em tempo real corresponde ao problema de
controle otimizado, que consiste na determinação e aplicação automatizada de set-
points ou valores de referência para as camadas inferiores do sistema de controle,
com base em um critério de desempenho que vincula as condições operacionais ao
resultado econômico do processo. Desse modo, o sistema de otimização representa
uma malha de controle mais externa, em que geralmente o critério de desempenho
é uma relação que confere valores monetários ao uso de determinado conjunto de
graus de liberdade da operação do processo.
A otimização estática deve funcionar em uma frequência inferior à das camadas
acima, mas superior à ocorrência de perturbações externas e variações (“envelheci-
mento”, desgaste) do processo (ELLIS et al., 1988; QUELHAS, 2013). Além de ter
origem na estratégia de decomposição das ações de controle, a otimização estática
e o uso de modelos estacionários são justificados também com o argumento de que
o desempenho econômico é determinado principalmente pela operação estacionária.
Ademais, o efeito do desempenho do controle dinâmico pode ser parcialmente con-
siderado na análise econômica, incluindo um termo de erro do controle como uma
perturbação adicional (SKOGESTAD, 2000b). Apesar disso, se as mudanças nas
perturbações ou nas características do processo não apresentarem variação lenta,
quando comparadas à dinâmica do processo, a otimização estacionária em tempo
real não fornece valores ótimos; esse é um caso importante do ponto de vista prá-
tico, pois processos contínuos são quase sempre projetados para operar em estado
estacionário. Adicionalmente, nem sempre consideram-se na etapa de projeto as
características dinâmicas do processo (BRDYŚ e TATJEWSKI, 2005).
Embora seja uma ferramenta muito atraente, sistemas RTO não são necessários
ou adequados em todos os casos e cabe analisar sua relevância para a melhoria do de-
sempenho econômico (SKOGESTAD, 2004). Conforme mencionado anteriormente,
o primeiro objetivo do sistema de controle em um processo químico é garantir que a
operação seja segura, que os produtos atendam às especificações de qualidade e que
a produção atinja as metas estabelecidas, sempre respeitando as diversas restrições
de operação existentes. Dessa forma, se não houver graus de liberdade disponíveis
após o cumprimento do primeiro objetivo, não é possível melhorar a operação com o
RTO (SKOGESTAD, 2000b). Na situação em que existem graus de liberdade dispo-
níveis, haverá sempre alguma oportunidade de melhoria com a otimização em tempo
real se i) a métrica de desempenho do processo apresentar dependência significativa
16
com tais graus de liberdade, ii) perturbações ocorrerem com frequência tal que exija
um ajuste automatizado das variáveis manipuladas (MARLIN e HRYMAK, 1997),
e iii) se as perturbações existentes mudarem significativamente o ponto ótimo ao
longo da operação. Deve-se analisar também a relação entre a operação ótima e o
conjunto de restrições ativas. Se as restrições ativas não mudarem e houver variáveis
que se encaixem no esquema de controle auto-otimizável, então o RTO proporciona
pouco benefício (SKOGESTAD, 2004). Ainda, se a operação ótima consistir em
operar sob as restrições, que por sua vez podem ser determinadas pelo MPC, então
o RTO não é necessário (DARBY et al., 2011). A maximização da produção de
combustível de aviação na destilação do petróleo e da pressão em um reator de cra-
queamento catalítico fluidizado, quando compressores e sopradores estão operando
em sua capacidade máxima, são exemplos de casos em que a otimização pode ser
realizada exclusivamente pela camada de controle, i.e., o ponto ótimo de operação
está nas restrições (ROTAVA e ZANIN, 2005). Há casos em que a otimização off-
line (ou manual) é suficiente para a melhoria do desempenho, podendo ser realizada,
e.g., a partir de procedimentos de operação padrão (MARLIN e HRYMAK, 1997;
SKOGESTAD, 2004).
A característica chave que aponta para o uso do RTO consiste na variabilidade
do ponto ótimo de operação em virtude de mudanças nas condições operacionais,
nas características da matéria-prima, no conjunto de restrições e nas condições de
mercado. Além disso, o RTO complementa o controle supervisório, geralmente re-
presentado pelo MPC, seja por capturar o comportamento não linear, seja por con-
siderar um conjunto maior da planta em seu escopo, i.e., considerar um envelope
maior. Nessas situações, mesmo se o ponto ótimo estiver nas restrições, é possível
que apenas o RTO seja capaz de encontrar os novos valores ótimos para o conjunto
de restrições (DARBY et al., 2011).
Não obstante, a estrutura em multicamadas apresenta algumas desvantagens,
cuja principal consiste na necessidade em aguardar que a planta atinja o regime
permanente antes de coletar as medidas e realizar a otimização (ENGELL, 2007).
O atraso na otimização ocorre após uma mudança nas variáveis manipuladas ou
ocorrência de perturbações. Semelhantemente ao que ocorre com os métodos diretos,
a convergência do sistema ao ponto ótimo pode ser lenta. Se as perturbações forem
medidas e as mudanças nas condições de operação forem conhecidas, então o último
modelo estacionário pode ser usado na otimização sem que a planta alcance o novo
estado estacionário (SEQUEIRA et al., 2002), mas isso dificilmente acontece. A
estratégia que combina RTO e MPC em uma única camada, conhecida como MPC
econômico (economic model predictive control - EMPC) (DE GOUVÊA e ODLOAK,
1998), pode constituir uma solução alternativa para essa desvantagem, conforme
discutido na Seção 2.3.5.2.
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Além disso, a otimização no sistema RTO não considera o desempenho do pro-
cesso na transição de uma condição de operação para outra. Assim, para os processos
que precisam responder rapidamente a variações e perturbações, o EMPC ou um
sistema RTO dinâmico (ou DRTO) podem constituir soluções alternativas mais ade-
quadas e vantajosas. Enquanto o RTO estático fornece o conjunto de valores ótimos
do regime estacionário da operação, o DRTO fornece uma trajetória de mudanças do
ponto de operação. Um sistema DRTO não precisa que condições estacionárias se-
jam atingidas ou aplicadas, sendo sua formulação e solução semelhante à abordagem
usada para os controles preditivos não lineares (TRIERWEILER, 2014).
2.3 Estratégias de Otimização em Tempo Real
Um sistema RTO resolve continuamente um problema de otimização estática, esta-
belecido como: dado um processo contínuo operando em estado estacionário, obser-
vado por um conjunto de variáveis de saída yp, e um conjunto de graus de liberdade
u (que podem ser setpoints do controle supervisório), determinar os valores de up
que correspondem ao extremo da métrica de desempenho da planta ϕp e que não
violem o conjunto de restrições gp. A formulação desse problema, discutido em
detalhes na Seção A.2.1, é escrito matematicamente como:
u∗p := arg min
u
Jp := ϕp(u,yp)
sujeito a gp(u,yp) ≤ 0
uL ≤ u ≤ uU
, (2.1)
em que ϕp : Rnu × Rny → R é a função escalar a ser minimizada; u∗p é o argu-
mento que minimiza Jp(·), i.e., a solução do problema; u ∈ Rnu é o vetor de nu
variáveis de decisão (ou de entrada); yp ∈ Rny é o vetor de ny variáveis de saída;
gp,i : R
nu × Rny → R, i = 1, . . . , ng é o conjunto de funções de restrição de
desigualdade; e uL e uU são os limites das variáveis de decisão.
Diferentes técnicas de implementação da otimização em tempo real estacioná-
ria estão disponíveis na literatura, sendo identificadas como métodos de otimização
baseada em medições (FRANÇOIS e BONVIN, 2013a; KADAM et al., 2005; SRI-
NIVASAN et al., 2003). Não são considerados nesse conjunto de métodos RTO os
métodos puramente experimentais, i.e., que não utilizam nenhuma informação a
priori na forma de um modelo do processo (FRANÇOIS, 2014). Fazem parte desse
último grupo os métodos de superfície de resposta inspirados em planejamento de
experimentos (GEORGAKIS, 2009; MYERS et al., 2009) e os métodos que não
usam informações de derivadas, como forma de contornar o problema de estimação
dos gradientes (BOX e DRAPER, 1969; CONN et al., 2009; HOLMES, 2003).
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Métodos RTO podem ser classificados de acordo com uma característica especí-
fica do problema ou da formulação (CHACHUAT et al., 2009; ELLIS et al., 1988;
FRANÇOIS et al., 2012; GARCIA e MORARI, 1981; ZHANG e FORBES, 2006).
Nas propostas mais antigas, o critério que se destaca diz respeito ao uso de um mo-
delo fenomenológico na estratégia, classificando os métodos em diretos (esquemas
baseados diretamente nas medições obtidas) e indiretos (esquemas que empregam
modelos fenomenológicos) (ELLIS et al., 1988; GARCIA e MORARI, 1981).
Não obstante, a essência das estratégias de otimização em tempo real consiste
em usar as medidas da planta para compensar o efeito das incertezas no desempenho
do processo. Dessa forma, outra proposta de classificação que surge naturalmente
consiste em adotar como critério a forma com que os métodos usam as medidas
para determinar as mudanças nas variáveis manipuladas (CHACHUAT et al., 2009;
FRANÇOIS e BONVIN, 2013a; ZHANG e FORBES, 2006). Nessa classificação,
os métodos podem ser divididos em três categorias: i) esquemas de adaptação do
modelo, em que as medidas são empregadas para atualizar o modelo do processo
que é usado no problema de otimização; ii) esquemas de adaptação dos modifica-
dores, em que a formulação do problema de otimização é alterada; iii) esquemas de
adaptação direta, em que as variáveis manipuladas são modificadas diretamente por
uma estratégia feedback apropriada.
Outra proposta de classificação enfatiza a formulação do problema, distinguindo
os métodos que envolvem a resolução numérica de um problema de programação
matemática como explícitos (representados pelos esquemas de adaptação do modelo
e dos modificadores), e como implícitos aqueles métodos que reformulam o pro-
blema de otimização como um problema de controle e determinam mudanças nas
variáveis de entrada de forma direta, no lugar de métodos numéricos de otimização
(representados pelos esquemas de adaptação direta) (FRANÇOIS e BONVIN, 2014;
FRANÇOIS et al., 2012).
Há ainda outra classificação feita com base no uso do modelo na otimização
(BONVIN et al., 2001; MARCHETTI et al., 2009). Adotando essa proposta de
classificação, os métodos de RTO podem ser divididos em:
(a) Métodos com atualização de modelo são caracterizados pela utilização de um
modelo fenomenológico do processo e pelo uso das medidas da planta para
atualizar esse modelo por meio de procedimentos de estimação de parâmetros.
A atualização do modelo é sucedida pela otimização econômica. Fazem parte
desse grupo a abordagem em duas etapas (CHEN e JOSEPH, 1987; JANG
et al., 1987), bem como o método ISOPE (do termo em inglês Integrated
System Optimization and Parameter Estimation) e suas extensões (BRDYŚ
e TATJEWSKI, 2005; ROBERTS, 1995).
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(b) Métodos sem atualização de modelo: envolvem métodos com modelos fixos e
métodos que não dependem de um modelo.
(b1) Métodos de modelo fixo empregam um modelo nominal do processo. De
maneira similar aos métodos com atualização do modelo, esses métodos
são iterativos e envolvem a resolução de um problema de programação
matemática não linear. Todavia, diferem no fato de que as medidas são
usadas para atualizar determinadas variáveis que modificam a função
objetivo e as restrições do problema de otimização, melhorando a repre-
sentação da planta na iteração mais recente. Nessa categoria encontram-
se os métodos de adaptação das restrições (CHACHUAT et al., 2008;
FORBES e MARLIN, 1994), atualização de desvios e gradientes (GAO
e ENGELL, 2005b), atualização dos modificadores (COSTELLO et al.,
2014; MARCHETTI, 2013; MARCHETTI et al., 2009) e o método que
implementa condições suficientes de viabilidade e otimalidade (do termo
em inglês sufficient conditions for feasibility and optimality - SCFO)
(BUNIN et al., 2013b,c).
(b2) Métodos livres de modelo não dependem de um modelo para realizar a
otimização on-line, mas envolvem a determinação de uma lei de con-
trole que corresponde à solução do problema de otimização econômica.
Fazem parte dessa classe os métodos de busca das restrições ativas (SRI-
NIVASAN et al., 2001), busca das condições necessárias de otimalidade
(dos termos em inglês necessary conditions of optimality - NCO e NCO
tracking) (FRANÇOIS et al., 2005; SRINIVASAN e BONVIN, 2007),
controle auto-otimizado (do termo em inglês self-optimizing control -
SOC) (SKOGESTAD, 2000a,b) e controle extremal (do termo em in-
glês extremum-seeking control) (ARIYUR e KRSTIC, 2003; GUAY e
ZHANG, 2003).
Comparações entre diferentes métodos RTO estão disponíveis na literatura por
meio de estudos simulados (CHACHUAT et al., 2009; ELLIS et al., 1988; FRAN-
ÇOIS et al., 2012; GAO e ENGELL, 2005a; MENDOZA et al., 2016; YIP e MARLIN,
2004; ZHANG e FORBES, 2006).
Há ainda a proposta de integração entre otimização econômica e controle em uma
única camada, que não é considerada nas classificações propostas mas que igualmente
se enquadra como método RTO. O método EMPC foi proposto por pesquisadores
brasileiros (DE GOUVÊA, 1997; DE GOUVÊA e ODLOAK, 1998) e enquadra-se
no grupo de métodos de otimização por regulação.
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2.3.1 Abordagem em Duas Etapas
Um dos primeiros métodos de otimização em tempo real, a abordagem em duas eta-
pas pode ser aplicada também na otimização de sistemas dinâmicos. A abordagem
em duas etapas envolve a resolução de dois problemas de programação matemá-
tica: um para a atualização do modelo (primeira etapa) e outro para a otimização
econômica (segunda etapa), resolvidos separadamente. Em virtude dos avanços
tecnológicos na área da computação, passou a ser usado em aplicações com mode-
los fenomenológicos, crescendo em interesse, popularidade e número de aplicações,
tornando-se o padrão de implementações de sistemas RTO (CUTLER e PERRY,
1983; KLEINSCHRODT III e JONES, 1996).
A etapa de atualização do modelo pode ser entendida como uma recalibração do
modelo estacionário, tendo como objetivo obter predições mais acuradas do compor-
tamento mais recente da planta. Tipicamente, essa etapa consiste em um problema
de estimação de parâmetros, em que os valores do (sub)conjunto de parâmetros θ
do modelo são estimados por meio das observações yms das variáveis de saída da
planta. A segunda etapa corresponde ao problema de otimização econômica, que
incorpora o modelo atualizado como uma restrição do problema de programação
matemática. Uma vez que o sistema RTO atua toda vez que a planta atinge um
estado estacionário, os dois problemas podem ser formulados da seguinte maneira
para a iteração k (FRANÇOIS e BONVIN, 2013a):
Identificação: θ∗k := arg min
θ
J id := ‖yp(uk)− y(uk,θ)‖
sujeito a θ ∈ Θ ⊂ Rnθ
(2.2)
Otimização: u∗k+1 := arg min
u
Jopt := φ [y (u,θ∗k) ,u]
sujeito a G(u,θ∗k) ≤ 0
(2.3)
em que J id(·) é a função objetivo do problema de identificação e estimação de pa-
râmetros; Jopt(·) é a função objetivo do problema de otimização econômica, sendo
nesse caso o índice de desempenho φ(·); e θ é o vetor de parâmetros incertos per-
tencente ao conjunto Θ de números reais contido no espaço de dimensão nθ. No
problema de estimação de parâmetros (2.2), uk é o conjunto de graus de liberdade
aplicados à planta na iteração k do RTO e yp(uk) são as medidas obtidas no estado
estacionário. Os parâmetros θ∗k correspondem à solução do problema de estimação
de parâmetros e são os valores utilizados pelo modelo para fornecer a predição da
planta na etapa de otimização seguinte.
O problema de otimização econômica (2.3) é formulado de acordo com a Equa-
ção (A.7) e, uma vez obtida a solução u∗k+1, os valores dos graus de liberdade da
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ou podem ser determinados a partir de relações funcionais convenientes, como um
filtro exponencial de primeira ordem:
uk+1 := (I−K) uk + K u∗k+1 , (2.4)
em que K é uma matriz diagonal de ganhos com Ki,j ∈ [0, 1]∀i, j ∈ [1, · · · , nu].
O uso de filtros é motivado pelos riscos de que a aplicação direta de u∗k+1 seja
muito agressiva e conduza o processo a uma condição inviável. Nessa filtragem,
também conhecida como coeficiente de relaxamento ou coeficiente de ganho (BRDYŚ
e TATJEWSKI, 2005), o valor de K = 1 representa ausência de filtragem, enquanto
K = 0 representa filtragem total.
A formulação apresentada nas Equações (2.2) e (2.3) é determinística e admite
que toda a incerteza (incluindo as perturbações do processo) pode ser representada
pelo conjunto de parâmetros θ, o que pode representar uma simplificação impor-
tante. Ademais, o problema de atualização do modelo é reduzido a um problema
de estimação de parâmetros e a formulação apresentada na Equação (2.2) incor-
pora outras duas importantes simplificações: i) admite-se que não há incertezas nas
medidas e que as variáveis de saída são perfeitamente conhecidas, de forma que
yms = yp; e ii) utiliza-se a distância euclidiana ou uma soma ponderada de desvios
quadráticos entre os valores medidos e os valores preditos pelo modelo como critério
de otimização (FRANÇOIS e BONVIN, 2013a).
Essas simplificações podem não ser adequadas à maioria das implementações re-
ais de sistemas RTO, que incluem outros elementos no sistema em malha fechada,
como procedimentos de reconciliação de dados e de diagnóstico dos resultados cal-
culados (DARBY et al., 2011; TRIERWEILER, 2014). Além disso, a resolução do
problema de identificação pode apresentar problemas, caso não exista informação
suficiente nos dados medidos. Por isso, alguns trabalhos se dedicaram a propor
métodos capazes de identificar e garantir a existência de informação suficiente nos
dados para a etapa de estimação de parâmetros, podendo envolver o uso de múlti-
plos conjuntos de dados (YIP e MARLIN, 2002) e procedimentos de planejamento
de experimentos (PFAFF et al., 2006; YIP e MARLIN, 2003).
2.3.1.1 Estabilidade
A estabilidade da abordagem em duas etapas, bem como a estabilidade local no
ponto ótimo verdadeiro (representado aqui como u∗p), foram discutidas por QUE-
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LHAS (2013) e FORBES e MARLIN (1996), respectivamente.
Um sistema RTO pode ser considerado como um sistema recursivo (ou iterativo),
que opera em um conjunto de variáveis manipuladas uk, de maneira que a estabili-
dade do sistema RTO é determinada pelos seus componentes (etapas de estimação e
otimização) e pela interação do sistema com o processo real. Assim, o sistema RTO
pode ser representado como um mapeamento não linear sobre as variáveis manipu-
ladas uk+1 = Γ(uk) e as condições de convergência podem ser formuladas a partir
do Teorema de Ponto Fixo de Banach (ou Teorema da Contração) (KREYSZIG,
1989), enunciado como:
Teorema 1. (Teorema do Ponto Fixo de Banach) Seja o espaço métrico completo
(U, d) com U ⊂ Rnu e seja Γ : U → U uma contração em U. Assim, as seguintes
condições são verificadas:
• Γ admite um ponto fixo único em U, dado por u∞, i.e., Γ(u∞) = u∞;






em que α ∈ R ⊂ [0; 1), fornece uma estimativa de erro a priori válida para a
iteração k.
Dessa forma, interpretando a estabilidade do sistema RTO como um caso parti-
cular do problema genérico do ponto fixo de uma sequência iterativa, as propriedades
do teorema anterior podem ser usadas para predizer a condição de estabilidade do
sistema e também para avaliar a velocidade de convergência (QUELHAS, 2013).
A avaliação da estabilidade local da abordagem em duas etapas no ponto ótimo
da planta segue uma abordagem similar e também passa por reconhecer os elementos
do sistema como mapeamentos não lineares. Dessa maneira, é possível mostrar
que o procedimento será estável no ponto ótimo verdadeiro da planta u∗p diante
de perturbações pequenas e arbitrárias nas variáveis de entrada u se (FORBES e
















corresponde à sensibilidade paramétrica do problema de otimização




corresponde à sensibilidade dos parâmetros estimados




corresponde à sensibilidade das variáveis
medidas com relação às variáveis manipuladas. Deve ser enfatizado que esse critério
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permite identificar se o método é capaz de retornar ao ótimo verdadeiro u∗p diante
de desvios arbitrariamente pequenos do próprio ponto u∗p. Desse modo, o critério
de estabilidade tem validade local, não garantindo a convergência do método para o
ótimo verdadeiro após perturbações finitas e suficientemente distantes desse ponto.
2.3.1.2 Critério Local de Adequação do Modelo
A principal preocupação no estudo de estratégias RTO consiste na capacidade do
método em determinar o ótimo verdadeiro do processo. Tendo encontrado esse
ponto, a atenção se volta à velocidade com que a condição ótima de operação é
alcançada a partir das condições iniciais, i.e., a velocidade de convergência da técnica
(ELLIS et al., 1988). O efeito da seleção de modelos na abordagem em duas etapas
(FORBES e MARLIN, 1996) e a convergência para o ótimo da planta em sistemas
afetados por erros de modelagem (BIEGLER et al., 1985; FORBES et al., 1994)
foram estudados.
Um modelo é considerado adequado para uso se for capaz de determinar o ponto
ótimo verdadeiro da planta u∗p. Embora a etapa de estimação de parâmetros e
a etapa de otimização econômica sejam conduzidas separadamente, a solução do
problema de otimização depende dos parâmetros estimados, de maneira que essa
interação deve ser considerada e analisada (ROBERTS, 1979).
A abordagem em duas etapas apresentará bom desempenho se i) houver pouco
efeito de erros de modelagem, e ii) os dados medidos tiverem informação suficiente
para a estimação dos parâmetros do modelo. Em outras palavras, se o modelo for
estruturalmente correto e os parâmetros forem identificáveis, devem existir valores θ
para os parâmetros para os quais um ponto estacionário ótimo u∗ determinado pelo
método coincida com o ponto ótimo verdadeiro u∗p. Nesse caso, os valores θ podem
não representar os valores verdadeiros dos parâmetros, especialmente na presença
de erro estrutural, quando a ideia de “verdadeiro” perde significado (MARCHETTI
et al., 2009). Na presença de erros de modelagem pronunciados, não é possível deter-
minar a convergência do sistema, ou em que ponto o algoritmo irá convergir. Nessa
situação, o objetivo do problema de estimação de parâmetros pode estar totalmente
descorrelacionado do problema de otimização, de maneira que minimizar J id(yp)
pode não contribuir em nada com as propriedades de viabilidade e otimalidade da
solução obtida na otimização econômica (CHACHUAT et al., 2009; FRANÇOIS e
BONVIN, 2013a).
Para que o procedimento em duas etapas seja capaz de determinar o ótimo ver-
dadeiro da planta, é necessário que o modelo seja capaz de prever com acurácia
os gradientes das variáveis de saída da planta em relação às variáveis manipula-
das (DURBECK, 1965, apud ROBERTS, 1978; FOORD, 1974, apud ROBERTS,
1978; ELLIS et al., 1988), de forma que a adaptação permita a equivalência entre
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as condições de Karush-Kuhn-Tucker (KKT) do modelo e da planta. Adicional-
mente, considerando que a etapa de atualização do modelo seja um procedimento
de estimação de parâmetros, a abordagem em duas etapas será capaz de determinar
os valores ótimos (e desconhecidos) das variáveis de entrada u∗p se forem simulta-
neamente satisfeitas as condições suficientes de segunda ordem para os problemas
de programação matemática de ambas as etapas (Equações 2.2 e 2.3) (FORBES e
MARLIN, 1994; FORBES et al., 1994). Essas condições, que receberam o nome de
























> 0 (positiva definida) (2.8)
Gi(u
∗
p,θ) = 0, i ∈ A(u∗p) (2.9)
Gi(u
∗
p,θ) < 0, i /∈ A(u∗p) (2.10)
∇rJopt(u∗p,θ) = 0 (2.11)
∇2rJopt(u∗p,θ) > 0 (positiva definida) (2.12)
em que A(u∗p) representa o conjunto ativo, ∇rJopt e ∇2rJopt são o gradiente redu-
zido e a matriz Hessiana reduzida5 da função objetivo da otimização econômica,
respectivamente.
As condições apresentadas, envolvendo tanto relações de igualdade como de de-
sigualdade que dependem de θ, evidenciam a relação de dependência entre os dois
problemas (2.2) e (2.3). Como u∗p é um ponto fixo correspondente ao ótimo da
planta, não pode ser considerado grau de liberdade.
As condições (2.7) e (2.8) são suficientes para que θ seja um mínimo local do
problema de estimação de parâmetros em u∗p, enquanto as condições (2.9) a (2.12)
representam condições suficientes para que u∗p seja um mínimo local do problema de
otimização econômica com os parâmetros θ. Se todas essas condições forem satis-
feitas, o ótimo verdadeiro da planta u∗p corresponderá ao ótimo local fornecido pelo
modelo para θ = θ e as condições (2.7) a (2.12) são suficientes para a adequabili-
dade do modelo. Todavia, essas condições não são necessárias. Quando a Hessiana
reduzida é semidefinida, pode haver a situação em que u∗p corresponde ao ótimo do
modelo, mas a condição (2.12) não é verificada. Além disso, é importante observar
que a igualdade imposta pela condição (2.7) consome todos os nθ graus de liber-
dade, tornando as condições de adequabilidade um conjunto sobredeterminado, que
dificilmente será satisfeito na presença de erros de modelagem. Em outras palavras,




Z, em que Z representa
o espaço nulo da matriz Jacobiana das restrições ativas e L representa a função de Lagrange do
problema de otimização (FRANÇOIS e BONVIN, 2013a).
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convergir para θ não garante a obtenção de u∗p (FRANÇOIS, 2014; MARCHETTI
et al., 2009).
Apesar de fornecer importantes relações teóricas, há muitas limitações para o uso
do critério de adequabilidade. O critério foi concebido para verificar se a otimização
econômica oferece condições para determinar u∗p para o conjunto de parâmetros es-
timados, mas nada se pode inferir sobre a influência desse conjunto no procedimento
de estimação. Além disso, a validade é local em torno do ponto ótimo verdadeiro
u∗p, não havendo garantia que outros pontos ótimos referentes a diferentes condições
operacionais possam ser encontrados. Por fim, além de dificuldades no cálculo do
gradiente e da Hessiana reduzidos, u∗p é desconhecido e, portanto, o critério de ade-
quabilidade de modelo não pode ser usado para selecionar modelos, tampouco para
apontar quais parâmetros estimar (QUELHAS, 2013).
Em resumo, a abordagem em duas etapas é projetada para lidar apenas com
erros paramétricos (GAO e ENGELL, 2005b); a presença de erros estruturais de
modelagem geralmente impedem que uma predição das variáveis de saída seja su-
ficiente para que as condições necessárias de otimalidade da planta (NCO) sejam
satisfeitas (MARCHETTI et al., 2009). Conforme mostram diversos trabalhos na
literatura, a etapa de estimação de parâmetros na presença de erros estruturais pode
ser completamente ineficiente para a determinação do ótimo verdadeiro, podendo ser
prejudicial e conduzir o processo a uma condição de pior desempenho que o mesmo
processo sem intervenção do sistema RTO (AGARWAL, 1997; GAO e ENGELL,
2005a; MARCHETTI, 2009; QUELHAS et al., 2013). Assim, além dos ajustes fei-
tos com base nas respostas do modelo e da planta, ficou demonstrada a necessidade
de introduzir ajustes com base nas NCOs do modelo e da planta, incorporando in-
formação sobre gradientes no método RTO (BIEGLER et al., 1985; FORBES et al.,
1994; ROBERTS, 1978).
2.3.2 Método ISOPE e Suas Extensões
Em resposta às deficiências da abordagem em duas etapas, notadamente com relação
à falta de ajuste do modelo para também reproduzir as condições de KKT da planta,
uma abordagem em duas etapas modificada foi proposta, recebendo mais tarde o
nome de sistema integrado de otimização e estimação de parâmetros (do termo em
inglês Integrated System Optimization and Parameter Estimation - ISOPE) (RO-
BERTS, 1979, 1995; ROBERTS e WILLIAMS, 1981). O método ISOPE mantém a
estrutura em duas etapas, mas utiliza a interação entre os problemas de estimação
de parâmetros e otimização econômica para incorporar informação sobre os gradi-
entes da planta, i.e., informação sobre o gradiente das variáveis de saída em relação
às variáveis manipuladas. Essa informação é introduzida na função objetivo econô-
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mica na forma de uma constante, deduzida a partir das condições de otimalidade
de primeira ordem para a planta (condições A.8 a A.11), garantindo que o ponto de
convergência do algoritmo corresponda a um ponto KKT da planta.
O método ISOPE originalmente proposto não considera restrições que dependam
das variáveis de saída y e pode ser considerado como uma simples modificação da
abordagem em duas etapas, em que o problema de estimação de parâmetros perma-
nece inalterado e a função objetivo do problema de otimização econômica contém
termos extras λTku (ROBERTS, 1979). Além disso, admite-se que o número de va-
riáveis medidas e de parâmetros do modelo seja o mesmo, o que permite determinar
parâmetros θk para os quais as respostas do modelo sejam idênticas aos valores
medidos, i.e.,
y (uk,θ) = yp (uk)→ θk . (2.13)
Essa hipótese representa uma condição de qualificação do modelo (ZHANG e RO-
BERTS, 1991), sendo encontrada em toda a literatura relacionada ao método
(BRDYŚ e TATJEWSKI, 2005; ROBERTS, 1995). A otimização econômica mo-
dificada segue a seguinte formulação:
u∗k+1 := arg min
u
Jopt := φ [u,y (u,θk)] + λ
T
ku
sujeito a uL ≤ u ≤ uU
, (2.14)
em que a variável λk é denominada modificador. Dessa maneira, admitindo que
os gradientes experimentais estejam disponíveis, i.e., que seja possível estimar












Adicionalmente, um filtro exponencial de primeira ordem, similar ao da Equa-
ção (2.4), pode ser usado para determinar o próximo ponto de operação uk+1.
Estudos posteriores dedicaram-se a análises de convergência e otimalidade do
método (BRDYŚ e ROBERTS, 1987; BRDYŚ et al., 1987), bem como a estender
sua formulação para considerar restrições de desigualdade envolvendo as variáveis
de saída do processo (BRDYŚ et al., 1986; ZHANG e ROBERTS, 1991).
Embora o método ISOPE seja capaz de determinar o ponto ótimo verdadeiro da
planta mesmo na presença de erros estruturais de modelagem, sua utilização somente
será possível se os gradientes experimentais da planta puderem ser estimados, o que
constitui a principal desvantagem da técnica e uma das maiores dificuldades da sua
implementação prática. Por isso, a literatura também dedica bastante esforço ao
desenvolvimento e comparação de métodos para a determinação on-line das deriva-
das do processo (BUNIN et al., 2013e; FRANÇOIS et al., 2012; GAO e ENGELL,
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2005b; MANSOUR e ELLIS, 2003; ZHANG e FORBES, 2006).
A técnica originalmente proposta no método ISOPE para a determinação dos
gradientes experimentais envolve a aplicação de métodos de perturbação estacioná-
rios, em que pequenas perturbações são realizadas na planta e os dados estacionários
obtidos são usados para o cálculo numérico das derivadas (BRDYŚ et al., 1987; RO-
BERTS, 1979). Nesse caso, a estratégia mais direta consiste em estimar os gradientes
aplicando técnicas de diferenças finitas diretamente na planta, nas quais cada uma
das nu variáveis manipuladas deve ser perturbada em torno do ponto operacional.
Por exemplo, aplicando a técnica de diferenças finitas progressivas, a derivada da
variável de resposta yj com relação a i -ésima variável manipulada ui (na iteração k






yp,j(uk + δui)− yp,j(uk)
‖δui‖
, (2.16)
em que δui é um vetor alinhado com a i -ésima variável de entrada.
No entanto, essas técnicas são custosas, visto que o estado estacionário deve ser
atingido a cada perturbação, principalmente em problemas com muitas variáveis
(assim como ocorre nos métodos de busca direta discutidos anteriormente). Essa
dificuldade motivou o surgimento de propostas que envolvem versões com informa-
ções estatísticas e com identificação de modelos dinâmicos. Esse último teve como
objetivo incorporar o procedimento de BAMBERGER e ISERMANN (1978) ao al-
goritmo ISOPE, de forma que um modelo dinâmico identificado é usado para estimar
as derivadas no regime estacionário (ZHANG e ROBERTS, 1990). Não obstante,
essas propostas também se mostraram difíceis de implementar, em virtude de limi-
tações relacionadas à presença de ruído e à acurácia das informações obtidas a partir
das medidas transientes.
Avanços significativos para a estimação dos gradientes experimentais foram al-
cançados com o trabalho de BRDYŚ e TATJEWSKI (1994), por meio da proposta
do método ISOPE dual. Os autores propuseram uma implementação diferente da
técnica de diferenças finitas, estimando os gradientes sem causar perturbações adi-
cionais. No método ISOPE dual, o problema de otimização econômica incorpora
uma restrição para a região de busca do próximo ponto de operação como estraté-
gia para garantir a existência de perturbação suficiente nas variáveis medidas, para
a estimação dos gradientes na iteração seguinte, o que resulta em uma estrutura
dual (BRDYŚ e TATJEWSKI, 2005; TADEJ e TATJEWSKI, 2001). Desse modo,
a geração de perturbações para a determinação dos gradientes experimentais ocorre
simultaneamente à atualização do ponto de operação e não se baseia na perturbação
das variáveis, mas em dados estacionários anteriores em conjunto com o dado mais
recente.
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Matematicamente, dado o ponto de operação uk, o número nu de pontos operaci-
onais anteriores uk−nu , . . . ,uk−1, e os valores correspondentes de medidas da planta
yp(uk−nu), . . . ,yp(uk−1),yp(uk), uma estimativa β̂k do gradiente ∂yp(uk)/∂u pode
ser determinada por (BRDYŚ e TATJEWSKI, 2005):
∂yp(uk)
∂u
≈ β̂k := Yp(uk) U−1(uk) (2.17)
com
U(uk) := [uk − uk−1 . . . uk − uk−nu ]T ∈ Rnu×nu (2.18)
Y(uk) := [yp(uk)− yp(uk−1) . . . yp(uk)− yp(uk−nu)]T ∈ Rny×nu (2.19)
em que a Equação (2.17) exige a não singularidade da matriz U(uk). Adicional-
mente, a introdução de um limite superior κ(u) ao número de condicionamento de
U(uk) auxilia o bom desempenho do método, pois força que a inclusão do pró-
ximo ponto operacional não resulte em mau condicionamento da matriz na iteração





em que δ ∈ (0; 1) e %max e %min denotam o maior e o menor valor singular de
U(u), respectivamente. Assim, a expressão para o cálculo do modificador no método











em conjunto com a seguinte formulação para o problema de otimização econômica:
u∗k+1 := arg min
u
Jopt := φ [u,y (u,θk)] + λ
T
ku
sujeito a κ(uk−nu+1, . . . ,uk,u) ≤ δ
u = (I−K) uk +K u
uL ≤ u ≤ uU
, (2.22)
em que u corresponde ao valor filtrado das variáveis manipuladas.
A Equação (2.22) pode adicionalmente incorporar na função objetivo um termo
de regularização, ρ ‖uk − u‖2 com ρ > 0 (BRDYŚ e TATJEWSKI, 2005), que con-
fere propriedades de otimalidade ao método, mesmo para funções objetivo não con-
vexas. O método ISOPE com esse termo de regularização foi chamado de ISOPE
aumentado (BRDYŚ et al., 1987).
Uma última contribuição ao método ISOPE que merece destaque foi proposta por
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TATJEWSKI (2002), ao mostrar que a condição de qualificação do modelo (Equa-
ção 2.13) pode ser satisfeita sem que haja atualização dos parâmetros do modelo.
A eliminação da etapa de estimação dos parâmetros é possível com a introdução
de um termo de deslocamento ak := yp(uk) − y(uk,θ) no problema de otimização
econômica modificado, rescrevendo a Equação (2.14) como (MARCHETTI et al.,
2009):
u∗k+1 := arg min
u
Jopt := φ [u,y (u,θ) + ak] + λ
T
ku














Por remover a necessidade de ajuste dos parâmetros, essa formulação, que também
foi posteriormente usada por GAO e ENGELL (2005b), deixa de ser bem represen-
tada pelo nome ISOPE.
2.3.3 Métodos de Adaptação dos Modificadores
No estudo de sistemas de controle, o uso de modelos matemáticos de processo con-
tribui com a determinação de ações de controle mais apropriadas, notadamente por
permitir que o efeito das restrições seja antecipado (BROSILOW e ZHAO, 1988).
Se as restrições dependem do comportamento da planta, não é possível admitir que
seus valores sejam conhecidos com acurácia e o auxílio do modelo para estimar tais
valores não garante que essas restrições sejam satisfeitas (GAO e ENGELL, 2005b).
Por isso, diversos sistemas de controle baseados em modelo foram desenvolvidos,
incorporando desvios calculados como a diferença entre medições da planta e predi-
ções do modelo, para considerar o efeito das perturbações (CUTLER e RAMAKER,
1980; GARCIA e MORARI, 1982; RICHALET et al., 1978). Entre as vantagens ob-
servadas, o uso desses desvios confere importantes propriedades aos algoritmos de
controle discretos aplicados a sistemas lineares, como ausência de offset e robustez
em relação aos erros de modelagem (GARCIA e MORARI, 1985). Desse modo,
houve interesse em incorporar o método de atualização dos desvios nos métodos
RTO.
FORBES e MARLIN (1994) foram os primeiros a propor a inserção de termos
de desvio em um método RTO, e mais especificamente, termos de desvio para ajuste
das restrições. A abordagem de atualização dos desvios (do termo em inglês bias-
update approach) baseia-se na utilização das medidas para atualizar diretamente as
restrições do problema de programação matemática, de tal modo que as restrições
são deslocadas com base nos termos de desvios e se aproximam dos valores medidos
na iteração mais recente. De modo similar à abordagem em duas etapas, o modelo
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de processo faz parte do problema NLP que é resolvido repetidamente, sendo usado
no procedimento de otimização para estimar valores das restrições. Os termos de
desvio equivalem, na prática, a fatores de correção (ou termos modificadores), sendo
obtidos a partir da diferença entre valores medidos e preditos pelo modelo para as
restrições. Assim, os parâmetros do modelo permanecem fixos, de maneira que os
parâmetros ajustáveis no método correspondem aos termos de desvio. As restrições
consideradas envolvem tanto restrições de igualdade, que correspondem ao modelo
do processo, quanto a restrições de desigualdade, que correspondem tipicamente a
limites de operação.
Embora tenham restringido seu estudo aos problemas com número equivalente
de variáveis de decisão e restrições ativas, FORBES e MARLIN (1994) aplicaram o
critério local de adequabilidade de modelo de FORBES et al. (1994) ao esquema de
atualização dos desvios, mostrando que a adequabilidade do modelo é determinada
pelos gradientes da função objetivo e das restrições ativas estimados por meio do
modelo. Assim, o uso do teste local de adequabilidade permite determinar a faixa
máxima admissível para os erros nos parâmetros (fixos) que garante a convergência
do método para o ponto ótimo verdadeiro.
Posteriormente, CHACHUAT et al. (2008) estenderam a análise da abordagem
de atualização dos desvios, fornecendo justificativas teóricas para uso desse método
em casos em que há efeito moderado de incertezas, discutindo também outros as-
pectos, como detecção das restrições ativas e questões de convergência. O método,
chamado de esquema de adaptação das restrições (do termo em inglês constraint-
adaptation scheme), apresenta rápida convergência para soluções localizadas nas
restrições do problema de otimização, requerendo poucas iterações do sistema RTO.
Além disso, a abordagem não envolve o uso de gradientes experimentais da fun-
ção objetivo e restrições, tornando o método menos sensível aos ruídos de medição,
quando comparado a outros métodos de otimização em tempo real. Embora o uso
de um modelo fixo evite a necessidade de atualização do modelo (ao contrário da
abordagem em duas etapas) e o método não necessite estimativas dos gradientes
da planta (ao contrário do método ISOPE), a qualidade do modelo pode ocasionar
convergência a pontos subótimos. Mesmo com a perda de otimalidade, contudo, o
resultado sempre será um ponto viável (CHACHUAT et al., 2008).
Outra proposta significativa foi apresentada por GAO e ENGELL (2005b). Com
base no método ISOPE com modelo fixo de TATJEWSKI (2002), os autores pro-
puseram um novo método de lidar com restrições dependentes do processo, em que,
juntamente com os termos de correção das restrições usados no método de atuali-
zação dos desvios (CHACHUAT et al., 2008; FORBES e MARLIN, 1994), termos
de correção dos gradientes são incluídos nas restrições. Desse modo, não apenas os
valores das restrições preditos pelo modelo coincidem com os valores medidos, mas
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também os gradientes das restrições. Tais termos de correção dos gradientes são
determinados pela diferença entre valores experimentalmente estimados e preditos
para os gradientes das restrições, similares aos termos no método ISOPE, inclusive
na necessidade de prover estimativas para os gradientes da função objetivo e das
restrições, a partir das medidas da planta. Assim, a convergência do algoritmo re-
sulta em um ponto que satisfaz as NCOs da planta. Além disso, GAO e ENGELL
(2005b) propuseram um novo método de estimação de gradientes baseado na técnica
de BRDYŚ e TATJEWSKI (1994).
Essa habilidade de usar estimativas das NCO da planta para determinar o ponto
ótimo verdadeiro, mesmo na presença de erros estruturais de modelagem e pertur-
bações não medidas, motivou o surgimento de uma metodologia única. A adaptação
direta do problema de otimização por termos modificadores foi generalizada e for-
malizada em uma abordagem única no trabalho de MARCHETTI et al. (2009) como
método de adaptação dos modificadores. O trabalho também analisou condições de
convergência local e adequabilidade do modelo para a abordagem, bem como estra-
tégias alternativas de filtragem e modificação. Adicionalmente, foram apresentadas
as conexões com as abordagens anteriores, notadamente com o método ISOPE e com
a abordagem de GAO e ENGELL (2005b), verificando que o método de adaptação
dos modificadores pode ser apresentado como uma generalização do método ISOPE.
O método de adaptação dos modificadores (do termo em inglês modifier-
adaptation scheme - MA) conserva a importante característica de usar uma pa-
rametrização e um critério de atualização que são concebidos para satisfazer as con-
dições necessárias de otimalidade. Expressando a diferença entre as NCO medidas
(ou estimadas) da planta e as NCO preditas pelo modelo, os termos modificadores
são adaptados a cada iteração, modificando as restrições e função objetivo do pro-
blema de otimização (MARCHETTI et al., 2009). Além disso, o uso de um modelo
de processo fixo ao longo das iterações do sistema RTO confere uma caracterís-
tica pragmática ao procedimento, na medida em que há um desacoplamento com o
possível sentido físico associado à adaptação dos modificadores (QUELHAS, 2013).
No contexto do método de adaptação dos modificadores, o conjunto de variáveis
manipuladas uk é aplicado ao processo na iteração k e, tendo a planta alcançado o
regime estacionário, comparam-se os valores medidos da função objetivo, restrições
e seus respectivos gradientes com os valores preditos pelo modelo, que irão modifi-
car o problema de otimização para determinação do ponto ótimo u∗k+1 na iteração
seguinte. Admitindo que as variáveis de resposta y (u,θ) possam ser representadas
explicitamente em termos de u e θ, o problema de otimização é formulado como
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(FRANÇOIS, 2014):
u∗k+1 := arg min
u
Jopt (u,θ) := φ (u,θ) + εφk + λ
φ
k (u− uk)
sujeito a Gm (u,θ) := G (u,θ) + εGk + λGk (u− uk) ≤ 0
, (2.25)
com
εφk := φp(uk)− φ (uk,θ) ∈ R (2.26)














(uk,θ) ∈ Rnu×ng , (2.29)
em que (CHACHUAT et al., 2009):
• O escalar εφk representa o modificador de ordem zero para o valor da função
objetivo. Com exceção dos casos em que se deseja melhorar a predição do valor
da função objetivo, esse modificador é geralmente ignorado, pois não altera o
valor mínimo da função.
• O vetor linha εGk representa o modificador de ordem zero para os valores das res-
trições, sendo determinado pela diferença entre valores experimentais Gp(uk)
e preditos G (uk,θ) das restrições. Considerar apenas εGk na adaptação da
Equação (2.25) consiste no método de adaptação das restrições (CHACHUAT
et al., 2008; FORBES e MARLIN, 1994).
• O vetor linha λφk representa o modificador de primeira ordem para os gra-
dientes da função objetivo, sendo determinado pela diferença entre valores
experimentais (∂φp/∂u)|uk e preditos (∂φ/∂u)|uk dos gradientes da função
objetivo. A adaptação da função objetivo por meio de um modificador calcu-
lado com informações de gradiente equivale à proposta de ROBERTS (1979),
que resultou no método ISOPE, embora ainda estivesse inserido no contexto
da abordagem em duas etapas. Foi apenas com o trabalho de TATJEWSKI
(2002) que a etapa de estimação de parâmetros foi eliminada do método.
• A matriz λGk representa o modificador de primeira ordem para os gradientes
das restrições, sendo determinado pela diferença entre valores experimentais
(∂Gp/∂u)|uk e preditos (∂G/∂u)|uk dos gradientes das restrições. A estra-
tégia de incluir termos modificadores de primeira ordem para as funções de
desigualdade dependentes do processo, em conjunto com o termo de desvio
das restrições εG, foi proposta por GAO e ENGELL (2005b). Desse modo, é
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possível obter correspondência entre valores medidos e preditos, tanto para as
restrições, quanto para seus gradientes.
É conveniente representar os gradientes e modificadores como vetores de dimen-
são nc = (nu + 1)(ng + 1) na forma
Λ :=
[




















Assim, as Equações (2.26) a (2.29) podem ser rescritas como
Λk = Cp(uk)−C(uk,θ) . (2.30)
Além disso, as variáveis de decisão implementadas na próxima iteração correspondem
diretamente à solução da Equação (2.25), i.e., uk+1 := u∗k+1.
No método MA, os parâmetros θ permanecem constantes e as variáveis de ajuste
no método passam a ser os termos modificadores Λ. A estratégia de adaptação mais
simples equivale a implementar a modificação total representada por Λk. Como
isso pode ocasionar modificações excessivas e aumentar a sensibilidade do método
a ruídos de medida, uma estratégia mais adequada consiste em filtrar o valor dos
modificadores com um filtro exponencial de primeira ordem:
Λk = (I−K)Λk−1 +KΛk , (2.31)
em que K ∈ Rnc×nc é uma matriz de ganhos. A matriz de ganhos K pode ser
encarada como um novo grau de liberdade e utilizada para forçar a convergência do
método (FRANÇOIS, 2014).
O vetor de grandezas Cp, determinado a partir de medidas experimentais, está
diretamente relacionado às condições de KKT, sendo na prática determinado a par-
tir das respostas do processo yp. Os valores experimentais das restrições Gp(u) são
diretamente estimados de g(u,yp), que força a viabilidade das soluções, mas não ga-
rante a determinação correta do conjunto ativo (CHACHUAT et al., 2009). A deter-
minação dos gradientes experimentais da função objetivo e restrições, (∂φp/∂u)|uk
e (∂Gp/∂u)|uk , necessários para a implementação dos modificadores, constituem a
principal dificuldade para a implementação do método. Tais valores podem ser infe-
ridos a partir das medidas das repostas da planta yp(u) e seus gradientes estimados
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Assim como na abordagem em duas etapas, o modelo usado no método MA
deve possuir certas propriedades para ser utilizado. Um modelo será considerado
adequado para o método MA se existirem valores dos modificadores Λ para os quais
o algoritmo seja capaz de convergir para o ótimo da planta u∗p. Ao contrário das
condições obtidas para a abordagem em duas etapas, o critério de adequabilidade
para o método MA é mais simples. Como o modelo é fixo e não existe a etapa de
estimação de parâmetros, as condições (2.7) e (2.8) não são necessárias. Por outro
lado, em virtude da definição dos modificadores, as condições (2.9) a (2.11) ficam
automaticamente satisfeitas. Dessa maneira, a única condição suficiente restante
para a adequabilidade do modelo é a equação equivalente à condição (2.12), i.e.,
∇2rJopt(u∗p,θ) > 0 .
Essa condição indica que, se a matriz Hessiana reduzida da função objetivo Jopt(·)
for positiva definida em u∗p, então estará garantida a existência de valores dos modi-
ficares, de modo que u∗p seja solução do problema de otimização modificado (2.25)
(MARCHETTI et al., 2009). Embora a condição de adequabilidade para o método
MA seja mais facilmente satisfeita que no método em duas etapas, a adequabilidade
é uma propriedade do modelo que não pode ser verificada a priori, uma vez que sua
verificação exige o conhecimento do conjunto de restrições ativas e, especialmente,
do ótimo da planta u∗p (FRANÇOIS, 2014).
O método de adaptação dos modificadores foi implementado em estudos simu-
lados de relevância prática, notadamente em sistemas de geração de energia (COS-
TELLO, 2015; COSTELLO et al., 2013b; FRANÇOIS et al., 2015; SERRALUNGA
et al., 2013), mas também teve sua validação experimental em um sistema de três
tanques (MARCHETTI et al., 2009) e na operação ótima de pilhas a combustí-
vel de óxido sólido (BUNIN et al., 2012b). Muitos aspectos do método MA foram
investigados recentemente, dentre os quais destacam-se:
• desenvolvimento de estratégia para condicionamento do modelo por meio de
aproximações convexas, que permitem satisfazer as condições de adequabili-
dade a priori e sem conhecer o ótimo verdadeiro u∗p, garantindo a convergência
para o ótimo da planta (FRANÇOIS e BONVIN, 2013b);
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• uma vez que a disponibilidade dos gradientes experimentais envolvidos no
cálculo dos modificadores é a principal barreira para a implementação do mé-
todo MA em sistemas reais, muitos trabalhos investigam diferentes aborda-
gens para a estimação dos gradientes (BUNIN et al., 2012a, 2013e; COS-
TELLO et al., 2015; FRANÇOIS e BONVIN, 2014; MARCHETTI et al.,
2010; MARCHETTI, 2013; RODGER, 2010; RODGER e CHACHUAT, 2011;
SERRALUNGA et al., 2013), bem como a utilização de medidas transientes
do processo para estimação dos gradientes (FRANÇOIS e BONVIN, 2014;
RODRÍGUEZ-BLANCO et al., 2017) e estratégias de reformulação do algo-
ritmo que dispensam a estimação dessas grandezas (NAVIA et al., 2013);
• estratégias que reduzem a ocorrência de violação das restrições, evitando que
a convergência siga trajetórias inviáveis (BUNIN et al., 2011; NAVIA et al.,
2012), e reformulações que tornam o método mais adequado para proble-
mas com grande número de graus de liberdade (COSTELLO, 2015; SERRA-
LUNGA et al., 2013);
• extensão do método para sua aplicação tanto em processos descontínuos (SER-
RALUNGA et al., 2014) quanto transientes (COSTELLO, 2015);
• generalização do método MA (generalized modifier-adaptation algorithm) para
problemas em que os graus de liberdade da planta e do modelo são diferentes,
tanto para sistemas sem restrições (COSTELLO et al., 2013a) quanto para
sistemas com restrições em malha fechada (COSTELLO et al., 2014);
• versão generalizada do método MA para incluir modificadores de segunda or-
dem, bem como desenvolvimento de condições suficientes de convergência para
o algoritmo MA de várias ordens (FAULWASSER e BONVIN, 2014);
• proposta de um algoritmo de adaptação dos modificadores com convergência
global, embora o desenvolvimento tenha sido baseado em casos idealizados,
sem considerar como o algoritmo se comportaria em aplicações reais na pre-
sença de diversas questões limitadoras, como valores imprecisos das funções e
indisponibilidade das derivadas experimentais (BUNIN, 2014);
• proposta de algoritmo para casos com elevado nível de ruído, utilizando apro-
ximações quadráticas (GAO et al., 2016).
2.3.4 Condições Suficientes de Viabilidade e Otimalidade
Embora o objetivo dos métodos RTO seja determinar os valores dos graus de li-
berdade que conduzam a planta ao seu máximo desempenho sem violar restrições,
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notadamente aquelas relacionadas a limites de segurança, nenhum método apre-
senta garantias para satisfação estrita das restrições. Nesse contexto, BUNIN et al.
(2013b, 2014) propuseram um conjunto de condições capazes de garantir a proprie-
dade de viabilidade estrita para qualquer algoritmo RTO. A ideia básica do conjunto
de condições suficientes de viabilidade e otimalidade (SCFO) é garantir que o con-
junto de valores implementados na iteração seguinte, i.e., uk+1, sempre pertença a
uma região que garanta localmente a redução do valor da função objetivo e a satis-
fação das restrições. Assim, a satisfação dessas condições fornece garantias teóricas
de que uma sequência de experimentos converge para uma solução ótima local do
Problema (2.1), com resultados viáveis a cada iteração.
Como nenhum método RTO impõe todas as SCFO, uma formulação capaz de
forçar essas condições envolve, primeiramente, projetar o conjunto de valores das
variáveis de decisão fornecidos por um método RTO no espaço localmente viável
e descendente, de modo que a convergência dentro de uma região viável é imposta
sem reduzir sobremaneira a velocidade de convergência, todavia à custa de hipóteses
difíceis de serem satisfeitas na prática. O problema de projeção é formulado como
(BUNIN et al., 2013b):




sujeito a ∇gp,j (uk)T (u− uk) ≤ −δg,j , ∀j : gp,j (uk) ≥ −εj
∇φp (uk)T (u− uk) ≤ −δφ
uL ≤ u ≤ uU
,
(2.32)
em que u∗k+1 é o resultado fornecido por um método RTO; ū∗k+1 é o resultado pro-
jetado em um espaço viável e descendente; ∇φp e ∇gp,j são as derivadas da função
objetivo e funções de desigualdade com relação às variáveis de entrada u, respectiva-
mente; e δφ e δg,j > 0 são necessários para aproximar os espaços locais estritamente
descendentes. Assim, uk+1 é determinado pela filtragem adequada dos resultados
projetados,





em que Kk é calculado de acordo com a condição de viabilidade, que limita o tama-
nho do passo de adaptação para que o resultado permaneça dentro do espaço viável,
e da condição de diminuição monotônica da função objetivo, que limita o tamanho
do passo de adaptação de forma a não mudar a direção local de descida.
Dadas as notórias limitações impostas pelas hipóteses admitidas para imple-
mentação das SCFO, especialmente estimativas precisas das derivadas do processo,
BUNIN et al. (2013c) discutiram aspectos práticos das condições e como elas po-
dem ser usadas em uma implementação real, mas mesmo assim limitando a discussão
aos casos em que as variáveis manipuladas são perfeitamente conhecidas e livres de
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ruído e sem considerar degradação do processo, i.e., φp(u) e Gp(u) permanecem
constantes ao longo de todas as iterações. Como as condições não podem ser im-
plementadas da forma como são formuladas, uma reformulação da Equação (2.32)
foi proposta, utilizando relaxações das desigualdades estritas por meio de recuos
(ou afastamentos, back-offs) individuais, resultando em uma projeção robusta. Isso
permite a implementação das condições SCFO em dado problema ou em conexão
com algum método RTO. Para sua implementação isolada, o algoritmo pode ser
entendido e aplicado como um método RTO. Alternativamente, quando conectado
com outro método em um sistema RTO, pode ser usado para modificar o conjunto
de resultados obtido pelo método RTO para garantir resultados que não violem res-
trições e melhorem o valor da função objetivo a cada iteração. Essa estratégia de
acoplamento das condições SCFO a outros métodos RTO foi avaliada por JUN et al.
(2015), que estudaram o desempenho da abordagem em duas etapas, adaptação dos
modificadores e adaptação das restrições em um estudo simulado que implementa o
sistema RTO em um processo de lixiviação de ouro. O acoplamento das SCFO me-
lhorou significativamente os valores da função objetivo econômica do processo frente
a incertezas paramétricas, erros de modelagem e perturbações de processo, quando
comparados aos resultados obtidos pelos métodos RTO sem as SCFO. A reformu-
lação, juntamente com toda a teoria envolvida, foi implementada e está disponível
como um script de código aberto, podendo ser obtido com facilidade na internet
(BUNIN et al., 2013d). Uma aplicação rudimentar das SCFO a um problema sem
restrições de ajuste iterativo de controles apresentou resultados positivos para o uso
da teoria (BUNIN et al., 2013a).
2.3.5 Otimização por Regulação
A depender das características do processo que se deseja otimizar, é possível que a
velocidade de atualização dos setpoints seja baixa, consistindo em uma das gran-
des desvantagens de sistemas RTO. Conforme discutido anteriormente, isso ocorre
porque o sistema RTO executa suas atividades apenas com informações coletadas
no regime estacionário. Nesses casos, o tempo transcorrido até que o sistema RTO
transmita o novo conjunto de setpoints para serem implementados pela camada de
controle pode deteriorar significativamente o desempenho da camada de otimização.
Logo, se mudanças ocorrerem em escalas de tempo inferiores ao período de amostra-
gem do RTO, associar um sistema RTO ao controle supervisório não proporcionará
qualquer benefício (ENGELL, 2007). Nesse contexto, a estratégia de uma classe
dos métodos livres de modelo consiste em evitar a resolução do problema de pro-
gramação matemática e reinterpretar o problema de otimização como um problema
de controle, em que as variáveis de decisão são modificadas diretamente por meio
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de uma lei de controle adequada, que implicitamente corresponde à resolução do
problema de otimização. Em outras palavras, a estratégia consiste em traduzir ob-
jetivos econômicos em objetivos de controle (MORARI et al., 1980), tendo resultado
no conceito conhecido como controle auto-otimizado (SKOGESTAD, 2000a). Ou-
tros métodos, por sua vez, seguem uma filosofia similar, com foco na camada de
controle supervisório, introduzindo elementos econômicos nos controles avançados
com o objetivo de integrar RTO e (N)MPC, dando origem ao controle preditivo
econômico (ELLIS et al., 2014).
2.3.5.1 Controle Auto-Otimizado
O conceito de controle auto-otimizado foi proposto por SKOGESTAD (2000a,b)
como uma estratégia para construir uma estrutura de controle feedback capaz de
fornecer um desempenho econômico aceitável do processo, mantendo variáveis con-
troladas (controlled variables - CVs) em setpoints constantes e evitando a necessi-
dade de realizar nova otimização econômica quando perturbações ocorrem. Como
um controle integral é capaz de manter uma CV em determinado setpoint no estado
estacionário, a adequada seleção das CVs é o principal foco do SOC (FRANÇOIS e
BONVIN, 2013a; YE et al., 2013). Assim, busca-se no contexto do SOC selecionar
um conjunto adequado de CVs que minimizem a perda econômica em relação ao
ótimo verdadeiro (ou, por outro ponto de vista, que forcem o desempenho ótimo da
planta) quando controladas em setpoints constantes. É natural que essa estratégia
ocasione alguma perda, mas faz parte da abordagem o desafio de selecionar um con-
junto de variáveis controladas, um conjunto de variáveis manipuladas e um conjunto
de setpoints para os quais as perdas de desempenho do processo sejam aceitáveis,
fazendo com que a planta seja “auto-otimizada” a despeito das perturbações (YE
et al., 2014).
A proposta do SOC se mostra atrativa, pois permite aumentar significativamente
a velocidade de convergência do algoritmo para o ponto ótimo. A otimização por
regulação pode ser genericamente representada como (CHACHUAT et al., 2009):
c = Γsel [yp(uk)] (2.34)
uk+1 = Γsoc [c(uk)] , (2.35)
em que c representa variáveis controladas apropriadas, cuja referência corresponde
a csp; Γsel(·) é um mapeamento que descreve a seleção das variáveis controladas,
incluindo detecção de restrições ativas; e Γsoc : Rnu → Rnu é o mapeamento que
descreve o controle multivariável. SKOGESTAD (2000b) propôs o uso de um modelo
estacionário do processo para selecionar as CVs ou combinações de medidas que
resultem em bom desempenho no método SOC. O método SOC, associado a essa
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metodologia de seleção, foi aplicado em problemas simulados de grande dimensão
(DE ARAÚJO et al., 2007; LARSSON et al., 2003, 2001), mostrando que a perda
de desempenho econômico ocasionada pela regulação em setpoints fixos em lugar da
otimização estática pode ser baixa para estruturas de controle bem determinadas.
LARSSON et al. (2001) comentaram que a abordagem sistemática pode resultar em
esquemas de controle nada óbvios para um engenheiro de controle treinado, mas
comprovadamente viáveis de acordo com simulações dinâmicas, mostrando que a
aplicação do SOC garante perdas menores que 5% no desempenho.
O melhor conjunto de CVs para um controle auto-otimizado pode ser obtido a
partir do método exato local por meio de um NLP (HALVORSEN et al., 2003). No
entanto, por simplicidade, a prática mais comum consiste em selecionar a melhor
combinação linear das medidas yp para as CVs, podendo ser genericamente expressas
como
c = H yp , (2.36)
em que c ∈ Rnu são as CVs do controle com setpoints ótimos nominais c∗p;
H ∈ Rnu×ny é uma matriz constante, chamada de matriz de combinação. De acordo
com essa construção, selecionar CVs implica determinar a matriz de combinação,
H, sendo dois os critérios comumente usados para sua determinação, a saber: a
perda de desempenho resultante do pior cenário (HALVORSEN et al., 2003) e a
perda de desempenho média com base em perturbações uniformemente distribuídas
(KARIWALA et al., 2008). Esses critérios consideram perdas causadas por pertur-
bações e erros de implementação. A matriz de combinação pode ser definida como
o argumento que minimiza a função de perda definida por um dos critérios. De
acordo com esse resultado, CVs podem ser selecionadas tanto como varáveis medi-
das individuais, quanto por combinações das variáveis medidas. Normalmente, a
adoção de combinações que envolvem medidas como CVs resulta em menores per-
das econômicas, quando comparadas àquelas obtidas pelo uso direto de medidas
individuais.
Diversas metodologias foram propostas para a seleção de CVs adequadas ao
método SOC (ALSTAD e SKOGESTAD, 2007; ALSTAD et al., 2009; HALVOR-
SEN et al., 2003; JÄSCHKE e SKOGESTAD, 2012, 2013; KARIWALA, 2007; KA-
RIWALA et al., 2008; YE et al., 2013). Com base em combinações lineares das
variáveis medidas, um método de seleção de variáveis, denominado de método do
espaço nulo, foi proposto por ALSTAD e SKOGESTAD (2007), que seleciona o con-
junto de CVs que resultam em perda nula com relação às perturbações analisadas.
Posteriormente, o método foi estendido por ALSTAD et al. (2009) para considerar
perdas causadas por ruídos de medida. Também com base em combinações lineares,
KARIWALA (2007) e KARIWALA et al. (2008) desenvolveram abordagens basea-
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das na decomposição em valores característicos, para minimizar os critérios do pior
cenário de perda e da perda média, respectivamente. No método de JÄSCHKE e
SKOGESTAD (2013), por sua vez, uma estratégia de determinação da matriz de
combinação com base apenas em dados de processo, especificamente, dados históri-
cos e gradientes estimados por perturbações na planta, foi proposta. Por ser baseado
puramente em dados, o método dispensa a otimização off-line de um modelo para
selecionar CVs. Apesar de não precisar de um modelo do processo, esse método
exige grandes quantidades de dados, que representam uma barreira para a aplicação
prática desse método.
Semelhantemente aos problemas de projeto de outras estruturas de controle, a
seleção de CVs constitui um problema combinatorial. Encontrar um subconjunto de
medidas globalmente ótimo torna-se inviável quando o número de variáveis medi-
das é grande, aumentando consideravelmente as combinações possíveis para as CVs.
Motivado por essas questões, algoritmos branch-and-bound bidirecionais foram de-
senvolvidos e aplicados com diferentes critérios de seleção de CVs, especificamente,
para a regra de mínimo valor singular (CAO e KARIWALA, 2008), para o pior
cenário de perda de desempenho (KARIWALA e CAO, 2009) e para a perda de
desempenho média (KARIWALA e CAO, 2010). Adicionalmente, YELCHURU e
SKOGESTAD (2012) propuseram o uso de programação quadrática inteira mista
para a seleção de CVs, com base na minimização da perda média de desempenho.
Todos os métodos SOC admitem que o conjunto de restrições ativas permanece
o mesmo, quando perturbações ocorrem. Todavia, uma das principais dificulda-
des práticas ocorre justamente quando há mudanças das restrições ativas, pois isso
altera o número de graus de liberdade. Esse tipo de evento usualmente exige a
reconfiguração da estrutura de controle, para que continue fornecendo perdas em ní-
veis aceitáveis. Para problemas com diferentes conjuntos de restrições ativas, CAO
(2004) propôs um método que usa uma abordagem de controle em cascata, em que
um laço interno força as restrições ativas, quando necessário, enquanto um laço ex-
terno modifica o setpoint do laço interno, que controla as CVs. Assim, a estrutura
permite que a condição ótima e as restrições ativas sejam automaticamente alter-
nadas entre si, de acordo com a perturbação que afeta o processo, de modo que
ambas sejam satisfeitas. Seguindo outra abordagem, HU et al. (2012) propuseram
uma metodologia para determinar uma estrutura de controle que não precise ser re-
configurada, mas permaneça capaz de satisfazer todas as restrições em um conjunto
definido de perturbações e erros de implementação, selecionando CVs por meio da
minimização do critério da perda de desempenho médio local. MANUM e SKOGES-
TAD (2012) estenderam o método do espaço nulo para problemas com mudanças
no conjunto de restrições ativas. Por meio da aplicação do método do espaço nulo
em diferentes regiões, a metodologia identifica mudanças no conjunto de restrições e
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implementa a estrutura de controle correspondente ao conjunto ativo mais recente,
alternando entre as matrizes de combinação de cada região. Essa abordagem apre-
senta bom desempenho quando o número de regiões é pequeno e o processo se move
continuamente de um ponto de operação a outro.
Embora seja conveniente controlar combinações lineares das variáveis medidas,
a convergência ao ponto ótimo da planta é dificilmente garantida. Motivada por
essa questão, a abordagem conhecida como busca de NCO seleciona como variáveis
controladas as duas componentes das condições necessárias de otimalidade, i.e., as






tendo como setpoints correspondentes c∗p = 0. Assim, as variáveis de entrada do
processo são manipuladas diretamente para que as NCO sejam satisfeitas (CHA-
CHUAT et al., 2008, 2009), que corresponde, implicitamente, a resolver o problema
de otimização econômica para a planta no sentido das NCOs de primeira ordem
(FRANÇOIS e BONVIN, 2013a). Assim, essas variáveis precisam ser estimadas on-
line. Duas classes de abordagem entram nessa categoria, a saber: controle extremal
(ARIYUR e KRSTIC, 2003; GUAY e ZHANG, 2003) e busca de NCO (FRANÇOIS
et al., 2005; SRINIVASAN e BONVIN, 2007; SRINIVASAN et al., 2008). O método
de busca de NCO foi originalmente desenvolvido para processos batelada, fazendo
uso da informação produzida ao longo de repetidas bateladas para estimar as NCOs,
de modo que a operação da planta possa convergir para a condição ótima (FRAN-
ÇOIS et al., 2005). Posteriormente, o método foi estendido para processos contínuos
(SRINIVASAN et al., 2008).
A principal diferença entre SOC e busca de NCO está relacionada à implemen-
tação e o funcionamento dos métodos. Ao implementar o método SOC, primeiro
utiliza-se alguma metodologia para a seleção das CVs de acordo com as medições
disponíveis para um dado conjunto de perturbações, enquanto a execução on-line é
realizada pelo controle feedback que mantém as CVs selecionadas em seus respecti-
vos setpoints, os quais são determinados off-line. Por sua vez, o método de busca de
NCO estima restrições ativas e gradientes reduzidos em tempo real com as medidas
disponíveis, de modo que o valor ótimo das variáveis manipuladas é calculado expli-
citamente de acordo com determinadas regras de adaptação. Assim, enquanto SOC
concentra-se em CVs ótimas, busca de NCO determina a solução ótima explicita-
mente, embora essa diferença não seja fundamental, já que variáveis manipuladas
também podem ser selecionadas como CVs no método SOC ou incluídas nas com-
binações das medidas que compõem as CVs. Dessa maneira, SOC e busca de NCO
focam em diferentes aspectos do RTO (YE et al., 2013). Além disso, esses dois mé-
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todos RTO, assim como os métodos de adaptação dos modificadores, dependem da
estimação on-line de gradientes experimentais para controle. No SOC, aproxima-
ções dos gradientes estão implicitamente embutidas nos modelos construídos para
as CVs, os quais são determinados off-line de acordo com as técnicas mencionadas.
Isso confere à abordagem SOC rápida convergência e, assim, capacidade para rejei-
tar perturbações de alta frequência. No entanto, como CVs são determinadas com
base em linearizações do modelo de processo em torno de um ponto operacional, seu
desempenho é ótimo apenas localmente. Na busca de NCO, os gradientes são ava-
liados tanto por abordagens livres de modelo, quanto por abordagens baseadas em
modelo (FRANÇOIS et al., 2012). Nas abordagens livres de modelo, os gradientes
são determinados experimentalmente on-line, e.g., por aplicação direta do método
de diferenças finitas na planta por meio de perturbações (SRINIVASAN et al., 2003,
2008). Geralmente, esse procedimento on-line de estimação tem validade global para
o ótimo, embora seja lento em virtude do tempo necessário para que a planta atinja o
regime estacionário. Para melhorar a velocidade de convergência, os gradientes tam-
bém podem ser determinados por abordagens baseadas em modelo, como a técnica
conhecida como neighboring-extremal control (NEC) (GROS et al., 2009). Nessas
abordagens, a construção do modelo ocorre off-line, permitindo que o controle possa
agir com rapidez. Todavia, a abordagem NEC também apresenta somente validade
local. Alguns trabalhos na literatura fornecem comparações entre o método SOC e
busca de NCO (FRANÇOIS et al., 2012; JÄSCHKE e SKOGESTAD, 2011), bem
como comparações entre SOC e outros métodos RTO (MANUM e SKOGESTAD,
2012; SCHULTZ e FARENZENA, 2015).
Motivados pelas características de rápida convergência do método SOC e da
otimalidade global da busca de NCO, YE et al. (2013) propuseram uma abordagem
que combina ambos os métodos, selecionando as CVs por meio de aproximações
para as condições necessárias de otimalidade. Como a aproximação proposta é feita
ao longo de toda a faixa de operação, as CVs apresentam um desempenho auto-
otimizado com caráter global, enquanto outros métodos SOC são locais, válidos
apenas na vizinhança do ponto de operação nominal em virtude da linearização.
Assim, o método resulta em perdas aceitáveis em uma região maior da operação,
quando comparado a outras abordagens locais, embora a precisão da aproximação
possa não ser satisfatória para faixas de operação muito extensas.
Recentemente, novas estruturas de controle foram propostas, combinando SOC
e RTO. JÄSCHKE e SKOGESTAD (2011) propuseram uma estrutura na qual a
camada de controle corresponde ao método SOC, com CVs selecionadas de acordo
com o método do espaço nulo (ALSTAD e SKOGESTAD, 2007), enquanto a ca-
mada do RTO corresponde ao método de busca de NCO (SRINIVASAN et al.,
2003). Nessa abordagem, no entanto, os setpoints das CVs devem ser perturbados
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para que seja possível estimar os gradientes. Na proposta de YE et al. (2014), o
método de busca de NCO também é combinado ao método SOC para a construção
de uma nova estrutura de controle, que integra o método SOC a um método RTO.
Na proposta, as NCO foram usadas como variáveis controladas e um critério estatís-
tico de não otimalidade foi usado para decidir quando a variável controlada deveria
ser atualizada. A metodologia está baseada no conceito de adaptação das variáveis
controladas (controlled variable adaptation - CVA) e detecção de não otimalidade.
Na estratégia CVA, as CVs são determinadas e adaptadas com base em um algo-
ritmo de regressão que aproxima as NCO, permitindo que o SOC seja adaptado às
mudanças nas condições de operação. A não otimalidade é detectada com base em
técnicas de monitoramento estatístico de processos (T2 e SPE), em que a não otima-
lidade é tratada como um tipo de falha de processo, sendo usada como pré-requisito
para a ativação da CVA. Diferentemente das estruturas de controle tradicionais, a
abordagem de YE et al. (2014) resulta em uma camada de controle capaz de esta-
bilizar o processo e, simultaneamente, conduzir a operação a uma condição ótima
de operação com rapidez. A camada de otimização, por sua vez, permite estimar as
perturbações, resolver o problema de otimização econômica, transferir setpoints à
camada de controle e, além disso, adaptar as CVs, se um estado de não otimalidade
for detectado. Na recente metodologia de GRACIANO et al. (2015), há associação
não somente entre RTO e SOC, mas também com MPC, na estrutura de controle.
A estratégia proposta se aplica aos casos em que novas restrições são ativadas entre
atualizações do RTO e também visa a abordar o problema da lenta convergência do
RTO. A abordagem é similar àquela de MANUM e SKOGESTAD (2012), para lidar
com mudanças nas restrições ativas, mas não determina os conjuntos de CVs para
todas as restrições ativas a priori. Em contraste, essas informações são calculadas
on-line pelo RTO e apenas para a região de operação mais recente. Assim, o RTO
é usado para determinar as CVs e seus setpoints, enquanto a camada de controle
detecta quando uma restrição se torna ativa, controlando as CVs para o novo ótimo,
sem ter que aguardar a execução do RTO, o que é denominado de zona de controle
(zone control).
2.3.5.2 Controle Preditivo Econômico baseado em Modelo
Em virtude da operação estacionária da camada de otimização, o intervalo de amos-
tragem é muito maior nessa camada que aquele usado na camada de controle su-
pervisório, i.e., a execução do sistema RTO é menos frequente que a execução do
MPC. Como o MPC não incorpora informações econômicas, não é capaz de detectar
perturbações ou outras influências que alterem as condições ótimas da operação du-
rante períodos transientes (ENGELL, 2007; MARLIN e HRYMAK, 1997; SIIROLA
e EDGAR, 2012). Além das questões envolvidas na baixa frequência de execução
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do sistema RTO, outras dificuldades surgem na aplicação prática do MPC. Mesmo
que o modelo estacionário usado no sistema RTO seja capaz de determinar o ótimo
verdadeiro do processo (FORBES e MARLIN, 1994; FORBES et al., 1994), seus
resultados podem não ser consistentes com o modelo usado no MPC, que frequente-
mente emprega modelos lineares construídos por linearização de um modelo fenome-
nológico em torno do ponto estacionário desejado ou por técnicas de identificação. A
maioria das aplicações industriais de MPC ainda aplica modelos empíricos lineares,
construídos a partir de testes específicos na planta (DARBY e NIKOLAOU, 2012;
DARBY et al., 2009). Se houver disparidade entre os modelos usados nas diferen-
tes camadas, é possível que pontos de operação calculados pelo sistema RTO sejam
inalcançáveis pela camada de controle, resultando frequentemente em offset entre
a operação do processo e a operação estacionária indicada pelo RTO. Além disso,
mudanças bruscas nos setpoints determinadas pelo sistema RTO podem resultar em
instabilidade do MPC (YING e JOSEPH, 1999).
De modo a aproximar as frequências de execução do sistema RTO e da camada de
controle supervisório e calcular setpoints consistentes com o modelo usado no MPC,
alguns trabalhos propuseram uma estratégia de atualização dos setpoints transmi-
tidos pelo sistema RTO para que sejam consistentes com o controle supervisório
(ŁAWRYŃZUK et al., 2008; MORSHEDI et al., 1985; MUSKE, 1997; YOUSFI
e TOURNIER, 1991). Para atingir esse objetivo, um controlador estacionário foi
acrescentado entre o sistema RTO e o MPC, formando um esquema de controle
denominado de MPC em dois estágios. O MPC em dois estágios divide a camada
de controle supervisório em dois níveis, que operam com a mesma frequência de
amostragem, em que o controle estacionário atualiza continuamente os setpoints
usados pelo MPC por meio da resolução de um problema de programação linear
ou quadrático (LP-MPC ou QP-MPC), convertendo o resultado estacionário ótimo
determinado pela camada de otimização em um setpoint viável para a camada de
controle. Uma análise detalhada das propriedades dessa estrutura é apresentada por
YING e JOSEPH (1999).
Outra estratégia proposta para lidar com essas questões é conhecida como con-
trole preditivo econômico (EMPC) e consiste em integrar a otimização econômica à
camada de controle, incorporando um índice de desempenho na formulação do con-
trole (N)MPC, permitindo assim que o problema de otimização estática não linear
seja simultaneamente resolvido com o problema de controle preditivo multivariável,
resultando em uma estratégia de uma camada (DE GOUVÊA, 1997; DE GOUVÊA
e ODLOAK, 1998; ENGELL, 2007; HELBIG et al., 2000; RAWLINGS e AMRIT,
2009; ZANIN et al., 2002). Essa abordagem não força o processo a operar em
um estado estacionário pré-especificado e tem recebido mais atenção, por permitir
melhoria de desempenho por meio da operação transiente. Noções tradicionais de
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estabilidade (e.g., estabilidade assintótica de um estado estacionário) podem não
se aplicar a sistemas EMPC em malha fechada, tornando o projeto rigoroso desses
sistemas mais desafiador. Embora o uso de problemas de controle ótimo (optimal
control problem - OCP) com uma função econômica não constitua um conceito novo,
bem como formulações do MPC com termos econômicos, a estabilidade em malha
fechada e o desempenho do processo sob ação do controle EMPC foi considerado e
provado apenas recentemente (ELLIS et al., 2014).
O controle preditivo baseado em modelo (MPC), também chamado de controle
de horizonte retrocedente (receding horizon control), é uma técnica on-line de con-
trole formulada como um problema de programação matemática que otimiza um
índice de desempenho ao longo de um horizonte futuro por meio das predições de
um modelo dinâmico nominal do processo, de acordo com as restrições existentes
(MAYNE, 2014; MORARI e LEE, 1999; QIN e BADGWELL, 2003; RAWLINGS e
MAYNE, 2009). O principal objetivo do MPC convencional é conduzir a planta a um
ponto de operação estacionário (e.g., fornecido pelo sistema RTO), ou implementar
uma trajetória ótima (e.g., fornecida pelo sistema DRTO), calculados na camada
de otimização. Para considerar o conflito entre a velocidade de resposta do sistema
em malha fechada e o tamanho das variações causadas pela ação de controle, neces-
sárias para gerar essa resposta, o MPC é tipicamente formulado com uma função
objetivo quadrática, que penaliza tanto os desvios das variáveis de estado quanto das
variáveis de entrada em relação aos valores ótimos em estado estacionário ao longo
do horizonte de predição. Especificamente, o MPC é escrito como um problema de











sujeito a ẋ(t) = f [t,x(t),u(t)]
x(0) = x(tk)
g [x(t),u(t)] ≤ 0, ∀t ∈ [0; tN)
,
(2.38)
em que u ∈ S(∆) é a trajetória das variáveis de entrada ao longo do horizonte de
predição e S(∆) denota a família de funções constantes, contínuas por partes, com
período ∆. Qc > 0 e Rc > 0 são matrizes positivas definidas de ajuste, que deter-
minam o compromisso entre velocidade de resposta e o custo da ação de controle.
A trajetória dos estados x(t) é a evolução do vetor de estados predita pelo modelo
dinâmico nominal, de acordo com o perfil constante por partes u ∈ S(∆) determi-
nado pelo MPC. As condições iniciais no modelo dinâmico x(0) = x(tk) são obtidas
em cada instante de amostragem k por meio das medidas mais recentes. Quando é
possível medir os estados, tem-se yms = xk = x(tk). As restrições g(·) são restrições
de processo impostas ao perfil das variáveis de entrada, as quais são tipicamente
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restrições pontuais, usualmente escritas como:
g [x(tj),u(tj)] ≤ 0, j = 0, 1, . . . , N . (2.39)
Quando o horizonte de predição N é finito, sabe-se que a formulação do MPC, de
acordo com a Equação (2.38), pode apresentar instabilidade (MAYNE et al., 2000).
Nesse contexto, várias restrições e variações da função objetivo podem ser feitas para
garantir estabilidade do sistema em malha fechada quando N é finito. Em processos
que exibem forte comportamento não linear e dinâmica complexa, a substituição de
modelos lineares por não lineares consiste no NMPC.
A abordagem EMPC integra o sistema RTO e o (N)MPC em uma mesma ca-
mada, que na prática consiste na formulação de um único problema de programação
matemática. Essa integração ocorre por meio da modificação da função objetivo do
MPC,
JEMPC [x(t),u(t)] := JMPC + φ [x(tN),us] (2.40)
que considera tanto os termos quadráticos do MPC quanto a função de desempenho
econômico, φ(·), na função objetivo. Assim, o EMPC possui a seguinte formulação




sujeito a f [x(tN),us] = 0, us ∈ U
x(0) = x(tk)
g [x(t),u(t)] ≤ 0, ∀t ∈ [0; tN)
, (2.41)
em que as variáveis de decisão do problema de otimização incluem tanto a trajetória
das variáveis de entrada ao longo do horizonte de predição u ∈ S(∆), quanto os va-
lores dessas variáveis no estado estacionário us. A restrição f [x(tN),us] = 0 impõe
que a trajetória predita para os estados x(t) convirja para um estado estacionário
admissível.
Muitos trabalhos têm contribuído com o desenvolvimento do EMPC, tanto por
meio de formulações gerais (ADETOLA e GUAY, 2010; ALAMO et al., 2012; BE-
CERRA et al., 1998; DE SOUZA et al., 2010), quanto por meio da aplicação em
problemas práticos (DE GOUVÊA e ODLOAK, 1998; NATH e ALZEIN, 2000; ZA-
NIN et al., 2002). Uma revisão bastante abrangente sobre o tema pode ser encon-
trada no trabalho de ELLIS et al. (2014), que faz parte da recente edição especial do
periódico Journal of Process Control dedicada ao tema EMPC (CHRISTOFIDES e
EL-FARRA, 2014). ELLIS et al. (2014) apresentaram as diversas formulações pro-
postas, comentando questões de estabilidade da malha fechada e desempenho em
sistemas não lineares e comparando algumas abordagens por meio de um exemplo
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simulado. Como apenas um modelo é usado para os objetivos de otimização e con-
trole supervisório, não há risco de inconsistências entre os diferentes modelos usados
em cada camada (ENGELL, 2007). Todavia, o uso de modelos preditivos rigoro-
sos baseados em primeiros princípios requer a solução de um problema de controle
ótimo em tempo real (DIEHL, 2001). Complexidades computacionais, exigência de
técnicas de identificação on-line para processos não lineares e falta de estabilidade e
resultados robustos para sistemas não lineares são importantes limitações para a im-
plementação prática do NMPC (CAMACHO e BORDONS, 1999; KOUVARITAKIS
e CANNON, 2001) e, consequentemente, do EMPC.
Vale destacar que o conceito da estratégia do EMPC resulta em parte do crescente
interesse e necessidade por operações dinâmicas, motivado pela inerente caracterís-
tica dinâmica dos processos, mas especialmente por uma produção cada vez mais
segmentada e flexível, seguindo o modelo de produção just-in-time (ENGELL, 2007).
Nesse contexto, também surgiram abordagens que não se baseiam na otimização da
operação estacionária como melhor estratégia de otimização de processos. Propostas
que substituem modelos estacionários por modelos dinâmicos na camada de otimi-
zação resultam no sistema RTO dinâmico (DRTO), em que o processo é intencio-
nalmente operado em regime transiente (ALMEIDA NT e SECCHI, 2011; BACKX
et al., 1998, 2000; HELBIG et al., 2000; KADAM et al., 2003; KADAM e MAR-
QUARDT, 2007; KADAM et al., 2005; TOSUKHOWONG et al., 2004; WÜRTH
et al., 2009). O trabalho de ALMEIDA NETO (2011) analisou e explorou diversos
aspectos desses sistemas, com especial atenção a identificação e solução de invia-
bilidades, realizando também o desenvolvimento de um sistema de monitoramento,
análise e diagnóstico do sistema DRTO. O sistema DRTO tem estrutura similar
à do EMPC, no sentido de que a operação é dinâmica e que ambos os problemas
de programação matemática que caracterizam esses sistemas são problemas de oti-
mização dinâmica, que minimizam um índice de desempenho econômico sujeito a
um modelo dinâmico do processo. No entanto, a principal diferença entre DRTO
e EMPC é a finalidade de cada um, i.e., o papel que cada sistema desempenha na
hierarquia de controle. O DRTO não é usado diretamente como controle, mas sim
como um elemento que traduz informações econômicas em informações de processo,
transmitindo-as à camada de controle, assim como o sistema RTO. Adicionalmente,
poucos estudos foram dedicados ao tratamento teórico da estabilidade em malha
fechada do sistema DRTO com a camada de controle. Por outro lado, o EMPC é
implementado como controle feedback, em que a formulação é dedicada à estabilidade
do sistema em malha fechada, admitindo que o modelo dinâmico seja consistente
com o modelo da camada de otimização (ELLIS et al., 2014).
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2.4 Sistemas RTO
Conforme discutido, o sistema RTO é um sistema de controle adaptativo baseado em
modelo, que processa os dados medidos da planta juntamente com informações de
mercado e determina continuamente a condição de operação que maximiza um índice
de desempenho econômico. Esse sistema atua na camada superior da hierarquia do
sistema de controle e automação, fornecendo sepoints para a camada de controle, que
por sua vez implementa modificações nas variáveis manipuladas de forma a manter
a operação do processo o mais próximo possível da condição ótima de operação
(EDGAR, 2004; ENGELL, 2007; KRIST et al., 1996). Os métodos de otimização
estacionária em tempo real, ou métodos RTO, foram concebidos para detectar a
condição ótima de operação e rastrear suas mudanças, rejeitando perturbações de
baixa frequência. Todavia, implementações reais desses métodos revelam outros
desafios, além daqueles já conhecidos em decorrência dos erros de modelagem, como
a presença de ruído aleatório e erros grosseiros nos dados medidos. Por isso, sistemas
RTO industriais tipicamente incorporam outros componentes além do método RTO.
2.4.1 Estrutura e Funcionamento
Em vista das diferenças nas concepções dos métodos de otimização estacionária em
tempo real, diferentes requisitos e informações devem estar disponíveis em um sis-
tema RTO. O método RTO mais comum em sistemas industriais (e provavelmente
o único em processos contínuos de grande escala) é a abordagem em duas etapas,
sendo o método implementado em softwares comerciais típicos (e.g., ROMeo® 5.1
– Invensys Systems, Inc.; Aspen Plus® 7.1 – Aspen Technology, Inc.) (QUELHAS
et al., 2013). Os demais métodos existentes não são implementados com a mesma
facilidade que o método em duas etapas, pois requerem a disponibilidade de infor-
mações ainda difíceis de serem obtidas em aplicações reais, especialmente gradien-
tes experimentais, cuja dificuldade de obtenção aumenta significativamente quanto
maior for o número de variáveis de entrada (MARCHETTI et al., 2009). Por essa
razão e pela evolução histórica da área de otimização em tempo real, grande parte da
literatura técnica está, de alguma forma, relacionada à abordagem em duas etapas.
Alguns trabalhos sobre implementações reais acabam transmitindo a impressão de
que essa abordagem é única viável para a otimização em tempo real estacionária.
Ademais, softwares comerciais são usualmente baseados em estruturas muito bási-
cas (CÂMARA et al., 2016; QUELHAS et al., 2013) e não incorporam nem mesmo
melhorias colaterais vinculadas a esse método, como planejamento de experimentos
(YIP e MARLIN, 2003) ou estratégias automáticas de diagnóstico (ZHANG et al.,
2001b).
O método RTO é o principal componente do sistema, responsável por resolver o
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problema de otimização econômica que determina a condição de operação que conduz
o processo ao melhor desempenho econômico. A inclusão de outros componentes
no sistema tem como objetivo fornecer o suporte necessário para que valores de
referência adequados sejam transmitidos pelo RTO ao sistema de controle. Portanto,
um sistema RTO engloba outras responsabilidades, além da otimização econômica
em aplicações industriais.
A estrutura tradicionalmente encontrada em sistemas RTO industriais (i.e., sis-
temas baseados na abordagem em duas etapas), seja em implementações reais (HAN-
MANDLU et al., 1985; LID e STRAND, 1997; STRAND e VELAND, 1997) ou em
trabalhos da literatura (FORBES e MARLIN, 1996; MANSOUR e ELLIS, 2008; SE-
QUEIRA et al., 2002; ZHANG e FORBES, 2000), tipicamente compreende quatro
atividades (CUTLER e PERRY, 1983; DARBY et al., 2011; NAYSMITH e DOU-
GLAS, 1995; TRIERWEILER, 2014), a saber: i) validação dos dados do processo,
ii) atualização do modelo, iii) otimização econômica, e iv) análise e diagnóstico dos
resultados. A probabilidade de sucesso da otimização depende da qualidade da exe-
cução de cada uma dessas atividades. Toda iniciativa feita para melhorar a precisão
e acurácia de qualquer uma das etapas será refletida em melhoria da qualidade das
decisões sugeridas pelo sistema.
Em virtude do papel fundamental dos dados na otimização, o ciclo de execução
do sistema RTO inicia com a validação do conjunto de sinais medidos. Essa atividade
comumente envolve detecção (ou identificação) de estado estacionário, detecção de
erros grosseiros e reconciliação de dados (BHAT e SARAF, 2004). As etapas de atu-
alização do modelo e otimização econômica correspondem ao método RTO em duas
etapas, conforme apresentado na Seção 2.3.1 (p. 21). Por fim, métodos de análise e
diagnóstico dos resultados são importantes para garantir que seja significativa a mu-
dança de setpoint correspondente à melhoria de desempenho prevista, pois é possível
que a propagação de incertezas ao longo do sistema induza variações nos resultados
que, quando implementados, não trarão a melhoria de desempenho apontada pelo
RTO. Além disso, uma nova verificação de estacionariedade antes da implementação
dos valores otimizados das variáveis de decisão se faz necessária, pois os resultados
calculados perderão validade caso a planta esteja em operação transiente ou em um
ponto estacionário diferente daquele no início da execução do sistema RTO. Detalhes
adicionais sobre o funcionamento desses principais componentes e sua integração ao
sistema serão discutidos a seguir.
2.4.2 Detecção de Estado Estacionário
Uma vez que o modelo usado para descrever o comportamento do processo é es-
tacionário, é importante garantir que os sinais medidos também demonstrem esse
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comportamento, para que seja coerente seu uso com o modelo da planta. Em outras
palavras, não é consistente calcular, com base em um modelo estacionário, a condi-
ção de operação correspondente ao melhor desempenho econômico se a planta está
em um estado transiente. Assim, a primeira etapa da validação geralmente emprega
metodologias de detecção (ou identificação) de estado estacionário (steady-state de-
tection - SSD), que analisam se a variabilidade de um subconjunto das informações
medidas satisfaz a hipótese de estacionariedade, exigida para assegurar a validade
do modelo do processo.
A detecção de estado estacionário atua como controle de execução do sistema
RTO. Caso o estado estacionário seja detectado, o sistema encaminha o conjunto de
dados para ser usado na reconciliação de dados, em que o valor mais provável das
variáveis medidas é estimado juntamente com as variáveis não medidas, utilizando
o modelo do processo (i.e., equações de balanços de massa e energia) (ENGELL,
2007). Se o teste de SSD para o conjunto de dados não confirmar que existe um
estado estacionário, o sistema aguarda que a planta estabilize sua operação e dados
válidos estejam disponíveis (WHITE, 1997). Nesse sentido, mesmo que o RTO seja
projetado com modelos estacionários, sua conexão à planta (dinâmica) confere a ele
uma natureza dinâmica (DARBY et al., 2011). Além disso, a detecção de estado
estacionário é dificultada pelo fato de que diferentes seções de uma planta podem
estar em diferentes estados (MARLIN e HRYMAK, 1997). Assim, um teste de
estacionariedade muito rigoroso pode implicar que o sistema RTO será executado
poucas vezes, reduzindo ainda mais a frequência de amostragem do RTO.
Há ao menos quatro decisões importantes relacionadas a essa etapa: a definição
do conjunto de medidas usado no teste (i.e., quais variáveis medidas serão usadas), o
tamanho da janela de dados, o método de detecção propriamente dito e a tolerância
assumida.
Métodos de detecção de estado estacionário tipicamente avaliam propriedades es-
tatísticas, como média e variância ou tendência linear para dado conjunto de dados
em um intervalo de tempo (ou janela de dados), comparando-os com intervalos ante-
riores por meio de testes estatísticos. Regiões estacionárias podem ser identificadas
por comparação dos valores médios dos sinais ao longo de duas janelas de tempo con-
secutivas (SCHLADT e HU, 2007), por comparação da variância dos sinais ao longo
de uma janela de tempo contra limites de referência (KIM et al., 2008), por análise
da variabilidade da variância entre duas janelas de tempo consecutivas (BHAT e SA-
RAF, 2004; BROWN e RHINEHART, 2000; CAO e RHINEHART, 1995) ou ainda
por verificação de tendências lineares em uma janela de tempo (MAHULI et al.,
1992; MORENO, 2010; ÖNÖZ e BAYAZIT, 2003).
Embora sejam relatados em poucos trabalhos na área, há também testes não
paramétricos, i.e., testes que não requerem qualquer informação a priori ou hipótese
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a respeito da distribuição de probabilidade dos sinais. Conforme foi mostrado no
trabalho de ÖNÖZ e BAYAZIT (2003), que compararam o desempenho entre o teste
paramétrico t de Student e o teste não paramétrico de Mann-Kendall para detecção
de tendências, testes paramétricos podem ser pouco eficazes quando as hipóteses
admitidas não são válidas. Assim, existe grande potencial a ser explorado com o uso
de testes não paramétricos para detecção de estado estacionário.
Outra abordagem para a detecção de estacionariedade consiste em fazer trans-
formações com os sinais medidos. A esse grupo pertencem métodos que realizam a
transformada de Fourier (BARTUSIAK e NICHOLSON, 1998) e transformada wave-
let (CASTRO et al., 2009; CAUMO et al., 2006; FLEHMIG et al., 1998; FLEHMIG
e MARQUARDT, 2006; JIANG et al., 2003). Essas transformações lineares proje-
tam os dados em uma base ortogonal no domínio frequência, em que a detecção de
estacionariedade pode envolver simples comparações da densidade espectral (power
spectral density - PSD) dos sinais com valores de referência (BARTUSIAK e NI-
CHOLSON, 1998). Outra estratégia consiste em representar trechos do sinal por
meio de aproximações polinomiais da base ortogonal, associando a estacionariedade
com o caso particular em que o ajuste corresponde a um polinômio de ordem zero
(FLEHMIG et al., 1998). A representação dos sinais em bases ortogonais também
pode estar combinada com outra técnica, como sugerido por JIANG et al. (2003),
que propuseram uma regra de combinação, similar à de NARASIMHAN et al. (1987),
que pondera a importância de cada sinal por meio de valores arbitrários. Essa es-
tratégia multivariável foi posteriormente estendida por CAUMO et al. (2006) por
meio do uso da técnica de análise em componentes principais (principal component
analysis - PCA), em que a determinação de estacionariedade para uma variável
latente, construída pela técnica PCA, permite agregar informações multivariáveis
para o teste.
MEJÍA et al. (2010) propuseram dois métodos SSD e compararam seu desempe-
nho com outros quatro métodos consolidados na literatura, concluindo que o método
baseado na estimação do valor absoluto das primeira e segunda derivadas fornece os
melhores resultados. Embora a ideia seja simples, em que o estado estacionário é
representado pelo valor nulo das derivadas, dificuldades de implementação acabam
surgindo devido aos ruídos de medida e erros grosseiros (TRIERWEILER, 2014).
Nesses casos, podem ser usadas técnicas de filtragem para remover perturbações de
alta frequência, bem como suprimir efeitos dinâmicos.
Outra abordagem do problema de estacionariedade consiste em focar nos efeitos
que os resultados da detecção de estado estacionário provocam no desempenho do
sistema. Tal abordagem é pouco comum na literatura, sendo encontrada no âmbito
de reconciliação de dados (ÉRIC POULIN et al., 2010) e no contexto da otimiza-
ção em tempo real (FLEHMIG e MARQUARDT, 2008). O trabalho de FLEHMIG
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e MARQUARDT (2008) corresponde, possivelmente, ao único trabalho na litera-
tura que relata a ausência de conexão entre os conceitos embutidos nos testes de
estacionariedade e seus efeitos nos resultados da otimização econômica. FLEHMIG
e MARQUARDT (2008) propuseram uma metodologia para analisar a confiabili-
dade da inferência de tendências nas variáveis não medidas, a partir da tendência
observada nas variáveis medidas, permitindo determinar a acurácia com a qual as
inferências são feitas. Esse método é especialmente adequado ao problema enfren-
tado pelos métodos de SSD, cujo objetivo consiste em atestar a estacionariedade do
processo (que inclui variáveis não medidas) a partir dos dados de um subconjunto
das variáveis medidas. Com base em um modelo dinâmico do processo, que confere a
relação entre variáveis medidas e não medidas, o método proposto permite determi-
nar um limite superior para o erro de inferência da tendência nas variáveis medidas,
que garanta a existência de tendência nas variáveis não medidas. O procedimento
auxilia na definição de um limite de subotimalidade da função objetivo econômica
em sistemas RTO ocasionada por desvios de estado estacionário. Adicionalmente,
a metodologia pode ser empregada para determinar a acurácia com que diferentes
conjuntos de variáveis medidas expressam a condição de estacionariedade, ou ou-
tro tipo de tendência, sendo especialmente alinhado ao objetivo de selecionar um
conjunto de dados medidos em métodos de SSD.
A despeito das diversas propostas existentes para esse fim, a detecção de estado
estacionário presente em sistemas reais é bastante simplificada. Com métodos uni-
variáveis, as opções oferecidas consistem em: i) comparação da variância total de
um sinal e a variância da diferença entre dois pontos sucessivos dentro desse sinal,
ii) análise da frequência do sinal e iii) comparação dos valores médios de duas me-
tades de uma janela de tempo (CÂMARA et al., 2016). Como a parametrização é
definida pelo usuário, o fundamento estatístico eventualmente presente pode ficar
comprometido.
QUELHAS (2013) investigou as soluções tipicamente usadas para detecção de
estacionariedade em sistemas RTO comerciais, comparando diversos testes de esta-
cionariedade existentes e fazendo uma análise de sua utilidade, em que utilidade é
o efeito do método de SSD refletido na função densidade de probabilidade (PDF)
de um índice de desempenho que avalia a atuação do sistema RTO, de acordo com
algum critério. Tal abordagem focou nas consequências finais para as quais os mé-
todos SSD são utilizados, de maneira equivalente à abordagem de FLEHMIG e
MARQUARDT (2008). Por meio de exemplos simulados, foi mostrado que os méto-
dos de SSD representam abordagens restritas à morfologia e variabilidade dos sinais,
i.e., abordagens desenvolvidas sob a perspectiva do sinal em si mesmo e de forma
desconectada do processo. Nesse sentido, a estacionariedade apontada pelo método
não apresenta qualquer correlação real com os valores do índice de desempenho do
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sistema RTO.
O descompromisso entre a definição do método de SSD e sua parametrização
(comumente uma variável estocástica a serviço do teste de hipóteses estatístico) e o
índice de desempenho do sistema de RTO é evidenciado pela falta de sensibilidade
observada em relação a, por exemplo: i) o conjunto de sinais usado no método de
SSD; ii) influência dos ruídos de medida em todos os testes e condições avaliadas; iii)
parametrização interna do modelo de processo; iv) aspectos descritivos dos sinais,
especialmente, potência do sinal; e por último, mas não menos importante, v) varia-
ções sofridas por variáveis relacionadas ao problema dinâmico, mas que inexistem na
apresentação do problema estacionário, que também afetam o índice de desempenho
do sistema RTO, mas passam despercebidas ao método de SSD. Isto implica que a
determinação da utilidade de um método de detecção de estacionariedade requer o
conhecimento do modelo dinâmico do processo, ainda que o sistema RTO seja proje-
tado para a otimização da operação estacionária (QUELHAS, 2013). Tal desconexão
entre o método SSD e o índice de interesse último do sistema RTO impede que se
determine a priori qual é a relação existente entre o nível de confiança estatística
usado na parametrização do método de SSD e a incerteza associada à estimativa do
índice de desempenho ótimo do processo.
2.4.2.1 Alternativas para o controle de execução do sistema RTO
QUELHAS (2013) mostrou como um nível de subotimalidade, definido como a
diferença entre o valor da função objetivo econômica obtido pelo sistema RTO
e o valor da mesma função correspondente ao ótimo verdadeiro da planta, i.e.,
Jopt(u∗p) − Jopt(u∗k+1), depende da potência dos sinais contidos nos dados das va-
riáveis medidas, do conhecimento do modelo dinâmico do processo e dos parâmetros
do modelo. Assim, o problema da detecção de estado estacionário no contexto do
sistema RTO consiste, na realidade, na definição de parâmetros que não se ate-
nham apenas à morfologia do sinal, mas que correlacionem bem níveis de tolerância
com um índice de desempenho do sistema RTO (ou um grau de subotimalidade
esperado) para as previsões da função objetivo econômica. Uma vez que tais de-
pendências são ignoradas por métodos baseados na morfologia do sinal, os quais
também não atentam ao modelo interno do problema, fica evidente a necessidade de
métodos alternativos aos métodos de SSD para o controle de execução do sistema
RTO para superar as deficiências apresentadas.
Embora a metodologia proposta por FLEHMIG e MARQUARDT (2008) seja
capaz de inferir o desvio da estacionariedade, não diretamente expresso na morfolo-
gia dos dados oriundos das medições, auxiliando na tarefa de fixar a tolerância para
os desvios observados, essa proposta foi baseada no uso de um modelo linearizado
e não supôs a presença das restrições de desigualdade no problema de otimização
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econômica, idealização essa que limita as condições de implementação da metodolo-
gia.
QUELHAS (2013) propôs um método alternativo aos métodos de SSD comu-
mente usados como controle de execução do sistema RTO, denominado de teste
de adequação (ou de adequabilidade) dos sinais. O nome é motivado pela corre-
lação permanente entre a metodologia e o conceito de utilidade estabelecida desde
a concepção, bem como de seu caráter pragmático. Ademais, conforme discutido
anteriormente, o conceito de estacionariedade perde seu apelo frente ao descompro-
misso dos métodos SSD com os resultados da função objetivo econômica no contexto
do sistema RTO. O método de detecção de adequabilidade proposto resume os se-
guintes procedimentos: i) descrição dos sinais de uma janela de dados por meio de
características pertinentes; e ii) síntese de um veredicto de adequabilidade baseado
nas características de todos os sinais disponíveis.
A metodologia foi avaliada em um estudo simulado, considerando o seguinte con-
junto de características descritivas: momentos estatísticos (média, desvio-padrão),
coeficientes de aproximação polinomial e descrição temporal do espectro de potência
do sinal. Foram avaliados quatro casos diferentes, em que foram variados a potência
do sinal e o desvio-padrão percentual do ruído gaussiano presente no sinal medido.
Os resultados mostraram que a metodologia foi bem sucedida em correlacionar o
desempenho realizado com o predito, sendo capaz de prever o efeito dos sinais sobre
o desempenho do sistema de otimização. A abordagem também foi caracterizada em
termos de seu potencial de falhas, dadas as escolhas feitas para sua configuração e
uso, sob o ponto de vista do emprego real do método de adequabilidade. Nesse caso,
o método foi capaz de determinar com qual probabilidade a seleção produzida pelo
método de adequabilidade produziria resultados contrários ao interesse econômico
do processo, a despeito da seleção de sinais estar baseada na melhoria do desem-
penho, mostrando-se uma ferramenta poderosa para discriminação de estruturas no
projeto de sistemas RTO.
2.4.3 Detecção de Erros Grosseiros, Reconciliação de Dados
e Estimação de Parâmetros
As técnicas de detecção de erros grosseiros (gross error detection - GED) e reconcilia-
ção de dados (data reconciliation - DR) fazem parte de uma metodologia abrangente
para redução de erros de medição conhecida como retificação ou condicionamento
de dados, especialmente importante para processos industriais (NARASIMHAN e
JORDACHE, 1999; NAYSMITH e DOUGLAS, 1995). A retificação de dados tem
por objetivo melhorar a acurácia dos dados, fornecendo estimativas mais prováveis
de seus valores verdadeiros por meio da remoção de ruídos aleatórios e não aleató-
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rios, sendo imprescindível aos sistemas de controle e automação que dependem da
qualidade dos dados coletados na planta (JOHNSTON e KRAMER, 1995; MAH
et al., 1976).
Qualquer dado medido contém erros de medição. Em virtude das limitações com
relação à precisão e acurácia dos instrumentos de medida, a presença de pequenos
erros aleatórios é inevitável. Esses erros de natureza aleatória, que também podem
ser causados por outras fontes, como flutuações na rede elétrica, interferências na
transmissão e conversão de sinais, mudanças na condição ambiente, etc., podem ser
adequadamente caracterizados e representados por meio de métodos estatísticos e
distribuições de probabilidade. Nesse sentido, a reconciliação de dados é uma técnica
que tem por objetivo estimar os valores mais prováveis dos dados medidos, de modo
a satisfazer leis de conservação e outras restrições sabidamente válidas para o sistema
de interesse (CROWE, 1996). A principal diferença entre a reconciliação de dados
e outras técnicas de filtragem é que a reconciliação faz uso explícito de um modelo
do processo para obter estimativas das variáveis. Assim, os valores reconciliados
são mais acurados e representam uma melhor estimativa do valor verdadeiro das
variáveis medidas, com o benefício adicional de serem consistentes com o modelo do
processo (NARASIMHAN e JORDACHE, 1999). Ademais, a reconciliação de dados
também é capaz de estimar valores de variáveis que não são medidas, desde que haja
redundância nos dados e se tal variável for observável à luz do modelo (CROWE,
1989).
A formulação geral para o problema de reconciliação de dados estacionária é
escrita como um problema de programação não linear na forma (MEYER et al.,
1993):
ẑ := arg min
z
JDR [zms, zm]
sujeito a f (z,θ) = 0
h (z,θ) = 0
g (z,θ) ≤ 0
, (2.42)
em que JDR(·) é a função objetivo; ẑ é o vetor de valores reconciliados, i.e., estima-
tivas do valor verdadeiro, das variáveis medidas; zms ∈ Rnzm é o vetor de dados das
variáveis medidas z; θ ∈ Rnθ são parâmetros do modelo; e f(·), h(·) e g(·) são os
vetores de funções que representam as equações do modelo, restrições de igualdade
e desigualdade, respectivamente. Admite-se implicitamente que o modelo é perfeito.
O vetor de variáveis do processo z pode ser particionado em um vetor de variáveis de
saída (y ∈ Rny) e um vetor de variáveis de entrada (u ∈ Rnu), tal que z = [y,u]T. O
vetor de variáveis medidas zm ∈ Rnzm compreende geralmente as variáveis de saída
(y), mas pode incluir também as variáveis de entrada (u), sendo definido pela matriz
de mapeamento das medidas Am, com Am(j, i) = 1 se a variável j é medida e se o
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valor medido está presente em zms(i), de modo que zm = Amz = Am [y,u]
T (LID
e SKOGESTAD, 2008a). A depender das variáveis a serem estimadas pela Equa-
ção (2.42), diferentes nomenclaturas podem ser dadas ao problema6 (KIM et al.,
1991).
Um importante elemento da formulação do problema de DR é a definição da
função objetivo JDR. Ela pode ser baseada em uma abordagem determinística se-
guindo técnicas clássicas de regressão (ÖZYURT e PIKE, 2004), sendo definida, por
exemplo, como um estimador de mínimos quadrados ponderados (WLS) WHITE
(1997):
JDR = (zms − zm)T Q−1 (zms − zm) , (2.43)
em que Q ∈ Rnzm×nzm é a matriz de ponderação.
Outra abordagem para formular o problema e definir a função objetivo é baseada
em teoria de probabilidade utilizando o método de máxima verossimilhança, para a
qual admite-se que as medições de zm contêm erros aleatórios, de acordo com:
zms = zm + ε , (2.44)
em que ε ∈ Rnzm é o vetor dos erros de medição, com média nula e variância
conhecida, apresentando as seguintes propriedades: E[ε] = 0, V ar[ε] = σ2z e
Cov[εεT] = Vz. Por meio desse método, a Equação (2.42) torna-se um problema
de maximização, em que a função objetivo (ou função de verossimilhança) corres-
ponde à distribuição de probabilidade conjunta das variáveis medidas zm. Assim,
admitindo que as variáveis medidas sejam estatisticamente independentes, a fun-
ção objetivo pode ser escrita como o produto das PDFs individuais das variáveis
medidas, i.e.,





i ) . (2.45)
A vantagem da abordagem probabilística é que ela fornece estimativas com pro-
priedades importantes e desejáveis, com estimativas eficientes (com mínima variân-
cia teórica possível) e não tendenciosas (flutuando em torno dos valores verdadeiros)
(BARD, 1974).
É importante salientar, adicionalmente, que o estimador de mínimos quadrados
6 Entre as formulações possíveis, o problema de estimação de estados para sistemas dinâmicos
difere não apenas em termos do conjunto de variáveis de decisão, que considera apenas os estados,
mas também na hipótese de que o modelo seja perfeito. Em técnicas de estimação de estados,
como o filtro de Kalman, a formulação também inclui nas equações do modelo uma variável alea-
tória para contabilizar ruídos do processo (NARASIMHAN e JORDACHE, 1999; ROMAGNOLI
e SÁNCHEZ, 2000; STANLEY e MAH, 1977), chamado de ruído dinâmico ou ruído multiplicativo
(AGUIRRE, 2007).
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ponderados e a abordagem estatística possuem uma conexão próxima. Na situa-
ção em que os erros de medida sejam independentes e sigam distribuição Normal
com média nula e variância Vz, ε ∼ N(0,Vz), é possível mostrar que o estimador
de verossimilhança mostrado da Equação (2.45) corresponde ao estimador de mí-
nimos quadrados ponderado pela matriz de covariância dos erros, i.e., equivale à
Equação (2.43) com Q = Vz (ANDERSON et al., 1978; BRITT e LUECKE, 1973;
SCHWAAB e PINTO, 2007; VALKÓ e VAJDA, 1987). Assim, os problemas de DR
são tipicamente formulados de acordo com a Equação (2.42), tendo como função
objetivo o estimador de mínimos quadrados ponderados, amparado nas hipóteses
de independência e normalidade dos erros de medida. Desse modo, formulado com
base no método de máxima verossimilhança, o problema de DR determina os valo-
res reconciliados mais prováveis das variáveis medidas (JOHNSTON e KRAMER,
1995).
Após a resolução do problema de DR, os valores reconciliados das variáveis medi-
das são usados para atualizar os parâmetros do modelo. A estimação de parâmetros
pode seguir a formulação apresentada na Equação (2.2) ou pode ser feita simultane-
amente com a DR. O problema de reconciliação de dados com estimação simultânea
de parâmetros (RDESP), conhecido na literatura como error-in-variables method
(EVM), foi motivado pela constatação de que erros presentes nas variáveis inde-
pendentes podem fornecer estimativas tendenciosas no problema de estimação de
parâmetros (KIM et al., 1990; VALKÓ e VAJDA, 1987). No método EVM, erros
de medida em todas as variáveis são considerados no problema, que fornece esti-
mativas consistentes com o modelo do processo, tanto para os parâmetros quanto
para os dados reconciliados. O problema de RDESP, considerando erros normais e
independentes, pode ser formulado como
{ẑ, θ̂} := arg min
z,θ
JRDESP := (zms − zm)T V−1 (zms − zm)
sujeito a f (z,θ) = 0
h (z,θ) = 0
g (z,θ) ≤ 0
, (2.46)
cujos resultados são estimativas para os parâmetros θ̂ e variáveis reconciliadas ẑ. Di-
versos trabalhos investigaram o desempenho da formulação RDESP, que se mostrou
superior a outras técnicas de estimação de parâmetros (MACDONALD e HOWAT,
1988). Além disso, algoritmos e técnicas de otimização também foram avaliadas na
resolução do problema, mostrando que a qualidade dos resultados pode ser sensível
a erros de linearização causados por técnicas de otimização (KIM et al., 1990).
Geralmente, apenas um conjunto dentre todos os parâmetros existentes no mo-
delo são selecionados para atualização. A estimação dos parâmetros pode ser limi-
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tada pela excitação insuficiente dos dados (i.e., quantidade de informação insufici-
ente), mas também por correlações originadas pela estrutura do modelo, em que o
problema fica mal condicionado. Em situações práticas, o mau condicionamento do
problema de RDESP pode ocorrer por ausência de medidas (ocasionadas, e.g., por
falhas em sensores) ou mudanças na condição de operação (YIP e MARLIN, 2002).
QUELHAS et al. (2013) relataram problemas de estimabilidade no sistema RTO
de um processo industrial de produção de etileno, cujo desenvolvimento foi descrito
por JESUS (2011), quando a atualização dos parâmetros era feita simultaneamente
com o procedimento de DR. Conforme observado na planta, tais problemas estavam
relacionados à alta correlação entre certos pares de variáveis e à baixa sensibili-
dade da função objetivo à modificação de algumas das variáveis de entrada. Esse
tipo de dificuldade é tratado na literatura como problema de identificabilidade pa-
ramétrica, podendo ser dividido em estrutural, quando a estrutura do modelo não
permite a determinação de um conjunto único de valores dos parâmetros, e prático,
quando a qualidade e quantidade das medidas disponíveis não permitem a estimação
(BELLMAN e ÅSTRÖM, 1970; COBELLI e DISTEFANO, 1980). Por isso, diversas
técnicas podem ser usadas para auxiliar na seleção dos parâmetros a serem atuali-
zados (ALBERTON et al., 2013; BOTELHO et al., 2012; GRACIANO et al., 2014).
Nesse sentido, MILETIC e MARLIN (1998) propuseram uma metodologia on-line
de identificação da ocorrência de mau condicionamento do problema de RDESP em
conjunto com estratégias de correção, como a redefinição do conjunto de parâmetros
estimados. A metodologia de diagnóstico foi introduzida como um novo elemento
do sistema, usando a técnica de decomposição em valores singulares para calcular
valores de condicionamento para a matriz de covariância dos parâmetros atualizados.
As formulações apresentadas anteriormente foram construídas admitindo que
os erros de medida seguem distribuição Normal com média nula. Todavia, outros
tipos de erros causados por eventos não aleatórios, com pouca ou nenhuma ligação
com o valor medido, também podem estar presentes nos dados. Conhecidos como
erros grosseiros, esses erros podem ter causa relacionada ao processo de medição
(e.g., falha do instrumento, falta de calibração, amostragem não representativa)
ou ao processo (e.g., vazamentos) (MCBRAYER e EDGAR, 1995). Em sistemas
RTO, especialmente, dados que representem uma operação não estacionária podem
constituir erros grosseiros (MANSOUR e ELLIS, 2008). Erros grosseiros podem
ainda ser divididos em desvios sistemáticos (também chamados permanentes ou
bias), quando os valores medidos são consistentemente mais altos ou mais baixos
em relação aos valores verdadeiros, e valores espúrios (ou também outliers), quando
o comportamento das medidas pode ser considerado anormal e não segue qualquer
distribuição estatística representativa do conjunto dos dados (CHEN et al., 1998a).
Embora menos comum, a presença de erros grosseiros no conjunto de dados invalida
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as hipóteses admitidas sobre os erros de medida e pode afetar significativamente a
DR, cujos resultados deixam de ser estimativas confiáveis dos valores verdadeiros
das variáveis. Portanto, erros grosseiros devem ser identificados e eliminados (ou
corrigidos) do conjunto de dados (BAGAJEWICZ e JIANG, 1998).
O objetivo de técnicas de GED consiste em não apenas identificar a presença de
erros grosseiros, mas também estimar sua magnitude, aplicando correções até que a
falha seja retificada (MANSOUR e ELLIS, 2008). Muitos trabalhos na literatura fo-
ram dedicados à detecção de erros grosseiros. Os primeiros estudos sobre métodos de
GED conduziram ao desenvolvimento de quatro testes estatísticos: teste global, teste
nodal, teste de medida e teste da razão probabilística generalizada (NARASIMHAN
e MAH, 1989). O problema de GED foi continuamente estudado e aplicado para
identificar erros grosseiros individualmente. Para a detecção de múltiplos erros gros-
seiros, metodologias apropriadas foram desenvolvidas, envolvendo basicamente três
estratégias clássicas: eliminação serial, compensação serial e compensação simultâ-
nea (NARASIMHAN e JORDACHE, 1999). Na estratégia da eliminação serial, os
erros grosseiros são detectados sequencialmente, um a um. Após a remoção do erro
grosseiro em cada passo de busca, realiza-se novamente o procedimento de DR, até
que nenhum erro grosseiro seja encontrado. No método da compensação serial, os
erros grosseiros também são detectados sequencialmente, um a um; diferentemente
do primeiro, uma vez identificadas as magnitudes dos erros, as medidas são corrigi-
das, ao invés de eliminadas, continuando até que todos os erros grosseiros tenham
sido identificados e corrigidos. A estratégia simultânea, por sua vez, busca detectar
todos os erros grosseiros presentes nos dados simultaneamente, em uma única ite-
ração. Outras abordagens gerais para detecção de erros grosseiros incluem técnica
PCA (TONG e CROWE, 1995), redes neuroniais (TERRY e HIMMELBLAU, 1993)
e análise de clusters (CHEN e ROMAGNOLI, 1998). É importante ressaltar que a
detecção de erros grosseiros admite que o modelo é válido, de modo que a diferenças
entre os dados e valores calculados causados por erros de modelagem podem ser
confundidos com erros grosseiros, os quais podem não ser facilmente removidos por
exclusão dos valores medidos (MARLIN e HRYMAK, 1997).
Outra abordagem muito interessante consiste no uso de funções objetivo que
correspondam a funções de verossimilhança capazes de considerar tanto os erros ale-
atórios, quanto os erros grosseiros. TJOA e BIEGLER (1991) foram os primeiros a
propor esse tipo de estratégia, que remove a suposição de que os erros de medida
seguem distribuição Normal e permite que a GED seja combinada ao problema de
DR (ou RDESP). Especificamente, TJOA e BIEGLER (1991) propuseram o uso da
distribuição bivariada, conhecida como Normal contaminada, em lugar da função
de mínimos quadrados ponderados, mostrando que os erros grosseiros presentes no
conjunto de dados são adequadamente substituídos por valores reconciliados, sem
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precisar de um procedimento iterativo. Posteriormente, JOHNSTON e KRAMER
(1995) propuseram um método similar para retificação de dados de sistemas estáti-
cos, com base na Teoria de Probabilidade e no método de máxima verossimilhança,
introduzindo o uso de estimadores robustos na função objetivo do problema de DR.
Outra contribuição do trabalho de JOHNSTON e KRAMER (1995) consistiu no
desenvolvimento de uma técnica que faz uso dos dados históricos da planta para de-
terminar a probabilidade a priori dos estados. Sendo capaz de capturar as relações
entre as variáveis (e.g., balanços de massa e energia, e relações termodinâmicas) e
suas correlações estatísticas, a técnica de retificação de dados apresentada permite
obter estimativas de variáveis reconciliadas sem um modelo do processo.
A retificação de dados por meio da estatística robusta pode ser aplicada a ambos
os tipos de problema, tanto estáticos, quanto dinâmicos; tanto de DR, quanto de
RDESP; e sua formulação segue o mesmo procedimento apresentado anteriormente.
Nesse caso, a função objetivo JDR(·) ou JRDESP(·) das Equações (2.42) e (2.46),
respectivamente, corresponde a um estimador robusto. Em vista da viabilidade e
melhor desempenho com o uso do estimador robusto relatado por JOHNSTON e
KRAMER (1995), diversos tipos de estimadores robustos e seus desempenhos no
contexto da DR foram avaliados (ALBUQUERQUE e BIEGLER, 1996; ARORA e
BIEGLER, 2001; ÖZYURT e PIKE, 2004; PRATA et al., 2008a, 2010), demons-
trando o potencial da aplicação da estatística robusta nesses problemas (HUBER e
RONCHETTI, 2009).
ÖZYURT e PIKE (2004) compararam o desempenho de diferentes estimadores
robustos na DR de sistemas estáticos para cinco casos da literatura e dois casos de
processos industriais, a saber: a planta de ácido sulfúrico, primeiramente estudada
por CHEN et al. (1998b); e um processo de alquilação em uma refinaria americana.
Os resultados indicaram que os estimadores de Cauchy e Hampel apresentaram me-
lhores desempenhos para DR e GED. PRATA et al. (2008a) apresentaram uma
análise comparativa entre doze estimadores robustos para um problema de reconci-
liação de dados dinâmico não linear, mostrando que o estimador robusto baseado
na distribuição de Welsch apresentou o melhor desempenho global, usando como
critério a redução total do erro (válido apenas para exemplos simulados). Adici-
onalmente, o trabalho de PRATA et al. (2008a) representou o primeiro estudo de
avaliação de desempenho de estimadores robustos em sistemas dinâmicos. PRATA
et al. (2009b) apresentou uma extensa lista de aplicações industriais de técnicas de
DR publicadas na literatura, enquanto PRATA et al. (2010) citou vários trabalhos
que usaram estimadores robustos para DR e GED.
No contexto da otimização estática em tempo real, técnicas de retificação de da-
dos já foram relatadas em sistemas RTO industriais. Dentre eles, destaca-se o traba-
lho de CHEN et al. (1998b), que possivelmente corresponde ao primeiro trabalho a
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incorporar técnicas combinadas de DR e GED em sistemas RTO e, adicionalmente,
avaliar tais métodos com dados industriais. No estudo, o desempenho da distribui-
ção Normal contaminada e da distribuição Lorenziana foram avaliadas com dados
industriais de uma planta de ácido sulfúrico, apontando que a distribuição Nor-
mal contaminada é adequada para descrever pequenos erros grosseiros, enquanto a
distribuição Lorenziana é indicada quando erros grosseiros superam valores corres-
pondentes a 30 vezes o desvio padrão. Os trabalhos de LID et al. (2002) e FABER
et al. (2006, 2007) também utilizam a estratégia combinada de DR e GED. LID et al.
(2002) utilizaram a distribuição Normal contaminada na DR de um sistema RTO
implementado em uma rede de vinte trocadores de calor em uma refinaria da Statoil.
FABER et al. (2006) implementaram um sistema RTO para minimização da carga
térmica em uma planta piloto de purificação de gás de coqueria, cuja DR e GED se
baseia no estimador robusto apresentado por LI et al. (2000) e MINGFANG et al.
(2000). De forma similar, FABER et al. (2007) utilizaram o mesmo estimador para
minimizar o efeito negativo dos erros grosseiros sobre as estimativas das variáveis e
parâmetros em um sistema RTO de um processo industrial de purificação de gás.
Outros trabalhos também relatam aplicações de DR em sistemas RTO industriais
(BUSSANI et al., 1995; CHIARI et al., 1997; LEE et al., 1998; PIERUCCI et al.,
1996), mas não fornecem detalhes sobre o uso de técnicas GED.
Em suma, erros grosseiros podem ser detectados por avaliações seriais e méto-
dos estatísticos. Métodos de avaliação removem valores que estão fora de limites
admissíveis para a variável do processo, sendo um procedimento bastante usado em
sistemas industriais. Todavia, esses testes não são capazes de detectar erros siste-
máticos, como bias de instrumentos e vazamentos. Métodos estatísticos, por sua
vez, são adequados para detectar esse tipo de comportamento e correspondem ao
método mais efetivo para detectar erros grosseiros, embora sejam mais sofisticados,
exigindo um modelo mais acurado da planta (CHEN et al., 1998b).
Revisões abrangentes sobre as técnicas envolvidas na retificação de dados podem
ser encontradas em diversos trabalhos da literatura (CROWE, 1996; HLAVÁČEK,
1977; HODGE e AUSTIN, 2004; KADLEC et al., 2009; NARASIMHAN e JORDA-
CHE, 1999; PRATA, 2009; ROMAGNOLI e SÁNCHEZ, 2000).
2.4.4 Otimização Econômica
Após a retificação dos dados medidos e a atualização dos parâmetros, a próxima
etapa consiste na resolução da otimização econômica, que corresponde ao problema
de programação matemática representado pela Equação (2.3). Usando o modelo atu-
alizado da planta, a otimização econômica está sujeita às diversas restrições impostas
por equipamentos, especificações de qualidade dos produtos, normas de segurança
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e ambientais, bem como restrições econômicas impostas pela administração da pro-
dução (ENGELL, 2007). O resultado obtido é uma estimativa de um conjunto de
valores dos graus de liberdade disponíveis que promovem o melhor desempenho da
planta (DARBY et al., 2011).
Ao otimizar a operação de uma planta, buscam-se benefícios a partir da melho-
ria de desempenho do processo, o qual pode ser alcançado a partir de: aumento
no rendimento de produtos de interesse (ou redução dos rendimentos de produtos
secundários e não desejados), redução no consumo de energia, aumento nas taxas
de produção e tempos mais longos entre paradas da planta. Outras melhorias de
desempenho possíveis podem ser representadas por redução de custos de manuten-
ção, menor desgaste em equipamentos, ou ainda melhor utilização da mão-de-obra e
capacidade instalada (EDGAR et al., 2001). Além de melhorias concretas, a otimi-
zação pode proporcionar benefícios intangíveis, como maiores velocidade de tomada
de decisão e confiabilidade na solução de problemas. A definição da função objetivo
econômica varia de acordo com o processo e pode ser definida como qualquer melho-
ria citada anteriormente, como redução do consumo de energia (LID et al., 2002).
Não obstante, é conveniente em muitos processos quantificar as variadas formas de
melhoria de desempenho, definindo um objetivo para o problema de otimização por
meio de um índice econômico.
Um índice comumente usado como função objetivo em sistemas RTO corresponde
ao lucro bruto operacional, i.e., a diferença entre a receita das vendas do produto e
o custo dos bens e serviços envolvidos na sua produção (DARBY et al., 2011). Uma
típica função objetivo econômica que modela o lucro bruto operacional corresponde
a (NAYSMITH e DOUGLAS, 1995)
Jopt := lucro = [receita de venda dos produtos]
− [custos com matéria-prima]
− [custos com utilidades]
+ [outros efeitos econômicos variáveis] .
(2.47)
Os valores econômicos usados na otimização irão mudar, embora geralmente a uma
taxa mais lenta que a frequência normal do sistema RTO. Tais dados econômicos
tipicamente são oriundos de uma variedade de fontes. Alguns são inseridos manu-
almente, outros são transmitidos pelas camadas de planejamento e programação da
produção, e há também aqueles que são determinados pelo mercado. Diante disso,
parâmetros necessários ao modelo econômico da operação usado na função objetivo
constituem mais uma fonte de incerteza no sistema RTO (MARLIN e HRYMAK,
1997; ZHANG et al., 2002). Todas essas mudanças ocorrem de maneira assíncrona e
é necessário garantir que o conjunto usado na otimização seja consistente (WHITE,
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1997). Preços de matérias-primas e produtos devem ser escolhidos de maneira apro-
priada. Uma dificuldade bastante frequente consiste na precificação de correntes
intermediárias do processo. Algumas abordagens utilizam como base o preço de
mercado e consideram esse valor diretamente ou descontado dos custos associados ao
processamento, enquanto outras consistem em adicionar modelos simples ao sistema
RTO para abranger um envelope maior do processo e capturar os preços de entrada
e/ou saída sem a necessidade de definir preços intermediários (DARBY et al., 2011).
Além disso, com alguma frequência pode ser necessário considerar diferentes preços
para um mesmo material ou corrente (e.g., quando há um preço de contrato e um
preço de mercado), especialmente quando o uso de um preço médio não é aceitável.
Esse tipo de situação merece atenção, pois pode causar descontinuidade na função
objetivo e mudar a natureza do problema de otimização (NAYSMITH e DOUGLAS,
1995).
BAILEY et al. (1993) investigaram a melhoria de desempenho alcançada por um
sistema RTO em um estudo simulado com base no processo de hidrocraqueamento
da refinaria de Sarnia, descrevendo com detalhes a definição da função objetivo em-
pregada, que incluía consumo de utilidades, preço de produtos químicos, qualidade
da gasolina e poder calorífico das correntes destinadas ao combustível. EDGAR
et al. (2001) discutiram com detalhes o desenvolvimento da função objetivo, bem
como métodos para aferição de rendimento e estimativas de custo.
Além da definição da função objetivo, a formulação do problema de otimização
econômica exige outros cuidados para uma resolução adequada e confiável. Ques-
tões como dimensão e faixa de variação das variáveis, continuidade das funções e
limitação do passo a cada iteração podem ser importantes. A limitação da má-
xima variação das variáveis de decisão previne possíveis problemas ocasionados por
mudanças bruscas determinadas pela otimização. Na situação em que novas con-
dições de operação fossem muito diferentes da condição mais recente, uma opção
interessante poderia envolver um segundo problema de otimização, para determinar
a melhor trajetória na direção da condição ótima (MARLIN e HRYMAK, 1997).
Algumas implementações resolvem automaticamente um caso adicional, que avalia
os resultados do otimizador sem as limitações de passo (DARBY et al., 2011).
2.4.5 Algoritmos de Otimização
O sistema RTO com base na abordagem em duas etapas é constituído pela resolução
de sucessivos problemas de programação matemática, em quase na totalidade das
vezes problemas NLP, sujeitos a restrições de igualdade e desigualdade. Por isso,
embora não esteja explícito, a existência de um método numérico capaz de encontrar
o conjunto correto de valores das variáveis de decisão em ambos os problemas (2.2) e
64
(2.3), bem como (2.42) e (2.46), assume elevada importância. Diversos algoritmos e
ferramentas para resolução de programas não lineares estão disponíveis na literatura
(BIEGLER e GROSSMANN, 2004; FLETCHER, 2000; PIBOULEAU et al., 1999).
Métodos determinísticos de otimização, em particular o método SQP, são am-
plamente empregados em sistemas RTO, tanto na literatura acadêmica quanto em
softwares comerciais (QUELHAS et al., 2013; ROTAVA e ZANIN, 2005). Algo-
ritmos SQP podem ser facilmente incorporados em simuladores modulares, tendo
a vantagem de serem diretamente aplicados em fluxogramas construídos em simu-
ladores comerciais (TRIERWEILER, 2014). O algoritmo SQP converge para as
restrições de igualdade e desigualdade juntamente com as condições de otimalidade
e requer um número relativamente menor de avaliações da função objetivo. No en-
tanto, o método SQP é um método baseado em gradiente, em que a obtenção das
derivadas ocorre geralmente por diferenciação numérica, o que aumenta o esforço
computacional e o tempo de convergência. Discussões detalhadas sobre a técnica
podem ser encontradas em ALKAYA et al. (2001) e BIEGLER (2010).
Embora o método SQP possua limitações bem conhecidas (YANG, 2010), a lite-
ratura sobre RTO discute pouco o impacto de problemas numéricos no desempenho
de sistemas RTO ou seus componentes. Conforme sugerido por QUELHAS et al.
(2013), uma causa possível da falta de discussões sobre a questão é a ainda mais au-
sente discussão sobre implementações mal sucedidas. Poucos trabalhos mencionam
abertamente erros e falhas relacionadas aos algoritmos de otimização (CUBILLOS
et al., 2007; GOLSHAN et al., 2008). GOLSHAN et al. (2008), em especial, mos-
traram como algoritmos SQP tendem a convergir prematuramente para mínimos
locais e a falhar quando etapas intermediárias de cálculo resultam em valores das
variáveis de decisão fora da região viável. Além disso, o método SQP é muito sen-
sível à estimativa inicial e não converge se esse valor estiver fora da região viável.
De acordo com GOLSHAN et al. (2008), que avaliaram o algoritmo SQP para o
estudo simulado de um sistema RTO implementado no problema Tennessee East-
man, essa situação ocorreu em aproximadamente 40% das vezes. Analisando uma
implementação de sistema RTO em uma unidade industrial de destilação de pe-
tróleo pelo software Aspen Plus® 7.1, que usa o método SQP como algoritmo de
otimização padrão (ASPEN PLUS USER GUIDE, 1998), QUELHAS (2013) mos-
trou que o RTO obteve convergência do algoritmo de estimação/reconciliação 59,7%
das vezes. O método Gauss-Newton padrão, que pode ser usado para resolver pro-
blemas intermediários do algoritmo SQP, pode igualmente não convergir por mau
condicionamento da matriz Hessiana e/ou cálculo impreciso das derivadas, especial-
mente quando calculadas numericamente (PRATA et al., 2009b). Adicionalmente,
é comum admitir que uma boa estimativa inicial seja suficiente para garantir bom
desempenho em técnicas baseadas no método de Gauss-Newton, mas isso não é sem-
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pre verdade. Avaliando o método Gauss-Newton padrão para a resolução em tempo
real do problema de reconciliação de dados dinâmica não linear em um processo de
polimerização, PRATA et al. (2009b) concluíram que falhas de convergência, mesmo
sendo pouco frequentes, podem ser inaceitáveis nesse tipo de aplicação. Quaisquer
falhas que ocorram com o algoritmo de otimização, seja durante a atualização dos
parâmetros, seja durante a otimização econômica, irá afetar o desempenho do sis-
tema RTO.
Embora a informação contida nas derivadas seja o grande responsável pelo de-
sempenho de algoritmos de otimização determinísticos, nem sempre as derivadas
estão disponíveis. Em outras situações, a obtenção das derivadas impõem limita-
ções, como quando avaliações da função objetivo são muito custosas e dificultam
a obtenção do gradiente e Hessiana. É importante considerar também a precisão
com a qual as derivadas são obtidas; nos casos em que valores da função objetivo
estejam contaminados com ruído, a aproximação das derivadas por diferenças fi-
nitas pode conter pouca informação. Adicionalmente, o cálculo das derivadas em
funções descontínuas pode ocasionar problemas de estabilidade numérica, notada-
mente ao empregar estimadores robustos na DR (PRATA et al., 2009a). Nesses
casos, métodos NLP baseados em gradientes podem não ser adequados e algoritmos
sem derivadas devem ser considerados (CONN et al., 2009).
Outra classe de métodos que podem ser considerados são métodos de busca ale-
atória (métodos de otimização heurísticos ou métodos não determinísticos). A essa
classe pertencem métodos como algoritmo genético, simulated annealing e métodos
baseados em populações. Embora algoritmos não determinísticos tendam a ser com-
putacionalmente custosos, seu caráter global assintótico pode ser garantido. Devido
à maior capacidade de exploração da região viável, os resultados produzidos tendem
a desviar menos do ponto ótimo e, geralmente, esses algoritmos não apresentam
as desvantagens possíveis em técnicas baseadas derivadas, sendo menos sensíveis à
estimativa inicial e à existência de mínimos locais e menos suscetíveis à divergência
(SCHWAAB et al., 2008; YIQING et al., 2007). Dentre eles, a técnica enxame de
partículas (particle swarm optimization - PSO) (KENNEDY e EBERHART, 1995)
tem sido aplicada com sucesso em casos industriais.
PRATA et al. (2009b) aplicaram o algoritmo PSO em uma implementação em
tempo real do problema de DR dinâmica não linear em processo industrial de poli-
merização de propileno. Com base no algoritmo PSO, PRATA et al. (2010) foram
os primeiros a relatar uma aplicação industrial do procedimento de RDESP não
linear utilizando o estimador de Welsch para simultânea detecção de erros gros-
seiros. O procedimento incluiu um modelo fenomenológico do processo baseado
em balanços detalhados de massa e energia, constituindo um sistema de equações
algébrico-diferenciais, e foi implementado em tempo real em um processo industrial
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de polimerização de propileno. JESUS (2011) implementou um sistema RTO em
um processo industrial de produção de etileno, incluindo procedimentos de recon-
ciliação e otimização econômica, cujo objetivo foi definido como maximização do
lucro bruto. Tanto o problema de DR, quanto o problema de otimização econômica,
foram resolvidos por meio do algoritmo PSO, cujo tempo necessário de resolução
do problema permaneceu dentro dos limites que permitem a execução do sistema
RTO no processo. De acordo com os trabalhos mencionados, parte do sucesso do
uso da técnica PSO em aplicações em tempo real se deve à significativa ausência
de falhas do algoritmo, uma vez que não depende do cálculo de derivadas, além da
simplicidade de implementação e confiabilidade dos resultados produzidos. Métodos
híbridos que combinam o PSO a diferentes abordagens podem ser encontrados na
literatura (VAZ e VICENTE, 2007; YIQING et al., 2007). Uma revisão sobre os
desenvolvimentos da técnica PSO pode ser encontrada em POLI et al. (2007).
Além de eventuais falhas que possam ocorrer com o algoritmo de otimização, a
abordagem em duas etapas está susceptível a produzir valores equivocados para o
conjunto de parâmetros atualizados e variáveis de decisão, afetando o desempenho
do processo. Com efeito, a influência do algoritmo de otimização sobre os resul-
tados é outro tópico que tem recebido pouca atenção na literatura. Por meio de
um exemplo simples que emprega as técnicas determinísticas SQP e o algoritmo de
busca Nelder-Mead (NELDER e MEAD, 1965), QUELHAS et al. (2013) mostraram
como a perda de desempenho pode estar relacionada ao algoritmo ou técnica de
otimização, bem como à estimativa inicial. Apesar dos argumentos mencionados,
que favorecem algoritmos não determinísticos, sua influência no sistema RTO pode
ser ainda mais expressiva. Por meio do mesmo exemplo usado para as técnicas
determinísticas, QUELHAS et al. (2013) avaliaram os métodos heurísticos PSO e
algoritmo genético. Além da já observada dependência dos resultados com a esti-
mativa inicial e a incapacidade de eleger qual método foi superior, foram ressaltadas
a influência significativa da parametrização dos métodos nos resultados, bem como
a natureza estocástica transmitida aos resultados. O exemplo é muito útil para
mostrar que o algoritmo de otimização usado também é um elemento do sistema
RTO que afeta o desempenho do processo e, portanto, também deve ser considerado
ao avaliar estruturas candidatas de sistemas RTO. Nesse sentido, além de não ser
possível determinar a priori o desvio existente entre os resultados obtidos por dife-
rentes algoritmos, não é possível garantir que um método de otimização terá melhor
desempenho que outro (KÖPPEN, 2004; WOLPERT e MACREADY, 1997).
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2.4.6 Aspectos das Incertezas e seu Efeito na Solução do Sis-
tema RTO
Tendo resolvido o problema de otimização econômica, o novo conjunto de setpoints
está disponível para ser transmitido à camada de controle supervisório, que usará
esses valores como setpoints para determinar movimentos apropriados das variáveis
manipuladas (ENGELL, 2007). Uma discussão sobre a implementação de valores
ótimos estacionários por controles preditivos lineares pode ser encontrada em RAO e
RAWLINGS (1999). Todavia, é prudente que os resultados sejam avaliados antes da
sua implementação, mesmo que tal avaliação seja deixada a cargo da subjetividade e
experiência dos operadores da planta ou de um supervisor do processo (VAN WIJK
e POPE, 1992).
Visto que o processo consiste em uma fonte de incertezas, sendo a causa de
perturbações desconhecidas e não controladas, existe a possibilidade de que o estado
da planta tenha mudado durante o cálculo do novo ponto ótimo de operação. Assim,
testes pertinentes avaliam se mudanças ocorreram na planta durante a execução do
sistema RTO, determinando: i) se a planta permanece em estado estacionário e se
essa condição equivale à mesma determinada no início da execução do sistema, ii)
se os graus de liberdade definidos pela otimização econômica continuam disponíveis
para manipulação, e iii) se os limites das variáveis de otimização permanecem os
mesmos (MARLIN e HRYMAK, 1997). Se uma mudança significativa ocorre, a
execução do RTO deve ser reiniciada.
Além das incertezas de processo, a variabilidade introduzida por meio dos erros
de medição, erros de modelagem e incertezas dos parâmetros econômicos sugerem a
necessidade de uma metodologia que permita avaliar se os resultados calculados são
significativos, seguros e coerentes com a realidade da planta, permitindo uma análise
crítica dos valores propostos pelo otimizador. A formulação determinística, tipica-
mente apresentada para o problema de otimização econômica, dificulta a percepção
de que todos os resultados produzidos pelo sistema de RTO possuem natureza esto-
cástica, sendo estimativas para os verdadeiros valores das variáveis. Isso ocorre em
virtude da propagação das incertezas de natureza aleatória contidas nas medições
dos resultados de cada componente do sistema RTO. Reconhecer essa característica
do sistema direciona a atenção para a validade estatística dos resultados u∗k+1 pro-
postos no instante de tempo k. Em outras palavras, mesmo que o resultado u∗k+1
calculado pelo sistema RTO seja numericamente diferente dos valores em vigor das
variáveis manipuladas uk, ambas podem ser realizações diferentes de um mesmo
evento aleatório.
Outra questão pertinente diz respeito à garantia de viabilidade das soluções, i.e.,
avaliar se a solução u∗k+1 viola uma ou mais restrições, cujo efeito sobre o índice de
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desempenho é certo, mas nem sempre explícito. Sabendo que as restrições podem
envolver limites críticos de segurança, a violação das restrições pode promover con-
dições de risco, tanto em relação à vida dos operadores, quanto ao dano irreversível
de equipamentos. Em todos os casos, a incerteza paramétrica do modelo é admitida
e quantificada. Considerando uma única restrição gp,j (incerta) devido ao vetor de
parâmetros incertos θ, admitido dentro do espaço Θ ⊂ Rnθ , a viabilidade da solução













≤ 0 , (2.49)
em que gj : Rnu → R é um modelo paramétrico e sup gj corresponde ao valor
superior (ou supremo) da função em Θ.
Os três métodos conhecidos para lidar com as incertezas no sistema RTO incluem:
i) análise dos resultados, voltada à utilidade da solução ao objetivo de melhoria de
desempenho econômico; ii) estratégias de imposição das restrições, voltados para a
viabilidade da solução; e iii) otimização sob incertezas, i.e., programação estocástica
e otimização robusta, que contemplam tanto a viabilidade da solução quanto sua
utilidade para a melhoria de desempenho econômico. As duas últimas abordagens
envolvem formas específicas de lidar com as incertezas no problema de otimização,
em que algum nível de conservadorismo é introduzido para garantir a viabilidade
dos resultados, em lugar de analisar os resultados após a otimização (ELGSÆTER
et al., 2010).
2.4.6.1 Análise dos Resultados
Apesar da validade estatística dos resultados já ter sido abordada anteriormente
(BOX e DRAPER, 1969) e considerada em sistemas RTO (KONINCKX, 1988), a
questão ganhou notoriedade apenas mais recentemente. A estratégia de análise de
resultados em sistemas RTO foi proposta por MILETIC e MARLIN (1998, 1996)
como um procedimento baseado em técnicas de controle estatístico de processos e
análise de sensibilidade, para avaliar se os resultados do sistema RTO representam
mudanças estatisticamente significativas com relação à condição de operação mais
recente ou se tal resultado é produto da transmissão de variabilidade aleatória ao
longo dos componentes do sistema. Nessa metodologia, a análise é direcionada
à matriz de covariância das estimativas das variáveis de decisão, que é resultado
da propagação das incertezas de medição (i.e., matriz de covariâncias dos dados
medidos) ao longo dos procedimentos de estimação de parâmetros e de otimização
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econômica.
Considerando problemas de otimização econômica sujeitos apenas a restrições
de igualdade, a estratégia efetua a análise no espaço reduzido das variáveis indepen-
dentes, aplicando o teste estatístico multivariável T2 de Hotelling para verificar se
os novos valores das variáveis de decisão diferem significativamente dos mais recen-
tes. Esse teste é então usado para aceitar ou rejeitar o novo setpoint calculado. A
metodologia foi posteriormente estendida por ZHANG et al. (2001b) para conside-
rar também o problema com restrições de desigualdade, aplicando a estatística T2
em um segundo estágio aos multiplicadores de Lagrange associados com as regiões
ativas da região de confiança, para determinar se essas restrições estão realmente
restringindo a melhoria de rendimento da operação. ZAFIRIOU e CHENG (2004)
implementaram o componente de análise dos resultados em um sistema RTO base-
ado na estratégia alternativa à abordagem em duas etapas proposta por CHENG e
ZAFIRIOU (2000).
Os métodos de análise dos resultados se mostraram efetivos para redução da
influência do ruído de medição na solução do sistema RTO. Há, no entanto, diversas
hipóteses importantes admitidas na dedução do método e que restringem sua apli-
cação, ou ao menos restringem a validade das análises aos problemas que satisfazem
tais hipóteses. Admite-se no método que os erros de medição seguem distribuição
normal e que as transformações matemáticas que expressam a propagação dos erros
sejam lineares, de modo que as incertezas das variáveis de decisão também serão
descritas pela distribuição normal. Adicionalmente, a abordagem de análise de re-
sultados é um procedimento reativo, que não incorpora ao otimizador a capacidade
de lidar com as incertezas, não considerando explicitamente as incertezas. Além
disso, apesar do interesse legítimo em transmitir à camada de controle apenas as
soluções estatisticamente significativas, a metodologia não aborda a influência das
incertezas na viabilidade dos resultados. Dados os possíveis efeitos das incertezas de
medição e de erros de modelagem, o risco de que a solução estimada viole restrições
aumenta, na medida em que mais restrições se tornem ativas, isto é, gp,i(u,θ) ≤ 0.
Assim, considerando que as soluções do problema de otimização costumam situar-se
próximas ou sobre as restrições quanto mais linear for a estrutura do problema de
otimização, esse risco pode apresentar-se sobremodo grande para ser desprezado.
2.4.6.2 Estratégias de Imposição das Restrições
A outra abordagem de lidar com as incertezas é voltada unicamente à garantia
da viabilidade das soluções, consistindo em estratégias para impor a satisfação das
restrições.
Uma estratégia simples para considerar o problema de viabilidade das soluções na
presença de incertezas consiste no uso de margens de segurança na definição das res-
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trições (GOVATSMARK e SKOGESTAD, 2005; NARRAWAY e PERKINS, 1991).
Nessa metodologia, constantes β são adicionadas às restrições do problema de otimi-
zação econômica, de forma a promover um afastamento (ou margem de segurança)
que auxilie o algoritmo de otimização a produzir resultados viáveis (DE HENNIN,
1994; LOEBLEIN e PERKINS, 1998; LOEBLEIN et al., 1999). Uma restrição mo-
dificada por uma constante de afastamento β é escrita como:
gj (u,θ) + β ≤ 0, β > 0 . (2.50)
Na prática, essa estratégia equivale a definir restrições mais rígidas que as necessá-
rias para uma operação segura e rentável e, por isso, a viabilidade imposta dessa
forma vem ao custo de uma provável redução do índice de desempenho por solu-
ções subótimas (QUELHAS et al., 2013). A determinação do valor das constantes
de afastamento envolve a avaliação da variabilidade das restrições em função dos
setpoints calculados, das incertezas de medição e paramétricas e dos erros de mode-
lagem, sendo calculados a partir da otimização do modelo linearizado, assegurando,
para dado nível de confiança, que os limites das restrições não serão violados (LO-
EBLEIN e PERKINS, 1998). Apesar das constantes de afastamento representarem
um mecanismo ativo de garantia de resultados viáveis incorporado ao procedimento
de otimização, sua principal desvantagem consiste na falta de acurácia dos resulta-
dos, promovida pela baixa frequência de atualização das constantes de afastamento,
que, além de serem determinadas off-line, admitem que o conjunto de restrições
ativas permaneça constante (ZHANG et al., 2002).
Outra estratégia desse tipo consiste em limitar as variáveis de decisão em cada
iteração, como restrições no tamanho do passo (CHENG e ZAFIRIOU, 2000; GAO
e ENGELL, 2005b):
uk −∆umax ≤ uk+1 ≤ uk + ∆umax . (2.51)
Ambas podem ser abordagens conservadoras, sendo fundamentalmente abordagens
ad hoc que não preenchem as garantias de viabilidade desejadas. Em um estudo
simulado usado para o desenvolvimento de uma metodologia para otimização da
produção de óleo e gás em plataformas offshore, ELGSÆTER et al. (2010) combi-
naram as metodologias de análise dos resultados e restrição do tamanho do passo
no sistema RTO para lidar com as incertezas. A análise de resultados desenvolvida
julgou a implementação do novo setpoint sugerido pela otimização por meio de um
teste estatístico que não admite hipóteses sobre a distribuição de probabilidades da
função objetivo, mas estimava tal distribuição usando a técnica de Monte Carlo.
Uma terceira alternativa de impor a viabilidade das restrições foi discutida por
BUNIN et al. (2011), que propuseram uma abordagem simples, mas robusta, usando
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um filtro de ganho variável na lei padrão de filtragem das variáveis de decisão:





em que o ganho Kk é definido na iteração k de modo a garantir gp,j(uk+1) < 0 dado
que gp,j(uk) < 0. Assim, limites adaptativos para o ganho Kk do filtro foram de-
terminados a cada iteração, de modo a garantir a viabilidade para qualquer método
RTO (BUNIN et al., 2013b).
2.4.6.3 Otimização sob Incertezas
A terceira abordagem para lidar com as incertezas no sistema RTO contempla tanto
a viabilidade da solução quanto a sua utilidade para a melhoria de desempenho
econômico, correspondendo à única abordagem que considera explicitamente as in-
certezas para a solução do problema de otimização.
Lembrando que tanto os parâmetros θ quanto as variáveis de decisão u são infe-
rências dos valores verdadeiros e desconhecidos dessas variáveis com base nos dados
medidos, fica evidente que esses elementos também são variáveis aleatórias. Assim,
restrições e função objetivo do problema de otimização econômica correspondem a
transformações aplicadas sobre a média dessas variáveis aleatórias, i.e.,
Jopt := φ (E [u] , E [θ])
gj (E [u] , E [θ]) ≤ 0 ,
(2.53)
assumindo, portanto, um caráter igualmente aleatório. Se as funções φ(·) e g(·)
consistirem apenas de transformações lineares, então a seguinte expressão é válida:
Jopt := E [φ (u,θ)]
E [gj (u,θ)] ≤ 0 .
(2.54)
Assim, resolver o problema (2.3) com base nas Equações (2.54) por meio de um
algoritmo determinístico (e.g., SQP) garante apenas que cada restrição seja atendida
em metade dos casos, o que geralmente não é considerado satisfatório. Além disso,
a formulação resultante despreza a distribuição de probabilidades das funções, bem
como a faixa de valores possíveis, e não limita a quantidade esperada de violações.
Adicionalmente, caso as funções φ(·) e gj(·) correspondam a transformações não
lineares, não há formulação analítica prévia que possa indicar as consequências da
resolução determinística na otimalidade e viabilidade da solução, comprometendo a
confiabilidade dos resultados sugeridos pelo sistema RTO (QUELHAS, 2013).
A abordagem mais rigorosa para considerar explicitamente as incertezas no pro-
blema de otimização e impor a viabilidade do problema descrito pela Equação (2.1)
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corresponde à otimização sob incertezas, representada pela programação estocástica
e pela otimização robusta, que requerem um modelo das restrições e são geralmente
aplicados nas fases iniciais de projeto (BEYER e SENDHOFF, 2007). A abordagem
padrão é a programação estocástica, que supõe uma distribuição de probabilidade
para os possíveis valores de θ e tentam satisfazer a Equação (2.49) com um nível de
confiança, enquanto a otimização robusta, seguindo a abordagem do pior caso, busca
essencialmente o mesmo objetivo, mas sem admitir hipóteses sobre a distribuição
de θ e considerando o nível de confiança 100% (BEN-TAL et al., 2009). A otimiza-
ção robusta é geralmente considerada uma abordagem muito conservadora, uma vez
que ela considera todos os possíveis desvios, enquanto a programação estocástica é
afetada pelas hipóteses necessárias á formulação do problema.
Reformular o problema de otimização econômica como um problema de otimiza-
ção sob incertezas implica escrever as restrições levando em conta, explicitamente,
sua natureza probabilística e a probabilidade de violação das restrições sob dado
nível de confiança α. Dessa maneira, as restrições podem ser definidas como:
JPC: P [gj (u,θ) ≤ 0, j = 1, . . . , ng] ≤ α , (2.55)
ou
IPC: P [gj (u,θ) ≤ 0] ≤ αj, j = 1, . . . , ng . (2.56)
A função objetivo também deve ser redefinida, sendo que a formulação comumente
adotada consiste em uma combinação linear entre a esperança matemática e a vari-
ância da função objetivo (DARLINGTON et al., 1999),
Jopt := w1E [φ (u,θ)] + w2 V ar [φ (u,θ)] . (2.57)
Assim, o problema de otimização econômica pode ser rescrito como um problema
de otimização sob incertezas:
min
u
Jopt := w1E [φ (u,θ)] + w2 V ar [φ (u,θ)]
sujeito a g (x,u,θ) ≤ 0
ou,
P [gj (u,θ) ≤ 0, j = 1, . . . , ng] ≤ α
ou ainda,
P [gj (u,θ) ≤ 0] ≤ αj, j = 1, . . . , ng .
, (2.58)
A formulação apresentada na Equação (2.58) é genérica, sendo tradicionalmente
classificada como programação estocástica ou otimização robusta, a depender das
características da função objetivo e restrições, e varia de acordo com a estratégia
exigida pelo problema para contemplar os efeitos das incertezas. Dentre as caracte-
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rísticas mais relevantes, destacam-se:
• A função objetivo apresentada na Equação (2.57) é geralmente usada em pro-
blemas de otimização robusta (de acordo com a Equação A.30) e estabelece um
critério multiobjetivo entre otimalidade e viabilidade, ponderando o máximo
desempenho (valor médio) e a robustez (variância) (MANDUR e BUDMAN,
2014). No entanto, com frequência admite-se que o termo da variância da fun-
ção objetivo não muda significativamente no ponto ótimo e a expressão é sim-
plificada, contendo apenas o termo da média (KOOKOS, 2003; OSTROVSKY
et al., 2010; ZHANG et al., 2002). Adicionalmente, o termo da variância na
Equação (2.57) pode não ser uma boa medida de risco, pois exige que a dis-
tribuição de probabilidade das variáveis aleatórias seja simétrica em torno do
respectivo valor médio (MULVEY et al., 1995). Além disso, no caso especí-
fico da otimização econômica, deve-se considerar que a mesma penalização é
dada tanto à contribuição da variabilidade, que torna o lucro superior, quanto
àquela que torna o lucro inferior.
• O problema de otimização econômica poderia ser reformulado como um pro-
blema de programação estocástica, de acordo com a Equação (A.28), para um
problema de otimização sujeito a restrições de probabilidade conjunta (JPC);
ou, de acordo com a Equação (A.29), para um problema de otimização sujeito
a restrições de probabilidade individual (IPC) (KALL e WALLACE, 1994). A
formulação das restrições, conforme a Equação (2.55), assegura que os valo-
res buscados pelo algoritmo de otimização para as variáveis de decisão sejam
capazes de garantir que todas as restrições sejam simultaneamente satisfeitas
ao nível de confiança α. Embora mais rigorosa, as dificuldades impostas pela
restrição (2.55) à resolução do problema (A.28) fazem com que o problema
IPC (Equação A.29) seja mais abordado na literatura (ZHANG et al., 2002).
No caso das restrições IPC, representadas pela Equação (2.56), a correlação
entre as restrições é ignorada e procura-se garantir a probabilidade de que
cada restrição seja atingida isoladamente.
No contexto da otimização sob incertezas, o custo computacional requerido pe-
los algoritmos de otimização é, em alguns casos, fator limitante para a resolução do
problema. Desse modo, MANDUR e BUDMAN (2014) apresentaram um algoritmo
eficiente para solução do problema de estimação de parâmetros, formulado como
um problema de otimização robusta, quando incertezas paramétricas são descritas
usando o Teorema de Bayes. A dificuldade de resolução do problema consiste na
determinação da distribuição de probabilidades que resulta da aplicação do Teorema
de Bayes, que exige elevado número de simulações. Assim, uma proposta de me-
todologia foi baseada na análise de multiresolução, para aproximar o modelo com
74
elevada acurácia nas regiões do espaço paramétrico em que a probabilidade é re-
lativamente alta. A abordagem define diferentes níveis de resolução, em que cada
nível é avaliado com o critério de divergência de Kullback-Leibler para selecionar
regiões dos parâmetros onde a mudança na distribuição de probabilidades é maior
que uma dada tolerância. Assim, no próximo nível de resolução, bases funcionais
são adicionadas apenas nessas regiões de elevada probabilidade, resultando em um
refinamento adaptativo. Tendo obtido a descrição das incertezas, uma expansão é
usada para propagar a incerteza paramétrica estimada na função objetivo. Uma
vez que a expansão permite a determinação da média e variância analiticamente,
uma redução significativa no tempo computacional é alcançada quando comparada
ao método de Monte Carlo.
Na literatura, os estudos de caso apresentados lidam com funções de restrição nas
quais a incerteza aparece linearmente (LI et al., 2008; MESFIN e SHUHAIMI, 2010;
ZHANG et al., 2002), com exceção do trabalho de KOOKOS (2003). No contexto
da otimização em tempo real, ZHANG et al. (2002) desenvolveram uma abordagem
para um sistema RTO robusto, que lida efetivamente com incertezas paramétricas.
A principal contribuição foi a incorporação da incerteza no problema de otimização
econômica, usando métodos de programação estocástica. Por meio de um estudo
simulado para o problema de blending da gasolina, o sistema RTO foi implemen-
tado para determinar o fluxo de matérias-primas que maximizam a rentabilidade,
mas sem violar especificações de qualidade. Ambas as formulações JPC e IPC para
as restrições foram avaliadas, mostrando que o uso da formulação IPC para casos
com correlação entre as restrições probabilísticas reduz a robustez do sistema RTO.
Embora a satisfação das restrições de probabilidade individual na formulação IPC
pode ser ajustada para produzir robustez similar à formulação JPC, tal ajuste é
arbitrário e pode ser inviável para problemas de elevada dimensão. Além disso, os
autores ressaltaram o alto custo computacional requerido para resolver o problema
pela formulação JPC, causado principalmente pelas simulações de Monte Carlo ne-
cessárias para caracterizar as PDFs conjuntas dos parâmetros e pelo algoritmo de
otimização usado para resolver o problema JPC. Nesse caso, algoritmos específicos
ao problema, computadores de processamento paralelo e métodos de aproximação
das distribuições de probabilidade podem reduzir substancialmente o custo compu-
tacional.
Dentro do contexto de otimização da produção, mas sem implementar uma es-
tratégia on-line, HANSSEN e FOSS (2015) formularam um problema de otimização
para estudos simulados de produção de petróleo, tendo como objetivo maximizar o
potencial de óleo para um conjunto de poços entre alguns cenários. O modelo de
otimização foi formulado como um problema de programação estocástica em dois
estágios linear, cuja solução consiste em uma estratégia de operação dos poços em
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lugar de um único setpoint. Resultando em problema de programação linear inteira
mista (MILP), o estudo simulado indicou que a abordagem proposta melhorou a
expectativa de produção de óleo em 1,5%.
Embora seja o modo que responde de forma mais completa aos efeitos das incer-
tezas em um problema de otimização, problemas de otimização estocástica aplicados
em sistemas industriais não foram encontrados, provavelmente devido à complexi-
dade de implementação e resolução computacional envolvidos (QUELHAS, 2013).
Apesar disso, KASSMANN et al. (2000) propuseram um algoritmo MPC robusto em
duas camadas com restrições de probabilidade conjunta (JPC), composto por cál-
culo de setpoint estacionário seguido por otimização dinâmica, que posteriormente
originou uma patente assinada pela Aspen Technology, Inc. (Cambridge, MA, EUA)
(KASSMANN et al., 2002). O cálculo do setpoint foi formulado como um problema
de programação estocástico linear, considerando incertezas paramétricas na matriz
de ganho estático do ponto de operação nominal. Entretanto, tais modelos de ga-
nho estacionário podem não representar o processo corretamente quando o ponto
de operação nominal muda significativamente. Apesar do controlador permanecer
estável para grandes mudanças na operação, os resultados da otimização econômica
podem deixar ser ótimos e viáveis (ZHANG et al., 2002).
Enquanto os métodos de otimização sob incertezas são teoricamente plausíveis,
existem diversas dificuldades para sua aplicação em sistemas RTO (QUELHAS et al.,
2013). A questão imediata que deveria ser considerada consiste na suposição inicial
de que a incerteza é unicamente paramétrica, o que não é válido no caso geral.
Quando incertezas estruturais de modelagem estão presentes, ambas as abordagens
perdem o rigor teórico, em que o grau de perda varia naturalmente com a quantidade
de incerteza estrutural (BUNIN et al., 2013b). No entanto, é muito difícil não
admitir a priori a hipótese de que o modelo seja perfeito, sobretudo para o trabalho
de estimação de parâmetros, pois se erros de modelagem fossem conhecidos e o
modelo pudesse ser melhorado, não haveria razão, a princípio, para utilizar um
modelo errado (SCHWAAB e PINTO, 2007). Adicionalmente, mesmo quando a
suposição de incerteza paramétrica é válida, obter a distribuição de probabilidade
ou os limites superior e inferior dos parâmetros para o cenário do pior caso pode ser
muito desafiador.
Por fim, o problema pode se tornar computacionalmente intratável, dependendo
da distribuição de probabilidades e da maneira com que os parâmetros participam
das restrições, o que se torna particularmente problemático quando o número de
parâmetros incertos e restrições aumenta. Embora algumas propostas sugiram a
solução do problema por linearização das restrições com relação aos parâmetros
(ZHANG et al., 2002), podem surgir erros significativos quando o processo é não
linear, mesmo se o modelo for perfeito (i.e., não houver incerteza estrutural) (BUNIN
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et al., 2013b).
2.4.7 Projeto e Avaliação de Desempenho de Sistemas RTO
Conforme discutido, além da atualização do modelo e da otimização econômica,
sistemas RTO também incorporam outros subsistemas para validação dos dados e,
eventualmente, para análise de resultados. O desempenho global do sistema RTO
depende não apenas do método RTO utilizado, mas também do projeto de cada
subsistema (FORBES e MARLIN, 1996; MARLIN e HRYMAK, 1997; ROBERTS e
WILLIAMS, 1981).
O projeto de um sistema de otimização estacionária em tempo real requer um
conjunto razoável de decisões estruturais, especialmente (PERKINS, 1998):
• seleção do modelo estacionário usado no sistema e seu nível de complexidade;
• seleção das medidas da planta usadas no sistema, em especial no procedimento
de atualização dos parâmetros;
• seleção do conjunto de parâmetros do modelo que serão atualizados a partir
dos dados da planta, bem como o conjunto que irá permanecer fixo em valores
nominais;
• seleção dos graus de liberdade usados para transmitir os resultados do sistema
RTO para a planta;
• definição da estrutura do controle supervisório em termos de variáveis contro-
ladas e manipuladas.
Desse modo, o objetivo que deve guiar decisões em cada uma dessas áreas deve ser
alcançar o melhor desempenho possível pela mitigação dos efeitos dos inevitáveis
erros de medição e erros estruturais de modelagem no desempenho do processo.
Infelizmente, a modularidade funcional dos sistemas de otimização em tempo
real contribuiu para uma aparente independência entre muitas áreas de pesquisa,
refletindo em baixa atenção ao comportamento estrutural do sistema como um todo
(SEQUEIRA, 2003). Com efeito, a seleção da estratégia de otimização em tempo
real faz parte do rol de decisões incluídas no projeto de um sistema RTO e, conforme
foi apresentado, a maioria das pesquisas relacionadas não avalia o efeito da estratégia
no contexto do sistema, mas faz uma análise isolada.
Com relação à estratégia de otimização em tempo real, considerável atenção foi
dedicada ao modelo estacionário empregado, dada a percepção de sua importância
crítica ao sucesso da implementação. DURBECK (1965) e BIEGLER et al. (1985)
apresentaram condições necessárias baseadas apenas nas características do modelo.
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Reconhecendo que o modelo e o procedimento de atualização devem ser considera-
dos em conjunto na determinação da adequação do modelo em um sistema RTO,
FORBES et al. (1994) formularam o critério de adequação de modelos (conforme
apresentado na Seção 2.3.1.2, p. 24). Um modelo é considerado adequado para uso
em um sistema de otimização estático em tempo real se for capaz de determinar o
ponto ótimo verdadeiro da planta u∗p, o que implica que o modelo deve ser capaz
de estimar os gradientes do processo no ponto ótimo. Embora o critério verifique
se a otimização econômica terá condições de determinar o ponto ótimo verdadeiro
com determinado modelo e conjunto de parâmetros estimados, u∗p é desconhecido.
Portanto, o critério de adequabilidade de modelo não pode ser usado para selecio-
nar modelos, tampouco para apontar quais parâmetros estimar (QUELHAS, 2013).
Dificuldades no cálculo do gradiente e da Hessiana podem impossibilitar seu uso.
Além disso, sua validade é local em torno do ponto ótimo verdadeiro u∗p, não ha-
vendo garantia de que pontos ótimos de diferentes condições operacionais possam
ser encontrados. Vale destacar que, a partir do trabalho de ROBERTS (1979), que
mostrou a necessidade de considerar a interação entre a estimação de parâmetros,
estratégias de otimização e o modelo do processo, muitas estratégias de otimização
em tempo real foram desenvolvidas.
No âmbito da seleção dos parâmetros atualizados e medidas usadas no sistema
RTO, KRISHNAN et al. (1992, 1993) propuseram uma abordagem para projeto do
procedimento de atualização do modelo, selecionando tanto os parâmetros a serem
estimados, quanto o conjunto mais adequado de variáveis medidas para estimar tais
parâmetros. Sendo uma estratégia de caráter eminentemente prático, embora sim-
plista, a abordagem consiste em realizar a análise de sensibilidade da função objetivo
econômica em relação a variações dos parâmetros de até 5%. Embora os efeitos dos
parâmetros sobre a função objetivo econômica sejam contabilizados, não é fornecido
um critério objetivo que sirva como referência para determinar a inclusão ou não de
determinado parâmetro no conjunto daqueles atualizáveis. Além disso, a abordagem
apresenta caráter local, não avaliando efeitos combinados de diferentes agrupamen-
tos de parâmetros, constituindo um método monovariável e avaliando isoladamente
o efeito de cada mudança, não sendo capaz de prever a interação de cada arranjo
com os demais componentes em um sistema. FRALEIGH et al. (2003) propuseram
uma abordagem sistemática para seleção das medidas no projeto de sistemas RTO
com base em uma métrica de seleção que pondera diferenças entre duas abordagens
de projeto de experimentos, mostrando-se consistente com o método de avaliação de
desempenho de FORBES e MARLIN (1996). Na prática, tentativa e erro consiste
no procedimento geralmente usado para selecionar as variáveis medidas que serão
reconciliadas, visto que um diferente subconjunto de parâmetros podem levar a um
melhor ajuste entre modelo e planta (DARBY et al., 2011).
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Em virtude do funcionamento integrado de todos os componentes do sistema
RTO, qualquer decisão de projeto, mesmo envolvendo um único elemento em deter-
minado componente, exerce impacto direto no desempenho global do sistema. Por
conta disto, qualquer análise sobre alternativas na estrutura de um sistema RTO
deve levar em conta o comportamento do sistema como um todo. Assim, para po-
der avaliar decisões de projeto e discriminar estruturas alternativas; é necessário
que o método de análise contemple todos os elementos do sistema, quantificando os
efeitos em uma métrica de desempenho vinculada às políticas operacionais da planta
(QUELHAS, 2013). KOOKOS (2005) propôs uma formulação que determina o con-
junto de variáveis manipuladas e controladas, bem como a operação estacionária que
minimiza os efeitos de perturbações na economia do processo, resultando em uma
diminuição da sensibilidade do processo às perturbações e uma operação aproxima-
damente ótima, com execuções menos frequentes do sistema RTO. Embora aborde
questões estruturais, a metodologia apresentada incorpora decisões pertinentes à es-
trutura e funcionalidade do sistema de controle supervisório no nível de otimização
em tempo real, aproximando-se mais da estratégia SOC e não correspondendo ao
projeto do sistema RTO propriamente dito.
A avaliação das decisões de projeto em termos do desempenho global do sistema
RTO recebeu pouca atenção na literatura. Existem, possivelmente, apenas duas
propostas disponíveis na literatura que atendem a este requisito e propuseram-se
a lidar de forma sistemática com o problema de projeto (i.e., discriminação de
estruturas alternativas) e avaliação de desempenho de sistemas RTO, a saber:
• Abordagem de LOEBLEIN e PERKINS (1996, 1998), desenvolvida com base
no trabalho de DE HENNIN et al. (1994), denominada desvio médio do ótimo
(DMO). A abordagem consiste na caracterização do desempenho de sistemas
RTO com base no desvio médio do ótimo e no afastamento requerido a partir
das restrições de desigualdade ativas, as quais são introduzidas nas restrições
para garantir que apenas pontos de operação viáveis sejam produzidos pelo
sistema RTO. Nessa abordagem, melhores projetos RTO resultam em valores
menores das constantes de afastamento e do desvio médio do ótimo. Essa
proposta foi posteriormente estendida para abranger a camada de controle su-
pervisório (implementada por meio de um MPC) e quantificar também efeitos
dinâmicos do processo (LOEBLEIN e PERKINS, 1999).
• Paralelamente, FORBES e MARLIN (1996) propuseram um índice de desem-
penho conhecido como custo de projeto (CP), definido como a perda total de
desempenho ocasionada pelo sistema RTO em relação à otimização perfeita
da planta ao longo de um período de tempo. Representado como a média
dos desvios entre o resultado ótimo verdadeiro e o resultado produzido pelo
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sistema RTO, o índice quantifica os efeitos das diversas fontes de incerteza
na determinação do ponto ótimo verdadeiro pelo sistema RTO. Sendo capaz
de atribuir valor ao desempenho do sistema RTO, diferentes decisões de pro-
jeto podem ser comparadas de acordo com esse critério, em que as melhores
decisões produzem menores custos de projeto. ZHANG e FORBES (2000)
estenderam a abrangência do índice para incluir efeitos transientes e o efeito
do número de execuções sucessivas da otimização necessárias até a estabili-
zação dos valores propostos. Nessa extensão, o termo transiente refere-se a
soluções intermediárias limitadas que são fornecidas pelo sistema RTO, uma
vez que o verdadeiro efeito dinâmico do processo é ignorado (NARRAWAY e
PERKINS, 1991). Muitas formulações apresentadas por FORBES e MARLIN
(1996) foram idênticas às apresentadas por PINTO (1998, 2001), que lidava
com os custos de incertezas paramétricas em problemas de otimização, ainda
que este não abordasse especificamente um problema de RTO.
Ambas as propostas procuram criar um índice de desempenho para o sistema
RTO com base no afastamento, em relação a uma determinada referência, do va-
lor da função objetivo econômica Jopt correspondente à estimativa do ponto ótimo
produzida pelo sistema RTO, u∗. Diferentes estruturas conduzem a diferentes esti-
mativas da operação ótima e, consequentemente, a diferentes resultados econômicos,
refletidos pelo índice de desempenho do processo; uma vez que as diferenças sejam
quantificadas em relação a uma referência comum, o índice de desempenho do sis-
tema (DMO ou CP) possibilita atribuir valor a diferentes estruturas e, portanto,
fazer a discriminação.
Apesar da aparente diferença percebida na representação matemática dos índices
definidos nos trabalhos originais, QUELHAS (2013) propôs a seguinte apresentação





− E [φ(u∗)] (2.59)
`CP = φ(u
∗
p)− E [φ(u∗)] , (2.60)
em que `DMO e `CP são números reais que representam os índices de desempenho
das abordagens DMO e CP, respectivamente.
Basicamente, a diferença entre as abordagens reside na definição da referência
adotada. Na Equação (2.60), admite-se a existência e o conhecimento do ponto ótimo
verdadeiro da planta u∗p, e do consequente valor máximo do índice de desempenho do
processo. Por outro lado, a condição de referência na Equação (2.59) é considerada
em um grau inferior de idealização. Ainda que os modelos do processo e as medições
sejam perfeitas, o conhecimento sobre os parâmetros do modelo não o é, causando
variabilidade na informação obtida a respeito do desempenho máximo do processo.
80
Contudo, a incerteza a respeito dos parâmetros, que consiste geralmente em limites
inferior e superior que representam seu intervalo de confiança, é constante e dada
a priori, sendo inalterada por alterações estruturais do RTO, o que torna inócuo
o trabalho de calcular E [φ(u∗)] para o objetivo de discriminar o desempenho de
diferentes sistemas. Dadas as similaridades e a forma de apresentação, ambas as
formulações (Equações 2.59 e 2.60) poderiam ser chamadas de desvio médio do
ótimo (QUELHAS, 2013). Adicionalmente, os dois métodos deduzem uma expressão
analítica para os critérios de desempenho, representando, em ambas as abordagens, a
função objetivo econômica por meio de uma expansão em série de Taylor de segunda
ordem.
As diferenças entre as abordagens tornam-se pronunciadas a partir da dedução
dos elementos que compõem o índice de desempenho do sistema. O método CP
propõe expressar o critério de desempenho `CP em função da condição operacional
estimada, u∗, deixando implícitas as fontes de variabilidade e as especificidades
do modelo. Desse modo, um limite superior esperado para `CP é definido como
(FORBES e MARLIN, 1996):
`CP ≤ `UCP :=





(∥∥u∗p − u∗∥∥22 + nu ‖Vu‖2 ) , (2.61)
em que Vu é a matriz de covariância das estimativas u∗, determinada por meio
de aproximação linear da propagação das incertezas de medida através dos compo-
nentes do sistema RTO (estimação de parâmetros e otimização econômica), sob a
suposição de erros gaussianos aditivos não correlacionados no tempo. Os autores
da abordagem DMO, por sua vez, valorizaram a apresentação de uma expressão
analítica para o critério de desempenho diretamente como função das características
primárias de variabilidade, como os erros de medição e a variabilidade estocástica
e determinística dos parâmetros, assim como em função do vetor de afastamento,
que adiciona uma margem de segurança às restrições. Dessa maneira, hipóteses são
admitidas para a obtenção dos termos que compõem o índice, pré-especificando al-
gumas decisões do sistema RTO, entre elas: i) natureza das incertezas de medida
(aditivas, gaussianas), ii) procedimento de estimação, definido com o estimador de
mínimos quadrados, sem reconciliação de dados, iii) restrições do problema (funções
linearizadas), e iv) inclusão de constantes de afastamento para impor a satisfação
das restrições. Estas definições prévias restringem a aplicação do índice e o conjunto
de variações estruturais que podem ser avaliadas para um sistema RTO. Assim, ape-
sar de gerar como solução uma equação linear pronta para o uso, sem necessidade
de procedimentos adicionais de otimização (embora demasiado extensa), a aborda-
gem DMO representa um caso menos genérico que CP. A Tabela 2.1 apresenta uma
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comparação resumida entre as principais característica das métricas CP e DMO.
Tabela 2.1: Comparação das métricas de desempenho de sistemas RTO, adaptado
de QUELHAS (2013).
Características CP DMO
Aproximações • função objetivo econômica
aproximada por série de Tay-
lor de 2ª ordem; curvatura
constante ao longo de qual-
quer direção;
• função objetivo econômica
aproximada por série de Tay-
lor de 2ª ordem;
• Vu calculado por aproxi-
mação linear;
• linearização do modelo e
das restrições do processo;
• restrições ativas não mu-
dam devido à variabilidade.
• restrições ativas não mu-
dam devido à variabilidade.





dos parâmetros com o tempo.
Elementos já incluídos na
estrutura do RTO
Não apresenta hipóteses que
pré-especifiquem elementos
estruturais do sistema RTO.
• Estratégia em duas eta-
pas com função objetivo pré-
definida;
• Uso de constantes de
afastamento β às restrições
do problema de otimização
econômica.
Prezando por uma formulação analítica do índice de desempenho, ambas as abor-
dagens fazem diversas aproximações. Além disto, alguns cálculos (e.g., determinação
dos gradientes envolvidos no cálculo de Vu) podem impor dificuldades para serem
executados em problemas de maior dimensão. Este tipo de formulação, todavia, está
muito vinculado aos casos estudados na literatura. Por serem pouco complexos, ofe-
recem condições para o desenvolvimento de uma formulação explícita em termos das
equações do modelo e das restrições, cujo número total de equações está algumas
ordens de grandeza abaixo dos modelos de processo encontrados em uso industrial.
Em casos reais, adicionalmente, a formulação explícita das equações não está dispo-
nível na maior parte das vezes, pois o modelo é construído em softwares comerciais
de simulação de processos, produzindo mais impedimentos ao uso de propostas que
prevejam manipulações algébricas das equações do modelo, como requerido para o
cálculo de CP e DMO (QUELHAS, 2013).
Motivado pelo fato de que a natureza aberta do problema de projeto de um
sistema RTO exige uma metodologia aplicável a qualquer processo e que não defina
de antemão uma expressão única e definitiva para um índice de desempenho do
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sistema, QUELHAS (2013) propôs uma metodologia de avaliação exaustiva em todas
as estruturas possíveis em um projeto de sistema RTO. Reunindo alternativas para
os elementos envolvidos no projeto do RTO, a metodologia prevê a construção do rol
de configurações resultantes da combinação entre as alternativas e a simulação do
sistema RTO para cada estrutura. Com base em características de notável relevância
durante a operação de uma planta sob ação do sistema RTO, os termos escolhidos
para compor o índice de desempenho do sistema RTO usado na metodologia são:
1. Subotimalidade do índice de desempenho do processo, definido como (admi-





em que ∆φk representa a subotimalidade do índice de desempenho do processo
na interação k do sistema RTO; e o subscrito (·)id representa a solução ideali-
zada do sistema RTO em malha fechada com modelo e otimização perfeitos.











em que ∆uk representa a variabilidade produzida pelo sistema RTO nos re-
sultados da interação k. A Equação (2.63) procura capturar o efeito da varia-
bilidade desnecessária associada à existência do sistema RTO, expressando de
forma relativa a variação das variáveis de decisão entre as iterações, descon-




relacionada a intervenções que
idealmente deveriam ser realizadas no processo.
3. Risco de inviabilidade das soluções, cuja quantificação se dá a partir do número




υi : υi =
{
0, se Gi(u∗k+1) ≤ 0
1, se Gi(u∗k+1) > 0 .
(2.64)
Desse modo, diretrizes financeiras, operacionais e de segurança são consideradas para
atribuir valor às especificidades contidas em cada decisão de projeto, permitindo uma
comparação conveniente entre cada configuração.
Utilizando a abordagem em duas etapas como estratégia de otimização em tempo
real, a metodologia permite avaliar as seguintes decisões estruturais: modelo do pro-
cesso; conjunto de variáveis medidas (i.e., malha de instrumentação); conjunto de
83
parâmetros e variáveis candidatos a serem estimados e reconciliados, respectiva-
mente, número de parâmetros atualizados e número de variáveis medidas usadas na
função objetivo do problema de RDESP. Com o objetivo de discriminar as estruturas
dentro de um contexto que leve em conta todas as influências sobre o desempenho
global, a metodologia considera também a natureza dos sinais medidos, permitindo
avaliar o comportamento do sistema na presença de autocorrelação e bias nas in-
certezas de medida. Buscando abranger as incertezas de processo, a definição de
diferentes cenários de operação permite avaliar efeitos da variabilidade das condi-
ções impostas pelas variáveis ao processo. Por fim, opções com relação aos graus de
liberdade selecionados como variáveis de decisão e restrições operacionais são usadas
para compor diferentes versões do problema de otimização. As diferentes estruturas
são avaliadas para um número fixo de iterações (i.e., ciclos de execução do sistema),
sendo função das respostas produzidas ao longo do número definido de cenários. As-
sim, os termos do índice de desempenho do sistema RTO são calculados para cada
iteração em todas as condições construídas que envolvem as decisões de projeto,
avaliando o comportamento dos resultados em função da natureza da corrupção das
medidas e dos cenários de operação.
Uma vez que os índices definidos nas Equações (2.62), (2.63) e (2.64) são cal-
culados a cada iteração de uma estrutura específica, a criação de outros índices se
faz necessária, representando o desempenho global da estrutura. Com intuito de
considerar a informação parametrizada da PDF dos termos de desempenho em cada
iteração e ao longo das réplicas, QUELHAS (2013) definiu termos de desempenho
das estruturas como a média ponderada da mediana e do 25º percentil normaliza-
dos, sob o argumento de incorporar elementos da tendência central e da dispersão
no sentido de aumento do índice, uma vez que o sentido de diminuição do índice não
é relevante para a análise. Embora os termos possam ser analisados separadamente,
também foi sugerido um índice unificado que supõe a equivalência entre os índices
de desempenho globais para cada estrutura.
QUELHAS (2013) aplicou sua metodologia de avaliação de estruturas de siste-
mas RTO ao processo químico de WILLIAMS e OTTO (1960), composto por reator,
trocador de calor, decantador e coluna de destilação, cujo modelo contém 11 variá-
veis de entrada e 11 variáveis de saída. Fixando cinco cenários de operação, seis
iterações do método RTO (k = 6, Equações 2.2 e 2.3) e três diferentes configurações
de corrupção dos sinais medidos, entre outros fatores, um conjunto total formado
de 7228 estruturas possíveis foi construído. De imediato, a elevada dimensão do
problema evidencia o caráter intratável da escolha da estrutura do RTO, quando
submetido apenas aos critérios subjetivos baseados na experiência. Os resultados
obtidos mostraram que não há qualquer garantia de correlação entre os índices glo-
bais (desempenho do processo, variáveis de decisão e violação das restrições) e que
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a falta de correlação entre as grandezas quantificadas pelos índices é dependente da
versão do problema considerada. Além disso, para a abordagem em duas etapas,
se o conjunto das variáveis medidas é menor que o conjunto de variáveis estimadas,
os parâmetros atualizados não corresponderão à realidade física. Tal perda de equi-
valência física é incontornável e faz parte das limitações mais fundamentais deste
tipo de abordagem, ocorrendo ainda que todas as premissas do método de máxima
verossimilhança sejam atendidas e que os métodos numéricos de otimização sejam
perfeitos.
A natureza puramente matemática dos valores adaptados compromete a utilidade
do sistema RTO como ferramenta de auxílio na tarefa de diagnóstico e manutenção
preditiva de equipamentos e processos e revela a baixa efetividade de procedimentos
intuitivos de escolha dos parâmetros a serem estimados. As variáveis devem ser
escolhidas por meio de um critério vinculado à função objetivo da camada principal
de otimização e esta escolha deve ser estritamente pragmática, no sentido de auxiliar
o desempenho global do sistema RTO. Assim, na prática, o problema real consiste
em escolher os parâmetros estimados que sejam matematicamente úteis para conferir
robustez e melhoria dos índices de desempenho. Outro resultado relevante consiste
na observação de que, para uma determinada versão do problema de otimização,
um conjunto razoável de valores fixos das variáveis de decisão produzem resultados
melhores do índice de desempenho unificado que os resultados obtidos com a atuação
da melhor estrutura de sistema RTO (QUELHAS, 2013).
Corroborando esse resultado, SCHULTZ e FARENZENA (2015) comentaram
que a análise da frequência do distúrbio e do comportamento dinâmico do sistema
é determinante na escolha da solução a ser adotada, em que, para cenários espe-
cíficos, o uso de qualquer ferramenta de otimização acarretará em perdas, quando
comparada ao sistema sem otimização. Essa abordagem apenas confirma a visão
de TAKAMATSU (1983), quando comentou que metodologias para avaliação de
decisões de projeto e mudanças na operação devem ser unificadas.
2.4.8 Aplicações
De acordo com DARBY et al. (2011), soluções RTO são desenvolvidas desde o iní-
cio da década de 1980, estando mais presentes na indústria química e petroquímica,
especialmente na produção de etileno e propileno em unidades de craqueamento
catalítico em leito fluidizado. Adicionalmente, KONINCKX (1988) relatou aplica-
ções de sistemas de otimização em tempo real em caldeiras, sistemas de utilidades,
unidades de produção e separação de olefinas, seções de refinarias, plantas de pa-
pel e celulose, processos de produção de amônia, acetaldeído, entre outros. Uma
quantidade substancial de aplicações industriais pode ser encontrada na literatura
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(ALKAYA et al., 2001; BAILEY et al., 1993; BASAK et al., 2002; BAUSA e DÜN-
NEBIER, 2006; CHEN et al., 1998b; CUTLER e PERRY, 1983; DARBY et al.,
2011; HANMANDLU et al., 1985; MARLIN e HRYMAK, 1997; MERCANGÖZ e
DOYLE, 2008; NAYSMITH e DOUGLAS, 1995; SEBORG et al., 2010; VAN WIJK
e POPE, 1992; WHITE, 1997, 2005), mencionando a obtenção de melhorias na ope-
ração da planta e na rentabilidade do processo da ordem de 3% em média (LAUKS
et al., 1992). Entre as empresas envolvidas, é possível identificar Statoil, Sunoco,
ExxonMobil, BASF, Bayer, Shell, Hyundai Petrochemical, Suncor, Rhodia, etc. Di-
ante da quantidade expressiva de aplicações, especial atenção foi dada às aplicações
nacionais.
DE GOUVÊA e ODLOAK (1998) apresentaram os resultados de um sistema
RTO aplicado em refinarias da Petrobras. O objetivo do sistema foi maximizar
a produção de gás liquefeito de petróleo em reatores FCC, aplicando a estratégia
RTO em uma camada, representada pelo MPC econômico, fornecendo também uma
comparação com a abordagem em duas etapas. O MPC econômico se mostrou mais
vantajoso, por assimilar mais rapidamente as mudanças nos objetivos econômicos e
resultando em resposta dinâmica mais suave, embora apresentando respostas lentas
para perturbações severas.
ZANIN et al. (2000, 2002) descreveram a implementação de um MPC econômico
aplicado à maximização a produção de gás liquefeito de petróleo em conversor FCC
na refinaria de São José dos Campos - SP. Os primeiros testes de comissionamento
mostraram que os benefícios da otimização não se restringiram aos valores econômi-
cos. Além disso, a estratégia foi capaz de manter o controle da planta, mesmo com
a perda de variáveis manipuladas pela presença de perturbações severas.
TRESMONDI et al. (2001) relataram o desenvolvimento de um sistema RTO
em reatores de oxidação de cumeno na planta de fenol da Rhodia Brasil, operando
desde 1999. O sistema RTO foi integrado a um controlador multivariável, bem
como a analisadores de composição on-line. O objetivo definido para o sistema foi a
redução da formação de subprodutos durante a reação. Um algoritmo SQP foi usado
para determinar os valores de composição dos reatores, que foram transmitidos à
camada de controle como setpoints. A redução na formação de subprodutos obtida
com a implementação do sistema foi de 4,7% (m/m) em média.
PORFÍRIO e ODLOAK (2011) descreveram os resultados de um MPC econô-
mico implementado da coluna de destilação de tolueno na refinaria da Petrobras
em Cubatão - SP. O controlador consistia em MPC de horizonte infinito, que apre-
sentava estabilidade nominal e resolvia simultaneamente o problema de controle e
otimização por inclusão de termos econômicos na função objetivo. O uso do sistema
se mostrou eficiente e robusto para diversos objetivos econômicos do sistema de des-
tilação, mesmo sendo limitado aos casos em que a função objetivo econômica era
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côncava.
JESUS (2011) descreveu as etapas de implementação de um sistema RTO para a
planta de produção de etileno de uma unidade industrial da Braskem em Duque de
Caxias - RJ. O sistema RTO desenvolvido foi baseado na abordagem em duas etapas
e, portanto, incluiu os procedimentos de estimação de parâmetros, reconciliação de
dados e otimização econômica. O objetivo foi definido como o de maximização do
lucro bruto. Ambos os procedimentos de RDESP e otimização econômica foram
resolvidos por meio do algoritmo PSO, cujo tempo necessário de resolução do pro-
blema permaneceu dentro dos limites que permitiam a execução do sistema RTO no
processo. Nas condições sugeridas, o ganho proporcionado pelos procedimentos de
otimização foi de 1,8%.
Embora não se trate de uma aplicação propriamente dita, o trabalho de
EBRAHIMPOUR et al. (2015) apresentou a arquitetura de um protótipo de sis-
tema RTO que permite a avaliação de diferentes metodologias para os componentes
do RTO, tendo a expectativa de ser aplicado em uma unidade de separação da
Petrobras. Os componentes considerados no sistema RTO foram: detecção de es-
tado estacionário, detecção de erros grosseiros, reconciliação de dados, estimação de
parâmetros, otimização do processo e análise econômica.
Assim, é possível perceber, em conjunto com a diversidade de temas, estratégias e
metodologias envolvidas e desenvolvidas, o alcance da otimização estática em tempo
real em plantas nacionais. O nível de automação é um aspecto importante nessa
realidade, que não oferece garantias de sucesso mas diferencia os desafios a serem
superados. Considerando a quantidade de sistemas RTO implementados no Brasil,
observa-se que os elementos básicos para o desenvolvimento desses sistemas, como
a disponibilidade de medidas e de um modelo confiável do processo, continuam a
desafiar a expansão das tecnologias de otimização em tempo real a diferentes domí-
nios. Diante disso, esforços que contribuam para aumentar o alcance das técnicas e




Processos de Elevada Dimensão
Em processos químicos e petroquímicos, em especial aqueles relacionados à produção
de commodities, a dimensão do número de variáveis medidas pode facilmente alcan-
çar a ordem dos milhares. A quantidade de dados coletados da planta atinge dimen-
sões tão elevadas, que a relativa simplicidade de transmitir, organizar e armazenar
essa informação exige soluções dedicadas. Dificuldades com processos de dimen-
são elevada constituem problemas antigos e estratégias envolvendo a identificação
recursiva de modelos dinâmicos empíricos on-line (BAMBERGER e ISERMANN,
1978; BHATTACHARYA e JOSEPH, 1982; GARCIA e MORARI, 1981; MCFAR-
LANE e BACON, 1989), bem como a incorporação de informações fenomenológicas
no esquema adaptativo, já foram propostas em sistemas RTO (GOLDEN e YDS-
TIE, 1989), mas apresentaram problemas com a sintonia de parâmetros presentes
na implementação e com imprecisões na etapa de identificação.
Assim, a elevada dimensão do número de variáveis, equipamentos, cenários de
operação, tipos de perturbações possíveis, dentre outros constitui um importante
desafio existente na etapa de identificação (modelagem) de estratégias de otimiza-
ção em tempo real (BHATTACHARYA e JOSEPH, 1982), conforme fluxograma da
Figura 1.2. Procedimentos em tempo real para aplicação em sistemas industriais
de grande porte impõem exigências de desempenho computacional e precisão de
técnicas numéricas que amplificam ainda mais essa dificuldade. Se o processo pos-
suir um moderno sistema de automação e controle, isso certamente influenciará o
desempenho final do sistema RTO.
Diante desse cenário, foi desenvolvida uma estratégia para monitoramento de
processos industrais de grande escala com base no uso de modelos empíricos por
meio de métodos de controle estatístico de processos (Statistical Process Control
- SPC). Técnicas de modelagem baseadas em dados, como técnicas de machine
learning, têm especial capacidade de lidar com a elevada dimensão dos conjuntos
de dados com velocidade e eficiência, dispondo de pouco ou nenhum conhecimento
do domínio (KADLEC et al., 2009; REIS e GINS, 2017). Além disso, podem ser
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usadas para identificar e selecionar as variáveis que mais contribuam na predição
de uma variável de interesse. Com base em métodos estatísticos, foram definidos
vários indicadores (ou alarmes) com o objetivo de detectar desvios significativos no
desempenho do modelo que pudessem indicar perturbações ou falhas indesejáveis no
processo real. Os alarmes de adequação propostos consistiram nos seguintes tipos:
detecção de outliers, detecção de tendências dinâmicas e detecção de bias.
Propõe-se também a extensão do conjunto de dados medidos disponível por
meio de transformações matemáticas lineares e não lineares das medidas disponíveis
com base em conhecimento de domínio. O conhecimento do domínio permite o
cálculo de variáveis não medidas a partir de balanços de massa, energia e momento
aplicadas em determinadas seções do processo. Este tipo de redundância analítica
pode revelar importantes relações entre as variáveis, que podem não ser capturadas
por procedimentos estatísticos. Adicionalmente, os dados brutos disponíveis podem
ser filtrados e reconciliados para reduzir o ruído de medição e satisfazer as equações
de balanço.
A metodologia foi avaliada em um processo de tratamento primário de petróleo
contendo aproximadamente 6000 variáveis medidas com valores disponíveis de mi-
nuto em minuto. O processo foi descrito por modelos dinâmicos lineares gerados
a partir de técnica baseada em dados, cuja variável de interesse foi a produção de
óleo da unidade. Simulações com dados reais de planta mostraram a satisfatória
capacidade de ajuste do modelo. A aplicação dos alarmes estatísticos aos sinais do
processo e do modelo demonstraram que perturbações podem ser detectadas com
antecedência, permitindo detectar a ocorrência de eventos indesejados de forma an-
tecipada ou a necessidade de readequação do modelo às novas condições de operação.
Observou-se também que a inclusão de sinais construídos com base em conhecimento
do domínio favorece a construção de modelos mais precisos, refletido pela melhor
capacidade preditiva. Isso resultou em modelos mais confiáveis e, consequentemente,
em um monitoramento aprimorado do comportamento do processo, levando a uma
identificação mais rápida e eficiente das falhas. O modelo resultante pode ser apli-
cado a diferentes finalidades, embora esse estudo tenha focado no monitoramento
da operação da planta ao longo do tempo.
Dados Identificação Alarmes Otimização Controle
Figura 1.2: Fluxograma alternativo com as etapas envolvidas em uma implementa-
ção real de sistema RTO (apresentado na p.8).
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O presente trabalho foi realizado em parceria com uma empresa e o arranjo
proposto inova as etapas de Identificação e Alarmes da Figura 1.2. Em virtude
dos termos de confidencialidade assinados e dos processos de submissão de patentes
que estão em andamento, registrado no United States Patent and Trademark Office
(USPTO) nº 15141981 em abril de 2016 sob título Process Monitoring Based on
Large-Scale Combination of Time Series Data, apresentam-se a seguir descrições
resumidas do trabalho desenvolvido, sem que se comprometa o sigilo necessário para
a tramitação adequada das patentes e colaborações realizadas. Assim, os resultados
apresentados não têm como objetivo caracterizar de forma detalhada os exemplos
tratados, mas ilustrar a aplicação do procedimento em uma aplicação real.
3.1 Introdução
Em processos industriais com algum nível de automação existem múltiplos sensores,
geralmente com objetivos bem definidos, fornecendo medidas de diferentes grande-
zas. Essas medidas são continuamente coletadas e armazenadas sob a forma de séries
temporais, gerando uma grande quantidade de dados. Embora exista abundância
na quantidade de dados, a falta de ferramentas analíticas efetivas e tecnologias
computacionais robustas para extrair informação útil desses dados faz com que, na
maior parte dos casos, esses dados sejam compactados e arquivados, sendo apenas
recuperados para uso em análises após alguma ocorrência crítica, em vez de um uso
rotineiro no processo de tomada de decisão (QIN, 2014). Essa realidade de indústrias
químicas de manufatura, no entanto, não reflete a postura de empresas de outros
setores que, considerando os dados como ativos, coletam e utilizam toda informação
disponível (GRAEFF e HARMON, 2002; TUCKER, 2014).
Com o desenvolvimento recente de diversas aplicações baseadas no uso de in-
ternet, sensores inteligentes, comunicação sem fio, dispositivos móveis etc.(DAVIS
et al., 2012), a grande quantidade de dados disponíveis levou muitas áreas do co-
nhecimento e indústrias a reexaminar o valor das informações contidas nos dados.
Como resultado, surgiu uma nova disciplina conhecida como ciência de dados (do
inglês data science) e a análise de grandes conjuntos de dados se tornou a nova base
para o aumento de competitividade, produtividade e inovação (MANYIKA et al.,
2011). Esta atividade acabou tornando-se conhecida pelo termo big data, fazendo
referência ao tamanho (ou volume) e variedade dos conjuntos de dados que desa-
fiam a capacidade e velocidade das técnicas e softwares tradicionais para captura,
armazenamento, gerenciamento e análise. Outro resultado foi o surgimento de novas
frentes de pesquisa, desenvolvimento e inovação para iniciativas que buscam opor-
tunidades em big data, com incentivos tanto no setor público quanto privado (QIN,
2014).
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No contexto da engenharia de processos, algumas ferramentas analíticas têm sido
adotadas em aplicações reais de monitoramento de processos, bem como detecção e
diagnóstico de falhas, com diferentes graus de sucesso, como estatística multivariada
e redes neuroniais (REIS e GINS, 2017). Essas técnicas muitas vezes são capazes
de detectar e diagnosticar a causa raiz de falhas operacionais relacionadas à quali-
dade, à degradação do processo e mudanças que podem levar a falhas graves. No
entanto, métodos e aplicações de análise multivariada nessa área, aparentemente,
não têm feito uso ou conexão com o desenvolvimento recente em aprendizado de
máquina (machine learning), mineração de dados (data mining) e análise de dados
de grande dimensão (big data analytics) (QIN, 2014). Essas técnicas diferem não
apenas em termos de tamanho, mas também em como e quais dados devem ser
usados para a solução dos problemas reais de operação. Algumas técnicas desenvol-
vidas na área de aprendizado da máquina, considerada uma ponte entre estatística
e computação, combinando conhecimentos de teoria da informação, processamento
de sinais, algoritmos, teoria de controle e teoria de otimização (NATIONAL RE-
SEARCH COUNCIL, 2013), incluem máquinas de vetores de suporte e PCA por
funções núcleo (kernel PCA - KPCA). Além desses métodos, os chamados modelos
de dados latentes constituem ferramentas efetivas para analisar dados multidimensi-
onais, com técnicas de projeção em estruturas latentes e de análise de componentes
principais, e têm sido aplicados em quimiometria e monitoramento de processos
(MACGREGOR et al., 2015). A maioria dos dados de processo é formada por sé-
ries temporais com períodos de amostragem regulares, tornando-os apropriados para
aplicação de métodos de mineração de dados e de representação de séries temporais,
que têm sido amplamente estudados em outras áreas (CHUNG FU, 2011), embora
pouca atenção tenha sido dada a esses avanços no contexto da engenharia química.
QIN (2012) revisou as técnicas de data analytics disponíveis e suas aplicações para
monitoramento de processos, enquanto uma revisão sobre aprendizagem de máquina
pode ser encontrada em BENGIO et al. (2013).
A identificação do sistema e a modelagem de séries temporais são ferramentas
necessárias para aplicar técnicas de controle baseadas em modelo e a avaliação de de-
sempenho do controle. Além disso, estratégias envolvendo a identificação recursiva
de modelos dinâmicos empíricos on-line já foram propostas em sistemas RTO (BAM-
BERGER e ISERMANN, 1978; BHATTACHARYA e JOSEPH, 1982; GARCIA e
MORARI, 1981; GOLDEN e YDSTIE, 1989; MCFARLANE e BACON, 1989), mas
apresentaram problemas com a elevada dimensão do sistema, com a sintonia de pa-
râmetros presentes na implementação e com imprecisões na etapa de identificação.
Logo, existe grande benefício quando técnicas baseadas em dados são combinadas
com conhecimento do domínio e com procedimentos de detecção de falhas, potenci-
alizando o desempenho e robustez da solução. No contexto da “Indústria 4.0”, vários
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novos conceitos, abordagens e ferramentas têm sido propostos em todos os setores
industriais, promovendo a chamada “Quarta Revolução Industrial” (KLAUS, 2016).
No entanto, algumas questões práticas devem ser abordadas por plantas industriais
modernas antes da implementação de um estágio tão avançado.
Assim, propõe-se nesta parte do trabalho um método para monitoramento es-
tatístico de processos para sistemas dinâmicos multivariados de elevada dimensão
apoiado em big data. O uso de técnicas big data se faz necessário para que o método
possa ser aplicado a processos de elevada dimensão e seja facilmente escalável, se
necessário, fazendo uso de todos os tipos de dados disponíveis no processo. Com
base em um modelo empírico do processo, testes estatísticos são usados para de-
tectar a existência de falhas ou condições anormais de operação, bem como para o
isolamento das fontes de perturbação. Além disso, a estacionariedade do processo
também pode ser inferida a partir dessas informações. O método proposto con-
siste na definição de índices de detecção capazes de indicar perturbações ou falhas
indesejáveis no processo real e na visualização desses índices por meio de alarmes,
permitindo um monitoramento contínuo do processo. Adicionalmente, propõe-se a
construção de novos sinais com base em conhecimento do domínio, como relações
originadas de balanços de massa, para melhorar o desempenho do procedimento de
monitoramento. A metodologia foi avaliada por meio de simulações com dados re-
ais de um processo de tratamento primário de petróleo contendo aproximadamente
6000 variáveis medidas com valores disponíveis de minuto em minuto.
3.2 Detecção e Diagnóstico de Falhas com Métodos
Baseados em Dados
O esquema de detecção e diagnóstico de falhas (fault detection and diagnosis - FDD)
pode ser dividido em três atividades (ZHANG e JIANG, 2008):
1. Detecção de falhas: indica que algo está errado no sistema; isto é, a ocorrência
de uma falha e o instante de ocorrência da falha;
2. Isolamento de falha: determina a local e o tipo de falha (qual componente
falhou);
3. Identificação da falha: determina a magnitude (tamanho) da falha.
Na literatura, é comum que as atividades de isolamento e identificação de falhas
sejam conjuntamente chamadas de diagnóstico de falhas (ISERMANN, 1997).
As abordagens FDD existentes podem ser classificadas como quantitativas e qua-
litativas. Essas duas categorias podem ser adicionalmente dividas em abordagens
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baseadas em modelos e baseadas em dados (data-driven ou model-free). Essencial-
mente, uma abordagem de FDD quantitativa utiliza um modelo matemático (muitas
vezes chamado de redundância analítica) para descrever o comportamento nominal,
sem falhas, do processo sob análise e realizar a FDD em tempo real. Dentro do
grupo de abordagens FDD quantitativas baseadas em modelo, as principais técnicas
utilizadas são baseadas em: i) estimação de estados, ii) estimação de parâmetros,
iii) espaço de paridade e iv) combinação entre as anteriores. Por outro lado, em
comparação com o custo e esforço da modelagem rigorosa das abordagens baseadas
em modelo, os métodos de modelagem baseados em dados podem ser usados para
detectar mudanças anormais na operação do processo a partir de dados em tempo
real devido à capacidade de redução da dimensão, facilidade de visualização e fa-
cilidade de implementação em aplicações reais. Estão nesse grupo técnicas como
análise em componentes principais (PCA), projeção em variáveis latentes (partial
least squares - PLS) e análise de correlação canônica (canonical correlation analysis
- CCA). A literatura apresenta diversos trabalhos com revisões sobre o tema e ou-
tras classificações possíveis dos métodos (VENKATASUBRAMANIAN et al., 2003;
ZHANG e JIANG, 2008).
A aplicação de abordagens quantitativas segue o procedimento típico da análise
multivariada de dados de processo, envolvendo (QIN, 2014):
1. Coleta de dados “normais” com boa abrangência das regiões operacionais; da-
dos de falhas podem ser úteis, mas não obrigatórios;
2. Aplicação de métodos de regressão, geralmente métodos de variáveis latentes,
para modelar os dados (GELADI e KOWALSKI, 1986);
3. Definição dos índices de detecção de falhas e limites de controle;
4. Diagnóstico de falhas e solução de problemas.
Assim, o procedimento FDD pode ser considerado como um algoritmo de três etapas
(KÖPPEN-SELIGER et al., 1995; SCHUBERT et al., 2011). Após a geração do
modelo identificado, a primeira etapa consiste em gerar um ou vários sinais que
refletem falhas no comportamento do processo. Esses sinais, geralmente resíduos da
reconstrução das variáveis medidas, são compostos por medidas existentes e sinais de
referência correspondentes. Também é possível definir índices multivariados, limites
e outras referências com base nos sinais do processo. Na segunda etapa, os resíduos e
índices são avaliados, determinando-se o instante e a localização das possíveis falhas
indicadas. Por fim, a natureza e a causa da falha são estudadas por meio da análise
das relações entre os eventos observados nos sinais e suas causas físicas.
Nos processos industriais, devido às frequentes mudanças operacionais, as condi-
ções normais de operação assumem distribuições multimodais, tornando inadequa-
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das as abordagens unimodais. Nos processos em que a condição de operação muda
de um regime para outro, são necessários métodos multimodais. As abordagens para
esse caso incluem, por exemplo, métodos de modelagem multimodal, como a apren-
dizagem local e abordagens de múltiplos modelos. O trabalho de FEITAL et al.
(2013) fornece uma revisão das abordagens para modelagem e monitoramento de
sistemas multimodais baseadas em técnicas estatísticas.
3.3 Procedimento Proposto
Para aplicar o procedimento de FDD, os resíduos e outros sinais devem ser gerados e
os índices de detecção de falhas e limites de controle devem ser definidos. Utilizando
os dados medidos das variáveis de entrada e saída do sistema de interesse e algum
tipo de modelo, são gerados sinais que refletem de alguma maneira a(s) falha(s)
que se deseja detectar. Assim, o modelo é usado on-line para análise contínua da
condição do processo.
3.3.1 Modelagem
Antes de aplicar o procedimento para a avaliação dos resíduos, o modelo deve ser
construído (ou treinado) para esta tarefa. Assim, o uso do modelo baseado em dados
compreende duas etapas distintas:
• Construção do modelo, em que dados históricos são usados para obter uma
relação da forma:
ŷk = f(xk) (3.1)
em que k indica um instante de tempo e x ∈ Rnx tem dimensão finita previ-
amente estabelecida, cujos elementos são variáveis medidas do processo, de-
fasadas no tempo ou não (i.e., com ou sem lag). A defasagem temporal é
uma tática para introduzir dinâmica na modelagem do processo. Quando as
variáveis do conjunto de dados usado para construção do modelo são consi-
deradas com defasagem temporal, é possível construir modelos dinâmicos, de
forma equivalente à técnica de PCA dinâmico (CHEN e LIU, 2002; KU et al.,
1995; LEONTARITIS e BILLINGS, 1985; VANHATALO et al., 2017). O nú-
mero de defasagens no tempo a serem consideradas para cada variável deve
ser previamente especificado;
• Uso do modelo para predição, em que o conjunto mais recente de medições do
processo é usado para fornecer uma estimativa de ŷ.








em que y e xl ⊆ x são variáveis normalizadas, b ∈ Rl são coeficientes a serem
estimados e l ≤ nx é a ordem do modelo. Os coeficientes lineares do modelo, que
compõem o vetor b, foram determinados utilizando a técnica de decomposição or-
togonal de sinais (OMP) (PATI et al., 1993). Assim, para dada dimensão l, essa
técnica seleciona as variáveis de entrada que irão compor xl e estima os coeficientes,
capturando o conjunto ortogonal no espaço original das variáveis utilizadas, forne-
cendo os componentes mais relevantes para a predição da variável de interesse, em
que o produto bixi representa o efeito (ou contribuição) da variável i na resposta do
modelo.
Após a construção do modelo, os resíduos gerados pelo modelo e os sinais obtidos
do processo são usados para calcular os índices de detecção, definidos por meio de
testes estatísticos. Na sequência, a resposta dos índices é convertida em alarmes,
que podem indicar desvios do processo e evitar falhas indesejáveis. Os índices e alar-
mes são definidos a seguir. Considerando que a modelagem segue uma abordagem
unimodal, adota-se a estratégia de múltiplos modelos, admitindo que os modelos
possam ser substituídos sempre que necessário.
3.3.2 Índices de Detecção e Limites de Controle
A identificação de falhas está baseada na trajetória de determinadas variáveis ao
longo do tempo, em que a avaliação de resíduos desempenha papel essencial na
detecção e diagnóstico de falhas. Essa avaliação, e a correspondente definição dos
índices de detecção e seus limites, deve considerar o compromisso entre uma detecção
rápida e confiável. Na maioria dos trabalhos que utilizam observadores, limites sim-
ples são utilizados para a avaliação de resíduos. Classificadores estatísticos também
podem ser usados nessa avaliação, como por exemplo uma rede neuronial (KÖPPEN-
SELIGER et al., 1995). Não obstante, a análise do comportamento das variáveis de
entrada também é importante, sendo bastante útil para fins de diagnóstico da falha.
No contexto da modelagem descrita anteriormente, em que um modelo e uma
lista das variáveis medidas mais relevantes estão disponíveis, foram definidos índices
de detecção para o erro de predição (z = y − ŷ), para a variável de interesse (y) e
para as variáveis independentes selecionadas (xl). Essas variáveis foram incluídas
no monitoramento com o objetivo de melhorar a assertividade na distinção entre
eventos que alteram o estado do processo, acompanhado ou não da degradação do
desempenho do modelo, de flutuações aleatórias presentes no sistema. Além disso,
também visou a distinguir eventos ligados à aquisição dos dados, como perda de
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calibração dos instrumentos e falhas em sensores, daqueles associados a falhas de
processo.
A definição dos índices de detecção esteve associada ao objetivo de auxiliar as
seguintes atividades: i) avaliar a qualidade dos dados e apoiar a identificação de
problemas associados com a aquisição dos sinais, como valores espúrios; ii) avaliar
a pertinência dos dados e apoiar a identificação de mudanças na morfologia dos
sinais; iii) avaliar a qualidade do modelo; e iv) avaliar o estado do processo e apoiar
a identificação e detecção de falhas. Nesse contexto, a definição dos índices foi
baseada na identificação de valores espúrios (ou outliers), desvios sistemáticos e
tendências no conjunto de dados.
Índice de detecção de valores espúrios (Io): esse índice tem como objetivo
identificar se o sinal é muito distinto da média observada no conjunto de dados usado
na construção do modelo, ou seja, avaliar se os sinais do processo tem correspon-
dência com o conjunto de dados normal. O índice é calculado em cada instante de
amostragem k, sendo definido de acordo com testes estatísticos aplicados a cada um
dos grupos de variáveis monitoradas como segue:
1. Índice para o erro de predição da variável de interesse, mede o desempenho do
modelo para representar os dados:
Io,z = |z| < co,z (3.3)
2. Índice para a variável de interesse, mede a pertinência da variável resposta
frente ao dados de construção do modelo:
Io,y = |y − ȳ| < co,y (3.4)
3. Índice das variáveis de entrada, mede a pertinência das variáveis de entrada
selecionadas frente aos dados de construção do modelo:
Io,xi = |xi − x̄i| < co,xi (3.5)
O valor ȳ é o valor médio para as observações da variável de interesse no conjunto de
treino, enquanto z é a diferença entre o valor da variável de interesse e sua predição
no tempo mais recente; x̄i é a média da variável selecionada i no conjunto de treino.
Os limites de controle co,z, co,xi e co,y são limites de confiança para cada índice,
geralmente determinados por meio de propriedades estatísticas dos dados históricos
usados na construção do modelo. Por exemplo, co,xi = 3σxi representa um intervalo
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de confiança de três vezes o desvio padrão de xi observado no conjunto de treino e
corresponde ao nível de confiança de 99,56% da distribuição normal.
No caso em que um dos índices viola o limite de tolerância, i.e., quando alguma
das desigualdades não é satisfeita, há indícios de um valor espúrio na variável mo-
nitorada pelo índice, que pode estar associado a flutuações aleatórias do sistema de
medição. Os índices são calculados de maneira independente, de modo que várias
variáveis podem violar os respectivos limites de controle ao mesmo tempo.
Índice de detecção de desvio sistemático (Ib): o segundo índice tem como
objetivo detectar a existência de desvio sistemático ao longo de uma janela de tempo
pré-definida. O índice é calculado para uma janela de dados contendo N pontos,
como segue:
1. Índice para desvio sistemático do erro de predição da variável de interesse,
indica o nível de degradação do ajuste do modelo para os dados da janela:
Ib,z = |z̄N | < cb,z (3.6)
2. Índice para desvio sistemático da variável de interesse, indica a mudança de
comportamento da variável resposta para os dados da janela:
Ib,y = |ȳN − ȳ| < cb,y (3.7)
3. Índice para desvio sistemático das variáveis selecionadas, indica a mudança de
comportamento das variáveis de entrada para os dados da janela:
Ib,xi = |x̄i,N − x̄i| < cb,xi (3.8)
em que ȳN e z̄N correspondem à média dos valores da variável de interesse e dos
erros de predição, respectivamente, na janela contendo os últimos N pontos; e x̄i,N é
a média da i-ésima variável selecionada na construção do modelo na janela contendo
os últimos N pontos.
Como descrito para o índice anterior, cb,z, cb,y e cb,xi são limites de confiança para
cada variável monitorada, geralmente determinados por meio de propriedades esta-
tísticas. Para o caso da janela de dados com N pontos, cb,xi = 3σxi/
√
N representa
um intervalo de confiança de três vezes o desvio padrão de xi observado na janela
de dados e corresponde ao nível de confiança de 99,56% da distribuição normal.
O tamanho da janela de dados, N , é um parâmetro de sintonia, que tem relação
com a dinâmica do processo. Assim, o valor de N deve ser avaliado para cada
sistema. Para fins de avaliação, foram testadas janelas de tamanho 10 e 60 minutos.
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Nesse cenário, quando um índice viola o limite de tolerância, existe evidência de
desvio sistemático na variável monitorada para a janela de tempo considerada, que
pode estar associado a uma falha de medição, falha de processo ou degradação do
desempenho do modelo. Novamente, os índices são independentes e podem violar
os respectivos limites de controle simultaneamente.
Índice de detecção de tendência (Id): o terceiro índice tem como objetivo
detectar tendência para as medidas de uma variável monitorada em um intervalo
de tempo. A tendência avaliada pelo índice é apontada pela significância estatística
do coeficiente angular obtido para uma regressão linear dos dados normalizados no
interior de uma janela de N pontos, conforme ilustrado na Figura 3.2.






(y − ȳ) = 0.2256967 · (u− ū)
Figura 3.2: Tendência em uma série temporal com janela de tamanho N = 10.
Para a variável de interesse (y), a regressão linear com os dados normalizados
pode ser representada pela seguinte equação linear:
(yu − ȳ) = a (u− ū) ,
em que u = 0, · · · , N − 1 é o instante de tempo correspondente a yu no interior
da janela e ū é o valor médio de u. Assim, com base em uma regressão de mí-








Assim, o índice consiste em avaliar o grau de significância do valor estimado do
coeficiente linear de acordo com limites de controle:
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1. Índice para tendência do erro de predição da variável de interesse, indica ten-
dência na qualidade do ajuste do modelo aos dados da janela:
Id,z = |âz| < cd,z (3.10)
2. Índice para tendência da variável de interesse, indica o comportamento dinâ-
mico da variável resposta para os dados da janela:
Id,y = |ây| < cd,y (3.11)
3. Índice para tendência das variáveis selecionadas, indica o comportamento di-
nâmico nas variáveis de entrada para os dados da janela:
Id,xi = |âx,i| < cd,xi (3.12)
em que âz, ây e âx,i são coeficientes estimados com dados para o erro de predição,
para a variável de interesse e para a variável selecionada i, respectivamente.
Os limites cd,xi , cd,y e cd,z podem ser definidos em termos da variância do coefi-










[(yu − ȳ)− a u]2
N − 1 .
Se o valor absoluto do coeficiente linear viola os limites de tolerância, existe evidên-
cia de tendência no conjunto de dados para a janela considerada, que pode estar
associada a uma falha de processo ou degradação do desempenho do modelo.
De modo similar ao caso do índice anterior, o tamanho da janela de dados, N , é
um parâmetro de sintonia que tem relação com a dinâmica do processo e deve ser
avaliado. Para fins de avaliação, foram testadas janelas de tamanho 10 e 60 minutos.
3.3.3 Função Alarme e Visualização por Diagrama de Cores
Para facilitar a visualização e interpretação dos diversos índices apresentados,
propôs-se o uso de alarmes, calculados por meio da função alarme (fal).




1, x > 0
0, x = 0
−1, x < 0
, (3.14)
buscou-se definir uma função que, quando aplicada a determinado índice, retornasse
zero quando o índice não violasse o limite de controle e +1 e −1 quando o índice vi-
olasse o limite superior e inferior, respectivamente. Assim, essa função, denominada




[sgn(x− c) + sgn(x+ c)] , (3.15)
para os argumentos x ∈ R e c ∈ R, em que c e −c representam os pontos de
descontinuidade. O comportamento da função alarme para um valor arbitrário de c
é apresentado na Figura 3.3A.
Dessa maneira, o cálculo dos alarmes consistiu em aplicar a Equação (3.15) a
cada um dos índices definidos nas Equações (3.3)-(3.12) com os respectivos limites
de controle. Por exemplo, o alarme para o índice de detecção de valores espúrios do
resíduo de predição é determinado por
fal(Io,z, co,z) .
Diz-se que um alarme está acionado quando apresenta valor diferente de zero.
Além da definição da função alarme, propôs-se a apresentação dos alarmes (ou
seja, dos resultados da função alarme aplicada aos índices de detecção) na forma
de diagrama de cores, conforme ilustra a Figura 3.3B. A apresentação na forma de
diagrama de cores tem por objetivo promover uma rápida interpretação visual dos
índices de detecção, que torna-se complexo à medida que mais índices e variáveis
passam a ser monitorados.
3.3.4 Extensão do Conjunto de Dados com Variáveis Calcu-
ladas
A técnica OMP, e outros métodos lineares de construção de modelos, como o PCA,
não é capaz de reproduzir as relações não lineares que eventualmente existam no
processo apenas a partir dos dados. De maneira similar, esse método também não
é capaz de capturar a dependência temporal existente nos dados, i.e., os efeitos
dinâmicos.
A abordagem mais simples para lidar com essas limitações consiste no aumento
da dimensão do problema, em que o conjunto de dados é estendido com variáveis
sem significado físico, que representam os efeitos não lineares de mistura dos sinais.
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No caso da dependência temporal, por exemplo, variáveis defasadas no tempo fo-
ram incluídas no conjunto de dados, como descrito anteriormente. Somente após
esse aumento da dimensão dos dados é que a dependência entre eles pode ser cap-
turada com técnicas lineares. Duas técnicas que usam este tipo de abordagem são
PCA generalizado (Generalized PCA - GPCA) (GNANADESIKAN, 1997) e KPCA
(SCHÖLKOPF et al., 1998).
Uma vez que um conjunto infinito de efeitos pode ser construído, o conhecimento
do domínio da aplicação é útil para identificar os efeitos mais relevantes para a mo-
delagem. No contexto de processos químicos transientes, algumas relações relevantes
podem ser destacadas.
A derivada representa a taxa de variação, sendo adequada para identificar dinâ-







Outros procedimentos numéricos também podem ser usados para diferenciação sem
qualquer perda de generalidade. Além disso, a diferenciação pode ser usada para









Visualização da função alarme
A
B
Figura 3.3: (A) Ilustração da função alarme definida na Equação 3.15; (B) estratégia
de visualização do resultado da função alarme na forma de diagrama de cores: regiões
em vermelho representam valores de x acima do limite +c, enquanto regiões em azul
representam valores de x abaixo do limite −c.
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volumétrica a partir das séries temporais provenientes de sensores de nível. Outra
aplicação da diferenciação consiste em transformar sinais integrados no tempo, como
dados medidos por totalizadores, instrumentos bastante comuns em processos reais
para medir vazões. Em resumo, casos típicos em conjuntos de dados reais são a
diferenciação de sinais fornecidos por totalizadores de massa (vazões), indicadores
de nível (vazões e taxas de acúmulo de massa) e instrumentos de temperatura (taxas
de calor).
Importantes combinações lineares podem ser identificas a partir das equações de
balanço de massa, energia e momento aplicadas em determinadas seções do processo,
permitindo o cálculo de variáveis não medidas. Por exemplo, em um vaso de mistura
de volume V = AL, em que A é a área da seção transversal do vaso (uma variável
de projeto) e L é o nível (geralmente medido), com correntes únicas de alimentação




− Fin + Fout = 0 . (3.16)
A combinação linear de sinais de processo medidos e transformados de acordo com
a Equação 3.16 representa o balanço de massa, que pode ser usado para fins de
monitoramento e detecção de falhas.
Continuando o exemplo anterior, se dados de analisadores de composição estive-
rem disponíveis, relações bilineares entre dados de vazão (F ) e de composição de um
componente i qualquer (xi), podem ser usadas para calcular dados de vazão mássica
(ṁi) a partir da equação:
ṁi = xi F .
Assim, diversos efeitos importantes podem ser construídos a partir do conjunto
de dados original, permitindo que a técnica linear capture outras relações existentes
no processo.
3.3.5 Algoritmo de Monitoramento do Processo
Admitindo que dados de processo, categorizados como dados de entrada e saída,
estejam disponíveis (e que o conjunto de dados foi adequadamente estendido com
variáveis calculadas), a primeira etapa consiste na geração do modelo, usando o
método de modelagem multivariável. O modelo gerado é uma combinação linear
das variáveis de entrada, em que a seleção das variáveis e o cálculo dos coeficientes
são realizados pela técnica OMP. Após esta etapa, um procedimento iterativo é
iniciado, envolvendo a aquisição dos dados de processo, a predição da variável de
interesse e o cálculo do resíduo de predição, dos diversos índices de detecção e dos
alarmes. Caso a avaliação dos alarmes aponte algum indício de falha, os termos de
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contribuição das variáveis do modelo para a magnitude do resíduo podem ser usados
para diagnóstico de falha. A análise dos alarmes não é rígida e diferentes hierarquias
podem ser definidas.
Um possível fluxograma para detecção e diagnóstico de falhas usando o con-
junto de alarmes proposto é apresentado na Figura 3.4. A primeira análise avalia
os alarmes para o erro de predição da variável de interesse. Se nenhum desvio for
detectado, os processos da planta são considerados em condição normal e o modelo é
considerado apropriado para o monitoramento do processo e execução de RTO. Caso
contrário, a detecção indica que o desvio precisa ser investigado. A segunda análise
avalia os alarmes das variáveis selecionadas. Se uma ou mais variáveis diferirem de
sua média histórica no período de treinamento, essas variáveis são apontadas como
em condição de falha. Após o acionamento de um ou mais alarmes das variáveis
selecionadas, uma terceira análise é realizada com o objetivo de julgar a necessidade
de atualizar o modelo. Esta decisão pode ser baseada na intervenção de um usuário
ou em um procedimento automático com base em critérios adicionais. Caso o desvio
de predição não apresente efeitos nos alarmes das variáveis, pode indicar a neces-
sidade de atualização do modelo. Em outras palavras, entende-se que se nenhuma
variável foi apontada em condição de falha, os desvios de predição são causados por
perda da validade do modelo. Assim, conclui-se que o processo encontra-se em novo
regime de operação e o modelo precisa ser substituído.
O algoritmo de monitoramento também pode ser aplicado a subconjuntos das
variáveis medidas. Assim, a construção de modelos e o monitoramento de índices
pode envolver dados obtidos a partir de sensores de um ou mais tipos (como trans-
missores de pressão), de uma ou mais áreas da planta (como utilidades, tratamento
de água etc.), ou de intervalos de tempo diferentes para cada grupo de sensores. O
resultado é que várias instâncias do algoritmo de monitoramento podem ser usadas
ao mesmo tempo, fornecendo diferentes análises para o mesmo processo industrial.
A inovação fundamental dessa aplicação diz respeito à visão integrada do mo-
nitoramento de processos, envolvendo a combinação das atividades de modelagem
baseada em dados, das técnicas de controle estatístico de processos e FDD, em um
contexto de big data com técnicas massivamente paralelas, e da forma de apresen-
tação dos resultados dos alarmes por diagramas de cores, para caracterização do
desempenho de processos reais e identificação de anormalidades que impeçam o uso
de modelos fenomenológicos em um contexto de predição e otimização. Até onde se
pode determinar, essa é a primeira implementação integrada desses métodos para
a interpretação on-line de dados de processo em aplicação envolvendo milhares de
variáveis.
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3.4 Aplicação em Dados Industriais Reais
A estratégia de monitoramento para detecção e diagnóstico de falhas foi avaliada por
meio de simulações aplicadas a um conjunto de dados reais. Os dados são proveni-
entes de uma plataforma de produção de petróleo. A falha de operação considerada
nesse sistema consiste na parada não programada de produção, comumente chamada
de shutdown da unidade. Nesse contexto, admite-se que detectar e diagnosticar esse
tipo de falha com a máxima antecedência possível de modo a evitá-la é uma otimi-
zação do processo, pois minimiza as perdas de produção. Além disso, o uso de um
modelo incapaz de representar os dados é temerário em um sistema RTO.
O processo foi modelado de acordo com a Equação 3.2, em que a variável de































Figura 3.4: Proposta de fluxograma para detecção e diagnóstico de falhas usando o
conjunto de alarmes proposto.
104
linear das outras variáveis medidas do processo, representadas por xl,k. A variável
de interesse selecionada foi a vazão total de óleo produzida, mas outros índices
de produção, ou mesmo um índice econômico, como a rentabilidade da operação,
poderiam ser utilizados, simplificando a eventual implementação do RTO.
A determinação dos coeficientes b e a seleção das variáveis xl do modelo fo-
ram realizadas com a técnica OMP (PATI et al., 1993). Um algoritmo proprietário
de uma versão paralelizada da técnica OMP foi utilizado, viabilizando o processo
de identificação em tempo compatível com o necessário para o seu uso no monito-
ramento de processos, quando aplicado em sistemas constituídos por milhares de
variáveis.
O modelo resultante foi então usado para monitorar a trajetória temporal de y,
xl e do erro de predição de y, zk = yk − ŷk, em que ŷk é a predição do modelo para
a variável de interesse y no instante de tempo k. O modelo foi construído usando
um conjunto de dados de treinamento X, que corresponde a um período histórico
de valores medidos. Para a realização dos cálculos, todas as variáveis de processo
x foram normalizadas de acordo com a média e variância do conjunto de dados de
treinamento.
O período de operação usado no estudo, para ambos os conjuntos de treinamento
e validação, foi escolhido de modo a conter um evento da falha de interesse e ter
duração suficientemente longa, para que a simulação do monitoramento contínuo
fosse não tendenciosa e representasse o resultado obtido durante uma operação real,
permitindo avaliar a robustez e o desempenho do monitoramento. O número de
variáveis selecionadas para a construção do modelo também esteve baseado na vi-
são de proporcionar simulações equivalentes ao de um sistema implementado em
um processo real. Não obstante, a definição do número de variáveis selecionadas
também levou em conta a predição da variável de interesse, para que o modelo não
estivesse sobreparametrizado, ou seja, para que o modelo não incorporasse flutuações
aleatórias na predição da variável resposta.
O conjunto de simulações foi realizado utilizando a plataforma Hadoop na infra-
estrutura computacional da empresa parceira EMC. Hadoop é a principal plataforma
de processamento big data devido às altas confiabilidade, eficiência e escalabilidade
(VANCE, 2009), baseando-se no sistema de arquivos do Google (GFS) e no modelo
de programação MapReduce (DEAN e GHEMAWAT, 2008; LÄMMEL, 2008). O
Hadoop é composto por duas partes principais: um sistema de arquivos distribuídos
para suportar o armazenamento massivo de dados e uma estrutura de computação
distribuída para suportar o processamento de dados usando o modelo MapReduce.
A plataforma Hadoop, e o consequente uso do modelo MapReduce, foi aplicada no
armazenamento, acesso e processamento distribuído dos dados de processos. Maiores
detalhes sobre a plataforma Hadoop podem ser encontrados em VANCE (2009).
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3.4.1 Avaliação do Monitoramento com o Conjunto de Dados
Original
Dados das séries temporais ao longo de 26 dias de operação normal foram usados
como dados de treinamento, selecionando as variáveis mais relevantes e construindo
o modelo para predição da produção total de óleo (variável de interesse). Definiu-
se em 100 o número de variáveis selecionadas para a construção do modelo. Em
virtude das diferentes características do conjunto de dados exportados do sistema da
planta industrial, as séries temporais foram tratadas com algoritmos de detecção de
valores não válidos, interpolação, entre outros. Juntamente com as séries temporais
amostradas de 1 em 1 minuto, novas séries atrasadas no tempo foram geradas para
cada variável. As defasagens aplicadas foram os valores de 1, 2, · · · , 20 instantes de
amostragem, correspondendo ao intervalo [1, 20] ∈ N. Desse modo, o conjunto de
dados utilizado, denominado conjunto de dados original, compreendeu as variáveis
armazenadas no banco de dados da plataforma e essas mesmas variáveis defasadas
no tempo.
A Figura 3.5A mostra os resultados de predição do modelo gerado frente aos
dados medidos do conjunto de treino, apresentando um coeficiente de correlação (R2)
de 75,6% e raiz do desvio médio quadrático de predição (RMSE) de 45,3 unidades de
produção, que corresponde a 11,2% da produção total média no período. Tratando-
se de dados industriais reais, esses resultados são considerados bons para o contexto
de unidades de produção de óleo offshore.
Resultados do alarme para o índice de detecção de valores espúrios do resíduo
de predição (Io,z) ao nível de confiança de 99,56% são apresentados na Figura 3.5B
na forma de diagrama de cores, conforme definido na Figura 3.3B. Admitindo que o
resíduo seja uma variável aleatória normalmente distribuída, espera-se que o alarme
seja acionado em 164 instantes de amostragem ao longo do período de treino de
acordo com o nível de confiança utilizado. Nesse sentido, observa-se que o alarme
do índice Io,z se comporta dentro do esperado para uma operação normal para o
conjunto de treino.
As variáveis selecionadas e o modelo foram usados em um experimento simulado
de monitoramento do processo durante um período diferente daquele usado para
a geração do modelo, denominado conjunto de validação, correspondendo aos 29
dias imediatamente subsequentes ao período dos dados de treino. No conjunto de
validação, há dois eventos de falha de parada não programada da produção, sendo
um durante o dia 3 e outro durante os dias 24, 25 e 26 do período. A Figura 3.6
mostra os resultados de predição do modelo frente aos dados medidos do conjunto
de validação, bem como a trajetória do RMSE.
A Figura 3.7 mostra os resultados do alarme para o índice de detecção de va-
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lores espúrios aplicado às variáveis selecionadas pelo modelo (Io,xi) e ao resíduo de
predição ao nível de confiança de 99,56%. Vale destacar que a estratégia de visuali-
zação por meio de diagrama de cores possibilita o empilhamento dos diagramas de
diferentes alarmes, combinando-os em um único gráfico, como feito na Figura 3.7A.
Isso permite a visualização imediata de como as variáveis, em conjunto, variam no
tempo, por meio da evolução temporal dos alarmes, de quais alarmes foram aciona-
dos e com que frequência o acionamento ocorreu, gerando um padrão de desempe-
nho. Esses padrões podem ser adicionalmente explorados por algoritmos específicos
de identificação de padrões para avaliar o sistema. A sequência de empilhamento
dos diagramas pode ser livre ou definida de acordo com relações de dependência
entre as variáveis monitoradas segundo algum critério (por exemplo, variáveis de
uma mesma seção do processo).
É interessante notar o comportamento do alarme do índice Io,z durante o período
compreendido entre os dias 1 e 2 do conjunto de validação (Figura 3.7B). Nesse
período, que antecede a ocorrência da falha no dia 3, a frequência de acionamento
do alarme aumenta. Observa-se também o acionamento do alarme do índice de
detecção de valores espúrios para um grupo de variáveis selecionadas pelo modelo.
Comportamento bastante similar ocorre no período que antecede a segunda falha do
período de validação, que inicia no dia 24. Além disso, há um intervalo entre os dias
10 e 17 em que os alarmes da maior parte das variáveis selecionadas não está ativo,
enquanto o alarme do resíduo de predição permanece ativo em quase a totalidade
desse período. Esse resultado indica uma sensível diferença no comportamento do







Figura 3.5: Resultados para o período de treino: A) valores medidos e preditos pelo
modelo para a produção total de óleo; B) alarme para o índice de detecção de valores
espúrios do resíduo de predição.
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com mais intensidade pela informação estatística do resíduo de predição. Nesse
caso, a ausência de alarmes nas variáveis selecionadas e a presença de alarmes nos








Figura 3.6: Resultados para o período de validação: A) valores medidos e preditos






Figura 3.7: Diagrama de cores apresentando os resultados do alarme do índice de
detecção de valores espúrios no período de validação: A) variáveis selecionadas; B)
desvio de predição. Pontos vermelhos representam violação do limite máximo do
teste, enquanto pontos azuis representam violação do limite mínimo.
Embora a análise qualitativa dos alarmes do índice Io para as variáveis selecio-
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nadas possa não indicar a ocorrência da falha de maneira inequívoca, a investigação
das variáveis alarmadas mostrou-se bastante informativa para a percepção de anor-
malidades na operação. Isso foi concluído a partir das informações do relatório de
operação, que relatou problemas relacionados a diversas variáveis alarmadas. Dessa
forma, quando a utilização dos alarmes é comparada com o uso isolado do RMSE do
modelo, nota-se que os sinais dos alarmes contribuem com informação útil. Quando
não há falha, essa informação pode contribuir para a análise do desempenho do
modelo, e quando há indício de falha, os sinais dos alarmes são utilizados para diag-
nóstico da falha. Assim, o uso combinado desses indicadores contribui para melhorar
a avaliação do desempenho do modelo, a confiabilidade da análise da operação e o
diagnóstico de um evento anormal.
3.4.2 Avaliação do Monitoramento com o Conjunto de Dados
Estendido
Conforme discutido anteriormente, a extensão do conjunto de dados com variáveis
calculadas pode permitir uma melhor modelagem do sistema a partir de informações
extras que não são medidas pelos sensores e que não são capturadas pelas técnicas
lineares com o conjunto de dados original.
Para compor o conjunto de dados estendido, um total de 55 novas séries tem-
porais, originadas por diferenciação numérica e outras operações provenientes de
balanços de massa, foram produzidas e incluídas no conjunto de dados, conforme
discutido na Seção 3.3.4. As novas variáveis consistiram de séries temporais prove-
nientes de sensores de nível, diferenciadas numericamente para produzir dados de
vazão volumétrica, e séries temporais de dados de vazão volumétrica e de analisado-
res de composição, que foram multiplicadas para produzir dados de vazão mássica
específica de um componente. Produto das séries originais, cada uma das novas
séries também foi amostrada de 1 em 1 minuto e usada para produzir variáveis
atrasadas no tempo com as mesmas defasagens aplicadas anteriormente, correspon-
dendo, assim, a um total de 1155 novas séries temporais no conjunto de dados.
As características do conjunto de dados, à exceção da inclusão das novas séries, os
procedimentos de treinamento e teste do modelo e as análises dos alarmes foram
idênticos aos descritos anteriormente.
Em virtude de um componente estocástico presente no algoritmo usado da imple-
mentação paralela da técnica OMP, o efeito da inclusão das novas séries temporais
foi investigado não para um modelo, mas para um conjunto de modelos. Os modelos
pertencentes a esse conjunto foram gerados de maneira independente, para quatro
períodos de operação distintos, com duração média de 30 dias, duração essa equiva-
lente àquela usada no monitoramento com o conjunto de dados original. O número
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de modelos presentes nesse conjunto amostral correspondeu a 100, definido com
base na convergência dos resultados estatísticos do conjunto em função do número
de modelos.
Conforme mostram as Tabelas 3.1 e 3.2, a melhoria observada na geração do
modelo com o conjunto de dados estendido é sistemática. Ambas as tabelas mostram
que a adição das novas séries temporais melhora a qualidade do ajuste do modelo aos
dados usados no treinamento, de acordo com os valores de R2 e RMSE. Em média,
20% das variáveis selecionadas pelo algoritmo paralelizado da técnica OMP foram
provenientes do conjunto de novas séries temporais, conforme mostra a Tabela 3.3.
Isso constitui importante evidência de que a informação presente nas novas séries,
calculadas a partir de transformações simples baseadas no conhecimento do sistema,
corresponde a efeitos não lineares que a técnica OMP não foi capaz de modelar
usando o conjunto de dados original.
Tabela 3.1: Valores do coeficiente de correlação (R2) do modelo avaliado com os
dados de treinamento de diferentes períodos para o conjunto de dados original e
conjunto estendido. Estatísticas calculadas para 100 modelos.
Período 1 2 3 4
Conjunto Original Estendido Original Estendido Original Estendido Original Estendido
média 0.832 0.913 0.716 0.801 0.796 0.838 0.828 0.885
desvio
padrão
0.014 0.014 0.020 0.026 0.020 0.022 0.034 0.021
mín 0.796 0.845 0.664 0.695 0.755 0.760 0.752 0.821
P25% 0.823 0.909 0.703 0.790 0.780 0.830 0.797 0.876
P50% 0.835 0.915 0.717 0.811 0.799 0.845 0.841 0.891
P75% 0.844 0.921 0.731 0.819 0.812 0.852 0.858 0.901
máx 0.857 0.930 0.757 0.832 0.826 0.871 0.877 0.913
Tabela 3.2: Valores de RMSE do modelo avaliado nos dados de treinamento de dife-
rentes períodos para o conjunto de dados original e conjunto estendido. Estatísticas
calculadas para 100 modelos.
Período 1 2 3 4
Conjunto Original Estendido Original Estendido Original Estendido Original Estendido
média 47.88 34.52 48.86 40.82 38.15 33.94 56.43 46.16
desvio
padrão
2.00 2.61 1.70 2.59 1.82 2.20 5.49 4.03
mín 44.22 30.96 45.18 37.57 35.18 30.37 48.01 40.26
P25% 46.19 32.93 47.58 39.07 36.63 32.54 51.50 43.04
P50% 47.56 34.10 48.82 39.84 37.84 33.28 54.58 45.20
P75% 49.26 35.30 50.01 42.02 39.58 34.83 61.64 48.16
máx 52.89 46.02 53.18 50.68 41.78 41.40 68.06 57.89
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Tabela 3.3: Número de variáveis provenientes do conjunto de novas séries temporais
selecionadas na construção do modelo. Estatísticas calculadas para 100 modelos.
Período 1 2 3 4 Média
média 24.2 18.7 17.4 19.5 19.9
desvio padrão 3.9 4.1 3.5 3.7 3.8
mín 15.0 10.0 6.0 12.0 10.8
P25% 21.0 16.0 15.0 17.0 17.3
P50% 24.0 19.0 18.0 19.5 20.1
P75% 27.0 22.0 19.3 22.0 22.6
máx 34.0 28.0 27.0 30.0 29.8
Utilizando um dos modelos gerados para o mesmo período estudado na seção
anterior, referente ao conjunto de dados original, efetuou-se o estudo do uso do mo-
delo para FDD. A Figura 3.8 mostra os resultados de predição do modelo gerado
frente aos dados medidos, apresentando R2 de 82,5% e RMSE de 38,3 unidades de
produção, que corresponde a 9,5% da produção total média no período. O modelo
apresentou maior acurácia na predição, conforme refletem os valores de R2 e RMSE.
Novamente, esses resultados são considerados bons, considerando o contexto de uni-
dades de produção de óleo offshore, mas principalmente pela comparação com os
resultados obtidos anteriormente para o conjunto de dados original. Essa melhoria
foi refletida também no alarme do índice Io,z, Figura 3.8B, em que o alarme foi
acionado com frequência menor, quando comparado aos resultados obtidos para o
conjunto de dados original no período de treino.
Particularmente, algumas das novas séries temporais, como vazões, estão mais
diretamente relacionadas à variável de interesse (produção de óleo). Além disso,
os inventários em processo dependem das taxas de acúmulo nos vasos, relacionadas
ás derivadas temporais das medidas de nível. Portanto, o cálculo de derivadas
temporais (como das medidas de nível) e vazões por balanço de massa é útil na
descrição mais acurada da produção, permitindo também a redução do tamanho do
modelo com o uso de derivadas, em vez de múltiplas variáveis medidas defasadas no
tempo.
Conforme feito anteriormente, o modelo foi usado para simular o monitoramento
on-line do processo durante o período de validação. A Figura 3.9 mostra os resulta-
dos de predição do modelo frente aos dados medidos para o conjunto de validação,
bem como a trajetória dos valores de RMSE. A Figura 3.10 mostra os resultados do
alarme do índice de detecção de valores espúrios aplicado às variáveis selecionadas
pelo modelo e para o resíduo de predição.
O comportamento geral observado é semelhante àqueles obtidos para o conjunto
de dados original. Todavia, o aumento da acurácia do modelo foi também acompa-
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nhado por um aumento na sensibilidade à condição da falha, conforme comparado
na Figura 3.9B entre os dias 3 e 4 do período. Isso permite detectar a falha com
maior clareza, aumentando a confiabilidade do procedimento. Outro fator obser-
vado é que a falha afeta menos a acurácia do modelo no período posterior à sua
ocorrência, quando comparado aos resultados observados para o conjunto de dados







Figura 3.8: Resultados para o período de treino com o conjunto estendido de variá-
veis: A) valores medidos e preditos pelo modelo para a produção total de óleo; B)









Figura 3.9: Resultados para o período de validação com o conjunto estendido de
variáveis: A) valores medidos e preditos pelo modelo para a produção total de óleo;
B) raiz do desvio médio quadrático de predição (RMSE).
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cer válido após condições anormais. Assim, quando o conjunto de dados é estendido
para incluir variáveis de processo calculadas com a ajuda de equações de balanço de
massa, novas variáveis observadas (embora não medidas) são usadas e permitem a
criação de modelos empíricos mais precisos.
Apesar da criação das novas séries temporais ser avaliada a partir da compara-
ção entre os modelos gerados, o valor do modelo está vinculado à sua utilidade na
aplicação. Dessa forma, não defende-se o uso do modelo obtido a partir do conjunto
estendido, mas sim do modelo que melhor atende aos objetivos pretendidos. Nesse
sentido, o uso de múltiplos modelos seria também uma possibilidade válida (e viá-
vel). Características obtidas com o uso de múltiplos modelos (inclusive modelos para
diferentes variáveis de interesse) poderiam ser investigadas para produzir resultados
úteis à atividade de FDD. Além disso, também é possível fornecer uma avaliação de
desempenho do modelo que indica a necessidade de atualização ou substituição do
modelo devido à ocorrência de falhas ou novas condições de operação.
Embora esse estudo tenha focado no monitoramento da operação da planta ao
longo do tempo, o modelo resultante pode ser aplicado a diferentes finalidades. Como
o modelo é usado on-line e dados podem ser usados em tempo real para identificar
um ou mais modelos, o método pode ser aplicado não apenas para a análise con-
tínua da condição do processo, mas também para outras aplicações, como controle
de processos (EATON et al., 2017). O procedimento de identificação do modelo





Figura 3.10: Diagrama de cores representando os resultados dos alarmes do índice
de detecção de valores espúrios no período de validação com o conjunto estendido
de variáveis: A) variáveis selecionadas; B) desvio de predição. Pontos vermelhos
representam violação do limite máximo do teste, enquanto pontos azuis representam
violação do limite mínimo.
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adequado para processos não lineares, bem como aos casos em que a identificação
do modelo off-line é difícil.
Conforme observado anteriormente, a investigação das variáveis alarmadas
mostrou-se informativa para a percepção da falha analisada, considerando as in-
formações do relatório de operação. No entanto, a presença das variáveis calculadas
reforçou a interpretação da descrição da falha com base nas variáveis alarmadas.
3.5 Conclusões
O desafio de tratar e explorar grandes conjuntos de dados não é recente, mas ganhou
novas atenções nos últimos anos. Muitos incentivos surgiram nessa área com o amplo
acesso e maior disponibilidade de dispositivos e sensores sem fio, acompanhado por
novos modelos de negócio na área de sistemas de informação. Nas indústrias, esse
movimento tem recebido o nome de Indústria 4.0 e materializa-se, por exemplo, com
a aplicação de plataformas de big data para processamento distribuído e técnicas
de aprendizado de máquina aos dados de processo, para extrair informações que
contribuam com o aumento de eficiência da operação.
Foi proposto nesse trabalho um procedimento de detecção e diagnóstico de falhas
com base em técnicas de controle estatístico de processos apoiado em big data. O
procedimento fez uso da técnica OMP para a construção de um modelo dinâmico
linear do processo e para a análise dos sinais e do resíduo de predição. Testes de
hipóteses, definidos para detecção de outliers, tendências dinâmicas e bias, foram
aplicados a diferentes sinais, refletindo o estado do sistema, em relação a um con-
junto de dados de referência, e a qualidade de ajuste do modelo. Propôs-se também
a conversão do resultado dos testes de hipótese, chamados de índices de detecção,
em alarmes e a visualização desses alarmes por diagrama de cores, que mostraram-se
úteis para uma rápida interpretação do estado do sistema. Também foi proposto um
conjunto de operações para estender o conjunto de dados medidos do processo com
base em conhecimento do domínio, como balanços de massa, permitindo a constru-
ção de modelos não lineares. A plataforma Hadoop de processamento big data foi
empregada para viabilizar a construção rápida de modelos e o cálculo contínuo dos
alarmes para aplicações on-line em processos com milhares de variáveis medidas. O
procedimento mostrou-se capaz de detectar o comportamento anormal e de fornecer
informações relevantes para o diagnóstico da causa provável, tornando possível que
problemas possam ser detectados e resolvidos antes de sua ocorrência. O procedi-
mento é capaz de auxiliar processos de tomada de decisão e análises de causalidade,
complementando o sistema de automação e controle.
Embora diversas características da proposta possam ser encontradas na litera-
tura, sua utilização ocorre de forma isolada. O procedimento proposto é único ao
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integrar diversos aspectos na composição do sistema de monitoramento on-line de
processos, envolvendo a combinação de: i) modelagem dinâmica baseada em dados,
valorizando transformações não lineares específicas ao domínio da aplicação; ii) téc-
nicas de controle estatístico de processos e FDD; iii) estrutura computacional big
data com técnicas massivamente paralelas; iv) forma de apresentação dos resultados
dos alarmes por diagramas de cores; e v) aplicação para a caracterização do desempe-
nho de processos reais e identificação de anormalidades, em que a elevada dimensão
do sistema impõe grandes desafios quanto ao uso de modelos fenomenológicos para
predição e otimização.
Além dos desafios relativos ao desenvolvimento e uso de modelos fenomenoló-
gicos, a aplicação de sistemas RTO em processos de elevada dimensão ainda é um
desafio. Embora existam exceções, o escopo típico de sistemas RTO é, em geral, o
mesmo de controladores MPC e desafios adicionais surgem com a presença de mui-
tos produtos intermediários e restrições logísticas (caso de refinarias de petróleo), e
com o elevado número de modos de operação ou opções de equipamentos em uma
determinada unidade (DARBY et al., 2011). Ademais, permanece a necessidade
de garantir a estacionariedade do processo em virtude do uso de modelos estáticos.
Diante disso, o procedimento proposto contribui nessas duas frentes, tanto para o
desafio de aplicações em processos de elevada dimensão, quanto para a detecção de
estado estacionário. Uma vez que o sistema identifica o estado do processo, é possí-
vel informar se o sistema está em regime transiente, ou se está estacionário sob ação
de alguma anomalia, situações em que a execução do RTO não produzirá resultados
confiáveis. De outro modo, informações sobre a degradação do modelo do sistema
de monitoramento podem ser combinadas ao sistema RTO para identificar regiões
operacionais em que o modelo do RTO não apresenta bom desempenho. Até onde
se pode determinar, aplicações desse tipo, conectando sistemas de monitoramento e
FDD a sistemas RTO, não existem relatadas na literatura.
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Capítulo 4
Processos com Baixa Disponibilidade
de Informações
Conforme discutido no capítulo anterior, a dimensão do problema impacta signifi-
cativamente a complexidade da solução, influenciando a estratégia e a abordagem
usadas na implementação de procedimentos em tempo real. Todavia, as dificuldades
de modelagem e implementação de procedimentos em tempo real não é eliminada
pela redução da dimensão do problema.
Diversos processos industriais, como aqueles relacionados à tecnologia de poli-
merização e biotecnologia, são regidos por fenômenos que nem sempre dispõem de
tecnologias de sensoriamento e medição maduras e adequadas ao ambiente fabril,
ao contrário da área petroquímica. Na grande parte das situações, tais processos
contam com o indispensável auxílio de um laboratório analítico para acompanha-
mento das rotinas de produção, mas cuja estrutura está dimensionada para atender
pequenas demandas; ademais, alguns procedimentos analíticos podem ser caros, la-
boriosos e exigir longos tempos de análise. Por detrás da dificuldade de medição de
diversas grandezas importantes para esses processos, reside o desafio de construir e
atualizar modelos fenomenológicos para uso em procedimentos em tempo real, que
corresponde à etapa de identificação, conforme fluxograma da Figura 1.2.
Dados Identificação Alarmes Otimização Controle
Figura 1.2: Fluxograma alternativo com as etapas envolvidas em uma implementa-
ção real de sistema RTO (apresentado na p.8).
Nesse contexto, em que a quantidade de informação é baixa, o uso de modelos
empíricos é inviável para a identificação de processo e, dentro da perspectiva de mo-
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delagem caixa cinza, o uso de modelos semimecanísticos torna-se uma alternativa
promissora. Modelos semimecanísticos são modelos cuja estrutura matemática está
baseada em modelos fenomenológicos, mas que não têm a pretensão de representar
detalhadamente todos os mecanismos envolvidos. Assim, esse tipo de modelo apre-
senta caráter mais pragmático, que pode ser explorado em procedimentos em tempo
real.
Tendo estas questões em vista, foi desenvolvido um procedimento de identificação
on-line para monitoramento de processos. A estratégia abrangeu o desenvolvimento
e uso de um modelo fenomenológico, semimecanístico e não estruturado com base
em reações cinéticas e balanços de massa e energia. O modelo foi utilizado como
um modelo de referência no procedimento on-line de identificação. O procedimento
de identificação on-line consiste em atualizar o modelo de referência por meio da
estimação de parâmetros corretivos para determinadas taxas de reação, usando as
medidas de processo mais recentes. Abordagens similares têm sido usadas de dife-
rentes maneiras na literatura (ASSIS e MACIEL FILHO, 2000; MAIA et al., 2018).
O objeto desse estudo foi um processo industrial de fermentação para produção
de etanol, mais especificamente a sacarificação e fermentação simultâneas (SSF) de
hidrolisado de milho. A estratégia fez uso de medidas padrão de laboratório para
quantificação de açúcares e dados in situ de temperatura e nível de líquido. O mo-
delo, juntamente com o procedimento de identificação on-line, foi testado em dados
industriais reais pela primeira vez e conseguiu prever com precisão as principais va-
riáveis de interesse operacional: variáveis de estado com sua dinâmica e indicadores
do processo.
O estudo mostra que modelos fenomenológicos simples podem ser usados para
descrever a operação de processos, se parâmetros de ajuste do modelo são estimados
com os dados disponíveis de nível e temperatura do fermentador e brix do mosto,
uma vez conhecida a carga inicial da unidade. Estas medidas estão usualmente
disponíveis em plantas reais. Os resultados mostram que a estratégia foi capaz de
monitorar em tempo real esta complexa fermentação industrial de biomassa. A ati-
vidade é relevante, pois processos que usam enzimas e/ou micro-organismos estão
sujeitos a elevada variabilidade, por conta das inevitáveis flutuações de carga, quali-
dade dos insumos naturais e contaminação de linhas e vasos por micro-organismos,
de maneira que os parâmetros estão sujeitos a flutuações pouco previsíveis durante
a operação real. Esta nova estratégia oferece uma excelente ferramenta de suporte
à decisão e abre uma nova gama de oportunidades para otimização industrial nesses
processos, em ambiente em que as atualizações de processo são fundamentais.
O presente trabalho foi realizado em colaboração com a empresa Global Yeast
do Brasil Ltda. e publicado no periódico Bioprocess and Biosystems Engineering
(CÂMARA et al., 2017a). O arranjo proposto inova as etapas de Identificação,
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Alarmes e Otimização da Figura 1.2, em particular como estratégia de operação de
vasos industriais de fermentação.
4.1 Introdução
O aumento das preocupações com a segurança energética e as questões ambientais
aceleraram a pesquisa e o desenvolvimento de fontes de energia renováveis, especial-
mente os biocombustíveis (IPCC, 2014). Ademais, ações que favorecem a produção
e o comércio de biocombustíveis foram tomadas por governos em todo o mundo, por
meio de novas políticas e incentivos para criar e apoiar a crescente demanda, sendo
que os principais instrumentos comumente empregados são metas obrigatórias de
mistura, isenções fiscais e subsídios (ANG et al., 2016; CHANTHAWONG e DHA-
KAL, 2016; DUFFIELD et al., 2015; PAIANO e LAGIOIA, 2016; PEREIRA et al.,
2012).
O etanol é um dos biocombustíveis renováveis mais importantes, sendo comer-
cialmente produzido a partir de amido e culturas à base de açúcar, incluindo cana-
de-açúcar, beterraba, sorgo, milho, trigo, cevada, batata, inhame e mandioca. Além
desse etanol de primeira geração, houve também o lançamento de plantas de escala
comercial capazes de produzir etanol a partir de resíduos de biomassa lignocelu-
lósica, especialmente nos Estados Unidos, Brasil, Europa e Canadá (BACOVSKY
et al., 2013). Em 2015, a produção comercial global de bioetanol atingiu quase 25,5
bilhões de galões, o que corresponde a aproximadamente 57%, 28%, 5%, 3% e 2%
da produção para Estados Unidos, Brasil, União Européia, China e Canadá, respec-
tivamente (RFA, 2016). Nos Estados Unidos, o maior produtor mundial de etanol,
quase toda a produção de etanol (ou >98%) usa o milho como matéria-prima, con-
ferindo à indústria de etanol de milho o título de maior produtor de biocombustíveis
(DUFFIELD et al., 2015).
A principal rota para a produção de etanol a partir do milho envolve basicamente
quebrar o amido presente no milho em açúcares fermentescíveis (glicose), formar um
caldo, inocular este caldo com levedura e recuperar o produto principal (etanol) e
subprodutos (por exemplo, alimentação animal). O processo pode ser representado
em cinco etapas gerais: i) moagem, ii) liquefação, iii) sacarificação, iv) fermenta-
ção e v) destilação e recuperação. Comercialmente, duas tecnologias principais são
utilizadas para a produção de etanol de milho, que diferem em termos do processo
de moagem usado: moagem úmida e moagem seca (ou moagem a seco) (MOSIER
e ILELEJI, 2014). Da produção de 14,7 bilhões de galões de etanol em 2015 nos
EUA, 10% vieram de usinas de moagem úmida, enquanto a grande maioria de 90%
deveu-se a processos de usinas de moagem seca, que somam 199 plantas de processo
(RFA, 2016).
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Consideradas verdadeiras biorrefinarias, os processos de moagem úmida permi-
tem a produção de muitos produtos de alto valor agregado, além do etanol combus-
tível (BOTHAST e SCHLICHER, 2005; CARDONA e SÁNCHEZ, 2007). O termo
“moagem úmida” é devido à primeira etapa no processo, que consiste em embeber
o grão em água. Durante a etapa de moagem, o grão é separado em seus compo-
nentes, incluindo amido, fibra, glúten e gérmen. Uma solução de amido é separada
dos sólidos e utilizada para produzir etanol. Os demais componentes, fibra, glúten e
gérmen, são utilizados para produzir dois produtos para alimentação animal, farelo
de milho (alta proteína, 40%) e glúten de milho (baixa proteína, 28%), e óleo de
milho (extraído do gérmen de milho), que são os principais coprodutos deste mé-
todo. No entanto, a capacidade de separar e produzir outros componentes valiosos
torna o processo de moagem úmida mais intensivo em capital e energia. Por esta
razão, todas as fábricas de etanol recentes empregam alguma variação no processo
básico de moagem a seco, uma vez que essas plantas podem ser construídas com
investimento menor, com foco na maximização do retorno de capital por litro de
etanol (BOTHAST e SCHLICHER, 2005; MOSIER e ILELEJI, 2014).
Em plantas de moagem a seco, o grão inteiro é processado, de modo a fermentar
o máximo possível, e os componentes residuais são separados no final do processo.
Primeiro, o milho é moído a uma farinha, que é então embebido com água e aquecido
a temperaturas de 110–120 ◦C (etapa chamada de cozimento). Na sequência, a etapa
de liquefação (80–90 ◦C) ocorre na presença de enzimas amilases, para hidrolisar o
amido presente no endosperma da semente em moléculas de cadeia curta (dextrinas)
(GRAY et al., 2013; GUO et al., 2015). O hidrolisado de milho segue para a etapa
de sacarificação (30 ◦C), que completa a quebra de amido e dextrinas em glicose,
com a ajuda de enzimas α-amilase and glucoamilase. Adiciona-se então a levedura
ao hidrolisado de milho sacarificado a aproximadamente 32 ◦C para converter a
glicose em etanol. A fermentação dura cerca de 50–60 h, produzindo cerca de 8–
12% em massa de etanol (GUO et al., 2015). Finalmente, o etanol é recuperado por
destilação, passando por processos de peneiras moleculares para produção de etanol
anidro. A água residual e os sólidos de milho que permanecem após a destilação,
também chamado de “stillage”, são então centrifugados e secos para produzir outro
produto conhecido como distillers’ dried grains with solubles (DDGS), que é vendido
como suplemento para alimentação animal (MOSIER e ILELEJI, 2014).
Plantas modernas de etanol de moagem seca nos EUA mostraram rendimentos
de 2,8–2,9 galões de etanol (RFA, 2016) e cerca de 17,5 libras de DDGS (DUFFI-
ELD et al., 2015) por bushel de milho (25.4 kg, ou 56 lb). A quantidade de enzimas
pode ser reduzida se a sacarificação do hidrolisado de milho for feita antes da fer-
mentação a temperaturas de aproximadamente 65 ◦C. No entanto, a maior parte
do etanol combustível dos EUA é produzido por sacarificação e fermentação simul-
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tâneas (SSF), pois previne a contaminação microbiana, diminui o estresse osmótico
inicial da levedura, evitando uma solução de glicose concentrada, e geralmente é
mais eficiente em termos de energia (BOTHAST e SCHLICHER, 2005; DEVAN-
TIER et al., 2005; GRAY et al., 2013). Durante a SSF, as dextrinas presentes no
hidrolisado de milho, e não o amido, são sacarificadas pelas enzimas para a produ-
ção de glicose. Na prática, a sacarificação ocorre geralmente enquanto o hidrolisado
está sendo alimentado no vaso de fermentação e continua durante todo o período da
fermentação. O SSF é considerado a etapa mais crítica do processo, pois determina
os rendimentos de etanol e a eficiência de conversão de todo o processo. Portanto, o
biorreator em que o hidrolisado de milho é convertido em etanol é um foco natural
para buscar melhorias no processo.
Geralmente, a melhoria da operação e o aumento de rentabilidade de bioproces-
sos são alcançadas por meio do aumento da qualidade da matéria-prima (SINGH,
2012), melhoria do fenótipo das linhagens celulares (MUKHERJEE et al., 2014;
PAIS et al., 2013; WANG et al., 2009) e uso de ferramentas de engenharia de proces-
sos, como técnicas de monitoramento, controle e otimização (STEPHANOPOULOS
e REKLAITIS, 2011). Apesar da presença e aplicação dos dois primeiros, o último
está sempre presente até certo ponto. De fato, o monitoramento do processo, isto é,
a atividade contínua de determinar o estado atual de um sistema (físico, químico ou
biológico) (ISERMANN e BALLÉ, 1997), é essencial para o controle de processos
e de qualidade. Além disso, é fundamental para diminuir os riscos para a saúde e
outros riscos relacionados aos processos de biotecnologia. Nesse contexto, os mé-
todos de monitoramento on-line fornecem informações valiosas sobre o sistema em
tempo real, permitindo a identificação antecipada de falhas, o diagnóstico das fontes
de distúrbios do processo e que operadores de processos e sistemas automatizados
implementem decisões fundamentadas no conhecimento do sistema. Assim, o mo-
nitoramento on-line constitui um passo importante na redução da variabilidade do
processo e dos custos de produção.
Apesar disso, muitas plantas de etanol de milho ainda dependem de métodos de
monitoramento off-line, em que a maioria dos parâmetros de valor real para a fer-
mentação não são monitorados ou controlados em tempo real. Isto é em parte devido
à complexidade do processo SSF, que não é completamente monitorado em plantas
de moagem seca de milho. Mesmo que existam tecnologias de sensoriamento capa-
zes de fornecer dados em tempo real de alguns parâmetros de interesse, apenas uma
pequena fração deles é adequada para uso em aplicações industriais. Vários autores
discutiram e analisaram equipamentos de medida (sensores), sistemas analíticos e
técnicas de monitoramento on-line de bioprocessos (ALFORD, 2006; BEUTEL e
HENKEL, 2011; CLEMENTSCHITSCH e BAYER, 2006; HARMS et al., 2002; LO-
CHER et al., 1992; LOURENÇO et al., 2012; OLSSON et al., 1998; PONS, 1993;
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RICH e MYSZKA, 2003; SCHÜGERL, 2001; VOJINOVIĆ et al., 2006).
Os desafios para medir as variáveis críticas de processo e a aquisição de dados
on-line decorrem de vários fatores. Os meios de cultura geralmente possuem subs-
tâncias que interferem nas leituras dos sensores ou podem precipitar na superfície de
contato. Além disso, culturas em crescimento podem infiltrar-se nos sensores, inva-
lidando seus resultados (MURTHY et al., 2012b). As técnicas de espectroscopia de
infravermelho próximo (near-infrared spectra, NIR) (FINN et al., 2006) e infraverme-
lho médio (mid-infrared spectra, MIR) (SIVAKESAVA et al., 2001) podem ser usadas
para determinar vários componentes, e.g., glicose, etanol e densidade celular, mas o
alto custo e a dificuldade de calibração impedem o uso generalizado desses métodos.
A espectroscopia Raman também mostrou-se útil para o monitoramento in situ de
bioprocessos, incluindo SSF de hidrolisado de milho em condições industrialmente
relevantes (GRAY et al., 2013). No entanto, como acontece com NIR e MIR, os
dados são geralmente difíceis de interpretar devido à sobreposição espectral e inter-
ferências complexas, o que pode resultar em menor precisão. Biossensores, sensores
químicos em que o sistema de reconhecimento é baseado em mecanismos bioquímicos
ou biológicos (BĂNICĂ, 2012), podem apresentar seletividades interessantes para
muitas substâncias, mas muitas vezes apresentam problemas de calibração durante
bioprocessos longos devido à degradação dos componentes biológicos (PONS, 1993).
Como as fermentações de etanol duram vários dias, os sensores devem ser estáveis e
capazes de operar ao longo de todo o período, apesar das mudanças na temperatura
e na composição do caldo.
Poucos estudos investigaram o uso de uma técnica de monitoramento on-line
em condições industriais relevantes. A aplicação de alguns dispositivos na produção
industrial, como os sistemas de análise de injeção de fluxo (flow injection analysis,
FIA), são possíveis apenas se forem totalmente automáticos e sua confiabilidade
melhorada, exigindo experiência e tempo (SCHÜGERL, 2001). De fato, várias limi-
tações, incluindo instrumentação e manipulação complicadas, equipamentos caros e
interferências, fazem com que alguns métodos sejam mais apropriados para pesquisa
que para monitoramento de produção (VOJINOVIĆ et al., 2006). Medições típi-
cas disponíveis durante a execução da batelada são temperaturas, volume ou nível
de líquido e vazões volumétricas ou mássicas de algumas correntes. Informações
relacionadas a restrições de qualidade, tais como concentrações, são realizadas em
laboratório, geralmente com elevada precisão, mas são disponibilizadas com atraso.
Em alguns casos, elas podem ser bastante escassas, disponíveis apenas ao final de
cada batelada ou até mesmo apenas para poucas bateladas. Uma parte da razão
para essas medidas serem pouco frequentes está relacionada ao custo do operador, da
amostragem e do procedimento de análise, que não consiste em uma razão técnica.
Uma solução interessante para monitorar processos quando não existe uma rede
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de sensores adequada ou quando equipamentos confiáveis e precisos não estão dispo-
níveis é estimar variáveis de interesse. Existe um grande interesse tanto na academia
quanto na indústria pelo desenvolvimento de sensores virtuais e muitos trabalhos
trazem uma revisão sobre o tema (BASTIN e DOCHAIN, 1990; DOCHAIN e PER-
RIER, 1997; FORTUNA et al., 2007). Esta estratégia emprega modelos matemá-
ticos, conhecidos como sensores virtuais (ou soft sensors), para prever quantidades
que são não medidas ou não são mensuráveis em tempo real com base no dados de
processo disponíveis on-line e off-line. Além de poder fornecer um sistema de me-
dição alternativo para variáveis de processo e propriedades que não são diretamente
mensuráveis, também podem ser construídos sensores virtuais para identificar falhas
em instrumentos de medida (LENNOX et al., 2001).
O desenvolvimento de modelos para sensores virtuais pode basear-se apenas em
dados medidos, resultando em modelos de natureza empírica orientados por dados
(KADLEC et al., 2009; LIN et al., 2007), ou podem basear-se em conhecimentos
fenomenológicos sobre o processo (ASSIS e MACIEL FILHO, 2000), em que um
modelo de primeiros princípios (FPM) descreve o processo. Os métodos comuns
aplicados na abordagem baseada em dados são as técnicas de aprendizagem de má-
quina, ou seja, análise de componentes principais (PCA) e mínimos quadrados par-
ciais (PLS), redes neurais artificiais (ANN), análise independente de componentes
(ICA) e máquinas de vetores suporte (SVM). Apesar da maior popularidade, senso-
res virtuais baseados em dados são geralmente pouco confiáveis para extrapolação e
sua capacidade de generalização não pode ser garantida. Além disso, algumas téc-
nicas baseadas em otimização, como redes neurais, podem convergir para mínimos
locais, degradando assim a qualidade das inferências do sensor virtual (YU, 2012).
Nesses casos, a falta de informação sobre o fenômeno observado compromete o re-
sultado de procedimentos baseados em dados e a construção do modelo empírico é
difícil devido a escassez de dados, ao contrário do cenário apresentado no Capítulo 3
e dos excelentes resultados obtidos.
Vários sensores virtuais foram desenvolvidos para monitorar a fermentação de
glicose a etanol (KABBAJ et al., 2001; MELEIRO e MACIEL FILHO, 2000; ÖD-
MAN et al., 2009), mas muito poucos foram baseados em modelos de primeiros
princípios. Quando os dados são escassos, a informação contida em modelos fe-
nomenológicos pode ser crucial o sucesso da aplicação. A característica básica do
método fenomenológico é deduzir equações matemáticas baseadas em balanços de
massa e energia, bem como no conhecimento sobre os fenômenos que ocorrem no
processo. Uma vez que um modelo está disponível, outras técnicas baseadas em
modelos podem ser implementadas.
Para ser aplicável no contexto industrial, uma ferramenta de monitoramento SSF
deve fornecer medidas rápidas e confiáveis de variáveis chave para a determinação
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de critérios de qualidade, como etanol, oligossacarídeos e glicose. No entanto, como
a fermentação é um processo exotérmico e os vasos de fermentação industrial são
muito grandes, é importante desenvolver uma ferramenta capaz de monitorar não
só a composição do caldo, mas também os efeitos térmicos, que raramente são con-
siderados. Poucos estudos avaliaram a aplicação de um sensor virtual FPM para
o monitoramento da produção de etanol a partir do milho em tempo real, e ainda
menos trabalhos avaliaram essa técnica com dados industriais reais.
Considerando que a disponibilidade de dados medidos e a atividade de identifica-
ção são essenciais no contexto de sistemas RTO, este capítulo apresenta o desenvol-
vimento de um sensor virtual para monitoramento do SSF de hidrolisado de milho.
Para isso, propôs-se um modelo fenomenológico e uma estratégia para estimação
de parâmetros em tempo real. O modelo é baseado em reações cinéticas semime-
canísticas e não estruturadas para hidrólise enzimática e fermentação de glicose a
etanol. A produção de glicerol durante a fermentação também é considerada. Além
disso, o modelo descreve oligossacarídeos de cadeia curta e incorpora a dependência
da temperatura na cinética de reação e nos balanços de energia, de modo que a
remoção de calor do fermentador também pode ser monitorada. A estratégia de
monitoramento inclui o uso de dados de processo tanto on-line quanto off-line para
ajustar os parâmetros específicos do modelo, fornecendo inferências estimadas pelo
modelo em tempo real durante toda a fermentação.
4.2 Estratégia para Monitoramento de SSF
Embora alguns trabalhos tenham sido publicados sobre o desenvolvimento de mo-
delos para SSF de milho e sua aplicação em controle ótimo em ambientes industriais
(DAI et al., 2014; MURTHY et al., 2011), esses modelos não conseguem capturar
o efeito das incertezas e, portanto, podem precisar de procedimentos para recali-
bração. Mesmo que um modelo válido esteja disponível para uso, vários fatores
influenciam a qualidade das inferências. Esses fatores estão relacionados principal-
mente com as hipóteses adotadas para a dedução do modelo e distúrbios que afetam
o processo SSF. Por exemplo, à medida que a fermentação prossegue, os produtos
gasosos escapam da solução e alteram a concentração de cada substância, afetando,
consequentemente, as propriedades do meio reacional, como a massa específica e a
capacidade calorífica (DAI et al., 2014). Os balanços de massa e energia incluem
vários parâmetros físicos, cujos valores não são fáceis de determinar e geralmente são
obtidos a partir da literatura. Além da dependência com a temperatura, eles tam-
bém variam de acordo com a composição dos componentes dentro do fermentador.
Essas dependências são muitas vezes desprezadas e as propriedades são considera-
das como constantes. Além disso, os processos industriais estão sujeitos a mudanças
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frequentes. Apesar dos esforços para manter os padrões de qualidade da matéria-
prima e as condições do processo operacional, as propriedades da enzima, levedura
e hidrolisado podem variar de maneira imprevisível.
A fim de capturar essas muitas fontes de incerteza, mantendo a qualidade das
inferências do modelo, desenvolveu-se um método para identificar o sistema on-
line, detectando mudanças em tempo real. Em relação a soluções para bioprocessos
protegidos por direitos de propriedade intelectual, existem patentes dedicadas, por
exemplo, a métodos de simulação e predição (BLUCK et al., 2014), dispositivos,
sistemas e métodos de sensoriamento para monitoramento (DEYOU, 2014; DIS-
CENZO, 2014; NORKIN e COLOME, 2014), métodos de controle e controle ótimo
(BARTEE et al., 2013; MURTHY e SINGH, 2011), e sistemas de controle (SHAN-
RUI, 2016). No entanto, não foi possível encontrar patentes relacionadas a sistemas
inteligentes de monitoramento de processos de fermentação para identificar os esta-
dos do sistema, como o que se propõe nessa tese.
Para realizar isso, propõe-se uma estratégia de monitoramento baseada em mo-
delo composta por dois elementos principais:
i) Modelo de processo validado;
ii) Procedimento de identificação on-line.
Nas seções seguintes, cada um desses elementos é discutido em detalhes.
4.2.1 Modelagem da SSF de Hidrolisado de Milho
A SSF de hidrolisado de milho consiste em dois processos acoplados. A sacarifica-
ção representa a conversão de oligossacarídeos (produzidos a partir de hidrólise de
amido durante a etapa de liquefação) em glicose por meio de reações catalisadas
por enzimas. Esta conversão é feita por enzimas do tipo glucoamilase que quebram
as ligações α(1-4) das extremidades não redutoras de dextrinas e liberam moléculas
de glicose. A etapa de fermentação envolve o uso de leveduras para converter a
glicose em etanol por meio do metabolismo das células vivas. A realização da saca-
rificação e fermentação simultaneamente oferece a possibilidade de combinar a taxa
de produção de glicose pela glucoamilase com a taxa de consumo da glicose pela
levedura. Isso pode ser explorado para manter baixas concentrações de açúcar no
meio reacional, o que contribui para minimizar as contaminações bacterianas e re-
ações secundárias envolvendo açúcares redutores e aminoácidos livres, aumentando
assim a eficiência da sacarificação. Além disso, ajuda a manter o equilíbrio osmótico
adequado para a levedura.
Vários modelos cinéticos foram propostos para a produção de etanol a partir
do milho pelo processo SSF (ALTINTAŞ et al., 2002; DAI et al., 2014; JANG e
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CHOU, 2013; KROUMOV et al., 2006; LEE et al., 1992; MURTHY et al., 2012a;
OCHOA et al., 2007). Com foco no uso industrial da estratégia de monitoramento,
buscou-se desenvolver um modelo para a SSF do hidrolisado de milho que fosse o
mais simples possível, mas ainda capaz de descrever a dinâmica das principais espé-
cies químicas envolvidas. Considerando uma aplicação de monitoramento em tempo
real, isso ajuda a reduzir os custos computacionais. Além disso, a descrição das
taxas de síntese das principais enzimas pelo micro-organismo é uma parte central
da modelagem cibernética (KOMPALA et al., 1984; VARNER e RAMKRISHNA,
1999). A dedução de modelos cibernéticos para processos SSF (ALTINTAŞ et al.,
2002; MURTHY et al., 2012a; OCHOA et al., 2007) geralmente inclui a secreção
das enzimas amilolíticas para o estudo de micro-organismos recombinantes. A in-
dústria de etanol de milho geralmente emprega a levedura Saccharomyces cerevisiae
na fermentação. Como essa levedura não produz as enzimas necessárias para a
decomposição do amido (OSTERGAARD et al., 2000), a modelagem da produção
dessas enzimas não fez parte do escopo desse trabalho.
Entre os modelos não segregados disponíveis para descrever a SSF do hidrolisado
de milho, alguns deles consideram explicitamente produtos de hidrólise intermediá-
ria, como maltodextrinas. O conhecimento dos produtos de hidrólise intermediária
desempenha um papel importante na estimativa das taxas de produção e consumo
de glicose, que são críticas para o monitoramento do processo SSF. Outra limitação
está relacionada com a formação de glicerol como subproduto da fermentação de S.
cerevisiae. O glicerol também é geralmente desprezado entre esses modelos. De-
vido a sua relação com o metabolismo e fisiologia das células de levedura, o glicerol
consiste em uma espécie importante a ser monitorada durante o bioprocesso.
Focando nesses fatos, foram feitas tentativas de propor um modelo confiável
para o processo em uma única etapa, que possa ser usado para monitorar processos
SSF industriais. A filosofia geral adotada na modelagem foi que o modelo deveria
basear-se na bioquímica da hidrólise enzimática e do metabolismo das células de
levedura, incluindo os efeitos térmicos, mas em que os parâmetros estivessem ba-
seados em fenômenos observáveis na medida do possível. Além disso, a preferência
geral foi minimizar o número de parâmetros do modelo, não incorporando todas as
complexidades do sistema, de modo a obter um modelo simples e efetivo. O modelo
desenvolvido considera um processo de fermentação em regime batelada alimentada
em que ocorre a SSF de hidrolisado de milho em etanol. No entanto, o escopo do
sistema de equações é genérico e pode ser aplicado a ambos os sistemas de operação
batelada (alimentada) e contínuo.
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4.2.2 Descrição do Modelo
O sistema é representado por um modelo semimecanístico e não estruturado, com-
posto pelas seguintes variáveis de estado: concentrações de maltotetraose (DP4),
maltotriose (DP3), maltose (M), glicose (G), etanol (Et), glicerol (Gy), água (W ),
células (X), e enzimas (E). As variáveis de estado foram escolhidas com base nos
elementos desejados para monitoramento no processo SSF. Admitiu-se um total de
7 reações que ocorrem dentro do vaso (Tabela 4.1), das quais 3 reações são catalisa-
das por enzimas, representando a hidrólise, e as 4 restantes para a ação das células
de levedura. O processo SSF é feito pela ação das enzimas do tipo glucoamilase,
que convertem os oligossacarídeos em glicose, e de células de levedura, como S.
cerevisiae.
Tabela 4.1: Reações cinéticas. Adaptado de PASCAL et al. (1995) e PASCAL et al.
(1993).
Conversão de maltotetraose a maltose DP4 + H2O 2M
Conversão de maltotriose a maltose e glicose DP3 + H2O M + G
Conversão de maltose a glucose pela enzima M + H2O 2G
Conversão de maltose a glucose pela levedura M + H2O 2G
Conversão de glicose a etanol G 2Et + 2CO2
Crescimento da levedura G + X 5.80X + 0.20CO2 + 2.29H2O





4.2.2.1 Modelo de Sacarificação
A hidrólise enzimática relacionada ao processo de sacarificação considerado no mo-
delo está ilustrada na Figura 4.2. O hidrolisado de milho é considerado como uma
mistura de (oligo)sacarídeos constituídos por maltotetraose, maltotriose, maltose e
glicose.
No modelo de sacarificação, a hidrólise enzimática simplificada do hidrolisado
para produzir glicose consiste em três reações distintas, catalisadas pela enzima
amiloglucosidase: rH1, rH2, e rH3. A reação rH1 representa a conversão de mal-
totetraose em duas moléculas de maltose; a hidrólise de maltotriose em maltose e
glicose é considerada em rH2; por fim, a reação rH3 descreve a conversão de maltose
em glicose. Admite-se que essas reações catalisadas por enzimas seguem a ciné-
tica clássica de Michaelis-Menten. Este é um ponto relevante, pois mesmo sendo
um modelo simples, essa cinética será usada como uma referência no procedimento
de identificação para representar um sistema sabidamente complexo. A inibição do
substrato e do produto não foram consideradas. Os efeitos da temperatura nas taxas
enzimáticas não foram considerados neste modelo, uma vez que a faixa de tempera-
turas encontradas nos reatores SSF exerce pouco efeito sobre a atividade enzimática
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(MURTHY et al., 2012a). Os efeitos do pH na hidrólise enzimática também não
foram considerados no modelo. Além disso, admite-se que a atividade enzimática
(Ea) é proporcional à concentração de proteína no meio reacional (E), e que os
efeitos térmicos e mecânicos na desativação enzimática são insignificantes. A ativi-
dade específica da glucoamilase (β, expressa por unidades de atividade por massa
de proteína) é utilizada para relacionar a atividade enzimática com a concentração
de proteína (Ea = β CE), de modo que o modelo é independente de variações nas
atividades enzimáticas de diferentes produções de glucoamilase. Assim, as equações



















em que rHi é a taxa (kg m−3 h−1) da reação i (i = 1, 2, 3); kHi = β khi é o parâmetro
agrupado da constante específica de reação da reação i (i = 1, 2, 3) (h−1); KHi é
a constante de saturação do substrato para a reação i (i = 1, 2, 3) (kg m−3); CE
é a concentração de glucoamilase na solução (kg m−3); e CDP4, CDP3, e CM são














Figura 4.2: Mecanismo simplificado do processo SSF considerado.
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4.2.2.2 Modelo de Fermentação
O mecanismo simplificado da fermentação consiste em quatro reações distintas,
Equações (4.5)–(4.8), que são realizadas por células de levedura. O mecanismo
cinético relacionado à fermentação também é ilustrado na Figura 4.2.
A produção de etanol é realizada pelo consumo de glicose pelas leveduras, rF1,
estando baseada na cinética clássica de Monod. Este também é um ponto rele-
vante, pois, novamente, um modelo simples será usado como uma referência no
procedimento de identificação para representar um sistema sabidamente complexo.
Além disso, considera-se também sua dependência com a temperatura do reator.
Esta dependência com a temperatura é expressa por meio da variável kg, que está
relacionada à atividade da levedura. A dependência da atividade da levedura foi
proposta com base no conhecimento operacional empírico e na conveniência mate-
mática. Apesar disso, é bem conhecido que as taxas de fermentação geralmente
passam por um máximo com o aumento de temperatura, como tem sido observado
experimentalmente na literatura por diferentes autores (CLAES e VAN IMPE, 2000;
HOFFMANN et al., 2000; VAN IMPE, 1996).
Considera-se que a atividade corresponde a 0,2 em 30 ◦C, aumentando linear-
mente até 36 ◦C, onde apresenta um máximo. Acima desta temperatura, a atividade
diminui linearmente, atingindo atividade zero a 38 ◦C. Assim, admite-se que o in-
tervalo de temperaturas compreendido entre 30 e 38 ◦C representa a operação típica
encontrada em reatores SSF industriais (MURTHY et al., 2011). Além disso, a
queda acentuada da atividade após o ponto de máximo foi considerada como uma
estratégia para a implementação futura de rotinas de otimização com base na ferra-
menta de monitoramento, a fim de evitar que o processo se aproximasse de pontos
de operação em altas temperaturas. A dependência da atividade da levedura kg é
representada graficamente na Figura 4.3.
A produção de etanol também é dependente da fase lag das leveduras, represen-
tada pela variável klag. Com base na investigação dos dados industriais, a seguinte
expressão matemática, adaptada da função de Bělehrádek (AHLGREN, 1987), foi
proposta para descrever a fase lag :
klag =
(t/10)
3 se 0 ≤ t < 10 h,
1 se t ≥ 10 h.
(4.4)
O crescimento da levedura no modelo (rF2) segue uma cinética de primeira ordem,
limitada apenas pela glicose. Além disso, é inibido pela concentração de etanol.
Admite-se que as células de levedura continuam produzindo etanol e permanecem
viáveis durante toda a fermentação, e que as concentrações de nutrientes e oxigênio
dissolvido são sempre adequadas para a produção de etanol. A formação de glicerol
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por S. cerevisiae durante a fermentação de glicose a etanol é conhecida como resposta
à pressão osmótica do meio (MAIORELLA et al., 1983; WANG et al., 2001). Para
explicar isso no modelo de fermentação, o efeito da pressão osmótica sobre a levedura
foi considerado como associado à concentração total de açúcar. Assim, a reação rF3
representa a taxa de produção de glicerol e segue uma cinética de primeira ordem
em função de todos os açúcares presentes no meio. Para considerar a regulação da
pressão osmótica do meio pelo glicerol, admitiu-se que a descrição matemática desse
efeito é equivalente à uma reação com inibição pelo produto.
Além do crescimento da levedura, produção de etanol e glicerol, também
considerou-se a glicose como produto do metabolismo da levedura. Esta última
reação explica a atividade de enzimas expressas por células de levedura para meta-
bolizar a maltose (VOLPE, 1997). Admite-se que a conversão de maltose a glicose
(rF4) está baseada na cinética de Monod.
A reação rF4 também apresenta dependência com a temperatura, que é repre-
sentada como uma função gaussiana centralizada em 34 ◦C (CLAES e VAN IMPE,
2000; HOFFMANN et al., 2000; MURTHY et al., 2011; VAN IMPE, 1996). Efeitos
de pH nas reações de fermentação foram desprezados. Portanto, as taxas cinéticas



















em que rFi é a taxa de reação (kg m−3 h−1) para a reação i (i = 1, 2, 3, 4); kFi é o
parâmetro agrupado da velocidade específica máxima para a reação i (i = 1, 2, 3, 4)
(h−1); KFi é a constante de saturação da reação i (i = 1, 2, 3, 4) (kg m−3); CX é
a concentração de célula em solução (kg m−3); T é a temperatura do reator (◦C); e
CG, CEt, and CGy são concentrações instantâneas (kg m−3) de glicose, etanol, and
glicerol, respectivamente.
4.2.2.3 Modelo do Processo
Uma representação do processo SSF presente na maioria das plantas de etanol de
milho é mostrada na Figura 4.4. O esquema ilustra um reator com correntes de
alimentação para hidrolisado de milho, células de levedura e enzima. A temperatura
do reator é controlada pela manipulação da vazão de água em um trocador de calor,
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em que uma corrente do meio reacional (também chamado de vinho ou beer) perde
calor para o fluido refrigerante (água) e retorna ao reator. Com base neste sistema
e nas expressões cinéticas para hidrólise enzimática e fermentação, o conjunto de
equações diferenciais que descrevem os balanços de massa para o sistema e cada
componente (maltotetraose, maltotriose, maltose, glicose, levedura, etanol, água,
glicerol e enzima) corresponde a:
dmsys
d t




















G + (nH2,GrH2 + nH3,GrH3










Et + nF1,EtrF1V − Fbeer Et/V (4.15)








Figura 4.3: Atividade admitida para a produção de etanol em função da temperatura
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E − Fbeer E/V (4.18)
em que msys é massa total do sistema (kg); Fmash, Fyeast, Fenz, FCO2, and Fbeer
são as vazões volumétricas de hidrolisado de milho (corn mash), levedura (yeast),
enzima, dióxido de carbono e vinho (beer), respectivamente (m3 h−1); ρmash, ρyeast,
ρenz e ρCO2 são as densidades das correntes de hidrolisado de milho, levedura, en-
zima e vapor, respectivamente (kg m−3); Cmashi , C
yeast
i e Cenzi são as concentrações
do componente i nas correntes de alimentação de hidrolisado, levedura e enzima,
respectivamente (i = DP4, DP3, M, G, X, Et, W, Gy, E) (kg m−3); nj,i é o fa-
tor mássico de conversão do componente i na reação j (i = M, G, X, Et, W, Gy)
(j = H1, H2, H3, F1, F2, F3); e V é o volume de líquido no fermentador (m3).
Os parâmetros para o vinho (mais especificamente, Fbeer) são introduzidos no
sistema de equações de tal forma que o modelo pode ser aplicado não apenas à
operação batelada (alimentada), mas também para operação contínua. Nesse caso,
parâmetros do vinho correspondem à corrente de saída do reator. As propriedades
físico-químicas do sistema, como capacidade calorífica e densidade, são calculadas a
cada instante com os valores atuais da massa de cada de espécie química, conside-
rando que a mistura se comporta como uma solução ideal. Não foram consideradas
abordagens mais sofisticadas para determinar propriedades fisicoquímicas, uma vez
que tais propriedades não afetam os resultados significativamente na prática e even-
tuais desvios sempre podem ser compensados com ajustes em parâmetros estimados,
tais como constantes cinéticas.
A corrente FCO2 representa o dióxido de carbono produzido pelas reações rF1,
rF2, e rF3. Assim,
FCO2 ρCO2 = (nF1,CO2rF1 + nF2,CO2rF2 + nF3,CO2rF3)V (4.19)
em que nj,CO2 é o fator mássico de conversão do dióxido de carbono na reação j
(j = F1, F2, F3).
Para dedução do balanço de energia, considera-se que o sistema é composto pelo
meio reacional dentro do fermentador, que as capacidades caloríficas Cp e ental-
pias de reação ∆H são constantes e que a perda de calor para o ambiente pode
ser desprezada. Dado que a fermentação é um processo exotérmico, o controle de
temperatura é obtido por meio de um trocador de calor, que opera continuamente
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removendo a energia QHE da corrente F de vinho que contém etanol, que retorna
ao fermentador com uma temperatura T out. Além disso, o balanço de energia inclui
a energia das correntes de entrada e saída Hstreams de hidrolisado, levedura, enzima




















QHE = F ρCp
(
T − T out
)
(4.23)






em que Hstreams é a energia interna total das correntes (J h−1); Hr é a energia
resultante das reações químicas (J h−1); QHE é a energia removida pelo trocador
de calor (J h−1); F , ρ e Cp são vazão, massa específica, e capacidade calorífica do
vinho, respectivamente; e T inHE, T outHE, FHE, ρHE e CpHE são as temperaturas de
entrada e saída, vazão, massa específica e capacidade calorífica do fluido de troca
térmica, respectivamente.
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Figura 4.4: Representação esquemática do processo SSF industrial de hidrolisado
de milho.
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cador de calor não permite a inferência de efeitos dinâmicos associados à incrustação
por meio da equação típica QHE = U A∆LMDT, que poderia fornecer informações
valiosas sobre a condição do equipamento. Essa é uma condição usual na maior
parte dos processos industriais de fermentação para produção de etanol.
4.2.3 Estimação de Parâmetros e Implementação do Modelo
Uma vez que um modelo matemático esteja disponível em conjunto com os dados
experimentais, parâmetros do modelo podem ser determinados por meio de técnicas
de estimação de parâmetros. De acordo com as equações descritas anteriormente, os
seguintes vetores são definidos para variáveis de estado (x), entrada (u) e saída (y),
e parâmetros (θ). Considera-se que o vetor de parâmetros (θ) possui 14 elementos
a serem estimados a partir de medidas experimentais.
x = [msys, DP4, DP3, M, G, X, Et, W, Gy, E, T ]
T





y = [DP4, DP3, M, G, X, Et, W, Gy, E, T, L]T
θ = [kH1, kH2, kH3, kF1, kF2, kF3, kF4,
KH1, KH2, KH3, KF1, KF2, KF3, KF4]
T
O problema de estimação de parâmetros é resolvido usando o método de míni-
mos quadrados ponderados (BARD, 1974), o que resulta no seguinte problema de





wk [y(tk)− yms(tk)]T V−1 [y(tk)− yms(tk)]




em que tk e tdrop são os tempos no instante de amostragem k e ao fim da fermentação,
respectivamente (h); ta é o intervalo de amostragem (h); y(tk), x(tk) e u(tk) são
os vetores das variáveis de saída, estado e entrada no tempo tk, respectivamente;
yms(tk) é o vetor de variáveis medidas; θ é o vetor de parâmetros; V é a matriz de
ponderação entre as variáveis medidas; wk é o fator de ponderação para as variáveis
medidas no instante de tempo k; f é o vetor de equações do modelo do processo; e
h é o vetor de funções de saída do sistema.
Se os erros de medição forem independentes e normalmente distribuídos com
média zero e variância conhecida, o problema de mínimos quadrados ponderados
corresponde ao estimador de máxima verossimilhança, em que V é a matriz de
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covariâncias dos erros de medição (BARD, 1974). Admite-se que o vetor de variáveis
de entrada u é perfeitamente conhecido. Geralmente, dados industriais possuem
mais abundância de medidas de temperatura e nível de líquido, pois são adquiridas
em linha. Por outro lado, medições que dependem da análise laboratorial, como a
determinação de concentrações por HPLC, estão disponíveis em frequências mais
baixas. Assim, o vetor de ponderação wk é introduzido para lidar com a natureza
assíncrona das medidas de diferentes variáveis ao longo do tempo de operação do
processo. Esse vetor é formado por componentes binários que podem receber valores
1 ou 0 se uma medida está disponível ou não, respectivamente.
Além disso, nos casos em que o conhecimento das condições iniciais das variáveis
de estado é incompleto ou ausente, o vetor das variáveis de decisão θ pode ser






O problema de otimização indicado na Equação (4.25) foi resolvido empregando a
abordagem do caminho viável (feasible path approach) (TJOA e BIEGLER, 1991).
Como o modelo de processo constitui uma restrição do problema de otimização,
essa abordagem é preferível em relação a outras metodologias, pois os parâmetros
estimados sempre satisfazem as restrições do modelo. Em outras palavras, a solução
para o problema de otimização sempre satisfaz os balanços de massa e energia.
Neste método, também chamado de abordagem sequencial (KIM et al., 1991), a
integração numérica das equações do modelo precede a avaliação da função objetivo
(e seus gradientes) em cada iteração da técnica de otimização.
A técnica de otimização usada para resolver a Equação (4.25) foi a de otimização
por enxame de partículas (PSO), originalmente proposta por EBERHART e KEN-
NEDY (1995) e adaptada por SCHWAAB et al. (2008) e PRATA et al. (2009b)
para a estimação de parâmetros e reconciliação de dados, respectivamente. PSO
é um método estocástico que não utiliza cálculo de gradientes, em que uma série
de pontos (partículas) são colocados no espaço de busca das variáveis de decisão
e a função objetivo é avaliada nesses locais. Para um certo número de iterações
(gerações), a localização de cada uma das partículas (estimativa da solução) é atu-
alizada de acordo com uma regra que combina a história de suas atuais e melhores
localizações, com a melhor localização global entre todas as partículas e algumas
perturbações aleatórias (POLI et al., 2007). Desse modo, a posição das partículas
varia de acordo com (PRATA et al., 2009b):
vk+1p,d = ω v
k















em que k é a iteração (geração); p é o número da partícula e d a direção de busca
(índice que identifica a variável de decisão); ω, c1 e c2 são os parâmetros de controle
da velocidade de convergência e da natureza estocástica da busca (SCHWAAB et al.,
2008); r1 e r2 são valores aleatórios originados da distribuição uniforme na faixa [0, 1];
v e x são a velocidade e a posição das partículas, respectivamente; xindp,d é a melhor
solução encontrada pela partícula p e xglod é a melhor solução encontrada entre as
partículas. As iterações são repetidas até atingir-se uma tolerância numérica pré-
especificada para a diferença entre os valores da função objetivo nas duas últimas
iterações sucessivas ou até atingir o número de iterações especificado.
Assim, a função objetivo é minimizada por meio da varredura do espaço de
busca (definido pelo usuário). Devido à sua capacidade de lidar com funções ob-
jetivo multimodais, não-lineares e descontínuas em problemas de alta dimensão,
com esforço computacional relativamente pequeno e implementação mais simples,
o método PSO constitui uma ferramenta robusta e eficaz para resolver problemas
complexos de otimização, já tendo sido utilizado com sucesso em outras aplicações
industriais (PRATA et al., 2009b, 2010).
O modelo e o procedimento de estimação de parâmetros foram ambos implemen-
tados em MATLAB (MATLAB, 2010). As equações do modelo foram integradas
com uma técnica de ordem variável com base nas fórmulas de diferenciação numé-
rica ode15s. Os parâmetros do algoritmo PSO estão listados na Tabela 4.2 e foram
baseados nos valores usados por PRATA et al. (2009b). Os cálculos foram realizados
em computador com sistema operacional Windows 64 bits, CPU Intel Core i7 2,0
GHz e 6 GB RAM.
Tabela 4.2: Valores dos parâmetros do algoritmo PSO.
Parâmetro Valor
Número de gerações 15
Número de partículas 100
Parâmetro de busca local (c1) 1
Parâmetro de busca global (c2) 1
Peso inercial (ω) 0,7
Tolerância 1,0 10−3
4.2.4 Procedimento On-line de Identificação
Uma vez que o modelo descrito anteriormente esteja validado com dados de processo,
ele pode ser usado para realizar inferências e aplicações de controle e otimização do
processo. No entanto, o modelo permanece suscetível à degradação devido às muitas
incertezas que afetam o processo.
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Para contornar esse problema, o modelo foi modificado para uso na estratégia
de monitoramento on-line. As Equações. (4.5), (4.6) e (4.8) foram modificadas pela
introdução de parâmetros de eficiência αF1, αF2, e αF4 multiplicando as taxas de
reação, como segue:
ridF1 = αF1 rF1 (4.28)
ridF2 = αF2 rF2 (4.29)
ridF4 = αF4 rF4 (4.30)
em que (·)id corresponde às taxas de reação identificadas. Substituindo as taxas de
reação correspondentes no vetor de equações validadas, f , pelas Eqs. (4.28)–(4.30),
tem-se um novo vetor de equações, f id, que é uma função de α = [αF1, αF2, αF4]
T.
Um ponto relevante desse trabalho é o uso de equações baseadas nas cinéticas de
Michaelis-Menten e Monod no modelo, pois cinéticas simples são usadas para repre-
sentar um sistema complexo. Isso é possível a partir de uma estratégia de adaptação
do modelo, que realiza a atualização de parâmetros específicos para promover uma
adaptação local do modelo ao processo.
Para atualizar o modelo on-line durante o processo SSF, formulou-se um pro-
blema de estimação de parâmetros, modificado para ser resolvido em tempo real, em
que os parâmetros de eficiência têm como objetivo atualizar localmente o modelo
identificado f id. Este problema é implementado seguindo a abordagem de janela (ou
horizonte) móvel (KIM et al., 1991; LIEBMAN et al., 1992; ROBERTSON et al.,
1996), na qual uma janela de tempo se estende H intervalos de amostragem para
trás a partir do tempo atual (ou mais recente) tc, definindo uma janela de dados de
(tc −H ta) a tc, em que ta é o intervalo de tempo entre as aquisições de dados me-
didos. Assim, todas as medidas correspondentes ao tempo representado pela janela
de dados (tc −H ta ≤ t ≤ tc) estão disponíveis para resolver o problema de estima-
ção de parâmetros durante o procedimento on-line. Em outras palavras, durante o
procedimento de identificação, os parâmetros de eficiência são estimados em cada
janela de dados. Esse procedimento é diferente da estimação de parâmetros off-line,
representada na Equação (4.25), para a validação do modelo, em que os parâmetros
do modelo θaug são estimados com base em dados históricos.
Aplicando a estratégia da janela móvel finita e a função objetivo de mínimos
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wk [y(tk)− yms(tk)]T V−1 [y(tk)− yms(tk)]
sujeito a tc ≥ tH
ẋ(t) = f id [x(t),u(t),α] , ∀ t ∈ [tc−H , tc]
x(tc−H) = xc−H
y(tk) = h[x(tk)]
(1− αLU)α0 ≤ α ≤ (1 + αLU)α0
,
(4.31)
em que H é o tamanho da janela em número de instantes de tempo, que corresponde
a uma janela de tempo com tamanho H · ta (h); k = c−H e k = c são o primeiro e
o mais recente instantes de amostragem da janela móvel, respectivamente; tc−H e tc
são os tempos de amostragem no início e no final da janela móvel, respectivamente
(h); x(tc−H) é a condição inicial para as variáveis de estado na janela móvel; xc−H é
o vetor de variáveis de estado no início da janela móvel; α é o vetor de parâmetros
de eficiência a ser estimado e αLU é a variação admissível para os parâmetros na
janela atual em relação aos valores α0 determinados na janela anterior; f id é o vetor
de equações do modelo identificado.
A janela de tempo é atualizada a cada instante de amostragem, à medida que
novos dados chegam por meio de sensores e análises de laboratório. Assim, de acordo
com a Equação (4.31), o problema não-linear de estimação de parâmetros é resolvido
sequencialmente a cada novo tempo de amostragem, re-estimando os parâmetros de
eficiência e simulando inferências atualizadas para as variáveis de estado e saída.
A janela móvel reduz a dimensão do problema de otimização e é utilizada para
capturar o comportamento mais recente do processo, sendo muito útil quando os
parâmetros do processo mudam ao longo do tempo de operação (PRATA et al.,
2009b). A definição adequada do tamanho da janela é um parâmetro específico do
sistema físico, i.e., o comprimento apropriado da janela está relacionado à dinâmica
do sistema sob análise (LIEBMAN et al., 1992). Se H é muito pequeno, pode não
haver informação suficiente disponível sobre a dinâmica para a estimação. Se H é
muito grande, o problema resultante será muito grande, resultando em elevado custo
computacional. Neste contexto, o tamanho apropriado da janela móvel também
está fortemente relacionado ao tempo de amostragem em que as medidas estão
disponíveis.
A estratégia de monitoramento foi implementada em MATLAB (2010), onde a
minimização de Jmon também foi feita utilizando a abordagem de caminho viável por
meio da técnica PSO, utilizando os parâmetros apresentados na Tabela 4.2, como
descrito anteriormente.
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4.2.5 Dados Industriais Reais
A avaliação da estratégia de monitoramento baseada em modelo para o processo SSF
foi realizada com dados industriais de uma planta de etanol de milho de moagem
seca nos EUA, que tem como produto principal o etanol biocombustível. O processo
SSF é realizado em fermentadores de 300.000 gal, em que a levedura e a glucoamilase
são adicionadas em linha, à medida que o hidrolisado de milho é alimentado ao vaso
durante os estágios iniciais da batelada. Devido a esta adição inline de leveduras e
enzimas, o processo SSF inicia durante o tempo de enchimento. A levedura é obtida
em um reator batelada separado, específico para a propagação do micro-organismo.
Após a conclusão, o hidrolisado fermentado é bombeado para um tanque de vinho.
Foram fornecidos dados de 30 bateladas sequenciais realizadas durante o período de
um mês. O conjunto de dados pode ser agrupado em três tipos principais: análises
laboratoriais para amostras retiradas durante a batelada, medições em linha dispo-
nibilizadas pelos sensores e condições de operação estabelecidas pelos operadores do
processo. As informações disponíveis no laboratório são concentrações de oligossaca-
rídeos maiores que quatro unidades de glicose, maltotriose, maltose, glicose, etanol
e glicerol em sete tempos de amostragem diferentes ao longo do processo SSF, in-
cluindo o final da batelada. A condição inicial da fermentação não está disponível no
conjunto de dados. As medições em linha são muito mais abundantes, sendo regis-
tradas a cada 5 minutos para a temperatura do reator, o nível do líquido no interior
do vaso e a temperatura do fluido refrigerante na saída do trocador de calor. As
condições de operação envolvem o conhecimento de algumas variáveis manipuladas,
como perfis de alimentação de hidrolisado de milho, inóculo e enzimas, e vazão de
fluido refrigerante. Os perfis de alimentação de enzima foram fornecidos como fun-
ções do tempo, admitindo que também são conhecidos Fenz (vazão de alimentação
de enzima) e Eenz (concentração de enzima na corrente de alimentação de enzima),
conforme especificado pela Equação (4.18). As constantes cinéticas agrupadas (pa-
râmetros kH1, kH2 e kH3 nas Equações (4.1)-(4.3)) foram estimados com as respostas
disponíveis do processo, conforme discutido anteriormente. Desse modo, do ponto
de vista da simulação do modelo, as atividades enzimáticas já estão consideradas nas
constantes cinéticas agrupadas e são capturadas pelo procedimento de estimação de
parâmetros.
Além dos dados de processo já descritos, a informação relativa aos parâmetros
físicos, como dimensões dos vasos, também estava disponível. As propriedades físico-
químicas exigidas pelo modelo, como capacidades caloríficas e entalpias de formação,
foram obtidas da literatura (FLICKINGER, 2013). Todos os dados foram coletados,
organizados e utilizados para estimação de parâmetros, validação do modelo de
processo e avaliação do sensor virtual proposto.
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4.3 Resultados
Esta seção apresenta os resultados obtidos nas etapas de estimação de parâmetros,
validação do modelo e monitoramento on-line do processo. Os resultados para essas
três atividades foram obtidos usando dados industriais de 30 bateladas sequenciais
de fermentação de uma planta de etanol de milho. Os dados cobrem o período de
um mês de operação do processo. Informações não presentes no conjunto de dados
da planta industrial foram obtidas na literatura.
4.3.1 Estimação de Parâmetros e Validação do Modelo
Conforme descrito anteriormente, os valores dos parâmetros foram determinados
pela resolução da Equação (4.25) usando o algoritmo PSO, empregando a aborda-
gem do caminho viável. Deve notar-se que as medições de cromatografia líquida
de alta performance (HPLC) para os oligossacarídeos maiores que 4 unidades de
glicose são consideradas como maltotetraose no modelo. Conforme discutido ante-
riormente, a preferência geral foi obter um modelo simples e efetivo. Como uma
primeira tentativa de modelagem, o modelo foi simplificado para descrever dados de
oligossacarídeos maiores que quatro unidades de glicose como maltotetraose. Uma
vez que resultados satisfatórios foram obtidos, mostrando que esta simplificação de
modelagem exerceu pouco efeito sobre os resultados, decidiu-se não introduzir no
modelo a complexidade de modelar oligossacarídeos com mais de quatro unidades de
glicose. O modelo de processo é composto por um sistema de equações diferenciais
ordinárias e requer um conjunto de condições iniciais para serem integradas. As
condições iniciais para algumas variáveis de estado não estavam disponíveis a partir
dos dados da planta, sendo por isso estimadas com o aumento do vetor de variáveis
de decisão.
As condições iniciais e os valores dos parâmetros apresentadas nas Tabelas 4.3
e 4.4 foram determinados utilizando dados de processo da Batelada 01. Os perfis
simulados correspondentes são mostrados na Figura 4.5. Pode-se ver que o modelo
desenvolvido é capaz de capturar os fenômenos mais importantes que ocorrem du-
rante a processo SSF, apesar da sua relativa simplicidade. Os valores simulados para
maltotetraose, maltotriose, temperatura e nível do fermentador aproximam-se dos
dados experimentais com elevada acurácia. Enquanto os perfis de concentração para
glicose e etanol seguem a tendência dos valores experimentais com concordância ra-
zoável, a evolução do glicerol no meio foi mais lenta que aquela predita pelo modelo.
A trajetória da maltose, por sua vez, foi mais rápida que as previsões do modelo.
O vetor aumentado de parâmetros estimados também foi determinado para outras
bateladas. Para todas essas outras bateladas (dados não apresentados), os perfis
simulados apresentaram boa concordância com os dados da planta, semelhantes aos
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apresentados na Figura 4.5.
Para avaliar o modelo, os parâmetros estimados a partir de bateladas diferentes
foram usados para construir um conjunto de valores médios e então simulações do
modelo foram realizadas para cada uma dessas bateladas usando o conjunto médio.
Uma vez que todo o conjunto de dados envolve bateladas espalhadas ao longo de um
mês de operação, bateladas distintas podem ter sofrido diferentes distúrbios. Várias
condições no início e durante a fermentação impactam o processo de fermentação e
podem variar entre as bateladas.
De acordo com os resultados (dados não apresentados), as simulações do mo-
delo para este conjunto médio de valores dos parâmetros também apresentaram boa
concordância com os dados. Os perfis simulados para maltotetraose, maltotriose,
temperatura e etanol foram muito pouco afetados nas bateladas testadas. Os perfis
de glicerol, em especial, mostraram melhor concordância quando o conjunto médio
foi usado para algumas bateladas. Os resultados das concentrações de maltose apre-
sentaram uma ligeira melhoria em algumas bateladas. Em termos gerais, o uso do
conjunto médio de parâmetros apresentou resultados ligeiramente melhores.








Tabela 4.4: Valores estimados utilizando os dados de processo da Batelada 01.
Parâmetro Valor Unidade Parâmetro Valor Unidade
kH1 816,70 h−1 KH1 2040,73 kg/m3
kH2 1778,96 h−1 KH2 2220,51 kg/m3
kH3 1590,68 h−1 KH3 2939,60 kg/m3
kF1 1334,75 h−1 KF1 4913,76 kg/m3
kF2 0,0459 h−1 KF2 8,10 kg/m3
kF3 101,35 h−1 KF3 114,13 kg/m3
kF4 0,4251 h−1 KF4 245,21 kg/m3
DP40 180,52 kg/m3 DP30 40,11 kg/m3








































































































































































































































A validação do modelo foi feita comparando-se as inferências de temperatura,
nível e concentrações com os dados da planta de cinco bateladas não utilizadas na
estimação dos parâmetros. Curiosamente, os resultados foram muito semelhantes
aos já apresentados, em que as simulações se encaixam bem aos dados e mostram,
assim, que o modelo é capaz de descrever o comportamento do processo. A validação
foi feita tanto para parâmetros da Batelada 01 como para do conjunto médio.
A discrepância dos valores calculados pelo modelo em termos quantitativos pode
ser parcialmente relacionada à incerteza em relação às propriedades físico-químicas
e informações no início da fermentação. Além disso, a simplificação das premissas
feitas para a dedução do modelo também pode influenciar esses desvios. Para men-
cionar algumas dessas simplificações, os efeitos da temperatura e do pH na atividade
enzimática não foram considerados. Perturbações no pH podem ocorrer devido a vá-
rios fatores, como a infecção bacteriana. Além disso, uma interação complexa entre
temperatura, pH e ácidos orgânicos fracos contribuem para a perda de viabilidade
celular e não foram contabilizadas no modelo. A produção de ácidos orgânicos pela
levedura e seus efeitos sobre a dinâmica de crescimento de células foram despreza-
das. No entanto, como já foi visto, o modelo não estruturado é capaz de calcular
variáveis-chave, sendo capaz de seguir as tendências gerais dos dados da planta.
Com foco no monitoramento do processo, tais discrepâncias não comprometem o
uso do modelo para esse objetivo. Como será apresentado na próxima seção, as
inferências do modelo podem ser melhoradas pela aplicação de um procedimento de
identificação em tempo real, apesar do grau de complexidade do modelo.
4.3.2 Monitoramento do Processo
A etapa de validação do modelo é importante para avaliar a capacidade do modelo
capturar o comportamento geral do processo e as principais fontes de variabilidade.
Além da imperfeição intrínseca do modelo matemático, outros efeitos contribuem
para os desvios observados, como medições corrompidas por ruído e distúrbios do
processo, especialmente em ambientes industriais. Assim, não se poderia esperar
obter estimativas perfeitas. Neste contexto de incertezas inevitáveis que afetam
os resultados do modelo, é possível melhorar ainda mais as inferências do modelo,
aplicando um procedimento de identificação on-line. Propõe-se um procedimento
de identificação baseado na abordagem de janela móvel, que envolve a resolução da
Equação (4.31) em cada tempo de amostragem. Quanto à estimação dos parâmetros,
o problema de otimização resultante é resolvido usando o algoritmo PSO com os
parâmetros da Tabela 4.2. O modelo utilizado no procedimento de identificação foi
uma versão modificada do modelo validado. A modificação consiste na introdução
dos parâmetros de eficiência nas expressões de taxa de algumas reações, conforme
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discutido na Seção 4.2.4.
4.3.2.1 Avaliação dos Parâmetros de Ajuste
É possível listar ao menos três variáveis de projeto para a estratégia de identificação
on-line: i) tamanho da janela de dadosH, ii) parâmetros de eficiência estimados, i.e.,
quais taxas de reação são identificadas, e iii) tamanho do espaço de busca explorado
pelo algoritmo PSO para a estimação dos parâmetros de eficiência. Considerando
a Equação (4.31), o tamanho do espaço de busca é definido pelo parâmetro αLU ,
que estabelece a variação admissível para os parâmetros durante o procedimento
de estimação. Adicionalmente, o intervalo de amostragem, ta, também poderia ser
incluído como um parâmetro de sintonia, mas não foi considerado no presente estudo.
Uma vez que não existe uma solução geral ou padrão que embase essas decisões de
projeto, elas devem ser estudadas e avaliadas em cada aplicação. Além disso, elas
podem afetar a convergência do esquema proposto.
Para avaliar o desempenho da identificação on-line, foram selecionados, com
base na análise dos dados e na experiência adquirida durante a etapa de validação
do modelo, três níveis para cada variável de projeto estudada na estratégia de mo-
nitoramento, conforme apresentado na Tabela 4.5. Os níveis das variáveis foram
combinados entre si, resultando em 26 cenários, e experimentos de simulação foram
conduzidos utilizando os dados e parâmetros estimados (θaug) para a Batelada 01
(Tabela 4.4).
Os efeitos dessas três variáveis de projeto sobre a qualidade do ajuste dos perfis
de monitoramento foram avaliados e comparados em termos das seguintes métricas
estatísticas: soma do erro quadrado (SSE), erro quadrático médio (MSE), raiz do
erro quadrático médio (RMSE), erro absoluto médio (MAE) e coeficiente de deter-




































em que yi,k, ymsi,k e ȳi são valores preditos, medidos e médios dos dados medidos,
respectivamente, para variáveis de saída i (i = DP4, DP3,M,G,Et,Gy, T, L); R2
é o coeficiente de determinação do conjunto total de predições. Como o tamanho
do conjunto de dados de laboratório é diferente do tamanho do conjunto de dados
medidos em linha, os dados usados para o cálculo das métricas estatísticas corres-
ponderam aos tempos em que ambas as medições de laboratório e processo estavam
disponíveis, resultando em m = 7 valores experimentais para cada variável. Em um
experimento de monitoramento simulado, isso correspondeu a um número total de
n = 56 valores medidos em cada experimento de monitoramento.
Dessa maneira, propôs-se um procedimento de sintonia do problema de identifi-
cação, que envolveu: i) selecionar os parâmetros de projeto e níveis de variação, ii)
selecionar um conjunto de dados históricos de referência, iii) conduzir experimentos
para os cenários possíveis, construídos a partir dos níveis selecionados, e iv) avaliar
as realizações obtidas, identificando o cenário com o melhor desempenho. Até onde
se pode determinar, essa abordagem de sintonia não é usual na literatura.
Tabela 4.5: Parâmetros avaliados no estudo de sintonia do procedimento de identi-
ficação on-line.
Parâmetro Descrição Níveis




[αF1], [αF1, αF2, αF4],
[αH3, αF1, αF2, αF4]
αLU
Espaço de busca
dos parâmetros estimados 1%, 5%, 10%
Os resultados para os experimentos de monitoramento realizados são apresen-
tados na Tabela 4.6. O melhor resultado obtido foi para o experimento 23, que
refere-se a um horizonte de dados de 5 h, modificação das expressões cinéticas das
reações rF1, rF2, e rF4 e variação admissível de 10% para os parâmetros de eficiên-
cia no algoritmo PSO. É interessante notar que, de acordo com os dados das seis
melhores simulações, i.e., experimentos 18 – 23, existe consenso sobre o tamanho
da janela móvel de 5 h. Entre estes resultados, vale a pena notar que melhores
ajustes não foram obtidos à medida que se aumentou o número de expressões de
taxa modificadas. Pelo contrário, modificar apenas a reação rF1 ou o conjunto rF1,
rF2, e rF4 forneceu melhores resultados que modificar quatro expressões cinéticas.
Embora a faixa de 10% tenha se mostrado como o melhor valor de acordo com as
métricas utilizadas, pode-se observar a existência de tendência de sobreajuste. O
sobreajuste, ou overfitting, corresponde à incorporação do ruído às predições do mo-
delo. Conforme dados da Tabela 4.6, o valor de R2 para o experimento 23 é superior,
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inclusive, ao valor obtido na condição de referência, indicada pelo experimento 0.
Assim, de modo a evitar o sobreajuste pela incorporação de ruído, os parâmetros
do experimento 21, associado ao intervalo de 1%, foram selecionados.
Tabela 4.6: Métricas estatísticas sobre a qualidade do ajuste para diferentes confi-
gurações do procedimento de identificação on-line.
Experimento Parâmetros de ajuste SSE MSE RMSE MAE R2
H · ta α Faixa
0 Validação 29.7629 0.5315 0.7290 0.5142 0.9470
1 1 αF1 1% 47.3026 0.8600 0.9191 0.6797 0.9157
2 1 αF1 5% 50.1551 0.9119 0.9464 0.6780 0.9106
3 1 αF1, αF2, αF4 1% 42.9858 0.8111 0.8761 0.6343 0.9234
4 1 αF1, αF2, αF4 5% 130.7913 2.4678 1.5283 0.8080 0.7670
5 1 αF1, αF2, αF4 10% 117.6690 2.2202 1.4496 0.8180 0.7904
6 1 αH3, αF1, αF2, αF4 1% 45.8501 0.8817 0.9048 0.6251 0.9183
7 1 αH3, αF1, αF2, αF4 5% 150.3028 2.8904 1.6383 0.8739 0.7322
8 1 αH3, αF1, αF2, αF4 10% 114.1601 2.1954 1.4278 0.7848 0.7966
9 3 αF1 1% 36.6597 0.6665 0.8091 0.6026 0.9347
10 3 αF1 5% 39.4607 0.7175 0.8394 0.6440 0.9297
11 3 αF1 10% 35.1565 0.6392 0.7923 0.6041 0.9374
12 3 αF1, αF2, αF4 1% 38.2665 0.7220 0.8266 0.6039 0.9318
13 3 αF1, αF2, αF4 5% 42.8333 0.8082 0.8746 0.6192 0.9237
14 3 αF1, αF2, αF4 10% 44.5507 0.8406 0.8919 0.6360 0.9206
15 3 αH3, αF1, αF2, αF4 1% 35.7942 0.6884 0.7995 0.5837 0.9362
16 3 αH3, αF1, αF2, αF4 5% 70.6986 1.3596 1.1236 0.6326 0.8740
17 3 αH3, αF1, αF2, αF4 10% 58.1220 1.1177 1.0188 0.6680 0.8965
18 5 αF1 1% 33.2743 0.6050 0.7708 0.5808 0.9407
19 5 αF1 5% 33.7425 0.6135 0.7762 0.5815 0.9399
20 5 αF1 10% 33.6353 0.6116 0.7750 0.5800 0.9401
21 5 αF1, αF2, αF4 1% 33.5158 0.6324 0.7736 0.5790 0.9403
22 5 αF1, αF2, αF4 5% 34.0350 0.6422 0.7796 0.5713 0.9394
23 5 αF1, αF2, αF4 10% 28.9275 0.5458 0.7187 0.5211 0.9485
24 5 αH3, αF1, αF2, αF4 1% 38.0356 0.7315 0.8241 0.5851 0.9322
25 5 αH3, αF1, αF2, αF4 5% 80.8291 1.5544 1.2014 0.7272 0.8560
26 5 αH3, αF1, αF2, αF4 10% 48.5237 0.9331 0.9309 0.5962 0.9136
4.3.2.2 Desempenho do Sensor Virtual
O desempenho da estratégia de monitoramento foi avaliado por meio de simulações.
A aplicação do procedimento de identificação on-line usando o modelo validado com
dados da Batelada 01 (que corresponde ao mesmo conjunto de dados usado na etapa
de validação) é apresentada na Figura 4.6, juntamente com as inferências do modelo
validado em uma simulação off-line. Os resultados do procedimento de identificação
on-line usando o modelo validado com dados de outras três bateladas não utilizadas
na estimação de parâmetros, nem na validação do modelo, são apresentados na
Figura 4.7, em que as concentrações de etanol e glicose são mostradas. As simulações
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de monitoramento foram realizadas adotando os valores para os parâmetros de ajuste
de acordo com o experimento 21 da Tabela 4.6. O procedimento de identificação
melhorou significativamente os cálculos de glicose e etanol, dois componentes-chave
do processo SSF, para todas essas bateladas.
De acordo com a trajetória dos parâmetros de eficiência estimados, Figura 4.6, é
possível observar que os parâmetros do modelo validado sofrem variações locais. Não
obstante, a variação dos parâmetros de eficiência, restrita ao intervalo [0, 35; 2, 41],
indica que a perturbação da cinética baseada no modelo de Monod nas reações rF1,
rF2 e rF4 foi pequena. Por inspeção dos perfis de α, é interessante notar as diferentes
quantidades de informação que cada variável medida possui. Pode-se observar picos
que geralmente ocorrem quando uma nova análise de laboratório está disponível.
As medidas de concentração contribuem com informação nova, que as medidas de
temperatura e nível não abrangem. Assim, as medidas de laboratório contribuem
para corrigir as trajetórias inferidas pelo modelo. Este comportamento é refletido
nas trajetórias dos parâmetros α ao longo da batelada, em que os coeficientes de
eficiência ajustam as expressões de taxa correspondentes.
Esses resultados foram obtidos por meio de simulações computacionais. No en-
tanto, como o procedimento de identificação não é um sistema em malha fechada, as
previsões observadas representam os resultados reais que seriam obtidos se o sensor
virtual estivesse implementado na planta. No contexto de uma aplicação industrial,
os custos computacionais podem mostrar-se proibitivos em determinadas circuns-
tâncias. Por isso, é possível perceber na literatura uma predominância do uso de
algoritmos determinísticos para implementações reais em plantas industriais. Deve-
se enfatizar, porém, que em todos os experimentos de monitoramento, o algoritmo
PSO foi capaz de convergir em menos de 20 segundos a cada instante de amostragem,
o que é muito menor que o tempo de amostragem de 5 minutos. Esse desempenho
é muito importante, pois, a despeito do fato da otimização ser conduzida por um
algoritmo de busca aleatória, demonstra a viabilidade da utilização desse algoritmo
em implementações reais.
Para que tenha valor e utilidade em atividades de controle e otimização de pro-
cessos, uma solução de monitoramento deve ser capaz de prever com segurança as
principais características do processo, apesar das incertezas e distúrbios que podem
estar presentes. Uma incerteza pronunciável está relacionada à descrição matemática
do processo. O monitoramento é uma tarefa desafiadora, mesmo quando se utilizam
modelos de processo detalhados, validados em amplas faixas de operação em relação
a, e.g., concentração de substrato, carga de enzima e temperatura do reator. Para
lidar com essas incertezas, propõe-se a modificação de algumas expressões de taxa
pela inclusão de parâmetros de eficiência, conforme descrito anteriormente. Uma














































































































































































































































































lanço de energia com a introdução de funções lineares e quadráticas da concentração
de etanol para capturar incertezas. Eles relatam que, entre outras tentativas, essas
expressões proporcionaram resultados significativamente melhores para as medições
de temperatura. É importante notar, no entanto, que apesar dos esforços para sele-
cionar uma função apropriada e suas variáveis independentes para a modificação, a
extrapolação dessa estratégia para outros processos e condições operacionais não é
direta e precisa ser reavaliada.
Outra questão importante em relação ao monitoramento do processo baseado em
modelos está relacionada à sensibilidade dos parâmetros a distúrbios, caso em que
o modelo pode não ser adequado para o monitoramento do processo. Por exemplo,

























































































Figura 4.7: Dados de processo, previsões do modelo validado e resultados simulados
do sensor virtual para bateladas não utilizadas na estimação de parâmetros ou na
validação do modelo.
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os parâmetros do modelo podem depender das condições iniciais da batelada, o que
é relevante para o monitoramento SSF, uma vez que a adição de substrato afeta o
crescimento da levedura e o rendimento do processo. Para lidar com a dependência
dos parâmetros do modelo com a concentração inicial de substrato, OCHOA et al.
(2007) propuseram um método de identificação para distinguir entre parâmetros que
podem ser considerados independentes das condições iniciais daqueles que necessa-
riamente mudam com elas e devem ser ajustados sempre que mudanças ocorrem.
Para conseguir isso, foram utilizados diferentes conjuntos de dados experimentais em
diferentes condições iniciais. No entanto, sempre haverá a necessidade de estimar
esses parâmetros, uma vez que as condições iniciais mudem. Embora OCHOA et al.
(2007) forneçam um método valioso para lidar com a mudança de parâmetros em
algumas condições, pode não ser prático para uso em processos reais, pois pode ser
muito complexo e requerer tempo e esforço de pessoal especializado para atualizar o
modelo. Além disso, o método lida com um distúrbio conhecido, o que pode não ser
adequado para uma aplicação industrial. Se algum distúrbio, seja conhecido ou não,
não for refletido no conjunto de dados disponíveis, seu efeito nos parâmetros perma-
necerá desconhecido, afetando as previsões do modelo. Como OCHOA et al. (2007)
argumentaram, essa estratégia pode reduzir muito o esforço computacional, mas os
parâmetros devem ser periodicamente recalculados usando técnicas de adaptação
on-line.
Conforme apresentado nas Figuras 4.6 e 4.7, o sensor virtual é capaz de prever
a operação de diferentes bateladas com razoável precisão. Ao combinar uma abor-
dagem para captura de incertezas com um procedimento de identificação on-line, é
possível atualizar o modelo localmente com base no comportamento mais recente da
planta. Embora o sensor virtual use um modelo de primeiros princípios baseado em
cinéticas simples de Michaelis-Menten e Monod, que são modelos não segregados,
os resultados mostraram que a estratégia permitiu o acompanhamento de variáveis-
chave que permitem o monitoramento do processo. Com efeito, o valor de modelos
matemáticos simples para fornecer inferências precisas com base em várias medidas
já foi demonstrado em outros sistemas (CLAES e VAN IMPE, 2000; HOFFMANN
et al., 2000). A identificação on-line proposta combina os conhecimentos incor-
porados no modelo com todas as informações disponíveis nas medidas da planta,
ajustando as inferências do modelo em tempo real. Isso permite não apenas cap-
turar o comportamento dinâmico dos microrganismos vivos, mas também detectar
perturbações relacionadas ao processo. Considerando essas características, o proce-
dimento de identificação on-line é mais apropriado para o controle e otimização de
bioprocessos (VAN IMPE, 1996), em que a proposta de correção multiplicativa das
taxas pode ser usada em muitos outros problemas.
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4.4 Conclusão
O desenvolvimento e aplicação de um sensor virtual para monitoramento de SSF de
hidrolisado de milho foi apresentado. A estrutura é facilmente extensível a outros
sistemas e emprega um procedimento para identificar o processo on-line, usando um
modelo caixa cinza. O modelo foi capaz de prever os perfis dinâmicos de etanol,
glicerol, maltotetraose, maltotriose, maltose, glicose, temperatura e nível de líquido
dentro do vaso de fermentação. Ao adotar a abordagem de horizonte móvel, o pro-
cedimento faz uso de medidas geralmente presentes em plantas típicas de etanol
de milho para ajustar o modelo on-line, estimando os coeficientes de eficiência. A
ferramenta de monitoramento foi avaliada com estudos de simulação, usando dados
industriais reais de uma planta de etanol de milho. Os dados considerados neste
trabalho consistiram em medidas on-line da temperatura de saída da corrente de
água do trocador de calor e do nível do vaso, e análises de laboratório para etanol,
glicerol e açúcares via HPLC. O procedimento de identificação on-line foi resolvido
pelo algoritmo metaheurístico PSO. O estudo mostrou que mesmo os modelos fe-
nomenológicos simples, como as cinéticas de Michaelis-Menten e Monod, podem ser
usados para inferir o estado operacional da fermentação em batelada e identificar o
modelo com as medidas mais recentes. A estratégia também pode ser usada para
inferir as taxas reais de fermentação e hidrólise, bem como a energia envolvida no
processo, tornando-a uma ferramenta poderosa para examinar mais de perto o que
está acontecendo dentro do fermentador.
A SSF é uma etapa crítica em muitos processos industriais. Portanto, informa-
ções muito úteis para reduzir o consumo de energia e aumentar a produção podem
ser obtidas explorando o processo de fermentação em plantas industriais de etanol
de milho. Na indústria, biorreatores são, geralmente, operados manualmente por
operadores que usam um conjunto de medidas de processo. Embora esse tipo de
operação não exija nenhum modelo, pode levar a uma baixa reprodutibilidade se
não forem detectados desvios significativos. Especialmente em bioprocessos, as ine-
vitáveis flutuações na carga, qualidade das matérias-primas naturais e contaminação
afetam a ação de enzimas e microorganismos, de tal forma que os distúrbios do pro-
cesso real são difíceis de prever. Uma informação dinâmica rica e realista fornecida
por um sensor virtual deve ajudar o operador de várias maneiras, fornecendo in-
formações adicionais sobre o processo que não estavam disponíveis pelas variáveis
medidas. O monitoramento on-line do processo é um passo importante para melho-
rar a operação do processo, permitindo uma maior reprodutibilidade para controle
em laço aberto com otimização de batelada em batelada. Em plantas mais auto-
matizadas, ele é útil para dar suporte ao controle e aplicações de otimização em
tempo real. O custo de instalação e manutenção do equipamento envolvido no sen-
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sor virtual é vantajoso em relação ao benefício de suas inferências para a estratégia
de monitoramento e controle. Portanto, o sensor virtual para SSF de hidrolisado de
milho contribui significativamente para a melhoria do processo de produção indus-
trial de etanol combustível. Como exemplos de oportunidades criadas pela aplicação
da estratégia de monitoramento proposta, a estratégia de amostragem poderia ser
simplificada e as atividades dos operadores repensada; simulações poderiam indicar
cenários críticos e antecipar desvios do processo; os dados on-line que refletem ati-
vidades de enzimas reais poderiam ser usados para redução de custos com enzimas e
outros aditivos; e novos conhecimentos sobre a operação do processo podem ajudar
a conceber diferentes estratégias de controle, aumentando a produtividade.
Portanto, estratégias de construção de modelos de referência foram desenvolvidas
a contento em dois cenários muito distintos: com excesso (Capítulo 3) e com escassez
(Capítulo 4) de dados. Isso permite levar as ferramentas de otimização em tempo
real a diferentes domínios.
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Capítulo 5
Aspectos Numéricos e Abordagens
de Resolução
Embora a maior parte da discussão envolvendo estudos de RTO esteja relacionada
às dificuldades existentes para obter uma representação matemática precisa do pro-
cesso com o conjunto de informações disponível, há casos em que isso não constitui
o problema principal. No entanto, a disponibilidade de um modelo fenomenológico
do processo associado a um conjunto adequado de variáveis medidas não é suficiente
para garantir a resolução adequada do problema de programação matemática, seja
na etapa de atualização do modelo, seja na etapa de otimização econômica. Nesse
contexto, torna-se necessário entender como a estrutura do problema de otimização
e o algoritmo numérico, em conjunto com sua parametrização, afetam a identifica-
ção do processo. Assim, realizou-se um estudo de caracterização de desempenho de
diferentes técnicas numéricas empregadas para resolução do problema de reconcilia-
ção de dados, associado às etapas de Identificação do processo e de Otimização em
tempo real, conforme fluxograma da Figura 1.2.
Dados Identificação Alarmes Otimização Controle
Figura 1.2: Fluxograma alternativo com as etapas envolvidas em uma implementa-
ção real de sistema RTO (apresentado na p.8).
A reconciliação de dados é uma técnica baseada em modelo amplamente aplicada
em indústrias de processos modernas, estando disponível em softwares comerciais.
A despeito disso, vários aspectos importantes envolvidos na solução do problema são
geralmente ignorados e uma avaliação detalhada de como os procedimentos numéri-
cos afetam a solução do problema não pode ser desprezada. Com base em aplicações
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industriais relatadas na literatura, diferentes configurações foram identificadas e tes-
tadas, fornecendo uma avaliação numérica sobre o desempenho da reconciliação de
dados estacionária e não linear. Os itens discutidos foram a formulação do problema,
com relação à presença de parâmetros estimados na função objetivo; a abordagem
de solução, quando se aplicam algoritmos de programação não linear; técnicas para
estimar gradientes de função objetivo; a estimativa inicial; e o algoritmo de otimi-
zação.
O estudo baseou-se nas simulações de um modelo rigoroso e validado de um
sistema real de produção de petróleo offshore. A avaliação consistiu em comparar a
robustez da solução, a violação de restrições e o custo computacional. Além disso, foi
proposto o uso de um teste global para detectar inconsistências na formulação e na
solução do problema. Os resultados mostram que diferentes configurações exercem
um grande impacto sobre o desempenho dos procedimentos de reconciliação, muitas
vezes resultando em soluções locais. Na essência, discute-se a questão de como
resolver satisfatoriamente o problema de reconciliação de dados para obter melhores
estimativas. O presente trabalho foi publicado no periódico Processes (CÂMARA
et al., 2017b).
5.1 Introdução
Dados confiáveis são essenciais para qualquer processo industrial. Da operação do
processo ao planejamento e programação da produção, dados são usados para au-
xiliar a tomada de decisões que afetam a qualidade do produto, rentabilidade e
segurança da planta. Dados também estão envolvidos em questões ambientais e
legais, como no monitoramento da poluição pelas agências estatais. Na contabili-
dade industrial, estão envolvidos procedimentos importantes, como na transferência
de custódia e nos inventários de processo. No entanto, especialmente em ambien-
tes industriais, a obtenção de informações confiáveis durante a operação diária não
constitui uma tarefa trivial.
As medições das variáveis de processo, tanto on-line quanto off-line, estão sujei-
tas a erros aleatórios (ruído), tais como distúrbios naturais, erros de amostragem,
leituras de instrumentos não confiáveis e imprecisões de análises laboratoriais, e er-
ros não aleatórios, como a falta de calibração ou falha de sensores (erros grosseiros)
(HODOUIN e EVERELL, 1980). O ruído aleatório também pode ser o resultado
de outros efeitos, como interferências de alta frequência, baixa resolução e erros
na transmissão e conversão (incluindo conversão A/D e D/A) (TAYLOR e DEL
PILAR MORENO, 2013), geralmente atribuídos à irreprodutibilidade dos instru-
mentos de medição (MORAD et al., 2005). Consequentemente, os dados coletados
geralmente não satisfazem nem mesmo as restrições básicas do processo, como os
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balanços de massa e energia. Dados imprecisos de processo podem resultar em con-
clusões enganosas ou imprecisas, levando a decisões equivocadas que podem afetar
adversamente muitas funções da planta. Assim, para reduzir os impactos dos erros
de medição nas medições da planta e aumentar o valor dos dados acessíveis através
de sistemas de gerenciamento de dados implementados, a retificação de dados deve
ser empregada (JOHNSTON e KRAMER, 1995).
A retificação de dados compreende um conjunto de técnicas que visa corrigir
dados, sendo composta por diferentes etapas, como classificação de variáveis, de-
tecção de erros grosseiros, estimação de parâmetros e reconciliação de dados (NA-
RASIMHAN e JORDACHE, 1999). A reconciliação de dados (DR) é uma técnica
baseada em modelos que reduz os erros de medição, fazendo uso de redundâncias
nos dados de processo. Essa técnica tem como objetivo estimar o estado verdadeiro
da planta, com base no ajuste das medidas do processo para satisfazer um conjunto
de restrições, o que é conseguido minimizando-se algum tipo de desvio entre valores
medidos e corrigidos. Ao contrário de outras técnicas de filtragem, a DR faz uso
explícito do modelo de processo para que os valores reconciliados sejam consistentes
com as relações conhecidas entre as variáveis de processo, conforme definido pelas
restrições, e ainda mais precisos que os valores medidos (MARTINI et al., 2013;
NOUNOU e BAKSHI, 1999).
A reconciliação de dados também pode ser usada como uma ferramenta eficiente
de monitoramento, produzindo estimativas para variáveis não-medidas e parâme-
tros de processo. Em muitos sistemas e aplicações, a estimação de parâmetros é a
etapa seguinte à reconciliação de dados, em que os valores reconciliados das variáveis
medidas são usados para estimar e atualizar os parâmetros do modelo (MARLIN e
HRYMAK, 1997; NAYSMITH e DOUGLAS, 1995; ZHANG et al., 1995b). Toda-
via, procedimentos de reconciliação de dados e estimação simultânea de parâmetros
(DRPE) são igualmente válidos e eficientes (HLAVÁČEK, 1977; MACDONALD e
HOWAT, 1988; MCBRAYER et al., 1998; PICCOLO et al., 1996; WEISS et al.,
1996). É importante ressaltar que as medidas de variáveis independentes são tipica-
mente utilizadas como se fossem livres de erros. Neste contexto, a DR também pode
ser aplicada quando tanto as variáveis dependentes quanto as independentes contêm
erros, situação em que alguns autores chamam de error-in-variables method (EVM)
(KAZEMI et al., 2013; KIM et al., 1990). A técnica EVM fornece estimativas de
ambos parâmetros e valores reconciliados que sejam consistentes com o modelo.
Além disso, técnicas para reconciliação de dados e estimação simultânea de parâ-
metros em conjunto com detecção de erros grosseiros surgiram com base em estatís-
tica robusta, que são especialmente importantes para aplicações industriais on-line
(PRATA et al., 2010). Muitos estimadores robustos foram propostos para reduzir o
efeito de erros grosseiros e produzir estimativas menos tendenciosas (ARORA e BI-
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EGLER, 2001; FABER et al., 2007; PRATA et al., 2008c; TJOA e BIEGLER, 1991;
ZHANG et al., 2010). Abordagens alternativas para a detecção de erros grossei-
ros envolvem o uso de análise de componentes principais (PCA) (NARASIMHAN e
BHATT, 2015; TONG e CROWE, 1995), análise de cluster (CHEN e ROMAGNOLI,
1998), redes neuroniais artificiais (VACHHANI et al., 2001) e estimadores robustos
(ÖZYURT e PIKE, 2004) e baseados em correntropia (CHEN et al., 2013). Recente-
mente, foram apresentadas uma metodologia para DRPE em sistemas com múltiplas
condições de operação, com um estimador baseado em correntropia (ZHANG et al.,
2014) e uma estrutura unificada para aplicação de PCA e DR (NARASIMHAN e
BHATT, 2015).
A literatura relativa a reconciliação de dados é composta por uma quantidade
expressiva de trabalhos e boas compilações das técnicas disponíveis podem ser encon-
tradas na literatura aberta (CROWE, 1996; ÖZYURT e PIKE, 2004; TAMHANE e
MAH, 1985), bem como em livros (MADRON, 1992; MAH, 1990; NARASIMHAN
e JORDACHE, 1999; ROMAGNOLI e SÁNCHEZ, 2000; VEVERKA e MADRON,
1997). Começando com problemas em estado estacionário com restrições lineares
para o caso em que todas as variáveis são medidas (KUEHN e DAVIDSON, 1961),
os avanços em técnicas de otimização permitiram o uso de formulações mais com-
plexas, envolvendo reconciliação de dados estacionário não linear (DU et al., 1997;
KIM et al., 1997; PAGES et al., 1994; TAKIYAMA et al., 1991; TJOA e BIEGLER,
1991), dinâmico linear (DAROUACH e ZASADZINSKI, 1991; FILLON et al., 1995,
1996) e dinâmico não linear (ALBUQUERQUE e BIEGLER, 1996; CHEN e RO-
MAGNOLI, 1998; LIEBMAN et al., 1992; MCBRAYER et al., 1998; PRATA et al.,
2006). Em cada uma dessas formulações, o modelo de processo, representado pelo
sistema de equações algébricas ou diferencial, é uma restrição do modelo de progra-
mação matemática que representa o problema de estimação, sendo que a solução
das equações do modelo é necessária para resolver o problema de otimização.
Aplicada na maior parte das indústrias modernas, a DR está comercialmente dis-
ponível em ferramentas de software como Aspen Advisor (Aspen Technology, Inc.,
Bedford, MA, EUA), VALI (Belsim, Awans, Bélgica), VisualMesa (Soteica, Houston,
TX, EUA), SimSci DATACON (Schneider Electric Software, Lake Forest, CA, EUA,
LLC), Sigmafine (OSIsoft, San Leandro, CA, EUA), entre outras (BAGAJEWICZ
e ROLLINS, 2011). Em conjunto com sistemas desenvolvidos internamente nas em-
presas, essas ferramentas podem ser utilizadas para reconciliar medidas de vazão,
temperatura e composição, de modo a satisfazer os balanços de massa e energia em
cada unidade de uma planta de processo, bem como para estimar parâmetros (KY-
RIAKOPOULOU e KALITVENTZEFF, 1996; REIMERS et al., 2008; SARABIA
et al., 2012). Além disso, o aumento da disponibilidade e o custo decrescente de
computadores de alto desempenho permitiram a implementação de aplicações mais
155
robustas e complexas, em que medidas reconciliadas são usadas em aplicações on-
line, como monitoramento, controle de processo e otimização em tempo real (BHAT
e SARAF, 2004; SANCHEZ et al., 1992; TRIERWEILER, 2014).
Dada a importância das técnicas de DR, a quantidade expressiva de trabalhos
nesse tema e a disponibilidade da técnica em ferramentas comerciais, descrições
detalhadas dos procedimentos de reconciliação de dados e seu uso em aplicações in-
dustriais reais são relativamente escassas na literatura. Esta aparente discrepância
pode ser parcialmente atribuída a razões proprietárias e restrições confidenciais. Os
trabalhos relacionados às implementações industriais de DR estão principalmente
focados nos desafios relacionados à obtenção de uma representação matemática pre-
cisa do processo, dada a informação disponível. Eles geralmente se concentram no
desenvolvimento de procedimentos e estratégias computacionais para novos siste-
mas, que geralmente envolve a formulação do problema de DR com base em um
modelo rigoroso do processo e sua resolução, usando um algoritmo de otimização tí-
pico, adequado para problemas de programação matemática de alta dimensão, bem
como esquemas de detecção de erros mais robustos. Embora tenham um valor téc-
nico inegável, a implementação e o avanço das aplicações on-line de DR exigem a
escolha da configuração mais adequada para a implementação.
Com efeito, a disponibilidade de um modelo preciso do processo e um conjunto
adequado de variáveis medidas não é suficiente para resolver de maneira satisfatória
o problema de DR. Poucos estudos apresentam análises mais detalhadas das con-
figurações de diferentes elementos, como formulação do problema (JOHNSTON e
KRAMER, 1995; ÖZYURT e PIKE, 2004), método de solução (HU e SHAO, 2006;
ISLAM et al., 1994; WEISS et al., 1996) e abordagem (KRIST et al., 1994; PIE-
RUCCI et al., 1996), algoritmo de otimização (KELLY, 2004; POKU et al., 2004;
PRATA et al., 2009b; SARABIA et al., 2012), e estratégias de solução (FABER
et al., 2007). Configurações distintas, mesmo aquelas representadas por pequenas
diferenças, podem conferir desempenhos diferentes, mas comumente não são discu-
tidas. No entanto, elas devem ser analisadas durante o projeto de uma aplicação de
DR, tentando responder se o problema de otimização está sendo resolvido satisfato-
riamente. Embora a reconciliação de dados gere benefícios, ela pode exercer fortes
efeitos negativos quando alguma hipótese é violada ou o procedimento não encontra
uma solução viável, caso em que o uso dos valores reconciliados pode produzir resul-
tados piores que usar as medições diretamente (CÂMARA et al., 2016; QUELHAS
et al., 2013; ÉRIC POULIN et al., 2010).
Neste trabalho, buscou-se fornecer uma avaliação numérica sobre o desempenho
de diferentes configurações na resolução da reconciliação de dados estacionária não-
linear. É mostrado que configurações diferentes exercem um grande impacto no
desempenho dos procedimentos de DR e que uma configuração adequada deve ser
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encontrada. A formulação do problema, relativo à presença de parâmetros estimados
na função objetivo, bem como a abordagem da solução, sequencial ou simultânea,
foram consideradas quando se aplicam algoritmos de programação não-linear (NLP)
como método de solução. Investigou-se o impacto de métodos para estimar gradien-
tes da função objetivo exigidos por algoritmos determinísticos de otimização, o que
é geralmente ignorado em estudos e aplicações de DR. Neste trabalho, um algoritmo
de ponto interior (IP) é aplicado. O desempenho de um algoritmo híbrido que com-
bina o algoritmo metaheurístico de otimização por enxame de partículas (PSO) e IP
também é avaliado e comparado. Como uma variável conhecida que afeta o desem-
penho dos algoritmos de otimização, analisou-se também a influência da estimativa
inicial na solução do problema de DR. A avaliação baseia-se na robustez da solução,
na violação de restrições na convergência e no custo computacional. Para controlar
melhor os resultados, apenas dados simulados foram utilizados no estudo e a de-
tecção de erros grosseiros não foi considerada no escopo deste trabalho. O estudo
baseia-se em simulações de um modelo rigoroso e validado de um sistema real de
produção de petróleo offshore. O modelo de processo está disponível em simulador
proprietário confiável, amplamente utilizado na Petrobras (LIPORACE et al., 2009;
NIEDERBERGER et al., 2005, 2009). É importante enfatizar que poucos trabalhos
se concentram no uso de procedimentos de reconciliação de dados em sistemas de
produção de petróleo (TAYLOR e DEL PILAR MORENO, 2013).
O presente capítulo está organizado da seguinte forma. A Seção 5.2 apresenta
uma visão geral da reconciliação de dados em aplicações industriais. A Seção 5.3
descreve o sistema offshore de produção de petróleo e água, para o qual o estudo se
baseia, e também detalha os experimentos de simulação realizados para avaliar dife-
rentes configurações da resolução da DR não linear. Os resultados são apresentados
e discutidos na Seção 5.4 e a Seção 5.5 apresenta as conclusões.
5.2 Visão Geral da Reconciliação de Dados em Apli-
cações Industriais
5.2.1 Formulação do Problema
Tal como foi apresentado na Seção 2.4.3 (p. 55), a essência da reconciliação de dados
consiste em, considerando as medidas zms da planta, estimar o estado do processo
que satisfaz as relações conhecidas entre as variáveis de processo z conforme definido
pelo modelo do processo.
Dependendo da natureza das equações do modelo do processo, o problema de
DR pode ser linear ou não linear, e estático ou dinâmico. Conforme apresentado na
Tabela 5.1, construída após exaustiva análise de trabalhos publicados na literatura,
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a maioria das aplicações encontradas está relacionada a reconciliação de dados es-
tacionária não linear. Neste contexto, considerando problemas de DR não lineares
em estado estacionário, com as equações do modelo do processo convenientemente
representadas por
f (z,θ) = 0 ,
as formulações do problema de DR normalmente seguem a Equação (2.42) com um
estimador WLS baseado na suposição (implícita) de erros de medição independen-
tes e normalmente distribuídos, resultando no seguinte programa não linear com
restrições
ẑ := arg min
z
(zms − zm)T V−1z (zms − zm)
sujeito a f (z,θ) = 0
g (z,θ) ≤ 0
. (5.1)
A Equação (5.1) é facilmente estendida para um problema DRPE pela inclusão dos
parâmetros θ (ou um subconjunto) no conjunto de variáveis de decisão, conforme
apresentado na Equação 2.46 (p. 58).
Tabela 5.1: Aplicações industriais reais de técnicas de reconciliação de dados ou
estudos de reconciliação de dados envolvendo dados reais de planta.
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WLS algoritmo NLP NA Destilação de petróleo
WLS – Mínimos quadrados ponderados; GL – Verossimilhança gaussiana (WLS); SQP – Programação quadrática sucessiva;
NLP – Programação não linear; NA – Não informado.
Para lidar com desvios desta hipótese dos erros, como é o caso quando o conjunto
de dados contém erros grosseiros e outliers, esquemas de detecção de erros grossei-
ros (GED) foram propostos, como a abordagem simultânea para a reconciliação de
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dados e detecção de erros grosseiros. Esta técnica é baseada em estatística robusta
e consiste em encontrar estimadores (ou seja, uma função objetivo) cuja natureza
matemática, especialmente a sua função de influência, seja insensível a desvios das
hipóteses ideais sobre os erros, valorizando menos a contribuição de erros grandes
no problema de estimação (JOHNSTON e KRAMER, 1995; PRATA et al., 2008c).
O resultado esperado é um efeito reduzido dos eventuais erros grosseiros presen-
tes, produzindo estimativas menos tendenciosas. No entanto, o uso de estimadores
robustos não garante estimativas eficientes e não tendenciosas, uma vez que ainda
haverá dependência com a distribuição dos erros de medição, de acordo com a Teoria
de Máxima Verossimilhança (BARD, 1974; SCHWAAB e PINTO, 2007). Neste con-
texto, uma abordagem de reconciliação de dados robusta generalizada foi proposta
(WANG e ROMAGNOLI, 2003).
Mesmo com alternativas avançadas, o estimador predominante entre aplicações
industriais é o WLS, cujos pesos são determinados tanto pelo método de máxima
verossimilhança quanto pelo usuário, de acordo com alguma regra (heurística), se-
guindo a abordagem de regressão. No primeiro, a teoria estatística para a DR
exige o conhecimento da matriz de covariância dos erros Vz, que depende de vários
aspectos, incluindo características do sensor, amplificador, cabeamento e circuitos
de digitalização. Geralmente, as variâncias σ2i não são conhecidas, mas podem ser









Poucos casos não seguem o método de máxima verossimilhança ao definir o
estimador. Na etapa de reconciliação do pacote de reconciliação e otimização on-
line (On-line Reconciliation and Optimization, ORO) descrito por BUSSANI et al.
(1995), a DR é realizada minimizando a soma ponderada do quadrado dos resíduos
entre valores medidos e calculados, normalizada pelos valores medidos. Além disso,
algumas aplicações formulam o problema de DRPE, considerando os parâmetros
juntamente com variáveis medidas na função objetivo. Em uma aplicação para um
sistema de separação de gás de uma refinaria de petróleo, PICCOLO et al. (1996)
incluíram na função objetivo os parâmetros de eficiência de duas colunas separadoras
e a carga térmica de um refervedor, que foram determinados no mesmo problema
de DRPE como parâmetros estimados. Da mesma forma, CÂMARA et al. (2016)
relataram a presença de um parâmetro de caracterização de carga na função objetivo
para a DRPE de uma unidade de destilação de óleo cru.
5.2.2 Métodos de Solução
Diferentes métodos da solução foram empregados em aplicações industriais de DR.
Os métodos dependem do tipo de formulação usada na modelagem do problema e
muitas vezes exploram algumas características particulares, a fim de alcançar cálcu-
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los mais rápidos e eficientes.
Quando o problema de programação matemática resultante é uma estimação
de mínimos quadrados ponderados com restrições de lineares ou bilineares, solu-
ções analíticas e procedimentos iterativos específicos foram usados (BHAT e SA-
RAF, 2004; HOLLY et al., 1989; SÁNCHEZ e ROMAGNOLI, 1996; ZHANG et al.,
2001a). No entanto, à medida que mais relações, além das equações gerais de balanço
de massa, são necessárias para modelos rigorosos, bem como limites das variáveis
e restrições de viabilidade, o uso de tais metodologias é limitado. Além disso, o
desenvolvimento de soluções analíticas para problemas lineares e bilineares no con-
texto de aplicações reais também pode ser motivado por limitações computacionais
e de programação, o que mudou notavelmente com a maior disponibilidade e custo
reduzido de computadores de alto desempenho.
Na ausência de restrições de desigualdade g(·), a solução de problemas não linea-
res de DR foi obtida pelo uso do método de multiplicadores de Lagrange (EKSTEEN
et al., 2002; HU e SHAO, 2006; MEYER et al., 1993), em que as derivadas parciais
da função de Lagrange do problema são igualadas a zero e o sistema de equações
resultante é resolvido por um algoritmo de resolução simultânea ou pelo método de
linearização sucessiva (CHRISTIANSEN et al., 1997; HU e SHAO, 2006; ISLAM
et al., 1994; WEISS et al., 1996). Nesse último, aproximações lineares das restrições
são obtidas por uma expansão em série Taylor em torno da iteração anterior e uma
série de problemas de reconciliação de dados lineares é resolvida, até que se obtenha
uma solução que satisfaça as restrições não lineares. Cada solução intermediária é
o ponto ótimo para as restrições lineares. A linearização sucessiva apresenta certa
simplicidade e cálculos rápidos, embora não seja capaz de lidar com limites nas variá-
veis e possa apresentar falhas de convergência (ISLAM et al., 1994; ROMAGNOLI
e SÁNCHEZ, 2000).
O método mais amplamente utilizado para resolver problemas de DR não-
lineares, como o da Equação (5.1), consiste na aplicação de algoritmos genéricos
e bem estabelecidos de NLP. Com efeito, vários trabalhos mostraram que o uso de
NLP, em vez de linearização sucessiva, melhorou significativamente os resultados da
reconciliação (BARBOSA JR et al., 2000; LIEBMAN e EDGAR, 1988), de modo
que as técnicas de programação não-linear emergiram como as mais eficientes. Esse
método permite o uso de uma função objetivo geral e não linear, como estimadores
robustos, e pode lidar explicitamente com restrições de desigualdade. As restrições
de desigualdade, como limites das variáveis, são geralmente necessárias no modelo
de DR para garantir estimativas viáveis, como estimativas não negativas para flu-
xos ou composições. Além disso, em conjunto com a DR estacionária, métodos que
aplicam os algoritmos NLP são usados também na solução de problemas de otimiza-
ção dinâmica, como os resultantes da DR dinâmica não linear (MCBRAYER et al.,
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1998; SODERSTROM et al., 2000). Assim, o método NLP é capaz de resolver uma
formulação mais completa da reconciliação de dados.
ISLAM et al. (1994) testaram os três métodos em um pacote de reconciliação
de dados para um reator de pirólise industrial. No entanto, a discussão é limitada
à influência da estimativa inicial em cada método. Observou-se que os valores de
estimativa inicial longe dos valores de estado estacionário fizeram com que o método
de linearização sucessiva falhasse, convergindo para valores de estado estacionário
incorretos. O método NLP baseado em programação quadrática sucessiva (SQP),
por sua vez, exigiu um maior tempo computacional para obter um resultado com-
parável, mas funcionou bem em todos os casos com limites superiores e inferiores
para todas as variáveis reconciliadas. O uso de SQP na ausência de limites nas
variáveis não foi relatado. WEISS et al. (1996) também avaliou estes três métodos
de resolução de reconciliação de dados em um reator industrial de pirólise. Os auto-
res observaram resultados semelhantes entre os métodos, o que incentivou o uso da
técnica de linearização sucessiva, já que o grande tempo computacional exigido pelo
método NLP não pôde ser justificado. No entanto, resultados semelhantes entre os
métodos não são observados em outros trabalhos. No trabalho de CHRISTIANSEN
et al. (1997), aplicando DR à produção industrial do gás da síntese, a linearização
sucessiva foi aplicada somente quando os balanços de massa foram considerados.
Para o uso de um modelo mais rigoroso, incluindo o balanço de energia, bem como
em estudos para investigar a planta ao longo de um período de tempo, o método de
NLP foi acoplado a um algoritmo SQP com limites nas variáveis independentes.
Ambos os métodos de multiplicadores de Lagrange e NLP foram avaliados por
EKSTEEN et al. (2002) na DR para um forno de fundição de arco aberto. Desvios
sistemáticos foram observados nos resultados, sendo maiores quando o método de
multiplicadores de Lagrange foi usado. Entretanto, esta comparação não foi neces-
sariamente justa, pois os métodos não foram avaliados para uma mesma formulação
do problema; o método de multiplicadores de Lagrange resolveu a minimização do
resíduo das equações das equações de balanço de massa ponderadas pela variância,
enquanto o método de NLP resolveu a minimização da soma ponderada de erros
quadráticos. Em outros trabalhos, os multiplicadores de Lagrange e o método de
linearizações sucessivas foram empregados para resolver a DR não linear em uma
planta de coqueamento, com base nos balanços de massa por componentes e no ba-
lanço de vazões (HU e SHAO, 2006). Argumentou-se que a linearização sucessiva
tem a vantagem de ser relativamente simples e permitiu cálculos mais rápidos e que,
em geral, o método de multiplicadores de Lagrange tendia a deslocar com maior
frequência os valores reconciliados em uma direção.
Mesmo com a maior disponibilidade de computadores de alto desempenho, lidar
com o grande número de variáveis de decisão continua a ser um desafio quando
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se usam métodos NLP em aplicações industriais, bem como a natureza não linear
e não convexa da função objetivo, do modelo do processo e das outras restrições.
Observou-se que alguns algoritmos de NLP se tornam ineficientes quando o número
de graus de liberdade é alto (LUCIA e XU, 1990; LUCIA et al., 1993) e a dimensão
do problema de DR para modelos de grande dimensão pode impedir que técnicas
usuais de otimização resolvam corretamente o problema (FABER et al., 2007). Como
resultado, muitos autores propuseram abordagens de decomposição do problema,
como uma estratégia de solução para superar essa dificuldade ao empregar algoritmos
padrão de NLP, ou propuseram algoritmos de otimização adaptados para problemas
com muitos graus de liberdade.
5.2.3 Estratégias de Solução
A estratégia mais simples para resolver o problema de DR não-linear é usar algo-
ritmos de programação não-linear para estimar os parâmetros e as variáveis recon-
ciliadas simultaneamente. No entanto, quando a dimensão do problema prejudica
significativamente o uso de algoritmos padrão de NLP, abordagens de decomposi-
ção podem ser usadas, dividindo o problema original em vários subproblemas de
dimensão reduzida.
ROD e HANČIL (1980) propuseram um algoritmo iterativo que determina parâ-
metros e variáveis independentes separadamente. REILLY e PATINO-LEAL (1981)
usaram um método no qual a reconciliação de dados é um subproblema da etapa de
estimação de parâmetros. DOVÍ e PALADINO (1989) apresentaram um algoritmo
de variação restrito, em que as variáveis dependentes são eliminadas pela resolução
das equações do modelo, eliminando assim a necessidade de resolver o problema
para ambos os parâmetros e valores reais das variáveis medidas, mas requerendo
estimativas para a derivada segunda do modelo. KIM et al. (1990) compararam três
estratégias para o problema EVM não linear: EVM de um estágio para reconcili-
ação de dados com estimação simultânea de parâmetros, EVM de dois estágios e
EVM aninhado. Os critérios de comparação adotados foram custo computacional e
valores após convergência para problemas simulados da literatura. Ao avaliar essas
estratégias, foram usados os algoritmos de gradiente generalizado reduzido (GRG)
e SQP. Os resultados indicaram que a estratégia em dois estágios superou as outras
alternativas, permanecendo como a única estratégia recomendada para solução.
Considerando aplicações industriais de DR, a estratégia predominante é a so-
lução direta de apenas um problema de DR não linear, em que os parâmetros são
estimados juntamente com variáveis reconciliadas (DRPE/EVM) quando presentes.
QUELHAS et al. (2013), no entanto, chamou atenção para o fato de que o problema
de estimação deve ser cuidadosamente concebido. Lidando com um RTO em duas
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etapas e aplicado a uma planta industrial de produção de etileno, mostrou-se que
as trajetórias típicas dos coeficientes de transferência de calor estimados indicam
que alguns dos parâmetros do modelo não são estimáveis quando a estimação de
parâmetros é executada de forma independente e simultânea com o procedimento
de reconciliação de dados. Isso pode ser ocasionado pela correlação com outros pa-
râmetros e dados de processo ou porque os coeficientes de transferência de calor não
afetam a função objetivo significativamente.
Ao estabelecer que a complexidade dos problemas de otimização de elevada di-
mensão pode ser reduzida por meio da partição do critério a ser otimizado, HO-
DOUIN e EVERELL (1980) desenvolveram uma estratégia na qual o problema ori-
ginal é particionado em subsistemas que não são funções das mesmas variáveis. A
partição é realizada de tal modo que os subsistemas são mais fáceis de resolver.
Na ferramenta de otimização on-line descrita por ZHANG et al. (1995b), a re-
conciliação de dados com detecção simultânea de erros grosseiros e a estimação de
parâmetros foram obtidas separadamente em um NLP dedicado para cada função.
No entanto, nenhum argumento foi fornecido para justificar esta decisão. A ferra-
menta foi criada usando um programa baseado em fluxogramas (Aspen Plus), com
recursos de otimização e subrotinas definidas pelo usuário para otimização de pro-
cessos e estimação de parâmetros. A reconciliação de dados e a detecção de erros
grosseiros foram conduzidas com o estimador da distribuição Normal Contaminada
(TJOA e BIEGLER, 1991) implementada em GAMS/MINOS.
WEISS et al. (1996) utilizou um EVM de dois estágios não linear, separando
a estimação de parâmetros em um laço externo e a reconciliação de dados em um
laço interno, usando o método descrito por VALKÓ e VAJDA (1987). Além disso,
a linearização sucessiva foi usada para resolver o laço interno da reconciliação de
dados.
LEE et al. (1998) propuseram a reconciliação de dados e otimização on-line para
uma planta industrial de utilidades com base na abordagem de decomposição hierár-
quica, semelhante à estratégia aplicada por HODOUIN e EVERELL (1980). A estra-
tégia decompõe um sistema grande e complexo em vários subsistemas, admitindo-se
que a manipulação de subsistemas pequenos no lugar do problema original fornece
redução do custo computacional, soluções mais robustas, simplicidade na formulação
do problema e fácil manutenção. Em um camada superior, variáveis relacionadas a
restrições não lineares ou compartilhadas entre dois ou mais subsistemas são deter-
minadas por algoritmos NLP. Quando os valores dessas variáveis são determinados
na camada superior, tornam-se parâmetros pré-especificados dos subsistemas da ca-
mada mais baixa. Entre outros resultados, LEE et al. (1998) mostraram que a
estratégia de decomposição alcançou um valor de função objetivo 37% menor que
o obtido com SQP, gastando apenas 5,5% do tempo de computação do SQP, ao
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considerar resultados médios de reconciliação de dados para 20 conjuntos de dados
para o subsistema de distribuição de vapor.
FABER et al. (2003) propuseram uma estrutura aninhada em três estágios, em
que o estágio superior é um NLP para estimação de parâmetros, o estágio interme-
diário consiste em vários NLPs, onde as variáveis independentes de cada conjunto de
dados individuais são estimadas, e no estágio inferior as variáveis dependentes são
avaliadas por meio de uma etapa de simulação. Argumentaram que são necessários
apenas os gradientes das variáveis dependentes em relação aos parâmetros nessa es-
tratégia. Ao usar a condição de otimalidade do estágio intermediário, argumentaram
que as derivadas de segunda ordem não são necessárias no estágio superior, redu-
zindo significativamente o custo computacional. Esta estratégia foi posteriormente
validada com dados de uma planta piloto de purificação de gás de coqueria (FABER
et al., 2004, 2006, 2007).
5.2.4 Algoritmos de Otimização para Programação Não Li-
near
Vários algoritmos de NLP têm sido usados para resolver o problema de otimiza-
ção definido pela Equação (5.1), quer seja em aplicações industriais, quer seja em
estudos de DR envolvendo dados reais de plantas. Estes incluem métodos deter-
minísticos, baseados em gradiente, como Gauss-Newton ou Gauss-Marquardt (e.g.,
(EMBIRUÇU et al., 2008; PIERUCCI et al., 1996; PRATA et al., 2008b; VIEIRA
et al., 2003), métodos de gradiente reduzido (CHEN et al., 1998b; EKSTEEN et al.,
2002; ÖZYURT e PIKE, 2004; PICCOLO et al., 1996; ZHANG et al., 1995a,b), e
programação quadrática sucessiva, que é o mais utilizado entre os trabalhos indus-
triais de DR, bem como algoritmos metaheurísticos de busca aleatória, sem infor-
mação de gradientes, como a otimização por enxame de partículas (PSO) (PRATA
et al., 2009b, 2010). Os algoritmos determinísticos aplicáveis a problemas de otimi-
zação não lineares em elevada dimensão estão disponíveis tanto na forma comercial
quanto gratuita (BAGAJEWICZ e ROLLINS, 2011; CHEN et al., 1996; LEYFFER
e MAHAJAN, 2010; MORÉ e WRIGHT, 1993) e geralmente incorporam informa-
ções de derivada segunda do modelo de otimização, exploram a dispersão da matriz
KKT e a estrutura do problema, e lidam eficientemente com grandes conjuntos de
restrições ativas, considerando restrições dependentes e curvatura negativa.
Algoritmos de lagrangiano aumentado foram adaptados a problemas de grande
dimensão, incluindo o uso de informações de segunda ordem e um método de região
de confiança restrita para lidar com a curvatura negativa, como no caso de LANCE-
LOT (CONN et al., 1992). Métodos de gradiente reduzido, como MINOS (MUR-
TAGH e SAUNDERS, 1998) e CONOPT (DRUD, 1994), aproximam informações
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de segunda ordem usando atualizações densas do tipo quasi-Newton no espaço redu-
zido. No entanto, o esforço computacional cresce polinomialmente com o tamanho
do problema e a seleção do conjunto ativo constitui um processo combinatório que
pode ser custoso, especialmente em problemas degenerados (POKU et al., 2004). A
técnica de resolver sucessivamente uma série de subproblemas de programação qua-
drática (i.e., SQP) provou ser adequada para resolver problemas de otimização em
grande dimensão. Ela envolve a definição de programação quadrática (QP) em cada
iteração, com base em uma aproximação quadrática da função de Lagrange, e uma
aproximação linear das restrições do programa não-linear original. Isso resulta em
uma direção de busca e um tamanho de passo para a busca em linha, que determina
a próxima iteração (GILL et al., 2005). O algoritmo SQP tem sido amplamente
utilizado na indústria de processos (ALKAYA et al., 2001), mas a identificação do
conjunto de restrições de desigualdade ativas pode impor sérias dificuldades durante
a solução dos QPs na presença de muitas restrições de desigualdade, uma vez que
elas podem aumentar exponencialmente com o aumento do tamanho do problema.
Além disso, o grande número de graus de liberdade no problema de DR pode tornar
a estratégia de decomposição SQP menos adequada.
Extensões desta técnica para lidar com muitos graus de liberdade foram desenvol-
vidas (BETTS e FRANK, 1994; LUCIA e XU, 1990; LUCIA et al., 1993; SARGENT
e DING, 2001; TJOA e BIEGLER, 1992), explorando a estrutura natural do pro-
blema e a decomposição do espaço dos problemas de programação quadrática em
espaços densos reduzidos. Exemplos de algoritmos de barreira no espaço completo
(ou ponto interior) são SQPIP (KYRIAKOPOULOU e KALITVENTZEFF, 1996)
e IPOPT (POKU et al., 2004). SQPIP é um algoritmo de ponto interior de espaço
completo do SQP que envolve três etapas principais: o subproblema QP, um pro-
cedimento de busca em linha, e um método de aproximação da Hessiana da função
de Lagrange, em que uma vantagem importante é a garantia de viabilidade das
restrições de desigualdade. IPOPT, por sua vez, é um algoritmo de ponto interior
primal-dual que incorpora informações de segunda ordem e uma estratégia de busca
em linha que assegura a convergência do problema de barreira. Descrições completas
e uma análise abrangente dos métodos de ponto interior podem ser encontradas na
literatura (FORSGREN et al., 2002).
Embora esses métodos tenham sido usados em aplicações industriais e existam
softwares comerciais de otimização, sistemas com grau de não linearidade elevado
não são fáceis de resolver e muitas vezes revelam problemas de convergência. Além
disso, estes métodos são locais e não oferecem qualquer garantia de que o mínimo
global no problema de otimização foi encontrado, uma vez que o problema de otimi-
zação não linear é geralmente não convexo. Algoritmos determinísticos de otimização
global, que podem fornecer uma garantia de solução global dentro de determinado
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domínio de busca, também foram propostos para lidar com a possível existência de
múltiplos mínimos locais (ESPOSITO e FLOUDAS, 1998; GAU e STADTHERR,
2002). No entanto, até onde foi possível determinar, seu uso em aplicações indus-
triais não foi relatado.
Algoritmos de otimização devem ser eficientes e robustos, sendo capazes de evitar
mínimos locais e lidar com estimativas iniciais diversas, problemas mal dimensio-
nados e (algumas) imprecisões nos gradientes, mantendo um tempo de computação
viável (BIEGLER e CUTHRELL, 1985; LEE et al., 1998). Com efeito, aplicações
reais de DR mostram que fatores como a normalização de variáveis e equações,
estimativas iniciais, padrões da estrutura esparsa e aproximações termodinâmicas
são importantes ao resolver problemas de NLP (BAILEY et al., 1993; LID e SKO-
GESTAD, 2008a). Como indicado por KELLY (2004), uma vez que as maneiras
de determinar os incrementos das variáveis de decisão para a próxima iteração são
diferentes entre os algoritmos de NLP, é interessante incluir vários algoritmos in-
dependentes para resolver problemas industriais, de modo que, se um método não
convergir ou não encontrar uma solução razoável, outro método pode ser usado na
esperança de encontrar uma solução melhor. Considerando que cada algoritmo tem
seu próprio conjunto de vantagens e desvantagens e que não há um algoritmo de
otimização com desempenho melhor que qualquer outro para qualquer classe de
problemas (KÖPPEN, 2004; WOLPERT e MACREADY, 1997), poucos trabalhos
apresentam comparações entre algoritmos de NLP em aplicações industriais. Na ver-
dade, poucos trabalhos abordam detalhadamente as questões numéricas que surgem
ao projetar e aplicar a reconciliação de dados em sistemas reais.
Uma exceção é o trabalho de PIERUCCI et al. (1996), que apresentou um teste
entre algoritmos, sendo um SQP, uma modificação de Levenberg-Marquardt (LM)
e outro baseado em Newton (NB). Os autores relataram que SQP e LM tiveram
comportamentos muito semelhantes, enquanto que NB era mais lento e menos efici-
ente. Outra exceção é devida a KYRIAKOPOULOU e KALITVENTZEFF (1996),
com base no software VALI (Belsim). Os algoritmos testados foram o SQPIP, uma
formulação Lagrangiana resolvida por um método dogleg (SOLDOG), e um SQP
baseado em matrizes densas (SQPHP). Menos avaliações da matriz jacobiana e dos
resíduos foram exigidos pelos algoritmos SQPIP e SQPHP em relação ao SOLDOG,
enquanto SOLDOG foi mais rápido que ambos pois requeria menos fatorizações to-
tais que SQPIP e o sistema das condições de otimimalidade era mais esparso que
no SQPHP. SARABIA et al. (2012), por sua vez, aplicou um SQP (NAG Library –
The Numerical Algorithms Group Ltd, Oxford, UK) e um método de ponto interior
(IPOPT-GAMS) com o objetivo de comparar as abordagens de solução sequencial
e simultânea. Os autores relataram apenas que o tempo de CPU para resolver o
problema de reconciliação foi de até 10 min na abordagem sequencial com SQP e 1
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min na abordagem simultânea com IPOPT.
Em muitas aplicações reais, o modelo do processo é um modelo “caixa preta”, dis-
ponível por meio de um pacote de simulação que não permite a aplicação de técnicas
destinadas a melhorias numéricas, como a técnica proposta por LID e SKOGESTAD
(2008b) e aplicada por LID e SKOGESTAD (2008a). Aplicações industriais de DR
são tipicamente baseadas em plataformas de simulação para os quais algoritmos de
otimização foram interfaciados e onde os próprios modelos são construídos e calcula-
dos por meio de procedimentos numéricos, em oposição às implementações de código
aberto (open-source) feitas em linguagens declarativas abertas. Neste contexto, a
maioria destas plataformas não fornece derivadas analíticas para o algoritmo de oti-
mização, em que gradientes são frequentemente aproximados por meio de diferenças
finitas (BIEGLER, 2014). Os resultados do cálculo, portanto, dependem da técnica
utilizada na estimação dos gradientes, sendo que o tamanho ideal do passo usado
na diferença finita pode depender da aplicação. No entanto, esse efeito raramente
é mencionado, de modo que não é possível afirmar inequivocamente que os proce-
dimentos de reconciliação de dados estão sendo usados com sucesso em ambientes
industriais reais (EMBIRUÇU et al., 2008; VIEIRA et al., 2003).
Nas situações em que é inconveniente ou custoso aproximar as derivadas por
diferenças finitas ou quando as técnicas de diferenciação automáticas não podem ser
aplicadas, algoritmos de NLP convencionais podem não ser adequados. Nesses ca-
sos, métodos que não dependem da informação dos gradientes da função objetivo ou
restrições devem ser considerados (CONN et al., 2009). Neste contexto, os métodos
metaheurísticos de otimização, como o recozimento simulado e o algoritmo genético,
podem ser usados para superar as dificuldades de obtenção das derivadas. Esses
métodos também apresentam algumas vantagens adicionais, incluindo a capacidade
de evitar mínimos locais, apresentando, assim, um caráter global e simplicidade de
implementação. Mesmo que esses métodos estocásticos ainda não forneçam qual-
quer garantia de que o ponto ótimo global seja encontrado, eles fornecem formas que
facilitam sua determinação (GAU e STADTHERR, 2002). Além disso, os valores
calculados da função objetivo podem ser usados para análises estatísticas rigorosas
das regiões de confiança das estimativas, que também podem constituir um bene-
fício importante desses algoritmos (SCHWAAB et al., 2008). O algoritmo PSO,
especificamente, pode ser usado efetivamente para solução de problemas de otimi-
zação complexos devido à capacidade de lidar com funções objetivo multimodais,
não-lineares e descontínuas, juntamente com sistemas de elevada dimensão, bem
como ao menor esforço computacional e implementação mais simples, quando com-
parado a outros procedimentos metaheurísticos, tais como o recozimento simulado
e o algoritmo genético.
PRATA et al. (2009b) apresentaram um procedimento para a DRPE dinâmica e
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não linear e sua aplicação a um reator industrial de polipropileno, em que a técnica
foi desenvolvida e validada em tempo real. O desempenho dos algoritmos PSO e
Gauss-Newton (GN) foram comparados na resolução do DRPE dinâmico não linear
on-line. Embora os resultados tenham mostrado que o método PSO era mais lento
que o GN, o que não excluía o uso do PSO on-line, observou-se que GN levava a pio-
res valores finais da função objetivo para os casos em que os algoritmos apresentaram
grandes diferenças entre si. Isto foi atribuído à convergência a pontos de mínimo
local. Além disso, foi mostrado que algoritmos de otimização não determinísticos
podem ser usados com êxito em aplicações em tempo real, pois eles podem fornecer
informações confiáveis sem qualquer frequência de falha significativa. Com base no
trabalho anterior, PRATA et al. (2010) apresentaram um procedimento robusto para
executar o problema de DRPE dinâmico não linear on-line com detecção simultânea
de erros grosseiros. Usando estimadores robustos, o trabalho foi o primeiro a aplicar
a técnica PSO para a solução simultânea do problema DRPE e detecção de erros
grosseiros em um sistema industrial real.
5.2.4.1 Abordagem de Solução
Métodos que aplicam algoritmos de NLP podem ser separados em dois grupos:
estratégias sequenciais e simultâneas. A diferença entre elas depende principalmente
da forma como as restrições do modelo são consideradas. A abordagem sequencial
segue uma estratégia iterativa de dois estágios, que resolve o sistema de equações
como um laço interno para avaliar a função objetivo, enquanto um algoritmo de
otimização constitui o laço externo. Como a solução e convergência do modelo é
obtida em cada etapa de otimização, essa abordagem pertence à classe de métodos
conhecida como “caminho viável”. A abordagem simultânea, por outro lado, inclui o
problema de convergência do modelo dentro do problema de otimização, pertencendo
à classe de métodos de “caminho inviável”.
Essas classes são uma grande preocupação quando se pretende resolver proble-
mas de otimização dinâmica. Por exemplo, a abordagem para resolver problemas
de otimização dinâmica usando o método de colocação em elementos finitos, que
converte o sistema de equações em um sistema algébrico e o resolve simultanea-
mente com o problema de otimização, segue a abordagem simultânea (BIEGLER,
1984). LIEBMAN et al. (1992) também usaram SQP com colocação em elementos
finitos e uma abordagem de horizonte móvel para resolver o problema de otimiza-
ção resultante. Mesmo que a aplicação desta abordagem NLP em aplicações reais
seja um pouco limitada devido à modelagem do sistema com equações algébricas ou
diferenciais explícitas, ela foi aplicada a sistemas industriais (MCBRAYER et al.,
1998; SODERSTROM et al., 2000). SAFDARNEJAD et al. (2015) mostraram uma
comparação entre várias estratégias de inicialização para otimização de sistemas
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dinâmicos, usando colocação em elementos finitos. Estas estratégias incluem a ini-
cialização a partir de uma solução prévia obtida pela decomposição estrutural, uma
abordagem simultânea e uma sequencial, que foram demonstradas para um sistema
industrial de remoção de CO2 integrado com unidades de geração de energia de
carvão, gás, e eólica, resultando em um grande sistema com 768 variáveis de deci-
são. Comparações dos tempos computacionais entre os algoritmos IPOPT, APOPT
(HEDENGREN et al., 2012) e SNOPT (GILL et al., 2005) também foram feitas. O
algoritmo APOPT também foi usado no estudo de SAFDARNEJAD et al. (2016)
para resolver a reconciliação dinâmica de dados e otimização de colunas de destila-
ção em escala laboratorial, em que a colocação em elementos finitos foi usada para
converter o sistema de equações para um sistema algébrico. Mais detalhes sobre
abordagens de solução para sistemas dinâmicos podem ser encontradas na literatura
(BIEGLER e GROSSMANN, 2004; BIEGLER et al., 2002; BIEGLER, 2017).
A escolha entre as duas classes de abordagens pode depender tanto do tamanho
do problema quanto da dificuldade para resolver o problema de convergência. Uma
regra aproximada sugerida por PIERUCCI et al. (1996) indica quando um caminho
viável é preferível, estando associada ao número de iterações necessárias para resol-
ver o modelo estático do processo, incluindo também as iterações necessárias para
resolver o modelo durante a fase de avaliação dos gradientes. BUSSANI et al. (1995)
argumentaram que a escolha entre métodos de caminho viável e inviável depende
tanto da proporção entre o número de variáveis de decisão e o número de variáveis
iterativas, quanto da velocidade global de convergência.
No trabalho de EKSTEEN et al. (2002), tanto o método simultâneo (usando
o método de multiplicadores de Lagrange) quanto o método sequencial (usando
o algoritmo de gradiente reduzido generalizado - GRG) foram avaliados. Desvios
sistemáticos foram identificados por meio de métodos estatísticos tradicionais e,
em geral, pareciam maiores quando a abordagem simultânea foi utilizada. FABER
et al. (2003) sugeriram a solução da estimação de parâmetros e do problema de
reconciliação de dados para modelos não lineares de grande dimensão com uma
abordagem sequencial, que foi aplicada à DR de uma planta piloto de purificação
de gás de coqueria (FABER et al., 2004, 2006, 2007). MARTÍNEZ-MARADIAGA
et al. (2013) aplicaram um método similar, embora considerando apenas o problema
de reconciliação de dados, para um refrigerador de absorção amônia-água de único
efeito.
Em um trabalho envolvendo redes de hidrogênio em uma refinaria de petró-
leo, SARABIA et al. (2012) implementaram abordagens simultâneas e sequenciais.
O primeiro foi baseado no algoritmo de ponto interior IPOPT-GAMS, em que al-
guns aprimoramentos foram feitos para evitar problemas de viabilidade, enquanto o
último consistia de um modelo simulado no software EcosimPro ligado a um algo-
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ritmo SQP-NAG. Como anteriormente discutido, foi relatado que o tempo de CPU
necessário para resolver o problema de reconciliação foi de 1 min na abordagem si-
multânea com GAMS e até 10 min na abordagem sequencial com a biblioteca NAG.
Infelizmente, nenhum comentário adicional foi fornecido.
Como pode ser observado em estudos anteriores, não há uma avaliação deta-
lhada das abordagens de solução nem um consenso sobre o que é melhor para uma
determinada condição.
5.3 Avaliação Numérica de Diferentes Configura-
ções para a Resolução da Reconciliação de Da-
dos Não Linear em Estado Estacionário
O sistema utilizado no presente estudo é uma planta de produção de petróleo, que
extrai óleo e gás do reservatório para a refinaria, baseada em uma unidade real. O
tratamento primário é composto por dois trens de produção e um trem de teste, como
representado na Figura 5.2. Cada trem é equipado com um manifold, um trocador
de calor e um separador trifásico. As correntes de saída de óleo em cada separador
trifásico são unidas para alimentar um separador atmosférico. Em uma operação
real, os trens A e B recebem a mistura resultante dos poços de produção, enquanto
o trem de teste, que é responsável pela aquisição de um conjunto de medições de
processo, recebe a corrente de um único poço de cada vez. No separador trifásico, a
maior parte do gás é separada do óleo e da água, enquanto o separador atmosférico
finaliza a purificação, separando gás residual, óleo e água na maior medida possível.
O sistema foi modelado usando um simulador de processo desenvolvido pela Pe-
trobras e validado ao longo de anos de operação de produção (LIPORACE et al.,
2009; NIEDERBERGER et al., 2005, 2009). Além disso, o modelo incorpora o mo-
delo para trocadores de calor do software HTRI Xchanger (Heat Transfer Research,
Inc., Navasota, TX, EUA). O modelo do sistema tem um total de 24 variáveis de
processo, todas elas medidas, juntamente com cinco parâmetros, como mostrado na
Tabela 5.2, em que os tipos 1 e 2 representam variáveis de entrada reconciliadas e
parâmetros estimados, respectivamente, e o tipo 3 indica variáveis de saída medidas.
Um estado estacionário simulado que representa a média diária de um período
típico de operação do sistema real forneceu o conjunto de valores verdadeiros (z∗) e
foi usado para gerar o conjunto de valores medidos (zms). A simulação foi realizada
com base em valores médios diários para melhor representar uma implementação
no sistema real, em que é desejável eliminar o efeito das variações nos poços e
minimizar o efeito dos inventários residuais. Neste contexto, a reconciliação de dados
é realizada para um dia completo de operação, independentemente da frequência com
173
que os dados estão disponíveis. As amostras medidas foram obtidas por meio de um
gerador de números aleatórios de distribuição normal, admitindo um desvio padrão
específico para cada variável e uma média igual ao valor verdadeiro. O coeficiente de
variação (CV, ou também desvio padrão relativo) das variáveis foi selecionado para
simular a precisão estimada do instrumento que fornece a medida de cada variável,
como apresentado na Tabela 5.2. Foram criados cinco conjuntos de valores medidos
para cada variável, representando diferentes amostras do mesmo estado estacionário.
A distribuição acumulada de probabilidades da variabilidade em torno dos valores





























Figura 5.2: Diagrama simplificado da planta de produção de óleo analisada.
5.3.1 Configurações Testadas
Com base nos trabalhos que relatam a aplicação industrial de DR, foi estabelecida
uma série de experimentos de simulação de reconciliação de dados em estado esta-
cionário, adotando diferentes configurações. Cada configuração abrange abordagem
de solução do problema de DR, função objetivo (estimador), algoritmo de otimi-
zação, técnica de aproximação de gradientes e estimativa inicial, como indicado na
Tabela 5.3. O procedimento para teste das configurações consistiu em resolver o
problema de reconciliação de dados para cada um dos cinco conjuntos de dados
amostrados e analisar os resultados com métricas de desempenho. O processo de
reconciliação de dados foi implementado em MATLAB (2010), onde o script geren-
cia as chamadas do algoritmo de otimização e do modelo de processo. O modelo
estava disponível como uma biblioteca de vínculo dinâmico (DLL) e, consequente-
mente, não foi possível acessar o código fonte do modelo, inspecionar as equações
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implementadas, editar ou implementar qualquer tipo de estratégia para melhorar
suas propriedades numéricas, como adimensionalização das variáveis e equações. Os
cálculos foram realizados em um sistema MS Windows 7 64 bit com CPU Intel Core
i7 2,0 GHz e 6 GB de RAM.
Tabela 5.2: Informações sobre variáveis e parâmetros do modelo.
Variável Tipo Unidade CV (%)
Corrente de entrada de óleo do HEA 1 m3/dia 8
Corrente de entrada de gás do HEA 1 m3/dia 8
Corrente de entrada de água do HEA 1 m3/dia 8
Corrente de entrada de óleo do HEB 1 m3/dia 8
Corrente de entrada de gás do HEB 1 m3/dia 8
Corrente de entrada de água do HEB 1 m3/dia 8
Corrente de entrada de óleo do HET 1 m3/dia 8
Corrente de entrada de gás do HET 1 m3/dia 8
Corrente de entrada de água do HET 1 m3/dia 8
Corrente de alimentação de água do HEA 1 m3/dia 8
Corrente de alimentação de água do HEB 1 m3/dia 8
Corrente de alimentação de água do HET 1 m3/dia 8
Coeficiente global de troca térmica do HEA 2 kcal m−2 h−1 ◦C−1 8
Coeficiente global de troca térmica do HEB 2 kcal m−2 h−1 ◦C−1 8
Coeficiente global de troca térmica do HET 2 kcal m−2 h−1 ◦C−1 8
Coeficiente de separação do SGA 2 % 8
Coeficiente de separação do SGB 2 % 8
Corrente de saída de gás do SGA 3 m3/dia 0,2
Corrente de saída de gás do SGB 3 m3/dia 0,2
Corrente de saída de gás do SGT 3 m3/dia 0,2
Corrente de saída de gás do AS 3 m3/dia 8
Corrente de água descartada 3 m3/dia 2
Corrente de óleo exportado 3 m3/dia 0,2
Temperatura da corrente de saída de água do HEA 3 ◦C 8
Temperatura da corrente de saída de água do HEB 3 ◦C 8
Temperatura da corrente de saída de água do HET 3 ◦C 8
Temperatura da corrente de saída de óleo do HEA 3 ◦C 0,4
Temperatura da corrente de saída de óleo do HEB 3 ◦C 0,4
Temperatura da corrente de saída de óleo do HET 3 ◦C 0,4
Tabela 5.3: Configurações dos experimentos de simulação.
Configuração Abordagem deSolução
Diferença






1 simultânea central medida sim 12 IP
2a sequencial central medida sim 12 IP
2b sequencial central valor verdadeiro sim 12 IP
2c sequencial central valor verdadeiro + 10% sim 12 IP
2d sequencial central valor verdadeiro − 10% sim 12 IP
2e sequencial à frente medida sim 12 IP
2f sequencial à frente valor verdadeiro sim 12 IP
2g sequencial à frente valor verdadeiro + 10% sim 12 IP
2h sequencial à frente valor verdadeiro − 10% sim 12 IP
3 sequencial central medida não 7 IP
4 sequencial central medida ± 3σ não 7 PSO/IP
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Primeiro, a reconciliação de dados foi resolvida com a rotina fmincon do MA-
TLAB, usando o algoritmo IP. A rotina fmincon destina-se à resolução de proble-
mas multivariáveis não lineares com restrições e está disponível no pacote MATLAB
Optimization Toolbox. Em relação à abordagem de solução, o problema de progra-
mação matemática foi resolvido por ambas as abordagens sequencial e simultânea.
Na primeira, a simulação de processo e a minimização da função objetivo seguiu
uma abordagem de dois estágios, em que o primeiro estágio de simulação calculava
as variáveis de estado, garantindo que as restrições do modelo seriam sempre satis-
feitas. Ao fazer isso, apenas a função objetivo e as restrições de desigualdade foram
manipuladas pelo algoritmo de otimização. Na última, o algoritmo de otimização
manipulou a função objetivo e as restrições, incluindo-se as restrições de igualdade
do modelo de processo. Na prática, a abordagem simultânea foi conseguida pas-
sando as restrições de igualdade do modelo de processo como argumento definido
pelo parâmetro nonlcon da rotina fmincon.
Em geral, os valores medidos são usados como estimativas iniciais para as variá-
veis medidas do processo (ROMAGNOLI e SÁNCHEZ, 2000). Apesar disso, dada
a influência da estimativa inicial no desempenho de técnicas de otimização, qua-
tro diferentes estimativas iniciais foram usadas para testar o desempenho geral do
procedimento de DR.
Além disso, a rotina fmincon admite uma opção para definir o tipo de diferença
finita usada na aproximação numérica dos gradientes, podendo ser diferenças à frente
(padrão) ou diferenças centrais. Ambos os tipos foram testados ao executar os
experimentos DR.
















Figura 5.3: Função de distribuição cumulativa da variabilidade em torno dos valores








Deve-se enfatizar que em todos os experimentos simulados a condição de saída da
função fmincon foi o estado em que alterações nas variáveis de decisão e a violação
máxima das restrições foram inferiores às tolerâncias definidas, a não ser que seja
mencionado o contrário. Simulações da reconciliação de dados usaram os valores
padrões das opções da rotina fmincon, exceto para aquelas listadas na Tabela 5.4.
Simulações anteriores usando valores padrões para todas as opções apresentaram
diferenças significativas em relação à convergência e motivaram essas alterações.
Um algoritmo híbrido de otimização foi então usado nas configurações ajustadas,
combinando a técnica determinística de IP com o algoritmo metaheurístico PSO.
Eles foram combinados de tal forma que o procedimento iniciado com o PSO para
algumas iterações era concluído com a técnica IP, sendo a solução fornecida pelo
PSO transmitida como estimativa inicial do IP. Ao fazer isso, pretendia-se melhorar
a robustez da solução com base no caráter global de busca do PSO e, posteriormente,
melhorar a velocidade de convergência com o IP. O algoritmo PSO usado, original-
mente proposto por EBERHART e KENNEDY (1995) e adaptado por SCHWAAB
et al. (2008) e PRATA et al. (2009b) para a estimação de parâmetros e reconciliação
de dados, respectivamente, segue as Equações (4.26)-(4.27). Os parâmetros para o
algoritmo PSO estão listados na Tabela 5.5 e foram baseados nos valores usados por
PRATA et al. (2009b).
Tabela 5.4: Valores modificados das opções usadas na rotina de otimização fmincon
nos experimentos de DR.
Parâmetro Descrição Valor
TolFun
Tolerância final no valor da











avaliações da função obj. 10.000
O problema da retificação de dados foi posto como um problema de máxima ve-
rossimilhança, em que a probabilidade do estado estimado da planta era maximizada
para o conjunto de medidas. Neste contexto, o estimador apropriado, considerando
média nula e erros de medição independentes e normalmente distribuídos, é o WLS.
O problema da reconciliação de dados com estimação simultânea de parâmetros
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Tabela 5.5: Valores dos parâmetros do algoritmo PSO.
Parâmetro Valor
Número de gerações 60
Número de partículas 5
Parâmetro de busca local (c1) 1
Parâmetro de busca global (c2) 1
Peso inercial (ω) 0,7
Tolerância 1,0 10−3
(DRPE) foi então declarado na forma da Equação (5.1):
{ẑ, θ̂} := arg min
zm,θ
JDRPE = (zms − zm)T V−1z (zms − zm)
sujeito a f (z,θ) = 0
g (z,θ) ≤ 0
zLm ≤ zm ≤ zUm
θL ≤ θ ≤ θU
, (5.2)
em que (zLm, zUm) e (θL,θU) são limites inferiores e superiores das variáveis reconcili-
adas e estimadas e dos parâmetros, respectivamente. A despeito desta formulação,
o estimador WLS da Equação (5.2) foi modificado pela introdução dos parâmetros
θ (isto é, variáveis não medidas) na função objetivo, resultando em um estimador
WLS modificado como:
JDRPE = (zms − zm)T V−1z (zms − zm) + (θms − θ)T V−1θ (θms − θ) , (5.3)
em que Vθ é a matriz de ponderação dos parâmetros e θms são valores de referência
para os parâmetros estimados. Desse modo, ambos os estimadores WLS e WLS
modificado foram analisados.
A qualidade dos resultados obtidos pelo procedimento DRPE usando diferentes
configurações foi quantificada, analisando-se a robustez da solução, a violação das
restrições na convergência e o custo computacional, i.e., o tempo consumido na
resolução do problema. A principal métrica de desempenho em relação à robustez da
solução baseia-se na teoria estatística do método de máxima verossimilhança. Uma
vez que as medidas são normalmente distribuídas em torno dos valores verdadeiros
e nenhum erro grosseiro está presente, a função objetivo segue uma distribuição chi
quadrado χ2 no ponto mínimo. Com base nisso, propôs-se o uso do teste global
(ou coletivo) (REILLY e PATINO-LEAL, 1981), não para detectar erros grosseiros,
mas para indicar a solução satisfatória do problema de minimização. Neste teste,
a magnitude da função objetivo é comparada com o limite de probabilidade da
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distribuição chi quadrado para os graus de liberdade (DF ) correspondentes a cada
configuração e para um determinado nível de confiança (1−α). Assim, a hipótese H1
é verdadeira se JDRPE > χ21−α,DF , o que significa que a função objetivo não alcançou
estatisticamente o valor mínimo (o que equivale à ocorrência de erro grosseiro). Caso
contrário, a hipótese H0 é mantida, o que significa que o problema de otimização
foi resolvido de forma satisfatória (o que equivale à ausência de erro grosseiro). O
número de graus de liberdade foi calculado de acordo com
DF = nzm − (nu + nθ),
em que χ299%,12 = 26.22 e χ
2
99%,7 = 18.48.
Mais uma vez, com base em erros de medição normalmente distribuídos, espera-se
que os valores reconciliados estejam dentro do intervalo compreendido entre z∗m±3σ
com um nível de confiança 99,7%. Portanto, a diferença absoluta entre os valores
reconciliado e verdadeiro normalizada pelo desvio padrão da variável também foi
usada como métrica de desempenho.
5.4 Resultados
5.4.1 Abordagem de Solução
De início, foi analisada a influência da abordagem de solução para resolver a recon-
ciliação de dados e estimação simultânea de parâmetros para o sistema de produção
de petróleo.
De acordo com as configurações 1 e 2a listadas na Tabela 5.3, o problema DRPE
foi resolvido para cada um dos cinco conjuntos de medição. Os resultados são apre-
sentados na Tabela 5.6 e mostram uma vantagem absoluta da abordagem sequencial
sobre a abordagem simultânea para as condições apresentadas em termos do valor
final da função objetivo e do custo computacional. Além disso, a abordagem si-
multânea apresentou violação das restrições, o que significa que algumas equações
do modelo não foram satisfeitas. Esse é um resultado importante, dada a falta
de consenso na literatura acerca da escolha entre as abordagens. Não obstante, é
possível identificar alguma preferência pelo método simultâneo (ALBUQUERQUE
e BIEGLER, 1995), principalmente no contexto dos problemas de reconciliação de
dados dinâmica. Contudo, trabalhos anteriores realizados pelo grupo de pesquisa
do PEQ/COPPE identificaram, para reconciliação de dados dinâmica, que a abor-
dagem sequencial tem resultados melhores no âmbito dos problemas reais estudados
(PRATA et al., 2009b, 2010), corroborando os resultados obtidos no presente tra-
balho. Embora a violação de restrições seja realmente considerada em softwares
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e trabalhos da literatura, nenhum dos estudos revisados de aplicação industrial de
DR/DRPE discutiu a violação de restrições, especialmente no caso das restrições de
igualdade do modelo do processo. Tal violação das restrições representa um conflito
óbvio com os objetivos da reconciliação de dados e não deve ser aceitável.
Considerando os resultados obtidos, apenas a abordagem sequencial foi utilizada
para a definição das configurações subsequentes.
Tabela 5.6: Valores da função objetivo e custo computacional em função da abor-
dagem de solução.













1 347 266 −23 54 9 −83
2 * 633 482 −24 14 9 −34
3 * 62 4 −93 63 29 −54
4 * 3352 192 −94 77 8 −89
5 990 448 −55 50 9 −81
* Nenhum ponto viável foi encontrado, conforme indicado pelo valor −2 da variável de saída exitflag da rotina fmincon.
5.4.2 Estimativa Inicial e Estimação de Gradientes
Na sequência da abordagem de solução, foi analisada a influência da estimativa
inicial e da parametrização do algoritmo, especificamente a estimação de gradientes.
Mesmo sendo conhecido que tais fatores influenciam a solução de problemas de
programação matemática, muito pouco é discutido quando se trata de reconciliação
de dados. A Figura 5.4 mostra os valores da função objetivo (JDRPE) obtidos para
cada uma das cinco amostras de medição (réplicas), de acordo com as configurações
2a a 2h (conforme descrito na Tabela 5.3). Os eixos da figura foram ajustados
para facilitar sua interpretação visual. Como estimativa inicial foram testados os
conjuntos de valores medidos (zms), valores verdadeiros (z∗m), e valores verdadeiros
com ruído de ±10%.
Em ambos os gráficos da Figura 5.4 (especialmente gráfico A), a função objetivo
foi sempre maior que o valor de qui-quadrado do teste global, o que sugere a exis-
tência de um erro grosseiro nos dados. Este não é o caso, porém, quando o problema
foi inicializado com valores verdadeiros. Neste contexto, propõe-se a utilização do
teste global para detectar inconsistências na formulação e na solução do problema.
Como os dados não contêm erros grosseiros, o fato de que três dos casos apresentam
valores finais da função objetivo mais altos que o valor de qui-quadrado está rela-
cionado a uma solução local do problema de otimização, que depende do algoritmo
de otimização. Adicionalmente, dois outros fatores surgem: a estimativa inicial e a
técnica de diferenças finitas aplicada para a estimativa dos gradientes.
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Para diferenças finitas à frente, a Figura 5.4 mostra que diferentes estimativas
iniciais resultaram em diferentes desempenhos numéricos do algoritmo de otimiza-
ção, em que o uso dos valores verdadeiros como estimativa inicial forneceu o melhor
resultado, como esperado. Além disso, o uso de valores verdadeiros +10% apresentou
os piores resultados, refletido pelos altos valores de JDRPE.
Conforme apontado por SCHLADT e HU (2007), os valores iniciais das variá-
veis medidas e não medidas são significativos para o desempenho do problema de
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Medida Valor verdadeiro Valor verdadeiro+10% Valor verdadeiro−10% χ299%,12 = 26,22
A
B
Figura 5.4: Valores finais da função objetivo em função da estimativa inicial. (A)
Diferença finita à frente; (B) Diferença finita central.
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otimização, em que a resolução será mais rápida e mais confiável à medida que as
variáveis estiverem mais próximas de seus valores ótimos. Não obstante, dependendo
do algoritmo de otimização, os autores também afirmaram que uma estimativa ini-
cial muito próxima do valor ótimo pode não convergir para a solução, devido aos
pequenos valores dos gradientes. Tais casos podem ser tratados, somando um ruído
aleatório às estimativas iniciais. Um método alternativo foi proposto por KELLY
(2004), em que os valores medidos foram usados como estimativas iniciais para as
variáveis medidas, enquanto as estimativas iniciais das variáveis não medidas foram
aproximadas iterativamente. Embora o uso de valores medidos tenha fornecido re-
sultados razoáveis em relação às alternativas testadas, que consiste na prática mais
comum entre as aplicações reais, tais resultados ainda refletem uma solução local do
problema de otimização.
É interessante notar na Figura 5.4B, no entanto, que a simples mudança no tipo
de diferenças finitas tenha melhorado dramaticamente os resultados para a maioria
dos casos. Resultados detalhados dos valores finais da função objetivo são apre-
sentados na Tabela 5.7. Como geralmente admite-se que a disponibilidade de boas
estimativas iniciais seja suficiente para garantir um bom desempenho das técnicas de
otimização (LEE et al., 1998), tais resultados são surpreendentes, embora mostrem
que isso nem sempre é verdade. De fato, esse tema tem recebido pouca atenção e
o trabalho de PRATA et al. (2008b) é o único a mencionar algo sobre o tipo de
diferenças finitas, sendo a diferença finita central usada.
DAVE et al. (2003) relataram que o SQP-NPSOL foi muito sensível ao valor da
perturbação dada às variáveis para o cálculo do gradiente, já que a determinação
precisa do gradiente exigia o uso de pequenas perturbações. Foi relatado que a
existência de um compromisso, em que valores muito pequenos tornam o simulador
insensível às mudanças e grandes valores da perturbação, por outro lado, aumentam
a imprecisão dos gradientes. Determinou-se que o valor de 5, 00× 10−3 vezes o valor
das variáveis fornecia gradientes razoavelmente precisos e estáveis. No entanto,
observações adicionais sobre o tipo de diferenças finitas não foram fornecidas.
Pode-se esperar que tal melhoria não fosse possível sem um aumento no custo
computacional. Como pode ser visto na Tabela 5.8, não foi o caso para metade das
estimativas iniciais testadas. Da mesma forma, a Tabela 5.9 mostra a melhora no
custo computacional ao considerar as médias de diferentes amostras. Mesmo para
aqueles casos que apresentaram maiores tempos de resolução, o custo computacional
está longe de ser proibitivo.
Relembrando que os resultados são oriundos de um mesmo estado estacionário,
fica evidente que a precisão numérica da aproximação dos gradientes pode não per-
mitir um desempenho adequado do algoritmo IP na resolução do problema DRPE
(em adição à estimativa inicial, à presença de erros grosseiros e erros de modela-
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gem), fornecendo resultados fora de limites estatísticos aceitáveis. Nesses casos, os
resultados podem ser surpreendentemente dependentes do esquema de diferenciação
usado na estimação dos gradientes, especialmente quando as derivadas são calcula-
das numericamente, o que constitui um problema real e comum quando o modelo
de processo não está acessível ao usuário, como no presente caso. Isso é percebido
a partir dos resultados obtidos para ambos os valores de função objetivo e variáveis
de decisão do problema de otimização. Resultados aceitáveis para todas as variáveis
de decisão foram obtidos apenas para as configurações 2b, 2c e 2f.
Usando AspenPlus com um SQP, PICCOLO et al. (1996) relataram que os valo-
res padrões do AspenPlus foram adequados para problemas simples, mas em casos
complexos, em que o sistema é muito sensível ou altamente não-linear, alguns ajustes
específicos eram necessários. Infelizmente, não foram fornecidos comentários adicio-
nais sobre tais ajustes. A partir desta perspectiva, a precisão numérica da estimativa
dos gradiente poderia ser um fator em potencial a ser investigado. No caso de uma
solução DRPE insatisfatória (ou um erro grosseiro global detectado), o resultado do
problema de otimização deve ser pelo menos marcado como não confiável. No estudo
de SCHLADT e HU (2007), por exemplo, a abordagem aplicada foi de descartar o
resultado quando detectava-se um erro grosseiro global. Outra abordagem menos
severa seria repetir a resolução do problema DR(PE) até que fosse atingida uma
solução satisfatória.
Os resultados apresentados não deixam dúvidas quanto à importância da esti-
mativa inicial e da técnica utilizada para a estimação de gradientes em problemas
de reconciliação de dados (e problemas de otimização em geral). Algoritmos de
otimização devem ser eficientes e robustos, sendo capazes de lidar não apenas com
estimativas iniciais “ruins”, mas também com variáveis de diferentes ordens de gran-
deza e algumas imprecisões nos gradientes (BIEGLER e CUTHRELL, 1985). Não
obstante, a literatura apresenta pouca discussão sobre o tema e, até onde foi possível
determinar, o trabalho de PRATA et al. (2008b) é o único a detalhar a estratégia de
cálculo dos gradientes. Dessa maneira, estudos envolvendo a resolução de problemas
de otimização devem não apenas considerar esses efeitos, mas relatar as estratégias
usadas para a definição da estimativa inicial e para o cálculo dos gradientes. Ignorar
esses efeitos não promove uma avaliação completa e pode, ao mesmo tempo, resultar
em conclusões tendenciosas.
5.4.3 Formulação do Problema e Algoritmo de Otimização
Dada a utilização mais provável dos valores medidos como estimativa inicial em
aplicações reais, testes de configurações subsequentes consideraram essa situação, a
fim de melhorar a solução do problema DRPE. Nesta seção, os testes relativos a dois
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Tabela 5.7: Valores finais da função objetivo após resolução do problema de DR em
função da estimativa inicial e do tipo de diferenças finitas.
Configuração 2e 2a 2f 2b 2g 2c 2h 2d






À Frente Central À Frente Central À Frente Central À Frente Central
1 121 266 33 20 997 20 148 1241
2 528 482 21 5 4047 5 1673 5
3 217 4 12 4 189 4 570 4
4 1138 192 31 19 2221 26 1979 1094
5 167 448 24 11 1243 11 675 11
Média 434 279 24 12 1739 13 1009 471
Diferença relativa (%) −36 −50 −99 −53
Tabela 5.8: Tempo decorrido (min) para resolução do problema de DR em função
da estimativa inicial e do tipo de diferenças finitas.
Configuração 2e 2a 2f 2b 2g 2c 2h 2d






À Frente Central À Frente Central À Frente Central À Frente Central
1 33 9 6 22 13 24 29 8
2 70 9 18 21 3 29 5 24
3 25 29 31 20 26 31 5 23
4 6 8 3 14 27 24 22 14
5 60 9 2 25 12 27 33 26
Média 39 13 12 21 16 27 19 19
Diferença relativa (%) −67 72 65 0
Tabela 5.9: Resultados médios para valores da função objetivo e custo computacional
de diferentes amostras de acordo com o tipo de diferenças finitas.
Amostra
JDRPE Tempo (min)
À Frente Central Diferença
Relativa (%)
À Frente Central Diferença
Relativa (%)
1 325 387 19 20 16 −22
2 1567 125 −92 24 21 −15
3 247 4 −98 22 26 19
4 1342 333 −75 14 15 6
5 527 120 −77 27 22 −18
estimadores diferentes são apresentados, uma vez que a formulação do problema é
uma das possíveis fontes de resultados tendenciosos.
Resultados mostrados na Tabela 5.10 foram obtidos para as configurações 2a e
3, conforme descrito na Tabela 5.3. Em relação ao valor final da função objetivo,
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os resultados obtidos com a modificação da formulação do problema indicam uma
maior dificuldade do algoritmo de otimização em encontrar uma solução adequada.
Apesar de apresentar menor custo computacional, as amostras 1, 2 e 5 apresentaram
valores de função objetivo mais elevadas. No entanto, o desempenho da DRPE para
a amostra 3 foi ainda melhor com a modificação do estimador. A Figura 5.3 mostra
que a amostra 3 tem a menor variabilidade entre todas as amostras, o que poderia
estar contribuindo para a obtenção de bons resultados.
Quando os valores para a função objetivo são analisados em conjunto com a
métrica em relação à região de confiança dos valores reconciliados, os resultados
ficam ainda mais interessantes. Embora tenha havido um aumento no valor final
da função objetivo para a amostra 1, a Tabela 5.11 mostra que menos variáveis
estimadas estiveram fora da região de confiança de 99,7%. Resultado semelhante
foi observado para a amostra 2, em que um aumento de 116% no valor da função
objetivo não afetou a qualidade dos valores reconciliados. As amostras 3, 4 e 5
apresentaram um comportamento regular, com exceção da diminuição de 11% no
valor da função objetivo da amostra 4, responsável por uma melhoria pronunciada
na qualidade dos valores reconciliados.
Com base nessa discussão, é evidente o efeito dos estimadores nos resultados
da DRPE. A inclusão de variáveis não medidas entre variáveis da função objetivo
induziu a ocorrência de desvios nas variáveis e parâmetros estimados. Contudo, o
que não foi possível distinguir a partir dos resultados apresentados é a razão dos
resultados obtidos para o estimador de máxima verossimilhança ainda apresenta-
rem variáveis fora de seus respectivos limites de confiança. Para responder a esse
questionamento, atenção foi dada ao algoritmo de otimização.
















1 266 485 82 9 6 −32
2 482 1042 116 9 4 −52
3 4 3 −38 29 24 −17
4 192 171 −11 8 9 8
5 448 528 18 9 5 −41
A Tabela 5.12 apresenta uma comparação entre as configurações 3 e 4, que
diferem apenas no algoritmo de otimização empregado. Na configuração 4, o pro-
cedimento de minimização começou com o algoritmo PSO para explorar o espaço
de busca, aproveitando seu caráter de busca global, utilizando a região de ± 3σ em
torno dos valores medidos para a geração das partículas do PSO (conforme indicado
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Tabela 5.11: Número de variáveis cujo valor reconciliado está fora da região de
confiança de 99,7%.






na Tabela 5.3). Depois de algumas iterações, a solução fornecida pelo PSO foi trans-
mitida como estimativa inicial do IP, com a expectativa de que esse encontrasse uma
solução melhor e aumentasse a velocidade de convergência. É possível observar que
o uso do algoritmo híbrido apresentou resultados melhores, em que os valores finais
da função objetivo estão dentro da região de confiança para todas as amostras. Isso
também é indicado pela região de confiança de valores reconciliados, em que todas
as variáveis estão dentro da região de confiança de 99,7%, mostrando que a solu-
ção DRPE foi eficiente e robusta. A Figura 5.5 fornece resultados detalhados sobre
a função de probabilidades acumulada da variabilidade em torno dos valores reais
para cada conjunto de amostras, na qual se observa que a configuração 4 melhorou
significativamente a precisão das variáveis reconciliadas.
No contexto de aplicações reais, os custos computacionais podem mostrar-se proi-
bitivos em determinadas circunstâncias. Por isso, a literatura valoriza sobremaneira
o uso de algoritmos determinísticos. Todavia, com base nos resultados discutidos
previamente, pode-se argumentar que os mínimos locais foram evitados quando o
método PSO foi usado, levando a valores reconciliados mais confiáveis. Quando o
problema de otimização não é resolvido adequadamente, os resultados de DRPE
podem produzir estimativas incorretas e introduzir desvios significativos na recon-
ciliação das outras medidas e na estimação dos parâmetros. Embora essa melhoria
nos resultados seja obtida a um custo computacional total mais elevado, a contri-
buição do PSO é constante e previsível, o que ajuda a controlar essa variável. A
contribuição de IP para o custo computacional, por sua vez, é muito semelhante às
dos demais experimentos de DRPE mostrados anteriormente. Esse desempenho é
muito importante, pois, a despeito do fato da otimização ser conduzida por um algo-
ritmo de busca aleatória, demonstra a viabilidade da utilização desse algoritmo em
implementações reais. Por esse motivo, e considerando os resultados apresentados
nas seções anteriores, recomenda-se o uso de algoritmos híbridos para a resolução
de problemas de otimização envolvidos na reconciliação de dados.
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5.4.4 Comentários Sobre a Métrica de Desempenho
O erro relativo entre os dados medidos e reconciliados é uma métrica quantitativa
geralmente usada para avaliar como a reconciliação de dados diminui a variabilidade
dos dados medidos. No entanto, esta métrica pode induzir uma má interpretação




























































Medida Config. 3 Config. 4
Figura 5.5: Distribuição de probabilidades acumulada da variabilidade em torno do
valores verdadeiros do conjunto de amostras com os resultados de DRPE obtidos
para as configurações 3 e 4. P = P [abs(zms − z∗m)/σ ≤ x].
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1 485 748/14 −97 6 7 + 21 = 28 354
2 1042 89/4 −99.7 4 6 + 11 = 17 309
3 3 578/3 0 24 6 + 22 = 28 16
4 171 291/17 −90 9 6 + 11 = 17 91
5 528 686/11 −98 5 6 + 13 = 19 242
dos resultados da DR. Se for admitido que os erros relativos entre os dados medi-
dos e reconciliados abaixo de 10% indicam um problema de DR bem resolvido, os
resultados obtidos para a configuração 4 não poderiam ser reconhecidos como coe-
rentes, de acordo com a Figura 5.6A. Ao considerar os resultados da Figura 5.6B,
por sua vez, observa-se que os resultados são consistentes para todas as variáveis,
cuja variabilidade está dentro da região de confiança de 99,7%. Portanto, espera-se
que o resíduo normalizado, como uma variável aleatória, varie no intervalo de 3σ
com 99,7% de confiança.
A técnica de reconciliação de dados é altamente dependente da validade das
hipóteses sobre a (co)variância dos erros de medição. Quando se trata de questões
legais e jurídicas, informações sobre a variância dos erros de medição são, inclusive,
obrigatórias (ANP, 2000). Em muitas situações, no entanto, pouco esforço é feito
para caracterizar adequadamente os erros de medição, sendo que a suposição de erros
aleatórios, normalmente distribuídos e independentes é a mais comum. Na ausência
de informações suficientes sobre a variância dos erros de medição, a caracterização
aproximada e hipóteses frágeis sobre os erros de medição podem levar a conclusões
ambíguas ou incorretas. Isto exige que as incertezas das medições sejam avaliadas de
alguma forma, o que nem sempre é fácil. No que diz respeito aos dados operacionais
medidos em linha, que podem conter erros grosseiros, o desvio padrão dos dados
medidos pode não ser adequado à avaliação das incertezas e algumas técnicas foram
propostas para caracterização em linha de dados de processo para aplicações em
tempo real (FEITAL e PINTO, 2015; FEITAL et al., 2014). Uma alternativa para







em que ξi representa o erro admissível de determinado instrumento pela sua classe
de precisão, com um intervalo de confiança de 95%, e Ns representa o número de




A reconciliação de dados é uma ferramenta essencial em muitas indústrias e im-
plementações reais são descritas na literatura, sendo que a maioria dos trabalhos
está relacionada com a reconciliação de dados estacionária e não linear. Apesar








Diferença relativa: abs(zms − ẑm)/zms






Reśıduo normalizado: abs(zms − ẑm)/σ
Amostra 1 Amostra 2 Amostra 3 Amostra 4 Amostra 5
A
B
Figura 5.6: Comparação entre métricas para avaliação dos resultados reconciliados:
(A) Diferença relativa entre dados medidos e reconciliados; (B) Resíduo normali-
zado. Resultados da reconciliação de dados para a configuração 4.
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disso, poucos trabalhos avaliam aspectos numéricos importantes deste problema.
Configurações distintas, mesmo aquelas representadas por diferenças sutis, podem
apresentar desempenhos diferentes e devem ser analisadas durante o projeto de um
sistema de DR, tentando responder se o problema de otimização está sendo resolvido
satisfatoriamente. Embora a estimação de parâmetros seja usada principalmente em
aplicações off-line, geralmente realizada durante a modelagem empírica de processos,
a reconciliação de dados e a atualização do modelo constituem etapas importantes
na otimização em tempo real.
Considerando as estratégias de construção de modelos de referência apresentadas,
em que o Capítulo 3 explorou um cenário com excesso de informação e o Capítulo 4
um cenário com escassez de informação, o presente Capítulo mostrou que a dispo-
nibilidade de dados e de um modelo não garantem a identificação bem sucedida
de um sistema. Com efeito, a resolução do problema de otimização envolvido na
identificação é um elemento crítico.
Assim, este trabalho teve como objetivo fornecer uma avaliação numérica do de-
sempenho de diferentes configurações para resolver o problema de reconciliação de
dados não linear em estado estacionário. A avaliação baseou-se em um processo real
de produção de petróleo offshore, que apresenta um comportamento altamente com-
plexo e não linear. Foram discutidos alguns componentes que fazem parte de uma
aplicação industrial de reconciliação de dados, mostrando-se como esses aspectos
podem interferir na solução apropriada do problema de programação matemática
resultante. Nesse caso, viu-se que, além dos dados e do modelo, a estrutura do
problema de identificação é fundamental.
Foi mostrado que a precisão numérica da estimação de gradientes envolvida em
algoritmos de otimização que usam informação de derivadas afeta a solução da
DRPE, de forma que a solução resultante não satisfaz as suposições estatísticas
adotadas. Também foi mostrado que a abordagem da solução pode afetar significa-
tivamente a qualidade da solução da DRPE, evidenciada pela obtenção de soluções
inviáveis, i.e., que violam as restrições. A solução do problema de DRPE usando
um algoritmo de ponto interior por meio da abordagem simultânea (i.e., método de
relaxação Lagrangiana) forneceu resultados que violam as restrições do problema,
o que ocorre devido à ativação de algumas restrições e à precisão finita dos mé-
todos numéricos. Uma maior qualidade e resultados mais confiáveis foram obtidos
quando algoritmos de otimização estocásticos foram combinados com um algoritmo
determinístico em procedimentos híbridos. O algoritmo híbrido aplicado consistiu
em iniciar a otimização com o algoritmo de busca aleatória PSO, aproveitando seu
caráter de busca global para explorar o espaço de busca e, posteriormente, apli-
car o algoritmo determinístico IP, visando à melhoria da solução e ao aumento da
velocidade de convergência. Embora tal combinação de algoritmos já tenha sido
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proposta (FLORES-TLACUAHUAC et al., 2008; PARSOPOULOS e VRAHATIS,
2002; THANGARAJ et al., 2011), a avaliação quantitativa em aplicações de re-
conciliação de dados é quase ausente. O procedimento híbrido combinado com a
abordagem sequencial foi capaz de fornecer soluções robustas e viáveis para todas as
amostras analisadas, em que ambos os valores finais da função objetivo e valores re-
conciliados estavam dentro da região de confiança. Em outras palavras, mostrou-se
que o problema de otimização foi resolvido satisfatoriamente.
Extensões deste trabalho incluem o uso do procedimento de reconciliação com
dados industriais reais em conjunto com uma estratégia de detecção de falha e erros




O amplo acesso a aplicações com uso de internet, sensores inteligentes, comunicação
sem fio, dispositivos móveis, etc., têm impulsionado o desenvolvimento de tecnolo-
gias na área de ciência de dados, notadamente big data. Esse movimento mundial,
chamado de “Quarta Revolução Industrial”, tem atraído a atenção de empresas de
diferentes setores e diversas indústrias têm investido nesse tipo de tecnologia. Muito
se tem falado sobre os benefícios da “Indústria 4.0”, mas pouco se comenta sobre as
questões práticas que viabilizam a implementação de um estágio tão avançado. O
nível de automação é um aspecto muito importante nesse contexto e não oferece
garantias de sucesso, somente diferencia os desafios a serem superados. Essa cons-
tatação foi o ponto de partida para os estudos realizados nessa pesquisa, em que
buscou-se abordar alguns dos desafios relacionados com a otimização em tempo real
tanto para processos com elevado nível de automação, bem como para aqueles com
baixo nível de automação.
A otimização de processos e o desenvolvimento de sistemas automáticos para ope-
ração em tempo real são impactados por diversos desafios. É necessário conhecer o
processo, quais variáveis estão relacionadas à sua operação e as diversas perturbações
que o afetam. A modelagem matemática é uma ferramenta muito útil a diversas
finalidades, notadamente para a otimização, pois é capaz de comprimir, e devol-
ver com facilidade, uma extensa quantidade de informações sobre o comportamento
da planta. No entanto, modelos matemáticos não são uma ferramenta absoluta e
definitiva, mas também apresentam limitações que restringem sua aplicação. Para
propósitos de otimização da operação, é desejável usar modelos simplificados que re-
flitam os principais fenômenos do processo e que permitam sua resolução em tempo
real. Todavia, qualquer sistema de otimização baseado em modelo deve tratar di-
retamente o problema de incertezas no modelo e em seus parâmetros. Se por um
lado, informações desconhecidas podem ser observadas por meio de medições, a ele-
vada dimensão dos processos industriais e o tempo necessário para obtenção dessas
respostas são restrições importantes que limitam o conhecimento do processo.
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Em virtude da variedade, complexidade e constante mudança dos processos quí-
micos industriais, a etapa mais árdua do desenvolvimento de um sistema para auxílio
à tomada de decisão é, geralmente, a confecção de um modelo ideal para o processo.
Dificuldades com processos de dimensão elevada constituem problemas antigos e
estratégias envolvendo a identificação recursiva de modelos dinâmicos empíricos on-
line (BAMBERGER e ISERMANN, 1978; BHATTACHARYA e JOSEPH, 1982;
GARCIA e MORARI, 1981; MCFARLANE e BACON, 1989), bem como a incorpo-
ração de informações fenomenológicas no esquema adaptativo, já foram propostas
(GOLDEN e YDSTIE, 1989), mas apresentavam problemas com a sintonia de pa-
râmetros presentes na implementação e com imprecisões na etapa de identificação.
Neste sentido, o Capítulo 3 objetivou, principalmente, a construção de sistemas de
monitoramento de processos, em que se mostrou o potencial de uma estratégia via
identificação de modelos dinâmicos baseados em dados, em conjunto com o ade-
quado monitoramento do processo e da qualidade do modelo. Tecnologias de big
data foram empregadas para viabilizar a construção rápida de modelos dinâmicos
não lineares e o cálculo contínuo dos alarmes para aplicações on-line em processos
com milhares de variáveis medidas, envolvendo um procedimento de detecção e di-
agnóstico de falhas com base em técnicas de controle estatístico de processos. O
procedimento mostrou-se capaz de detectar o comportamento anormal e de fornecer
informações relevantes para o diagnóstico da causa provável, auxiliando processos de
tomada de decisão e análises de causalidade. Particularmente, a visão integrada do
monitoramento de processos, para caracterização do desempenho de processos reais
e identificação de anormalidades que impeçam o uso de modelos fenomenológicos
em um contexto de predição e otimização, constitui a inovação dessa aplicação, que
combina atividades de modelagem baseada em dados, técnicas de controle estatís-
tico de processos e FDD, técnicas massivamente paralelas para aplicações big data,
e estratégias de visualização dos resultados dos alarmes por diagramas de cores.
Por outro lado, conforme se mostrou no Capítulo 4, a ausência de informações
também se apresenta como um desafio para a identificação de processos, o que afeta
diretamente estratégias de otimização em tempo real. Focando em um processo de
fermentação, mostrou-se como informações muito úteis para reduzir o consumo de
energia e aumentar a produção podem ser reveladas a partir uma estratégia relati-
vamente simples para monitoramento do processo. O estudo mostrou que mesmo os
modelos fenomenológicos simples, como as cinéticas de Michaelis-Menten e Monod,
podem ser usados para inferir o estado operacional da fermentação em batelada,
um processo sabidamente complexo, e identificar o modelo com as medidas mais
recentes. Vale destacar também a aplicação de uma metodologia sistemática para
sintonia do procedimento de identificação e o importante desempenho observado
com a aplicação do algoritmo metaheurístico de otimização PSO, mostrando a via-
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bilidade da utilização desse algoritmo em implementações reais. Com poucas medi-
das de processo, o custo de instalação e manutenção do equipamento envolvido no
sensor virtual é compensado pelo benefício das inferências para a estratégia de mo-
nitoramento e controle, permitindo uma maior reprodutibilidade do processo para
controle em laço aberto com otimização de batelada em batelada. Como exemplos
de oportunidades criadas pela aplicação da estratégia de monitoramento proposta,
a estratégia de amostragem poderia ser simplificada e as atividades dos operadores
repensada; simulações poderiam indicar cenários críticos e antecipar desvios do pro-
cesso; os dados on-line que refletem atividades de enzimas reais poderiam ser usados
para redução de custos com enzimas e outros aditivos; e novos conhecimentos sobre
a operação do processo poderiam auxiliar a concepção de diferentes estratégias de
controle, aumentando a produtividade.
Por fim, o Capítulo 5 discutiu alguns componentes que fazem parte de uma apli-
cação industrial de reconciliação de dados que não apresenta deficiências em relação
ao conjunto de dados e ao modelo para a identificação do processo, mostrando como
a resolução do problema de otimização pode ser problemática. Foi mostrado que
a estimativa inicial e a precisão numérica da estimação de gradientes envolvida em
algoritmos de otimização que usam informação de derivadas é uma questão impor-
tante, que afeta sobremaneira a solução do problema de reconciliação de dados. Com
isso, estudos envolvendo a resolução de problemas de otimização que ignoram esses
efeitos não realizam uma avaliação completa e podem apresentar conclusões tenden-
ciosas. Foi mostrado que a abordagem sequencial apresentou melhores resultados
em comparação com a abordagem simultânea. Uma maior qualidade e resultados
mais confiáveis foram obtidos quando algoritmos de otimização estocásticos foram
combinados com um algoritmo determinístico em um procedimento híbrido e, em
conjunto com a abordagem sequencial e uma função objetivo adequada, forneceram
soluções robustas que não violaram as restrições e satisfizeram as hipóteses sobre
a natureza dos ruídos. Particularmente, mostrar a contribuição da abordagem se-
quencial para a obtenção de melhores resultados e a viabilidade da aplicação de
algoritmos metaheurísticos em aplicações reais constituem resultados importantes.
Além dessas propostas, outra contribuição deste trabalho é a revisão sobre o
tema da otimização em tempo real, em que é possível perceber a diversidade de
temas, estratégias e metodologias envolvidas e desenvolvidas na otimização estática
em tempo real. Em muitas situações, a necessidade de uso de ferramentas siste-
máticas para diagnóstico, projeto e avaliação de desempenho em qualquer aspecto
e/ou componente de sistemas RTO se mostrou imperativa. Além disso, ficou tam-
bém evidente que, embora o ideal determinístico seja útil e embase cada uma das
metodologias, sistemas RTO estão imersos em uma realidade governada por incer-
tezas e fenômenos aleatórios. A despeito das dificuldades inerentes à realidade, há
194
aspectos de difícil percepção na concepção do sistema, como ocorre com o eventual
conflito de interesse existente entre o objetivo de algum componente do sistema e o
objetivo final do RTO, i.e., a maximização do índice de desempenho do processo na
otimização econômica.
Do ponto de vista acadêmico, o principal objetivo com o estudo de estratégias
RTO consiste no desenvolvimento de métodos capazes de determinar o ótimo verda-
deiro da planta e que, tendo encontrado esse ponto, apresentem rápida convergên-
cia. Diversos autores têm proporcionado importantes avanços para que esse objetivo
seja alcançado. Todavia, as garantias fornecidas pelo rigor matemático da formula-
ção acaba, também, representando uma fraqueza. As informações necessárias para
que possam ser garantidas as propriedades teóricas de otimalidade e viabilidade da
ferramenta de otimização encontram inúmeras dificuldades de serem atendidas nas
aplicações industriais. Esse importante conflito entre teoria e realidade é claramente
notado na otimização em tempo real. No entanto, isso ainda não impede a existên-
cia de sistemas RTO na indústria, mas indica que ainda há bastante trabalho de
engenharia com potencial para tornar sistemas RTO mais confiáveis. A convicção
de que ainda há espaço para o desenvolvimento de melhorias, as quais possibilitem
aos sistemas RTO industriais atenderem algumas expectativas baseadas em estudos
teóricos, deve motivar futuras pesquisas.
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Questões Preliminares sobre a
Formulação do Problema
A.1 Programação Matemática
Se equações algébricas e diferenciais são a forma matemática de modelar fenôme-
nos e processos da engenharia química, a programação matemática é a forma de
modelar problemas de otimização. Embora a resolução de problemas reais de oti-
mização empreguem programas de computador desenvolvidos para esse propósito,
programação em programação matemática significa otimização. O uso original do
termo programação refere-se ao conceito mais geral de otimização, no sentido de
planejamento ótimo, sendo herança histórica da formalização proposta por George
Dantzig nos anos 1940 ao formular problemas de planejamento e distribuição de
recursos (BIEGLER, 2010; DANTZIG e THAPA, 2003; MARTIN, 1999).
Em otimização, a formulação do problema consiste em identificar e expressar
matematicamente os elementos correspondentes às seguintes categorias, essenciais
a todo problema de otimização: i) função objetivo; ii) restrições de igualdade; e
iii) restrições de desigualdade (EDGAR et al., 2001). A forma geral do modelo
de programação matemática usado para representar o problema de otimização é
expresso como (HOLDER, 2006–14)
min{J(x) : x ∈ X ⊂ Rn, h(x) = 0, g(x) ≤ 0} ,




sujeito a h(x) = 0
g(x) ≤ 0
x ∈ X ⊂ Rn
, (A.1)
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em que x = [x1, x2, . . . , xn]
T é um vetor pertencente ao conjunto X contido no espaço
dos números reais de dimensão n, Rn, que corresponde ao domínio das funções J(·),
h(·) e g(·), que são mapeamentos no espaço dos números reais R, i.e., J : Rn → R,
h : Rn → R, e g : Rn → R , respectivamente. A função J(·) é a função
objetivo (também chamada de função custo), enquanto as funções h(·) e g(·) são
funções de restrição de igualdade e desigualdade, respectivamente. As funções de
restrição também podem ser vetores de funções, nesse caso representados como
hi : R
n → R, i = 1, . . . , nh e gi : Rn → R, i = 1, . . . , ng. A região que
contém a coleção de valores válidos, i.e., que satisfaz simultaneamente as restrições
x ∈ X ⊂ Rn, h(x) = 0 e g(x) ≤ 0 é chamada de região viável (HOLDER,
2006–14).
O modelo geral apresentado na Equação (A.1) descreve matematicamente que
se deseja determinar o vetor de variáveis de decisão x que correspondem ao extremo
da função objetivo J(·), garantindo que os limites estabelecidos pelas restrições
de igualdade h(·) e desigualdade g(·) sejam respeitados (DIWEKAR, 2008). Além
disso, presume-se que o conjunto X e as funções h(·) e g(·) sejam dados pela mo-
delagem do processo e restrições operacionais. Nesse sentido, especial atenção deve
ser dada para que não exista confusão entre o problema de otimização (o problema
real que pretende-se resolver), sua representação como um modelo de programação
matemática (modelo da Eq. (A.1)) e a técnica/algoritmo de resolução empregado
da determinação da solução (ou valor ótimo) do problema (técnica para resolver a
Eq. (A.1)).
De acordo com as propriedades do conjunto X e das funções J(·), h(·) e g(·)
definidas pelo problema, o modelo da Equação (A.1) pode ser (KALL e WALLACE,
1994):
(a) linear, se o conjunto X é um poliedro convexo e as funções funções J(·), h(·)
e g(·) são lineares;
(b) não linear, se ao menos uma das funções J(·), h(·) e g(·) é não linear ou X
não é um poliedro convexo.
Entre os programas não lineares, tem-se adicionalmente dois tipos:
(b1) convexo, se X∩ {x : h(x) = 0, g(x) ≤ 0} é um conjunto convexo e J(·) é
uma função convexa (em particular se as funções h(·) e g(·) são convexas
e X é um conjunto convexo);
(b2) não convexo, se X ∩ {x : h(x) = 0, g(x) ≤ 0} ou a função objetivo J(·)
são não convexos.
A grande divisão em programação matemática não ocorre entre problemas lineares
e não lineares, mas entre problemas convexos e não convexos. Sendo um modelo de
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programação do tipo convexo, é possível calcular sua solução global, pois qualquer
solução local (i.e., relativa) será a solução global do problema (ALLGÖWER e
ZHENG, 2000). Vale ressaltar que um problema de programação linear, caso (a), é
sempre convexo.
Considerando os tipos apresentados juntamente com propriedades das variáveis
de decisão, os modelos de programação matemática podem receber as seguintes
denominações (DIWEKAR, 2008):
• Programação Linear (Linear Programming - LP): função objetivo e restrições
são lineares; variáveis de decisão envolvidas são contínuas.
• Programação Não Linear (Nonlinear Programming - NLP): função objetivo
e/ou restrições são não lineares; variáveis de decisão envolvidas são contínuas.
• Programação Inteira (Integer Programming - IP): variáveis de decisão envol-
vidas são inteiras.
• Programação Linear Inteira Mista (Mixed integer linear programming - MILP):
dentre as variáveis de decisão envolvidas, um subconjunto é do tipo inteiro,
enquanto seu complemento é contínuo.
• Programação Não Linear Inteira Mista (Mixed integer nonlinear programming -
MINLP): um problema de programação não linear envolvendo variáveis inteiras
e contínuas.
• Otimização discreta: problemas envolvendo variáveis de decisão discretas (in-
teiras), o que inclui problemas IP, MILP e MINLP.
• Otimização multiobjetivo: problemas envolvendo mais de um objetivo, que
pode ser matematicamente descrito como J : Rn → Rq com q ≥ 2.
Uma outra classe de problemas que merece destaque é a otimização dinâmica,
i.e., problemas de otimização associados a sistemas cujo comportamento seja go-
vernado por equações algébrico-diferenciais ou de diferenças (problemas de otimiza-
ção algébrico-diferenciais, differencial algebraic optimization problem - DAOP) (RA-
WLINGS e MAYNE, 2009). De maneira geral, problemas de otimização algébrico
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diferenciais são escritos como:
Minimizar
u(t),θ
J [u(t),θ] := φ [tf ,x(tf ),θ] +∫ tf
t0
L [t,x(t),u(t),θ] d t
sujeito a F [t, ẋ(t),x(t),u(t),θ] = 0, ∀t ∈ I
F0 [t0, ẋ(t0),x(t0),u(t0),θ] = 0
S [x(t),u(t),θ] ≤ 0
T [x(tf ),θ] ≤ 0
, (A.2)
em que t ∈ I := [t0, tf ] ⊂ [0,∞), com t0 e tf sendo os tempos inicial e final,
respectivamente; x : I → Rnx é o perfil temporal do vetor de nx variáveis de es-
tado com condições iniciais x0 conhecidas, em que a notação ẋ denota a derivada
do estado em relação ao tempo; u : I → Rnu é o perfil temporal do vetor de nu
variáveis de entrada (ou variáveis de controle); θ ∈ Rnθ é o vetor de nθ variáveis
invariantes no tempo, como parâmetros do modelo; F(·) é o conjunto de equa-
ções algébrico diferenciais que descrevem o processo escritas de forma implícita,
F : I × Rnx × Rnx × Rnu × Rnθ → Rnx , e F0(·) é o conjunto de condições
iniciais; S(·) é o conjunto de nS restrições de caminho, incluindo limites nas variáveis
de estado, de entrada e parâmetros; T(·) é o conjunto de nT restrições terminais; e
J(·) é a função objetivo, um funcional que incorpora a função φ : Rnx × Rnθ → R,
denominada termo de Mayer, e a função L : I×Rnx×Rnu×Rnθ → R é denominada
integrando de Lagrange. Se tf é variável de decisão e/ou x0 é desconhecido, então
tf e x0 são incluídos no conjunto θ. Assume-se que as funções φ(·), L(·), F(·), S(·)
e T(·) são contínuas e duas vezes diferenciáveis em relação aos seus argumentos. O
problema de otimização (A.2) é denominado problema de Bolza, enquanto o objetivo
de encontrar o extremo da função apenas no ponto final tf é denominado problema
de Mayer. Na situação em que apenas as variáveis de entrada são as variáveis de
decisão do problema, o DAOP corresponde ao problema de controle ótimo (opti-
mal control problem - OCP) (BELLMAN e DREYFUS, 1962; BINDER et al., 2001;
DIWEKAR, 2008; FRANÇOIS e BONVIN, 2013a). Técnicas gerais de solução dos
problemas de otimização dinâmica envolvem o uso do cálculo de variações, princípio
do mínimo (ou máximo) de Pontryagin (PONTRYAGIN et al., 1962) e programação
dinâmica. A programação dinâmica (dynamic programming - DP) é mais adequada
para processos que possam ser decompostos em múltiplos estágios e baseia-se no
princípio de otimalidade de Bellman (BELLMAN, 1957; BELLMAN e DREYFUS,
1962), que afirma que se a decisão de um estágio for uma solução ótima, então qual-
quer decisão remanescente será ótima em relação ao estado resultante dessa decisão;
em outras palavras, o princípio de Bellman afirma que o valor máximo (ou mínimo)
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da função depende do tempo e estado iniciais (DIWEKAR, 2008).
A.2 Otimização de Processos Baseada em Modelo
A otimização de processos visa a determinação de um conjunto de valores das va-
riáveis de entrada, que garantam o atendimento ao conjunto de restrições existentes
de forma a minimizar o valor de uma função dita função objetivo ou função custo.
Nesse contexto, as variáveis de entrada são definidas no sentido dado pela teoria de
sistemas e não são necessariamente as entradas físicas do processo, como vazões de
alimentação, mas toda grandeza manipulável e independente que influencia o estado
do sistema (FRANÇOIS, 2014).
A otimização de processos é usualmente realizada por meio de técnicas baseadas
em modelos matemáticos, cujo objeto de interesse, ou realidade, é um processo quí-
mico denominado de “planta”, enquanto “modelo” é um conjunto de equações algébri-
cas, diferenciais ou algébrico-diferenciais que o descreve (BONVIN e SRINIVASAN,
2013). A otimização propriamente dita também é uma abstração da realidade, i.e.,
um modelo, mas representada por um problema de programação matemática, cuja
função objetivo é um índice de desempenho, e.g., um índice econômico, enquanto
o modelo do processo ou equipamento e demais exigências de operação e qualidade
correspondem às restrições de igualdade e desigualdade (EDGAR et al., 2001).
Dessa forma, a otimização de um processo estático ou em regime permanente
é feita por meio de um modelo estacionário e conduz a um problema de otimiza-
ção estática, geralmente formulado como um problema de programação não linear
(NLP) (mas também programação linear - LP, quadrática - QP ou inteira mista -
MIP) que possui um número finito de variáveis de decisão. Considere, por exemplo,
um reator contínuo perfeitamente agitado e o interesse em se determinar a melhor
temperatura de operação do reator, ou as taxas de alimentação de um ou mais dos
reagentes. Se, por outro lado, houver interesse em otimizar um processo dinâmico,
em que considera-se modelos dinâmicos na descrição do processo, a formulação do
problema passa a ser por meio da otimização dinâmica, cujo objetivo é determinar
não mais um único valor, mas uma trajetória ótima para cada variável de decisão
considerada (como perfis de alimentação) e que possuem dimensão infinita (FRAN-
ÇOIS e BONVIN, 2013a).
A.2.1 Otimização Estática
O objetivo mais comum perseguido pela otimização de processos contínuos operando
em estado estacionário consiste em determinar as condições de operação (geralmente
set-points em um sistema de controle em multicamadas) que proporcionem o melhor
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desempenho do processo em termos de algum índice, como o mínimo custo operacio-
nal ou a máxima taxa de produção, respeitando as restrições de processo existentes.
Uma formulação geral para esse problema de otimização estática e adequada a mui-
tas aplicações práticas consiste no seguinte problema de programação matemática
(FRANÇOIS e BONVIN, 2013a), conforme apresentado na Equação (2.1):
u∗p := arg min
u
Jp := ϕp(u,yp)
sujeito a gp(u,yp) ≤ 0
uL ≤ u ≤ uU
, (A.3)
em que ϕp : Rnu × Rny → R é a função escalar a ser minimizada; u∗p é o argu-
mento que minimiza Jp(·), i.e., a solução do problema; u ∈ Rnu é o vetor de nu
variáveis de decisão (ou de entrada); yp ∈ Rny é o vetor de ny variáveis de saída;
gp,i : R
nu × Rny → R, i = 1, . . . , ng é o conjunto de funções de restrição de
desigualdade; e uL e uU são os limites das variáveis de decisão.
Visto que a relação entre as variáveis de entrada e saída nunca pode ser per-
feitamente conhecida, utiliza-se um modelo matemático que, embora sendo uma
aproximação, seja capaz de descrever com alguma acurácia a relação entre essas
variáveis no estado estacionário, representado por
f(u,x,θ) = 0 (A.4)
y = h(u,x) , (A.5)
em que f ∈ Rnx é o conjunto de equações do modelo do processo, que inclui balanços
de massa e energia, relações termodinâmicas, etc.; x ∈ Rnx é o vetor de nx variáveis
de estado do modelo; y ∈ Rny é o vetor de ny variáveis de saída preditas pelo mo-
delo, as quais são determinadas por relações envolvendo as variáveis de estado e de
entrada, representadas pelo conjunto de funções h(·); θ ∈ Rnθ é o vetor de nθ parâ-
metros do modelo. Desse modo, o subscrito p simboliza quantidades relacionadas à
realidade, i.e., à planta, indicando que funções e variáveis correspondem a relações
e quantidades experimentais, que não são perfeitamente conhecidas e podem ser
aproximadas apenas por meio de um modelo; o modelo será representado com os
mesmos símbolos da planta, mas sem o subscrito p (BUNIN, 2014).
Assumindo que as variáveis de saída possam ser representadas explicitamente
apenas em termos de u e θ na forma y = F(u,θ), o problema de otimização para a





J := ϕ [u,F(u,θ)]
sujeito a g [u,F(u,θ)] ≤ 0
uL ≤ u ≤ uU
, (A.6)




sujeito a G(u,θ) ≤ 0
, (A.7)
com
φ(u,θ) := ϕ [u,y(u,θ)] G(u,θ) :=
g [u,y(u,θ)]uL − u
u− uU

Assume-se que as funções ϕ(·) e g(·) sejam conhecidas e que a dependência com os
parâmetros θ dos valores da função objetivo e das restrições preditos com uso do
modelo, i.e., ϕ(u,y) e g(u,y), seja dada de maneira implícita por meio das variáveis
de saída do modelo y.
Admitindo que a função objetivo e as restrições sejam contínuas e diferenciáveis
com relação a u e o domínio viável do problema seja não vazio e limitado, está
garantida a existência de soluções u∗p e u∗ para os problemas (2.1) e (A.7)7, respec-
tivamente, que podem adicionalmente apresentar múltiplas soluções locais de acordo
com a não convexidade do problema (CHACHUAT et al., 2009). Na situação em
que a solução u∗ seja um ponto regular, i.e., que nesse ponto seja satisfeita uma
condição de regularidade (ou qualificação de restrição)8, também serão satisfeitas
nesse ponto as condições necessárias de primeira ordem de Karush-Kuhn-Tucker
(KKT) (também chamadas de condições necessárias de otimalidade, do termo em
inglês necessary conditions of optimality - NCO) com um conjunto único de multi-
plicadores de Lagrange ν ∈ Rng (BAZARAA et al., 2006). Para o problema (A.7),
7 Pelo Teorema de Bolzano-Weierstrass (BAZARAA et al., 2006).
8 Essa condição pode ser a independência linear entre os gradientes das restrições ativas de desi-
gualdade, i.e., rank [∇uGa(u∗,θ)] = ng,a, conhecida como qualificação de independência linear das
restrições (do termo em inglês linear-independence constraint qualification - LICQ) (FRANÇOIS
e BONVIN, 2013a).
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∗,θ) = 0, k = 1, . . . , ng ,
ou rescritas na forma vetorial
G(u∗,θ) ≤ 0 (A.8)
ν ≥ 0 (A.9)
∇uL = ∇uφ(u∗,θ) + νT∇uG(u∗,θ) = 0 (A.10)
νTG(u∗,θ) = 0 (A.11)
com a função de Lagrange definida como
L(u,θ,ν) := φ+ νTG (A.12)
em que u∗ representa uma solução; ν ∈ Rng é o vetor de multiplicadores de Lagrange
associado às restrições; ∇uφ(u∗,θ) é o vetor linha de dimensão nu representando o
gradiente da função objetivo com relação a u avaliado no ponto u∗; e ∇uG(u∗,θ)
é a matriz Jacobiana das restrições avaliada no ponto u∗ com dimensão ng × nu. É
comum que as condições de KKT sejam designadas como condição de viabilidade
primal (A.8), condições de viabilidade dual (A.9) e (A.10), e condição de comple-
mentaridade (A.11). Assim, qualquer ponto u∗ para o qual exista um vetor de
multiplicadores ν∗ que satisfaçam as condições (A.8) a (A.11) é chamado de ponto
KKT ; nesse contexto, a condição de regularidade se faz importante, pois implica
que os multiplicadores de Lagrange ν∗ são unicamente determinados no ponto KKT
u∗.
A satisfação das NCOs para um dado problema exige a determinação do conjunto
de restrições ativas, Ga, que pode ser feita com base no sinal dos multiplicadores
de Lagrange. Se o conjunto Ga for conhecido, as condições de KKT podem ser
simplificadas pela eliminação dos multiplicadores a duas expressões (CHACHUAT
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et al., 2009):














em que (·)+ indica a pseudo-inversa e ∇rφ ∈ R1×nu surge ao eliminar as restrições
ativas.
Uma vez que os problemas de otimização estática sejam representados como
modelos de programação não linear, sua resolução se dá por meio de técnicas e algo-
ritmos desenvolvidos para esse tipo de modelo. Técnicas populares para a resolução
de programas não lineares com restrições são o método de função de penalização,
método do ponto interior e programação quadrática sequencial (do termo em inglês
sequential quadratic programming - SQP). Brevemente, o método de penalização
incorpora as restrições do problema na função objetivo por meio de termos de pe-
nalização, transformando o problema em um modelo sem restrições. O método
do ponto interior também incorpora as restrições na função objetivo (FORSGREN
et al., 2002), mas com a vantagem de atuar mais como uma barreira que uma penali-
zação, gerando valores viáveis entre as iterações, o que no método de penalização só
é garantida após convergência. Por outro lado o método SQP resolve uma sequên-
cia de subproblemas rescritos em termos da função de Lagrange, com aproximações
quadráticas para a função objetivo e lineares para as restrições, utilizando interna-
mente técnicas como o método de Newton para encontrar as condições de KKT.
Maiores detalhes sobre essas e outras técnicas de otimização podem ser encontrados
na literatura (BIEGLER, 2010; BIEGLER e GROSSMANN, 2004; EDGAR et al.,
2001; FLETCHER, 2000; GRIVA et al., 2009; NOCEDAL e WRIGHT, 2006).
A.3 Presença de Incertezas
Incerteza é um conceito vago que incorpora tudo aquilo que é desconhecido e/ou que
não é conhecido com certeza, sendo, assim, definido por tautologia. A incerteza é
característica importante e inerente à modelagem e otimização de processos; em pro-
cessos químicos, ela é causada principalmente por erros de modelagem (designado
na literatura como plant-model mismatch, refletindo-se no uso de um modelo im-
perfeito), erros paramétricos, variações aleatórias nos dados medidos e perturbações
que afetam o processo (FRANÇOIS, 2014).
A tentativa de representação da realidade por meio de modelos matemáticos é
útil em diversas aplicações tecnológicas, incluindo aplicações a processos químicos.
Todavia, modelos precisos e/ou rigorosos podem não estar disponíveis, seja por falta
270
de conhecimento do processo, seja por incapacidade de medir e observar variáveis
ou por falta de dispositivos de medida adequados (CHAUDHURI e DIWEKAR,
1999; ULAS e DIWEKAR, 2004). Com isso, a consideração de hipóteses e demais
simplificações feitas podem reduzir a capacidade de representação do modelo e/ou
limitar sua faixa de validade, o que constitui fonte de incerteza. Informações sobre
a incerteza de modelagem são comumente obtidas por meio de dados experimentais
e envolvem a determinação de elementos como constantes cinéticas, propriedades
físicas e coeficientes de transferência. Por outro lado, a aquisição de respostas do
sistema também constitui fonte de incerteza, pois os dados sempre estão corrompidos
por algum tipo de ruído e/ou possuem variações provenientes de erros de medição,
que podem ou não estar associados a fatores inerentes ao processo como variações
de temperatura e vazão e flutuações na qualidade das correntes. Adicionalmente,
outras incertezas são provenientes de influências externas, como oscilações na tem-
peratura ambiente, variações na disponibilidade de matéria-prima, demandas de
mercado, flutuações de preços, etc. (PISTIKOPOULOS, 1995). Dessa forma, iden-
tificar e caracterizar essas incertezas é etapa essencial, visto que considerar apenas
as imprecisões das medidas já é suficiente para concluir que todos os resultados do
modelo estarão sujeitos a incertezas (PINTO, 1998).
Diversas formas de classificar e modelar incertezas foram propostas na literatura
(BERNARDO et al., 2003; IERAPETRITOU et al., 1996; KRASŁAWSKI, 1989;
PISTIKOPOULOS, 1995; STRAUB e GROSSMANN, 1993; ULAS e DIWEKAR,
2004). Embora tenha limitações para abordar todos os aspectos das incertezas,
um esquema conveniente de classificação frequentemente usado no ramo da enge-
nharia mecânica diferencia as incertezas entre objetivas e subjetivas (BEYER e
SENDHOFF, 2007). Incertezas objetivas são aquelas que possuem natureza esto-
cástica intrínseca e irredutível, sendo por isso chamadas de incertezas aleatórias ou
estocásticas (HELTON, 1997). Essa categoria representa incertezas de natureza fí-
sica e que não podem ser removidas, e.g., ruído em sinais elétricos, variações na
umidade e temperatura ambientes e parâmetros físicos em materiais. Portanto, a
formulação do problema deve estar adequada a essa condição. Devido a sua natureza
probabilística, distribuições de probabilidade representam a maneira mais adequada
para a modelagem matemática dessas incertezas. Opondo-se ao caráter objetivo das
incertezas aleatórias, o tipo subjetivo de incerteza reflete a falta de conhecimento so-
bre dado elemento do problema de interesse, i.e., reflete a falta de informações que,
em princípio, poderia ser reduzida com algum esforço. Nessa categoria podem ser
incluídas as incertezas de modelagem, condições de validade do modelo, bem como
os erros introduzidos por métodos numéricos de solução, e.g., erros de aproximação
e problemas de convergência.
Na prática, a representação das incertezas no modelo matemático se dá por meio
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de uma variável, ou parâmetro, chamado de incerto, sendo possível identificar três
tipos de modelagem para as incertezas: determinística, probabilística e possibilística
(BEYER e SENDHOFF, 2007). Esses três diferentes tipos são representados mate-
maticamente por meio de conjuntos convencionais, distribuições de probabilidade e
conjuntos fuzzy, respectivamente (KLIR e FOLGER, 1988). A abordagem determi-
nística define domínios nos quais os parâmetros incertos podem variar. Já variáveis
do tipo probabilística são definidas por meio de medidas de probabilidade que descre-
vem a chance com a qual determinado evento ocorre, enquanto o tipo possibilístico
é descrito por meio de medidas fuzzy associadas a possibilidade de ocorrência de um
evento. Assim, uma forma de descrever uma incerteza “determinística” consiste em
definir um conjunto finito de valores discretos (cenários) que seguem determinada
probabilidade de ocorrência, e.g., Θ = {θ : θL ≤ θi ≤ θU , i = 1, . . . , N}, em que θL e
θU são limites especificados (GROSSMANN e SARGENT, 1978). Na abordagem es-
tocástica, a modelagem consiste em descrever o parâmetro incerto como uma variável
aleatória contínua que segue uma PDF especificada, e.g., ξ ∼ pξ, em que a variável
aleatória ξ está distribuída com densidade de probabilidade pξ (PISTIKOPOULOS
e IERAPETRITOU, 1995). Em ambos os casos, a escolha da PDF depende da
informação disponível, em que a distribuição uniforme representa o mínimo grau de
conhecimento sobre a incerteza (BERNARDO et al., 2003).
Considerar todos os tipos de incertezas que podem surgir deixaria a formulação
matemática intratável, o que exige admitir simplificações adequadas de forma que o
modelo resultante reflita o equilíbrio entre a representação do problema e a capaci-
dade de resolução (BAZARAA et al., 2006). Assim, é imperativo determinar quais
incertezas apresentam impacto significativo na formulação do modelo, i.e., no desem-
penho do processo e suas restrições. Para isso, técnicas de análise de sensibilidade
(probabilísticas) podem ser usadas e adicionalmente combinadas com estratégias de
classificação e ordenamento, que permitem reduzir a dimensão das incertezas (MÜL-
LER et al., 2014). Incertezas com pouca ou nenhuma contribuição nas respostas do
sistema podem ser desprezadas ou substituídas por valores (nominais) constantes
(GELETU e LI, 2014).
A.3.1 Incertezas de Medição: Ruídos Aleatórios
A descrição da realidade por meio de modelos matemáticos, por mais rigorosos que
sejam, esbarra em informações desconhecidas, as quais podem ser determinadas por
meio de experimentos e dependem fundamentalmente da qualidade da informação
contida nos dados coletados diretamente da planta ou resultantes de análises de
laboratório. Esses dados quantificam variáveis do processo como vazões, concentra-
ções, temperaturas, níveis, pressões, e propriedades finais de interesse dos produtos.
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Todavia, a observação da realidade também apresenta suas limitações, e.g., técnicas
de medição possuem precisão finita e limitada, condições experimentais nunca são
perfeitamente controladas e perturbações desconhecidas, que sequer poderiam ser
previstas, ocorrem com frequência. Diante disso, o processo de modelagem pode
ser melhorado se for capaz de descrever, de maneira adequada, essas incertezas de
medição.
Admitindo que todas as variáveis de saída y, representadas na Equação (A.5),
sejam medidas, tendo seus valores medidos designados por yms e valores verdadeiros
designados por yp, o erro total nas medidas, εy, é definido como a diferença entre
valores medidos e verdadeiros, i.e.,
εy := yms − yp , (A.15)
em que εy ∈ Rny . Os erros de medição podem ser causados por diferentes fontes
e estão sempre presentes em qualquer medida, sendo predominantemente aleatórios
(NARASIMHAN e JORDACHE, 1999).
A tentativa de relacionar um modelo determinístico aos dados coletados no ins-
tante de tempo k permite representar a Equações (A.4) e (A.5) como
fk(uk,xk,θ) = 0 (A.16)
xk = g(uk,θ) (A.17)
yk = h(uk,xk) . (A.18)
Dado que o número total de equações existentes na Equação (A.18) excede o número
de parâmetros desconhecidos θ, apenas sob circunstâncias ideais existirão valores de
θ que resultem em yms,k = yk. Uma forma conveniente de modelar os erros de
medição consiste em representá-los matematicamente como variáveis aleatórias e
considerar que seu efeito sobre as variáveis medidas é aditivo, i.e.,
yms = y + εy , (A.19)
em que y são as variáveis de saída do modelo. Se εy = 0, então as medidas possuem
elevada precisão, de modo que o modelo do processo de medição se torna yms = y;
caso contrário, εy 6= 0 representa medidas corrompidas com ruído aleatório (RO-
MAGNOLI e SÁNCHEZ, 2000). Em um processo perfeito de medição, as medidas
possuem elevadas precisão e acurácia, em que yms = yp. Para o caso em que o ruído
de medida segue distribuição Normal com média nula e covariância V, representado
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em que det V denota o determinante da matriz V.
Incertezas de medição afetam os valores das variáveis medidas na planta e todo
esforço para identificar tais incertezas pode ser usado para melhorar a confiabili-
dade de procedimentos numéricos que façam uso dos dados medidos, notadamente
os procedimentos de estimação de parâmetros e otimização. Nesse sentido, a teo-
ria de probabilidade fornece ferramentas úteis para essas atividades (BARD, 1974;
FULLER, 1987; ZHANG et al., 2001b). As incertezas de variáveis medidas são ca-
racterizadas com base em dados de processo por meio de informações estatísticas
como média, variância, covariância e distribuições de probabilidade, sendo a repre-
sentação probabilística bastante adequada para essas variáveis. Incertezas correla-
cionadas tem especial impacto no desempenho do processo e seu desconhecimento
pode afetar negativamente as análises, uma vez que pequenas variações em uma
variável propagam-se às outras variáveis com as quais esta esteja correlacionada.
Adicionalmente, a correlação também pode estar presente em elementos do modelo
do processo, notadamente nos parâmetros. Nesse sentido, é mais vantajoso lidar
com dados (e/ou parâmetros em um modelo) não correlacionados e algum esforço
no sentido de descorrelacionar as incertezas pode ser interessante e ou necessária
(GELETU e LI, 2014; LARENTIS et al., 2003; SCHWAAB e PINTO, 2008). Deve
ser notado também que a natureza das incertezas depende do sistema de interesse e
podem apresentar variação com o tempo, como é possível ocorrer no estudo de siste-
mas dinâmicos (TØRVI e HERTZBERG, 1997), requerendo que o modelo considere
esse comportamento. Além disso, a caracterização serve não apenas à modelagem
da incerteza, mas também a diversas outras técnicas matemáticas envolvidas no
monitoramento, controle e otimização de processos, bem como a ações legais e regu-
latórias da operação industrial. Dada sua importância prática e caráter obrigatório
em alguns casos, além das técnicas convencionais também foram propostas técnicas
de caracterização de dados de processo em tempo real (ou caracterização on-line)
(FEITAL e PINTO, 2015; FEITAL et al., 2014). Em muitas situações, no entanto,
pouco esforço é empregado para caracterizar os dados, sendo comum admitir que
as medidas (ou mais precisamente os ruídos de medida) são variáveis aleatórias e
independentes, seguindo distribuições gaussianas (ou distribuição Normal de pro-
babilidade). Na ausência de informações suficientes, caracterizações aproximadas e
hipóteses acerca de distribuições de probabilidade podem levar a resultados ambí-
guos ou incorretos.
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A.3.2 Incertezas de Modelagem: Erros Estruturais do Mo-
delo e Erros Paramétricos
A maioria dos problemas de otimização baseada em modelos admite que as incer-
tezas de modelagem, embora desconhecidas, possam ser incorporadas no vetor de
parâmetros incertos θ (FRANÇOIS e BONVIN, 2013a). Todavia, na presença de
erros de modelagem, a solução u∗ de um procedimento de otimização em geral não
corresponde ao ponto ótimo da planta u∗p (CHACHUAT et al., 2009).
Modelos matemáticos correspondem a um conjunto de equações que tentam re-
presentar o processo real. Sua construção está baseada em leis de conservação
(massa, momento e energia) e relações constitutivas que expressam condições de
equilíbrio, fenômenos cinéticos e de transporte, mas sempre envolve simplificações,
como desprezar determinados fenômenos físicos e/ou químicos, ou remover alguns
fenômenos dinâmicos para não aumentar demasiadamente a complexidade. Adicio-
nalmente, o processo de modelagem não garante que a estrutura das relações entre as
variáveis seja unicamente determinada considerando apenas que dada estrutura ma-
temática represente um conjunto de observações experimentais. Em outras palavras,
é possível encontrar, para um dado sistema, mais de um modelo capaz de explicar
o mesmo conjunto de dados, e as decisões ótimas fornecidas por esses modelos não
serão necessariamente as mesmas (TAKAMATSU, 1983). Dessa forma, modelos são
essencialmente limitados e sua estrutura invariavelmente difere daquela advinda de
um modelo verdadeiro idealizado, capaz de representar perfeitamente a realidade,
de maneira que tal erro estrutural é fonte de incerteza que afeta a qualidade das
predições do modelo.
Além disso, o modelo resultante depende naturalmente de parâmetros, cujos
valores não são conhecidos com precisão, mas são identificados usando as medidas
do processo e, consequentemente, podem ser apenas conhecidos dentro de certo
intervalo de confiança de acordo com uma dada probabilidade. Erros paramétricos
podem estar presentes em todos os modelos, sejam estruturalmente corretos ou não, e
são tipicamente causados pelas dificuldades inerentes aos problemas de identificação,
como número de medidas independentes disponíveis, quantidade de informação no
sinal, entre outros (FRANÇOIS, 2014; FRANÇOIS e BONVIN, 2013a).
Nesse contexto, é conveniente distinguir formalmente as imprecisões do modelo
originadas por erros estruturais daquelas resultantes de erros paramétricos. Assim,
MARCHETTI (2009) define que um modelo y(u,θ) é considerado estruturalmente
correto se existirem valores para os parâmetros θ para os quais o modelo fornece
uma representação precisa da planta com relação ao mapeamento existente entre
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Contrariamente, o modelo é considerado estruturalmente incorreto se tais valores
para os parâmetros não existem.
Na prática, os erros estruturais de modelagem correspondem a diferenças funci-
onais, e.g., entre as expressões de Jp e J , e entre Gp e G (Equações 2.1 e A.7). Se
determinado modelo é estruturalmente correto e representado por Gp(up,θp), erros
paramétricos representam a situação em que θ 6= θp no modelo conhecido G(u,θ)
(FRANÇOIS, 2014; FRANÇOIS e BONVIN, 2013a).
A.4 Otimização sob Incertezas
Os problemas apresentados anteriormente são todos determinísticos, em que a solu-
ção encontrada é nominal. Todavia, toda situação envolvendo processos de tomada
de decisão possui incertezas associadas em diversos elementos, notadamente nos da-
dos e no modelo. Dessa forma, muitas são as motivações para considerar incertezas
no problema de otimização, entre elas: i) erros de medição estão sempre presentes
em dados reais; ii) existe a constante incapacidade de implementar na prática uma
solução nominal com toda sua acurácia; e iii) em todo o tempo, é possível que in-
certezas, mesmo pequenas, descaracterizem totalmente a solução nominal do ponto
de vista prático (BEN-TAL et al., 2009). Por isso, além dos tipos mencionados
anteriormente, outra classe de modelos surge quando incertezas são consideradas na
formulação do modelo, caso em que o problema é classificado como otimização sob
incertezas (do termo em inglês optimization under uncertainty)9. Diversas são as
formas de lidar com incertezas e as principais abordagens da otimização sob incerte-
zas incluem a programação estocástica (stochastic programming - SP) e a otimização
robusta (robust optimization - RO) (BEN-TAL et al., 2009; MULVEY et al., 1995;
SAHINIDIS, 2004).
A.4.1 Programação Estocástica
Os modelos de programação estocástica podem ser vistos como extensões dos mode-
los de programação matemática apresentados anteriormente, em que os parâmetros
9A despeito das motivações apresentadas, os modelos não deixam de ser determinísticos, mas
consideram as incertezas explicitamente (BIEGLER e GROSSMANN, 2004).
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incertos são representados por funções de probabilidade, sendo representados na fun-
ção objetivo e/ou restrições por variáveis aleatórias (NEMHAUSER et al., 1989).
A presença de variáveis aleatórias no problema (A.1) resulta tipicamente na
situação em que uma decisão x deve ser feita diante de um ambiente incerto descrito
por um parâmetro ξ, que pode ser representado como (KALL e WALLACE, 1994;




sujeito a h(x, ξ) = 0
g(x, ξ) ≤ 0
x ∈ X ⊂ Rn
, (A.21)
em que ξ é um vetor de variáveis aleatórias variando no conjunto Ξ ⊂ Rk. Impli-
citamente, reconhece-se uma variável aleatória como uma função (ou um mapea-
mento) ξ : Ξ → Rk existente em um espaço de probabilidades representado por
(Ξ,F , P ), em que resultados ξ(ω) são obtidos a partir de um espaço Ξ por meio
de determinada coleção de eventos F avaliados por uma medida de probabilidade
P (ou distribuição de probabilidade), uma métrica que associa a cada elemento de
F a probabilidade com a qual ele ocorre. O elementos que compõem a coleção de
eventos F são subconjuntos F ⊂ Ξ. Admite-se que a coleção de eventos F e a
distribuição de probabilidades P em F são dadas, de forma que para todo evento
A ∈ F a probabilidade P (A) é conhecida. Por consequência, as funções J(·), h(·)
e g(·) também são variáveis aleatórias, sendo J(x, ·) : Ξ → R, h(x, ·) : Ξ → R e
g(x, ·) : Ξ→ R, e que sua distribuição de probabilidade P é independente de x. No
entanto, a forma apresentada do problema (A.21) não está bem definida e outras
definições devem estar presentes para que se obtenha um equivalente determinístico
do problema (KALL e WALLACE, 1994).
Modelos de programação estocástica são naturalmente classificados como “espere
e veja” (wait-and-see, ou modelos adaptativos) e “aqui e agora” (here-and-now, ou
modelos antecipativos). Na abordagem “espere e veja”, aguarda-se a realização das
variáveis aleatórias e, de posse dos valores observados, resolve-se o problema de oti-
mização determinístico (BIRGE e LOUVEAUX, 2011; NEMHAUSER et al., 1989).




sujeito a h(x, ξ̃) = 0
g(x, ξ̃) ≤ 0
x ∈ X ⊂ Rn
, (A.22)
em que ξ̃ é uma possível realização do vetor aleatório ξ, i.e., um elemento de Ξ. A
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resolução do problema (A.22) é repetida para cada amostragem do vetor ξ, obtendo-
se ao final uma representação probabilística do resultado (DIWEKAR, 2008).
Por outro lado, a abordagem “aqui e agora” apresenta uma conexão maior com
processos de decisão considerando que o valor do vetor aleatório ξ será conhecido
depois da seleção das variáveis de decisão x, situação em que a otimização envolve
alguma métrica probabilística, usualmente a média da variável (também chamado
de valor esperado, momento de primeira ordem ou esperança matemática). Um
problema genérico modelado pela abordagem “aqui e agora” pode ser representado
como (KALL e WALLACE, 1994)
Otimizar
x
J(x, ξ) := Eξ [j(x, ξ)]
sujeito a Eξ [h(x, ξ)] = 0
Eξ [g(x, ξ)] ≤ 0
x ∈ X ⊂ Rn
, (A.23)
em que, dado o espaço de probabilidade (Ξ,F , P ) e a função j : Rn × Ξ → R
(introduzidos pelo vetor aleatório ξ ∈ R), o valor esperado Eξ, ou simplesmente E,
é a integral com relação à medida de probabilidade P , representada por










P (ξ) j (x, ξ) d ξ .
Nesse caso, a estratégia para lidar com a função objetivo aleatória consistiu em
converter j(x, ξ) em uma função objetivo determinística aplicando o operador de
média à função, i.e., E [j(x, ξ)]. Se j(x, ξ) é linear em x, j(x, ξ) = ξT x, então
E [j(x, ξ)] = (E [ξ])T x também é linear em x. No entanto, existem outras formas
de lidar com incertezas na função objetivo e outros critérios de decisão, diferentes
do valor médio, podem ser usados (BERNARDO et al., 2003; MULVEY et al., 1995;
PRÉKOPA, 1995).
Há ainda situações em que ambas as abordagens estão presentes na modelagem,
incorporando tanto antecipação quanto adaptação, caso denominado programação
estocástica com recurso (KALL e WALLACE, 1994; SAHINIDIS, 2004). Problemas
com recurso podem envolver múltiplos estágios e dizem respeito a decisões que são
tomadas antes da realização das incertezas (“aqui e agora”) e ações de recurso que
podem ser tomadas quando a incerteza torna-se conhecida (“espere e veja”) para
compensar possíveis violações das restrições. Um problema com recurso de dois
estágios é representado por
Minimizar
x
J(x, ξ) := f(x) + Eξ [Q(x, ξ)]




Q(x, ξ) = miny q(x, ξ, y)
sujeito a g(x, ξ) ≤ y
y ∈ Y ⊂ R
, (A.25)
em que a função Q(·) é chamada de função de recurso e q : Rn × Ξ×R→ R. Para
cada restrição existe uma variável recurso (ou segundo estágio) y, que é determinada
após a realização de ξ para compensar a violação da respectiva restrição. A função
q(·), por sua vez, corresponde ao custo ou penalidade imposta pela violação da
restrição. O problema (A.24) com a variável x constitui o primeiro estágio, que é
resolvido antes da realização do vetor aleatório ξ, enquanto o problema (A.25) com
a variável y constitui o segundo estágio. Em resumo, o esquema consiste em: i)
determinação de x; ii) observação de ξ; e iii) determinação de y. Portanto, o modelo
exige a resolução de dois problemas de otimização, em que a formulação do problema
de recurso admite que x e ξ são fixos (PRÉKOPA, 1995).
Voltando a atenção para as restrições e como as incertezas são consideradas
nesses elementos, considere a versão modificada do problema (A.23) em que a restri-




J(x, ξ) := Eξ [j(x, ξ)]
sujeito a Eξ [gi(x, ξ)] ≤ 0, i = 1, 2, 3
x ∈ X ⊂ Rn .
, (A.26)
As restrições podem também ser escritas na forma
E [−g(x, ξ) |g(x, ξ) > 0] ≤ d . (A.27)
Ambas as expressões em (A.26) e (A.27) são restrições baseadas no valor esperado.
No problema (A.26) interpreta-se que cada uma das i restrições gi(·) são satisfeitas
na média dos casos, o que reflete a expectativa de que essas restrições sejam viola-
das em menos de 50% dos casos, aproximadamente. Outra expressão possível é a
restrição apresentada em (A.27), que exige que a magnitude da média das violações
de cada uma das i restrições gi(x, ξ) ≤ 0 seja inferior a um limite superior d, em
que a média é tomada apenas para os casos que violem a restrição. Ao limitar a
magnitude média dessas violações, a expressão (A.27) ignora a frequência com que
as restrições são violadas. Dessa forma, ambas as expressões em (A.26) e (A.27) de-
vem estar presentes caso se deseje controlar tanto a magnitude quanto a frequência
das violações (ZHANG et al., 2002).
Outro equivalente determinístico do problema (A.21) é denominado de problema
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com restrição de probabilidade ou programação probabilística (referido em inglês
como probabilistically constrained program ou chance constrained program). Nessa
abordagem, impõe-se que as restrições sejam satisfeitas com algum nível de pro-
babilidade. Partindo do problema (A.26), é possível em alguns passos rescrever as
restrições em termos de probabilidades (KALL e WALLACE, 1994), resultando em
Otimizar
x
J(x, ξ) := Eξ [j(x, ξ)]
sujeito a P [ξ | gi(x, ξ) ≤ 0, i = 1, 2, 3] ≥ α
x ∈ X ⊂ Rn
, (A.28)
em que α ∈ [0; 1]. Nesse caso do problema (A.28), diz-se que as restrições são de
probabilidade conjunta (do termo em inglês joint probabilistic constraints - JPC), em
que todas as i restrições gi(·) são simultaneamente satisfeitas a um nível de confiança
maior ou igual que α. Por outro lado, se forem definidos αi ∈ [0; 1], i = 1, 2, 3,
as restrições passam a ser de probabilidade individual (do termo em inglês single,
separate ou individual probabilistic constraints - IPC), expressas por
Otimizar
x
J(x, ξ) := Eξ [j(x, ξ)]
sujeito a P [ξ | gi(x, ξ) ≤ 0] ≥ αi, i = 1, 2, 3
x ∈ X ⊂ Rn
, (A.29)
Em ambos os casos, essa formulação para as restrições permite algum controle sobre
ambos frequência e magnitude de variação para dada distribuição de probabilida-
des. Problemas de programação estocástica com JPC possuem resolução difícil e/ou
custosa e, por isso, mais atenção na literatura tem sido dada aos problemas com
IPC (ZHANG et al., 2002).
A.4.2 Otimização Robusta
Outra possível abordagem para lidar com incertezas em otimização é conhecida como
otimização robusta (RO). Os conceitos de robustez e otimização robusta foram desen-
volvidos de maneira independente em diferentes ramos da ciência10, principalmente
na área conhecida como pesquisa de operações (do termo em inglês operations rese-
arch) e em engenharia de projetos (BEYER e SENDHOFF, 2007), mas também em
outras áreas como estatística e controle de processos11. De maneira geral, utiliza-se
10 Maiores detalhes sobre a abordagem da otimização robusta, suas formulações, aspectos teóricos
e computacionais, aplicações, etc., podem ser encontrados nos trabalhos de BERTSIMAS et al.
(2011); BEYER e SENDHOFF (2007); GABREL et al. (2014); GELETU e LI (2014).
11 O termo robustez também é utilizado em outras áreas, mas nem sempre carrega exatamente
o mesmo significado. Em estatística, robustez é usado para qualificar determinado método ou
procedimento como protegido contra os efeitos negativos causados por desvios pequenos e finitos do
modelo idealizado e/ou hipóteses presentes, particularmente sobre os desvios que estão próximos
280
o termo otimização robusta para qualificar a formulação que forneça soluções cujos
resultados sejam insensíveis às incertezas. Dessa forma, é possível que uma solução
seja considerada robusta se a sua aplicação garantir a viabilidade das restrições em
qualquer realização das incertezas, ou ainda, se sua aplicação garantir determinado
valor da função objetivo (ou outra métrica de otimalidade) dentro de uma tolerân-
cia. Outro paradigma comumente utilizado na otimização robusta é conhecido como
abordagem do pior caso (do termo em inglês worst-case approach), em que busca-se
determinar a melhor solução para a realização mais desfavorável das incertezas, i.e.,
para o pior cenário conferido pelas incertezas, a despeito do custo que isso possa
resultar12. Portanto, é possível afirmar que a definição do que se considera robusto
faz parte da modelagem do problema de otimização robusta (GABREL et al., 2014).
De acordo com BEYER e SENDHOFF (2007), a noção de robustez em otimiza-
ção ganhou mais atenção após o trabalho de MULVEY et al. (1995), que cunhou o
termo otimização robusta para descrever a formulação que integra a descrição das
incertezas como um conjunto de cenários e métodos de programação multiobjetivo
com programação estocástica, além de considerar introdução de momentos de or-
dem superior na função objetivo. Como método de programação multiobjetivo, a
ou abaixo dos limites de detecção. Dessa forma, na situação em que um procedimento (e.g.,
estimação de parâmetros) sofre pouca influência de desvios nas hipóteses assumidas (e.g., presença
de outliers no conjuntos de dados), este procedimento é dito robusto (PRATA, 2009; PRATA et al.,
2010). Robustez é conferida a procedimentos estatísticos por meio de modificações nos estimadores
(i.e., na função objetivo), limitando a influência de erros grosseiros (ou outliers) e protegendo o
procedimento contra outros tipos de contaminação (HUBER, 2014; HUBER e RONCHETTI, 2009;
MARONNA et al., 2006). Admitindo que robustez signifique insensibilidade a pequenos desvios
das suposições, é possível encontrar correspondência entre a robustez da otimização robusta com
aquela da estatística robusta. Todavia, uma conexão precisa ainda não foi estabelecida entre
estatística robusta e otimização robusta (BEN-TAL et al., 2009).
Também é possível encontrar o termo robustez na área de estimação de estados, técnica que
integra as estratégias de controle avançado e que apresenta correspondência com a reconciliação de
dados. A estimação de estados se preocupa em considerar os efeitos da imperfeição do modelo. Uma
proposta de estimador de estados robusto consiste no estimador de horizonte móvel (do termo em
inglês moving horizon estimator - MHE, um estimador baseado em procedimento de otimização)
que inclui na formulação uma restrição que limita o desvio de predição a uma região definida
pelo desvio de medição, sendo robusto com relação a aproximações ruins dos desvios de predição
na presença de erros limitados (LIU, 2013; RAWLINGS e JI, 2012). Nesse caso, a robustez está
relacionada à estabilidade do sistema dinâmico. Diferentemente, a reconciliação de dados robusta
admite que o modelo é perfeito e aplica estatística robusta para considerar desvios sobre as hipóteses
admitidas para os erros de medida (NARASIMHAN e JORDACHE, 1999; PRATA, 2009; PRATA
et al., 2010; ROMAGNOLI e SÁNCHEZ, 2000).
Outra área que faz uso do termo robustez é a área de controle de processos. Exemplos de formas
com que as incertezas podem surgir nos problemas de controle incluem perturbações desconhecidas
afetando o sistema, conhecimento imperfeito do estado do sistema e/ou imperfeições no modelo do
sistema. No caso de projeto de controladores, a principal preocupação é com relação à estabilidade,
em que um controle é dito robusto se sua estabilidade permanecer garantida, juntamente com
suas especificações de desempenho, mesmo na presença de incertezas (MORARI e LEE, 1999;
RAWLINGS e MAYNE, 2009).
12 Visto que muitas aplicações são modeladas pela abordagem do pior caso, que segue a formu-
lação min-max, é comum que o termo otimização robusta seja definido como otimização do pior
caso (HOLDER, 2006–14) ou otimização min-max (GELETU e LI, 2014).
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abordagem incorpora explicitamente no modelo o conflito entre soluções que per-
manecem próximas do ótimo em todos os cenários (solução robusta com relação a
otimalidade) e soluções que permanecem viáveis em todos os cenários (solução ro-
busta com relação a viabilidade), com o propósito de determinar aquelas que são
menos sensíveis à realização das incertezas dentro do conjunto de cenários definido.
Dessa forma, a abordagem robusta de otimização sob incertezas é derivada da
programação estocástica e pode ser considerada sua complementar. Isso porque em-
bora a programação estocástica seja bem intencionada ao considerar as incertezas
do problema, sua formulação admite que essas incertezas sejam aleatórias e que sua
distribuição de probabilidades seja conhecida a priori. Todavia, cada uma dessas
suposições contribui para restringir as aplicações da abordagem, principalmente na-
quelas envolvendo dados medidos, em que, na maioria dos casos, pouco ou nenhum
esforço é feito para caracterizar os dados e se admite que a distribuição é gaussiana
ou que seus valores verdadeiros pertençam a determinada região de confiança em
torno dos valores nominais. Em muitos casos, identificar com precisão distribui-
ções de probabilidade (sobretudo as multidimensionais) requer uma quantidade de
observações que raramente estará disponível, de forma que a adoção de hipóteses
simplificadoras em modelos de programação estocástica, necessária para sua resolu-
ção, acaba gerando novas incertezas cuja influência é difícil de avaliar. Além disso,
diversas situações exigem que a satisfação das restrições seja garantida na tomada
de decisão a despeito da presença das incertezas, como, e.g., ao considerar limites
operacionais de segurança em problemas de interesse da engenharia química. Espe-
cialmente nesses casos, o nível de tolerância à violação das restrições é nulo: o risco
associado à adoção de hipóteses sobre as distribuições de probabilidade torna-se re-
levante e a garantia probabilística de satisfação das restrições deixa de ser adequada
ao problema. A otimização robusta, por sua vez, reconhece que a existência de
hipóteses na modelagem das incertezas nos problemas de programação estocástica
pode incorporar novas incertezas ao problema. Assim, enquanto a abordagem da
programação estocástica modela as incertezas do problema como variáveis aleató-
rias de distribuição de probabilidades conhecida, a otimização robusta possibilita
formulações que não pressupõem a existência dessa informação e considera que as
incertezas pertencem a algum intervalo ou conjunto Ω fechado, limitado e sufici-
entemente grande (comumente denominado de conjunto de incertezas) (BEN-TAL
et al., 2009; GELETU e LI, 2014).
Diversas são as maneiras de formular problemas usando otimização robusta. É
comum que medidas de variabilidade, como a variância, sejam usadas para considerar
robustez (SAHINIDIS, 2004). Nesse sentido, uma forma usual de estabelecer um
critério multiobjetivo entre otimalidade e viabilidade consiste em definir como função
objetivo uma combinação linear entre o valor esperado do índice de desempenho e
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a sua variabilidade, com o intuito de ponderar o máximo desempenho e a robustez
(MANDUR e BUDMAN, 2014), de acordo com
min
u
J := w1E [f(x,u)] + w2 V ar [f(x,u)]
sujeito a g (x,u,θ) ≤ 0
, (A.30)
em que θ é o vetor de parâmetros, sendo essa a variável incerta; u é o vetor de
variáveis de decisão (ou variáveis manipuladas); x é o vetor de variáveis de estado;
f(·) é o índice de desempenho; g é o vetor de restrições de igualdade e desigualdade,
o qual inclui o modelo do processo e limites operacionais; E(·) e V ar(·) são o valor
esperado e a variância da métrica f(·), respectivamente; e w1 e w2 são constantes
que ponderam cada um dos termos.
No âmbito dos problemas em PSE, também é comum encontrar aplicações da
abordagem do pior caso, geralmente usada nas situações em que se deseja determinar
condições ótimas de operação para desempenho robusto do sistema e satisfação
estrita das restrições sob todas as possíveis ocorrências das incertezas em uma dada
região. Em outras palavras, o problema consiste em minimizar o máximo impacto
das incertezas no critério de desempenho, i.e., minimizar o pior caso (GELETU
e LI, 2014; LEE e COOLEY, 2000). Para essa abordagem, a modelagem segue a







g (x,u,θ) ≤ 0 .
(A.31)
Modelos de otimização robusta do tipo min-max resultantes da abordagem do pior
caso, semelhantes ao apresentado na Equação (A.31), são notadamente empregados
na área de controle (LEE e COOLEY, 2000; MORARI e ZAFIRIOU, 1989; MORARI
e LEE, 1999), em especial na formulação do MPC robusto, que é considerado um
marco no estudo de controle robusto (LEE, 2014).
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