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UAV Attitude Estimation Using Low Frequency
Radio Polarization Measurements
Sean T. G. Maguire and Paul A. Robertson
Abstract—A method of attitude determination, which makes
use of measurements of the polarization of the magnetic
field of Low Frequency (LF) radio signals, is presented and
evaluated. This approach offers advantages relative to ex-
isting accelerometer-based systems in high-acceleration, cost-
constrained environments such as small fixed-wing Unmanned
Aerial Vehicles (UAVs). Flight test results are presented which
demonstrate that LF polarization measurements can be used
to obtain a significantly more accurate result than traditional
approaches.
Index Terms—Accelerometer, AHRS, attitude, low frequency
radio, magnetic sensors, polarization, UAV.
I. INTRODUCTION
UNMANNED Aerial Vehicles are being deployed in anincreasingly wide range of activities. Small, low-cost
UAVs in particular are ideally suited to a range of applications
such as surveying [1], disaster relief [2], search and rescue [3]
and precision agriculture [4].
One of the challenges of developing such UAVs is providing
an accurate estimate of the aircraft’s attitude (orientation)
for control purposes. This function is typically performed by
an Attitude and Heading Reference System (AHRS), which
uses a filter to combine high-bandwidth gyroscope data with
low-bandwidth vector measurements in order to produce an
attitude estimate that offers both a high bandwidth and low
drift. A three-axis magnetometer and three-axis accelerometer
are generally used to provide the vector measurements by
measuring the Earth’s magnetic field and the acceleration due
to gravity respectively.
A significant research effort has been devoted to the devel-
opment of suitable filters for performing this sensor fusion in
attitude estimation applications, including linear [5] and non-
linear [6], [7] complementary filters, Extended Kalman Filters
[8], [9], Unscented Kalman Filters [10] and Particle Filters
[10], and to the development and application of suitable algo-
rithms to produce the low-bandwidth vector estimate including
Singular Value Decomposition (SVD) [11], QUEST [12], and
others [13], [10].
However, all such AHRS architectures suffer from a lim-
itation in high-acceleration environments, such as fixed-wing
UAVs, where the accelerometer’s estimate of the acceleration
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due to gravity is corrupted by the unknown dynamic accel-
eration due to aircraft motion. Methods have been proposed
to reduce this effect, generally by applying corrections using
information on platform motion provided by the Global Posi-
tioning System (GPS), such as velocity [14].
The authors have previously presented a sensor capable of
making measurements of the axis of magnetic field polariza-
tion of Low Frequency (LF) radio signals, and shown that
a number of existing European LF signals generally have a
constant, known, and approximately linear polarization [15],
[16]. Vector measurements of the polarization of such signals
have further been shown to be suitable for use in attitude
determination applications.
In this paper, the performance of attitude estimates based
on LF polarization measurements is evaluated, both in static
ground tests and in flight tests. In particular, it is shown that
the limitation in the case of large and sustained dynamic
accelerations due to motion can be eliminated by replacing
the accelerometer used in a traditional AHRS with an LF
polarization sensor.
Section II summarizes the limitations of using an ac-
celerometer for attitude determination in high-acceleration
environments; section III briefly presents the LF polarization
sensor and outlines its proposed use for attitude determination;
section IV outlines the measurement model used for the LF
sensor, and the signal processing steps employed to estimate
the axis of polarization and to perform attitude determination;
and section V presents the results of ground and flight tests.
II. LOW-BANDWIDTH ATTITUDE ESTIMATION
A platform’s attitude is defined as the orientation of a
coordinate frame fixed to the platform (the body-fixed frame)
with respect to a reference coordinate frame (the Earth-fixed
frame). Figure 1 defines the body-fixed frame and the Euler
angles used throughout this paper. Note that the standard z-y-x
rotation order convention is used, with intrinsic rotations.
Attitude can be estimated by integrating the angular velocity
measured by a three-axis rate gyroscope (using Poisson’s
kinematic equation [17]). Equation (1) is a simple gyroscope
model giving the measured angular velocity vector, ωm(t),
in terms of the true angular velocity ω(t), a gain matrix K1
consisting of a scale factor for each axis, a time-varying bias
b(t) and noise n1(t) [18]. The change in the bias over time
can be modeled as in (2) [8].
ωm(t) = K1ω(t) + b(t) + n1(t) (1)
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Fig. 1. Body-fixed coordinate frame and Euler angle conventions
b˙(t) = nb(t) (2)
Drift of the bias b(t) over time is generally corrected by
combining a gyroscope-based attitude estimate with an alterna-
tive low-bandwidth estimate that exhibits no drift [18]. This is
commonly a vector attitude solution based on solving Wahba’s
problem [19], [20], [21], using the Earth’s magnetic field and
the acceleration due to gravity as reference vectors, and taking
measurements of those vectors in the body-fixed frame using
a magnetometer and an accelerometer respectively.
Alternatively, simple estimates of roll φ and pitch θ are
given by (3) and (4) respectively, given an accelerometer mea-
surement in the body-fixed frame assumed to correspond to
the acceleration due to gravity, gbff =
[
gx gy gz
]T
. Similarly,
the heading can be estimated by using the magnetometer as a
tilt-compensated compass.
tan φˆ =
gy
gz
(3)
tan θˆ =
−gx√
g2y + g
2
z
(4)
Fusion of these low- and high-bandwidth estimates can be
achieved using, for example, a complementary filter (in the
simplest case) [5], [18] or, more commonly, an Extended
Kalman Filter (EKF) [8], [9].
However, there is a well-known limitation of relying on
accelerometer measurements in this way. Accelerometers mea-
sure specific force (acceleration relative to free fall) as given
by (5), where am(t) is the measured acceleration, adynamic(t)
is the dynamic acceleration due to motion, g is the acceleration
due to gravity, K2 is a gain matrix consisting of a scale factor
for each axis, and n2(t) is a noise term.
am(t) = K2(adynamic(t) + g) + n2(t) (5)
Attitude determination using accelerometer measurements
relies on the assumption that adynamic(t) ≈ 0. When the
accelerometer data is used as a low-bandwidth estimate, large
dynamic accelerations can be tolerated for short periods.
However, if large and sustained dynamic accelerations are
present then large errors will be introduced into the attitude
estimate.
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Fig. 2. Aircraft in coordinated turn showing forces corresponding to proper
accelerations
In the case of small fixed-wing UAVs, large dynamic
accelerations due to motion would be expected during flight,
and could persist for long periods of time. For example,
Fig. 2 shows an aircraft in a coordinated turn with a roll
angle of −φ, including the non-gravitational forces. Here
the resultant lift force acts perpendicular to the wings, with
magnitude mg
√
1 + tan2(φ). It is the acceleration due to this
lift force that is measured by the accelerometer, and therefore
the orientation of the measured acceleration does not change,
relative to the aircraft, in a coordinated turn. This would lead
to a roll estimate of 0◦, based on (3), in an arbitrarily steep
coordinated turn. Such a turn could persist for an arbitrarily
long time, for example in a loitering UAV.
The use of GPS corrections has been suggested to reduce
this effect [14]. For example, the aircraft’s coordinate accel-
eration can be estimated from GPS velocity measurements,
and can in turn be used to apply centripetal acceleration
corrections to an AHRS estimate [14] or indeed to directly
estimate “pseudo-attitude” [22], [23], [24], [25]. However,
GPS can only provide an indirect attitude input, generally
requiring assumptions about the aircraft’s flight path, flight
characteristics and the wind speed to be made. There are
thus advantages to an approach that replaces measurements of
acceleration with measurements of an alternative vector that
is not sensitive to dynamic acceleration and does not require
GPS corrections.
III. LOW FREQUENCY RADIO POLARIZATION AND
ATTITUDE
One example of the use of polarization measurements for
attitude determination has been reported in the literature [26].
In reference [26], it was demonstrated that the attitude of a
satellite can be partially determined by taking measurements
of the polarisation of Radio Frequency (RF) signals broadcast
by the satellite and received by ground stations. In particular,
given a satellite broadcasting linearly polarised RF signals
from an omnidirectional antenna, the antenna orientation can
be determined using 2D measurements of electric (E-) field
polarization made at two geographically separated ground
stations. This partially determines the satellite attitude, with
the rotation about the axis of polarisation being unobservable.
It was further shown that measurements at only one ground
station were sufficient to provide an estimate of yaw to within
approximately 2◦ in practice.
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A related method is proposed here for small UAV appli-
cations. If a receiver carried by a UAV is capable of fully
determining the polarization of one or more radio signals
broadcast by ground stations, each having a known linear po-
larization, then each measurement provides one vector (subject
to a sign ambiguity) that can be used as an input to an attitude
determination algorithm (without introducing acceleration-
dependence). The signals from multiple geographically sepa-
rated transmitters can be measured to produce multiple vector
measurements. A full, independent attitude solution could
be achieved as long as at least two non-collinear vectors
are available. Additional signals could be used to improve
accuracy and introduce redundancy. All measurement and
calculation can also be performed on board the UAV, avoiding
the need for communication between the ground stations and
the vehicle. In addition, in many regions suitable LF signals
are already used for other applications including navigation,
timing and AM radio broadcasts, and are therefore available
for use in attitude determination applications without the need
to construct additional transmitters.
The authors have previously reported the development of an
LF radio polarization sensor and proposed its use in attitude
determination systems in high-acceleration environments [15],
[16]. The sensor comprises an array of three orthogonal air-
cored loop antennas, three radio receiver circuits, and a data
logging and control module. This sensor was shown to be
capable of measuring the magnetic (H-) field due to LF radio
signals in three dimensions, and determining the corresponding
H-field polarization. A number of LF signals used for AM
radio broadcasts in Europe were shown to have a magnetic
field with an approximately linear polarization, with a known
orientation in the horizontal plane. This orientation was further
shown to exhibit little variation over time. Measurements of
these vectors can therefore be used to give a low-bandwidth
attitude estimate, either alone or in combination with other
sensors such as magnetometers. Simple heading estimation
using a sensor in a fixed location was demonstrated with an
accuracy of ±1.6◦ using an LF signal measured at a range
of approximately 150 km from the transmitter and a fully-
calibrated sensor, with reduced accuracy (as low as ±8.2◦) in
non-ideal cases.
In addition, LF polarization measurements were found to
be subject to distortion when large conductive loops were
present near the receiver. In a small Remotely Piloted Aircraft
(RPA) with a non-metal frame, operating outdoors, this effect
is not prohibitive. However, some distortion was predicted (see
section IV) and observed experimentally (see section V), and
is likely to be dependent on the design and layout of the RPA.
The measured H-field polarization vectors, which lie in
the horizontal plane, perpendicular to a line between the
transmitter and receiver, have an unavoidable sign ambiguity.
This can be resolved by taking measurements of the electric
field as well as the magnetic, as is traditionally done in the
field of Radio Direction Finding (RDF), or by comparing
the polarization vectors with a known reference such as the
Earth’s magnetic field vector (assuming they are not close to
orthogonal).
IV. MEASUREMENT MODEL AND SIGNAL PROCESSING
The authors have previously presented a measurement
model for the LF sensor of section III [15], [16]. A brief dis-
cussion is repeated here, and extended to show the additional
processing steps used in the AHRS implementation.
The sensor includes three orthogonal antennas, whose out-
puts are amplified and band-pass filtered in hardware to pro-
duce time-varying voltages Vm(t) =
[
Vx(t) Vy(t) Vz(t)
]T
,
which are related to the vector magnetic field h(t) of the LF
signal of interest by (6). Here s is a scale factor converting
from magnetic field strength to voltage, K is a gain matrix
containing a scale factor for each axis (k11, k22 and k33)
and cross-coupling terms, and n(t) =
[
nx(t) ny(t) nz(t)
]T
is Gaussian noise with a spectrum shaped by the hardware’s
frequency response.
Vm(t) = sKh(t) + n(t) (6)
The analogue voltage outputs from each receiver circuit
(Vx(t), Vy(t) and Vz(t)) are sampled simultaneously by a
set of three parallel ADCs at regular time steps t = kτ
(k = 1, 2 . . . , n), resulting in a series of discrete samples given
by the vectors Vx, Vy and Vz . Vx is shown in (7). Vy and
Vz are similarly constructed. These samples are stored by the
datalogging and control module and subsequently processed
off-line in MATLAB to perform filtering, polarization extrac-
tion and attitude determination.
Vx =
[
Vx(0) Vx(τ) Vx(2τ) . . . Vx(nτ)
]T
(7)
A second LF signal was measured by using additional par-
allel hardware filters and ADCs. In practice digitally filtering
wideband signals or time-multiplexing the receiver’s tuned
frequency would allow reduced hardware complexity. The two
LF signals measured were BBC Radio 4 longwave, transmitted
from Droitwich, UK at 198 kHz with a power of 500 kW, and
France Inter, broadcast from Allouis, France at 162 kHz with
a power of 2 MW. The comparable Europe 1 station was not
used due to poor observed polarization stability over time. This
resulted in six digitized time-series Vx|198, Vy|198, Vz|198,
Vx|162, Vy|162, and Vz|162.
Figure 3 gives an overview of the digital processing applied
to these signals. First, each of the six time series is filtered with
a digital elliptic Band-Pass Filter, centered on the appropriate
under-sampled carrier frequency with a 100 Hz bandwidth,
in order to isolate the carrier. Note that since the signal of
interest is at a single frequency in each case, and the same
filter is applied to the signal from each axis, passband variation
in the filter response can be tolerated. For each LF signal,
Singular Value Decomposition (SVD) is then performed on
a matrix containing a batch of three-axis filtered data in
order to estimate (subject to a sign ambiguity) the vectors
vi corresponding to the three axes (i = 1, 2, 3) of an ellipsoid
fitted to the polarisation ellipse of each signal [16]. This results
in six estimated vectors (vˆi|198 and vˆi|162). It is primarily the
major axis estimates vˆ1 that are of interest.
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Fig. 3. Overview of digital processing used to produce Multiplicative Extended Kalman Filter (MEKF) attitude estimate, including band-pass filtering,
polarisation determination, vertical vector synthesis, vector attitude estimation and fusion of low- and high-bandwidth sensor data in the MEKF
The sensor is calibrated to ensure each axis has equal gain
and phase shift, so the diagonal terms of the sensor gain
matrix K in (6) are equal at the frequency of interest. If the
total gain and phase shift of the system is incorporated in
the scaling term s, it follows that k11 = k22 = k33 = 1.
It will be assumed that the off-diagonal cross-coupling terms
are zero (kij = 0, i 6= j), so that K is equal to the identity
matrix. Under these assumptions, the sensor does not distort
the polarization of the signal being measured. Errors due to
the cross-coupling terms are addressed later in section IV.
The vertical vector of (8) can be synthesized as the cross
product of the estimated major axes of polarization of the
two signals of interest, given that both vectors are assumed to
lie in the horizontal plane. The sign ambiguity is resolved at
this stage by multiplying any estimates of vˆv with a negative
z-component by −1 (ie assuming the aircraft is not upside
down). Section III suggests more satisfactory approaches for
properly resolving the sign ambiguities in the underlying
measurements.
vˆv = vˆ1|198 × vˆ1|162 (8)
In addition to permitting a simple (if restrictive) resolution
of the sign ambiguities, synthesis of a vertical vector has the
benefit of producing a vector with a known orientation without
knowledge of the relative locations of the transmitters and
the receiver. It is also directly comparable with the vertical
acceleration due to gravity, and permits simple trigonometric
calculations of pitch and roll to be performed. It discards the
yaw information present in the polarization measurements, but
this may be acceptable in many applications given that yaw
can generally be measured easily using a magnetometer.
Simple trigonometric estimates of pitch and roll can be
formed based on this estimate of vˆv =
[
vvx vvy vvz
]T
in the
body-fixed frame using (9) and (10). This is analogous to using
measurements of the acceleration due to gravity in (3) and (4).
tan φˆ =
vvy
vvz
(9)
tan θˆ =
−vvx√
v2vy + v
2
vz
(10)
Singular Value Decomposition (SVD) was used to calculate
a full 3D attitude solution [11], represented as a rotation
matrix or Direction Cosine Matrix, based on measurements
of the Earth’s magnetic field and the vertical vector vˆv . These
vectors are measured (or estimated) in the body-fixed frame
and are known in the Earth-fixed frame. The LF “vertical
vector” could be assumed to be vertical in the reference frame.
However, improved accuracy was achieved by measuring the
true value of this reference vector on the ground prior to
flight. An equivalent SVD attitude estimate was formed using
traditional accelerometer and magnetometer measurements for
comparison.
In order to determine the weighting factor applied to each
sensor, and to estimate the covariance of the attitude estimate,
the SVD approach takes as inputs the variances of the two
vectors measured in the body-fixed frame σbi, (i = 1, 2), and
the variances of the corresponding reference vectors σri, (i =
1, 2). σbi thus corresponds to errors in the measurements, and
σri corresponds to errors in the model for the orientation
of the reference vectors. For each sensor, σbi was given
by the combined variance of the elements of a unit vector
aligned with the sensor’s three-axis measurement vector during
straight and level flight. σri was given by the variance of
long-term measurements of the reference vectors made on the
ground with a stationary sensor. Some additional reference
vector noise was added to account for errors in the model,
including sensor alignment and, for the accelerometer, the
presence of dynamic accelerations.
A Multiplicative Extended Kalman Filter (MEKF), based
on reference [9], was implemented in order to fuse the vector
attitude estimates obtained using SVD with the gyroscope
data, both for the novel LF-based estimate and the traditional
estimate. The filter’s six-element state vector is given by (11).
Here a is the Gibbs vector representation of the attitude error
relative to the reference quaternion, and b is a vector of
gyroscope biases. The Gibbs vector representation was cho-
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sen, somewhat unusually, following reference [9]. This filter
operates on a minimal three-parameter representation of the
attitude error relative to a reference quaternion. The attitude
error is assumed to be small and therefore non-singular, while
the reference quaternion provides a non-singular representa-
tion of the global attitude. Using the Gibbs vector as the
three-parameter representation permits the propagation of a
normalized reference quaternion without the accumulation of
numerical errors [9].
x =
[
a
b
]
(11)
The process noise covariance matrix Q is given by (12),
(13) and (14), where σg is the standard deviation of the
gyroscope noise n1 of (1) and σb is the standard deviation of
the gyroscope bias noise nb of (2) [9]. σg was estimated from
a sample of gyroscope data during straight and level flight of
the RPA. σb was estimated as the minimum Allan variance,
measured on each axis of the gyroscope when stationary, as
a function of Allan variance time period τ . Some additional
process noise was added to account for error sources which
are not modeled.
Q =
[
Q1 0
0 Qb
]
(12)
Q1 =
σgx 0 00 σgy 0
0 0 σgz
 (13)
Qb =
σbx 0 00 σby 0
0 0 σbz
 (14)
At each time step, the measurement noise covariance matrix
R is given by the SVD attitude error covariance matrix P in
the body-fixed frame [9], [11].
There are two main sources of error in the LF polarization
estimates and the resulting attitude estimates. Firstly, there are
measurement errors due to the gain matrix K of (6). Although
the diagonal terms are accurately calibrated at the frequency of
interest, small unknown phase shifts can be introduced at other
frequencies. Given that the two LF signals (at 198 kHz and
162 kHz) were recorded simultaneously, and phase calibration
was only performed at 198 kHz, phase shift errors are present
in the 162 kHz measurements.
Similarly, errors are introduced by the presence of cross-
coupling terms, which are non-zero in practice. With care-
ful sensor design, it was found that |kij | < 0.05, i 6= j.
These errors could be further reduced by performing an extra
calibration step to estimate the off-diagonal terms of the
gain matrix K. However, this is likely to be impractical for
most applications, as it would most likely require calibration
measurements to be made of accurate reference signals in a
controlled environment, and the calibration would need to be
repeated periodically to account for drift. The actual matrix
K could also vary due to changes in the nearby environment
of the sensor.
The second major source of error is introduced by the
reference vectors. The actual orientation of the major axis
of the LF signals may deviate from the horizontal by a few
degrees, and drifts over time [15], [16]. There is clearly a
resultant deviation of the synthesized LF vertical vector vˆv
from the true vertical. A calibration step is performed, in the
case of the SVD estimate, to account for this deviation by
measuring the actual value of vˆv on the ground prior to flight.
However, errors could be reduced by extending the filter to
track changes in the reference vector vˆv over time.
There are also errors in the LF estimates due to wideband
noise. However, these are much less problematic as the LF es-
timate is intended only as a low-bandwidth estimate, ensuring
most of the noise is filtered out in the sensor fusion process.
V. EXPERIMENTAL RESULTS
Ground and flight tests were performed in order to demon-
strate the feasibility of attitude estimation using LF polariza-
tion measurements, and to evaluate the performance of this
approach relative to traditional methods. All measurements
were made in Cambridge, UK at a range of approximately
150 km from the BBC Radio 4 transmitter and 600 km from
the France Inter transmitter.
A. Ground Tests
The LF H-field polarization sensor outlined in sections
III and IV was used to gather data in a number of ground
tests. It was mounted to a platform alongside an ADXL345
three-axis MEMS accelerometer and an HMC5883L three-
axis magnetometer. Attitude estimates were calculated in post-
processing. Fig. 4 shows the roll angle estimated during a
series of step changes in roll. Estimates were made using the
simple trigonometric relation of (3) operating on accelerome-
ter measurements, and similarly using (9) operating on the
synthesized vertical vector of section IV. Given dynamic
accelerations were negligible, the accelerometer provides an
accurate reference roll angle against which the LF estimate
can be compared. It can be seen that the LF estimate agrees
reasonably closely with the accelerometer reference, but that
there are sustained steady-state errors of up to 10◦ in some
orientations. The LF estimate also has significantly higher
noise than the accelerometer estimate. The steady-state errors
are due both to measurement errors and to errors in the
reference vector orientations. As discussed in section IV, these
can be partially mitigated by calibration and design choices.
In order to assess heading (yaw) estimation, the platform
was rotated, while level, in an outdoor location. Fig. 5 shows
the yaw angle of the platform estimated using the HMC5883L
magnetometer as a compass, and compares it against an
estimate of yaw obtained using LF H-field polarization mea-
surements. For a horizontal sensor measuring a signal with
a known transmitter location, the measured angle of H-field
polarization in the horizontal plane is offset from the known
bearing to the transmitter by 90◦, and therefore allows the yaw
angle to be simply estimated (subject to a sign ambiguity). It
IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS, VOL. ?, NO. ?, MAY 2015 6
0 10 20 30 40 50 60
100
80
60
40
20
0
20
40
60
80
Time (s)
R
o
ll 
A
n
g
le
 (
D
e
g
re
e
s
)
Accelerometer Derived Estimate
RF Derived Estimate
Fig. 4. Roll angle estimated from LF polarization of 198 kHz Radio 4 and
162 kHz France Inter stations, with accelerometer reference angle, with sensor
on stationary platform at various roll angles
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Fig. 5. Yaw angle estimated from LF polarization of 198 kHz Radio 4 carrier
signal, with magnetometer-based reference yaw angle
can be seen that the LF estimate provides a reasonable yaw
estimate, although with sometimes significant errors relative
to the magnetometer reference, and with periodic interference
present.
B. Flight Tests
Flight tests were conducted to verify the sensor’s behavior
in a small Remotely Piloted Aircraft (RPA). A Dynam Hawk
Sky airframe was used to carry a payload including the LF
radio polarization sensor, an ADXL345 three-axis MEMS
accelerometer, an HMC5883L three-axis magnetometer, an
ITG-3200 three-axis MEMS gyroscope, a GPS module, a
data logger and a forward-looking camera. Attitude estimates
were calculated offline in post-processing. The ground truth
pitch and roll angles were determined using an open-source
horizon-tracking algorithm implemented in MATLAB [27],
operating on the data from the forward-looking 20 frame per
second camera, which was first calibrated using the open-
source Camera Calibration Toolbox for MATLAB [28].
Some interference from the RPA’s electrical systems was
observed in the LF polarization measurements. It was found
that by careful layout of the aircraft’s systems this effect could
be minimized, such that useful polarization estimates could
be obtained after filtering. However, the results of this section
were obtained during glide phases of flight, when the motor
was off, for clarity and simplicity of analysis. Since it is
the low-bandwidth performance of the sensor that contributes
to overall AHRS performance, neglecting the high frequency
interference in this way was not considered a significant
limitation.
Three flight segments were analyzed. Segment one includes
a period of straight and level flight, followed by a pair of
steep turns; segment two includes a short series of small pitch
variations due to longitudinal oscillations; and segment three
includes a series of small variations in attitude (primarily
roll) on approach to landing. These flight segments allow the
performance of the attitude estimates to be evaluated during
a number of standard flight maneuvers. However, it is the
performance in the steep turns that is most critical, given the
significant limitations of existing systems in that case.
Fig. 6 shows a series of pictures from the forward-looking
camera during flight segment one. It can be seen that the
camera images contain a good horizon reference throughout
most of this part of the flight, although it is not visible for
occasional brief periods (such as t ≈ 17 s). The reference
angle is plotted as zero during these periods. Some views
also include linear features that produce spurious horizon
detections in intermittent frames, which introduce noise into
the computer vision attitude estimate. However, this effect is
small, and is only present during a few brief intervals.
Fig. 7 shows simple trigonometric estimates of roll during
flight segment one, alongside the computer vision reference
angle. A traditional accelerometer estimate is obtained using
(3), and a comparable estimate based on LF measurements
is obtained using (9). The accelerometer clearly provides
no information about roll angle during the turns, as would
be expected from the analysis of section II. However, the
LF estimate agrees closely with the reference, subject to a
small offset during straight and level flight and with increased
wideband noise. As discussed in section IV, these are not
significant limitations.
Singular Value Decomposition (SVD) was used to calculate
full 3D attitude solutions, as detailed in section IV. An LF-
based estimated was obtained using the synthesized LF vertical
vector and magnetometer measurements, while a traditional
estimate based on accelerometer and gyroscope measurements
was also produced for comparison.
LF polarization measurements were made on the ground
prior to the flight test to allow the true orientation of the
synthesized vertical vector to be calculated. It was found to
deviate from the vertical by 11.5◦, and this measured value
was used as the reference vector in the SVD attitude solution.
Figs. 8 and 9 show the resulting roll angle estimates during
flight segment one. Fig. 10 plots the errors relative to the
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Fig. 6. Images from forward-looking camera during flight segment one
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Fig. 7. RPA roll angle estimated from accelerometers alone and from LF
alone, compared against computer vision reference, for flight segment one
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Fig. 8. Traditional SVD estimate of roll angle (based on accelerometer and
magnetometer), alongside computer vision reference, for flight segment one
computer vision reference angle for comparison. It can be seen
that the traditional accelerometer and magnetometer estimate
has some ability to detect roll angle during the turns, due
to the inclusion of magnetometer measurements, but that re-
placing the accelerometer measurements with LF polarization
measurements leads to a significant improvement in accuracy.
Fig. 11 shows the errors in the traditional and LF-based
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Fig. 9. LF SVD estimate of roll angle (based on LF vertical vector and
magnetometer), alongside computer vision reference, for flight segment one
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Fig. 10. Absolute errors in the traditional and LF SVD roll estimates for
flight segment one
SVD estimates of pitch during flight segment 2. The LF
estimate is significantly more accurate than the traditional
accelerometer estimate, which largely fails to measure the
short-period longitudinal oscillations present during this flight
segment. This is again likely to be due to the presence of
dynamic accelerations. Although these errors are not as likely
to be sustained over long periods of time as they are in the
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Fig. 11. Absolute errors in the traditional and LF SVD pitch estimates for
flight segment two
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Fig. 12. Absolute errors in the traditional and LF SVD roll estimates for
flight segment three
roll case, these results demonstrate that the use of LF-based
estimates can improve pitch, as well as roll, estimates.
Fig. 12 shows the errors in the traditional and LF-based
SVD estimates of roll during flight segment three. This
segment covers an approach to landing, during which small
changes in roll are observed. Here there is a smaller per-
formance difference between the estimates, given that the
magnitude of the dynamic accelerations is lower, but the LF-
based estimate is still superior to the accelerometer-based
estimate.
Figs. 13 and 14 show the roll estimates, for flight segment
one, obtained by fusing the traditional and LF-based SVD
estimates respectively with gyroscope data in an MEKF, as
detailed in section IV. Fig. 15 shows the errors relative to
the computer vision reference for each estimate. As would be
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Fig. 13. Traditional MEKF estimate of roll angle (based on accelerometer,
magnetometer, and gyroscope), alongside computer vision reference, for flight
segment one
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Fig. 14. LF MEKF estimate of roll angle (based on LF vertical vector,
magnetometer, and gyroscope), alongside computer vision reference, for flight
segment one
expected, the use of gyroscope data significantly improves the
traditional estimate in the case of steep turns, although this
improvement can only be achieved over a limited bandwidth
- that is, for short time periods over which the gyroscope
is reliable. It also reduces the noise present in the LF-based
estimate, improving its high-bandwidth performance.
Table I summarizes the RMS errors for each roll estimate
considered during flight segment one. Errors are calculated
relative to the computer vision reference for the whole rep-
resentative flight segment being analyzed, as well as for the
parts of that segment corresponding to straight and level flight
(t < 10 s) and to steep turns (10 s < t < 27.5 s). Short periods
for which the computer vision reference is not available are
ignored. It is clear that:
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Fig. 15. Absolute errors in the traditional and LF MEKF roll estimates for
flight segment one
TABLE I
RMS ROLL ERRORS FOR ATTITUDE ESTIMATES DURING RPA FLIGHT
SEGMENT ONE
Flight Segment 1
Straight and
Level Flight
Steep Turns Overall
Simple
Accelerometer Roll
2.4◦ 28.0◦ 21.7◦
Simple LF Roll 6.3◦ 11.3◦ 10.9◦
SVD 7.4◦ 20.6◦ 17.2◦
SVD with LF 5.5◦ 9.9◦ 9.5◦
MEKF 7.4◦ 17.5◦ 12.9◦
MEKF with LF 5.5◦ 9.4◦ 9.1◦
• The simple accelerometer-based estimate of roll performs
extremely badly in the turns, and the simple LF-based
estimate offers a significant improvement.
• The traditional SVD estimate offers a slight improvement
over the accelerometer-only estimate by also including
the more reliable magnetometer data.
• The LF SVD estimate offers an improvement relative to
the LF only estimate, primarily because the reference
vector calibration used in the SVD case reduces the effect
of distortion of the LF signals.
• The gyroscope-based estimates perform well over this
time scale, and are consequently able to reduce the errors
in the SVD estimates.
Table II summarizes the RMS errors in the traditional and
LF-based SVD estimates of pitch and roll in each of the three
flight segments studied. In all cases the LF estimate provides
improved accuracy, and in most cases the improvement is
significant. The RMS error values in both estimates depend
on the performance of the sensors and the particular filter
TABLE II
RMS PITCH AND ROLL ERRORS FOR ATTITUDE ESTIMATES DURING RPA
FLIGHT SEGMENTS ONE, TWO AND THREE
Segment 1 Segment 2 Segment
3
SVD (roll) 17.2◦ 12.3◦ 15.4◦
SVD with LF (roll) 9.5◦ 6.9◦ 6.5◦
SVD (pitch) 16.5◦ 22.2◦ 17.5◦
SVD with LF
(pitch)
13.0◦ 6.2◦ 9.2◦
implementations used, but the general trend is clear.
These results demonstrate that a conventional low-cost
AHRS, which relies heavily on the accelerometer to correct
for drift in the gyroscope bias, encounters large errors when
dynamic accelerations are present for a long period of time.
It is the rate of drift in the gyroscope bias that determines the
length of time over which a valid solution can be obtained even
in the absence of a good low-bandwidth estimate. Good system
performance can therefore only be obtained using a high-
quality gyroscope, and the system necessarily has a maximum
turn duration, above which gyroscope drift errors prevent an
accurate roll estimate from being obtained. This maximum turn
duration places limits on the operation of the UAV, for example
potentially restricting loiter time and mission duration.
By obtaining an improved low-bandwidth, low-drift attitude
estimate from LF polarization measurements, good perfor-
mance can be obtained despite dynamic accelerations being
sustained for an arbitrarily long time. Furthermore, good over-
all system performance could potentially be obtained using
lower cost gyroscopes than in a traditional AHRS.
VI. CONCLUSION
In this paper, the principle of operation of low-cost Attitude
and Heading Reference Systems based on an accelerometer,
magnetometer and gyroscope has been reviewed, in order to
highlight the limited low-bandwidth accuracy of this approach
in the case of high and sustained dynamic accelerations.
The use of measurements of the H-field polarization of LF
radio signals in order to determine attitude was outlined, and
shown to offer the potential to avoid the dependence of the
AHRS output on dynamic accelerations.
A measurement model for a suitable LF polarization sensor
was presented, along with the signal processing and calibration
steps used to obtain LF-based attitude estimates.
Results obtained in flight tests verified that accelerometer-
based roll estimates perform poorly, particularly in turns, as
would be expected from simple analysis. Conversely, roll
estimates based on LF polarization measurements were found
to perform well in a small RPA carrying out turns and other
maneuvers, offering a significantly more accurate solution.
It was further shown that good performance can be obtained
by combining a traditional low-bandwidth roll estimate with a
high-bandwidth gyroscope estimate using an MEKF. However,
this improvement is the result of including the gyroscope data,
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and therefore can only be obtained over a limited bandwidth.
Applying the same approach to the LF estimates resulted in
slightly improved performance.
Replacing the accelerometer used in a traditional AHRS
with an LF polarization sensor resulted in a significantly
improved low-bandwidth roll estimate, eliminating errors due
to the presence of high and sustained dynamic accelerations.
It may therefore also permit a good attitude estimate to be
obtained despite the use of a low-cost gyroscope with poor bias
stability. Significant cost savings could therefore be possible.
Given that suitable LF signals are already broadcast in many
regions, LF-based attitude determination systems can often
be realized with no construction of additional infrastructure.
Although the reliability of such a system may be a limitation,
the use of multiple LF signals would add a significant degree
of redundancy. This should result in an acceptable system,
given the lower reliability requirements inherent in small low-
cost UAV applications.
Further work is needed to develop a real-time AHRS
incorporating an LF radio polarization sensor, and to perform
flight tests in a fully autonomous UAV. The system’s accuracy
could also be improved by implementing additional calibration
steps, and extending the attitude filter to track changes in the
LF reference vectors over time.
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