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Summary
Due to exploding data sizes and the need to combine multiple data sources, traditional on-
premise big data analytics becomes insufficient, as the capacity of private-owned data centers
cannot accommodate the increasing scale and scope of the applications. To address this issue,
hybrid cloud bursting [48] (complement on-premise virtual machines with temporary off-premise
virtual machines) has seen a rapid increase in popularity among big data analytics users.
However, leveraging hybrid cloud bursting for big data analytics is challenging. On one hand,
a core data-centric design choice of big data analytics frameworks like Hadoop MapReduce is the
ability to exploit data locality to schedule computations close to the data. On the other hand,
the use of both on-premise and off-premise virtual machines creates a “weak link” that is at least
an order of magnitude slower than the intra-cloud network links. Despite these challenges, certain
classes of applications, in particular iterative applications are well positioned to take advantage
of hybrid cloud bursting. However, since the potential benefits are difficult to predict, an equally
important challenge is to estimate the hybrid runtime and cost in advance. This enables more
informed business decision making where speedup vs. extra cost can be weighted before committing
an investment.
This thesis addresses the aforementioned challenges by overarching several contributions that
coverge towards a holistic solution to optimize running iterative MapReduce applications in hy-
brid cloud bursting setups. Specifically, the thesis introduces an instrumentation and statistical
extraction toolchain that facilitates a fine-grain analysis and visualization of each of the stages of a
MapReduce job. Using this toolchain, the thesis explains the challenges and brings new insight into
the implications they have on the design of the MapReduce runtime. This insight is then leveraged
to propose two novel techniques to leverage data locality efficiently in a hybrid cloud setup: on one
hand, an asynchronous off-premise replica migration strategy to enable the MapReduce runtime to
exploit data locality, on the other hand a hybrid-aware task scheduling policy that complements
the migration strategy to avoid redundant data transfers over the weak link. Based on these two
techniques that make iterative MapReduce applications on hybrid cloud bursting deployments fea-
sible, the thesis contributes with a cost model that enables reasoning about the pay-as-you-go cost.
Finally, it concludes with a methodology to estimate the completion time of the applications, which,
together with the cost model, facilitate informed business decisions.
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Resumen
La capacidad de los centros de datos privados para el tradicional ana´lisis de grandes volu´menes
de datos (o Big Data) se esta´ volviendo insuficiente. Esto es debido al actual crecimiento del
taman˜o de los datos y a la necesidad de combinar mu´ltiples fuentes de datos. Para solucionar
este problema, las nuevas tecnolog´ıas como la computacio´n en la nube, y en concreto el cloud
bursting [48] (despliegue de nube h´ıbrida que complementa temporalmente ma´quinas virtuales
locales con ma´quinas virtuales remotas) ha experimentado una ra´pida adopcio´n entre los usuarios
de ana´lisis de Big Data.
Conseguir un buen rendimiento en este tipo de despliegues de nube h´ıbrida para el ana´lisis de
Big Data supone un reto. Por una parte, el disen˜o central de los frameworks de ana´lisis de Big
Data como Hadoop MapReduce esta´n orientados a explotar la localidad de los datos planificando
las tareas cerca de la ubicacio´n de los mismos. Por otra parte, el uso de una nube h´ıbrida implica
la existencia de una red de comunicacio´n entre ambas nubes (enlace de´bil), que posee un ancho de
banda un orden de magnitud inferior al resto de redes internas. A pesar de estas implicaciones, hay
ciertos tipos de aplicaciones que pueden aprovechar sus caracter´ısticas intr´ınsecas para obtener un
buen rendimiento en este tipo de despliegues, en concreto las aplicaciones MapReduce iterativas.
Sin embargo, dado que estos beneficios son dif´ıciles de predecir, otro reto importante es estimar el
tiempo de ejecucio´n y el coste econo´mico de este tipo de aplicaciones. Esto permite tomar mejores
decisiones empresariales que obtengan un buen compromiso entre rendimiento y coste econo´mico
de las aplicaciones, gracias a su estimacio´n previa.
En esta tesis se abordan los retos anteriormente citados mediante la aportacio´n de varias con-
tribuciones que convergen a una solucio´n hol´ıstica, que optimiza la ejecucio´n de aplicaciones Map-
Reduce iterativas sobre un despliegue de cloud bursting . Concretamente, esta tesis introduce un
entorno compuesto por una coleccio´n de herramientas de extraccio´n estad´ıstica para Hadoop Map-
Reduce, que facilita el ana´lisis detallado y la visualizacio´n de tareas de cada una de las etapas de
un trabajo MapReduce. Esta coleccio´n permite obtener un nuevo enfoque de las implicaciones que
conllevan este tipo de aplicaciones en una nube h´ıbrida. A partir de este nuevo enfoque se proponen
dos nuevas estrategias de aprovechamiento eficiente de la localidad de los datos: por una parte, una
estrategia de migracio´n as´ıncrona de una re´plica de los datos, ubicados inicialmente en las ma´qui-
nas virtuales locales, hacia las ma´quinas virtuales remotas; por otra parte, una nueva pol´ıtica de
planificacio´n de tareas adaptada a despliegues de cloud bursting , que complementa la estrategia
de migracio´n de datos para evitar transferencias redundantes sobre el enlace de´bil. Basa´ndose en
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las dos estrategias propuestas, que hacen factible el empleo de aplicaciones MapReduce iterativas
en un despliegue de cloud bursting , esta tesis contribuye con un modelo de coste econo´mico que
permite estimar todos los gastos incurridos. Finalmente, se contribuye con una metodolog´ıa de
prediccio´n del tiempo de finalizacio´n de aplicaciones MapReduce, la cual, junto con el modelo de
coste econo´mico, facilita la toma de decisiones empresariales acerca de la viabilidad de este tipo de
despliegues.
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CAP´ITULO 1
Introduccio´n
1.1 Motivacio´n
La cantidad de datos que generamos a diario crece de forma exponencial a lo largo de los an˜os.
Vivimos en una era en la que todos los datos generados por el ser humano en cualquier tipo de
dispositivo electro´nico pasan a ser un valor muy preciado para el mundo empresarial, y esto es
solo el principio. Durante los dos u´ltimos an˜os hemos generado ma´s datos que en toda la historia
previa de la raza humana [66]. Las previsiones indican que en 2020, cada persona de la tierra
generara´ 1,7 Megabytes de datos nuevos por segundo [37], y nuestro universo digital habra´ crecido
de los 4,4 Zettabytes de hoy en d´ıa a los 44 Zettabytes, o 44 trillones de Gigabytes [38]. Toda
esta capacidad de almacenar datos ser´ıa totalmente vana si no fue´ramos capaces de tratarlos y
extraer informacio´n que fuera u´til para mejorar distintos aspectos de la vida. La extraccio´n de
informacio´n relevante a partir de esta gran cantidad de datos es lo que ha hecho crecer una serie de
nuevas ramas de la tecnolog´ıa como: Data Science, Data Analytics y Big Data. Todas estas ramas
tienen en comu´n el tratamiento de grandes volu´menes de datos (aunque desde diferentes puntos
de vista) con el fin de obtener informacio´n relevante que permita tomar decisiones a partir de ella.
Es evidente que el almacenamiento de todos estos datos y el tratamiento de los mismos requiere,
por una parte de grandes infraestructuras, y por otra de paradigmas de programacio´n que faciliten
la implementacio´n de los algoritmos (normalmente paralelos) utilizados. Es aqu´ı donde entra en
juego el paradigma de la computacio´n en la nube (cloud computing), como plataforma donde poder
ejecutar los trabajos relativos al tratamiento de inmensos volu´menes de datos. Almacenar y tratar
inmensos volu´menes de datos requiere un gran despliegue de infraestructura, normalmente solo al
alcance de grandes empresas o entidades pu´blicas. Sin embargo, el desarrollo de la tecnolog´ıa de
computacio´n en la nube posibilita que medianas y pequen˜as empresas puedan acceder, con unos
costes asumibles, a grandes plataformas y obtener beneficios del ana´lisis de datos a gran escala.
La computacio´n en la nube se puede ver como la confluencia de dos tecnolog´ıas cuya madurez se
consiguio´ durante la primera de´cada del siglo XXI: el grid computing y la virtualizacio´n de sistemas.
De hecho, las ideas que aparecieron al principio con la tecnolog´ıa de grid siguen estando vigentes
en la computacio´n en la nube, pero an˜adie´ndole la ventaja de la infraestructura de virtualizacio´n.
La conjuncio´n de estas dos tecnolog´ıas ha permitido el disen˜o de sistemas de servicios informa´ticos
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bajo demanda (desde un nivel de plataforma ba´sica hasta el de aplicacio´n), con un esquema de
pago por uso.
Las nuevas tecnolog´ıas aparecidas en los u´ltimos an˜os, como la computacio´n en la nube, han
revolucionado el uso del ana´lisis de Big Data gracias a la capacidad de disponer de recursos de
co´mputo como un servicio en red bajo demanda, escalable y adaptable a las necesidades de cada
entidad.
El modelo de servicio conocido como Nube Pu´blica ha transformado la tecnolog´ıa de la infor-
macio´n (TI) durante los u´ltimos an˜os gracias a un modelo de pago por uso [12] (p. ej. Amazon
AWS), y la habilidad de satisfacer ra´pidamente las necesidades de un gran volumen de usuarios a
trave´s de un conjunto comu´n de recursos TI virtualizados y/o f´ısicamente localizados. Sin embar-
go, distintos requisitos tanto te´cnicos (p. ej. aislamiento del rendimiento, necesidades de tecnolog´ıa
personalizada) como empresariales (p. ej. seguridad, confidencialidad) han provocado la aparicio´n
de un modelo alternativo de nube conocido como Nube Privada [52]. A pesar de sus muchos puntos
en comu´n con la nube pu´blica en te´rminos de tecnolog´ıa subyacente y pilas de software, el principal
diferenciador del modelo privado radica en la entrega de servicios en la nube a trave´s de una infra-
estructura f´ısica dedicada exclusivamente al usuario, que normalmente es gestionada por la propia
entidad o un proveedor externo (p. ej. IBM Softlayer Private Cloud). Adema´s, suele combinarse con
otros servicios de infraestructura de base gestionados por el proveedor, como aprovisionamiento,
seguridad o calidad de servicio.
Recientemente, ha surgido un nuevo modelo de servicio en la nube conocido como Nube Hı´bri-
da. Como el te´rmino implica, el modelo h´ıbrido abarca una combinacio´n de dos o ma´s instancias
de los modelos descritos anteriormente, t´ıpicamente en forma de pu´blico/privado: un conjunto de
ma´quinas virtuales (MVs) alojadas en la nube privada (on-premise o infraestructura local) son
complementadas con MVs alojadas en una nube pu´blica (off-premise o infraestructura remota).
Las razones empresariales que impulsan tal evolucio´n son mu´ltiples, algunas de las cuales son por
ejemplo el cloud bursting [48], es decir, la extensio´n temporal de nubes privadas con recursos de
nubes pu´blicas para superar picos de cargas de trabajo, sin extender la nube privada con infraes-
tructura f´ısica adicional; o la recuperacio´n de desastres [57] (mover/duplicar los datos a una nube
pu´blica para sobrevivir a los posibles errores extensivos de la nube privada), combinando datos
sensibles de la nube privada con datos abiertos alojados en las nubes pu´blicas, etc. Los servicios
ofrecidos por las nubes h´ıbridas han comenzado a estar ya comercialmente disponibles. Ejemplos de
ellos los podemos encontrar en VMWare vCloud vAir [94] (infraestructura como servicio) o Racks-
pace Cloud Hosting Hı´brido [79] (plataforma como servicio). Adema´s, los estudios de mercado [1]
pronostican un taman˜o de mercado de nubes h´ıbridas valorado en 80.000 millones de do´lares en
2018, es decir, una tasa media de crecimiento anual del 30 % hasta 2018.
1.1.1 Nubes H´ıbridas para el ana´lisis de Big Data
El ana´lisis de Big Data requiere de grandes infraestructuras de co´mputo que permitan almacenar
y procesar grandes volu´menes de datos de forma ra´pida y eficiente para extraer informacio´n de
valor intr´ınseco. Debido al gran crecimiento y a la diversidad de datos que se esta´ produciendo
actualmente, no todas las empresas u organizaciones son capaces de almacenarlos y procesarlos.
Concretamente, la capacidad de las infraestructuras informa´ticas de pequen˜as y medianas empresas
es muy limitada, lo que hace que solo con dichas infraestructuras las ventajas que presenta el ana´lisis
de Big Data queden mermadas.
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Una de las tecnolog´ıas que pueden ayudar a solventar este problema es el cloud bursting , cuya
utilizacio´n esta´ aumentando entre los usuarios de ana´lisis de Big Data. Este tipo de nube es una
forma de computacio´n en la nube de forma h´ıbrida. El cloud bursting permite el incremento tem-
poral de recursos locales (de ahora en adelante on-premise) de un centro de datos privados con
recursos remotos (de ahora en adelante off-premise) adicionales de un proveedor de servicios de
nube pu´blica para cubrir la demanda producida por un pico de trabajo. De esta forma, permite
superar las limitaciones de los centros de datos privados en momentos puntuales donde se requiere
ma´s capacidad de co´mputo de la que puede proporcionar la infraestructura propia, todo ello de una
forma flexible a trave´s de un modelo de pago por uso.
Sin embargo, el aprovechamiento de este tipo de nubes h´ıbridas para la ampliacio´n temporal de
recursos no viene sin retos: compartir, diseminar y analizar los conjuntos de datos puede ocasionar
un frecuente movimiento de datos a gran escala entre la nube pu´blica y privada. Esto plantea un
desaf´ıo importante para el cloud bursting , ya que los usuarios normalmente acceden a las nubes
pu´blicas a trave´s de redes de a´rea extensa de alta latencia y bajo rendimiento, haciendo que las
transferencias de datos entre las nubes sean ma´s lentas que las transferencias de a´rea local. Por
esta razo´n, en esta tesis denominamos enlace de´bil al enlace que existe entre una nube privada y
una nube pu´blica.
Entre los diversos servicios de software que hacen uso del modelo de nube h´ıbrida, el ana´lisis
de datos es uno de los casos ma´s dif´ıciles, especialmente cuando hay grandes volu´menes de datos
para analizar [104, 87]. Los frameworks convencionales para el ana´lisis de Big Data asumen que su
ejecucio´n sera´ en un entorno f´ısicamente localizado entre servidores con conexiones de alta velocidad.
Esta suposicio´n queda relegada para entornos de nube h´ıbrida, ya que comprenden centros de datos
separados f´ısicamente, los cuales esta´n interconectados a trave´s de una red (enlace de´bil) que es al
menos un orden de magnitud menor en cuanto a rendimiento y ancho de banda (ya sea conectividad
dedicada o a trave´s de Internet). Adema´s, debido al gran volumen de datos que se analiza, la mayor´ıa
de las te´cnicas de ana´lisis de datos hacen un uso intensivo de la localidad de los datos para que su
ejecucio´n sea lo ma´s cercana posible a los datos a procesar, evitando as´ı un innecesario tra´fico de
datos a trave´s de la red. Este aspecto supone un reto cuando se realiza un despliegue de recursos
temporales de una nube pu´blica para complementar los recursos de una nube privada con el fin
de finalizar ma´s ra´pidamente el ana´lisis de Big Data: las MVs recientemente aprovisionadas no
contienen datos y, como tal, es necesario enviar grandes cantidades de datos a trave´s del enlace
de´bil para poder aprovechar la capacidad computacional adicional.
En este contexto, los grandes frameworks de ana´lisis de datos a gran escala, como Hadoop
[8] o Spark [86], no han alcanzado un nivel suficiente de implementacio´n para adaptarse a un
despliegue temporal de una nube h´ıbrida como es el cloud bursting . Concretamente, las diferentes
opciones de disen˜o para la optimizacio´n del tiempo de ejecucio´n de las aplicaciones, como por
ejemplo las pol´ıticas de planificacio´n de tareas cercanas a los datos, son aspectos fundamentales
que han demostrado su eficacia en centros de datos individuales. En cambio, en un escenario de
cloud bursting , los recursos recie´n aprovisionados en remoto no tienen ningu´n dato para procesar;
por tanto, la localidad de datos no puede ser aprovechada directamente, sino que es necesario enviar
los datos a los recursos off-premise a trave´s del enlace de´bil antes de poder aprovechar la potencia
computacional adicional.
Muchas de las te´cnicas de ana´lisis de datos requieren un procesamiento iterativo de los datos,
incluyendo PageRank [76], HITS (Hypertext-Induced Topic Search) [59], consultas recursivas a
bases de datos [14], clustering, ana´lisis de redes neuronales, ana´lisis de redes sociales, o ana´lisis
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de tra´fico de red [19]. Todas estas te´cnicas comparten el mismo procedimiento: ejecutan el mismo
trabajo una y otra vez apoya´ndose de los mismos datos de entrada y datos intermedios de las
iteraciones anteriores para refinar el resultado. En este tipo de aplicaciones la localidad de los
datos resulta ser un factor clave en un entorno de nube h´ıbrida, ya que permite aprovechar que los
datos de entrada se hayan replicado off-premise. Por lo tanto, el problema de ejecutar la misma
aplicacio´n de forma h´ıbrida a trave´s de una mezcla de ambos recursos on-premise y off-premise se
puede considerar desde una nueva perspectiva.
1.1.2 Enfoque del trabajo
Para finalizar esta motivacio´n vamos a introducir el enfoque del trabajo que se presenta en esta
tesis. Ha quedado patente en la motivacio´n que tanto el ana´lisis de Big Data como la utilizacio´n de
la computacio´n en la nube, y en particular la utilizacio´n de modelos de nube h´ıbrida, son tecnolog´ıas
recientes que todav´ıa tienen margen de mejora y estudio. Nuestro trabajo se centra precisamente en
dicha combinacio´n de Big Data+Nube Hı´brida. Uno de los problemas abiertos en este a´mbito
es la prediccio´n del tiempo de finalizacio´n y del coste econo´mico de la ejecucio´n de una aplicacio´n
de Big Data sobre un entorno de computacio´n en la nube. Este problema es de especial intere´s
dado que el pago por uso hace que se tengan que acomodar los para´metros de rendimiento al coste
econo´mico (en cuanto a tiempo de finalizacio´n).
Como se vera´ en el siguiente apartado este problema ya ha sido tratado cuando nos encontramos
con un entorno de nube esta´ndar, donde todos los recursos pertenecen a una misma nube. Sin
embargo, las soluciones aportadas en esta situacio´n, como se mostrara´ a lo largo de esta tesis,
no son aplicables cuando nos encontramos ante el uso de un entorno de computacio´n de nube
h´ıbrida, que presenta unas caracter´ısticas especiales. En lo que resta de documento se estudiara´ y
propondra´ una solucio´n a este problema, aportando adema´s distintas soluciones para mejorar el
rendimiento de estas aplicaciones sobre un entorno de nube h´ıbrida.
1.2 Estado del arte
En esta tesis se trabaja sobre cuatro focos muy concretos:
• Las implicaciones de utilizar una arquitectura de nube h´ıbrida, mediante un despliegue de
cloud bursting , para la ejecucio´n de aplicaciones MapReduce iterativas.
• A partir del estudio de dichas implicaciones, proponer alternativas que permitan mejorar el
rendimiento en ese a´mbito concreto.
• Proporcionar una metodolog´ıa que permita estimar el tiempo de finalizacio´n de una aplicacio´n
MapReduce iterativa ejecutada sobre una nube h´ıbrida, a trave´s de un despliegue de cloud
bursting .
• Proporcionar un modelo de coste econo´mico que permita estimar el coste que conlleva ampliar
temporalmente los recursos locales con recursos de co´mputo adicionales de una nube pu´blica,
para aplicaciones MapReduce iterativas.
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A continuacio´n, se analiza el estado del arte de otros trabajos previos que se han realizado en
estos a´mbitos y que sirven de referencia para el trabajo desarrollado en esta investigacio´n.
1.2.1 Gestio´n de recursos en la ejecucio´n de trabajos MapReduce
Uno de los aspectos que se trata en este trabajo es la gestio´n de los recursos disponibles en
la ejecucio´n de aplicaciones MapReduce. Dentro de la implementacio´n Hadoop de MapReduce se
han introducido progresivamente los planificadores FIFO, Capacity y Fair Scheduler. Este u´ltimo
intenta maximizar la localidad de acceso a los datos. La eleccio´n de la mejor pol´ıtica de acceso a
los datos es el gran problema que se plantea a la hora de planificar las diferentes tareas de una
aplicacio´n MapReduce sobre un clu´ster de computadores. A partir de la pol´ıtica de planificacio´n Fair
Scheduler se han propuesto otras pol´ıticas que intentan mejorar este esquema, como por ejemplo las
descritas en el trabajo de Isard et al. [55] o de Wolf et al. [100]. LATE [102] es un planificador que
consigue mejoras en el tiempo de finalizacio´n de trabajos MapReduce en entornos heteroge´neos.
Kllapi et al. [60] proponen un algoritmo de planificacio´n general que intenta optimizar tanto el
tiempo de finalizacio´n como el gasto econo´mico en una nube pu´blica mediante un mapeado previo
de las tareas y de los nodos de co´mputo.
Otros trabajos esta´n basados en la gestio´n de recursos para cumplir con determinados requisitos
econo´micos. Silva et al. [84] presentan un heur´ıstico para optimizar el nu´mero de MVs para un
conjunto de trabajos, mientras se minimiza el tiempo de finalizacio´n global bajo un presupuesto
determinado. Este trabajo asume que el usuario no tiene conocimiento del tiempo de finalizacio´n
del trabajo, comienza con una sola MV y va an˜adiendo ma´s MVs a la nube pu´blica de forma gradual
basa´ndose en el tiempo de finalizacio´n medio del trabajo, el cual se actualiza cada vez que finaliza
un trabajo.
Wang et al. [97] han disen˜ado un algoritmo de planificacio´n consciente del gasto econo´mico de
aplicaciones MapReduce en una nube heteroge´nea. Consideran trabajos MapReduce iterativos que
constan de mu´ltiples etapas para su finalizacio´n, donde cada etapa contiene un conjunto de tareas
Map o Reduce. El objetivo de la optimizacio´n es seleccionar una MV de un conjunto fijo de MVs
heteroge´neas para cada tarea, con el objetivo de minimizar el tiempo de finalizacio´n o el coste
econo´mico.
1.2.2 Modelos de coste econo´mico para cloud computing
Tambie´n se han realizado esfuerzos para definir modelos de coste econo´mico. La importancia
de considerar mu´ltiples factores de coste se enfatiza en el trabajo de Kashef et al. [58], donde
los autores identifican hasta 20 factores que clasifican en seis categor´ıas: electricidad, hardware,
software, mano de obra, infraestructura del local y servicios de la nube. La u´ltima categor´ıa incluye
el cargo por conectividad de red, el coste de uso de las horas de CPU, el coste de transferencia de
datos desde/hacia la nube y la cantidad de almacenamiento utilizado en la nube. Algunos de estos
factores, tales como el tiempo de uso de CPU o el coste de las transferencias de datos entre nubes,
se han considerado en esta tesis a la hora de presentar el modelo de coste econo´mico desarrollado
en esta investigacio´n, centrado en el coste econo´mico de un despliegue de cloud bursting (es decir,
el coste de emplear temporalmente recursos off-premise).
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Una comparacio´n econo´mica que considera varios factores de la categor´ıa de servicios de la nube
se presenta en el trabajo de Kondo et al. [61]. Armbrust y et. al [13] han propuesto una fo´rmula
sencilla para tomar decisiones sobre el compromiso coste-rendimiento de la migracio´n de una carga
de trabajo a una nube, lo que incluye determinar que´ se debe mantener on-premise y que´ se debe
transferir a los recursos off-premise.
Truong et al. [89] presentan un modelo para estimar y monitorizar el coste econo´mico. Este
modelo considera tres situaciones: el uso completo de los recursos on-premise, el uso parcial de
los recursos off-premise o el uso completo de los recursos off-premise. Alford et al. [4] presentan
un modelo de coste que es propiedad de Booz Allen Hamilton Inc. Este modelo de coste se utiliza
para comparar tres escenarios: nube pu´blica, nube h´ıbrida y nube privada. Espec´ıficamente en el
contexto MapReduce, un modelo simple de coste para nubes h´ıbridas se presenta en el trabajo de
Ruiz-Alvarez et al. [81] para dos clases de aplicaciones: MapReduce y Monte Carlo.
El modelo de coste presentado en esta tesis se centra en aplicaciones iterativas de MapReduce
que se ejecutan en un escenario de cloud bursting . En este contexto, se necesita un modelo de
coste flexible que pueda aplicarse a mu´ltiples estrategias h´ıbridas de cloud bursting para extraer
tendencias de comportamiento para un nu´mero creciente de iteraciones. Para ello, hemos creado
un nuevo modelo de coste, basado en los modelos presentados en la literatura, que incorpora los
factores necesarios para ofrecer un modelo de coste adaptado a este nuevo escenario. Desde nues-
tro conocimiento, el modelo presentado en esta tesis es el primero en enfocarse en este tipo de
despliegues y aplicaciones.
1.2.3 Optimizaciones de rendimiento de MapReduce en entornos heteroge´neos
Originalmente, Hadoop fue disen˜ado para un entorno homoge´neo, pero hay un intere´s reciente
en el estudio de MapReduce en entornos heteroge´neos, en concreto centrado en la optimizacio´n
del rendimiento de la ejecucio´n de aplicaciones MapReduce en dichos entornos. Zaharia et al. [102]
se centran en eliminar el efecto negativo que producen las tareas stragglers (tareas que progresan
lentamente) sobre el tiempo de finalizacio´n del trabajo, mejorando la estrategia de planificacio´n con
tareas especulativas. El proyecto Tarazu [3] proporciona una planificacio´n consciente de la comuni-
cacio´n en el ca´lculo de la fase Map, que tiene como objetivo disminuir la sobrecarga de comunicacio´n
cuando los nodos ma´s ra´pidos procesen las tareas Map con datos de entrada almacenados en nodos
lentos. Tambie´n propone un equilibrio de carga para asignar cantidades diferentes de trabajo para
la fase Reduce en funcio´n de la capacidad del nodo. Xie et al. [101] intentan mejorar el rendimiento
de MapReduce a trave´s de una estrategia de asignacio´n de datos consciente de la heterogeneidad:
un nodo ma´s ra´pido almacena una mayor cantidad de datos de entrada. De esta manera, se pueden
ejecutar tareas en nodos ma´s ra´pidos sin una transferencia de datos para la ejecucio´n de la tarea
Map. Polo et al. [78] muestran que algunas aplicaciones MapReduce pueden mejorar su rendimien-
to mediante el uso de hardware especial. De esta forma el planificador que disen˜an asigna dichos
trabajos a los nodos con dicho hardware especial.
1.2.4 Optimizaciones de rendimiento de MapReduce en nubes h´ıbridas
Las aplicaciones MapReduce han sido ampliamente estudiadas en plataformas de computacio´n
en la nube [90, 88, 47, 105]. Sin embargo, a diferencia de las nubes h´ıbridas, donde los recursos locales
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son limitados, la suposicio´n general es que la aplicacio´n completa se esta´ ejecutando remotamente
y tiene acceso a recursos de computacio´n pra´cticamente ilimitados gracias a la elasticidad.
Varios esfuerzos se han centrado en mejorar el rendimiento de los frameworks de MapReduce
para entornos h´ıbridos. HybridMR [83] propone una solucio´n para aprovechar las redes de escritorio
h´ıbridas y nodos externos de computacio´n. Sin embargo, no se considera el aspecto de expandir y
reducir una configuracio´n de MapReduce dina´micamente. HadoopDB [2] propone un sistema h´ıbrido
que combina un despliegue de Hadoop y un sistema de bases de datos paralelo para aprovechar al
mismo tiempo la elasticidad y escalabilidad de MapReduce, junto con el rendimiento y la eficiencia
de las bases de datos paralelas.
En varios estudios se han propuesto estrategias de planificacio´n de aplicaciones Hadoop Map-
Reduce para su ejecucio´n en nubes h´ıbridas. Cardosa et al. [20] se centran en el problema de co´mo
los procesos Map y Reduce se dividen en plataformas de nube h´ıbridas. Heintz et al. [50] muestran
estrategias para planificar tareas Map sobre plataformas de nube distribuidas, con el fin de minimi-
zar la degradacio´n del rendimiento que puede resultar de grandes tiempos de comunicacio´n entre las
plataformas. Estas estrategias parten de la premisa de que los datos ya se encuentran distribuidos
en todos los nodos, sin embargo no tratan el problema de la migracio´n inicial de datos cuando se
incorporan nuevos nodos al sistema. En esta tesis presentamos varias estrategias para mejorar la
planificacio´n de las tareas en dicho proceso inicial de migracio´n datos entre nodos remotos.
Con respecto a la prediccio´n del rendimiento de cargas de trabajo y a su optimizacio´n en nubes
h´ıbridas, Van den Bossche et al. [91] han propuesto un modelo de planificacio´n lineal para cargas
de trabajo relevantes, mostrando una mejora sustancial sobre dichas ejecuciones. Sin embargo,
este modelo es t´ıpicamente dif´ıcil de escalar y no tiene en cuenta complejidades espec´ıficas del
framework , tales como el movimiento o la localidad de los datos.
Mattess et al. [67] proponen una extensio´n de la plataforma Aneka Cloud para ejecutar trabajos
MapReduce sobre una nube h´ıbrida, que constituye otro trabajo estrechamente relacionado con el
desarrollado en esta tesis. Se trata de planificar los trabajos MapReduce de forma que se ejecuten
o bien en la nube privada o bien en la nube h´ıbrida. Nuestro trabajo se basa en la ejecucio´n de una
aplicacio´n utilizando ambas nubes a la vez. Adema´s, ese trabajo se basa en la suposicio´n de que el
sistema de archivos ya se encuentra distribuido en ambas nubes antes de la ejecucio´n de MapReduce.
Por tanto, no considera la fase inicial de distribucio´n de datos entre nubes y el equilibrio de datos,
una fase importante en un despliegue de cloud bursting .
Los estudios de rendimiento han sen˜alado con frecuencia el impacto negativo del enlace de´bil
entre los recursos de las nubes h´ıbridas on-premise y off-premise sobre el rendimiento y la escalabi-
lidad de las grandes aplicaciones de ana´lisis de datos. Ohnaga et al. [74] se centran en el rendimiento
de las aplicaciones Hadoop en particular, sin embargo no tratan el problema del env´ıo inicial de los
datos locales. Roman et al. [80] se centran en Spark y sen˜alan los gastos indirectos provocados por
la fase shuﬄe cuando el ancho de banda entre los recursos on-premise y off-premise es significati-
vamente pequen˜o. Esto es similar a los estudios previos que enfatizaron el impacto negativo de las
comunicaciones de red en Spark [75].
Bicer et al. [16] abordan el desaf´ıo del ana´lisis de datos en una nube h´ıbrida utilizando datos
que son pre-particionados y almacenados en los recursos tanto locales como remotos. Proponen
un tiempo de ejecucio´n transparente al usuario en el que un componente principal actu´a como
planificador de trabajos MapReduce entre las nubes locales y remotas. Una suposicio´n similar
sobre los datos que ya esta´n disponibles remotamente off-premise se hace en el trabajo de Mattess
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et al. [67], donde el foco se centra en la aceleracio´n de las solicitudes MapReduce con l´ımites de
plazo. A diferencia del enfoque de esta tesis, en estos estudios las transferencias de datos entre MVs
locales y remotas no son una preocupacio´n importante.
Zhang et al. [103] proponen un modelo basado en un factor de carga de trabajo para permitir
la gestio´n proactiva de las cargas de trabajo. Se basa en un algoritmo espec´ıficamente disen˜ado
para detectar los elementos de datos de acceso frecuente, que luego se utiliza como una prediccio´n
de cua´ndo escalar la nube local a la nube pu´blica ma´s alla´ de los recursos locales para lograr
el equilibrio de carga. Este enfoque se utiliza en aplicaciones donde los procesos esta´n ligeramente
acoplados (es decir, poca necesidad de comunicacio´n entre procesos) y altamente sensibles al nu´mero
de solicitudes por unidad de tiempo (por ejemplo, transmisio´n de v´ıdeo). La arquitectura h´ıbrida
propuesta consiste en una carga de trabajo base que se ejecuta en la nube local y una carga de
trabajo puntual que se ejecuta en la nube remota. En cambio, el enfoque desarrollado en esta tesis
se centra en una u´nica carga de trabajo MapReduce ejecutada sobre una arquitectura de nube
h´ıbrida.
1.2.5 Modelos de rendimiento de aplicaciones MapReduce
En los u´ltimos an˜os, sobre todo a partir de 2010, se han realizado y publicado muchos trabajos
relacionados con la obtencio´n de modelos de rendimiento de aplicaciones MapReduce. Morton et al.
[71] y en una evolucio´n de dicho trabajo en [72] se plantean las herramientas ParaTimer y Parallax,
que tienen como finalidad la estimacio´n del tiempo de ejecucio´n de un conjunto de accesos a bases de
datos convertidas en aplicaciones MapReduce. Esta estimacio´n se realiza en base a informacio´n de
rendimiento de ejecuciones previas de dichos accesos realizados con la finalidad de depuracio´n. Las
limitaciones de este trabajo vienen dadas por la simplicidad de las funciones Map y la utilizacio´n de
un planificador de tareas exclusivamente FIFO. Otro esfuerzo en esta l´ınea es el que se presenta en
el trabajo de Herodotos et al. [51]. En este trabajo los autores siguen una l´ınea similar a la nuestra
en cuanto a la utilizacio´n de una herramienta de monitorizacio´n que permite obtener informacio´n
detallada de diferentes me´tricas relativas a la ejecucio´n de una aplicacio´n MapReduce. En este
caso, esta informacio´n se utiliza para intentar optimizar los para´metros de configuracio´n de una
instalacio´n Hadoop. Sin embargo, para conseguir esta optimizacio´n se necesita un nu´mero muy
elevado de ejecuciones de la aplicacio´n, lo que hace esta estrategia poco u´til cuando se enfrenta a
problemas de gran dimensio´n.
El trabajo de Zhang et al. [108] es el ma´s cercano al nuestro en cuanto a lo que prediccio´n
se refiere. En e´l se analiza con detalle el pipeline de ejecucio´n de una aplicacio´n MapReduce,
distinguiendo entre las partes gene´ricas para todas las aplicaciones y las partes espec´ıficas de cada
aplicacio´n MapReduce. Se disen˜a un test que permite extraer las caracter´ısticas generales comunes
a todas las aplicaciones, mientras que las caracter´ısticas espec´ıficas de cada aplicacio´n se obtienen
a partir de ejecuciones completas de la misma. Con esta te´cnica se permiten hacer predicciones
con una media de error del 10 %. Sin embargo, presenta el problema de necesitar de ejecuciones
completas de la aplicacio´n para obtener los para´metros espec´ıficos, adema´s de no contemplar la
posibilidad de realizar su prediccio´n en infraestructuras de nube h´ıbrida.
Otros trabajos que intentan obtener modelos de rendimiento, centrados en entornos de ejecucio´n
homoge´neos, son por ejemplo el trabajo de Tian et al. [88], en el cual proponen un modelo que
estima el rendimiento de un trabajo a partir de la ejecucio´n de un conjunto de tests sobre un
reducido nu´mero de nodos y de datos de entrada. Chen et al. [21] proponen el modelo denominado
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CRESP, que emplea la te´cnica de bu´squeda a trave´s de fuerza bruta para proporcionar los recursos
o´ptimos que necesita un clu´ster para ejecutar trabajos Hadoop, en te´rminos de slots para las fases
Map y Reduce. Sin embargo, el nu´mero de tareas Reduce debe ser igual al nu´mero de slots para la
fase Reduce, lo que significa que solo consideran una sola onda para dicha fase.
Lama et al. [63] proponen AROMA, un sistema que obtiene automa´ticamente los recursos
o´ptimos para que un trabajo Hadoop logre los objetivos establecidos. Sin embargo, AROMA no
proporciona un modelo matema´tico completo para estimar el tiempo de finalizacio´n del trabajo, ni
los valores o´ptimos de para´metros de configuracio´n de Hadoop.
Otra alternativa diferente para obtener modelos de rendimiento es mediante la utilizacio´n de
simuladores. Por ejemplo en el trabajo de Wang et al. [95] se presenta el simulador MRPerf, que
realiza una simulacio´n de grano fino del comportamiento de aplicaciones MapReduce. En la parte
de comunicaciones utiliza el simulador ns-2 de redes, con lo cual el trabajo se centra en determinar
el impacto de la utilizacio´n de distintos tipos de red en la ejecucio´n de aplicaciones MapReduce
en un clu´ster Hadoop. Otra estrategia de simulacio´n diferente es la que se sigue en el trabajo de
Verma et al. [93]. En este caso se enfoca en la simulacio´n de las decisiones del job master y en las
pol´ıticas de asignacio´n de recursos.
Verma et al. [92] presentan ARIA (Automatic Resource Inference and Allocation), un modelo de
rendimiento anal´ıtico MapReduce que calcula los l´ımites inferior y superior del tiempo de ejecucio´n
de un trabajo MapReduce. En el siguiente trabajo de Verma et al. [93] se extiende dicho modelo
an˜adiendo factores de escalado para obtener el tiempo de ejecucio´n para datos de mayor taman˜o
mediante una regresio´n lineal simple. En esta tesis se emplea ARIA como base para mostrar que las
te´cnicas empleadas para estimar el tiempo de finalizacio´n de aplicaciones MapReduce iterativas en
escenarios no h´ıbridos no son lo bastante precisas para su uso en escenarios de cloud bursting , por
lo que surge la necesidad de crear un modelo de rendimiento espec´ıfico para este tipo de escenarios,
que se corresponde con el trabajo realizado en la tesis.
El trabajo presentado por Zhang et al. [106] divide las fases de Map y Reduce en seis subfases
gene´ricas (read, collect, spill, merge, shuﬄe y write), y emplea una regresio´n para estimar la duracio´n
de cada una de las mismas. Los valores estimados se emplean posteriormente en el modelo anal´ıtico
presentado por Verma et al. [92] para estimar el tiempo total de finalizacio´n de un trabajo. El
mismo modelo empleado por Verma et al. [92] es utilizado por Zhang et al. [107], pero para
entornos heteroge´neos. Hasta donde tenemos conocimiento, el trabajo presentado en esta tesis es el
primero en introducir un modelo de rendimiento especializado para cloud-bursting y aplicaciones
MapReduce iterativas.
1.3 Objetivos
El objetivo principal de esta tesis se centra en el disen˜o y validacio´n de una metodolog´ıa
que permita estimar el tiempo de finalizacio´n de una aplicacio´n MapReduce iterativa
ejecutada sobre un despliegue de cloud bursting . Para conseguir este propo´sito principal, a
continuacio´n se definen una serie de objetivos espec´ıficos:
• Realizar un ana´lisis detallado del comportamiento de la ejecucio´n de aplicaciones MapReduce
iterativas sobre un despliegue de cloud bursting . Se debe tener en cuenta que, tanto las
aplicaciones como la plataforma sobre la que se ejecuta tienen unos condicionantes espec´ıficos
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que requieren un estudio detallado. Los ma´s inmediatos son, por parte de la aplicacio´n, la
reutilizacio´n de datos en distintas iteraciones de la ejecucio´n de la aplicacio´n; por parte de
la plataforma, la existencia de un enlace de comunicacio´n de bajas prestaciones entre la
infraestructura on-premise y la infraestructura off-premise, por el cual debe pasar todo el
tra´fico de red.
• Con el propo´sito de realizar el ana´lisis indicado en el punto anterior es fundamental disponer
de informacio´n detallada que nos permita extraer los distintos comportamientos de la eje-
cucio´n de una aplicacio´n MapReduce en este tipo de entornos. Por tanto, se plantea como
otro objetivo el disen˜o e implementacio´n de una herramienta que permita extraer, de forma
semiautoma´tica, toda la informacio´n relevante de la ejecucio´n de una aplicacio´n MapReduce
iterativa sobre una nube h´ıbrida. Esta herramienta debe permitir la visualizacio´n de la plani-
ficacio´n de tareas que realiza Hadoop en dicho entorno, as´ı como la extraccio´n de informacio´n
estad´ıstica, tanto del sistema de almacenamiento como del sistema de procesamiento de Ha-
doop.
• Analizar las pol´ıticas de planificacio´n utilizadas por Hadoop para adaptarlas a la ejecucio´n de
aplicaciones MapReduce iterativas en despliegues de cloud bursting . En base a este ana´lisis,
proponer y evaluar distintas estrategias que permitan mejorar el rendimiento de las aplica-
ciones en este tipo de entornos en base a la localidad de los datos. Para ello, se debera´ tener
en cuenta la migracio´n inicial de los datos de la nube privada a la nube pu´blica.
• Obtener un modelo de coste econo´mico que permita obtener el coste que conlleva la utilizacio´n
de un despliegue de cloud bursting para aplicaciones MapReduce iterativas. Este modelo
servira´, entre otras cosas, para comparar las distintas estrategias propuestas de mejora de
rendimiento en te´rminos de coste econo´mico.
• Disen˜ar y validar una metodolog´ıa de prediccio´n del tiempo de finalizacio´n de una aplicacio´n
MapReduce iterativa sobre una plataforma de nube h´ıbrida, desplegada mediante un proceso
de cloud bursting . Esta metodolog´ıa estara´ compuesta por tres partes principales:
– Obtencio´n de un modelo de la plataforma. Con e´l, deberemos modelizar aquellos para´me-
tros que sean independientes de la aplicacio´n y que tengan repercusio´n sobre el tiempo
de finalizacio´n. Este modelo de plataforma, al ser de aspectos independientes de la apli-
cacio´n, debe ser u´nico y va´lido para cualquier aplicacio´n que se vaya a ejecutar sobre
dicha plataforma.
– Obtencio´n de un modelo de la aplicacio´n. Esta parte del modelo tendra´ informacio´n
acerca de aquellos aspectos espec´ıficos de cada aplicacio´n que deban tenerse en cuenta
en la metodolog´ıa de prediccio´n.
– Obtencio´n de una expresio´n matema´tica que modele todas las fases de una aplicacio´n
MapReduce y que, a partir del modelo de la plataforma y de la aplicacio´n, permita
estimar su correspondiente tiempo de finalizacio´n.
1.4 Estructura de la tesis
Esta tesis esta´ estructurada en seis cap´ıtulos. El Cap´ıtulo 1 presenta los retos que supone el
ana´lisis de Big Data sobre plataformas h´ıbridas de computacio´n en la nube. Adema´s, describe la
motivacio´n, estado del arte, objetivos principales, y la estructura de este documento.
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El Cap´ıtulo 2 describe todos los conceptos ba´sicos acerca de la tecnolog´ıa utilizada en este
documento. Este cap´ıtulo se divide en dos partes en las que primero se describen los conceptos
relacionados con la computacio´n en la nube, como el concepto de nube h´ıbrida o el de cloud bursting ,
y posteriormente los conceptos relacionados con Big Data, como MapReduce o Hadoop. Adema´s,
en este cap´ıtulo se describe el entorno experimental utilizado en todos los experimentos realizados
en esta tesis.
El Cap´ıtulo 3 presenta el entorno de extraccio´n estad´ıstica para Hadoop llamado H-Stat. En
este cap´ıtulo se describe su arquitectura, sus cuatro herramientas de ana´lisis y extraccio´n de datos,
y finalmente ejemplos de funcionamiento con datos reales de una aplicacio´n MapReduce iterativa.
En el Cap´ıtulo 4 se realiza un ana´lisis del impacto de la localidad de los datos de una aplicacio´n
MapReduce iterativa en un entorno de nube h´ıbrida. En este cap´ıtulo se abordan los distintos
problemas que conlleva la migracio´n inicial de datos desde una nube privada a una pu´blica a trave´s
de un enlace de´bil , as´ı como la planificacio´n de tareas MapReduce en este tipo de despliegues. Para
ello, se presenta un ana´lisis comparativo de distintas estrategias de localidad de datos en cuanto a
rendimiento en distintos escenarios. Adema´s, tambie´n se presenta un modelo de coste econo´mico
que permite cuantificar dicha mejora no solo en te´rminos de rendimiento, sino tambie´n en cuanto
a coste econo´mico.
El Cap´ıtulo 5 presenta una metodolog´ıa para la prediccio´n del tiempo de finalizacio´n de una
aplicacio´n MapReduce iterativa en un despliegue de cloud bursting . Esta metodolog´ıa consta de
varios pasos compuestos por un proceso de calibracio´n de la nube h´ıbrida, una caracterizacio´n
de aplicaciones, y finalmente la aplicacio´n de una expresio´n matema´tica que estime el tiempo de
finalizacio´n de cada aplicacio´n. Todo el proceso de calibracio´n, caracterizacio´n de la aplicacio´n y
formulacio´n matema´tica se describe con detalle en este cap´ıtulo. Adema´s, se muestra la eficacia
de esta metodolog´ıa a trave´s de su evaluacio´n mediante distintos experimentos que abarcan los
distintos tipos de aplicaciones MapReduce.
Para finalizar, en el Cap´ıtulo 6 se presentan las conclusiones principales de esta investigacio´n.
Adema´s, se muestran todas las contribuciones que se han generado durante su transcurso. Posterior-
mente, se proponen una serie de l´ıneas abiertas de investigacio´n relacionadas con esta investigacio´n.
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CAP´ITULO 2
Entorno Tecnolo´gico
En este cap´ıtulo se presentan las dos tecnolog´ıas principales que han sido utilizados durante
el desarrollo de esta tesis: la computacio´n en la nube y el modelo de programacio´n MapReduce.
La finalidad de esta presentacio´n es proporcionar una visio´n completa y homoge´nea del entorno
de desarrollo utilizado durante la investigacio´n, haciendo hincapie´ en aquellos aspectos que ma´s
influencia tienen sobre el trabajo realizado.
En primer lugar se describe la computacio´n en la nube, donde se presenta una breve introduc-
cio´n de sus modelos, caracter´ısticas y tipos de nube, adema´s de la descripcio´n de OpenStack [33].
OpenStack es uno de los proyectos de software libre ma´s extendidos para la creacio´n de infraes-
tructuras como servicio (IaaS, Infrastructure as a Service) de computacio´n en la nube. Durante la
investigacio´n de esta tesis se ha utilizado OpenStack como base para la creacio´n de nubes de tipo
IaaS.
En segundo lugar se profundiza en uno de los modelos de programacio´n por excelencia para
el ana´lisis de Big Data como es MapReduce [34], junto con su implementacio´n de software libre
Apache Hadoop [8].
Finalmente, se describe el disen˜o y configuracio´n de todo el entorno experimental utilizado en
esta tesis. Para ello, se describe el equipamiento utilizado y todo el detalle de la configuracio´n
realizada para el despliegue de una nube h´ıbrida con OpenStack y Hadoop.
2.1 Computacio´n en la nube
La computacio´n en la nube o cloud computing es un modelo de computacio´n que permite
ofrecer pra´cticamente cualquier recurso de co´mputo a trave´s de una red, normalmente Internet.
Se trata de una capa de abstraccio´n de hardware y software que permite ofrecer dichos recursos
como servicios bajo demanda a trave´s de una infraestructura de red, con independencia de su
ubicacio´n, y ocultando todos los aspectos de mantenimiento o gestio´n. Esto permite la generacio´n
de infraestructuras adaptadas a cada necesidad, y la posibilidad de pago por uso.
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Actualmente, la computacio´n en la nube se ha adoptado en pra´cticamente todos los sectores de
TIC (Tecnolog´ıas de la Informacio´n y la Comunicacio´n) gracias a su elasticidad y flexibilidad de
adaptacio´n a pra´cticamente cualquier necesidad de co´mputo en cada momento, y gracias al modelo
de negocio de pago por uso, el cual permite reducir el coste total de propiedad o TCO (Total Cost
of Ownership).
2.1.1 Modelos de servicio
La computacio´n en la nube ofrece tres modelos de servicios distintos. La diferencia entre ellos
consiste en el grado de control y personalizacio´n del servicio que ofrece al usuario. Los tres modelos
son los siguientes:
Software como Servicio (SaaS). Corresponde a la capa de abstraccio´n ma´s alta y se caracteriza
por ofrecer una aplicacio´n completa, junto con todo su despliegue software y hardware, como
un servicio bajo demanda y multitenancy, es decir, una sola instancia de la aplicacio´n ejecuta-
da en la infraestructura del proveedor permite el acceso a mu´ltiples clientes. El proveedor de
nube ofrece a los clientes todo lo necesario para utilizar su aplicacio´n a trave´s de una interfaz
web o una aplicacio´n nativa conectada a Internet. En este caso, el usuario no tiene ningu´n
tipo de control sobre la aplicacio´n; u´nicamente se le permite realizar algunos ajustes, pero a
cambio puede despreocuparse del mantenimiento, actualizaciones, posibles errores, etc. Este
modelo es el ma´s comu´n entre el consumidor medio, ya que interactu´a con aplicaciones como
Netflix [73], Spotify [36] o Google Apps [44].
Plataforma como Servicio (PaaS). La Plataforma como Servicio se ubica en una capa in-
termedia de abstraccio´n. El proveedor de servicios de nube ofrece al cliente un entorno de
desarrollo de aplicaciones, y el empaquetamiento de una serie de mo´dulos o complementos
que proporcionan, normalmente, una funcionalidad horizontal. En este caso, el cliente tiene
mayor control del entorno sobre el que desea desarrollar, pero el proveedor se encarga del
mantenimiento, asistencia y escalabilidad del entorno. El usuario no debe preocuparse de la
infraestructura hardware que hay en la capa inferior, pudiendo centrarse u´nicamente en todo
el ciclo de desarrollo de aplicaciones. Ejemplos de Plataforma como Servicio son Google App
Engine [45] o Microsoft Azure [70].
Infraestructura como Servicio (IaaS). La Infraestructura como Servicio se encuentra en la
capa de abstraccio´n ma´s baja en la que el proveedor de servicios ofrece directamente recur-
sos de co´mputo, almacenamiento o red al cliente a trave´s de, normalmente, tecnolog´ıas de
virtualizacio´n. En este caso, el cliente toma control de los recursos que se le ofrecen, la arqui-
tectura del sistema, arquitectura de red, etc., pero debe ser e´l quien realice el mantenimiento
y actualizaciones. Algunos de los ejemplos de Infraestructura como Servicio son Amazon Web
Services [5] o SoftLayer de IBM [85].
2.1.2 Caracter´ısticas
Segu´n el Instituto Nacional de Esta´ndares y Tecnolog´ıa (NIST) de los EE.UU., un modelo de
computacio´n en la nube debe presentar cinco caracter´ısticas esenciales [69] :
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1. Autoservicio bajo demanda. El usuario puede acceder a los recursos de co´mputo que le
ofrezca su proveedor o proveedores de servicio en la nube a trave´s de la red a medida que lo
necesite, sin necesidad de interaccio´n humana.
2. Mu´ltiples formas de acceso. Los recursos que se ofrecen deben ser accesibles a trave´s
de la red por cualquiera de los mecanismos esta´ndares utilizados, desde tele´fonos mo´viles a
ordenadores porta´tiles o PDAs.
3. Comparticio´n de recursos. Los recursos de los proveedores (almacenamiento, memoria,
ancho de banda, capacidad de procesamiento, ma´quinas virtuales, etc.) se agrupan para servir
mu´ltiples usuarios, de forma que e´stos se van asignando y reasignando de forma dina´mica
segu´n sus peticiones. Los usuarios pueden ignorar el origen y la ubicacio´n de los recursos a los
que acceden, aunque s´ı es posible que sean conscientes de su situacio´n a determinado nivel,
como el de centro de procesamiento de datos (CPD) o el de pa´ıs.
4. Elasticidad. Los recursos se pueden asignar y liberar ra´pidamente, muchas veces de forma
automa´tica, de forma que permita al usuario tener la impresio´n de que los recursos a su
alcance son ilimitados y esta´n siempre disponibles.
5. Servicio medido. El proveedor debe ser capaz de medir, a determinado nivel, el servicio
efectivamente entregado a cada usuario, de forma que tanto el proveedor como el usuario
tengan un acceso transparente al consumo real de los recursos para posibilitar el pago por el
uso efectivo de los servicios.
2.1.3 Tipos de Nube
Existen actualmente cuatro tipos de nube segu´n el NIST para ofrecer distintos tipos de servi-
cios de computacio´n en la nube segu´n las necesidades y posibilidades del usuario u organizacio´n.
Cada tipo de nube corresponde con un tipo distinto de despliegue de la infraestructura de la nube
dependiendo del grado de privacidad que se necesite. En la Figura 2.1 se muestra un esquema de
los tipos de nube existentes.
Privada Comunitaria
Pública
Híbrida
Figura 2.1: Computacio´n en la nube. Tipos de nube.
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Nube Privada. La infraestructura de esta nube pertenece a una u´nica organizacio´n o compan˜´ıa
privada, la cual controla y gestiona todos los recursos que le ofrece a sus usuarios internos.
De esta forma, posee un control total sobre la privacidad de los datos que manejan, as´ı como
los recursos y usuarios a los que se les permite el acceso. La organizacio´n o compan˜´ıa es la
u´nica responsable del despliegue y administracio´n de la nube, a trave´s del uso de sus propios
recursos de co´mputo.
Nube Comunitaria. Este tipo de nube es muy similar a una nube privada pero con la diferencia
de que la administracio´n de toda la infraestructura de la nube es compartida y gestionada por
varias organizaciones o compan˜´ıas que controlan todos los recursos que ofrecen, as´ı como los
usuarios que tienen acceso. En este caso, las dos entidades deben suministrar conjuntamente
los recursos de co´mputo, as´ı como negociar las pol´ıticas de prestacio´n de servicio a sus usuarios.
Nube Pu´blica. En una nube pu´blica la infraestructura de la nube esta´ disponible para el pu´blico
en general a trave´s de un proveedor de servicios de nube. Es decir, la administracio´n y el
control de esta nube pertenece a un tercero que ofrece sus recursos de co´mputo o red al
pu´blico en general, a trave´s de un modelo de negocio de pago por uso. En este tipo de nubes
tanto los datos como los procesos de ca´lculo pueden verse afectados por el uso de otros clientes,
ya que el almacenamiento, la red y otras infraestructuras son normalmente compartidas por
todos los clientes. En este caso, el acceso a los datos del cliente so´lo puede realizarse de forma
remota, normalmente a trave´s de Internet.
Nube Hı´brida. Una nube h´ıbrida consta de la combinacio´n de dos o ma´s tipos de nube, normal-
mente del tipo pu´blica y privada, que permanecen como entidades u´nicas pero que poseen
la misma tecnolog´ıa que les permite compartir datos y procesos. Una nube h´ıbrida permite
ampliar los l´ımites de recursos que pueda poseer una nube privada al expandir sus recursos
con recursos de una nube pu´blica, dando a la entidad privada la posibilidad de llegar a un
compromiso entre la privacidad de sus datos y la escalabilidad de los recursos.
2.1.4 Nube H´ıbrida: Cloud Bursting
Muchas organizaciones experimentan niveles variables de carga de trabajo con aplicaciones que
suelen fluctuar durante su uso. La mayor´ıa de empresas necesitan obtener altos rendimientos a costa
de la escalabilidad de sus aplicaciones, pero para ello deben proporcionar recursos TI suficientes
para superar picos de trabajo sin perjudicar su rendimiento. Sin embargo, resulta muy costoso e
ineficiente proporcionar capacidad de infraestructura TI basa´ndose u´nicamente en superar dichos
picos de trabajo.
El cloud bursting [39] es un tipo de despliegue en forma de nube h´ıbrida en el cual la nube
privada extiende su capacidad de TI, de forma temporal, con recursos de una nube pu´blica para
superar las limitaciones f´ısicas de una nube privada durante la duracio´n de picos de trabajo. El
cloud bursting permite romper las limitaciones f´ısicas que puede tener una infraestructura de nube
privada de una empresa, de forma que una aplicacio´n que necesite un pico de recursos extra puede
aprovechar los recursos adicionales disponibles para cumplir con la calidad de servicio demandante,
de una forma flexible a trave´s de un pago por uso.
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2.2 OpenStack
OpenStack [33] es un proyecto de software libre, gestionado por la Fundacio´n OpenStack, para
el despliegue y administracio´n de nubes de tipo infraestructura como servicio (IaaS).
OpenStack permite el control de grandes cantidades de recursos de co´mputo, almacenamiento
y red de un centro de datos, gestionados a trave´s de una interfaz de control o dashboard, o v´ıa la
interfaz de programacio´n de aplicaciones (API, Application Programming Interface) de OpenStack.
Adema´s, es capaz de funcionar con la mayor´ıa de tecnolog´ıas de virtualizacio´n y software libre,
hacie´ndolo ideal para su uso en infraestructuras heteroge´neas.
Con ma´s de 20 millones de l´ıneas de co´digo, y 66.685 desarrolladores en 181 pa´ıses, OpenStack
es una de las comunidades de desarrollo de software libre que ma´s ha crecido en los u´ltimos an˜os.
Iniciado por RackSpace y NASA, actualmente son ma´s de 648 empresas las que esta´n colaborando
con el desarrollo y soporte de OpenStack bajo la supervisio´n de la Fundacio´n OpenStack, entre las
que destacan AT&T, Canonical, HP, IBM, Intel, RedHat, SUSE, Cisco, Nec o Huawei entre otras.
Muchas compan˜´ıas y organizaciones como CERN, Volkswagen, Snapdeal, China Mobile, AT&T,
Comcast o Enter CloudSuite han adoptado el uso de este proyecto para sus necesidades de negocio.
OpenStack se implementa de forma modular a trave´s de una serie de proyectos relacionados
entre s´ı que controlan el procesamiento, almacenamiento y recursos de red, todo ello a trave´s de
un panel de control que permite a los administradores manejar todo su potencial, a la vez que los
usuarios gestionan sus recursos.
Actualmente consta de ma´s de 20 proyectos, entre los cuales destacan seis proyectos principales
que conforman el nu´cleo, junto con el proyecto de interfaz gra´fica de usuario.
En la Figura 2.2 se muestra la arquitectura modular de los servicios principales que ofrece
OpenStack.
Figura 2.2: Arquitectura modular de los servicios principales de OpenStack. 1
1Fuente: https://docs.openstack.org/security-guide/introduction/introduction-to-openstack.html
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2.2.1 Nova
OpenStack Compute (Nova) es un controlador de recursos de co´mputo y de la estructura de
OpenStack, siendo la parte principal de un sistema de IaaS. Es el encargado de gestionar el ciclo
de vida de las instancias de MV de un entorno OpenStack. Esta´ disen˜ado para automatizar y
gestionar los recursos de co´mputo de la infraestructura de nube, soportando distintas tecnolog´ıas
de virtualizacio´n como KVM, Xen, Hyper-V, VMware o incluso con la tecnolog´ıa de contenedores
Linux LXC. Entre sus funciones se incluye el despliegue, planificacio´n y retirada de ma´quinas
virtuales bajo demanda.
2.2.2 Cinder
OpenStack Block Storage (Cinder) es un servicio de almacenamiento de bloques para Open-
Stack. Esta´ disen˜ado para proporcionar dispositivos de almacenamiento persistente a nivel de bloque
para ser usado con las instancias de OpenStack Compute (Nova). Cinder utiliza la tecnolog´ıa
de LVM (Logical Volume Manager) u otros controladores para ofrecer el servicio. Se encarga de
virtualizar la administracio´n de los dispositivos de almacenamiento de bloque, y de proporcionar
a los usuarios finales una API de autoservicio para solicitar y consumir esos recursos, sin requerir
ningu´n conocimiento sobre do´nde o en que´ tipo de dispositivo se despliega su almacenamiento. Los
volu´menes de almacenamiento de bloque se integran plenamente en otros servicios de OpenStack
como Nova u Horizon, lo que permite a los usuarios de la nube gestionar sus propias necesidades de
almacenamiento. Adema´s del almacenamiento local de un servidor Linux, Cinder soporta el uso de
otras plataformas de almacenamiento incluyendo Ceph, CloudByte, Coraid, EMC (VMAX y VNX),
GlusterFS, Hitachi Data Systems, IBM Storage, Linux LIO, NetApp, Nexenta, Scality, SolidFire y
HP.
2.2.3 Neutron
OpenStack Networking (Neutron) es un sistema de gestio´n de redes y direccionamiento IP.
Proporciona Red como Servicio (NaaS, Netwoking as a Service) entre interfaces de red virtuales
(vNICs) gestionadas por otros servicios de OpenStack (p. ej. Nova). Permite a los usuarios crear
sus propias arquitecturas de red, controlar el tra´fico, y conectar los servidores y dispositivos a una
o ma´s redes. Adema´s, permite la extensio´n de servicios de red adicionales, como el balanceo de
carga, cortafuegos o redes privadas virtuales (VPN). Es compatible con la mayor´ıa de sistemas de
virtualizacio´n de redes como Open vSwitch, Cisco UCS, Linux Bridge, Nicira NVP, Ryu OpenFlow
Controller o Cloudbse-Hyper-V, entre otros.
2.2.4 Glance
OpenStack Image Service (Glance) es un proyecto que proporciona servicios y bibliotecas aso-
ciadas a almacenar, examinar, compartir, distribuir y gestionar ima´genes de disco de arranque,
adema´s de otros datos estrechamente asociados con la inicializacio´n de recursos de co´mputo y de-
finicio´n de metadatos. Tambie´n se puede utilizar para almacenar y catalogar un nu´mero ilimitado
de copias de seguridad.
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2.2.5 Swift
OpenStack Object Storage (Swift) es un sistema de almacenamiento de objetos escalable y
tolerante a fallos. Ofrece software de almacenamiento en la nube para que los usuarios puedan
almacenar y recuperar grandes cantidades de datos a trave´s de su API. Esta´ disen˜ado para ofrecer
escalabilidad, durabilidad y redundancia de datos. Swift es ideal para almacenar datos no estruc-
turados que puedan crecer sin l´ımite.
2.2.6 Keystone
OpenStack Identity Service (Keystone) es el servicio de identidad utilizado por OpenStack
para la autenticacio´n (authN ) y la autorizacio´n de alto nivel (authZ ) de toda la infraestructura
de la nube. Keystone es compatible con mu´ltiples formas de autenticacio´n. Recientemente se ha
reestructurado para soportar servicios externos de proxy y mecanismos AuthN /AuthZ como oAuth,
SAML y openID en futuras versiones. Ofrece un directorio central de usuarios, asignados a los
servicios de OpenStack a los que pueden acceder. Actu´a como un sistema de autenticacio´n comu´n
para todo el sistema operativo de la nube, y se puede integrar con servicios de directorio existentes
como LDAP (Lightweight Directory Access Protocol).
2.2.7 Horizon
Horizon ofrece un panel de control o dashboard a trave´s de una interfaz gra´fica basada en web,
tanto para usuarios como administradores de nube. A trave´s de esta interfaz los administradores
y usuarios pueden aprovisionar, gestionar, y monitorizar los recursos de la nube. Horizon se des-
pliega comu´nmente para ser utilizado por el pu´blico en general, por tanto implementa todas las
caracter´ısticas de seguridad habituales de los portales web.
2.2.8 Servicios Opcionales
Adema´s de los servicios principales, la comunidad de OpenStack sigue desarrollando nuevos
proyectos para ofrecer servicios adicionales que permitan enriquecer el potencial de esta tecnolog´ıa.
A continuacio´n se muestran los proyectos opcionales que esta´n actualmente disponibles:
Ceilometer. Telemetr´ıa. Monitor y medidor para facturacio´n, benchmarking, escalabilidad y propo´si-
tos estad´ısticos.
Heat. Orquestacio´n. Permite desplegar y gestionar mu´ltiples aplicaciones o recursos de la nube
usando el formato nativo HOT o el formato de AWS CloudFormation.
Trove. Base de datos. Base de datos como servicio que proporciona motores de bases de datos
relacionales y no relacionales.
Sahara. MapReduce. Sahara tiene como objetivo proporcionar a los usuarios medios sencillos
para proporcionar clu´steres Hadoop especificando varios para´metros como la versio´n de Hadoop,
topolog´ıa del clu´ster, detalles de hardware de nodos y algunos para´metros ma´s. Despue´s de que un
usuario rellene todos los para´metros, Sahara despliega el clu´ster en unos minutos. Sahara tambie´n
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proporciona medios para escalar el clu´ster ya provisto an˜adiendo y eliminando nodos de trabajo
bajo peticio´n.
Ironic. Aprovisionamiento Bare-metal o de nodos f´ısicos. Ironic tiene como objetivo el aprovisio-
namiento de ma´quinas f´ısicas en lugar de ma´quinas virtuales.
Zaqar. Servicio de mensajer´ıa. Zaqar es un servicio de mensajer´ıa multiusuario para desarrolladores
de web y telefon´ıa mo´vil. Combina las ideas promovidas por el producto SQS (Simple Queue Service)
de Amazon con sema´ntica adicional para soportar la difusio´n de eventos.
Manila. Sistema de comparticio´n de archivos. Proporciona un sistema de comparticio´n de archivos
para las instancias de OpenStack.
Designate. Servicio DNS. Proporciona DNS como servicio de forma integrada en el sistema de
autenticacio´n.
Barbican. Gestio´n de claves. Barbican proporciona una REST API disen˜ada para el almacena-
miento seguro, el aprovisionamiento y la gestio´n de informacio´n privada como contrasen˜as, claves
de cifrado y Certificados X.509.
Magnum. Contenedores. Es un servicio de la API de OpenStack para ofrecer contenedores como
Docker y Kubernetes como recursos de primera clase.
Murano. Cata´logo de aplicaciones. Ofrece un cata´logo de aplicaciones para OpenStack, permitien-
do a los desarrolladores de aplicaciones y a los administradores de la nube publicar aplicaciones
listas para la nube en un cata´logo navegable categorizado.
Congress. Sistema de gestio´n. Proporciona pol´ıticas como un servicio a trave´s de cualquier colec-
cio´n de servicios en la nube, con el fin de ofrecer gobernabilidad y elasticidad a infraestructuras
dina´micas.
2.3 Ana´lisis de Big Data
Vivimos en un mundo impulsado por los datos. Las personas generamos y almacenamos informa-
cio´n constantemente de forma cada vez ma´s abundante. Esta contribucio´n a la acumulacio´n masiva
de datos la podemos encontrar en diversos sectores de la industria, como por ejemplo en empresas
que almacenan grandes cantidades de datos transaccionales para reunir informacio´n acerca de sus
clientes, proveedores, ventas, etc. En el sector pu´blico, por ejemplo, se almacenan enormes bases
de datos sobre censo de poblacio´n, registros me´dicos, impuestos, etc. Si analizamos los datos que
se generan a trave´s de las redes sociales podemos encontrarnos con ma´s de 12 Terabytes de tweets
creados diariamente en Twitter o el almace´n de 100 Petabytes de informacio´n de v´ıdeos y fotos de
Facebook [15]. Por otra parte, todas las actividades que realizamos con nuestros tele´fonos mo´viles,
ubicacio´n geogra´fica mediante coordenadas GPS, correo electro´nico, etc., son tambie´n almacenadas
y analizadas para ofrecernos publicidad cada vez ma´s personalizada.
El te´rmino Big Data hace referencia al almacenamiento de grandes volu´menes de datos de una
gran variedad (estructurados y no estructurados), para su posterior procesamiento y ana´lisis a
gran velocidad con el fin de obtener informacio´n de valor intr´ınseco. Hoy en d´ıa el Big Data se
ha convertido en un elemento esencial para la mayor´ıa de empresas, ya que su ana´lisis les permite
obtener informacio´n muy valiosa para la toma de decisiones y movimientos estrate´gicos de negocio.
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El Big Data se define generalmente por tres dimensiones (3 Vs) [64]:
• Volumen. El volumen de datos se puede medir por la cantidad de transacciones, eventos,
o cantidad de historial que se produce. Las organizaciones recopilan datos de una variedad
de fuentes, incluyendo transacciones comerciales, redes sociales, e informacio´n de sensores,
produciendo grandes volu´menes de datos.
• Velocidad. El te´rmino velocidad se refiere a la velocidad a la que se crean, acumulan, inician
y procesan los datos. El incesante ritmo de crecimiento de las empresas demanda el proce-
samiento de los datos en pra´cticamente tiempo real para la toma de decisiones de negocio.
Esto requiere un tratamiento de datos de alta velocidad que permita extraer la informacio´n
necesaria para tomar decisiones en tiempo real o en velocidades muy pro´ximas al tiempo real.
• Variedad. Los datos son recopilados en todo tipo de formatos: desde datos estructurados
y nume´ricos en bases de datos tradicionales, hasta documentos de texto no estructurados,
correo electro´nico, v´ıdeo, audio, datos de cotizacio´n y transacciones financieras.
El ana´lisis de Big Data requiere de modelos de programacio´n que se adapten a las necesidades
que implican las 3 Vs definidas anteriormente. Todos los modelos de programacio´n disen˜ados para el
ana´lisis de Big Data se basan necesariamente en te´cnicas de paralelismo masivo, adoptando distintas
estrategias dependiendo de las necesidades de procesamiento. Entre ellas se pueden destacar los
modelos DAG (Directed Acyclic Graph), BSP (Bulk Synchronous Parallel), Stream processing, y
uno de los ma´s utilizados, MapReduce [40].
Una de las implementaciones ma´s populares de MapReduce es Hadoop, ya que permite procesar
conjuntos de datos de Big Data de gran taman˜o, llegando a alcanzar los Petabytes de datos. Actual-
mente han surgido nuevos proyectos alrededor de Hadoop para dar soluciones ma´s eficientes a los
distintos tipos de conjuntos de datos como Avro, Parquet, Flume, Sqoop, Pig, Crunch, Spark, HBase
o ZooKeeper. En esta investigacio´n se ha utilizado Hadoop MapReduce por su gran popularidad y
adopcio´n en todo el entorno empresarial [98].
2.3.1 MapReduce
MapReduce [34] es un modelo de programacio´n desarrollado por Google para procesar y generar
grandes volu´menes de datos de forma paralela. Los usuarios especifican una funcio´n de mapeado o
Map, que procesa un tipo de datos de clave/valor para generar un conjunto de datos intermedio de
tipo clave/valor, y una funcio´n de reduccio´n o Reduce, que combina todos los valores intermedios
asociados con la misma clave intermedia para obtener un resultado. Los programas escritos en este
estilo funcional se paralelizan y ejecutan automa´ticamente de forma distribuida en un clu´ster.
MapReduce ha sido ampliamente adoptado gracias a su implementacio´n de software libre Apache
Hadoop.
Funcio´n Map()
La funcio´n de mapeado o Map es una funcio´n escrita por el usuario que toma como entrada
una lista de pares clave/valor, y produce una salida de un conjunto de datos intermedios de tipo
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clave/valor. La biblioteca de MapReduce se encarga de asociar todos los valores intermedios pro-
ducidos y agruparlos para cada clave I, para posteriormente enviarlos a la funcio´n de reduccio´n o
Reduce.
Map(k1,v1)→ list(k2, v2)
Cuando se inicia un proceso MapReduce, el conjunto de datos de entrada es dividido, en tantas
partes como especifique el usuario, en listas clave/valor (k1,v1), para que el conjunto de tareas Map
pueda procesar en paralelo los datos, aplicando la funcio´n Map a cada una de la divisiones para
producir un conjunto de listas de datos intermedios de clave/valor (k2,v2).
Funcio´n Reduce()
La funcio´n de reduccio´n o Reduce tambie´n es implementada por el usuario para indicar que´ ope-
raciones se deben realizar con las listas de pares clave/valor intermedias producidas por la fase
Map. Cada funcio´n Reduce acepta una o varias claves I y un conjunto de valores de dicha clave
(k2, list(v2)). Estos datos son combinados en cada Reduce, y se les aplica la funcio´n escrita por el
usuario para producir un resultado final (v3).
Reduce(k2, list(v2))→ list(v3)
Flujo de trabajo
A continuacio´n se muestra el flujo de trabajo que utiliza MapReduce para procesar un conjunto
de datos de entrada:
1. La primera fase se compone de una serie de tareas Map. Cada una de estas tareas se encarga
de gestionar (tratar) una de las partes en las que se ha dividido el conjunto de datos de
entrada, a trave´s de la ejecucio´n de la funcio´n Map implementada por el usuario.
2. Los datos intermedios obtenidos en la fase Map son distribuidos segu´n su clave a las distintas
tareas Reduce configuradas. Este proceso de transferencia de datos se denomina Shuﬄe y
forma parte de la tarea Reduce.
3. Una vez distribuidos los datos, e´stos son ordenados en una fase denominada Sort antes de ser
procesados por la funcio´n Reduce.
4. Finalmente, cada tarea Reduce ejecuta su funcio´n Reduce implementada por el usuario para
producir un resultado final.
El modelo de programacio´n MapReduce implica la ejecucio´n en paralelo de todas las fases,
respetando siempre las dependencias de datos que puedan existir entre ellas. En concreto, la fase
Reduce no puede empezar hasta que se complete la fase Map, ya que la entrada de datos de la fase
Reduce requiere de todos los datos de salida de la fase Map.
En la Figura 2.3 se muestra el flujo de trabajo que producir´ıa un ejemplo de un contador de
palabras implementado en MapReduce. En esta figura se muestra cada una de las fases descritas
anteriormente, as´ı como un ejemplo de salida de los datos producidos en cada fase.
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Datos de entrada Map Shuffle/Sort Reduce Resultado
Figura 2.3: Ejemplo de flujo de trabajo de MapReduce. Aplicacio´n WordCount.
2.3.2 Hadoop
Hadoop [8] es un proyecto de software libre, gestionado inicialmente por Yahoo y actualmente
por el proyecto Apache, que permite procesar grandes volu´menes de datos de forma distribuida,
fiable y escalable. Permite a las aplicaciones trabajar con miles de nodos y Petabytes de datos.
Actualmente, Hadoop esta´ siendo construido y usado por una comunidad global de contribuyentes
[10], a trave´s del lenguaje de programacio´n Java. Yahoo! es uno de sus mayores contribuyentes y
usa Hadoop en todo su modelo de negocio.
La biblioteca de software de Apache Hadoop es un framework que permite el procesamiento
distribuido de grandes conjuntos de datos a trave´s de clu´steres de computadores y del uso de modelos
de programacio´n sencillos. Hadoop esta´ disen˜ado para poder escalar desde servidores individuales
a miles de nodos, cada uno de ellos ofreciendo capacidad de co´mputo y almacenamiento local.
Proporciona alta disponibilidad a trave´s de su disen˜o de deteccio´n de fallos en la capa de aplicacio´n
en lugar de confiar en el hardware subyacente, por lo que ofrece un servicio altamente disponible
a trave´s de una capa lo´gica superior al clu´ster de computadores, los cuales pueden ser propensos a
fallos.
Hadoop implementa el modelo de programacio´n MapReduce basa´ndose en la investigacio´n que
publico´ Google sobre MapReduce y Google File System (GFS) en 2004 [34].
Hoy en d´ıa, Hadoop es mundialmente utilizado por innumerables empresas para ejecutar co´mpu-
tos sobre enormes cantidades de datos de forma distribuida a trave´s de miles de nodos. Algunos
de estos ejemplos son A9.com, eBay, Facebook, Fox Interactive Media, IBM, ImageShack, Last.fm,
LinkedIn, Twitter, MercadoLibre, The New York Times, Rackspace o 1&1, entre otros.
El proyecto esta´ implementado en varios mo´dulos principales [8]:
• Hadoop Common: son las utilidades ma´s comunes que utilizan el resto de mo´dulos de
Hadoop.
• Hadoop Distributed File System (HDFS): es un sistema distribuido de ficheros que
proporciona acceso de alto rendimiento a los datos de aplicacio´n.
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• Hadoop YARN: es un framework de planificacio´n de tareas y gestio´n de recursos de un
clu´ster.
• Hadoop MapReduce: es la implementacio´n del modelo de programacio´n MapReduce para
el procesamiento paralelo de grandes conjuntos de datos basado en YARN.
Otros proyectos relacionados con Hadoop en Apache incluyen:
• Ambari: es una herramienta basada en web para el aprovisionamiento, gestio´n y moni-
torizacio´n de clu´steres Apache Hadoop que incluye soporte para Hadoop HDFS, Hadoop
MapReduce, Hive, HCatalog, HBase, ZooKeeper, Oozie, Pig y Sqoop.
• Avro: es un sistema de serializacio´n de datos.
• Cassandra: es una base de datos multi-master escalable sin puntos de fallo u´nico.
• Chukwa: es un sistema de recopilacio´n de datos para la gestio´n de grandes sistemas distri-
buidos.
• HBase: es una base de datos distribuida y escalable que admite el almacenamiento estruc-
turado de datos de grandes tablas.
• Hive: es una infraestructura de datos warehouse que proporciona resu´menes de datos y
consultas ad hoc.
• Mahout: es una biblioteca escalable de aprendizaje automa´tico y de miner´ıa de datos.
• Pig: es un lenguaje de alto nivel de flujo de datos y un framework de ejecucio´n para el ca´lculo
paralelo.
• Spark: es un motor ra´pido de ca´lculo general para datos Hadoop. Spark proporciona un
modelo de programacio´n simple y expresivo que soporta una amplia gama de aplicaciones,
incluyendo ETL, aprendizaje automa´tico, procesamiento de flujos y computacio´n gra´fica.
• Tez: es un framework de programacio´n de flujo de datos generalizado, basado en Hadoop
YARN, que proporciona un motor potente y flexible para ejecutar un DAG (Directed Acyclic
Graph) arbitrario de tareas para procesar datos, tanto para casos de uso discontinuos como
interactivos. Tez esta´ siendo adoptado por Hive, Pig y otros frameworks en el ecosistema de
Hadoop, y tambie´n por otro software comercial (por ejemplo, herramientas ETL (Extract,
Transform and Load)), para reemplazar a Hadoop MapReduce como motor de ejecucio´n
subyacente.
• ZooKeeper: es un servicio de coordinacio´n de alto rendimiento para aplicaciones distribuidas.
Hadoop Distributed File System (HDFS)
Hadoop Distributed File System (HDFS) [9] es el sistema de ficheros distribuidos principal de
Hadoop. HDFS tiene muchas similitudes con los sistemas de ficheros distribuidos existentes, sin
embargo sus diferencias son significativas. Es altamente tolerante a fallos y esta´ disen˜ado para ser
desplegado en hardware de bajas prestaciones. HDFS proporciona un alto rendimiento de acceso a
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los datos de aplicacio´n, y es adecuado para aplicaciones que requieren grandes volu´menes de datos.
Originalmente fue construido como infraestructura para el motor de bu´squeda web Apache Nutch.
Actualmente HDFS es parte del nu´cleo del proyecto Apache Hadoop.
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Figura 2.4: Arquitectura de HDFS.
HDFS posee una arquitectura maestro/esclavo. Un clu´ster HDFS consta de un u´nico NameNode:
servidor maestro que gestiona el espacio de nombres del sistema de archivos y regula el acceso a
los archivos por parte de los clientes. Adema´s, hay un nu´mero de DataNodes, por lo general uno
por nodo en el clu´ster, que gestionan el almacenamiento adjunto a los nodos en los que se ejecutan.
HDFS expone un espacio de nombres del sistema de ficheros. Internamente, un archivo se divide en
uno o ma´s bloques, de un taman˜o prefijado por el usuario, los cuales se almacenan en un conjunto
de DataNodes. El NameNode se encarga de ejecutar todas las operaciones del espacio de nombres
del sistema de ficheros como abrir, cerrar y renombrar archivos y directorios. Tambie´n determina
la asignacio´n de bloques a DataNodes. Los DataNodes son responsables de servir las solicitudes
de lectura y escritura de los clientes del sistema de ficheros. Adema´s tambie´n realizan la creacio´n,
eliminacio´n y replicacio´n de bloques a partir de las instrucciones del NameNode. En la Figura 2.4
se muestra la arquitectura de HDFS.
HDFS esta´ disen˜ado para ofrecer tolerancia a fallos a trave´s de la replicacio´n de todos sus bloques
entre los nodos. Tanto el taman˜o de bloque como el factor de replicacio´n son configurables por el
usuario segu´n sus necesidades. La colocacio´n de estas re´plicas es fundamental para la fiabilidad y
el rendimiento de HDFS, y es lo que le distingue de la mayor´ıa de sistemas de ficheros distribuidos.
HDFS presupone su ejecucio´n sobre un clu´ster de computadores compuesto por varios racks, con
mu´ltiples nodos por rack. Por defecto, HDFS genera tres re´plicas de cada bloque, asegurando que
cada de ellas se encuentra en un nodo diferente, y al menos en dos racks diferentes. De esta forma
garantiza fiabilidad y disponibilidad de datos ante fallos del sistema, y adema´s permite reducir la
comunicacio´n inter-rack que puede afectar al rendimiento de E/S de datos.
YARN
YARN (Yet Another Resource Negotiator) [11] es esencialmente un sistema para administrar
aplicaciones distribuidas. YARN esta´ compuesto por un componente central llamado ResourceMa-
nager, que arbitra todos los recursos disponibles del clu´ster, y un NodeManager por nodo que recibe
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y toma las decisiones recibidas por el ResourceManager, el cual es el responsable de gestionar los re-
cursos disponibles del nodo donde se ejecuta. Adema´s de estos dos componentes principales, YARN
lanza un tercer componente denominado ApplicationMaster para cada una de la aplicaciones que
ejecuta, el cual es responsable de negociar los recursos que necesita su aplicacio´n y monitorizar su
estado.
A continuacio´n se describe con ma´s detalle cada uno de los componentes de la arquitectura de
YARN:
• ResourceManager: en YARN, el ResourceManager es, principalmente, un planificador pu-
ro. En esencia, se limita estrictamente a arbitrar los recursos disponibles en el sistema entre
las aplicaciones. Optimiza el uso del clu´ster (mantiene todos los recursos en uso todo el
tiempo) para garantizar calidad de servicio y cumplir con restricciones de capacidad, impar-
cialidad y SLA. Para permitir diferentes pol´ıticas de restriccio´n, el ResourceManager tiene
un planificador configurable que permite utilizar diferentes pol´ıticas segu´n las necesidades.
• ApplicationMaster: se instancia para cada una de la aplicaciones que se ejecutan en un
clu´ster Hadoop. Se encarga de gestionar los recursos que necesita cada aplicacio´n con el
ResourceManager y de trabajar con el componente NodeManager para ejecutar y monitorizar
la aplicacio´n. Este componente ofrece escalabilidad al sistema, ya que permite delegar parte de
las funciones del ResourceManager de forma distribuida por los nodos del clu´ster, para evitar
as´ı cuellos de botella. De esta forma, el ResourceManager solo debe responder a las peticiones
de recursos que le solicita cada ApplicationMaster, pero no debe planificar ni gestionar todo
su proceso de ejecucio´n en los diferentes nodos.
• NodeManager: dentro de la arquitectura maestro/esclavo de YARN este componente se
enmarca como el esclavo. Se trata de un gestor a nivel de nodo que controla y determina
los recursos disponibles de un nodo, adema´s de monitorizar su estado e informar al Resour-
ceManager de dicha gestio´n cada cierta frecuencia. El NodeManager se encarga de recibir y
ejecutar todas la peticiones que recibe del ResourceManager.
• ResourceRequest y Containers: YARN esta´ disen˜ado para permitir que aplicaciones indi-
viduales utilicen recursos de un clu´ster de una manera compartida, segura y multi-usuario (a
trave´s del ApplicationMaster). Adema´s, es consciente de la topolog´ıa del clu´ster con el fin de
planificar y optimizar eficientemente el acceso a los datos. Para cumplir con estos objetivos, el
planificador central (en el ResourceManager) posee toda la informacio´n sobre las necesidades
de recursos de una aplicacio´n, lo que le permite tomar mejores decisiones de planificacio´n en
todas las aplicaciones del clu´ster. Ba´sicamente, una aplicacio´n realiza una peticio´n de recur-
sos o ResourceRequest a trave´s del ApplicationMaster para satisfacer sus necesidades, y el
planificador principal le responde con uno o varios contenedores o Containers. Un Container
contiene la localizacio´n del nodo en el cual se le permite ejecutar su solicitud y los permisos
necesarios para hacer uso de sus recursos f´ısicos (CPU, memoria, disco, etc). En la ejecucio´n
de una aplicacio´n MapReduce un contenedor puede albergar o bien una tarea Map o bien una
Reduce.
En YARN, la unidad lo´gica de datos que utiliza cada contenedor en su lectura y escritura de
datos se llama Split. Un Split suele corresponder con la unidad f´ısica de datos de HDFS, que es
un bloque de datos. Sin embargo, puede ocurrir que para completar una unidad lo´gica (Split) sea
necesaria la lectura de un bloque completo de datos ma´s una pequen˜a parte de otro o ma´s bloques
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de datos (HDFS realiza particiones fijas de los datos). Esto se explica por el hecho de que la unidad
lo´gica realiza su particio´n de datos teniendo en cuenta el contenido de la informacio´n (por ejemplo,
l´ıneas de texto). Por tanto, en caso de que esta informacio´n quede incompleta a la hora de leer un
bloque completo (una l´ınea o palabra quede incompleta), el contenedor debera´ leer pequen˜as partes
de otros bloques para completar su informacio´n y procesar correctamente dicho Split.
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Figura 2.5: Arquitectura y flujo de trabajo de YARN.
En la Figura 2.5 se muestra la arquitectura y el flujo de trabajo de YARN para un ejemplo en
el que se atienden dos clientes. En este ejemplo se muestran cuatro nodos f´ısicos, de los cuales uno
de ellos ejerce la funcio´n de maestro a trave´s de la ejecucio´n del ResourceManager, y los otros tres
la funcio´n de esclavos a trave´s de la ejecucio´n del componente NodeManager. Cada tipo de flecha
que aparece representa un flujo distinto de datos descrito en la leyenda de la figura. A continuacio´n
se muestran los pasos que sigue el flujo de trabajo en este ejemplo:
1. Inicialmente, ambos clientes realizan su peticio´n al ResourceManager, que es el encargado de
generar un ApplicationMaster para cada aplicacio´n.
2. Cada ApplicationMaster chequea los recursos que necesita su aplicacio´n y solicita dichos
recursos al ResourceManager.
3. Cada NodeManager informa al ResourceManager de su disponibilidad de recursos.
4. El ResourceManager procesa las solicitudes de cada ApplicationMaster y realiza la planifica-
cio´n de recursos en los nodos disponibles.
5. Cada ApplicationMaster genera una cola de Containers necesarios para procesar los datos de
entrada, y lanza cada Container en el nodo planificado.
6. Cada Container ejecuta su tarea e informa al ApplicationMaster sobre su estado.
7. El proceso se repite desde el paso tres hasta que se ejecutan todos los Containers requeridos.
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2.4 Entorno de experimentacio´n
En esta seccio´n se presenta el entorno de experimentacio´n utilizado a lo largo de toda la inves-
tigacio´n. Para ello, se detalla la configuracio´n y el despliegue de cada tecnolog´ıa empleada.
La realizacio´n de los experimentos de esta tesis ha requerido el despliegue de las dos tecnolog´ıas
anteriormente descritas, adema´s de toda la configuracio´n hardware impl´ıcita. Por una parte, se ha
desplegado un entorno de computacio´n en la nube a trave´s de la creacio´n de dos nubes privadas
conectadas por una red de comunicacio´n configurable entre ambas partes, simulando un entorno
de nube h´ıbrida lo ma´s pro´ximo posible a la realidad. Por otra parte, sobre dicho entorno de
nube h´ıbrida se ha desplegado el framework Hadoop para la ejecucio´n de aplicaciones MapReduce,
haciendo uso de las ma´quinas virtuales (MVs) subyacentes.
La descripcio´n del entorno de experimentacio´n se ha dividido en tres partes principales. Primero
se describe la capa f´ısica en la que se presenta todo el equipamiento hardware utilizado, as´ı como
la visio´n general de la arquitectura del sistema. Posteriormente se detalla la configuracio´n realizada
en la primera capa lo´gica, en la que se realiza el despliegue de dos nubes privadas para la formacio´n
de una nube h´ıbrida a trave´s de OpenStack. Finalmente, se describe la configuracio´n realizada en
la segunda capa lo´gica, en la que se detalla el despliegue del framework Hadoop MapReduce sobre
la nube h´ıbrida desplegada, tal y como se muestra en la Figura 2.6.
Kinton
OpenStack
Hadoop
Capa física: Hardware
Capa lógica: Computación
en la nube
Capa lógica: Procesamiento
de Big Data
Figura 2.6: Capas del entorno de experimentacio´n.
2.4.1 Equipamiento
Todos los experimentos realizados en esta tesis han utilizado el mismo entorno de experimen-
tacio´n. Para ello, se ha hecho uso del clu´ster Kinton del grupo HPC&A de la Universidad Jaume
I.
Este clu´ster esta´ formado por un total de 9 nodos de co´mputo divididos en dos grupos segu´n
sus caracter´ısticas. El primer grupo consta de un total de 5 nodos de menos capacidad, que hemos
denominado thin, dedicados a tareas de gestio´n. El segundo grupo consta de 4 nodos ma´s potentes,
que hemos denominado fat, con capacidad y potencia suficiente para albergar varias ma´quinas
virtuales al mismo tiempo. Todos los nodos del clu´ster esta´n conectados a dos conmutadores de red
de tipo Gigabit de 24 puertos. En las Tablas 2.1 y 2.2 se muestran las caracter´ısticas te´cnicas del
grupo thin y fat, respectivamente.
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Nodos thin
Fabricante HP
Modelo Proliant DL120 G6
Procesador Intel Xeon X3430 (4 nu´cleos a 2,67 GHz)
Memoria 4 GB
Tarjeta de red 2 Fast Ethernet (100 Mbps) y 1 Gigabit Ethernet (1 Gbps)
Disco duro 500 GB 7200 rpm
Tabla 2.1: Caracter´ısticas te´cnicas de los nodos thin.
Nodos fat
Fabricante Supermicro
Modelo Twin 2U
Procesador Dual Xeon E5-2630v3 (2×8 nu´cleos a 2,4 GHz)
Memoria 64 GB DDR4 2133 MHz
Tarjeta de red 2 Gigabit Ethernet (1 Gbps)
Disco duro 480 GB SSD
Tabla 2.2: Caracter´ısticas te´cnicas de los nodos fat.
El sistema operativo (SO) que utiliza Kinton es la distribucio´n de Linux Rocks 6.1.1, un SO
basado en CentOS para el despliegue y gestio´n de clu´steres de computadores. En este caso, uno de
los nodos thin se ha utilizado como frontend del clu´ster para acceder al resto de nodos, quedando
por tanto 4 nodos thin disponibles para cualquier propo´sito requerido.
2.4.2 Arquitectura
En la Figura 2.7 se muestra la arquitectura general del entorno de experimentacio´n. En ella se
detalla el despliegue tanto de la capa f´ısica, como de las dos capas lo´gicas.
Como se puede observar en la Figura 2.7, cada nodo f´ısico se ha designado para ejercer un rol
dentro del despliegue de OpenStack, donde 2 nodos thin y 1 fat se han designado para la creacio´n
de una primera nube privada a la que denominamos on-premise, y los otros 2 nodos thin y 3 fat
para la formacio´n de una segunda nube privada que simula una nube pu´blica a la que denominamos
off-premise. Esta nomenclatura se utilizara´ para el resto de la tesis.
Cada despliegue de OpenStack para la formacio´n de una nube privada requiere de una arquitec-
tura en la que exista al menos un nodo de control de la nube (Controller), un nodo para la gestio´n
de la red de las MVs (Network) y uno o mu´ltiples nodos de co´mputo (Compute) para albergar
las MVs. Dado que las tareas de gestio´n de la nube y de la red no requieren de nodos de gran
capacidad, se han utilizado los nodos thin para dicho propo´sito en cada una de las nubes, y el resto
de nodos fat de ma´s capacidad para albergar las MVs.
OpenStack tambie´n requiere de una configuracio´n de red espec´ıfica (que se explica con ma´s
detalle en la siguiente seccio´n) para separar el tra´fico de red de cada servicio. Por tanto, en todos
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los nodos de cada nube se ha conectado su interfaz de red NIC0 al correspondiente conmutador de
1 Gbps, formando una subred que OpenStack utiliza para administracio´n. Posteriormente, en cada
nodo Compute y Network se ha utilizado un segundo interfaz de red NIC1 formando una segunda
subred dedicado a aislar el tra´fico interno de las MVs de cada nube. Finalmente, se ha conectado
una tercera interfaz de red NIC2 de los nodos Network a su correspondiente conmutador de 1 Gbps
para crear una subred que OpenStack utiliza para redirigir todo el tra´fico externo de las MVs. En
este u´ltimo caso, OpenStack crea un enrutador virtual en cada nube para gestionar dicho tra´fico, el
cual esta´ f´ısicamente mapeado a un puerto del nodo Network para ofrecer una comunicacio´n entre
nubes a trave´s de este enlace. En la nube on-premise se han desplegado un total de 4 MVs, y 12
MVs en la nube off-premise.
Sobre el despliegue de MVs on-premise se ha instalado el framework Hadoop MapReduce.
Hadoop requiere de una arquitectura maestro/esclavo, por lo que una de las MVs on-premise se
ha utilizado como maestro y las tres restantes como esclavos. Este despliegue de Hadoop se ha
complementado con 12 MVs off-premise, configuradas como esclavos, como parte del despliegue
de Hadoop on-premise. De esta forma, cualquier aplicacio´n MapReduce ejecutada en este entorno
utiliza tanto las MVs on-premise como off-premise, lo que da lugar a una nube h´ıbrida.
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Figura 2.7: Arquitectura general del entorno de experimentacio´n.
2.4.3 Despliegue de OpenStack
Tal y como se ha descrito en la seccio´n anterior, una arquitectura ba´sica de OpenStack esta´ for-
mada por al menos un nodo de control o Controller, que se encarga de gestionar y orquestar todos
los servicios de una nube de OpenStack; un nodo de red o Network, que gestiona toda la topolog´ıa
de red virtual creada en OpenStack para las MVs y otros servicios de red; y uno o mu´ltiples nodos
de co´mputo o Compute, que permiten el despliegue de MVs a trave´s de un hipervisor.
En este caso, se ha instalado la versio´n Icehouse de OpenStack junto con el hipervisor de
ma´quinas virtuales QEMU/KVM 0.12.1. En cada nodo de control se han instalado los servicios de
gestio´n de MVs (Nova), red (Neutron), autenticacio´n (Keystone) y gestio´n de ima´genes (Glance).
En cada nodo de red se ha instalado el servicio principal de red, Neutron. Finalmente, en los nodos
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de co´mputo se han instalado los servicios de gestio´n de MVs y de red, Nova y Neutron, para la
creacio´n de MVs y configuracio´n de su red virtual. En la Figura 2.8 se muestran los servicios de
OpenStack utilizados en cada caso.
Keystone
Glance
Nova
Neutron
Neutron
Nova
Neutron
Controller Network Compute
Figura 2.8: Servicios de OpenStack utilizados para cada tipo de nodo.
En una configuracio´n t´ıpica basada en Neutron (el servicio de gestio´n de red OpenStack esta´ndar),
hay tres dominios de comunicacio´n separados conceptualmente: la red de gestio´n o Management (es
decir, utilizada para mensajes de control y tra´fico administrativo), la red interna o Tunneling (es
decir, el tra´fico entre las instancias de MVs, que utilizan direcciones IP privadas), y la red externa
o External (es decir, el tra´fico entre las instancias de MV y el exterior de la nube). Como se mues-
tra en la Figura 2.7 de la arquitectura general, en cada nodo de co´mputo se crea un conmutador
virtual, gestionado por Neutron y mapeado a la interfaz f´ısica NIC1 de Tunneling, que permite
comunicar todas las MVs de una nube a trave´s de una subred virtual independiente. Sin embargo,
toda la comunicacio´n con el exterior de la nube se encamina a trave´s del nodo de red, utilizando
un enrutador virtual creado con este fin y mapeado a la interfaz f´ısica de red NIC2. Por lo tanto,
en una configuracio´n de nube h´ıbrida que involucre dos despliegues de OpenStack, todo el tra´fico
producido entre MVs on-premise y off-premise debe pasar a trave´s de la red externa (interfaz de red
NIC2 ) de cada nodo de red, lo que le convierte en un enlace de´bil , ya debe soportar el rendimiento
agregado de todas las MVs on-premise y off-premise.
Para nuestros experimentos se ha creado un nuevo tipo de MV similar a la instancia m4.xlarge
de Amazon AWS para simular un escenario ma´s pro´ximo a la realidad, con 4 CPUs virtuales
(o vCPUs), almacenamiento local HDD de 100 GB y 16 GB de RAM. Con estas caracter´ısticas,
cada nodo de co´mputo tiene la capacidad de alojar 4 MV simulta´neamente. Dado que dos MVs
ubicadas conjuntamente pueden comunicarse mucho ma´s ra´pido que dos MV remotas (comunicacio´n
loopback), se ha limitado el ancho de banda de red de cada MV a un 1 Gbps para obtener un entorno
uniforme, donde todas las ma´quinas virtuales puedan comunicarse entre s´ı a la misma velocidad,
sin importar do´nde se encuentren ubicadas. Adema´s, dado que el disco duro es compartido por 4
MVs en cada nodo f´ısico, se ha limitado tambie´n el rendimiento del disco de cada MV para obtener
los mismos rendimientos de acceso a disco, independientemente del nu´mero de MVs desplegadas en
cada caso.
En cada MV se ha instalado el sistema operativo Ubuntu 14.04 LTS Server y se ha generado
una clave de seguridad RSA, donde cada clave pu´blica se ha distribuido por el resto de MVs para
que la comunicacio´n SSH entre MVs no requiera de autenticacio´n a trave´s de usuario y contrasen˜a.
Por u´ltimo, la red externa que conecta las dos nubes y que esta´ gestionada por ambos nodos
de red se ha configurado para poder limitar su capacidad a 1 Gbps o a 100 Mbps, de forma que
permita realizar distintos experimentos en los que se simule la contratacio´n de un proveedor de
servicios de Internet (ISP) de alta velocidad u otro de una velocidad ma´s esta´ndar.
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2.4.4 Despliegue de Hadoop
Sobre la configuracio´n de dos nubes OpenStack en el clu´ster Kinton se ha desplegado el fra-
mework Hadoop MapReduce, versio´n 2.6.0, en todas las MVs. La instalacio´n de Hadoop consta
de cuatro mo´dulos principales que se han instalado en cada MV: el nu´cleo del sistema Hadoop,
el mo´dulo de almacenamiento distribuido HDFS, el mo´dulo YARN de planificacio´n y ejecucio´n de
tareas, y el mo´dulo que implementa el modelo de programacio´n MapReduce. Cada uno de estos
mo´dulos posee su propia configuracio´n, en la cual se pueden parametrizar cientos de aspectos a
trave´s de los siguientes ficheros:
• core-site.xml: fichero de configuracio´n del nu´cleo de Hadoop.
• hdfs-site.xml: fichero de configuracio´n de HDFS.
• yarn-site.xml: fichero de configuracio´n de YARN.
• mapred-site.xml: fichero de configuracio´n MapReduce.
La mayor´ıa de estos para´metros tiene un valor por defecto para agilizar el proceso de configu-
racio´n. Sin embargo, hay ciertos para´metros que dependen tanto de la arquitectura sobre la que
se instala Hadoop, como del tipo de aplicacio´n que se desee optimizar, y e´stos deben configurar-
se manualmente para obtener el ma´ximo rendimiento. En nuestro caso, estos para´metros se han
configurado para que cada una de las MVs tenga disponible 4 slots (espacio de memoria para con-
tenedores de tareas Map o Reduce) para tareas Map, o 2 slots para tareas Reduce. A continuacio´n
se detallan algunos de los para´metros principales configurados en cada fichero de configuracio´n:
Para´metros del nu´cleo de Hadoop:
En el nu´cleo de Hadoop es conveniente cambiar algunos para´metros como el buffer de E/S por
defecto para obtener un mejor rendimiento. Es recomendable utilizar un valor entre 64 y 128 KB
(Kilobytes). Adema´s, en este fichero es donde se especifica el tipo de sistema de almacenamiento
que se desea utilizar, en nuestro caso HDFS.
A continuacio´n se detallan los para´metros espec´ıficos que se han configurado en el fichero
core-site.xml:
• Taman˜o del buffer de E/S de ficheros: 128 KB.
• Especificacio´n del uso de HDFS como sistema de almacenamiento.
Para´metros de HDFS:
En HDFS se trabaja en pequen˜as cantidades de informacio´n a las que llama bloques. E´stos esta´n
normalmente comprendidos entre valores de 64 y 128 MB (Megabytes) debido a que se trabaja con
ficheros de gran taman˜o (Gibabytes, Petabytes, etc). HDFS tiene como objetivo dividir estos ficheros
en bloques de un taman˜o fijo y distribuirlos por todos los nodos del clu´ster. Debido a la cantidad
de tra´fico que se produce al distribuir todos estos bloques, en nuestro caso se ha optado por utilizar
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un taman˜o de bloque relativamente grande de 128 MB. Adema´s, HDFS replica todos los bloques
en un factor determinado para conseguir tolerancia a fallos. En este caso se ha configurado para
que realice 3 re´plicas de cada bloque.
A continuacio´n se muestran los para´metros que se han configurado en el fichero hdfs-site.xml:
• Taman˜o de bloque: 128 MB.
• Re´plica: 3
Para´metros de YARN:
YARN se encarga de planificar y ejecutar containers o contenedores, los cuales contienen toda
la informacio´n de la tarea que deben ejecutar, la ubicacio´n de su bloque de datos, as´ı como el nodo
donde se deben ejecutar. Cada uno de estos contenedores utiliza la memoria del nodo donde se
ejecuta para obtener un mejor rendimiento. Por tanto, dicha memoria se debe reservar y liberar
una vez completada su tarea. En este fichero se especifica el taman˜o mı´nimo y ma´ximo que puede
tener un contenedor para poder ejecutarse en un nodo. Estos para´metros dependen de la cantidad
de memoria que se desee utilizar en cada nodo. En nuestro caso, cada MV posee 16 GB (Gigabytes)
de memoria, de los cuales 2 GB se han reservado para el sistema operativo. Los 14 GB restantes se
han especificado en este fichero de configuracio´n para que Hadoop los utilice como ma´s le convenga.
Concretamente, se ha especificado un taman˜o mı´nimo de contenedor de 1.792 MB y un ma´ximo de
14.336 MB, con lo cual YARN puede lanzar entre 1 y 8 contenedores en cada MV.
Finalmente, se debe indicar cua´l es el nodo maestro de Hadoop a trave´s de la direccio´n IP de e´ste.
A continuacio´n se muestran los para´metros que se han configurado en el fichero yarn-site.xml:
• Cantidad de memoria disponible: 14.336 MB
• Taman˜o mı´nimo de contenedor: 1.792 MB
• Taman˜o ma´ximo de contenedor: 14.336 MB
• Direccio´n IP del nodo maestro.
Para´metros de MapReduce:
Cada contenedor creado por YARN puede contener un tipo de tarea distinta. En este caso, al
utilizar el modelo de programacio´n MapReduce, un contenedor puede poseer una tarea Map o una
tarea Reduce. Sin embargo, cada tipo de tarea necesita una cantidad mı´nima de memoria para poder
ejecutarse correctamente, la cual debe acoplarse al taman˜o de contenedor configurado. En este caso
se ha configurado este fichero para que cada tarea Map disponga de 3.584 MB, y cada tarea Reduce
de 7.168 MB. Con estas decisiones, YARN es capaz de lanzar hasta 4 contenedores de tipo Map
o hasta 2 contenedores de tipo Reduce en cada MV. Adema´s, como se ha descrito anteriormente,
cuando YARN inicia una aplicacio´n se ejecuta un contenedor especial llamado ApplicationMaster
que realiza la funcio´n de gestio´n de la aplicacio´n. Este contenedor se ha configurado con un taman˜o
de 7.168 MB, de forma que una vez planificado quede espacio disponible en dicho nodo para otros
contenedores.
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Como se puede observar, el concepto de slot en Hadoop se configura a trave´s de esta gestio´n
de memoria, por lo que podemos hablar de que cada MV posee 4 slots disponibles para tareas
Map o 2 slots para tareas Reduce, o bien la combinacio´n de ambos. A continuacio´n se muestran los
para´metros configurados en el fichero mapred-site.xml:
• Taman˜o ma´ximo para una tarea Map: 3.584 MB
• Taman˜o ma´ximo para una tarea Reduce: 7.168 MB
• Taman˜o ma´ximo del (ApplicationMaster): 7.168 MB
Una vez configurados todos los para´metros en todas las MVs, se ha especificado que´ MVs van
ejercer el rol de esclavos y que´ MV realizara´ la gestio´n de nodo maestro. Para ello, se ha utilizado
el fichero slaves de la MV designada como maestro y ubicada en la nube on-premise.
Cabe destacar que, aunque todas las MVs, tanto on-premise como off-premise, contengan toda
la instalacio´n y configuracio´n de Hadoop, e´stas solo formara´n parte del sistema si se lanzan todos
los servicios de Hadoop necesarios y se agregan al fichero slaves de la MV maestro. De este modo,
podemos partir de un clu´ster Hadoop de una sola MV como esclavo hasta 15 MVs como esclavos
de Hadoop, utilizando ambas nubes de forma h´ıbrida.
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H-Stat: Entorno de extraccio´n estad´ıstica para Hadoop
Como parte de la investigacio´n y experimentacio´n realizada en esta tesis surge la necesidad de
analizar los detalles relativos a la ejecucio´n de una aplicacio´n MapReduce en una nube h´ıbrida. Esto
incluye informacio´n relativa a la planificacio´n de tareas que realiza MapReduce en dicho entorno,
extraccio´n de estad´ısticas de cada una de las tareas, informacio´n sobre la utilizacio´n de los recursos
de la infraestructura, as´ı como informacio´n relativa tanto al uso del sistema de almacenamiento
HDFS como al tra´fico de datos producido entre ambas nubes.
Cada mo´dulo de Hadoop permite activar su depuracio´n para un posterior ana´lisis de su ejecu-
cio´n. Sin embargo, la extraccio´n de informacio´n relevante a partir de los ficheros de registro que
produce Hadoop no es una tarea sencilla. La mayor´ıa de los ficheros que se generan esta´n orientados
a la depuracio´n de la implementacio´n de Hadoop; por tanto, suelen ser ficheros sin formatear y de
un gran volumen.
Con el fin de extraer toda esta informacio´n en un formato sencillo y fa´cil de analizar, se ha
desarrollado un entorno de extraccio´n de datos para Hadoop, que permite obtener y combinar
todos los ficheros de registro que se producen, junto con informacio´n adicional acerca del uso de la
infraestructura utilizada. Esto permite realizar un completo ana´lisis estad´ıstico mediante una serie
de herramientas incorporadas en dicho entorno, e implementadas para este fin.
En este cap´ıtulo se presenta dicho entorno, llamado H-Stat, compuesto por una coleccio´n de
herramientas desarrolladas durante esta tesis para la extraccio´n de informacio´n estad´ıstica de la
ejecucio´n de una aplicacio´n Hadoop MapReduce. En primer lugar se presenta el entorno de extrac-
cio´n de datos, para posteriormente introducir las herramientas que componen el nu´cleo de H-Stat,
que son: H-Parser, H-Profile, H-HDFS y H-Traffic.
3.1 Entorno de extraccio´n
En esta seccio´n se presenta la visio´n general del entorno H-Stat. El uso de H-Stat requiere una
configuracio´n previa del entorno, as´ı como el uso de algunas herramientas complementarias. Por
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tanto, a continuacio´n se describen todos los requisitos y la configuracio´n necesaria para utilizar
H-Stat. Adema´s, se presenta su arquitectura y flujo de trabajo.
3.1.1 Requisitos previos
H-Stat requiere una configuracio´n de Hadoop espec´ıfica que asegure la generacio´n de todos los
ficheros de registro que sera´ necesario analizar tras una ejecucio´n de una aplicacio´n MapReduce.
Adema´s, H-Stat requiere el uso de una serie de herramientas complementarias para monitorizar
los recursos f´ısicos donde se ejecuta Hadoop MapReduce (Sysstat), para ayudar a la extraccio´n
de informacio´n sobre tareas MapReduce (Rumen) o para visualizar las trazas (Paraver) creadas
con nuestra herramienta. Todos los datos deben, adema´s, estar perfectamente sincronizados en una
l´ınea de tiempo, de cara a poder establecer posteriormente relaciones entre ellos. En los siguientes
puntos se describen las herramientas complementarias utilizadas y la configuracio´n necesaria para
el correcto uso de H-Stat.
Configuracio´n de Hadoop
H-Stat hace uso de los datos de registro (ficheros de log) de Hadoop a partir de la ejecucio´n de
una aplicacio´n MapReduce, teniendo en cuenta los servicios implicados en la ejecucio´n, tales como
YARN, HDFS o MapReduce. Para ello, se deben activar una serie de para´metros en el fichero de
configuracio´n de cada mo´dulo de Hadoop, de forma que asegure la generacio´n de toda la informacio´n
necesaria.
En primer lugar, en el fichero de configuracio´n de MapReduce se debe activar el uso del historial
de trabajos MapReduce, de forma que recopile informacio´n acerca de las tareas y acciones Map-
Reduce ocurridas durante todo el transcurso de su ejecucio´n. Para ello, se debe indicar la direccio´n
IP del servidor de historial de trabajos (Job History Server), y los directorios temporales sobre los
que escribira´n los ficheros intermedios y los completados.
• mapreduce.jobhistory.address
• mapreduce.jobhistory.intermediate-done-dir
• mapreduce.jobhistory.done-dir
En segundo lugar, se debe activar la depuracio´n en la configuracio´n de HDFS para que recopile
informacio´n con respecto al tra´fico de bloques de datos entre los nodos participantes:
• log4j.logger.org.apache.hadoop.hdfs.server.datanode.DataNode.clienttrace = DEBUG
Finalmente, se debe iniciar el demonio de registro de historial de trabajos de Hadoop para
que recopile informacio´n acerca de la ejecucio´n de una aplicacio´n MapReduce en los directorios
indicados en el primer paso:
• mr-jobhistory-daemon.sh
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Rumen
Apache Rumen [7] es una herramienta de extraccio´n de informacio´n histo´rica de tareas Map-
Reduce, a partir de un fichero de registro de un trabajo MapReduce ejecutado.
En nuestro caso, H-Stat hace uso de Rumen para generar dos ficheros en formato json, job-
trace.json y job-topology.json, a partir de los ficheros de registro extra´ıdos de una ejecu-
cio´n. El fichero job-trace.json contiene la informacio´n relativa al inicio, finalizacio´n, estado y
otros para´metros de todas las tareas MapReduce ejecutadas para una aplicacio´n. Y el fichero
job-topology.json contiene la informacio´n acerca de los nodos f´ısicos implicados para su ejecu-
cio´n, en nuestro caso MVs.
Sysstat
Sysstat [43] es un conjunto de utilidades para la monitorizacio´n del rendimiento y de la actividad
de sistemas Linux. Sysstat contiene varias utilidades y herramientas que permiten planificar de
forma automa´tica la recogida de datos de actividad y rendimiento del sistema. Algunos de los
para´metros que permite monitorizar son estad´ısticas de utilizacio´n de CPU, E/S de disco, E/S de
red y utilizacio´n de memoria, entre otras.
H-Stat hace uso de Sysstat para extraer la informacio´n relativa a los nodos implicados en una
ejecucio´n de una aplicacio´n MapReduce. De esta forma, se obtiene informacio´n sobre CPU, E/S de
disco, E/S de red y memoria de cada uno de los nodos con una frecuencia de muestreo espec´ıfica
(en nuestro caso de 5 segundos).
TakTuk
TakTuk [22] es un software que permite la ejecucio´n paralela de comandos en un clu´ster. Es
un administrador de nodos, que intenta minimizar al ma´ximo el tiempo requerido para lanzar un
comando a los nodos de un clu´ster, ejecuta´ndolo de forma eficiente y paralela. TakTuk permite
enviar comandos, adema´s de copiar, enviar o recibir datos de todos los nodos del clu´ster con un
solo comando.
En un entorno como el presentado en nuestro caso, H-Stat hace uso de TakTuk como herramienta
para la obtencio´n de informacio´n de los nodos de Hadoop, enviar y recibir datos, as´ı como comprobar
el estado de todos ellos en cada caso.
Paraver
Paraver [77] es una herramienta de visualizacio´n de trazas desarrollada en el Centro de Super-
computacio´n de Barcelona (BSC), que permite la visualizacio´n gra´fica y ana´lisis de co´digos paralelos
basados en herramientas paralelas como OpenMP, MPI, OpenMP+MPI, etc. Paraver proporciona
un potente entorno para inspeccionar el paralelismo y la escalabilidad de una aplicacio´n, as´ı como
para obtener me´tricas para caracterizar un programa y su rendimiento.
En nuestro caso, H-Stat permite crear trazas adaptadas al formato de Paraver, que contienen la
informacio´n relativa al inicio, finalizacio´n y estado de cada una de las tareas MapReduce ejecutadas,
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as´ı como la informacio´n relativa a los nodos utilizados. De este modo, Paraver permite sincronizar
y visualizar esta informacio´n en una l´ınea temporal para el posterior ana´lisis de dichos resultados.
3.1.2 Arquitectura
En la Figura 3.1 se muestra la arquitectura de H-Stat en un ejemplo de ejecucio´n de una
aplicacio´n Hadoop MapReduce, en este caso PageRank [18], sobre un escenario de nube h´ıbrida
compuesto por 4 MVs on-premise (mr-onpremise-0 ejerce de MV de administracio´n y el resto de
co´mputo de Hadoop) y 3 MVs off-premise (como MVs de co´mputo de Hadoop).
Como se muestra en la Figura 3.1, H-Stat se encarga de recoger los datos de registro almacenados
en cada una de las MVs participantes en la ejecucio´n de la aplicacio´n. H-Stat recopila la informacio´n
de cada MV de cada nube a trave´s de Sysstat, los registros de HDFS (HDFS Logs), el directorio
Job History y los dos ficheros generados por Rumen (job-trace.json y job-topology.json).
Estos datos son almacenados en una base de datos para su posterior explotacio´n con la coleccio´n
de herramientas de H-Stat descritas en la siguiente seccio´n.
mr#onprem#0)
mr#onprem#2)
mr#onprem#3)
mr#oﬀprem#0)
mr#oﬀprem#1)
mr#oﬀprem#2)
Nube)Privada) Nube)Pública)
Nube%Híbrida%
H#Stat)
Sysstat)
HDFS)Logs)
Job)History)
job#trace.json)
job#topology.json)
Sysstat)
HDFS)Logs)
Job)History)
job#trace.json)
job#topology.json)
H#Parser) H#Proﬁle) H#HDFS) H#Traﬃc)
Map)Media)
Shuﬄe)Media)
Sort)Media)
Reduce)Media)
…)
ID)Tarea)
Bloque)de)datos)
MB)
Duración)
…)
On#premise)a)Oﬀ#premise)
Oﬀ#premise)a)On#premise)
On#premise)locales)
Oﬀ#premise)locales)
…)
Aplicación)
MapReduce)
mr#onprem#1)
Figura 3.1: Arquitectura del entorno de extraccio´n de datos H-Stat.
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3.2 Herramientas de extraccio´n
En esta seccio´n se presentan las herramientas de H-Stat implementadas durante esta tesis para
la extraccio´n y el ana´lisis, tanto a nivel de evolucio´n temporal como estad´ıstico, de cada una de las
ejecuciones de las aplicaciones MapReduce en los diferentes escenarios de ejecucio´n. En concreto,
se presentan cuatro herramientas como parte del entorno de H-Stat, cada una de ellas encargada
de una parte del ana´lisis de los datos.
Para mostrar un ejemplo de salida de cada una de las herramientas presentadas en esta seccio´n,
se ha utilizado una arquitectura como la que se muestra en la Figura 3.1, en la que se ha ejecutado
la aplicacio´n PageRank sobre 3 MVs on-premise (las 3 MVs destinadas a co´mputo) y 3 MVs off-
premise de una nube h´ıbrida, utilizando un enlace de´bil de 100 Mbps. Por claridad, y para facilitar
la lectura de este documento, solo se mostrara´ parte de la informacio´n obtenida en cada caso.
Una de las caracter´ısticas de H-Stat es su capacidad de extraccio´n y ana´lisis de datos de apli-
caciones MapReduce iterativas, las cuales constan de varios trabajos MapReduce para completar
la totalidad de su ejecucio´n. Todas las herramientas de H-Stat permiten el ana´lisis de este tipo de
aplicaciones, consiguiendo obtener estad´ısticas globales de toda la ejecucio´n completa.
La aplicacio´n PageRank es un tipo de aplicacio´n MapReduce iterativa, que ejecuta varias itera-
ciones de trabajos MapReduce hasta converger. La funcionalidad de esta aplicacio´n queda fuera del
contenido de este cap´ıtulo, ya que e´sta u´nicamente sirve como ejemplo de uso del entorno H-Stat
y de la informacio´n que permiten extraer cada una de las herramientas de H-Stat presentadas a
continuacio´n.
3.2.1 H-Parser
H-Parser es una herramienta de ana´lisis y creacio´n de trazas a partir de los datos histo´ricos
de la ejecucio´n de una aplicacio´n MapReduce. Es capaz de clasificar y sincronizar las etapas de
cada una de las tareas MapReduce ejecutadas en cada nodo, y crear una traza de informacio´n que
permite visualizar su planificacio´n de tareas en una l´ınea temporal. Es decir, extrae informacio´n de
inicio y finalizacio´n de cada una de las tareas MapReduce (Map, Shuﬄe, Sort y Reduce) y genera
un fichero de trazas con el formato adecuado para poder ser visualizado por Paraver. Adema´s,
combina esta informacio´n con informacio´n relativa a la utilizacio´n de recursos de la infraestructura
empleada, es decir, para´metros relativos a la CPU, E/S de disco, E/S de red y memoria utilizada en
cada nodo f´ısico (en nuestro caso MVs), todo ello integrado tambie´n en el fichero de trazas. De esta
forma, permite tener una visio´n general de la distribucio´n de tareas realizada en una determinada
ejecucio´n, as´ı como su aprovechamiento de recursos f´ısicos.
H-Parser utiliza como datos de entrada:
• Los ficheros job-topology.json y job-trace.json generados por la herramienta Rumen,
que contienen el detalle de cada una de las tareas MapReduce ejecutadas, adema´s de la
informacio´n acerca de la topolog´ıa f´ısica utilizada.
• La informacio´n obtenida por Sysstat acerca de la utilizacio´n de los recursos de co´mputo
empleados en la ejecucio´n de la aplicacio´n, en cuanto a utilizacio´n de CPU, E/S de red, E/S
de disco y memoria.
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Map Shuffle Sort Reduce Map Cancelado Reduce Cancelado Slot libre
Map Map cancelado
Shuffle Sort Reduce
Reduce cancelado
Slot libre
Tiempo de 
inicio
Tiempo de 
ejecución
Nombre del nodo y 
slot disponible
Figura 3.2: Descripcio´n de los elementos de visualizacio´n obtenidos por H-Parser. Visor: Paraver.
En la Figura 3.2 se describen los elementos, relativos a las etapas MapReduce, que aparecen
en la visualizacio´n de una traza creada con esta herramienta, haciendo uso de Paraver para su
visualizacio´n. Como se puede observar, se trata de una l´ınea temporal en la que cada fila corresponde
a un slot de un determinado nodo f´ısico o MV. En cada slot aparece el detalle de la planificacio´n
que ha realizado Hadoop en cada etapa MapReduce. A continuacio´n se describe cada elemento:
• Nombre del nodo y slot disponible: en el eje de ordenadas se representan los slots de
cada uno de los nodos de la infraestructura; por ejemplo, mr-onprem-4 SLOT1 indica, en este
caso, el slot nu´mero 1 de la MV mr-onpremise-4.
• Slot libre: en azul claro se representa el tiempo en el que el slot correspondiente no esta´ siendo
utilizado.
• Tiempo de inicio: corresponde con el tiempo inicial desde el cual empieza la ejecucio´n de
la aplicacio´n y su correspondiente monitorizacio´n.
• Tiempo de ejecucio´n: representa el tiempo que ha tardado la aplicacio´n en terminar su
ejecucio´n.
• Map: en azul oscuro se representa el tiempo de ejecucio´n de una tarea Map en un determinado
slot de un nodo.
• Reduce: en verde oscuro se representa el tiempo de ejecucio´n de una tarea Reduce en un
determinado slot de un nodo.
• Shuﬄe: en rojo se representa el tiempo de ejecucio´n de la fase Shuﬄe en un determinado
slot de un nodo.
• Sort: en amarillo se representa el tiempo de ejecucio´n de la fase Sort en un determinado slot
de un nodo.
• Map cancelado: las tareas Map que han sido canceladas por Hadoop debido a cualquier
tipo de error se muestran en la l´ınea de tiempo como franjas de color morado.
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• Reduce cancelado: las tareas Reduce que han sido canceladas por Hadoop debido a algu´n
tipo de error se muestran en la l´ınea de tiempo como franjas de color verde claro.
Finalmente, en la Figura 3.3 se muestra un ejemplo de salida completa de la ejecucio´n de la
primera iteracio´n de PageRank sobre la nube h´ıbrida descrita al inicio de esta seccio´n. En esta
figura se muestran los elementos completos sincronizados con la utilizacio´n de recursos de CPU,
E/S de red, E/S de disco y memoria. En este caso concreto se muestra u´nicamente una MV on-
premise (mr-onprem-1 ) y una MV off-premise (mr-offprem-0 ) por una cuestio´n de espacio, pero
en la salida real se mostrar´ıan las seis MVs completas. En la parte superior de la figura se puede
apreciar la l´ınea de tiempo de planificacio´n de tareas MapReduce, en la que cada MV dispone de
cuatro slots disponibles (cuatro para tareas Map y dos para tareas Reduce). En la parte inferior de
la figura se muestra la utilizacio´n de los nodos, sincronizados con la l´ınea de tiempo, cada uno con
su escala correspondiente. Se presenta, en orden desde arriba hacia abajo en la figura, el porcentaje
de utilizacio´n de CPU, la cantidad de informacio´n que se transfiere por la red, la cantidad de
informacio´n le´ıda o escrita en el disco y el porcentaje de utilizacio´n de memoria.
Realizando un pequen˜o ana´lisis de la figura, se observa una alta actividad de la CPU correspon-
diente a la fase Map, lo que muestra una gran eficiencia en cuanto a la utilizacio´n de los recursos en
dicha fase, cercana al 100 %. Respecto a las transferencias por la red, se observa en la gra´fica de la
red (NetRx) que existen 4 picos de comunicacio´n que coinciden con la fase Shuﬄe de cada una de
las tareas MapReduce, momento que se corresponde con la transferencia de la salida producida por
las tareas Map a las tareas Reduce a trave´s de dicha red. Tambie´n se observa que las lecturas de
disco (DiscRd) se realizan exclusivamente en las tareas Map, ya que es cuando se realiza la lectura
de los datos de entrada desde HDFS. En cambio, en las tareas Reduce se observa ma´s actividad
en la escritura en disco (DiscWd) y en las transferencias en la red, debido a que las tareas Reduce
escriben su resultado final en HDFS y e´ste se replica en diferentes MVs. Por tanto, con un reducido
ancho de banda del enlace de´bil (en este caso de 100 Mbps) se produce un cuello de botella de
la red, repercutiendo en una infrautilizacio´n de la CPU en dichas tareas Reduce, aspecto que se
observa en la gra´fica de CPU en toda la fase Reduce.
Aunque la inspeccio´n visual nos permite entender fa´cilmente el comportamiento de las apli-
caciones, necesitamos tambie´n datos estad´ısticos fiables para utilizar en nuestros modelos. De la
extraccio´n de dichos datos estad´ısticos se encargan las herramientas H-Profile, H-HDFS y H-Traffic,
que se presentan a continuacio´n.
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Figura 3.3: Ejemplo de salida de H-Parser para la aplicacio´n PageRank. Visor: Paraver.
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3.2.2 H-Profile
Esta herramienta se encarga de extraer informacio´n estad´ıstica de cada uno de los trabajos Map-
Reduce ejecutados en un determinado escenario. Partiendo de la misma informacio´n proporcionada
por los ficheros job-trace.json y job-topology.json, e´sta permite extraer los para´metros que
se muestran en la Tabla 3.1 para cada uno de los trabajos Hadoop.
Para´metro Descripcio´n
No Trabajo Nu´mero de trabajo de una aplicacio´n MapReduce
Tiempo Ejecucio´n (s) Tiempo de ejecucio´n del trabajo
Tiempo Lanzamiento (s) Tiempo transcurrido desde la planificacio´n hasta la ejecucio´n del trabajo
Nombre Trabajo Nombre asignado al trabajo.
Total Maps Nu´mero total de tareas Map.
Total Reduce Nu´mero total de tareas Reduce.
Map Media (s) Tiempo medio de ejecucio´n de las tareas Map.
Map Desv. T´ıp. (s) Desviacio´n t´ıpica del tiempo de ejecucio´n de las tareas Map.
Map Ma´ximo (s) Tiempo ma´s alto de la ejecucio´n total de tareas Map.
Shuﬄe Media (s) Tiempo medio de ejecucio´n de las tareas Shuﬄe.
Shuﬄe Desv. T´ıp. (s) Desviacio´n t´ıpica del tiempo de ejecucio´n de las tareas Shuﬄe.
Shuﬄe Ma´ximo (s) Tiempo ma´s alto de la ejecucio´n total de las tareas Shuﬄe.
Sort Media (s) Tiempo medio de ejecucio´n de las tareas Sort.
Sort Desv. T´ıp. (s) Desviacio´n t´ıpica del tiempo de ejecucio´n de las tareas Sort.
Sort Ma´ximo (s) Tiempo ma´s alto de la ejecucio´n total de las tareas Sort.
Reduce Media (s) Tiempo medio de ejecucio´n de las tareas Reduce.
Reduce Desv. T´ıp. (s) Desviacio´n t´ıpica del tiempo de ejecucio´n de las tareas Reduce.
Reduce Ma´ximo (s) Tiempo ma´s alto de la ejecucio´n total de las tareas Reduce.
Planificacio´n Media (s) Tiempo medio de planificacio´n entre tareas.
Planificacio´n Desv. T´ıp. (s) Desviacio´n t´ıpica del tiempo de planificacio´n entre tareas.
Planificacio´n Ma´ximo (s) Tiempo ma´s alto de planificacio´n entre tareas.
Shuﬄe Datos Media (MB) Cantidad de datos media que recibe cada tarea Shuﬄe.
Reduce Datos Media (MB) Cantidad de datos media que escribe cada tarea Reduce.
Tabla 3.1: Descripcio´n de los para´metros obtenidos por H-Profile.
Puesto que uno de los objetivos principales de esta tesis es la prediccio´n del tiempo de finalizacio´n
de una aplicacio´n MapReduce iterativa en una nube h´ıbrida, es necesario crear un perfil previo de la
aplicacio´n que se desea modelar. Esta herramienta permite extraer aquellos para´metros relevantes
con el fin de crear un perfil concreto de la aplicacio´n. Algunos de los para´metros obtenidos, tales
como el tiempo medio de las tareas Map, la planificacio´n media entre tareas, la cantidad de datos
medios de Shuﬄe y Reduce o el total de tareas Map y Reduce, son factores invariantes de una
aplicacio´n, que tras una ejecucio´n en una arquitectura con un nu´mero diferente de nodos permanecen
constantes. E´stos u´ltimos son muy relevantes para el perfil, ya que, como se vera´ en los pro´ximo
cap´ıtulos, permiten ampliar o disminuir la cantidad de nodos homoge´neos de un clu´ster sin que se
vean modificados. El resto de para´metros sirven como ana´lisis del comportamiento de la aplicacio´n
en un escenario concreto.
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La informacio´n que obtiene esta herramienta es tratada previamente a trave´s de un proceso
estad´ıstico de eliminacio´n de picos para obtener informacio´n ma´s precisa, por el cual se eliminan
aquellos puntos que esta´n fuera de un determinado intervalo definido por la suma de la media y la
desviacio´n t´ıpica.
A continuacio´n, y siguiendo con el ejemplo experimental de la aplicacio´n PageRank descrita al
inicio de la seccio´n, se muestra un ejemplo de salida de H-Profile para los primeros cuatro trabajos
de PageRank en la Tabla 3.2.
Para´metro Valor
No Trabajo 1 2 3 4
Tiempo Ejecucio´n (s) 762,102 276,97 722,039 278,16
Tiempo Lanzamiento (s) 8,15 2,89 6,31 3,81
Nombre Trabajo Pagerank Stage1 Pagerank Stage2 Pagerank Stage1 Pagerank Stage2
Total Maps 98 48 144 48
Total Reduce 48 48 48 48
Map Media (s) 10,27 17,75 8,09 17,82
Map Desv. T´ıp. (s) 0,55 0,48 1,71 0,75
Map Ma´ximo (s) 11,51 18,81 10,33 19,71
Shuﬄe Media (s) 17,32 33,57 14,56 30,41
Shuﬄe Desv. T´ıp. (s) 2,63 2,01 2,96 3,06
Shuﬄe Ma´ximo (s) 32,95 44,2 25,41 38,08
Sort Media (s) 2,43 2,86 2,38 2,81
Sort Desv. T´ıp. (s) 0,08 0,06 0,096 0,072
Sort Ma´ximo (s) 2,71 3,11 3,29 3,41
Reduce Media (s) 112,65 9,97 108,86 11,043
Reduce Desv. T´ıp. (s) 4,74 0,88 1,85 0,84
Reduce Ma´ximo (s) 132,37 17,28 114,63 21,98
Planificacio´n Media (s) 1,78 1,85 1,73 1,87
Planificacio´n Desv. T´ıp. (s) 0,28 0,45 0,32 0,39
Planificacio´n Ma´ximo (s) 22,96 20,79 10,21 20,02
Shuﬄe Datos Media (MB) 56,81 116,31 56,7 115,94
Reduce Datos Media (MB) 122,02 4,48 121,66 4,47
Tabla 3.2: Ejemplo de salida de H-Profile de cuatro trabajos de PageRank.
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3.2.3 H-HDFS
H-HDFS se encarga de la extraccio´n de los datos relativos a la lectura/escritura de bloques de
datos del sistema distribuido de almacenamiento HDFS durante el intervalo de ejecucio´n de una
aplicacio´n MapReduce. En la Tabla 3.3 se muestran los para´metros que se extraen a partir de los
datos de registro (HDFS Logs).
La informacio´n que proporciona H-HDFS nos permiten realizar un ana´lisis detallado de las
acciones y transferencias de datos que se producen en HDFS. Por cada tarea Map o Reduce que se
ejecuta, se producen una serie de lecturas y/o escrituras en HDFS de los bloques de datos solicitados
por YARN. Todo ello nos permite analizar el comportamiento y preferencias de lectura/escritura
que produce HDFS en un entorno de nube h´ıbrida como el que se analiza en esta tesis.
Para´metro Descripcio´n
Id. Tarea Identificador de la tarea MapReduce (M Map, R Reduce).
IP Origen IP de origen de la transferencia.
IP Destino IP de destino de la transferencia.
Tiempo Inicial Tiempo inicial de la transferencia con precisio´n de segundos.
Tiempo Final Tiempo final de la transferencia con precisio´n de segundos.
Duracio´n (s) Duracio´n de la transferencia en segundos.
Tipo Operacio´n Tipo de operacio´n (lectura/escritura).
Taman˜o (MB) Cantidad de datos transferida en MB.
Bloque Bloque de datos implicado.
Transferencia Indica si la transferencia ha sido local o remota.
Ancho Banda (MB/s) Ancho de banda de la transferencia en MB/s.
Nodo Nodo implicado en la lectura o escritura.
Tabla 3.3: Descripcio´n de los para´metros obtenidos por H-HDFS.
Como ejemplo de salida, en la Tabla 3.4 se muestra el resultado que producir´ıa H-HDFS en la
aplicacio´n PageRank sobre la arquitectura descrita en la seccio´n 3.1, mostrando u´nicamente una
tarea Map y una Reduce. Haciendo un pequen˜o ana´lisis del ejemplo se puede observar que en este
caso la tarea Map necesita leer de tres bloques de datos distintos del HDFS para completar el
Split de datos solicitado por YARN (caso explicado en la seccio´n 2.3.2). Como se muestra en la fila
etiquetada como Transferencia, estas lecturas son locales, ya que dichos bloques se encuentran en
el mismo nodo (mr-offprem-1 ).
En el caso de la tarea Reduce, se puede observar que escribe tres bloques de datos iguales pero
en tres MVs distintas, dos en remoto y uno en local, lo cual nos indica que HDFS tiene configurada
una re´plica de un factor tres para proporcionar tolerancia a fallos. Hay que resaltar que, cuando
se muestra la duracio´n de la operacio´n de escritura, dicho tiempo corresponde a la duracio´n total
de las tres operaciones producidas en paralelo, ya que HDFS considera que el inicio y finalizacio´n
de escritura de un bloque incluye la escritura de todas su re´plicas, por tanto se muestra la misma
duracio´n en los tres bloques.
En la Figura 3.4 se muestra el flujo de datos de este ejemplo concreto. Como se ha descrito
anteriormente, los tres bloques que lee la tarea Map se encuentran en la misma MV (flechas gruesas).
Por contra, mediante flechas discontinuas se representan las escrituras que realiza la tarea Reduce
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en la MV local (mr-onprem-1 ) y en las MVs remotas (mr-offprem-1 y mr-offprem-0 ). Este flujo
de informacio´n se observa en las filas etiquetadas como IP Origen e IP Destino de la Tabla 3.4.
Para´metro Valor
Id. Tarea M 000000 M 000000 M 000000 R 000000 R 000000 R 000000
IP Origen 192.168.2.17 192.168.2.17 192.168.2.17 192.168.1.13 192.168.2.16 192.168.1.13
IP Destino 192.168.2.17 192.168.2.17 192.168.2.17 192.168.2.16 192.168.2.17 192.168.1.13
Tpo. Inicial 12:16:25.995 12:16:27.005 12:16:30.57 12:17:45.86 12:17:45.86 12:17:45.86
Tpo Final 12:16:26 12:16:31 12:16:38 12:19:56 12:19:56 12:19:56
Duracio´n (s) 0,0044 3,99 7,43 130,14 130,14 130,14
Tipo Op. READ READ READ WRITE WRITE WRITE
Taman˜o (MB) 0,011 129 8,57 122,02 122,02 122,02
Bloque blk 1148 blk 1145 blk 1146 blk 1153 blk 1153 blk 1153
Transferencia Local Local Local Remota Remota Local
Ancho B. (MB/s) 2,52 32,29 1,15 0,94 0,94 0,94
Nodo mr-offprem-1 mr-offprem-1 mr-offprem-1 mr-offprem-0 mr-offprem-1 mr-onprem-1
Tabla 3.4: Ejemplo de salida de H-HDFS para una tarea Map y una Reduce de PageRank.
Map
mr-offprem-0
IP: 192.168.2.16
mr-offprem-1
IP: 192.168.2.17
Reduce
mr-onprem-1
IP: 192.168.1.13
Blk
1145Blk1153
HDFS HDFS HDFS
Blk
1153
Blk
1153
Blk
1146
Blk
1148
Figura 3.4: Flujo de datos del ejemplo de salida de H-HDFS para una tarea Map y una Reduce de
PageRank.
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3.2.4 H-Traffic
H-Traffic es una herramienta que permite realizar un ana´lisis del tra´fico de datos que produce
una aplicacio´n en un entorno de nube h´ıbrida como el estudiado en esta tesis.
En la Tabla 3.5 se muestran todos los para´metros que se obtienen a trave´s de esta herramienta.
Para´metro Descripcio´n
No Trabajo Nu´mero de iteracio´n o trabajo dentro de una aplicacio´n
Tiempo Ejecucio´n (s) Tiempo de ejecucio´n del trabajo
HDFS LECTURAS (MB)
Off-premise desde On-premise Total de datos le´ıdos Off-premise desde los nodos On-premise
On-premise desde Off-premise Total de datos le´ıdos On-premise desde los nodos Off-premise
Local On-premise Total de datos le´ıdos en los nodos On-premise en local
Local Off-premise Total de datos le´ıdos en los nodos Off-premise en local
Total Datos Le´ıdos Total de datos le´ıdos de HDFS
HDFS ESCRITURAS (MB)
On-premise hacia Off-premise Total de datos escritos Off-premise desde los nodos On-premise
Off-premise hacia On-premise Total de datos escritos On-premise desde los nodos Off-premise
Local On-premise Total de datos escritos en los nodos On-premise en local
Local Off-premise Total de datos escritos en los nodos Off-premise en local
Total Datos Escritos Total de datos escritos en HDFS
SHUFFLE (MB)
Shuﬄe On-premise hacia Off-premise Datos Shuﬄe transferidos desde On-premise hacia Off-premise
Shuﬄe Off-premise hacia On-premise Datos Shuﬄe transferidos desde Off-premise hacia On-premise
Shuﬄe On-Premise Datos Shuﬄe transferidos On-premise
Shuﬄe Off-Premise Datos Shuﬄe transferidos Off-premise
Total Shuﬄe Total de datos Shuﬄe transferidos
ESTADI´STICAS
Maps On-premise Total de tareas Map ejecutadas On-premise
Reduces On-Premise Total de tareas Reduce ejecutadas On-premise
Maps Off-premise Total de tareas Map ejecutadas Off-premise
Reduces Off-premise Total de tareas Reduce ejecutadas Off-premise
Maps Cancelados On-premise Total de tareas Map canceladas On-premise
Reduces Cancelados On-premise Total de tareas Reduce canceladas On-premise
Maps Cancelados Off-premise Total de tareas Map canceladas Off-premise
Reduces Cancelados Off-premise Total de tareas Reduce canceladas Off-premise
Total Maps Satisfactorios Total de tareas Map ejecutadas de forma satisfactoria
Total Reduces Satisfactorios Total de tareas Reduce ejecutadas de forma satisfactoria
Tabla 3.5: Descripcio´n de los para´metros obtenidos por H-Traffic.
Esta herramienta parte de los datos extra´ıdos de H-Profile y H-HDFS para generar su salida. Se
encarga de realizar un ana´lisis de todas las transferencias generadas en HDFS, as´ı como de analizar
el tra´fico generado por la fase Shuﬄe. De esta forma, permite tratar y combinar estos datos para
extraer informacio´n acerca de la cantidad de tra´fico generado por cada nube, y entre ambas nubes.
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Clasificar este tra´fico permite estudiar el comportamiento de HDFS desde otra perspectiva, ya que,
como se vera´ ma´s adelante, el tra´fico producido entre nubes suele conllevar un coste econo´mico
para una nube pu´blica, y por tanto es importante cuantificarlo.
Para´metro Valor
No Trabajo 1 2 3 4
Tiempo Ejecucio´n (s) 736,38 276,34 696,14 277,59
HDFS LECTURAS (MB)
Off-premise desde On-premise 30,40 0,00 0,00 0,00
On-premise desde Off-premise 0,00 0,00 0,00 0,00
Local On-premise 1772,05 3064,79 1575,23 2819,98
Local Off-premise 1306,26 2951,56 1519,94 3144,38
Total Datos Le´ıdos 3108,70 6016,35 3095,18 5964,36
HDFS ESCRITURAS (MB)
On-premise hacia Off-premise 3294,66 98,58 3041,62 94,23
Off-premise hacia On-premise 2562,41 116,51 2798,12 120,95
Local On-premise 5857,07 215,09 5839,73 215,19
Local Off-premise 5857,07 215,09 5839,73 215,19
Total Datos Escritos 17571,21 645,28 17519,20 645,57
SHUFFLE (MB)
Shuﬄe On-premise hacia Off-premise 718,32 1512,56 661,10 1500,88
Shuﬄe Off-premise hacia On-premise 610,51 1317,42 698,95 1359,24
Shuﬄe On-Premise 923,60 1317,42 718,64 1250,50
Shuﬄe Off-Premise 474,82 1512,56 642,99 1631,39
Total Shuﬄe 2727,26 5659,95 2721,69 5742,00
ESTADI´STICAS
Maps On-premise 60 25 73 23
Reduces On-Premise 27 23 25 23
Maps Off-premise 39 24 71 26
Reduces Off-premise 21 26 23 27
Maps Cancelados On-premise 1 1 0 0
Reduces Cancelados On-premise 0 1 0 2
Maps Cancelados Off-premise 0 0 0 1
Reduces Cancelados Off-premise 0 0 0 0
Total Maps Satisfactorios 98 48 144 48
Total Reduces Satisfactorios 48 48 48 48
Tabla 3.6: Ejemplo de salida de H-Traffic para cuatro trabajos de PageRank.
Para entender mejor el tra´fico generado, H-Traffic extrae una serie de estad´ısticas con respecto a
las tareas MapReduce ejecutadas. Las tareas MapReduce no siempre consiguen ejecutarse de forma
correcta, y e´stas deben ser canceladas y planificadas de nuevo. Esto es debido a que MapReduce
configura un tiempo l´ımite de respuesta de estado de una tarea para comprobar su correcto fun-
cionamiento. Si se supera este l´ımite e´sta se cancela y se planifica de nuevo, ya que MapReduce
considera que ha ocurrido algu´n error o no se ha ejecutado correctamente. Si una nube h´ıbrida
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dispone de un enlace de´bil con un ancho de banda limitado, se puede producir una congestio´n en la
red que produzca que algunas de las tareas MapReduce no puedan informar a tiempo de su estado,
y sean canceladas y planificadas de nuevo. En este u´ltimo caso, la tarea cancelada tambie´n consume
un tra´fico de datos, que en muchos casos no es despreciable, al tener que leer o escribir parte de los
datos antes de ser cancelada. Por tanto, H-Traffic permite extraer tambie´n esta informacio´n para
realizar un ana´lisis ma´s completo del tra´fico generado por una aplicacio´n MapReduce.
Siguiendo con el mismo ejemplo empleado para el resto de herramientas, en la Tabla 3.6 se
muestra la salida de los cuatro primeros trabajos de PageRank. Como se puede observar, en este
caso no se realizan lecturas entre nubes on-premise y off-premise salvo en el primer trabajo, ya que
los datos se encuentran inicialmente on-premise pero se migran ra´pidamente. Por tanto el resto de
lecturas se hacen localmente. Por el contrario, se puede apreciar una gran actividad de tra´fico entre
nubes en la escritura, ya que al menos un bloque de datos debe ser escrito en ambas nubes para
equilibrar el sistema. Tambie´n se aprecia un tra´fico de Shuﬄe ma´s o menos balanceado entre nubes,
lo que indica que el nu´mero de MVs on-premise y off-premise es similar. Finalmente, observando
las estad´ısticas podemos apreciar que se han cancelado pocas tareas Map o Reduce, ya que todas
las lecturas se han hecho pra´cticamente en local, dejando libre la red para el tra´fico de escritura.
Esto permite evitar una gran congestio´n de la red y la consecuente cancelacio´n de tareas.
3.3 Resumen del cap´ıtulo
En este cap´ıtulo se ha presentado H-Stat, un entorno de extraccio´n y ana´lisis estad´ıstico de
Hadoop, enfocado al ana´lisis de aplicaciones MapReduce sobre un entorno de nube h´ıbrida. H-Stat
esta´ compuesto por una coleccio´n de herramientas de extraccio´n de datos que permiten analizar
distintos aspectos de la ejecucio´n de una aplicacio´n MapReduce, tales como su planificacio´n de
tareas, estad´ısticas sobre las tareas, la E/S de bloques de datos de HDFS, as´ı como el tra´fico de
datos generado entre nubes. Adema´s, con la ayuda de herramientas como Paraver, permite visualizar
gra´ficamente la planificacio´n de tareas MapReduce realizada en un determinado entorno, as´ı como
la utilizacio´n de los recursos f´ısicos empleados.
Otra de las caracter´ısticas a destacar de H-Stat es que permite su uso en el ana´lisis de aplica-
ciones MapReduce iterativas, de forma que una vez finalizadas las iteraciones de dicha aplicacio´n,
es capaz de analizar la informacio´n de forma global, dando una visio´n ma´s general de su ejecucio´n.
Este entorno se ha implementado ı´ntegramente durante la investigacio´n de esta tesis, y su
utilizacio´n ha permitido la extraccio´n y el ana´lisis de informacio´n esencial para el desarrollo de esta
investigacio´n.
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CAP´ITULO 4
Ana´lisis de la gestio´n de datos y planificacio´n de tareas
En una arquitectura de nube h´ıbrida la comunicacio´n de datos entre ambas partes, on-premise
y off-premise, se produce a trave´s de un u´nico canal de comunicacio´n de alta latencia y bajo
rendimiento, normalmente un orden de magnitud menor de ancho de banda, con respecto a las
redes propias de cada nube. Para un entorno como Hadoop, donde la localidad de los datos es un
factor clave para obtener un alto rendimiento, la ejecucio´n de una aplicacio´n MapReduce iterativa
sobre un entorno de nube h´ıbrida puede mermar su rendimiento de forma muy considerable sin una
correcta gestio´n de los datos de entrada y planificacio´n de tareas. Adema´s, en una nube h´ıbrida
los recursos de la nube pu´blica conllevan un coste econo´mico en funcio´n del tiempo utilizado y
de la cantidad de tra´fico de datos producido de entrada y salida a la nube pu´blica. Por tanto, es
necesario estudiar y analizar distintas estrategias de gestio´n de los datos y pol´ıticas de planificacio´n
de tareas que eviten generar un coste econo´mico innecesario y mejoren el rendimiento de este tipo
de aplicaciones.
En este cap´ıtulo se presenta un ana´lisis de distintas alternativas para la gestio´n de los datos y
planificacio´n de tareas de un entorno Hadoop MapReduce sobre una nube h´ıbrida. Concretamente,
este ana´lisis se centra en un tipo de despliegue de nube h´ıbrida denominado cloud bursting , en el
cual un conjunto nuevo de MVs off-premise se adhieren de forma puntual a las MVs on-premise
para contribuir al ca´lculo. Sin embargo, todos los datos de entrada se encuentran inicialmente
en las MVs on-premise. Por tanto, se deben buscar y evaluar distintas estrategias que permitan
el uso de este tipo de despliegues de nube h´ıbrida de una forma eficiente. El objetivo de este
ana´lisis es determinar las ventajas e inconvenientes de cada una de las alternativas en relacio´n al
aprovechamiento de la localidad de los datos. Este ana´lisis esta´ alineado con el objetivo de esta
tesis, centrado en maximizar la eficiencia del uso del modelo de programacio´n MapReduce sobre
una nube h´ıbrida.
4.1 Implicaciones de la localidad de los datos
El paradigma de MapReduce esta´ espec´ıficamente disen˜ado para facilitar un alto grado de
paralelismo de datos, en donde cantidades masivas de datos de entrada se transforman de forma
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paralela mediante una fase Map en un tipo de datos (clave-valor), despue´s de lo cual se agregan y
procesan de forma paralela para obtener una salida mediante una fase Reduce. Toda esta cantidad
de datos se encuentra normalmente distribuida a lo largo de los nodos participantes de la ejecucio´n
de Hadoop, y por tanto muchos de los datos deben ser le´ıdos y/o escritos desde/hacia nodos remotos
en la mayor´ıa de los casos. Como es de esperar, esto conduce a un patro´n de acceso intensivo de E/S
altamente concurrente, que puede abrumar ra´pidamente la infraestructura de red con transferencias
de datos remotas entre los nodos.
Para abordar este problema, Hadoop MapReduce implementa un alto grado de conocimiento de
la localidad de los datos como caracter´ıstica clave. La capa de almacenamiento de Hadoop (HDFS)
esta´ disen˜ada para exponer la ubicacio´n de los bloques de datos a la capa de procesamiento de datos
(YARN). A trave´s de este conocimiento, el planificador de Hadoop es capaz de mapear las tareas
MapReduce lo ma´s cerca posible a los datos que se van a utilizar, de forma que se minimice el tra´fico
de red relacionado con el almacenamiento. Sin embargo, en un escenario de cloud-bursting aparece
una nueva vertiente en la gestio´n de los datos. En concreto, los datos de entrada se encuentran
inicialmente en las MVs on-premise, por lo que e´stos deben enviarse a las MVs off-premise antes
de que puedan contribuir al ca´lculo. Un tipo de aplicaciones que podr´ıan beneficiarse de esta nueva
gestio´n de datos son las aplicaciones iterativas de ana´lisis de datos, ya que e´stas reutilizan los datos
de entrada para refinar su resultado en las distintas iteraciones, y pueden aprovechar el potencial
de una nube h´ıbrida una vez enviados los datos de entrada a las MVs off-premise.
Por otra parte, las caracter´ısticas intr´ınsecas del modelo MapReduce solo permiten aprovechar
la localidad de los datos en la fase Map, ya que es la que generalmente realiza la lectura de los
datos y puede ser planificada cerca de ellos. Por el contrario, cada tarea Reduce (compuesta por
una fase Shuﬄe, Sort y Reduce) es responsable de la agregacio´n y procesamiento de los resultados
intermedios. Con lo cual, se enfrenta a una sobrecarga significativa en su primera fase previa de
sincronizacio´n y recopilacio´n de todos los datos intermedios obtenidos de la fase Map (es decir,
la fase Shuﬄe). A gran escala, la fase Shuﬄe implica la transferencia simulta´nea de cantidades
significativas de datos remotos entre todos los nodos, que a priori no puede evitarse, y conduce a la
congestio´n de la infraestructura de red. Adema´s, la capa de almacenamiento de Hadoop proporciona
tolerancia a fallos mediante un sistema de replicacio´n y distribucio´n de bloques de datos, por tanto,
la escritura de los resultados en la u´ltima fase Reduce implica una replicacio´n de bloques de datos
en nodos remotos, contribuyendo tambie´n a la congestio´n de la infraestructura de red.
Dado que las nubes h´ıbridas se enfrentan a un problema de comunicacio´n debido a un enlace de´bil
de alta latencia y bajo rendimiento que separa las MVs on-premise y off-premise, se debe realizar
un ana´lisis detallado de aquellos aspectos que se ven afectados en la ejecucio´n de una aplicacio´n
Hadoop MapReduce. Para ello, a continuacio´n se analizan estos aspectos de forma detallada para
cada una de las fases de ejecucio´n de MapReduce en un despliegue de cloud bursting . Adema´s, se
proponen y analizan distintas alternativas para la gestio´n de los datos de entrada, enfocadas a la
ejecucio´n de aplicaciones MapReduce iterativas.
4.1.1 Fase Map
Por defecto, Hadoop intenta aprovechar la localidad de datos tanto como sea posible. Para ello,
primero intenta planificar una tarea en el mismo nodo donde se encuentran los datos (Node Local).
Cuando no hay slots disponibles para ejecutar una tarea Map en el mismo nodo que los datos
de entrada, Hadoop planifica esa tarea Map en el mismo rack de nodos (Rack Local) de forma
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preferente; y en caso de tampoco poder ser planificado, la tarea se planifica en cualquier otro nodo
libre fuera del rack donde se encuentra el dato (Off Switch). En la Figura 4.1 se muestran los tres
tipos de localidad de datos que intenta explotar Hadoop.
RACK 1 RACK 2
MAP
NODE LOCAL
RACK 1 RACK 2
MAP
RACK 1 RACK 2
RACK LOCAL
MAP
OFF SWITCH
Figura 4.1: Tipos de planificacio´n de tareas Map en Hadoop.
En una infraestructura de nube esta´ndar, esta estrategia de planificacio´n es adecuada asumiendo
una penalizacio´n relativamente pequen˜a al ejecutar una tarea Map de forma remota: los enlaces
de red a menudo se mantienen al mismo nivel que el rendimiento del disco, y hay relativamente
pocas transferencias de datos remotas simulta´neas a trave´s de la red, ya que la mayor´ıa de las
tareas Map pueden beneficiarse de la localidad de los datos. Sin embargo, en un despliegue de cloud
bursting , dado que los datos de entrada esta´n presentes inicialmente solo en las MVs on-premise,
cualquier tarea Map que se haya planificado para su ejecucio´n off-premise debe tener acceso a los
datos on-premise, lo que implica una transferencia de datos a trave´s del enlace de´bil . Para ello,
existen mu´ltiples alternativas de acceso a estos datos.
Una opcio´n obvia es simplemente dejar los datos de entrada en las MVs on-premise y trans-
ferirlos bajo demanda a las MVs off-premise. Con esta opcio´n, si hay una cantidad considerable
de MVs off-premise, entonces se planifican todas las tareas Map posibles cerca de los datos en
las MVs on-premise hasta cubrir su capacidad total, pero el resto de tareas Map se planifican Off
Switch para equilibrar el sistema, es decir, en la parte off-premise de la infraestructura (indepen-
dientemente de la iteracio´n). Por tanto, dichas tareas no podra´n beneficiarse de la localidad de
datos, teniendo que acceder siempre a los mismos a trave´s del enlace de´bil . Esto provoca una fuerte
degradacio´n del rendimiento cuando los datos de entrada son de un taman˜o considerable, creando
un fuerte desequilibrio en las ondas de ejecucio´n y una alta congestio´n del enlace de´bil , lo que a su
vez tiene un impacto global negativo puesto que la fase Reduce necesita esperar la finalizacio´n de
la fase Map.
Otra opcio´n es migrar una re´plica de los datos de entrada de las MVs on-premise a las MVs off-
premise antes de ejecutar la aplicacio´n MapReduce, de forma que e´stos se encuentren presentes off-
premise en tiempo de ejecucio´n de la aplicacio´n. En este caso, la estrategia del planificador original
se comportara´ de manera similar a como si se ejecutara en un u´nico clu´ster, ya que la mayor´ıa de
las tareas Map se beneficiara´n de la localidad de los datos, y el enlace de´bil no tendra´ sobrecarga
en dicha fase al evitar el problema de enviar repetidamente el mismo bloque de datos a trave´s de
dicho enlace. Sin embargo, el proceso de migracio´n de datos a las MVs off-premise es un proceso
que consume un tiempo que se suma al tiempo de ejecucio´n general. Adema´s, tambie´n conduce a
una infrautilizacio´n de los recursos on-premise y off-premise durante dicho proceso.
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Para evitar esperar a que finalice el proceso de migracio´n, una tercera opcio´n es utilizar una
migracio´n as´ıncrona. Utilizando este enfoque, los datos de entrada se env´ıan a las MVs off-premise
al mismo tiempo que se ejecutan las tareas Map y Reduce. En este caso, la estrategia de planificacio´n
por defecto tiene una mayor probabilidad de aprovechar la localidad de los datos en las tareas Map
planificadas off-premise, ya que algunos bloques de datos de entrada ya pueden estar presentes off-
premise cuando se planifica una tarea Map. Sin embargo, durante el proceso de migracio´n todav´ıa
puede darse la situacio´n de que tareas Map planificadas off-premise no dispongan localmente del
dato. Entonces surge una situacio´n similar a la primera de las opciones, en la que los datos esta´n
u´nicamente on-premise aunque en menor grado. Por esta razo´n, es importante explorar estrategias
de planificacio´n alternativas cuando se utiliza la migracio´n as´ıncrona para poder evitar este u´ltimo
comportamiento.
4.1.2 Fase Shuﬄe, Sort y Reduce
Una vez finalizada una tarea Map, su resultado se escribe en un archivo temporal en el disco
local del nodo donde se ejecuto´. Estos datos intermedios se recogen de todos los nodos a trave´s de
las tareas Reduce durante la fase Shuﬄe (fase intermedia entre las fases Map y Reduce). A gran
escala, esto conduce a un patro´n de comunicacio´n todos a todos, como se muestra en la Figura 4.2,
de tareas Map a tareas Reduce, que puede sobrecargar la red y en particular el enlace de´bil . Esta
sobrecarga no puede ser evitada a priori, ya que los datos intermedios esta´n presentes tanto on-
premise como off-premise. Sin embargo, la planificacio´n de las tareas Map afecta a la distribucio´n
de los datos intermedios, lo que a su vez afecta en la forma en la que se sobrecarga el enlace de´bil .
Map
Map
Reduce
Map
Map
Reduce
Map
Map
Reduce
Map
Map
Reduce
Nodo 1
Nodo 2
Nodo 3
Nodo 4
On-premise Off-premise
Figura 4.2: Patro´n de comunicacio´n de tareas Map a tareas Reduce.
El aspecto computacional de una tarea Reduce, es decir, la clasificacio´n (fase Sort) y aplicacio´n
de la agregacio´n definida por el usuario (fase Reduce), no se ve afectado por el enlace de´bil . Estos
procesos se realizan localmente en los nodos implicados donde se recogen los datos intermedios de
las tareas Map. Sin embargo, una vez que se genera la salida de la fase Reduce con e´xito, e´sta
se escribe normalmente en la capa de almacenamiento de Hadoop (HDFS). Si HDFS se despliega
u´nicamente en las MVs on-premise, entonces se produce de nuevo una saturacio´n del enlace de´bil ,
ya que cada tarea Reduce planificada off-premise tendra´ que transmitir toda su salida a trave´s del
enlace de´bil . Por el contrario, si HDFS se despliega tanto on-premise como off-premise, cada bloque
de datos escrito en HDFS debera´ ser replicado en ambas partes para garantizar la caracter´ıstica
de tolerancia a fallos implementada en HDFS, con lo que tampoco se podra´ evitar una posible
congestio´n del enlace de´bil . Por tanto, la extensio´n de HDFS a la parte off-premise tampoco ofrece
grandes ventajas.
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4.2 Rack Awareness como caracter´ıstica clave
HDFS utiliza la replicacio´n de datos como una caracter´ıstica esencial para proporcionar tole-
rancia a fallos y facilitar la planificacio´n de tareas cerca de los datos que se van a utilizar en las
mismas. Para implementar esta replicacio´n de forma ma´s eficiente, HDFS integra actualmente una
caracter´ıstica denominada Rack Awareness [49], que se basa en el conocimiento previo de la jerar-
qu´ıa de nodos y racks en la que se va a ejecutar Hadoop, partiendo del supuesto de que los nodos
que se hallan dentro de un mismo rack tienen un ancho de banda de red un orden de magnitud
superior al que puedan tener nodos situados en racks distintos. Por tanto, se trata de crear grupos
lo´gicos de nodos pertenecientes al mismo rack, para que HDFS sea consciente de la arquitectura de
red y pueda realizar una distribucio´n ma´s equilibrada de los datos. De esta forma, el planificador
de Hadoop puede realizar una planificacio´n ma´s adecuada y eficiente de las tareas con el fin de
obtener un mejor rendimiento y menor congestio´n de la red. Adema´s, una de las caracter´ısticas
clave de Rack Awareness es que garantiza que al menos una re´plica de los datos se hallara´ en cada
grupo lo´gico de nodos (racks), obteniendo as´ı una mayor tolerancia a fallos en caso de ca´ıda de un
rack entero de nodos.
Cuando un nuevo nodo se une a HDFS en un determinado rack, posee un espacio de almace-
namiento inicialmente vac´ıo. Esto conduce a una distribucio´n desequilibrada de datos, donde los
nodos ma´s antiguos poseen ma´s carga de datos que los nodos agregados ma´s recientemente. Esto
provoca una mayor utilizacio´n de los nodos ma´s cargados, produciendo una utilizacio´n ineficien-
te de la localidad de datos. Para ello, HDFS emplea un mecanismo de reequilibrio que intenta
redistribuir las re´plicas de bloques de datos de acuerdo con la configuracio´n impuesta por Rack
Awareness, con la restriccio´n de que al menos debe haber una re´plica de los datos en cada uno de
los racks.
Esta caracter´ıstica es la que aprovechamos para el contexto de las nubes h´ıbridas en un des-
pliegue de cloud bursting . Inicialmente definimos dos grupos de racks en HDFS, uno para las MVs
on-premise y otro para las MVs off-premise. Despue´s, cuando iniciamos el proceso de cloud bursting
an˜adiendo ma´s MVs off-premise al despliegue de Hadoop, extendemos la capa de almacenamiento
HDFS a las MVs off-premise, provocando una alerta en el sistema HDFS dado que no se cumple la
condicio´n de haber al menos una re´plica de todos los bloques de datos en cada uno de los racks defi-
nidos en el fichero de configuracio´n de Rack Awareness. Esto conduce efectivamente a la migracio´n
automa´tica y transparente de una re´plica de cada bloque de datos almacenado on-premise hacia
las MVs off-premise. Este reequilibrio puede ser de dos tipos: bloqueante (lo que provoca que no se
inicie la ejecucio´n de la aplicacio´n MapReduce hasta que haya finalizado el proceso de migracio´n) o
as´ıncrono (que permite la ejecucio´n de la aplicacio´n al mismo tiempo que se realiza la replicacio´n).
En la Figura 4.3 se muestra un ejemplo de extensio´n de la capa de almacenamiento HDFS
utilizando la caracter´ıstica Rack Awareness con tres bloques de datos y una configuracio´n de re´plica
tres (situacio´n inicial), en la cual se realizar´ıa la migracio´n automa´tica de al menos una re´plica de
los bloques on-premise a los nodos off-premise (situacio´n final). En este ejemplo la configuracio´n
de Rack Awareness ser´ıa la siguiente:
Rack1: MV1, MV2, MV3
Rack2: MV4, MV5, MV6
55
CAP´ITULO 4. ANA´LISIS DE LA GESTIO´N DE DATOS Y PLANIFICACIO´N DE TAREAS
HDFS
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MV 2
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Rack 1 Rack 2
Nube pública (Off-premise)
(a) Situacio´n inicial.
HDFS
MV 1
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MV 2
MV 3
MV 4
MV 5
MV 6
Rack 1 Rack 2
Nube pública (Off-premise)
(b) Situacio´n final.
Figura 4.3: Ejemplo de evolucio´n de Rack Awareness para una nube h´ıbrida con 3 bloques de datos
y re´plica 3.
La principal ventaja de este enfoque es que minimiza la cantidad de datos transferidos off-
premise (una u´nica re´plica) para lograr el ma´ximo potencial de explotacio´n de la localidad de
datos. Por otra parte, es una solucio´n no invasiva que funciona con la versio´n original de HDFS.
4.3 Estrategias para gestionar la localidad de los datos
A partir del ana´lisis presentado en la seccio´n anterior, en esta seccio´n se proponen una serie
de estrategias que implementan las distintas alternativas para la gestio´n de datos de entrada,
presentadas en la seccio´n 4.1.1, a trave´s de la utilizacio´n de la caracter´ıstica Rack Awareness. El
objetivo de estas estrategias es el ana´lisis y evaluacio´n comparativa sobre cua´l es la gestio´n ma´s
adecuada de localidad de datos para un escenario de cloud bursting . Para cada estrategia se describe
el detalle de su implementacio´n en Hadoop y HDFS, para su posterior evaluacio´n experimental y
ana´lisis.
Se parte de una estrategia inicial simple, que servira´ como base comparativa para el resto de
estrategias, en la cual no se extiende el sistema de almacenamiento HDFS a las MVs off-premise.
Las estrategias que se plantean para mejorar la localidad de datos se basan en la extensio´n de
la capa de almacenamiento HDFS a la parte off-premise, haciendo uso de la caracter´ıstica Rack
Awareness, con el objetivo de que en algu´n momento exista una copia completa de los datos en cada
una de las partes de la infraestructura h´ıbrida. De esta forma, Rack Awareness obliga al sistema
a reequilibrar los bloques de datos iniciando un proceso de migracio´n de al menos una re´plica
de todos los bloques de datos a las recie´n adquiridas MVs off-premise. En este caso se plantean
tres estrategias diferentes: dos de ellas hacen uso de las pol´ıticas por defecto del planificador de
Hadoop, mientras que para la u´ltima se ha creado una nueva pol´ıtica de planificacio´n a trave´s de
la modificacio´n del planificador de Hadoop.
As´ı pues, en esta seccio´n va a presentar:
• Una estrategia simple basada en no extender HDFS a las MVs off-premise:
– Sin HDFS off-premise.
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• Tres estrategias enfocadas en mejorar la localidad de datos:
– Reequilibrio bloqueante.
– Reequilibrio as´ıncrono.
– Reequilibrio as´ıncrono con rack local (que implica el disen˜o de una nueva pol´ıtica de
planificacio´n).
4.3.1 Sin HDFS off-premise
Esta estrategia es la ma´s simple y servira´ como base comparativa para las dema´s. Consiste
en un despliegue de cloud bursting en el que se an˜aden nuevas MVs de co´mputo off-premise a
la configuracio´n actual de Hadoop ubicada on-premise, pero sin la extensio´n de HDFS a la parte
off-premise, u´nicamente la capa de procesamiento YARN de Hadoop. Es decir, las nuevas MVs
adquiridas a trave´s de una nu´be pu´blica solo servira´n para ca´lculo y no para almacenamiento. Por
tanto, cada vez que una tarea sea planificada off-premise, e´sta debera´ leer y escribir en HDFS
desde las MVs on-premise a trave´s del enlace de´bil . Sin embargo, la aplicacio´n puede empezar de
inmediato su ejecucio´n nada ma´s termine el despliegue de cloud bursting . El tiempo de finalizacio´n
global coincide en este caso con el tiempo de ejecucio´n de la aplicacio´n, ya que no hay que esperar
a ningu´n proceso inicial para lanzar la aplicacio´n.
Las ventajas que presenta esta estrategia son:
• La aplicacio´n MapReduce puede ejecutarse inmediatamente despue´s de un despliegue de cloud
bursting .
• Permite solapar la E/S con el ca´lculo.
• No requiere ninguna modificacio´n de Hadoop.
Por contra, como inconveniente nos encontramos con que todas las tareas Map planificadas en las
MVs off-premise deben leer repetidamente los datos de entrada desde las MVs on-premise a trave´s
del enlace de´bil , as´ı como escribir el resultado de cada tarea Reduce planificada off-premise en las
MVs on-premise.
4.3.2 Reequilibrio bloqueante
Esta estrategia corresponde a un escenario de cloud bursting en el que, tanto la capa de alma-
cenamiento HDFS como su capa de procesamiento YARN de Hadoop se extienden a las nuevas
MVs off-premise. De esta forma, dada la caracter´ıstica de Rack Awareness, todos los bloques de
datos de entrada son migrados a las MVs off-premise, de forma que se realiza un reequilibrio del
sistema. La caracter´ıstica propia de esta estrategia es que la aplicacio´n debe esperar a que todos
los bloques de datos de entrada hayan sido migrados antes de empezar su ejecucio´n. Por tanto, una
vez finalizado el proceso, ambas nubes dispondra´n de una localidad de datos muy equilibrada que
podra´ ser aprovechada por la aplicacio´n. La principal desventaja de esta estrategia es que el tiempo
inicial de espera debido a la migracio´n de datos depende del taman˜o de los datos de entrada y del
ancho de banda del enlace de´bil . Por tanto, puede que este tiempo haga mermar el rendimiento con
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respecto al tiempo global de ejecucio´n de la aplicacio´n. En este caso, al tiempo de ejecucio´n de la
aplicacio´n hay que sumarle el tiempo de espera del proceso de migracio´n, ya que forma parte del
tiempo de finalizacio´n global.
Esta estrategia presenta como ventajas el hecho de que la localidad de los datos puede ser
explotada desde el inicio de la aplicacio´n y adema´s no requiere ninguna modificacio´n de Hadoop.
Como inconveniente, se debe esperar a tener una copia completa de los datos en las MVs off-premise
antes de iniciar la ejecucio´n de la aplicacio´n.
4.3.3 Reequilibrio as´ıncrono
En esta estrategia, al igual que en la de Reequilibrio bloqueante, tambie´n se extiende el sistema
HDFS y YARN a las MVs off-premise. Sin embargo, a diferencia de la estrategia anterior, ahora
la aplicacio´n MapReduce se inicia al mismo tiempo que el proceso de migracio´n de los datos de
entrada. Esta estrategia conduce a un escenario inicial en donde el proceso de migracio´n de los datos,
as´ı como el tra´fico propio de la ejecucio´n de la aplicacio´n, compiten por el enlace de´bil . En este
caso, durante el proceso de migracio´n puede que ocurran dos situaciones en cuanto a la localidad
de los datos off-premise. Por una parte puede que se planifique una tarea Map off-premise con su
bloque de datos necesario ya migrado. Por el contrario, puede que se planifique sin que se disponga
de su bloque de datos de entrada. En esta u´ltima situacio´n se presenta un escenario similar al de la
estrategia Sin HDFS off-premise, en el cual algunas de las tareas planificadas off-premise necesitan
leer su bloque de datos de las MVs on-premise, creando as´ı un tra´fico y una espera innecesaria
de ejecucio´n debido a una mala pol´ıtica de planificacio´n, ya que dichos datos sera´n migrados ma´s
adelante. En este caso, dado que el inicio de la ejecucio´n de la aplicacio´n coincide con el de inicio
del proceso de migracio´n, el tiempo de finalizacio´n global coincide con el tiempo de ejecucio´n de la
aplicacio´n.
Las principales ventajas de esta estrategia son las siguientes:
• La aplicacio´n MapReduce puede ejecutarse inmediatamente despue´s de un despliegue de cloud
bursting .
• Muchas de las tareas Map pueden beneficiarse de la localidad de los datos off-premise incluso
durante el proceso de migracio´n.
• Permite solapar la E/S con el ca´lculo.
• No requiere ninguna modificacio´n de Hadoop.
Como principal inconveniente cabe destacar que una mala pol´ıtica de planificacio´n puede condu-
cir a un escenario en el que se planifiquen tareas Map en las MVs off-premise sin que se encuentre su
bloque de datos de entrada presente, produciendo una sobrecarga del enlace de´bil y una degradacio´n
del rendimiento general.
4.3.4 Reequilibrio as´ıncrono con rack local
El planificador por defecto de Hadoop utiliza la localidad de los datos solo como un mecanismo
de coincidencia preferencial entre tareas Map y slots libres. Sin embargo, como se ha descrito
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anteriormente, en la estrategia de Reequilibrio as´ıncrono con la pol´ıtica de planificacio´n de tareas
Map de Hadoop por defecto, se puede producir un escenario donde una tarea Map sea planificada
off-premise antes de migrar la re´plica de su correspondiente bloque de datos de entrada. Esto
desencadena una solicitud del bloque de datos a las MVs on-premise para poder ser procesado
off-premise, provocando una doble transferencia de datos del mismo bloque. Este comportamiento
produce un sobrecoste en la ejecucio´n de las tareas Map, que se puede apreciar fa´cilmente en la
Figura 4.4, en donde se muestra una traza de la planificacio´n de las tareas Map y Reduce de la
aplicacio´n MapReduce iterativa K-Means, a trave´s de nuestra herramienta.
Slots 
On-premise
Slots 
Off-premise
Reduce
Map
Slot libre
Map Erróneo
(a) Iteración 1. Tiempo de finalización: 620 segundos. (b) Iteración 10. Tiempo de finalización: 308 segundos.
Figura 4.4: Ejemplo de planificacio´n por defecto de Hadoop en una nube h´ıbrida con enlace de´bil
de 100 Mbps. Iteraciones 1 y 10 de K-Means.
Como se puede observar, en la primera iteracio´n (Figura 4.4 (a)) las tareas Map planificadas en
las MVs off-premise tienen un tiempo de ejecucio´n mucho mayor que las planificadas on-premise.
Esto se debe a que las MVs off-premise no tienen ningu´n bloque de datos au´n migrado, y por tanto
todas las tareas Map planificadas off-premise deben esperar a la lectura de su bloque a trave´s del
enlace de´bil (en este caso de 100 Mbps), produciendo un sobrecoste en el tiempo de finalizacio´n de
la iteracio´n. En la de´cima iteracio´n (Figura 4.4 (b)) ya se puede apreciar una mejor utilizacio´n de la
localidad de los datos al tener gran parte de los datos ya migrados, pero aun as´ı hay ciertas tareas
Map que no disponen de su bloque de datos y producen una considerable reduccio´n del rendimiento
en la iteracio´n.
En este caso, podr´ıa ser beneficioso retrasar la planificacio´n de la tareas Map off-premise que
no dispongan de su bloque de datos migrado, es decir, no planificar ninguna tarea Map off-premise
hasta que su bloque de datos este´ migrado.
Con este fin, proponemos una nueva pol´ıtica de planificacio´n que fuerce a que las tareas solo
puedan planificarse si tienen localidad dentro de su rack (tipo de planficacio´n Rack Local o Node
Local), de forma que pueda adaptarse mejor al despliegue de cloud bursting : una tarea Map nunca
se planificara´ en tipo Off-Switch (fuera del rack) si el bloque de datos que necesita procesar no
esta´ replicado en el rack de destino. Para ello, se ha implementado esta nueva pol´ıtica en Hadoop
realizando una modificacio´n del ResourceManager para hacer uso de la opcio´n relaxLocality en
todos los casos. Esta opcio´n se puede modificar a trave´s del co´digo fuente de una aplicacio´n Hadoop,
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sin embargo, la idea es forzar a cualquier aplicacio´n a que utilice esta opcio´n para optimizar su
rendimiento en un entorno de nube h´ıbrida. Por lo tanto, se trata de una modificacio´n intrusiva
de Hadoop que requiere que el usuario utilice una versio´n personalizada. Los efectos de esta nueva
pol´ıtica se pueden apreciar a trave´s de la Figura 4.5, en donde se muestra el efecto de esta nueva
planificacio´n de Hadoop, la cual evita planificar tareas Map que no puedan beneficiarse de la
localidad de los datos.
Slots 
On-premise
Slots 
Off-premise
Reduce
Map
Slot libre
Map Erróneo
(a) Iteración 1. Tiempo de finalización: 224 segundos. (b) Iteración 10. Tiempo de finalización: 83 segundos.
Figura 4.5: Ejemplo de planificacio´n forzada a rack local de Hadoop en una nube h´ıbrida con enlace
de´bil de 100 Mbps. Iteraciones 1 y 10 de K-Means.
El beneficio de esta nueva planificacio´n se obtiene ya desde la primera iteracio´n, puesto que
tal y como se observa en las Figuras 4.4 (a) y 4.5 (a) se pasa de un tiempo de ejecucio´n de 620 s
a 224 s. Este beneficio se sigue consolidando en las sucesivas iteraciones, ya que la planificacion
de tareas permite adaptarse mejor al proceso de migracio´n de datos, tal y como se muestra en la
Figura 4.5 (b), donde ya en la de´cima iteracio´n se han migrado gran parte de los bloques de datos
a las MVs off-premise. Por tanto, en dicha iteracio´n muchas de las tareas Map pueden beneficiarse
de la localidad de los datos sin que ninguna tarea Map que no disponga de los datos off-premise se
planifique y perjudique el rendimiento total de la iteracio´n.
En la Figura 4.5 (b) se puede observar que las tareas Map planificadas en las MVs off-premise
tienen un tiempo de ejecucio´n similar a las planificadas on-premise. Por otra parte, el tiempo de
finalizacio´n de dicha iteracio´n se ha reducido de 308 s a 83 s.
En resumen, se propone una nueva estrategia que hemos denominado Reequilibrio as´ıncrono
con rack local , similar a la de Reequilibrio as´ıncrono pero con una nueva pol´ıtica de planificacio´n
forzada a rack local, que se adapta mejor a un despliegue de cloud bursting . Una vez ma´s, el tiempo
de finalizacio´n global de la aplicacio´n coincide con el tiempo de ejecucio´n de la aplicacio´n.
Esta nueva estrategia ofrece las siguientes ventajas:
• La aplicacio´n MapReduce puede ejecutarse inmediatamente despue´s de un despliegue de cloud
bursting .
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• Todas las tareas Map pueden beneficiarse de la localidad de los datos off-premise, incluso
durante el proceso de migracio´n.
• Permite solapar la E/S con el ca´lculo.
Por contra, existen una serie de inconvenientes que hay que tener en cuenta:
• Necesita una modificacio´n intrusiva de Hadoop.
• Aunque se ha optimizado la fase Map, las tareas Reduce no pueden beneficiarse de esta nueva
pol´ıtica.
4.4 Evaluacio´n
En esta seccio´n se realiza una evaluacio´n experimental de las cuatro estrategias descritas en la
seccio´n anterior, haciendo uso del entorno de experimentacio´n descrito en la seccio´n 2.4. Para ello,
se han elegido dos aplicaciones iterativas reales, representativas de MapReduce, como PageRank
y K-Means. Ambas aplicaciones han sido extra´ıdas del benchmark para BigData HiBench [53] de
Intel, utilizado en este ejemplo para la creacio´n de los datos de entrada as´ı como para su ejecucio´n.
Se han elegido K-Means y PageRank para analizar diferentes distribuciones de tareas Map-
Reduce, ya que K-Means es una aplicacio´n en la que el peso de la ejecucio´n se encuentra en la fase
Map, por lo que denominamos a este tipo de aplicacio´n Map-intensiva. Por el contrario, PageRank
es una aplicacio´n ma´s equilibrada, que consta de varios trabajos por iteracio´n, algunos de ellos con
ma´s peso en la fase Map, con lo cual son de tipo Map-intensivo, y otros con ma´s peso en la fase
Reduce, por lo que son de tipo Reduce-intensivo. A continuacio´n se realiza una breve descripcio´n
de ambas aplicaciones.
K-Means
K-Means [17] es una aplicacio´n ampliamente utilizada para la cuantificacio´n vectorial en el
procesamiento de sen˜ales, ana´lisis de clu´steres en miner´ıa de datos, clasificacio´n de patrones y
extraccio´n de rasgos para el aprendizaje automa´tico, etc. Se basa en un refinamiento iterativo:
cada iteracio´n intenta mejorar el particionamiento de un vector multidimensional en k grupos de
tal manera que la suma de los cuadrados de las distancias entre todos los vectores del mismo
grupo y su media se minimice. Este proceso se repite hasta que la mejora obtenida durante una
iteracio´n es menor que un epsilon predeterminado. K-Means se puede paralelizar de forma eficiente
y escalable utilizando MapReduce [109]: cada iteracio´n lee una gran cantidad de datos de entrada
(que permanece inmutable durante las iteraciones) mientras que la salida es una pequen˜a cantidad
de datos intermedios y de salida final. Desde una perspectiva de gestio´n de datos, es un buen
ejemplo de aplicacio´n Map-intensiva que reutiliza los datos de entrada iniciales en cada iteracio´n.
En este caso, se ha utilizado el benchmark HiBench de Intel para la creacio´n de sus datos de
entrada. Su implementacio´n MapReduce se encuentra en la distribucio´n Mahout [41], una popular
coleccio´n de algoritmos de aprendizaje automa´tico de co´digo abierto implementada en MapReduce.
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PageRank
PageRank [18] es un algoritmo de ana´lisis de enlaces que asigna un peso nume´rico a cada
elemento de un conjunto de documentos con hiperv´ınculos (por ejemplo, WWW) con el propo´sito de
cuantificar su importancia relativa dentro del conjunto. Es ampliamente utilizado en los motores de
bu´squeda web para calcular el posicionamiento de pa´ginas web en funcio´n del nu´mero de enlaces de
referencia. Su naturaleza iterativa es ma´s compleja e implica dos trabajos sucesivos de MapReduce:
(1) una fase de salida intensiva en la que la fase Reduce genera el doble de datos que los datos de
entrada le´ıdos por la fase Map; y (2) una fase Shuﬄe intensiva en donde la salida de las tareas
Map es igual a la entrada. Por lo tanto, PageRank es una buen ejemplo de aplicacio´n equilibrada,
puesto que es a la vez Map-intensiva y Reduce-intensiva, generando una gran cantidad de datos
intermedios que no se reutilizan.
4.4.1 Escenarios
Para realizar una comparacio´n ma´s clara en cuanto a la escalabilidad de las aplicaciones con
las diferentes estrategias propuestas, se presentan tres escenarios de experimentacio´n:
1. On-premise original: corresponde al caso en el que la aplicacio´n se ejecuta con los recursos
on-premise originales. Este escenario se utiliza como l´ınea de base para el l´ımite superior de
tiempo, mostrando el rendimiento cuando se utiliza una infraestructura reducida sin ningu´n
tipo de recurso remoto extra. Ser´ıa el caso en el que la aplicacio´n obtendr´ıa su rendimiento
ma´s bajo y necesitar´ıa de recursos extra para mejorar su rendimiento.
2. On-premise extendido: corresponde a un caso ideal en el que la infraestructura local tuviera
una mayor capacidad de recursos para permitir que la aplicacio´n se ejecutara lo ma´s ra´pido
posible. Este escenario se utiliza como un l´ımite inferior de tiempo, es decir, muestra lo que
suceder´ıa en un escenario ideal en el que el usuario no tuviera limitaciones de costes y pudiera
invertir en recursos adicionales en sus instalaciones para lograr el ma´ximo rendimiento en lugar
de adoptar una solucio´n h´ıbrida.
3. Nube h´ıbrida mediante cloud bursting : corresponde a una solucio´n h´ıbrida en la que
las MVs on-premise se complementan con MVs off-premise a trave´s de un despliegue de
cloud bursting . En este escenario se utiliza un l´ımite configurable para el ancho de banda del
enlace de´bil de forma que nos permita controlar el tra´fico entre las nubes, simulando as´ı una
situacio´n real. En este caso se experimenta con dos configuraciones representativas de ancho
de banda, 1 Gbps y 100 Mbps. Ser´ıan correspondientes al caso en el que el usuario decide
pagar por un acceso de alta velocidad a la nube (es decir, enlaces ra´pidos dedicados) frente a
un acceso regular. En este escenario, y para cada uno de los dos anchos de banda del enlace
de´bil , se evalu´an las cuatro estrategias propuestas.
4.4.2 Resultados globales
Para ejecutar las dos aplicaciones descritas en la seccio´n 4.4 se ha usado el generador de datos
de entrada incluido en Mahout para K-Means y el generador de HiBench para PageRank. En el
caso de K-Means se han generado 20 GB de datos de entrada y se ha configurado la aplicacio´n para
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que se ejecute siempre con 30 iteraciones, de forma que permita repetir la experimentacio´n con
otras configuraciones y comparar resultados. En el caso de PageRank, se han generado 2,8 GB de
datos de entrada y se ha configurado para que la aplicacio´n termine cuando realice 10 iteraciones
(realmente son 5 iteraciones compuestas por 2 trabajos cada una, pero por simplicidad se obvia
este detalle en este cap´ıtulo).
En primer lugar, ejecutamos las aplicaciones sobre los escenarios de l´ınea de base (on-premise
original y on-premise extendido), para extraer el l´ımite superior e inferior del tiempo de finalizacio´n
total de cada aplicacio´n en una configuracio´n no h´ıbrida, consistente en un solo despliegue de nube
de 3 y 15 MVs, respectivamente. Los resultados obtenidos se resumen en la Tabla 4.1.
Aplicacio´n MVs On-premise Tiempo de finalizacio´n (s)
KMeans 3 5801,15
15 1516,20
PageRank 3 3150,08
15 777,82
Tabla 4.1: Tiempo de finalizacio´n para los escenarios de l´ınea de base on-premise original (3 MVs)
y extendido (15 MVs).
Como se puede observar a partir de los resultados de la Tabla 4.1, ambas aplicaciones poseen
un alto grado de escalabilidad. Cuando el nu´mero de MVs aumenta de 3 a 15 hay una mejora de
rendimiento de un 75 % en ambos casos. Por lo tanto, para que una configuracio´n h´ıbrida sea viable,
tiene que obtener un rendimiento al menos tan bueno como el l´ımite superior (3 MVs on-premise)
e idealmente acercarse lo ma´ximo posible al l´ımite inferior (15 MVs on-premise).
A continuacio´n, ejecutamos ambas aplicaciones sobre el escenario de Nube h´ıbrida mediante
cloud bursting, en el que se parte de 3 MVs on-premise, las cuales se complementan con 12 MVs off-
premise a trave´s de un despliegue de cloud bursting . Las Tablas 4.2 y 4.3 muestran una comparativa
de los resultados obtenidos utilizando las cuatro estrategias descritas en la seccio´n 4.3, incluyendo
los resultados para las dos configuraciones de ancho de banda propuestas para el enlace de´bil :
100 Mbps y 1 Gbps. En las tablas se incluye el tiempo de migracio´n de los datos y el tiempo de
ejecucio´n de la aplicacio´n de forma separada. Hay que tener en cuenta que, en el caso de Reequilibrio
bloqueante, el tiempo de finalizacio´n es la suma del tiempo de ejecucio´n de la aplicacio´n y la duracio´n
de la migracio´n. Sin embargo, en el caso de Reequilibrio as´ıncrono y de Reequilibrio as´ıncrono con
rack local , la migracio´n es un proceso paralelo y transparente al usuario que se superpone con el
tiempo de ejecucio´n de la aplicacio´n. Por lo tanto, el tiempo de finalizacio´n es ide´ntico al tiempo de
ejecucio´n de la aplicacio´n. En este caso, es interesante observar el tiempo de migracio´n como una
indicacio´n de la duracio´n de la interferencia y la competencia entre la aplicacio´n y la migracio´n de
datos, que es una causa de degradacio´n del rendimiento.
Analizando los resultados obtenidos en la aplicacio´n K-Means (Tabla 4.2), se puede observar
que la mejor estrategia en un enlace de´bil de alta velocidad, en nuestro caso 1 Gbps, es Reequilibrio
as´ıncrono con rack local . En este caso, el tiempo total de finalizacio´n es muy cercano al l´ımite infe-
rior. Por otra parte, tanto la estrategia de Reequilibrio bloqueante como la de Reequilibrio as´ıncrono
presentan una degradacio´n del rendimiento del 10 % con respecto al l´ımite inferior, lo que indica que
la interferencia es relativamente pequen˜a pero sigue siendo significativa, lo que deja margen para
mejorar al forzar la localidad de rack. En este caso, incluso con la estrategia Sin HDFS off-premise
se puede obtener una mejora del 40 % con respecto al l´ımite superior del caso base.
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Estrategia Tiempo de Ejecucio´n de Tiempo de
migracio´n (s) la aplicacio´n (s) finalizacio´n (s)
1 Gbps
Sin HDFS Off-premise N/A 3485,87 3485,87
Reequilibrio Bloqueante 216,70 1464,97 1681,67
Reequilibrio As´ıncrono 396,90 1647,93 1647,93
Reequilibrio As´ınc. Rack Local 221,1 1571,47 1571,47
100 Mbps
Sin HDFS Off-premise N/A 16667,70 16667,70
Reequilibrio Bloqueante 2507,50 1803,20 4310,70
Reequilibrio As´ıncrono 6160,40 6462,23 6462,23
Reequilibrio As´ınc. Rack Local 2688,6 2713,86 2713,86
Tabla 4.2: Rendimiento de K-Means en un despliegue de cloud bursting (3 MVs on-premise y 12
MVs off-premise). Comparativa de las cuatro estrategias haciendo uso de enlaces de´biles
de 1 Gbps y 100Mbps. Menor es mejor.
Sin embargo, al cambiar a un ancho de banda reducido de enlace de´bil entre on-premise y
off-premise (en nuestro caso 100 Mbps), la limitacio´n del enlace de´bil tiene un impacto ma´s pro-
nunciado. La gran cantidad de transferencias, as´ı como la cantidad de veces que cada dato se
transmite debido a la estrategia de Sin HDFS off-premise, conducen a un tiempo de finalizacio´n
mucho mayor que el l´ımite superior. Esto indica que esta opcio´n no es viable para anchos de ban-
da reducidos del enlace de´bil . En la estrategia de Reequilibrio as´ıncrono se puede observar que se
produce una larga duracio´n del proceso de migracio´n de los datos (6160 s concretamente), hasta
el punto en que la migracio´n se superpone casi totalmente con el tiempo de ejecucio´n de la apli-
cacio´n (6462 s), creando una degradacio´n del rendimiento que esta´ por encima del l´ımite superior
(5801 s), haciendo por tanto inviable esta opcio´n. En este caso, evitar la interferencia es cr´ıtico,
como lo demuestra el hecho de que incluso la estrategia de Reequilibrio bloqueante funciona mucho
mejor (4310 s), pudiendo llegar a mejorar su tiempo de finalizacio´n en un 25 % con respecto al l´ımite
superior. Sin embargo, la estrategia de Reequilibrio as´ıncrono con rack local que hemos propuesto es
la mejor (2713 s): gracias a la restriccio´n de localidad de las tareas Map off-premise, la interferencia
se reduce mucho, lo que le permite rendir mucho mejor que la estrategia de Reequilibrio bloqueante
y mejorar su tiempo de finalizacio´n en un 55 % con respecto al l´ımite superior.
En el ana´lisis de los resultados de la aplicacio´n PageRank (Tabla 4.3), observamos que con
un ancho de banda del enlace de´bil de 1 Gbps obtenemos un tiempo de finalizacio´n (875 s) muy
cercano al l´ımite inferior, tan solo un 12 % ma´s lento que el l´ımite inferior (777 s) en el mejor
de los casos. Como era de esperar, la estrategia Sin HDFS off-premise es la que obtiene el peor
rendimiento (1232 s). Sin embargo, esta vez la estrategia ganadora es la de Reequilibrio as´ıncrono,
seguida por la de Reequilibrio bloqueante, y finalmente la de Reequilibrio as´ıncrono con rack local .
Este comportamiento puede explicarse por el hecho de que el proceso de migracio´n de datos estresa
menos el enlace de´bil (la cantidad de datos de entrada es mucho menor y se migra ra´pidamente), lo
que conduce a una situacio´n en la que no se obtiene ninguna ventaja, ni demorando o limitando la
planificacio´n de las tareas Map en las MVs off-premise, ni esperando a la finalizacio´n del proceso
de migracio´n para ejecutar la aplicacio´n.
Sin embargo, al cambiar a un ancho de banda reducido del enlace de´bil entre nubes (100 Mbps),
la limitacio´n del enlace de´bil s´ı que tiene un impacto pronunciado al igual que ocurr´ıa en K-Means.
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Estrategia Tiempo de Ejecucio´n de Tiempo de
reequilibrio (s) la aplicacio´n (s) finalizacio´n (s)
1 Gbps
Sin HDFS Off-premise N/A 1232,77 1232,77
Reequilibrio Bloqueante 86,00 838,95 924,90
Reequilibrio As´ıncrono 88,00 875,37 875,37
Reequilibrio As´ınc. Rack Local 87,75 944,70 944,70
100 Mbps
Sin HDFS Off-premise N/A 5712,00 5712,00
Reequilibrio Bloqueante 450,90 3552,60 4003,50
Reequilibrio As´ıncrono 527,40 3582,00 3582,00
Reequilibrio As´ınc. Rack Local 569,00 3555,00 3555,00
Tabla 4.3: Rendimiento de PageRank en un despliegue de cloud bursting (3 MVs on-premise y 12
MVs off-premise). Comparativa de las cuatro estrategias haciendo uso de enlaces de´biles
de 1 Gbps y 100Mbps. Menor es mejor.
Sin embargo, aunque pra´cticamente los tiempos de finalizacio´n son muy similares entre las es-
trategias de Reequilibrio as´ıncrono y la de Reequilibrio as´ıncrono con rack local , la estrategia de
Reequilibrio as´ıncrono conduce a un menor tiempo de migracio´n pero a un tiempo de finalizacio´n
ma´s largo; mientras que la estrategia de Reequilibrio as´ıncrono con rack local mejora el tiempo de
finalizacio´n, pero conduce a un mayor tiempo de migracio´n. La estrategia de Reequilibrio bloqueante
es significativamente ma´s lenta en este caso. De todas formas, hay que tener en cuenta que todas
las estrategias son inviables como una solucio´n pra´ctica en este caso, ya que esta´n todas por encima
del l´ımite superior (3150 s).
Esto puede ser explicado por el hecho de que PageRank ejecuta dos trabajos distintos por
iteracio´n, uno de tipo Map-intensivo y otro de Reduce-intensivo, lo que significa que en este u´ltimo
la fase Map tiene mucho menos impacto general y cualquier optimizacio´n en esta fase no afecta en
gran medida al rendimiento total de la aplicacio´n. En este tipo de aplicaciones el enlace de´bil crea
un cuello de botella importante que no se puede evitar en anchos de banda limitados.
4.4.3 Ana´lisis por iteracio´n
Los resultados obtenidos se pueden comprender mejor al analizar con detalle el tiempo de
finalizacio´n de cada iteracio´n, o trabajo MapReduce, para cada estrategia con respecto al l´ımite
superior e inferior de base. Estos datos se han plasmado en la Figura 4.6 para K-Means y en la
Figura 4.8 para PageRank. Cabe destacar que en la estrategia de Reequilibrio bloqueante el tiempo
de finalizacio´n de la primera iteracio´n incluye el tiempo de migracio´n de los datos para realizar
un ana´lisis ma´s justo, ya que en el resto de estrategias dicha migracio´n se produce en paralelo o
simplemente no se produce.
En el caso de K-Means, el uso de 1 Gbps de enlace de´bil (Figura 4.6(a)) conduce a una situacio´n
en la que la estrategia Sin HDFS off-premise es incluso ma´s ra´pida que el l´ımite superior, a pesar
de la constante necesidad de solicitar datos a las MVs off-premise a trave´s del enlace de´bil . Por
otra parte, dado que la estrategia de Reequilibrio bloqueante espera a la migracio´n completa de los
datos antes de empezar con la ejecucio´n de la aplicacio´n, el tiempo de finalizacio´n por iteracio´n
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permanece constante excepto en la primera iteracio´n (en la que se incluye el tiempo de migracio´n),
y se superpone con el l´ımite inferior, que es el comportamiento esperado. Sin embargo, en el caso
de Reequilibrio as´ıncrono y de Reequilibrio as´ıncrono con rack local , la interferencia causada por
la migracio´n de datos es claramente visible al principio, donde las iteraciones tardan mucho ma´s
en terminar en comparacio´n con el resto del tiempo de ejecucio´n. Es interesante observar que la
estrategia de Reequilibrio as´ıncrono con rack local genera ma´s interferencia al principio, pero solo
para una u´nica iteracio´n, en comparacio´n con la de Reequilibrio as´ıncrono, en la que la interferencia
dura hasta la cuarta iteracio´n. Por lo tanto, dentro de las estrategias de reequilibrio as´ıncrono, esto
conduce a un mejor resultado global para el caso de Reequilibrio as´ıncrono con rack local .
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Figura 4.6: K-Means: ana´lisis comparativo del tiempo de finalizacio´n por iteracio´n para las cuatro
estrategias, con respecto a las l´ıneas base de l´ımite superior e inferior. Menor es mejor.
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Figura 4.7: K-Means: tiempo de finalizacio´n por iteracio´n con respecto a la distribucio´n de tareas
MapReduce planificadas on-premise y off-premise para 100 Mbps.
Pasando al caso de un enlace de´bil de 100 Mbps (Figura 4.6(b)), se muestra claramente que
la estrategia Sin HDFS off-premise es ma´s lenta que el l´ımite superior (3-On-premise). Este com-
portamiento es consistente durante toda la duracio´n del tiempo de ejecucio´n, y se debe a que no
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se env´ıa ningu´n dato off-premise para lograr localidad de datos. La estrategia de Reequilibrio blo-
queante esta´ constantemente cerca del l´ımite inferior, pero empieza con un tiempo de finalizacio´n
muy alto debido a la espera de migracio´n de los datos, lo que permite que la estrategia de Re-
equilibrio as´ıncrono y la de Reequilibrio as´ıncrono con rack local la superen a nivel global. En el
caso as´ıncrono, el efecto de la interferencia es ma´s pronunciado, durando en ambos casos hasta la
13a iteracio´n. Adema´s, el beneficio de Reequilibrio as´ıncrono con rack local tambie´n es claramente
visible, explicando la diferencia observada en el tiempo de finalizacio´n global.
Para entender mejor las diferencias entre las estrategias de Reequilibrio as´ıncrono y de Reequi-
librio as´ıncrono con rack local y sus distintas pol´ıticas de planificacio´n, en la Figura 4.7 se muestra
la distribucio´n de tareas Map y Reduce que realiza Hadoop en el conjunto de MVs on-premise y
off-premise, para el escenario de la aplicacio´n K-Means con 100 Mbps de enlace de´bil . Nos hemos
centrado en este escenario ya que exhibe la diferencia ma´s pronunciada en el tiempo de finalizacio´n.
Como puede observarse, la estrategia de Reequilibrio as´ıncrono (4.7(a)) planifica una gran cantidad
de tareas Map off-premise desde el inicio, lo que lleva a una alta congestio´n del enlace de´bil y a un
correspondiente aumento en el tiempo de finalizacio´n por iteracio´n. Por el contrario, la estrategia
de Reequilibrio as´ıncrono con rack local (4.7(b)) planifica casi todas las tareas Map on-premise
durante la primera iteracio´n, y gradualmente planifica ma´s tareas Map off-premise a medida que
progresa la migracio´n de los datos. Gracias a este comportamiento, el tiempo de finalizacio´n por
iteracio´n converge al ideal mucho ma´s ra´pido que en el caso de Reequilibrio as´ıncrono.
 0
 100
 200
 300
 400
 500
 600
 1  2  3  4  5  6  7  8  9  10
Ti
em
po
 d
e 
fin
al
iza
ció
n 
(s)
Número de iteración
3−On−premise (Lím. Superior)
15−On−premise (Lím. Inferior)
3−12 Sin HDFS Off−premise
3−12 Reequilibrio Bloqueante
3−12 Reequilibrio Asíncrono
3−12 Reequilibrio Asín. Rack Local
(a) 1 Gbps de enlace de´bil .
 0
 200
 400
 600
 800
 1000
 1  2  3  4  5  6  7  8  9  10
Ti
em
po
 d
e 
fin
al
iza
ció
n 
(s)
Número de iteración
3−On−premise (Lím. Superior)
15−On−premise (Lím. Inferior)
3−12 Sin HDFS Off−premise
3−12 Reequilibrio Bloqueante
3−12 Reequilibrio Asíncrono
3−12 Reequilibrio Asín. Rack Local
(b) 100 Mbps de enlace de´bil .
Figura 4.8: PageRank: ana´lisis comparativo del tiempo de finalizacio´n por iteracio´n para las cuatro
estrategias, con respecto a las l´ıneas base de l´ımite superior e inferior. Menor es mejor.
A diferencia de K-Means, en el caso de PageRank observamos un patro´n de zigzag que co-
rresponde a los dos tipos de trabajo que se alternan durante las iteraciones. Esto es visible tanto
para el caso de 1 Gbps como el de 100 Mbps (Figuras 4.8(a) y 4.8(b)). En el caso de 1 Gbps, el
comportamiento del l´ımite inferior, el l´ımite superior, y las estrategias de Sin HDFS off-premise y
de Reequilibrio bloqueante es consistente durante todo el tiempo de ejecucio´n. Tanto la estrategia
de Reequilibrio as´ıncrono como la de Reequilibrio as´ıncrono con rack local siguen a la estrategia de
Reequilibrio bloqueante muy de cerca despue´s de la primera iteracio´n, lo que significa que la dife-
rencia observada se debe principalmente a la interferencia provocada por la migracio´n de los datos
de la primera iteracio´n. En el caso de 100 Mbps, todos los enfoques muestran un comportamiento
consistente, con poca diferencia entre las estrategias de Reequilibrio bloqueante y de Reequilibrio
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as´ıncrono (con o sin la implementacio´n de rack local), incluso para la primera iteracio´n. Si bien
existe un potencial de aceleracio´n para las iteraciones pares cuando se compara con el l´ımite supe-
rior, ya que corresponde al tipo de trabajo Map-intensivo de PageRank. Esto no se cumple para las
iteraciones impares correspondientes al tipo de trabajo Reduce-intensivo, lo que conduce finalmente
a un tiempo de finalizacio´n global que es peor que el l´ımite superior.
4.4.4 Ana´lisis del proceso de migracio´n de datos
En esta seccio´n se estudia co´mo progresa la migracio´n de los datos durante el reequilibrio
as´ıncrono. Esto complementa el ana´lisis por iteracio´n de la seccio´n 4.4.3, ofreciendo ma´s informacio´n
acerca de la desaceleracio´n observada durante las primeras iteraciones.
En la Figura 4.9 se muestra el progreso de migracio´n para K-Means con 1 Gbps y 100 Mbps de
ancho de banda del enlace de´bil , para el fichero de entrada de 20 GB utilizado en estos experimentos.
Como se esperaba, la migracio´n ma´s ra´pida la realiza la estrategia de Reequilibrio bloqueante ya
que este proceso se realiza de forma aislada sin ningu´n tipo de interferencia debida a la ejecucio´n
de la aplicacio´n. Hay que tener en cuenta que la estrategia de Reequilibrio as´ıncrono con rack local
esta´ muy cerca de Reequilibrio bloqueante. Esto se explica por que la estrategia de Reequilibrio
as´ıncrono con rack local utiliza el enlace de´bil casi u´nicamente para migrar los datos a las MVs
off-premise, ya que las tareas Map planificadas off-premise durante dicho proceso tendra´n localidad
de datos local y por tanto no necesitara´n utilizar el enlace de´bil para leer su bloque. En la estrategia
de Reequilibrio as´ıncrono se observa un comportamiento completamente diferente. En este caso,
un gran nu´mero de tareas Map necesitan leer bloques de entrada simulta´neamente junto con la
migracio´n de los datos a trave´s del enlace de´bil . Esto provoca una saturacio´n del enlace de´bil , que
tiene como consecuencia un mayor tiempo de migracio´n de los datos (entre 2 y 3 veces el observado
para los otros casos). El comportamiento general para las tres estrategias es muy similar, tanto
para los escenarios de 1 Gbps como de 100 Mbps.
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Figura 4.9: Evolucio´n de la migracio´n para K-Means: cantidad de datos transferidos por tiempo.
Menor es mejor.
En el caso de PageRank (Figura 4.10), la similitud entre 1 Gbps y 100 Mbps tambie´n es visible;
sin embargo, hay una diferencia marcada en comparacio´n con K-Means. La estrategia de Reequilibrio
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Figura 4.10: Evolucio´n de la migracio´n para Pagerank: cantidad de datos transferidos por tiempo.
Menor es mejor.
as´ıncrono esta´ mucho ma´s cercana a las otras dos estrategias, lo que se puede explicar por el hecho
de que el taman˜o total de los datos de entrada es mucho menor. Esto se refleja tambie´n en el tiempo
de migracio´n.
4.5 Metodolog´ıa de ana´lisis de coste econo´mico
En esta seccio´n se estudia el coste econo´mico de ejecutar aplicaciones MapReduce iterativas
sobre nubes h´ıbridas utilizando un despliegue de cloud bursting . En este contexto, hemos realizado
un estudio comparativo de lo que podr´ıa costar lograr las mejoras de rendimiento discutidas en la
seccio´n 4.4.2 con cada una de las cuatro estrategias, en un entorno real de nube h´ıbrida.
Con este fin, proponemos una metodolog´ıa de obtencio´n del coste econo´mico de la ejecucio´n de
una aplicacio´n MapReduce sobre un entorno h´ıbrido, de forma que facilite el razonamiento del coste
espec´ıfico para un escenario de cloud bursting . En este caso nos centramos en el coste incurrido por
el aprovisionamiento de recursos temporales off-premise de pago por uso, utilizando un ejemplo real
de costes. En este contexto, existen dos fuentes de gastos: (1) el proveedor de la nube, que cobra
por la duracio´n de la utilizacio´n de la MV (tiempo de actividad) y la cantidad de datos transferidos
on-premise desde las MVs off-premise (tra´fico saliente desde la nube pu´blica a la nube privada), y
(2) el proveedor de servicios de Internet o ISP, que permite el acceso de red desde/hacia la nube.
Normalmente, el coste del ISP se fija en funcio´n de la capacidad de ancho de banda y no depende
de la cantidad de tra´fico. La razo´n por la que el proveedor de la nube no cobra por cargas de datos
que se realizan hacia la nube pu´blica se debe a que tiene como objetivo crear dependencias en
la nube para que los usuarios encuentren dificultades para salir de ella (es decir, un “bloqueo”del
proveedor). En nuestro estudio, se han evaluado varios proveedores de nube (AWS, Softlayer, y
Google, entre otros) y proveedores de servicios de Internet (AT&T, Telefo´nica, y Verizon, entre
otros) para estimar el coste incurrido por una nube pu´blica similar a nuestra configuracio´n (MVs
con 4 vCPUs y 16 GB de RAM utilizando una interconexio´n entre nubes de 100 Mbps y 1 Gbps).
En la Tabla 4.4 se resumen los costes promedio t´ıpicos que hemos utilizado para nuestro ana´lisis.
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Proveedor de nube Proveedor de ISP
Utilizacio´n de MV Tra´fico de salida 100 Mpbs 1 Gbps
0,239 $/h 0,09 $/GB 0,06 $/h 0,27 $/h
Tabla 4.4: Modelo de coste: deglose t´ıpico de gastos
4.5.1 Formulacio´n para el ana´lisis de coste econo´mico
Para llevar a cabo el ana´lisis de coste econo´mico hay que tener en cuenta los costes derivados
de la utilizacio´n de las ma´quinas virtuales o instancias (T vmc ), as´ı como del proveedor de ISP
(T ispc ), del tra´fico de datos de salida (T outc ), y del tra´fico de datos de entrada (T
in
c ). A partir de
esta informacio´n, presentamos la siguiente fo´rmula para obtener el coste econo´mico total de una
aplicacio´n:
Tc = T
vm
c + T
isp
c + T
out
c + T
in
c , (4.1)
donde,
T vmc = Tvm × CI ×NoffI
T ispc = Tvm × Cbw
T inc = Sin × Cin
T outc = Sout × Cout,
siendo Tvm el tiempo utilizado por la MV, N
off
I el nu´mero de MVs empleadas, Sin la cantidad de
tra´fico de entrada y Sout la cantidad de tra´fico de salida. Adema´s, CI , Cin, Cout y Cbw corresponden
a los costes econo´micos de la MV o instancia, del tra´fico de entrada, del tra´fico de salida y del
proveedor de ISP, respectivamente.
Por tanto, para realizar un ca´lculo de los gastos incurridos en las dos aplicaciones estudiadas
en este cap´ıtulo, es necesario obtener todos los para´metros presentados en la fo´rmula anterior. La
duracio´n de la utilizacio´n de las MVs y del ISP viene dada por el tiempo de finalizacio´n de la
aplicacio´n en concreto, que podemos extraer de la seccio´n 4.4.2. Los costes, tanto de la utilizacio´n
de las MVs como del ISP, vienen dados por la Tabla 4.4. Sin embargo, la informacio´n sobre el tra´fico
entrante y saliente de las MVs off-premise, para cada aplicacio´n y estrategia, ha sido extra´ıda a
partir del entorno H-Stat presentado en el cap´ıtulo 3. En la siguiente seccio´n se muestra un desglose
de todo el tra´fico de datos y estad´ısticas para cada aplicacio´n y estrategia estudiada, de forma que
posteriormente se pueda realizar una estimacio´n de los costes de forma detallada.
4.5.2 Tra´fico de datos entre nubes
Utilizando nuestra herramienta H-Traffic de H-Stat presentada en la seccio´n 3.2.4, hemos ex-
tra´ıdo el tra´fico de datos para las estrategias y aplicaciones estudiadas, desglosado por iteracio´n.
Este tra´fico incluye las lecturas y escrituras producidas por HDFS desde/hacia las MVs on-premise
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y off-premise, el tra´fico producido por la fase Shuﬄe en ambas partes, y finalmente el tra´fico
producido por la migracio´n de datos desde las MVs on-premise hacia las MVs off-premise.
Adema´s, en cada caso se han extra´ıdo una serie de estad´ısticas sobre la planificacio´n de cada
una de las tareas MapReduce segu´n la estrategia y aplicacio´n. A partir de estos datos se puede
entender mejor el tra´fico de datos producido en cada caso, ya que en algunos casos existen tareas
MapReduce que finalmente son eliminadas debido a la sobrecarga de la red, consumiendo un tra´fico
que finalmente no contribuye al procesamiento de la aplicacio´n.
En las Tablas 4.5 y 4.6 se muestra el resumen de todo el tra´fico acumulado para las 30 iteraciones
de K-Means para cada una de las estrategias, utilizando enlaces de´biles de 1 Gbps y 100 Mbps
respectivamente.
Analizando en ambas tablas el tra´fico producido por K-Means, podemos destacar una serie de
datos puntuales en cada caso. En la estrategia Sin HDFS off-premise, es evidente que en ningu´n
caso se realizan lectura locales de HDFS off-premise. Por lo tanto, cualquier tarea Map planificada
off-premise provoca un tra´fico desde on-premise hacia off-premise como se muestra en las tablas
(“Off-premise desde On-premise”). En este caso, resulta interesante observar la cantidad total de
MB le´ıdos desde HDFS, ya que es ligeramente superior al resto de estrategias para ambos enlaces.
Esto se puede explicar analizando en las estad´ısticas la cantidad de tareas Map canceladas off-
premise en ambos enlaces, ya que estas tareas Map han sido planificas off-premise, han le´ıdo parte
de su bloque de datos, pero finalmente han sido marcadas como erro´neas y planificadas de nuevo.
Estas tareas marcadas como erro´neas son normalmente la consecuencia de una sobrecarga de la red
de interconexio´n, que impide enviar el estado de la tarea dentro de los tiempos que el planificador
admite como va´lidos. En el caso de 100 Mbps se puede apreciar mejor este comportamiento.
De la misma manera, las Tablas 4.7 y 4.8 muestran el resumen del tra´fico acumulado para las
10 iteraciones de PageRank para cada una de las estrategias, utilizando enlaces de´biles de 1 Gbps
y 100 Mbps, respectivamente.
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K-Means Sin HDFS Reequilibrio Reequilibrio Reequilibrio As´ın.
1 Gbps de enlace de´bil off-premise Bloqueante As´ıncrono Rack Local
HDFS LECTURAS (MB)
Off-premise desde On-premise 339.980 0 20.842 520
On-premise desde Off-premise 0 0 0 0
On-premise Locales 269.171 142.466 150.271 157.346
Off-premise Locales 0 463.434 433.959 449.376
Total Datos Le´ıdos 609.151 605.899 605.072 607.242
HDFS ESCRITURAS (MB)
On-premise hacia Off-premise 0 0 0 0,005
Off-premise hacia On-premise 0,039 0,078 0,078 0,073
On-premise Locales 0,195 0,078 0,078 0,078
Off-premise Locales 0 0,078 0,078 0,078
Total Datos Escritos 0,234 0,234 0,234 0,234
SHUFFLE (MB)
Shuﬄe On-premise a Off-premise 2,95 2,88 3,06 3,07
Shuﬄe Off-premise a On-premise 3,72 0 0 0,68
Shuﬄe On-Premise 2,67 0 0 0,17
Shuﬄe Off-Premise 3,36 9,81 9,64 8,78
Total Shuﬄe 12,70 12,70 12,70 12,70
ESTADI´STICAS
Maps On-premise 2.001 1.025 1.085 1.139
Reduces On-Premise 15 0 0 2
Maps Off-premise 2.567 3.503 3.450 3.381
Reduces Off-premise 15 30 30 28
Maps Cancelados On-premise 6 3 3 10
Reduces Cancelados On-premise 0 0 0 0
Maps Cancelados Off-premise 62 25 32 10
Reduces Cancelados Off-premise 0 0 0 0
Total Maps Satisfactorios 4.500 4.500 4.500 4.500
Total Reduces Satisfactorios 30 30 30 30
REEQUILIBRIO (MB)
On-premise hacia Off-premise 0 19.152 19.152 19.152
Tabla 4.5: K-Means: transferencias entre nubes en Megabytes (MB), y estad´ısticas sobre las tareas
MapReduce ejecutadas en un enlace de´bil de 1 Gbps.
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K-Means Sin HDFS Reequilibrio Reequilibrio Reequilibrio As´ın.
100 Mbps de enlace de´bil off-premise Bloqueante As´ıncrono Rack Local
HDFS LECTURAS (MB)
Off-premise desde On-premise 175.648 129 47.012 1.541
On-premise desde Off-premise 0 0 0 0
On-premise Locales 468.090 149.342 202.330 243.395
Off-premise Locales 0 457.308 371.495 366.486
Total Datos Le´ıdos 643.738 606.779 620.837 611.422
HDFS ESCRITURAS (MB)
On-premise hacia Off-premise 0 0 0,01 0
Off-premise hacia On-premise 0 0,08 0,07 0,08
On-premise Locales 0,23 0,08 0,08 0,08
Off-premise Locales 0 0,08 0,08 0,08
Total Datos Escritos 0,23 0,23 0,23 0,23
SHUFFLE (MB)
Shuﬄe On-premise a Off-premise 0 2,94 3,65 4,96
Shuﬄe Off-premise a On-premise 2,87 0,34 0,45 0
Shuﬄe On-Premise 9,83 0,09 0,47 0
Shuﬄe Off-Premise 0 9,34 8,12 7,73
Total Shuﬄe 12,70 12,70 12,70 12,70
ESTADI´STICAS
Maps On-premise 3.479 1.075 1.449 1.757
Reduces On-Premise 30 1 2 0
Maps Off-premise 1.677 3.456 3.290 2.762
Reduces Off-premise 0 29 28 30
Maps Cancelados On-premise 1 4 2 18
Reduces Cancelados On-premise 0 0 0 0
Maps Cancelados Off-premise 655 27 237 1
Reduces Cancelados Off-premise 0 0 0 0
Total Maps Satisfactorios 4.500 4.500 4.500 4.500
Total Reduces Satisfactorios 30 30 30 30
REEQUILIBRIO (MB)
On-premise hacia Off-premise 0 19.152 19.152 19.152
Tabla 4.6: K-Means: transferencias entre nubes en Megabytes (MB), y estad´ısticas sobre las tareas
MapReduce ejecutadas en un enlace de´bil de 100 Mbps.
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PageRank Sin HDFS Reequilibrio Reequilibrio Reequilibrio As´ın.
1 Gbps de enlace de´bil off-premise Bloqueante As´ıncrono Rack Local
HDFS LECTURAS (MB)
Off-premise desde On-premise 32.225 0 61 0
On-premise desde Off-premise 0 0 0 0
On-premise Locales 12.868 9.783 10.711 11.054
Off-premise Locales 0 35.153 34.164 33.883
Total Datos Le´ıdos 45.092 44.936 44.937 44.937
HDFS ESCRITURAS (MB)
On-premise hacia Off-premise 0 7.317 7.046 7.077
Off-premise hacia On-premise 23.321 23.122 23.468 23.309
On-premise Locales 67.886 30.439 30.513 30.386
Off-premise Locales 0 30.439 30.513 30.386
Total Datos Escritos 91.207 91.317 91.540 91.159
SHUFFLE (MB)
Shuﬄe On-premise a Off-premise 9.449 6.855 7.592 7.562
Shuﬄe Off-premise a On-premise 6.649 7.783 6.975 7.589
Shuﬄe On-Premise 2.805 2.128 2.123 2.322
Shuﬄe Off-Premise 22.972 25.109 25.185 24.286
Total Shuﬄe 41.876 41.876 41.876 41.476
ESTADI´STICAS
Maps On-premise 326 222 242 251
Reduces On-Premise 112 116 108 115
Maps Off-premise 591 692 674 663
Reduces Off-premise 378 374 382 375
Maps Cancelados On-premise 1 0 2 0
Reduces Cancelados On-premise 1 1 1 1
Maps Cancelados Off-premise 2 0 0 0
Reduces Cancelados Off-premise 9 9 9 9
Total Maps Satisfactorios 914 914 914 914
Total Reduces Satisfactorios 480 480 480 480
REEQUILIBRIO (MB)
On-premise hacia Off-premise 0 3.076 3.076 3.076
Tabla 4.7: PageRank: transferencias entre nubes en Megabytes (MB), y estad´ısticas sobre las tareas
MapReduce ejecutadas en un enlace de´bil de 1 Gbps.
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PageRank Sin HDFS Reequilibrio Reequilibrio Reequilibrio As´ın.
100 Mbps de enlace de´bil off-premise Bloqueante As´ıncrono Rack Local
HDFS LECTURAS (MB)
Off-premise desde On-premise 33.124 0 359 0
On-premise desde Off-premise 0 0 0 0
On-premise Locales 12.211 11.837 11.527 11.659
Off-premise Locales 0 33.092 33.043 33.277
Total Datos Le´ıdos 45.335 44.929 44.929 44.937
HDFS ESCRITURAS (MB)
On-premise hacia Off-premise 0 7.531 7.277 7.261
Off-premise hacia On-premise 14.983 22.779 23.032 23.041
On-premise Locales 75.900 30.309 30.310 30.302
Off-premise Locales 0 30.309 30.310 30.302
Total Datos Escritos 90.883 90.928 90.930 90.906
SHUFFLE (MB)
Shuﬄe On-premise a Off-premise 7.079 8.293 8.330 8.529
Shuﬄe Off-premise a On-premise 9.868 7.729 7.299 7.139
Shuﬄe On-Premise 3.099 2.599 2.463 2.477
Shuﬄe Off-Premise 21.777 24.667 25.188 25.074
Total Shuﬄe 41.824 43.293 43.281 43.220
ESTADI´STICAS
Maps On-premise 215 232 244 248
Reduces On-Premise 175 121 114 113
Maps Off-premise 706 684 671 667
Reduces Off-premise 308 376 383 383
Maps Cancelados On-premise 0 0 1 1
Reduces Cancelados On-premise 3 12 11 12
Maps Cancelados Off-premise 7 2 0 0
Reduces Cancelados Off-premise 0 5 6 4
Total Maps Satisfactorios 914 914 914 914
Total Reduces Satisfactorios 480 480 480 480
REEQUILIBRIO (MB)
On-premise hacia Off-premise 0 3.076 3.076 3.076
Tabla 4.8: PageRank: transferencias entre nubes en Megabytes (MB), y estad´ısticas sobre las tareas
MapReduce ejecutadas en un enlace de´bil de 100 Mbps.
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4.5.3 Estimacio´n de costes
Una vez extra´ıdos los datos necesarios para realizar una estimacio´n de costes, se ha realizado
un ca´lculo desglosado de cada uno de los gastos incurridos por la duracio´n de la instancia, el coste
del ISP, y el tra´fico de entrada y salida, utilizando para ello los costes descritos en la Tabla 4.4 y
la fo´rmula (4.1) propuesta. Hay que tener en cuenta que el proceso de migracio´n realiza el env´ıo de
los datos desde las MVs on-premise a las MVs off-premise y, por lo tanto, no incurre en gasto por
los proveedores de la nube.
En las Tablas 4.9 y 4.10 se muestra el detalle del coste total de la ejecucio´n completa de K-Means
y PageRank para cada estrategia. Adema´s, se ha introducido un me´todo de evaluacio´n que indica
que´ estrategia es mejor en cada caso desde el punto de vista del tiempo y coste econo´mico. Para
ello, se ha evaluado cada estrategia con una puntuacio´n que viene dada por la ecuacio´n (Tiempo ×
Coste)/1000, en la cual un valor bajo significa una buena relacio´n tiempo/coste.
Detalle del coste Sin HDFS Reequilibrio Reequilibrio Reequilibrio As´ınc.
K-Means off-premise Bloqueante As´ıncrono Rack Local
1 Gbps
Tiempo de ejecucio´n Instancia ($) 2,78 $ 1,34 $ 1,312855 $ 1,25 $
Coste ancho de banda (ISP) ($) 0,26 $ 0,13 $ 1,12 $ 0,12 $
Transf. Off-prem. a On-prem. ($) 0,00033 $ 0,000007 $ 0,000007 $ 0,00007 $
Trans. On-prem. a Off-prem.($) 0 $ 0 $ 0 $ 0 $
Total ($) 3,04 $ 1,47 $ 1,44 $ 1,37 $
Puntuacio´n (Tiempo x Coste) 10,6 2,5 2,4 2,2
100 Mbps
Tiempo de ejecucio´n Instancia ($) 13,32 $ 3,43 $ 5,148246 $ 2,16 $
Coste ancho de banda (ISP) ($) 0,28 $ 0,07 $ 0,11 $ 0,05 $
Transf. Off-prem. a On-prem. ($) 0,00025 $ 0,000036 $ 0,000046 $ 0,000007 $
Trans. On-prem. a Off-prem.($) 0 $ 0 $ 0 $ 0 $
Total ($) 13,6 $ 3,51 $ 5,26 $ 2,21 $
Puntuacio´n (Tiempo x Coste) 227,3 15,1 34 6
Tabla 4.9: K-Means: desglose de gastos y puntuacio´n obtenida para cada estrategia utilizando
enlaces de´biles de 1 Gbps y 100 Mbps. Menor es mejor.
Toda esta informacio´n, combinada con el tiempo de ejecucio´n total por cada iteracio´n, se ha
utilizado para calcular la acumulacio´n de costes por iteracio´n (es decir, co´mo aumenta el coste total
a medida que aumenta el nu´mero de iteraciones). En las Figuras 4.11 y 4.12 se muestra el coste
acumulado por iteracio´n para K-Means y PageRank, respectivamente.
Como puede observarse, para K-Means la solucio´n ma´s econo´mica y que obtiene mejor puntua-
cio´n utiliza la estrategia de Reequilibrio as´ıncrono con rack local , tanto para el caso de 1 Gbps como
el de 100 Mbps. En el caso de 1 Gbps, todas las estrategias excepto Sin HDFS off-premise exhiben
un coste econo´mico y puntuacio´n similar. La gran diferencia entre Sin HDFS off-premise y el resto
es principalmente debida al aumento del tiempo de ejecucio´n de la aplicacio´n. Esto tambie´n se
mantiene para el caso de 100 Mbps, donde la acumulacio´n de costes tambie´n crece de forma lineal
pero de forma ma´s ra´pida. Sin embargo, para el caso de 100 Mbps, surgen grandes diferencias entre
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Figura 4.11: K-Means: Coste econo´mico acumulado por iteracio´n. Menor es mejor.
el resto de estrategias: la de Reequilibrio bloqueante es visiblemente ma´s cara que la de Reequili-
brio as´ıncrono con rack local debido a la sobrecarga inicial. La estrategia de Reequilibrio as´ıncrono
comienza con un coste econo´mico similar a la de Sin HDFS off-premise, pero tras completar el pro-
ceso de migracio´n mejora su coste econo´mico, sin embargo este coste es superior a las estrategias
de Reequilibrio bloqueante y de Reequilibrio as´ıncrono con rack local . La estrategia de Reequilibrio
as´ıncrono con rack local es inicialmente ma´s econo´mica y mantiene su ventaja independientemente
del nu´mero de iteraciones. Comparado con el competidor ma´s cercano (Reequilibrio bloqueante), es
un 37 % ma´s econo´mica y al mismo tiempo un 37 % ma´s ra´pida. Por tanto, para el caso de K-Means
la clara vencedora es la estrategia Reequilibrio as´ıncrono con rack local , adema´s de obtener la mejor
puntuacio´n con diferencia.
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Figura 4.12: PageRank: Coste econo´mico acumulado por iteracio´n. Menor es mejor.
En el caso de PageRank, como se esperaba, la estrategia Sin HDFS off-premise genera unos
costes mucho ma´s elevados que el resto de estrategias y una relacio´n tiempo/coste mayor que el
resto, sobre todo en 100 Mbps. Sin embargo, la diferencia es menor que en el caso de K-Means,
debido a que en general se realizan muchas ma´s transferencias a consecuencia de las tareas Reduce,
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cuyo coste afecta a todas las estrategias. La estrategia de Reequilibrio as´ıncrono sostiene un coste
ligeramente menor que la de Reequilibrio bloqueante y de Reequilibrio as´ıncrono con rack local para
el caso de 1 Gbps. Sin embargo, en el caso de 100 Mbps, tanto la estrategia de Reequilibrio as´ıncrono
como la de Reequilibrio as´ıncrono con rack local muestran un coste muy similar, mientras que la
estrategia de Reequilibrio bloqueante sufre un sobrecoste por el hecho de tener que esperar a que se
migren los datos iniciales. Por tanto, para el caso de PageRank, tanto la estrategia de Reequilibrio
as´ıncrono como la de Reequilibrio as´ıncrono con rack local ser´ıan va´lidas, obteniendo unos costes
muy similares para ambos casos.
Detalle del coste Sin HDFS Reequilibrio Reequilibrio Reequilibrio As´ınc.
PageRank off-premise Bloqueante As´ıncrono Rack Local
1 Gbps
Tiempo de ejecucio´n Instancia ($) 0,98 $ 0,74 $ 0,697382 $ 0,75 $
Coste ancho de banda (ISP) ($) 0,09 $ 0,07 $ 0,065 $ 0,07 $
Transf. Off-prem. a On-prem. ($) 2,63 $ 2,72 $ 2,68 $ 2,72 $
Trans. On-prem. a Off-prem.($) 0 $ 0 $ 0 $ 0 $
Total ($) 3,71 $ 3,52 $ 3,44 $ 3,54 $
Puntuacio´n (Tiempo x Coste) 4,6 3,26 3 3,3
100 Mbps
Tiempo de ejecucio´n Instancia ($) 4,55 $ 3,19 $ 2,829079 $ 2,83 $
Coste ancho de banda (ISP) ($) 0,10 $ 0,07 $ 0,06 $ 0,06 $
Transf. Off-prem. a On-prem. ($) 2,18 $ 2,68 $ 2,67 $ 2,65 $
Trans. On-prem. a Off-prem.($) 0 $ 0 $ 0 $ 0 $
Total ($) 6,83 $ 5,94 $ 5,55 $ 5,54 $
Puntuacio´n (Tiempo x Coste) 39 23,7 19,72 19,7
Tabla 4.10: PageRank: desglose de gastos y puntuacio´n obtenida para cada estrategia utilizando
enlaces de´biles de 1 Gbps y 100 Mbps. Menor es mejor.
4.6 Conclusiones
En este cap´ıtulo se ha realizado un ana´lisis de la gestio´n de datos y planificacio´n de tareas
que realiza Hadoop MapReduce en un entorno de nube h´ıbrida, mediante un despliegue de cloud
bursting . Uno de los factores clave en el rendimiento de una aplicacio´n MapReduce en Hadoop es
la velocidad de acceso a los datos. Sin embargo, en una nube h´ıbrida existe una red de intercomu-
nicacio´n por la cual debe pasar todo el tra´fico entre ambas nubes (enlace de´bil), normalmente con
un ancho de banda de un orden de magnitud inferior al de las propias redes de cada nube. Esto
provoca que una mala planificacio´n de tareas MapReduce traiga consigo un bajo rendimiento de la
aplicacio´n al provocar una congestio´n del enlace de´bil .
Por tanto, surge la necesidad de explorar distintas estrategias que permitan adaptarse y mejorar
la ejecucio´n de una aplicacio´n MapReduce en un despliegue de cloud bursting . Para ello, inicialmente
se ha realizado un estudio de los distintos aspectos que influyen en la localidad de los datos para
cada una de las fases de una aplicacio´n MapReduce. Como resultado, se han planteado varias
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estrategias para gestionar la migracio´n inicial de los datos de entrada de las MVs on-premise a las
MVs off-premise.
Mediante el uso de la caracter´ıstica Rack Awareness implementada en Hadoop, se ha planteado
otro enfoque de su uso para adaptarlo a nubes h´ıbridas, lo cual ha permitido la propuesta de dos
estrategias de gestio´n de localidad de los datos. Sin embargo, tras el ana´lisis de estas estrategias
se ha observado que el planificador por defecto de Hadoop no es consciente del uso de un enlace
de´bil de bajo rendimiento, lo que provoca una planificacio´n ineficiente de tareas. Por tanto, se ha
implementado una nueva pol´ıtica de planificacio´n de Hadoop, que ha dado lugar a una tercera
estrategia de gestio´n de los datos. Adema´s, para comparar estas tres estrategias se ha propuesto
una cuarta estrategia en la que no se realiza ninguna accio´n de migracio´n de los datos a las MVs
off-premise, lo cual permite tener una perspectiva general a la hora de comparar las distintas
estrategias.
Estas cuatro estrategias se han evaluado a trave´s de un entorno de experimentacio´n de nube
h´ıbrida controlado, el cual permite limitar el ancho de banda del enlace de´bil , as´ı como el nu´mero de
MVs on-premise y off-premise. Se han seleccionado dos aplicaciones MapReduce iterativas reales,
K-Means y PageRank, muy populares en el campo del Big Data. Por tanto, mediante un despliegue
de 3 MVs on-premise y 12 MVs off-premise, junto con una configuracio´n del enlace de´bil de 1 Gbps
y 100 Mbps, se han evaluado las distintas estrategias propuestas.
Los resultados obtenidos en cada escenario han permitido concluir que la estrategia de Reequi-
librio as´ıncrono con rack local (nuestra contribucio´n) es la que mejor resultados de rendimiento
obtiene para la aplicacio´n K-Means, incluso es un escenario con un bajo ancho de banda del enlace
de´bil de 100 Mbps, ofreciendo una mejora del 53 % del tiempo de finalizacio´n con respecto al l´ımite
superior propuesto (3 MVs on-premise). Estos resultados justifican la mejora introducida en el pla-
nificador de Hadoop para las tareas Map en este tipo de entornos. Por tanto, puesto que K-Means
es una aplicacio´n Map-intensiva, puede beneficiarse de la nueva planificacio´n propuesta a trave´s de
la estrategia Reequilibrio as´ıncrono con rack local .
PageRank es una aplicacio´n compuesta por dos tipos de trabajos, uno de tipo Map-intensivo y
otro Reduce-intensivo. Por tanto, la nueva pol´ıtica propuesta solo obtiene beneficios en el trabajo de
tipo Map-intensivo, lo cual se ha podido observar en los resultados obtenidos, siendo la estrategia
de Reequilibrio as´ıncrono junto con nuestra estrategia de Reequilibrio as´ıncrono con rack local las
que mejor resultados ofrecen. Otra conclusio´n obtenida de PageRank es que este tipo de aplicacio´n
no obtiene ninguna mejora en el tiempo de finalizacio´n al utilizar un enlace de´bil de 100 Mbps, con
respecto al l´ımite superior. En cambio, utilizando un enlace de´bil de 1 Gbps, obtiene una mejora del
tiempo de finalizacio´n del 72 % con respecto al l´ımite superior, mediante la estrategia de Reequilibrio
as´ıncrono.
Finalmente, se ha contribuido con una metodolog´ıa de ana´lisis del coste econo´mico que con-
lleva la ejecucio´n de una aplicacio´n MapReduce iterativa sobre una nube h´ıbrida. Para ello, se
ha propuesto una expresio´n matema´tica que parametriza distintos factores que suponen un coste
econo´mico en la ejecucio´n de una aplicacio´n en este tipo de entornos, como el tiempo de utilizacio´n
de las MVs off-premise y el ISP, as´ı como el tra´fico de datos entre nubes. Para ello, se ha hecho
uso del entorno H-Stat para la extraccio´n del tra´fico producido entre nubes. Esta metodolog´ıa se
ha evaluado a trave´s de los resultados de las dos aplicaciones seleccionadas, y se ha podido concluir
que la estrategia de Reequilibrio as´ıncrono con rack local es la que mejor relacio´n tiempo/coste
obtiene para aplicaciones de tipo Map-intensivas.
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CAP´ITULO 5
Metodolog´ıa de prediccio´n de rendimiento
Tal y como se ha mostrado en los cap´ıtulos anteriores de esta tesis, la utilizacio´n de un entorno
h´ıbrido de computacio´n en la nube para aplicaciones MapReduce iterativas permite mejorar su
rendimiento a trave´s de estrategias de localidad de datos adaptadas a este nuevo escenario. Sin
embargo, dicho rendimiento no solo depende de una buena estrategia, sino tambie´n de otros factores
como el ancho de banda de la red entre ambas nubes, el tipo de aplicacio´n iterativa utilizada (Map-
intensiva/Reduce-intensiva), o la cantidad de ma´quinas virtuales adquiridas puntualmente de la
nube pu´blica. Dado que complementar una nube pu´blica con recursos de una nube privada supone
un gasto econo´mico, que tal vez no satisfaga las expectativas de rendimiento esperadas debido a los
mu´ltiples factores presentados, se plantea la necesidad de estimar cua´l sera´ el rendimiento de una
aplicacio´n concreta sobre dicho entorno antes de ser ejecutada. De esta forma, se podra´ determinar
de antemano si resulta conveniente invertir dinero en recursos de co´mputo adicionales durante un
pico de trabajo, con el fin de mejorar el rendimiento de sus aplicaciones.
En este cap´ıtulo se presenta una solucio´n a este problema a trave´s de una metodolog´ıa de pre-
diccio´n del rendimiento de aplicaciones MapReduce iterativas, ejecutadas sobre una nube h´ıbrida
a trave´s de un despliegue de cloud bursting . Esta metodolog´ıa se basa en la realizacio´n de una
calibracio´n inicial de la arquitectura h´ıbrida sobre la que se desea estimar su rendimiento, y una
caracterizacio´n de la aplicacio´n deseada. Finalmente, se aplica una expresio´n matema´tica que con-
templa tanto el proceso de migracio´n inicial de datos, como todas las caracter´ısticas intr´ınsecas de
una aplicacio´n MapReduce para estimar el tiempo de finalizacio´n de una aplicacio´n MapReduce
sobre dicha arquitectura de nube h´ıbrida.
Por u´ltimo, se evalu´a la precisio´n de esta metodolog´ıa a trave´s de la prediccio´n de cuatro apli-
caciones MapReduce iterativas reales sobre distintos escenarios de nube h´ıbrida. Estas aplicaciones
han sido extra´ıdas de benchmarks MapReduce estandarizados, y permiten cubrir el distinto abanico
de posibilidades con respecto a tipos de aplicaciones Map-intensivas/Reduce-intensivas.
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5.1 Metodolog´ıa
Estimar el comportamiento de cualquier aplicacio´n en una determinada arquitectura conlleva
el estudio y control de co´mo se comporta dicha aplicacio´n bajo determinadas condiciones. Adema´s,
el comportamiento de dicha aplicacio´n debe ser reproducible bajo las mismas condiciones, con un
cierto grado de tolerancia.
La ejecucio´n de una aplicacio´n desarrollada con el modelo de programacio´n MapReduce se rea-
liza en paralelo, a trave´s de la ejecucio´n de tareas Map y Reduce sobre los distintos slots disponibles
de cada uno de los nodos participantes. De esta forma, se crean ondas de ejecucio´n, donde cada
una de ellas cubre todos los slots disponibles hasta completar el nu´mero de tareas designado, de
una forma equilibrada. En la Figura 5.1 se muestra un ejemplo de ejecucio´n con 3 ondas de tareas
Map y 2 ondas de tareas Reduce. La ubicacio´n de cada una de estas tareas para la formacio´n de
ondas depende tanto de la pol´ıtica de planificacio´n de tareas, como de la ubicacio´n y localidad de
los datos. Su rendimiento dependera´ de la duracio´n y aprovechamiento de los slots de cada onda.
Por tanto, para estimar el comportamiento de una aplicacio´n MapReduce sobre un determinado
entorno es necesario comprender co´mo evolucionan cada una de estas ondas de ejecucio´n a partir
de la ubicacio´n y duracio´n de sus tareas.
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Figura 5.1: Ejemplo de ondas de ejecucio´n de una aplicacio´n MapReduce.
Esta evolucio´n de tareas en la ejecucio´n de una aplicacio´n MapReduce depende de distintos
factores que deben ser parametrizados a priori para poder realizar una prediccio´n de dicha evolu-
cio´n. Estos factores se dividen en dos grupos principales: los dependientes de la aplicacio´n y los
dependientes de la arquitectura.
En el cap´ıtulo anterior se ha realizado un ana´lisis de los factores que afectan al rendimiento
en la ejecucio´n de una aplicacio´n iterativa MapReduce en un entorno de cloud bursting . Para
mejorar el rendimiento en este tipo de entornos se han propuesto distintas estrategias que permiten
mejorar la localidad de los datos, teniendo en cuenta tanto la migracio´n inicial de los datos desde
las MVs on-premise a las MVs off-premise como la localidad de dichos datos. De todas ellas, la
que mejor se adapta a este tipo de escenarios es la de Reequilibrio as´ıncrono con rack local , ya que
permite migrar los datos de entrada de una aplicacio´n a las MVs off-premise de forma as´ıncrona
y transparente al usuario. Esto sucede al mismo tiempo que el planificador de Hadoop se adapta a
dicha migracio´n, forzando a las tareas Map a que se planifiquen u´nicamente en las MVs donde el
dato se encuentre en local o dentro del mismo rack. Tal y como se ha comprobado en el cap´ıtulo
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anterior, esta nueva pol´ıtica de planificacio´n de datos para Hadoop (propuesta en esta tesis) es
consciente de la infraestructura h´ıbrida en la que se esta´ ejecutando la aplicacio´n, permitiendo un
rendimiento mucho mejor en aplicaciones Map-intensivas. Por tanto, se ha elegido esta estrategia
como base para la obtencio´n de un modelo matema´tico de prediccio´n del tiempo de finalizacio´n de
aplicaciones MapReduce iterativas sobre un entorno de nube h´ıbrida.
En esta seccio´n presentamos los principios generales y la metodolog´ıa subyacente de nuestra
propuesta de modelado de rendimiento. Este modelo esta´ espec´ıficamente dirigido a la obtencio´n
del tiempo de finalizacio´n de una aplicacio´n MapReduce iterativa sobre una nube h´ıbrida con
despliegue de cloud bursting , haciendo uso de la estrategia de Reequilibrio as´ıncrono con rack local .
Nuestro objetivo es estimar el tiempo de finalizacio´n de una aplicacio´n MapReduce iterativa a
trave´s de una expresio´n matema´tica basada en una serie de para´metros a nivel de sistema y a nivel
de aplicacio´n, recopilados de antemano.
Por simplicidad, asumimos que la configuracio´n inicial consiste en un conjunto fijo y homoge´neo
de MVs on-premise y MVs off-premise, lo que nos permite obtener un conjunto fijo de para´metros a
nivel de sistema. Es posible utilizar la metodolog´ıa propuesta para estimar el tiempo de finalizacio´n
de varias configuraciones (por ejemplo, averiguar el nu´mero o´ptimo de MVs off-premise para lograr
el tiempo de ejecucio´n deseado), aplica´ndola para cada configuracio´n individualmente, como se
mostrara´ ma´s adelante en la seccio´n de evaluacio´n.
Nuestra metodolog´ıa consta de tres pasos:
1. En primer lugar, ejecutamos un test sinte´tico para extraer los para´metros a nivel de sistema,
correspondientes a una arquitectura de nube h´ıbrida, con un nu´mero determinado de MVs
on-premise y off-premise. Estos para´metros son independientes de la aplicacio´n y sera´n re-
utilizados en distintas aplicaciones o usuarios (por ejemplo, pueden ser almacenados en las
MVs on-premise para futuras predicciones y despliegues). Nos referimos a este paso como
calibracio´n del sistema.
2. En segundo lugar, extraemos los para´metros a nivel de aplicacio´n. Estos para´metros son
independientes de la arquitectura de nube h´ıbrida y pueden ser conocidos de antemano u
obtenidos ejecutando la aplicacio´n a menor escala en las MVs on-premise u´nicamente. De
esta forma, los usuarios pueden estimar los beneficios del uso de una nube h´ıbrida sin ejecutar
su aplicacio´n en dicho entorno, siempre y cuando el paso de calibracio´n se haya realizado
previamente para la arquitectura deseada. Nos referimos a este paso como caracterizacio´n
de aplicaciones.
3. Finalmente, una vez completada la calibracio´n y la caracterizacio´n, aplicamos una expresio´n
matema´tica para estimar el tiempo de finalizacio´n. Obse´rvese que existe una variabilidad
inherente en las aproximaciones introducidas anteriormente debido a la complejidad de la
ejecucio´n del modelo de programacio´n MapReduce, en general, y a la complejidad adicio-
nal introducida por el enlace de´bil . Por lo tanto, es importante poder presentar al usuario
una prediccio´n del tiempo de finalizacio´n optimista (l´ımite inferior) y una pesimista (l´ımite
superior). Para derivar las expresiones matema´ticas para ambos casos, hacemos uso de una
adaptacio´n del teorema de makespan aplicado al contexto MapReduce.
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5.2 Adapatacio´n del teorema de Makespan a nuestro modelo de pre-
diccio´n
El teorema de Makespan fue propuesto por Verma et al. [92] para la metodolog´ıa de prediccio´n
de ARIA (Automatic Resource Inference and Allocation) a partir de ideas ya exploradas en 1966,
y presentadas en el trabajo de Graham [46]. Este trabajo trata de obtener la secuenciacio´n o´ptima
para la realizacio´n de una serie de tareas por parte de un conjunto de trabajadores, con el fin de
minimizar su tiempo de finalizacio´n (makespan). Esto se puede aplicar tambie´n a la planificacio´n
de trabajos para su ejecucio´n en un computador, proporcionando una cota o l´ımite inferior y cota
o l´ımite superior al tiempo de ejecucio´n.
Los razonamientos aplicados para la solucio´n al problema del makespan, pueden utilizarse tam-
bie´n al problema de acotar los l´ımites inferior y superior del tiempo de ejecucio´n de una aplicacio´n
MapReduce, a partir de los para´metros extra´ıdos en las etapas de calibracio´n y caracterizacio´n.
Cada una de las fases Map y Reduce puede considerarse como una serie de n tareas de duracio´n
ti que van a ser ejecutadas en k slots. Asimilando estos datos a la teor´ıa del makespan, n se co-
rresponder´ıa con el nu´mero de tareas a realizar (cada una con una duracio´n determinada ti) y k
con los trabajadores que van a llevarlas a cabo. Los l´ımites se calculan suponiendo una pol´ıtica de
planificacio´n basada en un algoritmo voraz (greedy) [35].
El teorema del makespan introducido en el trabajo por Verma et al. [92] nos indica los l´ımites
inferior y superior del tiempo necesario para ejecutar n tareas de duracio´n ti utilizando k slots, si
se aplica una planificacio´n voraz, vienen dados por las expresiones: n · tavg/k, para el l´ımite inferior
y (n−1) · tavg/k+ tmax, para el l´ımite superior. Donde tavg es el tiempo medio calculado a partir de
los tiempos (ti, i = 1, . . . ,n) de las n tareas, y tmax es el tiempo de ejecucio´n de la tarea de mayor
duracio´n. Estas fo´rmulas indican una ejecucio´n en ondas de forma impl´ıcita, es decir se ejecutara´n k
tareas en paralelo, despue´s otras k y as´ı sucesivamente hasta que se lleguen a ejecutar las n tareas.
Nosotros, a partir de los datos y conclusiones obtenidas para la definicio´n de la nueva pol´ıtica
de planificacio´n desarrollada en el cap´ıtulo anterior, hemos refinado las expresiones anteriores con
la finalidad de ajustarlas mejor a una ejecucio´n de tareas en ondas, de la siguiente forma:
• El l´ımite inferior lo definimos como
n
k
× tavg. (5.1)
En este caso es evidente que la expresio´n es equivalente a la definida en el teorema de ma-
kespan. U´nicamente modificamos la forma de mostrarla, haciendo hincapie´ en la ejecucio´n
en ondas. En este caso queda patente que lo que se modela es la ejecucio´n de nk ondas, de
duracio´n tavg.
• Por su parte, el l´ımite superior lo definimos como(⌈n
k
⌉
− 1
)
× tavg + tmax. (5.2)
Aunque nos encontramos ante una ejecucio´n en ondas, e´sta no se realiza en pasos perfecta-
mente definidos. Cuando se utiliza un algoritmo de planificacio´n voraz, en cuanto un recurso
finaliza la ejecucio´n de una tarea se le asigna inmediatamente otra, sin ningu´n tipo de sincro-
nizacio´n entre ellas, ma´s alla´ de las que dicte la dependencia de datos. Esto hace, como hemos
comprobado en el cap´ıtulo anterior, que aparezca un cierto solapamiento en la ejecucio´n de
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estas ondas. Un l´ımite superior del tiempo de ejecucio´n del conjunto de tareas se dara´ ante
una planificacio´n, en la que la onda en la que se ejecuta la tarea con mayor tiempo de ejecu-
cio´n (tmax) se ejecute sin solapamiento con ninguna otra onda. Esto es precisamente lo que
modela la expresio´n que acabamos de introducir como l´ımite superior. En ella, del total de
ondas necesarias para la ejecucio´n de n, se considera que aquella que va a ejecutar la tarea
de ma´xima duracio´n se ejecuta sin solapamiento con ninguna otra. Adema´s, dado que lo que
se modela es un l´ımite superior, el nu´mero de ondas se expresa a trave´s de una funcio´n techo,
indicando un caso ma´s pesimista en el que la planificacio´n de tareas sufra ciertos retrasos. La
fo´rmula expuesta modela dicho comportamiento, considerando la ejecucio´n del total de ondas
menos 1,
(⌈
n
k
⌉− 1), con una duracio´n media de tavg y an˜adiendo a dicho tiempo el tiempo
necesario para ejecutar la onda que contiene la tarea de ma´xima duracio´n (tmax).
En las secciones siguientes vamos a utilizar las expresiones (5.1) y (5.2) para definir un nuevo
modelo de prediccio´n del tiempo de ejecucio´n de aplicaciones MapReduce ejecuta´ndose en un en-
torno de cloud bursting . Cabe destacar que, como se ha mostrado en las expresiones anteriores, para
obtener un l´ımite inferior y superior se debe obtener el tiempo medio y ma´ximo de las tareas, res-
pectivamente. Por tanto, los distintos para´metros que extraemos durante las etapas de calibracio´n
y caracterizacio´n corresponden con los valores medios y ma´ximos.
5.3 Calibracio´n del sistema
Tal y como se ha comentado, la primera parte de la metodolog´ıa de prediccio´n consiste en la
obtencio´n de una calibracio´n del sistema. A partir de esta calibracio´n se obtienen los para´metros
que definen el comportamiento del sistema, que son independientes de la aplicacio´n que se ejecute.
Se debe tener en cuenta que nos encontramos ante una arquitectura de nube h´ıbrida de MVs
homoge´neas, que esta´ formada por una nube privada interconectada con una nube pu´blica a trave´s
de un u´nico canal de comunicacio´n. Este enlace de´bil entre ambas nubes es de un rendimiento
menor al que tienen sus redes internas (al menos un orden de magnitud), lo que produce un claro
impacto en las comunicaciones que se originan (tanto para realizar operaciones de acceso al sistema
de almacenamiento, como las debidas a transferencias de datos entre tareas) durante la ejecucio´n de
una aplicacio´n MapReduce. Por tanto, se deben calibrar los para´metros que afectan a una ejecucio´n
MapReduce para poder modelar su comportamiento en futuras ejecuciones.
Las fases de MapReduce que ma´s se ven afectadas por este tipo de comunicacio´n heteroge´nea
entre nubes son:
• Fase Shuﬄe, ya que se encarga de trasladar todos los datos intermedios de las tareas Map a
las tareas Reduce. Se produce un esquema de comunicacio´n desde todas las tareas Map hacia
todas las tareas Reduce. Esto implica un intercambio de datos entre pra´cticamente todas las
MVs participantes de la ejecucio´n de una aplicacio´n MapReduce. En concreto, tanto las tareas
Map como Reduce son homoge´neamente distribuidas entre todas las MVs, tanto on-premise
como off-premise. Por tanto, pra´cticamente todo el tra´fico de datos intermedio producido por
la fase Shuﬄe se ve afectado por el enlace de´bil .
• Fase Reduce, donde cada tarea Reduce debe escribir su resultado en el sistema de almacena-
miento distribuido HDFS. Como se ha descrito en la seccio´n 4.2 del cap´ıtulo anterior, HDFS
se ha configurado para utilizar la caracter´ıstica de Rack Awareness para garantizar la migra-
cio´n de, al menos, una re´plica de los datos a las nuevas MVs off-premise recie´n adquiridas en
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una nube h´ıbrida. Esta caracter´ıstica obliga al sistema de almacenamiento HDFS a escribir
siempre al menos una re´plica de los datos fuera del rack donde se ha realizado la escritura;
en nuestro caso, un rack corresponde al grupo de MVs on-premise y el otro a las MVs off-
premise. Por tanto, todas las escrituras al sistema HDFS producidas por las tareas de Reduce
generan un tra´fico de datos a trave´s del enlace de´bil que incrementa el tiempo de escritura
(dependiendo del ancho de banda del enlace de´bil).
Cabe destacar que la fase Map no se ve pra´cticamente afectada en este caso, ya que la pol´ıtica
utilizada en la estrategia de Reequilibrio as´ıncrono con rack local no permite la ejecucio´n de una
tarea Map que no disponga de su entrada de datos en local. Sin embargo como se vera´ ma´s adelante,
existen pequen˜os fragmentos de entrada de datos que deben ser le´ıdos de otros nodos remotos, lo
que produce un pequen˜o incremento del tiempo de lectura del sistema de almacenamiento HDFS.
5.3.1 Test Sinte´tico de calibracio´n
Para realizar la calibracio´n del sistema hemos disen˜ado y desarrollado un test sinte´tico (inspirado
en WordCount1) enfocado a la extraccio´n de los para´metros de rendimiento de E/S y de sobrecarga
de comunicacio´n provocada por una configuracio´n de nube h´ıbrida. Concretamente, el objetivo de
este test es obtener los para´metros que se ven ma´s afectados en las fases de MapReduce (Map,
Shuﬄe y Reduce), en funcio´n de los siguientes datos:
• La cantidad de datos le´ıdos desde el sistema de almacenamiento HDFS.
• La cantidad de datos escritos al sistema de almacenamiento HDFS.
• La cantidad de datos intermedios (Shuﬄe) entre las tareas Map y Reduce.
Para lograr este objetivo, hemos desarrollado un co´digo MapReduce con una funcio´n de Map y
otra de Reduce, detallados en la Funcio´n 1 y la Funcio´n 2, respectivamente. La funcio´n Map se es-
tructura en dos partes: inicialmente lee un fragmento de datos de entrada, y posteriormente escribe
una cantidad espec´ıfica de datos intermedios (en un formato clave/valor) en la funcio´n de combina-
cio´n (Combiner). La funcio´n de combinacio´n forma parte de una tarea Map y permite realizar un
pequen˜o procesamiento de los datos parecido al de la fase Reduce, con el objetivo de reducir la can-
tidad de datos de intercambio y, de esta forma, disminuir la sobrecarga de comunicacio´n. La salida
del combinador se agrupa por clave, donde cada grupo de claves es recogido por su correspondiente
tarea Reduce, controlando de esta forma la cantidad de datos intermedios de Shuﬄe que debe leer
cada tarea Reduce, al ser especificada como para´metro de entrada. Las tareas Reduce simplemente
escriben una cantidad espec´ıfica de datos en el sistema de almacenamiento HDFS. Hay que destacar
que tanto la funcio´n Map como la funcio´n Reduce evitan realizar ningu´n tipo de ca´lculo (salvo una
mı´nima carga en CPU) para aislar la sobrecarga producida por la comunicacio´n de E/S.
Hay que hacer especial hincapie´ en las funciones de combinacio´n y de Reduce. En este caso
existen dos para´metros a controlar: por una parte los datos que provienen de la fase Shuﬄe, y por
otra los datos que se generan como resultado de la funcio´n Reduce. Por lo tanto, fijando el taman˜o
de datos de salida de las tareas Reduce a un determinado valor, y variando la cantidad de datos de
Shuﬄe que recibe cada tarea Reduce, podemos obtener informacio´n acerca del tiempo que requiere
1https://wiki.apache.org/hadoop/WordCount
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Funcio´n 1 Funciones de Map y combinacio´n para el test sinte´tico de calibracio´n del sistema con:
M tareas Map, R tareas Reduce y taman˜o de Shuﬄe sh.
1: function Map(n) . n palabras por map
2: count = 0
3: while hasMoreData and count < n do
4: Read input data
5: emit(word,1)
6: count = count+ 1
7: end while
8: end function
9: function Combiner(sh, out map, M , R) . out map: taman˜o del map
10: size = (out map×M)/R
11: sum = sum of values for the same key
12: iter = sh / size
13: for i = 1 to iter do
14: emit(word,sum)
15: end for
16: end function
Funcio´n 2 Funcio´n de Reduce para el test sinte´tico de calibracio´n del sistema con: taman˜o de
salida rs, taman˜o de Shuﬄe sh, y R tareas Reduce.
1: function Reduce(rs, sh)
2: size = out comb/R . out comb: taman˜o del combiner
3: sum = sum of values for the same key
4: iter = rs/size
5: for i = 1 to iter do
6: emit(word,sum)
7: end for
8: end function
cada tarea Reduce en leer una cantidad variable de datos de Shuﬄe. De esta forma, variando dicha
cantidad de Shuﬄe, podemos obtener varias nubes de puntos de Shuﬄe por cada tarea Reduce, que
representen el tiempo de lectura por cantidad de datos, y realizar una regresio´n lineal que aproxime
el tiempo que necesita cualquier cantidad de datos de Shuﬄe por Reduce para dicha arquitectura.
De la misma manera, fijar una cantidad determinada de Shuﬄe y variar la cantidad de datos
de salida de las tareas Reduce, permite extraer el tiempo que necesita cada tarea Reduce en escribir
en el sistema de almacenamiento HDFS utilizando la misma metodolog´ıa.
5.3.2 Para´metros extra´ıdos de la calibracio´n
A partir de la ejecucio´n del test sinte´tico en una configuracio´n de nube h´ıbrida comprendida por
un nu´mero determinado de MVs on-premise y off-premise, para una cantidad variable de datos, y
junto con la utilizacio´n de nuestra herramienta H-Stat para la extraccio´n de datos, se obtienen los
siguientes para´metros de calibracio´n del sistema:
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• Factor de sobrecarga de la fase Map: aunque el planificador fuerza la ejecucio´n de las
tareas Map sobre los nodos donde esta´n presentes los datos de entrada de HDFS, se producen
lecturas adicionales de datos cuando el final lo´gico de los datos no coincide exactamente con el
final del bloque inicialmente le´ıdo desde HDFS [98]. Por tanto, en ciertos casos, algunas tareas
Map deben leer bloques de datos remotos a trave´s del enlace de´bil . Esto genera una sobrecarga
en las lecturas de HDFS comparada con el caso de las lecturas producidas u´nicamente por
las MVs on-premise. Esta sobrecarga la medimos a trave´s del test sinte´tico y la expresamos
como un coeficiente de sobrecarga denotado como α.
• Funcio´n de aproximacio´n de la fase Shuﬄe : una vez que un nu´mero suficiente de tareas
Map ha terminado de producir los datos intermedios, se inicia la ejecucio´n de las tareas
Reduce, y e´stas empiezan a recoger dichos datos intermedios. Sin embargo, una tarea Reduce
no puede iniciar la fase Reduce al mismo tiempo que se recopilan los datos intermedios,
ya que necesita ordenarlos primero (lo que no puede ocurrir antes de que todas las tareas
Map hayan terminado y sus datos intermedios hayan sido recopilados). Por lo tanto, cada
tarea Reduce experimenta una sobrecarga de la fase Shuﬄe que es proporcional a la cantidad
de datos intermedios que debe procesar. Puesto que la cantidad de datos intermedios por
Reduce (denotada como dSh) es dependiente de la aplicacio´n, expresamos la sobrecarga de la
fase Shuﬄe como una funcio´n de aproximacio´n (denotada como fSh). Para ello, se elige un
conjunto de taman˜os de datos representativos de Shuﬄe, y se miden los tiempos obtenidos de
la fase Shuﬄe para cada tarea Reduce utilizando el test sinte´tico de calibracio´n. Finalmente,
aplicando una regresio´n lineal a dichos datos, se obtienen dos funciones de aproximacio´n: una
para la media (usando todos los puntos) y otra para el ma´ximo, utilizando so´lo el tiempo de
Reduce ma´s lento para cada taman˜o de Shuﬄe.
• Funcio´n de aproximacio´n de escritura de la fase Reduce : en el caso de la fase de
Reduce, la carga computacional de la ejecucio´n de cada una de las tareas Reduce representa
una parte significativa del tiempo de ejecucio´n de dicha fase, pero no depende del enlace de´bil .
Sin embargo, una vez que cada tarea Reduce ha terminado el ca´lculo, necesita escribir sus
datos de salida en la capa de almacenamiento HDFS, lo que implica un tra´fico a trave´s del
enlace de´bil y un sobrecoste en el tiempo de escritura. De nuevo, la cantidad de datos de salida
por cada Reduce (denotada como dRd) depende de la aplicacio´n. Por lo tanto, al igual que en
la funcio´n de aproximacio´n de la fase Shuﬄe, se elige un conjunto de taman˜os representativos
de salida de Reduce, se miden los tiempos de escritura obtenidos para cada tarea Reduce, y
se aplica una regresio´n lineal con la que se obtienen dos funciones de aproximacio´n para la
fase Reduce (denotada como fRd): una para la media (usando todos los puntos) y otra para
el ma´ximo, utilizando so´lo el tiempo de escritura ma´s lento para cada taman˜o de salida de
Reduce.
En la Figura 5.2 se muestra un ejemplo de calibracio´n del sistema para la fase Shuﬄe y para
la escritura en el sistema de almacenamiento HDFS (salida del Reduce), para una arquitectura de
nube h´ıbrida con 3 MVs on-premise y 3 MVs off-premise con un enlace de´bil de 1 Gbps. En este
ejemplo existen 24 slots para las tareas Map y 12 para las tareas Reduce. Como se muestra en la
Figura 5.2, y teniendo en cuenta la adaptacio´n del teorema de makespan de la seccio´n 5.2, se ha
realizado una regresio´n lineal para los puntos que esta´n por encima de la media ma´s la desviacio´n
t´ıpica, representando el l´ımite superior o peor caso, y otra regresio´n lineal para la media de los
puntos, representando el l´ımite inferior o mejor caso. Este procedimiento se ha realizado tanto para
los puntos de tiempos de Shuﬄe como los de escritura al HDFS o salida del Reduce.
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Figura 5.2: Ejemplo de calibracio´n del sistema de las fases Shuﬄe y Reduce para una arquitectura
de nube h´ıbrida con 3 MVs on-premise y 3 MVs off-premise con un enlace de´bil de 1
Gbps.
Adema´s de los para´metros obtenidos mediante el test sinte´tico, es necesario extraer los siguientes
para´metros de calibracio´n del sistema:
• Ancho de banda de migracio´n de los datos: adema´s de las sobrecargas relacionadas
estrictamente con el tiempo de ejecucio´n de la propia aplicacio´n MapReduce, tambie´n es
importante estimar cua´nto tiempo durara´ la migracio´n inicial de los datos de entrada desde
la parte inicial on-premise del sistema HDFS hasta la parte extendida off-premise de dicho
sistema de almacenamiento, la cual se realiza a trave´s del enlace de´bil . Esto es importante
porque dicha migracio´n se ejecuta de forma as´ıncrona mientras que la aplicacio´n MapReduce
iterativa va progresando, creando una interferencia y una degradacio´n del rendimiento de la
aplicacio´n. Para ello, creamos un fichero de entrada de gran taman˜o (por ejemplo, 10 GB)
en la MVs on-premise y desplegamos el sistema HDFS en las MVs off-premise, de forma que
obligue al sistema a migrar una re´plica de los datos en las MVs off-premise y podamos medir
el tiempo de migracio´n. A partir de los datos recogidos de esta migracio´n calculamos el ancho
de banda promedio denotado por β, que se utilizara´ en nuestro modelo de prediccio´n para
tener en cuenta el efecto de la migracio´n de los datos.
• Slots disponibles on-premise y off-premise : dada una configuracio´n de nube h´ıbrida,
extraemos la cantidad de slots de Map configurados, tanto para las MVs on-premise como
off-premise (denotados como SMon y S
M
off , respectivamente), as´ı como el nu´mero total de slots
de Reduce configurados (denotados como SR).
Resumimos todos los para´metros a nivel de sistema extra´ıdos usando el paso de calibracio´n en
la Tabla 5.1.
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Para´metros del sistema
Para´metro Descripcio´n
SMon Slots de Map configurados on-premise.
SMoff Slots de Map configurados off-premise.
SR Slots totales de Reduce.
α Factor de sobrecarga de la fase Map.
β Ancho de banda de migracio´n de los datos.
fSh(dSh), f
max
Sh (dSh) Funcio´n de aproximacio´n de Shuﬄe (media y ma´ximo).
fRd(dRd), f
max
Rd (dRd) Funcio´n de aproximacio´n de escritura de Reduce (media y ma´ximo).
Tabla 5.1: Para´metros a nivel de sistema extra´ıdos del proceso de calibracio´n.
5.4 Caracterizacio´n de aplicaciones
En esta seccio´n se presenta el proceso que permite obtener la informacio´n necesaria para carac-
terizar una aplicacio´n MapReduce iterativa. Esta caracterizacio´n se realiza a partir de la extraccio´n
de la informacio´n relevante que permanece invariante ante un cambio de escala de la arquitectura,
dada un arquitectura homoge´nea. De esta forma, los datos obtenidos de la caracterizacio´n servira´n
como para´metros para realizar una prediccio´n de una escala distinta de dicha arquitectura. Cabe
destacar que este proceso so´lo es necesario cuando los para´metros que se muestran a continuacio´n
no se conocen con antelacio´n, o no pueden ser directamente extra´ıdos del conocimiento existente
de la aplicacio´n.
El proceso de caracterizacio´n de una aplicacio´n MapReduce iterativa consiste en la ejecucio´n de
e´sta en pequen˜a escala, tanto en nu´mero de MVs como en iteraciones, sobre una arquitectura exclu-
sivamente on-premise. De esta forma, a partir de los resultados obtenidos, se extrae la informacio´n
relevante a trave´s de la utilizacio´n de nuestra herramienta H-Profile de H-Stat.
Concretamente, la informacio´n invariante que se extrae para caracterizar una aplicacio´n es la
siguiente:
• El nu´mero total de tareas Map que se ejecutan. Este dato depende del volumen de datos de
entrada.
• El nu´mero total de tareas Reduce. Este para´metro viene configurado por el usuario.
• El tiempo medio y ma´ximo de finalizacio´n de una tarea Map. La entrada de datos de una
aplicacio´n MapReduce se divide en trozos de taman˜o equivalente al taman˜o de bloque con-
figurado en HDFS (normalmente 128 MB). De esta forma, cada tarea Map lee y procesa la
misma cantidad de datos y permite un equilibrio y paralelizacio´n de las tareas de forma ma´s
o´ptima. Para la ejecucio´n de cada tarea Map se asigna un slot disponible de entre los definidos
en todos los nodos participantes. Este comportamiento es independiente del nu´mero de nodos
configurados: podemos ampliar o disminuir la cantidad de slots, an˜adiendo o quitando nodos.
Esta forma de ejecucio´n genera una serie de ondas de ejecucio´n, tal y como se ha mostrado en
la Figura 5.1. Para una misma entrada de datos y aplicacio´n podemos estimar el nu´mero de
ondas que se realizara´n dependiendo del nu´mero de slots disponibles, y por lo tanto, el tiempo
de ejecucio´n de toda la fase Map. En este caso, el tiempo de ejecucio´n de cada tarea Map se
comporta como una invariante en una arquitectura de recursos de co´mputo homoge´neos.
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• El tiempo medio y ma´ximo que necesita una tarea Reduce en procesar su funcio´n. Este
proceso incluye el tiempo de ordenacio´n o fase Sort y el de co´mputo de la funcio´n Reduce
implementada, pero no incluye el tiempo de escritura de los resultados en el sistema de
almacenamiento HDFS.
• El taman˜o de entrada de datos que debe leer cada tarea Reduce, es decir, la cantidad de datos
gestionados en la fase Shuﬄe por cada tarea Reduce.
• El taman˜o de salida que debe escribir cada tarea Reduce en el sistema de almacenamiento
HDFS.
Todos los para´metros extra´ıdos del proceso de caracterizacio´n se muestran en la Tabla 5.2.
Para´metros de caracterizacio´n de aplicacio´n
Para´metro Descripcio´n
M Nu´mero total de tareas Map.
R Nu´mero total de tareas Reduce.
tMp, t
max
Mp Tiempo de finalizacio´n medio y ma´ximo de tareas Map.
tRc, t
max
Rc Tiempo de finalizacio´n medio y ma´ximo de tareas Reduce (sort y co´mputo).
dSh Taman˜o de datos de Shuﬄe por Reduce.
dRd Taman˜o de datos de escritura por Reduce.
Tabla 5.2: Para´metros de caracterizacio´n de una aplicacio´n MapReduce.
Cabe destacar que la planificacio´n de cada una de las tareas Map o Reduce requiere un tiempo
de planificacio´n que no es despreciable con respecto al tiempo de ejecucio´n total de la aplicacio´n.
Este tiempo de planificacio´n puede ser extra´ıdo tambie´n a trave´s de la herramienta H-Profile. En
este caso, por tanto, en el tiempo medio y ma´ximo de finalizacio´n de una tarea Map o Reduce (tMp,
tmaxMp , tRc y t
max
Rc , respectivamente) que se muestra en el resto del cap´ıtulo, se incorpora su tiempo
de planificacio´n medio o ma´ximo segu´n el caso.
5.5 Modelo de prediccio´n de rendimiento
En esta seccio´n introducimos el modelo de rendimiento que permite a los usuarios estimar el
tiempo de finalizacio´n de aplicaciones iterativas en escenarios de cloud bursting . El modelo de
rendimiento es una expresio´n matema´tica que relaciona los para´metros de calibracio´n del sistema
con los para´metros a nivel de aplicacio´n presentados en los apartados anteriores.
La media del tiempo de finalizacio´n Ttotal de una aplicacio´n MapReduce iterativa de n iteracio-
nes, se expresa como:
Ttotal =
n∑
i=1
T (i), (5.3)
donde T (i) es la media del tiempo de finalizacio´n de la iteracio´n i-e´sima, y se puede descomponer
como:
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T (i) = TMp(i) + TSh(i) + TRd(i), (5.4)
donde TMp es la media del tiempo de finalizacio´n de la fase Map, TSh el de la fase Shuﬄe y TRd el
de la fase Reduce. Esta expresio´n se corresponde con el mejor de los casos (l´ımite inferior).
Del mismo modo, si en lugar de la media se considera el caso ma´s desfavorable, se tiene para el
peor de los casos (l´ımite superior):
Tmaxtotal =
n∑
i=1
Tmax(i), (5.5)
en donde, de forma similar a la ecuacio´n 5.3, Tmax(i) es el tiempo ma´ximo de ejecucio´n de la
iteracio´n i-e´sima, y se puede obtener como:
Tmax(i) = TmaxMp (i) + T
max
Sh (i) + T
max
Rd (i), (5.6)
donde TmaxMp es el tiempo ma´ximo de finalizacio´n de la fase Map, T
max
Sh es el tiempo ma´ximo de
finalizacio´n de la fase Shuﬄe y TmaxRd es el correspondiente tiempo ma´ximo de finalizacio´n de la
fase Reduce.
Para el resto de esta seccio´n, nos centraremos en los tiempos medios suponiendo que las diferen-
tes iteraciones de la aplicacio´n se comportan de forma similar, es decir TMp(i) = TMp, TSh(i) = TSh
y TRd(i) = TRd, ∀i. El desarrollo que se describe es completamente aplicable a los tiempos ma´ximos.
Posteriormente indicaremos (y se mostrara´ mediante la experimentacio´n) co´mo se puede aplicar es-
ta misma metodolog´ıa para el caso de aplicaciones con iteraciones complejas que presenten tiempos
de finalizacio´n diferentes.
5.5.1 Tiempo de finalizacio´n de la fase Map
Con el fin de obtener una expresio´n matema´tica para estimar el tiempo de finalizacio´n de la
fase Map, es importante comprender co´mo evoluciona esta fase durante las sucesivas iteraciones
de un trabajo MapReduce. Utilizando la pol´ıtica de planificacio´n asociada a la localidad de datos,
Reequilibrio as´ıncrono con rack local , forzamos a que cualquier tarea Map se planifique en una MV
donde haya una copia de sus datos de entrada. Por tanto, en la primera iteracio´n sabemos que todas
las tareas Map se planificara´n on-premise, dado que las MVs off-premise incorporadas al inicio de
la ejecucio´n no contienen todav´ıa ningu´n dato. De forma paralela al inicio de la ejecucio´n, empieza
el proceso de migracio´n de los datos de entrada a la infraestructura off-premise en segundo plano.
Esto significa que, al principio de la segunda iteracio´n, algunos bloques de datos de entrada ya se
habra´n migrado a las MVs off-premise, y el planificador podra´ planificar algunas tareas Map en la
infraestructura off-premise.
A medida que progresa la migracio´n de una de las re´plicas de datos de entrada, en cada iteracio´n
aumentara´ el nu´mero de tareas Map que se ejecutara´n off-premise hasta estabilizarse. Esto significa
que a partir de ese momento, en las iteraciones posteriores el nu´mero de tareas Map ejecutadas
on-premise y off-premise no sufrira´ variaciones, mantenie´ndose constante. Esta situacio´n no tiene
por que´ coincidir con la finalizacio´n de la migracio´n, ya que puede suceder que los slots de Map
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(contando tanto los definidos en las MVs on-premise como en las MVs off-premise) se hayan
saturado incluso antes de que todos los bloques que componen una re´plica hayan sido migrados a
MVs off-premise.
Este comportamiento debemos expresarlo de forma matema´tica para que forme parte de la
prediccio´n del tiempo de finalizacio´n. Cabe destacar, que el tiempo de finalizacio´n medio y ma´ximo
de una tarea Map (TMp y T
max
Mp ) incluye el factor de sobrecarga α de la fase Map, extra´ıdo del
proceso de calibracio´n de la arquitectura sobre la que se ejecute.
Para la primera iteracio´n, todas las tareas Map (M) se ejecutara´n on-premise. Por tanto,
considerando que hay SMon slots de Map en los nodos on-premise, el tiempo de finalizacio´n de la
fase Map para la primera iteracio´n es:
TMp(1) =
M
SMon
× tMp. (5.7)
Para la segunda iteracio´n, habra´ una serie de bloques ya transferidos a las MVs off-premise,
que podra´n ser utilizados para ejecutar un determinado nu´mero de tareas Map (Moff1 ) en dichas
MVs. Este nu´mero se puede aproximar utilizando el ancho de banda de migracio´n de datos (β), el
taman˜o de un bloque en HDFS (s) y el tiempo de ejecucio´n transcurrido hasta ese instante, que en
este caso corresponde con el tiempo de finalizacio´n de la primera iteracio´n T (1), como se indica en
la siguiente ecuacio´n:
Moff1 =
β × T (1)
s
. (5.8)
Si Moff1 tareas Map se planifican off-premise, el resto de tareas Map, M−Moff1 (que suponemos
que es mayor que Moff1 ), se planificara´n para su ejecucio´n en MVs on-premise. Por consiguiente,
el tiempo de finalizacio´n de la fase Map para la segunda iteracio´n es:
TMp(2) =
M −Moff1
SMon
× tMp. (5.9)
Utilizando el razonamiento previo para la tercera iteracio´n, el tiempo de finalizacio´n para la
fase Map es:
TMp(3) =
M − ((β × (T (1) + T (2)))/s)
SMon
× tMp. (5.10)
En este caso el tiempo transcurrido corresponde con la suma de primera y segunda iteracio´n
(T (1) +T (2)). Por generalizacio´n, para la i-e´sima iteracio´n podemos obtener el siguiente tiempo de
finalizacio´n para la fase Map:
TMp(i) =
M − ((β ×∑i−1j=1 T (j))/s)
SMon
× tMp. (5.11)
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Esta fo´rmula es cierta siempre y cuando todos los slots de Map de las MVs on-premise este´n
llenos y existan slots de Map en off-premise que este´n ociosos y no puedan ser usados debido a que
el proceso de migracio´n au´n no haya enviado suficientes bloques de datos a las MVs off-premise. El
momento en que ocurre la estabilizacio´n puede expresarse matema´ticamente de la siguiente manera:
Moff ≥ S
M
off
SMon + S
M
off
×M. (5.12)
Desde ese momento en adelante, el tiempo para procesar tareas Map planificadas on-premise
sera´ pra´cticamente el mismo que el empleado en procesar las tareas Map planificadas off-premise.
Esto se debe a que el planificador intenta equilibrar el sistema asignando tareas Map en paralelo a
todos los nodos disponibles, de forma que finalmente contribuyan de la misma forma al ca´lculo y por
tanto se ejecute el mismo nu´mero de ondas. En esta situacio´n, el nu´mero de tareas Map planificadas
off-premise sera´ Moff , y el nu´mero de tareas Map planificadas on-premise sera´ M −Moff . Estos
valores se mantendra´n constantes durante el resto de iteraciones, llegando a la siguiente expresio´n
matema´tica para el tiempo de finalizacio´n restante:
TMp(i) =
M −Moff
SMon
× tMp, (5.13)
donde
Moff =
SMoff
SMon + S
M
off
×M. (5.14)
Es posible unir las expresiones de las ecuaciones (5.11) y (5.13) en una u´nica expresio´n que
prediga el tiempo de finalizacio´n de la fase Map para cualquier iteracio´n:
TMp(i) =
M −Moffi−1
SMon
× tMp, (5.15)
donde
Moffi−1 = min
(
β ×∑i−1j=1 T (j)
s
,
SMoff
SMon + S
M
off
×M
)
. (5.16)
La expresio´n (5.15) ofrece una estimacio´n del tiempo de finalizacio´n de la fase Map para el caso
optimista (l´ımite inferior). Para establecer un l´ımite superior del tiempo de finalizacio´n (versio´n
pesimista), aplicamos la adaptacio´n del teorema de makespan presentado en la seccio´n 5.2, a partir
del cual obtenemos la siguiente expresio´n:
TmaxMp (i) =
(⌈
M −Moffi−1
SMon
⌉
− 1
)
× tMp + tmaxMp . (5.17)
5.5.2 Tiempo de finalizacio´n de la fase Shuﬄe
Como se ha indicado con anterioridad, antes de poder ejecutar una tarea Reduce, los datos
intermedios procesados por las tareas Map deben ser enviados a las diferentes tareas Reduce. Esto
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provoca un patro´n de comunicaciones desde todas las tareas Map hacia todas las tareas Reduce.
As´ı pues, cada una de estas tareas Reduce posee una fase inicial de Shuﬄe en la que recibe una
parte del total de datos intermedios a procesar. Para estimar el tiempo medio de la fase Shuﬄe
simplemente aplicamos la funcio´n fSh, obtenida de la calibracio´n del sistema, teniendo como valor
de la inco´gnita el taman˜o en Megabytes de datos, dSh, gestionados durante la fase inicial de Shuﬄe
por cada tarea Reduce. Esta u´ltima informacio´n se obtiene de la caracterizacio´n de la aplicacio´n.
Por tanto, la expresio´n que predice el tiempo de finalizacio´n de la fase Shuﬄe para el mejor caso
es (l´ımite inferior):
TSh(i) =
R
SR
× fSh(dSh), ∀i = 1..n, (5.18)
donde R es el nu´mero total de tareas Reduce que compiten por SR slots destinados a tareas Reduce.
De la misma manera, aplicando la adaptacio´n del teorema de makespan, obtenemos la aproxi-
macio´n para el peor caso (l´ımite superior):
TmaxSh (i) =
(⌈
R
SR
⌉
− 1
)
× fSh(dSh) + fmaxSh (dSh), ∀i = 1..n (5.19)
5.5.3 Tiempo de finalizacio´n de la fase Reduce
La fase Reduce consiste en la ejecucio´n en paralelo de un nu´mero de instancias de la funcio´n
Reduce (R) que compiten por un nu´mero de slots de Reduce (SR). En este caso, el tiempo medio
de finalizacio´n de una tarea Reduce, tRd, depende tanto de para´metros a nivel de aplicacio´n como
a nivel de sistema. Concretamente e´ste depende del tiempo de co´mputo de la funcio´n Reduce, tRc,
y del tiempo necesario para escribir los resultados de dicha funcio´n en el sistema de ficheros HDFS.
Este u´ltimo se obtiene aplicando la funcio´n obtenida durante la calibracio´n del sistema, fRd(x),
en la que al sustituir la variable x por el valor concreto de la cantidad de datos escritos por cada
funcio´n Reduce, se tiene como resultado el tiempo de escritura en HDFS. As´ı pues:
tRd = tRc + fRd(dRd). (5.20)
Por tanto, la estimacio´n del tiempo de finalizacio´n de la fase Reduce en el mejor caso (l´ımite
inferior) se aproxima de la siguiente forma:
TRd(i) =
R
SR
× tRd, ∀i = 1..n. (5.21)
De igual forma, el tiempo ma´ximo de finalizacio´n de una tarea Reduce se obtiene como:
tmaxRd = t
max
Rc + f
max
Rd (dRd), (5.22)
donde aplicando la adaptacio´n del teorema de makespan, se obtiene la siguiente expresio´n para el
peor caso (l´ımite superior):
TmaxRd (i) =
(⌈
R
SR
⌉
− 1
)
× tRd + tmaxRd , ∀i = 1..n. (5.23)
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5.5.4 Iteraciones complejas
Hasta ahora hemos hecho una suposicio´n importante acerca de las aplicaciones: cada iteracio´n
implica un solo trabajo MapReduce que es computacionalmente similar al resto de iteraciones. Sin
embargo, en la pra´ctica puede suceder que las iteraciones sean complejas e impliquen una serie de
pasos expresados como trabajos separados de MapReduce (por ejemplo, PageRank o Connected
Components). El tratamiento de este tipo de aplicaciones MapReduce dentro de nuestro esquema
de prediccio´n requiere de un pequen˜o ajuste.
Con el propo´sito de facilitar la comprensio´n de este ajuste vamos ayudarnos de un pequen˜o
ejemplo. Supongamos que partimos de una aplicacio´n MapReduce iterativa, que requiere de tres
tipos de trabajos MapReduce distintos en cada iteracio´n:
• El primer trabajo lo denominaremos A.
• Al segundo tipo de trabajo lo denominaremos B.
• Por u´ltimo, el tercer tipo de trabajo lo denominaremos C.
La ejecucio´n de la aplicacio´n completa ser´ıa una secuencia de trabajos de la siguiente forma:
1︷ ︸︸ ︷
A
1
B
2
C
3
2︷ ︸︸ ︷
A
4
B
5
C
6
3︷ ︸︸ ︷
A
7
B
8
C
9
4︷ ︸︸ ︷
A
10
B
11
C
12
· · ·
Como se puede observar, en este caso habr´ıa 12 trabajos MapReduce agrupados en 4 iteraciones
compuestas por 3 trabajos, uno de cada tipo.
Con el objetivo de aplicar nuestra estrategia de prediccio´n, y desde el punto de vista exclusiva-
mente del tiempo de finalizacio´n, la secuencia anterior es completamente equivalente a:
1︷ ︸︸ ︷
A
1
A
2
A
3
A
4
2︷ ︸︸ ︷
B
5
B
6
B
7
B
8
3︷ ︸︸ ︷
C
9
C
10
C
11
C
12
· · ·
en donde lo que hemos hecho es reordenar la secuencia anterior. De esta forma, tenemos igualmente
12 trabajos MapReduce, agrupados segu´n su tipo y nu´mero de iteraciones ejecutadas. Sin embargo
esta vez, en lugar de aparecer tal cual lo har´ıan en la ejecucio´n de la aplicacio´n, se han reordenado
agrupando todos los trabajos del mismo tipo de forma consecutiva, por lo que aparecen 3 bloques
de 4 iteraciones homoge´neas en cada bloque.
De este modo se consigue pasar de una situacio´n compleja en la que hab´ıan iteraciones Map-
Reduce compuestas por un conjunto de trabajos diferentes, a una situacio´n en la que tenemos una
secuencia de 3 trabajos MapReduce con iteraciones ide´nticas, y a las que se puede aplicar nuestra
estrategia de prediccio´n.
Generalizando el ejemplo anterior, supongamos que una aplicacio´n MapReduce iterativa esta´ com-
puesta por k iteraciones de m trabajos MapReduce distintos. Esto significa que el trabajo i-e´simo
se comporta, a nivel de tiempo de finalizacio´n, igual que el trabajo (i+m)-e´simo. Para estimar el
tiempo de finalizacio´n de k iteraciones aplicamos nuestra estrategia de prediccio´n a m aplicaciones
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MapReduce, en donde cada una de ellas esta´ compuesta por k iteraciones iguales. Con esto la
prediccio´n del tiempo de finalizacio´n se obtendra´ como:
T =
m∑
j=1
Tj , (5.24)
donde Tj es la prediccio´n del tiempo de finalizacio´n de una aplicacio´n MapReduce compuesta por
k iteraciones iguales.
5.6 Evaluacio´n
En esta seccio´n se evalu´a la metodolog´ıa de prediccio´n descrita anteriormente. Para ello, se
utilizan cuatro aplicaciones MapReduce iterativas reales, extra´ıdas de benchmarks estandarizados
como HiBench [53] y BigDataBench [96], las cuales se ejecutan sobre distintos entornos de nube
h´ıbrida. De esta forma, se abarca todo el abanico de posibilidades en cuanto a tipos de aplicacio´n
MapReduce iterativas (Map-intensivas o Reduce-intensivas). Adema´s, algunas de ellas son ejemplos
de aplicaciones con iteraciones complejas.
El entorno experimental sobre el que se han llevado a cabo los experimentos es el mismo que
se describe en la seccio´n 2.4 del cap´ıtulo 2, compuesto por 4 nodos f´ısicos de baja capacidad
(thin), encargados de las tareas de gestio´n de OpenStack, junto con otros 4 nodos f´ısicos de gran
capacidad (fat), capaces de albergar 4 MVs (4 vCPUs, 16 GB RAM y 100 GB HDD) cada uno,
teniendo un total de 16 MVs homoge´neas. Estos nodos se han separado en dos infraestructuras
de nube independientes a trave´s de dos instancias de OpenStack (2 nodos thin y 1 nodo fat para
la nube que realiza la funcio´n de nube privada, y 2 nodos thin y 3 nodos fat para la nube con
funcio´n de nube pu´blica). Cada nube consta de un nodo thin que controla el tra´fico de salida de
red, permitiendo gestionar el ancho de banda entre nubes. A lo largo de la evaluacio´n se comparan
cuatro enfoques:
• On-premise - Real: corresponde al caso en el que todas las MVs esta´n on-premise y no
existe ningu´n enlace de´bil que pueda convertirse en un cuello de botella para la E/S del HDFS.
En este caso, se utiliza un despliegue de Hadoop esta´ndar. Este enfoque se utiliza como un
l´ımite inferior de tiempo o l´ınea base de comparacio´n, mostrando lo que suceder´ıa en un
escenario ideal donde el usuario no tuviera limitaciones de coste y pudiera permitirse adquirir
recursos adicionales on-premise para lograr un mejor rendimiento, en lugar de adoptar una
solucio´n h´ıbrida.
• ARIA (Automatic Resource Inference and Allocation) [92]: es uno de los modelos ma´s utili-
zados hasta el momento para calcular el tiempo de ejecucio´n de un trabajo MapReduce en un
clu´ster homoge´neo. Se basa en su propia caracterizacio´n (para´metros a nivel de aplicacio´n)
para realizar una planificacio´n de trabajos que cumplan unos determinados l´ımites de tiempo
de ejecucio´n. Utilizamos ARIA como base comparativa de los modelos de prediccio´n que se
hayan actualmente en la literatura, para mostrar que las te´cnicas para estimar el tiempo de
ejecucio´n de una aplicacio´n MapReduce iterativa para un entorno u´nico on-premise no son
lo suficientemente precisas para su uso en un escenario de cloud bursting . Esto demuestra la
necesidad de desarrollar un modelo como el presentado en esta tesis, especializado en entornos
h´ıbridos.
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• Hı´brido - Real: corresponde al escenario en el que se obtiene el tiempo de ejecucio´n real
para una aplicacio´n MapReduce iterativa, usando un despliegue de cloud bursting compuesto
por una serie de MVs on-premise y off-premise. La versio´n de Hadoop utilizada en este caso
esta´ optimizada para un despliegue de cloud bursting , usando la estrategia de Reequilibrio
as´ıncrono con rack local descrita en la seccio´n 4.3.4. Utilizamos este enfoque para comparar
la precisio´n de nuestras predicciones obtenidas sobre los mismos escenarios.
• Hı´brido - Estimado: corresponde a un escenario de cloud bursting en el que se obtiene
una estimacio´n del tiempo de finalizacio´n de una aplicacio´n MapReduce iterativa a trave´s de
nuestra metodolog´ıa de prediccio´n (seccio´n 5.5) que, al igual que el enfoque anterior, utiliza
la estrategia de Reequilibrio as´ıncrono con rack local .
5.6.1 Escenarios
Dado el entorno experimental, se presentan varios escenarios donde se realiza una escalabilidad
horizontal a trave´s de la incorporacio´n de nuevas MVs off-premise a las ya existentes MVs on-
premise.
Se parte de un primer escenario con 4 MVs ubicadas en uno de los nodos con OpenStack, que
realiza la funcio´n de nube privada u on-premise, en las cuales esta´ desplegado Hadoop MapReduce.
En esta configuracio´n, una de las MVs realiza la funcio´n de maestro y las otras 3 MVs restantes
de esclavos. Por tanto, a nivel de rendimiento de aplicaciones, partimos de un escenario on-premise
donde hay 3 MVs destinadas a ca´lculo.
Los otros 3 nodos f´ısicos restantes, con otra instancia independiente de OpenStack instalada,
forman la nube pu´blica, con capacidad para almacenar hasta 12 MVs off-premise. Estas MVs tienen
instalado y configurado Hadoop MapReduce para tomar parte como esclavos cuando se an˜adan al
despliegue de Hadoop de las MVs on-premise.
Por tanto, se evalu´an cuatro escenarios de nube h´ıbrida partiendo de 3 MVs off-premise que
se an˜aden a las 3 MVs on-premise ya existentes, y aumentando de tres en tres el nu´mero de MVs
off-premise. De esta forma, los escenarios que se utilizan para la experimentacio´n son:
• U´nicamente una nube privada (on-premise) con 3 MVs.
• Una nube privada compuesta por 3 MVs on-premise extendida con una nube pu´blica com-
puesta por 3 MVs off-premise.
• Una nube privada compuesta por 3 MVs on-premise extendida con una nube pu´blica com-
puesta por 6 MVs off-premise.
• Una nube privada compuesta por 3 MVs on-premise extendida con una nube pu´blica com-
puesta por 9 MVs off-premise.
• Una nube privada compuesta por 3 MVs on-premise extendida con una nube pu´blica com-
puesta por 12 MVs off-premise.
Por otro lado, el rendimiento del enlace de´bil que separa las dos nubes puede ser controlado por
software, lo cual nos permite limitar la red a distintas velocidades. En esta evaluacio´n se comparan
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los resultados con dos configuraciones distintas de enlace de´bil , una a 100 Mbps y otra a 1 Gbps,
para los cuatro escenarios de nube h´ıbrida propuestos.
5.6.2 Calibracio´n del sistema
En primer lugar se ha realizado la calibracio´n del sistema, tal y como se ha descrito en la seccio´n
5.3, para los todos los escenarios propuestos en la seccio´n 5.6.1.
El test sinte´tico de calibracio´n parte de una pequen˜a entrada de datos de 64 MB, que contiene
informacio´n de texto de pa´ginas de Wikipedia, la cual se replica automa´ticamente tantas veces
como sea necesario para cubrir todos los slots de Map disponibles de un escenario concreto, de
manera que se consigue una onda completa de tareas Map en cada caso.
Se trata de un test iterativo, el cual consta de dos iteraciones complejas principales para extraer
una funcio´n de aproximacio´n de la fase Shuﬄe, y otra para la fase de Reduce:
• La primera iteracio´n para la extraccio´n de la funcio´n de Shuﬄe lanza distintos trabajos
MapReduce fijando la salida de la fase Reduce a un taman˜o muy reducido, para que influya
lo menos posible en la posterior extraccio´n de informacio´n de dicha fase, y variando en cada
trabajo MapReduce la entrada de la fase Shuﬄe (esto se consigue variando la salida de las
tareas Map).
• La segunda iteracio´n, encargada de la extraccio´n de la funcio´n de Reduce, lanza distintos
trabajos MapReduce, fijando en este caso la entrada del Shuﬄe en un taman˜o insignificante
para, de igual forma, no influir en el resultado, variando en cada trabajo la salida de la fase
Reduce.
Cabe destacar que la funcio´n de aproximacio´n de la fase Reduce se forma a trave´s de dos
regresiones lineales. Inicialmente, y hasta 7 MB de salida de la fase Reduce, para un taman˜o de
Shuﬄe fijado, la regresio´n sigue una pendiente distinta a la obtenida con salidas mayores de la fase
Reduce. Esto es debido a que la sobrecarga producida por la inicializacio´n de la escritura de las
tareas Reduce para taman˜os reducidos es mayor que el tiempo que necesita para escribir su salida.
Por tanto, inicialmente se producen tiempos de escritura mayores que no son despreciables a la
hora de obtener una buena prediccio´n.
Todos los resultados son procesados y analizados a trave´s de las herramientas H-Profile y
H-HDFS de H-Stat, las cuales se encargan de obtener todos los para´metros de calibracio´n des-
critos en la Tabla 5.1 para cada uno de los escenarios propuestos.
A continuacio´n se muestran las gra´ficas de las funciones de aproximacio´n de la fase Shuﬄe y de
la escritura de la fase Reduce para todos los escenarios de nube h´ıbrida propuestos, para un enlace
de´bil de 1 Gbps (Figura 5.3), y de 100 Mbps (Figura 5.4).
Adema´s, en las Tablas 5.3 y 5.4 se muestran con ma´s detalle todos los para´metros de calibracio´n
extra´ıdos para cada uno de los escenarios de nube h´ıbrida.
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Figura 5.3: Calibracio´n del sistema de la fase Shuﬄe (a), (b), (c) y (d) y Reduce (e), (f), (g), (h)
para los cuatro escenarios propuestos, utilizando un enlace de´bil de 1 Gbps.
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Figura 5.4: Calibracio´n del sistema de la fase Shuﬄe (a), (b), (c) y (d) y Reduce (e), (f), (g), (h)
para los cuatro escenarios propuestos, utilizando un enlace de´bil de 100 Mbps.
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5.6.3 Prediccio´n de la aplicacio´n IGrep
Iterative Grep (IGrep) es una aplicacio´n utilizada en el ana´lisis de grandes volu´menes de
textos no estructurados. Consiste en un conjunto de trabajos Grep independientes que identifica
todas las coincidencias de cadenas de una expresio´n regular dada, que posteriormente son ordenadas
segu´n el nu´mero de coincidencias. La naturaleza iterativa aparece porque los datos de entrada sobre
los que se realiza la bu´squeda son siempre los mismos, pero la expresio´n regular cambia como un
refinamiento de la iteracio´n anterior. Por ejemplo, uno puede querer contar cua´ntas veces esta´ pre-
sente un cierto concepto en los art´ıculos de Wikipedia, y, dependiendo del resultado, preparar la
siguiente expresio´n regular para encontrar correlaciones con otro concepto. Dado que la expresio´n
regular es t´ıpicamente un patro´n exacto, la salida de los correlacionadores es muy simple y consis-
te en un pequen˜o nu´mero de pares clave-valor que se reducen a un solo par clave-valor. Hay que
destacar que esta aplicacio´n esta´ compuesta por iteraciones complejas, presentando en este caso
concreto dos trabajos diferentes por iteracio´n: uno en el que se realiza la fase de bu´squeda y otro
en el que se realiza una ordenacio´n de los datos obtenidos en la fase anterior.
En este experimento utilizamos un conjunto de datos de 20 GB de art´ıculos extra´ıdos de Wi-
kipedia [99] como datos de entrada, y 50 palabras clave para ejecutar 50 iteraciones sobre estos
datos de entrada. El taman˜o de los datos a tratar en la fase Shuﬄe para cada iteracio´n es de menos
de 1 MB. Esto implica que es la fase Map la que ma´s aporta al tiempo de ejecucio´n. De ah´ı que
consideremos a esta aplicacio´n como un ejemplo de uso de Map-intensivo.
Para´metros de caracterizacio´n
Para extraer los para´metros de caracterizacio´n de esta aplicacio´n se ha ejecutado una instancia
de e´sta sobre las MVs on-premise, utilizando un fichero con la misma entrada de datos y nu´mero
de iteraciones indicadas anteriormente para obtener una mayor estad´ıstica y precisio´n a la hora de
caracterizar cada iteracio´n.
Tal y como se ha descrito, esta aplicacio´n tiene dos tipos de trabajo distintos por iteracio´n, lo
que hace que se deba parametrizar cada uno de ellos de forma independiente. En la Tabla 5.5 se
muestran los para´metros de caracterizacio´n obtenidos para IGrep.
Para´metro Fase de bu´squeda Fase de ordenacio´n
M 150 1
R 1 1
tMp 7,54 s 3,3 s
tmaxMp 15,73 s 5,26 s
tRc 1,72 s 1,255 s
tmaxRc 2,79 s 4,17 s
dSh 3,19 KB 21 Bytes
dRd 108 Bytes 12,8 Bytes
Tabla 5.5: Para´metros de caracterizacio´n de la aplicacio´n IGrep.
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Resultados
Los resultados obtenidos para la aplicacio´n IGrep se muestran en la Tabla 5.6. Realizando un
primer ana´lisis podemos observar que IGrep es una aplicacio´n escalable: al aumentar los recursos
se obtienen incrementos de velocidad, aunque al mantener la dimensio´n de los datos de entrada
solo se consigue un incremento de velocidad 3,19×, mientras que los recursos utilizados se han
incrementado en 5× (6483 s utilizando 3 MVs frente a 2035 s utilizando 15 MVs).
Tiempos reales para una nube on-premise
Arquitectura 3 MVs 6 MVs 9 MVs 12 MVs 15 MVs
6483 3310 2569 2256 2035
Prediccio´n utilizando el modelo ARIA
L´ımite superior de la prediccio´n 4226 3324 2892 2639
Valor medio de la prediccio´n 3421 2508 2071 1816
L´ımite inferior de la prediccio´n 2615 1692 1251 992
Prediccio´n utilizando nuestra metodolog´ıa
Nube h´ıbrida con un enlace de´bil de 1 Gbps
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Tiempos reales 3474 2734 2422 2227
L´ımite superior de la prediccio´n 3953 3299 3087 2947
Valor medio de la prediccio´n 3548 2803 2563 2453
L´ımite inferior de la prediccio´n 3144 2307 2038 1959
Nube h´ıbrida con un enlace de´bil de 100 Mbps
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Tiempos reales 4528 3876 3705 3407
L´ımite superior de la prediccio´n 4795 4282 4345 4141
Valor medio de la prediccio´n 4336 3745 3719 3599
L´ımite inferior de la prediccio´n 3877 3208 3093 3057
Tabla 5.6: Tiempos de finalizacio´n reales y de prediccio´n para la aplicacio´n IGrep (expresados en
segundos). Para los tiempos de prediccio´n se muestran tanto los l´ımites inferiores y
superiores, como el valor medio de prediccio´n.
Al mismo tiempo, esta aplicacio´n tambie´n presenta una alta variabilidad entre las tareas Map,
lo que afecta a los l´ımites inferiores y superiores de la prediccio´n. As´ı, en la prediccio´n obtenida
con ARIA para 15 MVs (3-On 12-Off) el l´ımite superior se sobreestima en un 30 % con respecto a
los tiempos obtenidos solo on-premise, mientras que el l´ımite inferior se subestima en un 50 %. Si
analizamos estos mismos datos con 15 MVs con respecto a los resultados reales obtenidos en una
nube h´ıbrida con enlaces de´biles de 1 Gbps y 100 Mbps, se cometen errores del 18 % y del 55 %
para los l´ımites superiores e inferiores en 1 Gbps de enlace de´bil , y de un 23 % y un 70 % para los
l´ımites superiores e inferiores para 100 Mbps.
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Figura 5.5: Tiempos de ejecucio´n reales y estimados para la aplicacio´n IGrep
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Nube h´ıbrida con un enlace de´bil de 1 Gbps
Porcentajes de error ( %) del valor medio estimado con ARIA
En la fase Map 4.1 -1.8 -8.4 -12.8
En la fase Reduce -34.9 -36.5 -37.2 -37.5
Error Total -1.5 -8.3 -14.5 -18.5
Porcentajes de error ( %) del valor medio estimado con nuestra metodolog´ıa
En la fase Map 3.9 2.3 5.6 8.7
En la fase Reduce -8.3 3.6 6.7 15.3
Error Total 2.1 2.5 5.8 10.1
Nube h´ıbrida con un enlace de´bil de 100Mbps
Porcentajes de error ( %) del valor medio estimado con ARIA
En la fase Map -18.2 -30.0 -40.0 -43.1
En la fase Reduce -56.3 -57.4 -59.4 -59.0
Error Total -24.5 -35.3 -44.1 -46.7
Porcentajes de error ( %) del valor medio estimado con nuestra metodolog´ıa
En la fase Map -2.6 1.9 5.1 13.4
En la fase Reduce -12.4 -25.3 -17.2 -20.8
Error Total -4.2 -3.4 0.4 5.6
Tabla 5.7: IGrep: Precisio´n de la prediccio´n media vs. el tiempo de finalizacio´n de un despliegue
h´ıbrido real detallado por fase.
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Nuestra metodolog´ıa de prediccio´n muestra un comportamiento mejor en lo que respecta a estos
l´ımites. As´ı, para 15 MVs y 1 Gbps de enlace de´bil obtiene unos errores del 32 % y del 12 % para
los l´ımites superiores e inferiores, con respecto a los resultados reales de una arquitectura de nube
h´ıbrida. Adema´s, en el caso de 100 Mbps se obtienen unos errores del 21 % y del 10 % para los
mismos l´ımites. Como se puede observar, en pra´cticamente todos los casos obtenemos predicciones
ma´s precisas que las que se obtienen utilizando ARIA, considerando adema´s que ARIA se ha
comparado con una arquitectura u´nicamente on-premise.
Sin embargo, la me´trica ma´s importante es la de la prediccio´n media, que debe ser lo ma´s
ajustada posible a la realidad. En la Figura 5.5, se muestra una gra´fica de los tiempos reales junto
con las predicciones medias. Como se puede observar, a pesar de las grandes diferencias que se han
indicado entre el l´ımite superior e inferior de ARIA, su estimacio´n media esta´ bastante cercana a
los valores reales obtenidos on-premise. Sin embargo, su estimacio´n para una nube h´ıbrida produce
un error de hasta un 18,5 % para 1 Gbps y un 46 % para 100 Mbps. Esto demuestra claramente la
influencia del cuello de botella que representa el enlace de´bil durante la ejecucio´n de la aplicacio´n.
Estos resultados contrastan con los errores obtenidos con nuestra metodolog´ıa de prediccio´n, donde
el error ma´ximo que se produce es del 10,1 % para 1 Gbps y del 5,6 % para 100 Mbps.
En la Tabla 5.7 se muestran los porcentajes de error de prediccio´n para cada enfoque con ma´s
detalle, desglosado en la fase Map y Reduce. Adema´s se indica el porcentaje de error medio cometido
en cada caso con respecto a su medicio´n real en una nube h´ıbrida. Conviene destacar que, al ser
una aplicacio´n Map-intensiva, el peso del porcentaje de error de la fase Map es mucho mayor que
el del error producido en la fase Reduce.
Analizando los resultados obtenidos por ARIA con 15 MVs (3-On 12-Off), podemos observar
que para 1 Gbps se produce un error en la fase Map menor del 13 %, y de un 37 % en la fase Reduce.
A pesar de ello, el error total esta´ por debajo del 19 %. Para un enlace de´bil de 100 Mbps, como
hemos visto anteriormente, el error que se produce tanto para la fase Map como Reduce aumenta
considerablemente, ya que ARIA no se adapta a una situacio´n donde el cuello de botella producido
por el enlace de´bil es mucho mayor, produciendo un error total de hasta un 46,7 % con 15 MVs.
Analizando nuestra prediccio´n podemos observar que para 1 Gbps los errores producidos para
la fase Map son menores del 9 %, con lo que los resultados finales producen un error total menor
del 10,1 % en el peor de los casos, incluso teniendo un error del 15 % en la fase Reduce. Algo similar
ocurre para 100 Mbps donde, incluso aumentando el error cometido para la fase Reduce hasta un
25 %, se obtiene un error total menor del 5,6 % en el peor de los casos.
A nivel general se puede observar que si un usuario decide mejorar el rendimiento de su aplicacio´n
utilizando ma´s MVs off-premise a trave´s de un modelo de cloud bursting , podr´ıa conseguir un
incremento de velocidad de hasta 2,9× an˜adiendo 12 MVs off-premise a su plataforma de 3 MVs
on-premise, utilizando una conexio´n entre la parte on-premise y off-premise con un ancho de banda
de 1 Gbps, o hasta 1,9× utilizando 100 Mbps. Estos datos los podr´ıa obtener con antelacio´n a la
ejecucio´n de la aplicacio´n, mediante la utilizacio´n de nuestra metodolog´ıa de prediccio´n, cometiendo
un error aceptable. Con ello podr´ıa determinar de antemano el nu´mero de MVs a contratar en una
nube pu´blica, y tambie´n el ancho de banda necesario para conseguir un determinado incremento
de velocidad.
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5.6.4 Prediccio´n de la aplicacio´n K-Means
K-Means [17] es una aplicacio´n ampliamente utilizada para la cuantificacio´n vectorial en el
procesamiento de sen˜ales, ana´lisis de clu´steres en miner´ıa de datos, clasificacio´n de patrones y
extraccio´n de rasgos para el aprendizaje automa´tico, etc. Esta aplicacio´n se describe con ma´s
detalle en la seccio´n 4.4. Su versio´n MapReduce se implementa en el proyecto Mahout [41] de la
fundacio´n Apache. Adema´s, esta aplicacio´n forma parte del benchmark para BigData HiBench de
Intel.
En este experimento utilizamos 20 GB de entrada de datos que son procesados en 30 iteraciones
simples, es decir, cada iteracio´n posee un u´nico trabajo MapReduce. En este caso nos encontramos
con una aplicacio´n iterativa sencilla, en el que todas las iteraciones tienen el mismo comportamiento
computacional. El peso de la ejecucio´n para este tipo de aplicacio´n iterativa recae sobre la fase Map.
Por tanto, igual que IGrep, esta aplicacio´n es de tipo Map-intensiva.
Para´metros de caracterizacio´n
Para obtener los para´metros de caracterizacio´n de K-Means se ha ejecutado esta aplicacio´n sobre
las 3 MVs on-premise, utilizando el mismo taman˜o de datos de entrada y nu´mero de iteraciones
descrito anteriormente para obtener una mejor precisio´n en la caracterizacio´n de esta aplicacio´n.
En la Tabla 5.8 se muestran los para´metros obtenidos de la caracterizacio´n de K-Means, mos-
trando la media y ma´ximo segu´n el para´metro.
Para´metro Iteracio´n
M 150
R 1
tMp 13,96 s
tmaxMp 16,08 s
tRc 2,24 s
tmaxRc 3,46 s
dSh 433 KB
dRd 2,65 KB
Tabla 5.8: Para´metros de caracterizacio´n de K-Means.
Resultados
K-Means es una aplicacio´n que tambie´n muestra un alto grado de escalabilidad consiguiendo
un 77 % de mejora al incrementar 5× el nu´mero de MVs en una plataforma solo on-premise, como
se muestra en la Tabla 5.9 de resultados. En esa misma tabla se muestran todas las predicciones
realizadas para K-Means, utilizando tanto ARIA como nuestro enfoque.
Analizando los resultados de dicha tabla, podemos observar que el comportamiento de K-Means
es muy similar al de IGrep, por lo que se obtienen unos resultados similares. A diferencia de IGrep,
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cada iteracio´n de K-Means esta´ compuesta por un solo trabajo. Por tanto, permite mayor estabilidad
en cuanto a la prediccio´n, lo cual se traduce en unos resultados de prediccio´n ma´s precisos.
La prediccio´n media, tanto para el escenario h´ıbrido como para ARIA, se muestra gra´ficamente
en la Figura 5.6, donde se aprecia un error de prediccio´n de casi el 50 % en el caso de ARIA para
una nube h´ıbrida con un enlace de´bil de 100 Mbps. Para el caso en el que se utiliza un enlace
de´bil de 1 Gbps el error es au´n significativo, llegando al 16 %. Sin embargo, utilizando nuestra
metodolog´ıa de prediccio´n se obtienen unos resultados de prediccio´n mucho mejores, con errores
ma´ximos menores del 4 % en 1 Gbps y del 6 % en 100 Mbps.
Tiempos reales para una nube on-premise
Arquitectura 3 MVs 6 MVs 9 MVs 12 MVs 15 MVs
6471 3024 2159 1786 1511
Prediccio´n utilizando el modelo ARIA
L´ımite superior de la prediccio´n 3501 2499 2020 1739
Valor medio de la prediccio´n 3185 2178 1696 1414
L´ımite inferior de la prediccio´n 2870 1857 1373 1089
Prediccio´n utilizando nuestra metodolog´ıa
Nube h´ıbrida con un enlace de´bil de 1 Gbps
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Tiempos reales 3175 2391 1992 1685
L´ımite superior de la prediccio´n 3282 2495 2168 1858
Valor medio de la prediccio´n 3190 2316 1954 1700
L´ımite inferior de la prediccio´n 3098 2137 1741 1543
Nube h´ıbrida con un enlace de´bil de 100 Mbps
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Tiempos reales 3872 3207 2893 2743
L´ımite superior de la prediccio´n 3900 3374 3266 3091
Valor medio de la prediccio´n 3775 3185 3033 2902
L´ımite inferior de la prediccio´n 3649 2997 2799 2713
Tabla 5.9: Tiempos de finalizacio´n reales y de prediccio´n para la aplicacio´n K-Means (expresados
en segundos). Para los tiempos de prediccio´n se muestran tanto los l´ımites inferiores y
superiores, como el valor medio de prediccio´n.
Analizando con ma´s detalle los errores medios cometidos en cada una de las etapas en la Tabla
5.10, se puede observar que ARIA comete unos errores de prediccio´n que subestiman la fase Reduce
con respecto al resultado real de nube h´ıbrida con 1 Gbps, con errores de hasta el 45 %. Para el caso
de 100 Mbps sus errores esta´n muy por debajo de la medicio´n real para ambas fases Map y Reduce,
hasta un 46,9 % y un 65,1 % respectivamente. Con lo cual, la prediccio´n media total subestima
mucho el resultado real, obteniendo errores totales de hasta un 48,5 % con 15 MVs (3-On 12-Off)
y 100 Mbps de enlace de´bil .
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Figura 5.6: Tiempos de ejecucio´n reales y estimados para la aplicacio´n K-Means.
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Nube h´ıbrida con un enlace de´bil de 1 Gbps
Porcentajes de error ( %) del valor medio estimado con ARIA
En la fase Map 2,6 -6,3 -12 -12,9
En la fase Reduce -41,5 -43,5 -45,1 -45,2
Error Total 0,3 -8,9 -14,9 -16,1
Porcentajes de error ( %) del valor medio estimado con nuestra metodolog´ıa
En la fase Map 1 -3,5 -2,3 -0,2
En la fase Reduce -8,8 1,4 2,6 11
Error Total 0,5 -3,1 -1,9 0,9
Nube h´ıbrida con un enlace de´bil de 100Mbps
Porcentajes de error ( %) del valor medio estimado con ARIA
En la fase Map -14,7 -29,3 -38,9 -46,9
En la fase Reduce -61,6 -63,9 -65,1 -63,9
Error Total -17,7 -32,1 -41,4 -48,5
Porcentajes de error ( %) del valor medio estimado con nuestra metodolog´ıa
En la fase Map -1,6 1,8 7,5 8,6
En la fase Reduce -15,7 -29,1 -20,8 -21,4
Error Total -2,5 -0,7 4,8 5,8
Tabla 5.10: K-Means: Precisio´n de la prediccio´n media vs. el tiempo de finalizacio´n de un despliegue
h´ıbrido real detallado por fase.
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En cambio, nuestra metodolog´ıa de prediccio´n obtiene unos resultados mucho ma´s precisos para
ambas fases. En el caso de 1 Gbps, en la fase Map se producen errores menores del 3,5 % y del 11 %
para la fase Reduce, lo que se traduce en unos errores totales para la media que son menores del
3,1 % en el peor de los casos. Para un enlace de´bil de 100 Mbps, la prediccio´n de la fase Reduce
tiene unos errores ma´s significativos que subestiman la medicio´n real en hasta un 29,1 %. Esto se
debe a que los tiempos de esta fase (3,46 s en el peor de los casos segu´n la Tabla 5.8), hacen que
cualquier pequen˜a desviacio´n en los ca´lculos se traduzca en errores muy grandes. Sin embargo, esto
se ve compensado por el poco peso de la fase Reduce con respecto a la fase Map. El tiempo medio
de la ejecucio´n de cada instancia de la funcio´n Map es de 13,96 s frente a los 2,24 s de tiempo de
ejecucio´n para cada instancia de la funcio´n Reduce, adema´s de ejecutar 150 tareas Map frente a 1
tarea Reduce. Por lo tanto, el error de la fase Map es el que ma´s influye en el error de prediccio´n
medio, siendo en este caso de un 8,6 % en el peor de lo casos. Todo ello hace que el error total
ma´ximo sea menor del 5,8 % en el peor de los casos.
A nivel general, y al igual que ocurr´ıa con la aplicacio´n IGrep, se puede conseguir un incremento
de velocidad de hasta 3,84× an˜adiendo 12 MVs off-premise a la plataforma de 3 MVs on-premise
con un enlace de´bil de 1 Gbps, o hasta 2,36× empleando 100 Mbps.
5.6.5 Prediccio´n de la aplicacio´n PageRank
PageRank [18] es un algoritmo de ana´lisis de enlaces entre pa´ginas web que asigna un peso
nume´rico a cada elemento de un conjunto de documentos con hiperv´ınculos, con el propo´sito de
cuantificar su importancia relativa dentro del conjunto. La descripcio´n de esta aplicacio´n esta´ ma´s
detalla en la seccio´n 4.4. PageRank se encuentra implementado para Hadoop MapReduce como
parte del benchmark HiBench, el cual se ha utilizado en este experimento para crear una serie de
hiperv´ınculos web siguiendo una distribucio´n Zipf (o distribucio´n zeta).
En este experimento se han generado 2,8 GB de datos de entrada que son procesados por
5 iteraciones complejas formadas por 2 trabajos cada una de ellas. En esta aplicacio´n la carga
computacional esta´ repartida por los dos trabajos por iteracio´n, en los que la primera fase es de
tipo Reduce-intensiva y la segunda fase Map-intensiva.
Para´metro Fase 1 Fase 2
M 98 48
R 48 48
tMp 10,36 s 18,62 s
tmaxMp 13,45 s 23,44 s
tRc 5,29 s 6,33s
tmaxRc 6,56 s 7,51 s
dSh 56,81 MB 116,4 MB
dRd 122 MB 4,48 MB
Tabla 5.11: Para´metros de caracterizacio´n
de PageRank para la primera
iteracio´n.
Para´metro Fase 1 Fase 2
M 144 48
R 48 48
tMp 9,93 s 19,12 s
tmaxMp 12,12 s 23,44 s
tRc 5,51 s 6,4 s
tmaxRc 6,48 s 10,17 s
dSh 56,7 MB 116 MB
dRd 121,6 MB 4,48 MB
Tabla 5.12: Para´metros de caracterizacio´n
de PageRank para el resto de
iteraciones.
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Para´metros de caracterizacio´n
Para extraer los para´metros de caracterizacio´n de esta aplicacio´n se ha ejecutado una instancia
de e´sta sobre las MVs on-premise, utilizando la misma entrada de datos y nu´mero de iteraciones
indicadas anteriormente para obtener mayor precisio´n a la hora de caracterizar cada iteracio´n.
Cabe destacar que la iteracio´n inicial de PageRank debe leer los primeros datos de entrada, lo
que produce una primera fase que es distinta del resto de iteraciones. Este comportamiento se ha
caracterizado realizando una diferenciacio´n entre la primera iteracio´n y el resto de iteraciones, que
esta´n caracterizadas en las Tablas 5.11 y 5.12.
Resultados
PageRank es una aplicacio´n escalable en la que, como podemos observar en la Tabla 5.13, se
consigue un tiempo de finalizacio´n un 51 % ma´s ra´pido cuando incrementamos en un factor 2× el
nu´mero de MVs con respecto al caso inicial de 3 MVs on-premise.
Tiempos reales para una nube on-premise
Arquitectura 3 MVs 6 MVs 9 MVs 12 MVs 15 MVs
3145 1511 1053 981 796
Prediccio´n utilizando el modelo ARIA
L´ımite superior de la prediccio´n 1763 1287 1059 924
Valor medio de la prediccio´n 1572 1090 859 724
L´ımite inferior de la prediccio´n 1379 892 660 523
Prediccio´n utilizando nuestra metodolog´ıa
Nube h´ıbrida con un enlace de´bil de 1 Gbps
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Tiempos reales 1585 1130 1059 892
L´ımite superior de la prediccio´n 1831 1256 1351 1006
Valor medio de la prediccio´n 1670 1149 1101 886
L´ımite inferior de la prediccio´n 1509 1037 850 767
Nube h´ıbrida con un enlace de´bil de 100 Mbps
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Tiempos reales 4886 3764 3794 3330
L´ımite superior de la prediccio´n 5490 4006 4764 4064
Valor medio de la prediccio´n 5083 3806 3952 3583
L´ımite inferior de la prediccio´n 4675 3607 3140 3102
Tabla 5.13: Tiempos de finalizacio´n reales y de prediccio´n para la aplicacio´n PageRank (expresados
en segundos). Para los tiempos de prediccio´n se muestran tanto los l´ımites inferiores y
superiores, como el valor medio de prediccio´n.
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Figura 5.7: Tiempos de ejecucio´n reales y estimados para la aplicacio´n PageRank.
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Arquitectura h´ıbrida con un enlace de´bil de 1 Gbps
Porcentajes de error ( %) del valor medio estimado con ARIA
En la fase Map 8,6 2,5 -11,6 -8,6
En la fase Reduce -5,8 -6,7 -22,8 -24,2
Error Total -0,8 -3,6 -18,9 -18,9
Porcentajes de error ( %) del valor medio estimado con nuestra metodolog´ıa
En la fase Map 5,2 -4 -9 -14
En la fase Reduce 5,4 4,7 11,2 6,7
Error Total 5,4 1,5 3,9 -0,7
Arquitectura h´ıbrida con un enlace de´bil de 100Mbps
Porcentajes de error ( %) del valor medio estimado con ARIA
En la fase Map -1,2 -6,6 -16,1 -13,1
En la fase Reduce -77,3 -79,8 -84,5 -85,3
Error Total -67,8 -71 -77,4 -78,3
Porcentajes de error ( %) del valor medio estimado con nuestra metodolog´ıa
En la fase Map -0,1 -6,7 -7,4 -14,2
En la fase Reduce 4,6 2,2 5,6 10
Error Total 4 1,1 4,2 7,6
Tabla 5.14: PageRank: Precisio´n de la prediccio´n media vs. el tiempo de finalizacio´n de un des-
pliegue h´ıbrido real detallado por fase.
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En lo que se refiere a las predicciones del tiempo de finalizacio´n, analizando el l´ımite superior
e inferior obtenido para ARIA, podemos observar que, para el caso de 15 MVs (3-On 12-Off), se
sobrestima el resultado en un 16 % para el l´ımite superior y subestima en un 34 % el inferior con
respecto al resultado real obtenido on-premise. Por otra parte, utilizando nuestra metodolog´ıa de
prediccio´n, se obtienen unos resultados ma´s ajustados con respecto a un escenario de nube h´ıbrida
de 15 MVs y un enlace de´bil de 1 Gbps, obteniendo una sobrestimacio´n del 12 % en el l´ımite superior
y una subestimacio´n del 14 % para el l´ımite inferior. De la misma manera, para un enlace de´bil de
100 Mbps, nuestra prediccio´n sobrestima el resultado en un 22 % en el l´ımite superior y subestima
en un 6 % el l´ımite inferior con respecto al resultado real obtenido en un entorno h´ıbrido con 100
Mbps de enlace de´bil .
En la Figura 5.7 se muestra la prediccio´n media obtenida para cada enfoque. Como se observa,
nuestra prediccio´n se adapta perfectamente tanto al resultado real obtenido para 1 Gbps como para
100 Mbps, hecho que no ocurre con ARIA, que u´nicamente se adapta al escenario on-premise real
e h´ıbrido con 1 Gbps.
Analizando con ma´s detalle las medias de error de cada una de las fases Map y Reduce que se
presentan en la Tabla 5.14, podemos ver que la prediccio´n con ARIA para un entorno h´ıbrido con un
enlace de´bil de 1 Gbps obtiene unos valores aceptables, con errores totales menores del 4 % cuando
se utilizan 3 o 6 MVs en la parte off-premise. Este buen comportamiento desaparece a medida que
se an˜aden ma´s MVs off-premise, llegando a presentar errores del 18,9 %. Si nos centramos en ARIA
con respecto a un entorno h´ıbrido de 100 Mbps, podemos observar que este error se incrementa
dra´sticamente. Esto es debido a su incapacidad de estimar la fase de Reduce, como se deduce de
los errores cometidos para dicha fase, de hasta un 85 % por debajo de lo esperado. Esto perjudica
la prediccio´n del tiempo total, generando predicciones con errores totales de hasta un 78 % de
desviacio´n con respecto a los valores reales.
En cambio, podemos ver que los errores medios cometidos en nuestra prediccio´n, tanto para la
fase Map como Reduce, son todos menores del 15 %, tanto para 1 Gbps como 100 Mbps, lo que se
traduce en un error total del 5,4 % en 1 Gbps para el peor de los casos experimentados, y en un
7,6 % en el peor de los casos para 100 Mbps. Para valorar la precisio´n de nuestra propuesta, hay que
tener en cuenta que en los trabajos previos en prediccio´n del tiempo de finalizacio´n de arquitecturas
exclusivamente on-premise, se considera que los errores por debajo del 10 % son completamente
aceptables.
En este caso solo se puede conseguir un incremento de velocidad an˜adiendo 12 MVs off-premise
a la plataforma de 3 MVs on-premise con un enlace de´bil de 1 Gbps, en concreto de hasta un 3,53×.
Para el caso de 100 Mbps no se obtendr´ıa incremento de velocidad alguno. Por tanto, la prediccio´n
presentada puede dar una idea al usuario de entre que´ rangos de ancho de banda podr´ıa obtener
un incremento de velocidad que le permita amortizar el gasto de utilizar una plataforma de nube
h´ıbrida.
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5.6.6 Prediccio´n de la aplicacio´n Connected Components
La u´ltima aplicacio´n utilizada para comprobar el funcionamiento de nuestra propuesta de me-
todolog´ıa de prediccio´n es Connected Components [82]. La deteccio´n de componentes conectados
en gra´ficos es un problema bien conocido que surge en un gran nu´mero de aplicaciones, incluyendo
miner´ıa de datos, ana´lisis de redes sociales, ana´lisis de ima´genes y muchos otros problemas rela-
cionados. Encontrar ve´rtices conectados es un proceso inherentemente iterativo, de modo que una
implementacio´n basada en MapReduce da como resultado la ejecucio´n repetida de un programa
MapReduce, donde la salida de una iteracio´n sirve como entrada para la siguiente iteracio´n. La
entrada del algoritmo de Connected Components es un grafo (V,E) con un conjunto de ve´rtices
V y un conjunto de aristas E ⊆ V × V . El objetivo de este algoritmo es transformar el grafo
de entrada en un conjunto de subgrafos de tipo estrella, asignando iterativamente cada ve´rtice a
su vecino ma´s pequen˜o, usando un orden total de los ve´rtices como el orden lexicogra´fico de las
etiquetas de ve´rtice.
Connected Components es una de las aplicaciones que componen el benchmark BigDataBench.
A trave´s de este benchmark se han generado 300 MB de informacio´n, que simula datos de extra´ıdos
de Facebook, la cual contiene un grafo en el que los ve´rtices representan los usuarios y las aristas la
relacio´n de amistad entre ellos. Esta entrada de datos es procesada en este ejemplo por 9 iteraciones
complejas, que esta´n compuestas por 3 trabajos MapReduce.
Para´metros de caracterizacio´n
Como en el resto de aplicaciones, para obtener los para´metros de caracterizacio´n de esta apli-
cacio´n se ha lanzado una instancia de Connected Components sobre las 3 MVs on-premise con la
misma entrada de datos e iteraciones propuestas anteriormente (300 MB y 9 iteraciones complejas).
La ejecucio´n de esta aplicacio´n genera iteraciones complejas compuestas por 3 trabajos MapReduce
o fases de la iteracio´n, donde finalmente ejecuta una u´ltima iteracio´n con una u´ltima fase de sa-
lida. Por otra parte, de forma similar a lo que ocurre con PageRank, la primera iteracio´n tiene
un comportamiento ligeramente distinto al del resto de iteraciones. As´ı pues, nos encontramos con
uno de los casos de aplicaciones MapReduce ma´s complejos desde el punto de vista de la caracte-
rizacio´n y de la prediccio´n del tiempo de finalizacio´n. Dada la complejidad de esta aplicacio´n, la
caracterizacio´n de la misma se debe realizar en tres grupos.
• Una parte de inicializacio´n compuesta por tres trabajos MapReduce.
• Una parte iterativa compuesta tambie´n por tres trabajos MapReduce.
• Una parte de finalizacio´n compuesta de un u´nico trabajo MapReduce.
En las Tablas 5.15 y 5.16 se muestra la caracterizacio´n de las tres fases para la primera ite-
racio´n y para el resto de iteraciones, respectivamente. Finalmente, en la Tabla 5.17 se muestra la
caracterizacio´n de la u´ltima parte de la aplicacio´n.
Cabe destacar que Connected Components combina tanto fases de tipo Map-intensivo como
Reduce-intensivo. Por tanto, ambas fases influyen de forma similar en la prediccio´n de los tiempos
de finalizacio´n.
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Para´metro Fase 1 Fase 2 Fase 3
M 11 27 24
R 24 24 1
tMp 18,58 s 11,37 s 5,95 s
tmaxMp 21,45 s 14,63 s 6,35 s
tRc 3,79 s 3,05 s 1,76 s
tmaxRc 5,78 s 4,11 s 1,98 s
dSh 24,3 MB 120,25 MB 648 Bytes
dRd 31,8 MB 2,88 MB 18 Bytes
Tabla 5.15: Para´metros de caracterizacio´n
de Connected Components pa-
ra la primera iteracio´n.
Para´metro Fase 1 Fase 2 Fase 3
M 33 27 24
R 24 24 1
tMp 6,08 s 11,37 s 5,91 s
tmaxMp 16,49 s 15,36 s 6,91 s
tRc 3,5 s 3,16 s 1,85 s
tmaxRc 6,14 s 5,07 s 2,5 s
dSh 23,6 MB 14,45 MB 568 Bytes
dRd 23,4 MB 2,25 MB 16 Bytes
Tabla 5.16: Para´metros de caracterizacio´n
de Connected Components pa-
ra el resto de iteraciones.
Para´metro Fase 4
M 24
R 24
tMp 6,06 s
tmaxMp 7,72 s
tRc 2,03 s
tmaxRc 3,56 s
dSh 126,7 KB
dRd 124,7 KB
Tabla 5.17: Para´metros de caracterizacio´n de Connected
Components para la u´ltima iteracio´n.
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Resultados
En la Tabla 5.18 se muestran los tiempos de finalizacio´n tanto reales como las predicciones rea-
lizadas utilizando ARIA y empleando nuestra metodolog´ıa de prediccio´n. Connected Components
es tambie´n una aplicacio´n con un cierto grado de escalabilidad, consiguiendo una mejora del tiempo
de ejecucio´n de un 42 % si se an˜aden 3 MVs on-premise ma´s al entorno inicial de 3 MVs on-premise.
Analizando los l´ımites inferiores y superiores de las predicciones, podemos ver que ARIA subes-
tima su prediccio´n en hasta un 67 % con respecto al resultado on-premise real en su l´ımite inferior
para 15 MVs. Si lo comparamos con el resultado real obtenido para un entorno h´ıbrido de 100 Mbps,
la prediccio´n se realiza con una subestimacio´n del 85 %. Con nuestra metodolog´ıa de prediccio´n,
para nubes h´ıbridas que utilizan un enlace de´bil de 1 Gbps subestimamos el resultado real en un
30 % en el peor de los casos y en un 33 % en el peor de los casos si el enlace de´bil es de 100 Mbps.
Estos valores demuestran que nuestra aproximacio´n esta´ mucho ma´s cerca de los resultados reales.
Tiempos reales para una nube on-premise
Arquitectura 3 MVs 6 MVs 9 MVs 12 MVs 15 MVs
1621 928 757 686 647
Prediccio´n utilizando el modelo ARIA
L´ımite superior de la prediccio´n 1178 972 883 810
Valor medio de la prediccio´n 885 674 584 510
L´ımite inferior de la prediccio´n 592 377 284 209
Prediccio´n utilizando nuestra metodolog´ıa
Nube h´ıbrida con un enlace de´bil de 1 Gbps
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Tiempos reales 947 758 714 650
L´ımite superior de la prediccio´n 1157 848 896 787
Valor medio de la prediccio´n 911 684 695 661
L´ımite inferior de la prediccio´n 665 520 494 536
Nube h´ıbrida con un enlace de´bil de 100 Mbps
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Tiempos reales 1833 1380 1451 1419
L´ımite superior de la prediccio´n 2131 1585 1878 1450
Valor medio de la prediccio´n 1743 1308 1422 1253
L´ımite inferior de la prediccio´n 1353 1031 967 1056
Tabla 5.18: Tiempos de finalizacio´n reales y de prediccio´n para la aplicacio´n Connected Compo-
nents (expresados en segundos). Para los tiempos de prediccio´n se muestran tanto los
l´ımites inferiores y superiores, como el valor medio de prediccio´n.
Viendo la gra´fica de la Figura 5.8, donde se muestran las medias de las predicciones con respecto
a su resultado real, podemos observar que nuestra prediccio´n sigue la misma tendencia que los
resultados reales, tanto para 1 Gbps como para 100 Mbps. Por el contrario, la aproximacio´n de
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Figura 5.8: Tiempos de ejecucio´n reales y estimados para la aplicacio´n Connected Components.
Arquitectura 3-On 3-Off 3-On 6-Off 3-On 9-Off 3-On 12-Off
Arquitectura h´ıbrida con un enlace de´bil de 1 Gbps
Porcentajes de error ( %) del valor medio estimado con ARIA
En la fase Map -4,5 -8 -15,4 -21,6
En la fase Reduce -8,3 -13,6 -14,4 -21,9
Error Total -6,5 -11 -18,3 -21,6
Porcentajes de error ( %) del valor medio estimado con nuestra metodolog´ıa
En la fase Map -2,8 -13,7 -3,8 5,7
En la fase Reduce -4,5 -5,2 7 -3,5
Error Total -3,8 -9,8 -2,7 1,7
Arquitectura h´ıbrida con un enlace de´bil de 100Mbps
Porcentajes de error ( %) del valor medio estimado con ARIA
En la fase Map -12,9 -15,9 -29 -35,1
En la fase Reduce -66,8 -66,5 -72,9 -76,8
Error Total -51,7 -51,1 -59,8 -64,1
Porcentajes de error ( %) del valor medio estimado con nuestra metodolog´ıa
En la fase Map -6 -14,2 -11,8 -6,8
En la fase Reduce -4,5 -1,3 2,2 -13,8
Error Total -4,9 -5,2 -2 -11,7
Tabla 5.19: Connected Components: Precisio´n de la prediccio´n media vs. el tiempo de finalizacio´n
de un despliegue h´ıbrido real detallado por fase.
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ARIA se queda muy por debajo del resultado real, produciendo un error de hasta un 64 % para el
caso de 100 Mbps.
Si analizamos los porcentajes de error de las predicciones desglosadas por fases Map y Reduce
que se muestran en la Tabla 5.19, podemos observar que utilizando ARIA se comenten errores de
hasta el 21 %, tanto en la fase Map como Reduce, en todos los escenarios de nube h´ıbrida con un
enlace de´bil de 1 Gbps, obteniendo un error total de un 21,6 % en el peor de los casos. Esta situacio´n
todav´ıa es peor cuando el enlace de´bil es de 100 Mbps, incrementa´ndose entonces el error hasta un
35 % para la fase Map y hasta un 76 % para la fase Reduce, produciendo un error total subestimado
del 64 % para 15 MVs (3-On 12-Off). Esto hace descartar completamente la prediccio´n de ARIA
cuando nos enfrentamos a la ejecucio´n de aplicaciones MapReduce sobre nubes h´ıbridas.
Si nos centramos en los resultados de nuestra metodolog´ıa de prediccio´n, podemos observar
que para una arquitectura de nube h´ıbrida con un enlace de´bil de 1 Gbps, el error ma´ximo que se
produce en la fase Map es del 13 %, y del 7 % para la fase Reduce, dando lugar a un error medio total
menor del 10 % en el peor de los casos. Si el enlace de´bil de la arquitectura h´ıbrida es de 100 Mbps,
obtenemos un error ma´ximo (por subestimacio´n) del 14 % para la fase Map y del 13 % para la fase
Reduce, produciendo un error total menor del 12 % en el peor de los casos. As´ı pues, ante una de
las estructuras ma´s complejas de aplicacio´n MapReduce, se observa un comportamiento adecuado
de nuestra metodolog´ıa de prediccio´n, con errores de hasta el 12 % en el peor de los casos; sobre
todo si la comparamos con el estado del arte actual, con errores de hasta el 76 % utilizando ARIA.
A nivel general, en este caso tambie´n se observa que se puede obtener un incremento de velocidad
de hasta 2,49× al an˜adir 12 MVs off-premise a la plataforma original de 3 MVs on-premise para
un enlace de´bil de 1 Gbps. Para el caso de 100 Mbps se puede obtener un incremento de velocidad
pro´ximo a 1,16×, pero con la peculiaridad de que no tendr´ıa sentido aumentar el nu´mero de MVs
off-premise ma´s alla´ de 6, puesto que no se conseguir´ıa mejora alguna.
5.7 Conclusiones
En este cap´ıtulo se ha abordado el problema de co´mo estimar el tiempo de finalizacio´n de
aplicaciones iterativas de MapReduce en escenarios de nubes h´ıbridas con despliegues de cloud
bursting , donde las MVs on-premise y off-premise se comunican a trave´s de un enlace de´bil . Dichas
estimaciones de tiempo de finalizacio´n son una herramienta fundamental para ayudar a decidir si
la aceleracio´n justifica el coste de pagar por MVs off-premise adicionales.
Para abordar este problema, se ha propuesto una metodolog´ıa de prediccio´n de rendimiento que
combina el modelado anal´ıtico junto con un test sinte´tico para estimar el tiempo de finalizacio´n
espec´ıficamente para una configuracio´n de nube h´ıbrida, donde el enlace de´bil tiene un impacto
decisivo pra´cticamente en todas las fases de MapReduce.
Hemos demostrado los beneficios de nuestra propuesta desde mu´ltiples a´ngulos, utilizando una
mezcla de aplicaciones reales iterativas Map-intensivas, Reduce-intensivas y balanceadas, que cubren
un amplio espectro de casos de uso. Concretamente, hemos demostrado las siguientes ventajas:
1. La prediccio´n del l´ımite superior e inferior de nuestro enfoque frente a los resultados reales
obtenidos para una configuracio´n de nube h´ıbrida es mucho ma´s precisa que las predicciones
que realizan modelos de prediccio´n como ARIA.
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2. La prediccio´n media de nuestro enfoque esta´ siempre dentro de un intervalo de error de entre
el 1 % y el 10 %, independientemente del escenario y el ancho de banda del enlace de´bil , siendo
un orden de magnitud ma´s preciso que modelos de prediccio´n del estado del arte.
3. Nuestro enfoque presenta un comportamiento consistente que predice con precisio´n tanto la
fase Map como Reduce de una aplicacio´n MapReduce, lo que se traduce en una estimacio´n
global de mucha precisio´n.
La metodolog´ıa de prediccio´n propuesta requiere una calibracio´n inicial del sistema h´ıbrido so-
bre el que se realizara´ la prediccio´n, pero e´sta servira´ para el resto de predicciones de distintas
aplicaciones que se realicen en dicha configuracio´n segu´n convenga, ya que las variaciones de ren-
dimiento que se puedan producir en un proveedor de la nube son insignificantes comparadas con la
precisio´n que obtenemos en nuestra prediccio´n. De igual forma, inicialmente se deben obtener los
para´metros caracter´ısticos de cada aplicacio´n a trave´s de su ejecucio´n a pequen˜a escala en una infra-
estructura on-premise. Tantos los para´metros de calibracio´n del sistema como de caracterizacio´n de
cada aplicacio´n pueden ser almacenados para posteriores predicciones en entornos y configuraciones
distintas.
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CAP´ITULO 6
Conclusions
This chapter summarizes the main contributions of this thesis and lists the corresponding publi-
cations where they were originally introduced. It concludes with a series of open research directions
derived from this work that address new challenges or aspects that were insufficiently developed.
6.1 Achievements
The main objective of this thesis has been the design and validation of a methodology to
predict the completion time and cost of iterative MapReduce applications in hybrid cloud bursting
deployments.
The work presented in this thesis has led to the following achievements, which fulfill the main
objective:
• The development of an environment for extracting statistical data and traces from the exe-
cution of a MapReduce application on a hybrid cloud. This environment is composed of a
collection of tools that facilitate the extraction of the relevant data that allow the visualization
of the task scheduling, the application characterization, and the system calibration, as well
as other statistical parameters related to the traffic between the on-premise and off-premise
clouds.
• A study of the main factors that influence the performance of iterative MapReduce applica-
tions in a hybrid cloud bursting deployment, which facilitates a better understanding of the
problem.
• The design, implementation and evaluation of several off-premise data migration strategies for
the storage layer, that facilitate the MapReduce runtime to leverage data locality efficiently
in a hybrid cloud bursting deployment, which enables performance improvement.
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• The design, implementation and evaluation of a MapReduce task scheduling strategy specif-
ically designed to complement the off-premise data migration strategies in a hybrid cloud
bursting deployment, which enables performance improvement.
• A methodology to predict the completion time of running iterative MapReduce applications
in a hybrid cloud bursting deployment, which enables the understanding of how much per-
formance improvement can be expected for a certain amount of off-premise resources that
complement the on-premise resources.
• A methodology to analyze the cost of running iterative MapReduce applications in a hybrid
cloud deployment using the hybrid-specific data migration and task scheduling strategies,
which enables reasoning about the necessary cost to obtain better performance.
6.1.1 Statistical extraction environment for Hadoop MapReduce applications
To achieve a level of detail that facilitates a fine-grain analysis of each of the stages of a
MapReduce execution and the extraction of key metrics (such as how much network traffic is
exchanged between the on-premise cloud and the off-premise cloud), it is necessary to create a set
of tools that are simple and easily manageable by the user.
This contribution is described in Chapter 3, which presents a statistical extraction environment
for Hadoop MapReduce, called H-Stat. It is composed of a collection of tools that enable the ex-
traction of essential information to perform a complete analysis of the behavior of a MapReduce job
on a given environment, with specific focus on the information related to a hybrid cloud bursting
scenario. Specifically, this environment allows the extraction of traces containing detailed infor-
mation about the MapReduce task scheduling performed at each node, in addition to information
regarding the resource utilization of each node: CPU, disk and network I/O, memory. These traces
can be graphically visualized through the Paraver application and help to identify the challenges of
running iterative MapReduce applications in a hybrid cloud bursting scenario. Likewise, the sta-
tistical information extracted has made it easier to obtain essential parameters that describe both
the virtualized environment and the application behavior. Both aspects are essential in obtaining
a formula to predict the application completion time for MapReduce, as described in Chapter 5.
In addition, the extraction of traffic information produced between two clouds enables a detailed
analysis of the economic cost of such traffic in a public cloud, as presented in Chapter 4.
6.1.2 Data locality strategies for Hadoop MapReduce
Chapter 4 provides an extensive analysis of the implications of running a MapReduce application
on a hybrid cloud bursting scenario. To do this, it delves into one of the main factors that affects
the performance of a MapReduce application, such as the ability to exploit data locality in order
to schedule the computation close to the data. In this context, the temporary off-premise resources
provisioned from a public cloud provider are linked with the on-premise resources through a “weak
link”, that is an order of magnitude slower than the network links between the nodes within the
same cloud. Thus, unnecessary or redundant traffic between the two clouds must be avoided,
since otherwise it damages the performance of the application. However, in order to maximize a
cloud bursting deployment, where on-premise resources are complemented by off-premise resources
with the aim of improving the performance of a particular application, it is necessary to study
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and analyze different strategies to exploit data locality, as well as scheduling policies that allow to
obtain the maximum performance in these type of deployments. This chapter addresses a specific
MapReduce application type, such as iterative applications, whose main feature is a refinement
between iterations, usually through the re-use of input data. This property makes these type of
applications very suitable for a cloud bursting deployment, in which once the data is sent, it can be
reused again and again, thus masking the cost of sending the data through a determined number
of iterations.
Among the contributions made in this chapter are the proposal and study of two data migration
strategies, through a new proposed approach of the Hadoop, Rack Awareness feature. This feature
has been exploited and configured to replicate data from on-premise nodes to off-premise nodes in a
transparent way to the user. These two strategies allow either sending a replica of the input data and
then launching the application (Blocking Rebalance), or sending the replica asynchronously (Plain
Asynchronous Rebalance). Both strategies use the default Hadoop scheduler, which schedules each
of the Map or Reduce tasks in any available slots, prioritizing the slots where their input data
is closest. However, after an extensive analysis of the scheduler behavior in a cloud bursting
deployment, it has been concluded that it unconsciously schedules MapReduce tasks to slots of off-
premise nodes where the data has not yet been migrated, leading to unnecessary memory transfers
among remote nodes, thus depleting its performance.
The main contribution in this chapter has been the introduction of a new scheduling policy
aware of this new heterogeneous network environment, which avoids the task scheduling in remote
nodes that do not contain a copy of their input data, at least within their own network. This new
policy leads us to the creation of a new strategy, Rack-Local Asynchronous Rebalance, based on the
Plain Asynchronous Rebalance strategy, but with the new scheduling policy. All these strategies
have been evaluated and compared with a base strategy (No HDFS Off-Premise), in which no input
data is sent, through the experimentation and evaluation of two iterative MapReduce applications
(K-Means and PageRank) in the Kinton platform. The results obtained show that our strategy
obtains the best results in all the cases, being the MapReduce applications with more weight
in the Map phase, or Map-intensive applications the ones that better adapt to a cloud bursting
deployment, improving its performance in each iteration until it reaches its maximum performance
once all the input data has been migrated.
In addition, at the end of the chapter we also contribute with a methodology for analyzing
the economic cost of a cloud bursting deployment for each strategy presented, taking into account
both the time consumed by each VM and the amount of traffic produced between the two clouds.
We can also conclude that our strategy provides the best results for both cost and performance
of the applications, being the Map-intensive applications the best cost/performance ratio can be
obtained.
6.1.3 Methodology for predicting the completion time of iterative MapReduce appli-
cations
In Chapter 5, the main contribution has been a methodology to predict the completion time of
an iterative MapReduce application in a hybrid cloud bursting scenario. Since extending on-premise
resources with off-premise resources of a public cloud for a certain time is costly for the user, it
is advisable to know in advance if this new hybrid cloud configuration will obtain the expected
performance, thus justifying the cost involved in such deployment. However, such performance
123
CAP´ITULO 6. CONCLUSIONS
depends not only on the number of extended resources, but also on the bandwidth of the contracted
weak link. Therefore, scenarios can be given in which an application fails to improve its performance
while expanding its resources with a large number of off-premise resources. In this chapter, these
problems are analyzed through a methodology that is able to predict the completion time of a given
iterative MapReduce application in a particular cloud bursting deployment. In this way, a user
can decide whether he needs to increase or decrease the number of off-premise resources to obtain
the expected performance, as well as determine the economic cost of such a change and if it really
justifies the price he will pay for it.
This new prediction methodology consists of three main steps: the first one calibrates the entire
set of on-premise and off-premise resources that form the hybrid cloud to extract the main system
parameters, that influence the performance of a MapReduce application. Secondly, the desired
application is characterized through its small scale execution (both number of VMs and iterations)
in the on-premise VMs to determine its invariant parameters against a scale change. Third, a
mathematical expression is applied that predicts the time for each of the MapReduce phases,
and obtains an upper and lower prediction bound. In addition, this mathematical expression
contemplates both the initial migration of data and the prediction of complex iterations composed
of different MapReduce jobs. This allows to accurately predict any type of iterative application. It
should be noted that only one execution of the initial two steps of this methodology is required, as
the information obtained can be reused in future predictions.
This methodology has been evaluated and validated by four real-life iterative MapReduce appli-
cations, extracted from standardized benchmarks like HiBench or BigDataBench, which cover the
full range of possibilities for MapReduce phase balancing. To do this, two OpenStack clouds have
been created through the Kinton cluster to form a hybrid cloud platform, with a software-controlled
weak link bandwidth. Starting from on-premise 3 VMs, and extending them with off-premise re-
sources from 3 to 12 VMs, our methodology has been applied for both a 1 Gbps weak link and a 100
Mbps weak link scenario. All prediction results obtained have been compared in detail (disaggre-
gating each MapReduce phase) with their respective actual results for each hybrid cloud scenario.
In addition, to give more validity to our prediction, the accuracy obtained has been compared to
other similar state-of-the-art prediction methodologies.
We can conclude that our methodology obtains an average prediction very accurately, with an
error range between 1% and 10%, regardless of the scenario, application and weak link bandwidth.
This does not happen with other methodologies which yield an error of almost 80% with respect
to the actual result obtained for a scenario with a 100 Mbps weak link. In addition, analyzing in
detail the accuracy obtained in each of the MapReduce phases, we can conclude that our approach
is capable of accurately predicting these phases, which corroborates our good results. Therefore,
we have developed a methodology that is able to predict the completion time of any iterative
MapReduce application in a hybrid cloud bursting scenario, so that we can anticipate both the
economic cost that will lead to its execution as well as its performance. In this way, a user can
decide whether to increase/decrease the off-premise resources or hire a better weak link bandwidth
to achieve the expected performance improvement with the best performance-price ratio, without
having to run their applications for it, thus saving both economic and time costs.
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6.2 Main publications
The scientific contributions presented in this thesis have been validated through a series of peer
reviewed national and international publications in venues appropriate for the scope of this thesis,
as listed below:
Journal
[30]Clemente-Castello´, F.J., Nicolae, B., Mayo, R., Ferna´ndez, J.C. Performance Model
of MapReduce Iterative Applications for Hybrid Cloud Bursting. In IEEE Transactions on Parallel
and Distributed Systems (2017), (Under Review).
Hybrid cloud bursting (i.e., leasing temporary off-premise cloud resources to boost the
overall capacity during peak utilization) can be a cost-effective way to deal with the in-
creasing complexity of big data analytics, especially for iterative applications. However,
the low throughput, high latency network link between the on-premise and off-premise
resources (“weak link”) makes it difficult to maintain scalability. While there are sev-
eral data locality techniques dedicated for big data bursting on hybrid clouds, their
effectiveness is difficult to estimate in advance. On the other hand, such estimations
are critical for users, because they aid in the decision of whether the extra pay-as-you-
go cost incurred by using the off-premise resources justifies the runtime speed-up. To
this end, the current paper contributes with a performance model and methodology
to estimate the runtime of iterative MapReduce applications in a hybrid cloud burst-
ing scenario. A key idea of the proposal is to focus on the overhead incurred by the
weak link at fine granularity, both for the map and reduce phase. This enables high
estimation accuracy, as demonstrated by extensive experiments at scale using a mix of
real-life iterative MapReduce applications from standard big data benchmarking suites
that cover a broad spectrum of data patterns. Not only are the produced estimations
accurate in absolute terms compared with the actual experimental results, but they are
also up to an order of magnitude more accurate than applying state-of-art estimation
approaches originally designed for single-site MapReduce deployments.
Conference
Proceedings
[32]
Clemente-Castello´, F.J., Nicolae, B., Mustafa, M.R., Mayo, R., Ferna´ndez, J.C.
Evaluation of Data Locality Strategies for Hybrid Cloud Bursting of Iterative MapReduce. In
CCGrid’17: 17th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing
(2017)
Hybrid cloud bursting (i.e., leasing temporary off-premise cloud resources to boost the
overall capacity during peak utilization) is a popular and cost-effective way to deal with
the increasing complexity of big data analytics. It is particularly promising for iterative
MapReduce applications that reuse massive amounts of input data at each iteration,
which compensates for the high overhead and cost of concurrent data transfers from the
on-premise to the off-premise VMs over a weak inter-site link that is of limited capacity.
In this paper we study how to combine various MapReduce data locality techniques de-
signed for hybrid cloud bursting in order to achieve scalability for iterative MapReduce
applications in a cost-effective fashion. This is a non-trivial problem due to the com-
plex interaction between the data movements over the weak link and the scheduling of
computational tasks that have to adapt to the shifting data distribution. We show that
using the right combination of techniques, iterative MapReduce applications can scale
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well in a hybrid cloud bursting scenario and come even close to the scalability observed
in single sites.
Conference
Proceedings
[25]
Clemente-Castello´, F.J., Mayo, R., Ferna´ndez, J.C. Cost Model and Analysis of
Iterative MapReduce Applications for Hybrid Cloud Bursting. In SCRAMBL’17: 3rd International
Workshop on Scalable Computing For Real-Time Big Data Applications (2017)
A popular and cost-effective way to deal with the increasing complexity of big data
analytics is hybrid cloud bursting that leases temporary off-premise cloud resources to
boost the overall capacity during peak utilization. The main challenge of hybrid cloud
bursting is that the network link between the on-premise and the off-premise computa-
tional resources often exhibit high latency and low throughput (“weak link”) compared
to the links within the same data-center. This paper introduces a cost model that is
specifically designed for iterative MapReduce applications running in a hybrid cloud
bursting scenario, which are a popular class of large-scale data-intensive applications
that provides near real-time responsiveness. Using this cost model, users can discover
trends that can be leveraged to reason about how to balance performance, accuracy and
cost such that it optimizes their requirements. We illustrated this approach through a
cost analysis that focuses on two real-life iterative MapReduce applications using ex-
tensive horizontal scalability experiments that involve multiple hybrid cloud bursting
strategies.
Conference
Proceedings
[31]
Clemente-Castello´, F.J., Nicolae, B., Mustafa, M.R., Mayo, R., Ferna´ndez, J.C.
On exploiting data locality for iterative mapreduce applications in hybrid clouds. In BDCAT ’16:
3rd IEEE/ACM International Conference on Big Data Computing, Applications and Technologies
(2016), pp. 118–122.
Hybrid cloud bursting (i.e., leasing temporary off-premise cloud resources to boost the
capacity during peak utilization), has made significant impact especially for big data
analytics, where the explosion of data sizes and increasingly complex computations
frequently leads to insufficient local data center capacity. Cloud bursting however in-
troduces a major challenge to runtime systems due to the limited throughput and high
latency of data transfers between on-premise and off-premise resources (weak link). This
issue and how to address it is not well understood. We contribute with a comprehensive
study on what challenges arise in this context, what potential strategies can be applied
to address them and what best practices can be leveraged in real-life. Specifically, we
focus our study on iterative MapReduce applications, which are a class of large-scale
data intensive applications particularly popular on hybrid clouds. In this context, we
study how data locality can be leveraged over the weak link both from the storage layer
perspective (when and how to move it off-premise) and from the scheduling perspective
(when to compute off-premise). We conclude with a brief discussion on how to set up
an experimental framework suitable to study the effectiveness of our proposal in future
work.
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Conference
Proceedings
[29]
Clemente-Castello´, F.J., Nicolae, B., Katrinis, K., Mustafa, M.R., Mayo, R.,
Ferna´ndez, J.C. Enabling Big Data Analytics in the Hybrid Cloud Using Iterative MapReduce.
In UCC ’15: 8th IEEE/ACM International Conference on Utility and Cloud Computing (2015),
pp. 290–299.
The cloud computing model has seen tremendous commercial success through its materi-
alization via two prominent models to date, namely public and private cloud. Recently,
a third model combining the former two service models as on-/off-premise resources
has been receiving significant market traction: hybrid cloud. While state of art tech-
niques that address workload performance prediction and efficient workload execution
over hybrid cloud setups exist, how to address data-intensive workloads - including
Big Data Analytics - in similar environments is nascent. This paper addresses this
gap by taking on the challenge of bursting over hybrid clouds for the benefit of accel-
erating iterative MapReduce applications. We first specify the challenges associated
with data locality and data movement in such setups. Subsequently, we propose a
novel technique to address the locality issue, without requiring changes to the Map-
Reduce framework or the underlying storage layer. In addition, we contribute with a
performance prediction methodology that combines modeling with micro-benchmarks
to estimate completion time for iterative MapReduce applications, which enables users
to estimate cost-to-solution before committing extra resources from public clouds. We
show through experimentation in a dual-Openstack hybrid cloud setup that our so-
lutions manage to bring substantial improvement at predictable cost-control for two
real-life iterative MapReduce applications: large-scale machine learning and text anal-
ysis.
Actas
Congreso
[26]
Clemente-Castello´, F.J., Mayo, R, Ferna´ndez, J.C., Quintana-Ort´ı, E.S., Nico-
lae, B., Katrinis, K. Estudio Preliminar de una Nube Hı´brida: Ana´lisis de Rendimiento con
MapReduce. In JP’15: XXVI Jornadas de Paralelismo (2012), pp. 274–281.
En este art´ıculo se estudia la utilizacio´n de una nube h´ıbrida y los problemas que
conlleva. Para ello, se ha realizado un ana´lisis desde la perspectiva del procesamiento de
grandes volu´menes de datos utilizando el modelo de programacio´n MapReduce mediante
su implementacio´n en Hadoop. A diferencia de otros trabajos, en e´ste se analiza el
rendimiento en la ejecucio´n de un solo trabajo Hadoop utilizando todos los recursos de
co´mputo h´ıbrido conjuntamente. Los primeros resultados de este trabajo en progreso
nos indican las dificultades que se pueden producir en este tipo de entorno y el tipo de
aplicaciones y estrategias a emplear en cada caso.
6.3 Other publications
Before focusing on the line of research presented in this thesis, an initial thematic was developed
based on the research of a layer underlying the cloud computing, as these are virtual machines.
Specifically, this research focused on the evaluation of live migration of virtual machines between
two physical nodes, in terms of performance and energy. In addition, we contributed a new adaptive
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method for the QEMU/KVM hypervisor that allows to migrate specific scenarios of VMs that can
not be migrated. This is the case of applications with a high degree of memory concurrency running
in VMs. It was achieved by adapting and minimizing the VM downtime. This corresponds to the
last step of the migration, in which all memory and CPU status are transferred.
These investigations were validated through two international conferences, and two previous
works were contributed at national conferences.
Conference
Proceedings
[23]
Clemente-Castello´, F.J., Cervera, S., Mayo, R., Quintana-Ort´ı, E.S. Evaluating the
Impact of Virtualization on Performance and Power Dissipation. In CLOSER ’14: 4th International
Conference on Cloud Computing and Services Science (2014), pp. 513–518.
In this paper we assess the impact of virtualization in both performance-oriented envi-
ronments, like high performance computing facilities, and throughput-oriented systems,
like data processing centers, e.g., for web search and data serving. In particular, our
work-in-progress analyzes the power consumption required to dynamically migrate vir-
tual machines at runtime, a technique that is crucial to consolidate underutilized servers,
reducing energy costs while maintaining service level agreements. Preliminary experi-
mental results are reported for two different applications, using the KVM virtualization
solution for Linux, on an Intel Xeonbased cluster.
Conference
Proceedings
[24]
Clemente-Castello´, F.J., Ferna´ndez, J.C., Mayo, R., Quintana-Ort´ı, E.S. Adaptive
Downtime for Live Migration of Virtual Machines. In UCC ’14: 7th IEEE/ACM International
Conference on Utility and Cloud Computing (2014), pp. 457–464.
Live migration of virtual machines is a pivotal mechanism to offer consolidation services
in virtualized and cloud computing environments. In general, the standard live migra-
tion process favors short downtime periods, to avoid affecting on-line services provided
by virtual machines. In particular, live migration can only be applied in scenarios where
the dirty page rate is low compared to the communication network bandwidth. Further-
more, while setting a short downtime is convenient for on-line services, this may not be
necessary, e.g., for long time-consuming high performance applications as, in this sort of
computations, a relative large of downtime period, (say, in the order of minutes,) due to
a live migration, only introduces a small overhead on the total execution time. In this
paper we enhance the live migration process in a variety of scenarios where the standard
live migration configuration does not permit live migration. For these situations, we
propose, analyse, and validate a modification of the KVM hypervisor that accommo-
dates live migration with short downtime, independently of the type of application and
services in execution on the virtual machine.
Actcas
Congreso
[27]
Clemente-Castello´, F.J., Mayo, R., Quintana-Ort´ı, E.S. Estudio y Requisitos de la
Simulacio´n de Sistemas de Cloud Computing. In JP’13: XXIV Jornadas de Paralelismo (2013),
pp. 199–204.
El cloud computing o computacio´n en la nube es una tecnolog´ıa reciente que permite
que los recursos TI (Tecnolog´ıas de la Informacio´n) y las aplicaciones, sean ofertadas
a los usuarios finales como servicios, bajo un modelo de pago por uso. Cada vez ma´s
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empresas esta´n utilizando esta tecnolog´ıa para virtualizar sus aplicaciones y utilizar
u´nicamente los recursos TI necesarios para su ejecucio´n en cada momento, ahorrando
costes de adquisicio´n, mantenimiento y energ´ıa. Normalmente estas aplicaciones tienen
un complejo despliegue y distintas configuraciones y requisitos. Evaluar y predecir el
rendimiento, la asignacio´n de recursos, las cargas de trabajo y los costes que e´stas
conllevan en un entorno de cloud computing, utilizando distintas configuraciones y
variaciones del sistema, son tareas complejas y costosas de lograr. Para llevar a cabo
estas tareas, ser´ıa conveniente utilizar un simulador de cloud computing que permitiera
evaluar y predecir el comportamiento de estas aplicaciones en este entorno. En este
art´ıculo se presentan los requisitos ba´sicos que deber´ıa tener un simulador de cloud
computing, y se hace una comparativa entre varios simuladores de cloud computing
existentes en la actualidad.
Actcas
Congreso
[28]
Clemente-Castello´, F.J., Mayo, R., Cervera S., Quintana-Ort´ı, E.S. Efecto de la
Virtualizacio´n sobre el Rendimiento, la Productividad y el Consumo. In JP’12: XXIII Jornadas
de Paralelismo (2012), pp. 181–126.
En este art´ıculo se presenta un ana´lisis sobre la utilizacio´n de la virtualizacio´n en en-
tornos donde se busca rendimiento, como ser´ıa el caso de los centros de datos desti-
nados a computacio´n de altas prestaciones; o como cuando el rendimiento se buscan
en el a´mbito de la productividad, como es el caso de los centros de datos destinados a
aplicaciones de gestio´n o de servicios de Internet. En este trabajo se realiza un ana´lisis
desde el punto de vista del consumo energe´tico y de la influencia de las migraciones en
vivo de las ma´quinas virtuales. Esta u´ltima te´cnica es ba´sica para adaptar la consoli-
dacio´n de las ma´quinas virtuales sobre servidores f´ısicos y reducir al ma´ximo el consumo
energe´tico, atendiendo siempre a la calidad de servicio requerida por los usuarios.
6.3.1 Collaborative publications
While conducting research for this thesis I collaborated with other researchers, in which I
contributed my knowledge on the deployment and use of VMs in public clouds (e.g. Amazon) and
private clouds (e.g. OpenStack).
Conference
Proceedings
[23]
Iserte, S., Clemente-Castello´, F.J., Castello´, A., Mayo, R., Quintana-Ort´ı, E.S.
Enabling GPU Virtualization in Cloud Environments In CLOSER ’16: 6th International Confer-
ence on Cloud Computing and Services Science (2016), pp. 249–256.
The use of accelerators, such as graphics processing units (GPUs), to reduce the exe-
cution time of computeintensive applications has become popular during the past few
years. These devices increment the computational power of a node thanks to their par-
allel architecture. This trend has led cloud service providers as Amazon or middlewares
such as OpenStack to add virtual machines (VMs) including GPUs to their facilities
instances. To fulfill these needs, the guest hosts must be equipped with GPUs which,
unfortunately, will be barely utilized if a non GPU-enabled VM is running in the host.
The solution presented in this work is based on GPU virtualization and shareability in
order to reach an equilibrium between service supply and the applications demand of
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accelerators. Concretely, we propose to decouple real GPUs from the nodes by using
the virtualization technology rCUDA. With this software configuration, GPUs can be
accessed from any VM avoiding the need of placing a physical GPUs in each guest
host. Moreover, we study the viability of this approach using a public cloud service
configuration, and we develop a module for OpenStack in order to add support for the
virtualized devices and the logic to manage them. The results demonstrate this is a
viable configuration which adds flexibility to current and well-known cloud solutions.
6.4 Open research lines
Cloud computing and specifically hybrid clouds have opened up a new paradigm for distributed
computing that is allowing industry to improve its computing solutions efficiently. This thesis has
contributed in this aspect, allowing applications such as the ones used for the analysis of Big Data
to be efficiently executed in such an environment, improving their task scheduling and predicting
their performance to avoid unnecessary costs. However, being a very recent technology, there are
many open lines in this research that can improve and expand the possibilities offered in this thesis
in terms of performance and estimation:
• Currently, the process of data migration and task scheduling is decoupled, that is, it occurs
independently. It would be interesting to explore how to prioritize the order in which the
data is migrated based on the decisions made by the task scheduler, so that performance is
improved by sending the data that the scheduler first needs and thus better exploiting the
off-premise resources.
• In this research the task scheduling of Map phase in hybrid cloud environments has been
improved in order to avoid unnecessary traffic through the weak link. However, the Reduce
phase requires the research of more complex scheduling techniques to reduce the traffic it
produces in the weak link, and thus further optimize the execution of MapReduce applications
over a hybrid cloud environment.
• The prediction methodology proposed in this thesis predicts the behavior of an application
in a hybrid cloud environment, but with homogeneous computing resources. Therefore, this
methodology could be expanded by incorporating the possibility of predicting behavior with
heterogeneous computational resources.
• Another open research line may be focused on elasticity. Specifically, in this thesis we assume
that we have a fixed set of off-premise VMs during the execution of an application. However,
it may be very useful to be able to have an elastic behavior where the off-premise VMs
configuration could change during the execution of the application (adding/decreasing VMs
in each iteration) to adapt to changing objectives (e.g. results are needed faster than initially
anticipated).
• Apache Hadoop is one of the most widely used environments for Big Data analysis; however,
environments like Apache Spark [86] are being used widely in different sectors. Therefore,
a research line would be the adaptation of our prediction methodology to the new Spark
environment.
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6.5 Conclusiones generales
El principal objetivo de esta tesis ha sido el disen˜o y validacio´n de una metodolog´ıa de prediccio´n
del tiempo de finalizacio´n de aplicaciones MapReduce iterativas sobre una nube h´ıbrida en un
despliegue de cloud bursting .
A continuacio´n se muestran las conclusiones y contribuciones generales de esta tesis:
• El desarrollo de un entorno de extraccio´n de datos estad´ısticos y trazas, llamado H-Stat, a
partir de la ejecucio´n de una aplicacio´n MapReduce sobre una nube h´ıbrida. Este entorno
esta´ compuesto por una coleccio´n de herramientas que facilitan la extraccio´n de datos rele-
vantes, los cuales permiten la visualizacio´n de la planificacio´n de tareas, la caracterizacio´n de
aplicaciones, y la calibracio´n del sistema, as´ı como la obtencio´n de otros para´metros estad´ısti-
cos relativos al tra´fico de datos entre nubes.
• Un estudio de los principales factores que influyen en el rendimiento de una aplicacio´n Map-
Reduce sobre una nube h´ıbrida en un despliegue de cloud bursting .
• El disen˜o, implementacio´n y evaluacio´n de varias estrategias de localidad de datos que permi-
ten mejorar el rendimiento de una aplicacio´n MapReduce iterativa en un despliegue de cloud
bursting , haciendo uso de las caracter´ısticas propias de Hadoop.
• El disen˜o, implementacio´n y evaluacio´n de una nueva estrategia de localidad de datos para
Hadoop MapReduce que permite adaptarse al proceso inicial de migracio´n de datos de un
despliegue de cloud bursting a trave´s de la implementacio´n de una nueva pol´ıtica de plani-
ficacio´n, mejorando as´ı el rendimiento de las aplicaciones MapReduce iterativas en este tipo
de entornos.
• El desarrollo de una metodolog´ıa de ana´lisis del coste econo´mico que conlleva la ejecucio´n
de aplicaciones MapReduce iterativas sobre un entorno de cloud bursting . Mediante esta
metodolog´ıa se han analizado los costes de las distintas estrategias de localidad de datos pro-
puestas, siendo nuestra estrategia la que mejores resultados obtiene, tanto en coste econo´mico
como en rendimiento de las aplicaciones.
• El desarrollo de una metodolog´ıa de prediccio´n del tiempo de finalizacio´n de aplicaciones
MapReduce iterativas que se ejecuten sobre una plataforma de nube h´ıbrida, a trave´s de un
despliegue de cloud bursting . Esta metodolog´ıa esta´ compuesta por tres pasos: una calibracio´n
del sistema, una calibracio´n de la aplicacio´n, y la aplicacio´n de una expresio´n matema´tica.
Dicha metodolog´ıa se ha evaluado y validado a trave´s de la prediccio´n de cuatro aplicaciones
MapReduce iterativas reales, junto con la comparacio´n de e´sta con otras metodolog´ıas de pre-
diccio´n del estado del arte. Podemos concluir que nuestra metodolog´ıa obtiene una prediccio´n
media con mucha precisio´n, cometiendo un error en un intervalo entre el 1 % y el 10 %, inde-
pendientemente del escenario, aplicacio´n y ancho de banda del enlace de´bil . Esto no ocurre
con otras metodolog´ıas, las cuales cometen un error de hasta casi un 80 % con respecto al
resultado real obtenido para un escenario con un enlace de´bil de 100 Mbps.
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