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L’objectif de ce travail est de donner une theorie, aussi simple et naturelle 
que possible, qui puisse englober a la fois les rCsultats obtenus en optimisation 
sous des hypoth&ses de diff&entiabilitC et sous des hypoth&ses de convexit& 
L’exemple le plus simple est le critere d’extrCmalitC en un point a d’une fonction 
f: X ---, OB oti X est un e.v.t., qui s’tcrit f’(a) = 0 ou 0 E af(u) selon que f est 
derivable en a ou convexe. Bien entendu il est plus inGressant d’arriver B 
apprkhender des problemes oh des contra&es interviennent et en particulier 
d’englober les deux formes (diffkrentiable et convexe) du thCor&me de Kuhn 
et Tucker. C’est ce qu’on esphe avoir fait de maniere satisfaisante. 
On commence (Section 1) par dCfinir des g&nCralisations des nombres d&iv& 
de Dini. Plusieurs variantes sont p&sent&es, chacune se rattachant a une notion 
classique de dCrivabilitC [4, 381. C es notions fonctionnelles ont un pendant 
gComCtrique : cc sont lcs diffkrentes notions de c&e tangent ?I une partie A 
d’un e.v.t. X en un point u E A (Section 2). L’origine de ces notions remonte g 
Marchaud et Bouligand; leur utilisation en optimisation n’a cessC de s’Clargir 
depuis les travaux de Kuhn et Tucker, Arrow, Hurwicz, Varaiya, Dubovickii 
et Miljutin. Cette notion englobe 2 la fois la notion d’espace tangent g une 
sous-variCtC diffkrentielle d’un espace de Banach et la notion de c6ne d’appui 
en un point B un convexe d’un e.v.t. (intersection des demi-espaces fermCs 
contenant le convexe associCs aux hyperplans d’appui au point consid&+). 
En Section 3 on d&nit les sous-diffbrentiels d’une fonction non convexe et l’on 
relie ces sous-diffkrentiels aux c6nes tangents & l’tpigraphe de la fonction. 
En Section 4 on applique ce qui p&&de & l’obtention de critkres de minimalit& 
Au lieu de considCrer des fonctions dCfinies sur une partie A d’un e.v.t. X 
on aurait pu s’intkresser g des fonctions dCfinies sur une partie A d’une variCtC 
di&rentielle X modelCe sur des e.v.t. Les notions de c8nes tangents, sCquentielles 
ou non sCquentielles, de sous-diff&entiels, sbquentiels ou non skquentiels, 
trouvent leur place naturelle dans ce cadre. Pour cela il suffit d’imposer aux 
changements de cartes de X d’&tre H-diffbrentiables ou M-diffkrentiables selon 
le cas. 11 n’en va pas de m&me pour les notions radiales de cBnes tangents et de 
sous-diffkrentiels. Pour Blargir le cadre de ces notions il convient de se donner 
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une structure plus riche, par exemple une application exponentielle TX + X 
d&nissant la famille des “gkodkiques.” On dispose alors d’une notion gCnCralisCe 
de convexit qui rend intkressante la considkration des notions radiales de cBnes 
tangents et de sous-diffkrentiels. Bishop et O’Neill [8] et Mazet [27] ont utilisk 
avec ClCgance cette id&e, saris toutefois dkfinir les sous-difftkentiels que nous 
suggkrons, les fonctions considCrCes par eux Ctant diffkrentiables. La clarification 
apportke par cette idCe est remarquable dans son application au problkme de 
la minimisation de l’knergie (Mazet [S, chapitre IV]). Cependant, dans un souci 
de simplification nous ne dkvelopperons pas cette idle ici et nous nous contente- 
rons d’examiner le cas moins dClinCarisC de fonctions dkfinies sur un e.v.t. 
I. SEMI-D~RIVI?ES SUPBRIEURES ET INF~RIEURES D’UNE FONCTION 
Dans toute la suite X dksigne un e.v.t. (espace vectoriel topologique supposC 
localement convexe la plupart du temps saris que cela soit explicitement men- 
tion&) et 2 un e.v.t.0. (espace vectoriel topologique ordonnk). L’ordre sur Z est 
dCfini par le c8ne convexe fermC P = Z+ des ClCments supkrieurs ou kgaux g 0. 
Nous notons Z (resp. z) l’espace obtenu en adjoignant g Z un Clement maximum 
not& + a3 (resp. et un ClCment minimum not.6 -co). Nous supposerons que Zest 
complbtement ordon& (i.e., tout partie major&e admet une borne supkrieure). 11 en 
rksulte que toute partie de Z admet une borne supkrieure (-CT, si cette partie 
est vide). Nous dirons que Z est de Daniell si toute fuitel (z&, de Z dkcrois- 
Sante et minorke converge (elle converge alors vers infiG, xi) (voir [39, 41, 471, 
pour des exemples de tels espaces et des contre-exemples). 
Si E est un ensemble muni d’une base de filtre &’ et si g: E - Z est une 
application on pose 
Si Z est de Daniel1 et si ces ClCments sont finis on a 
de sorte que nous Ccrirons encore lim sup et lim inf bien que dans le cas gCnCra1 
il ne s’agisse pas de limites. Si l’ensemble A des valeurs d’adhkrences de g 
suivant g n’est pas vide on a 
mais on n’a pas en gCnCra1 CgalitC : si E = X = R2, g = Id, W = {BIE j n 3 I> 
oh B, = (0) X [n, Oo[U[n, c0[ X(0) U {(I, 1)) on a lim inf .% = (0, 0) mais 
inf A = (1, 1). Si Z est normal (cf. [21, 41, 471) et de Daniel1 et si c@(g) = 
1 Une fuite d’un ensemble E est une famille d’tltments de E index& par un ensemble 
pr6ordonnC filtrant suphieurement. 
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t&g) E 2 alors g(9Y) converge. Si 2, a un interieur non vide et si .@ converge 
vers G on a lim inf a = 8 = lim sup 9. Ces faits justifient la seconde partie 
de la definition suivante. 
1.1. DEFINITION. Si f:  X 4 Z est finie en a 6 X on pose, pour x E X 
#(a, x) = hrir inf f  [f(u + ta) -f(a)], 
v-2 
df(a, x) = hir sup t [f(a f tc) -f(a)]. 
z”X 
Si #(a, x) = df(a, x) est fini (i.e., d ans 2) pour tout x E X, on dit que f  est &I- 
semi-derivable (pour l’ordre) en a. Si de plus u”(a, x) = #(a, x) = @(a, x) 
est une fonction impaire de x (resp. lineaire continue) on dit quefest M-derivable 
(pour I’ordre) en a (resp. M-differentiable en a). 
La notion de derivabilite que l’on obtient est due a Michal [28] et Bastiani [5]. 
Elle Cquivaut a la C-derivabilite (resultat dd a Sova [48], cf. [4] et [38]). Aux 
notions de derivabilitt dues a Gateaux et a Hadamard (nous Ccrirons G-deriva- 
bilite et H-derivabilite respectivement) on peut associer des variantes de la 
definition prtkedente: 
&$(a, x) = &? inf f [f(a + tx) - f(a)l, 
drf(u, .z) = & inf f  [f(a + tx) - j(u)], 
oh C(a, x) designe l’ensemble des applications c: [0, l] + X derivables a droite 
en 0 avec c(0) = a, c:(O) T= x. Si X est localement convexe on a 
dsf(u, x) = inf 1,” inf t,‘[f(a $ tnx,) -f(a)] 
oh la borne inferieure est prise sur l’ensemble des suites (t,J, (x,J qui convergent 
vers 0 et x dans rW= et X respectivement. On a une relation analogue avec 
a”f(a, x). En effet, on peut montrer [39, chapitre II, proposition 2.51 que de 
telles suites (tn), (x,J Ctant donnees il existe une application c E C(a, x) avec 
c(t,J = a + t,x, . En remplaqant les fuites par des suites on obtient des defini- 
tions Cquivalentes a celles de #(a, x) et $(a, x). Pour X metrisable et 2 = R 
on a done #(a, z) = &f(a, x) et @(a, x) = &f(u, x). Dans le cas general 
on a seulement 
#(a, 4 < d$(a, 4 < Afta, 4 < &f(~, 4 < kf(a, 4 G df(a, 4 
pour tout x E X, ce qui resulte des definitions et des observations precedentes. 
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2. CGNES TANGENTS 
Aprb les notions infinitesimales que nous venons d’introduire pour les foncti- 
ons donnons quelques rappels sur des notions infinitesimales que Son rattache 
classiquement a des sous-ensembles d’un e.v.t. Pour plus de details, et des 
propriMs importantes qui ne sont pas don&es ici nous renvoyons au livre de 
Laurent [23] et aux notes de tours de l’auteur [39] (cf. aussi Choquet [ll] et 
Hestenes (201). 
Soient X un e.v.t., A une partie de X, a un point de X. 
2.1. DEFINITION. Le cbne tangent T,A a A en a est l’ensemble des vecteurs 
x E X tels que pour tout YE v(x) et tout E > 0 il existe v  E V et t E 10, c[ avec 
a +tv~A: 
T,A = {x E X j V VE D(X), V E > 0, A n (u +]O, c[V) # a}. 
Le cdne intt%ieurenmzt angent I,A a A en a est l’ensemble des vecteurs x E X 
teis qu’il existe VE v(x) et c > 0 avec a + tv E A pour tout t ~10, l [ et tout 
VEVZ 
I,A = (x E X j 3 Z’E v(x), 3 E > 0, a+]O, c[V C A}. 
On voit facilement que I,A = X\T,(X\A), que T,A et I,A sont des cones 
et que I,A est contenu dans T,A. Si a E A IaA = T,A =: .;Y; si a $2 on a 
I,A = T,A = ,a. 
Bien que les notions precedentes soient les “bonnes” notions de cone tangent 
(on montre en particulier que T,A est ferme et I,A est ouvert) il n’est pas inutile 
de donner des variantes. 
2.2. DI~FINITION. Le cdne tangent s&pentiel TaSA 5 A en a est l’ensemble 
des vecteurs x E X tels qu’il existe une suite a, E A qui tend vers a et une suite 
t, E Iwz qui tend vers 0 avec x = lim t;‘(a, - a). 
Le c&e inttkieurement tangent st!quentiel I,“A a A en a est l’ensemble des 
vecteurs x E X tels que pour toute suite (x,J de X qui tend vers x et pour toute 
suite (tp2) de R,* qui tend vers 0 on a que a, = a + tnx, appartient a A pour n 
assez grand. 
Ces definitions sont plus intuitives que les precedentes et permettent de 
donner une autre caracttrisation de T,A et I,A en remplacant le mot suite 
par le mot fuite dans les definitions de TasA et InsA. Si X est metrisable les 
deux definitions sont Cquivalentes. 
Si X est un e.1.c. I’ensemble C(a, x) des courbes issues de a et tangentes a x 
en a introduit au paragraphe precedent permet de caracteriser T,“A de la 
maniere suivante: c’est l’ensemble des x E X pour lesquels il existe c E C(a, x) 
tel que 0 soit point d’accumulation de c+(A). Nous noterons Ca(a, x) l’ensemble 
des c E C(a, x) qui ont cette propriM. De facon analogue, I,“A est l’ensemble 
des x E X tels que pour tout c E C(a,x) c-‘(A) U (0) soit voisinage de 0 dans [0, 11. 
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En analyse convexe les cones precedents sont de moins grand usage que les 
cones de directions radiales. 
2.3. DEFINITION. Le c&e tangent radial T,‘A 2 A en a est l’ensemble des 
x E X tels qu’il existe une suite (t,J de I&!: qui tend vers 0, avec a + t,x E A 
pour tout n >, 1. Le c&e intthkurement tangent radial I,‘A b A en a est 
l’ensemble des x E X tels qu’il existe E > 0 avec a + tx E A pour tout t E IO, c[. 
Si A est CtoilC par rapport a a (i.e., pour tout x E A et tout t E 10, l[ on a 
ta f  (1 - t)x E A) ou localement CtoilC en a (i.e., il existe V E v(a) tel que 
I’ A A soit &oil6 par rapport & u) on a T,,?A = IrtrA. Dans le cas general on a 
Toriz = X\IaT(X\A). 
3. SOW-DIFF~RENTIELS D'UNE FONCTION 
Soient Xun e.v.t., Z un e.v.t.0. completement ordonne, f:  X - Zune applica- 
tion, a un point de X (sif n’est definie que sur une partie X, de X on la prolon:e 
par +co sur X\X,). Definissons, par analogie avec une caracterisation 
classique du sous-differentiel d’une fonction convexe, les sous-differentiels 
superieurs et inferieurs de f  en a, pour f(a) E 2, par 
q(a) = {u EL(X, Z)l v  x E x df(a, x) 2 u(x)}, 
q(a) = (24 EL(X, z-)1 v  x E x #(a, x) > u(x)}. 
Pour 2 = [w, les sous-differentiels sont des parties de L(X, ET!) = X’ dual 
topologique de X. On peut aussi les considerer comme des parties d’un e.v.t. I; 
en dualite avec X. En remplacant les semi-derivees superieures et inferieures 
ma> .I, dftf(a, .I P ar 1 es semi-d&i&es superieures et inferieures sequentielles 
(resp. radiales) on obtient les sous-differentiels sequentiels (resp. radiaux): 
asf(a), &f(a), arf(a), a,f(a). En changeant l’inegalite de sens on obtiendrait les 
sur-differentiels de f  en a: le sur-differentiel superieur de f  en a est -g( -f)(a); 
ses elements sont appeles des sur-gradients superieurs et verifient @(a, x) < u(x) 
pour tout x E X. 
Si f :  X+ 2’ est convexe le sous-differentiel usuel (Minty [30], Moreau 
[31, 321, Raffin [43], Valadier [50], Penot [39], etc.) est arf(a) = ad(a). C’est 
aussi 3?(a) et gf(a) comme on le voit facilement. Pour 2 = [w, et pour f  finie 
et continue en un point de X c’est aussi af(a), comme on peut le deduire des 
corollaires 3.3 et 3.5 ci-dessous et du fait que le cone tangent en un point a un 
convexe d’interieur non vide est l’adherence du cone interieurement tangent 
en ce point au convexe. En general on n’a pas 8j(a) = aj(a), m&me pour une 
fonction convexe f: X + 1w’. 
Compte tenu des inegalites verifiees par les differentes semi-d&iv&es on a 
les inclusions 
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En gCnCra1 ces inclusions sont strictes. Pour obtenir des exemples, la proposition 
suivante peut s’adrer utile. Sa preuve est immediate. 
3.1. PROPOSITION. Si f  : X -+ R * est la fonction indicatrice d ‘une partie A de 
X( f  (x) = 0 pour x E A, f(x) = + CO pour x $ A) la fonctions df(a, .>, Jf(a, .>, 
Af(a, .>, &f(a, +), Rf(a, .I, kf(4 .I sont les fonctions indicatrices de T,A, I,A, 
T,sA, I,sA, TarA, I,‘A, respectivement. Les sous-d@rentiels gf (a), 8f (a), 3, f(a), 
8, f(a), 3, f(a), 2, f(a) sont les c&es polaires des c&es prekkdents ou c&es normaux 
ena&A. 
EXEMPLE. Pour A = {0} x R, dans X = V, la fonction f  = #A indicatrice 
de A est convexe; mais on a af (0) = R x [w- = 8Tf(0) et @(O) = 2f (a) = BY. 
EXEMPLE. Si A C X = lR2 est le graphe de la fonction g: R -+ R don&e 
par g(0) = 0, g(t) = t sin(l/t) pour t # 0, on a gj(O) = asf(0) = arf(0) = (01, 
2J(O) = 2$(O) = @‘f(O) = R2, pour f = #A . 
Pour X = R, 2 = R, la definition des sous-differentiels superieur et inferieur 
de f  en a comme ensemble des pentes des droites passant par (a, f(a)) situ&es en 
dessous des positions limite superieure et inferieure des secantes au graphe de f  
issues de (a, f  (a)) suggere une interpretation geometrique des sous-differentiels 
a l’aide de l’@igraphe de f  
G+(f) = ((x, z) E x x 2 1 f(x) < 2: 
et de son hypographe G-(f) = {(x, X) E X X 2 1 f(x) 2 z}* 
3.2. PROPOSITION. Soient f:  X ---f 2, a E X avecf(a) E 2, g = (a,f(a)), 
(a) Pour tout x E X on a: 
#(a, x) < inf(z E 2 j (x, .c) E T,G+( f  )} 
(b) Pour tout x E X on a: 
df (a, x) 2 sup{z E .z- I (x, 4 E Ig G-( f  )} 
(c) Si 2+ n’est pas vide l’inbgalite’ prkidente est une bgalitk. 
Preuve. (a) L’inegalite Ctant triviale si A(x) := (z E 2 1 (x, z) E T,G+(f )} 
est vide, il nous suffit de montrer que pout tout z E A(x) nous avons df (a, x) < z. 
Une caracterisation classique du c6ne tangent nous permet de trouver une fuite 
(ti , xi , zJiEI de IO, co[ x X x 2 qui tend vers (0, x, z) avec 
(a, f(a)> + t&i > 4 E G+( f ) 
soit 
f(a) + Wi 3 f  (a + &xi). 
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Si pour (V, 6) E V(X) X IO, co[ nous posons 
df(K 4 = (v i,~;fxlo ~[ t-‘if (a + 4 -ml 
alors, pour tout (V, l ) E W(X) x IO, CO[ nous avons, pour i assez grand 
df( v, E, < t-‘[f(a + tixi) -f(a>l d zi 
done 
c?ff(K 4 < 2. 
Par passage a la borne superieure nous en deduisons l’inegalite cherchee. 
(b) Comme l’inegalite est encore triviale si B(x : = {Z E 2 1(x, a) E~,G-(f)} 
est vide il nous suffit de montrer que pout tout z E B(x) nous avons x < #(a, x). 
Par definition du cone interieurement tangent, il existe E > 0, V E V(X), WE v(z) 
avec 
(u + tv, f(u) + tw) E G-(f) pour tout (t, U, w) E IO, l [ x V x W, 
soit 
t-‘[f (a + to) - f(Q)1 3 w pour tout (t, n, w) E]O, l [ X V X W. 
Nous en deduisons en particulier que 
df( v, c) > z. 
En passant a la borne superieure le r&what s’ensuit. 
(c) Montrons que tout majorant y  de B(x) majore ~T(u, x), ce qui suffira 
d’aprb l’inegalite (b). 11 nous suffit de trouver une contradiction a l’existence 
de (V, l ) E V(X) x IO, co[ tel que m = $( V’, e) ne soit pas major6 par y. Comme 
2, est fermi5 il existe p E 2, avec m -- p $ y  - 2, (car pour tout 4 E 2, il existe 
t > 0 avec m - tq 6 y  - 2,). Posons W = p - Z, E o(O) et observons que 
pour tout (t, V, w) E]O, e[ X V X W nous avons 
soit 
t-l[f (u + tv) - f(u)] 2 m > m - p + 26 
f(a + t4 2 f(u) + t(m - P + 4 
de sorte que (u + tw, t(m - p + w)) E G-(f) done (x, m - p) E I,G-(f ). Ainsi 
m - p E B(x) et cependant on n’a pas m - p f  y. 1 
3.3. COROLLAIRE. Pour Z = Ron a 
Ilfh 4 = in+ E Z I (x, 4 E T(,,m)G+(f)h 
Ce corollaire tombe en d&fat si Z diffkre de R. Par exemple pour Z = R2, uvec 
Z+ = (IR,)~, X = R, f: X - Z do&e par f(0) == 0, f(t) m-7 (1 t j1/2,0) si 
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j t / E [l/272, 1/(2n - l)[,f(t) = (0, I t IlIz) si / t / E [1/(2n + l), 1/2n[ on voit 4Ue 
#(O, x) = 0 pour tout x E X tandis que T(,,,)G+-(f ) = (0) x R+2, de sorte que 
inf(z E 2 1 (x, z) E T~,,,,G+(f)} = +:co pour x # 0. 
3.4. PROPOSITION. Pour tout x E X on a 
Si g+ n’est pas vide on a l’t!galite’. 
3.5. COROLAIRE. Pour Z = 52 on a 
2Sf(a, 4 = in@ E Z I (x, 4 E IMP)) G+(f)). 
La preuve de cette assertion est analogue a la preuve de la proposition 3.2 
(il suffit de changer Z+ en -Z+). Nous laissons aussi au lecteur le soin d’tnoncer 
et d’etablir des resultats analogues a 3.2 et 3.4 dans le cas sequentiel et dans le 
cas radial. 
Remarque. La condition Z+ # B est necessaire pour qu’on ait 1’CgalitC dans 
3.2 et 3.4 pour toute applicationf: X - Z. En effet, l’application nulle f a pour 
Cpigraphe X x Z+ qui est un cone convexe, de sorte queI(,,,)G+(f) = X x Z+ , 
tandis que Jj(a, x) = #(a, X) = 0. Ainsi Z+ ne peut Ctre vide. 
Remarque. Si Z = R et si #(a, X) (resp. df(a, x)) est fini on a en fait 
dff(a, x) = minb E Z I (x, 4 E T(,,~(,HG~(~)), 
@(a, 4 = max@ 6 Z I C-x, 4 E T(,~d-(f)), 
car tout cone tangent est ferme. Si x w #(a, x) est finie elle est s.c.i. de X 
dans R, son Cpigraphe Tt,,r(,)jG+(f) &ant ferme. Si f est M-semi-derivable 
en a, sa semi-d&iv&e est done continue. 
Soit u EL(X, Z), Z Ctant tel que Z, + o . Pour tout x E X, dire que U(X) 
minore dj( a, x e ) ‘q uivaut a dire que U(X) minore 
lx E z I (~9 4 E ~(n,rcn),G+(f)> 
ou encore que u(x) - z < 0 pour tout (x, z) ~It,,~(~)jG+(f). Ceci prouve la 
deuxieme assertion de l’enond suivant; les autres assertions sont de preuve 
aussi facile. 
3.6. PROPOSITION. Si Z est un e.v.t.0. (compEtement ordonne’) avec 2, # 0 
on a 
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Si Z = R, en notant C” le c&e polaire d’un c&e C de X, on a: 
$(a) = {x’ E x’ ( (x’, -1) E Kn,rca,,G+(fF’~~ 
sf(a) = {x’ E X’ j (x’, -1) E F’-M~,,G+W=>. 
On a des resultats analogues dans le cas sequentiel et dans le cas radial. 
La definition meme des sous-differentiels montre que ce sont des sous- 
ensembles convexes fermes de L,JX, Z) ( i.e., de L(X, 2) muni de la topologie de 
la convergence simple); pour Z -= iw ce sont done des convexes fermes de 
(X’, 0(X’, X)). Donnons des conditions suffisantes pour que ces ensembles 
soient compacts et non vides. 
Nous dirons que f  X0 --f Z est deuce (en anglais: soft) en a (resp. non escarpke 
(en anglais: nonsteep) en a sif(a) E 2 et si @(a, .) (resp. @(a, .)) est major&e sur 
un voisinage de 0. Si f  est deuce en a, f  est Cvidemment non escarpee en a, la 
reciproque pouvant etre inexacte. 
Pour quefsoit deuce (resp. non escarpee en a) il suffit qu’il existe z E Z et un 
voisinage V de 0 dans X tels que I’ x {zj soit contenu dans Ic~,,~(~)JG+(~) 
(resp. Tc~~,~(,,)~G! (f ). Nous dirons quef est suave (en anglais: bland) en a si f  est 
non escarpte en a et si #(a, 0) # -- c0. 
3.7. LEMME. Une fonction f: X- R est deuce en a (avec f(a) jini) si et 
seulement si (0, 1) appartient ri Ic,,,(,,,,G+(f). Elle est non escarpe’e en a si et 
seulement si (0, 1) est intr’rieur d Tt,,,,(,,)G+(f). 
Preuve. Supposons qu’il existe m E rWT , VE v(0) avec @(a, x) < m (resp. 
4if(a, x) < m) pour tout x E I/. Le corollaire 3.5 (resp. 3.3) nous assure que pour 
tout x E I’ nous avons (x, m) E Ic,,,(,,,G+(f) (resp. (x, m) E T~a,f~a,,G~r(f))- 
Ainsi pour tout M > m le voisinage (l/M)V x [(m/M), +a[ de (0, 1) est 
contenu dans 1t,,,(,,,G~(f) (resp. ~‘c,,~(,)JG+(~)). Inversement, s’il existe un 
voisinage U de 0 dans X tel que U x (1) soit contenu dans 1(,,,(,,,G+(f) 
(resp. Tc,,~(,)~G+(~)) nous avons df(a, x) < 1 (resp. #(a, x) < 1) pour tout 
XEU. B 
Nous disons que f: X h R est lipschitzienne en a, si f(a) est fini et s’il existe 
un voisinage U de a dans X, c > 0 et une semi-norme continue p sur S avec 
1 f(x) -f(a)\ < cp(x - a) pour tout x E U. Si$ X---f IF!. est convexe et major&e 
au voisinage de a, f  est lipschitzienne en a (cf. [39]). 
3.8. PROPOSITION. Si f: X---f R est lipschitxienne en a, f  est deuce en a. 
Preuve. Soient W un voisinage ouvert Cquilibre de 0 dans X, c > 0 et p 
une semi-norme continue avec 
I f(a + 4 - fWl G cP(4 pour tout w E W. 
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Pour tout x E v  = w n p-l([O, 1 [), p our tout t E IO, I[ et pour tout ZI dans le 
voisinage v  de x nous avons 
t-Yf (a $ tv) -f(u)) < c. 
Ainsi af(u, x) < c pour tout x E V. On voit aussi que f  est suave en a. i 
3.9. PROPOSITION. Si dans Z les intervalles pour l’ordre sont born& et si 
fi X-t z est douce en a(resp. non escarpe’e en u) 8f(u) (resp. $f(u)) est une partie 
convexe &uicontinue de L(X, Z) f ermke dans L,(X, Z). Si Zest localement convexe 
et si dans Z muni de sa topologie faible, que nous notons Z, , les intervalles sont 
compacts, $f (a) (resp. sf (a)) est compact duns L,(X, Z,,). 
Cette proposition generalise un resultat de Valadier [51]. Dans cet CnoncC 
L,(X, Z,) designe l’espace L(X, Z,) muni de la topologie de la convergence 
simple. Le resultat est encore vrai dans L(X, Z,,) muni de la topologie de la 
convergence compacte, en vertu d’une forme du theoreme d’Ascoli. Si Z est 
normal (cf. Schaefer [47]) ses intervalles sont born&; si de plus Z est semi- 
reflexif, ses intervalles sont compacts dans Z, . 
Preuve. Soit W un voisinage arbitraire de 0 dans 2. Soient m E Z et V un 
voisinage symetrique de 0 dans X avec df (a, x) < m (resp. df (a, x) < m) pour 
tout x E IT Par hypothese nous pouvons trouver E > 0 tel que l’intervalle 
[-Em, Em] soit contenu dans W. Pour tout u E af (u) (resp. sf (a)) et pour tout 
x E EV nous avons 
u(x) e [-em, em] C W 
ce qui prouve l’equicontinuite de 8f(u) (resp. gf(a)). La deuxieme assertion 
s’en deduit, EV &ant absorbant et Z, ferme dans Z, . 1 
3.10. COROLLAIRE. Si f: X - R est deuce en a (resp. suave en a) af (a) (resp. 
2f (a)) est un convexe faiblement compact de x’. 
Nous dirons que f: X -+ 2 est tangentiellement convexe (resp. intt%wwnent 
tangentiellement convexe) en un point a de X en lequel f est finie si la fonction 
x F+ df (a, x) (resp. x k+ df (a, x)) es convexe de X dans Z. Cette terminologie t 
est justifiee par le fait que si Z = [w cette propriM Cquivaut a la convexite de 
Tmd+(f) (resp. Ita,mG+(f ))- C’ es une propriM infinittsimale qui est t 
assuree db que f est localement convexe en a au sens de RafEn [44] ou M- 
differentiable en a au sens de la definition 1.1. 
3.11. PROPOSITION. Soit Z un e.v.t.0. dans lequel les intervalles (pour l’ordre) 
sont borne’s. Une condition nkessaire pour que f: X + Z soit tangentiellement 
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convexe en a et suave en a (resp. intkieurement tangentiellement convexe en a 
et deuce en a) est que l’application p don&e par p(x) = dj(a, x) (resp. p(x) = 
dj(a, x)) soit sous-lintfaire et continue de X dans Z. Cette condition est @isante 
si2’,f 0. 
Preuve. Pour p(x) = Itf(a, x), 1’ au ie cas &ant analogue. Si p est convexe t* 
de X dans Z et ne prend pas la valeur -/-co, p, qui s’annule en 0, ne peut pas 
prendre la valeur --co. Par suite, p qui est positivement homogene est sous- 
lineaire de X dans 2. Si dans Z les intervalles sont born&, pour tout m E Z+ 
la base de filtre (B,),,a formee par les homothetiques B, = [-Em, Em] de 
I’intervalle (pour l’ordre) [-m, m] converge vers 0. Si p est majoree sur un 
voisinage U de 0 par m E Z+ , p est done continue en 0 par homogCnCitC. Par 
sous-additivite de p il s’ensuit que p est continue partout. La condition suffisante 
est Cvidente, l’existence dans 2 de voisinages de 0 major& Ctant Cquivalente a 
la condition Z+ # 0. 1 
Remarque. Soit j: X-+ w une fonction tangentiellement convexe en a telle 
que p = dj(a, .) ne prenne pas la valeur +co. Dire que f est non escarpee en a 
Cquivaut a dire que C = Tta,r(a)jG+( j) est d’interieur non vide. En effet p est 
alors une fonction convexe de domaine effectif X, majoree au voisinage 
d’un point. On peut aussi observer que si un point (x0, t,) appartient a un 
ouvert V,, contenu dans C, I’homothetie de centre (-x0 , p( -x,,)) E C transforme 
V,, en un voisinage du point (0, it,, + $p(-x,)) contenu dans C. 
Remarque. Si X est un espace tonne16 et si fi X-t R est une fonction 
tangentiellement convexe en a, dire que j est suave en a Cquivaut a dire 
que p = Ilf(a, .) ne prend pas les valeurs +co, --co. En effet cette fonctionest 
semi-continue inferieurement d’apres le corollaire 3.3 done continue si X est 
tonnele, l’ensemble T, = {x E X / p(x) < E, p(-x) < c> &ant un tonneau 
pour tout E > 0. 
3.12. PROPOSITION. Soit Z un e.v.t.0. dans lequel les intervalles sont born&. 
Si f:  X -+ Zest une jonction tangentiellement convexe en a et suave en a (resp. int.4 
rieurement tangentiellement convexe en a et deuce en a) j est injhieurement 
(resp. supkieurement) sous-d$hntiable en a: _af(a) # m (resp. aj(a) # a). 
Preuve. Ce resultat est une consequence d’une generalisation du thCor&me 
de Hahn-Banach applique a la fonction p = dj(a, a) (resp. p = dj(a, .)) 
(cf. [39], thtoreme 1.17, chapitre II]). Cette gemkalisation assure que Z Ctant 
un e.v.t.0. (completement ordonnk), X, un sous-espace vectoriel de X, toute 
. . 
application lineaire u1 : X, -+ Z major&e par une application sous-lineaire 
p : X -+ Z peut &tre prolongee en une application u: X--f Z majoree par p. Si 
dans 2 les intervalles sont born& et si p est majoree sur un voisinage de 0, u est 
continue. En prenant XI = (0) on obtient ainsi un Clement de gj(a) (resp. 
W4). I 
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En fixant x E Xet en prenant XI = Rx, u1 : XI -+ 2 don& par ul(tx) = tp(x) 
nous obtenons le corollaire suivant. 
3.13. COROLLAIRE. Sous les hypotht%es de la proposition pr&dente, pour 
tout x E X on a #(a, x) = max{u(x)/ u 6 ai( (resp. df(a, x) = max{u(x)l 
u E %4>>. 
3.14. COROLLAIRE. Avec le second jeu d’hypothtkes SUY f dans la proposition 
3.12 supposons que 3f (u) = 8f (a). Alors f  est M-semi-dkrivable (pour l’ordre) en a. 
Si de plus af(a) = af(a) = 8f (a) est rkduit CI un point u cL(X, Z), alors f  est 
M-d$ft%ntiable en a et f  ‘(a) = u. 
Preuve. D’aprb le corollaire prCcCdent nous savons que pour tout x E X 
il existe u E 8f (a) avec u(x) = df (a, x). Nous avons done u(x) < df (a, x) < 
df (a, zc) = U(X) d ‘oh 1’CgalitC. La seconde assertion est consCquence immCdiate 
de la premikre. m 
La rkciproque de 3.14 est Cvidente: si f  est M-diffkrentiable en a au sens de la 
dkfinition 1.1 (M-diff&entiabilitC au sens de l’ordre), f  est sous-di%rentiable 
en a et sf(a) = 2f(a) = {f’(a)). Si g+ # m on a un r&&tat comparable avec 
la M-diffkrentiabilitt au sens topologique (limt+O,v+r (l/t)[f (a + to) i---f (a)] 
existe et est lintaire continu en x). 
3.15. PROPOSITION. Sif: X--f Z est M-d$@entiable au sens topologique en a 
et si 2!+ # B f  est sous d&%ntiable inft%-ieurement e sup&wxment en a: 
_af(a) = 8f(4 = {f’(a)>. 
En effet, si .Z!+ n’est pas vide, pour toute base de filtre B convergeant vers 0 
dans Z on a 
liminfg = 0 = limsupa 
carsiV=p-~+,ohpE~+onasupV=petsiU=q+.F!+otiqE-A?+ 
on a inf U = q. Si f est M-dif%rentiable en a nous avons done a?f (a, x) = 
df (a, x) = f’(a)x pour tout x E X. 1 
Par analogie avec le cas diffkrentiable, donnons quelques rkgles de calcul 
sous-diffkrentiel. 
Si h est un rCe1 positif ou nul et si f :  X -+ Z est une application, il est clair 
qu’on a en tout point a E X avec f  (a) E Z: 
a(Af )(a) = @f(a), &if )(a) = h2f (u) 
et des relations analogues avec 8, , 8, , 8, , 2, . La multiplication par un scalaire 
rkgatif fait au contraire passer du sous-diffhentiel au sur-diffkrentiel. 
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I1 est faux que le sous-diffkrentiel d’une somme soit la somme des sous- 
difkentiels. C’est dkj5 le cas avec les fonctions convexes. On n’a mCme pas 
I’inclusion 
3f(4 + %w c %f + A964 
comme le montre I’exemple qui suit. Par contre l’inclusion 
gff(4 + M4 c a(f + k?)k4 
a toujours lieu ce qui est dkj& le cas pour des fonctions convexes. 
Pour Ctablir cette inclusion, montrons que si u E&Y, 2) et v  EL(X, 2) 
vkrifient U(X) < @(a, x), V(X) < dg(a, x) pour tout x f X now avons aussi 
w(x) < &?(a, x) pour tout x E X, avec w = u + ZJ, h = f + g. En reprenant les 
notations de la proposition 3.2, pour tout (E, V) E W: W(X) nous avons #(E, V) + 
&g(c, Y) < &(r, V) < &(a, x). Comme (E, V) t-+ #(c, V) de croissante nous 
obtenons #(a, x) + dg(g(a, X) < &(a, x), d’oh le r&&at. 
Contrairement au cas des fonctions convexes, f et g peuvent Ctre continues 
en a et infkrieurement sous-diffkrentiables en a saris qu’on ait 1’CgalitC 
_a(f + g)h> = _af@) + _a&>. 
EXEMPLE. x = 58, a = 0, f(x) = 1 x j sin2(l/x) pour x # 0, f(0) = 0, 
g(x) = 1 x j cos2(l/x) pour x # 0, g(0) = 0. Alors $f(O) = (O}, gg(O) = {O}, 
iZJ(f+g)(O) = I-1, 11 car(f+g>W = lxi. 
Remarquons que dans cet exemple f et g sont deuces, suaves, tangentielle- 
ment convexes, intkrieurement tangentiellement convexes en a, et continues 
en a. Cependant on a le rtsultat positif suivant: 
3.16. THI?OR&ME. Soient f et g deux applications de S dans R, finies en a E X. 
si ~(a,mP(f) et 4a,,dWg) sent convexes et d’intersection non vide, en 
particulier sif est tangentiellement convexe en a et sig est inthieurement tangentielle- 
ment convexe en a et douce en u on a 
i?f(a) + &A4 c au + g)(a) c !?.m> + %!w 
Preuve. 11 s’agit de montrer que pour tout y E a(f + g)(u) il existe y1 E #(a) 
et yz f $g(a) avec y = y1 + y2 . En remplaqant f par fi et g par g, oti 
fi(X) = f(a + 4 -f(a) - (y, ‘2: - 4, 
&W = da + 4 -g(4, 
nous sommes ramenks au cas oti a = 0, f(a) = g(u) = 0, y = 0. 
Montrons d’abord que I,G-( -g) n T,G+(f) = D, oh G-(-g) est l’hypo- 
graphe de -g: G-(--g) = {(x, t) E X x [w / -g(x) 3 t>. 
Soit (x, r) IZ &G-(-g). 11 existe V E v(x), a! > 0 et E > 0 tels que pour tout 
(v, s) E V x [Y - LX, r + a] et tout t E 10, e[ on ait (TV, ts) E G-(-g) soit ts < 
-g(tv). En particulier g(tv) < -t(r + a) pour tous t ~110, c[ et v E V. Si (x, r) 
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est dans T,G+(f), p our tout U E u(x), UC V, pour tout /I > 0 et pour tout 
E > 0 il existe u E U, s E]Y - /3, Y  + /3[ et t ~10, E[ avec (tu, ts) E G+(f) soit 
f(tu) < ts < t(y + 8). F ixons /? E JO, a[. Ainsi, pour tout UE V(X) contenu 
darts V, pour tout E > 0 il existe u E U et t ~10, c[ avec f(tu) + g(tu) < 
t(r + #I) - t(r + a) = t(/? - a). Par suite 
cu,t,&o,F[ tWf(t4 + &4 -f(O) - g(O)] < p - a 
done &(i(f + g)(O, x) < /I - 01 < 0 ce qui contredit I’hypothese que 0 E _a(f+g)(O). 
Nous avons ainsi prouve que I’intersection Z,,G-(-g) n TOG+(f) est vide. 
Comme Z&-g) est ouvert et comme Z,,G-(-g) et Z,,G+(f) sont convexes 
non vides et contiennent (0, 0) dans leur adherence, nous pouvons trouver 
(y, c) E X X R avec 
(x, y> --ct < 0 V(x> t) E T@(f), (1) 
(x, y) -ct > 0 V(x, t) E I,,G-( -g). (2) 
Nous ne pouvons avoir c = 0 car si (x,, , t,,) est un point commun a T,G+(f) 
etW+k), (x0 , -to) est dans Z,G-( -g) et l’on aurait (x0 , y) 3 0 et (x,, , y) < 0 
dans (1) et (2) respectivement. Comme c est positif ou nul, nous pouvons done 
supposer que c = 1. La relation (1) signifie que y  E sj(O). La relation (2) qui 
tquivaut a 
(x, -y> -t < 0 v(x, t) E W+(g) 
signifie que -y E Bg(O). Nous avons bien montre que 0 E s(f + g)(O) se decom- 
posait en y  E _af(O) et -y E ag(O). 1 
Si f et g sont convexes l’hypothtse: il existe (x0, t,,) dans Tt,,,(,,,G+(f) n 
Z(a,s(a)jG+(h) est assuree s’il existe x0 E X en lequel f et g sont finies et g est 
continue. On retrouve ainsi sans perte de gCnCralitC un resultat de Moreau et 
Rockafellar, car dans ce cas 8g(u) = sg(a) est le sous-differentiel usuel. 
3.17. COROLLAIRE. Outre les hypothbes du tht!orkme p&&dent, on suppose 
que &(4 = Ma). Ah a(f + g)(a) = 8f (a) + &++ 
3.18. COROLLAIRE. (a) Si f est une fonction convexe sous-differentiable en a et 
s-i g est une fonction M-dif&ntiable en a on a 
%f + d(4 = 8f (4 + d(a). 
(b) Si f est ulze fonction tangentiellement convexe en a et si g est convexe 
continue en a on a 
$(f + id@) = Sf (4 + W). 
580/27/2-8 
262 JEAN-PAUL PENOT 
Remarquons que l’exemple precedant le theoreme 3.16 montre que l’on n’a pas 
en general a(f + g)(a) I) 2j(u) + 8gr ) ,a , m&me sif et g sont sous-differentiables 
en a, tangentiellement convexes, interieurement tangentiellement convexes et 
deuces en a. 
On n’a pas non plus en general l’inclusion a(f + g)(u) C @(a) + ag(a) m&me 
si f ,  g et f  + g sont superieurement sous-differentiables en a. Par exemple, pour 
X = RF, a = (0, O),f(x, y) = 0 si ( x 1 . i y  / = O,f(x, y) = (1 x 1 + j y  l)ljz si 
I x I . I y  I # 0, g(x, y) = 0 si I x + y  I . I x - y  I = 0, g(x, y) = (I x I + I y  /)1/2 
si Ixfyl . j x -y 1 # 0 nous avons a,f(u) = {0}, a,g(a) = (0) mais 
a,.(f + g)(a) = W. Une modification simple de cet exemple donne le m&me 
resultat pour les sous-differentiels superieurs ordinaires. 
Les deux resultats suivants sont des generalisations t&s partielles du theoreme 
de differentiation d’une fonction cornpoke. On pourrait essayer de gagner en 
gCnCralitC et englober les resultats don& par Lescarret [24] dans le cas convexe. 
3.19. PROPOSITION. Soient Z un e.v.t.0. (complhement ordonne’) de Daniel& f: 
X--f Z, Jinie en a, z’ E 2,’ = {z’ E Z’ / (z’, z) 2 0 V z E 2,). Alors, pour tout 
x E X tel que df(a, x) # 00 (resp. df(u, x) # -00) on a 
d(z’ of)@, 4 3 qdf(a, 4) 
(resp. d(z of)(a, x) < z’(df(a, x)). Ainsi si df(a, .) estfinie 
z’ o @f(a)>> c a@’ of>(a). 
Si de plus les inte-rvalles de Z:ont faiblement compacts, si f est deuce et inthieurement 
tange-ntiellement convexe en a et si af (a) = gf (a) on a 
z’ 0 @f(u)) = z’ 0 @f(u)) = a@’ 0 f)(u) = S(z’ of)(a). 
Preuve. Prolongeons z’ a Z en posant .z’(+) = +a, z’(-00) = --oO. 
La premiere assertion provient de l’inegalite 
On obtient l’inegalite annoncee par passage a la limite sur (U, e) si dj(a, x) E Z 
tandis que si df (a, x) = - 00, l’inegalite est triviale. L’inclusion z’ 0 @f(a)) C 
a(z’ of)(a) en resulte aussitot si #(a, .) ne prend pas la valeur +CO. 
Pour Ctablir la deuxieme assertion nous remarquons que af(a) = _af(a) = 
2f (a) &ant un convexe compact deL,(X, Z,), z’ 0 aj(a) est un convexe faiblement 
compact de X’. Si x’ E X’\z’ o aj(a) nous pouvons trouver c dans [w et x 
dans X avec (x’, x) > c 3 (z’ 0 u, x> pour tout u E af (a). Le corollaire 3.13 
et le fait que d’(a, x) E Z nous donnent alors 
(x’, x) > c 2 max{(z’, u(x)) 1 u E aj(u)> = z’(max{u(x)l u E af(a)>) 
= z’(df (a, x)) > iqz’ of)@, x). 
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Nous ne pouvons done avoir x’ E 8(z of)(a). L es inclusions suivantes sont done 
des CgalitCs: 
z’ 0 2f(u) = z’ 0 _af(u) c _a@’ of)(u) c a(z’ of)(u). 1 
Remarquons que pour f:  [w -+ W donrke par f(x) = (I x l1l2, 0), a = 0, et 
z’ : Iw2 --+ [w donnCe par z’(zl , zJ = z2 , nous avons af(u) = L([w, Iw2), 
qz of)(u) = (0). 
3.20. PROPOSITION. Soient X et Y des e.v.t., Z un e.v.t.0. (complitement 
ordonne’) f :  X-t Y, g: Y + Z des applications, a E X, b = f(u), h,= g 0 f. 
Si f est M-di@rentiuble en a on a 
Sg(b) of '(4 C 8(4. 
Si f ‘(a) est surjective et si g est deuce en a on a uussi 
8g(b) 0 f’(u) C %(a). 
Si f  est un M-difkomorphisme local en a on a les Lgulitc% 
Mb) of’(u) = 844, ag(b) of’(u) = gh(u). 
Un rhultat analogue a lieu avec les sous-diff&entiels skquentiels si f  est H- 
diffkrentiable en a. 
Preuve. Soient x E X et y  = f  ‘(a@. Puisque f  est M-diffkrentiable en a, 
pour tous E > 0, I/ E v(y) il existe 6 E IO, l [ et U E V(x) avec 
t-l[f (a + tu) - f(u)] E V pour tout (t, u) E IO, l [ x li. 
Par suite 
done dh(a, x) < dg(b, y) et de man&e analogue dh(u, x) > dg(b, y). 
Pour tout y’ E sg(b) nous avons done y’ 0 f’(u) E 3h(u), d’oti la premikre 
inclusion. Pour Ctablir la seconde nous observons que tout x’ E 8h(u) vkrifie 
(x’, x) = 0 pour tout x E Kerf’(u) car (x’, x) < IEg(b, f’(u) . x). Ainsi x’ est 
de la forme Y* 0 f’(u) avec y* E Y*; comme 
(Y*, Y> < %Ab, Y> pour tout y  E Y 
y* est continu et appartient h ag(b). L a d ernikre assertion est hidente lorsqu’on 
note que g = h 0 K oh k est une inverse locale de h. l 
La proposition prCcCdente permet de dCfinir le sous-diSrentie1 d’une fonction 
dkfinie sur une variCtC M-diffkrentiable, en particulier une variCtC dif%rentiable 
de dimension finie. 
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L’absence d’hypothbe de dtrivabilite ou de convexite permet d’aborder le 
calcul du sous-differentiel d’une enveloppe superieure ou inferieure. 
3.21. PROPOSITION. Soient X un e.v.t., a un point de X, (f&, une famille 
finie de fonctions de X duns R$nies en a. Posons f  = max fi , I(a) = {i E I j fi(a) = 
f(a)). Si 
(a) pour tout i E I\I(a) fi est semi-continue supkieurement en a 
(b) pour tout i E I(a) et tout x E X on a ;Efi(a, x) = sup{(y, x)/y E aft(u)} 
alors 
2f (a) = 2 ( ,EUa, afd4). 
Dans cet &once Z(A) designe l’enveloppe convexe faibiement fermee d’une 
partie A de X’. Notons que si les fi sont deuces et interieurement tangentielle- 
ment convexes en a pour tout i E I(a) I’hypothese (b) est verifiee et dans la 
conclusion on peut remplacer l’enveloppe convexe fermte par l’enveloppe 
convexe des zfi(u) qui est faiblement compacte et non vide. 
Preuve. Observons d’abord que pour tout x E X nous avons 
(*) df (a, x) = max{dfi(u, x)1 i El(a)). 
Nous pouvons effectuer une verification directe ou utiliser le corollaire 3.5. 
compte tenu du fait que pour b = (a, f  (a)) E X x R 
W+(f) = & (n G+(fd) = 0 W+(fJ = n W+(fi)> 
ia iSI iElkz) 
puisque d’aprb l’hypothbe (a) b est interieur a G+(fJ pour i E I\I(a). Nous en 
deduisons l’inclusion E(&,(~) 8f i(a)) C 2f (a) car pour tout y  E uio,ta) af i(a) et 
tout x E X nous avons 
<Y, x> G df(a, x). 
Pour obtenir 1’CgalitC annoncee prenons y  E X\?(uie,ca, 2fi(u)) et montrons que 
y  $8f (a). Le theoreme de Hahn-Banach assure l’existence de x E X et c E R avec 
(Y, x> > c 2 (z, x> pour tout =+& 2fda)). 
L’hypothbe (b) et I’CgalitC (*) impliquent que 
(y, x) > c > max ;Ifi(a, x) = df (a, x). 
A.insi y  $ af(a). 1 
Remarque. On ne peut se dispenser de l’hypothbe (b) pour obtenir l’inclusion 
opposee a celle que donne (a). Si par exemple fi est la fonction indicatrice d’une 
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partie Ai de X, 1’CgalitC de 1’CnoncC se traduit 2 l’aide de la proposition 3.1 
par 1’CgalitC 
(&A)” = c u (I,A)O 
i 1 
pour A = n Ai . 
&I &I 
Cette 6galitC n’a pas toujours lieu: pour X = W, A, = Iw,. x [w, A, = IF?- x [w, 
A = (0) x IF& a = 0 on a I,A = O, F(I~,A~‘, I&l,“) = [w x (0). Je remercie 
C. Raffin pour cet exemple et la correction d’une erreur dans une version ant& 
rieure. Le calcul du sous-diffkrentiel d’une enveloppe infkrieure est trks simple. 
3.22. PROPOSITION. Soient X un e.v. t., a un point de X, g l’enveloppe infkrieure 
g = minis1 fi d’une famille jinie de fonctions de X duns R. Posons J(a) = 
{Jo I / fj(a) = g(a)} et supposons que pour tout i EI\ J(a) fi soit semi-continue 
infkrieurement en a. Alors 
i%(a) = n 3fh). 
ieJ(u) 
Preuve. Le cas oh aucune fonction fi n’est finie en a est trivial. Nous pouvons 
done supposer g(u) fini et dans ce cas pour tout x E X nous avons 
comme le montrent une vkrification directe ou les CgalitCs 
pour b = (a, f(u)) et le corollaire 3.3. Par suite, 
(Y E 3g(a)) - (V x E X (Y, x> < &(a, 4) -j (V i E J(a) Y E _afi(+ I 
Remarque. Avec les notations de 3.21 et 3.22 il est faux que l’on ait gf(a) = 
E(&~(~) 3fi(a)), ag(a) = Uj.J(a) 8fj(u). En effet, pour X = [w, n = 0, pour une 
suite (a,) de Iw, qui dkcroit strictement en tendant vers 0, posons A, = 
[azn, a,,-,[, A = Un A, ,fi (x) = I x I pour I .v I 6 A,f,(x) = 0 pour x E R\A, 
fi(x) = / x 1 - fi(x). Nous avons f(x) = 1 x 1, g(x) = 0 pour tout x, gf(a) = 
2f(u) = ~f&z) = Zf&) = [-1, 11, ag(a) = ag(u) = Sf&) = ~f&z) = (0). 1 
4. CONDITIONS D'OPTIMALITB 
Dans cette section X est un e.v.t., A une partie de X, 2 un e.v.t.0. (complkte- 
ment ordorm&) et fi X- z une application finie en un point a de A. v(u) 
dksigne l’ensemble des voisinages de a. ConsidCrons les probkmes locaux 
suivants (qui dans le cas 2 = [w coincident): 
580/27/z-9 
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(M) 11 existe U E w(a) avec f(u) = min(f(x)I x E A n U). 
(P) 11 existe U E w(u) avec (z E A n U /f(x) <f(u)} = a. 
(Q) 11 existe U E V(U) avec {x E A n U 1 f(x) -f(u) E -L!+} = 0. 
Ce dernier probleme n’a d’interet que si z+ n’est pas vide. Si a est solution 
de (M) on dit que a est un minimum local de f, c’est aussi une solution (P): 
on dit que a est un minimum (ou un optimum) de Pareto. Une solution de (Q) 
sera appelee un quasi-optimum. En prenant X = W, A = R+2, f  = Id on voit 
que toutes les solutions de (Q) ne sont pas solution de (P). En prenant X = R2, 
A = {(t, 1 - t) j t E [0, l]}, f  = Id, on voit qu’il existe des solutions de (P) qui 
ne sont pas solutions de (M). En termes images correspondant a un nombre 
fini d’agents Cconomiques ou de partenaires sociaux (cas 2 = W) et a des 
petits changements, une solution de (M) rend tout le monde le plus heureux 
possible; avec une solution de (P) on ne peut ameliorer le sort de l’un saris nuire 
aux autres; avec une solution de (Q) on ne peut faire mieux pour tous Q la fois. 
Une solution de (M) n’existant pas en general, on peut du moins tenter de 
realiser (P). 
4.1. PROPOSITION. Si a est solution de (M) on a 
(1) ;Ef(a, x) > 0 V x E T,A, &f(u, x) > 0 V x E T,“A, &f(u, x) 2 0 
VXE T,‘A; 
Preuve. Prouvons la premiere assertion de (1) puis de (2), les autres preuves 
&ant analogues. Soit x E T,A. Soient 01 > 0 et WE v(u) avec a + IO, c@V C U. 
Pour tous E E 10, CX[, V E w(u) avec I/‘CWona(u+]O,E[V)nAnU# i;. 
Ainsi 
Comme @(a, z) = inf{dj(V, E) 1 E E IO, 01[, VE B(U), V C W} on a bien le 
rCsultat. 
Soit x E I,A. 11 existe E > 0 et V E V(X) avec a + 10, ,[Y C A. Nous pouvons 
supposer en prenant c et V assez petits que a + IO, ,[VC U. Ainsi 
Comme #(a, zc) > Itf( V, c) nous avons bien #(~f(a, x) > 0. 1 
4.2. PROPOSITION. Si Z est de Daniel1 uvec g+ # ia, si a est solution de (Q) 
et si R, = {x E X / @(a, x) E -g+} nous uwons R, n T,A = a. 
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Preuve. Comme 2 est de Daniell, ;Ef(u, v) = limVce(r),r\, s af( V, e) avec la 
notation de la prtcedente demonstration. Si x E R, il existe done E > 0 et 
V E v(x) avec 
l?f( v, 6) E -2+ . 
Si x E T,,A il existe (t, V) ~10, e[ x V avec a + tv E A n U. Ainsi 
t-‘[f(a + tv) -f(a)] < df( K c) E -2, 
ce qui donne: f(u + tv) of - ?T+ et contredit (Q). 1 
On pourrait s’attendre a avoir I?, n I,A = 0, oh I?, = {x E X 1 #(a, x) E -2+} 
11 n’en est rien. 
EXEMPLE. X = R,Z = R2, a = 0, A = R,f(O) = 0; 
f(t) = (4 -4 si ; t ~ 6]1/2n, l/(2@ - l)[, 
f(t) = (-4 4 si / t j E [1/(2n - l), 1/(2n - 2)]. 
11 est clair que I,A = R, que 0 est solution de (Q) et m&me de (P) et pourtant 
I?, n’est pas vide puisque 1 E & . 
Si a est solution de (P) on pourrait s’attendre a avoir 
oh F, = {x E X / af(a, x) < O}. 11 n’en est rien. 
EXEMPLE. X = R, 2 = W, (I = 0, A = 58, , f(t) = (t2, -t). Nous avons 
T,A = R, , @(a, x) = #(a, x) =f’(O) . x = (0, -x) < 0 pour x > 0, done 
lR+* C T,A n F, et pourtant a = 0 est solution de (P). Cet exemple montre 
qu’on n’a pas non plus F, n I,A = 0. 
En changeant f en -f dans la proposition 4.1 nous obtenons un critere de 
maximalite. 
4.2. PROPOSITION. Si f: X--t .Z est telle que f 1 A utteigne en a un maximum 
locul$ni on a df (a, x) < 0 pour tout x E I,A, #(a, x) < 0 pour tout x E T,A. 
4.3. COROLLAIRE. Si f: X---f R est telle que f / A utteigne en a un maximum 
local fini on a 
2f (4 C KA”, 3f (4 C (TJ)“. 
Bien entendu, on a des resultats analogues dans le cas sequentiel et dans le cas 
radial. Si A est un voisinage de a, 3f (a) et af ( ) a sont vides ou (0). Ce corollaire 
indique qu’en changeant f en -f on obtient un critere de minimalite locale a 
l’aide des sur-di&entiels de f. 
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4.4. COROLLAIRE. Soit f :  X---f R et soit A = {x E X 1 f(x) < O}. Pour tout 
a Ef-‘(0) on a Sf(a) c (&A)“, 3f(a) c (T,A)“. 
Ce resultat sera precise plus loin. 
L’assertion suivante est une consequence triviale mais importante de la 
proposition 4.1. 
4.5. PROPOSITION. Si a est solution de (M) et si a est point int&ieur ci A on 
a 0 E W(a). 
En effet 1,/l = S si a est interieur a A. 
Cherchons a exprimer un critere d’optimalite lorsque a n’est pas interieur a 
A a l’aide des sous-differentiels, au moins dans le cas Z = IR. Pour cela nous 
consideronsj = f  -t- I,!J~ et nous appliquons le corollaire precedent et le theoreme 
3.16. Nous dirons que A est tangentiellement convexe en a E A (resp. inthieurement 
tangentiellement conz’e.x’e en a) si sa fonction indicatrice #A l’est. C’est dire que 
T,,A (resp. I,A) est convexe comme on le voit aisement du fait que T~,,,,~G+(~,~)== 
T,,A x R, et I(,,,,JG-($,J = I,,A x R: . 
4.6. THBOR~ME. Si ,f: 2--t R, est fi me en a et tangentiellement conveae en a 
(Yesp. intbieurement tangentiellement convexe en a), si A est inthieurement tangen- 
tiellement convexe en a (Yesp. tangentiellement convexe en a) et s’il existe x E I,A 
(resp. s E T,,A) avec #(a, x) < -/ cc (resp. df (a, x) -: - ‘x)) alors si a est solution 
de (M) = (P) = (0) on a 
(I,,A)G n (-af(a)) 7’- c, 
(resp. (T,i3)” n (-8f(a)) + c ), 
11 est facile de donner une preuve directe de cet enonce. Ce resultat admet des 
variantes sequentielle et radiale que le lecteur Cnoncera et Ctablira saris difficult&. 
La condition: il existe s E I,,A (resp. x E T0A) avec df(a, x) < +a (resp. 
qf(a, s) < t co) est une condition de qualification qui est verifiee si f  est deuce 
(resp. non escarpee) en a et I,,L4 (resp. ?“,,A) non vide. 
Pour traduire ce resultat dans le cas oh A est defini par des contraintes sous 
forme d’inegalites, nous allons preciser la conclusion du corollaire 4.4. 
4.7. PROPOSITION. Soit Z un e t .v. .o. de Daniel1 dans lequel les intervalles sont 
faiblement compacts et 2+ non vide. Soit f: X + z et soit a un point de A == 
f m~l( --Z_) en lequel f est deuce, tangentiellement convexe et inthieurement tangen- 
tiellement convexe. Supposon.5 qu’il existe x,, E X avec f(a) + df (a, xn) E - 5! i- et 
q e af (a) ~~~ 2f(a). Alors 
(TV4)” = (Lw = Z+‘(f (a)) 0 af (a) 
oh z, ‘(f(u)) = (2’ E Z’ I /z’, Z’J 1; 0 v z E z-, , h’, f(a)) = 0). 
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Preuve. Observons d’abord que sous les hypotheses faites f  est M-semi- 
derivable en a et sous-differentiable en a. 
Si u E af(a), si z’ E Z+‘(f( )) a nous avons z’ o u E a(.~’ of)(a) d’apres la proposi- 
tion 3.19 done z’ o u E (TJ)” C (I,A)” puisque z’ of / A atteint en a un maxi- 
mum Cgal a 0 (corollaire 4.3). 
Inversement, montrons que tout y  E (I&l)’ s’ecrit sous la forme y  = z’ 0 u 
avec z’ E Z;.‘(f(a)) et u E af(u). Considerons pour cela les convexes 
B = {(x, 2) E x x 2 I .z >.ff(a) + df(a, x)), 
c = {(x, z) E x x 2 1 z < 0, (X, y) > 0). 
L’interieur de C ne coupe pas B car s’il existe (x, .z) E B avec z E -p+ nous ne 
pouvons avoir (x, y) > 0. En effet, puisque ;Zf(u, x) = df(u, x) < z -f(u), 
done ctf(u, x) E -f(u) - 2!+ il existe E E IO, l[, V’, V(X) avec 
et pour tout (t, w) E 10, c[ X V nous avons 
de sorte que x E I,A, d’oh (x, y) < 0. 
Comme nous pouvons supposer y  # 0 (pour y  = 0 on peut prendre z’ = 0, 
u E af(u) arbitraire), l’interieur de C n’est pas vide et le theoreme de Hahn- 
Banach permet de s&parer B et C par un hyperplan H d’equation 
H = {(x, z) E X x 2 / (x’, z) - (x’, x) = 0) 
car (0, 0) est dans C et adherent a B: (0, 0) = lim,,, ((l/n)x, , 0). Commefest 
deuce en a, la projection de B sur X est un voisinage de 0; on ne peut done 
avoir z’ = 0. Si nous supposons que (z’, z) - (x’, x) 3 0 pour tout (x, z) E B 
nous obtenons z’ E 2,‘. En prenant (x, z) = (O,f(u)) E B nous obtenons 
(z’, f(u)) 3 0 done (x’, f(u)) = 0 car f(u) E -2, . Ainsi z’ E Z+‘(f(u)). 
Nous avons -(x’, x) < 0 pour tout (x, 0) E C. L’inCgalitC (x’, x) 2 0 
&ant consequence de 1’inCgalitC (y, x) 3 0, le lemme de Farkas assure qu’il 
existe h E IR, avec x’ = /\y. Si h Ctait nul nous aurions pour (x, z) = (xa ,f(u) + 
df(u, x,)) E B (z’, z) > 0 ce qui contredirait le fait que z’ E Z+‘\(O) et que 
z = f(u) + u’f(u, x,) est interieur a -2, . Ainsi y  = h-lx’. 
Comme pour tout x E X nous avons (x, f(u) + @(a, x)) E B nous obtenons 
done x’ E a(~’ of)(u) = z’ 0 af(u) (proposition 3.19). Ainsi y  E (X-1~‘) o af(u). 1 
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Pour Z = lF! la demonstration preddente se simplifie legerement: il n’est 
pas necessaire de faire appel a la proposition 3.19 ce qui permet aussi d’alleger 
les hypotheses. 
4.8. PROPOSITION. Soientf: X---f R, A = f-1(iR-), a E A. Sif(a) < 0 et si f 
est semicontinue sup&ieurement en a on a (&A)” = (T,A)” = (0). Si f (u) = 0, 
si f est tangentiellement convexe en a, suave en a et si 0 $ gf (a) (resp. si f  est 
interieurement tangentiellement convexe en a, deuce en a et si 0 6 8f (a)) alors 
(T,A)” = R+~f(u) (req. (I,A)O = R+af(a)). 
La premiere assertion est Cvidente. Pour prouver la seconde assertion on remplace 
dans la preuve precedente B par 7’ta,sjG+( f) (resp. par It,,,,G+(f )). Si f (a) = 0, 
il est clair que I’hypothbe: il existe x E X avec a!f (a, x) < 0 (resp. df (a, x) < 0) 
Cquivaut a l’hypothbe 0 $ sf (cz) (resp. 0 $ af (a)). Si f  est convexe cette hypothtse 
revient a supposer que f prend des valeurs strictement negatives. Si f  est M- 
differentiable en a cette hypothese revient a dire que f est une submersion en u. 
La proposition precedente a Cvidemment des variantes sequentielle et radiale. 
Pour Z = W, avec I fini, on peut aussi gagner en generalite. En effet A est 
alors l’intersection des A, = f-‘(K). N ous pouvons deduire du lemme 11.3.1 
de Raffin [43] que si IOA n’est pas vide nous avons 
(4A” = c t4zAd”. 
ia 
En nous servant de la proposition precedente pour chaque composante fi de f  
nous obtenons le resultat suivant. 
4.9. PROPOSITION. Soient fi : X-L+ R, i E I, une famille finie de fonctions, 
A = (JiGI f i”(R), a E A. Sipour tout i E I(a) = (i E I 1 fi(a) = O}f, est intkz’eure- 
ment tangentiellement convexe en a et deuce en a, si pour tout in I\Z(a) fi est 
semi-continue supkieurement en a et s’il existe x, E X avec dfi(a, x,) < 0 pour 
tout I E I(a) alors 
(InA)’ = C h;y< 1 hi E R+ ) yi E $fi(a) 
iEI(a) 
Pour Ctre en mesure d’obtenir un critere d’extremalite a la Kuhn et Tucker, 
il nous reste a Ctablir les lemmes suivants. 
4.10. LEMME. Sous les hypotheses de la proposition 4.8 l’ensemble A est 
tangentiellement convexe en a (resp. interieurement tangentiellement convexe en a). 
Preuve. Seul le cas auf(a) = 0 est B considerer. 
Montrons que si f  est tangentiellement convexe en a et s’il existe x, E X avec 
df (a, x,) < 0 T,A = {x 1 @(a, x) < O}. 11 est clair que pour tout x E T,A 
nous avons df(a, x) < 0. D’autre part, si x verifie #(a, x) < 0 nous avons 
CALCUL SOUS-DIFFERENTIEL 271 
x = lim nwm x, avec x, = x + (l/~~)x~ et d’(a, x,) < (I/n) #(a, x,) < 0. Nous 
voyons facilement que x, E T,A, et, comme T,A est fermt, x E T,A. 
Montrons que si f est interieurement tangentiellement convexe en a et s’il 
existe x, E X avec t?f ( a, x,) < 0 I,A = {x E X j df (a, x) < O}. Si x verifie 
df(a, x) < 0 nous voyons facilement que x E I,A. Inversement, si x E I,A 
qui est ouvert, il existe t > 1 tel que le point x’ = x, + t(x - x,) soit dans 
I,A. Nous avons alors 
df (a, x) = df(a, t-lx’ + t-‘(t - I)Xn) < t-‘df(u, x’) + t-l(t - 1) df(a, x,) < 0 
ce qui prouve notre assertion. 1 
Par intersection finie nous obtenons immediatement la consequence suivante 
du lemme 4. IO. 
4.11. LEMME. Sous les hypotheses de la proposition 4.9 l’ensemble A est 
interieurement tungentiellement convexe et I,A = {x E X j ctfi(u, x) < 0 Vi E I(u)}. 
DIE modifications faciles de la preuve precedente conduisent a I’CnoncC suivant. 
4.12. LEMME. Sous les hypotheses de la proposition 4.7 l’ensemble A est 
tangentiellement convexe et interieurement tangentiellement convexe: 
T,A = {x E X 1 3 t > 0 : f  (u) + df (a, tx) E -Z,.), 
I,A = (x E X 1 3 t > 0 :f(a) + df(a, tx) E -Z+,. 
Ces lemmes et les propositions precedentes donnent les consequences attendues 
du theoreme 4.6. 
4.13. THBORBME. Soient X un e.v.t., Z un e.v.t.0. de Daniel1 dans lequel les 
intervalles sont born& et Z+ non vide. Soientf: X + R, g: X + Z, A = g-l( -Z+), 
a un point de A en lequel f  est jnie, tangentiellement convexe (resp. interieurement 
tangentiellement convexe) et en lequel g est interieurement tangentiellement 
convexe, tangentiellement convexe et deuce. Supposons que %(a) = 2g(u) 
et qu’il existe x, E X avec g(u) + dg(a, xJ E -2,) df(a, xa) < +c0 (resp. 
df (a, x,) < +co). Si f  1 A atteint en a un minimum local il existe y  E 8f (a) 
(resp. y  E 2f (a)), u E ag(a), z’ E Z+‘(f (a)) = {z’ E Z’ I (z’, f(u)> = 0, (z’, 2) > 0 
VxEZ+},avecy+z’ou=O. 
Pour z = R les hypotheses peuvent &tre affaiblies grace a 4.8 et 4.10. 
4.14. TH~OR~ZME. Soient X un e.v.t., f :  X + R, g: X + R, A = g-l(iK), a 
un point de A en lequel g est tangentiellement convexe, suave, et en lequel 
f  est jnie et intt%ieurement tangentiellement convexe. Supposons qu’il existe x, E X 
avec df (a, x,) < +03 dg(a, x,) < 0 et que f  j A atteigne en a un minimum local. 
Alors il existe X E R, , x’ E 3g(a) avec Xg(a) = 0 et --hx’ E 2f (a). 
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De maniere analogue la proposition 4.9 peut Ctre combinee avec le theoreme 4.6 
et le lemme 4.11. 
4.15. THBOR~ME. Soient I un ensemble jini, X un e.v.t., f: X + R, g = 
(g&, : X + ii??, A = g-1(lR-), a unpoint de A en lequelf est$nie et tangentielle- 
ment convexe. Supposons quepour tout i E I(a) = {i E I 1 gi(a) = O}g, soit int&ieure 
ment tangentiellement convexe et douce et que pour tout i E I\I(a) g, soit semi- 
continue supt%ieurement. Supposons qu’il existe x, E X avec f j f  (a, x,) < + co, 
dgi(a, x,) < 0 pour tout i E I(a). Alors, si f j A atteint en a un minimum local, il 
existe hi E R, , yi E 2gi(a) pour i t I(a) et y  E af(a) avec 
y 4 c xiyi == 0. 
&l(a) 
Notons que si now adjoignons aux contraintes definies par les (g&, des con- 
traintes ensemblistes x E Aj , i E J, J &ant un ensemble fini, on obtient un 
resultat identique si les Aj sont interieurement tangentiellement convexes en 
a et si X, E uieJI,Aj : il existe alors des yi E (I,Aj)’ = agj(a), oh gj esti la 
fonction indicatrice de Aj , y  E 33(a), hi E R, , yi E ag,(a) pour i sI(a) avec 
Y + C &Yi + C Yj = 0. 
iEI(U) JEJ 
CONCLUSION 
11 apparaitra sans doute au lecteur que les resultats donnes dans cet article 
pourraient gagner en gentralite. Cela a deja ettc dit pour la proposition 3.19, 
c’est manifeste pour la proposition 3.20 qui est loin de recouvrir les r&ultats 
de Valadier [49, 501 (cf. aussi Laurent [23, p. 3551) sur le calcul du sous-differen- 
tie1 d’une enveloppe superieure de fonctions convexes. Nous n’avons pas cherche 
B englober les generalisations de la theorie de Kuhn et Tucker donnees par 
Guignard [17], Zlobec [53], ni a rejoindre la theorie de Dubovickii et Miljutin 
[15, 16-J et ses diverses generalisations (Halkin [18], Halkin et Neustadt [19], 
par exemple). En contrepartie nous esperons n’avoir pas sacrifie la simplicitC des 
rtsultats et des methodes. Nous esperons en particulier que l’introduction des 
differents sous-differentiels n’apparaitra pas au lecteur comme une multiple 
splendeur encombrante et superflue, mais qu’au contraire cette multiplicite 
lui semblera un ma1 necessaire. Dans ce but nous avons CvitC d’insister sur les 
variantes sequentielles et radiales. 
Nous tenons a signaler que l’emergence des idees de cet article apparait chez 
d’autres auteurs, sous des formes diverses qu’il serait interessant de comparer. 
Ainsi Pallu de la Barriere [37] et Michel [29] considkrent des fonctions sous- 
lintarisables (dans notre terminologie, G-semi-derivables et tangentiellement 
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convexes) ou approximativement convexes (sommes d’une fonction strictement 
FrCchet-diffkrentiable et d’une fonction convexe s.c.i.). Ces fonctions constituent 
des cas particuliers importants pour l’application de nos rCsultats (corollaire 
3.18, par exemple). La th&se de Janin pourrait, selon Valadier qui l’a signal&e 2 
l’auteur, offrir aussi des points de rapprochement avec cette Ctude. L’auteur a 
eu connaissance, par Rockafellar, de la th&se de Clarke [ 12, 131 dans laquelle est 
introduite une notion de sous-diffkrentiel. La demarche suivie par Clarke est 
particulikre aux fonctions dCfinies sur un espace euclidien (cependant Clarke 
affirme disposer d’une mCthode gCnCrale dans le cadre des espaces vectoriels 
norm&) et sensiblement diffbrente de la nbtre (elle passe par l’intermkdiaire 
des fonctions lipschitziennes et elle est like au paratingent [ll] de 1’Cpigraphe 
plut8t qu’au contingent ou c&e tangent de 1’Cpigraphe). Plus proche de ce 
travail (mais like a la dCrivabilitC au sens de FrCchet plus qu’8 la dCrivabilitC au 
sens de Michal, Hadamard, ce qui en dimension finie est saris importance, ces 
notions coincidant) parait &tre l’approche de Bazaraa et al. [6] dont l’auteur a eu 
connaissance apr& avoir obtenu les principaux rCsultats de cet article et donnC 
le tours [39] dans lequel sont exposCs ces Aultats et quelques aspects plus ou 
m;ins classiques des thkories de l’optimisation. 
L’auteur tient a mentionner les essais de “dCconvexification” de Berliocchi 
et Lasry [7] et de Pshenichnyi [42] q ui ont inspirC ou stimulC ce travail. 
Note added in proof (Octobre 1977). Depuis la rCdaction de cet article (printemps 
1974) la theorie du gradient gtn&alist de F. H. Clarke (qu’il nous semble pr&f&able 
d’appeler paradiffkrentiel) a requ une grande impulsion avec les travaux de Clarke, 
synth&is& dans Clarke [54], Goldstein [56], Hiriart-Urruty [58], Lebourg [59], Pourciau 
[60], Thibault [61, 621. Des variantes ont CtC propostes par Halkin [57], Warga [63]. 
Ces diffkrentes approches ont des mtrites divers et se completent plus qu’elles ne 
s’excluent. Ainsi le paradiffkrentiel de Clarke se p&e bien aux applications et permet 
une large g&&alisation des rkgles du calcul diffkrentiel classique (cf. par exemple Clarke 
[55]), ce qui incite & lui pardonner de ne pas coincider avec la d&i&e lorsque celle-ci 
existe. Par contre une relation du type 0 E ?j(a) obtenue en un minimum local a de f est 
plus riche d’information que la relation correspondante 0 E 6f(a) avec le paradiffkrentiel, 
ce dernier ensemble &ant le plus souvent mains restreint. Enfin l’auteur a d&montre que 
pour une fonction localement lipschitzienne definie sur un espace de Banach &parable le 
paradiffbrentiel et le sous-diffkrentiel supCrieur coincident gCn&iquement. 
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