Reconstruction of processes and fields from noisy data is to solve a set of linear algebraic equations. Three factors affect the accuracy of reconstruction: (a) a large condition number of the coefficient matrix, (b) high noise-to-signal ratio in the source term, and (c) no a priori knowledge of noise statistics. To improve reconstruction accuracy, the set of linear algebraic equations is transformed into a new set with minimum condition number and noise-to-signal ratio using the rotation matrix. The procedure does not require any knowledge of low-order statistics of noises. Several examples including highly distorted Lorenz attractor illustrate the benefit of using this procedure.
Introduction
Euclidean norm and and 173 (i.e. reduction of imperfection) without
The two known matrices A and Q are determined a priori knowledge of noise statistics and Iiall is an by the physical process or field. Let II.. .11 be the important step toward solving (1) accurately. If the matrix A has no noise, the accuracy in determining where IIAII is the spherical norm of the matrix A. a is given by [Tikhonov et ai" 1990] , Substitution of (5) (SQY*SQY') -+ 0 as P -+ 00 .
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such that the temporally integrated difference between X(t) and Y(t) reaches the minimum value, [ Xl ]
After applying the rotation matrix S with the X == X2 , maximization procedure [Eq. (7)], the condition X3
Rotation Method for Reconstructing Process and Field from Imperfect Data 2995 which satisfies the following nonlinear ordinary An iterative algorithm [Eykhoff, 1973] and the differential equation with the initial condition initial conditioñ = F(X, a), X(to) = Xo,
. The initial condition (Xo) and the parameter vector (a) affect the characteristics of the Lorenz system. 20.0 Chu [1999] showed that boundary condition was represented by the model parameter. We integrate Eq. (15) data [Yl(t), Y2(t), Y3(t)] (Fig. 4) gives the state vector x(n-l){t) for the (n -l)th is selected such that Eq. (19) is satisfied, this leads iteration. If the estimated parameter vector a(n-l) to has an increment Aa, the state vector has a correiT sponding increment, (ut)(n-l)u(n-l) * Aadt to Ax(n-l){t) = u(n-l) Aa,
= i T (ut)(n-l) * (y -x(n-l»)dt.
to where U is the sensibility matrix defined by Uij =
The temporally integrated difference between Y{t)
