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Abstract
Is time-varying ﬁrm-level uncertainty a major cause or ampliﬁer of the busi-
nesscycle? Thispaperinvestigatesthisquestioninthecontextofaheterogeneous-
ﬁrm RBC model with persistent ﬁrm-level productivity shocks and lumpy capital
adjustment, where cyclical changes in uncertainty correspond naturally to cycli-
cal changes in the cross-sectional dispersion of ﬁrm-speciﬁc Solow residual inno-
vations. We use a unique German ﬁrm-level data set to investigate the extent to
which ﬁrm-level uncertainty varies over the cycle. This allows us to put empiri-
cal discipline on our numerical simulations. We ﬁnd that, while ﬁrm-level uncer-
tainty is indeed countercyclical, it does not ﬂuctuate enough to signiﬁcantly alter
the dynamics of an RBC model with only ﬁrst moment shocks. The mild changes
we do ﬁnd are mainly caused by a bad news effect: higher uncertainty today pre-
dicts lower aggregate Solow residuals tomorrow. This effect dominates the real
option value effect of time-varying uncertainty, highlighted in the literature.
Keywords: Ss model, RBC model, lumpy investment, countercyclical risk, aggre-
gate shocks, idiosyncratic shocks, heterogeneous ﬁrms, news shocks, un-
certainty shocks.





literature – as the result of changes in the uncertainty that ﬁrms face about their future
business conditions. Speciﬁcally, recessions are often viewed as caused by a more un-
certain business environment. The present paper investigates whether this view – that
time-varyingﬁrm-leveluncertaintyisamajorcauseorampliﬁerofthebusinesscycle–
holds,whenconfrontedbothwithempiricalevidenceandrigoroustheoreticalanalysis
in the context of a dynamic stochastic general equilibrium model that features hetero-
geneous ﬁrms, persistent ﬁrm-level productivity shock and lumpy capital adjustment.
We make three contributions to the existing literature.
First, we discipline the calibration of time-varying uncertainty as a driving force
through a detailed analysis of the behavior of the cross-section of ﬁrms over the cycle,
rather than through stock market data, which has been the standard procedure in the
literature. Speciﬁcally, we use the balance sheetdata set of Deutsche Bundesbank (US-
T A N )–au n i q u ep r i v a t esector, annual, ﬁrm-level data set – which allows us to inves-
tigate 26 years of data (1973-1998), in which the cross-sections of the panel have over
30,000 ﬁrms per year on average, and which has a broad ownership, size and sectoral
coverage.
Second, we analyze the implications of time-varying uncertainty in the context of a
general equilibrium framework, using the unconditional and conditional second mo-
ment analysis of model-simulated aggregate time series that has become a standard
tool in the business cycle literature.
And, third, we show a new mechanism through which uncertainty shocks have
(mild) aggregate effects: a bad news effect, rather than the time-varying option value
effect (wait-and-see) that has been highlighted thus far in the literature. We ﬁnd the
wait-and-see-effect to be dominated by the bad news effect.
2Nicht-technische Zusammenfassung
Konjunkturschwankungen werden in der Wirtschaftspresse – aber in letzter Zeit
auch in der ökonomischen Literatur – oft als Resultat von Veränderungen der Un-
sicherheit des Ertrags von Investitionsprojekten verstanden. Die vorliegende Arbeit
untersucht inwiefern diese Sichtweise rigoroser theoretischer wie empirischer Anal-
yse standhält. Die Untersuchung erfolgt im Rahmen eines dynamischen stochastis-
chen allgemeinen Gleichgewichtsmodells, welches Firmen als heterogen mit persis-
tenten idiosynkratischen Produktivitätsschocks und Investitionsprojekte als diskret,
d.h. einem Fixkostenkalkül entsprechend, modelliert. Wir tragen in drei Punkten zur
bestehenden Literatur bei:
Erstens verwenden wir Mikrodaten, um zyklische Schwankungen der Ertragsun-
sicherheit zu kalibrieren. Konkret benutzen wir das Verhalten von Querschnittsdaten
vonFirmenübermehrereKonjunkturzyklenausdemUnternehmens-Bilanz-Datensatz
(USTAN) der Bundesbank, statt einer Analyse von Aktien(kurs)daten wie bislang in der
Literatur üblich. USTAN ermöglicht es uns, über 26 Jahre (1973-1998) Firmenquer-
schnittemitdurchschnittlichüber30.000Beobachtungenzuuntersuchen–mitbreiter
Abdeckung nach Sektor, Firmengröße und Gesellschaftsform.
ZweitensanalysierenwirdieEffektezeitlichvariierenderUnsicherheitmitHilfeder
üblichen Zweite-Momenten-Analyse im Rahmen eines allgemeinen
Gleichgewichtsmodells.
Drittens zeigen wir einen neuen Mechanismus auf, über den Schwankungen in der
Unsicherheit der zukünftigen Ertragslage einen (vergleichsweise schwachen) Einﬂuss
auf den Konjunkturzyklus haben: Sie wirken wie schlechte Nachrichten, welche die
Wirtschaftsubjekte zu pessimistischeren Erwartungen über die zukünftige Produktiv-
ität der Ökonomie führen. Dieser Pessimismus-Effekt dominiert quantitativ den soge-
nannten Abwartungs-Effekt bei höherem Risiko.
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feeds the crisis. [...] But there is more at work. If you think that an-
other Depression might be around the corner, better to be careful
and save more.“
IMF Chief Economist, Olivier Blanchard, in: The Economist, 29 Jan-
uary, 2009
Is time-varying ﬁrm-level uncertainty a major cause or ampliﬁer of the business
cycle? This paper investigates this question in the context of a heterogeneous-ﬁrm
RBC model with persistent ﬁrm-level productivity shocks and lumpy capital adjust-
ment. We make three contributions to the existing literature: ﬁrst, we discipline the
calibration of time-varying uncertainty as a driving force through a detailed analysis
of the behavior of the cross-section of ﬁrms over the cycle, rather than through stock
market data; secondly, we analyze the implications of time-varying uncertainty in the
context of a general equilibrium framework and using the detailed unconditional and
conditional second moment analysis of model-simulated aggregate time series that
has become a standard tool in the business cycle literature; and, thirdly, we show a
new mechanism through which uncertainty shocks have (mild) aggregate effects: a
bad news effect, rather than the time-varying option value effect (wait-and-see) that
has been highlighted thus far (Dixit and Pindyck, 1994, and, more recently, Bloom,
2009). We ﬁnd the wait-and-see-effect to be dominated by the bad news effect.
In the aforementioned model context, cyclical changes in uncertainty correspond
naturally to cyclical changes in the cross-section of ﬁrms – more speciﬁcally the dis-
persions of change rates of ﬁrm-level Solow residuals, real value added and real sales.
Thus, using the balance sheet data set of Deutsche Bundesbank (USTAN)–au n i q u e
private sector, annual, ﬁrm-level data set that allows us to investigate 26 years of data
(1973-1998),inwhichthecross-sectionsofthepanelhaveover30,000ﬁrmsperyearon
average, and which has a broad ownership, size and sectoral coverage –, we ﬁrst show
that the cross-sectional standard deviations of the ﬁrm-level innovations in the Solow
residual, real value added and sales are indeed robustly and signiﬁcantly countercycli-
cal. ThisconﬁrmsU.S.-relatedﬁndingsbyBloom(2009)andBloometal. (2009)forthe
implied volatility of the stock market, for Compustat data on publicly traded ﬁrms and
for sectoral data. We interpret these changes as countercyclical ﬂuctuations in ﬁrm-
speciﬁc productivity uncertainty. Second, we show that for our broad German cross-
section of ﬁrms the volatility in uncertainty over the cycle is substantially lower than
has been considered in the literature. These two results are robust to different choices
for the cyclical indicator, to alternative calculations of the Solow residual, and to vari-
ous changes in the sample selection criteria. Figure 1 illustrates the countercyclicality
of ﬁrm-level risk. It displays for Germany the annual time series of the dispersion of
ﬁrm-level Solow residual innovations, linearly detrended, and the cyclical component
of GDP , as measured by log-HP(100) ﬁltered aggregate output.1
1See Appendix B.1 for analogous ﬁgures for the time series of the dispersions of ﬁrm-level innova-
tions to value added and sales, as well as scatter plots between dispersion measures and the cyclical
component of GDP .
1Figure1: TimeSeriesoftheDispersionofFirm-LevelSolowResidualInnovations(Nor-
malized by the Average Dispersion) and the Cyclical Component of GDP











Notes: std: cross-sectional standard deviation, linearly detrended. HP(λ)−Y : Cyclical component of
GDP after HP-ﬁltering using smoothing parameter λ.
2We then explore the quantitative importance of these shocks to uncertainty in a
heterogeneous-ﬁrm RBC model similar to the one in Khan and Thomas (2008) and
Bachmann et al. (2008). We have developed the computational techniques to study
time-varyinguncertaintyingeneralequilibriuminparallelwithBloometal. (2009). We
ﬁnd that uncertainty shocks alone - if of a size in line with our empirical evidence - do
not introduce quantitatively signiﬁcant business cycle ﬂuctuations. Moreover, purely
uncertainty drivenbusiness cycles lead to counterfactual acyclicality of aggregate con-
sumption.
Shocks to uncertainty nonetheless modestly alter the aggregate behavior of the
model if they are introduced alongside standard ﬁrst moment ﬂuctuations in aggre-
gate Solow residuals and compared to a model with only these ﬁrst moment shocks
(essentially the standard RBC model). Yet, this change does not come through the real
options effect often associated with time-varying uncertainty. Instead, we identify a
new economic channel, by which ﬂuctuations in uncertainty inﬂuence the business
cyclethatresultsonlyfromtheircorrelationwithaggregateproductivity. Sincechanges
in uncertainty empirically correlate with future developments in the aggregate Solow
residual, the former constitute news about the latter.
Speciﬁcally, we ﬁnd that an increase in productivity risk essentially acts as a bad
news shock. In general equilibrium, this means that households decrease their con-
sumptionandincreasetheirlaborsupply, whichweﬁndtobeconsistentwiththedata.
We also ﬁnd a decrease in the real wage as a result of a shock to uncertainty not only
in our model but again also in the impulse response function of the data. As a result
of this decrease in wages, we ﬁnd – again both in the data as well as in our model – an
increase in economic activity at the moment of the uncertainty shock, followed by a
recession, when the predicted downturn in productivity occurs. The effects of uncer-
tainty shocks that we ﬁnd in our model almost entirely operate through this channel.
Comparingapartialequilibriumversiontoourgeneralequilibriummodelinterms
of the impulse response functions of investment with respect to shocks to uncertainty
illustrates this mechanism further. While in partial equilibrium the bad news on im-
pactcausesaggregateinvestmentactivitytocollapse,ingeneralequilibrium,thiseffect
is reversed by the decrease in the real interest rate, such that investment rates even ex-
pand on impact and only turn negative as lower productivity actually realizes. This
shows that general equilibrium analysis is paramount in understanding the aggregate
effects of ﬁrm-level uncertainty shocks.
The remainder of this paper is organized as follows: Section 2 describes our data
set, the USTAN data, discusses brieﬂy the selection of the ﬁnal sample and details our
empirical results. Section 3 explains the model. Section 4 describes its calibration and
Section5discussesthenumericalresults. Appendicesprovidemoredetailsonthedata




of capital adjustment or irreversibility as a natural starting point to study the effects of
uncertainty on economic activity (see e.g. Dixit and Pindyck, 1994). More recently,
3Bloom (2009) and Bloom et al. (2009) document that increases in stock market volatil-
ityarecorrelatedwithareductioninaggregateeconomicactivity. Theformerinpartial
equilibrium,thelatteringeneralequilibriumthenprovideaformalmodelqualitatively
similar to theone used here, where anincrease inuncertainty leadstoa higher real op-
tionvalueofinvestment, lettingmoreﬁrms‘waitandsee’aftersuchanincrease, which
in turn leads to a fall in aggregate investment and employment. In a similar vein and
also in general equilibrium, but in a different model context, Sim (2008) puts forth a
model that explains the cyclical patterns in ﬁrms’ entry and exit with cyclical varia-
tions in uncertainty. Gilchrist et al. (2009) explore the implications of time-varying
uncertainty for bond risk premia and via this channel for aggregate investment in a
general equilibrium model. Finally, Alexopoulos and Cohen (2009) propose the ‘num-
ber of New York Times articles on uncertainty and economic activity’ as an alternative
measure for uncertainty shocks and ﬁnd in an empirical exercise that this measure of
uncertainty is negatively correlated with aggregate activity.
None of the above draws its empirical evidence on broad-based cross-sectional
ﬁrm data. The data that is typically used is stock market data or analyst data avail-
able only for a subset of large publicly traded companies or even sectoral data. Using
stockmarketdatatoidentifyﬂuctuationsinproductivity,however,impliesstrongmar-
ket efﬁciency assumptions (see for instance Shiller, 1981). We use ﬁrm-level balance
sheet data instead. This links the empirical part of this paper most closely to a series
of papers by Higson and Holly et al. (2002, 2004), Doepke and Holly et al. (2005, 2008),
Doepke and Weber (2006), as well as Holly and Santoro (2008). Higson and Holly et al.
(2002), using Compustat data, study empirically the cyclicality of the standard devia-
tion, skewness and kurtosis of the sales growth rate distribution and ﬁnd them to be
countercyclical, countercyclical and procyclical, respectively. Higson and Holly et al.
(2004) repeat this analysis for UK data on quoted ﬁrms, and Doepke and Holly et al.
(2005) for Germany, using the USTAN database, with similar ﬁndings. Doepke and We-
ber (2006) study, again using USTAN data, the cyclicality of transitions between sales
growth regimes in ﬁrm-level data. In contrast to these papers, we focus on the cycli-
cality of cross-sectional second moments only, but include real value added and Solow
residuals into the analysis. These are arguably the right ﬁrm-level counterpart for GDP
and aggregate Solow residuals, respectively.
Thequantitativepartofthispaperdrawsheavilyontherecentliteratureonheterogenous-
ﬁrm RBC models, developed in Khan and Thomas (2008) as well as Bachmann et al.
(2008). Finally,thispaperisrelatedtotheworkbyBeaudryandPortier(2006),Jaimovich
and Rebelo (2008), Sims (2008) as well as Schmidt-Grohe and Uribe (2008) on the im-
pact of news shocks on business cycle dynamics. In a companion paper (Bachmann
and Bayer, 2009), we focus on the implications of countercyclical dispersion in the
ﬁrm-level Solow residual innovations for cross-sectional dynamics as opposed to ag-
gregate dynamics.
42 The Facts
In Section 2.1 we brieﬂy describe the USTAN data set and the main sample selection
criteria we use. Details are relegated to Appendix A.1. In Section 2.2 we present the
baseline facts: the contemporaneous correlations of cyclical aggregate output and the
cross-sectional standard deviations of log changes in ﬁrm-level Solow residuals, real
value added and sales are negative, but the cyclical variations are small, at most 1.5
timesthevolatilityofaggregateoutput. InSection2.3weperformextensiverobustness
checks and also show, how these facts depend on observable ﬁrm characteristics.
2.1 A Brief Data Description
2.1.1 USTAN Data
USTANisalargeannualﬁrm-levelbalancesheetdatabase(Unternehmensbilanzstatis-
tik) collected by Deutsche Bundesbank. It is unique in its size and coverage. It provides
annual ﬁrm level data from 1971 to 1998 from the balance sheets and the proﬁt and
loss accounts of over 60,000 ﬁrms per year (see Stoess (2001), von Kalckreuth (2003)
and Doepke et al. (2005) for further details). In the days when the discounting of
commercial bills were one of the principal instruments of German monetary policy,
Bundesbank law required the Bundesbank to assess the creditworthiness of all parties
backing a commercial bill put up for discounting. The Bundesbank implemented this
regulation by requiring balance sheet data of all parties involved. These balance sheet
data were then archived and collected into a database.
Although the sampling design – one’s commercial bill being put up for discount-
ing – does not lead to a perfectly representative selection of ﬁrms in a statistical sense,
the coverage of the sample is very broad. USTAN covers incorporated ﬁrms as well as
privately-owned companies, which distinguishes it positively from Compustat data.2
Its sectoral coverage – while still somewhat biased to manufacturing ﬁrms – includes
the construction, the service as well as the primary sectors. This makes it different
from, for instance, the Annual Survey of Manufacturing (ASM) in the U.S.3 The follow-
ing table 1 displays the sectoral coverage of our ﬁnal baseline sample.
Moreover, while there remains a bias to somewhat larger and ﬁnancially healthier
ﬁrms, the size coverage is still fairly broad: 31% of all ﬁrms in our ﬁnal baseline sample
have less than 20 employees and 57% have less than 50 employees (see Table 25 in Ap-
pendix A.1 for details). Finally, the Bundesbank itself frequently uses the USTAN data
for its macroeconomic analyses and for cross-checking national accounting data. We
takethisasanindicationthatthebankconsidersthedataassufﬁcientlyrepresentative
and of sufﬁciently high quality. This makes the USTAN data a uniquely suitable data
source for the study of cross-sectional business cycle dynamics.
2Davis et al. (2006) show that studying only publicly traded ﬁrms can lead to wrong conclusions, in
particular when higher cross-sectional moments are concerned.
3An additional advantage of these data is easy access: while access is on-site, it is practically free for
researchers, so that results derived from this data base can be easily tested and checked.
5Table 1: SECTORAL COVERAGE
1-digit Sector Firm-year observations Percentage
Agriculture 12,291 1.44
Mining & Energy 4,165 0.49
Manufacturing 405,787 47.5
Construction 54,569 6.39
Trade (Retail & Wholesale) 355,208 41.59
Transportation & Communication 22,085 2.59
2.1.2 Selection of the Baseline Sample
From the original USTAN data, we select only ﬁrms that report complete information
on payroll, gross value added and capital stocks. Moreover, we drop observations from
East German ﬁrms to avoid a break of the series in 1990. In addition, we remove obser-
vationsthatstemfromirregularaccountingstatements,e.g. whenﬁlingforbankruptcy
or when closing operations. We deﬂate all but the capital and investment data by the
implicit deﬂator for gross value added from the German national accounts.
Capitalisdeﬂatedwithone-digitsector-andcapital-goodspeciﬁcinvestmentgood
price deﬂators within a perpetual inventory method. Even though USTAN data can be
considered as particularly high quality data, we cannot directly use capital stocks as
reported. Tax motivated depreciation and price developments of capital goods lead to
a general understatement of the stock of capital a ﬁrm holds. Thus, capital stocks have
to be recalculated using a perpetual inventory method (see Appendix A.2, for details).
Similarly, we recover the amount of labor inputs from wage bills, as information on
the number of employees (as opposed to payroll data) is only updated infrequently for
some companies (see Appendix A.3, for details). Finally, the ﬁrm-level Solow residual
is calculated from data on gross value added and factor inputs.
We remove outliers according to the following procedure: we calculate log changes
in real gross value added, the Solow residual, real capital and employment, as well as
the ﬁrm-level investment rate and drop all observations where a change falls outside a
three standard deviations interval around the year-speciﬁc mean.4 We also drop those
ﬁrms for which we do not have at least ﬁve observations in ﬁrst differences. This leaves
us with a sample of 854,105 ﬁrm-year observations, which corresponds to observa-
tions on 72,853 ﬁrms, i.e. the average observation length of a ﬁrm in the sample is 11.7
years. The average number of ﬁrms in the cross-section of any given year is 32,850.
We perform numerous robustness checks with respect to each of the selection criteria
and measurement choices: we use sectoral deﬂators for value added, an aggregate in-
vestment good price deﬂator, change the cut-off rule to 2.5 and 5 standard deviations
and leave all ﬁrms in the sample with two and twenty observations in ﬁrst differences,
respectively. None of these choices change our baseline results (see Table 37 in Ap-
pendix B.1 for details).
4This outlier removal is done after removing ﬁrm and sectoral ﬁxed effects. Centering the outlier
removal around the year mean is important to avoid artiﬁcial and countercyclical skewness of the re-
spective distributions.
62.1.3 Solow Residual and Productivity Innovations
We compute the ﬁrm-level Solow residual based on the following Cobb-Douglas pro-
duction function in accordance with our model:
yi,t = zt i,tkθ
i,tnν
i,t,
where  i,t is ﬁrm-speciﬁc productivity, and zt is aggregate productivity. We assume
that labor input ni,t is immediately productive, whereas capital ki,t is pre-determined
and inherited from last period. In our main speciﬁcation, we estimate the output elas-
ticities of the production factors, ν and θ, as median shares of factor expenditures over
gross value added within each industry.5 We use log-differences in the Solow residual
to capture Solow residual innovations, as the persistence of ﬁrm-level Solow residu-
als exhibits behavior close to a unit root. In order to check, whether our results are
driven by measurement error in a difﬁcult-to-measure driving force, we also study
log-differences in outcome variables: ﬁrm-level real value added and sales. We re-
move ﬁrm ﬁxed and sectoral-year6 effects from these ﬁrst-difference variables to focus
on idiosyncratic ﬂuctuations that do not capture differences in sectoral responses to
aggregate shocks or permanent ex-ante heterogeneity between ﬁrms.7 We focus on
the cross-sectional dispersion of these three variables and measure the dispersion in
terms of standard deviations.8 In a standard model with ex-ante homogenous ﬁrms,
these standard deviations characterize the uncertainty or risk of a ﬁrm with regard to
its idiosyncratic productivity growth. In line with this, the literature – e.g. Davis et al.
(2006), Bloom et al. (2007), Sim (2008), Bloom et al. (2009), Bloom (2009) and Gilchrist
et al. (2009) – has modeled ﬂuctuations in idiosyncratic uncertainty as ﬂuctuations in
the standard deviation of ﬁrm-speciﬁc innovations in the Solow residual. We follow
this view and study the quantitative aggregate importance of ﬂuctuations in the cross-
sectional dispersion of productivity innovations.
2.1.4 Macro data
Whencombiningthismicrodatawithaggregatedata, wehavetotakeastanceonwhat
sectoral aggregate we view as the empirical counterpart to our model. We chose to
include ﬁrms from the following six sectors in our analysis: agriculture, mining and
energy, manufacturing, construction, trade (both retail and wholesale) as well as the
5To check the robustness of our results, we try alternative speciﬁcations with predeﬁned elasticities
common across sectors. We also change the timing assumption to include a predetermined employ-
mentstock, aswellasimmediateadjustmentinbothfactors. Allresultsareveryrobusttothealternative
ways to generate the ﬁrm-speciﬁc Solow residual (see Table 30 Appendix B.1 for details).
6The sectoral ﬁxed effects are essentially computed at the 2-digit level, see Table 24 in Appendix A.1
for details.
7 Speciﬁcally, we decompose a variable observed of ﬁrm i in sector j at time t into ﬁrm a ﬁxed effect






We then focus on the error term εijt.
8The baseline within-transformed cross-sectional data for these dispersions can be found in Table 29
in Appendix A.5.
7transportation and communication sector. This aggregate can be roughly character-
ized as the non-ﬁnancial private business sector (NFPBS) in Germany. Whenever we
use the term aggregate in the following, we mean this sector.
German national accounting data per one-digit sector (see Appendix A.1, Foot-
note 38, for a detailed description of the data sources used) allow us to compute real
value added, investment, capital and employment data for this sectoral aggregate, and
therefore also an aggregate Solow residual. Our USTAN sample captures on average
70% of sectoral value added and 78% of sectoral real gross output (sales).
In addition to representing a large part of the non-ﬁnancial private business sec-
tor in Germany, USTAN also represents its cyclical behavior very well, as the following
Table 2 shows:9
Table 2: CYCLICALITY OF CROSS-SECTIONAL AVERAGES




Notes: mean: cross-sectional average, linearly detrended. ρ: time series correlation coefﬁcient.
HP(λ)−Y : Cyclical component of GDP after HP-ﬁltering using smoothing parameter λ.
2.2 Main Facts
2.2.1 Idiosyncratic Productivity Risk: Large and Countercyclical
Using the micro data from USTAN, we can compute the cross-sectional dispersions for
innovations in ﬁrm-level Solow residuals, real value added and real sales. We analyze
both their time-averaged long-run as well as their cyclical properties:
Table 3: CYCLICALITY AND VOLATILITY OF CROSS-SECTIONAL DISPERSION
Cross-sectional Moment std(Δlog i,t) std(Δlogyi,t) std(Δlogsalesi,t)
cv(·) 2.67% 3.73% 3.82%
ρ(·,HP(100)−Y ) -0.481 -0.450 -0.405
μ(·) 0.120 0.142 0.187
Notes: std: cross-sectional standard deviation, linearly detrended. cv: time series coefﬁcient of varia-
tion. μ: time series average. See further notes to Table 2.
Table 3 presents our main results:
• Thetime-averagedcross-sectionalstandarddeviationofthelog-changesinﬁrm-
level Solow residuals is large: 12%, i.e. an order of magnitude larger than ﬂuctu-
ations in aggregate Solow residuals. For comparison, the volatility of the linearly
9We further illustrate the good representation properties of USTAN in Appendix A.1.
8detrended aggregate Solow residual is 2.06%, the one for the linearly detrended
cross-sectional average Solow residual 2.37%.10 This is also an order of magni-
tude larger than KahnandThomas (2008) as well as Bloom et al. (2009) – without
the discipline of ﬁrm-level data – are using for the standard deviation of the in-
novations to ﬁrm-level Solow residuals in their models: 2.2% annually.
• The cross-sectional standard deviation of the innovations to ﬁrm-level Solow
residuals is countercyclical with a correlation coefﬁcient with HP-ﬁltered aggre-
gateGDPof-0.481. Table4showsthatthiscountercyclicalityissigniﬁcant, asthe
5%and95%conﬁdencebandsfrom10,000parametricbootstrapsimulationsare
both negative.11 The last column of Table 4 displays the fraction of positive cor-
relations in these bootstrap simulations.
• The size of annual ﬂuctuations in risk is relatively small, with a time-series coef-
ﬁcient of variation of 2.67%.
For comparison, Bloom et al. (2009) ﬁnd a correlation of their stock market-based
uncertainty index with GDP of -0.606 and Bloom (2009) considers a productivity pro-
cess for monthly data, which exhibits a time-series coefﬁcient of variation of the dis-
persioninannualproductivitygrowthofroughly17%. Gourio(2008),usingCompustat
data, ﬁnds the correlation between GDP and the standard deviation of the innovation
to a permanent productivity shock to be -0.56.12
One could be concerned that the Solow residual does not measure productivity
well. For this reason, we provide evidence also from log-differences in endogenous
outcome variables, namely real value added and real sales. As balance sheet items
these are arguably less subject to measurement error.13 Using these indirect measures
makes no difference: their cross-sectional dispersions are large on average, they are
signiﬁcantlycountercyclical,buttheirbusinesscycleﬂuctuationsaresmall. Inthenext
sectionweshowthattheseﬁndingsarerobusttospeciﬁcchoiceswehavemadeingen-
erating the numbers in Table 3, as well as to subsamples stratiﬁed by observable ﬁrm
characteristics, which means they are not a result of the sectoral or size composition of
our sample.
2.3 Robustness
Obviously the question arises, whether these results are robust to the choice of the
cyclical indicator and the dispersion measure used. Another question is to what extent
they are driven by sample composition or cyclical sample selection.
10This order-of-magnitude difference also suggests that the ﬂuctuations-in-uncertainty-story has to
be likely one about idiosyncratic productivity, rather than aggregate productivity. Firms’ policy func-
tions are mainly determined by the idiosyncratic state given this difference, and ﬂuctuations in anyway
small aggregate risk do not seem to be a plausible candidate for business cycle ﬂuctuations.
11We use a pairwise unrestricted VAR with one lag as the parametric model. The results from a non-
parametric overlapping block bootstrap with a block size of four are similar to the parametric bootstrap.
12Interestingly, Comin and Mulani (2006), using also Compustat data, ﬁnd procyclicality of a moving-
standard deviation estimator of ﬁrm-level risk in real sales innovations.
13Bachmann and Bayer (2009) show that when looking at inputs, log-changes in ﬁrm-level employ-
ment are similarly countercyclical, ﬁrm-level investment rates are strongly and signiﬁcantly procyclical.
9Table 4: CYCLICALITY OF CROSS-SECTIONAL DISPERSION -S IGNIFICANCE
Cross-sectional Moment ρ(·,HP(100)−Y ) 5% 95% Frac. w. opposite sign
std(Δlog i,t) -0.481 -0.678 -0.306 0.000
std(Δlogyi,t) -0.450 -0.675 -0.196 0.005
std(Δlogsalesi,t) -0.405 -0.711 0.042 0.065
Notes: The columns 5% and 95% refer to the top and bottom 5-percentiles in a parametric bootstrap of
the correlation coefﬁcient. The last column displays the fraction of simulations with the opposite sign
of the point estimate.
See further notes to Tables 2 and 3.
Cyclical Indicator and Dispersion Measure
The following Table 5 shows that countercyclical idiosyncratic uncertainty as mea-
sured by the cross-sectional dispersion of ﬁrm-level Solow residual innovations is ro-
bust to the choice of the cyclical indicator (for std(Δlogyi,t)a n dstd(Δlogsalesi,t) see
Table31inAppendixB.1). Theresultstandsirrespectiveofwhetherwechooseascycli-
calindicatorsoutputﬁlteredusingasmallersmoothingparameterfortheHPﬁlter,fol-
lowing Ravn and Uhlig (2002), apply a log-difference ﬁlter to output, or use the linearly
detrended average cross-sectional investment rate, or the HP(100)-ﬁltered aggregate
employment, or aggregate Solow residuals.
Table 5: COUNTERCYCLICALITY OF IDIOSYNCRATIC UNCERTAINTY -R OBUSTNESS TO
CYCLICAL INDICATOR






Notes: See notes to Tables 2 and 3. N refers to aggregate employment.
Vice versa, as Table 6 shows, our three ﬁndings are also robust to the numerous
choices we have made for the other part of the correlation, std(Δlog i,t), for instance
(for std(Δlogyi,t) and std(Δlogsalesi,t) see Table 32 in Appendix B.1). For instance,
one can use the interquartile range (iqr) as the dispersion measure. Moreover, it is not
the removal of ﬁrm-level and sectoral ﬁxed effects that induces the countercyclicality,
as row three of this table shows. Finally, the last two rows demonstrate that the results
are neither driven by the German reuniﬁcation, nor by the strong recession in 1975.
In any Solow residual calculation that is based on a simple Cobb-Douglas produc-
tion function with only labor and capital, there is the potential problem of attribut-
ing optimal changes in utilization, hours per worker or effort to random productivity
changes and therefore of overstating (average) ﬁrm-level risk. Therefore we focus in
Table 7 on those ﬁrms who did not change the intensity of their material usage be-
tweentwoperiods,assumingthatobservedchangesinmaterialusageareagoodproxy
10Table 6: MORE ROBUSTNESS
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
std(Δlog i,t)Baseline 2.67% -0.481 0.120
iqr(Δlog i,t) 4.56% -0.386 0.130
std(Δlog i,t)raw 2.90% -0.449 0.126
std(Δlog i,t)1973−1990 2.49% -0.690 0.121
std(Δlog i,t)1977−1998 2.50% -0.320 0.119
Notes: See notes to Tables 2 and 3. iqr stands for interquartile range, which is linearly detrended.
for unobserved changes in utilization. These ﬁrms indeed exhibit a somewhat smaller
productivity risk that ﬂuctuates slightly more in relative terms than the productivity
riskoftheaverageﬁrminthesample. Themeasuredcountercyclicalityofidiosyncratic
uncertainty is smaller,14 but overall our results carry over to this group of ﬁrms.
Table 7: RESULTS BY MATERIAL USAGE
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
std(Δlog i,t)Aggregate 2.67% -0.481 0.120
std(Δlog i,t)Material Intensity const. 4.19% -0.247 0.103
Notes: See notes to Tables 2 and 3. Material Intensity const. refers to ﬁrms whose material expendi-
tures over sales
mi,t
salesi,t have changed by less then one percentage point in absolute terms. Results for
std(Δlogyi,t)a n dstd(Δlogsalesi,t) can be found in tables 33 in Appendix B.1.
Sample Composition
Table 8: RESULTS BY SECTOR
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
std(Δlog i,t)Aggregate 2.67% -0.481 0.120
std(Δlog i,t)AGR 4.44% -0.045 0.173
std(Δlog i,t)MIN/ENE 11.46% -0.166 0.116
std(Δlog i,t)MAN 3.54% -0.607 0.115
std(Δlog i,t)CON 4.56% -0.483 0.112
std(Δlog i,t)TRD 2.68% -0.192 0.124
std(Δlog i,t)TRA/COM 3.28% -0.036 0.136
Notes: See notes to Tables 2 and 3. AGR: Agriculture; MIN/ENE: Mining & Energy; MAN: Manufacturing;
CON: Construction ; TRD: Trade (Retail & Wholesale); TRA/COM: Transportation & Communication.
USTAN is no random sample. Consequently, we need to check whether our ﬁnd-
ings are speciﬁc to certain sectors or types of ﬁrms overrepresented in this sample.
Tables 8 to 10 show that this is not the case for std(Δlog i,t) (for std(Δlogyi,t) and
14The decline happens, irrespective of the cyclical measure used, but its magnitude is somewhat sen-
sitive to the choice of the cyclical measure. For instance, had we used Log-diff-Y, the decline would have
been from -0.583 to -0.460, and from -0.465 to -0.393 in the case of Log-diff-Solow Residual.
11std(Δlogsalesi,t) see Tables 34 to 36 in Appendix B.1). Table 8 displays the behavior
of productivity risk for the six single-digit sectors in the USTAN sample. The relatively
large idiosyncratic risk is obviously not speciﬁc to any sector, in fact the numbers are
surprisingly uniform across sectors. When one disregards the small agricultural sec-
tor, average productivity uncertainty ranges from 11.2% in the construction sector to
13.6%inthetransportationandcommunicationsector. Forthethreesectorsthatcom-
prise over 95% of all ﬁrms in the data – manufacturing, construction and trade – also
the countercyclicality-of-uncertainty result is robust.15 Finally, also the result that risk
ﬂuctuations are notlarge isrobustacrosssectors(againwith theexceptionofthe small
mining and energy sector). Manufacturing and construction exhibit somewhat larger
risk ﬂuctuations, but the difference to both the trade sector and the aggregate is small.
The non random design of USTAN manifests itself not only in the sectoral but also
the size composition of the sample. To understand the effect of this, we split the sam-
ple according to ﬁrm size, as measured by employment. Again this yields no different
results. Table 9 shows that large ﬁrms exhibit a somewhat smaller average uncertainty
that ﬂuctuates more than the uncertainty of small ﬁrms, but overall the results are sur-
prisingly uniform across size classes and invalidate the notion that large ﬁrms are just
a collection of independently operating smaller units.16 Moreover, it shows that using
data sets, which suffer from an even stronger overrepresentation of large ﬁrms, such
as Compustat, may lead to an overstatement of the cyclical ﬂuctuations in ﬁrm-level
uncertainty.
Table 9: RESULTS BY FIRM SIZE (EMPLOYMENT)
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
std(Δlog i,t)Aggregate 2.67% -0.481 0.120
std(Δlog i,t)SMALL33 2.01% -0.341 0.137
std(Δlog i,t)SMALL75 2.42% -0.441 0.125
std(Δlog i,t)SMALL95 2.62% -0.474 0.121
std(Δlog i,t)LARGE05 5.55% -0.508 0.098
Notes: See notes to Tables 2 and 3. SMALL33 refers to the smallest 33% ﬁrms in a given year, SMALL75
to the smallest 75%, etc. if size is measured in employment.
15One could be concerned about the lower countercyclicality in the large trade sector, but again this
difference is somewhat sensitive to the choice of the cyclical measure. For instance, had we used Log-
diff-Y, the difference between the aggregate would have been from -0.583 versus -0.474, and -0.465 ver-
sus -0.455 in the case of Log-diff-Solow Residual.
16We tried alternative splits according to the stock of capital and real value added. The results are very
similar, details can be found in Table 35 in Appendix B.1.
12Finally, Table 10 shows that the results are also robust across productivity classes.
Table 10: RESULTS BY FIRM PRODUCTIVITY
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
σ(Δlog i,t)Aggregate 2.67% -0.481 0.120
std(Δlog i,t)First Quartile 2.48% -0.751 0.127
std(Δlog i,t)Second Quartile 2.63% -0.400 0.113
std(Δlog i,t)Third Quartile 3.22% -0.383 0.114
std(Δlog i,t)Fourth Quartile 3.63% -0.158 0.123
Notes: See notes to Tables 2 and 3. First Quartile refers to the 25% least productive ﬁrms in a given
year, when measured in ﬁrm-level Solow residuals, Second Quartile to the ﬁrms with productivity in the
25%-50% range, etc.
Cyclical Sample Selection
So far we have focused on permanent misrepresentation of certain kinds of ﬁrms,
like the bias towards manufacturing in USTAN. As we have shown, this can be dealt
with by splitting the sample along observable characteristics. The possibility of sys-
tematic cyclical variation in sample selection, for instance through ﬁrm entry and exit,
poses a more severe problem to our analysis.
Speciﬁcally, the USTAN sample is biased towards ﬁnancially healthy ﬁrms and ﬁ-
nancial health can be expected to have cyclical ﬂuctuations. However, this sample
selection is important rather for the cross-sectional distribution of the levels of pro-
ductivity, employment, and capital. Since we ﬁnd close to unit-root behavior of these
variables, however, levels have no predictive power for the ﬁrst-differences on which
our analysis focuses. Sample selection will thus depend on changes in productivity
only insofar as these changes inﬂuence the level of productivity. For example, ﬁrms
that have a lower average productivity-growth rate are more likely to drop out of the
sample.
We check the importance of this effect in two ways, based on the dispersion of ﬁrm
speciﬁc averages – the estimates of ﬁrm ﬁxed effects. First, we check, how large the
time-average dispersion of these ﬁxed effects is. In order to be able to decompose the
dispersion measure, we now use variances instead of standard deviations. The total
cross-sectional variance of ﬁrm-level Solow residual innovations, varraw(Δlog i,j,t), at
eachpointintimeiscomposedofex-anteheterogeneityduetodifferencesinﬁrmﬁxed
effects, varα(Δlog i),ex-postheterogeneityduetosectoraldifferences, varγ(Δlog j,t)
and idiosyncratic risk, var(Δlog i,j,t). Since the decomposition in Footnote 7 is or-
thogonal,
varraw(Δlog i,j,t)= varα(Δlog i)+varγ(Δlog j,t)+var(Δlog i,j,t).
holds for all t asymptotically in i. This decomposition holds analogously for Δlogyi,t
andΔlogsalesi,t. Table11showsthatcomparedtowithinﬁrmchangesinproductivity
(‘idiosyncratic risk’), ﬁxed differences in productivity growth have little dispersion. At
least 85% of the observed cross-sectional dispersion in innovations to Solow residuals,
value added and sales is due to idiosyncratic uncertainty. This shows that our results
13are unlikely to be quantitatively driven by cyclical sample selection, as the margin this
process could operate on is small to begin with.
Table 11: DECOMPOSITION OF OBSERVED CROSS-SECTIONAL DISPERSION
Δlog i,t Δlogyi,t Δlogsalesi,t Δlog i,t Δlogyi,t Δlogsalesi,t
absolute average dispersion % of average raw dispersion
raw data, varraw 1.582 2.354 3.960 100% 100% 100%
ﬁxed effects, varα 0.115 0.301 0.360 7.2% 12.8% 9.0%
sectoral effects, varγ 0.024 0.037 0.103 1.5% 1.6% 2.4%
idiosyncratic risk, var 1.444 2.013 3.497 91.3% 85.6% 88.4%
Notes: Cross-sectional variances, var, are multiplied by 100. We display their time series averages.
Second, we decompose the variation of raw data heterogeneity in variations in the
heterogeneity in ﬁxed effects, sectoral effects and idiosyncratic innovations. If the set
of ﬁrms in the sample was constant or the sample was a random collection of ﬁrms
fromtheuniverseofallGermanﬁrms,thedispersioninﬁxedeffectswouldbeconstant
over time.17
Table 12 demonstrates that compared to within-ﬁrm changes in productivity, ﬁxed
differences in productivity growth not only have a smaller steady state dispersion, but
also ﬂuctuate little in absolute terms (an order of magnitude lower), and only half in
termsofthecoefﬁcientofvariation(theleft-handpanelofthetable). Correspondingly,
a decomposition of the time-series variation in heterogeneity in the raw data shows
that the main source of these ﬂuctuations – at least 72% – stems from variations in
idiosyncratic within-ﬁrm uncertainty (the right-hand panel of the table). Therefore,
it is unlikely that cyclical sample selection driven by cyclical entry and exit strongly
affects our results.
Table 12: DECOMPOSITION OF FLUCTUATIONS IN OBSERVED CROSS-SECTIONAL DIS-
PERSION
std(Δlog i,t) std(Δlogyi,t) std(Δlogsalesi,t) Δlog i,t Δlogyi,t Δlogsalesi,t
Percentage of the time series ﬂuctuations
Time series ﬂuctuations of ﬁxed effects of observed heterogeneity explained by ...
σ(·) 0.052 0.089 0.037
cv(·) 1.54% 1.62% 1.50% idiosyncratic risk 73.7% 81.8% 72.4%
Time series ﬂuctuations of idiosyncratic risk ﬁxed effects 2.8% 2.0% 4.7%
σ(·) 0.321 0.528 0.715 sectoral effects 0.3% 0.2% 0.1%
cv(·) 2.67% 3.73% 3.82% covariance terms 23.2% 16.0% 22.8%
Notes: See notes to Tables 2 and 3. σ is multiplied by 100.
As a ﬁnal robustness check for cyclical sample attrition, we constrain our sample
to those ﬁrms which we observe at least 20 times in the sample (see Table 13). The

















As we work with an unbalanced panel, this decomposition holds only approximately.
14advantage of this sample is that its selection is by construction less subject to cycli-
cal ﬂuctuations. This sample displays the same countercyclical pattern in productivity
risk with a somewhat higher volatility of uncertainty. Yet, this increase partly reﬂects
the stronger representation of large ﬁrms. On the basis of these three pieces of evi-
dence - little importance of ﬁxed differences in growth rates in explaining variations
in heterogeneity and low volatility in these differences, as well as robustness of our re-
sultstoasamplewithsurvivingﬁrms-weconcludethatcyclicalsampleattritionisnot
central to our ﬁndings.
Table 13: CYCLICALITY AND VOLATILITY OF CROSS-SECTIONAL DISPERSION FOR FIRMS
WITH AT LEAST 20 OBSERVATIONS
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
std(Δlog i,t)Aggregate 2.67% -0.481 0.120
std(Δlog i,t)Longer in sample 4.61% -0.341 0.106
std(Δlogyi,t)Aggregate 3.73% -0.450 0.142
std(Δlogyi,t)Longer in sample 7.00% -0.383 0.120
std(Δlogsalesi,t)Aggregate 3.82% -0.405 0.187
std(Δlogsalesi,t)Longer in sample 7.90% -0.466 0.149
Notes: See notes to Tables 2 and 3.
In Table 37 in Appendix B.1 we provide further robustness checks for our results.
In all these robustness checks we ﬁnd a strongly countercyclical productivity risk with
smallcyclicalﬂuctuationsinthisrisk. Next, weexplorethequantitativeimplicationsof
our three ﬁndings: large idiosyncratic uncertainty, countercyclical ﬂuctuations in and
low volatility of this uncertainty, in a heterogeneous ﬁrm dynamic stochastic general
equilibrium model with ﬁxed cost of capital adjustment
3 The Model
In this section we describe our model economy. We start with the ﬁrm’s problem, fol-
lowed by a brief description of the households and the deﬁnition of equilibrium. We
conclude with a sketch of the equilibrium computation. Our model follows closely
Khan and Thomas (2008) and Bachmann et al. (2008). Since there the model set up is
discussed in detail, we will be rather brief here.
The main departure from either papers is the introduction of a second exogenous
aggregate state. Following Bloom (2009) we assume that ﬁrms today observe the stan-
dard deviation of the distribution of idiosyncratic productivity shocks tomorrow, σ(  ).
FollowingKhanandThomas(2008), weapproximatethisnowbivariateaggregatestate
process with a discrete Markov chain.
3.1 Firms
The economy consists of a unit mass of small ﬁrms. We do not model entry and exit
decisions. There is one commodity in the economy that can be consumed or invested.
15Each ﬁrm produces this commodity, employing its pre-determined capital stock (k)
and labor (n), according to the following Cobb-Douglas decreasing-returns-to-scale
production function (θ >0, ν>0, θ+ν<1):
y = z kθnν, (1)
where z and   denote aggregate and ﬁrm-speciﬁc (idiosyncratic) technology, respec-
tively.
The idiosyncratic technology process has autocorrelation ρI. It follows a Markov
chain, whose transition matrix depends on the aggregate state of its time-varying stan-
dard deviation, σ(  ). In contrast, its support is independent of the aggregate state.
To also capture observed excess kurtosis in the idiosyncratic productivity shocks, we
use a mixture of two Gaussian distributions in the Tauchen-approximation algorithm
instead of the usual normal distribution.18
We denote the trend growth rate of aggregate productivity by (1−θ)(γ−1), so that
aggregate y and k grow at rate γ−1 along the balanced growth path. From now on we
work with k and y (and later C) in efﬁciency units. The linearly detrended logarithm
of aggregate productivity levels as well as linearly detrended σ( ) evolve according to a
VAR(1) process, with normal innovations v that have zero mean and covariance Ω:

logz 





σ(  )− ¯ σ( )

+v,( 2 )
where ¯ σ( )denotesthesteadystatestandarddeviationofidiosyncraticproductivity
innovations.19
Productivity innovations at different aggregation levels are independent. Also, id-
iosyncratic productivity shocks are independent across productive units. In contrast,
we do not impose any restrictions on Ω or  A ∈R2×2.
Each period a ﬁrms draws from a time-invariant distribution, G, its current cost
of capital adjustment, ξ ≥ 0, which is denominated in units of labor. G is a uniform
distribution on [0, ¯ ξ], common to all ﬁrms. Draws are independent across ﬁrms and
over time, and employment is freely adjustable.
At the beginning of a period, a ﬁrm is characterized by its pre-determined capi-
tal stock, its idiosyncratic productivity, and its capital adjustment cost. Given the ag-
gregate state, it decides its employment level, n, production and depreciation occurs,
workers are paid, and investment decisions are made. Then the period ends.
Upon investment, i, the ﬁrm incurs a ﬁxed cost of ωξ, where ω is the current real
wage rate. Capital depreciates at a rate δ. We can then summarize the evolution of the
ﬁrm’s capital stock (in efﬁciency units) between two consecutive periods, from k to k ,
as follows:
18Tauchen (1986). For details, see Section 4.




, in order to avoid negativity of the standard deviation of
idiosyncratic productivity shocks is – given its high steady state value and relatively low variability – an
unnecessary precaution that does not change the results. Simulation results are available upon request.
16Fixed cost paid γk 
i  =0: ωξ (1−δ)k +i
i =0: 0 (1−δ)k
Giventhei.i.d.natureoftheadjustmentcosts, itissufﬁcienttodescribedifferences
across ﬁrms and their evolution by the distribution of ﬁrms over ( ,k). We denote




constitutes the current aggregate state and
μ evolves according to the law of motion μ  =Γ(z,σ(  ),μ), which ﬁrms take as given.
Next we describe the dynamic programming problem of each ﬁrm. We will take
two shortcuts (details can be found in Khan and Thomas, 2008). First, we state the
problem in terms of utils of the representative household (rather than physical units),
and denote by p = p(z,σ(  ),μ) the marginal utility of consumption. Second, given
the i.i.d. nature of the adjustment costs, continuation values can be expressed without
explicitly taking into account future adjustment costs.
Let V 1( ,k,ξ;z,σ(  ),μ) denote the expected discounted value—in utils—of a ﬁrm
that is in idiosyncratic state ( ,k,ξ), given the aggregate state (z,σ(  ),μ). Then the
expected value prior to the realization of the adjustment cost draw is given by:
V 0( ,k;z,σ(  ),μ)=
¯ ξ
0
V 1( ,k,ξ;z,σ(  ),μ)G(dξ). (3)
With this notation the dynamic programming problem is given by:
V 1( ,k,ξ;z,σ(  ),μ)=max
n
{CF+max(Vno adj,max
k  [−AC+Vadj])}, (4)
whereCFdenotestheﬁrm’sﬂowvalue,Vno adj theﬁrm’scontinuationvalueifitchooses
inaction and does not adjust, and Vadj the continuation value, net of adjustment costs
AC, if the ﬁrm adjusts its capital stock. That is:
CF=[z kθnν−ω(z,σ(  ),μ)n]p(z,σ(  ),μ), (5a)
Vno adj =βE[V 0(  ,(1−δ)k/γ;z ,σ(   ),μ )], (5b)
AC =ξω(z,σ(  ),μ)p(z,σ(  ),μ), (5c)
Vadj =−ip(z,σ(  ),μ)+βE[V 0(  ,k ;z ,σ(   ),μ )], (5d)
where both expectation operators average over next period’s realizations of the aggre-
gate and idiosyncratic shocks, conditional on this period’s values, and we recall that
i =γk −(1−δ)k.A l s o ,β denotes the discount factor of the representative household.
Takingasgivenω(z,σ(  ),μ)andp(z,σ(  ),μ),andthelawofmotionμ  =Γ(z,σ(  ),μ),
the ﬁrm chooses optimally labor demand, whether to adjust its capital stock at the end
of the period, and the optimal capital stock, conditional on adjustment. This leads
to policy functions: N = N( ,k;z,σ(  ),μ)a n dK = K( ,k,ξ;z,σ(  ),μ). Since capital is
pre-determined, the optimal employment decision is independent of the current ad-
justment cost draw.
173.2 Households
We assume a continuum of identical households that have access to a complete set of
state-contingent claims. Hence, there is no heterogeneity across households. More-
over, they own shares in the ﬁrms and are paid dividends. We do not need to model
the household side in detail (see Khan and Thomas (2008) for the details), and concen-
trate instead on the ﬁrst-order conditions to determine the equilibrium wage and the
marginal utility of consumption.
Households have a standard felicity function in consumption and (indivisible) la-
bor:
U(C,Nh)=logC − ANh,( 6 )
whereC denotesconsumptionand Nh thehousehold’slaborsupply. Householdsmax-





















1. Firm optimality:T a k i n gω, p and Γ as given, V 1( ,k;z,σ(  ),μ) solves (4) and the
corresponding policy functions are N( ,k;z,σ(  ),μ)a n dK( ,k,ξ;z,σ(  ),μ).
2. Household optimality:T a k i n gω and p as given, the household’s consumption
and labor supply satisfy (7) and (8).
3. Commodity market clearing:
C(z,σ(  ),μ)=

z kθN( ,k;z,σ(  ),μ)νdμ−
¯ ξ
0
[γK( ,k,ξ;z,σ(  ),μ)−(1−δ)k]dGdμ.
4. Labor market clearing:
Nh(z,σ(  ),μ) =






γK( ,k,ξ;z,σ(  ),μ)−(1−δ)k

dGdμ,
where J(x)=0, if x =0 and 1, otherwise.
185. Model consistent dynamics: The evolution of the cross-section that characterizes
the economy, μ  = Γ(z,σ(  ),μ), is induced by K( ,k,ξ;z,σ(  ),μ) and the exoge-
nous processes for z, σ(  ) as well as  .
Conditions 1, 2, 3 and 4 deﬁne an equilibrium given Γ, while step 5 speciﬁes the
equilibrium condition for Γ.
3.4 Solution
As is well-known, (4) is not computable, since μ is inﬁnite dimensional. Hence, we
follow Krusell and Smith (1997, 1998) and approximate the distribution μ by its ﬁrst
moment over capital, and its evolution, Γ, by a simple log-linear rule. In the same
vein, we approximate the equilibrium pricing function by a log-linear rule discrete –
aggregate state by discrete aggregate state:

















log ¯ k,( 9 b )
where ¯ k denotes aggregate capital holdings. Given (8), we do not have to specify an
equilibrium rule for the real wage. As usual with this procedure, we posit this form and
check that in equilibrium it yields a good ﬁt to the actual law of motion. We use this
simple forecasting rule because it is much less computationally involved than a rule
that includes higher moments of the capital distribution. In models without second
moment shocks, it has been extensively shown that the ﬁrst moment sufﬁces. Un-
fortunately, we show here that the pure R2 goodness-of-ﬁt metric does not favor the
simple rule (9a): R2 below 0.9 are possible, as we shall see in Section 5.2. However,
we show for our baseline calibration that the aggregate dynamics of the economy are
hardly affected, when higher moments of the capital distribution are included and the
R2 are pushed closer to unity (see Bachmann et al. (2008) for a similar observation).
Therefore, we prefer the increase in computational speed and report our results, un-
less otherwise noted, with the ﬁrst moment only as a state variable.
Combining these assumptions and substituting ¯ k forμinto (4) and using(9a)–(9b),
we have that (4) becomes a computable dynamic programming problem with policy
functions N = N( ,k;z,σ(  ), ¯ k) and K = K( ,k,ξ;z,σ(  ), ¯ k). We solve this problem via
value function iteration on V 0.
With these policy functions, we can then simulate a model economy without im-
posing the equilibrium pricing rule (9b), but rather solve for it along the way. We sim-
ulate the model economy for 1,600 time periods and discard the ﬁrst 100 observations,
when computing any statistics. This procedure generates a time series of {pt}a n d
{¯ kt} endogenously, with which assumed rules (9a)–(9b) can be updated via a simple

















are sufﬁciently close to the previous
ones. We skip the details of this procedure, as this has been outlined elsewhere – see
Khan and Thomas (2008) and Bachmann et al. (2008).
194 Calibration
4.1 Baseline
The model period is a year – in congruence with the data frequency in USTAN. The
following parameters have standard values: β=0.98 and δ=0.094, which we compute
from Germannationalaccountingdatafor thesectoral aggregate thatthe USTAN sam-
ple corresponds to: the non-ﬁnancial private business sector. Given this depreciation
rate, we pick γ = 1.014, in order to match the time-average aggregate investment rate
of 0.108. This number is also consistent with German long-run growth rates. The log-
felicity function features an elasticity of intertemporal substitution (EIS) of one. The
disutility of work parameter, A, is chosen to generate an average time spent at work of
0.33: A =2 for the baseline calibration.
We set the output elasticities of labor and capital to ν = 0.5565 and θ = 0.2075, re-
spectively,whichcorrespondtothemeasuredmedianlaborandcapitalsharesinman-
ufacturing in the USTAN data base (see Appendix A.4). While our data also include a
considerable amount of ﬁrms from other sectors, any weighted average or median of
these shares would still be close to the manufacturing values, which is why we decided
tousetheminourbaselinecalibration. Wediscussrobustnesstothisparameterchoice
in Tables 41 and 42 in Appendix B.2.20
Next, we have to choose the parameters of the two-state aggregate shock process.
Herewesimplyestimateabivariate,unrestrictedVARwiththelinearlydetrendednatu-
rallogarithmoftheaggregateSolowresidual21 andthelinearlydetrendedσ( )-process












This process is discretized on a [5×5]−grid, using the bivariate analog of Tauchen’s
procedure. Wemeasurethesteadystatestandarddeviationofidiosyncratictechnology
innovations as ¯ σ( )=0.1201. Since these innovations also exhibit mild excess kurtosis
–4.4480onaverageoverourtimehorizon–,24 andsincetheadjustmentcostparameter
¯ ξ will be identiﬁed by the kurtosis of the ﬁrm-level investment rate (next to its skew-
ness), we want to avoid attributing excess kurtosis in the ﬁrm-level investment rate
20If one views the DRTS assumption as a mere stand-in for a CRTS production function with monop-
olistic competition, than these choices would correspond to an employment elasticity of the underlying
production function of 0.7284 and a markup of 1
θ+ν = 1.31. Given the regulated product markets in
Germany, this is a reasonable value. The implied capital elasticity of the revenue function, θ
1−ν is 0.47.
21We use again ν=0.5565 and θ =0.2075 in these calculations.
22After ﬁrm-level and sectoral ﬁxed effects have been removed.
23With a slight abuse of notation, but for the sake of readability, Ω displays standard deviations on
the main diagonal and correlations on the off diagonal. We also estimate a seemingly unrelated regres-
sions (SUR) speciﬁcation of this bivariate VAR and use it for simulation. This speciﬁcation mitigates
somewhat the obvious problems with estimating a bivariate VAR with 7 independent parameters from
2×26 data points. We show that both the actual estimates of the remaining VAR parameters as well as
the implications for our simulation results are remarkably robust. Results can be seen in Table 43 in
Appendix B.2.
24We ﬁnd no skewness.
20to nonlinearities in the adjustment technology, when the driving force itself has kurto-
sis. Hence,weincorporatethemeasuredexcesskurtosisintothediscretizationprocess
for the idiosyncratic technology state.25 Finally, we set ρI = 0.95, in accordance with
the high persistence of Solow residual innovations we ﬁnd in the data. This process
is discretized on a 19−state-grid, using the Tauchen’s procedure with mixed Gaussian
normals.
Given the aforementioned set of parameters

β,δ,γ,A,ν,θ, A,Ω, ¯ σ( ),ρI

, we then

































As can be seen from (11), the distribution of ﬁrm-level investment rates exhibits
both substantial positive skewness – 1.6645 – as well as excess kurtosis – 19.1046. Ca-
ballero et al. (1995) document a similar fact for U.S. manufacturing plants. They also
argue that non-convex capital adjustment costs are an important ingredient to explain
such a strongly non-Gaussian distribution, given a close-to-Gaussian shock process.
We therefore use the deviation from Gaussianity in ﬁrm-level investment rates to iden-
tify ¯ ξ.
Table 14: CALIBRATION OF ADJUSTMENT COSTS - ¯ ξ
¯ ξ Skewness Kurtosis Ψ(¯ ξ) Adj. costs/
Unit of Output
0.01 0.7840 5.0383 1.0824 1.5%
0.05 1.5155 7.6443 0.6511 4.2%
0.10 1.9329 9.3329 0.5175 6.8%
0.25 (BL) 2.5590 12.1591 0.4411 13.3%
0.5 3.0683 14.7695 0.4692 23.3%
1 3.5927 17.8153 0.5463 43.3%
Table 14 demonstrates identiﬁcation of ¯ ξ, as cross-sectional skewness and kurtosis
of the ﬁrm-level investment rates are both monotonically increasing in ¯ ξ. The mini-
mum of the distance measure Ψ is achieved for ¯ ξ = 0.25, our baseline case.26 This im-
plies costs conditional on adjustment equivalent to 13.3% of annual ﬁrm-level output
on average, which is well in line with estimates from the U.S. (see Bloom, 2009).
25We achieve this by using a mixture of two Gaussian distributions: N(0,0.0777) and N(0,0.1625) – the
standard deviations are 0.1201±0.0424 – with a weight of 0.4118 on the ﬁrst distribution.
26We searched over a much ﬁner grid of ¯ ξ than displayed in the table, in order to ﬁnd the optimal ¯ ξ.
214.2 Variants of the Driving Processes
The empirical analysis has shown a negative comovement between the dispersion of
ﬁrm-level Solow residual innovations and aggregate Solow residuals. The dynamics
of this comovement – as in (2) and (10) – imply that one variable conveys informa-
tion about the future development of the other. In other words, a shock to idiosyn-
craticuncertaintyaffectsaggregateactivitynotonlythroughtheoptionvaluechannels
highlighted by Bloom (2009) and Bloom et al. (2009), but also as a news shock in the
spiritofBeaudryandPortier(2006),JaimovichandRebelo(2008),Sims(2008)aswellas
Schmidt-Grohe and Uribe (2008). Upon observing an increase in idiosyncratic uncer-
tainty today, households and ﬁrms rationally expect a future decrease in productivity
ceteris paribus.
To disentangle the effects from the news about productivity contained in move-
ments in idiosyncratic uncertainty, we solve a variant of our model where the actual
risk that ﬁrms face remains constant over time at ¯ σ( ) = 0.1201, but ﬁrms still observe
a time-varying state, s, as a variable without further economic content that nonethe-
less contains information about future productivity as in (2). The parameters that de-
scribe the law of motion of s are the same as in (2) and (10), i.e. as in the model with
time-varying uncertainty. More generally, we can re-parameterize the model for the
standard deviation of idiosyncratic productivity shocks, σ( ), as follows:
σ( )= ¯ σ( )+ϑ

s− ¯ σ( )

.
For ϑ = 0, idiosyncratic uncertainty remains constant and in the following we use the
term ‘News Model’ to describe this parametrization. The second state no longer in-
ﬂuences actual risk, but only the conditional expectation of future aggregate Solow
residuals, z . The baseline speciﬁcation in which idiosyncratic uncertainty ﬂuctuates
as well is termed ‘Full Model’, ϑ=1. Using an ϑ>1 we can scale up the ﬂuctuations in
idiosyncratic uncertainty without changing the underlying dynamics of the exogenous
state variables, i.e. keeping the news content of s constant. Moreover, for comparison
we consider a model with a standard univariate AR(1) process for the aggregate Solow
residual, ‘RBC Model’, and a speciﬁcation, where the only driving force of business cy-
cles are shocks to idiosyncratic uncertainty, ‘Risk Model’.27
5 Results
5.1 Baseline Results
Our main set of quantitative results can be summarized as follows: 1) Fluctuations in
idiosyncraticuncertaintyalonedonotproducebusinesscycledynamicsasobservedin
the data. 2) Adding orthogonal shocks to idiosyncratic uncertainty into a model with
ﬁrst-moment shocks to aggregate Solow residuals hardly changes the business cycle
dynamics of the model. 3) Adding shocks to idiosyncratic uncertainty that comove
with aggregate Solow residuals in a way observed in the data produces mild changes
27 The estimated autocorrelation of the aggregate Solow residual is 0.5259 and the standard deviation
of its innovations 0.0182. The corresponding moments for the univariate risk process are: 0.5685 and
0.0028.
22in the business cycle dynamics of the model, which we attribute to the bad news effect
that uncertainty shocks have for aggregate productivity in the future. This bad news
effect is embodied in the negative VAR coefﬁcient (see 10) of tomorrow’s (but known
today) ﬁrm-level uncertainty on tomorrow’s aggregate Solow residual.
Risk Model
Table 15: AGGREGATE BUSINESS CYCLE STATISTICS FOR THE PURE ‘RISK MODEL’
Moment/Aggregate Quantity YCIN
Volatility 0.30% (2.30%) 0.23% (1.79%) 2.01% (4.37%) 0.41% (1.80%)
Volatility relative to Y 1 0.77 (0.78) 6.72 (1.90) 1.37 (0.78)
Persistence 0.55 (0.48) 0.51 (0.67) 0.29 (0.42) 0.26 (0.61)
Correlation with Y 1 0.03 (0.66) 0.84 (0.83) 0.78 (0.68)
Notes:
Business cycle statistics of aggregate output, Y , consumptionC, investment I and employment N. N in
the model includes the amount of labor used to adjust the ﬁrms’ capital stocks. All variables are logged
and then HP-ﬁltered with a smoothing parameter of 100. The ﬁrst numbers in a column refer to a simu-
lation of the model over T = 1500 periods. Numbers in brackets refer to German aggregate NFPBS data
(see Appendix A.1, Footnote 38, for a detailed description of sources). Volatility is percentage standard
deviation. Persistence refers to the ﬁrst order autocorrelation.
Table 15 shows that the pure ‘Risk Model’, in which the only driving force of busi-
ness cycles is ﬂuctuations in uncertainty, yields little ﬂuctuations. Output ﬂuctuations
arealmosteighttimessmallerthaninthedata,investmentﬂuctuationsjustbelow50%
of the volatility in the data. The uncertainty ﬂuctuations in the data are simply too
small – with a time series coefﬁcient of variation of 2.67% – to generate realistic busi-
ness ﬂuctuations. We also note that general equilibrium price movements are partly
responsible for this low volatility, as the volatility of output, investment and employ-
ment increases, respectively, to 0.63%, 4.28% and 0.63%, i.e. more than doubles in a
simulation, where we ﬁx real wages and real interest rates to their average value from
the general equilibrium simulation.28 This shows that general equilibrium is impor-
tant for understanding the aggregate implications of idiosyncratic uncertainty innova-
tions. Finally, intermsofcontemporaneouscorrelationswithoutput, pureuncertainty
shocks lead to a counterfactual de-coupling of consumption and output, which is ac-
companied by a lack of comovement between consumption and investment, whose
correlation coefﬁcient is -0.52 in the baseline calibration. We conclude that uncer-
tainty shocks alone cannot produce business cycles in an RBC model, augmented with
persistent idiosyncratic productivity shocks and ﬁxed capital adjustment costs.
Table 16 shows that doubling the uncertainty ﬂuctuations (ϑ = 2) leads to an al-
most linear increase in all volatilities of the pure ‘Risk Model’, whereas persistence and
correlations with output are practically unchanged. This is a perhaps surprising ﬁnd-
ing: just as with ﬁrst moment shocks, increasing the volatility of idiosyncratic shocks
essentially amounts to re-scaling the model generated ﬂuctuations. Consequently, we
28These numbers are not reported in a table. A systematic second moment analysis for the partial
equilibrium case is available on request.
23Table16: AGGREGATEBUSINESSCYCLE STATISTICS FOR THEPURE‘RISKMODEL’-D OU-
BLE VOLATILITY (ϑ=2)
Moment/Aggregate Quantity YCIN
Volatility 0.60% (2.30%) 0.45% (1.79%) 4.01% (4.37%) 0.81% (1.80%)
Volatility relative to Y 1 0.76 (0.78) 6.71 (1.90) 1.36 (0.78)
Persistence 0.56 (0.48) 0.52 (0.67) 0.30 (0.42) 0.27 (0.61)
Correlation with Y 1 0.03 (0.66) 0.84 (0.83) 0.79 (0.68)
Notes: See notes to Table 15.
would need to observe uncertainty ﬂuctuations that are roughly eight times as large as
the ﬂuctuations we observe in the data, in order for ﬂuctuations in idiosyncratic un-
certainty alone to produce realistic output volatility. This number would then be close
to the volatility of uncertainty that based on stock market data has been suggested by
Bloom (2009) for the U.S.: roughly 17%. However, it is unlikely that we underestimate
theriskﬂuctuationsbysuchanorderofmagnitude. Noneofourdifferentsamplesplits
orrobustnesschecksﬁndanincreaseinthevolatilityofuncertaintybymorethanafac-
tor of two relative to the baseline speciﬁcation. In fact, as Table 8 in Section 2.3 shows,
theservicesector–stillunderrepresentedintheUSTANdata–exhibitslessvolatileun-
certainty ﬂuctuations than the goods-producing industries. Thus we should expect to
have over- rather than underestimated the volatility of uncertainty ﬂuctuations for the
overall economy. Moreover, in comparison with U.S. evidence, it is well-known that
thetertiarysectorscompriseamuchlargershareofaggregateoutputandemployment
in the U.S., compared to Germany.
Risk Model and RBC Model
Althoughwedonotﬁndrealisticbusinesscyclescausedbyuncertaintyﬂuctuations
alone, they might well alter more standard ﬁrst-moment-driven cycles. Therefore, as
a next step, we brieﬂy compare the ‘Risk Model’ with the simple ‘RBC Model’,29 and
include a speciﬁcation, where we mechanically combine the two univariate processes
foraggregateSolowresidualsandidiosyncraticuncertainty,asspeciﬁedinFootnote27.
Thisvariantisreferredtoas‘RBC-RiskCombination’. Itgivesaﬁrstindication,whether
second-moment shocks as found in ﬁrm-level data can alter the aggregate dynamics
of a standard ‘RBC Model’. Table 17 shows that this is not the case: the ‘RBC Model’
displays second-moment statistics very similar to the combined one: ‘RBC-Risk Com-
bination’. Putdifferently, thecharacteristicfeaturesoftheRiskmodelvanishassoonas
uncertainty shocks are combined with standard aggregate Solow residual innovations.
Perhaps somewhat surprisingly, the overall volatility of the ‘RBC Model’ is too high,
relative to the data. In Table 20 in Section 5.2 we show that ﬁxing the excess volatility
of the model by re-scaling the volatility of the ﬁrst-moment shock – to give the second
29Note that we keep the calibrated adjustment costs ﬁxed across the variants for the driving process.
This is justiﬁed, since they were calibrated to the steady state investment rate distribution, which is at
least numerically invariant to the speciﬁcation of the driving process. That means, by the ‘RBC Model’
we really mean a model with ﬁxed capital adjustment costs and shocks to aggregate Solow residuals
only. De facto, however, the calibrated adjustment cost level is so low that our baseline model is in the
neutrality range that has been explored by Khan and Thomas (2008).
24Table 17: AGGREGATE BUSINESS CYCLE STATISTICS FOR THE PURE ‘RISK MODEL’ AND
THE ‘RBC MODEL’
RBC-Risk RBC- Risk
Combination Model Model Data
Volatility
of Output 3.20% 3.18% 0.30% 2.30%
Volatility of aggregate variables relative to output volatility
Consumption 0.44 0.38 0.77 0.78
Investment 4.29 4.38 6.72 1.90
Employment 0.69 0.70 1.37 0.78
Persistence
Output 0.32 0.31 0.55 0.48
Consumption 0.65 0.54 0.51 0.67
Investment 0.23 0.25 0.29 0.42
Employment 0.22 0.25 0.26 0.61
Contemporaneous Correlation with Aggregate Output
Consumption 0.81 0.86 0.03 0.66
Investment 0.95 0.97 0.84 0.83
Employment 0.92 0.96 0.78 0.68
Notes: See notes to Table 15. ‘RBC-Risk Combination’ refers to a simulation, where we simply combine
the two univariate processes for aggregate Solow residuals and idiosyncratic uncertainty, as speciﬁed in
Footnote 27.
moment shock maximum chance – so as to match the observed volatility of aggregate
output does not change our main results.
Otherwise, the ‘RBC Model’ displays the well-known and typical failures: low per-
sistence, too high contemporaneous correlations with output and the wrong mix be-
tween relative consumption and investment volatility, the former being too low, the
latter too high. What matters here that neither the ‘Risk Model’ alone nor, as we shall
see, in combination with ﬁrst-moment shocks ﬁxes these failures in a satisfying man-
ner. Of course, there are well-known additions to the ‘RBC Model’, such as quadratic
adjustment costs for capital on top of the ﬁxed ones, or simply higher ﬁxed adjustment
costs, thatwouldhelptoameliorateitsperformance, butweaimhereforcleanlinessof
expositionand view these issues asmainly orthogonal to thequestion, whether shocks
to idiosyncratic uncertainty matter for aggregate dynamics.
Full Model and News Model
Integrating our empirical ﬁndings a bit further into the model simulations, we ex-
tend the driving process (2) such that it incorporates the correlation structure between
ﬁrm-level uncertainty and aggregate Solow residuals found in the data. We proceed in
three steps. First, we introduce in the ‘RBC Model’ the aggregate driving process es-
timated in the data, (10), but set ϑ = 0, i.e. s has no actual implications for ﬁrm-level
uncertainty. Also, we allow ﬁrms’ policy functions to depend only on aggregate pro-
ductivity z. We call this speciﬁcation ‘Naive Model’, because ﬁrms could actually use s
25Table 18: AGGREGATE BUSINESS CYCLE STATISTICS FOR THE ‘FULL MODEL’ AND ‘NEWS
MODEL’
Full News Naive RBC-
Model Model Model Model Data
Volatility
of Output 4.05% 4.25% 3.73% 3.18% 2.30%
Volatility of aggregate variables relative to output volatility
Consumption 0.31 0.30 0.40 0.38 0.78
Investment 4.74 4.79 4.34 4.38 1.90
Employment 0.75 0.76 0.69 0.70 0.78
Persistence
Output 0.42 0.46 0.47 0.31 0.48
Consumption 0.67 0.66 0.64 0.54 0.67
Investment 0.34 0.41 0.42 0.25 0.42
Employment 0.33 0.40 0.42 0.25 0.61
Contemporaneous Correlation with Aggregate Output
Consumption 0.83 0.85 0.85 0.86 0.66
Investment 0.98 0.98 0.97 0.97 0.83
Employment 0.97 0.98 0.95 0.96 0.68
Notes: See notes to Table 15. The ‘Naive Model’ is a simulation, where the realized aggregate shock
process is the same as in the ‘News Model’, but we allow agents only to condition their policy functions
on aggregate Solow residuals.
to get better forecasts about aggregate productivity. Second, we lift the latter assump-
tion and allow ﬁrms to condition their optimal policy on s as well as z. The state s
still has no implications for ﬁrm-level uncertainty, it merely helps to forecast aggregate
productivity tomorrow. This variant – the aforementioned ‘News Model’ – adds the
news character of uncertainty ﬂuctuations to the model. Third, we explore the effect
of uncertainty ﬂuctuations, setting ϑ=1. This speciﬁcation is called ‘Full Model’.
Comparing ‘Full Model’ and ‘RBC Model’, we ﬁnd that the standard business cycle
statistics, volatilities, autocorrelations and correlations, change only modestly, see Ta-
ble 18. As for autocorrelations, most of the change is mechanically due to the different
driving process, as the persistence improvements happen, even when agents do not
use the news content of uncertainty shocks (‘Naive Model’). The same holds partially
true for the increase in the volatility of aggregate output.30 In other words, the excess
volatilityinoutput,featuredinthe‘RBCModel’,isactuallyexacerbatedwhenintroduc-
ingthefurtherstate s. However,notalldifferencesaremechanictothedrivingprocess.
We can see that agents using the information content of the second underlying state
leads to altered relative volatilities, which is marked by the change from the ‘Naive
Model’tothe‘NewsModel’. Yetonlyinthecaseoftherelativevolatilityofemployment,
30Ofcourse,ingeneralequilibriumthischangeisnotpurelymechanical,becausethechangeinaggre-
gate dynamics alters the Krusell-Smith rules (9a)–(9b), and therefore there is an indirect effect of news
on agent’s decisions.
26the ‘Full Model’ actually brings improvement over the ‘RBC Model’. However, the over-
all change from the ‘RBC Model’ to the ‘Full Model’ is not due to the speciﬁc nature
of the second state being time-varying uncertainty and thus generating time-varying
option values, but rather due to its news character for aggregate productivity: changes
in uncertainty alter the conditional expectations of aggregate productivity. Hence, an
increase in risk acts as a (bad) news shock. This bad news is embodied in the negative
VAR coefﬁcient of tomorrow’s (but known today) ﬁrm-level uncertainty on tomorrow’s
aggregate Solow residual, see (10).31 Finally, the last panel of Table 18 shows almost
no changes in the contemporaneous output correlations. In particular, there is no de-
crease in the notoriously too high ‘RBC Model’ correlation coefﬁcients, something that
one might have hoped for with the introduction of a second aggregate shock.
Insummary,thereislittledifferencebetweenthe‘FullModel’andthe‘NewsModel’.
Figure 2 illustrates this further by simply plotting a time series trajectory of aggregate
output simulations from both models for an identical bivariate shock series. Both time
series look very similar.
Figure 2: Comparison of the ‘Full Model’ and the‘News Model’











Time Path of Aggregate Output
Full Model
News Model
Notes: Raw aggregate output from simulations of the ‘Full Model’ and the‘News Model’.
Uncertainty Shocks as News Shocks
To further understand the mechanisms behind the effect of shocks to idiosyncratic
31We also estimate a SUR speciﬁcation of this bivariate VAR and use it for simulation. We show that
most of the changes between the ‘RBC Model’ and the ‘Full/News Model’ are mainly due to the interac-
tioneffectbetweenaggregateSolowresidualsandﬁrm-leveluncertainty. ResultscanbeseeninTable43
in Appendix B.2
27uncertainty, we run a series of trivariate SVARs with one lag, where we augment the ag-
gregate Solow residual (ordered ﬁrst) and the idiosyncratic uncertainty (ordered sec-
ond) by a third variable: aggregate output, the aggregate investment rate, aggregate
consumption, aggregate employment and hours as well as the real wage.32 We esti-
mate these SVARs both from the actual data for 1973 - 1998 and for 60 independent
T =26-samples from simulations of both ‘Full Model’ and ‘News Model’. With a series
of impulse response functions, we show ﬁrst that ‘Full Model’ and ‘News Model’ are
practically indistinguishable in their conditional responses to shocks to idiosyncratic
uncertainty.33 Secondly, we also show that – for the most part – model and data im-
pulse responses look very much alike, i.e. our model replicates the empirical aggregate
dynamics resulting from a shock to uncertainty. Finally, and most importantly, these
impulse responses are exactly the way the impulse responses to a bad news shock are
predicted to be in a standard RBC model with King-Rebelo-Plosser preferences (see
Beaudry and Portier (2006), Jaimovich and Rebelo (2008) and Sims (2008) for a discus-
sion of this issue): output and investment increase, consumption decreases. The in-
tertemporal wealth effect increases employment and this labor supply shift depresses
the real wage.
Figure 3 displays the impulse response of aggregate output to a shock to idiosyn-
cratic uncertainty. On impact, output goes up after an increase in uncertainty (larger
dispersion of ﬁrm-level productivity innovations in the following period), both in the
model and in the data. So, rather than causing an immediate recession, as has been
argued in the literature on uncertainty shocks thus far, a shock in idiosyncratic un-
certainty causes a boom in output on impact. Then the bad news is realized and the
economy goes into a recession.
The left-hand panel of Figure 4 shows a similar expansion in the model aggregate
investment rate as a response to an uncertainty shock, which is at least qualitatively
consistent with the data, given the wide conﬁdence bands around the downward slop-
ing point estimate.34 Of course, the impulse response of aggregate investment features
the excess volatility we have discussed above. In contrast, the right-hand panel of Fig-
ure 4 illustrates that the opposite is true for the undershooting impulse response of
aggregate consumption, which declines after a shock to idiosyncratic uncertainty, be-
cause agents anticipate through it lower aggregate productivity and therefore wealth
in the future. One can (re-)interpret the quote by Blanchard from the introduction in
this context: higher uncertainty leads to a fall in consumption through a wealth effect,
which in turn shifts the supply of funds curve outward, lowering the real interest rate
and thus causing an investment increase on impact (of course in the current situation
the economy has arguably been hit also by contemporaneous negative ﬁrst moment
32We use a simple Cholesky decomposition, assuming the aggregate Solow residual has an instanta-
neous effect on idiosyncratic uncertainty but not vice versa. This is to identify a pure innovation in con-
temporaneous uncertainty. Notice that studying SVARs in this context is really studying and comparing
an interesting summary statistic between data and models. There is nor claim on causal empirical iden-
tiﬁcation.
33The impulse responses with respect to a ﬁrst-moment shock, i.e. an innovation to the aggregate
Solow residual, for the same aggregate variables are displayed in Figures 14 and 15 in Appendix B.2.
Exceptforthegeneralexcessvolatilitythatourbaselinecalibrationsuffersfrom,dataandmodelimpulse
responses are very similar and theoretically reasonable. We take this as an encouraging sign that our
impulse responses with respect to a second-moment shock are also estimated reasonably well despite
the short sample problems.
34An SVAR with aggregate investment instead of the aggregate investment rate shows a positive point
estimate with similarly wide conﬁdence bands.
28Figure 3: Impulse Response of Aggregate Output to a Shock in Idiosyncratic Uncer-
tainty










Notes: Impulse response functions from SVAR estimations of the linearly detrended aggregate Solow
residual (ordered ﬁrst), the linearly detrended idiosyncratic uncertainty (ordered second) and HP(100)-
ﬁltered aggregate output (ordered third). The dotted lines reﬂect 95% conﬁdence bounds for the esti-
mates from the data from 10,000 bootstrap replications. Estimates from data are in red, estimates from
simulated data in blue (‘Full Model’) and green (‘News Model’), respectively. Estimates from simulated
dataaretheaverageof60impulseresponsefunctionsestimatedon60independenttimeseriesofT =26,
the length of our sample.
shocks, which is why we would not necessarily observe this investment increase). No-
tice, however, thatthisisaverydifferentmechanismfromthewait-and-seeinterpreta-
tionofuncertaintyincreasesthathasbeenproposedintheliteratureandthatoperates
through time-varying real option values.
Consistently with the wealth effect both the data and the model impulse responses
display an increase in aggregate employment, whether it is measured in the data by
number of workers or aggregate hours (since the model features indivisible labor, this
distinctionismeaninglessforthemodel). Thisincreaseinaggregatelaborinputs–and
the output boom that is entailed – is made possible by a decline in the real wage. The
labor market response, which is typical for a bad news shocks under standard prefer-
ences, is shown in Figures 5 and 6, respectively.
The ﬁnal piece of the chain of arguments is displayed in Figure 7, which demon-
strates that the expansion in the aggregate investment rate as a response to a shock to
idiosyncratic uncertainty is a general equilibrium effect. The increase in investment is
absent in partial equilibrium, where we hold constant both wages and interest rates at
their average level from the general equilibrium simulation. With no increase in aggre-
gate saving and thus a decrease in the real interest rate, the expectation of lower future
productivity drives down the expected return on capital and hence investment.
To summarize: quantitatively realistic uncertainty shocks have bad news effects
in general equilibrium, and it is this news effect that dominates the time-varying real
29Figure4: ImpulseResponseoftheAggregateInvestmentRateandAggregateConsump-
tion to a Shock in Idiosyncratic Uncertainty






























ﬁltered consumption, respectively, are ordered third. The aggregate investment rate is the sum of NF-
PBS investment divided by the average of the beginning-of-period and end-of-period aggregate capital
stocks in NFPBS.
option value effect. This shows again that general equilibrium is paramount to under-
standing the aggregate implications of shocks to idiosyncratic uncertainty.
30Figure 5: Impulse Response of the Aggregate Employment and Aggregate Hours to a
Shock in Idiosyncratic Uncertainty
































Notes: See notes to Figure 3. In this ﬁgure, HP(100)-ﬁltered aggregate employment and HP(100)-ﬁltered
aggregate total hours, respectively, are ordered third. Employment in the model includes the amount of
labor used to adjust the ﬁrms’ capital stocks.
Figure 6: Impulse Response of the Real Wage to a Shock in Idiosyncratic Uncertainty












Notes: See notes to Figure 3. In this ﬁgure, the HP(100)-ﬁltered real wage is ordered third. The real wage
is aggregate real payroll divided by the number of workers.
31Figure 7: Impulse Response of the Aggregate Investment Rate to a Shock in Idiosyn-
cratic Uncertainty - GE vs. PE














Notes: See notes to Figures 3 and 4. ‘GE’ stands for general equilibrium and means a model simulation
with market clearing wages and interest rates. ‘PE’ stands for partial equilibrium and means a model
simulation, where wages and interest rates are held constant at the average level in the ‘GE’-simulation.
325.2 Robustness Checks
In this subsection we provide robustness checks for our simulation results along three
dimensions. First, we double the volatility of ﬁrm-level uncertainty, while keeping its
steady state value ﬁxed at 0.1201. This amounts to setting ϑ = 2. Bloom (2009) uses a
roughly seven times more volatile ﬁrm-level uncertainty measure than we. While our
empirical results are not consistent with ϑ = 7, they are consistent with a doubling of
the volatility of uncertainty. We explore this here. Second, we re-scale the volatility of
the aggregate Solow residual so that the cyclical component of aggregate output in the
model matches roughly the volatility of aggregate output in the data, in order to make
sure that our results are not driven by the general excess volatility generated by the
baseline speciﬁcation. In particular, it could be that we falsely place too much weight
on ﬁrst-moment shocks by overestimating their volatility. Notice, that this is a conser-
vative approach, because the excess volatility might actually at least in part be due to
measurement error in the volatility of the uncertainty shocks as well. Finally, we check
whether a quadrupling of the adjustment costs parameter, ¯ ξ, changes our results. Fig-
ure 8 – at the end of this subsection – shows graphically with the help of simple time
series plots of model generated aggregate output that none of these changes overturn
our result. Other robustness checks with respect to choices for the risk aversion pa-
rameter, ¯ σ( ), ρI, ν and θ are relegated to Appendix B.2.
If we increase the ﬂuctuations in uncertainty, setting ϑ=2, the difference between
‘Full Model’ and the ‘News Model’ becomes somewhat larger, see Table 19. Interest-
ingly, the overall volatility of the model decreases, while the relative standard devia-
tions are fairly robust to ϑ. This is a result of the mechanism highlighted in Bloom et
al. (2007): when uncertainty increases ﬁrms react less to ﬁrst moment shocks. The
performance of the ‘Full Model’ in terms of persistence is actually slightly worsened,
while the contemporaneous correlation of consumption and output drops to a more
realistic 0.77. Finally, notice that the ‘News Model’ is completely (up to numerical er-
ror) invariant to ϑ. This is not surprising, as the news content of ﬁrm-level uncertainty
for the aggregate Solow residual is independent of its volatility.
33Table 19: AGGREGATE BUSINESS CYCLE STATISTICS FOR THE ‘FULL MODEL’ AND ‘NEWS
MODEL’-D OUBLE VOLATILITY OF UNCERTAINTY (ϑ=2)
Full Full News News
Model Model Model Model Data
ϑ=1 ϑ=2 ϑ=1 ϑ=2
Volatility
of Output 4.05% 3.86% 4.25% 4.25% 2.30%
Volatility of aggregate variables relative to output volatility
Consumption 0.31 0.36 0.30 0.30 0.78
Investment 4.74 4.70 4.79 4.79 1.90
Employment 0.75 0.74 0.76 0.76 0.78
Persistence
Output 0.42 0.36 0.46 0.46 0.48
Consumption 0.67 0.68 0.66 0.66 0.67
Investment 0.34 0.25 0.41 0.41 0.42
Employment 0.33 0.23 0.40 0.40 0.61
Contemporaneous Correlation with Aggregate Output
Consumption 0.83 0.77 0.85 0.85 0.66
Investment 0.98 0.97 0.98 0.98 0.83
Employment 0.97 0.95 0.98 0.98 0.68
Notes: See notes to Table 15.
The next robustness check concerns re-scaling the volatility of the aggregate Solow
residual by a factor of 0.6 in the ‘Full Model’, in order to approximately match the ob-
served volatility of cyclical aggregate output in the data. We keep this re-scaling factor
thesameforthe‘NewsModel’andthe‘RBCModel’. Despitethereducedimportanceof
theﬁrst-momentshockboththeabsoluteandtherelativevolatilitiesofthe‘FullModel’
and the ‘News Model’ remain very similar. As before in the case of an increased volatil-
ity of the ﬁrm-level uncertainty – which is essentially a weakening of the ﬁrst-moment
shockfromtheotherside–,weseeadeterioration(withtheexceptionofconsumption)
in the persistence numbers, but an improvement in the contemporaneous correlation
of consumption and output in the ‘Full Model’ compared to the data.
34Table 20: AGGREGATE BUSINESS CYCLE STATISTICS -R E-SCALED VOLATILITY OF THE
AGGREGATE SOLOW RESIDUAL
Full News RBC-
Model Model Model Data
Volatility
of Output 2.35% 2.55% 1.91% 2.30%
Volatility of aggregate variables relative to output volatility
Consumption 0.34 0.30 0.38 0.78
Investment 4.61 4.67 4.32 1.90
Employment 0.74 0.76 0.70 0.78
Persistence
Output 0.38 0.46 0.31 0.48
Consumption 0.68 0.66 0.54 0.67
Investment 0.28 0.41 0.26 0.42
Employment 0.26 0.40 0.25 0.61
Contemporaneous Correlation with Aggregate Output
Consumption 0.80 0.85 0.86 0.66
Investment 0.98 0.99 0.98 0.83
Employment 0.96 0.98 0.96 0.68
Notes: See notes to Table 15. The re-scaling factor is 0.6.
Figure 8: Comparison of the ‘Full Model’ and the‘News Model’ - Robustness
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Notes: Raw aggregate output from simulations of the ‘Full Model’ and the‘News Model’. First panel:
double volatility of uncertainty. Second panel: re-scaled volatility of the aggregate Solow residual to
roughly match the volatility of the cyclical component of GDP in the data (re-scaling factor is 0.6). Third
panel: higher adjustment costs, ¯ ξ=1.
35Table 21: AGGREGATE BUSINESS CYCLE STATISTICS -H IGHER ADJUSTMENT COSTS (¯ ξ =
1)
Full News RBC-
Model Model Model Data
Volatility
of Output 3.86% 4.07% 3.06% 2.30%
Volatility of aggregate variables relative to output volatility
Consumption 0.36 0.34 0.42 0.78
Investment 4.40 4.50 4.13 1.90
Employment 0.70 0.72 0.66 0.78
Persistence
Output 0.42 0.46 0.31 0.48
Consumption 0.63 0.62 0.50 0.67
Investment 0.35 0.41 0.26 0.42
Employment 0.33 0.41 0.26 0.61
Contemporaneous Correlation with Aggregate Output
Consumption 0.89 0.90 0.90 0.66
Investment 0.98 0.98 0.98 0.83
Employment 0.97 0.98 0.96 0.68
Notes: See notes to Table 15.
36Higher Moments in the Krusell and Smith Rules
Itremainstobeshownthatourresultsarenotdrivenbythechoiceofonlytheaver-
agecapitalstockintheKrusellandSmithrules(9a) and (9b). Whileitisthecasethatin
thepresenceofcountercyclicalsecond-momentshockstheconventional R2−measure
isfairlylowforthe‘FullModel’–atleastinsomecombinationsofthediscreteaggregate
states, the minimum is 0.8718 –, and while it is also true that including the skewness
of the capital distribution in the Krusell and Smith rules of the ‘Full Model’35 leads to
an average increase of the R2 for the capital regressions from 0.9383 to 0.9899 and for
the marginal utility of consumption regressions from 0.9963 to 0.9987, the aggregate
behavior of the ‘Full Model’ is essentially unchanged. Better forecasts do not neces-
sarily induce the agents to behave differently (see Bachmann et al. (2008) for a similar
ﬁnding).
Table 22: AGGREGATE BUSINESS CYCLE STATISTICS -H IGHER MOMENTS
Full Full News News
Model Model Model Model
MEAN SKEWNESS MEAN SKEWNESS
Volatility
of Output 4.05% 4.07% 4.25% 4.23%
Volatility of aggregate variables relative to output volatility
Consumption 0.31 0.31 0.30 0.30
Investment 4.74 4.68 4.79 4.72
Employment 0.75 0.75 0.76 0.76
Persistence
Output 0.42 0.44 0.46 0.46
Consumption 0.67 0.65 0.66 0.65
Investment 0.34 0.39 0.41 0.40
Employment 0.33 0.39 0.40 0.40
Contemporaneous Correlation with Aggregate Output
Consumption 0.83 0.84 0.85 0.85
Investment 0.98 0.98 0.98 0.98
Employment 0.97 0.97 0.98 0.98
Notes: See notes to Table 15. MEAN refers to a simulation, where only the aggregate capital stock is used
in the Krusell-Smith rules (9a)–(9b). SKEWNESS refers to a simulation, where also the skewness of the
ﬁrm-level capital stock distribution is used in the Krusell-Smith rules (9a)–(9b), plus an analogous rule
to (9a) for skewness itself.
35The ‘News Model’ features high R2 over 0.9999 on any aggregate state with the average capital stock
only. Including the standard deviation of capital does not yield any signiﬁcant improvements in R2.T h e
average R2 over all discrete states for the skewness regression that is analogous to (9a) is 0.9397.
376 Final Remarks
Thispaper,tothebestofourknowledge,istheﬁrsttojointlystudythecyclicalbehavior
of the second moments of the cross-sections of ﬁrm-level innovations to Solow resid-
uals, real value added and real sales. We show that ﬁrm-speciﬁc Solow residual inno-
vations (likewise innovations in value added and sales) are more disperse in recessions
than in booms. Thus, ﬁrm-level uncertainty is signiﬁcantly and robustly countercycli-
cal in the way Bloom (2009) ﬁnds this for U.S. stock market and Compustat data. We
also show that the volatility of uncertainty is much lower than has been previously
found in this U.S. data.
We then explore the quantitative importance of these uncertainty ﬂuctuations in
an otherwise standard heterogeneous-ﬁrm dynamic stochastic general equilibrium
model in the spirit of Khan and Thomas (2008) and Bachmann et al. (2008). We ﬁnd
thatempiricallyrealisticﬂuctuationsinuncertaintyaboutproductivitygrowthontheir
ownarenotsufﬁcienttogeneraterealisticbusinesscycles. Addingthesecondmoment
shocks to a model that has standard ﬁrst moment shocks, we ﬁnd that some aspects
of the cyclical behavior of the model are altered. For the size of uncertainty ﬂuctua-
tions that we ﬁnd in German ﬁrm-level data, we attribute these changes largely to the
(bad) news uncertainty shocks carry about future aggregate productivity, rather than
to the wait-and-see-effect of such ﬂuctuations. In this context, we also ﬁnd that gen-
eral equilibrium price dynamics are paramount in understanding the aggregate effects
of ﬁrm-level uncertainty shocks.
In a companion paper (Bachmann and Bayer, 2009), using cross-sectional ﬁrm dy-
namics, we provide further indirectevidence thatthe magnitude ofuncertainty shocks
over the business cycle cannot be too large. We document there that the ﬁrm-level
investment rates display signiﬁcantly and robustly procyclical dispersion. We explain
this fact through a procyclical extensive margin effect caused by lumpy capital adjust-
ment. However, we also demonstrate there that merely doubling the volatility of ﬁrm-
level uncertainty mitigates this procyclical extensive margin effect, driving down the
procyclicality of investment dispersion well below the level found in the data.
SincewebaseourresultsonGermandata,weleaveopenthepossibilitythatshocks
to uncertainty are a major driving force for the business cycle in the U.S. and encour-
age future research in this cross-country dimension. We also leave open the possibility
that the dispersion shocks we measure in the data can be a source of aggregate ﬂuctu-
ations in a signiﬁcantly altered model environment; for instance one, where the stock
market and its volatility is more explicitly modeled. We thus view future research into
the precise interaction between cross-sectional dynamics and aggregate dynamics as
desirable and this paper as merely the beginning of a new research program.
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40A Appendix A - Data Appendix
A.1 Description of the Sample
TheBundesbank’scorporatebalancesheetdatabase(Unternehmensbilanzstatistik,US-
TAN
henceforth) has been originally created as a by-product of the bank’s rediscounting
activities, an important instrument of monetary policy before the introduction of the
Euro. When a commercial bank wished to pledge a commercial bill of exchange to the
Bundesbank, the commercial bank had to prove the creditworthiness of the bill. For
that purpose the bank had to provide the Bundesbank with balance sheet information
of all parties who backed the bill of exchange. By law, the Bundesbank could only ac-
cept bills backed by at least three parties known to be creditworthy. This procedure
allowed the Bundesbank to collect a unique dataset of information stemming from the
balance sheets and the proﬁt and loss accounts of ﬁrms (see Stoess (2001), von Kalck-
reuth (2003) and Doepke et al. (2005) for further details).
Quality standards of the data are particularly high. All mandatory data collected
for USTAN have been double-checked by Bundesbank staff. Hence, the data should
contain unusually few errors for a micro-data set. One drawback of USTAN is that with
the introduction of the EURO, the Bundesbank stopped buying commercial bills and
collected ﬁrm balance sheet data only irregularly and from publicly available sources.
Therefore, the data set stops being useful in 1999. Therefore, we only use data from
1971 to 1998, which because of lagging and ﬁrst-differencing leaves us with essentially
26 year observations from 1973 to 1998.
The coverage of the sample is broad, although it is technically not a representative
sample due to the non-random sample design. It was also more common to use bills
of exchange in manufacturing and for incorporated companies, which biases our data
somewhat towards these kinds of ﬁrms. And, of course, the Bundesbank would only
rediscount bills with a good rating, so that the set of ﬁrms in USTAN is also somewhat
biased to ﬁnancially healthy and larger ﬁrms.
Nevertheless,USTANcoversawiderangeofﬁrms,sinceshort-termﬁnancingthrough
commercialbillsofexchangewascommonpracticeformanyGermancompaniesacross
all business sectors (see Table 24 below for the detailed sectoral composition of our ﬁ-
nal sample). USTAN also has a broad ownership coverage ranging from incorporated
ﬁrms as well as privately owned companies, which distinguishes it from the Compu-
stat data. Within the former group USTAN covers both untraded corporations (e.g.
limited liability ﬁrms, GmbH) as well as publicly held companies (AG). Finally, USTAN
features also a relatively broad size coverage, as we will show in Table 25 below for our
ﬁnal sample, the creation of which we describe in some detail now.
We start out with the universe of observations in the USTAN data, merging the ﬁles
for 1971-1986 and 1987-1998. In a ﬁrst pass, we then drop all balance sheets that are
irregular,e.g. bankruptcyorclosingbalancesheets,orstemfromaholding(Konzernbi-
lanz). This leaves us with only regular balance sheets (Handelsbilanz or Steuerbilanz).
We also drop all ﬁrms with missing payroll data and missing or negative sales data,
which are basically non-operating ﬁrms. A small amount of duplicate balance sheets
is removed as well. And ﬁnally, we drop the following sectors: hospitality (hotels and
restaurants), which has only a small amount of ﬁrms in the database, ﬁnancial and in-
surance institutions, the mostly public health and education sectors, as well as other
41public companies like museums, etc. and some other small service industries, such as
haircutters, drycleanersandfuneralhomes;36 orwhensectoralinformationwasmiss-
ing. The sectoral aggregate we are studying can be roughly characterized as the non-
ﬁnancial private business sector in Germany. This leaves us with an initial data set of
1,764,846 ﬁrm-year observations and 259,614 ﬁrms. The average number of ﬁrms per
year is 63,030.
From this initial data set we remove step-by-step more observations, in order to get
an economically reasonable data set. We ﬁrst drop observations from likely East Ger-
man ﬁrms to avoid a break of the series in 1990. We identify a West German ﬁrm as
a ﬁrm that has a West German address or has no address information but enters the
sample before 1990. Then we recompute capital stocks with a modiﬁed perpetual in-
ventory method (PIM) and employment levels. In the modiﬁed PIM we drop a small
amount of observations from the top and bottom of the distribution of correction fac-
tors for the initial capital stock, see Appendix A.2. Extreme correction factors indicate
that constant depreciation is not a good approximation for this particular ﬁrm. Such
a ﬁrm will have had an episode of extraordinary depreciation (e.g. ﬁre, a natural dis-
aster, etc.) and the capital stocks by PIM will be a bad measure of the actual capital
after the disaster. We remove observations that do not have a log value added and a
log capital stock after PIM. Another large part is removed due to not featuring changes
in log ﬁrm-level employment, capital and real value added, which obviously requires
us to observe ﬁrms two years in a row. Then we remove outliers in factor changes and
real value added changes. Speciﬁcally, we identify as outliers in our sample a ﬁrm-year
in which the ﬁrm level investment rate or log changes in ﬁrm-level real value added,
employment and capital stock fall outside a three standard deviations band around
the ﬁrm and sectoral-year mean. Then we compute ﬁrm-level Solow residuals (see Ap-
pendix A.4 for details) and similarly remove observations with missing log changes in
Solow residuals as well as outliers therein. We ﬁnally remove – before and after each
step of the outlier removal – ﬁrms that have less than ﬁve observations in ﬁrm-level
Solow residual changes. We conduct extensive robustness checks of our results to the
choices for the outlier and observation thresholds (see Appendix B.1). Table 23 sum-
marizes, how much observations are dropped in each step.
The ﬁnal sample then consists of 854,105 ﬁrm-year observations, which amounts
to observations on 72,853 ﬁrms and the average observation length of a ﬁrm in the
sample is 11.7 years. The average number of ﬁrms per year is 32,850. The following
Tables 24 and 25 as well as 26 show the average sectoral 37 and the size distributions in
our sample, as well as the distributions over the number of observations, respectively.
36The number of ﬁrms from the public sector and these small industries is tiny to begin with, as they
did not use commercial bills as a ﬁnancing instrument. We left out ﬁnancial and insurance institutions,
as they arguably have a very different production function and investment behavior.
37WZ 2003 is the industry classiﬁcation from 2003 that the German national accounting system (Volk-
swirtschaftliche Gesamtrechnung, VGR)u s e s .
42Table 23: SAMPLE CREATION
Criterion Drops of Firm-Year Observations
East Germany 104,299
Outliers in PIM 7,539
Missing log value added 1,349
Missing log capital 31,819
Missing log-changes in N, K, VA 161,668
Outliers in factor and VA log-changes 41,453
Missing log-changes in Solow residual 126,086
Outliers in Solow residual log-changes 18,978
Not enough observations 417,550
Total 910,741
Table 24: SECTORAL DISTRIBUTION
Fraction of
ID Sector Observations Observations WZ 2003
10 Agriculture 12,291 1.44% A, B
20 Energy & Mining 4,165 0.49% C, E
31 Chemical Industry, Oil 14,721 1.72% DF, DG
32 Plastics, Rubber 23,892 2.80% DH
33 Glass, Ceramics 28,623 3.35% DI
34 Metals 30,591 3.58% DJ
35 Machinery 162,407 19.01% DK, DL, DM, DN
36 Wood, Paper, Printing 61,672 7.22% DD, DE
37 Textiles, Leather 46,173 5.41% DB, DC
38 Food, Tobacco 37,708 4.41% DA
40 Construction 54,569 6.39% F
61 Wholesale Trade 213,071 24.95% G51
62 Retail Trade & Cars 142,137 16.64% G50, G51
70 Transportation & Communication 22,085 2.59% I
Total 854,105
Table 25: SIZE DISTRIBUTIONS OF FIRMS
Number of
Employees 1-4 5-9 10-14 15-19 20-49 50-99 100-249 250-499 500+
Fraction 6.14% 9.46% 8.24% 7.30% 26.28% 17.04% 14.37% 5.68% 5.49%
Capital Stock
(in 1000 1991-Euro) 0-299 300-599 600-999 1,000-1,499 1,500-2,499 2,500-4,999 5,000-9,999 10,000-24,999 25,000+
Fraction 8.23% 9.01% 9.67% 9.36% 13.08% 17.71% 13.87% 11.08% 7.99%
Real Value Added
(in 1000 1991-Euro) 0-299 300-499 500-749 750-999 1,000-2,499 2,500-4,999 5,000-9,999 10,000-24,999 25,000+
Fraction 6.14% 9.96% 8.81% 7.57% 26.02% 16.28% 11.320% 8.25% 5.79%
43Table 26: OBSERVATION DISTRIBUTION
Obs. per Firm Firms Percent Cum. Obs. per Firm Firms Percent Cum.
5 8,973 12.32 12.32 16 2,487 3.41 78.10
6 7,592 10.42 22.74 17 2,225 3.05 81.16
7 6,609 9.07 31.81 18 2,024 2.78 83.93
8 5,724 7.86 39.67 19 1,849 2.54 86.47
9 4,901 6.73 46.39 20 1,619 2.22 88.69
10 4,338 5.95 52.35 21 1,479 2.03 90.72
11 3,960 5.44 57.78 22 1,351 1.85 92.58
12 3,528 4.84 62.63 23 1,446 1.98 94.56
13 3,134 4.30 66.93 24 988 1.36 95.92
14 3,006 4.13 71.05 25 892 1.22 97.14
15 2,647 3.63 74.69 26 2081 2.86 100
Total 72,853
44How well does the USTAN aggregate represent the non-ﬁnancial private business
sector (NFPBS) in Germany? USTAN represents on average 70% of the value added of
the NFPBS and 78% of its gross output.38
Figure 9 shows that except for a certain overrepresentation of manufacturing (at
least, when measured in value added) and a certain underrepresentation of the trans-
portation and communication sector, USTAN represents the sectoral composition in
NFPBS rather well.
Figure 9: Sectoral Composition in USTAN and NFPBS





















Notes: Graphs display the fraction of the sum of real value added and gross output respectively, over all
ﬁrms by 1-digit sector within the USTAN sample over the NFPBS aggregate.
Figure 10 demonstrates that also the cyclical behavior of USTAN and NFPBS is
close. Thecorrelationofthecyclicalcomponentsofvalueaddedis0.7671andforgross
output it is 0.6049.39
38 To compute these statistics we only average over the data from 1973 to 1990, because from then on
German national accounting does no longer report West and East Germany separately. For the busi-
ness cycle statistics we use the post-reuniﬁcation data, but ﬁlter separately before and after this struc-
tural break. NFPBS value added is taken from Bruttowertschoepfung in jeweiligen Preisen, table 3.2.1
of VGR, deﬂated year-by-year by the implicit deﬂator for aggregate value added, table 3.1.1 of VGR (we
apply the same deﬂator to USTAN data). The base year is always 1991. We experiment also with im-
plicit sector-speciﬁc deﬂators for value added from table 3.2.1 and 3.2.2 of VGR, and results are robust
to this. NFPBS gross output is taken from Produktionswerte in jeweiligen Preisen, table 3.2.3 of VGR,
deﬂated year-by-year by the implicit deﬂator for aggregate gross output, gathered from table 3.2.6 of
VGR. NFPBS investment is Bruttoanlageinvestitionen in jeweiligen Preisen from table 3.2.8.1, deﬂated
with the implicit sector-speciﬁc investment price deﬂators given by Bruttoanlageinvestitionen - preis-
bereinigt, a chain index, from table 3.2.9.1, VGR. NFPBS capital is Nettoanlagevermoegen in Preisen von
2000 from table 3.2.19.1, VGR, re-chained to 1991 prices. In both the computation of investment and
capital data for USTAN in the PIM we use the implicit sector and capital good speciﬁc (equipment and
non-residential structures) deﬂators for investment: tables 3.2.8.2, 3.2.9.2., 3.2.8.3 and 3.2.9.3., VGR.W e
also experiment with deﬂating USTAN data with a uniform investment price deﬂator, the Preisindex der
Investitionsgueterproduzenten, source: GP-X002, Statistisches Bundesamt. NFPBS employment is num-
ber of employed, Arbeitnehmer, from table 3.2.13, VGR. Payroll is taken from Arbeitnehmerentgelt, table
3.2.10., VGR, deﬂated by the same general implicit deﬂator for aggregate value added that we use to
deﬂate value added numbers. Aggregate total hours comes from Geleistete Arbeitsstunden der Arbeit-
nehmer, table 2.9, VGR. Finally, real private consumption data are private Konsumausgaben, a chain
45Figure 10: Cyclical Behavior in USTAN and NFPBS



















Notes: Upper panel: time series for the sum of real value added over all ﬁrms in the USTAN sample
and NFBS after detrending with logarithmic ﬁrst differences and a deterministic linear trend. Lower
panel: time series for the sum of real gross output over all ﬁrms in the USTAN sample and NFBS after
detrending with logarithmic ﬁrst differences and a deterministic linear trend.
A.2 Capital Stocks
In order to obtain economically meaningful stocks of capital series for each ﬁrm, we











tii,t.( 1 2 )
The next step is to recognize that capital stocks from corporate balance sheets are
not directly usable for economic analysis for two reasons: 1) accounting depreciation,
da
i,t, in corporate balance sheets is often motivated by tax reasons and typically higher
than economic depreciation, δe
i,t, expressed as a rate; 2) accounting capital stocks are
reported at historical prices. Both effects would lead to an underestimation of the real





index with base year in 1991, from table 3.2 in the VGR.
39We take ﬁrst differences of log value added as well as gross output and then take out for both a de-
terministic linear trend to remove the growth of the USTAN sample over time. The correlation between
only the ﬁrst differences in log value added is still 0.5348, and 0.4966, when an HP(100)-ﬁlter is applied.
40Speciﬁcally, ka
i,t is the sum of balance sheet items ap65, Technische Anlagen und Maschinen, and
ap66,AndereAnlagen,Betriebs-undGeschaeftsausstattung,forequipment; andbalancesheetitemap64,
Grundstuecke, Bauten, for structures. Since balance sheet data are typically end-of-year stock data, no-
tice that ka
i,t is the end-of-period capital stock in year t −1. da
i,t is proﬁt and loss account item ap156,
Abschreibungen auf Sachanlagen und immaterielle Vermoegensgegenstaende des Anlagevermoegens.I n
contrast to ka
i,t, da
i,t is not given for each capital good separately. For the solution of this complication,
see below.






















i,1 is the accounting capital stock in prices of 1991 at the beginning of an un-
interrupted sequence of ﬁrm observations – if for a ﬁrm-year we have a missing in-
vestment observation, the PIM is started anew, when the ﬁrm appears again in the
data set. We estimate δe
t for each year from national accounting data, VGR, separately
forequipmentandnon-residential structures(table 3.1.3, VGR,Nettoanlagevermoegen
nach Vermoegensarten in jeweiligen Preisen, Ausruestungen und Nichtwohnbauten; ta-
ble 3.1.4, VGR, Abschreibungen nach Vermoegensarten in jeweiligen Preisen, Ausrues-
tungenundNichtwohnbauten). VGRcontainssectoralandcapitalgoodspeciﬁcdepre-
ciation data only after 1991, which is why we decided to use only capital good speciﬁc
depreciationratesfortheentiretimehorizon. Forthedatasourcesforinvestmentprice
deﬂators see footnote 38. The drawback of this procedure is that we do not observe di-
rectly capital-good speciﬁc da
i,t in the balance sheets (differently from ka
i,t), so that (12)
is not directly applicable for the two types of capital goods separately. We therefore
split up da
i,t according to the fraction that each capital good accounts for in the book
value of total capital, weighting each capital good by its VGR depreciation rate. Creat-
ing a capital series for both capital goods this way is mainly meant to provide a better
estimate for total capital for each ﬁrm, because we ﬁnally aggregate up both types of
capital into a single capital good at the ﬁrm-level.
There is a ﬁnal complication, which comes through relying on ka
i,1 as the starting











































i,t, φ(0) =1. We stop when for each sector and each capital good category
φ<1.1.
Since for our purposes we want to compute economic, i.e. productive, capital
stocks, we then – as a ﬁnal step – add to the capital stock series from this iterative PIM
the net present value of the real expenditures for renting and leasing equipment and
structures.41
41 Speciﬁcally, we take item ap161, Miet- und Pachtaufwendungen, from the proﬁt and loss accounts,
47A.3 Labor Inputs
A more particular difﬁculty with USTAN data is that information on the number of
employees is only updated infrequently for some companies, as it is not taken directly
from balance sheets, but sampled from supplementary company information. Being
no balance sheet item, the employment data is not constrained by legal accounting
rules and did not undergo consistency checks by Bundesbank staff. However, in order
to compute ﬁrm-level Solow residuals, we need some measure of employment.
We base this measure on the payroll data (wagebilli,t) from the proﬁt and loss
statements (item ap154, Personalaufwand). Payroll data is regulated by accounting
standards and is checked for consistency by the Bundesbank using accounting identi-
ties. Incontrasttothedirectemploymentdata, thepayrolldataisgenerallyconsidered
of high quality. Therefore, we exploit this data to construct a proxy measure for (log)
employment ni,t as follows (with a slight abuse of notation, we use ni,t here for log
employment).
Theideabehindourproxymeasureisthatwecandeterminesectoralaveragewages
even though ﬁrm level employment is measured with error. Since wage bargaining in
Germany is highly centralized, the sectoral average wage is all we need then, since it is
a good proxy for ﬁrm level wages. Therefore, dividing ﬁrm level payroll by the sectoral
average wage recovers true ﬁrm level employment.
Speciﬁcally, we assume that the measurement error in reported log employment,
n∗
i,t,42 is classical and additive:
n∗
i,t =ni,t +εi,t.( 1 8 )
Then we decompose the wage per employee, ωi,t,o fﬁ r mi at time t into two effects.
One is determined by a ﬁrm-time-speciﬁc wage component wi,t, and the other one
being region-, r (i,t), sector-, j (i,t), and size-class-speciﬁc, s(i,t), where j (i,t), r (i,t)
and s(i,t) denote that ﬁrm i belongs to sector j, region r and size-class s at time t,
respectively.43 T h u s ,w ew r i t e
ωi,t = ¯ wj(i,t),r(i,t),s(i,t),t +wi,t. (19)





deﬂate it by the implicit investment good price deﬂator, which we compute, in turn, from tables 3.2.8.1
and 3.2.9.1 from VGR, and then divide it by a measure of the user cost of capital. The latter is simply
the sum of real interest rates for a given year, which - courtesy of the Bundesbank - we compute from
nominalinterestratesoncorporatebondsandex-postCPIinﬂationdata(theseriesisavailablefromthe
authors upon request), and the time-average, accounting capital-good weighted depreciation rate per
ﬁrm.
42We use item ap34, Beschaeftigtenzahl im Durchschnitt des Geschaeftsjahres,t om e a s u r en∗
i,t,w h e r e
available.
43Speciﬁcally, for sectors we use the 2-digit classiﬁcation in Table 24 in Appendix A.1. For size classes
we use terciles of the capital distribution in each year. For the region-speciﬁc wage component we pro-
ceedasfollows: wedivideWestGermanyintothreeregions,accordingtozipcodes: Southwithzipcodes
starting with 7,8,9, except for 98 and 99; Middle with zip codes starting with 4,5,6, except for 48 and 59;
North with zip codes starting with 2,3 as well as 48 and 59. However, not all balance sheets feature zip
code information, which is why we compute  ¯ wj,r,s,t with and without a region component. For those
ﬁrms that do not have zip code information or for those ﬁrms that are in sector-region-size bins with
fewer than 50 observations in a given year, we take the estimate without the region component.
48Then we can estimate a sector-region-size wage component, ¯ wj,r,s,t, as:44
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Wethenusethisestimateoftheaveragewageratetoestimateemploymentonthebasis
of the ﬁrm’s wage bill:







































The second equality stems from using (18). The next to last equality holds, because
one can replace ωit by (19), realizing that the ¯ w, which do not depend on a speciﬁc
ﬁrm, cancel. The last equality holds, because, by construction, the average ﬁrm-level












is negligible. In addition,
since wage bargaining is highly centralized in Germany, also the ﬁrm speciﬁc wage
component, wit, can be expected to be of lesser importance, i.e. the variance σ2
w is
small. In particular it can be expected to be smaller than the initial measurement error
in employment stocks. Therefore our measure of employment, ˆ ni,t, should follow real
employment, ni,t, more closely than n∗
i,t.
To corroborate this claim, we checked our procedure using data from the German
social security records at the Institut fuer Arbeitsmarkt- und Berufsforschung (IAB),
which provide information on the wage bill and employment at the establishment
level. There we observe true employment and wage bills for all plants and the time
1975-2006. Constraining ourselves to the sample period 1975-1998 and to plants with
more than 12 employees, i.e. to data comparable to the one of the USTAN data, we
ﬁnd the correlation between ˆ ni,t and ni,t as well as between Δˆ ni,t and Δni,t to be fairly
high (98% and 94%, respectively). This means that the cross-sectional variance of the
ﬁrm speciﬁc wage innovations σ2
Δw is small (0.0026) compared to the cross-sectional
variance of employment changes (σ2
Δn = 0.0163, σ2
Δˆ n = 0.0162). Finally, a correlation
coefﬁcient between mean(Δni,t) in the USTAN data and the log-change in aggregate
NFPBS employment of 0.653 shows also the quality of our employment measure.
44To estimate  ¯ wj,r,s,t we of course use only those observations, where n∗
i,t, i.e. item ap34,
Beschaeftigtenzahl im Durchschnitt des Geschaeftsjahres, is available.
49A.4 Solow Residual Calculation
With the estimated ﬁrm-level capital stocks and employment levels we can now com-
pute ﬁrm-level Solow residuals from the logged production function (1). In our base-
line speciﬁcation we estimate the factor elasticities, ν and θ, as 1-digit sector-speciﬁc
median, pooled over all ﬁrm-year observations in a sector, expenditure shares.45 Ta-
ble 27 displays the estimated elasticities. Notice that for the aggregate Solow residual
calculation for the baseline simulations, for which we use the data sources speciﬁed
in Footnote 38 in Appendix A.1, we simply use the expenditure shares from manu-
facturing, as manufacturing is still the largest sector within NFPBS (had we used any
weighted median of expenditure shares the result would have been the same).
Table 27: SECTOR-SPECIFIC EXPENDITURE SHARES
ID Sector labor share ν capital share θ
1 Agriculture 0.2182 0.7310
2 Energy & Mining 0.3557 0.5491
3 Manufacturing 0.5565 0.2075
4 Construction 0.6552 0.1771
6 Trade 0.4536 0.2204
7 Transport & Communication 0.4205 0.2896
To check the robustness of our results, we also try alternative speciﬁcations with
predeﬁned elasticities common across sectors. We ﬁrst try a combination of ν and θ,
SR(2), such that a one third share of capital in a CRTS production function and a re-
duced form revenue elasticity of capital of 0.5 are compatible. This implies an implicit
markup of 1.33, if one were to rationalize DRTS with a CRTS production function and
monopolistic competition. We then either ﬁx the revenue elasticity of capital (SR5,
SR3) or ﬁx the one third share of capital in a CRTS production function (SR6, SR4) and
lower the markup. Table 28 summarizes the scenarios.
45We use proﬁt and loss account item ap153, Rohergebnis, for ﬁrm-level value added and deﬂate
it in the baseline scenario with the aggregate value added deﬂator, but experiment also with sector-
speciﬁc value added deﬂators, see Footnote 38 in Appendix A.1 for details. To compute ﬁrm-level ex-
penditure shares, we proceed as follows: the labor share is simply total payroll divided by value added
(ap154/ap153); capital expenditures, which are then again divided by value added, are the sum of the
PIM capital stock and the net present value of renting and leasing expenditures multiplied by the user
cost of capital as speciﬁed in Footnote 41 in Appendix A.2. For ﬁrm-level sales we use proﬁt and loss ac-
count item ap144, Umsatzerloese, and deﬂate it with the aggregate value added deﬂator. For ﬁrm-level
sales we use proﬁt and loss account item ap151, Aufwendungen fuer Roh-, Hilfs-, und Betriebsstoffe und
fuer bezogene Waren, and deﬂate it again with the aggregate value added deﬂator.
50Table 28: OVERVIEW OVER THE DIFFERENT SOLOW RESIDUAL SPECIFICATIONS







Baseline 0.5565 0.2075 0.31 1.32 0.47
SR2 0.5 0.25 0.33 1.33 0.5
SR3 0.6667 0.1667 0.2 1.20 0.5
SR4 0.5556 0.2778 0.33 1.20 0.63
SR5 0.6 0.2 0.25 1.25 0.5
SR6 0.5333 0.2667 0.33 1.25 0.57
A.5 Cross-sectional Dispersion Data
Table 29: CROSS-SECTIONAL DISPERSION DATA FOR THE LOG-CHANGES IN SOLOW
RESIDUALS,V ALUE ADDED AND SALES IN THE BASELINE EMPIRICAL SCENARIO
Year std(Δlog i,t) std(Δlogyi,t) std(Δlogsalesi,t)
1973 0.12204 0.14743 0.17619
1974 0.12784 0.15719 0.20029
1975 0.13017 0.16057 0.20948
1976 0.12285 0.14851 0.2013
1977 0.11902 0.14056 0.18989
1978 0.1182 0.13888 0.19715
1979 0.11875 0.13843 0.18751
1980 0.11945 0.13881 0.18311
1981 0.12397 0.14369 0.18629
1982 0.12395 0.14519 0.18548
1983 0.12137 0.14378 0.18798
1984 0.12086 0.14251 0.18383
1985 0.12065 0.14491 0.18567
1986 0.1212 0.14179 0.1901
1987 0.12028 0.14024 0.18593
1988 0.11673 0.13571 0.18348
1989 0.1143 0.1328 0.17782
1990 0.11868 0.1401 0.18643
1991 0.12155 0.14548 0.18557
1992 0.12014 0.14218 0.18209
1993 0.12166 0.14537 0.19942
1994 0.12075 0.1408 0.18527
1995 0.1184 0.13602 0.18021
1996 0.11722 0.13396 0.17517
1997 0.11203 0.12965 0.176
1998 0.11017 0.13004 0.17971
Notes: std: cross-sectional standard deviation of the within-transformed data. No detrending.
51B Appendix B - Robustness
B.1 Further Robustness on the Empirical Results
Table 30: ROBUSTNESS FOR DIFFERENT SOLOW RESIDUAL SPECIFICATIONS
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
std(Δlog i,t)Baseline 2.67% -0.481 0.120
std(Δlog i,t)SR2 2.71% -0.491 0.122
std(Δlog i,t)SR3 2.39% -0.517 0.120
std(Δlog i,t)SR4 2.56% -0.481 0.123
std(Δlog i,t)SR5 2.51% -0.510 0.120
std(Δlog i,t)SR6 2.62% -0.486 0.122
std(Δlog i,t)Baselinevar1 3.64% -0.591 0.154
std(Δlog i,t)Baselinevar2 2.63% -0.501 0.117
Notes: std: cross-sectional standard deviation, linearly detrended. cv: time series coefﬁcient of varia-
tion. ρ: time series correlation coefﬁcient.
μ: time series average. HP(λ)−Y : Cyclical component of GDP after HP-ﬁltering using smoothing pa-
rameter λ.
Table 30 shows that the three main empirical ﬁndings of this paper – high idiosyn-
cratic uncertainty and countercyclicality as well as small volatility of idiosyncratic un-
certainty – are robust to both different pre-speciﬁed and uniform-across-sectors fac-
tor elasticities in the production function as well as different lag structures in the pro-
duction factors: Baselinevar1 assumes predetermined labor in addition to predeter-
mined capital, whereas Baselinevar2 has both labor and capital productive instanta-
neously. Tables 31 to 36 show the analogous results of Tables 5 to 10 in Section 2.3 for
std(Δlogyi,t)a n dstd(Δlogsalesi,t), respectively.
















Notes: See notes to Table 30. N refers to aggregate employment.
Table 32: MORE ROBUSTNESS
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
iqr(Δlogyi,t) 6.13% -0.413 0.150
std(Δlogyi,t)raw 3.95% -0.394 0.153
std(Δlogyi,t)1973−1990 3.63% -0.675 0.143
std(Δlogyi,t)1977−1998 3.06% -0.235 0.140
iqr(Δlogsalesi,t) 8.22% -0.343 0.162
std(Δlogsalesi,t)raw 4.05% -0.306 0.199
std(Δlogsalesi,t)1973−1990 3.86% -0.440 0.189
std(Δlogsalesi,t)1977−1998 2.73% -0.094 0.185
Notes: See notes to Table 30. iqr stands for interquartile range, which is linearly detrended.
Table 33: RESULTS BY MATERIAL USAGE
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
std(Δlogyi,t)Aggregate 3.73% -0.450 0.142
std(Δlogyi,t)Material Intensity const. 5.94% -0.270 0.117
std(Δlogsalesi,t)Aggregate 3.82% -0.405 0.187
std(Δlogsalesi,t)Material Intensity const. 6.64% -0.277 0.124
Notes: See notes to Table 30. Material Intensity const. refers to ﬁrms whose material expenditures over
sales
mi,t
salesi,t have changed by less then one percentage point in absolute terms.
53Table 34: RESULTS BY SECTOR
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
std(Δlogyi,t)Aggregate 3.73% -0.450 0.142
std(Δlogyi,t)AGR 4.24% 0.044 0.176
std(Δlogyi,t)MIN/ENE 11.39% -0.221 0.116
std(Δlogyi,t)MAN 5.03% -0.579 0.140
std(Δlogyi,t)CON 4.77% -0.614 0.150
std(Δlogyi,t)TRD 3.48% -0.057 0.141
std(Δlogyi,t)TRA/COM 4.30% 0.116 0.151
std(Δlogsalesi,t)Aggregate 3.82% -0.405 0.187
std(Δlogsalesi,t)AGR 10.14% -0.060 0.217
std(Δlogsalesi,t)MIN/ENE 18.12% 0.047 0.118
std(Δlogsalesi,t)MAN 4.66% -0.506 0.170
std(Δlogsalesi,t)CON 6.99% -0.064 0.328
std(Δlogsalesi,t)TRD 5.93% -0.267 0.176
std(Δlogsalesi,t)TRA/COM 8.06% -0.27 0.174
Notes: See notes to Table 30. AGR: Agriculture; MIN/ENE: Mining & Energy; MAN: Manufacturing; CON:
Construction; TRD: Trade (Retail & Wholesale); TRA/COM: Transportation & Communication.
Table 35: RESULTS BY FIRM SIZE
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
std(Δlog i,t)Aggregate 2.67% -0.481 0.120
Capital
std(Δlog i,t)SMALL33 1.95% -0.401 0.131
std(Δlog i,t)SMALL75 2.44% -0.456 0.124
std(Δlog i,t)SMALL95 2.66% -0.472 0.121
std(Δlog i,t)LARGE05 4.71% -0.464 0.106
Value Added
std(Δlog i,t)SMALL33 1.99% -0.482 0.134
std(Δlog i,t)SMALL75 2.41% -0.478 0.124
std(Δlog i,t)SMALL95 2.63% -0.478 0.121
std(Δlog i,t)LARGE05 4.90% -0.436 0.100
Notes: See notes to Table 30. SMALL33 refers to the smallest 33% ﬁrms in a given year, SMALL75 to the
smallest 75%, etc. if size is measured in capital stock and real value added, respectively.
54Table 36: RESULTS BY FIRM PRODUCTIVITY
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
std(Δlogyi,t)Aggregate 3.73% -0.450 0.142
std(Δlogyi,t)First Quartile 3.00% -0.743 0.150
std(Δlogyi,t)Second Quartile 3.58% -0.479 0.136
std(Δlogyi,t)Third Quartile 4.77% -0.381 0.135
std(Δlogyi,t)Fourth Quartile 4.55% -0.211 0.142
std(Δlogsalesi,t)Aggregate 3.82% -0.405 0.187
std(Δlogsalesi,t)First Quartile 4.80% -0.297 0.206
std(Δlogsalesi,t)Second Quartile 4.65% -0.225 0.193
std(Δlogsalesi,t)Third Quartile 6.35% -0.357 0.175
std(Δlogsalesi,t)Fourth Quartile 4.88% -0.349 0.168
Notes: See notes to Table 30. First Quartile refers to the 25% least productive ﬁrms in a given year, when
measured in ﬁrm-level Solow residuals, Second Quartile to the ﬁrms with productivity in the 25%-50%
range, etc.
We next provide further evidence for the robustness of the three empirical ﬁnd-
ings of this paper to sample selection and variable construction. First, we use sector-
speciﬁc price deﬂators for value added instead of the aggregate one (for sources see
Footnote 38 in Appendix A.1). Second, we use an aggregate price deﬂator for invest-
ment goods (see Footnote 38 in Appendix A.1 for details) in the perpetual inventory
method instead of sectoral deﬂators separately for equipment and structures. Third,
we employ a stricter outlier removal criterion of 2.5 standard deviations around the
ﬁrm- and year-speciﬁc mean in Solow residual and value added innovations, as well as
investment rates and employment changes. Fourth, we use a more liberal outlier crite-
rion using 5 standard deviations instead of 3.46 Fifth, we employ a speciﬁcation, where
we assume that an outlier above 3 standard deviations means a merger and, subse-
quently, treat these ﬁrms as new ﬁrms in addition to removing them in the year, where
the outlier occurs. Sixth, we use all the ﬁrms that we observe at least twice with ﬁrst
differences.47 Finally, we carry out a more standard perpetual inventory method that
simplyusesthereportedcapitalstocksintheﬁrstyearofobservationforaﬁrm,instead
of solving a ﬁxed point problem in correction factors (see Appendix A.2 for details). As
one can see from Table 37, the results are robust to all these alternative sampling pro-
cedures.
46This lowers the number of dropped ﬁrm-year observations due to outliers in factor and value added
changes from 41,453 to 17,205, and the ones due to outliers in Solow residual changes from 18,978 to
5,526. This leaves the total number of ﬁrm-year observations at 908,476 and the total number of ﬁrms
in the sample at 76,464.
47This lowers the number of dropped ﬁrm-year observations due to not satisfying the minimum ob-
servation requirement from 417,550 to 158,950. This leaves the total number of ﬁrm-year observations
at 971,308 and the total number of ﬁrms in the sample at 114,528.
55Table 37: MORE ROBUSTNESS
Cross-sectional Moment cv(·) ρ(·,HP(100)−Y ) μ(·)
std(Δlog i,t)Baseline 2.67% -0.481 0.120
std(Δlog i,t)Sectoral Deﬂators for VA 2.66% -0.483 0.120
std(Δlog i,t)Uniform price index for I-goods 2.68% -0.480 0.120
std(Δlog i,t)Stricter outlier removal 2.51% -0.499 0.109
std(Δlog i,t)Looser outlier removal 2.88% -0.476 0.150
std(Δlog i,t)Stricter Merger Criterion 2.69% -0.485 0.118
std(Δlog i,t)Shorter in sample 2.46% -0.485 0.122
std(Δlog i,t)Standard Perpetual Inventory 2.64% -0.492 0.119
Notes: See notes to Table 30.
Figure 11: Time Series of the Dispersions of Firm-Level Value Added and Sales Innova-
tions (Normalized by the Average Dispersion) and the Cyclical Component of GDP


















Notes: See notes to Table 30.
56Figure 12: Scatter Plot between the Cross-sectional Dispersion of Firm-Level Solow
Residual Innovations and the Cyclical Component of GDP
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Figure 13: Scatter Plots between the Cross-sectional Dispersion of Firm-Level Value
Added/Sales Innovations and the Cyclical Component of GDP
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57B.2 Further Robustness on the Simulation Results
In this subsection, we provide further robustness on our three quantitative results: the
inabilityofthepure‘RiskModel’toproducerealisticbusinesscycles;thesmallchanges
in the second moment analysis that adding uncertainty shocks to a standard ﬁrst mo-
ment shock ‘RBC Model’ brings; and the interpretation of these changes as largely due
to a bad news effect that uncertainty shocks entail. We start by increasing the risk
aversion parameter from one to three (Table 38). Technically, with the separable fe-
licity speciﬁcation in (6) there is no balanced growth path with CRRA=3. The model
remains, however, consistent with balanced growth, if the disutility of leisure grows
with the steady state growth rate, γ, and the fundamental discount rate is accordingly
adjusted. Second (Table 39), we cut the steady state ﬁrm-level uncertainty, ¯ σ( ), by
half, from 0.1201 to 0.06. This scenario is relevant, if one were to attribute some part
of the measured ¯ σ( ) to measurement error in ﬁrm-level Solow residuals. Notice that
we leave the volatility of the uncertainty process unchanged. Third (Table 40), we in-
crease the persistence of the ﬁrm-level Solow residual process from 0.95 to 0.98, bring-
ing it closer to a random walk. Fourth (Table 41), we experiment also with weighted
average expenditure shares instead of using the ones from the manufacturing sector,
both weighted with value added and with employment/capital and using USTAN and
NFPBS weights. To come up with a single number for each factor elasticity, we sim-
ply take the median of these four weighted averages and end up using ν = 0.5229 and
θ = 0.2352. In this scenario, we re-estimate the aggregate driving force (2) and also re-
calibrate the adjustment costs factor, ¯ ξ, to 0.3. Fifth (Table 42), we lower the implied
mark-up (to 1.20) – or equivalently increase the capital elasticity of the revenue func-
tion (to 0.63) –, and set ν = 0.5556, θ = 0.2778 for all sectors both in the calculation of
the ﬁrm-level and aggregate Solow residuals as well as in the model simulations. We
again re-estimate the aggregate driving force (2) and also recalibrate the adjustment
costs factor, ¯ ξ, to 0.3. Sixth (Table 43), we compare the baseline results with the ones
from a seemingly unrelated regressions (SUR) speciﬁcation for the aggregate driving
force, (2), i.e. a speciﬁcation, where the off-diagonal elements of  A are restricted to
zero. This is interesting for two reasons: ﬁrst, this speciﬁcation mitigates somewhat
the obvious problems with estimating a bivariate VAR with 7 independent parameters
from 2×26 data points. We show that both the actual estimates of the remaining VAR
parametersaswellastheimplicationsforoursimulationresultsareremarkablyrobust.
Secondly, Table 43 shows that most of the changes between the ‘RBC Model’ and the
‘Full/News Model’ are mainly due to the interaction effect between aggregate Solow
residuals and ﬁrm-level uncertainty, that in the unrestricted baseline speciﬁcation is
embodied in the negative VAR coefﬁcient of tomorrow’s (but known today) ﬁrm-level
uncertainty on tomorrow’s aggregate Solow residual, an effect that we identiﬁed as a
bad news effect.
58Table 38: AGGREGATE BUSINESS CYCLE STATISTICS - CRRA=3
Full News RBC- Risk
Model Model Model Model
Volatility
of Output 3.73% 3.93% 2.71% 0.30%
Volatility of aggregate variables relative to output volatility
Consumption 0.14 0.13 0.20 0.35
Investment 5.46 5.51 5.10 6.47
Employment 0.72 0.73 0.60 1.77
Persistence
Output 0.39 0.44 0.29 0.27
Consumption 0.66 0.64 0.52 0.44
Investment 0.35 0.41 0.26 0.17
Employment 0.28 0.36 0.31 0.14
Contemporaneous Correlation with Aggregate Output
Consumption 0.77 0.79 0.83 -0.31
Investment 0.99 0.99 0.99 0.97
Employment 0.93 0.95 0.84 0.82
Notes:
Business cycle statistics of aggregate output, consumption, investment and employment. Employment
inthemodelincludestheamountoflaborusedtoadjusttheﬁrms’capitalstocks. Allvariablesarelogged
and then HP-ﬁltered with a smoothing parameter of 100. The numbers come from a simulation of the
model over T = 1500 periods. Volatility is percentage standard deviation. Persistence refers to the ﬁrst
order autocorrelation.
59Table 39: AGGREGATE BUSINESS CYCLE STATISTICS -H ALF ¯ σ( )
Full News RBC- Risk
Model Model Model Model
Volatility
of Output 3.88% 4.02% 3.03% 0.21%
Volatility of aggregate variables relative to output volatility
Consumption 0.36 0.34 0.41 0.78
Investment 4.35 4.47 4.10 7.89
Employment 0.72 0.74 0.67 1.56
Persistence
Output 0.44 0.46 0.31 0.44
Consumption 0.61 0.60 0.48 0.37
Investment 0.38 0.42 0.27 0.23
Employment 0.37 0.41 0.26 0.22
Contemporaneous Correlation with Aggregate Output
Consumption 0.92 0.91 0.92 -0.35
Investment 0.99 0.99 0.98 0.90
Employment 0.98 0.98 0.97 0.87
Notes: See notes to Table 38. ¯ σ( ) is 0.0600, instead of 0.1201 as in the baseline calibration.
Table 40: AGGREGATE BUSINESS CYCLE STATISTICS - ρI =0.98
Full News RBC- Risk
Model Model Model Model
Volatility
of Output 4.23% 4.32% 3.22% 0.18%
Volatility of aggregate variables relative to output volatility
Consumption 0.29 0.28 0.36 0.92
Investment 4.87 4.92 4.49 7.16
Employment 0.77 0.78 0.72 1.50
Persistence
Output 0.43 0.46 0.31 0.56
Consumption 0.68 0.67 0.55 0.42
Investment 0.37 0.41 0.26 0.26
Employment 0.36 0.40 0.26 0.24
Contemporaneous Correlation with Aggregate Output
Consumption 0.81 0.82 0.84 0.02
Investment 0.98 0.98 0.97 0.79
Employment 0.98 0.98 0.96 0.72
Notes: See notes to Table 38.
60Table 41: AGGREGATE BUSINESS CYCLE STATISTICS - ν=0.5229 ANDθ =0.2352
Full News RBC- Risk
Model Model Model Model
Volatility
of Output 3.91% 4.08% 3.15% 0.28%
Volatility of aggregate variables relative to output volatility
Consumption 0.30 0.29 0.36 0.78
Investment 4.25 4.29 3.97 5.86
Employment 0.77 0.78 0.72 1.38
Persistence
Output 0.39 0.43 0.32 0.62
Consumption 0.66 0.65 0.56 0.56
Investment 0.32 0.38 0.27 0.39
Employment 0.30 0.37 0.27 0.35
Contemporaneous Correlation with Aggregate Output
Consumption 0.82 0.83 0.85 0.05
Investment 0.98 0.98 0.98 0.84
Employment 0.97 0.98 0.96 0.77
Notes: See notes to Table 38. ν = 0.5229 and θ = 0.2352 are used for computing aggregate Solow
residuals and in the model simulations (ﬁrm-level Solow residuals are unchanged compared to the











. The univariate AR(1)-processes for the ‘RBC Model’ and the ‘Risk Model’, respec-
tively, are: autocorrelation: 0.5283 and 0.5685; standard deviation of the innovation: 0.0186 and 0.0028.
The adjustment costs factor, ¯ ξ, is re-calibrated to 0.3.
61Table 42: AGGREGATE BUSINESS CYCLE STATISTICS -L OWER MARKUP,L OWER CURVA-
TURE
Full News RBC- Risk
Model Model Model Model
Volatility
of Output 4.54% 4.75% 3.42% 0.38%
Volatility of aggregate variables relative to output volatility
Consumption 0.26 0.24 0.32 0.72
Investment 3.81 3.82 3.55 4.74
Employment 0.80 0.81 0.75 1.29
Persistence
Output 0.40 0.45 0.31 0.66
Consumption 0.69 0.67 0.59 0.63
Investment 0.34 0.41 0.27 0.52
Employment 0.33 0.41 0.27 0.48
Contemporaneous Correlation with Aggregate Output
Consumption 0.75 0.78 0.80 0.08
Investment 0.98 0.99 0.98 0.87
Employment 0.98 0.98 0.97 0.78
Notes: SeenotestoTable38. ν=0.5556andθ =0.2778aresetforallsectors. Themarkupisnow1.20,the
capital elasticity of the revenue function 0.63. Both ﬁrm-level and aggregate Solow residuals are recom-











The univariate AR(1)-processes for the ‘RBC Model’ and the ‘Risk Model’, respectively, are: autocorrela-
tion: 0.5267 and 0.5762; standard deviation of the innovation: 0.0186 and 0.0027. The adjustment costs
factor, ¯ ξ, is re-calibrated to 0.3.
62Table 43: AGGREGATE BUSINESS CYCLE STATISTICS -S U R
Full Full News News RBC
Model Model Model Model Model
SUR SUR
Volatility
of Output 4.05% 3.12% 4.25% 3.19% 3.18%
Volatility of aggregate variables relative to output volatility
Consumption 0.31 0.43 0.30 0.37 0.38
Investment 4.74 4.42 4.79 4.48 4.39
Employment 0.75 0.71 0.76 0.71 0.70
Persistence
Output 0.42 0.20 0.46 0.23 0.31
Consumption 0.67 0.58 0.66 0.54 0.54
Investment 0.34 0.11 0.41 0.17 0.25
Employment 0.33 0.10 0.40 0.17 0.25
Contemporaneous Correlation with Aggregate Output
Consumption 0.83 0.80 0.85 0.85 0.86
Investment 0.98 0.95 0.98 0.95 0.97
Employment 0.97 0.93 0.98 0.96 0.96
Notes: See notes to Table 38. SUR means a speciﬁcation of the aggregate driving force, where the off-











Recall that the autocorrelation for the ‘RBC Model’ is 0.5259, and the standard deviation of the innova-
tion is 0.0182.
63This section concludes by displaying the impulse responses – both for the data and
‘Full Model’ as well as ‘News Model’ – with respect to a ﬁrst moment shock, i.e. an
innovation to aggregate Solow residuals, in the same SVARs that we estimated and dis-
cussed in Section 5.1. Speciﬁcally, we show the impulse responses for aggregate out-
put, consumption, the aggregate investment rate, aggregate employment, total hours
and the real wage. Except for the general excess volatility that our baseline calibra-
tion suffers from, data and model impulse responses are very similar and theoretically
reasonable.
Figure 14: Impulse Responses to a Shock in the Aggregate Solow Residual





























Notes: Impulse response functions from SVAR estimations of the linearly detrended aggregate Solow
residual (ordered ﬁrst), the linearly detrended idiosyncratic uncertainty (ordered second) and some
other HP(100)-ﬁltered aggregate variable, such as output, consumption, etc. (ordered third). The ag-
gregate investment rate is linearly detrended. The dotted lines reﬂect 95% conﬁdence bounds for the
estimates from the data from 10,000 bootstrap replications. Estimates from data are in red, estimates
from simulated data in blue (‘Full Model’) and green (‘News Model’), respectively. Estimates from simu-
lated data are the average of 60 impulse response functions estimated on 60 independent time series of
T =26, the length of our sample.
64Figure 15: Impulse Responses to a Shock in the Aggregate Solow Residual





























Notes: See notes to Figure 14.
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