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RESUMEN 
En el presente trabajo de investigación se analiza los requerimientos de usuarios, para 
diseñar e implementar en una maqueta un sistema demótico que permita el control de 
iluminación de los distintos sectores del hogar mediante voz, con el fin de mejorar su 
confort. Una de las alternativas existentes para el desarrollo de estos sistemas que sean 
capaces de realizar un reconocimiento eficiente de la voz; esta nueva alternativa se 
fundamenta en la aplicación de la tecnología de Redes Neuronales Artificiales al campo 
del Procesamiento Digital de Señales. 
Debido a que personas discapacitadas actualmente no cuentan con el manejo de 
iluminación de su recinto por control de voz, es por ello se plantea como medida de 
solución la construcción de un Sistema de Control de Luces por reconocimiento de voz, 
para así adaptar los datos y equipos que se tienen en información, y esa información en 
conocimiento relevante para la construcción del Sistema. 
En el Capítulo 1 se mencionan los datos Generales de la Vivienda que se tomara 
referencia, para posteriormente en el Capítulo 11 hablar sobre la problemática en la que 
se basa la presente investigación, luego en el Capítulo 111 se detalla el marco 
metodológico, hipótesis y variables. En el Capítulo IV se hace una recopilación de todo 
el marco teórico necesario para la investigación, y así en el Capítulo V desarrollar la 
propuesta en base a la metodología elegida para finalmente en el Capítulo VI evaluar 
los resultados, costos y beneficios de la investigación realizada. En el Capítulo VIl se 
postulan las conclusiones a las que se llega en base a la investigación realizada, y así 
finalmente en el Capítulo VIII detallar algunas recomendaciones. 
Palabras claves: Demótico, Redes Neuronales Artificiales, Reconocimiento de voz 
ABSTRACT 
In the present investigation work, we analyze user requirements to design and implement 
in a model an informatics system dome which enables the illumination control of any 
sector in the house using a voice pattern, all of this with the objective of improving your 
comfort. One of the existing alternatives for the development for one of these systems 
which are capable of performing an efficient voice pattern recognizing; this new 
alternative is based in the application of the Artificial Neuronal Net Technology to the 
Digital Processing Signals Field. 
Because of the lnvalid People that currently do not have an illumination control using 
voice patterns in their houses, it is proposed as a solution the construction of the 
illumination control with voice recognizing pattern, so all data and equipment can be 
adapted with all relevant information for the system. 
In chapter 1, it is mentioned that general data from the house will be taken as reference, 
so afterwards in chapter 2 it will be possible to discuss the problematic involving this 
investigation, then in Chapter 3, the methodological framework, hypothesis and variables 
will be detailed. In chapter 4, a compilation of all theoretical frameworks will be created 
so in chapter 5 the chosen methodology proposed will be develop. In chapter 6 all kinds 
of results, costs or benefits related to the investigation will be evaluated. Finally in 
chapter 7 the conclusions are postulated taking in consideration the investigation in 
which all previous chapters are involved. Chapter 8 will only display sorne detailed 
recommendations. 
Keywords: automation, artificial neural networks, speech recognition 
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INTRODUCCIÓN 
El presente trabajo de investigación, se refiere al tema de demótica, que se puede definir 
"A la instalación e integración de varias redes y dispositivos electrónicos en la vivienda, 
que permiten automatizar actividades cotidianas de forma local o remota a la vivienda o 
el conjunto de sistemas capaces de automatizar una vivienda, aportando servicios de 
gestión energética, seguridad, bienestar y comunicación, y que pueden estar integrados 
por medio de redes interiores y exteriores de comunicación, cableadas o inalámbricas, 
y cuyo control goza de cierta ubicación desde dentro y fuera del hogar". (Telmo Saúl 
Guamán Espinoza. (2004). La Domótica de Universidad Politécnica Salesiana, Cuenca 
-Ecuador) 
Esto de una forma u otra va facilitando el ahorro energético en los hogares, ya que se 
puede manipular mediante inteligencia artificial la iluminación, la climatización y otros 
equipos electrodomésticos, de tal manera mejorando el uso de los recursos naturales, 
así como también mejorando el costo que resulta en los consumos del hogar en los 
recibos de luz. Por otra parte el monitorear o darle seguimiento los consumos, da como 
resultado una información necesaria para cambiar los hábitos y ser eficiente en el uso 
del alumbrado 
La principal característica que ofrece un sistema demótico es la forma de conexión de 
diferentes elementos y ofrecer comodidad para las personas que se encuentren en dicha 
vivienda 
La investigación de esta problemática social surgió por el interés de implementar 
maneras de ayudar y permitir a las personas discapacitadas, automatizar su entorno, es 
por ello que viendo las bondades de la tecnología y limitantes de individuos 
discapacitados, se ha promovido el desarrollo de este proyecto que permita explotar las 
potencialidades, que un individuo discapacitado posee, para que con ellas supere las 
adversidades de su diario vivir. No dejando de lado aquellas personas que no poseen 
ningún tipo de discapacidad, ayudando a éstos a disfrutar de un mayor confort en su 
vivienda, como también nuestro interés académico por impartir temas innovadores. 
El hecho de poder manejar una computadora, le permite tener una serie de herramientas 
a su disposición que mejoraran su calidad de vida. Uno de los objetivo de esta tecnología 
de reconocimiento de voz, es el mejorar la experiencia del usuario y aumentar los niveles 
de accesibilidad. Los beneficios del uso de estas tecnologías, en la vida diaria de 
muchas personas discapacitadas, son más que obvios. 
-----------------------·-------·------ .. --
Pero aun con todos los beneficios que la automatización de la vivienda posee no se ha 
tenido la difusión esperada. Esto se debe principalmente a la desinformación por parte 
de la sociedad sobre las tecnologías existentes y a sus aplicaciones prácticas. Además 
el elevado costo de adquisición e instalación es otro factor apremiante. 
El objetivo principal de la tesis es desarrollar un sistema demótico básico, que registre 
la voz y poder acceder a ella fácilmente con la mínima manipulación del equipo. 
CAPITULO 1 
14 
Datos Generales de la Organización 
1.1. Situación del inmueble 
Tipo vía 
Distrito 
Provincia 
Dirección 
Coordenadas geográficas 
1.2. Descripción del inmueble 
Urbanización 
Chiclayo 
Chiclayo 
Santa Angela MZ A lote 12 
e· 46' 50" s 79· 50' 49" o 
Figura 1: Datos del inmueble 
Fuente: elaboración propia 
La casa demótica consta de una única planta con dos dormitorios, un salón (con salida 
a una estupenda terraza en la que tenemos un jardín) una sala comedor, un cuarto de 
baño y un garaje. 
Se automatizará lo siguiente: 
Control de iluminación: el encendido de las luces si hay alguien en casa, podrá atribuir 
por órdenes la iluminación que el desee. 
A continuación se detallan las superficies a tener en cuenta: 
• Dormitorio 1: 16.00 m2 
• Dormitorio 2: 14.15m2 
• Sala comedor: 30.11 m2 
• Cocina: 15.20 m2 
• Cuarto de baño: 3.04 m2 
• Terraza: 42.44 m2 
• Garaje: 30.08 m2 
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CAPITULO 11 
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Problemática de la Investigación 
2.1. Realidad problemática 
2.1.1. Planteamiento del problema 
Actualmente en una vivienda de la urbanización Santa Ángela de la Ciudad de 
Chiclayo se realiza el control de la iluminación mediante interruptores, esto 
permite encender o apagar las luces y en algunos casos controlar su intensidad, 
ya sea de una habitación o simplemente una lámpara que esté conectada a una 
toma de corriente eléctrica, la forma de encendido y apagado es trivial siempre 
que éstas personas puedan realizarla sin problemas o dificultades, y 
efectivamente éstos interactúan con los objetos de su residencia de manera 
natural y simple, puesto que el medio en el que se encuentra fue ideado y 
construido para ser utilizado de esta forma. 
Desafortunadamente, no todos los individuos consideran la tarea mencionada 
como algo trivial, pues por causa de algún impedimento físico, en otras palabras 
personas discapacitadas, experimentan dificultades para realizar con facilidad 
tareas aparentemente sencillas, por lo tanto, en ambientes preparados para 
"todos" en forma inclusiva, el acto de encender y apagar luces debería presentar 
alternativas sencillas y accesibles. 
Es muy importante que la tecnologia facilite la vida de las personas, en especial 
de aquellas con capacidades especiales, para que alcancen una mejor calidad 
de vida, es por eso que la Domotica se ocupa del control de dispositivos dentro 
de las residencias para que las personas puedan tener un mejor control sobre 
ellas. La incorporacion del reconocimiento de voz a la Demótica facilita la forma 
de comunicación con los sistemas de control al permitir comandos mediante la 
voz. Esto en el contexto adecuado, permite tambien la accesibilidad a los 
controles a personas con dificultades de movilidad por restricciones físicas, pero 
con uso pleno de la voz. 
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2.2. Formulación del problema 
¿La aplicación de una Red Neuronal para el control demótico de encendido de 
luces permitirá mejorar la calidad de vida de personas en una vivienda de la 
Urbanización Santa Ángela? 
2.3. Justificación e importancia de la investigación 
Una de las tantas causas que extiende este problema es que en la mayoría de 
la vivienda de nuestro país donde habitan personas discapacitadas el alumbrado 
de los distintos sectores de la casa, están hechas para personas que no poseen 
discapacidad; y es ahí donde radica la poca facilidad de manipular su sistema de 
iluminación de estas personas 
Como se puede saber y ver en la actualidad la electrónica en conjunto con la 
informática facilitan en gran parte la vida de las personas, y en esta ocasión 
nuestra investigación se ha enfocado en personas" discapacitadas". Por lo cual 
este proyecto de iluminación activado por medio de comandos de voz servirá de 
gran ayuda para estas personas que tengan cualquier tipo de discapacidad, pero 
que con respecto a su voz no tenga ninguna complicación 
Si este proyecto no se realizase, es probable que los demás sistemas domoticos 
actuales demoren tiempo en establecerse lo suficiente como para llevarlo como 
una alternativa de forma real para personas discapacitadas, haciendo que las 
dificultades que estas presentan al momento de desplazarse por los ambientes 
de su casa, quedan sin solución. Tal como se expuso anteriormente, los sistemas 
actuales referidos a este tema, en su mayoría no permiten la utilización de los 
artefactos que ya se encuentran en la vivienda y por lo tanto se debe de comprar 
nuevos artefactos que cumplan con las referencias y requerimientos de lo que 
se desea ejecutar. Sin duda alguna esto último aumenta los costos establecidos 
cuando se toman en cuenta este tipo de soluciones 
Lo beneficioso de este sistema es que permitira que personas con discapacidad, 
aumentar su grado de confort, lograr desarrollar un sistema de automatizacion 
del alumbrado de casa de costo accesible y de instalaciones electricas lo mas 
sencillo posible, que las personas discapacitadas tengan facil acceso a este 
sistema la mayor cantidad de aparatos comúnmente disponibles en el hogar, 
evitando la adquisición de dispositivos especiales y reducir la necesidad de 
19 
supervisión constante, mejorando de esta forma su calidad de vida. Además, el 
sistema será de relativamente bajo costo. 
El sistema creado se basa en el reconocimiento de voz, el cual ha evolucionado tanto 
que hoy en día, es ya un hecho; sin embargo, la utilización de la tecnología de Redes 
Neuronales Artificiales abre nuevas expectativas al reducir la complejidad de los 
algoritmos y la forma en que se lleva a cabo. Se presenta de esta forma una nueva 
alternativa de investigación que sin duda conlleva la consecución de resultados 
sorprendentes en este campo tan importante e interesante denominado Reconocimiento 
de Voz. "~~it~ti~~:-., 
,•;_ .:;_')'!- n. -9~'-~. 
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2.4.1. Objetivo general "':;;.~!.,UfEtJI. '>E. / 
...,:.~ ............ 
Aplicación de una Red Neuronal en el control demótico de encendido de 
luces, con conexión a un dispositivo electrónico, que permita mejorar la 
calidad de vida de personas con movilidad limitada en una vivienda de la 
Urbanización Santa Ángela. 
2.4.2. Objetivos específicos 
• Diseñar una red neuronal para el reconocimiento de voz que 
servirá en el control demótico de encendido de luces. 
• Diseñar el circuito electrónico prototipo que se adapte a las 
instalaciones que se realizara en la maqueta de la vivienda. 
• Elaborar la maqueta de un sistema demótico que controle 
iluminación de los distintos sectores del hogar. 
• Conectar los dispositivos electrónicos y controlar la placa Arduino 
UNO al software Matlab. 
• Diseñar las interfaces del programa en Matlab que servirá para el 
control demótico de encendido de luces. 
• Elegir el algoritmo de reconocimiento de voz más óptimo y 
codificar la interacción con las demás interfaces del sistema. 
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2.5. Limitaciones de la investigación 
El presente proyecto cuenta con limitaciones que a continuación se detallan. 
l> A pesar de que este sistema ha sido pensado para ser utilizado por un amplio 
número de personas con distintos tipos de discapacidades, en algunos casos 
extremos, como es el caso de personas ciegas, sordomudas, este sistema 
podría no ajustarse a sus necesidades particulares, debido principalmente al 
importante número de restricciones que éstas presentan. 
)> Respecto a la interfaz de reconocimiento de voz, se debe decir que puede no 
ser utilizable en caso de personas que presenten ciertos timbres o temblores 
en la voz producto de la vejez o enfermedad. 
)> Puesto que el sistema propuesto se enmarca dentro de una investigación, es 
que no se incluyen pruebas formales del sistema, ya que el resultado sólo es 
un software y circuito "Prototipo", y sólo se realizarán pruebas funcionales. Esto 
debido principalmente a que este software no pasará por la etapa de 
implantación y el tiempo empleado en resolver problemas puntuales, que no 
pongan en riesgo la funcionalidad, pueden retrasar toda la investigación en 
general. 
)> Se necesita conocimientos previos a la programación de los lenguajes 
ocupados. 
)> El Sistema Domotico no podrá manejarse a distancia o a control remoto. 
)> Se necesita conocimientos de electrónica para poder ensamblar dicho proyecto 
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CAPITULO 111 
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Marco Metodológico 
3.1. Tipo de investigación 
Tecnológica-Formal. 
3.2. Hipótesis 
La aplicación de una Red Neuronal para el control demótico es capaz de 
automatizar de manera óptima el encendido de luces mejorando 
significativamente la vida de las personas con movilidad limitada en una 
vivienda de la Urbanización Santa Ángela. 
3.3. Variables 
3.3.1. Variable dependiente 
Variable 
dependiente 
CONTROL 
DOMÓTICO DE 
ENCENDIDO DE 
LUCES EN UNA 
VIVIENDA DE LA 
URBANIZACIÓN 
SANTA ÁNGELA 
Descripción Indicador 
Sistema automatizado que permitirá el 
alumbrado de la vivienda. Se detalla el Resultado de 
datos del 
funcionamiento de dicho sistema que como sistema 
resultado generará el encendido y apagado neuronal 
de luces, el cual beneficiará a los 
integrantes de la vivienda ubicada en la 
urbanización Santa Ángela. Se considera 
para ello la actividad diaria de los 
integrantes del recinto y las condiciones 
existentes su entorno. Se utilizan Redes de 
Neuronas Artificiales como clasificador de 
entradas (patrones) para el reconocimiento 
de voz. Y así genere directamente 
instrucciones de encendido y apagado de 
luces. 
Tabla 1: Variable dependiente 
Fuente: Elaboración propia 
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3.3.2. Variable independiente 
Variable 
independiente 
APLICACIÓN DE UNA 
RED NEURONAL 
Definición Indicador 
Sistema Informático en Elección del modelo de red, y 
el cual utilizando redes obtención del conjunto de variables 
neuronales permite significativas para la resolución del 
automatizar el problema 
encendido de luces de 
una vivienda basado Desarrollo de la arquitectura neuronal 
en plataforma Arduino 
Selección de los patrones de 
e implementado en 
aprendizaje 
Matlab. 
Selección de patrones de test 
Entrada y salida de datos del sistema 
neuronal 
Tabla 2: Variable independiente 
Fuente: Elaboración Propia 
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Marco Teórico 
4.1. Antecedentes de la investigación 
4.1.1. Antecedentes en el contexto internacional 
-TÍTULO: "Reconocimiento de Voz usando Redes Neuronales Artificiales 
backpropagation y Coeficientes LPC- México . D. F" 
- AUTORES: Luis. A. Cruz-Beltrán y Marco. A. Acevedo-Mosqueda 
-Año: 2008 
- CONCLUSIONES: 
Luis. A. Cruz-Beltrán y Marco. A. Acevedo-Mosqueda concluyeron que con el 
sistema propuesto se tiene un buen funcionamiento para esta aplicación ya 
que obtienen un reconocimiento de los hablantes del 1 00% como se da a 
notar en su tabla de resultados. Cabe destacar que el procedimiento para la 
obtención de los valores de los parámetros empleados en el diseño de la RNA 
Backpropagation no existen como tales bien definidos, sin embargo, los 
valores propuestos en este trabajo fueron obtenidos a prueba y error 
dándonos cuenta de cómo la tasa de aprendizaje y la elección correcta de los 
pesos iniciales influye mucho en el resultado obtenido. Podemos observar que 
con sólo 4 coeficientes es suficiente para aproximar correctamente una señal 
de voz. El sistema propuesto presenta una estructura fácil de desarrollar y su 
complejidad matemática es mínima, por lo que puede tener diversas 
aplicaciones en el campo de la identificación y verificación de hablantes. 
-TÍTULO: "Reconocimiento de voz para un control de acceso mediante Red 
neuronal de retroprogagacion - México" 
- AUTORES: Sara Eunice Rascón Montiel 
-Año: 2009 
- CONCLUSIONES: 
Sara Rascón al finalizar su investigación pudo afirmar que con un sistema de 
control de acceso aplicando la tecnología biométrica fisiológica, como lo es el 
reconocimiento de la voz humana se puede lograr una identificación y 
autenticación de ella misma. 
Alguna razones llevan a concluir que en una aproximación por redes 
neuronales es una solución apropiada para el problema de reconocimiento de 
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voz, en primer lugar debido a que la voz tiene patrones perfectamente 
delimitados por los fonemas registrados; en segundo lugar, dado que las 
redes neuronales son adaptativas y entrenables, con muestras de voz 
grabadas en archivos se pueden tener las características necesarias para 
permitir una salid de la red idónea 
4.1.2. Antecedentes en el contexto nacional 
-TÍTULO: "Extracción De Características En El Procesamiento Digital De Una 
Señal Para El Mejoramiento Del Reconocimiento Automático Del Habla 
Usando Wavelets" 
- AUiORES: Jorge Luis Guevara Díaz y Juan Orlando Salazar Campos 
-Año: 2007 
-CONCLUSIONES: 
Se concluyó que el mejoramiento del espectro se da gracias al análisis tiempo 
frecuencia de las wavelets, con éstas podemos saber aproximadamente el 
aporte de las frecuencias por nivel de tiempo en las señales de habla, pues 
analiza con pequeñas wavelets componentes de alta frecuencia en la señal y 
con wavelets más grandes componentes de baja frecuencia presentes en la 
señal. Existen diversos métodos utilizados para la extracción de 
características en el procesamiento digital de la señal para el Reconocimiento 
automático del Habla, siendo uno de los más robustos y usados el MFCC, el 
cual presenta diferentes formas de implementación. La efectividad de 
reconocimiento de habla 146 del MFCC radica en que es un buen modelo de 
representación de la producción y percepción de habla, el cual es obtenido 
gracias a la agrupación de diversos métodos como el cepstrum, la escala Mel, 
Trasformada de Fourier, etc. El mismo hecho de agrupar varios métodos para 
obtener mayor efectividad en el reconocimiento, eleva el tiempo de ejecución 
del algoritmo, llegando a obtener una complejidad tiempo de O(n log n), por 
trame de tamaño n, y un tiempo de ejecución mucho mayor. 
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-TÍTULO: "Diseño De Un Sistema De Control De Desplazamiento De Una Silla 
De Ruedas Basado En El Procesador De Voz Spce061 a Para El Centro De 
Educación Y Rehabilitación Sicomotriz Cersi- Chimbote" 
-AUTORES: Br. Jesús Daniel Ocaña Velásquez 
-Año: 2013 
- CONCLUSIONES: 
Gracias a esta investigación se logró a diseñar un sistema de reconocimiento 
de voz y se usó el simulador para su comprobación, en base a la simulación 
se considera el tiempo para el desarrollo del circuito, se hizo las pruebas del 
sistema de hardware para la validar del código del programa, permitiendo 
obtener un tiempo de 2 mseg de respuesta al cambio de velocidad, lo cual se 
tiene un sistema robusto y estable, cubriendo de esta manera las 
expectativas. Debido a que no se contó con el módulo de potencia IFI VEX 
Pro Victor 884, se optó por simular el control de módulo de potencia a través 
de servomotores por PWM y con ello se pudo comprobar que la frecuencia 
asignada, dependiendo de la selección de voz, hace que la señal de PWM se 
comporte tal cual lo deseado. Además se comprobó con el osciloscopio virtual 
del programa, verificando el ancho de pulso PWM, que corresponde a valores 
porcentuales tanto para las diversas órdenes. 
4.2. Desarrollo de la temática 
4.2.1. Base teórica 
Para comprender el contexto en que se desarrollará el presente trabajo de tesis, 
es importante entender lo que es Reconocimiento de Voz y en que concierne 
Redes Neuronales Artificiales (RNA), lo que implica y todo el conglomerado de 
conceptos asociados a ésta, puesto que dichos conceptos van de la mano con 
el trabajo a desarrollarse. 
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4.2.1.1. Domótica 
Un sistema demótico es capaz de recoger información proveniente de unos 
sensores o entradas, procesarla y emitir órdenes a unos actuadores o salidas. 
El sistema puede acceder a redes exteriores de comunicación o información. 
La demótica permite dar respuesta a los requerimientos que plantean estos 
cambios sociales y las nuevas tendencias de nuestra forma de vida, facilitando 
el diseño de casas y hogares más humanos, más personales, polifuncionales y 
flexibles. 
El sector de la demótica ha evolucionado considerablemente en los últimos años, 
y en la actualidad ofrece una oferta más consolidada. Hoy en día, la demótica 
aporta soluciones dirigidas a todo tipo de viviendas, incluidas las construcciones 
de vivienda oficial protegida. Además, se ofrecen más funcionalidades por 
menos dinero, más variedad de producto, que gracias a la evolución tecnológica, 
son más fáciles de usar y de instalar. En definitiva, la oferta es mejor y de mayor 
calidad, y su utilización es ahora más intuitiva y perfectamente manejable por 
cualquier usuario. Paralelamente, los instaladores de demótica han 
incrementado su nivel de formación y los modelos de implantación se han 
perfeccionado. Asimismo, los servicios posventa garantizan el perfecto 
mantenimiento de todos los sistemas. En definitiva, la demótica de hoy 
contribuye a aumentar la calidad de vida, hace más versátil la distribución de la 
casa, cambia las condiciones ambientales creando diferentes escenas 
predefinidas, y consigue que la vivienda sea más funcional al permitir desarrollar 
facetas domésticas, profesionales, y de ocio bajo un mismo techo. 
La red de control del sistema demótico se integra con la red de energía eléctrica 
y se coordina con el resto de redes con las que tenga relación: telefonía, 
televisión, y tecnologías de la información, cumpliendo con las reglas de 
instalación aplicables a cada una de ellas. Las distintas redes coexisten en la 
instalación de una vivienda o edificio. La instalación interior eléctrica y la red de 
control del sistema demótico están reguladas por el Reglamento Electrotécnico 
para Baja Tensión (REBT). En particular, la red de control del sistema demótico 
está regulada por la instrucción ITC-BT-51 Instalaciones de sistemas de 
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automatización, gestión técnica de la energía y seguridad para viviendas y 
edificios. 
4.2.1.1.1. Beneficios de la Domótica 
La demótica contribuye a mejorar la calidad de vida del usuario: 
~ Facilitando el ahorro energético: gestiona inteligentemente la 
iluminación, climatización, agua caliente sanitaria, el riego, los 
electrodomésticos, etc., aprovechando mejor los recursos naturales, 
utilizando las tarifas horarias de menor coste, y reduciendo así, la factura 
energética. Además, mediante la monitorización de consumos, se 
obtiene la información necesaria para modificar los hábitos y aumentar el 
ahorro y la eficiencia. 
~ Fomentando la accesibilidad: facilita el manejo de los elementos del 
hogar a las personas con discapacidades de la forma que más se ajuste 
a sus necesidades, además de ofrecer servicios de tele asistencia para 
aquellos que lo necesiten. 
~ Aportando seguridad mediante la vigilancia automática de personas, 
animales y bienes, así como de incidencias y averías. Mediante controles 
de intrusión, cierre automático de todas las aberturas, simulación 
dinámica de presencia, fachadas dinámicas, cámaras de vigilancia, 
alarmas personales, y a través de alarmas técnicas que permiten 
detectar incendios, fugas de gas, inundaciones de agua, fallos del 
suministro eléctrico, etc. 
~ Convirtiendo la vivienda en un hogar más confortable a través de 
la gestión de dispositivos y actividades domésticas. La demótica permite 
abrir, cerrar, apagar, encender, regular... los electrodomésticos, la 
climatización, ventilación, iluminación natural y artificial, persianas, 
toldos, puertas, cortinas, riego, suministro de agua, gas, electricidad ... ) 
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~ Garantizando las comunicaciones mediante el control y supervisión 
remoto de la vivienda a través de su teléfono, PC ... , que permite la 
recepción de avisos de anomalías e información del funcionamiento de 
equipos e instalaciones. La instalación demótica permite la transmisión 
de voz y datos, incluyendo textos, imágenes, sonidos (multimedia) con 
redes locales (LAN) y compartiendo acceso a Internet; recursos e 
intercambio entre todos los dispositivos, acceso a nuevos servicios de 
telefonía IP, televisión digital, por cable, diagnóstico remoto, 
videoconferencias, tele-asistencia. 
No obstante, antes de incorporar un sistema demótico y de decidir qué incluir 
y cómo, es necesario valorar la funcionalidad, facilidad de uso, fiabilidad, 
calidad, estética y las posibilidades de ampliación o modificaciones de las 
aplicaciones. 
(CEDO M. Qué es Demótica. De Asociación Española de Domótica e lnmótica 
- CEDOM Sitio web: http://www. cedom. es/sobre-domotica/que-es-domotica) 
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4.2.1.1.2. Proyecto Domotico 
Para llevar a cabo exitosamente la domotizacion de una vivienda, es 
importante seguir una metodología clara y detallada, que permita controlar y 
conocer en todo momento lo que se está haciendo y lo que se podrá hacer en 
el futuro. El seguimiento de este procedimiento será más importante, a mayor 
complejidad de la instalación a cometer. 
EL PROYECTO DOMÓTICO 
Preestudio 
Conocer las 
necesidades de 
los usuarios 
Conocer la oferta : 
del mercado 
Establecer el 
conjunto de 
aplicaciones 
Contemplar las 
ampliaciones 
Elegir la 
tecnología 
....... 
> Fase 1 > 
S: Fase2> 
Definición 
Aplicaciones 
implementadas 
Elementos de fa 
instalación 
Ubicación de los : 
dispositivos y 
redes utilizadas 
Relación con 
otros elementos 
Recursos y 
duración 
1 
- Pruebas 1 
:;::.:::::::.:::::::,::.:,;::o:::.::.::::: ::::::::.::::.:: 1;_ 
> Fase3> 
lnsta~ación 
Especialistas 
para el montaje 
Verificar la 
instalación 
Comprobar el 
funcionamiento 
Asegurar la 
calidad 
Formar a los 
usuarios 
Entrega de la 
documentación 
Figura 4: Fases y Criterios a tener en cuenta en un proyecto Domotico 
Fuente: La Domótica como Solución de Futuro - Madrid 2007 
4.2.1.2. Redes Neuronales 
Existen numerosas formas de definir lo que es una red neuronal, como por 
ejemplo: 
Red neuronal artificial es una nueva forma de computación, inspirada en 
modelos biológicos. 
Red neuronal artificial es un modelo matemático compuesto por un gran 
número de elementos procesales organizados en niveles. 
Red neuronal artificial es un sistema de computación hecho por un gran 
número de elementos simples, elementos de proceso muy 
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interconectados, los cuales procesan información por medio de su estado 
dinámico como respuesta a entradas externas. 
Redes neuronales artificiales son redes interconectadas masivamente, 
en paralelo, de elementos simples (usualmente adaptativos) y con 
organización jerárquica /as cuales intentan interactuar con /os objetos del 
mundo real del mismo modo que lo hace el sistema nervioso biológico. 
Las redes neuronales artificiales (RNA) son modelos matemáticos que intentan 
reproducir el funcionamiento del sistema nervioso. Como todo modelo, realizan 
una simplificación del sistema real que simulan y toman las características 
principales del mismo para la resolución de una tarea determinada. 
4.2.1.2.1. El modelo biológico 
El cerebro es el elemento principal del sistema nervioso humano y está 
compuesto por un tipo especial de célula llamada neurona. Una neurona es una 
célula viva y como tal posee todos los elementos comunes de las células 
biológicas. A su vez, las neuronas tienen características propias que le 
permiten comunicarse entre ellas, lo que las diferencia del resto de las células 
biológicas. La figura 4 muestra la estructura típica de una neurona biológica. 
Figura 5: Neurona Biológica 
Fuente: L. Federico Bertona-2008 
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De la figura se observa que la neurona biológica está compuesta por un cuerpo 
celular o soma, del cual se desprende árbol de ramificaciones llamado árbol 
dendrítico, compuesto por las dendritas. Del soma también parte una fibra 
tubular, llamada axón, el cual suele ramificarse cerca de su extremo. Las 
dendritas actúan como un canal de entrada de señales provenientes desde el 
exterior hacia la neurona, mientras que el axón actúa como un canal de salida. 
El espacio entre dos neuronas vecinas se denomina sinapsis. En el córtex 
cerebral se observa una organización horizontal en capas, así como también 
una organización vertical en columnas de neuronas. La intensidad de una 
sinapsis no es fija, sino que puede ser modificada en base a la información 
proveniente del medio. De esta manera la estructura del cerebro no permanece 
fija sino que se va modificando por la formación de nuevas conexiones, ya sean 
excitadoras o inhibidoras, la destrucción de conexiones, la modificación de la 
intensidad de la sinapsis, o incluso por muerte neuronal. 
Desde un punto de vista funcional, las neuronas conforman un procesador de 
información sencillo. Constan de un subsistema de entrada (dendritas), un 
subsistema de procesamiento (el soma) y un subsistema de salida (axón) 
Como se mencionó antes, una de las características principales de las 
neuronas, y que la distinguen del resto de las células, es su capacidad de 
comunicarse. Las señales nerviosas pueden ser eléctricas o químicas. La 
transmisión química se da principalmente en la comunicación entre neuronas, 
mientras que la eléctrica se produce dentro de una neurona [García Martínez, 
et alt, 2003]. En general, una neurona recibe información de cientos de 
neuronas vecinas y la transmite a otras tantas neuronas. La comunicación entre 
neuronas se lleva a cabo de la siguiente manera: en el soma de las neuronas 
transmisoras o presinápticas se genera un pulso eléctrico llamado potencial de 
acción. El pulso eléctrico se propaga a través del axón en dirección a las 
sinapsis. La información se transmite a las neuronas vecinas utilizando un 
proceso químico, mediante la liberación de neurotransmisores. Estos 
neurotransmisores se transmiten a través de la sinapsis hacia la neurona 
receptora. La neurona receptora o postsináptica toma la señal enviada por 
cientos de neuronas a través de las dendritas y la transmite al cuerpo celular. 
Estas señales pueden ser excitadoras (positivas) o inhibidoras (negativas) 
[Gurney, 1997]. El soma es el encargado de integrar la información proveniente 
de las distintas neuronas. Si la señal resultante supera un determinado umbral 
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(umbral de disparo) el soma emite un pulso que se transmite al lo largo del axón 
dando lugar a la transmisión eléctrica a lo largo de la neurona. Al llegar la señal 
al extremo del axón se liberan neurotransmisores que permiten transmitir la 
señal a las neuronas vecinas. [Nacimiento, 1994]. 
4.2.1.2.2. Estructura de un sistema neuronal artificial 
Como se dijo anteriormente, las redes neuronales son modelos matemáticos 
que intentan reproducir el comportamiento del cerebro humano. El principal 
objetivo de este modelo es la construcción de sistemas capaces de presentar 
un cierto comportamiento inteligente. Esto implica la capacidad de aprender a 
realizar una determinada tarea. Las características principales que reproducen 
las redes neuronales artificiales se pueden reducir a los siguientes tres 
conceptos: procesamiento paralelo, distribuido y adaptativo. [Del Brio y Sanz 
Molina, 2002] El verdadero poder de este modelo radica en el procesamiento 
paralelo realizado por las neuronas artificiales. La neurona artificial es un 
elemento de procesamiento simple y constituye el elemento principal de un 
sistema neuronal artificial. Estas neuronas artificiales se combinan en 
estructuras denominadas capas. Una red neuronal artificial esta un compuesta 
por un conjunto de capas. De esta manera, la información se encuentre 
distribuida a lo largo de las sinapsis de la red, dándole a este sistema cierta 
tolerancia a fallos. A su vez, las redes neuronales artificiales son capaces de 
adaptar su funcionamiento a distintos entornos modificando sus conexiones 
entre neuronas. De esta manera pueden aprender de la experiencia y 
generalizar conceptos. 
Por último, un conjunto de redes neuronales, junto con las interfaces de entrada 
y salida, y los módulos lógicos adicionales conforman un sistema neuronal 
artificial. 
4.2.1.2.3. Modelo de neurona artificial 
La neurona artificial es un elemento de procesamiento simple que a partir de 
un vector de entradas produce una única salida. En general podemos encontrar 
tres tipos de neuronas artificiales, donde cada una de las cuales tiene su 
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contraparte en el sistema nervioso: 1. Las que reciben información 
directamente desde el exterior, a las cuales se las denomina neuronas de 
entrada. 2. Las que reciben información desde otras neuronas artificiales, a las 
cuales se las denomina neuronas ocultas. Es en estas neuronas, en particular 
en sus sinapsis, donde se realiza la representación de la información 
almacenada. 3. Las que reciben la información procesada y las devuelven al 
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exterior. A estas neuronas se las denomina neuronas de salida. La figura 5 
muestra los elementos que componen una neurona artificial: 
. Conjunto de entradas, xj (t). Estas pueden ser provenientes del exterior o de 
otras neuronas artificiales. 
• Peso sinápticos, wij. Representan el grado de comunicación entre la 
neurona artificial j y la neurona artificial i. Pueden ser excitadores o inhibidores 
• Regla de propagación, cri (wij, xj(t)). Integra la información proveniente de 
las distintas neuronas artificiales y proporciona el valor del potencial 
postsináptico de la neurona i. 
• Función de activación, fi(ai(t-1), hi(t)). Provee el estado de activación actual 
de la neurona i. 
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• Función de salida, Fi(ai(t)). Representa la salida actual de la neurona i. De 
esta forma, la salida producida por una neurona i, para un determinado instante 
de tiempo t puede ser escrita en forma general de la siguiente manera y (t) F(f 
[a (t 1 ), (w , x (t))]) i = i i i - a i ij j (2.1) 
A continuación se estudian cada uno de los puntos introducidos anteriormente. 
A. Entradas y salidas 
Las entradas y salidas de una neurona pueden ser clasificadas en dos 
grandes grupos, binarias o continuas. Las neuronas binarias (digitales) sólo 
admiten dos valores posibles. En general en este tipo de neurona se utilizan 
los siguientes dos alfabetos {0, 1} o {-1, 1}. Por su parte, las neuronas continuas 
(analógicas) admiten valores dentro de un determinado rango, que en general 
suele definirse como [-1, 1 ]. La selección del tipo de neurona a utilizar 
depende de la aplicación y del modelo a construir. 
B. Pesos sinápticos 
El peso sináptico wij define la fuerza de una conexión sináptica entre dos 
neuronas, la neurona presináptica i y la neurona postsináptica j. Los pesos 
sinápticos pueden tomar valores positivos, negativos o cero. En caso de una 
entrada positiva, un peso positivo actúa como excitador, mientras que un peso 
negativo actúa como inhibidor. En caso de que el peso sea cero, no existe 
comunicación entre el par de neuronas. Mediante el ajuste de los pesos 
sinápticos la red es capaz de adaptarse a cualquier entorno y realizar una 
determinada tarea. 
C. Regla de propagación 
La regla de propagación determina el potencial resultante de la interacción de 
la neurona i con las N neuronas vecinas. El potencial resultante hi se puede 
expresar de la siguiente manera: 
h (t) (w , x (t)) i = a i ij j 
La regla de propagación más simple y utilizada consiste en realizar una suma 
de las entradas ponderadas con sus pesos sinápticos correspondientes: 
h (t) W *X (t) 
37 
D. Función de activación 
La función de activación determina el estado de activación actual de la neurona 
en base al potencial resultante hi y al estado de activación anterior de la 
neurona ai(t-1). El estado de activación de la neurona para un determinado 
instante de tiempo t puede ser expresado de la siguiente manera: 
a (t) f (a (t l),h (t)) i = i i- i 
Sin embargo, en la mayoría de los modelos se suele ignorar el estado anterior 
de la neurona, definiéndose el estado de activación en función del potencial 
resultante hi: 
a (t) f (h (t)) i = i i 
La tabla 4 muestra un listado de algunas de las funciones de activación más 
utilizadas en los distintos modelos de redes neuronales artificiales. 
Función Formula Rango 
Identidad y=x [ -oo,c<:~] 
{ .!-] six~O [0, 1] 
'Escalón 
y = 'o si x<O 
y - {+1 si x::::O [~ 1 1 1] - -1 .si x<O 
[R1, j 1] 
Lineal a tramos { ' si -l:Sx:Sl y - +1 si x>l 
-] si x<-1 
1 [0, 1] 
V= 
Sigmoidea 
... l+e-x 
y= lanh(x) [-1 t 1] 
Sinusoidal y= 5ien((u.x + (/J) [-1,1] 
Tabla 3: Funciones de Activación 
Fuente: L.Federico Bertona-Redes Neuronales 2008 
38 
E. Función de salida 
La función de salida proporciona el valor de salida de la neurona, en base al 
estado de activación de la neurona. En general se utiliza la función identidad, 
es decir: 
y (t) F {a (t)) a {t) i = i i = i 
4.2.1.2.4. Aprendizaje de una Red Neuronal 
Durante la operatoria de una red neuronal podemos distinguir claramente dos 
fases o modos de operación: la fase de aprendizaje o entrenamiento, y la fase 
de operación o ejecución. Durante la primera fase, la fase de aprendizaje, la 
red es entrenada para realizar un determinado tipo de procesamiento. Una vez 
alcanzado un nivel de entrenamiento adecuado, se pasa a la fase de operación, 
donde la red es utilizada para llevar a cabo la tarea para la cual fue entrenada. 
A. Fase de entrenamiento. 
Una vez seleccionada el tipo de neurona artificial que se utilizará en una red 
neuronal y determinada su topología es necesario entrenarla para que la red 
pueda ser utilizada. Partiendo de un conjunto de pesos sinápticos aleatorio, el 
proceso de aprendizaje busca un conjunto de pesos que permitan a la red 
desarrollar correctamente una determinada tarea. Durante el proceso de 
aprendizaje se va refinando iterativamente la solución hasta alcanzar un nivel 
de operación suficientemente bueno. 
El proceso de aprendizaje se puede dividir en tres grandes grupos de acuerdo 
a sus características [lsasi Viñuela y Galván León, 2004], [Yao, 1999]: 
• Aprendizaje supervisado. Se presenta a la red un conjunto de patrones de 
entrada junto con la salida esperada. Los pesos se van modificando de manera 
proporcional al error que se produce entre la salida real de la red y la salida 
esperada. 
39 
• Aprendizaje no supervisado. Se presenta a la red un conjunto de patrones 
de entrada. No hay información disponible sobre la salida esperada. El proceso 
de entrenamiento en este caso deberá ajustar sus pesos en base a la 
correlación existente entre los datos de entrada. 
• Aprendizaje por refuerzo. Este tipo de aprendizaje se ubica entre medio de 
los dos anteriores. Se le presenta a la red un conjunto de patrones de entrada 
y se le indica a la red si la salida obtenida es o no correcta. Sin embargo, no se 
le proporciona el valor de la salida esperada. Este tipo de aprendizaje es muy 
útil en aquellos casos en que se desconoce cuál es la salida exacta que debe 
proporcionar la red. 
En el contexto de las redes neuronales el aprendizaje puede ser visto como el 
proceso de ajuste de los parámetros libres de la red [Yao, 1995]. Partiendo de 
un conjunto de pesos sinápticos aleatorio, el proceso de aprendizaje busca un 
conjunto de pesos que permitan a la red desarrollar correctamente una 
determinada tarea. El proceso de aprendizaje es un proceso iterativo, en el cual 
se va refinando la solución hasta alcanzar un nivel de operación 
suficientemente bueno. La mayoría de los métodos de entrenamiento utilizados 
en las redes neuronales con conexión hacia delante consisten en proponer una 
función de error que mida el rendimiento actual de la red en función de los 
pesos sinápticos. El objetivo del método de entrenamiento es encontrar el 
conjunto de pesos sinápticos que minimizan (o maximizan) la función. El 
método de optimización proporciona una regla de actualización de los pesos 
que en función de los patrones de entrada modifica iterativamente los pesos 
hasta alcanzar el punto óptimo de la red neuronal. 
A. 1. Métodos de gradiente descendente 
El método de entrenamiento más utilizado es el método del gradiente 
descendente. Este método define una función E(W) que proporciona el error 
que comete la red en función del conjunto de pesos sinápticos W. El objetivo 
del aprendizaje será encontrar la configuración de pesos que corresponda 
al mínimo global de la función de error, aunque en muchos casos es 
suficiente encontrar un mínimo local lo suficientemente bueno 
[Cauwenberghs, 1993]. 
El principio general del método es el siguiente: dado un conjunto de pesos 
W(O) para el instante de tiempo t=O, se calcula la dirección de máxima 
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variación del error. La dirección de máximo crecimiento de la función E(W) 
en W(O) viene dado por el gradiente VE(W). Luego, se actualizan los pesos 
siguiendo el sentido contrario al indicado por el gradiente VE(W), dirección 
que indica el sentido de máximo decrecimiento [Defalco, 1997]. De este 
modo se va produciendo un descenso por la superficie de error hasta 
alcanzar un mínimo local. 
fF(t+ 1) == I·V(J)- dV E(f.V} 
donde a indica el tamaño del paso tomado en cada iteración, pudiendo ser 
diferente para cada peso e idealmente debería ser infinitesimal. El tamaño 
del paso es un factor importante a la hora de diseñar un método de estas 
características. Si se toma un paso muy chico el proceso de entrenamiento 
resulta muy lento, mientras que si el tamaño del paso es muy grande se 
producen oscilaciones en torno al punto mínimo. 
A.2. El algoritmo Backpropagation 
El algoritmo backpropagation es el método de entrenamiento más utilizado 
en redes con conexión hacia delante. Es un método de aprendizaje 
supervisado de gradiente descendente, en el que se distinguen claramente 
dos fases: primero se aplica un patrón de entrada, el cual se propaga por las 
distintas capas que componen la red hasta producir la salida de la misma. 
Esta salida se compara con la salida deseada y se calcula el error cometido 
por cada neurona de salida. Estos errores se transmiten hacia atrás, 
partiendo de la capa de salida, hacia todas las neuronas de las capas 
intermedias [Fritsch, 1996]. Cada neurona recibe un error que es 
proporcional a su contribución sobre el error total de la red. Basándose en 
el error recibido, se ajustan los errores de los pesos sinápticos de cada 
neurona. 
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Deducción del algoritmo Backpropagation 
El algoritmo propone una actualización iterativa de los pesos de la siguiente 
manera: 
W (t +1) = W (t) + !1W (t) .................... (1) 
Si tomamos una variación proporcional al gradiente de una función de error 
E(W) tenemos que: 
W (t +1) = W (t) -aVE[W (t)] ................... (2) 
Como se explicó anteriormente el primer paso de este algoritmo consiste en 
propagar hacia delante un patrón de entrada Xp y obtener la salida de la red 
Y p. 
La salida de la neurona i viene dada según su estado de activación. Si 
consideramos la función de salida identidad tenemos que 
a 1 (1) = .f~{h,(t)) .................. (3) 
Siendo 
.................. (4) 
La regla de propagación más simple y utilizada consiste en realizar una 
suma de las entradas ponderadas con sus pesos sinápticos 
correspondientes. 
fr.(/)=' lJ'" .. *X.(/) 
J . . L.- !J _¡. 
. .............. (5) 
j 
Se compara la salida obtenida Yp con la salida deseada Dp, obteniéndose 
un error que viene dado por 
............... (6) 
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Donde k es el índice de neurona para las neuronas de la última capa, y M el 
total de neuronas de la misma. 
El error total de la red está dado por: 
de~' 
aw . 
JI 
()e .()fz. 
p 1 =---
............... (7) 
De acuerdo a la ecuación (2) la variación de los pesos sinápticos será 
proporcional al gradiente de la función de error: 
1' 
I;e, 
p=l 
e=--
p 
............... (8} 
Si aplicamos la regla de la cadena a (8) obtenemos que 
............... (9} 
La ecuación (9) expresa la derivada del error en función de dos derivadas. 
La derivada del error respecto al potencial resultante hj indica como varia el 
error al variar la entrada de la neurona j, mientras que la derivada con 
respecto al peso sináptico wji indica como varia la entrada de la neurona j al 
variar el peso de la conexión que va desde la neurona i hasta la neurona j. 
El segundo término de la expresión (9) lo podemos expresar a partir de la 
ecuación (5) de la siguiente manera 
............... (10) 
Si escribimos al primer término de la ecuación (9) como 
ue ,, 
-=-0. 
]/ f'} 
( 1j 
............... (11) 
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Tenemos que 
aep ' {12} -=-.x.J.V. . ............. . 
~- "1}-{'1 
(Jll·ji 
y por lo tanto la ecuación (8) queda expresada de la siguiente manera 
............... (13} 
Para calcular el valor de delta se vuelve a aplicar la regla de la cadena 
............... (14) 
El cálculo del segundo término de la ecuación (14) es simple si observamos 
las ecuaciones (3) y (4) 
fJv . ar. (h.') . 
• P..l • ,. 1 f ('/ ) --- = - = . }. 
Jh
1 
vhj - J · 1 
.. ............. (15) 
Sin embargo, para el cálculo del primer término de la ecuación (14) es 
necesario distinguir entre dos casos diferentes. 
• La neurona j es una neurona de salida 
En este caso podemos obtener el segundo término a partir de la ecuación 
(6) ya que el subíndice j es igual al subíndice k 
............... (16} 
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Así, la variación de los pesos de una conexión que va hacia la capa externa 
de la red se calcula como: 
Aw .. =a( d . - V . ) {: (h.) V . 
JI ·f!J -·{Jj·}·}•fJJ . .............. (17) 
• La neurona j es una neurona oculta 
En este caso es necesario aplicar nuevamente la regla de la cadena 
............... (18) 
Donde k es el subíndice de las neuronas que pertenecen a la próxima capa. 
La ecuación (18) la podemos reescribir utilizando la ecuación (5) 
............... (19) 
Y por la ecuación (11) tenemos que 
de 
-
1
' = """'"- 8 'w .. =-"" 8 .11-' . 1 ' L.. !'~ >¡/ .L..., !>' lrj 
f~l pj k " 
............... (20) 
Así, la variación de los pesos de una conexión que va desde una capa hacia 
otra capa de la red que no sea la externa se calcula como: 
All'¡,; =aL (51,,1 w.<¡ :lJ; (h1 )y/1, 
~ 
............... (21) 
En la implementación del algoritmo, se toma una amplitud de paso que viene 
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dado por la tasa de aprendizaje (a). A mayor tasa de aprendizaje el proceso 
será más rápido. Sin embargo, si la tasa de aprendizaje es muy alta puede 
dar lugar a oscilaciones en torno a un mínimo local. Es posible disminuir el 
impacto de dichas oscilaciones mediante la adición de un momento (13), 
quedando la expresión (13) expresada de la siguiente manera: 
Liw .h + 1) = ali. v . + 1~w .. (() p\ · m~m P F ............... (22} 
De esta manera el momento 13 determina el efecto en el instante t+1 del 
cambio de los pesos realizado en el instante t. 
Con este momento se consigue la convergencia de la red en menor número 
de iteraciones, ya que si la modificación de los pesos en los instantes t y t+1 
es en la misma dirección, entonces el descenso por la superficie de error en 
t+1 es mayor. En cambio, si la modificación en los pesos en los instantes t y 
t+1 se produce en direcciones opuestas, el paso que se da en t+1 es más 
pequeño, lo que es adecuado, ya que esto significa que se ha pasado por 
un mínimo. Resumiendo, el algoritmo backpropagation queda expresado de 
la siguiente manera: 
sij es una neurona de salida 
sij es ww neurona oculta 
A.3. Modos de entrenamiento 
Durante la aplicación del algoritmo backpropagation, el aprendizaje se produce 
mediante la presentación sucesiva de un set de entrenamiento. Cada 
presentación completa al perceptrón multicapa del set de entrenamiento se 
denomina epoch. Así, el proceso de aprendizaje se repite epoch tras epoch 
hasta que los pesos sinápticos se estabilizan y la performance de la red 
converge a un valor aceptable. La forma en que se actualizan los pesos 
sinápticos da lugar a dos modos de entrenamientos distintos, cada uno con sus 
ventajas y desventajas. 
46 
);> Modo Secuencial 
En este modo de entrenamiento la actUalización de los pesos sinápticos se 
produce tras la presentación de cada ejemplo de entrenamiento [Yao, 1993a], 
de allí que también es conocido como modo por patrón. Si un set de 
entrenamientos posee N ejemplos, el modo secuencial de entrenamiento tiene 
como resultado N correcciones de pesos sinápticos durante cada epoch. 
);> Modo Batch 
En este modo de entrenamiento la actualización de los pesos sinápticos se 
produce una única vez, tras la presentación de todo el set de entrenamiento. 
Para cada epoch se calcula el error cuadrático medio (3.8) producido por la red. 
La variación de los peso sinápticos, para un set de entrenamiento de N 
ejemplos, se puede calcular a partir de las ecuaciones (3.7), (3.8) y (3.9) como: 
de a N de. 
Aw .. =-a--=--Ie.-1-
Jl (h 1' j; N u=l J 0111 j; 
Luego, la derivada podemos definirla de la misma manera que la definimos 
previamente. 
Si los patrones de entrenamiento se presentan a la red de manera aleatoria, el 
modo de entrenamiento secuencial convierte a la búsqueda en el espacio de 
pesos en estocástica por naturaleza, y disminuye la probabilidad de que el 
algoritmo backpropagation quede atrapado en un mínimo local. Sin embargo, 
la naturaleza estocástica del modo de entrenamiento secuencial dificulta el 
establecimiento de condiciones teóricas para la convergencia del algoritmo. Por 
su parte, el uso del modo de entrenamiento batch provee una estimación 
precisa del vector gradiente, garantizando de esta manera la convergencia 
hacia un mínimo local. 
B. Fase de aprendizaje 
Como se mencionó previamente las redes el algoritmo backpropagation ha sido 
utilizado con éxito en gran cantidad de aplicaciones. Sin embargo, el éxito y la 
velocidad de convergencia de este mecanismo de entrenamiento tienen un alto 
grado de dependencia de la configuración del mismo. Por ello se han realizado 
una serie de métodos que permiten mejorar significativamente la performance 
del algoritmo. 
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• Modo de actualización. La actualización secuencial es más rápida 
computacionalmente y demanda menos recursos que la actualización batch. 
Esto es especialmente cierto cuando el set de datos es grande y altamente 
redundante [Chinrungrueng, 1993]. 
• Set de datos. La calidad del set de datos es un factor muy importante a tener 
en cuenta. Cada ejemplo presentado a la red debe cumplir con las siguientes 
dos premisas: o Maximizar el error de entrenamiento o Maximizar la 
información 
• Presentación de los ejemplos. El modo en que se presentan los ejemplos es 
otro factor importante a tener en cuenta. La aleatorización del orden en que se 
presentan los ejemplos en los distintos epochs evita que los resultados se vean 
distorsionados por el orden de los ejemplos 
• Función de activación. El uso de una función de activación adecuada puede 
acelerar notoriamente el tiempo de entrenamiento. El uso de funciones 
antisimétricas en general produce mejores tiempos que el uso de funciones no 
simétricas. 
• Valores objetivos. La selección de los valores objetivos debe hacerse de 
acuerdo a la función de activación seleccionada. Una técnica que permite 
acelerar el tiempo de aprendizaje es desplazar el valor objetivo del valor 
máximo de la función. El algoritmo backpropagation tiende a saturar las 
neuronas ocultas cuando el valor objetivo es igual al máximo de la función de 
activación. Cuando esto sucede se produce el efecto de parálisis, lo que 
produce un aumento en el tiempo total de entrenamiento. Desplazando el valor 
objetivo un offset e del valor máximo de la función se reduce el riesgo de que 
las neuronas ocultas se saturen. 
• Normalización de las entradas. Si bien el algoritmo backpropagation no exige 
que los valores de entrada a la red se encuentren normalizados, esta es una 
buena técnica para acelerar los tiempos de entrenamiento [Bishop, 1996]. La 
normalización de las entradas debe realizarse de manera tal que el valor medio 
de la misma se encuentre cercano a cero. 
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• Preprocesamiento de los ejemplos. Se aplica en aquellos casos en que un 
atributo toma un conjunto discreto de valores. Si un atributo sólo puede tomar 
N valores diferentes, la entrada de la red puede subdividirse en N entradas, 
cada una de las cuales representa a una clase. Cada una de estas entradas 
ahora puede tomar dos valores, verdadero o falso. Esta técnica puede ayudar 
a mejorar los tiempos de entrenamiento de la red neuronal 
C. Fase de operación. 
Una vez finalizada la fase de aprendizaje, la red puede ser utilizada para realizar 
la tarea para la que fue entrenada. Una de las principales ventajas que posee 
este modelo es que la red aprende la relación existente entre los datos, 
adquiriendo la capacidad de generalizar conceptos. De esta manera, una red 
neuronal puede tratar con información que no le fue presentada durante de la 
fase de entrenamiento. 
Cuando se evalúa una red neuronal no sólo es importante evaluar si la red ha 
sido capaz de aprender los patrones de entrenamiento. Es imprescindible 
también evaluar el comportamiento de la red ante patrones nunca antes vistos. 
Esta característica de las redes neuronales se la conoce como capacidad de 
generalización y es adquirida durante la fase de entrenamiento [Sanger, 1989]. 
Es necesario que durante el proceso de aprendizaje la red extraiga las 
características de las muestras, para poder luego responder correctamente a 
nuevos patrones. 
De lo dicho anteriormente surge la necesidad de evaluar durante la fase de 
entrenamiento dos tipos de errores. El error de aprendizaje, que indica la 
calidad de la respuesta de la red a los patrones de entrenamiento, y el error de 
generalización, que indica la calidad de la respuesta de la red a patrones nunca 
antes vistos. Para poder obtener una medida de ambos errores es necesario 
dividir el set de datos disponibles en dos, el set de datos de entrenamiento, y 
el set de datos de evaluación. El primero se utiliza durante la fase de 
entrenamiento para que la red pueda extraer las características de los mismos 
y, mediante el ajuste de sus pesos sinápticos, la red logre una representación 
interna de la función. El set de evaluación se utiliza para evaluar la capacidad 
de generalización de la red. 
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La causa más común de la pérdida de capacidad de generalización es el 
sobreaprendizaje. Esto sucede cuando la cantidad de ciclos de entrenamientos 
tiende a ser muy alta. Se observa que la respuesta de la red a los patrones de 
entrenamiento es muy buena mientras que la respuesta a nuevos patrones 
tiende a ser muy pobre. Al aumentar el número de ciclos la red tiende a sobre 
ajustar la respuesta a los patrones de entrenamiento, a expensas de una menor 
capacidad de generalización. 
La figura 6 muestra una situación idealizada de lo dicho anteriormente. En la 
misma se observa que en un determinado punto la red comienza a perder 
capacidad de generalización como consecuencia del sobreaprendizaje de los 
patrones de entrenamiento. 
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Figura 7: Generalización Situación Idealizada 
Fuente: Redes Neuronales Artificiales- Raquel Flores Lopez-2008 
4.2.1.2.5. Redes neuronales con conexión hacia delante 
Las redes neuronales artificiales con conexión hacia delante son el tema central 
de esta tesis. Este tipo de red, que se caracteriza por su organización en capas 
y conexiones estrictamente hacia delante, utiliza algoritmos de entrenamiento 
del tipo supervisado. Este grupo de red es el más utilizado en aplicaciones 
prácticas que utilicen redes neuronales, obteniéndose muy buenos resultados 
fundamentalmente como clasificadores de patrones y estimadores de 
funciones. Dentro de este grupo de redes neuronales encontramos al 
perceptrón, la red ADALINE/MADALINE, y al perceptrón multicapa. 
so 
A. El Perceptron 
A partir del modelo de ia neurona artificial Rosenblatt (1958, 1962) desarrollo el 
modelo del Perceptrón el cuál básicamente consiste en una capa de neuronas 
con pesos y umbral ajustable como se muestra en la Figura 7, este sistema 
neuronal puede ser llamado una red neuronal debido a las conexiones 
existentes en sus elementos. 
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Figura 8: Arquitectura del Perceptron Simple. 
Fuente: Redes Neuronales Artificiales- Raquel Flores Lopez-2008 
Fue el mismo Rosenblatt quien en base al modelo de aprendizaje de la regla 
delta, planteado anteriormente, determino el algoritmo de entrenamiento del 
Perceptrón que, siguiendo los principios de la regla, consiste en determinar el 
ajuste que se debe realizar a cada peso w en la neurona para que el error a la 
salida sea cero. El algoritmo de entrenamiento del Perceptrón comienza por 
inicializar los parámetros libres (pesos y umbrales) en cero y posteriormente se 
estimula la red con algún vector de entrada obteniendo el error a cada salida 
como: 
51 
Donde ek(n) corresponde al 1~rror a la salida para la muestran de la neurona k, 
dk(n) es el valor destino esperado a la salida para la muestra n y yk(n) es la 
salida obtenida en la neuron6 k para la muestra n. El siguiente paso es calcular 
la delta o diferencia a agreJar a los pesos para que el error e(n) sea cero. La 
delta está dada por la siguiJnte ecuación. 
AwJ e(n)x(n) 
!J.(}= e(n) 
Donde ~e es la modificación que se debe realizar al umbral y ~w es la 
1 
modificación que se debe¡ realizar a los pesos. La regla de aprendizaje del 
Perceptrón puede se~e]:d: ~:o s~g:::" ) x ( 
11 
) 
f) !il.!e'.J = e l'iiJil + e ( n ) 
Si aplicamos esta regla a nuestro Perceptrón con distintas muestras, hasta que 
el error sea cero, se obt+drá una red que pueda generar exactamente las 
salidas deseadas para de~erminadas entradas logrando así que el Perceptrón 
aprenda una función. 
Como se puede observar la regla delta para el Perceptrón consiste en agregar 
1 
a cada peso el producto ~el error generado por la neurona con las entradas 
correspondientes de man~ra que se dan 3 casos posibles. 
• El error es cero y los ~esos no se modifican. 
1 
• El error es 1 y a cada peso se le agrega exactamente la entrada 
correspondiente. 1 
• El error es -1 y a cada peso se le substrae exactamente la entrada 
correspondiente. 
A.1. Limitaciones Del Perceptron 
Se debe tener en cuentl que no siempre el algoritmo de entrenamiento del 
Perceptrón podrá conve~ger hacia un error nulo. De hecho el Perceptrón es 
incapaz de converger en aquellas funciones que no son linealmente 
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separables, es decir, aquellas cuyos elementos pueden ser separados por una 
1 
línea recta. 
Esto se debe a las propiedades inherentes de las unidades básicas del 
1 
Perceptrón que son l~s neuronas artificiales, cuya limitación reside 
principalmente en la funci~n de activación que como se puede observar separa 
1 
las entradas en dos salidas de manera que con todas las entradas posibles se 
forma un hiperplano cuyos elementos de salida son separados en dos partes 
1 
dentro del hiperplano. ' 
Visto de otra forma, podríamos decir que el Perceptrón divide en dos grupos 
las entradas por medio de una línea divisoria de manera que no es posible 
i 
separar elementos que ro se encuentren claramente separados de otros 
1 
elementos. Es decir que no se puede caracterizar elementos no lineales. 
' 
XI L XI L 
CLASIFICACION CORRECTA CLASIFICACION INCORRECTA 
Figura 9: Margen de Caracterización Del Perceptron . 
Fuente: Redes Neuronales Artificiales- Raquel Flores Lopez-2008 
Esto se puede observar claramente en la Figura 8 donde se muestra el caso 
en el que el Perceptrón es un buen clasificador, y otro caso donde el Perceptrón 
no puede separar los elementos en dos categorías. En la figura, los puntos (X1, 
X2) corresponden a la intersección de dos entradas X1 y X2. 
Enfocándonos al problema de la detección de Intrusos, inferimos que el uso del 
Perceptrón sería inadecuado debido a las limitaciones lineales que su 
estructura posee. Sin embargo, a partir de estos principios se comenzará a 
vislumbrar las características necesarias para que nuestro sistema neuronal 
pueda clasificar patrones no lineales como los que se presentan comúnmente 
en una red de comunicaciones. 
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En el diseño de un sistema de detección de intrusos basado en sistemas 
neuronales es importante conocer los principios que llevan a este tipo de 
sistemas a realizar clasificaciones sobre vectores de entrada ya que nos 
ayudará a ubicar paulatinamente el tipo de diseño que pudiera ser el más 
adecuado para enfrentar el problema en cuestión. 
Como se podrá ir viendo más adelante, el uso del paradigma de aprendizaje 
supervisado se presenta más adecuado para solucionar el problema de la 
clasificación binaria de datos y los distintos algoritmos que pudieran ajustar los 
parámetros libres de nuestra red, son todos basados en los principios 
asentados en este capítulo por la regla delta. Únicamente cambiaran la función 
de costo a minimizar y la forma de minimizarla, sin embargo, en principio, el 
procedimiento será el mismo. 
B. Perceptron Multicapa 
Es una extensión del perceptrón simple. La topología de un perceptrón multicapa 
está definida por un conjunto de capas ocultas, una capa de entrada y una de 
salida. No existen restricciones sobre la función de activación aunque en general 
se suelen utilizar funciones sigmoideas. La operación de un perceptrón multicapa 
con una única capa oculta puede ser resumida de la siguiente manera: 
..:-~ = L:w'v Y; -B'¡ = L ll~ Aj f(L 11'ji':ri- e, )-8'¡ 
j j ¡ 
Este modelo es el más utilizado en la actualidad. El espectro de aplicaciones del 
perceptrón multicapa es muy amplio lo que hace muy difícil enumerar sus 
aplicaciones más relevantes. Sin embargo, podemos mencionar algunas áreas 
de aplicación: • Codificación de información • Traducción de texto en lenguaje 
hablado • Reconocimiento óptico de caracteres (OCR) 
La popularidad de este modelo de redes neuronales no se debe únicamente al 
éxito obtenido en aplicaciones prácticas del mismo. Existen demostraciones 
teóricas que permiten explicar el éxito de dichas aplicaciones. En [Funahashi, 
1989] se demuestra que un perceptrón multicapa cuya función de activación sea 
no constante, acotada y monótona creciente es un aproximador universal de 
funciones. En [Hornik et alt, 1989] se llega a un resultado similar utilizando 
funciones de activación sigmoideas, no necesariamente continuas. 
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8.1. Propiedades Del Perceptrón Multicapa. 
La arquitectura del Perceptrón Multicapa presenta un modelo de capas de 
neuronas cuya función de activación es una función que trabaja en zonas no 
lineales. Como ya se ha visto con anterioridad es importante que esta función 
de activación sea diferenciable para poder aplicar el algoritmo de propagación 
hacia atrás. Hasta este momento solo se conoce la función sigmoide cuya 
expresión queda de la siguiente forma: 
1 
tP (u) = 1 + exp( -u) 
Como se muestra las neuronas sigmoideas presentan la mayor pendiente 
cuando las neuronas trabajan más cerca de su rango medio. Por el contrario, 
cuando las neuronas trabajan cerca de sus límites la pendiente es mínima y 
tiende a cero. Esta es la razón por la cual se debe buscar que las neuronas 
sigmoideas se entrenen con salidas destino entre .1 y .9 y no en O y 1 ya que 
en los límites de la sigmoide, la derivada se aproxima a cero y entonces el 
cambio de los pesos del algoritmo de propagación hacia atrás será mínimo 
haciendo más lento el aprendizaje. 'Sin embargo es totalmente razonable 
utilizar los límites O y 1 como entradas de la red'. 
La derivada de la función sigmoidea se encuentra fácilmente ya que es: 
f(x) = f(x) (1-f(x)) 
La relativamente pequeña derivada de la función sigmoidea hace lento el 
proceso de aprendizaje en el algoritmo básico de propagación hacia atrás, 
debido a estas razones se propone el uso de otra función conocida como 
tangente hiperbólica, cuya gráfica se muestra a continuación: 
¡ • - - • - - - ... -i" ·_ :-.: - . - .. 
l 
/.-------·-
-~....... :. 
Figura 10: Función de Activación Tangente Hiperbólica 
Fuente: Redes Neuronales Artificiales- Raquel Flores Lopez-2008 
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Esta función presenta ciertas ventajas en relación a la sigmoidea debido a que 
su rango de salida va de -1 a 1, esto permite que la función se considere 
simétrica ya que cumple con cp (-v) = -cp (v) y entonces el Perceptrón Multicapa 
entrenado con BackPropagation aprende más rápido en términos del número 
de iteraciones requerido. 
No obstante siempre se recomienda que se pueda variar la función de 
activación para esperar resultados distintos. De manera que cada problema 
encuentre la arquitectura neuronal que más le convenga. 
En el caso de que se intente obtener modelos de funciones por medio de la red 
neuronal, es decir, una aproximación de funciones lineales o no lineales es 
importante tener en la capa de salida neuronas lineales y usar funciones de 
activación de tangente hiperbólica en las demás capas. Esto es debido a que 
las neuronas de salida lineal nos permiten acceder a rangos de salida distintos 
a cero y uno y de esta manera la aproximación a la salida será más cercana al 
destino deseado. Las neuronas no lineales en las capas ocultas permitirán a la 
red aprender las no linealidades que posiblemente se encuentren en la función 
a aproximar. Para el problema de la detección de intrusos no se está haciendo 
un modelado de función sino más bien una clasificación de patrones por lo que 
probablemente sea conveniente que todas las neuronas sean no lineales. 
Por otro lado siempre se puede topar con el problema de la saturación 
incorrecta de las neuronas, esto sucede cuando el algoritmo de entrenamiento 
se estanca en un mínimo local o superficial de manera que las neuronas se 
saturan antes de tiempo provocando que trabajen cerca de los límites de la 
función que es justo donde la pendiente se aproxima a cero por lo que los 
cambios en los pesos ocurrirán mínimos. 
'Para evitar este problema se recomienda que los pesos se inicialicen 
uniformemente distribuidos dentro de un rango pequeño para evitar que la 
función de activación se dispare a zonas de saturación. Además de esto, será 
importante mantener bajo el número de neuronas ocultas debido a que el uso 
de neuronas extras puede acarrear consecuencias graves como que la red 
aprenda idiosincrasias en los patrones evitando un conocimiento acertado y se 
debe procurar trabajar a las neuronas en la zona media donde se considera 
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que la región es lineal [HAY94]. Se recuerda que un buen ajuste es logrado con 
el modelo de red más simple adecuado al problema. 
A continuación se hablará de dos formas en las que se puede entrenar una red 
neuronal en cuanto a la presentación de los datos a la red y los ajustes que se 
llevan a cabo, en el primer caso se tiene al entrenamiento de patrón por patrón, 
en el cuál a la red se le presenta un patrón e inmediatamente después se realiza 
la propagación hacia atrás ajustando los pesos. Este modo de entrenamiento 
es útil debido a que el ajuste de los pesos sucede aleatorio debido a que con 
cada patrón surge un nuevo ajuste de pesos, de esta manera se evita al 
algoritmo de caer en un mínimo local y ocupa menos memoria, ya que no 
almacena los cambios. En cambio el otro caso de entrenamiento corresponde 
al modo de conjunto de datos o Batch, en el cual los datos se presentan a la 
red y el cálculo de la modificación en los pesos se almacenan hasta que todas 
las muestras han sido presentadas a la red, en este momento se modifican los 
pesos con la suma de las modificaciones almacenadas. Este algoritmo es 
bueno debido a que estima de manera más precisa el vector gradiente y es 
más eficiente computacionalmente. En general se maneja que el método de 
Batch es el más adecuado para los problemas de clasificación y detección de 
patrones como lo es el problema en cuestión. 
Si decimos que a la presentación de todo el conjunto de muestras a la red 
neuronal se le llama epoch, se recomienda para cualquiera de los casos 
mencionados anteriormente que el orden de las muestras sea aleatorizado de 
epoch en epoch para aumentar la velocidad de convergencia. 
Y en este momento destacamos la verdadera importancia que tiene el hecho 
de que se le permita al algoritmo converger rápidamente hacia un mínimo. La 
cuestión de la velocidad de convergencia es importante debido a que nos 
representará una menor pérdida de tiempo al entrenar la red, y por otro lado 
asegurará de que la red trabaje correctamente con el conjunto de datos de 
entrenamiento mostrado. Sin embargo se debe aclarar que el hecho de que el 
algoritmo converja a un valor pequeño no implica una buena generalización 
Las redes del tipo Perceptrón Multicapa que se entrenan apropiadamente 
tienden a ofrecer razonables respuestas cuando son puestas a prueba con 
entradas que nunca han visto. Esta propiedad de generalización hace posible 
entrenar a la red con un paquete representativo de pares de entradas y destinos 
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esperados y obtener buenos resultados sin necesidad de entrenar a la red con 
todos los pares posibles de entradas y salidas. 
Se puede ver a la red neuronal como un elemento para hacer mapeo no lineal 
de entradas y salidas en un problema de ajuste de curva, si imaginamos que 
contamos con un número infinito de muestras, el error al evaluar la red, es 
mínimo, sin embargo la idea es que con pocas muestras se pueda lograr la 
generalización. No obstante, la generalización no siempre se logra aunque la 
reducción del error siempre se puede lograr. Debido a que la idea es que la red 
tenga una buena generalización, se determinarán los factores que influyen en 
esta tarea y que son el tamaño y eficiencia del conjunto de datos de 
entrenamiento, la arquitectura de la red y la complejidad física del problema. El 
último punto no se puede controlar, sin embargo, los dos primeros sí. 
Una vez que la arquitectura de la red ha sido fijada de acuerdo a la complejidad 
física del problema se puede utilizar la ecuación 3.23, que propone Haykin, para 
determinar el tamaño del conjunto de datos y que nos dice que esta 
determinado por: 
w 
N>= 
Donde W es el número de pesos de la red y E es la fracción de error permitido 
que generalmente se puede establecer en .01, de manera que se puede 
asegurar que el número de muestras permitirá a nuestra red generalizar 
correctamente. 
4.2.1.3. Procesamiento digital de señales 
A.1. Transformada discreta de Fourier (DFT) 
La transformada discreta de Fourier (DFT por sus siglas en inglés) permite evaluar 
la transformada de Fourier de secuencias de duración finita. La DTF es una 
secuencia compleja que es obtenida por medio de muestrear un período de la 
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transformada de Fourier de la señal a un número finito de puntos de frecuencia, 
es decir, que corresponde a muestras igualmente espaciadas en frecuencia de la 
transformada de Fourier de la señal discreta. La DFT es . importante por dos 
razones. Primero, permite determinar el contenido frecuencial de la señal de voz, 
o sea, realizar análisis espectral. La segunda razón de importancia es realizar 
operaciones de filtrado en el dominio de la frecuencia. La eficiencia es la razón 
principal por la cual se procesan las señales en el dominio de la frecuencia 
• Muestreando la transformada de Fourier 
Consideremos una secuencia periódica x[n] con su transformada de Fourier 
X(eiw) y asumamos que una secuencia X[k] es obtenida al muestrear X(eiw)a 
2rrK 
frecuencias w = --, como sigue: 
N 
Ecuación 1 
( ('"")) X[k] = .Y(e1'·" ::'"=~;.A = )( e1~ T 
Como la transformada de Fourier es periódica en w con período 2n , la resultante 
secuencia es periódica en k con periodo N. La secuencia de muestras es 
periódica dado a que los N puntos están igualmente espaciados iniciando desde 
cero. Por lo que la misma secuencia se repite mientras k varia en el rango de O 
::::; k ::::; N -1. Se puede notar que la secuencia de muestras X[k], siendo periódica 
con período N, podría ser la secuencia de los coeficientes discretos de la serie 
de Fourier de la secuencia x" [n], la cual tiene la relación con x[n] del siguiente 
modo: 
Ecuación 2 
r:'; ri} 
x"'lnl= Ix[n-nVl=xln]* Ic5ln-rN] 
Esto es x"[n] es la secuencia periódica que resulta de la convolución aperiódica 
de x[n] con un tren periódico de impulsos unitarios. Por tanto, la secuencia 
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periódica xA[n], correspondiente a X[k], que es obtenida de muestrear X(eiw) 
está formada de x[n] por medio de sumar juntos un número infinito de réplicas 
cambiadas de x[n]. Estos cambios son todos los enteros positivos y negativos 
múltiplos de N. El período de la secuencia X[k]. Equivalentemente, x[n] se puede 
recuperar a partir de la correspondiente secuencia periódica xA[n] a través de la 
siguiente ecuación: 
Ecuación 3 
.1:[n] = . -. {x" {n'I,O .$ n :=: j\j - 1 
O,otheni'Ise_ 
encontrar xA [n] y utilizar la ecuación anterior para obtener x[n]. Cuando las series 
de Fourier son utilizadas de este modo para representar secuencias de duración 
finita, es llamada la transformada discreta de Fourier. 
• Definición de la transformada discreta de Fourier 
Está definida como la secuencia de frecuencia-discreta de duración-finita que es 
obtenida de muestrear un período de la transformada de Fourier. Este muestreo 
como ya se mencionó es convencionalmente hecho a N puntos igualmente 
espaciados sobre un período que se extiende desde O ~ ro ~ 2n , o con lo 
siguiente 
Ecuación 4 
2Hk 
(/)~ =~ . N para O :;;; k s;; lv' -1 
Si x[n] es una secuencia discreta en el tiempo con transformada de Fourier 
X(eiw) entonces la transformada discreta de Fourier, denotada por X[k], se 
define como: 
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Ecuación 5 
Xrk] = X(eiw)l 2:rk ~ -¡ ·¡ -1r.dl.\' L· " w= wk=--= L..-' n e 
tV fl=O . -
para o ~ k s N - l 
Es importante notar una cosa, siendo M la duración de la señal x[n] y N el período 
de xA[n], si Ms N entonces la señal x[n] puede ser recuperada a partir de xA[n] y 
el exceso de número de puntos en un período de xA[n] son iguales a cero. Por 
otro lado, si M ~ N sucede un traslape al formarse la extensión periódica, 
entonces se dice que ocurre time-aliasing. A partir de x[n] o xA[n] se puede 
obtener una o la otra según las ecuaciones anteriores, pero la distinción entre 
una y la otra se hacen más evidentes cuando se analizan las propiedades de la 
DTF. Como la DTF consiste en muestras de la transformada de Fourier, las 
propiedades de linealidad, periodicidad y simetría de la transformada de Fourier 
son ciertas también para la DTF. Además para todas las expresiones de las 
propiedades dadas se especifican los rangos, para x[n] de Os n s N -1 y para 
X[k] de O s k s N -1, y ambas son cero fuera de estos rangos. A continuación se 
resumen estas propiedades. 
4.2.1.4. Reconocimiento de voz 
El algoritmo de reconocimiento de voz en el que se trabajó se buscó que reconociera a 
un hablante de una diversidad de ellos mediante un modelo de mayoría, donde se 
identifica la pronunciación por cada uno de los algoritmos y tener mediante una mayoría 
la palabra pronunciada. El sistema del reconocimiento de voz, consiste en capturar la 
voz para pasarla a través de una normalización, la cual al terminar tendrá una 
transformación del tiempo a frecuencia, la cual segmentaremos en fonemas para tener 
así ya lista la palabra a reconocer y determinar si es la palabra esperada. 
El Procesado de voz es el estudio de las señales de voz y las técnicas de procesado de 
estas señales. Las señales se digitalizan con el propósito de manipular su información, 
lo cual es llamado procesamiento digital de voz. El procesamiento digital de voz se 
puede dividir en varias categorías, la de nuestro interés es el reconocimiento de voz. En 
el reconocimiento de voz el problema es identificar las palabras habladas, sin importar 
el hablante. Bajo este esquema, se pre-procesan las señales de voz, se obtienen las 
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características, y lo que se trata al final es capturar las similitudes entre las palabras 
habladas. 
4.2.1.4.1. Modelado de la voz 
Las ecuaciones fundamentales que se aplican en acústica son lineales, por lo que se 
pueden utilizar sistemas lineales en el modelado de la voz para conseguir una precisión 
aceptable. Estos modelos lineales son aproximaciones de gran utilidad ya que utilizar 
modelos no lineales resulta demasiado complejo. En resumen, el habla es producida 
por la modulación del flujo de aire a través del tracto vocal. Por un lado, la tensión de 
las cuerdas vocales se gobierna por la musculatura, que funciona como un control de 
entrada. 
En este caso, la tensión de las cuerdas afecta la frecuencia de la señal de voz por lo 
que la señal de control será parecida a la portadora en una modulación. Por otro lado, 
el tono de voz no es necesario para saber la información que se está transmitiendo. 
Generalmente los modelos suelen formarse utilizando un filtro, para separar las partes 
trascendentales de la señal de voz. El tracto vocal es modelado como la concatenación 
de tubos acústicos de distinto diámetro, con o sin pérdidas. Lo cual resulta en un modelo 
lineal inestacionario, ya que las secciones de los tubos van cambiando de acuerdo al 
fonema que se está emitiendo. Se puede decir entonces que, el tracto vocal actúa como 
una cavidad resonante formando regiones donde el sonido producido es filtrado. 
4.2.1.4.2. Captura de la Voz 
La captura de voz se realiza en la computadora, utilizando segundos para la grabación 
que se va a procesar, tomando una resolución en bits, que hacen que nuestra muestra 
sea pequeña en espacio pero con una información suficiente para analizar. Una vez 
capturada la voz dentro de la computadora se da paso a seguir con el procesamiento 
en base a algoritmos realizados en Matlab. 
4.2.1.4.3. Extracción de características 
En el reconocimiento del habla, la señal de voz pre-procesada se ingresa a un nuevo 
procesamiento para producir una representación de la voz en forma de secuencia de 
vectores o agrupaciones de valores que se denominan parámetros, que deben 
representar la información contenida en la envolvente del espectro. Hay que tener en 
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cuenta que el número de parámetros debe ser reducido, para no saturar la base de 
datos, ya que mientras más parámetros tenga la representación menos fiables son los 
resultados y más costosa la implementación. 
Existen distintos métodos de análisis para la extracción de características, y se 
concentran en diferentes aspectos representativos. En este caso analizaremos los dos 
de mayor importancia para el análisis de la voz: 
- Análisis de predicción lineal (LPC) 
- Análisis cepstral 
• Predicción lineal 
Se trata de una de las técnicas más potentes de análisis de voz, y uno de los 
métodos más útiles para codificar voz con buena calidad. Su función es 
representar la envolvente espectral de una señal digital de· voz en una forma 
comprimida, utilizando la información de un modelo lineal, con lo cual se 
proporcionan unas aproximaciones a los parámetros de la voz muy precisas. Se 
fundamenta en establecer un modelo de filtro de tipo todo polo, para la fuente de 
sonido. La principal motivación del modelo todo polo viene dada porque permite 
describir la función de transferencia de un tubo, que sin perdidas está formado 
por diferentes secciones. 
"' Cepstrum 
Como se sabe los sonidos de la voz se pueden representar mediante un 
espectrograma, que indica las componentes frecuenciales de la señal de voz. Es 
así entonces como el espectro nos proporciona información acerca de los 
parámetros del modelo de producción de voz, tanto de la excitación como del 
filtro que representa el tracto vocal. Desde el principio de la década de los 70 
los sistemas horno mórficos han tenido una gran importancia en los sistemas de 
reconocimiento de voz. Estos sistemas horno mórficos son una clase de 
sistemas no lineales que obedecen a un principio de superposición. De estos los 
sistemas lineales son un caso especial. 
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4.2.1.5. Matlab 
4.2.1.5.1. Descripción de MATLAB 
MATLAB es un entorno de cálculo técnico de altas prestaciones para cálculo 
numérico y visualización. Integra: 
)o> Análisis numérico 
);;> Cálculo matricial 
)o> Procesamiento de señales 
)o> Gráficos 
Es un entorno fácil de usar, donde los problemas y las soluciones son expresados como 
se escriben matemáticamente, sin la programación tradicional. El 
nombre MATLAB proviene de "MA Trix LABoratory" (Laboratorio de 
Matrices). MATLAB fue escrito originalmente para proporcionar un acceso sencillo al 
software matricial desarrollado por los proyectos LINPACK y EISPACK, que juntos 
representan lo más avanzado en programas de cálculo matricial. MATLAB es un sistema 
interactivo cuyo elemento básico de datos es una matriz que no requiere 
dimensionamiento. Esto permite resolver muchos problemas numéricos en una fracción 
del tiempo que llevaría hacerlo en lenguajes como C, BASIC o FORTRAN. MATLAB ha 
evolucionado en los últimos años a partir de la colaboración de muchos usuarios. En 
entornos universitarios se ha convertido en la herramienta de enseñanza estándar para 
cursos de introducción en álgebra lineal aplicada, así como cursos avanzados en otras 
áreas. En la industria, MATLAB se utiliza para investigación y para resolver problemas 
prácticos de ingeniería y matemáticas, con un gran énfasis en aplicaciones de control y 
procesamiento de señales. MA TLAB también proporciona una serie de soluciones 
específicas denominadas TOOLBOXES. Estas son muy importantes para la mayoría de 
los usuarios de MA TLAB y son conjuntos de funciones MATLAB que extienden el 
entorno MA TLAB para resolver clases particulares de problemas como: 
)o> Procesamiento de señales 
);;> Diseño de sistemas de control 
);;> Simulación de sistemas dinámicos 
);;> Identificación de sistemas 
)o> Redes neuronales y otros. 
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Probablemente la característica más importante de MATLAB es su capacidad de 
crecimiento. Esto permite convertir al usuario en un autor contribuyente, creando sus 
propias aplicaciones. En resumen, las prestaciones más importantes de MA TLAB son: 
• Escritura del programa en lenguaje matemático. 
• Implementación de las matrices como elemento básico del lenguaje, lo que 
permite una gran reducción del código, al no necesitar implementar el cálculo 
matricial. 
• Implementación de aritmética compleja. 
• Un gran contenido de órdenes específicas, agrupadas en TOOLBOXES. 
• Posibilidad de ampliar y adaptar el lenguaje, mediantes ficheros de script y 
funciones .m. 
4.2.1.5.2. Documentación de MATLAB 
La documentación de MA TLAB incluye ayuda en línea y manuales impresos: 
• MA TLAB USER'S GUIDE: Contiene aspectos específicos de la plataforma 
acerca de su uso y un tutorial con las funcionalidades básicas de MA TLAB. 
• MATLAB REFERENCE GUIDE: Compendio alfabético de todos los comandos 
de MATLAB. 
• EXTERNAL INTERFACE GUIDE: Describe los interfaces externos de MATLAB, 
incluyendo la importación y exportación de datos, 
librerías FORTRAN y C para linkado dinámico, lectura y escritura de ficheros y 
llamada a MA TLAB como motor de cálculo. 
• INSTALLATION GUIDE: Describe cómo instalar MATLAB. 
• ONLINE HELP: La ayuda en línea del programa y las demos proporcionan 
información acerca de los comandos de MA TLAB y muestran algunas de sus 
características. 
• AYUDA EN INTERNET: En internet se puede encontrar una gran variedad de 
sitios con información abundante sobre MA TLAB. Desde el texttt de la propia 
casa MA THWORKS, hasta FAQS(Preguntas más frecuentes), tutoriales, 
ayudas, foros, etc. 
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4.2.1.5.3. Aplicaciones 
El conocimiento de estos operadores es fundamental para cualquier aplicación que se 
desee desarrollar. Dado que las variables son, por defecto, matrices es importante 
conocer cómo referenciar sus elementos tanto individualmente como en grupo 
(utilizando los dos puntos (:) para indicar entre que límites) o como generarlas. Los 
comentarios son de vital importancia en un programa. Todos aquellos que se encuentren 
antes de la primera orden ejecutable del fichero o función .m se mostrarán cuando se 
llame al comando help con el nombre de nuestro fichero. Los tres puntos son muy útiles 
cuando se desea generar una matriz o expresión que no cabe en una sola línea 
de MATLAB. 
4.2.1.5.4. Neural Network Toolbox 
La Neural Network Toolbox es un paquete de Matlab que contiene una serie de 
funciones para crear y trabajar con redes de neuronas artificiales. Con help nnet se 
obtiene la lista de todas las funciones de este paquete. 
El Neural Network Toolbox de MATLAB modela solo abstracciones simples de los 
modelos de redes biológicas. Comúnmente se entrenan por aprendizaje supervisado, 
aunque también soporta el aprendizaje no supervisado y el diseño directo 
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Figura 11: Modelo de Abstracción 
Fuente: Neural Network too/box-Juan Carlos Moctezuma Eugenio 
El objetivo es explicar el uso del toolbox de matlab para entrenar redes neuronales con 
el algoritmo backpropagation de tipo feedforward, para resolver problemas específicos. 
Generalmente se tienen cuatro pasos en el proceso de dicho entrenamiento: 
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1. Configurar los datos de entrenamiento 
2. Crear la red 
3. Entrenar la red 
4. Simular la respuesta de la red con nuevas entradas 
Esta sección se muestran varias de las funciones de entrenamiento, y para cada función 
se deben seguir estos cuatro pasos 
A. PERCEPTRON MUL TICAPA 
A.1. Creación 
El comando newff crea una red de neuronas de tipo feedforward. Su sintaxis es: 
net = newff (PR, [S1 S2 ... SNI ],{TF1 TF2 ... TFNI} ,BTF,BLF,PF) 
)> PR :Matriz con los valores mínimos y máximos de los elementos de entrada 
)> Si : Tamaño de la capa i 
)> TFi: Función de transferencia de la capa i, por defecto es 'tansig'. 
)> BTF: Función de entrenamiento, por defecto 'trainlm'. 
)> BLF: Función de aprendizaje de los pesos/bias, por defecto 'learngdm'. 
)> PF: Función de evaluación, por defecto 'mse' 
Esta función devuelve una red feedforward con N capas. 
A.2. Simulación (Sim) 
La función sim simula una red. sim toma la entrada de la red p, y la red como tal, y esta 
retorna las salidas de la red. 
Así se puede simular la red que se creó anteriormente para un solo vector de la entrada: 
· p = [1; 2]; · a = sim(net,p) · a = -0.1011 (Si prueba estos datos, su resultado puede ser 
diferente, dependiendo del estado del generador de números aleatorios que tenga 
cuando la red fue inicializada.). 
A.3. Entrenamiento 
Se usan la función, adapt para entrenamiento adaptativo y train para entrenamiento 
estático. Funciones de entrenamiento Existen diversos métodos para realizar el 
entrenamiento estático de una red de neuronas. Estos métodos se basan en algoritmos 
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que intentan minimizar el error en base a diversas técnicas. Cada uno de estos métodos 
presenta sus ventajas e inconvenientes en cuanto a convergencia y coste 
computacional. 
Algunas funciones de entrenamiento son trainlm, traingd, traingdx, trainbr, etc. Al igual 
que las funciones de transferencia, la función de entrenamiento se establece al crear la 
red o bien alterando el valor del parámetro NET.transferFcn 
La arquitectura de la red que normalmente es la más usada con el algoritmo del 
backpropagation es feedforward de múltiples capas (multilayer). Una neurona 
elemental con R entradas se muestra en el figura 11 Cada entrada es pesada con su w 
correspondiente. La suma de las entradas y sus pesos forman la entrada de a la función 
de transferencia f. las Neuronas pueden usar diferentes funciones de transferencia f 
para generar una salida. 
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Figura 12: Arquitectura de Red Neuronal Artificial 
Fuente: Redes Neuronales Artificiales- Raquel Flores Lopez-2008 
En una red de múltiples capas (multilayer) a menudo se usa el log-sigmoid o función de 
transferencia logarítmica (Figura 12). 
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a 
a= logsig(n) 
Log-Sigmoid Transfer· Func1ion 
Figura 13: Función de transferencia /ogarftmica 
Fuente: Redes Neuronales Artificiales- Raquel Flores Lopez-2008 
La función logarítmica genera salidas entre O y 1 y la entrada de la neurona puede ir 
desde infinitamente negativo a infinitamente positivo. Alternativamente, las redes 
multicapa pueden usar el tan-sigmoid o función de transferencia tangencial. (Figura 13) 
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Figura 14: Función de Transferencia tangencial 
Fuente: Redes Neuronales Artificiales- Raquel Flores Lopez-2008 
De vez en cuando, el purelin o función de traslado lineal se usa en redes 
backpropagation. (Figura 3.4) 
69 
'1 
i 
'¡ 
. .i
.a' = pur.elin(n) 
Linear Tran:sier Func~ion 
Figura 15: Función de traslado lineal 
Fuente: Redes Neuronales Artificiales- Raquel Flores Lopez-2008 
Si la última capa de una red multicapa tiene neuronas sigmoideas (-sigmoid), entonces 
se escalan las salidas de la red en un rango pequeño. Si se usan neuronas de salida 
lineal, las salidas de la red pueden tomar cualquier valor. 
En backpropagation es importante poder calcular el derivado de cualquier función de 
transferencia utilizada. Cada una de las funciones anteriores, tangencial, logarítmica, y 
purelin, tienen una función derivativa que les corresponde: dtansig, dlogsig, y dpurelin. 
Para obtener el nombre de la función derivativa asociada a cada función de transferencia 
se debe llamar la función de transferencia y la función de matlab 'deriv'. 
Ejemplo: 
• tansig('deriv') 
• ans = dtansig 
Las tres funciones de transferencia descritas anteriormente son las usadas 
normalmente para backpropagation, pero pueden crearse otras funciones diferentes y 
usarse con backpropagation si así se desea. 
Una red Feedforward a menudo tiene una o más capas ocultas de neuronas de tipo 
sigmoideas, seguidas por una capa de salida lineal. Las capas múltiples de neuronas 
con funciones de transferencia no lineal permiten a la red aprender relaciones lineales 
y no lineales entre la entrada y la salida. La capa del de salida lineal permite a la red 
producir el umbral fuera del rango entre -1 y +1. Por otro lado, si se quiere reprimir las 
salidas de una red (entre O y 1), entonces la capa de salida debe usar una función de 
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transferencia sigmoidea (como logsig). Para las redes de múltiples capas se acostumbra 
que el número de las capas determine el exponente en la matriz de pesos. 
A.4. Utilización 
Se usa la función sim descrita en la sección anterior 
4.2.1.6. Arduino 
Arduino es una plataforma de prototipos de código abierto basado en hardware fácil de 
usar y el software. Placas Arduino son capaces de leer los insumas- la luz en un sensor, 
un dedo en un botón, o un mensaje de Twitter - y lo convierten en una salida - la 
activación de un motor, encender un LED, publicar algo en línea. Todo esto se define 
por un conjunto de instrucciones programadas a través del software de Arduino (IDE). 
A través de los años Arduino ha sido el cerebro de miles de proyectos, a partir de objetos 
cotidianos a los instrumentos científicos complejos. Una comunidad mundial de los 
fabricantes - estudiantes, aficionados, artistas, programadores y profesionales ha 
reunido alrededor de esta plataforma de código abierto, sus contribuciones han añadido 
hasta una cantidad increíble de conocimiento accesible que puede ser de gran ayuda 
para los principiantes como para expertos. 
Hay muchos otros microcontroladores y plataformas disponibles para la computación 
física donde las funcionaiidades y herramientas son muy complicadas de programar 
Arduino simplifica el proceso de trabajar con microcontroladores, ofrece algunas 
ventajas y características respecto a otros sistemas. 
• Factible: Las placas Arduino son más accesibles y factibles comparadas con 
otras plataformas de microcontroladores. 
• Multi-Piataforma: El software de Arduino funciona en los sistemas operativos 
Windows, Macintosh OSX y Linux. La mayoría de los entornos para 
microcontroladores están limitados a Windows. 
• Ambiente de programación sencillo v directo: El ambiente de programación 
de Arduino es fácil de usar para los usuarios, Arduino está basado en el entorno 
de programación de processing con lo que el usuario aprenderá a programar y 
se familiarizará con el dominio de desarrollo Arduino. 
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• Software ampliable y de código abierto: El software Arduino está publicado 
bajo una licencia libre y preparada para ser ampliado por programadores y 
desarrolladores experimentados. El lenguaje puede ampliarse a través de 
librerías de C++ y modificarlo a través del lenguaje de programación AVR C en 
el que está diseñado. 
Hardware ampliable y de código abierto: Arduino está basado en los microcontroladores 
ATMEGA168, ATMEGA328 y ATMEGA1280. Los planos de los módulos están 
publicados bajo licencia creative commons, por lo que los diseñadores de circuitos 
pueden hacer su propia versión del módulo, ampliándolo u optimizándolo facilitando el 
ahorro. 
4.2.1.6.1 Arduino UNO 
Figura 16: Tarjeta Arduino UNO 
Fuente: http://Arduino.cc 
4.2.1.6.2. Características De La Placa Arduino 
A. Hardware 
Arduino en su diseño de hardware es una placa electrónica que se puede 
adquirir ensamblada o construirla directamente porque se encuentran los planos 
electrónicos y la licencia del producto en el internet. 
Las placas han ido evolucionando como su software, al inicio las primeras placas 
utilizaban un chip FTDI "FT232RL" para comunicarse por puerto USB al 
computador y un procesador para ser programado, luego se utilizó un 
microcontrolador especial para cumplir esta función como en el caso de Arduino 
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"uno", que tenían un micro para ser programado y otro para la comunicación, en 
la actualidad se usa un único microcontrolador que se compromete en llevar a 
cabo la comunicación y sobre el que también se descargan las instrucciones a 
ejecutar. 
4.2.1.6.3. Descripción de la placa Arduino 
1. Conector USB: proporciona la comunicación para la programación y la toma de 
datos, también provee una fuente de 5VDC para alimentar al Arduino, pero de baja 
corriente por lo que no sirve para alimentar motores gran potencia. 
2. Regulador de voltaje de SV: se encarga de convertir el voltaje ingresado por el plug 
3, en un voltaje de 5V regulado necesario para el funcionamiento de la placa y para 
alimentar circuitos externos. 
3. Plug de conexión para fuente de alimentación externa: Es el voltaje que se 
suministra que debe ser directo y estar entre 6V y 18Vo hasta 20V, generalmente se 
debe de tener cuidado de que el terminal del centro del plug quede conectado a positivo 
ya que algunos adaptadores traen la opción de intercambiar la polaridad de los cables. 
4. Puerto de conexiones: Es constituido por 6 pines de conexión con las funciones de 
RESET que permite resetear el microcontrolador al enviarle un cero lógico. Pin 3.3V 
provee de una fuente de 3.3VDC para conectar dispositivos externos como en la 
protoboard por ejemplo. Pin 5V es una fuente de 5VDC para conectar dispositivos 
externos. Dos pines GND que permite la salida de cero voltios para dispositivos 
externos. Pin Vin, este pin está conectado con el positivo del plug 3 por lo que se usa 
para conectar la alimentación de la placa con una fuente externa de entre 6 y 12VDC en 
lugar del plug 3 o la alimentación por el puerto USB. 
5. Puertos de entradas análogas: lugar donde se conectan las salidas de los sensores 
análogos. Estos pines solo funcionan como entradas recibiendo voltajes entre cero y 
cinco voltios directos. 
6. Microcontrolador Atmega 328: Implementado con los Arduino uno en la versión 
SMD del Arduino uno R2, se usa el mismo microcontrolador pero en montaje superficial, 
en este caso las únicas ventajas son la reducción del peso y ganar un poco de espacio. 
7. Botón reset: Permite resetear el microcontrolador haciendo que reinicie el 
programa. 
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8. Pines de programación ICSP: son usados para programar microcontroladores en 
protoboard o sobre circuitos impresos sin tener que retirarlos de su sitio. 
9. Led ON: enciende cuando el Arduino está encendido. 
1 O. Leds de recepción y transmisión: se encienden cuando la tarjeta se comunica 
con el PC. El Tx indica transmisión de datos y el Rx recepción. 
11. Puertos de conexiones de pines de entradas o salidas digitales: 
La configuración como entrada o salida debe ser incluida en el programa. Cuando se 
usa la terminal serial es conveniente no utilizar los pines cero (Rx) y uno (Tx). Los pines 
3, 5 y 6 están precedidos por el símbolo-, lo que indica que permiten su uso como 
salidas controladas por ancho de pulso PWM. 
12. Puerto de conexiones 5 entradas o salidas adicionales: Las salidas 9, 10 y 11 
permiten control por ancho de pulso; la salida 13 es un poco diferente pues tiene 
conectada una resistencia en serie, lo que permite conectar un led directamente entre 
ella y tierra. Finalmente hay una salida a tierra GND y un pin AREF que permite ser 
empleado como referencia para las entradas análogas. 
13. Led pin 13: indica el estado en que se encuentra. 
14. Pines de programación ICSP: son usados para programar microcontroladores en 
protoboard o sobre circuitos impresos sin tener que retirarlos de su sitio. 
15. Chip de comunicación: Permite la conversión de serial a USB. 
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Figura 17: Diagrama de bloques sencillo de una Placa de Arduino 
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4.2.2. Definición de Términos y de Conceptos 
./ Demótica (domus viene del latín y significa casa). Es la ciencia que intenta 
aplicar los avances informáticos y técnicos al día a día del hogar. Los objetivos 
varían desde buscar una mayor comodidad, automatizar tareas pesadas, 
aumentar el confort y el bienestar o conseguir ahorro energético. Todo ello con 
el fin último de conseguir que la casa o el recinto cerrado actúa de modo 
automático y del modo más independiente posible, ajustándose a las 
necesidades y gustos de los ocupantes, y optimizando los recursos disponibles 
(sobre todo energéticos) . 
./ Confort: Se trata de aquello que brinda comodidades y 
genera bienestar al usuario . 
./ Reconocimiento de Patrones: Siguiendo la definición de Watanabe [Wat85], 
un patrón es una entidad a la que se le puede dar un nombre y que está 
representada por un conjunto de propiedades medidas y las relaciones entre 
ellas (vector de características). Por ejemplo, un patrón puede ser una señal 
sonora y su vector de características el conjunto de coeficientes espectrales 
extraídos de ella (espectrograma). Otro ejemplo podría ser una imagen de una 
cara humana de las cuales se extrae el vector de características formado por un 
conjunto de valores numéricos calculados a partir de la misma. El reconocimiento 
automático, descripción, clasificación y agrupamiento de patrones son 
actividades importantes en una gran variedad de disciplinas científicas, como 
biología, sicología, medicina, visión por computador, inteligencia artificial, 
teledetección, etc . 
./ Test: es una palabra inglesa aceptada por la Real Academia Española (RAE). 
Este concepto hace referencia a las pruebas destinadas a evaluar 
conocimientos, aptitudes o funciones. En sentido amplio el test es una prueba, 
que intenta obtener ciertos resultados como probatorios . 
./ RNA: denominadas redes de neuronas artificiales, son 
un paradigma de aprendizaje y procesamiento automático inspirado en la forma 
en que funciona el sistema nervioso de los animales. Se trata de un sistema de 
interconexión de neuronas que colaboran entre sí para producir un estímulo de 
salida. En inteligencia artificiales frecuente referirse a ellas como redes de 
neuronas o redes neuronales . 
./ Topología: La topología es probablemente la más joven de las ramas clásicas 
de las matemáticas. En contraste con el álgebra, la geometría y la teoría de los 
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números, cuyas genealogías datan de tiempos antiguos, la topología aparece en 
el siglo diecisiete, con el nombre de analysis situs, ésto es, análisis de la 
posición . 
./ Capa oculta: Una capa oculta no tiene una conexión directa con el entorno, es 
decir, no se conecta directamente ni a órganos sensores ni a efectores. Este tipo 
de capa oculta proporciona grados de libertad a la red neuronal gracias a los 
cuales es capaz de representar más fehacientemente determinadas 
características del entorno que trata de modelar . 
./ Umbral: cantidad mínima necesaria de señal de una magnitud para poder ser 
registrada por un sistema . 
./ Sinapsis: Se designa con el término de sinapsis a la relación funcional de 
contacto entre las terminaciones de las células nerviosas y es justamente a 
instancias de estos impulsos que se producirá la transmisión del impulso 
nervioso. La palabra deriva de un vocablo griego que refiere unión o enlace, 
porque en definitivas cuentas es la unión intercelular especializada entre las 
neuronas. La sinapsis comienza con una descarga químico eléctrica en la 
membrana de la célula emisora o pre sináptica, en tanto, cuando el mencionado 
impulso llega al extremo del axón (prolongación larga y delgada de la neurona), 
la neurona segrega una sustancia que se alojará en el espacio sináptico entre la 
neurona transmisora y la receptora o post sináptica . 
./ Perceptrón: dentro del campo de las redes neuronales tiene dos acepciones. 
Puede referirse a un tipo de red neuronal artificial desarrollado por Frank 
Rosenblatt. Y dentro de la misma teoría de Rosenblatt, también puede 
entenderse como la neurona artificial y unidad básica de inferencia en forma 
de discriminador lineal, es decir, un algoritmo capaz de generar un criterio para 
seleccionar un sub-grupo, de un grupo de componentes más grande. La 
limitación de este algoritmo es que si dibujamos en un plot estos elementos, se 
deben poder separar con un hiperplano los elementos "deseados" de los "no 
deseados". El perceptrón puede utilizarse con otros perceptrones u otro tipo de 
neurona artificial, para formar redes neuronales más complicadas. El modelo 
biológico más simple de un perceptrón es una neurona y viceversa. Es decir, el 
modelo matemático más simple de una neurona es un perceptrón . 
./ Normalización: modificar los datos originales a través de transformaciones tales 
que queden en un rango específico 
./ Entrenamiento Batch: En este modo de entrenamiento la actualización de los 
pesos sinápticos se produce una única vez, tras la presentación de todo el 
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conjunto de entrenamiento. Cada vez que se concluye una época, un solo error 
promedio se calcula y los parámetros de la red se actualizan en base a ese error . 
./ Epoch: es un evento o un tiempo marcado por un evento que comienza un 
nuevo período o desarrollo . 
./ LEO: (por sus siglas en inglés, Light Emitting Diode, que en español significa 
Diodo Emisor de Luz) también conocida como Diodo Luminoso consiste 
básicamente en un material semiconductor que es capaz de emitir una radiación 
electromagnética en forma de Luz . 
./ Algoritmo: Se denomina algoritmo a un grupo finito de operaciones organizadas 
de manera lógica y ordenada que permite solucionar un determinado problema. 
Se trata de una serie de instrucciones o reglas establecidas que, por medio de 
una sucesión de pasos, permiten arribar a un resultado o solución . 
./ Feed-forward(o prealimentacion) describe un tipo de sistema que reacciona a 
los cambios en su entorno, normalmente para mantener algún estado concreto 
del sistema. Un sistema que exhibe este tipo de comportamiento responde a las 
alteraciones de manera predefinida, en contraste con los sistemas 
retroalimentados . 
./ Procesamiento de señales: Es el procesamiento, amplificación e interpretación 
de señales. Las señales pueden proceder de diversas fuentes. Hay varios tipos 
de procesamiento de señales, dependiendo de la naturaleza de las mismas. 
-/ Espectrograma: El espectrograma es el resultado de calcular el espectro de 
tramas enventanadas de una señal. Resulta una gráfica tridimensional que 
representa la energía del contenido frecuencial de la señal según va variando 
ésta a lo largo del tiempo . 
./ La transformada rápida de Fourier (TRF) es un método matemático para la 
transformación de una función del tiempo en una función de la frecuencia. A 
veces se describe como la transformación del dominio del tiempo al dominio de 
frecuencia. Es muy útil para el análisis de los fenómenos dependientes del 
tiempo . 
./ Función de propagación (también conocida como función de excitación), que 
por lo general consiste en el sumatorio de cada entrada multiplicada por el peso 
de su interconexión (valor neto). Si el peso es positivo, la conexión se 
denomina excitatoria; si es negativo, se denomina inhibitoria . 
./ Función de Activación: define la salida de un nodo dada una entrada o un conjunto 
de entradas. Se podría decir que un circuito estándar de computador se comporta 
como una red digital de funciones de activación al activarse como "ON" (1) u "OFF" 
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(O), dependiendo de la entrada. Esto es similar al funcionamiento de 
un Perceptrón en una Red neuronal artificial. 
../ Función de transferencia: Es un modelo matemático. Es una propiedad del 
sistema. No proporciona información sobre la estructura física del sistema. Se 
puede establecer estudiando la salida ante entradas conocidas. Proporciona 
una descripción completa de las características dinámicas del sistema . 
../ La función sigmoide: permite describir procesos naturales y curvas de 
aprendizaje de sistemas complejos que muestran una progresión temporal 
desde unos niveles bajos al inicio, hasta acercarse a un punto de mayor 
intensidad transcurrido en un cierto tiempo; la transición se produce en una 
región caracterizada por una fuerte aceleración intermedia. Su gráfica tiene una 
típica forma de "S". A menudo la función sigmoide se refiere al caso particular de 
la función logística 
./ Aprendizaje: Consiste en proporcionar a la RNA datos como entrada a su vez 
que se le indica cuál es la salida (respuesta) esperada. Las RNA tienen la 
habilidad de aprender mediante una etapa que se llama etapa de aprendizaje. 
4.3. Selección de la metodología a utilizar para el desarrollo de la investigación 
4.3.1. Metodología en Cascada 
Es una metodología de desarrollo de software que se refiere a un framefork que 
es utilizado para cada uno de los procesos en la elaboración de un sistema de 
información. Ciclo de Vida clásico o en cascada: este tipo de estrategia suele ser 
utilizada cuando el sistema en estudio no es de gran complejidad o dificultad y 
puede ser manejable como proyecto, cuando los requerimientos del sistema 
pueden conseguirse de forma rápida. Consiste en seguir una sucesión de etapas 
en cadena o cascada por las que van a pasar el sistema de información desde 
que empieza a realizarse hasta que ya es utilizado. 
Para el desarrollo de este proyecto Domotico se implementa el modelo En 
cascada, y gracias a ello se puede controlar paso a paso el proceso, dando así 
una buena planificación con una mejor visión de cualquier riesgo que pueda surgir 
en cada fase del mismo, lo cual es de suma importancia en el desarrollo del 
proyecto 
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Fases 
./ Análisis de requerimientos 
./ Diseño del sistema 
./ Diseños del programa 
./ Codificación y pruebas 
Implementación 
./ Beneficios que se consigue del proyecto 
./ Es perfecto para proyectos que son rígidos si se conoce muy bien la 
herramienta a utilizar 
./ Provee estabilidad en los requerimientos 
./ Es un método muy estructurado que funciona bien con gente de poca 
experiencia 
Requerimientos 1lel 
Sistema 
Re c¡nerimientos 1lel 
Software 
Diseño Pn liminar y 
Detallado 
Co1liflración y De¡nu·adón 
Investigación Inicial, Identificación de Necesidades, Encuesta, 
etc. 
Especificación de diseño 
Aplicación 
Test y pmeblJS ¡u·nias a la OPER.\.CIÓN 
OPER,\CIÓN Y lVIANTENIMIENTO 
Figura 18: Modelo Cascada 
Fuente: Metodología Clásica Cascada- Christian Jesús Gonzalez Oceguera y Osvaldo 
Madrigal Yepez 
1 
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1. Análisis de los requisitos del software: 
software, así también la función, su nivel de rendimiento y las interfaces que sean 
necesarias 
2. Diseño: 
El diseño del sistema se basa en 4 atributos ajenos al programa, entre ellos 
tenemos, la estructura de los datos, la arquitectura del software, el detalle 
procedimental y la caracterización de sus interfaces. En este proceso se 
transforman los requisitos en la elaboración del software con la calidad establecida 
antes que empiece la codificación 
3. Codificación: 
En la etapa anterior de diseño debe pasar de forma entendible a la máquina. El 
paso codificación permite realizar esta tarea. Si el diseño se elabora de una forma 
detallada la codificación puede hacerse mecánicamente 
4. Prueba: 
En la fase de prueba, con el código ya implementado, procederemos a centrarnos 
en la lógica interna y externa del programa, haciendo las respectivas pruebas que 
nos ayuden a saber que las entradas (patrones) propuestos generan resultados 
que realmente se requieren 
5. Verificación: 
En esta fase el o los programadores ejecutan el software, tras ello se realizaron 
pruebas completas y profundas, para comprobar si el sistema presenta alguna 
falla. 
6. Mantenimiento: 
Tras la fase de mantenimiento el programa sufrirá ciertas modificaciones después 
de la entrega al cliente. Los cambios se darán debido a, ciertos errores por 
corregir, la eliminación de funciones obsoletas, optimizar el rendimiento, o también 
adaptarse a ciertos cambios externos 
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CAPITULO V 
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Desarrollo De La Propuesta 
5.1. Planteamiento del proyecto 
5.1.1. Identificación del escenario del proyecto 
Este proyecto tiene como fin ofrecer una herramienta que mejore la calidad 
de vida de las personas con algún tipo de discapacidad, ubicadas en una 
vivienda de la urbanización Santa Ángela. Es decir el proyecto se desarrolla 
teniendo como escenario la sección mencionada y los requerimientos de esta, 
facilitándole el control de su entorno y esto se refiere al control de encendido 
de luces por reconocimiento de la voz. 
Una de las ventajas de este proyecto es que permite a estas personas 
controlar de forma factible una variable de su entorno y es el comienzo de un 
sistema que permitirá una mayor interacción del discapacitado con el medio 
que lo rodea. 
Recalcando que las pruebas funcionales se realizaran en una maqueta 
prototipo el cual cuenta con las mismas comparticiones de la vivienda ya 
menciona. 
Figura 19: Vivienda de la Urbanización Santa Angela 
Fuente: Goog/e.maps.com.pe 
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Figura 20: Maqueta prototipo de la vivienda 
Fuente: Elaboración Propia 
83 
5.1.2. Identificación de los usuarios y áreas intervinientes 
Los beneficiarios del presente proyecto son las personas que pertenecen a la vivienda 
de urbanización, incluyendo a las personas discapacitadas que residen ahí, así como 
las autoras del proyecto, que investiga y aumenta su conocimiento sobre tecnologías 
que permiten la creación de viviendas Demóticas. 
Los beneficiarios directos en esta investigación son las personas que poseen 
discapacidad los cuales viven en dicha casa, perteneciente a la Urbanización Santa 
Ángela. 
Los beneficiarios indirectos son las personas que no poseen discapacidad y solo el 
proyecto beneficia en su confort 
5.1.2.1. Áreas intervinientes 
Secciones - voz de mando: 
SALA: "Encender Sala" 
COCINA: "Encender Cocina" 
COMEDOR: "Encender Comedor'' 
BAÑO: "Encender Baño" 
PASADIZO: "Encender Pasadizo" 
1 ER CUARTO: "Encender Cuarto A" 
2DO CUARTO: "Encender Cuarto B" 
COCHERA: "Encender Garaje" 
5.1.2.2. Usuarios 
Las acciones de control del apagado y encendido de luces pueden ser ejecutadas 
por los miembros discapacitados, pero que poseen uso pleno de la voz, mediante 
un software basado en métodos de automatización e instalado en alguna PC. 
Debemos señalar que el hecho de realizar el sistema de control, dirigido a usuarios 
discapacitados no es impedimento para que sea utilizado por los demás miembros 
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del hogar es decir de la vivienda, ellos de igual manera podrán seguir usando las 
funcionalidades habituales. 
5.1.3. Análisis de Factibilidad 
5.1.3.1. Factibilidad operativa 
desarrollo del prototipo, cuenta con dos personas discapacitadas para poder realizar las 
muestras de voz, además comparticiones para las instalaciones e infraestructura 
adecuada. El tiempo para la elaboración del prototipo Demótico es adecuado. Se 
dispone de tiempo suficiente para realizar las investigaciones. 
5.1.3.2. Factibilidad técnica 
Técnicamente es posible el desarrollo del prototipo ya que la placa Arduino existe en el 
mercado Peruano y el costo no es elevado, además es fácil desarrollar la programación 
del reconocimiento de voz en Matlab mediante Redes Neuronales, que es una 
herramienta que hace posible desarrollar la aplicación de control Demótico. 
Existe la suficiente fundamentación para desarrollar el prototipo, obtenidas del 
internet, lo cual ayudara de una manera confiable para cubrir con todas las 
expectativas planteadas a inicio de la elaboración del prototipo. 
5.1.3.3. Factibilidad económica 
El desarrollo del prototipo Demótico se enmarca dentro de un proyecto económico 
factible, debido a que los materiales utilizados para la elaboración se encuentran en el 
mercado peruano a un costo fácil de adquirir 
En esta simulación, el financiamiento fue dado por las mismas desarrolladoras del 
proyecto, al contar con un computador propio que benefició a la investigación y 
desarrollo del mismo, así como también los materiales que servirían para la 
implementación del circuito fue de gran alcance 
Para finalizar los costos que se toman en cuenta, serán dados tanto como el costo del 
computador, implementación del circuito y servicios que fueron utilizados mes a mes por 
las desarrolladoras del proyecto. 
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5.2. Definición de requerimientos del negocio 
Análisis de Requerimientos 
El análisis de requerimientos de la fase uno de la metodología en cascada, es parte 
principal de desarrollo del prototipo del sistema Demótico; aquí es donde se 
concretó la idea, la visión del sistema y los requerimientos. 
La idea se basa en desarrollar un prototipo de un sistema Demótico; controlar las 
variables el prototipo "iluminación" mediante órdenes de voz dadas a una laptop, 
utilizar la Redes neuronales para el reconocimiento de voz y la comunicación entre 
el prototipo y el dispositivo portátil. 
Visión: crear un prototipo Demótico flexible y de bajo coste, utilizando la tecnología 
Arduino y software Matlab. 
5.2.1. Requerimientos funcionales 
~ Aprendizaje de la RNA 
Proporcionarle datos como entrada a la red neuronal y a su vez que se le 
indique cuál es la salida (respuesta) esperada 
~ Entrenar RNA 
Permite al usuario ingresar o grabar archivos *.WAV para poder realizar 
posteriormente el reconocimiento de voz 
~ Reconocer voz 
Permite al usuario dar órdenes de voz para control del sistema Demótico del 
encendido de Luces, ser procesadas por el reconocimiento de voz para 
luego ser traslada a la "placa Arduino" 
~ Encender Luces 
Mediante una laptop proporcionar órdenes por comandos de voz para 
encender las luces de los diferentes sectores de la casa. 
5.2.2. Requerimientos no funcionales 
~ De apariencia o interfaz 
El software ha de ser intuitivo y amigable 
~ De usabilidad 
El software ha de ser fácil de usar para el usuario teniendo encueta en nivel 
de conocimiento de informática 
~ De rendimiento 
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El software debe responder rápidamente a las peticiones del usuario. 
~ De soporte y Portabilidad 
El software debe ser instable en laptops 
~ De restricciones en el diseño y la implementación 
La aplicación se constituirá en Matlab con la comunicación mediante la placa 
Arduino UNO .La aplicación tendrá acceso a una base de datos de voz 
5.3. Diseño de la arquitectura técnica 
Esta es una fase donde se planifica las actividades necesarias, especificando las 
características y el diseño de la arquitectura del sistema Demótico. 
•!• Diseño Arquitectónico 
Comando de VOZ RNA 
·>>))e __ INTERFAZ 
PLACA 
CONTROLADORA ' 
...... -_ 
... · 
Figura 21: Diseño Arquitectónico 
Fuente: Elaboración Propia 
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PRir"-JllER PROCESO 
ENTRADA DE VOZ (Captura con micrófono) 
Grabación de muestras (archivos "'.\•VA\/) 
n . j 
'(7 
Entrenamiento de la 'Red (algoritmo de aprendizaje) 
Figura 22: Primer Proceso del Diseño del Sistema 
Fuente: Elaboración Propia 
SEGUNDO PROCESO 
ENTRADA DE VOZ (Captura con micrófono) 
Eva!uación de la Red (identificaciónj 
Salida correcta ¡:Encendido o apagado de luces) 
Figura 23: Segundo proceso del Diseño del Sistema 
Fuente: Elaboración Propia 
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5.4. Diseño y desarrollo de presentación de datos 
Matlab es donde se desarrolla el diseño y funciones que el sistema Demótico tiene 
así como también permitido la construcción de la Red Neuronal Artificial. 
5.4.1. Materiales utilizados para el circuito 
·:· 1 O diodos 1 N4007 
·:· 1 O transistores 2N2222 
·:· 1 O resistencias de 1 OK 
·:~ 1 O resistencias de 5k 
·:· Fibra de vidrio 
•!• 1 Acido férrico para el circuito impreso 
•!• 1 O Focos de 3.5 volteos 
·:· Cable de protoboard para las conexiones 
·:· 1 O relays 12v 
5.4.2. Creación del circuito en Eagle 
En la interfaz que se muestra es ia que usaremos para realizar el esquema del 
circuito, del cual deseamor ralizar su PCB 
'-· ZOOilll 
~ . ' ~--·"' .•. ·- .··· '.... '.•. 
·,-- .. ; -. ------ nió\•0f (;•Lérn&r"'tó 
- -- - •2 sp·::- jc' 
c::..::""·'-· -~- •·· ... -·- <lgr·u pa·J" . 
~'- ·"·"=·. .. an.<~dir el~»men!lo 
:: ·-" elimín<:~r 
:· . ---·-. - v.;:¡lor 
.. -~ ·· nornbrt::!' 
:,. dC'S'".l'Ír1CL1liliJ" 
-~ r · ~ --·- -~· .- --- t.exto 
0.~~----------------------------------
Figura 24: herramientas principales de Eagle 
Fuente: Elaboración propia 
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Las partes fundamentales de la ventana añadir son: 
¡··. 
t--...o~!~ .• ~--~r- 1 ... - ~- -.:.--_1·; 
·- ·, ~ ' ., . ~ ••. , r-- . , ·, ·. -;... ~ :- . -~ • -, __ . 
~ ·- -· ••• : •• ' ; -¡. ; 1. ' ' '~ 
~ .•. t, '.. ' \ l. • ·- ¡ :. - • 
!!... .,.._! . ! • - . ~ . ; ~-- :- • ..,. ~. ',,' .';;;": ., 
; •· 1 --- • • ·.' . ;; - ·- • • • • 1 • - F r~ • 
,·...:< \ '~ ~ • ·-
' • l ._ ---- • :· '- ". ¡.. ' .. ;:, . ,~ ', ... ~-1/ ', - :' .; • J, 
;--- o 
: ' ••• 'l;• ~ 
Figura 25: añadir componente 
Fuente: Elaboración propia 
- ..... , ......... -- -
•• ,: t '·.;;; t,. '.' 
~>;.-
Una vez que ya hayamos establecido todos los componentes necesarios, procederemos 
a conectarlos y nombraremos de forma adecuada: 
. -,- --·· 
.;;;.¡;¡ • • ::-.; 1 •• . ~ _.. e • .:. . . .· .. 
•· 
ti ,lo ¡· --- '·' 
Figura 26: conexión de Jos componentes 
Fuente: elaboración propia 
Para finalizar el esquema es recomendable volver a nombrar al menos la malla que une 
las masas (GND), ya que después se agregara un plano de masa en la PCB. Para dicho 
proceso utilizamos la herramienta de nombre (name) y pulsamos sobre cualquier parte 
de la malla reemplazaremos su nombre por defecto por GND 
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__ . ________ . __ . ·-------,---'----¡-·-- --¡ 
. ' 
'·' 
L.- - _--3 
·'' ::.. 
-'· 
.... 
-'['-
Figura 27: Renombrar la malla 
Fuente: elaboración propia 
Desde el esquemático hacemos clic en Generate/ switch to board para que se nos 
visualice la vista de PCB 
Figura 28: Herramientas para generando PCB 
Fuente: Elaboración Propia 
Por una parte aparecerán los componentes y por otro lado el tamaño que permitirá 
determinar a lo máximo que puede tener el PCB 
Figura 29: PCB Generado 
Fuente: Elaboración propia 
o~ -· 
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La ubicación de los componentes determinara el tamaño final de la PCB y el trazo de 
las pistas. Es necesario seguir unas pautas para el posicionado: 
•!• Los conectores de entrada/salida a la placa deben estar cercanos al borde de la 
PCB. 
•:• Todos los componentes deben guardar cierta distancia entre si para no 
ocasionar problemas posteriores 
•:• Debemos favorecer el rutado de las pistas, por tanto, los elementos con mayor 
número de conexiones suelen estar situados en zonas céntricas y debemos 
evitar, el entrecruzado de las líneas en la medida posible. 
•!• Una vez situados adecuadamente todos los componentes ajustaremos el 
contorno de la placa para minimizar espacios. 
•:• Estableceremos el tamaño de la placa Arduino, así también como las posiciones 
de su pines digitales y analógicos. 
Figura 30: PCB finalizado 
Fuente: Elaboración Propia 
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El circuito ya listo procedemos a su impresión, el circuito en físico nos quedara de 
siguiente forma: 
Figura 31: Circuito impreso 
Fuente: Elaboración Propia 
5.4.3. Conectar placa Arduino a través de cable USB al ordenador 
--'--_;:_ _____ _ 
""'""'~>::;"""'"<;:,_....__~.~, 
'\, 
\~\_ 
Figura 32: Conexión Placa Arduino con el Ordenador 
Fuente: Elaboración Propia 
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•!• Verificar el COM conectado 
Sis'.érnri j 
;·;~~:;)¡:,-:~:-·--:~~~~,~~~;:·~~::~:·>:-•Y-J~"'''":"~.:~;:·~~;,:,,.,t~C~~ t: >:'''' ·:··:~; ... -=~:· ~~ ::_-~;~~~ ~ 
i (> r¿ :"' [jj : .. ·. i ''" ;11 
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Figura 33: Verificación del puerto COM 
Fuente: Elaboración propia 
5.4.4. Conexión con el sketch 
Con MA TLAB Support Package para Arduino Hardware, nos puede servir de 
gran ayuda para comunicar interactivamente MATLAB con una placa Arduino 
través de un cable USB. El paquete le permite realizar tareas tales como: 
);> Adquirir datos de los sensores analógicos y digitales de tu placa Arduino 
);> Controlar otros dispositivos con salidas digitales 
);> Conduzca DC, servo, y motores paso a paso (también es compatible con 
Adafruit Motor Escudo) 
MA TLAB incluye miles de incorporado en matemáticas, la ingeniería y las 
funciones de trazado que se pueden utilizar para analizar rápidamente y 
visualizar los datos recogidos de la placa Arduino. 
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En la figura se muestra el contenido del paquete que permitirá la conexión 
entre Arduino y Matlab 
ArduinoiO 
:ntes 
loud Files 
05 
Nombre 
examples 
pele 
sim,Jiink 
.(1 arduino 
•t\ contents 
4.\ install_arduino 
[j license 
LJ readme 
Fecha ele modifica... Tipo 
21/09/2Cf\J. 03:33 ... Carpeta de archives 
21./09/2015 03:33 ... Carpeta de ar,:hivos 
21/09/2Di5 03:33 ... Carpeta de archives 
30/07/2015 06:26 a .... A.rchivo f·;! 
3DíD7/2C15 06:26 a... Archivo ~ ... ¡ 
30/07/2015 06:26 a... Archivo r·A 
30/07/201 j 06:26 a... Documento de tex ... 
30/07/2015 06:26 a... Documento de tex ... 
Figura 34: Contenido del Paquete de conexión Arduino-Matlab 
Fuente: Elaboración propia 
A. Introducir sketch a la Piaca Arduino 
j 
! < 
sketch_aug28a 1 Arduino 1.0.6 Cl• -Editar S.ketch Herr.cmientas 
acliosrv l Arduino 1.0.6 Cl 
[t h' Ed' S~ h H 
.......... '. 11 
.·· .. .- . . . ·. . .• 
f1r Analog and Digital Input and Out:.put Ser:ue.r: fot: 11ATLAB r.¡ 
/.., Giampic:r:o CB..IIlpe., Copy:r:ight 2009 The HathUJorks 1 Inc */ 
j"t: Tilis file ia Ltee.r.~.t to be u sed ni th. the HATLAB a:rduino ID 
pacl-:e.ge~ however:, it can be used fr:om. the IDE en•:.r~r:onment 
(o:t: EU.lY ot:her: ser:ia~ ter:minal.) b7l ~::yping COJD..ID.EU.lds l.ike: 
DeO 
Ofl 
Onl 
le 
le 
2n0 
2nl 
2fl 
2f0 
4j2 
assigns digital pin #4 (e) e.s input 
a.ss1g11.s digital pin #5 (f) a.s Ol..l.tpl..lt 
assigns digital pin #13 (n) a:~ outplJ.t 
reads digital pin #2 (e) 
r:eeds digital pin .114 (e) 
sets digital pw 1H3 (n) 
sets digital pin ,1113 (n) 
sets digital pin ¡)S (f) 
sets d1gi tal pin ,;15 (f) 
::zets digital pin ,1;19 (j) 
low 
high 
high 
lOTJ 
to SO=ascii (2) 255 
~amaño binar~o de~ Skeech: 3-784 byces (de un nmx±mo de 32-256 
bytes-) 
Figura 35: Conexión de Sketch con la placa Arduino 
Fuente: Elaboración Propia 
> 
Tamañc 
97 KE 
4 KE 
2KE 
15 KE 
30 KE 
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B. Introducir sketch a matlab- Conexión Arduino y matlab 
b;· P.u~ar.dTi'ne 
~:~ Clm Cm•r.3M~ • 
~- P;_:_~ra:nT~ !_~~~~t_:S -~-~~~- .~~--~~d~i_':_o~O_! __ 
0 Command Window 
(i)Ne.vtoMATLABiWatdJthis~m~crrud~. -------------- ==o_ ________ _ 
» i:l.ste.ll_ e.rdui::.o 
ArdUln'J told~:::.3 added to t~¡e ¡:ath 
Saved Utdattd MATLA3 ~at .. i'l 
A>> 
Figura 36: Conexión Matlab-Arduino 
Fuente: Elaboración Propia 
Cr~o.noty:~c-x:~ 
(._¡ !lu~MdTOM 
Q;¡c~,cc~rul$ .. 
MATLP.S R201Jb 
fl~ce""""":tr 
:;:!l lb~ut&u~~n 
1 
Figura 37: Muestra de puertos análogos y digitales que cuenta Arduino UNO 
Fuente: Elaboración Propia 
·¡;-lmll 
p 
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5.4.5. Diseño de la Red neuronal -Arquitectura 
r:::( ····· ;~:!:J 
¡7 
// 
,._ ... 
Figura 38: Arquitectura Red Neuronal 
Fuente: Elaboración propia 
5.4.6. Grabación de los primeros archivos de voz 
[r;l 
. . 
..... 
-Z-~ 
<~o] 
. r,Ym_t.',i;;:?fC0~:1 · Í 
.. .:_~· :-·-~-. -~~- ." ~· .. . '·;) 
La Grabación de los archivos sonoros y transformación de los mismos en un 
conjunto de datos o patrones que sean entendibles por parte de la red. Esta tarea 
de m apeo de datos es realizada por un bloque codificador de entrada. 
Para la grabación de archivos sonoros se han utilizado formatos estándar WAV, 
con una resolución de 8 bits y frecuencia de muestreo variable. 
•!• Las primeras muestras de voz es capturada en un tiempo de grabación 
de 1.5 segundos 
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•!• Mediante el comando Wavwrite, podemos grabar el archivo con la 
extensión .WAV, con una resolución de 8 bits y frecuencia de muestreo 
variable, en este caso de 110025 
o!o A continuación se muestra el código empleado para la captura de los 
primeros audios 
Para la elaboración de este código hemos tomado ayuda de 
videotutoriales en los cuales se nos muestra una infinidad de formas 
como capturar voz. Hemos considerado a nuestro modo elegir lo 
que se presenta a continuación 
(10 abri/20131 https:llwww.youtube.com/watch?v=zgxhu7mAMA4) 
fs=11025; 
tiempograb= 1. 5; 
y=wavrecord(tiempograb*fs,fs, 1 ); %función de grabación 
%soundsc(y, fs); 
ts=1/fs; 
t=O:ts:tiempograb-ts; % vector de tiempo 
b=[1 -0.95]; 
yf=fi/ter(b, 1,y); %Proceso de filtrado 
len = length(y); %longitud del vector 
avg_ e = sum(y. *y)llen; %promedio señal entera 
THRES = 0.2; 
soundsc(y, fs) %Reproduce señal filtrada 
wavwrite(yf,fs, 'Apagar_ Sala?; 
•!• En este caso estamos grabando el audio de "Apagar Sala" 
5.4.7. Código de conexión Matlab-Arduino 
Posteriormente se designa los pin del arduino que seran utilizados por los leds, 
para su encendido. En nuestro caso serán 8 pines; O y 1 no se suelen utilizar 
pero si los demás pines, todos los podemos utilizar como digitales; los análogos 
del 0-5 también se suelen utilizar como digitales y se los declara del 14 al 19 
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guidata(hObject, handles); 
clear all; 
global a; % declaro a como variable global 
a = arduino('COM5'); % realizo la comunicación serial entre el arduino 
y matlab 
a. pinMode(2, 'output'); 
a. pinMode(3, 'output'); 
a.pinMode( 4, 'output'); 
a.pinMode(5, 'output'); 
a.pinMode(6, 'output'); 
a.pinMode(7,'output'); %declaro el pin 7 como salida 
a.pinMode(B,'output'); %declaro el pin 8 como salida 
a.pinMode(9, 'output'); 
5.4.8. Caracterización de la voz 
La extracción de las características es la forma como se representa la señal de 
voz mediante modelos robustos de la variación acústica, con lo que se busca 
que cada señal pueda ser representada inequívocamente como un conjunto de 
valores que la distinga de las demás. 
•!• El procedimiento desarrollado involucra la captura de la señal con la 
ayuda de un micrófono 
•!• Posteriormente es digitalizada por medio de la tarjeta de sonido del 
computador 
•!• Hay que tener en cuenta que el número de parámetros debe ser reducido, 
para no saturar la base de datos, ya que mientras más parámetros tenga 
la representación menos fiables son los resultados y más costosa la 
implementación. 
X = es la forma de onda original, es decir la señal de voz 
Y = es la versión que entrega el micrófono, luego muestreando con un 
intervalo T 
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Mediante esta función que se presenta, analizamos el espectrograma de la voz 
function [yo,fo,to] = specgram(varargin) 
error(nargchk(1 ,5,nargin)) 
[msg ,x, nfft, Fs, window, noverlap ]=specgramchk(varargin ); 
error(msg) 
nx = length(x); 
nwind = lengih(window); 
if nx < nwind 
x(nwind)=O; nx=nwind; 
end 
x = x(:); 
window = window(:); 
ncol = fix((nx-noverlap)/(nwind-noverlap)); 
colindex = 1 + (O:(ncol-1))*(nwind-noverlap); 
rowindex = (1 :nwind)'; 
if length(x)<(nwind+colindex(ncol)-1) 
x(nwind+colindex(ncol)-1) = O; 
end 
if length(nfft)>1 
df = diff(nfft); 
evenly_spaced = all(abs(df-df(1 ))/Fs<1 e-12); 
use_chirp = evenly_spaced & (length(nfft)>20); 
el se 
use_chirp = O; 
end 
if (length(nfft)==1) 11 use_chirp 
y= zeros(nwind,ncol); 
y(:)= x(rowindex(:,ones(1 ,ncol))+colindex(ones(nwind, 1),:)-1); 
y= window(:,ones(1,ncol)).*y; 
if -use_chirp 
y= fft(y,nfft); 
if -any(any(imag(x))) 
if rem(nfft,2), 
select = 1 :(nfft+1)/2; 
el se 
select = 1 :nfft/2+1; 
end 
y= y(select,:); 
el se 
select = 1 : nfft; 
end 
f = (select- 1 )'*Fs/nfft; 
el se 
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f = nfft(:); 
f1 =f(1); 
f2 = f(end); 
m = length(f); 
w = exp( -j*2*pi*(f2-f1 )/(m*Fs)); 
a = exp0*2*pi*f1/Fs); 
y = czt(y,m,w,a); 
end 
el se 
f = nfft(:); 
q = nwind - noverlap; 
extras= floor(nwind/q); 
x = [zeros(q-rem(nwind,q)+1, 1); x]; 
D = window(: ,ones(1 ,length(f))). *exp(( -j*2*pi/Fs*((nwind-1 ):-1 :O)).'*f); 
y = upfirdn(x,D, 1 ,q).'; 
y(:,[1 :extras+1 end-extras+1 :end]) = []; 
end 
t = (colindex-1)'/Fs; 
if nargout == O 
newplot; 
if length(t)==1 
imagesc([O 1/f(2)],f,20*1og1 O(abs(y)+eps));axis xy; colormapOet) 
el se 
t = ((colindex-1)+((nwind)/2)')/Fs; 
imagesc(t, f,20*1og 1 O(abs(y)+eps) );axis xy; colormapOet) 
end 
xlabei('Tiempo') 
ylabei('Frecuencia') 
elseif nargout == 1, 
yo= y; 
elseif nargout == 2, 
yo= y; 
fo = f; 
elseif nargout == 3, 
yo= y; 
fo = f; 
to = t; 
end 
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Como se puede visualizar las 4 formas son el espectro de la caracterización de 
la voz. 
,, ... · 
l[l,;w !nsort Iool; .Q,;sktop :t[indow !:ielp 
·4 
X 10 
O X 
o 20 40 60 80 100' 120 140 
Figura 39: Espectros de la voz 
Fuente: elaboración propia 
• En este caso el espectro de color Verde corresponde de la a la palabra 
"Encender'' dicha por un una persona A, el espectro de color morado 
corresponde a la misma palabra "Encender'' dicha una otra persona B 
.Como se puede visualizar ambos espectros tiene un 70% de similitud 
• Para el caso de la palabra "Apagar'' tenemos el espectro de color azul 
dicho por la persona A, y el espectro de color guinda dicho por la persona 
B 
5.4.9. Normalización 
El espectro de la señal de voz se normaliza posteriormente se realiza una 
ponderación de las muestras de modo que los datos más característicos estén 
incluidos en un vec.tor de tamaño reducido, para disminuir el costo computacional 
y aumentar la velocidad de procesamiento. 
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function [Yout]=soundnormalization(Yin, Fsin, Fs) 
N= size(Yin, 1); 
M = size(Yin,2); 
% Estéreo a la conversión mono 
%Esta operación supone reducir el tamaño del archivo 
if N>2 
Y out= Yin(:, 1); 
end 
ifM>2 
Y out= Yin(1 ,:); 
End 
%doble conversión 
Y out= double(Yout); 
%Resta el componente OC (componente continua) 
%Se resta la componente continua OC del bloque y se cuantifica la diferencia 
%de su valor respecto al termino OC del bloque anterior 
Y out= Yout-mean(Yout); 
% Volver a muestrear a 48.000 Hz 
Yout = resample(Yout,Fs,Fsin); 
%Eliminamos el silencio 
Ymax = zeros(size(Yout)); 
W = round((40*1 OA-3)*Fs); 
for k=1 :length(Yout)-W-1 
Ymax(k) = max(Yout(k:k+W)); 
end 
VaiMax = max(Ymax); 
mask = (Ymax>=Va1Max*0.30); 
pos = find(mask); 
p_start = pos(1); 
p_end ·= pos(end); 
Y out= Yout(p_start:p_end); 
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5.4.1 O. Definición de los vectores de entradas 
•!• ARCHIVO PRINCIPAL DE LA RED NEURONAL 
"*- Ajuste inicial de las variables 
patterns: N por la matriz M, donde N es el número de patrones, M es el número 
de características 
desired_out: N por la matriz P, donde n es el número de patrones, P es el 
número de salidas. 
Explicación de las matrices utilizadas: 
La i, j-ésima entrada (fila i, columna j) de cada matriz es: 
~ Patrones j-ésimo elemento de i-th patrón 
~ N° de columnas = Número de nodos de entrada 
~ Desired_out actividad deseada del nodo de salida j-ésimo 
~ Cuando se presenta i-th patrón 
% Se define los vectores de entradas para nuestra red 
patterns = [5 5 5;5 5 -5;5 -5 5;5 -5 -5;-5 5 5;-5 5 -5;-5 -5 5;-
5 -5-5]; 
%desired out= [0; 1; 1; O]; Salidas% La XOR correspondiente 
deseada 
desired out= [1 1;0 1;0 1;0 1;0 1;0 1;0 1;1 O]; 
opt.hidden 
opt.max_sse 
opt.max_epochs 
opt.step_visualize 
opt.eta 
10; %Numero de capas ocultas 
0.000001; 
500000; %Maximo de epocas 
1000; 
0.1; 
[net]=trainnet(patterns,desired_out,opt); %hacemos el llamado 
al entrenamiento de la red = archivo trainnet.m 
[out]=simnet(net,patterns); 
NOTA: Los tamaños de las matrices determinar cuántos nodos de entrada y 
nodos de salida tiene la red. 
Número de nodos de entrada = Número de columnas en la matriz de "patrones" 
Número de nodos de salida = número de columnas de la matriz "desired_out" 
El número de nodos ocultos se puede ajustar de forma independiente. 
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5.4.11. Algortimo Backpropagation 
Dentro de nuestra investigación hemos extraído algunas partes importantes 
para la elaboración del reconocimiento de voz mediante redes neuronales 
(Rajeev Raizada. (1997). Retropropagación, en notación matricial., de Universidad de 
Boston. Sitio web: http://www.cs.stir.ac.ukl-kms/YF/bp.m) 
%%Bucle principal 
if exist('opt')==1 && isa(opt,'struct') && isfield(opt,'max_sse') 
max_sse = opt.max_sse; 
el se 
max_sse = 0.0001; 
end 
if exist('opt')==1 && isa(opt,'struct') && isfield(opt,'max_epochs') 
max_epochs = opt.max_epochs; 
el se 
max_epochs = 1 000; 
end 
if exist('opt')==1 && isa(opt,'struct') && isfield(opt,'step_visualize') 
step_visualize = opt.step_visualize; 
el se 
step_visualize = 100; 
end 
while sse > max_sse && epoch<=max_epochs 
winp_into_hid = patterns * w1; % Patrones pasan a través de los pesos 
hid_act = 1./(1 +exp(- winp_into_hid)); % Sigmoide de entrada ponderada 
hid_with_bias = [ hid_act ones(size(hid_act,1),1) ]; %añadir nodo de sesgo 
winp_into_out = hid_with_bias * w2; %pase de actos ocultos a través de 
pesos 
out_act = 1./(1 +exp(- winp_into_out)); % Sigmoide de entrada a la salida 
output_error = desired_out- out_act; % Error de la matriz 
sse = trace(output_error'*output_error); % Sum sqr error 
%sse_rec = [sse_rec sse]; 
deltas_out = output_error .* out_act .* (1-out_act); 
% delta=dE/do * do/dnet 
deltas_hid = deltas_out*w2' .* hid_with_bias .* (1-hid_with_bias); 
deltas_hid(:,size(deltas_hid,2)) = []; 
% Saca señales de error de nodo del sesgo 
dw1 = eta * patterns' * deltas_hid + alpha * dw1_1ast; 
% El paso clave Backpropagation, en forma de matriz 
dw2 = eta * hid_with_bias' * deltas_out + alpha * dw2_1ast; 
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w1 = w1 + dw1 ; w2 = w2 + dw2; 
dw1_1ast = dw1; dw2_1ast = dw2; 
impulso 
epoch = epoch + 1 ; 
% Actualización de pesos 
% Registro de las actualizaciones de 
if rem(epoch,step_visualize)==O %Cada cierto número de épocas , 
muestra el entrenamiento que se esta haciendo 
disp(['Current epoch 1 num2str(epoch) 1 SSE 1 num2str(sse)]) 
end 
end 
%%%%%%%%%%% Fin del bucle principal 
El código ya totalmente terminado se mostrara en el siguiente apartado 
5.4.12. Entrenamiento de la Red 
Generación y entrenamiento de la red con los patrones obtenidos en la fase anterior 
Este proceso constituirá la red neuronal propiamente dicha. 
Archivo trainnet.m 
INPUTS = ENTRADAS 
~ Número de nodos de entrada (incluyendo BIAS) 
num_inp = size (patterns12); 
~ Número de nodos de salida 
num_out = size(desired_out,2); 
function [net]=trainnet(patterns 1desired_out1opt) 
%ENTRENAMIENTO DE LA RED 
% INPUTS =ENTRADAS 
%Patrones:% N por la matriz M , donde N es el número de patrones ,M es 
el número de características 
% desired_out: N por la matriz P , donde n es el número de patrones , P es 
el número de salidas. 
% opt: Matlab structura con el campo siguiente: 
% opt.hídden: número de capas ocultas (si no se define, el valor por defecto 
es 10) 
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% Opt.max_sse: máx SSE (si no se define, el valor por defecto es 0,0001) 
% Opt.max_epochs: número máximo de épocas (si no se define, el valor 
predeterminado es 1 000) 
% Opt.step_visualize: mostrar Epoch y SSE cada épocas step_visualize (si 
no se define, valor por defecto es 1 00) 
%0pt.eta: tasa de aprendizaje (si no definir , el valor por defecto es 0.1 ) = 
BIAS 
% 
% OUTPUT = SALIDA 
% Net: la red neuronal entrenada 
%sse_rec = []; Llevará a cabo un registro de todas las sumas - cuadrado -
errors. 
sse = 10; % Un sse inicial debe ser grande para el "While" 
% Tasa de aprendizaje. Nota: eta = 1 es muy grande. 
if exist('opt')==1 && isa(opt,'struct') && isfield(opt,'eta') 
eta = opt.eta; 
el se 
eta = 0.1; 
end 
% Para XOR , esto converge rápidamente, pero puede quedarse atorado en 
loe. mins. 
alpha = 0.8; % termino momentaneo 
patterns = [patterns ones(size(patterns, 1 ), 1) ]; 
% Añadir una columna de 1 de los patrones para hacer un nodo de bias 
num_inp = size(patterns,2); % Número de nodos de entrada (incluyendo 
BIAS) 
% Note: size(x,2) is Matlab for the no. of columns in matrix x 
%num_hid = 1 O; 
% N° de nodos ocultos (incluyendo nodo de BIAS) 
if exist('opt')==1 && isa(opt,'struct') && isfield(opt,'hidden') 
num_hid = opt.hidden; 
el se 
num_hid = 1 O; 
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end 
num_out = size(desired_out,2); %Número de nodos de salida 
%%% Dar los valores pequeños a los pesos iniciales en el rango [-0.5, 0.5] 
%%%%%%%%% 
w1 = 0.5*(1-2*rand (num_inp, num_hid-1)); 
% Entrada a los pesos ocultos. NB: no hay pesos a nodo BIAS oculto 
w2 = 0.5*(1-2*rand(num_hid,num_out)); %Ocultos- Salidas de pesos 
% Nota: Rand ( filas , cols ) es una matriz de números aleatorios de ese tamaño 
dw1_1ast = zeros(size(w1));% Último cambio w1, establece en una matriz cero 
dw2_1ast = zeros(size(w2)); % Último cambio w2, establece en una matriz cero 
epoch =O; % Inicializar recuento de las épocas de formación 
%% Bucle principal 
if exist('opt')==1 && isa(opt,'struct') && isfield(opt,'max_sse') 
max_sse = opt.max_sse; 
el se 
max_sse = 0.0001; 
end 
if exist('opt')==1 && isa(opt,'struct') && isfield(opt,'max_epochs') 
max_epochs = opt.max_epochs; 
el se 
max_epochs = 1 000; 
end 
if exist('opt')==1 && isa(opt,'struct') && isfield(opt,'step_visualize') 
step_visualize = opt.step_visualize; 
el se 
step_visualize = 1 00; 
end 
while sse > max_sse && epoch<=max_epochs 
winp_into_hid = patterns * w1; % Patrones pasan a través de los pesos 
hid_act = 1./(1 +exp(- winp_into_hid)); % Sigmoide de entrada ponderada 
hid_with_bias = [ hid_act ones(size(hid_act, 1 ), 1) ]; % añadir nodo de sesgo 
winp_into_out = hid_with_bias * w2; %pase de actos ocultos a través de 
pesos 
out_act = 1./(1 +exp( - winp_into_out)); % Sigmoide de entrada a la salida 
output_error = desired_out - out_act; % Error de la matriz 
sse = trace(output_error'*output_error); % Sum sqr error 
%sse_rec = [sse_rec sse]; 
deltas_out = output_error .* out_act .* (1-out_act); 
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% delta=dE/do * do/dnet 
deltas_hid = deltas_out*w2' .* hid_with_bias .* (1-hid_with_bias); 
deltas_hid(:,size(deltas_hid,2)) = []; 
% Saca señales de error de nodo del sesgo 
dw1 = eta * patterns' * deltas_hid + alpha * dw1_1ast; 
% El paso clave Backpropagation, en forma de matriz 
dw2 = eta * hid_with_bias' * deltas_out + alpha * dw2_1ast; 
% Actualización de pesos w1 = w1 + dw1; w2 = w2 + dw2; 
dw1_1ast = dw1; dw2_1ast = dw2; 
impulso 
% Registro de las actualizaciones de 
epoch = epoch + 1 ; 
if rem(epoch,step_visualize)==O %Cada cierto número de 
muestra el entrenamiento que se esta haciendo 
disp(['Current epoch ' num2str(epoch)' SSE' num2str(sse)]) 
end 
end 
%%%%%%%%%%% Fin del bucle principal 
disp(['Current epoch ' num2str(epoch) ' SSE ' num2str(sse)]); 
net.w1 = w1; 
net.w2 = w2; 
5.4.13. Simulación de la Red Neuronal 
épocas , 
La función sim simula una red. sim toma la entrada de la red p, y la red como tal, y esta 
retorna las salidas de la red. Así se puede simular la red que se creó anteriormente para 
un solo vector de la entrada: 
function [ out_act]=simnet(net, patterns) 
%La función sim simula una red, sim toma la entrada de la red p, y la red como tal, y 
%esta retorna las salidas de la red. Así se puede simular la red que se creo 
%anteriormente para un solo vector de la entrada: 
patterns = [patterns ones( size(patterns, 1), 1) ] ; 
w1 = net.w1; 
w2 = net.w2; 
winp_into_hid = patterns * w1; % Pasar a través de patrones de pesos 
hid_act = 1./(1+exp(- winp_into_hid)); %Sigmoide de entrada ponderada 
hid_with_bias = [ hid_act ones(size(hid_act, 1 ), 1) ]; % Añadir nodo de sesgo 
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winp_into_out = hid_with_bias * w2; % Pase actos ocultos a través de pesos 
out_act = 1./(1 +exp(- winp_into_out)); % Sigmoide de entrada a la salida 
5.4.14. Reconocimiento del archivo de voz 
% Reconocimiento de voz de archivo 
if chos==3, 
ele; 
[namefile,pathname]=uigetfile('*.wav;* .a u', 'Seleccione un nuevo sonido'); 
if namefile-=0 
pos= strfind(namefile,'.'); 
ext = namefile(pos+1 :end); 
if strcmp(ext,'au') 
[y,Fs,bits] = auread(strcat(pathname,namefile)); 
end 
if strcmp( ext, 'wav') 
[y,Fs,bits] = wavread(strcat(pathname,namefile)); 
end 
% Stereo to Mono conversión and Frecuencia conversión 
[y]=soundnormalization(y,Fs,SamplingFrequencyFixed); 
disp('EI sonido seleccionado para el reconocimiento '); 
message=strcat('File:',namefile); 
disp(message ); 
message=strcat(' Location: ', pathname); 
disp(message); 
el se 
warndlg('Sonido de entrada debe ser seleccionado .','Advertencia') 
end 
if (exist('sound_database.dat')==2) 
load('sound_database.dat','-mat'); 
%-----código para el reconocimiento de voz-------
lnputFeature = sound2features(y,SamplingFrequencyFixed)'; 
Npatterns = size(data, 1 ); 
Nfeat = numel(lnputFeature); 
P = zeros(Npatterns,Nfeat); 
Nid = O; 
for ii=1 :Npatterns 
if data{ii,2}>Nid 
Nid = data{ii,2}; 
end 
end 
T = zeros(Npatterns,Nid); 
for ii=1 :Npatterns 
T(ii,data{ii,2}) = 1; 
feat = sound2features(data{ii, 1},SamplingFrequencyFixed); 
P(ii,:) = feat(:)'; 
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end 
m1mmo = lnf*ones(size(lnputFeature)); 
massimo = -lnf*ones(size(lnputFeature)); 
minimo = min(minimo,lnputFeature); 
massimo = max(massimo,lnputFeature); 
for ii=1 :Npatterns 
feat = P(ii,:); 
minimo = min(minimo,feat); 
massimo = max(massimo,feat); 
end 
for ii=1 :Npatterns 
feat = P(ii,:); 
P(ii,:) = (feat-minimo)./(massimo-minimo+eps); 
end 
lnputFeature = (lnputFeature-minimo)./(massimo-minimo+eps); 
opt.hidden = 1 00; 
opt.max_sse = 0.01; 
opt.max_epochs = 20000; 
opt.step_visualize = 1 000; 
opt.eta = 0.001; 
Nnet = 3; 
if exist('TrainedNetFile. mat')==O 
for scan_net=1 :Nnet 
mymessage = sprintf('%s%s%s%s%s','Entrenamiento de la Red# 
',num2str(scan_net},' of ',num2str(Nnet},' nets'); 
disp(mymessage); 
[net] = trainnet(P,T,opt); 
Net_List{scan_net} = net; 
end 
save TrainedNetFile Net_List; 
el se 
load TrainedNetFile Net_List; 
end 
score = zeros(Nid, 1 ); 
for scan_net=1 :Nnet 
[net] = Net_List{scan_net}; 
[netout] = simnet(net,lnputFeature); 
[vmax,pmax] = max(netout'); 
score(pmax) = score(pmax)+1; 
end 
[vmax, pmax]=max(score ); 
speech_id = pmax; 
0/o-----------------------------------------
disp('Coincidencia de sonido'); 
for ii=1:size(data,1) 
if data{ii,2}==pmax 
message=strcat('File:',data{ii,4}); 
disp(message); 
message=strcat('Localizacion:',data{ii,3}); 
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disp(message); 
message = strcat('Reconocido Identificación del habla 
:' ,num2str(speech_id)); 
disp(message); 
msgbox(message, 'Resultado de la coincidencia', 'help'); 
break; 
end 
end 
el se 
warndlg('Base de datos está vacía.',' Advertencia') 
end 
end 
5.4.15. 1 nterfaces de Presentación 
- ----- ·---------·-----------
El diseño de la aplicación del sistema Demótico está formado por Tres pantallas: 
1~ BIENVENIDOS 
Figura 40: Pantalla de inicio del sistema 
Fuente: Elaboración Propia 
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Figura 41: Interfaz de entrenamiento de la RNA 
Fuente: Elaboración Propia 
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Figura 42: Interfaz de Encendido de luces 
Fuente: elaboración propia 
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5.4.16. Consideraciones de Diseño en forma Real 
En la actualidad la electrificación de las viviendas y su control ha tomado una 
importancia significativa, ya que por medio de su control podemos elevar la rápida 
activación del alumbrado, esto permitirá al usuario aparte de tener el control del 
alumbrado de toda la vivienda, también favorecer a su comodidad ya que por medio de 
la voz podría encender o apagar cualquier foco de la vivienda 
También en el presente proyecto vamos a detallar los materiales y los pasos respectivos 
para poder realizar las conexiones, dar noción de cómo hacer electrificación de una 
vivienda controlada por un computador, el control se dará mediante un programa creado 
en Matlab mencionado anteriormente, el cual le permitirá comunicarse con los focos 
para el encendido y apagado de automático de estos. 
MATERIALES 
../ Lámparas y/o Focos 
...:,¡.. Para iluminar espacios carentes de luz es necesaria la 
presencia de fuentes de luz artificiales, las lámparas, y 
aparatos que sirvan de soporte y distribuyan adecuadamente 
la luz, las luminarias. De esta forma es posible vencer las 
limitaciones que la naturaleza impone a las actividades 
humanas. 
"* Las luminarias son aparatos que sirven de soporte y conexión 
a la red eléctrica a las lámparas. Como esto no basta para 
que cumplan eficientemente su función, es necesario que 
cumplan una serie de características ópticas, mecánicas y 
eléctricas entre otras. 
(Javier García Fernández, Oriol Boix. Lámparas y luminarias. Sitio 
web: http://recursos. citcea. u pe. edu/llumllamparaslluminar1. html) 
114 
./ Canaletas 
.:JJH!tJy :t:¡ 
·:t: 
f,.::~·:: 
~, .... 
·~ ~-
----.:.. 
~--
Figura 43: Focos o lámparas de luz artificial 
Fuente: http://es.enermotech.com 
~+. Una canaleta es un canal que contiene cables en 
una instalación. Las canaletas incluyen con duetos comunes 
de electricidad bandejas de cables especializadas o 
bastidores de escalera. 
VENTAJAS: son de gran utilidad para la distribución del 
cableado en un área establecida y para su seguridad 
DESVENTAJAS: son delicadas al momento de instalar por lo 
que se necesita de material especial para su instalación 
(Roberto. (Miércoles, 31 de octubre de 2012). Instala y mantiene 
redes de acuerdo a estándares oficiales. Sitio web: 
http:l/robertoramirezlopez.blogspot.pe/201211 0/que-es-una-
canaleta-es-un-cana/-que.html) 
'i ...,_ 
~! 
~.- -- - -~ 
---- 1 --- \ 
1 L.____ ____ _ _______ _j 
Figura 44: Canaletas 
Fuente: http://es.enermotech.com 
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CONEXIÓN 
./ Cable de red 
"*- Cable que sirve para la conexión principal entre el panel de 
distribución y la roseta del puesto de trabajo, para conectar un 
switch a otras PC, y para conectar dichos dispositivos entre sí. 
Para la implementación del alumbrado en la vivienda, se ha creado un código que 
permita ejecutar desde un computador el control por voz de dichos focos, el cual 
escuchando la voz puede encender o apagar el foco que deseemos, el total de control 
será de 8 focos ya que así hemos definido la cantidad de salidas para los focos en 
nuestro programa 
Luego nuestro programa mandara los pulsos a dichas salidas del arduino en el cual 
mediante los cables de conexión se conectara a dichas salidas del arduino(pines) esto 
le permitirá enviar el pulso del arduino a los focos, tal que mediante la voz se enciendan 
o apaguen dichos focos, los cables estarán adheridos a la pared mediante canaletas 
para su mejor conexión. 
El puerto USB del arduino y Pe estarán conectados mediante un cable el cual desde la 
Pe al cargar dicho programa le dará el control total al arduino que mediante las 
conexiones enviara los pulsos a cada foco para lo cual mediante la voz se pueda 
encender o apagar, nuestro circuito debe estar protegido contra cambios de tensión es 
por eso que se protege con un contactar o cuchilla termomagnetica, el cual interrumpe 
la corriente eléctrica de un circuito cuando ésta sobrepasa ciertos valores máximos. 
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Una vez realizadas todas las conexiones de interface del arduino, computador y focos 
se procederá a realizar las pruebas respectivas controlando los focos mediante la voz 
en la cual el reconocimiento de voz indicara que pin, el cual cada pin tiene como única 
salida el control de un foco, la voz lo activara (prender) o apagara un foco que digamos 
en la recepción de audio de nuestro programa creado, esta sería la única manera de 
hacer la electrificación de una vivienda con control de voz 
5.5. Normativas de Seguridad y técnicas obligatorias 
Hablar de Demótica es hablar de un conjunto de soluciones de automatización y control 
que mediante el uso de las técnicas y tecnologías de la electricidad, la electrónica, la 
informática, la robótica, las telecomunicaciones, ... mediante las cuales se logra un mejor 
uso, gestión y control de una vivienda o edificio (seguridad, confort, gestión energética 
y comunicación). 
Para nuestro proyecto es necesario hablar a lo que concierne de Transmisión cableada, 
lo que corresponde ser realizado por par de cables a continuación explicamos porque 
Par de cables: Puede transportar voz, datos y corriente continua para distribuir: 
• Señales telefónicas. 
• Señales de audio. 
• Sonido de alta fidelidad. 
~ Interconexión de equipos de automatización y control. 
Por otro lado centrándonos en las normas de seguridad que se tendrían en cuenta para 
una instalación Demótica, es hablar de AENOR Perú. 
De forma permanente, AENOR innova para ofrecer a las organizaciones certificados 
que les ayuden a responder con éxito a sus nuevos retos como sostenibilidad, 
seguridad, tecnologías de la información etc. Así se contribuye de forma relevante a 
mejorar su competitividad, lo que influye positivamente en la situación de la economía 
y, por tanto, en el bienestar de todos (Comercial PERU-AENOR. (2009). Certificación. 
Lima 27, de AENOR PERÚ Sitio web: www.aenorperu.com). 
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Campo de actividad: 
Preparar normas para todos los aspectos de sistemas electrónicos domésticos y en 
edificios en relación a la sociedad de la información. En más detalle, preparar normas 
para asegurar integración de un espectro amplio de aplicaciones y aspectos de control 
y gestión de otras aplicaciones en y entorno a viviendas y edificios, incluyendo las 
pasarelas residenciales a diferentes medios de transmisión y redes públicas, teniendo 
en cuenta todo lo relativo a EMC y seguridad eléctrica y funcional. 
Objetivo 
Establecer los requisitos mínimos que deben cumplir las instalaciones de sistemas 
demóticos para su correcto funcionamiento y las prescripciones generales para la 
evaluación de aptitud en viviendas Este documento es la base para la Certificación de 
Sistemas Demóticos en Viviendas (AEN/CTC (AEN/CTC030 de AENOR) 
Por otro lado podemos hablar de otras normativas técnicas que se adhieren a lo que 
corresponde inslataciones de proyectos Domoticos 
NTP-ISO/IEC 12207: 
PROCESOS DEL CICLO DE VIDA DEL SOFTWARE 
La presente Norma Técnica Peruana establece un marco de referencia común para los 
procesos del ciclo de vida del software, con una terminología bien definida a la que 
puede hacer referencia la industria del software. Contiene procesos, actividades y tareas 
para aplicar durante la adquisición de un sistema que contiene software, un producto 
software puro o un servicio software, y durante el suministro, desarrollo, operación y 
mantenimiento de productos software. El software incluye la parte software del firmware. 
(La Presidencia del Consejo de Ministros - PCM. (2013). Ciclo de Vida del Software 
NTP 12207 de Oficina Nacional de Gobierno Electrónico e Informática Sitio web: 
www.ongei.gob.pe) 
Esta Norma Técnica Peruana incluye también un proceso que puede emplearse para 
definir, controlar y mejorar los procesos del ciclo de vida del software. 
Esta Norma Técnica Peruana es aplicable a la adquisición de sistemas, productos y 
servicios software, al suministro, desarrollo, operación y mantenimiento de productos 
software, y a la parte software del firmware, independientemente de que sea hecho 
interna o externamente a una organización. 
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NTP 900.064: 
GESTIÓN DE RESIDUOS. MANEJO DE RESIDUOS DE APARA TOS ELÉCTRICOS 
Y ELECTRÓNICOS. 
La presente Norma Técnica Peruana establece las medidas que deben ser adoptadas 
para un manejo ambientalmente adecuado de los residuos de los aparatos electrónicos 
(RAEE), con la finalidad de prevenir, reducir y mitigar los impactos negativos que pueden 
ocasionar sobre la salud y el ambiente, en las diferentes etapas del manejo de estos 
residuos. 
Esta Norma Técnica Peruana se aplica a los residuos de aparatos eléctricos y 
electrónicos, que han cumplido su ciclo de vida útil y que no pueden ser utilizados para 
el fin para el cual fueron fabricados, o han sido desechados por sus propietarios. (lng. 
Carlos Martínez Romero. (Setiembre, 2013). 111 Simposio de Residuos Sólidos en el Perú 
de /PES Sitio web: www.lamolina.edu.pe) 
Cabe reclacar que las normas ya mencionadas anteriormente serian tomadas en 
cuenta, cuando el sistema se desarrolle en forma real, puesto que el proyecto que 
se presenta consta solo de una simulacion realizado en una maqueta 
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CAPITULO VI: 
120 
Resultados, Costos Y Beneficios 
6.1. Análisis de costos 
6.1.1. Costos de personal 
l. RUBROS CANT UNIDAD 
PRECIO 
SUB TOTAL 
UNIT. 
Arquitecto 1 - -
Ingeniero -
Electrónico (1 1 100 
meses) 
Total: 
Tabla 4: Costos de personal 
Fuente: Elaboración Propia 
6.1.2. Costos de Servicios y Materiales 
11. SERVICIOS 
Movilidad (8 meses) 3200.00 
Teléfono 60.00 
Impresiones 150.00 
Internet 240.00 
Fotocopias 100.00 
Empastado 40.00 
Total: s./3790.00 
Tabla 5: Costo de Servicios 
Fuente: Elaboración Propia 
90 
100 
s./190 
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--- -----------------·---------------
111. MATERIALES Precio 
Can t. Unidad Unit. SubTotal 
Papel Bond A4 2 MILLAR 25.00 50.00 
Lapiceros 5 UNIDAD 2.00 10.00 
Lápices 5 UNIDAD 1.00 5.00 
Borradores 3 UNIDAD 1.00 3.00 
Textos y artículos 2 - 35 70.00 
Otros - - - 50.00 
TOTAL s./188.00 
Tabla 6: Costos de materiales 
Fuente: Elaboración Propia 
6.1. 4. Costos de hardware 
IV. HARDWARE Subtotal 
Equipo de cómputo: Laptop 1200.00 
CD - USB - otros 80.00 
Total si. 1280.00 
Tabla 7: Costo de hardware 
Fuente: Elaboración Propia 
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6.1.5. Costo de Equipamiento 
V. COSTOS DE EQUIPAMIENTO 
Equipo 
Maqueta 
Placa Arduino Uno 
Led de 12v 
Diodo 
Resistencia 
Planchado de Placa 
5.1.6. Resumen de Costos 
Unidad 
Cantidad 
1 UNIDAD 
1 UNIDAD 
8 UNIDAD 
4 UNIDAD 
6 UNIDAD 
1 UNIDAD 
TOTAL 
Tabla 8: Costo de equipamiento 
Fuente: Elaboración Propia 
COSTO 
Personal 
Servicios y materiales 
Hardware 
Equipamiento 
Costo 
Unit. 
230 
90.00 
0.20 
0.50 
0.30 
50.00 
MONTO 
190 
3970 
1280 
400.60 
Total s./5840.60 
Tabla 9: Resumen de costos 
Fuente: Elaboración Propia 
Subtotal 
230 
90.00 
1.80 
2.00 
1.80 
50.00 
s./375.60 
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6.2. Financiamiento 
El presente proyecto es financiado por las mismas desarrolladoras del el 
mismo, como se puede apreciar anteriormente se ha valorizado el equipo de 
cómputo con el que ya se contaba, así como también materiales utilizados 
para el complemento de la simulación que fueron adquiriéndose con el 
avance del proyecto, haciendo una suma de 5840.60 nuevos soles. 
6.3. Beneficios 
6.3.1. Beneficios tangibles 
~ Permitir crear nuevos tipos de viviendas y mobiliario interno que vayan con las 
nuevas formas de vida para el público en general 
~ Generar encendido de luces por comandos de voz, independientemente del 
usuario 
~ Controlar las luces del reciente mediante una computadora 
~ Reducir el gasto energético a través del control de la iluminación, teniendo como 
resultado mayor ahorro del suministro eléctrico 
~ Permite visualizar los interiores de la casa por medio de cámaras. 
6.3.2. Beneficios intangibles 
~ Proyecto base que podría ser parte para el desarrollo de otras formas de 
instalaciones pertenecientes a la demótica. 
~ Generación de indicadores de satisfacción, beneficios entre los usuarios con o 
sin discapacidad. 
~ Mejorar el confort en personas discapacitadas, tan solo con mando de voz. 
~ Enfocar más estudios y desarrollo de proyectos con estas nuevas tecnologías. 
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6.4. Resultados 
6.4.1. Validación de Hipótesis 
6.4.1.1. Operacionalización die Variables 
Definición de la variable 1 Hipótesis 
independiente 
Definición de la 1 Dimensión !Indicador de la variable 
variable de la 
Escala 
dependiente variab!e 
APLICACIÓN DE UNA RED 1 La aplicación de una CON~ROL Control de la Confort al activar o 1 De razón 
NEURONAL Red Neuronal para el DOMOTICO DE iluminación desactivar un foco de 
control demótico es ENCENDIDO DE en forma alguna sección 
capaz de automatizar LUCES EN UNA remota remotamente 
de manera óptima el VIVIENDA DE LA 
encendido de luces URBANIZACIÓN 
mejorando SANTA ÁNGELA 
significativamente la 
vida de las personas 
con movilidad limitada 
Tiempo promedio que se 
emplea en la actividad de 
encendido/apagado de las 
luces en el hogar 
De razón 
en una vivienda de la Nivel de satisfacción y 1 De razón 
Urbanización Santa 
Ángela. 
Tabla 10: Operaciona/izacion de variables 
Fuente: Elaboración propia 
confianza de los miembros 
en el hogar 
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CAPITULO VIl: 
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Conclusiones 
La red neuronal utilizada es de tipo RNA con tres capas: capa de entrada, capa oculta 
y capa de salida. Los valores propuestos en esta investigación de los parámetros del 
diseño de la RNA han sido obtenidos a prueba y error, lo que permitió verificar la 
influencia de la elección correcta de los pesos iniciales y la tasa de aprendizaje en el 
resultado obtenido. 
El circuito electrónico encargado de controlar el fluido eléctrico en la maqueta está 
compuesto por focos LEO, resistencias, diodos, ácido férrico, fuente de poder, cables, y 
una placa Arduino UNO que es la encargada de trasmitir los datos del programa 
MATLAB para que generen instrucciones de encendido o apagado de luces dentro de 
la maqueta. 
La maqueta de la vivienda está constituida por 8 sectores: Dormitorio 1, Dormitorio 2, 
Sala comedor, baño, Terraza, Garaje, Cocina y se han utilizado 8 focos LEOs para su 
iluminación, que están conectados al circuito electrónico. 
Los dispositivos electrónicos han sido soldados con ácido férrico y unidos a la placa 
Arduino UNO , la cual mediante un cable USB se conecta con un computador que va a 
conectar el programa MA TLAB, mediante el puerto COMS reconocido por el computador 
se realiza la comunicación serial entre el arduino y matlab, y posteriormente se declaran 
los pines de Salida de la placa Arduino para el encendido y apagado de luces. 
La interfaz de control del sistema Demótico ha sido codificada en matlab y son fácil de 
utilizar 
El algoritmo de reconocimiento de voz utiliza estimadores espectrales de la de voz con 
coeficientes FFT e interactúa con los esquemas existentes dentro del sistema de red 
neuronal. 
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CAPITULO VIII 
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Recomendaciones 
~ Para lograr la comunicación entre dispositivo de control de los elementos de la 
maqueta y un equipo de cómputo portátil se requiere de conocimientos teóricos 
y prácticos multidisciplinarios, desde la electrónica hasta la programación. 
~ Aunque el sistema Demótico es un sistema básico que cumple con los requisitos 
de activación y desactivación, es de suma importancia revisar los esquemas de 
instalación tanto de la tecnología Arduino así como de los Dispositivos 
electrónicos que se utilizan como: el transistor, el relé, etc. 
~ Tener conocimientos básicos de electrónica o en todo caso poder ser guiado por 
personas que se dediquen a ello 
~ Es preferible contar con un protobard y circuito sencillo para las primeras 
pruebas. 
~ Es recomendable que las primeras grabaciones de voz se realicen en lugares 
donde no se establezcan mucho ruido 
~ Conocer sobre la herramienta fundamental de procesamiento digital de señales 
aplicadas en matlab, nos referimos a la Transformada Rapida de Fourier 
~ Tener conocimientos muy detallados de los algoritmos y aprendizaje sobre 
Redes Neuronales Artificiales. 
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ANEXOS 
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Anexo 2: Diseño del Circuito 
Fuente: Elaboración Propia 
Anexo 1: Circuito 
Fuente: Elaboración Propia 
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Anexo 3: Parte posterior del circuito 
Fuente: Elaboración Propia 
Anexo 4: Circuito de prueba para encender los leds 
Fuente: Elaboración Propia 
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Anexo 5: Elaboración de la maqueta de la vivienda 
Fuente: Elaboración Propia 
Fuente: Elaboración Propia 
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