The main goal of this paper is twofold. (i) For suitably small smooth initial data, we prove global regularity and scattering for the 3D massive relativistic Vlasov-Nordström system without any compact support assumption. Moreover, we only assume that the initial particle distribution function decays polynomially as (x, v) goes to infinity. (ii)The study of the Vlasov-Nordström system serves as a good comparison for the study of Vlasov-Maxwell system in [36] . It helps to understand a new subtle major difficulty in the Vlasov-Maxwell system, which is caused by the worse coefficient associated with the rotational in v directional derivatives of the density distribution function, i.e., "(v/|v| × ∇v)f ", inside the nonlinearity of the Vlasov equation. To get around this difficulty, we will bring new ideas and identify a hidden null structure for the Vlasov-Maxwell system in [36] .
1. INTRODUCTION 1.1. An overview. In plasma physics and also in general relativity, the evolutions of many physical systems can be described by Vlasov-wave type coupled systems of equations. For example, the motions of electrons and protons, which are particles, in solar wind are subjected to the electromagnetic field created by the particles themselves. The particles evolve according to a Vlasov equation and the evolution of the electromagnetic field can be described by the classic Maxwell system, which are nonlinear wave equations. The whole system can be described by the Vlasov-Maxwell system. Moreover, in general relativity, the motion of a collection of collisionless particles in the framework of Einstein's general relativity is described by the Einstein-Vlasov system, which is also a Vlasov-wave type coupled system. An interesting and also important problem is to understand the long time behavior and the propagation of regularity for these systems. Unfortunately, not many results concern this problem are known in the literature. In this paper and its companion [36] , our goal is to add two new observations to the study of the relativistic Vlasov-wave type coupled systems. With these two observations, we prove small data global regularity for the 3D massive relativistic Vlasov-Nordström system (see subsection 1.2) and the 3D massive relativistic VlasovMaxwell system (see subsection 1.3) without imposing any compact support condition for the particle distribution function. Removing the compact support assumption is a long standing problem for these systems and was out of reach from previous methods.
The first observation for the massive relativistic Vlasov equation is that there exists a new set of vector fields for the massive relativistic Vlasov equation, which depend on a geometric observation about the light cone in (x, v)-space instead of solely in physical space. This new set of vector fields helps a lot to understand the bulk derivative ∇ v f (t, x, v) inside the nonlinearity. A major difficulty is caused by the bulk derivative ∇ v f (t, x, v) because "∇ v " doesn't commute with the linear operator "∂ t +v · ∇ x " of the massive relativistic Vlasov equation. As a result, it is very hard to tell how the energy of ∇ v f grows over time. Moreover, the fact that "∇ v f " appears in the source term makes the small data global regularity problem even harder.
The second observation for the massive relativistic Vlasov equation is that there exist "good derivatives" for the particle distribution function in the sense that there exists hidden null structures inside the distribution-wave type nonlinearity of the equation satisfied by the good derivatives of the distribution function.
Certainly, these two observations are vague of their own without further explanation. Moreover, it is not apriorly clear how to make use of two observations. Especially, the second observation is very subtle as we have to make it clear about in what sense a derivative is "good" and what the null structure means for the relativistic Vlasov equation. For example, we will know that the rotational in v directional derivative derivative, i.e., v/|v| × ∇ x is better than the radial in v directional derivative, i.e., v/|v| · ∇ x , for the distribution function of the Vlasov part. However, it is not a-priorly clear.
In this paper, based on the first observation, we will introduce a new framework, which is very robust to study the 3D massive relativistic Vlasov-wave type coupled system. As an application, we prove small data global regularity for the 3D relativistic Vlasov-Nodström system without compact support condition. Thanks to the good coefficient "m 2 / m 2 + |v| 2 " inside the relativistic Vlasov-Nodström system (1.1), it is not necessary to make the use of the second observation to close the argument.
In [36] , we will elaborate the second observation, which will play an essential role in the study of relativistic Vlasov-Maxwell system. As a result, we prove small data global regularity for the Vlasov-Maxwell system (1.2) without compact support assumption. The subtle difference between the Vlasov-Nordstrom system (1.1) and the Vlasov-Maxwell system (1.2) lies in the coefficient of (e i × v/|v|) · ∇ v f , which is the rotational in v directional derivatives of the particle density distribution function. Without the good coefficients "m 2 / 1 + |v| 2 ", the issue of losing one order weight of "|v|" will appear in the energy estimate for the Vlasov-Maxwell system. To get around this issue, we need to make the use of the hidden null structure, which allows us to take the advantage of the oscillation in time for the electromagnetic field.
1.2. The Vlasov-Nordström system. The Vlasov-Nordström system describes the collective motion of collisionless particles interacting by means of their own self-generated gravitational forces under the assumption that the gravitational forces are mediated by a scalar field. This system was proposed by Calogero [4] as a laboratory substitution for the more complicated and also more physical Einstein-Vlasov system. We refer readers to [4, 5, 6] for more detailed introduction.
Mathematically speaking, the 3D relativistic Vlasov-Nordström system reads as follows,
(1.1) wherev = v/ m 2 + |v| 2 , "m" denotes the mass of particles, φ(t, x) denotes the scalar gravitational field generated by the particles and f (t, x, v) denotes the density distribution of the particles. After normalizing the mass of particles, we only need to consider the case when m ∈ {0, 1}, which corresponds to the massless case and the massive case respectively. If the initial particle density f (0, x, v) has compact support, Calogero [5] proved that the 3D RVN system (1.1) has a unique global classical solution. However, no asymptotic behavior nor the decay estimate of the scalar field were obtained in [5] . If the initial data is small and moreover the initial scalar field has a compact support, Friedrich [11] proved the global existence of the solution and the decay estimates for the scalar field. However, the high order derivatives of solution were not studied in [5, 11] .
Recently, in the spirit of the Klainerman's classic vector field method [19, 20] for the nonlinear wave equations, Fajman-Joudioux-Smulevici [8, 9] proposed a very interesting modified vector field method to study the propagation of regularity for the solution of the RVN system. For the 3D massless RVN system, i.e., m = 0 in (1.1), and the massive RVN system in dimension n, n ≥ 4, they proved global regularity for suitably small initial data. In particular, the important compact support assumption was removed for these scenarios.
However, for the 3D massive RVN system, which is the case we consider in this paper, it was not clear whether the compact support assumption assumed in [5, 11] can be removed and the propagation of regularity can be studied at the same time. A recent interesting result by Fajman-Joudioux-Smulevici [9] shows that the 3D massive relativistic RVN can be solved forwardly in the sense of the hyperboloid foliation of the space-time, which in particular implies the case with compact support assumption.
For the more physical Einstein-Vlasov system, Taylor [35] proved that global stability holds for the massless case if the initial small particle density has compact support in "x" and also in "v". For the massive case, global stability also holds if the small initial particle density has compact support in "x" and in "v", see Lindblad-Taylor [23] ; or the small perturbation of the Minkowski spacetime is compact, see Fajman-Joudioux-Smulevici [10] . See also [18, 34] for related work on the Vlasov-Poisson system. and the low order energy over time for the profiles of the particle distribution function. In Appendix A, we give detailed computations for the commutation rules between the bulk derivative D v and the defined vector fields as well as the results when the vector fields hit the inhomogeneous modulation. These results play important roles in the estimate of high order derivatives of solution over time.
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PRELIMINARIES
For any two numbers A and B, we use A B, A ≈ B, and A ≪ B to denote A ≤ CB, |A − B| ≤ cA, and A ≤ cB respectively, where C is an absolute constant and c is a sufficiently small absolute constant. We use A ∼ B to denote the case when A B and B A. For an integer k ∈ Z, we use "k + " to denote max{k, 0} and use "k − " to denote min{k, 0}. For any two vectors ξ, η ∈ R 3 , we use ∠(ξ, η) to denote the angle between "ξ" and "η". Moreover, we use the convention that ∠(ξ, η) ∈ [0, π].
For f ∈ L 1 , we use both f (ξ) and F (f )(ξ) to denote the Fourier transform of f , which is defined as follows, F (f )(ξ) = e −ix·ξ f (x)dx.
We use F −1 (g) to denote the inverse Fourier transform of g(ξ). Moreover, for a distribution function f : R Moreover, we use P k , P ≤k and P ≥k to denote the projection operators by the Fourier multipliers ψ k (·), ψ ≤k (·) and ψ ≥k (·) respectively. We use f k (x) to abbreviate P k f (x). For f ∈ L 1 , we define where i = 1, 2, 3. From direct computations, it is easy to see that the following decomposition and equality hold,
iṼi · u, ∀u ∈ R 3 ,ṽ · ∇ vv =ṽ (1 + |v| 2 ) 3/2 ,Ṽ i · ∇ vv =Ṽ i (1 + |v| 2 ) 1/2 , i ∈ {1, 2, 3}. Definition 2.1. We define a linear operator as follows,
where R i , i ∈ {1, 2, 3}, denote the Riesz transforms. Hence,
It is well known that the density of the distribution function decays over time. Now, there are several ways to prove this fact, e.g., performing change of variables, using the vector fields method. We refer readers to a recent result by Wong [38] for more detailed discussion. In [37] , we provided another proof for this fact by using a Fourier transform method. More precisely, the following Lemma holds, Lemma 2.1. For any fixed a(v) ∈ {v,v}, x ∈ R 3 , a, t ∈ R, s.t, |t| ≥ 1, a > −3, and any given symbol m(ξ, v) ∈ L ∞ v S ∞ , the following decay estimate holds, In the later argument, instead of studying the nonlinear wave equation, we will reduce it to a nonlinear half wave equation, which is convenient to study on the Fourier side. Hence, we prove a L ∞ x -type decay estimate for the linear half wave equation as follows.
Lemma 2.2 (The linear decay estimate).
For any µ ∈ {+, −}, the following estimate holds,
Proof. By using the volume of support of ξ, it is easy to see that the following estimate always holds,
Hence finishing the proof of the first part of the desired estimate (2.11).
We proceed to prove the second part of the desired estimate (2.11). We first consider the case when |x| ≥ 3(1 + |t|). For this case, we do integration by parts in ξ once. As a result, we have
Since |x| ≥ 3(1 + |t|), it is easy to see that the following estimate holds after using the volume of support of ξ for the above equality.
Therefore, from now on, it would be sufficient to focus on the case when |x| ≤ 3(1 + |t|). From the estimate (2.12), it is easy to see that the desired estimate (2.11) holds if |t| ≤ 1.
From now on, we focus on the case when |x| ≤ 3(1 + |t|) and |t| ≥ 1. Note that ∇ ξ (x · ξ − µt|ξ|) = 0 if and only if ξ/|ξ| = µx/t = µx/|x| := ξ 0 . Letl be the least integer such that 2l ≥ 2 −k/2 (1 + |t|) −1/2 . From the volume of support of ξ, it is easy to see that the following estimate holds,
For the case when the angle is localized around 2 l where l >l, we first do integration by parts in ξ once. As a result, we have
, where
From the volume of support of ξ, we have
For I 2 l , we do integration by parts in "ξ" one more time. As a result, the following estimate holds after using the volume of support of ξ, 
From estimates (2.12), (2.13), (2.14) and (2.17), it is easy to see that the desired estimate (2.11) holds.
2.1. The profiles of the relativistic Vlasov-Nordström system. The main goal of this subsection is twofold. Firstly, we introduce the concept of the profile of the distribution function f (t, x, v). Lastly, we introduce the vector field "D v ", which comes naturally from the study of the bulk term "∇ v f ", which appears inside the nonlinearities of the Vlasov equations in (1.2) and (1.1), in terms of the profile. A more detailed analysis of the vector field "D v " will be carried out in subsection 3.1. We first define the profile "g(t, x, v)" of the particle distribution function "f (t, x, v) "as follows,
In other words, we pull back f (t, x, v) along the linear flow, which is transporting in "−v" direction with velocity
(2.20) Motivated from the above equality, we define
From the system of equations in (1.1), it is easy to verify that the profile g(t, x, v) satisfies the following equation,
Next, we consider the nonlinear wave part of the system (1.1). We define
Therefore, it is easy to see that the following equalities hold,
Therefore, in terms of the half wave, we can rewrite the equation (2.22) as follows,
23) where R := ∇ x /|∇| denotes the Riesz transforms. Therefore, we can write the above equation on the Fourier side as follows,
24) where
Moreover, from the system of equations in (1.1), we can derive the equation satisfied by u(t) as follows,
On the Fourier side, we can derive the equation satisfied by the profile h(t) of u(t) as follows,
To take the advantage of the oscillation of the phase over time, instead of controlling the increment of the profile, we control the following modified profile,
Recall the equations (2.24) and (2.27). After doing integration by parts in v once, we can derive the equation satisfied by the modified profile h(t) as follows,
where
where a i µ (v, ξ), i ∈ {1, 2}, are defined in (2.25).
CONSTRUCTING VECTOR FIELDS FOR THE RELATIVISTIC VLASOV-WAVE TYPE COUPLED SYSTEM
In this section, based an observation about the light cone in (x, v) space, we construct a new set of vector fields, which will be used to decompose the bulk derivative D v defined in (2.21) . Before that, we first introduce a set of vector fields which commutes with both the Vlasov equation and the nonlinear wave equation.
Recall (2.4). For any i, j = 1, 2, 3, we define the first set of vector fields for the Vlasov-Nordström system and the Vlasov-Maxwell system as follows,
where "S", "Ω i,j ", and "L i " are the well-known scaling vector field, rotational vector fields, and the Lorentz vector fields, which all commutate with the linear operator of the nonlinear wave equation, see the classic works of Klainerman [19, 20] for the introduction of the original vector field method. Note that Ω i,j ∈ {µΩ i , µ ∈ {+, −}, i ∈ {1, 2, 3}} for any i, j ∈ {1, 2, 3}. It was first observed by Fajman-Joudioux-Smulevici [8] that the vector fields S,Ω i , andL i all commutate with the linear operator of the relativistic Vlasov equation. More precisely, we have
We define the first set of vector fields for the distribution function f (t, x, v) as follows,
Correspondingly, we define the following set of vector fields for the nonlinear wave part as follows,
Lemma 3.1. For any t ∈ R, x ∈ R 3 , the following equalities hold,
Proof. Desired identities follow from direct computation.
3.1.
A good decomposition of D v . The main goal of this subsection is to have a good understanding about the bulk derivative "D v ". Unfortunately, we cannot represent it as a "good" linear combination of vector fields defined previously, i.e., ∇ x , S,Ω i , andL i , in the sense that one of coefficients is of size "t", which is too big to control in the long run. We need to make the use of a new set of vector fields, , which is the second set of vector fields to be defined later. The second set of vector fields depends crucially on a geometric observation about the distance to the adapted light cone in (x, v)-space. By combining the first set vector fields and the second set of vector fields, in the end of this section, we will decompose the vector field D v into two types of formulation. These two decompositions correspond to the different understanding of the vector fields " D v " when the velocity "v" changes, especially in the rotational in v direction.
Our main motivation of decomposing the vector field D v is the following identity, Lemma 3.2. The following identity holds,
Moreover, the following rough estimates hold,
Proof. Note that
(3.11) From the above detailed formulas, the desired estimate (3.10) holds straightforwardly.
From the equality (3.8) and the estimate (3.10), it is easy to see that "|t| − |x +vt| = 0" if and only if "t/(1 + |v| 2 ) − ω + (x, v)/( 1 + |v| 2 ) = 0". This fact motivates us to define the modulation of the light cone in (x, v)-space as follows.
Definition 3.1. We define the following function as the modulation with respect to the "light cone" in (x, v)-space
Since we will only care about the distance with respect to the "light cone" when "|x| + |x · v| 1", we define an inhomogeneous modulationd(t, x, v) as follows,
where ω(x, v) is defined as follows,
From (3.8) and (3.10), it is easy to see that the following estimate holds uniformly.
Recall (2.21). Instead of "naturally" decompose D v into two parts, which are "∇ v " and "t∇ vv · ∇ x ", by using the inhomogeneous modulation defined in (3.13), we decompose D v into two parts as follows,
The main intuition behind the above "good" decomposition is that it is more promising to control the burden of extra modulation than the burden of extra "t" over time for the nonlinear wave solution.
With the above motivation, we define,
Moreover, we define a set of vector fields as follows,
Note that we used the equalities in (2.5) in the above equation. We remark that the vector fields defined in (3.18) will be applied on the profile "g(t, x, v)" instead of the original distribution "f (t, x, v)". From (2.18), we have
Since K v commutates with ∂ t , it is easy to check that K v commutates with the linear operator ∂ t +v · ∇ x of the relativistic Vlasov equation. More precisely,
With the above defined new set of vector fields, we now decompose the bulk derivative "D v " in terms of these new defined vector fields. More precisely, we have the following Lemma. 
Proof. Recall (2.21), (3.17) , and (3.18). From (2.5), we have
Hence, finishing the proof of (3.21). Now, let's proceed to prove the desired equality (3.22) . Recall (3.1) and (3.17), we have
From (2.5), (3.23) and (3.25), we have
Hence, finishing the proof of (3.22). are of size "(1 + |v|)|d(t, x, v)|", which is very difficult to control for the Vlasov-Maxwell system when |v| is extremely large. This is also the main reason why we seek for the second decomposition of "D v " in (3.22).
3.2. Two sets of vector fields. Motivated from the two decompositions in the above Lemma, we define the following set of vector fields, which will be applied on the profile g(t, x, v),
26) where
27)
(3.28) Correspondingly, we can find the following associated set of vector fields which will be applied on the original distribution function f (t, x, v),
29) where
30)
(3.31) Note that we used the following fact in the above definition.
which can be checked easily from (2.18).
To sum up, we defined two sets of vector fields for f (t, x, v), see "P 1 " in (3.5) and "P 2 " in (3.29). In the later argument, instead of applying the second set of vector fields to f (t, x, v), we will apply the vector fields in "P 2 " (see (3.26) ) to the profile g(t, x, v) directly. Since there is little difference, we don't distinguish these two processes.
Now, we define a notation to represent the above defined vector fields uniformly and compute the corresponding commutation rules, which are basic tools for the high order energy estimate of the Vlasov part. Definition 3.2. We define a set of vector fields as follows,
For any vectors e ∈ R n and f ∈ R m , certainly, we can represent them uniquely as follows,
We define
36)
(3.37) Hence, we can represent the high order derivatives of the first set of vector field P 1 and P 1 (see (3.6) and (3.5)) through composition as follows,
Definition 3.4. We define
where "P 2 " is defined in (3.29) and "P 2 " is defined in (3.26) . Hence, we can represent the high order derivatives of the second set of vector fields for the profile "g(t, x, v)" or the original distribution function "f (t, x, v)" through composition as follows,
Definition 3.5. For any κ, γ ∈ S, we define the equivalence relation between "κ" and "γ" as follows,
(3.40) Very similarly, we can define the corresponding equivalence relation for α 1 , α 2 ∈ B. Note that, for any β ∈ S and α ∈ B, there exists a unique expansion such that
With the above notation, without the complexity caused the constant coefficients, we can represent the Leibniz rule by the equality as follows,
where f and g are two smooth functions.
Definition 3.6. For any ι ∈ K, we define an index "c vn (ι)", which is used for the Vlasov-Nordström system and indexes "c vm (ι)" and i(ι), which are used for the Vlasov-Maxwell system, as follows,
Moreover, for any β ∈ S, we have
Remark 3.2. We defined two different sets of indexes for the Vlasov-Nordström system and the Vlasov-Maxwell system because the coefficients associated with "∇ v f ", which depend on the size of |v|, are different in two systems, see (1.2) and (1.1).
With the above defined notation, we can reformulate the results in Lemma 3.3 as the following Lemma.
Lemma 3.4. The following two decompositions for "D v " holds,
Moreover, the following estimates hold, ρ∈K,|ρ|=1
Proof. The above results follow directly from the results in Lemma 3.3, which will be used for the case when |v| 1 and the validity of the following decomposition, which will be used for the case when |v| 1,
From the detailed formula of d ρ (t, x, v) in (3.48) and the definition of c vn (ι) and c vm (ι) in (3.44), it is easy to verify that the desired estimate (3.50) holds straightforwardly.
Definition 3.7. For any linear operator T and any α ∈ B, |α| = 1, we use the following notation to denote the commutator between T and Γ α ∈ P 1 ,
We use "T k " to denote T • P k , where k ∈ Z. Moreover, we use "c α (t, x)" to denote the unique determined vector coefficient associated with Γ α inside the equality (3.7) in Lemma 3.1. More precisely,
It is easy to see that the following estimate holds, α∈B,|α|=1
In particular, if "T " is a Fourier multiplier operator, then we can explicitly compute the commutator "T α " as follows, Lemma 3.5. For any Fourier multiplier operator T , which has a Fourier multiplier m(ξ), we have
Proof. Since ∂ xi commutes with T , it is easy to see that the commutator is zero for this case. Now, we consider the case when Γ α = S. Note that the following equality holds on the Fourier side,
, we know that the following equality holds on the Fourier side,
Lastly, we consider the case when Γ α = L i , i ∈ {1, 2, 3}. For this case, we have
. Hence finishing the proof. Now we will prove an analogue of the equality (3.7) in Lemma 3.1. The main difference here is that, instead of dealing with a spatial derivative, we will deal with a general Fourier multiplier operator most of time in this paper.
For any given Fourier multiplier operator, we localize the frequency around " 2 k ", where k ∈ Z. By comparing the size of modulation |t| − |x| and the size of frequency "2 k ", it suggests us whether to use the analogue of (3.7). Moreover, based on this intuition, after trading regularity for the decay of modulation, we can prove that the scalar field decays at rate 1/((1 + |t| + |x|)(1 + ||t| − |x||)), see Lemma 6.3 for more details. Lemma 3.6. For any given Fourier multiplier operator T , which has the symbol m(ξ), the following equalities hold for any k ∈ Z,
where the coefficientsc
, and e 2 α (t, x) satisfy the estimates in (3.65), (3.66), (3.69), (3.70) , and (3.71).
Moreover, the symbolsm 
Very similarly, if we do this process one more time, we have
Note that the following commutation rule holds for any linear Fourier multiplier operator K,
Therefore, from the equality in (3.59), we have
where the symbol m 
Lastly, we do this process one more time. Note that the commutator contains the time derivative "∂ t " when Γ α = L i , i ∈ {1, 2, 3}. For simplicity, we don't want to introduce an operator with a third order time derivative "∂ 3 t ". Hence, we need to be more careful when commutating with a second order commutator term. More precisely, from (3.61), we have
From the results in Lemma 3.5, (3.60), and (3.63), it is easy to see that the following equality holds for some coefficientsc
where the symbolm 
Moreover, for i ∈ {0, 1, 2}, α ∈ B, |α| ≤ 3, the coefficientsc i α (t, x) and e α (t, x) satisfy the following estimates, |c
which can be derived from the estimate (3.53).
With minor modifications, we can derive the following equality 
Moreover, the uniquely determined coefficients c
, and e 2 α (t, x), satisfy the following estimates,
The commutation rules. During the energy estimate, a very basic tool that we will use is the commutation rule between D v equivalently speaking, X i , i ∈ {1, · · · , 7}, see (3.34) and Λ β , where β ∈ S. In this subsection, we derive the commutation rules between X i and Λ ρ , i ∈ {1, · · · , 7} and ρ ∈ S. Firstly, we consider the commutation rule for the first order derivative, i.e., we first consider the case when ρ ∈ K, |ρ| = 1.
Lemma 3.7. For any ρ ∈ K, |ρ| = 1, and i ∈ {1, · · · , 7}, the following commutation rules holds,
In particular, for the case when i = 1, the following improved estimate holds,
Moreover, if i(κ) − i(ρ) > 0, then the following improved estimate holds for the coefficients of the commutation rule in (3.72), |ĉ
Proof. Postponed to Appendix A. See the proof of Lemma A.2 in Appendix A.
Note that the derivatives Λ κ , κ ∈ K, might hit the corresponding coefficients when computing the commutation rules between a high order derivative Λ ρ , ρ ∈ S and X i , i ∈ {1, · · · , 7}. From the equality (3.72), it is easy to see that the only nontrivial scenario is the case wen Λ κ hits the inhomogeneous modulationd(t, x, v). For this case, we will show that a similar decomposition as in (3.72) also holds. More precisely, we have the following Lemma.
Lemma 3.8. For any ρ ∈ K, |ρ| = 1, the following equality holds, 
Proof. Postponed to Appendix A. See the proof of Lemma A.1 in Appendix A.
Now we are ready to introduce the high order commutation rules, which are basic tools to compute the equation satisfied by the high order derivatives of the profile of distribution function "g(t, x, v)", see (2.18).
Lemma 3.9. For any i ∈ {1, · · · , 7}, and β ∈ S, the following commutation rule holds,
where Y β i denotes the top order commutators and it is given as follows,
Moreover, for any i ∈ {1, · · · , 7}, and κ ∈ S, the following estimates hold for the coefficientsẽ
In particular, the following improved estimate holds if i = 1,
Moreover, if i(κ) − i(β) > 0 and |κ| = |β|, then the following improved estimate holds for the coefficients e κ,2
Proof. From the equality (3.72) in Lemma 3.7, it is easy to see that the following equality holds
By induction, from the above equality, it is easy to see that the following identity holds, 
From (3.86) and (3.77), we have
Hence, now it is easy to see that the desired equality (3.79) holds for some determined coefficientsẽ
β,k (x, v), whose explicit formulas are not pursued here.
Recall (3.87) . From the decomposition (3.72) and the estimates (3.73), (3.75), and (3.76) in Lemma 3.7, it is easy to see that the desired equality (3.80) and the desired estimates (3.82), (3.84), and (3.85) hold. The desired estimate (3.81) follows from (3.72), (3.73), and (3.74) in Lemma 3.7 and (3.77) and (3.78) in Lemma 3.8.
Remark 3.3. Because we will allow different orders of the derivatives of the profile g(t, x, v) decay at different rates at infinity in (x, v), it is fine to be very rough about the estimate of the size of the lower order coefficients in (3.81), i.e., the case when |κ| ≤ |β| − 1.
SET-UP OF THE ENERGY ESTIMATE
4.1. The equation satisfied by the high order derivatives of the profile g(t, x, v). In this subsection, our main goal is to compute the equation satisfied by the high order derivatives of the Vlasov-Nordström system, which include both the first set of vector fields and the second set of vector fields for the relativistic Vlasov equation.
Recall (1.1). We restate the equation satisfied by "f (t, x, v)" as follows,
Hence, for any α ∈ B, the following equality holds,
Note that the following commutation rules hold for any i, j ∈ {1, 2, 3},
Recall (3.3), and (3.4). From the commutation rules in (4.1), (4.2), and (4.3), it is easy to see that the following equation satisfied by f α (t, x, v) holds,
where a i α;β,γ (v), i ∈ {1, 2, 3, 4}, are some determined coefficients, whose explicit formulas are not pursued here. If β = 0, we have,
Moreover, the following rough estimate holds for any β, γ ∈ B, s.t., |β| + |γ| ≤ |α|,
Similar to what did in subsection 2.1, we define the profile of f α (t, x, v) as follows,
Hence, from (4.5), we can compute the equation satisfied by the profile g α (t, x, v) as follows,
8) Now, we apply the second set of vector fields on g α (t, x, v). For any β ∈ S and any α ∈ B, we define
Note that [∂ t , Λ β ] = 0. From (4.8) and (4.9), based on the order of derivatives, we can write the equation satisfied by g α β (t, x, v) as follows,
and "h.o.t α β (t, x, v)" denotes all the terms in which the total number of derivatives act on g(t, x, v) is "|α| + |β|" and "l.o.t α β (t, x, v)" denotes all the terms in which the total number of derivatives act on g(t, x, v) is strictly less than " |α| + |β|". Here, we remind readers that it is possible that the total number of derivatives act on the scalar field is |α| + |β| in "l.o.t α β (t, x, v)". From (3.34), it is easy to see that we can decompose "
14)
Based on the source of the high order terms, recall (3.34), we classify the high order terms h.o.t
Very similarly, we classify the low order terms "l.o.t α β (t, x, v)" as follows,
where l.o.t β;4 (t, x, v) denotes all the other low order terms, in which there are at most eleven derivatives hit on the nonlinear wave part and the total number of derivatives hit on g(t, x, v) is strictly less than |α| + |β|.
From the explicit formula of the low order terms, e.g., see l.o.t α β;3 (t, x, v) in (4.23), it is easy to see that it is necessary to study the term of type Λ ρ (f (t, x +vt)), which appears when "Λ ρ " hits the nonlinear wave part.
Lemma 4.1. The following identity holds for any ρ ∈ S,
where the coefficients c ι ρ (x, v), ι ∈ B, |ι| ≤ |ρ|, satisfy the following estimate, |c
Moreover, the following rough estimate holds for any κ ∈ S,
Proof. To calculate Λ ρ f (t, x +vt) , ρ ∈ S, we induct on the size of |ρ|. Since the case when ρ = 0 is trivial, we first consider the case when |ρ| = 1, i.e., ρ ∈ K/ 0. From the equality (4.29) in Lemma 4.2, we have
From the estimate (4.30) of coefficients in Lemma 4.2, it is easy to see that the desired estimates (4.26) and (4.27) hold. Now, we proceed to consider the case when ρ ∈ S, |ρ| > 1. Recall (3.41), we have
From (4.28) and the above equivalence relation, we have
From the above equality and the equality (4.28), we can keep iterating the taking derivatives process. As a result, it is easy to see that our desired estimate (4.26) holds from iteration and the Leibniz rule.
In the proof of Lemma 4.1, we used the results in the following Lemma.
Lemma 4.2. For any smooth function f , the following equality holds for any ρ ∈ K, |ρ| = 1,
where the coefficient a ρ,α (t, x, v) satisfies the following rough estimates for any ρ ∈ K, α ∈ B, β ∈ S,
Moreover, the following improved estimate holds if
Proof. Recall (3.17) . It is easy to see that the following equalities hold from direct computations,
)
Recall the equality (3.8) in Lemma 3.2 and the equality (3.7) in Lemma 3.1. It is easy to see that the following equality holds for some coefficient
where the coefficient b α (t, x, v) satisfies the following rough estimate,
From the above rough estimate (4.36) and the equalities (4.33), (4.34), and (4.35), it is easy to see that our desired equality (4.29) and desired estimates (4.30), (4.31), and (4.32) hold.
4.2.
The profiles and the modified profiles of the scalar field. Recall (3.36), (3.37), and (3.38). It is easy to see that the following equality holds,
where "a α;β,γ (v)", β, γ ∈ B, are some determined coefficients, whose explicit formulas are not pursued here and the vector field "∇ β v ", β ∈ B, is defined as follows, ∇
where γ ∈ A. (4.38)
Due to the fact that ∇ v is possible to hit the coefficients during the expansion, we have |β| + |γ| ≤ |α| instead of |β| + |γ| = |α| in (4.37). Let
With the above equality, we are ready to compute the equation satisfied by the high order derivatives of the nonlinear wave part Γ α φ. Recall (1.1). From (4.39), we have,
After doing integration by parts in "v" to move around the derivatives of "v", i.e., ∇ β v , we can derive the equation satisfied by φ α as follows,
where a α;γ (v), γ ∈ B, |γ| ≤ |α|, are some coefficients, whose explicit formulas are not so important and will not be pursued here. From (4.38), we know that the following equality and rough estimate holds,
Similar to what did in subsection 2.1, we define
From (4.40), we can derive the equation satisfied by u α (t) as follows,
On the Fourier side, we can derive the equation satisfied by the profile h α (t) of u α (t) as follows,
In terms of profiles, we can write the equation satisfied by g α (t, x, v) in (4.8) on Fourier side as follows,
(4.47) Similar to what we did in subsection 2.1, to take the advantage of the oscillation of the phase over time, instead of controlling the increment of the profile, we control the following modified profile,
Hence, from (4.44) and (4.48), we have
(4.51) Recall the equations (4.46), (4.48), and (4.47). After doing integration by parts in "v" once to move around the "∇ v " derivative in front of ∇ v g γ (t, η, v), we can derive the equation satisfied by the modified profile h(t) as follows,
where a µ,i α;β,γ (v), µ ∈ {+, −}, i ∈ {1, 2}, β, γ ∈ B, s.t., |β| + |γ| ≤ |α|, are some determined coefficients and m i (ξ, v), i ∈ {1, 2}, are some determined symbol, whose explicit formulas are not pursued here. From the rough estimates (4.7) and (4.42), it is easy to see that the following rough estimate holds,
4.3. Constructing the energy for the Vlasov-Nordström system. In this subsection, we construct the energy functionals for the Vlasov-Nordström system. The energy functional for the Vlasov-Maxwell system can be constructed in a similar spirit, see [36] . On one hand, these energy functionals contain the usual quantities that we care for most of PDEs, e.g., L 2 -type Sobolev norm. On the other hand, these energy functionals contain the right quantities that can propagate over time such that those quantities give more precise information about the solution over time and help us to show that the Vlasov-Nordström (or Vlasov-Maxwell) system indeed admits a global solution once given an appropriate initial data.
4.3.1. Control of the profile g(t, x, v). We define the high order energy for the profile g(t, x, v) of the distribution function as follows,
where g α β (t, x, v) is defined in (4.9) and the weight function ω Remark 4.2. Due to the presence of coefficient "1/ 1 + |v| 2 " in the Vlasov-Nordström system (see (1.1)), we don't need an estimate as strong as in (4.57) to close the energy estimate for the Vlasov-Nordström system. Since the desired estimate (4.57) is good for both the Vlasov-Nordström system and the Vlasov-Maxwell system, we stick to the weight function defined in (4.56) for this paper and also the second part [36] .
Proof. Recall the decomposition of D v in (3.23). We have
From the explicit formula of ω α β (x, v) in (4.56), it is easy to see that the following estimates hold,
Recall the decomposition (4.58). From the estimates (4.59), (4.60), and (4.61), it is easy to see that the desired estimate estimate (4.57) holds easily if |x| ≥ 3|t|.
In the rest of proof, we restrict ourself to the case when |x| ≤ 3|t|. For this case, it is easy to see that the following estimate holds,
Based on the size of |x| and x · v, we separate into two cases as follows.
• If |x| ≥ 2 −10 |t|/(1 + |v|) or |x · v| ≥ 2 −10 |t|/(1 + |v|), then from the estimates (4.60) and (4.61), it is easy to see that the following estimate holds,
• If |x| ≤ 2 −10 |t|/(1 + |v|) and |x · v| ≤ 2 −10 |t|/(1 + |v|), then from the estimate (4.62), it is easy to see that the 1 1 + ||t| − |x +vt||
Therefore, from the above estimate and the estimates (4.60) and (4.61), it is easy to see that the following estimate holds,
To sum up, from the decomposition (4.58) and the estimates (4.59), (4.63), and (4.64), it is easy to see that the desired estimate (4.57) holds for any x, v ∈ R 3 .
From the decay estimate (2.10) of the average of the distribution function in Lemma 2.1, we can see that it is the zero frequency that prevents the average of the distribution function decays faster. Moreover, similar to the study of the Vlasov-Poisson system in [37] , we observe that the decay rate of the scalar field can be improved after moving the spatial derivative ∇ x in front of t∇ x g to the scalar field by doing integration by parts in x. See the proof of Proposition 6.2 for more detailed discussion.
With this intuition, we define a lower order energy for the profile g(t, x, v) as follows,
where the correction term g α (t, v), which is introduced to avoid losing derivatives for the study of the time evolution of ∇ α v g(t, 0, v), is defined as follows,
where K(t, x +vt, v) was defined in (4.11).
4.3.2.
Control of the profiles and the modified profiles of the scalar field. For the nonlinear wave part, we define a high order energy as follows,
The first part of energy E φ high (t), which is stronger than L 2 at low frequencies, controls the low frequency part of the profiles h α (t); the second part of energy E φ high (t), which has the same scaling level as the first part of energy E φ high (t), aims to control the first order weighted norm of the modified profiles h α (t) ; the third part of energy E φ high (t), controls the high frequency part of the profiles h α (t) and the modified profiles h α (t).
Moreover
where the X n -normed space is defined as follows,
For the low order derivatives of the profile, the low order energy defined in (4.68) is stronger than the high order energy as it also controls the second order and the third order weighted norms of the profiles. The low order energy provides more information about the low order derivatives of the profiles, which are important for controlling the increment of the high order energy "E φ high (t)" of the scalar field over time, especially, for the case when the distribution function has the top order regularity inside the nonlinearity.
4.4.
A precise statement of main theorem. With the previous preparation, we are ready to state the main theorem of this paper as follows. . Suppose that the given initial data (f 0 (x, v), φ 0 (x), φ 1 (x)) of the 3D relativistic Vlasov-Nordström system (1.1) satisfies the following smallness assumption,
where the X n -normed space is defined in (4.69) and ǫ 0 is some sufficiently small constant. Then the relativistic Vlasov-Nordström system (1.1) admits a global solution and scatters to a linear solution. Moreover, the following estimate holds over time, (1 + |t|)
Remark 4.3. The condition imposed on the initial data in (4.70) is stronger than necessary. We only need the initial energy E
to be small. Since the defined complicated energy functionals are in terms of profiles, which complicate the presentation further, we impose a stronger assumption on the initial data as in (4.70) to improve the presentation.
4.5.
Proof of the main theorem. In next two sections, i.e., section 5 and section 6, we will estimate the increment of both the low order energy and the high order energy for the nonlinear wave part and the Vlasov part with respect to time. Those estimates allow us to prove the desire theorem, Theorem 4.1, by using a bootstrap argument.
We state our bootstrap assumption as follows,
where, from the local theory, T > 0.
Recall the definition of correction term in (4.66), From the linear decay estimate (6.54) of the scalar field in Lemma 6.3, it is easy to see that the following estimate holds for any t ∈ [0, T ], α, s.t., |α| = N 0 , under the bootstrap assumption (4.74), (1 + t)
Therefore, we can close the bootstrap argument and extend "T " to infinity. As a result, we have
(
which also implies our desired estimate (4.71). The desired decay estimate (4.72) of the average of the derivatives of distribution function follows directly from the estimate (4.77) and the decay estimate (2.10) in Lemma 2.1. The desired decay estimate (4.73) of the derivatives of the scalar field follows directly from the estimate (4.77), the equality (3.7) in Lemma 3.1, and the decay estimate (6.54) in Lemma 6.3.
Lastly, we explain why the nonlinear solution scatters to a linear solution in a lower regularity space. From the estimate (6.37) in Proposition 6.2 and the definition of "E φ low (t)" in (4.68), it is easy to construct a limit for the profiles of the Vlasov-Nordström system at time infinity. After pulling back the limit along the linear flow, we have our desired scattering linear solution.
Hence finishing the proof of Theorem 4.1.
ENERGY ESTIMATES FOR THE NONLINEAR WAVE PART
This section is devoted to control both the low order energy and the high order energy of the profiles of the scalar field over time, i.e., controlling E φ low (t), which is defined in (4.
Proof. Recall (4.68). We first estimate the X n -norm of ∂ t h α (t). Recall (4.46). Form the estimate of coefficients in (4.42), the estimate (5.16) in Lemma 5.1, it is easy to see that the following estimate holds, 0≤n≤3 α∈B,|α|≤20−3n
Now, it remains to estimate the X n -norm of h α (t). Recall (4.48). It is easy to see that the symbol 1/(|ξ| −v · ξ) verifies the estimate (5.15). Again, from the estimate of coefficients in (4.42) and the estimate (5.16) in Lemma 5.1, we have n=0,1,2,3 |α|≤20−3n
Hence, it would be sufficient to estimate the X n -norm of the modified profiles h α (t). Recall (4.52) and (5.24). It is easy to see that ∂ t h α (t, ξ) is a linear combination of bilinear forms defined in (5.24). Therefore, from the estimate (5.31) in Proposition 5.3, we have n=0,1,2,3 |α|≤20−3n
Hence, from the above estimate (5.4) and the estimate (5.3), we have n=0,1,2,3 |α|≤20−3n
To sum up, from the estimates (5.2), (5.3) and (5.5), it is easy to see that our desired estimate (5.1) holds.
Proposition 5.2. Under the bootstrap assumption (4.74), the following estimate holds for any t ∈ [0, T ],
Proof. Recall (4.55). We first estimate the L ∞ ξ -norm of the Fourier transform of profile h α (t, ξ). Recall (4.48). It is easy to see that the following estimate holds for any α ∈ B, |α| ≤ N 0 ,
Now, it would be sufficient to estimate the L ∞ ξ -norm of h α i (t, ξ). Recall (4.52). From the estimate (5.31) in Proposition 5.3, which is used when the profile h(t) has relatively more derivatives, and the estimate (5.42) in Proposition 5.4, which is used when g(t, x, v) has relatively more derivatives, we have
From (5.7) and (5.8), it is easy to see that the following estimate holds,
Now, we proceed to estimate the L 2 -norm of h α (t). From the estimate (5.7), it is easy to see that the following estimate holds after doing dyadic decomposition for the frequency "ξ",
Hence, it would be sufficient to estimate the L 2 -norm of h α (t, ξ). From the estimate (5.43) in Proposition 5.4, after using the first part of the estimate (5.43) for the case when there are more derivatives on the profile g(t, x, v) and using the second part of the estimate (5.43) for the case when there are more derivatives on the profile h(t), it is easy to see that the following estimate holds,
From the above estimate, and the estimate (5.10), it is easy to see that the following estimate holds, α∈B,|α|≤N0
Lastly, we proceed to consider the L 12) and then apply the estimates (5.63) and (5.64) in Proposition 5.5 for the first integral in (5.12) and apply the estimate (5.98) in Lemma 5.6 for the second integral in (5.12). As a result, the following estimate holds for any fixed k ∈ Z,
Hence, from the above estimate, it is easy to see that the following estimate holds,
From the estimates (5.9), (5.11), and (5.14), it is easy to see that our desired estimate (5.6) holds.
5.1.
A linear estimate and a bilinear estimate in the X i -normed space. In this subsection, we will mainly prove a linear estimate and a bilinear estimate in the X n − normed space, n ∈ {0, 1, 2, 3}, where the X n -normed space is defined in (4.69).
Lemma 5.1. For any given n ∈ N + , n ≤ 10, and any given symbol m(ξ, v) that satisfies the following estimate, sup k∈Z i=0,1,··· ,10,|a|≤15
then the following estimate holds for any i ∈ {0, 1, 2, 3},
(5.16) Moreover, for any differentiable vector value functiong(t, v) :
Proof. Note that for any i ∈ {0, 1, 2, 3}, the following equality holds,
19) where the c l2,k i,l1 are some uniquely determined coefficients. If l 2 = 0, then we separate out the zero frequency of " g(t, ξ, v)" as follows, , we do integration by parts in "v" n + l 1 + 1 times. As a result, from the estimate of symbol in (5.15), the following estimate holds for any fixed k ∈ Z, i, l 1 , and l 2 ,
From (5.18) and the above estimate (5.21), it is easy to see that our desired estimate (5.16) holds. Now we proceed to prove the desired estimate (5.17). Note that the following equality holds after separating out the correction termg(t, v) and doing integration by parts in v,
From the above equality, it is easy to see that the desired estimate (5.17) holds directly from the estimate of symbol in (5.15).
For any fixed l ∈ {0, 1} and any given symbol m(ξ, v) that satisfies the following estimate sup k∈Z n=0,1,2,3 |α|≤5
we define a bilinear operator T µ (·, ·)(t, ξ) as follows,
Based on the relative size between the frequencies of two inputs, we separate T µ (h, f )(t, ξ) into two parts as follows,
25) where
Note that the following equality holds for any n ∈ {0, 1, 2, 3},
where c n,1 a,j and c n,2 a,j are some determined constants, whose explicit formulas are not pursued here. The rest of this subsection is devoted to prove the following Proposition. Proposition 5.3. For any n ∈ {0, 1, 2, 3}, any l ∈ {0, 1}, and any given symbol "m(ξ, v)" that satisfies the estimate (5.23), the following estimate holds for the bilinear form T µ (h, f )(t, ξ) defined in (5.24),
(1 + |t|)
Proof. Recall the decompositions (5.25) and (5.28). Recall (5.29). We first do integration by parts in" η" j-times for T n,1 µ,j (t, ξ). As a result, we have
Now, we apply the dyadic decomposition for "ξ − η" and "η". As a result, we have
Very similarly, recall (5.30), after doing dyadic decomposition for ξ − η and η, we have
From the estimate of symbol "m(ξ, v)" in (5.23) and the above detailed formulas of H µ,n,j k,k1,k2 (t, ξ) and K µ,n,j k,k1,k2 (t, ξ), it is easy to see that the desired estimate (5.31) holds if |t| ≤ 1. From now on, we restrict ourself to the case when |t| ≥ 1.
• The estimate of H µ,n,j k,k1,k2 . Recall (5.32) and (5.33). Note that we have (k 1 , k 2 ) ∈ χ 1 k ∪ χ 2 k for the case we are considering. Note that the following estimate holds after using the volume of support of η and the estimate of symbol m(ξ, v) in (5.23),
After doing integration by parts in v four times for "H µ,n,j k,k1,k2 ", the following estimate holds,
(5.37) Therefore, from (5.36) and (5.37), the following estimate holds for any fixed k ∈ Z,
• The estimate of K µ,n,j k,k1,k2 . Recall (5.34) and (5.35) . From the estimate of symbol "m(ξ, v)" in (5.23), the following estimate holds easily after using the volume of support of η,
On the other hand, after doing integration by parts in "v" "(j+3)" times for "K µ,n,j k,k1,k2 (t, ξ)" in (5.35), the following estimate holds after using the volume of support of "η",
From (5.39) and (5.40), it is easy to see that the following estimate holds,
From the estimates (5.38) and (5.41), it is easy to see that the desired estimate (5.31) holds.
5.2.
A bilinear estimate in the high order energy space. In this subsection, we will mainly prove several bilinear estimates which will be used for the high order energy estimate of the nonlinear wave part, i.e., the estimate of E φ high (t), see (4.67). Note that we are not allowed to lose derivatives during the high order energy estimate if the distribution function "f (t, x, v)" has the top order derivatives. A potential drawback of the estimate (5.31) in Proposition 5.3 is that it loses several derivatives for the distribution function "f ". Therefore, in this subsection, we prove another bilinear estimate here, which doesn't lose derivative for the distribution function "f (t, x, v)".
Recall (4.67). Beside the L ∞ ξ -type bilinear estimates proved in previous subsection, we also need a L 2 − type bilinear estimate.
Proposition 5.4. Given any symbol "m(ξ, v)" that satisfies the estimate (5.23) with l = 1, the following estimate holds for the bilinear form T µ (h, f )(t, ξ) defined in (5.24),
(5.42) Moreover, the following L 2 -type estimate holds,
Proof. Recall (5.24). After doing dyadic decompositions for two inputs, we have
where χ i k , i ∈ {1, 2, 3}, are defined in (2.2) and (2.3) and the detailed formula of T µ k,k1,k2 (t, ξ) is given as follows,
From the above detailed formula, it is easy to see that the desired estimates (5.42) and (5.43) hold easily if |t| ≤ 1.
From now on, we restrict ourself to the case when |t| ≥ 1.
• Proof of the desired estimate (5.42). For this case, we do integration by parts in η once for T µ k,k1,k2 (t, ξ) in (5.45). As a result, we have 
Very similarly, the following estimate holds after doing integration by parts in η twice,
Hence, from the estimates (5.47) and (5.48), the following estimate holds for any fixed
Hence finishing the proof of the desired estimate (5.42).
• Now, we proceed to prove the first part of the desired estimate (5.43). Note that, from the estimate (5.47) and the volume of support of ξ, we have
k∈Z,k≤0 n=0,1,α∈B,|α|≤4
Therefore, it would be sufficient to consider the case when k ≥ 0. We first consider the case when
k . For this case, we have k 1 ≥ k − 10 and k 2 ≤ k + 10. Recall (5.46). From the estimate of symbol "m(ξ, v)" in (5.23) and the volume of support of ξ and η, it is easy to see that the following estimate holds,
From the above estimate, it is easy to see that the following estimate holds,
(5.52) Lastly, we consider the case when k ≥ 0, (k 1 , k 2 ) ∈ χ 
Recall the decomposition (5.44). From the estimates (5.50), (5.52) and (5.53), it is easy to see that the first part of the desired estimate (5.43) holds.
• Now, we prove the second part of the desired estimate (5.43). Based on the size of k 1 and k 2 , we separate into three cases as follows. Firstly, we consider the case when (k 1 , k 2 ) ∈ χ 1 k . For this case, we have |k 1 − k 2 | ≤ 10 and k ≤ k 1 + 10. Recall (5.45). After using the volume of "ξ", the estimate of symbol "m(ξ, v)" in (5.23), the L 2 − L 2 type bilinear estimate, and the volume of support of η, the following estimate holds,
On the other hand, we can do integration by parts in "v" three times. After using the volume of "ξ" and "η", and the estimate of symbol "m(ξ, v)" in (5.23), the following estimate holds,
From (5.54) and (5.55), it is easy to see that the following estimate holds,
Next, we consider the case when (k 1 , k 2 ) ∈ χ 2 k . For this case we have |k − k 1 | ≤ 10, k 2 ≤ k 1 − 5. Recall (5.45). After using the volume of "η" and the estimate of symbol "m(ξ, v)" in (5.23), the following estimate holds,
On the other hand, we can do integration by parts in "v" three times. After using the volume of support of "η " and the estimate of symbol m(ξ, v) in (5.23), it is to see that the following estimate holds,
Therefore, from the orthogonality in L 2 ξ and the estimates (5.57) and (5.58) derived above, we have
β∈S,|β|≤3 k1∈Z
Lastly, we consider the case when (k 1 , k 2 ) ∈ χ 
On the other hand, we can do integration by parts in "v" three times. As a result, the following estimate holds after using the L 2 − L ∞ type bilinear estimate, the L ∞ → L 2 type Sobolev embedding, the estimate of symbol "m(ξ, v)" in (5.23) and the volume of support of the frequency,
Therefore, from the estimates (5.60) and (5.61), it is easy to see that the following estimate holds,
Recall the decomposition (5.44). From the estimates (5.56), (5.59) and (5.62), it is easy to see that the second part of the desired estimate (5.43) holds. Hence finishing the proof.
Proposition 5.5. Given any symbol "m(ξ, v)" that satisfies the estimate (5.23) with l = 1 and any fixed k ∈ Z, the following estimate holds for the bilinear form T µ (h, f )(t, ξ) defined in (5.24),
0≤n≤3 α∈B,|α|≤4
Moreover, the following bilinear estimate also holds,
β∈S,|β|≤4 
where (5.66) , the following estimate holds for any fixed k ∈ Z,
Proof. Firstly, we do dyadic decomposition for two frequencies " ξ − η" and "η". As a result, we have
, it is easy to see that the desired estimate (5.68) holds if |t| ≤ 1. Therefore, from now on, we restrict ourself to the case when |t| ≥ 1. For any fixed k ∈ Z, we separate into two cases as follows.
k . For this case we have k 1 ≥ k − 10, k 2 ≤ k 1 + 10. Recall (5.70) and the estimate of symbol m(ξ, v) in (5.23). After doing integration by parts in "η" once, we have the following estimate,
Similarly, after doing integration by parts in "η" twice, the following estimate holds,
(5.73) To sum up, after interpolating the estimates (5.72) and (5.73), we have
k . Recall (5.71). After doing integration by parts in "η" once, we have
If
From the above estimate (5.75), it is easy to see that the following estimate holds,
k1≤k n=0,1,α∈B,|α|≤4
Combining estimates (5.74) and (5.76), it is easy to see that our desired estimate (5.68) holds.
Lemma 5.3. For "O 1 (t, ξ)" defined in (5.66), the following estimate holds for any fixed k ∈ Z,
Proof. Recall (5.69), (5.70), and (5.71). Since the desired estimate (5.77) is trivial when |t| ≤ 1, we restrict ourself to the case when |t| ≥ 1. We separate into two cases as follows.
•
k . For this case, we have k 1 ≤ k 2 + 10. Recall the estimate of symbol "m(ξ, v)" in (5.23). On the one hand, after using the volume of support of ξ and the Cauchy-Schwarz inequality for the integration with respect to" η", the following estimate holds,
(5.78) On the other hand, if we do integration by parts in "v" three times, we have the following estimate after using the volume of support of "ξ" first and then L 2 − L 2 type bilinear estimate,
(5.79) From (5.78) and (5.79), it is easy to see that the following estimate holds,
k . For this case, we have k 2 ≤ k 1 − 10 and |k − k 1 | ≤ 10. Note that the following estimate holds after using the L 2 − L ∞ type bilinear estimate and the volume of support of η,
On the other hand, if we do integration by parts in "v" three times, we have the following estimate after using the L 2 − L ∞ type bilinear estimate first and then using the volume of support of "η",
(5.82) From (5.81) and (5.82), we have
(5.83) From (5.80) and (5.83), it is easy to see that our desired estimate (5.77) holds.
Lemma 5.4. For "O 2 (t, ξ)" defined in (5.67), the following estimate holds for any fixed k ∈ Z,
Proof. Recall (5.67). After doing dyadic decomposition for "ξ − η" and "η", we have
(5.86) From the above detailed formulas of "O 2 k,k1,k2 ", it is easy to see that the desired estimate (5.84) is trivial when |t| ≤ 1. Hence, from now on, we restrict ourself to the case when |t| ≥ 1.
k . For this case, we have k 1 ≥ k − 10 and k 2 ≤ k 1 + 10. Recall (5.85). For this case, we do integration by parts in "η" twice for O 2 k,k1,k2 . As a result, we have
After using the volume of support of "ξ" and "η", the following estimate holds,
Very similarly, after doing integration by parts in "η" three times and using the volume of support of ξ and η, the following estimate holds,
After interpolating the estimates (5.87) and (5.88), it is easy to see that the following estimate holds,
k . Recall (5.86). For this case we have k 1 ≤ k 2 − 10, |k − k 2 | ≤ 10. On one hand, the following estimate holds after using the volume of support of η and the Minkowski inequality,
On the other hand, we do integration by parts in "η" three times. As a result, the following estimate holds after using the volume of support of η and the Minkowski inequality,
Therefore, from (5.90) and (5.91), we have
(5.92) Combining estimates (5.89) and (5.92), it is easy to see that our desired estimate (5.84) holds.
Lemma 5.5. For "O 2 (t, ξ)" defined in (5.67), the following estimate holds for any k ∈ Z,
β∈S,|β|≤4
Proof. Recall (5.85) and (5.86). From the estimate of symbol in (5.23), the following estimate holds after using the volume of support of "ξ" and " η",
On the other hand, after doing integration by parts in "v" four times, the following estimate holds after using the volume of support of "ξ" and " η",
Therefore, from the estimate (5.94) and the estimate (5.95), the following estimate holds for any k ∈ Z,
Hence finishing the proof of the desired estimate (5.93).
Lastly, we prove a bilinear estimate, which has been used in the high order energy estimate of the scalar field in the proof of Proposition 5.2. In particular, the estimate of the second integral in (5.12), which can be viewed as a linear combination of bilinear forms, which will be defined and studied in the following Lemma.
Lemma 5.6. For any symbols m 1 (ξ, v), m 2 (ξ, v) that satisfy (5.23) with "l = 1" and any two localized distribution functions f, g :
v −→ R, we define a bilinear operator as follows,
Then the following bilinear estimate holds for any fixed k ∈ Z,
Proof. Similar to the decomposition we did in (5.65), we first separate "∇ ξ (K µ (g, f )(t, ξ))" into two parts and then do dyadic decompositions for "ξ − η" and "η". As a result, the following decompositions hold,
From the above detailed formulas, it is easy to see that the desired estimate (5.98) is trivial if |t| ≤ 1. Hence, we restrict ourself to the case when |t| ≥ 1.
Based on the size of k 1 , we separate into two cases as follows.
k . For this case we have k 1 ≥ k − 10 and k 2 ≤ k 1 + 10. On one hand, from the size of support of "ξ" and "η" and the estimate of symbols "m i (ξ, v)", i ∈ {1, 2}, in (5.23), it is easy to see that the following estimate holds
Very similarly, recall (5.102), the following estimate holds for K
On the other hand, for K k;1 k1,k2 in (5.100), we do integration by parts in v three times; for for K k;2 k1,k2 in (5.102), we do integration by parts in v four times. Similar to the estimate (5.104), the following estimate holds after using the volume of support of ξ and η,
To sum up, from the estimates (5.104), (5.105), and (5.106), the following estimate holds, 
On one hand, similar to the strategy used in the estimate (5.106), we do integration by parts in v three times for K k;1 k1,k2 in (5.101) and do integration by parts in v four times for K k;2 k1,k2 in (5.103). As a result, the following estimate holds after using the volume of support of ξ and η,
(5.109) From the estimates (5.108) and (5.109), the following estimate holds,
From the decomposition (5.99) and the estimates (5.107) and (5.110), it is easy to see that the desired estimate (5.98) holds.
ENERGY ESTIMATE FOR THE VLASOV PART
In this section, we estimate both the low order energy E f low (t) (see (4.65) ) and the high order energy E f high (t) (see (4.54)) of the profile g(t, x, v) of the original distribution function f (t, x, v).
The main ingredients are some general linear estimates and bilinear estimates, which will be used as black boxes first to control the increment of the low order energy and the high order energy of the Vlasov-Nordström system. Lastly, we will prove those general linear estimates and bilinear estimates. We remark that those general linear estimates and bilinear estimates are also suitable for the study of Vlasov-Maxwell system, see [36] .
6.1. The high order energy estimate for the Vlasov part. Recall (4.54) and (4.10). As the result of direct computation, the following equality holds for any fixed t ∈ [0, T ], α ∈ B, β ∈ S, s.t., |α| + |β| ≤ N 0 ,
Re
The main goal of this subsection is to prove the following Proposition.
Proposition 6.1. Under the bootstrap assumption (4.74), the following estimate holds for any t ∈ [0, T ],
Proof. Recall (4.54) and (6.1). For fixed α ∈ B, β ∈ S, we first estimate I α β;2 and I α β;3 . Recall (6.3) and (6.4). From the estimates (6.8) and (6.9) in Lemma 6.1 and the estimates (6.13) and (6.14) in Lemma 6.2, the following estimate holds from the L 
Therefore, after doing integration by parts in x and v to move around the derivative "D v ", the following equality holds,
Recall (4.11) . From the direct computation, the estimate (4.57) in Lemma 4.3, and the decay estimate (6.54) in Lemma 6.3, it is easy to see that the following estimate holds,
Therefore, from the above estimate (6.7), the
x,v type multi-linear estimate, and the estimate (6.6), it is easy to see that the desired estimate (6.5) holds. 
Proof. Recall (4.16). Motivated from the the decomposition of h.o.t α β (t, x, v), we separate into three cases as follows.
• The estimate of h.o.t 
(6.12) To sum up, from the estimates (6.10), (6.11) , and (6.12), it is easy to see that the desired estimate (6.8) holds. With minor modifications, the desired estimate (6.9) holds very similarly. 
Proof. Since the case when |t| ≤ 1 is trivial, we focus on the case when |t| ≥ 1. Recall the decomposition of l.o.t α β (t, x, v) in (4.20) . Based on the total number of derivatives acting on the scalar field, we separate into two cases as follows.
• The estimate of l.o.t 
• 
16) From the equalities (3.79) and (3.80) in Lemma 3.9 and the first decomposition of D v in (3.47) in Lemma 3.4, it is easy to see that the equality holds
From (6.16) and (6.17) , and the detailed formula of d ρ (t, x, v) in (3.48), we can rewrite "l.o.t 18) where the coefficients e i κ1,κ2,ρ (t, x, v), i ∈ {1, 2, 3, 4}, satisfy the following rough estimate, 19) which can be derived from the estimate of coefficients in (4.7), the estimate (4.26) in Lemma 4.1 and the estimates (3.81), (3.82), and (3.83) in Lemma 3.9.
The main difficulty here is that we cannot use the decay of the nonlinear wave part or trade regularities for the decay of inhomogeneous modulation because the scalar field could have the top order regularity. Moreover, the inhomogeneous modulationd(t, x, v) is of size (1 + |t|) when x, v ∼ 1, which is very hard to control.
Recall (6.18) . We first do dyadic decomposition for the nonlinear wave part. More precisely, the following decomposition holds, 20) where
Since the estimate (6.60), which will play an important role, doesn't behave uniformly at low frequency and high frequency, there will be a nontrivial summability issue at high frequency if we estimate the summation with respect to k roughly. Hence, we separate into the low frequency case and the high frequency case as follows.
• If k ≤ 0.
Recall the decomposition (4.48). From the estimate (5.17) in Lemma 5.1, the estimate of correction term in (4.75) and the L ∞ ξ -type estimate of the modified profile in (5.9), we have κ∈B,|κ|≤N0
From the estimate of coefficients in (6.19), after using the
v type estimate, the estimate (6.21), and the decay estimate (2.10) in Lemma 2.1, the following estimate holds if
In the above estimate, we control the inhomogeneous modulationd(t, x, v) roughly from the above by 1 + |t|.
If |t| −1 ≤ 2 k ≤ 1, from the decompositions in (4.51), the following decomposition holds for H k ,
23) where
(6.24) Note that the following estimate holds from the estimate of coefficients in (6.19) , 
Recall (4.49). From the estimate (6.25), the multilinear estimate (6.59) in Lemma 6.4, the estimate of modified profiles h α (t, ξ) in (5.9) and (5.14), and the hierarchy between the different order of weight functions, we have
. Recall (6.24), (4.50), and (4.51). Note that the terms inside H 2 k (t, x, v) have the same structure as the bilinear form that we will define in (6.70). From the estimate of coefficients in (6.19 ) and the bilinear estimate (6.71) in Lemma 6.5 and the estimate of correction term in (4.75), we have
To sum up, from the decomposition (6.23) and the estimates (6.22), (6.26) , and (6.27), we have
From the estimate of coefficients in (6.19) and the bilinear estimate (6.72) in Lemma 6.5, it is easy to see that the following estimate holds,
Hence, it would be sufficient to estimate "H 1 k (t, x, v)". Similar to the estimate (6.25), it is easy to see that the following estimate holds,
where G γ;v ρ;u (t, x, v), u, v ∈ { ∂ t φ κ , ∇ x φ κ }, are some determined function that satisfies the following estimate,
(6.32) We first consider the case when |k 1 − k 2 | ≥ 5. Recall (6.31). From the orthogonality on the Fourier side, it is easy to see that the frequency of "G γ ρ;i (t, x, v)" is localized around 2 max{k1,k2} when |k 1 − k 2 | ≥ 5. Hence, from the above estimate (6.32), and the trilinear estimate (6.60) in Lemma 6.4, we know that the following estimate holds, k,k1,k2∈Z,k1,k2≥0 |k1−k2|≥5
Lastly, we consider the case when |k 1 − k 2 | ≤ 5. Recall (6.31). Again, from the estimate (6.32), the trilinear estimate (6.59) in Lemma 6.4, and the Cauchy-Schwarz inequality, we know that the following estimate holds,
i=1,2,3,|a|≤4 ρ∈S,γ∈B,|γ|≤|α| |ρ|+|γ|≤N0−12
From the estimates (6.30), (6.33), and (6.34), it is easy to see that the following estimate holds,
Recall the decompositions (6.20) and (6.23) . From the estimates (6.28), (6.29) , and (6.35), it is easy to see that the following estimate holds,
Hence, from the estimates (6.15) and (6.36), it is easy to see that our desired estimate (6.13) holds. Since the correction term, which contributes the logarithmic growth in the estimate (6.28), equals zero if |α| < N 0 , with minor modifications, the desired estimate (6.14) holds very similarly.
6.2. The low order energy estimate for the Vlasov part. The main goal of this subsection is to estimate the increment of low order energy E f low (t) over time. The main ideas behind the fact that the low order energy doesn't grow over time can be summarized as the following two observations, (i) As we can see from the high order energy estimate of the Vlasov part in the previous subsection, the main obstruction that prevents the nonlinearities of the Vlasov-Nordström system decay faster is the total number of derivatives acting on the scalar field part. More precisely, the case when the frequency of the scalar field is of size |t| −1 .
(ii) Note that we only study the evolution of the zero frequency of the profile g(t, x, v) over time in the low order energy. This structure allows us to move the derivative in front of the bulk term t∇ vv · ∇ x g(t, x, v) to the scalar field, which improves the decay rate of the nonlinearities over time. As a result, the low order energy, which is weaker than the high order energy, doesn't grow over time after re-running the argument used in the high order energy estimate. 
Proof. Recall the definition of the low order energy E f low (t) in (4.65), the definition of correction term in (4.66), and the equation satisfied by g(t, x, v) in (2.22). The following equality holds for any α s.t., |α| ≤ N 0 , Since the case when |t| ≤ 1 is trivial, we focus on the case when |t| ≥ 1. Note that, after using the equality (3.7) repeatedly, the following equality holds,
40) where the uniquely determined coefficients C β,γ (x, v) satisfy the following estimate,
Naturally, if |x|(1 + |v| 2 ) ≤ 2 −10 |t|, which implies that ||t| − |x +vt|| |t|(1 + |v| 2 ) −1 , we use the second inequality in (6.40). Otherwise, we use the first equality in (6.40 ). This intuition motivates us to decompose (6.38) into two parts as follows,
where Due to the high order weight function ω 0 β (t, x, v) (see (4.56) ) we associated with Λ β g(t, x, v), the weight function provides fast decay rate if |x|(1 + |v| 2 ) (1 + |t|). Therefore, the following estimate holds after using the L If |γ 1 | ≥ 10, then we rerun the argument used in the estimate of H k , k ≤ 0, in the proof of Lemma 6. Recall the decomposition (6.42). Our desired estimate (6.37) follows directly from the estimates (6.47) and (6.53).
6.3. Some multilinear estimates. A basic estimate used in the energy estimate is the L ∞ x -decay estimate of the nonlinear wave part. In the following Lemma, we show that, as long as the low order energy of the profile h(t) doesn't grow over time, the nonlinear solutions decays at rate 1/ (1 + |t|)(1 + ||t| − |x||) . More precisely, the following Lemma holds. Proof. We first do dyadic decomposition for the frequency of u. As a result, we have |T k (u)(t, x)| i=0,1,2,α∈B,|α|≤15
(1 + |t| + |x|)
(6.55) From the above estimate, it is easy to see that our desired estimate (6.54) holds if ||t| − |x|| ≤ 1. From now on, it would be sufficient if we confine ourself to the case when ||t| − |x|| ≥ 1.
From the equalities (3.56) and (3.57) in Lemma 3.6, we can trade regularity with the weight of the modulation "|t| − |x|", which is the distance with respect to the light cone. More precisely, from the estimates of coefficients in (3.65), (3.69), and (3.70), the estimates of symbols in (3.68) and (3.70), and the linear decay estimate (2.11) |T (u)(t, x)| (1 + |t|)
Hence finishing the proof of the desired estimate (6.54).
Lemma 6.4. Given any fixed signs µ, ν ∈ {+, −}, fixed time t ∈ R + , fixed k 1 , k 2 ∈ Z. Moreover, given any functions f 1 , f 2 : R t × R where On one hand, if we use the volume of support of "ξ" and the Cauchy-Schwarz inequality for the integration with respect to "η", we have
On the other hand, if we do integration by parts in "v"four times for T k 1 (f 1 , f 2 , g) and T k 2 (f 1 , f 2 , g), then the following estimate holds after using the volume of support of "ξ" and the Cauchy-Schwarz inequality for the integration with respect to "η",
(6.68) Recall the decompositions in (6.62) and (6.64). From the estimates (6.67) and (6.68), we have
Hence finishing the proof of the desired estimate (6.59). Due to the symmetry between k 1 and k 2 , it would be sufficient to consider the case when k 2 ≤ k 1 − 10. Recall (6.61). It is easy to see that we have "|ξ| ∼ 2 k1 " for this case. With minor modifications in the proof of the estimate (6.59), it is easy to see that the desired estimate (6.60) holds.
For any fixed sign µ ∈ {+, −}, any two distribution functions f 1 (t, x, v) and f 2 (t, x, v), any fixed k ∈ Z, any symbol m(ξ, v) ∈ L ∞ v S ∞ k , and any differentiable coefficient c(v), we define a bilinear operator as follows, B k (f 1 , f 2 )(t, x, v) := f 1 (t, x, v)E(P k [f 2 (t)])(x + a(v)t), (6.70) where
ix·ξ e −iµtû·ξ c(u)m(ξ, u)ψ k (ξ) f (t, ξ, u)dξdu.
For the above defined bilinear operator, the following lemma holds, Lemma 6.5. For any fixed a(v) ∈ {v, v}, t ∈ R, |t| ≥ 1, and any localized differentiable function f 3 (t, v) :
v −→ C, the following bilinear estimate holds for the bilinear operators defined in (6.70),
Alternatively, the following bilinear estimate holds for any k ∈ Z, From the equality (A.53), it would be sufficient to compute the following commutation rules for any i, j ∈ {1, 2, 3}, 
ω(x, v) 
