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iSOMMAIRE
L’analyse en composantes inde´pendantes (ACI) est une me´thode d’analyse
statistique qui consiste a` exprimer les donne´es observe´es (me´langes de sources)
en une transformation line´aire de variables latentes (sources) suppose´es non gaus-
siennes et mutuellement inde´pendantes. Dans certaines applications, on suppose
que les me´langes de sources peuvent eˆtre groupe´s de fac¸on a` ce que ceux appar-
tenant au meˆme groupe soient fonction des meˆmes sources. Ceci implique que
les coeﬃcients de chacune des colonnes de la matrice de me´lange peuvent eˆtre
regroupe´s selon ces meˆmes groupes et que tous les coeﬃcients de certains de ces
groupes soient nuls. En d’autres mots, on suppose que la matrice de me´lange est
e´parse par groupe. Cette hypothe`se facilite l’interpre´tation et ame´liore la pre´cision
du mode`le d’ACI. Dans cette optique, nous proposons de re´soudre le proble`me
d’ACI avec une matrice de me´lange e´parse par groupe a` l’aide d’une me´thode
base´e sur le LASSO par groupe adaptatif, lequel pe´nalise la norme l1 des groupes
de coeﬃcients avec des poids adaptatifs. Dans ce me´moire, nous soulignons l’uti-
lite´ de notre me´thode lors d’applications en imagerie ce´re´brale, plus pre´cise´ment
en imagerie par re´sonance magne´tique. Lors de simulations, nous illustrons par
un exemple l’eﬃcacite´ de notre me´thode a` re´duire vers ze´ro les groupes de coef-
ﬁcients non-signiﬁcatifs au sein de la matrice de me´lange. Nous montrons aussi
que la pre´cision de la me´thode propose´e est supe´rieure a` celle de l’estimateur du
maximum de la vraisemblance pe´nalise´e par le LASSO adaptatif dans le cas ou`
la matrice de me´lange est e´parse par groupe.
Mots cle´s : Analyse en composantes inde´pendantes, matrice de me´lange
e´parse, se´paration aveugle de sources, LASSO par groupe adaptatif.

iii
SUMMARY
Independent component analysis (ICA) is a method of statistical analysis
where the main goal is to express the observed data (mixtures) in a linear trans-
formation of latent variables (sources) believed to be non-Gaussian and mutually
independent. In some applications, the mixtures can be grouped so that the mix-
tures belonging to the same group are function of the same sources. This implies
that the coeﬃcients of each column of the mixing matrix can be grouped accor-
ding to these same groups and that all the coeﬃcients of some of these groups are
zero. In other words, we suppose that the mixing matrix is sparse per group. This
assumption facilitates the interpretation and improves the accuracy of the ICA
model. In this context, we propose to solve the problem of ICA with a sparse
group mixing matrix by a method based on the adaptive group LASSO. The
latter penalizes the norm l1 of the groups of coeﬃcients with adaptive weights.
In this thesis, we point out the utility of our method in applications in brain
imaging, speciﬁcally in magnetic resonance imaging. Through simulations, we
illustrate with an example the eﬀectiveness of our method to reduce to zero the
non-signiﬁcant groups of coeﬃcients within the mixing matrix. We also show that
the accuracy of the proposed method is greater than the one of the maximum
likelihood estimator with an adaptive LASSO penalization in the case where the
mixing matrix is sparse per group.
Keywords : Independent component analysis, Sparse mixing matrix,
Blind source separation, Adaptive group LASSO.
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INTRODUCTION
Depuis le de´but des anne´es 1980, de plus en plus de chercheurs se sont
penche´s sur le proble`me dit de se´paration aveugle de sources, notamment le
ce´le`bre proble`me de la soire´e cocktail (cockail party problem), ou` il s’agit d’ex-
traire les conversations individuelles des convives a` partir d’enregistrements so-
nores contenant un me´lange de ces conversations. Plusieurs me´thodes statistiques
permettant de re´soudre ce proble`me ont fait surface telles que l’analyse en com-
posantes inde´pendantes (ACI), la poursuite de projections ainsi que l’infomax.
La mode´lisation sous-jacente en ACI consiste a` exprimer les donne´es observe´es,
aussi appele´es me´langes de sources (mixtures), en une transformation line´aire
de variables latentes suppose´es non gaussiennes et mutuellement inde´pendantes.
Le but de l’ACI est de retrouver ces variables latentes, commune´ment appele´es
sources. On peut voir l’ACI comme e´tant une extension de l’analyse en com-
posantes principales et de l’analyse de facteurs dans le sens ou` elle trouve des
composantes qui sont mutuellement inde´pendantes au lieu d’eˆtre seulement mu-
tuellement non-corre´le´es. L’ACI est couramment utilise´e dans plusieurs domaines
d’application, entre autres en imagerie ce´re´brale, en traitement d’images et en
e´conome´trie.
Dans la litte´rature, il existe plusieurs ouvrages traitant de l’analyse en com-
posantes inde´pendantes. Parmi ces ouvrages, on retrouve notamment Comon
(1994) et Hyva¨rinen et coll. (2001). Cependant, dans ces ouvrages, les auteurs ne
conside`rent pas le cas ou` la matrice de me´lange est e´parse, ce qui est fre´quent dans
de nombreuses applications. C’est ce qu’on appelle le proble`me d’ACI avec une
matrice de me´lange e´parse. Aﬁn de re´soudre ce proble`me, Zhang et Chan (2006)
ont propose´ une vraisemblance pe´nalise´e. Dans cet article, les auteurs utilisent la
pe´nalisation LASSO, la pe´nalisation SCAD de meˆme qu’une forme ge´ne´ralise´e de
cette dernie`re. Par contre, il existe deux inconve´nients a` leur approche. Premie`re-
ment, la pe´nalisation LASSO ne posse`de pas les proprie´te´s oracles d’une bonne
fonction de pe´nalite´ mentionne´es dans Fan et Li (2001), c’est-a`-dire entre autres
que l’estimation des coeﬃcients non-nuls est biaise´e. Deuxie`mement, puisque la
2validation croise´e ne peut s’appliquer dans un contexte d’ACI, alors il n’existe
aucune fac¸on de de´terminer la valeur du multiplicateur de Lagrange qui apparaˆıt
dans la vraisemblance pe´nalise´e. Suite a` ces inconve´nients, les auteurs Zhang
et coll. (2009) ont propose´ une vraisemblance pe´nalise´e par le LASSO adaptatif.
Ce dernier posse`de les proprie´te´s oracles. De plus, dans cet article, les auteurs
ﬁxent le multiplicateur de Lagrange au coeﬃcient qui eﬀectuerait une se´lection
de variables semblable a` celle du BIC. Ainsi, les auteurs obtiennent de tre`s bons
re´sultats dans le cas ou` la matrice de me´lange est e´parse.
Dans ce me´moire, nous proposons une version modiﬁe´e de l’approche de Zhang
et coll. (2009) dans le cas ou` la matrice de me´lange est e´parse par groupe. Ainsi,
nous proposons de re´soudre le proble`me d’ACI avec une matrice de me´lange e´parse
par une vraisemblance pe´nalise´e par le LASSO par groupe adaptatif. Tout comme
le LASSO adaptatif, le LASSO par groupe adaptatif posse`de les proprie´te´s oracles.
Ce dernier eﬀectue l’estimation de la matrice de me´lange tout en re´duisant vers
ze´ro les groupes de coeﬃcients non-signiﬁcatifs au sein de la matrice de me´lange.
Nous de´montrons ensuite son utilite´ lors d’applications en imagerie ce´re´brale, plus
pre´cise´ment en imagerie par re´sonnance magne´tique. Nous de´montrons aussi son
eﬃcacite´ par simulation de petits et de grands jeux de donne´es.
Le me´moire est organise´ de la fac¸on suivante. Dans le chapitre 1, on e´tablit
le contexte the´orique de l’analyse en composantes inde´pendantes en de´ﬁnissant
notamment le mode`le et les objectifs de l’ACI. Puis, les chapitres 2 et 3 couvrent
des notions utiles a` la re´solution du proble`me d’ACI, soit la the´orie de l’infor-
mation, l’analyse en composantes principales et le blanchiment des donne´es. Le
chapitre 4 explique les diﬀe´rentes me´thodes d’ACI couramment utilise´es. Ensuite,
le chapitre 5 de´crit plusieurs pe´nalisations dans un contexte de re´gression line´aire,
dont la majorite´ sera applique´e dans un contexte d’ACI au chapitre suivant. A`
la dernie`re section du chapitre 6, nous proposons une me´thode d’ACI avec une
matrice de me´lange e´parse base´e sur le LASSO par groupe adaptatif. Enﬁn, au
chapitre 7, la me´thode propose´e est applique´e a` divers jeux de donne´es et les
re´sultats obtenus sont de´voile´s.
Chapitre 1
CONTEXTE THE´ORIQUE
1.1. Se´paration aveugle de sources
Le proble`me de la se´paration aveugle de sources explique bien la gene`se de
l’analyse en composantes inde´pendantes (ACI). L’explication de ce proble`me
aide a` mieux comprendre le mode`le d’ACI, qui sera explique´ a` la section 1.2.
Conside´rons une situation ou` il y a un certain nombre de signaux qui sont e´mis
par des objets ou des sources physiques. Ces sources peuvent eˆtre, par exemple,
des signaux e´lectriques e´mis par une partie du cerveau (EEG), des enregistre-
ments sonores de personnes ayant une discussion dans une meˆme pie`ce ou bien
des ondes radio e´mises par des te´le´phones cellulaires. Supposons aussi qu’il y a
plusieurs capteurs ou re´cepteurs et que les « positions » de ces capteurs soient
diﬀe´rentes, de fac¸on a` ce que chaque enregistrement repre´sente un me´lange des
signaux sources avec des poids le´ge`rement diﬀe´rents. Aﬁn d’eˆtre plus explicite,
conside´rons le fameux proble`me de la soire´e cocktail ou` il s’agit d’extraire les
conversations individuelles de 3 personnes a` partir d’autant d’enregistrements so-
nores eﬀectue´s simultane´ment pendant la soire´e. Chacune d’entre elles e´met des
signaux vocaux, appele´s sources, et leurs enregistrements sont de´note´s respecti-
vement par S1i, S2i et S3i, i = 1, . . . , n ou` n repre´sente le nombre d’observations.
De meˆme, les enregistrements sonores sont appele´s me´langes de sources et sont
de´note´s par X1i,X2i et X3i, i = 1, . . . , n. On peut exprimer les re´alisations des
me´langes de sources xij comme e´tant issues d’une transformation line´aire des
re´alisations des sources sij dont les coeﬃcients aij de´pendent des distances qui
se´parent chacune des personnes des capteurs de sons. Ainsi, nous avons
x1i = a11s1i + a12s2i + a13s3i
x2i = a21s1i + a22s2i + a23s3i
x3i = a31s1i + a32s2i + a33s3i,
(1.1.1)
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Figure 1.1. Re´alisations des sources originales et leurs me´langes observe´s.
∀i = 1, . . . , n. Les aij sont des coeﬃcients non ale´atoires mais inconnus puisqu’on
ne connait pas le mode`le physique de me´lange des sources. Les sources sij sont
aussi inconnues puisqu’on ne les mesure pas directement. Ceci est le proble`me
de la se´paration aveugle de sources. On utilise le terme aveugle car on souhaite
retrouver les pseudo-re´alisations sij des sources uniquement a` partir des me´langes
xij de ces sources.
Les me´langes de sources observe´s ainsi que les re´alisations des sources pour-
raient eˆtre, par exemple, ceux de la ﬁgure 1.1. On remarque que les me´langes de
sources observe´s se ressemblent tous, ce qui est normal car ils sont tous fonction
des meˆmes sources. Il y a seulement les coeﬃcients aij qui changent. A` partir de
ces me´langes de sources, le but est de retrouver les re´alisations sij des sources de
la ﬁgure 1.1.
1.2. Analyse en composantes inde´pendantes (ACI)
Dans le contexte de la se´paration aveugle de sources, l’ACI permet d’extraire
les sources a` partir de me´langes de ces sources. Dans le mode`le d’ACI, on conside`re
les sources et les me´langes de sources comme e´tant des variables ale´atoires. Le
mode`le s’e´crit sous la forme suivante :
5X = AS, (1.2.1)
ou` X = (X1, . . . ,Xp)
T est un vecteur ale´atoire observable p×1 a` valeurs continues
des p me´langes de sources, A = (alk) est une matrice de me´lange inconnue non
ale´atoire de dimension p × p et S = (S1, . . . , Sp)T est un vecteur ale´atoire non
observable p × 1, a` valeurs continues, des p sources que l’on souhaite retrouver.
A` premie`re vue, le proble`me semble impossible a` re´soudre puisque A et S sont
tous les deux inconnus. Aﬁn de pouvoir identiﬁer les sources Sj, l’ACI repose sur
trois hypothe`ses fondamentales :
1. Les sources Sj sont suppose´es statistiquement inde´pendantes. C’est graˆce a`
cette hypothe`se que l’on obtient les estimations des sources, appele´es composantes
« inde´pendantes » et note´es Yj.
2. Parmi les p sources, au plus une peut avoir une distribution gaussienne. In-
tuitivement, la distribution gaussienne est trop simple, car ses cumulants d’ordre
supe´rieur a` deux sont nuls. Cette hypothe`se sera davantage explique´e a` la section
1.8.
3. On suppose que la matrice de me´lange A est carre´e et inversible et on note
W son inverse. On peut alors exprimer les sources en fonction des me´langes de
sources selon le mode`le d’ACI inverse tel que
S =WX. (1.2.2)
On remarque que les sources sont une combinaison line´aire des me´langes de
sources. Il suﬃt de trouver la bonne matrice de se´paration W qui va nous per-
mettre de retrouver les sources.
1.3. Centrage des variables
Sans perte de ge´ne´ralite´, on peut faire l’hypothe`se que les me´langes de sources
X de meˆme que les sources S sont centre´s en 0. Cette hypothe`se simpliﬁe grande-
ment la the´orie ainsi que les algorithmes. Cette hypothe`se sera conserve´e tout au
long de ce me´moire.
Si l’hypothe`se n’est pas ve´riﬁe´e, il est possible de centrer les variables comme
me´thode de pre´-traitement. Le centrage des variables se fait en soustrayant l’espe´-
rance de chacune des variables. Ceci signiﬁe que les me´langes de sources originaux,
disons X ′, sont transforme´s par l’e´quation suivante
X = X ′ − E{X ′} (1.3.1)
6avant d’eﬀectuer l’analyse en composantes inde´pendantes. On remarque que par
cette proce´dure, les sources sont aussi centre´es en 0. Ceci se voit en calculant
l’espe´rance de l’e´quation (1.2.2) :
E{S} =WE{X} =WE {X ′ − E{X ′}} = 0. (1.3.2)
La matrice de transformation, que ce soit A ou W , demeure inchange´e apre`s
cette me´thode de pre´-traitement ; on peut alors utiliser cette me´thode sans aﬀecter
l’estimation du mode`le. Apre`s avoir estime´ la matrice de se´paration W ainsi que
les sources Sj, disons par W^ et Yj respectivement, la moyenne qui a e´te´ soustraite
peut eˆtre reconstruite en ajoutant W^E{X ′} aux composantes « inde´pendantes »
Yj.
En pratique, on posse`de un e´chantillon de donne´es x ′1, . . . , x
′
n, provenant des
vecteurs ale´atoires inde´pendants et identiquement distribue´s X ′1, . . . ,X
′
n, ou` cha-
cun des vecteurs X ′i suit le mode`le d’ACI (1.2.1). Les vecteurs de donne´es x
′
1, . . . , x
′
n
sont regroupe´s en lignes dans une matrice d’observations X ′ : n × p. La ma-
trice de donne´es est d’abord centre´e en soustrayant la moyenne e´chantillonale
x¯ = 1
n
∑n
i=1 x
′
i a` chaque ligne de X ′ :
X = X ′ − 1x¯T, (1.3.3)
ou` 1 : n× 1 est un vecteur contenant seulement des 1. Tout au long du me´moire,
on suppose que la matrice de donne´es X est centre´e. Ceci implique que chacune
des composantes xi, i = 1, . . . , n sont aussi centre´es.
1.4. Objectifs de l’ACI
En pratique, le mode`le d’ACI s’e´crit plutoˆt comme
X T = AST, (1.4.1)
ou` S est une matrice n × p qui contient les re´alisations des sources. Il y a deux
objectifs principaux a` l’ACI. Le premier objectif est d’estimer la densite´ pSj de
chaque source Sj a` partir de la matrice d’observations X seulement. Le deuxie`me
objectif est de retrouver les re´alisations s1, . . . , sn comprises dans la matrice S,
c’est-a`-dire a` les estimer a` partir de la matrice d’observations X .
Chacun des objectifs passe d’abord par l’estimation de la matrice de se´paration,
note´e W^ . Une fois qu’on posse`de une estimation de W , l’estimation de la den-
site´ pSj de chaque source Sj se fait directement si on connait la densite´ pX des
me´langes de sources ou bien si cette dernie`re a e´te´ estime´e a` partir des donne´es.
De la meˆme fac¸on, l’estimation des si se fait directement en appliquant la formule
7(1.2.2) du mode`le d’ACI inverse. On de´note l’estimation de S par la matrice Y
contenant les composantes « inde´pendantes » telle que
YT = W^X T. (1.4.2)
Chacune des me´thodes d’analyse en composantes inde´pendantes se base sur
des crite`res d’inde´pendance diﬀe´rents aﬁn d’estimer la matrice W pour ensuite
obtenir des composantes y1, . . . ,yp, re´alisations des variables ale´atoires Y1, . . . ,Yp
les plus inde´pendantes possible au regard de ce crite`re.
1.5. Ambiguite´s de l’ACI
Dans le mode`le d’ACI de l’e´quation (1.2.1), il est e´vident que les deux ambi-
guite´s suivantes sont pre´sentes :
1.L’amplitude des sources ne peut eˆtre de´termine´e.
Puisque A et S sont tous les deux inconnus, alors n’importe quel scalaire qui
multiplie une des sources Sj peut eˆtre neutralise´ en divisant par le meˆme scalaire
le vecteur colonne aj correspondant de la matrice de me´lange :
X =
p∑
j=i
ajSj =
p∑
j=i
(
1
αj
aj
)
(Sjαj). (1.5.1)
Plusieurs auteurs ﬁxent l’amplitude des sources en supposant que la variance
de chacune des sources est unitaire : E(S2j ) = 1. Cependant, il reste toujours
l’ambiguite´ du signe, c’est-a`-dire qu’on peut multiplier une source par −1 et cela
n’aﬀecte pas le mode`le. Heureusement, cette ambiguite´ est insigniﬁante dans la
plupart des applications.
2. On ne peut pas de´terminer l’ordre des composantes inde´pendantes.
Encore une fois, puisqueA et S sont inconnus, alors on peut conside´rer n’importe
quelle composante « inde´pendante » comme e´tant la premie`re source. Mathe´ma-
tiquement, on peut ajouter une matrice de permutation P et son inverse dans le
mode`le (1.2.1) et on obtient X = AP−1PS. Les e´le´ments de PS sont les sources Sj
dispose´es dans un nouvel ordre et la matrice AP−1 devient une nouvelle matrice
de me´lange.
1.6. ACI et gaussianite´
En analyse en composantes inde´pendantes, il est courant de maximiser des
mesures de non-gaussianite´ aﬁn de trouver des composantes « inde´pendantes ».
Dans cette section, nous conside´rons seulement le cas ou` les sources sont identi-
quement distribue´es.
8Supposons que X suit le mode`le d’ACI X = AS. L’estimation des sources se fait
en trouvant la bonne combinaison line´aire des me´langes de sources puisqu’on peut
inverser le mode`le tel que S = A−1X. Une composante inde´pendante est donne´e
par une certaine combinaison line´aire des me´langes de sources, qu’on peut e´crire
par Y = bTX = bTAS. La composante Y est alors une combinaison line´aire des
sources Sj ou` les coeﬃcients sont donne´s par q
T = bTA. On obtient
Y = bTX = qTS =
p∑
j=1
qjSj. (1.6.1)
Si bT est une ligne de l’inverse de A, alors la combinaison line´aire bTX est e´gale
a` l’une des sources Sj. Dans ce cas, le vecteur q correspondant a des ze´ros partout
excepte´ un e´le´ment qui serait e´gal a` 1.
La question est maintenant : comment de´terminer bT de fac¸on a` ce qu’il soit
e´gal a` l’une des lignes de l’inverse de A ? En pratique, on ne peut pas de´terminer
b exactement, mais on peut en obtenir une bonne approximation.
L’ide´e fondamentale repose sur une variante du the´ore`me de la limite centrale
propose´e par Granger (1976). Le the´ore`me est le suivant :
The´ore`me 1.6.1. Soit S1, . . . , Sp des variables ale´atoires inde´pendantes et iden-
tiquement distribue´es et soit Y une combinaison line´aire des Sj :
Y =
p∑
j=1
qjSj. (1.6.2)
Alors la distribution de Y est plus pre`s de la distribution gaussienne que chacune
des distributions des variables Sj.
Donc, a` l’aide de ce the´ore`me, on peut dire que la somme de deux variables
ale´atoires inde´pendantes et identiquement distribue´es est plus gaussienne que les
variables originales. Ceci implique que Y = qTS est plus gaussienne que n’importe
quelle source Sj et devient la moins gaussienne possible lorsqu’elle vaut une seule
source telle que Y = Sj. Dans ce cas, tous les e´le´ments de q sont e´videmment 0
sauf le je`me qui est non nul.
En pratique, on ne connait pas la valeur de q, mais cela importe peut, car
qTS = bTX. On n’a qu’a` faire varier b de fac¸on a` ce que bTX maximise une
certaine mesure de non-gaussianite´.
Il est important de rappeler que cette de´monstration est heuristique, dans le
sens qu’elle s’applique seulement si l’hypothe`se de de´part est vraie, c’est-a`-dire si
les sources Sj sont identiquement distribue´es. Il n’existe pas, a` notre connaissance,
de the´ore`me e´quivalent pour des sources non identiquement distribue´es. Un autre
lien entre l’inde´pendance et la non-gaussianite´ sera donne´ a` la section 4.3.1.
9Pour plus d’informations a` propos de ce sujet, on peut consulter Cardoso
(2003). Dans cet article, l’auteur e´tabli un lien entre l’inde´pendance, une certaine
mesure de corre´lation ainsi qu’une mesure de non-gaussianite´ et ce, peut importe
si les sources sont identiquement distribue´es ou non. Ce lien est e´tabli a` l’aide de
l’e´quation suivante :
I(Y) = C(Y) −
p∑
j=1
G(Yj) + constante, (1.6.3)
ou` I(·) repre´sente une mesure de de´pendance, C(·) repre´sente une mesure de
corre´lation et ou` G(·) est une mesure de non-gaussianite´. La fonction I(Y) est
positive et vaut 0 si les composantes de Y sont inde´pendantes, la fonction C(Y)
est positive et vaut 0 si les composantes de Y sont non-corre´le´es et G(Yj) est une
fonction positive qui vaut 0 si Yj est gaussienne. Ainsi, minimiser la de´pendance
I(Y) entre les composantes de Y est e´quivalent a` optimiser un crite`re qui prend en
compte e´galement la corre´lation des composantes de Y et l’oppose´ de la somme
de leur non-gaussianite´. En d’autres mots, les composantes de Y seront les plus
inde´pendantes possibles si celles-ci sont les moins corre´le´es et les moins gaus-
siennes possible.
1.7. Inde´pendance et corre´lation
En analyse en composantes inde´pendantes, l’hypothe`se fondamentale est celle
de l’inde´pendance des sources. Plusieurs mesures de de´pendance peuvent eˆtre
utilise´es aﬁn de retrouver des composantes les moins de´pendantes possible. Dans
cette section, quelques notions de de´pendance seront couvertes.
Aﬁn de de´ﬁnir le concept d’inde´pendance, conside´rons deux variables ale´atoires
Y1 et Y2. Les variables Y1 et Y2 sont dites inde´pendantes si Y1 n’apporte aucune
information sur Y2 et vice versa. L’inde´pendance peut eˆtre de´ﬁnie a` l’aide de la
densite´ des variables ale´atoires. Soit p(Y1,Y2) la densite´ conjointe de Y1 et Y2 et
soit pY1 et pY2 leur densite´s marginales respectives obtenues par
pY1(y1) =
∫
p(Y1,Y2)(y1, y2)dy2 et pY2(y2) =
∫
p(Y1,Y2)(y1, y2)dy1. (1.7.1)
Les variables ale´atoires Y1 et Y2 sont inde´pendantes si et seulement si la densite´
conjointe peut eˆtre factorise´e comme suit :
p(Y1,Y2)(y1, y2) = pY1(y1)pY2(y2). (1.7.2)
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La de´ﬁnition d’inde´pendance peut eˆtre ge´ne´ralise´e pour p variables ale´atoires,
auquel cas la densite´ conjointe doit eˆtre le produit des p densite´s marginales.
Une des proprie´te´s importantes de l’inde´pendance peut eˆtre de´rive´e a` par-
tir de la de´ﬁnition mentionne´e ci-haut. Les variables ale´atoires Y1 et Y2 sont
inde´pendantes si et seulement si
E {f1(Y1)f2(Y2)} = E {f1(Y1)}E {f2(Y2)} (1.7.3)
pour toutes fonctions Borel f1 et f2. Dans Coleman (2000), l’auteur montre que
la de´ﬁnition de l’inde´pendance (1.7.3) est aussi ve´riﬁe´e pour certaines classes de
fonctions Borel, comme la classe des polynoˆmes en Y1 donne´e par {1,Y1,Y
2
1, . . .}
lorsque Y1 est borne´e.
Une notion plus faible que l’inde´pendance est la non-corre´lation. Deux va-
riables ale´atoires Y1 et Y2 sont dites non-corre´le´es si leur covariance est nulle :
Cov{Y1,Y2} = E{Y1Y2}− E{Y1}E{Y2} = 0, (1.7.4)
ou` l’espe´rance E{Y1Y2} est le moment d’ordre 2 de la densite´ conjointe et les
espe´rances E{Y1} et E{Y2} sont les premiers moments des densite´s marginales de
Y1 et Y2 respectivement.
Il est important de remarquer que deux variables inde´pendantes sont force´ment
non-corre´le´es. Ceci se voit directement a` partir de l’e´quation (1.7.3) en pre-
nant f1(Y1) = Y1 et f2(Y2) = Y2. Par contre, deux variables ale´atoires Y1 et
Y2 non-corre´le´es ne sont pas force´ment inde´pendantes. Par exemple, conside´rons
la paire (Y1,Y2) de variables ale´atoires discre`tes et supposons que leur fonction
de masse conjointe assigne la probabilite´ 1/4 a` chacune des valeurs suivantes :
(0, 1), (0,−1), (1, 0), (−1, 0). Alors, il est facile de voir que Y1 et Y2 sont non-
corre´le´es. Cependant, on a aussi que
E{Y21Y
2
2} = 0 =
1
4
= E{Y21}E{Y
2
2}. (1.7.5)
La condition d’inde´pendance de l’e´quation (1.7.3) pour f1(Y1) = Y
2
1 et f2(Y2) = Y
2
2
ne tient pas ; les variables Y1 et Y2 ne sont donc pas inde´pendantes.
La corre´lation peut aussi eˆtre vue dans un contexte vectoriel. Conside´rons
un vecteur ale´atoire centre´ X = (X1, . . . ,Xp)
T de dimension p. La matrice de
covariance de X est donne´e par
CX = E{XXT}, (1.7.6)
ou` l’e´le´ment (i, j) de la matrice repre´sente la covariance entre les variables Xi et Xj.
La matrice de covariance CX est syme´trique (CX = CTX) et semi-de´ﬁnie positive,
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c’est-a`-dire que aTCXa ≥ 0, ∀a ∈ Rp. De plus, les valeurs propres de la matrice
de covariance CX sont re´elles et positives ou nulles.
Les composantes de X sont non-corre´le´es entre elles si et seulement si la matrice
de covariance est de la forme suivante
CX = diag(σ2X1 , . . . , σ2Xp). (1.7.7)
On dit qu’un vecteur est blanc si sa matrice de covariance est e´gale a` la matrice
identite´ I : p× p :
CX = I. (1.7.8)
Encore une fois, les composantes d’un vecteur blanc sont non-corre´le´es, mais
pas ne´cessairement inde´pendantes. La matrice de covariance de la transformation
line´aire Z = AX reste inchange´e si la matrice A est orthogonale. En eﬀet, on a
E
{
ZZ
T
}
= E
{AXXTAT} = AE{XXT}AT = AAT = I. (1.7.9)
En pratique, on posse`de un e´chantillon de donne´es x1, . . . , xn centre´ et dispose´
dans une matrice X : n × p. L’estimation de la matrice de covariance s’eﬀectue
en remplac¸ant l’espe´rance the´orique par une moyenne e´chantillonale telle que
C^X = 1
n
X TX . (1.7.10)
Dans le contexte d’analyse en composantes inde´pendantes, il est suﬃsant de
trouver des composantes qui sont inde´pendantes par paires seulement. Ce qui
suit de´montre bien pourquoi l’inde´pendance par paires entraˆıne l’inde´pendance
mutuelle des composantes inde´pendantes.
Les deux prochains lemmes sont utilise´s dans la preuve du The´ore`me 1.7.1.
Lemme 1.7.1 (Lemme de Crame´r (1937)). Conside´rons Y1 une variable ale´atoire
de´ﬁnie comme
Y1 =
n∑
i=1
ajXj, (1.7.11)
et ou` les Xj sont des variables ale´atoires inde´pendantes. Si Y1 est gaussienne, alors
toutes les variables Xj pour lesquelles aj = 0 sont gaussiennes.
Lemme 1.7.2 (Lemme de Dugue´ (1951)). La fonction φ(u) = eP(u), ou` P(u) est
un polynoˆme de de´gre´ m, peut eˆtre une fonction caracte´ristique si et seulement
si m ≤ 2.
En utilisant les deux lemmes pre´ce´dents, il est possible de de´montrer les deux
the´ore`mes suivants. Ces deux the´ore`mes sont duˆs a` Darmois.
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The´ore`me 1.7.1 (The´ore`me de Darmois (1953)). Soit deux variables ale´atoires
Y1 et Y2 de´ﬁnies comme suit
Y1 =
n∑
j=1
ajXj, Y2 =
n∑
j=1
bjXj (1.7.12)
ou` n ≥ 2 est ﬁxe´ et ou` les Xj sont des variables ale´atoires inde´pendantes. Si Y1 et
Y2 sont inde´pendantes, alors toutes les variables Xj pour lesquelles ajbj = 0 sont
gaussiennes.
Le the´ore`me suivant est utile aﬁn de de´montrer le The´ore`me 1.7.3.
The´ore`me 1.7.2. Soit X et Z deux vecteurs ale´atoires tels que Z = BX, B e´tant
une matrice rectangulaire. Supposons en outre que les composantes de X sont
inde´pendantes et que les composantes de Z sont inde´pendantes par paires. Si B
a deux valeurs non-nulles dans la meˆme colonne j, alors Xj est soit gaussien ou
non ale´atoire.
Les the´ore`mes pre´ce´dents sont utiles aﬁn de de´montrer le the´ore`me principal
de Comon (1994) qui montre que dans un contexte d’ACI, l’inde´pendance par
paires est e´quivalente a` l’inde´pendance mutuelle.
The´ore`me 1.7.3. Soit S un vecteur ale´atoire contenant des sources inde´pendantes
parmi lesquelles au plus une est gaussienne. On suppose que la densite´ de chaque
source n’est pas re´duite a` un point de masse. Soit W : p× p une matrice ortho-
gonale et soit Y de´ﬁnie par Y =WS. Les proprie´te´s suivantes sont e´quivalentes :
(i) Les composantes Yj sont inde´pendantes par paires.
(ii) Les composantes Yj sont mutuellement inde´pendantes.
(iii)W = ΣP avec Σ une matrice diagonale et P une matrice de permutation.
Il est important de noter que dans le The´ore`me 1.7.3, la matrice de se´paration
W est suppose´e orthogonale. Ceci est ne´cessairement le cas si la matrice de
donne´es X est blanchie pre´alablement. Le blanchiment des donne´es sera vue a` la
section 3.2.
1.8. Pourquoi les sources gaussiennes sont-elles inter-
dites ?
Comme il a e´te´ mentionne´ pre´ce´demment, parmi les p sources, au plus une
peut avoir une distribution gaussienne. A` titre de contre-exemple, supposons que
S = (S1, S2)
T contient deux sources gaussiennes inde´pendantes suivant le mode`le
d’ACI X = AS.
La re´ponse a` la question peut eˆtre amene´e a` l’aide du blanchiment des donne´es
qui sera vu a` la section 3.2. Le blanchiment des donne´es transforme line´airement
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le vecteur de donne´es X en un autre vecteur Z de fac¸on a` ce que les composantes
de ce dernier soient non-corre´le´es entre elles. Le mode`le d’ACI devient le suivant :
Z = A˜S. (1.8.1)
Nous allons voir que le blanchiment des donne´es fait en sorte que la solution
de l’ACI est de´ﬁnie a` une matrice orthogonale A˜ pre`s. Selon le mode`le d’ACI
de l’e´quation (1.8.1), Z est une combinaison line´aire des sources gaussiennes et
inde´pendantes S1 et S2. Donc, ceci implique que la densite´ conjointe de Z1 et Z2
ainsi que les densite´s marginales de Z1 et de Z2 sont gaussiennes. Dans ce cas, la
densite´ conjointe sera e´gale au produit des densite´s marginales si et seulement si
les variables gaussiennes Z1 et Z2 sont non-corre´le´es. Or, puisque les composantes
de Z sont non-corre´le´es, alors elles sont aussi inde´pendantes. N’importe quelle
matrice orthogonale W˜ = A˜−1 donnera des composantes Y = W˜Z inde´pendantes
puisque les composantes de Y demeurent non-corre´le´es et gaussiennes. Il est donc
impossible de de´terminer la matrice de se´paration W˜ en se basant uniquement
sur l’inde´pendance dans le cas ou` le vecteur de sources S contient au moins deux
sources gaussiennes.
On peut aussi le voir en termes de la densite´ des sources. Puisque les sources
sont inde´pendantes, alors la densite´ conjointe est e´gale au produit des densite´s
marginales :
p(S1,S2)(s1, s2) =
1
2π
exp
(
−
s21 + s
2
2
2
)
=
1
2π
exp
(
−
‖s‖2
2
)
. (1.8.2)
On peut exprimer la densite´ des me´langes de sources en faisant le changement de
variable S = A˜−1Z = W˜Z. On obtient
p(Z1,Z2)(z1, z2) =
1
2π
exp
(
−
‖W˜z‖2
2
)
| detW˜ |. (1.8.3)
Puisque A˜ est orthogonale, alors la matrice W˜ = A˜−1 est aussi orthogonale. Ceci
implique que W˜TW˜ = I et | detW˜ | = 1. On obtient
p(Z1,Z2)(z1, z2) =
1
2π
exp
(
−
‖z‖2
2
)
. (1.8.4)
On remarque que la matrice de me´lange A˜ ne change pas la distribution des
me´langes de sources, puisqu’elle n’apparait pas dans la densite´. La distribution
des sources et celle des me´langes de sources sont identiques. Il est donc impossible
de de´duire la matrice de me´lange a` partir des me´langes de sources seulement dans
le cas ou` il y a au moins deux sources gaussiennes.

Chapitre 2
THE´ORIE DE L’INFORMATION
2.1. Entropie d’une variable ale´atoire discre`te
L’entropie de Shannon est le concept de base de la the´orie de l’information.
On de´ﬁnit l’entropie H(X) d’une variable ale´atoire discre`te X comme suit :
H(X) = −
∑
i
P (X = ai) logP (X = ai) , (2.1.1)
ou` les ai sont les valeurs possibles que X peut prendre. L’entropie d’une variable
ale´atoire repre´sente le degre´ d’information donne´ par les observations de cette
variable ale´atoire X. L’entropie peut prendre plusieurs unite´s de mesure diﬀe´rentes
selon la base du logarithme. Le logarithme a` base 2 est habituellement utilise´ et
dans ce cas, l’unite´ de mesure est appele´ le bit. Dans le reste du me´moire, la base
du logarithme n’a pas d’importance puisque c¸a ne fait que changer l’e´chelle. On
peut de´ﬁnir la fonction f telle que
f(p) = −p log p, avec 0 ≤ p ≤ 1. (2.1.2)
La fonction est repre´sente´e a` la ﬁgure 2.1. Cette fonction est positive et vaut 0
lorsque p = 0 ou p = 1.
On peut re´e´crire l’entropie a` l’aide de cette fonction :
H(X) =
∑
i
f(P(X = ai)). (2.1.3)
On remarque que l’entropie d’une variable ale´atoire est petite si les probabilite´s
P(X = ai) sont pre`s de 0 ou de 1 et qu’elle est grande si les probabilite´s se situent
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Figure 2.1. Graphique de la fonction f(p) = −p log(p).
entre les deux. Plus la variable ale´atoire est impre´visible et non structure´e, plus
l’entropie sera grande. En eﬀet, si toutes les probabilite´s sont pre`s de 0 excepte´e
une qui est pre`s de 1, alors la variable ale´atoire est pre´visible puisqu’elle prend
souvent la meˆme valeur. Cela se reﬂe´tera par une petite entropie.
2.2. Entropie d’une variable ale´atoire continue
On peut ge´ne´raliser l’entropie d’une variable ale´atoire disre`te a` l’entropie
d’une variable ale´atoire continue X ayant comme densite´ pX(.) par
H(X) = −
∫
pX(x) log pX(x)dx =
∫
f(pX(x))dx. (2.2.1)
L’entropie d’une variable continue mesure le caracte`re ale´atoire de cette va-
riable. Si la variable est concentre´e dans un petit intervalle alors l’entropie sera
petite. Contrairement a` l’entropie d’une variable discre`te, l’entropie d’une variable
continue peut eˆtre ne´gative. Ceci s’explique par le fait que la densite´ pX(.) peut
prendre des valeurs qui sont supe´rieures a` 1. Dans de tels cas, la fonction f est
ne´gative ce qui peut entraˆıner une entropie ne´gative.
L’entropie d’une variable ale´atoire continue peut eˆtre ge´ne´ralise´e au cas multi-
dimensionnel. Soit X un vecteur ale´atoire ayant comme densite´ pX(.). L’entropie
est maintenant de´ﬁnie comme
H(X) = −
∫
pX(x) log pX(x)dx =
∫
f(pX(x))dx. (2.2.2)
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2.3. Entropie d’une transformation
Conside´rons une transformation inversible du vecteur ale´atoire X telle que
Y = g(X). (2.3.1)
Dans cette section, nous allons montrer la relation entre l’entropie de Y et
celle de X. Dans le cas ge´ne´ral, on obtient la relation suivante
H(Y) = H(X) + E{log | det Jg(X)|}, (2.3.2)
ou` Jg(X) repre´sente la matrice jacobienne de la fonction g. En d’autre mots,
l’entropie de X est augmente´e de E(log | det Jg(X)|) lors de la transformation.
Un cas important dans l’analyse en composantes inde´pendantes est la trans-
formation line´aire
Y =MX (2.3.3)
pour lequel on obtient
H(Y) = H(X) + log | detM|. (2.3.4)
Si l’on conside`re la transformation line´aire univarie´e, on obtient
H(αX) = H(X) + log |α|. (2.3.5)
On remarque donc que l’entropie varie lorsque l’e´chelle de la variable X varie aussi.
C’est pour cette raison que l’e´chelle de X est souvent ﬁxe´e avant de mesurer son
entropie.
2.4. Information mutuelle
L’information mutuelle est une mesure d’information que les membres d’un
ensemble de variables ale´atoires ont sur les autres variables ale´atoires de l’en-
semble. L’information mutuelle de p variables ale´atoires Xj, j = 1, . . . , p est
I(X1,X2, . . . ,Xp) =
p∑
j=1
H(Xj) −H(X), (2.4.1)
ou` X = (X1,X2, . . . ,Xp)
T.
L’information mutuelle peut eˆtre exprime´e comme une mesure de distance en
utilisant la divergence de Kullback-Leibler. Celle-ci mesure la divergence entre
deux densite´s a` p dimensions p1(·) et p2(·) et est donne´e par
δ(p1, p2) =
∫
p1(x) log
p1(x)
p2(x)
dx. (2.4.2)
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Cette mesure est toujours positive et est nulle si et seulement si les deux den-
site´s sont e´gales. Appliquons maintenant la divergence de Kullback-Leibler dans
notre cas. Si les variables ale´atoires Xj sont inde´pendantes, alors leur densite´
conjointe est e´gale au produit des densite´s marginales. On peut donc mesurer
l’inde´pendance des Xj en mesurant la divergence de Kullback-Leibler entre les
densite´s p1(·) = pX(·) et p2(·) = pX1(·) . . . pXp(·). On obtient
δ(pX, pX1 . . . pXp) =
∫
pX(x) log
pX(x)
pX1(x1) . . . pXp(xp)
dx
=
∫
pX(x) log pX(x)dx−
p∑
i=1
∫
pX(x) log pXi(xi)dx
= −H(X) −
p∑
j=1
∫
pXj(xj) log pXj(xj)dxj. (2.4.3)
Ceci correspond a` la de´ﬁnition de l’information mutuelle. On en de´duit que
l’information mutuelle est toujours positive et est nulle si et seulement si les
variables ale´atoires Xj sont inde´pendantes. L’information mutuelle est donc une
mesure de de´pendance ; c’est pour cela qu’elle est beaucoup utilise´e en analyse en
composantes inde´pendantes.
2.5. Distributions du maximum d’entropie
Dans cette section, on s’inte´resse aux distributions qui maximisent l’entropie
sous certaines contraintes. Ces contraintes sont habituellement des contraintes
sur les moments de la variable ale´atoire X :∫
pX(x)Fi(x)dx = E(Fi(X)) = ci, i = 1, . . . ,m, (2.5.1)
ou` les ci sont des constantes ﬁxe´es. Par exemple, si F1(X) = X, alors cela veut
dire qu’on cherche la distribution qui maximise l’entropie sous la contrainte que
l’espe´rance de X soit ﬁxe´e, c’est-a`-dire que E{X} = c1.
La question qu’on se pose est maintenant : quelle est la densite´ p0 qui maximise
l’entropie parmi les densite´s qui satisfont aux contraintes de l’e´quation (2.5.1) ?
La densite´ du maximum d’entropie peut eˆtre vue comme e´tant la densite´ qui est
compatible avec les donne´es et qui fait le moins d’hypothe`ses sur celles-ci. Ceci
est vrai, car l’entropie peut eˆtre vue comme une mesure du caracte`re ale´atoire de
la densite´. Selon Cover et coll. (1991), la densite´ p0 qui satisfait les contraintes
19
(2.5.1) et qui a le maximum d’entropie est de la forme
p0(x) = A exp
(
m∑
i=1
aiFi(x)
)
. (2.5.2)
Les constantes A et ai sont fonction des contraintes (2.5.1) et de la contrainte∫
p0(x)dx = 1. Pour les trouver, il suﬃt de re´soudre un syste`me dem+1 e´quations
non line´aires qui peut eˆtre diﬃcile a` re´soudre. La solution est ge´ne´ralement
trouve´e nume´riquement.
Conside´rons maintenant les variables qui ont comme domaine les re´els R, une
espe´rance nulle E{X} = 0 ainsi qu’une variance ﬁxe´e Var{X} = 1. La distribution
du maximum d’entropie qui satisfait ces contraintes est la suivante :
p0(x) = A exp(a1x
2 + a2x). (2.5.3)
Cette distribution correspond a` la distribution normale. Nous avons donc le
re´sultat qu’une variable gaussienne posse`de la plus grande entropie parmi toutes
les variables ale´atoires de variance ﬁxe´e. En d’autres mots, la distribution gaus-
sienne est la distribution la plus « ale´atoire » parmi toutes ces distributions. Ce
re´sultat est aussi valide dans le cas multidimensionnel, c’est-a`-dire que la distri-
bution gaussienne a le maximum d’entropie parmi toutes les distributions avec
une matrice de covariance ﬁxe´e.
2.6. Ne´guentropie
Les re´sultats de la section 2.5 nous montrent qu’on peut utiliser l’entropie pour
baˆtir une mesure de non normalite´. Cette mesure est appele´e la ne´guentropie. Elle
vaut 0 pour une variable gaussienne et est toujours positive. Elle est de´ﬁnie comme
suit
J(X) = H(Xgauss) −H(X), (2.6.1)
ou` Xgauss est une variable gaussienne ayant la meˆme matrice de covariance que X.
Son entropie peut eˆtre e´value´e par
H(Xgauss) =
1
2
log | detΣ|+
n
2
[1+ log(2π)] . (2.6.2)
2.7. Approximation de l’entropie
Il est diﬃcile de travailler avec l’entropie puisqu’on doit calculer l’inte´grale de
la de´ﬁnition (2.2.1). En pratique, on pre´fe`re travailler avec des approximations de
l’entropie qui re´duisent conside´rablement le temps de calcul. Dans cette section,
nous allons approximer l’entropie a` l’aide de l’expansion de Gram-Charlier. On
peut montrer que l’approximation de l’entropie est la suivante
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H(X) ≈ −
∫
φ(x) logφ(x)dx−
κ3(X)
2
2× 3! −
κ4(X)
2
2× 4! , (2.7.1)
ou` φ(.) repre´sente la densite´ gaussienne. Le cumulant d’ordre 3 est κ3(X) et vaut
E{X3} pour une variable ale´atoire X centre´e. De la meˆme fac¸on, le cumulant d’ordre
4 est κ4(X) et vaut E{X
4}− 3E{X2}2 pour une variable ale´atoire centre´e.
Une approximation de la ne´guentropie est obtenue directement et est
J(X) ≈ κ3(X)
2
12
+
κ4(X)
2
48
. (2.7.2)
En pratique, cette approximation de la ne´guentropie n’est pas robuste aux
valeurs aberrantes. Or, cette approximation peut de´pendre de quelques valeurs
e´loigne´es seulement. De plus, ces observations peuvent eˆtre errone´es ce qui re´sulte
en une estimation de la ne´guentropie errone´e. Il est possible d’obtenir une ap-
proximation plus robuste en approximant la ne´guentropie par des fonctions non
quadratiques telles que mentionne´es dans Hyva¨rinen et coll. (2001). L’approxi-
mation ge´ne´rale est donne´e par
J(X) ≈ (E {g(X)}− E {g(ν)})2 , (2.7.3)
ou` g est une fonction non quadratique et ou` ν ∼ N(0, 1). Dans cette approxima-
tion, on suppose que X est syme´trique et que sa variance est unitaire. On choisit
habituellent une fonction g parmi les suivantes :
g1(X) = log cosh(X) ou bien g2(X) = − exp
(
−X2
2
)
. (2.7.4)
Ces fonctions sont robustes aux valeurs aberrantes. Par exemple, si on choisit la
fonction g2 alors l’approximation de la ne´guentropie devient
J(X) ≈
(
E
{
exp
(
−X2
2
)}
−
1√
2
)2
. (2.7.5)
Chapitre 3
ANALYSE EN COMPOSANTES
PRINCIPALES ET BLANCHIMENT
3.1. Analyse en composantes principales
L’analyse en composantes principales (ACP) est une me´thode statistique d’ana-
lyse de donne´es souvent utilise´e en extraction d’images ainsi qu’en compression de
donne´es. A` partir d’un ensemble de donne´es multivarie´es provenant de p variables,
le but de l’ACP est de trouver un ensemble de m < p variables contenant moins
de redondance tout en conservant un maximum d’information. En d’autres mots,
le but de l’ACP est de trouver un ensemble de m variables non-corre´le´es maxi-
misant la variance. Le but de l’ACP est semblable a` celui de l’ACI dans le sens
qu’en ACP, la redondance est mesure´e a` l’aide de la corre´lation alors qu’en ACI,
elle est mesure´e a` l’aide d’une notion beaucoup plus large, soit l’inde´pendance.
De plus, contrairement a` l’ACP, peu d’importance est donne´e a` la re´duction de
l’espace en ACI.
L’ACP est souvent utilise´e comme me´thode de pre´-traitement en ACI, car
elle fabrique des composantes non-corre´le´es. Or, la non-corre´lation est une e´tape
ne´cessaire a` l’inde´pendance.
En pratique, il est essentiel que les e´le´ments de l’e´chantillon soient mutuelle-
ment corre´le´s aﬁn de rendre possible la compression. Si les e´le´ments sont inde´pen-
dants, alors la transformation par ACP ne modiﬁera pas les donne´es.
3.1.1. ACP par maximisation de la variance
Conside´rons d’abord la combinaison line´aire suivante :
Y1 = w
T
1X =
p∑
j=1
wj1Xj. (3.1.1)
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On cherche a` maximiser la variance de Y1 en fonction de w1. Si la variance de
Y1 est maximale, alors on dit que Y1 est la premie`re composante principale de X.
On remarque que la variance de´pend de la norme du vecteur w1 et qu’elle peut
augmenter autant que la norme augmente. C’est pour cette raison qu’en pratique,
on ﬁxe la norme de w1 a` 1. On rappelle que les variables Y et X sont centre´es.
On cherche donc le vecteur w1 qui maximise la variance
Var{Y1} = E{Y
2
1} = E{(w
T
1X)
2} = wT1E{XX
T}w1 = w
T
1CXw1 tel que ‖w1‖2 = 1,
(3.1.2)
ou` la norme ‖w1‖r est de´ﬁnie par
‖w1‖r =
(
p∑
j=1
|w1j|
r
)1/r
. (3.1.3)
Il est connu que la solution de l’ACP est donne´e en termes des vecteurs propres
unitaires e1, . . . ,ep de la matrice CX. Les vecteurs propres sont associe´s aux
valeurs propres d1, . . . , dp telles que d1 ≥ d2 ≥ . . . ≥ dp. La solution qui maximise
(3.1.2) est
w1 = e1. (3.1.4)
La premie`re composante principale de X est donc Y1 = e
T
1X.
Le crite`re de l’e´quation (3.1.2) peut eˆtre ge´ne´ralise´ pour m composantes prin-
cipales. La mie`me composante principale de X sera donne´e par Ym si cette dernie`re
maximise la variance sous la contrainte qu’elle soit non-corre´le´e avec les m − 1
composantes principales trouve´es pre´ce´demment :
E{YmYk} = E{(w
T
mX)(w
T
kX)} = w
T
mCXwk = 0, ∀k < m. (3.1.5)
Pour la deuxie`me composante principale, on obtient
wT2CXw1 = wT2CXe1 = wT2e1d1 = 0. (3.1.6)
On cherche donc w2 tel que la variance E{Y
2
2} = E{(w
T
2X)
2} soit maximale dans
un espace orthogonal a` e1. La solution est donne´e par
w2 = e2. (3.1.7)
De la meˆme fac¸on, on trouve
wk = ek. (3.1.8)
La kie`me composante principale est alors donne´e par Yk = e
T
kX.
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3.1.2. Choix du nombre de composantes principales
Une application importante en ACP est la compression de donne´es. Le jeu
de donne´es originales contient p variables. On souhaite re´duire l’espace a` m < p
variables non-corre´le´es tout en conservant un maximum d’information. Le vecteur
original X peut eˆtre approxime´ par une expansion d’ACP tronque´e telle que
X^ =
m∑
i=1
Yiei. (3.1.9)
La question est maintenant : comment de´terminer le nombre m de compo-
santes principales ? On peut re´pondre a` cette question en regardant l’erreur qua-
dratique moyenne (EQM) :
EQM{X^;X} = E
{‖X− X^‖22} = E
{
‖X−
m∑
j=1
(eTj X)ej‖22
}
. (3.1.10)
On peut e´crire l’EQM sous la forme suivante duˆ a` l’orthogonalite´ des vecteurs
propres :
EQM{X^;X} = E{‖X‖22}− E
{
m∑
j=1
(eTj X)
2
}
= trace{CX}−
m∑
j=1
eTj CXej. (3.1.11)
On peut ﬁnalement montrer que l’EQM est e´gale a`
EQM{X^;X} =
p∑
j=m+1
dj. (3.1.12)
Puisque les valeurs propres de la matrice de covariance CX sont toutes po-
sitives, on remarque que l’EQM diminue lorsque le nombre m de composantes
principales augmente et est nulle lorsque m = p. On doit faire un compromis
entre l’erreur d’approximation et la compression des donne´es. En pratique, la
se´quence de valeurs propres d1, . . . , dp de la matrice de covariance de´croˆıt rapi-
dement. Il est possible d’e´tablir un seuil a` partir duquel les valeurs propres sont
non signiﬁcatives.
3.2. Blanchiment des donne´es
Le proble`me d’analyse en composantes inde´pendantes est grandement simpliﬁe´
lorsque le vecteur contenant les me´langes de sources X est blanchi en un autre
vecteur, disons Z. Le blanchiment des donne´es est une de´corre´lation des donne´es
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suivit d’un changement d’e´chelle. C’est pour cette raison que l’ACP peut eˆtre
utilise´ dans ce contexte et que le blanchiment peut eˆtre eﬀectue´ par une combi-
naison line´aire. Conside´rons un vecteur ale´atoire X. Le proble`me du blanchiment
des donne´es est de trouver une transformation line´aire V de fac¸on a` ce que la
re´sultante
Z = VX (3.2.1)
soit blanche.
Le proble`me a une solution qui est directement lie´e aux termes de l’expansion
de l’ACP. Soit E = (e1, . . . ,ep) la matrice contenant les vecteurs propres unitaires
de la matrice CX. Soit D = diag(d1, . . . , dp) la matrice diagonale contenant
les valeurs propres. Une transformation line´aire qui eﬀectue le blanchiment des
donne´es est fournie par
V = D−1/2ET. (3.2.2)
On peut ve´riﬁer que cette transformation nous donne bien une re´sultante Z
blanche. La matrice de covariance peut eˆtre exprime´e en fonction des vecteurs et
des valeurs propres : CX = EDET . On obtient
E{ZZT} = VE{XXT}VT = D−1/2ETEDETED−1/2 = I. (3.2.3)
La matrice de covariance de Z est unitaire ; Z est donc blanc. Il est important
de noter que la transformation V n’est pas unique. En eﬀet, on peut voir que
n’importe quelle matrice UV , ou` U est une matrice orthogonale, est aussi une
transformation qui eﬀectue le blanchiment des donne´es. De la meˆme fac¸on, on
obtient
E{ZZT} = UVE{XXT}VTUT = I. (3.2.4)
On remarque que peu importe la matrice orthogonale U , le vecteur Z reste
blanc. Or, le blanchiment des donne´es signiﬁe que les composantes de Z sont
non-corre´le´es entre elles. La non-corre´lation est un pas vers l’inde´pendance.
Le nouveau mode`le d’ACI pour des donne´es blanchies est le suivant :
Z = VAS ≡ A˜S. (3.2.5)
Conside´rons la notation W˜ = A˜−1. En ACI, l’objectif principal est d’estimer le
vecteur contenant les sources inde´pendantes S par le vecteur Y = W˜Z contenant
des composantes les plus inde´pendantes possible. Ceci implique qu’on cherche
des composantes les moins corre´le´es possible. On cherche aussi des composantes
ayant une variance unitaire aﬁn d’e´viter l’ambiguite´ de l’amplitude des sources.
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Ainsi, les composantes inde´pendantes recherche´es sont blanches et la matrice de
covariance est donne´e par l’e´quation suivante :
E{YYT} = W˜E{ZZT}W˜T = W˜W˜T. (3.2.6)
On remarque que les composantes Y seront blanches si et seulement si W˜W˜T =
I . En d’autres mots, les composantes seront blanches si et seulement si la matrice
de se´paration W˜ est orthogonale.
Dans le contexte d’ACI, on dit souvent que le blanchiment des donne´es re´sout
le proble`me d’ACI a` une matrice de me´lange orthogonale A˜ pre`s. Ceci est vrai,
car
A˜A˜T = W˜−1
(
W˜−1
)T
= W˜TW˜ = I. (3.2.7)
Le blanchiment des donne´es est souvent utilise´ comme e´tape de pre´-traitement en
ACI, car la nouvelle matrice de me´lange A˜ = VA est orthogonale. Ceci veut dire
qu’on peut restreindre l’espace de la matrice de me´lange a` l’espace des matrices
orthogonales seulement. De plus, on peut montrer qu’une matrice orthogonale a
seulement p(p− 1)/2 degre´s de liberte´ au lieu de p2 pour une matrice ge´ne´rale.
En pratique, on posse`de un e´chantillon de donne´es x1, . . . , xn dispose´ en lignes
dans une matrice d’observations centre´es X : n × p. Aﬁn d’eﬀectuer le blanchi-
ment, on doit d’abord estimer la matrice de covariance CX = E{XXT}. L’estima-
tion s’eﬀectue en remplac¸ant l’espe´rance the´orique par une moyenne e´chantillonale
comme mentionne´ a` l’e´quation (1.7.10) :
C^X = 1
n
X TX = E˜D˜E˜T. (3.2.8)
Le blanchiment des donne´es peut aussi eˆtre eﬀectue´ en conside´rant la de´composition
en valeurs singulie`res (DVS) de la matrice de donne´es X telle que
X = UΣVT (3.2.9)
avec U : n × n et V : p × p des matrices orthogonales et Σ : n × p une matrice
contenant les valeurs singulie`res σj sur sa diagonale. Dans le cas ou` p < n, la
DVS peut aussi s’e´crire sous la forme :
X = U˜Σ˜VT, (3.2.10)
ou` U˜ : n×p est constitue´e des p premie`res colonnes de U et Σ˜ = diag(σ1, . . . , σp)
des p premie`res lignes de Σ. Dans ce cas, U˜TU˜ = Ip tient toujours. On obtient
alors la matrice de covariance suivante :
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Figure 3.1. Les deux premie`res e´tapes de la me´thode d’orthogo-
nalisation de Gram-Schmidt dans le cas bidimensionnel.
1
n
X TX = 1
n
VΣ˜TU˜TU˜Σ˜VT = 1
n
VΣ˜2VT. (3.2.11)
On peut faire le lien entre la de´composition en valeurs propres et la de´composition
en valeurs singulie`res en comparant les matrices de covariance respectives. On
remarque que E˜ = V et que D = 1
n
Σ˜2. La matrice Z obtenue par le blanchiment
des donne´es devient alors
ZT = D−1/2E˜TX T = D−1/2E˜TVΣ˜TU˜T = √nU˜T. (3.2.12)
3.3. Orthogonalisation
L’orthogonalisation est souvent utile en analyse en composantes inde´pendantes.
Tel qu’on vient de le voir a` la section 3.2, le blanchiment des donne´es re´sout
le proble`me d’ACI a` une matrice orthogonale pre`s. Cependant, les algorithmes
d’ACI ne produisent pas toujours des matrices orthogonales. C’est pourquoi on
orthogonalise souvent les vecteurs entre chacune des ite´rations de l’algorithme.
Le proble`me est le suivant : e´tant donne´ un ensemble de vecteurs a1, . . . ,ap,
le but est alors de trouver un autre ensemble de vecteurs w1, . . . ,wp couvrant
le meˆme sous-espace mais e´tant orthogonaux ou orthonormaux. L’orthogonalisa-
tion est une transformation line´aire, c’est-a`-dire que les wi sont une combinaison
line´aire des aj.
L’approche classique est la me´thode d’orthogonalisation de Gram-Schmidt :
w1 = a1
wj = aj −
j−1∑
i=1
wTi aj
wTi wi
wi. (3.3.1)
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La ﬁgure 3.1 montre les deux premie`res e´tapes de la me´thode d’orthogonalisation
de Gram-Schmidt dans le cas ou` les vecteurs sont dans R2. On peut ve´riﬁer que
wTi wj = 0 pour i = j. On obtient bel et bien des vecteurs orthogonaux. Si les
vecteurs e´taient ensuite divise´s par leur norme, on obtiendrait alors des vecteur
orthonormaux. Cette me´thode d’orthogonalisation est une proce´dure d’orthogo-
nalisation se´quentielle, c’est-a`-dire que l’orthogonalisation se fait dans un premier
lieu par rapport a`w1, puis ensuite par rapport a`w2 et ainsi de suite. Un proble`me
avec ce type d’orthogonalisation est l’accumulation des erreurs.
Il existe aussi des me´thodes d’orthogonalisation syme´trique. Dans ces me´tho-
des, aucun vecteurs ai n’est traite´ diﬀe´remment des autres. On forme d’abord la
matrice A = (a1, . . . ,ap) dans laquelle on souhaite orthogonaliser les vecteurs
colonnes. Ensuite, on applique la transformation suivante
W = A(ATA)−1/2, (3.3.2)
ou` (ATA)−1/2 est obtenu par la de´composition en valeurs propres de la matrice
ATA. La matrice re´sultanteW est bien orthogonale, carWTW = I . L’orthogo-
nalisation syme´trique deA n’est pas unique ; on peut multiplier la matriceW par
n’importe quelle matrice orthogonale U et UW reste orthogonale. Cette me´thode
d’orthogonalisation devrait eˆtre utilise´e dans les algorithmes d’ACI permettant
de trouver tous les vecteurs simultane´ment.
Il est important de noter que les deux me´thodes d’orthogonalisation sont
diﬀe´rentes ; elles ne me`nent pas aux meˆmes re´sultats.

Chapitre 4
ANALYSE EN COMPOSANTES
INDE´PENDANTES
4.1. ACI par maximisation de la non normalite´
Tel que vu a` la section 1.6, la maximisation de la non normalite´ me`ne a` des
composantes inde´pendantes. Aﬁn d’utiliser la non gaussianite´ pour re´soudre le
proble`me d’ACI, nous avons besoin de mesures quantitatives de non normalite´
pour une variable ale´atoire. Une des mesures classiques de non normalite´ en ACI
est le kurtosis. Ce dernier est le nom donne´ au cumulant d’ordre 4 d’une variable
ale´atoire.
Le kurtosis d’une variable ale´atoire centre´e Y est de´ﬁni comme suit
kurt(Y) = E{Y4}− 3(E{Y2})2. (4.1.1)
Pour simpliﬁer encore plus la forme du kurtosis, on peut supposer que Y a e´te´
normalise´e de fac¸on a` ce que sa variance soit e´gale a` 1 : E{Y2} = 1. Le kurtosis
s’e´crit alors E{Y4}−3. On remarque que le kurtosis est tout simplement une version
normalise´e du quatrie`me moment E{Y4}. Le kurtosis vaut ze´ro pour une variable
gaussienne et est non nul pour la grande majorite´ des variables ale´atoires.
Il est important de noter que le kurtosis peut eˆtre positif ou ne´gatif. Les
variables ale´atoires avec un kurtosis ne´gatif sont appele´es subgaussiennes et celles
avec un kurtosis positif sont appele´es supergaussiennes. Les variables ale´atoires
supergaussiennes ont ge´ne´ralement une densite´ pointue et des ailes releve´es.
Une mesure de non gaussianite´ est donne´e par la valeur absolue du kurtosis.
Le carre´ du kurtosis peut aussi eˆtre utilise´. Cette nouvelle mesure est nulle pour
une variable gaussienne alors qu’elle est positive pour la plupart des variables
non gaussiennes. Le kurtosis, ou plutoˆt sa valeur absolue, a e´te´ largement utilise´
comme mesure de non gaussianite´ en ACI du fait de sa simplicite´.
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Avant d’eﬀectuer l’analyse en composantes inde´pendantes, les me´langes de
sources X sont pre´alablement centre´s et blanchis de fac¸on a` ce que CX = I . De
plus, la matrice de se´paration W cherche´e est maintenant orthogonale.
L’estimation des sources par la maximisation du kurtosis se fait une compo-
sante Yk = w
T
kX a` la fois. On trouve d’abord w1 qui maximise le kurtosis de
Y1, puis ensuite on trouve w2 qui maximise le kurtosis de Y2 sous la contrainte
d’orthogonalite´ avec w1 et ainsi de suite. Mathe´matiquement, on peut exprimer
w˜k comme e´tant celui qui maximise le kurtosis a` la k
ie`me e´tape :
w˜k = argmax
w
{∣∣∣(E{wTX})4 − 3∣∣∣} (4.1.2)
sous les contraintes ‖w‖2 = 1 et wTw˜i = 0, ∀i = 1, . . . , k− 1.
En pratique, on posse`de un e´chantillon de donne´es x1, . . . , xn dispose´ dans
une matrice X : n × p. On estime le kurtosis a` l’aide du quatrie`me moment
e´chantillonal :
^kurt(y) = ^kurt(wTX T) =
∣∣∣∣∣ 1n
n∑
i=1
(
wTxi
)4
− 3
∣∣∣∣∣ . (4.1.3)
L’ACI peut aussi eˆtre eﬀectue´e a` l’aide des estimations de la ne´guentropie
de´ﬁnies en (2.7.2) et (2.7.5). Dans le cas ou` la ne´guentropie est approxime´e par
les cumulants, on obtient
w˜k = argmax
w
{
κ3(w
TX)2
12
+
κ4(w
TX)2
48
}
, (4.1.4)
sous les contraintes ‖w‖2 = 1 et wTw˜i = 0, ∀i = 1, . . . , k − 1. En pratique, la
ne´guentropie est estime´e par
J^(y) = J^(wTX T) =
(
1
n
∑n
i=1(w
Txi)
3
)2
12
+
(
1
n
∑n
i=1(w
Txi)
4 − 3
)2
48
. (4.1.5)
De la meˆme fac¸on, en utilisant l’approximation (2.7.5), on obtient
w˜k = argmax
w
{(
E
[
exp
(
−
1
2
(
wTX
)2)]
−
1√
2
)2}
(4.1.6)
sous les contraintes ‖w‖2 = 1 et wTw˜i = 0, ∀i = 1, . . . , k − 1. En pratique, on
estime cette approximation de la ne´guentropie par
^J(y) = ^J(wTX T) =
(
1
n
n∑
i=1
[
exp
(
−
1
2
(
wTxi
)2)]
−
1√
2
)2
. (4.1.7)
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Les me´thodes vues ci-haut repre´sentent seulement quelques me´thodes clas-
siques d’ACI par maximisation de la non normalite´. N’importe quelle mesure de
non normalite´ peut permettre de re´soudre le proble`me d’ACI.
4.2. ACI par maximum de vraisemblance
Nous allons d’abord exprimer la densite´ pX(.) des me´langes de sources en
fonction de la densite´ des sources Sj puisque l’hypothe`se principale du mode`le
d’ACI repose sur l’inde´pendance des sources Sj. On obtient le re´sultat suivant en
eﬀectuant le changement de variable X = AS :
pX(x) = | detW |pS(s) = | detW |
p∏
j=1
pSj(sj), (4.2.1)
ou` W = A−1. On peut exprimer (4.2.1) en fonction de W et x seulement
pX(x) = | detW |
p∏
j=1
pSj(w
T
j x). (4.2.2)
Soit un e´chantillon de donne´es x1, . . . , xn provenant des variables ale´atoires
X1, . . . ,Xn dispose´ dans la matrice X : n × p. La vraisemblance de l’e´chantillon
est donne´e par
L(x1, . . . , xn|W) =
n∏
i=1
pXi(xi) =
n∏
i=1
| detW |
p∏
j=1
pSj(w
T
j xi). (4.2.3)
Il est plus facile de travailler avec la log-vraisemblance. Elle est donne´e par
log L(x1, . . . , xn|W) =
n∑
i=1
p∑
j=1
log pSj(w
T
j xi) + n log | detW |. (4.2.4)
La question qui se pose maintenant est : comment estimer la densite´ des
sources pSj ? Une me´thode tre`s utilise´e en ACI est l’approximation de la densite´
des sources par une famille de densite´s qui est spe´ciﬁe´e par un nombre ﬁni de para-
me`tres. Dans le contexte d’ACI, on peut montrer qu’il est suﬃsant d’estimer les
sources parmi deux classes de densite´s seulement. Pour chacune des composantes
inde´pendantes, il suﬃt simplement de de´terminer laquelle des deux approxima-
tions est la meilleure. La validite´ de cette approche est justiﬁe´e par le the´ore`me
suivant qui se trouve dans Hyva¨rinen et coll. (2001) :
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The´ore`me 4.2.1. Notons p˜Si la densite´ de la source Si et de´ﬁnissons
gSi(si) =
∂
∂Si
log p˜Si =
p˜ ′Si
p˜Si
. (4.2.5)
Supposons que les composantes « inde´pendantes » Yi = wTi X soient non-corre´le´es
et de variance unitaire. L’estimateur du maximum de vraisemblance est localement
convergeant si la densite´ p˜Si ve´riﬁe la condition suivante
E{SigSi(si) − g
′
Si
(si)} > 0 (4.2.6)
pour tout i.
Ce the´ore`me nous montre qu’on peut estimer la densite´ des sources par n’im-
porte quelle densite´ p˜Si , en autant que cette densite´ satisfasse la condition (4.2.6).
Si la condition est ve´riﬁe´e, alors l’estimateur du maximum de vraisemblance sera
localement convergeant.
Ce the´ore`me nous montre aussi comment choisir les deux familles de densite´s.
On n’a qu’a` choisir deux densite´s de fac¸on a` ce que la condition (4.2.6) soit
toujours respecte´e pour l’une d’entre elles. Par exemple, on peut utiliser les log-
densite´s suivantes :
log p˜+Si(si) = α1 − 2 log cosh(si) (4.2.7)
log p˜−Si(si) = α2 −
(
s2i
2
− log cosh(si)
)
(4.2.8)
ou` α1 et α2 sont des parame`tres positifs qui sont ﬁxe´s de fac¸on a` ce que les
fonctions soient des densite´s de probabilite´. Ces constantes peuvent eˆtre ignore´es
dans ce qui suit.
La motivation derrie`re le choix de ces densite´s est que la condition (4.2.6)
est ve´riﬁe´e pour l’une ou l’autre de ces densite´s. En eﬀet, le terme a` gauche de
l’ine´galite´ de la condition (4.2.6) pour log p˜+Si(si) est
2E
{
− tanh(Si)Si +
(
1− tanh(Si)
2
)}
(4.2.9)
alors qu’il est
E
{
tanh(Si)Si −
(
1− tanh(Si)
2
)}
(4.2.10)
pour log p˜−Si(si). Les re´sultats sont obtenus en ﬁxant E{S
2
i } = 1. On remarque que
le terme de l’e´quation (4.2.9) est e´gal a` celui de l’e´quation (4.2.10) si on multiplie
ce dernier par −2 ; le signe de chacun des termes est diﬀe´rent. Donc, l’estimation
de la densite´ des sources se fait simplement en choisissant la densite´ parmi (4.2.7)
et (4.2.8) qui satisfait la condition (4.2.6).
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Maintenant qu’on peut estimer la log-vraisemblance de l’e´quation (4.2.4), on
peut estimer la matrice de se´paration W par l’estimateur du maximum de vrai-
semblance. Avant d’eﬀectuer l’analyse en composantes inde´pendantes, la matrice
contenant les donne´es est pre´alablement centre´e et blanchie selon les e´quations
(1.3.3) et (3.2.12) respectives. Puisque les donne´es sont blanchies, alors la matrice
de se´paration W que l’on cherche est orthogonale.
Un estimateur du maximum de vraisemblance de W est alors donne´ par
W^MV = argmaxW
{
n∑
i=1
p∑
j=1
log pSj(w
T
j xi) + n log | detW |
}
(4.2.11)
sous la contrainte que WTW = I .
4.3. ACI par information mutuelle
Nous avons vu a` la section 2.4 que l’information mutuelle est une mesure de
de´pendance entre des variables ale´atoires. Elle est toujours positive et vaut 0 si
et seulement si les variables sont inde´pendantes. On peut donc utiliser l’informa-
tion mutuelle comme crite`re de de´pendance aﬁn de retrouver des composantes
Y1, . . . ,Yp les plus inde´pendantes possible.
Supposons que les me´langes de sources ont e´te´ blanchis pre´alablement de fac¸on
a` ce que CX = I . A` l’aide de l’entropie d’une transformation de´crite a` l’e´quation
(2.3.4), on peut exprimer l’information mutuelle des composantes inde´pendantes
comme
I(Y1,Y2, . . . ,Yp) =
p∑
i=1
H(Yi) −H(Y) =
p∑
i=1
H(Yi) −H(X) − log | detW |. (4.3.1)
Nous avons vu que le blanchiment re´sout le proble`me d’ACI a` une matrice
orthogonale pre`s. Puisque les me´langes de sources ont e´te´ blanchies pre´alablement,
ceci implique que la matrice W est orthogonale. Or, la valeur absolue du de´ter-
minant d’une matrice orthogonale vaut toujours 1. Le dernier terme a` droite de
l’e´quation vaut donc 0. De plus, l’entropie des me´langes de sources blanchis H(X)
est une constante. On obtient alors
I(Y1,Y2, . . . ,Yp) =
p∑
i=1
H(Yi) − constante. (4.3.2)
Puisque l’information mutuelle est toujours positive, on n’a qu’a` minimiser le
terme
∑p
i=1 H(Yi) aﬁn d’obtenir des composantes les plus inde´pendantes possible.
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4.3.1. Information mutuelle et non gaussianite´
On se rappelle que la ne´guentropie est de´ﬁnie comme
J(Y) = H(Ygauss) −H(Y). (4.3.3)
On peut alors exprimer l’information mutuelle de l’e´quation (4.3.2) comme
I(Y1,Y2, . . . ,Yp) =
p∑
j=1
[H(Yj,gauss) − J(Yj)] − constante. (4.3.4)
L’entropie H(Yj,gauss) est constante. On obtient alors
I(Y1,Y2, . . . ,Yp) = constante−
p∑
j=1
J(Yj). (4.3.5)
Ceci de´montre bien la relation entre l’information mutuelle et la ne´guentropie.
On constate que trouver la transformation line´aire et inversible W qui minimise
l’information mutuelle est sensiblement la meˆme chose que trouver les directions
qui maximisent la ne´guentropie. Nous avons vu que la ne´guentropie est une mesure
de non gaussianite´. Or, l’e´quation (4.3.5) nous montre bien que l’ACI par la
minimisation de l’information mutuelle est e´quivalent a` la maximisation de la
somme de mesures de non gaussianite´ des composantes inde´pendantes.
Ceci ajoute du poids a` l’ide´e de maximiser des mesures de non normalite´.
Puisque l’entropie est une mesure de non normalite´, on en conclut que la maxi-
misation de la non normalite´ me`ne a` l’inde´pendance des composantes « inde´pen-
dantes ».
Par contre, en pratique, il y a une diﬀe´rence importante entre les deux me´thodes
de re´solution du proble`me d’ACI. La ne´guentropie, ainsi que les autres mesures
de non gaussianite´, nous permet de trouver des composantes « inde´pendantes »
l’une apre`s l’autre, puisque nous trouvons le maximum de non gaussianite´ dans
une seule directionw a` la fois. Ceci n’est pas possible avec l’information mutuelle.
4.3.2. Information mutuelle et vraisemblance
L’information mutuelle et la vraisemblance sont directement lie´es. Rappelons
d’abord la vraisemblance du mode`le d’ACI :
log L(x1, . . . , xn|W) =
n∑
i=1
p∑
j=1
log pSj(w
T
j xi) + n log | detW |. (4.3.6)
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Aﬁn de mieux voir la connection entre l’information mutuelle et la vraisem-
blance, nous pouvons exprimer la vraisemblance de l’e´quation pre´ce´dente sous la
forme d’une espe´rance. Le tout est obtenu en divisant par n de chaque coˆte´ de
l’e´quation et en conside´rant la moyenne e´chantillonale comme une espe´rance :
1
n
log L(x1, . . . , xn|W) =
p∑
i=1
E{log pSi(w
T
i X)}+ log | detW |. (4.3.7)
Nous pouvons aussi exprimer l’entropie sous la forme d’une espe´rance tel que
H(Yi) = −E{log pYi(yi)} = −E{log pYi(w
T
i X)}. Si les densite´s des composantes
inde´pendantes pYi e´taient les meˆmes que les densite´s des sources pSi alors on
pourrait exprimer la vraisemblance comme
1
n
log L(x1, . . . , xn|W) = constante−
p∑
i=1
H(Yi), (4.3.8)
ce qui est identique au signe pre`s a` l’e´quation (4.3.2). Dans le contexte de maxi-
mum de vraisemblance, on cherche W de fac¸on a` ce que la vraisemblance soit
maximale alors que dans le contexte d’information mutuelle, on cherche W de
fac¸on a` ce que l’information mutuelle soit minimale. Ceci explique la diﬀe´rence
du signe.
En pratique, la connection entre l’information mutuelle et la vraisemblance
est encore plus forte, car on ne connait pas la densite´ des sources. Dans les deux
cas, on doit estimer la densite´ par la densite´ des composantes « inde´pendantes ».
Il y a donc aucune diﬀe´rence entre les deux.

Chapitre 5
PE´NALITE´S PRODUISANT DES
COEFFICIENTS E´PARSES EN RE´GRESSION
LINE´AIRE
Dans ce chapitre, plusieurs fonctions de pe´nalite´ seront couvertes. Certaines
pe´nalite´s seront utilise´es dans le chapitre 6 - ACI avec une matrice de transfor-
mation e´parse.
5.1. Proprie´te´s oracles d’une fonction de pe´nalite´
Conside´rons d’abord le proble`me d’estimation et de se´lection de variables dans
un mode`le de re´gression line´aire :
Y = Xβ+ , (5.1.1)
ou` Y : n× 1 est la variable re´ponse, X = [x1, . . . , xp] : n×p est la matrice conte-
nant les variables explicatives et ou`  : n× 1 est le bruit du mode`le. On suppose
ge´ne´ralement que X est de plein rang et que  ∼ N(0, σ2I). Ici, on s’inte´resse a`
une repre´sentation e´parse de β, c’est-a`-dire que certaines composantes de β sont
nulles. L’estimateur classique de β est obtenu en minimisant les moindres carre´s :
β^MC = argmin
β
‖Y−Xβ‖22 =
(X TX )−1X TY. (5.1.2)
Les proce´dures de se´lection de variables traditionnelles comprennent princi-
palement les proce´dures pas-a`-pas ainsi que les proce´dures optimisant un certain
crite`re tel que R2, AIC et BIC. Or, selon Breiman (1996), ces proce´dures sont
instables, ce qui re´sulte en un mode`le ayant une mauvaise pre´cision dans ses
pre´dictions. Pour reme´dier aux inconve´nients de ces proce´dures, les statisticiens
ont re´cemment propose´ plusieurs me´thodes de pe´nalisation des moindres carre´s
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aﬁn de se´lectionner et d’estimer le mode`le simultane´ment. Fan et Li (2001) af-
ﬁrment qu’une bonne fonction de pe´nalite´ devrait avoir les proprie´te´s oracles
suivantes :
(1) Sans biais : Les estimateurs des parame`tres signiﬁcativement diﬀe´rents de
ze´ro doivent eˆtre sans biais pour la vraie valeur des parame`tres.
(2) Parcimonie : La fonction de pe´nalite´ doit cre´er une repre´sentation e´parse,
c’est-a`-dire que les parame`tres non signiﬁcativement diﬀe´rents de ze´ro
doivent eˆtre automatiquement mis a` 0.
(3) Continuite´ : L’estimateur re´sultant doit eˆtre continu par rapport aux
donne´es aﬁn d’e´viter une variation brusque dans l’estimation.
Ce qui suit pre´sente un aperc¸u des pe´nalite´s qui sont couramment utilise´es dans
un contexte de re´gression line´aire.
5.2. Pe´nalisation SCAD
La pe´nalisation SCAD (Smoothly Clipped Absolute Deviation) a e´te´ propose´
par Fan et Li (2001). Cette pe´nalisation a e´te´ construite de fac¸on a` ce qu’elle
posse`de les proprie´te´s oracles mentionne´es ci-haut. L’estimateur de β par la
pe´nalisation SCAD, note´ β^SCAD, est le suivant :
β^SCAD = argmin
β
{
‖Y−Xβ‖22 +
p∑
j=1
Pλ(βj)
}
, (5.2.1)
ou` Pλ(βj) est une pe´nalisation qui de´pend d’un parame`tre λ et qui peut eˆtre
diﬀe´rente pour diﬀe´rents βj. Sa de´rive´e par rapport a` βj est :
P ′λ(βj) = λ
(
I(βj ≤ λ) + (aλ− βj)+
(a− 1)λ
I(βj > λ)
)
, (5.2.2)
ou` (·)+ repre´sente la partie positive et ou` I(·) est une fonction assignant 1 si la
condition est respecte´e et 0 sinon. La valeur des parame`tres λ et a est habituel-
lement ﬁxe´e a`
√
2 log(p) et 3.7 respectivement.
5.3. Pe´nalisation LASSO et LASSO adaptatif
Le LASSO (Least Absolute Shrinkage and Selection Operator) a e´te´ propose´
par Tibshirani (1996). Le LASSO est une pe´nalisation de la vraisemblance par la
norme l1 des coeﬃcients de la re´gression. L’estimateur de β par le LASSO, note´
β^L, est le suivant :
β^L = argmin
β
{‖Y−Xβ‖22 + λ‖β‖1} . (5.3.1)
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Le LASSO eﬀectue l’estimation du mode`le simultane´ment avec une se´lection de
variables qui se traduit par le re´tre´cissement des coeﬃcients non-signiﬁcatifs vers 0
selon un choix de λ approprie´. Par contre, le LASSO ne posse`de pas les proprie´te´s
oracles d’une bonne fonction de pe´nalite´ mentionne´es ci-haut, car il a e´te´ de´montre´
qu’asymptotiquement, le LASSO a un biais non ne´gligeable pour l’estimation des
coeﬃcients signiﬁcativement diﬀe´rents de 0. De plus, le LASSO a les limitations
suivantes. Dans le cas ou` p > n, le LASSO choisit au plus n variables dans le
mode`le. Aussi, s’il y a un groupe de variables dans lesquelles la corre´lation par
paire est tre`s e´leve´e, alors le LASSO a tendance a` se´lectionner seulement une
variable parmi ce groupe.
Le LASSO adaptatif a e´te´ propose´ par Zou (2006). L’estimateur de β par le
LASSO adaptatif, note´ β^LA, est le suivant :
β^LA = argmin
β
{
‖Y−Xβ‖22 + λ
p∑
j=1
|βj|
|β^j|γ
}
, (5.3.2)
ou` β^ est un estimateur
√
n-convergent du vrai β et ou` γ est une constante
positive. Zou a de´montre´ qu’avec un choix approprie´ de λ, le LASSO adapta-
tif posse`de les proprie´te´s oracles. Les me´thodes de pe´nalisation sur la norme l1
ne fonctionnent pas tre`s bien lorsque les variables explicatives sont grandement
corre´le´es et ce proble`me est courant dans les mode`les ayant une grande dimension.
5.4. Pe´nalisation elastic net et e´lastic net adaptatif
Dans le cas ou` les variables explicatives sont inde´pendantes et que la dimension
est grande, il a e´te´ de´montre´ que le maximum de la corre´lation e´chantillonnale
peut tout de meˆme eˆtre e´leve´. C’est pourquoi il serait bien d’avoir une fonction
de pe´nalite´ qui s’adapte bien dans le cas de grandes dimensions. Zou et Hastie
(2005) ont propose´ l’elastic net, une version ame´liore´e du LASSO dans le cas de
grandes dimensions. L’estimateur de β par l’elastic net, note´ β^EN, est le suivant :
β^EN =
(
1+
λ2
n
)[
argmin
β
{‖Y−Xβ‖22 + λ2‖β‖22 + λ1‖β‖1}
]
. (5.4.1)
Si les variables explicatives sont standardise´es, alors le coeﬃcient
(
1+ λ2
n
)
de-
vrait eˆtre change´ par (1+ λ2). La norme l1 de l’elastic net eﬀectue automati-
quement une se´lection de variables alors que la norme l2 stabilise la solution et
donc ame´liore la pre´diction. L’elastic net ne posse`de pas les proprie´te´s oracles
d’une bonne fonction de pe´nalite´. Dans un plan orthogonal ou` le LASSO est op-
timal, l’elastic net se re´duit au LASSO. Par contre, lorsque la corre´lation entre
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les covariables est e´leve´e, l’elastic net peut grandement ame´liorer l’eﬃcacite´ de la
pre´diction du LASSO.
Le LASSO adaptatif et l’elastic net ame´liorent le LASSO dans deux directions
diﬀe´rentes. Le LASSO adaptatif atteint les proprie´te´s oracles alors que l’elastic
net prend en compte la coline´arite´. Il est sense´ de croire qu’on peut combiner les
deux pe´nalite´s aﬁn de pouvoir ame´liorer le LASSO dans les deux directions. Cette
ide´e de Zou et Zhang (2009) a donne´ place a` l’elastic net adaptatif. L’estimateur
de β par l’elastic net adaptatif, note´ β^ENA, est le suivant :
β^ENA =
(
1+
λ2
n
)[
argmin
β
{
‖Y−Xβ‖22 + λ2‖β‖22 + λ1
p∑
j=1
|βj|
|β^j|γ
}]
. (5.4.2)
Encore une fois, si les variables explicatives sont standardise´es, alors le coeﬃcient(
1+ λ2
n
)
devrait eˆtre change´ par (1+ λ2). Comparativement a` l’elastic net, l’elas-
tic net adaptatif posse`de les proprie´te´s oracles d’une bonne fonction de pe´nalite´.
De plus, il conserve la proprie´te´ inte´ressante de l’elastic net, c’est-a`-dire qu’il est
tre`s eﬃcace dans le cas ou` les variables explicatives sont corre´le´es.
5.5. Pe´nalisation LASSO par groupe et LASSO par groupe
adaptatif
Les pe´nalisations vues pre´ce´demment ont e´te´ conc¸ues pour se´lectionner les
variables explicatives individuellement. Par contre, il y a des situations ou` il est
pre´fe´rable de choisir les variables de fac¸on groupe´e. A` cette ﬁn, Yuan et Lin (2006)
ont de´veloppe´ le LASSO par groupe. Ce dernier pe´nalise les coeﬃcients groupe´s
de manie`re similaire au LASSO. Le mode`le de re´gression line´aire peut eˆtre re´e´crit
en conside´rant des coeﬃcients groupe´s :
Y = Xβ+  =
m∑
j=1
X jβj + . (5.5.1)
Dans ce cas-ci, on suppose queX peut eˆtre groupe´ enm facteursX = (X 1, . . . ,Xm),
ou` X j = (x1, . . . , xpj) est un groupe de pj variables. On note que
∑m
j=1 pj = p.
De la meˆme fac¸on, on peut de´couper β en m composantes β = (βT1 , . . . ,β
T
m)
T,
ou` βj est de taille pj. L’estimateur de β par le LASSO par groupe, note´ β^LG, est
le suivant :
β^LG = argmin
β
{
‖Y−Xβ‖2 + λ
m∑
j=1
‖βj‖2
}
. (5.5.2)
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Cette proce´dure agit comme le LASSO au niveau des groupes ; selon un λ appro-
prie´, tous les coeﬃcients d’un groupe seront mis a` ze´ro simultane´ment. Cependant,
le LASSO par groupe ne produit pas de parcimonie au sein d’un groupe. Il est im-
portant de noter que si la taille de chaque groupe est de 1 (c’est-a`-dire pj = 1 ∀ j),
alors le LASSO par groupe se re´duit au LASSO. De plus, le LASSO par groupe ne
posse`de pas les proprie´te´s oracles puisqu’il pe´nalise tous les groupes de la meˆme
fac¸on, ce qui re´sulte en une estimation biaise´e des coeﬃcients signiﬁcativement
diﬀe´rents de ze´ro. Aﬁn d’e´viter ce proble`me, Wang et Leng (2008) ont propose´
le LASSO par groupe adaptatif. L’estimateur de β par le LASSO par groupe
adaptatif, note´ β^LGA, est le suivant :
β^LGA = argmin
β
{
‖Y−Xβ‖2 + λ
m∑
j=1
‖βj‖2
‖β^j‖γ2
}
, (5.5.3)
ou` β^ est un estimateur
√
n-convergent du vrai β et ou` γ est une constante
positive. Contrairement au LASSO par groupe, le LASSO par groupe adaptatif
posse`de les proprie´te´s oracles de´ﬁnies pre´ce´demment.
5.6. Choix des parame`tres
En re´gression, le choix des parame`tres λ1 et λ2 se fait ge´ne´ralement par la va-
lidation croise´e. La validation croise´e est une me´thode d’estimation de la ﬁabilite´
d’un mode`le fonde´e sur une technique d’e´chantillonnage. On choisit habituelle-
ment une grille de valeurs pour les parame`tres a` estimer, puis, pour chacune des
valeurs du parame`tre, on met en oeuvre la proce´dure suivante.
On divise d’abord l’e´chantillon en k sous-e´chantillons. On se´lectionne ensuite
un des k sous-e´chantillons comme ensemble de validation et les k−1 autres sous-
e´chantillons constitueront l’ensemble d’apprentissage. L’ensemble d’apprentissage
nous permet de calculer l’erreur du mode`le, qui est mesure´e a` l’aide de l’erreur
quadratique moyenne. Puis on re´pe`te l’ope´ration en se´lectionnant un autre sous-
e´chantillon de validation parmi les k − 1 sous-e´chantillons qui n’ont pas encore
e´te´ utilise´s pour la validation du mode`le. L’ope´ration se re´pe`te ainsi k fois pour
qu’en ﬁn de compte chaque sous-e´chantillon ait e´te´ utilise´ exactement une fois
comme ensemble de validation. La moyenne des k erreurs quadratiques moyennes
est enﬁn calcule´e pour estimer l’erreur de pre´diction.
Finalement, les parame`tres sont ﬁxe´s a` la valeur parmi la grille de valeurs qui
oﬀre la plus petite erreur de pre´diction.

Chapitre 6
ACI AVEC UNE MATRICE DE
TRANSFORMATION E´PARSE
6.1. Avantages de l’ACI avec une matrice de transfor-
mation e´parse
Conside´rons d’abord le mode`le de ge´ne´ration de donne´es suppose´ en ACI tel
que mentionne´ pre´ce´demment :
X = AS. (6.1.1)
En ACI, le but est de retrouver des composantes Y =WX les plus inde´pendantes
possible. En outre, dans certaines applications, plusieurs coeﬃcients de la matrice
de transformation, que ce soit A ou W , valent 0. Il est possible d’estimer la
matrice de transformation tout en re´tre´cissant les coeﬃcients non signiﬁcatifs
vers 0 a` l’aide de ce qu’on appelle l’ACI avec une matrice de transformation
e´parse.
Avant d’aller plus loin, il est important de faire la distinction entre l’ACI
e´parse et l’ACI avec une matrice de transformation e´parse. En ACI avec une ma-
trice de transformation e´parse, l’hypothe`se de parcimonie est faite sur la matrice
de transformation alors qu’en ACI e´parse, l’hypothe`se de parcimonie est pose´e
sur les sources. Dans ce dernier cas, on se sert surtout de l’aspect ge´ome´trique
des sources aﬁn de retrouver ces dernie`res. Par exemple, si chacune des sources Sj
est compose´e de seulement 10% d’entre´es non nulles, alors il y a de fortes chances
que la majorite´ des entre´es des me´langes de sources Xj provienne seulement d’une
source. Pour plus d’informations, on peut consulter Bronstein et coll. (2005).
Il y a plusieurs raisons pour lesquelles on souhaiterait retrouver une matrice
de transformation e´parse.
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Premie`rement, conside´rons le cas ou` la dimension p des donne´es est grande
et ou` les vraies valeurs de certaines entre´es de la matrice de transformation sont
nulles. Si on peut automatiquement cibler et mettre ces entre´es a` 0, alors le mode`le
devient beaucoup plus simple et l’estimation des parame`tres devient plus ﬁable.
Deuxie`mement, une matrice de transformation e´parse signiﬁe que les me´langes
de sources Xj sont une combinaison line´aire d’un plus petit ensemble de sources
inde´pendantes Sj. L’interpre´tation du mode`le d’ACI devient alors beaucoup moins
complique´e lorsque la matrice de transformation est e´parse.
Troisie`mement, la parcimonie de la matrice de transformation permet de
re´soudre le mode`le LiNGAM (mode`le acyclique, line´aire et non gaussien) de Shi-
mizu et coll. (2006). Dans le mode`le LiNGAM, les variables observe´es xi, i ∈
{1, . . . , n}, peuvent eˆtre arrange´es dans un ordre causal de fac¸on a` ce que chaque
variable ne de´pende que des variables pre´ce´dentes. Cet ordre causal est de´note´
par k(i). Le mode`le LiNGAM est de´ﬁni comme suit :
xi =
∑
k(j)<k(i)
bijxj + i + ci, (6.1.2)
ou` ci est un terme constant associe´ a` xi et ou` i repre´sente le bruit du mode`le. On
conside`re que les i sont des variables ale´atoires continues et inde´pendantes ayant
des distributions non gaussiennes de variances non nulles. De plus, on suppose
qu’on peut observer plusieurs vecteurs de donne´es x (comprenant les composantes
xi), ou` chacun d’entre eux ont les meˆmes coeﬃcients bij, les meˆmes constantes ci et
ou` les i sont e´chantillonne´es inde´pendamment a` partir des meˆmes distributions.
Le mode`le LiNGAM peut eˆtre re´e´crit sous la forme suivante, en conside´rant que
les variables observe´es xi sont pre´alablement centre´es :
x = Bx+ . (6.1.3)
Si on connaissait l’ordre causal k(i), alors la matrice B pourrait eˆtre permute´e de
fac¸on a` eˆtre triangulaire infe´rieure et a` avoir des 0 sur la diagonale. L’e´quation
(6.1.2) peut eˆtre re´solue par rapport a` x :
x = A, (6.1.4)
ou` A = (I − B)−1. Encore une fois, si on connaissait l’ordre causal, alors la
matrice A pourrait eˆtre permute´e de fac¸on a` eˆtre triangulaire infe´rieure. On
remarque que ce mode`le peut eˆtre traite´ avec l’ACI vu pre´ce´demment, puisque
les composantes de  sont inde´pendantes et proviennent de distributions non
gaussiennes. Cependant, si on sait que la matrice de me´langeA contient beaucoup
45
d’e´le´ments nuls, alors on pourrait utiliser cette information supple´mentaire aﬁn
d’augmenter la pre´cision de l’estimation de A. C’est pour cette raison que l’ACI
avec une matrice de transformation e´parse peut eˆtre utilise´e dans ce contexte.
6.2. Re´solution du proble`me d’ACI avec une matrice de
transformation e´parse
Selon Zhang et Chan (2006), sous certaines conditions faibles, les estimateurs
du maximum de vraisemblance sont asymptotiquement normaux. Ceci implique
que les pe´nalite´s mentionne´es au chapitre pre´ce´dent s’appliquent au mode`le de
re´gression line´aire tout comme ils s’appliquent aux mode`les pouvant s’exprimer
sous la forme de vraisemblance. Or, nous avons vu a` la section 4.2 que le proble`me
d’analyse en composantes inde´pendantes peut eˆtre re´solu a` l’aide du maximum de
vraisemblance. On peut alors utiliser une vraisemblance pe´nalise´e aﬁn de re´soudre
le proble`me d’ACI avec une matrice de transformation e´parse. Rappelons d’abord
la log-vraisemblance du mode`le d’ACI :
log L(x1, . . . , xn|A) =
n∑
i=1
p∑
j=1
log pSj(w
T
j xi) + n log | detW |. (6.2.1)
La parcimonie de la matrice de transformation, que ce soit A ou bien W ,
sera atteinte en pe´nalisant les entre´es de la matrice a` l’aide des pe´nalisations vues
au chapitre 5. Ici, la pe´nalisation se fera seulement sur la matrice de me´lange A.
Une pe´nalisation sur la matrice de se´paration W peut tre`s bien se faire de fac¸on
similaire. La log-vraisemblance pe´nalise´e est de la forme suivante :
lp(x1, . . . , xn|A) =
n∑
i=1
p∑
j=1
log pSj(w
T
j xi) + n log | detW |−
p∑
i,j=1
Pλ(aij), (6.2.2)
ou` Pλ(aij) est une fonction de pe´nalite´ qui de´pend de λ et qui peut eˆtre diﬀe´rente
pour chacun des coeﬃcients aij. Cette fonction de pe´nalite´ peut eˆtre, par exemple,
la pe´nalisation SCAD, la pe´nalisation LASSO (ou LASSO adaptatif), la pe´nalisation
elastic net (ou elastic net adaptatif) ou bien la pe´nalisation LASSO par groupe
(ou LASSO par groupe adaptatif).
Il est important de noter qu’en ACI avec une matrice de me´lange e´parse, la
densite´ des sources ne peut plus eˆtre estime´e par les deux familles de densite´
vues a` la section 4.2 puisque le terme de pe´nalisation n’est pas constant. Les
densite´s doivent alors eˆtre estime´es diﬀe´remment. Dans notre cas, nous utilisons
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l’estimation rapide de la densite´ par un noyau laplacien tel qu’utilise´ dans l’article
de Chen (2006).
De plus, dans le contexte d’ACI, le parame`tre λ ne peut pas eˆtre choisi a`
l’aide de la validation croise´e, car on connait seulement le vecteur contenant les
me´langes de sources X. Ainsi, l’erreur quadratique moyenne ne peut pas eˆtre
calcule´e. De ce fait, aucun indice ne nous permet de valider l’estimation de notre
mode`le.
Dans l’article de Zhang et Chan (2006), les auteurs utilisent les pe´nalisations
LASSO, SCAD et une forme ge´ne´ralise´e du SCAD. Ainsi, par exemple, la vrai-
semblance pe´nalise´e pour le LASSO est de la forme suivante :
lp(x1, . . . , xn|A) =
n∑
i=1
p∑
j=1
log pSj(w
T
j xi) + n log | detW |− λ
p∑
i,j=1
|aij|. (6.2.3)
Dans une des simulations de cet article, les auteurs ﬁxent le parame`tre λ de
fac¸on expe´rimentale. Par contre, lorsque les auteurs essaient d’estimer un mode`le
LiNGAM, ils choisissent le λ qui convient le mieux au mode`le LiNGAM. Pour y
arriver, les auteurs conside`rent une grille de valeurs pour λ et choisissent celui
qui ve´riﬁe le mieux l’hypothe`se du mode`le LiNGAM, c’est-a`-dire qu’il existe une
permutation telle queW soit triangulaire infe´rieure. Ils y parviennent en utilisant
l’algorithme B de Shimizu et coll. (2006).
Dans l’article de Zhang et coll. (2009), les auteurs utilisent plutoˆt la pe´nalisation
LASSO adaptatif avec γ = 1 (voir l’e´quation 5.3.2). La vraisemblance pe´nalise´e
du mode`le d’ACI devient alors :
lp(x1, . . . , xn|A) =
n∑
i=1
p∑
j=1
log pSj(w
T
j xi) + n log | detW |− λ
p∑
i,j=1
|aij|
|a^ij|
, (6.2.4)
ou` a^ij correspond a` l’e´le´ment (i, j) de la matrice A^. Cette matrice est un esti-
mateur
√
n-convergent de A et est habituellement l’estimateur du maximum de
vraisemblance. Dans leur article, les auteurs ﬁxent λ = λBIC =
1
2
log(n), ou` λBIC
correspond au λ qui eﬀectuerait une se´lection de variables semblable au crite`re
BIC (Bayesian information criterion).
6.3. Me´thode d’ACI avec une matrice de me´lange e´parse
base´e sur le LASSO par groupe adaptatif
Dans cette section, nous proposons une nouvelle me´thode d’ACI avec une
matrice de me´lange e´parse. Cette me´thode pe´nalise les coeﬃcients groupe´s de la
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matrice de me´lange A avec des poids adaptatifs. Nous avons des raisons de croire
que dans certaines applications, le LASSO par groupe adaptatif peut grandement
faciliter l’interpre´tation du mode`le d’ACI. De plus, tel que vu au chapitre 5, le
LASSO par groupe adaptatif posse`de les proprie´te´s oracles d’une bonne fonction
de pe´nalite´. Ainsi, l’estimation des coeﬃcients groupe´s signiﬁcativement diﬀe´rents
de 0 demeure sans biais. De plus, si nous avons des raisons de croire que certains
coeﬃcients groupe´s de la matrice de me´lange sont nuls, alors la pre´cision de
l’estimation A ne peut qu’eˆtre ame´liore´e.
Avant d’expliquer la me´thode plus en de´tails, il est important de de´ﬁnir la
disposition des coeﬃcients groupe´s au sein de la matrice de me´lange A. On se
rappelle que le mode`le de ge´ne´ration de donne´es suppose´ en ACI peut eˆtre e´crit
en fonction des vecteurs colonnes aj de la matrice de me´lange A :
X = AS =
p∑
j=1
ajSj. (6.3.1)
Dans cette e´criture, on voit bien que la je source inﬂuence les me´langes de sources
X a` travers l’intensite´ des coeﬃcients contenus dans le vecteur colonne aj =
(a1j, . . . , apj)
T. Dans certaines applications, chacun des vecteurs colonnes aj peut
eˆtre de´coupe´ en m composantes aj = (a
T
1j, . . . ,a
T
mj)
T, ou` aij = (aij1, . . . , aijdi)
T ∈
Rdi . Chacun des vecteurs colonnes est de´coupe´ de la meˆme fac¸on, c’est-a`-dire que
la taille di de la composante (i, j) est la meˆme pour chaque vecteur colonne. On
note que
∑m
i=1 di = p.
La log-vraisemblance du mode`le d’ACI avec la pe´nalisation LASSO par groupe
adaptatif est de la forme suivante :
lp(x1, . . . , xn|A) =
n∑
i=1
p∑
j=1
log pSj(w
T
j xi)+log | detW |−λ
m∑
i=1
p∑
j=1
‖aij‖2
‖a^ij‖γ2
. (6.3.2)
ou` a^ij repre´sente le vecteur contenant le groupe (i, j) de coeﬃcients de la matrice
A^, qui est habituellement l’estimateur du maximum de vraisemblance. L’esti-
mateur de A que nous proposons, note´ A^LGA, est celui qui maximise l’e´quation
(6.3.2) :
A^LGA = argmaxA
{
n∑
i=1
p∑
j=1
log pSj(w
T
j xi) + log | detW |− λ
m∑
i=1
p∑
j=1
‖aij‖2
‖a^ij‖γ2
}
.
(6.3.3)
Il est important de noter que la disposition des groupes doit eˆtre telle que
de´ﬁnie pre´ce´demment. En eﬀet, l’ambiguite´ 2 mentionne´e a` la section 1.5 stipule
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qu’on ne peut pas de´terminer l’ordre des composantes inde´pendantes. En d’autres
mots, ceci est e´quivalent a` dire qu’on ne peut pas de´terminer l’ordre des colonnes
de la matrice de me´lange A. Ainsi, si on veut que l’estimateur du maximum de
vraisemblance A^ corresponde a` la matrice A qui maximise l’e´quation (6.3.2),
alors les groupes doivent eˆtre de´ﬁnis au sein des colonnes de A et non entre
celles-ci. Dans notre cas, nous utilisons λ = λBIC =
1
2
log(n) tel que propose´ par
Zhang et coll. (2009) et nous ﬁxons γ = 2.
Aﬁn d’e´viter l’ambiguite´ de l’amplitude des sources, il y a deux solutions
possibles. Premie`rement, on peut standardiser les composantes inde´pendantes Yj
apre`s chaque ite´ration de fac¸on a` ce que E{Y2j } = 1. Deuxie`mement, on peut
eﬀectuer le blanchiment des donne´es suivant
Z = VX = VAS = A˜S, (6.3.4)
ou` V correspond a` la matrice de blanchiment. Puis, parmi les matrices orthogo-
nales, on cherche la matrice A˜ qui maximise l’e´quation suivante :
lp(z1, . . . , zn|A˜) =
n∑
i=1
p∑
j=1
log pSj(w˜
T
j zi)+log | detW˜ |−λ
m∑
i=1
p∑
j=1
‖aij‖2
‖a^ij‖γ2
, (6.3.5)
ou` W˜ = A˜−1 et ou` A = V−1A˜. Il est important de noter que l’hypothe`se
de parcimonie est faite sur la matrice de me´lange A. Ainsi, peut importe le
changement de variables eﬀectue´, la pe´nalisation doit toujours se faire sur la
matrice de me´lange A.
Chapitre 7
APPLICATION DE L’ACI AVEC UNE
MATRICE DE ME´LANGE E´PARSE PAR LE
LASSO PAR GROUPE ADAPTATIF
7.1. Imagerie par re´sonance magne´tique (IRM)
L’analyse en composantes inde´pendantes est beaucoup applique´e en imagerie
ce´re´brale, notamment en imagerie par re´sonance magne´tique (IRM). L’IRM per-
met de de´tecter les variations du taux d’oxyge`ne sanguin du cerveau d’un sujet se
trouvant a` l’inte´rieur d’un appareil d’IRM, en re´ponse a` divers stimuli ou taˆches
cognitives. L’objectif principal de l’IRM est d’explorer, de fac¸on reproductible,
les re´seaux corticaux implique´s dans des taˆches de stimulation pre´de´ﬁnies. Les
donne´es re´sultant d’expe´riences d’IRM sont en ge´ne´ral une repre´sentation 3D du
cerveau d’un sujet a` diﬀe´rents temps, ou` chacun des voxels repre´sente le taux
d’oxyge`ne sanguin du cerveau du sujet en question. Les donne´es 3D sont tout
d’abord « de´roule´es » de fac¸on a` obtenir, a` chaque temps, un vecteur contenant
tous les voxels du cerveau.
7.2. Mode`le d’ACI dans le contexte d’IRM
Aﬁn de retrouver le stimulus de l’expe´rience en question a` partir des donne´es
obtenues par IRM, on eﬀectue une analyse en composantes inde´pendantes (ACI).
Pour ce faire, on suppose que la mesure d’un voxel a` un temps donne´ est une
combinaison line´aire de certaines sources que l’on peut retrouver dans le corps
humain, notamment le stimulus de l’expe´rience, les battements du coeur ainsi
que la respiration. On suppose aussi que les sources, a` un temps donne´, sont
inde´pendantes et proviennent de lois non gaussiennes. Dans cas-ci, n repre´sente le
nombre d’observations par voxel, p repre´sente le nombre de sources et q repre´sente
le nombre de voxels. Les voxels a` chaque temps sont regroupe´s en lignes dans la
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matrice d’observations X : n × q. On peut alors exprimer les voxels en fonction
des sources selon le mode`le d’ACI :
X T = AST, (7.2.1)
ou` A : q × p est la matrice de me´lange et ou` S : n × p est la matrice conte-
nant les observations des sources. On remarque que, contrairement a` ce qui a
e´te´ vu pre´ce´demment, la matrice de me´lange n’est pas carre´e. Or, une alterna-
tive est d’eﬀectuer pre´alablement une analyse en composantes principales et de
se´lectionner seulement les p premie`res composantes. Ceci est e´quivalent a` eﬀec-
tuer le blanchiment des donne´es en ne conside´rant que les p premie`res lignes de
la matrice de blanchiment de l’e´quation (3.2.2), soit V = D−1/2ET : q × q. On
note V˜ : p× q la matrice V tronque´e. Le mode`le devient alors
ZT = V˜X T = V˜AST = A˜ST. (7.2.2)
On remarque que la nouvelle matrice de me´lange A˜ = V˜A est de´sormais carre´e
p×p. Ainsi, on obtient un mode`le d’ACI tel que vu pre´ce´demment. On peut alors
re´soudre le proble`me d’ACI a` l’aide de l’estimateur du maximum de vraisemblance
par exemple.
7.3. Hypothe`se de parcimonie et structure de la matrice
de me´lange
Dans ce contexte, il est cense´ de croire que certaines sources ne se retrouvent
que dans certaines parties du cerveau. Par exemple, si le stimulus de l’expe´rience
est de type visuel, alors on s’attend a` ce qu’il se retrouve principalement dans le
cortex visuel du cerveau. Les diﬀe´rentes structures ce´re´brales peuvent eˆtre loca-
lise´es a` l’aide du re´fe´rentiel de Talairach. Ce dernier est un syste`me de coordonne´es
permettant de repe´rer la position de n’importe quel point dans le cerveau d’un in-
dividu quelconque en re´fe´rence a` un atlas publie´ par les me´decins Jean Talairach
et Pierre Tournoux.
A` l’aide du re´fe´rentiel de Talairach, les voxels de la repre´sentation 3D du
cerveau peuvent eˆtre regroupe´s en m structures ce´re´brales. Ceci est e´quivalent
a` dire que chaque colonne de la matrice de me´lange A contenant les voxels du
cerveau peut eˆtre groupe´e en m groupes, ou` chacun d’entre eux repre´sente une
structure ce´re´brale. Ainsi, il est maintenant aise´ d’eﬀectuer l’ACI avec une matrice
de me´lange e´parse obtenue par le LASSO par groupe adaptatif. On n’a qu’a` choisir
la matrice A˜ maximisant la vraisemblance sous la contrainte de parcimonie au
sein des groupes de la matrice de me´lange A, c’est-a`-dire a` choisir A˜ maximisant
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l’e´quation (6.3.5). On note que la matrice V n’est pas carre´e, elle n’est donc pas
inversible. Dans ce cas, on exprime la matrice A a` l’aide de la matrice pseudo-
inverse de V tel que A = V+A˜, ou` V+ est la matrice inverse de Moore-Penrose.
7.4. Simulations
Dans cette section, nous allons inspecter par simulation la performance de la
nouvelle me´thode d’ACI que nous avons propose´e, soit la me´thode base´e sur le
LASSO par groupe adaptatif. La proce´dure de simulation des jeux de donne´es est
sensiblement la meˆme que celle propose´e par Zhang et Chan (2006), a` quelques
exceptions pre`s.
Simulation #1
Tout d’abord, nous appliquons la me´thode propose´e sur un petit jeu de donne´es
aﬁn de constater qu’elle simpliﬁe grandement l’interpre´tation du mode`le en re´dui-
sant les coeﬃcients groupe´s non signiﬁcatifs vers 0. Dans cette simulation, on ﬁxe
p = 5 sources, q = 20 voxels et n = 200 observations par voxel. Ceci implique que
la matrice de me´lange A est de taille 20× 5. Chaque colonne de A est divise´e en
m = 5 groupes, chacun de taille pi = 4, i = 1, . . . ,m. La matrice A a e´te´ ﬁxe´e de
la fac¸on suivante : tous les coeﬃcients de certains groupes choisis ale´atoirement
sont mis a` 0 alors que les coeﬃcients des autres groupes sont ge´ne´re´s a` partir
d’une loi Uniforme(0.1, 1). Les sources Sj, j = 1, . . . , 5, sont simule´es a` partir de
lois gaussiennes que nous avons e´leve´es a` une puissance se situant ale´atoirement
entre 1.5 et 2. La variance de chacune des sources est choisie ale´atoirement entre
0.2 et 1. Enﬁn, les observations sont ge´ne´re´es a` partir du mode`le X = AS. Le but
est principalement d’estimer la matrice de me´lange A a` partir de X seulement.
Les re´sultats sont aﬃche´s a` la table 7.1, ou` A^MV repre´sente l’estimation du
maximum de vraisemblance et ou` A^LGA repre´sente l’estimation du maximum de
la vraisemblance pe´nalise´e par le LASSO par groupe adaptatif. Les colonnes de
chaque matrice ont d’abord e´te´ divise´es par le maximum absolu de la colonne
correspondante. Puis, les colonnes des matrices de A^MV et de A^LGA ont e´te´
permute´es de fac¸on a` correspondre aux colonnes de la matrice A. On remarque
que la matrice A^LGA est quasi identique a`A. En eﬀet, les coeﬃcients groupe´s non
signiﬁcatifs ont bel et bien e´te´ re´duits a` 0, excepte´ certains coeﬃcients d’amplitude
0.01 dans le deuxie`me groupe de la deuxie`me colonne. Meˆme les coeﬃcients du
dernier groupe de la 5e colonne ont e´te´ mis a` 0, dans lequel un des coeﬃcients
avait une amplitude de 0.140 dans la matrice A^MV .
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Table 7.1. Re´sultats de la simulation #1. A` gauche, on retrouve
la matrice de me´lange, au centre, l’estimation par maximum de
vraisemblance (MV) et a` droite, l’estimation par maximum de la
vraisemblance pe´nalise´e par le LASSO par groupe adaptatif (LGA).
A A^MV A^LGA
0.950 0.000 0.000 0.000 0.549 0.949 -0.001 -0.042 -0.115 0.513 0.953 0.000 0.000 0.000 0.549
0.624 0.000 0.000 0.000 0.301 0.624 0.000 -0.027 -0.073 0.283 0.626 0.000 0.000 0.000 0.301
0.908 0.000 0.000 0.000 0.712 0.906 -0.006 -0.042 -0.117 0.664 0.911 0.000 0.000 0.000 0.712
0.322 0.000 0.000 0.000 0.740 0.319 -0.014 -0.019 -0.061 0.685 0.323 0.000 0.000 0.000 0.740
0.289 0.000 0.475 0.337 0.170 0.296 0.010 0.485 0.316 0.174 0.296 0.000 0.478 0.337 0.151
0.971 0.000 0.272 0.996 0.914 0.990 0.012 0.244 0.944 0.852 0.995 -0.001 0.277 0.996 0.860
0.817 0.000 0.968 0.708 0.503 0.830 0.021 0.978 0.638 0.501 0.832 0.001 0.973 0.708 0.465
0.253 0.000 0.956 1.000 0.805 0.271 0.012 0.988 1.000 0.772 0.273 0.000 0.963 1.000 0.750
0.000 0.000 0.000 0.000 0.505 -0.003 -0.012 -0.004 -0.020 0.466 0.000 0.000 0.000 0.000 0.505
0.000 0.000 0.000 0.000 0.931 -0.005 -0.022 -0.008 -0.037 0.859 0.000 0.000 0.000 0.000 0.931
0.000 0.000 0.000 0.000 1.000 -0.005 -0.024 -0.009 -0.039 0.922 0.000 0.000 0.000 0.000 1.000
0.000 0.000 0.000 0.000 0.824 -0.004 -0.020 -0.007 -0.032 0.760 0.000 0.000 0.000 0.000 0.824
0.813 0.536 0.314 0.139 0.865 0.812 0.521 0.287 0.031 0.885 0.817 0.536 0.312 0.139 0.858
0.725 0.360 0.859 0.933 0.365 0.744 0.380 0.870 0.904 0.413 0.744 0.360 0.864 0.933 0.314
0.675 1.000 0.456 0.420 0.107 0.684 1.000 0.448 0.379 0.248 0.683 1.000 0.453 0.420 0.084
0.883 0.584 1.000 0.232 0.955 0.882 0.575 1.000 0.099 1.000 0.886 0.585 1.000 0.232 0.943
1.000 0.380 0.821 0.000 0.000 1.000 0.393 0.816 -0.123 0.088 1.000 0.382 0.821 0.000 0.000
0.729 0.893 0.486 0.000 0.000 0.729 0.890 0.475 -0.081 0.140 0.729 0.893 0.482 0.000 0.000
0.768 0.333 0.180 0.000 0.000 0.769 0.338 0.156 -0.079 0.056 0.770 0.333 0.178 0.000 0.000
0.254 0.217 0.937 0.000 0.000 0.252 0.224 0.967 -0.055 0.066 0.251 0.219 0.938 0.000 0.000
Simulation #2
La me´thode propose´e est maintenant eﬀectue´e sur un jeu de donne´es plus
repre´sentatif de donne´es pouvant provenir d’une expe´rience par IRM. Dans cette
simulation, on ﬁxe p = 10 sources, q = 1000 voxels et n = 500 observations par
voxels. De plus, chaque colonne de A est divise´e en m = 100 groupes, chacun
de taille pi = 10, i = 1, . . . ,m. La matrice A est simule´e une seule fois selon la
proce´dure de la simulation pre´ce´dente. Puis, les sources Sj sont eux aussi simule´es
selon la proce´dure de la simulation pre´ce´dente et cette proce´dure est reproduite
lors de B = 100 essais diﬀe´rents. A` chaque essai, on mesure l’erreur Frobenius
au carre´ entre les sources et les composantes inde´pendantes de meˆme que l’er-
reur Amari. L’erreur quadratique moyenne entre les sources et les composantes
inde´pendantes est de´ﬁnie de la fac¸on suivante :
EQM(Y;S) = E
{
(dF (Y;S))
2
}
= E
{
n∑
i=1
p∑
j=1
(Yij − Sij)
2
}
, (7.4.1)
ou` dF (Y;S) repre´sente l’erreur Frobenius entre les matrices Y et S. En pratique,
l’erreur quadratique moyenne est calcule´e comme suit :
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ÊQM(Y;S) =
1
B
B∑
b=1
(
d
(b)
F
(
Y (b);S(b)
))2
=
1
B
B∑
b=1
n∑
i=1
p∑
j=1
(
Y (b)ij − S(b)ij
)2
,
(7.4.2)
ou` d
(b)
F
(
Y (b);S(b)
)
repre´sente l’erreur Frobenius du bie`me essai calcule´e entre
les matrices Y (b) et S(b). Note : les composantes inde´pendantes sont d’abord
permute´es de fac¸on a` correspondre aux sources, puis les sources et les composantes
inde´pendantes sont transforme´es de fac¸on a` ce qu’elles soient comprises dans
l’intervalle [−1, 1]. L’erreur Amari (EA) a e´te´ propose´e par Amari et coll. (1996)
et se calcule a` l’aide de l’e´quation suivante :
EA(W^ ; A˜) = 1
2p(p− 1)
[
p∑
i=1
(
p∑
j=1
|rij|
maxk |rik|
− 1
)
+
p∑
j=1
(
p∑
i=1
|rij|
maxk |rkj|
− 1
)]
,
(7.4.3)
ou` W^ est l’estimation de W˜ = A˜−1 et ou` rij est l’e´le´ment (i, j) de la matrice
R = W^A˜. Avant de mesurer l’erreur Amari, on normalise d’abord chaque ligne
des matrices W^ et A˜ puis, on s’assure que la plus grande valeur absolue de chaque
ligne soit de signe positif. L’erreur Amari est une sorte de distance entre la matrice
R et la matrice identite´. Plus l’erreur Amari est petite, plus l’estimation de la
matrice W˜ est pre´cise.
Lors de la simulation #2, nous avons pu constater que l’algorithme du maxi-
mum de vraisemblance n’a pas converge´ 3 fois parmi les 100 essais, car la vraisem-
blance e´value´e en A^ e´tait moins e´leve´e que la vraisemblance e´value´e en A. Ces
essais n’ont donc pas e´te´ conside´re´s dans les re´sultats qui sont aﬃche´s a` la ﬁgure
7.1 et a` la table 7.2. La ﬁgure 7.1 montre les boxplots repre´sentant les erreurs Fro-
benius au carre´ et les erreurs Amari du maximum de vraisemblance, du LASSO
adaptatif et du LASSO par groupe adaptatif. On remarque que les erreurs Frobe-
nius au carre´ ainsi que les erreurs Amari de la me´thode propose´e sont nettement
infe´rieures a` celles du maximum de vraisemblance et du LASSO adaptatif. En ef-
fet, on voit bien a` la table 7.2 que les EQM calcule´es selon les diﬀe´rentes me´thodes
d’ACI sont signiﬁcativement diﬀe´rentes puisque les intervalles de conﬁance ne se
croisent pas. Donc, on peut conclure que la me´thode propose´e ame´liore signiﬁca-
tivement la pre´cision de l’estimation des sources lorsque la matrice de me´lange
est e´parse par groupe. De la meˆme fac¸on, on constate que la moyenne des er-
reurs Amari du LASSO par groupe adaptatif est signiﬁcativement infe´rieure a` la
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Figure 7.1. Re´sultats de la simulation #2. Boxplots repre´sentant
les erreurs Frobenius au carre´ et les erreurs Amari du maximum de
vraisemblance (MV), du LASSO adaptatif (LA) et du LASSO par
groupe adaptatif (LGA).
Table 7.2. Re´sultats de la simulation #2. Intervalles de conﬁance
95% de l’EQM et de la vraie moyenne des erreurs Amari×1000 du
maximum de vraisemblance (MV), du LASSO adaptatif (LA) et du
LASSO par groupe adaptatif (LGA).
Moyenne Erreur standard IC95%
dF (YMV;S)2 1.286 0.071 [1.148, 1.425]
dF (YLA;S)2 0.772 0.052 [0.671, 0.873]
dF (YLGA;S)2 0.282 0.029 [0.225, 0.339]
EA(W^MV; A˜) 13.289 0.258 [12.784, 13.794]
EA(W^LA; A˜) 8.134 0.217 [7.708, 8.559]
EA(W^LGA; A˜) 2.122 0.142 [1.849, 2.400]
moyenne des erreurs Amari du maximum de vraisemblance et du LASSO adap-
tatif. Donc, on peut conclure que la me´thode propose´e ame´liore signiﬁcativement
la pre´cision de la matrice de me´lange carre´e du mode`le d’ACI lorsque la matrice
de me´lange est e´parse par groupe.
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Figure 7.2. Re´sultats de la simulation #2. Boxplots repre´sentant
les erreurs Frobenius au carre´ et les erreurs Amari de l’algorithme
FastICA. Une erreur Frobenius de 59.16 n’a pas e´te´ aﬃche´e sur le
boxplot de gauche.
Les mode`les d’ACI ge´ne´re´s lors de la simulation #2 ont aussi e´te´ re´solus
a` l’aide de l’algorithme FastICA. Cet algorithme est tre`s populaire en ACI et
se retrouve notamment dans Hyva¨rinen et coll. (2001). Cet algorithme maxi-
mise une des mesures de non gaussianite´ mentionne´es a` l’e´quation (2.7.4). Dans
notre cas, nous avons utilise´ la premie`re fonction avec une orthogonalisation pa-
ralle`le. A` titre informatif, la me´diane des erreurs Frobenius au carre´ et des erreurs
Amari×1000 obtenues par l’algorithme FastICA sont respectivement de 4.61 et
de 30.44. Les boxplots de ces erreurs sont montre´s a` la ﬁgure 7.2. On remarque
que les me´thodes d’ACI utilise´es a` la ﬁgure 7.1 sont nettement plus eﬃcaces que
l’algorithme FastICA si on se ﬁe a` l’e´chelle des boxplots.

Chapitre 8
CONCLUSION
Dans ce me´moire, nous avons revu les notions de base de l’analyse en compo-
santes inde´pendantes, notamment la the´orie de l’information, l’analyse en com-
posantes principales et le blanchiment des donne´es. Nous avons de´crit et explique´
les me´thodes d’ACI classiques telles que l’ACI par maximisation de la non nor-
malite´, l’ACI par maximum de vraisemblance ainsi que l’ACI par minimisation
de l’information mutuelle. Ensuite, nous avons vu certaines pe´nalisations dans un
contexte de re´gression line´aire dont certaines ont e´te´ applique´es dans un contexte
d’analyse en composantes inde´pendantes avec une matrice de me´lange e´parse.
Nous avons propose´ une nouvelle me´thode base´e sur le LASSO par groupe
adaptatif aﬁn de re´soudre le proble`me d’analyse en composantes inde´pendantes
avec une matrice de me´lange e´parse par groupe. Nous avons explique´ que cette
nouvelle me´thode peut avoir des applications en imagerie ce´re´brale, plus pre´ci-
se´ment en imagerie par re´sonance magne´tique. Nous avons de´montre´ par une
simulation que l’ACI par maximum de la vraisemblance pe´nalise´e par le LASSO
par groupe adaptatif simpliﬁe grandement l’interpre´tation du mode`le en re´duisant
vers ze´ro les groupes de coeﬃcients non-signiﬁcatifs au sein de la matrice de
me´lange. De plus, nous avons montre´ que la pre´cision de la me´thode propose´e est
nettement supe´rieure a` celle du maximum de la vraisemblance pe´nalise´e par le
LASSO adaptatif.
Au cours de la simulation #2 de ce me´moire, un des proble`mes que nous avons
rencontre´ est la non convergence de certains essais. Aﬁn de re´soudre ce proble`me,
il serait inte´ressant de conside´rer des algorithmes plus sophistique´s lors de futures
recherches.
Dans de futurs travaux, on pourrait envisager une pe´nalisation LASSO par
groupe adaptatif dans laquelle la pe´nalisation se fait aussi au sein des groupes.
Ce serait un me´lange du LASSO adaptatif et du LASSO par groupe adaptatif.
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Il serait aussi inte´ressant de conside´rer une re´gression line´aire dont la dis-
tribution des erreurs est non gaussienne. Dans ce cas, on pourrait envisager
une re´gression line´aire robuste en maximisant une approximation robuste de la
ne´guentropie des re´sidus.
Finalement, il serait bien d’essayer la me´thode d’ACI propose´e sur un jeu de
donne´es re´elles provenant d’une expe´rience d’IRM. Dans le cas ou` l’on essaie de
retrouver le stimulus de l’expe´rience, on s’attend a` ce que celui-ci soit bien visible
dans quelques structures ce´re´brales et qu’il soit invisible dans les autres structures
du cerveau.
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Annexe A
CODES R
A.1. Fonctions utiles
A.1.1. Fonction ordre
La fonction ordre trouve la permutation et le signe des composantes inde´pendantes
correspondant le mieux aux sources.
1 ordre <− f unc t i on (p , y , s ){
d i s t anc e <− matrix ( rep (0 ,2∗pˆ2) , nrow=p )
3 ymoins <− −y
5 #Transforme l e s v a r i a b l e s en 0−1
f o r ( i in 1 : p )
7 {
s [ i , ] <− s [ i , ] ∗ 2 / (max( s [ i , ] ) −min( s [ i , ] ) )
9 s [ i , ] <− s [ i , ] −max( s [ i , ] )+1
y [ i , ] <− y [ i , ] ∗ 2 / (max(y [ i , ] ) −min(y [ i , ] ) )
11 y [ i , ] <− y [ i , ]−max(y [ i , ] )+1
ymoins [ i , ] <− ymoins [ i , ] ∗ 2 / (max( ymoins [ i , ] ) −min( ymoins [ i , ] ) )
13 ymoins [ i , ] <− ymoins [ i , ]−max( ymoins [ i , ] )+1
}
15
#On c a l c u l e toute s l e s d i s t an c e s p o s s i b l e s
17 f o r ( i in 1 : p){
f o r ( j in 1 : p ){
19 d i s t anc e [ i , j ] <− sum( abs ( s [ i , ] − y [ j , ] ) )
d i s t anc e [ i , j+p ] <− sum( abs ( s [ i , ] − ymoins [ j , ] ) )
21 }}
23 p . i nd i c e <− 1 : p
i nd i c e <− 1 : ( 2∗p)
25 po s i t i o n <− matrix ( rep (0 ,2∗p ) , nrow= p )
27 f o r ( k in 1 : p ){
#On regarde l a mesure qui correspond a l a p lus p e t i t e des mesures r e s t an t e s
A-ii
29 f o r ( i in p . i n d i c e ) {
f o r ( j in i nd i c e ) {
31 i f ( d i s t anc e [ i , j ] == min ( d i s t anc e [ i , i n d i c e ] ) )
{
33 i f ( j <= p ) po s i t i o n [ i , ] <− c ( j , 1 )
i f ( j > p ) po s i t i o n [ i , ] <− c ( j−p , −1)
35 }}}
37 #On en l eve l ’ i n d i c e qui correspond a l a p lus p e t i t e
miny <− rep (0 ,2∗p)
39 minTot <− min( d i s t anc e [ p . ind i c e , i n d i c e ] )
f o r ( i in 1 : p ){
41 i f (min ( d i s t anc e [ i , i n d i c e ])==minTot ) p . i n d i c e <− p . i nd i c e [ p . i n d i c e != i ]
}
43 f o r ( i in i nd i c e ) {
i f (min ( d i s t anc e [ , i ])==minTot ){ i n d i c e <− i n d i c e [ i n d i c e != i ]
45 i f ( i <=p ) {
i n d i c e <− i n d i c e [ i n d i c e !=( i+p ) ]
47 } e l s e {
i n d i c e <− i n d i c e [ i n d i c e !=( i−p ) ]
49 }}}}
51 #On change l ’ o rdre du y i n i t i a l e t on mu l t i p l i e par l e s i gne correspondant
y . r e s <− y [ p o s i t i o n [ , 1 ] , ]
53 f o r ( i in 1 : p) {
y . r e s [ i , ] <− y . r e s [ i , ] ∗ po s i t i o n [ i , 2 ]
55 }
r e turn ( l i s t ( y=y . res , s=s , p o s i t i o n=po s i t i o n ) )
57 }
A.1.2. Fonction MSE
La fonctionMSE retourne l’erreur Frobenius entre les composantes inde´pendantes
et les sources.
1 MSE <− f unc t i on (p , x , W, s )
{
3 y <− W %∗% x
y . r e s <− ordre (p , y , s ) $y
5 s . r e s <− ordre (p , y , s ) $s
MSE <− sum( ( y . r e s − s . r e s )ˆ2)
7 re turn (MSE)
}
A.1.3. Fonction mesure
La fonction mesure standardise les matrices A et A^, puis permute et ajuste
le signe des colonnes de A^ de fac¸on a` correspondre a` A.
A-iii
mesure <− f unc t i on (p , A, Achapeau , po s i t i on , group ){
2 f o r ( i in 1 : p ){
A[ , i ] <− A[ , i ] / max( abs (A[ , i ] ) )
4 Achapeau [ , i ] <− Achapeau [ , i ] / max( abs (Achapeau [ , i ] ) )
}
6 Achapeau <− Achapeau [ , p o s i t i o n [ , 1 ] ]
f o r ( i in 1 : p ){
8 Achapeau [ , i ] <− Achapeau [ , i ] ∗ po s i t i o n [ i , 2 ]
}
10 re turn ( l i s t (A=A, Achapeau=Achapeau ) )
}
A.1.4. Fonction vraisemblance
La fonction vraisemblance retourne la valeur de la log-vraisemblance de l’e´quation
(4.2.4) e´value´e en une certaine matrice de se´paration W˜ .
1
vra i semblance <− f unc t i on (n , p , x , Wstar ){
3 W <− matrix (Wstar , p )
y <− W %∗% x
5 f o r ( i in 1 : p )
{
7 y [ i , ] <− s o r t ( y [ i , ] )
}
9 h <− rep (0 , p )
f o r ( i in 1 : p )
11 {
h [ i ] <− 0 . 6∗ ( var ( y [ i , ] ) ) ˆ ( 1 / 2 ) ∗ nˆ(−1/5)
13 }
tmoins <− matrix ( rep (0 , n∗p ) , nrow=p)
15 tp lu s <− matrix ( rep (0 , n∗p ) , nrow=p)
17 f o r ( i in 1 : p ){
tmoins [ i , 1 ] <− exp (y [ i , 1 ] / h [ i ] )
19 tp lu s [ i , n ] <− 0
f o r ( j in 2 : n ){
21 tmoins [ i , j ] <− tmoins [ i , j −1] + exp ( y [ i , j ] / h [ i ] )
tp lu s [ i , n− j +1] <− tp lu s [ i , n− j +2] + exp ( −y [ i , n− j +2]/h [ i ] )
23 }}
25 logp <− matrix ( rep (0 , p∗n ) , p )
f o r ( i in 1 : p ){
27 f o r ( j in 1 : n ){
logp [ i , j ] <− l og ( 1/(2∗n∗h [ i ] ) ∗ ( tmoins [ i , j ]∗ exp(− y [ i , j ] / h [ i ] ) +
29 tp lu s [ i , j ]∗ exp (y [ i , j ] / h [ i ] ) ) )
}}
31 vary <− rep (0 , p )
f o r ( i in 1 : p ){
A-iv
33 vary [ i ] <− 1/n∗sum(y [ i , ] ˆ 2 )
}
35 vra i semblance <− sum( logp ) + n∗ l og ( abs ( det (W) ) ) − sum( ( vary − 1)ˆ2)
re turn (−vra i semblance )
37 }
A.1.5. Fonction vrai.deriv
La fonction vrai.deriv retourne la de´rive´e de la fonction vraisemblance par
rapport a` W˜ .
1
v ra i . d e r i v <− f unc t i on (n , p , x ,W){
3 W <− matrix (W, p)
y <− W %∗% x
5 ordre <− matrix ( rep (0 , n∗p ) , p )
f o r ( i in 1 : p ){
7 ordre [ i , ] <− order ( y [ i , ] )
}
9 f o r ( i in 1 : p ) y [ i , ] <− s o r t ( y [ i , ] )
h <− rep (0 , p )
11 f o r ( i in 1 : p ) h [ i ] <− 0 . 6∗ ( var ( y [ i , ] ) ) ˆ ( 1 / 2 ) ∗ nˆ(−1/5)
h . de r i v <− matrix ( rep (0 , p∗p ) , p )
13 var . de r i v <− matrix ( rep (0 , p∗p ) , p )
15 f o r ( i in 1 : p ){
f o r ( m in 1 : p ){
17 h . de r i v [ i ,m] <− ( 0 . 6 ∗ nˆ(−1/5) / 2 ∗ var (y [ i , ] ) ˆ ( −1/2) ∗ (2/(n−1) ∗ sum( t (W[ i , ] ) %∗%
(x [ , ordre [ i , ] ] ) [ , 1 : n ]∗ ( x [ , o rdre [ i , ] ] ) [ m, 1 : n ] ) ) )
19 var . de r i v [ i ,m] <− −4/n∗(mean(y [ i , ] ˆ2) −1)∗ sum(y [ i , ] ∗ ( x [ , o rdre [ i , ] ] ) [ m, ] )
}}
21
tmoins <− matrix ( rep (0 , n∗p ) , nrow=p)
23 tp lu s <− matrix ( rep (0 , n∗p ) , nrow=p)
tmoins . de r i v <− matrix ( rep (0 , n∗p ) , nrow=p)
25 tp lu s . d e r i v <− matrix ( rep (0 , n∗p ) , nrow=p)
27 f o r ( i in 1 : p ){
tmoins [ i , 1 ] <− exp (y [ i , 1 ] / h [ i ] )
29 tp lu s [ i , n ] <− 0
f o r ( j in 2 : n ){
31 tmoins [ i , j ] <− tmoins [ i , j −1] + exp ( y [ i , j ] / h [ i ] )
tp lu s [ i , n− j +1] <− tp lu s [ i , n− j +2] + exp ( −y [ i , n− j +2]/h [ i ] )
33 }}
35 v ra i . d e r i v <− matrix ( rep (0 , p∗p ) , p )
f o r ( i in 1 : p ){
37 f o r ( m in 1 : p ){
tmoins . de r i v [ i , 1 ] <− exp (y [ i , 1 ] / h [ i ] ) ∗ ( ( x [ , o rdre [ i , ] ] ) [ m, 1 ] ∗ h [ i ]
A-v
39 − y [ i , 1 ] ∗ h . de r i v [ i ,m] ) / h [ i ] ˆ2
tp lu s . d e r i v [ i , n ] <− 0
41 f o r ( l in 2 : n ) {
tmoins . de r i v [ i , l ] <− tmoins . de r i v [ i , l −1] + exp (y [ i , l ] / h [ i ] ) ∗
43 ( ( x [ , ordre [ i , ] ] ) [ m, l ]∗h [ i ] − y [ i , l ]∗h . de r i v [ i ,m] )/h [ i ] ˆ2
tp lu s . d e r i v [ i , n− l +1] <− tp lu s . d e r i v [ i , n− l +2] + exp(−y [ i , n− l +2]/h [ i ] ) ∗
45 −( ( x [ , o rdre [ i , ] ] ) [ m, n− l +2]∗h [ i ] − y [ i , n− l +2]∗h . de r i v [ i ,m] ) / h [ i ] ˆ2
}
47 f o r ( j in 1 : n ) {
dens i t epr ime <− 1/(2∗n )∗ ( h [ i ]∗
49 ( tmoins . de r i v [ i , j ]∗ exp(−y [ i , j ] / h [ i ] ) +
tmoins [ i , j ]∗ exp(−y [ i , j ] / h [ i ] )∗−( ( x [ , o rdre [ i , ] ] ) [ m, j ]∗h [ i ] −
51 y [ i , j ]∗h . de r i v [ i ,m] )/h [ i ] ˆ2 + tp lu s . de r i v [ i , j ]∗ exp (y [ i , j ] / h [ i ] ) +
tp lu s [ i , j ]∗ exp (y [ i , j ] / h [ i ] ) ∗ ( ( x [ , o rdre [ i , ] ] ) [ m, j ]∗h [ i ] −
53 y [ i , j ]∗h . de r i v [ i ,m] ) / h [ i ] ˆ 2 ) − h . de r i v [ i ,m]∗ ( tmoins [ i , j ]∗ exp(−
y [ i , j ] / h [ i ] ) + tp lu s [ i , j ]∗ exp (y [ i , j ] / h [ i ] ) ) )/ h [ i ] ˆ2
55 p s i <− dens i t epr ime /(1/(2∗n∗h [ i ] ) ∗ ( tmoins [ i , j ]∗ exp(− y [ i , j ] / h [ i ] ) +
tp lu s [ i , j ]∗ exp (y [ i , j ] / h [ i ] ) ) )
57 v ra i . d e r i v [ i ,m] <− v ra i . d e r i v [ i ,m] + ps i
}
59 v ra i . d e r i v [ i ,m] <− v ra i . d e r i v [ i ,m] + var . de r i v [ i ,m]
}}
61 v ra i . d e r i v <− v ra i . d e r i v + n∗ s o l v e ( t (W))
re turn (− v ra i . d e r i v )
63 }
A.1.6. Fonction ICA vraisemblance
La fonction ICA vraisemblance maximise la log-vraisemblance par rapport a`
W˜ puis retourne les estimations des matrices A et A˜.
1 ICA vraisemblance <− f unc t i on (n , p , q , x ){
X <− x
3 f o r ( i in 1 : q ) X[ i , ] <− x [ i , ] − mean(x [ i , ] )
mat <− 1/n∗(X%∗%t (X) )
5 Ddemi <− diag ( e i gen (mat) $va lues ˆ(−1/2))
V <− (Ddemi %∗% t ( e igen (mat) $vec to r s ) ) [ 1 : p , ]
7 svd <− svd (V)
Vpseudo <− svd$v %∗% diag (1/ svd$d ) %∗% t ( svd$u )
9 z <− V %∗% X
11 f <− f unc t i on (Wstar ) vra i semblance (n , p , z , Wstar )
gr2 <− f unc t i on (W) v ra i . d e r i v (n , p , z ,W)
13 Wtilde <− matrix ( optim (JADE( t ( z ) , p , maxiter=1000)$W, f , method =”BFGS” ,
gr = gr2 , c on t r o l=l i s t ( t r a c e =1, maxit=1000)) $par , nrow=p)
15 Achapeau <− Vpseudo %∗% so l v e (Wtilde )
re turn ( l i s t ( At i lde=so l v e (Wtilde ) , A=Achapeau , z=z ) )
17 }
A-vi
A.1.7. Fonction vraisemblance pen
La fonction vraisemblance pen retourne la vraisemblance pe´nalise´e par le LASSO,
le LASSO adaptatif ou bien le LASSO par groupe adaptatif e´value´e en A˜.
1
vra i semblance pen <− f unc t i on (n , p , q , z , At i lde , Vpseudo ,
3 pen=”NA” , Achapeau=NA, lambda1=0, group=NA)
{
5 At i lde <− matrix ( Ati lde , p )
A <− Vpseudo %∗% Ati lde
7 Wtilde <− s o l v e ( At i lde )
y <− Wtilde %∗% z
9 f o r ( i in 1 : p ) y [ i , ] <− s o r t ( y [ i , ] )
h <− rep (0 , p )
11 f o r ( i in 1 : p ) h [ i ] <− 0 . 6∗ ( var ( y [ i , ] ) ) ˆ ( 1 / 2 ) ∗ nˆ(−1/5)
13 tmoins <− matrix ( rep (0 , n∗p ) , nrow=p)
tp lu s <− matrix ( rep (0 , n∗p ) , nrow=p)
15 f o r ( i in 1 : p ){
tmoins [ i , 1 ] <− exp (y [ i , 1 ] / h [ i ] )
17 tp lu s [ i , n ] <− 0
f o r ( j in 2 : n ){
19 tmoins [ i , j ] <− tmoins [ i , j −1] + exp ( y [ i , j ] / h [ i ] )
tp lu s [ i , n− j +1] <− tp lu s [ i , n− j +2] + exp ( −y [ i , n− j +2]/h [ i ] )
21 }}
23 logp <− matrix ( rep (0 , p∗n ) , p )
f o r ( i in 1 : p ){
25 f o r ( j in 1 : n ){
logp [ i , j ] <− l og ( 1/(2∗n∗h [ i ] ) ∗ ( tmoins [ i , j ]∗ exp(− y [ i , j ] / h [ i ] ) +
27 tp lu s [ i , j ]∗ exp (y [ i , j ] / h [ i ] ) ) )
}}
29
vary <− rep (0 , p )
31 f o r ( i in 1 : p ) vary [ i ] <− 1/n∗sum(y [ i , ] ˆ 2 )
33 i f ( pen == ”NA”) vra i semblance <− sum( logp ) + n∗ l og ( abs ( det (Wtilde ) ) ) −
sum( ( vary − 1)ˆ2)
35 i f ( pen == ” l a s s o ”) vra i semblance <− sum( logp ) + n∗ l og ( abs ( det (Wtilde ) ) ) −
lambda1∗sum( abs (A) ) − sum( ( vary − 1)ˆ2)
37 i f ( pen == ” lassoA ”) vra i semblance <− sum( logp ) + n∗ l og ( abs ( det (Wtilde ) ) ) −
sum( ( vary − 1)ˆ2) − lambda1∗sum( abs (A/Achapeau ) )
39 i f ( pen == ”groupLassoA” ) {
group pen <− 0
41 f o r ( i in 1 : l ength ( group ) ){
group pen <− group pen + sq r t (sum(A[ group [ [ i ] ] ] ˆ 2 ) ) / sq r t (sum(Achapeau [ group [ [ i ] ] ] ˆ 2 ) ) ˆ 2
43 }
vra i semblance <− sum( logp ) + n∗ l og ( abs ( det (Wtilde ) ) ) − sum( ( vary − 1)ˆ2) − lambda1∗group pen
A-vii
45 }
r e turn (−vra i semblance )
47 }
A.1.8. Fonction vrai.deriv pen
La fonction vrai.deriv pen retourne la de´rive´e de la fonction vraisemblance pen
par rapport a` A˜.
1 v ra i . de r iv pen <− f unc t i on (n , p , q , z , At i lde , V, Vpseudo , pen=”NA” ,
Achapeau=matrix ( r un i f (p∗p ) , p ) , lambda1=0, group=NA)
3 {
At i lde <− matrix ( Ati lde , p )
5 A <− Vpseudo %∗% Ati lde
Wtilde <− s o l v e ( At i lde )
7 y2 <− Wtilde %∗% z
9 y <− matrix ( rep (0 , n∗p ) , p )
ordery <− matrix ( rep (0 , n∗p ) , p )
11 tmoins <− matrix ( rep (0 , n∗p ) , nrow=p)
tp lu s <− matrix ( rep (0 , n∗p ) , nrow=p)
13 h <− rep (0 , p )
15 f o r ( i in 1 : p ){
ordery [ i , ] <− order ( y2 [ i , ] )
17 y [ i , ] <− s o r t ( y2 [ i , ] )
h [ i ] <− 0 . 6∗ ( var ( y [ i , ] ) ) ˆ ( 1 / 2 ) ∗ nˆ(−1/5)
19 tmoins [ i , 1 ] <− exp (y [ i , 1 ] / h [ i ] )
tp lu s [ i , n ] <− 0
21 f o r ( j in 2 : n ){
tmoins [ i , j ] <− tmoins [ i , j −1] + exp ( y [ i , j ] / h [ i ] )
23 tp lu s [ i , n− j +1] <− tp lu s [ i , n− j +2] + exp ( −y [ i , n− j +2]/h [ i ] )
}}
25
v ra i . d e r i v <− matrix ( rep (0 , p∗p ) , p )
27 tmoins . de r i v <− matrix ( rep (0 , n∗p ) , nrow=p)
tp lu s . d e r i v <− matrix ( rep (0 , n∗p ) , nrow=p)
29 h . de r i v <− rep (0 , p)
31 f o r ( k in 1 : p ){
f o r ( m in 1 : p ){
33 var . de r i v <− rep (0 , p)
de l t a <− matrix ( rep (0 , p∗p ) , p )
35 de l t a [ k ,m] <− 1
y . der <− matrix ( rep (0 , p∗n ) , p )
37 f o r ( i in 1 : p ){
z 2 i <− z [ , ordery [ i , ] ]
39 y . der [ i , ] <− (−Wtilde %∗% de l t a %∗% Wtilde %∗% z2 i ) [ i , ]
var . de r i v [ i ] <− mean(y [ i , ]ˆ2 −1)∗ sum(y [ i , ] ∗ y . der [ i , ] )
A-viii
41 h . de r i v [ i ] <− 0 .6 ∗ nˆ(−1/5) / (n−1) ∗ (1/(n−1)∗sum(y [ i , ] ˆ2 ) )ˆ ( −1/2)∗
(sum(y [ i , ] ∗ y . der [ i , ] ) )
43 tmoins . de r i v [ i , 1 ] <− exp (y [ i , 1 ] / h [ i ] ) ∗ ( h [ i ]∗ y . der [ i , 1 ] − y [ i , 1 ] ∗ h . de r i v [ i ] )/h [ i ] ˆ2
tp lu s . d e r i v [ i , n ] <− 0
45 f o r ( l in 2 : n ){
tmoins . de r i v [ i , l ] <− tmoins . de r i v [ i , l −1] + exp (y [ i , l ] / h [ i ] ) ∗ ( h [ i ]∗ y . der [ i , l ] −
47 y [ i , l ]∗h . de r i v [ i ] )/h [ i ] ˆ2
tp lu s . d e r i v [ i , n− l +1] <− tp lu s . d e r i v [ i , n− l +2] + exp(−y [ i , n− l +2]/h [ i ])∗−
49 ( h [ i ]∗ y . der [ i , n− l +2] − y [ i , n− l +2]∗h . de r i v [ i ] ) / h [ i ] ˆ2
}
51 f o r ( j in 1 : n ){
dens i t epr ime <− 1/(2∗n )∗ ( h [ i ]∗
53 ( tmoins . de r i v [ i , j ]∗ exp(−y [ i , j ] / h [ i ] ) +
tmoins [ i , j ]∗ exp(−y [ i , j ] / h [ i ] )∗−( y . der [ i , j ]∗h [ i ] − y [ i , j ]∗h . de r i v [ i ] )/h [ i ] ˆ2 +
55 tp lu s . de r i v [ i , j ]∗ exp (y [ i , j ] / h [ i ] ) +
tp lu s [ i , j ]∗ exp (y [ i , j ] / h [ i ] ) ∗ ( y . der [ i , j ]∗h [ i ] − y [ i , j ]∗h . de r i v [ i ] ) / h [ i ] ˆ 2 ) −
57 h . de r i v [ i ]∗ ( tmoins [ i , j ]∗ exp(− y [ i , j ] / h [ i ] ) + tp lu s [ i , j ]∗ exp (y [ i , j ] / h [ i ] ) ) )/ h [ i ] ˆ2
p s i <− dens i t epr ime /(1/(2∗n∗h [ i ] ) ∗ ( tmoins [ i , j ]∗ exp(− y [ i , j ] / h [ i ] ) + tp lu s [ i , j ]
59 ∗exp (y [ i , j ] / h [ i ] ) ) )
v r a i . d e r i v [ k ,m] <− v ra i . d e r i v [ k ,m] + ps i
61 }}
v ra i . d e r i v [ k ,m] <− v ra i . d e r i v [ k ,m] − 4/n∗sum( var . de r i v )
63 }}
65 i f ( pen == ”NA”) v ra i . d e r i v <− v ra i . d e r i v − n∗ s o l v e ( t ( At i lde ) )
i f ( pen == ” l a s s o ”){
67 pen . de r i v <− matrix ( rep (0 , p∗p ) , p )
f o r ( k in 1 : p ){
69 f o r ( m in 1 : p ){
f o r ( i in 1 : q ){
71 pen . de r i v [ k ,m] <− pen . de r i v [ k ,m] + s i gn (A[ i ,m] ) ∗Vpseudo [ i , k ]
}}}
73 v ra i . d e r i v <− v ra i . d e r i v − n∗ s o l v e ( t ( At i lde ) ) − lambda1∗pen . de r i v
}
75 i f ( pen == ” lassoA ”){
pen . de r i v <− matrix ( rep (0 , p∗p ) , p )
77 f o r ( k in 1 : p ){
f o r ( m in 1 : p ){
79 f o r ( i in 1 : q ){
pen . de r i v [ k ,m] <− pen . de r i v [ k ,m] + s i gn (A[ i ,m] ) / abs (Achapeau [ i ,m] ) ∗Vpseudo [ i , k ]
81 }}}
v ra i . d e r i v <− v ra i . d e r i v − n∗ s o l v e ( t ( At i lde ) ) − lambda1∗pen . de r i v
83 }
i f ( pen == ”groupLassoA ”){
85 group pen . de r i v <− matrix ( rep (0 , p∗p ) , p )
f o r ( k in 1 : p ){
87 f o r ( m in 1 : p ){
f o r ( i in 1 : l ength ( group ) ){
89 f o r ( j in group [ [ i ] ] ){
A-ix
mod <− j %% q
91 i f ( mod == 0 ) mod <− q
i f ( ( ( j−mod)/q + 1) == m ){
93 i f ( l ength ( group [ [ i ] ] ) == 1 ){
group pen . de r i v [ k ,m] <− group pen . de r i v [ k ,m] + s i gn (A[mod , ( j−mod)/q + 1 ] )∗
95 Vpseudo [mod , k ] / sq r t (sum(Achapeau [ group [ [ i ] ] ] ˆ 2 ) ) ˆ 2
} e l s e {
97 group pen . de r i v [ k ,m] <− group pen . de r i v [ k ,m] + sum(A[ group [ [ i ] ] ] ˆ 2 )ˆ ( −1/2 )∗
A[mod , ( j−mod)/q + 1 ]∗Vpseudo [mod , k ] / sq r t (sum(Achapeau [ group [ [ i ] ] ] ˆ 2 ) ) ˆ 2
99 }}}}}}
v ra i . d e r i v <− v ra i . d e r i v − n∗ s o l v e ( t ( At i lde ) ) − lambda1∗group pen . de r i v
101 }
r e turn (− v ra i . d e r i v )
103 }
A.1.9. Fonction ICA algo pen
Finalement, la fonction ICA algo pen maximise la vraisemblance pe´nalise´e par
rapport a` A˜ et retourne les matrices de me´lange A et A˜.
1 ICA algo pen <− f unc t i on (n , p , q , x , pen=”NA” , Achapeau= 1 , lambda1=0, group=NA){
X <− x
3 f o r ( i in 1 : q ) X[ i , ] <− x [ i , ] − mean(x [ i , ] )
mat <− 1/n∗(X%∗%t (X) )
5 e igen <− e igen (mat)
Ddemi <− diag ( e i g en$va lue s ˆ(−1/2))
7 V <− (Ddemi %∗% t ( e i g en$ve c t o r s ) ) [ 1 : p , ]
svd <− svd (V)
9 Vpseudo <− svd$v %∗% diag (1/ svd$d ) %∗% t ( svd$u )
z <− V %∗% X
11 eta <− matrix ( rep (1 , p∗p ) , p )
u <− 1 .1
13 d <− 0 .5
i t e <− 0
15 c o e f f <− 1
alpha <− 1/100
17 i f ( l ength (Achapeau)==1 ){ Astar <− diag (1 , p)} e l s e {Astar <− V %∗% Achapeau}
pr in t ( c ( pen , ” s t a r t i n g value ” , vra i semblance pen (n , p , q , z , Astar , Vpseudo=Vpseudo ,
19 pen=pen , Achapeau=Achapeau , lambda1=lambda1 , group=group ) ) )
grad1 <− v ra i . de r iv pen (n , p , q , z , Astar , V=V, Vpseudo=Vpseudo , pen=pen ,
21 Achapeau=Achapeau , lambda1=lambda1 , group=group )/100
AstarOld <− Astar
23 Astar <− Astar − alpha /10000000∗ grad1
gradOld <− grad1
25 t o l <− 1
i t e <− i t e + 1
27 p r i n t ( va l eur <− vra i semblance pen (n , p , q , z , Astar , Vpseudo=Vpseudo ,
pen=pen , Achapeau=Achapeau , lambda1=lambda1 , group=group ) )
29
A-x
whi le ( t o l > 0.000005 && i t e < 1000){
31 grad1 <− v ra i . de r iv pen (n , p , q , z , Astar , V=V, Vpseudo=Vpseudo ,
pen=pen , Achapeau=Achapeau , lambda1=lambda1 , group=group )
33 f o r ( i in 1 : p ){
f o r ( j in 1 : p ){
35 eta [ i , j ] <− ( grad1 [ i , j ]∗ gradOld [ i , j ] >0)∗ eta [ i , j ]∗u + ( grad1 [ i , j ]
∗gradOld [ i , j ] <0 )∗ eta [ i , j ]∗d
37 grad1 [ i , j ] <− grad1 [ i , j ]∗ eta [ i , j ]
}}
39
AstarOld <− Astar
41 Astar <− Astar − alpha ∗grad1
gradOld <− grad1
43 valeurOld <− va l eur
va l eur <− vra i semblance pen (n , p , q , z , Astar , Vpseudo=Vpseudo , pen=pen ,
45 Achapeau=Achapeau , lambda1=lambda1 , group=group )
c o e f f 2 <− 1
47
whi l e ( ( valeurOld > 0 && va l eur > valeurOld ∗1 . 02 ) | | ( valeurOld <=0 &&
49 va l eur > valeurOld ∗0 . 95 ) ){
c o e f f 2 <− c o e f f 2 /2
51 Astar <− AstarOld − alpha ∗grad1∗ c o e f f 2
va l eur <− vra i semblance pen (n , p , q , z , Astar , Vpseudo=Vpseudo ,
53 pen=pen , Achapeau=Achapeau , lambda1=lambda1 , group=group )
va l eur
55 }
57 i f ( i t e > 30 ) c o e f f <− c o e f f ∗0 .95
t o l <− sum( abs ( AstarOld−Astar ) )∗ c o e f f
59 i t e <− i t e + 1
i f ( i t e < 10 ) t o l <− 1
61 p r i n t ( vra i semblance pen (n , p , q , z , Astar , Vpseudo=Vpseudo ,
pen=pen , Achapeau=Achapeau , lambda1=lambda1 , group=group ) )
63 }
pr in t ( c (” converged in ” , i t e , ” i t e r a t i o n s ” ) )
65 Astar2 <− Vpseudo %∗% Astar
re turn ( l i s t ( At i lde=Astar , A=Astar2 , z=z ) )
67 }
A.2. Simulations
A.2.1. Simulations # 1
Code R qui eﬀectue la simulation # 1. La simulation ne sera pas la meˆme,
car il n’y a pas de seed. Cependant, les conclusions seront les meˆmes.
n <− 200
2 q <− 20
A-xi
p <− 5
4 m <− 5
nb . group <− p∗q/m
6
group <− vec to r (” l i s t ” , nb . group )
8 f o r ( i in 1 : nb . group ) group [ [ i ] ] <− seq (m∗( i −1) + 1 ,m∗( i −1)+m)
A <− matrix ( rep (0 , q∗p ) , q )
10 f o r ( i in 1 : nb . group ) i f ( r un i f ( 1 ) < 0 .6 ) A[ group [ [ i ] ] ] <− r un i f (m, 0 . 1 , 1 )
12 s <− matrix ( rep (0 , p∗n ) , nrow=p)
f o r ( i in 1 : p ){
14 s [ i , ] <− rnorm (n , 0 , r un i f (1 , 0 . 2 , 1 ) )
s [ i , ] <− s i gn ( s [ i , ] ) ∗ abs ( s [ i , ] ) ˆ ( r un i f ( 1 , 1 . 5 , 2 ) )
16 }
x <− A %∗% s
18 f o r ( i in 1 : q ) x [ i , ] <− x [ i , ] − mean(x [ i , ] )
20 r e s1 <− ICA vraisemblance (n , p , q , x )
Achapeau <− res1$A
22 At i lde <− r e s 1$At i l d e
Wtilde <− s o l v e ( At i lde )
24 MSE Achapeautetest <− MSE(p , res1$z , Wtilde , s )
26 lambda1 <− 1/2∗ l og (n)
r e s2 <− ICA algo pen (n , p , q , x , pen=”groupLassoA ” , Achapeau= Achapeau ,
28 lambda1=lambda1 , group=group )
A groupLasso <− res2$A
30 At i lde groupLasso <− r e s 2$At i l d e
Wti lde groupLasso <− s o l v e ( At i lde groupLasso )
32 MSE AGLAtest <− MSE(p , res2$z , Wtilde groupLasso , s )
34 A <− mesure (p , A, Achapeau , ordre (p , Wtilde%∗%res1$z , s ) $po s i t i on )$A
Achapeau <− mesure (p , A, Achapeau , ordre (p , Wtilde%∗%res1$z , s ) $po s i t i on ) $Achapeau
36 A groupLasso <− mesure (p , A, A groupLasso , ordre (p , Wti lde groupLasso%∗%res1$z , s ) $
p o s i t i o n ) $Achapeau
A.2.2. Simulations # 2
Code R qui eﬀectue la simulation # 2.
r e qu i r e (JADE)
2
s imu la t i on <− f unc t i on (n , p , q ,A, group ,m, seed )
4 {
s e t . seed ( seed )
6 s <− matrix ( rep (0 , p∗n ) , nrow=p)
f o r ( i in 1 : p ){
8 s [ i , ] <− rnorm (n , 0 , r un i f (1 , 0 . 2 , 1 ) )
s [ i , ] <− s i gn ( s [ i , ] ) ∗ abs ( s [ i , ] ) ˆ ( r un i f ( 1 , 1 . 5 , 2 ) )
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10 }
x <− A %∗% s
12 f o r ( i in 1 : q ) x [ i , ] <− x [ i , ] − mean(x [ i , ] )
14 r e s1 <− ICA vraisemblance (n , p , q , x )
Achapeau <− res1$A
16 At i lde <− r e s 1$At i l d e
Wtilde <− s o l v e ( At i lde )
18 MSE Achapeau <− MSE(p , res1$z , Wtilde , s )
20 lambda1 <− 1/2∗ l og (n)
r e s2 <− ICA algo pen (n , p , q , x , pen=”groupLassoA ” , Achapeau= Achapeau ,
22 lambda1=lambda1 , group=group )
A groupLasso <− res2$A
24 At i lde groupLasso <− r e s 2$At i l d e
Wti lde groupLasso <− s o l v e ( At i lde groupLasso )
26 MSE AGLA <− MSE(p , res2$z , Wtilde groupLasso , s )
28 r e s3 <− ICA algo pen (n , p , q , x , pen=”lassoA ” , Achapeau= Achapeau ,
lambda1=lambda1 , group=group )
30 A lassoA <− res3$A
At i l d e l a s s oA <− r e s 3$At i l d e
32 Wti lde lassoA <− s o l v e ( At i l d e l a s s oA )
MSE AlassoA <− MSE(p , res3$z , Wti lde lassoA , s )
34
X <− x
36 f o r ( i in 1 : q ) X[ i , ] <− x [ i , ] − mean(x [ i , ] )
mat <− 1/n∗(X%∗%t (X) )
38 Ddemi <− diag ( e i gen (mat) $va lues ˆ(−1/2))
V <− (Ddemi %∗% t ( e igen (mat) $vec to r s ) ) [ 1 : p , ]
40 svd <− svd (V)
Vpseudo <− svd$v %∗% diag (1/ svd$d ) %∗% t ( svd$u )
42 z <− V %∗% X
AA <− V %∗% A
44 WW<− s o l v e (AA)
vraisemblanceAchapeau <− vra i semblance (n , p , res1$z , Wtilde )
46 vraisemblanceA <− vra i semblance (n , p , res1$z , WW)
48 fastICA . r e s <− fastICA ( t ( z ) , p )
MSE fastICA <− MSE(p , z , t ( fastICA . res$W)%∗%t ( fastICA . res$K ) , s )
50 amari fastICA <− amari . e r r o r ( t ( fastICA . res$W)%∗%t ( fastICA . res$K ) , AA, s tandard i z e = T)
52 amar i v ra i <− amari . e r r o r (Wtilde , AA, s tandard i z e = T)
amar i v ra i . pen <− amari . e r r o r (Wtilde groupLasso , AA, s tandard i z e = T)
54 amar i lassoA <− amari . e r r o r ( Wti lde lassoA , AA, s tandard i z e = T)
56 re turn ( l i s t (MSE Achapeau = MSE Achapeau , MSE AGLA = MSE AGLA, MSE AlassoA = MSE AlassoA ,
vraisemblanceAchapeau = vraisemblanceAchapeau , vraisemblanceA = vraisemblanceA ,
58 amar i v ra i . pen=amar i v ra i . pen , amar i v ra i = amar i vra i , amar i lassoA = amari lassoA ,
A-xiii
MSE fastICA = MSE fastICA , amari fastICA = amari fastICA ) )
60 }
62 s e t . seed (1 )
64 n <− 500
q <− 1000
66 p <− 10
m <− 10
68 nb . group <− p∗q/m
70 group <− vec to r (” l i s t ” , nb . group )
f o r ( i in 1 : nb . group ) group [ [ i ] ] <− seq (m∗( i −1) + 1 ,m∗( i −1)+m)
72 A <− matrix ( rep (0 , q∗p ) , q )
f o r ( i in 1 : nb . group ) i f ( r un i f (1 ) < 0 .6 ) A[ group [ [ i ] ] ] <− r un i f (m, 0 . 1 , 1 )
74
r e p e t i t i o n s <− 100
76
MSE Achapeau <− rep (0 , r e p e t i t i o n s )
78 MSE AGLA <− rep (0 , r e p e t i t i o n s )
MSE AlassoA <− rep (0 , r e p e t i t i o n s )
80 MSE fastICA <− rep (0 , r e p e t i t i o n s )
vraisemblanceAchapeau <− rep (0 , r e p e t i t i o n s )
82 vraisemblanceA <− rep (0 , r e p e t i t i o n s )
amar i v ra i . pen <− rep (0 , r e p e t i t i o n s )
84 amar i v ra i <− rep (0 , r e p e t i t i o n s )
amar i lassoA <− rep (0 , r e p e t i t i o n s )
86 amari fastICA <− rep (0 , r e p e t i t i o n s )
seed <− 0
88
f o r ( i in 1 : r e p e t i t i o n s )
90 {
r e s u l t a t <− s imu la t i on (n , p , q ,A, group ,m, seed+i )
92 MSE Achapeau [ i ] <− resultat$MSE Achapeau
MSE AGLA[ i ] <− resultat$MSE AGLA
94 MSE AlassoA [ i ] <− resultat$MSE AlassoA
MSE fastICA [ i ] <− resultat$MSE fastICA
96 vraisemblanceAchapeau [ i ] <− resu l tat$vra i semblanceAchapeau
vraisemblanceA [ i ] <− r e su l ta t$vra i s emblanceA
98 amar i v ra i . pen [ i ] <− r e s u l t a t $ ama r i v r a i . pen
amar i v ra i [ i ] <− r e s u l t a t $ ama r i v r a i
100 amar i lassoA [ i ] <− r e su l t a t $amar i l a s s oA
amari fastICA [ i ] <− r e su l t a t$amar i f a s t ICA
102 }
