Modulation Classification Using Received Signal's Amplitude Distribution
  for Coherent Receivers by Lin, Xiang et al.
1Modulation Classification Using Received Signal’s
Amplitude Distribution for Coherent Receivers
Xiang Lin, Yahia A. Eldemerdash, Octavia A. Dobre, Shu Zhang and Cheng Li
Abstract—In this letter, we propose a modulation classification
algorithm which is based on the received signal’s amplitude
for coherent optical receivers. The proposed algorithm classifies
the modulation format from several possible candidates by
differentiating the cumulative distribution function (CDF) curves
of their normalized amplitudes. The candidate with the most
similar CDF to the received signal is selected. The measure of
similarity is the minimum average distance between these CDFs.
Five commonly used quadrature amplitude modulation formats
in digital coherent optical systems are employed. Optical back-
to-back experiments and extended simulations are carried out to
investigate the performance of the proposed algorithm. Results
show that the proposed algorithm achieves accurate classification
at optical signal-to-noise ratios of interest. Furthermore, it does
not require carrier recovery.
Index Terms—Elastic optical communication systems, Modu-
lation classification, Cumulative distribution function.
I. INTRODUCTION
The modern optical fiber communication networks are faced
with new challenges due to the significant request for band-
width. Furthermore, the fluctuating nature of the network traf-
fic reflects the inefficiency of the fixed spectrum grid in current
dense wavelength division multiplexing systems. Recently, the
elastic optical networks have been considered to deal with this
dilemma by maximizing spectral and energy efficiencies [1].
Multiple parameters such as the modulation format, bit rate,
and channel spacing can be changed dynamically to achieve
flexibility for different scenarios. As most digital coherent
receivers are adopting modulation format-dependent signal
processing algorithms, as well as due to the dynamic change
of the modulation format, automatic modulation classification
(MC) becomes an essential part of re-configurable coherent
receivers.
Research on MC in wireless communications has been
carried out for decades [2]–[4]. In coherent optical commu-
nications, a number of techniques have been proposed in the
most recent years. For example, machine learning algorithms
are applied to recognize signal’s amplitude histograms [5]
or the Stokes space-based signal representation [6]; however,
they require either prior training or iterative processing. Image
processing techniques like the connected component analysis
are employed in [7] to classify the modulation format in the
Stokes space domain, but such features are appropriate only
for lower-order modulation formats. A non-iterative clustering
algorithm is proposed in [8]; however, tracking the state of
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Fig. 1. Structure of the digital receiver.
polarization and recovering the initial polarization state are
required before the MC stage. Algorithms relying on the
received signal’s power distribution have been also employed
for optical MC. The peak-to-average power ratio is chosen as
a decision metric to distinguish different modulation formats
in [9]; however, different thresholds need to be established
for each optical signal-to-noise ratio (OSNR). Certain ratios
obtained from the normalized power distribution are selected
to characterize the modulation formats in [10]; nevertheless,
selection of these ratios is necessary for different candidate
modulation formats.
In this letter, we propose an MC algorithm that requires
small number of samples and can be implemented before
carrier recovery. The discriminating feature is the cumulative
distribution function (CDF) of the received signal’s normalized
amplitude [11] which is obtained after the constant modulus
algorithm (CMA) equalization in the digital receiver. The CDF
of the normalized amplitude of the received signal is compared
with the reference CDFs of all possible candidate modulation
formats. The candidate with the closest average distance to
the received signal’s CDF is chosen. Since M -ary QAM is
most commonly used in optical communications because of its
high spectral efficiency [12], 4-QAM, 8-QAM, 16-QAM, 32-
QAM and 64-QAM polarization-division multiplexing (PDM)
modulation formats are considered in our experiments and
simulations to evaluate the performance of the proposed al-
gorithm. Results show that the proposed algorithm achieves a
very good performance with a reduced number of samples.
II. PROPOSED MC ALGORITHM
A. Digital Receiver Structure and Discriminating Feature
The schematic diagram of a digital receiver including the
MC module is shown in Fig. 1. The in-phase-quadrature (IQ)
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Fig. 2. CDFs for M -ary QAM signals for OSNR = 30 dB.
imbalance and chromatic dispersion (CD) are compensated
first. Then, the CMA is applied to equalize the polarization
mode dispersion (PMD). The proposed MC algorithm fol-
lows, employing the CDF of signal’s normalized amplitudes.
After the MC module, the multi-modulus algorithm (MMA),
frequency synchronization and phase recovery are applied
sequentially. The MC algorithm is signal’s amplitude-based,
and thus, it does not require carrier recovery. On the other
hand, knowledge of the modulation format is beneficial for the
following digital processing steps, such as frequency offset and
phase noise compensation. The pattern differences among the
five modulation format constellations can be converted into the
one-dimensional CDF of the signal’s normalized amplitudes.
The CDFs for different QAM formats are shown in Fig.
2, where the amplitude is normalized to its mean. In order
to highlight the discriminating feature, OSNR = 30 dB is
considered. These recognizable curves represent the basis of
the proposed MC algorithm.
B. CDF-based MC Algorithm
Before MC is performed, we assume that CD is compen-
sated and the two polarizations are separated. Therefore, the
additive white Gaussian noise (AWGN) corrupts the signal
primarily. Similar to [9], we assume that the OSNR of the
received signal is known. Then, the receiver is able to emulate
the signals’ CDFs of all possible candidate modulation formats
with the known OSNR. The reference signal’s samples can be
expressed as:
ym,k = xm,k + nk, 1 ≤ k ≤ K, (1)
where ym,k and xm,k is the kth symbol of the received and
transmitted signal with the mth modulation format, respec-
tively. Here we have five candidates: m = 1 is 4-QAM; m = 2
is 8-QAM; m = 3 is 16-QAM; m = 4 is 32-QAM and m = 5
is 64-QAM. nk is AWGN with variance σ2. K is the number
of samples. To add the corresponding noise, the OSNR should
be converted into SNR according to [13]:
SNR(dB) = OSNR(dB)− 10log10(Rs/Bref ), (2)
where Bref = 0.1 nm (≈ 12.5 GHz at 1550 nm) and Rs
is the symbol rate. Once all possible signals are generated,
we can obtain their CDFs as references. Then, comparisons
are carried out between the received signal’s CDF and each
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Fig. 3. Experimental back-to-back system setup. PC: polarization controller.
reference CDF. The one with the most similar CDF shape
to the received signal’s CDF is decided as the transmitted
modulation format.
To measure this similarity, the average distances between the
received signal’s CDF and each candidate reference CDF are
calculated. In (3), F1,m(zk) is the CDF of the mth candidate,
and the received signal’s CDF is represented by F0(zk). Then,
the average distance is calculated by (4), where µm is the
average distance between the received signal’s CDF and the
mth candidate CDF. The minimum average distance indicates
the most likely transmitted modulation format, according to
(5).
Fm(zk) = |F1,m(zk)− F0(zk)| , 1 ≤ k ≤ K, (3)
µm = K
−1
K∑
k=1
Fm(zk), (4)
mˆ = argmin
m
(µm). (5)
The amplitude-based feature of the proposed algorithm
is appealing because it tolerates the constellation rotation
caused by the frequency offset and carrier phase noise. This
enables the application of MC at an earlier stage in the
digital coherent receiver. However, the similarity of the CDFs
for different modulation formats increases when the OSNR
decreases. Therefore, investigations are needed to verify the
MC performance in the OSNR range of practical interest.
III. EXPERIMENTAL RESULTS
We implement the proposed algorithm in optical back-
to-back experiments. The setup is shown in Fig. 3. The
arbitrary waveform generator (AWG) operates at 12.5 GBd.
The sampling rate of the oscilloscope is 50 Gsamples/s. Two
free running lasers with 1550.12 nm wavelength are acting as
transmit laser and local oscillator, respectively. The linewidth
of each laser is about 10 kHz, and the frequency offset is
around 200 MHz. An erdium-doped fiber amplifier (EDFA)
with fixed output power and a variable attenuator (VOA) are
combined to adjust the OSNR values from 10 dB to 20 dB.
An optical bandpass filter (OBPF) with 0.6 nm bandwidth
is placed after the EDFA. The power entering the integrated
coherent receiver (ICR) is around -2 dBm, while the output
power of the local oscillator is 13.5 dBm. We measure the
OSNR with the optical spectrum analyser (OSA). The data is
collected from the oscilloscope and processed offline. After
the resampling and the IQ imbalance compensation modules,
a symbol-spaced butterfly-type adaptive filter is employed to
separate the two polarizations. During the MC stage, similar
to [10], 10000 samples of the received signal are collected to
derive the empirical CDF of the normalized amplitude.
The probability of correct classification obtained from 200
realizations for each modulation format is shown in Fig. 4.
The simulation results of back-to-back are also shown in this
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Fig. 4. Probability of correct classification vs. SNR (bottom) and OSNR
(top).
figure. We can see that the experimental results have around
1.5 dB penalty compared to simulation results for 16-QAM,
32-QAM and 64-QAM cases. This is mainly caused by the
additional electrical noise from imperfect devices such as the
ICR, as well as the OSNR measurement error from the OSA.
Note that 64-QAM can be detected with lower OSNR than 16-
QAM and 32-QAM; this can be explained as follows. From
Fig. 2, it can be seen that the CDFs of 16-QAM, 32-QAM
and 64-QAM are close to each other. When the noise level
increases, the received signal’s CDF curve corresponding to
16-QAM and 32-QAM is likely to be decided as 64-QAM.
IV. FURTHER INVESTIGATIONS
In order to extend our investigation with optical fiber and
higher data rate, we use the VPItransmissionMaker 9.7 to
carry out simulations. The system architecture is shown in
Fig. 5. The transmitter generates PDM 4-QAM, 8-QAM, 16-
QAM, 32-QAM and 64-QAM signal at 32 GBd rate. The laser
operates at 1550.12 nm with a 100 kHz linewidth. Assuming
that perfect IQ modulators are applied, the optical signal is
then fed into a 800 km long optical fiber link. After that, the
received signal is filtered by an optical low-pass filter with 0.6
nm bandwidth followed by the coherent detector. A local laser
is set with 100 kHz linewidth and 200 MHz frequency offset
from the transmitted laser.
To simplify the simulations, we ignore the fiber non-
linearity first. 500 independent simulations with different noise
seeds are carried out for each OSNR. Fig. 6 illustrates the re-
quired SNR and OSNR when the successful classification rate
is larger than 0.75. The OSNR ranges of different modulation
formats are chosen based on pratical operation of coherent
optical systems. The SD-FEC thresholds for 28 GBd rate PDM
system with 4-QAM, 8-QAM, 16-QAM, 32-QAM and 64-
QAM are illustratd by the vertical dash lines [8]. It can be
seen from Fig. 6 that the proposed algorithm can achieve 100%
successful classification rate with lower OSNR values than the
SD-FEC thresholds. According to Figs. 4 and 6, the simulation
results show the same tendency of correct classification rate
as the experimental results.
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Fig. 5. Simulation system setup. DAC: digital-to-analog converter; PBS:
polarization beam splitter; PBC: polarization beam combiner; DSP: digital
signal processing.
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Another important factor considered in MC is the number
of samples needed to achieve a good performance [7]. Fig. 7
shows the successful classification rate with different number
of samples for 4-QAM, 8-QAM, 16-QAM, 32-QAM and 64-
QAM when the OSNR equals to 12 dB, 15 dB, 19 dB, 22 dB
and 24 dB, respectively. Note that we utilize the same OSNR
values as in [8]. To achieve 100% successful classification
rate for all of these five modulation formats, the proposed
algorithm requires K = 5500 samples, while K = 8000 is
needed for the algorithm in [8]. More specifically, the proposed
algorithm needs 500, 3500, 5500, 5500 and 1000 samples to
successfully classify 4-QAM, 8-QAM, 16-QAM, 32-QAM and
64-QAM, respectively. On the other hand, the algorithm in
[8] requires about 3000, 3000, 4000, 1000 and 8000 samples
to successfully identify 4-QAM, 8-QAM, 16-QAM, 32-QAM
and 64-QAM, respectively. The proposed algorithm utilizes
less samples to attain the same performance, which is a plus.
Furthermore, the algorithm in [8] employs a multi-dimensional
tree to search among the neighbour points required for the
clustering process, which has a complexity of O(K logK),
while the proposed algorithm has a complexity of the order
O(K).
The effect of fiber nonlinearity on MC is also investigated.
The fiber nonlinearity is related to the launch power and fiber
length, and it results in additional distortions that can become
indistinguishable from the amplified spontaneous emission
noise [14]. We consider that the fiber lengths are 11200 km,
7600 km, 2800 km, 1040 km and 560 km for 4-QAM, 8-
QAM, 16-QAM, 32-QAM and 64-QAM, respectively. In this
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Fig. 7. Probability of correct classification vs. number of samples.
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Fig. 8. Probability of correct classification vs. launch power.
case, the BER for each modulation format is at the SD-FEC
threshold when the launch power is 0 dBm. Then, the launch
power is varied from -2 dBm to 3.5 dBm to see the impact
of nonlinearity. According to Fig. 8, 64-QAM has 100%
successful classification due to the relatively short link length,
while 8-QAM suffers mostly from the fiber nonlinearity. In
general, results show that the modulation formats can be
classified 100% successfully when the launch power is below
-2 dBm.
Additionally, the performance comparison is provided ver-
sus the MC scheme in [10], since this also utilizes the received
signal’s amplitude. When the number of samples is 10000,
the required OSNRs for PDM 4-QAM, 16-QAM, 32-QAM
and 64-QAM are listed in Table I. It can be seen that the
proposed algorithm requires higher OSNR for 16-QAM only,
while a lower OSNR is needed for 4-QAM, 32-QAM and
especially 64-QAM when compared with the algorithm in
[10]. The complexity of the two algorithms is compared in
Table II. It is assumed that K samples are observed, and the
number of bins for CDF plotting is 1000. It can be seen that
both algorithms need only few real multiplications, while the
proposed algorithm requires more real additions. However, it
is worth noting that the extra processing time caused by the
additions is not significant with high speed micro-processors.
Note that the complexity for amplitude extraction is not
considered here because both algorithms use features based
on the signal’s amplitude.
TABLE I
REQUIRED OSNR (dB) FOR 100% SUCCESSFUL CLASSIFICATION.
Classification algorithm 4-QAM 16-QAM 32-QAM 64-QAM
Algorithm in [10] 11.2 16.5 22 24
Proposed algorithm 9 18 21 15
TABLE II
COMPUTATIONAL COST.
Classification algorithm Real multiplications Real additions
Algorithm in [10] 3 4K
Proposed algorithm 5 44K + 4000
V. CONCLUSION
We propose an MC algorithm based on the CDF of the
received signal’s normalized amplitude for coherent optical
receivers. The proposed algorithm requires a fairly small
number of samples and can be performed in the presence of
the frequency offset and phase noise. Optical back-to-back
experiments and extensive numerical simulations show that
100% successful MC is achieved among PDM 4-QAM, 8-
QAM, 16-QAM, 32-QAM and 64-QAM signals within the
OSNR range of practical interests. Furthermore, the MC
algorithm works well for launch powers below -2 dBm. Such
results are achieved with modest computational cost.
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