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Abstract
During the last years both Erdo˝s space and complete Erdo˝s space were topologically characterized by Dijkstra and van Mill.
Applications include results about Erdo˝s type spaces in p-spaces as well as results about Polishable ideals on ω. We present an
unifying theorem in terms of sets with a reflexive relation that among other things contains these apparently dissimilar results as
special cases.
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1. Introduction
Recall that Erdo˝s space E consists of all sequences of rational numbers in 2, the Hilbert space of square summable
real sequences. Complete Erdo˝s space can be represented as
Ec =
{
(xi)i∈ω ∈ 2: xi = 0 or 1/xi ∈N for each i ∈ ω
}
.
Both spaces were introduced and shown to be one-dimensional by Paul Erdo˝s [10] in 1940. This result together with
the obvious fact that E and Ec are homeomorphic to their squares make these spaces important examples in Dimension
Theory. The spaces E, Ec, and also Eωc were characterized by Dijkstra and van Mill [4,6,5] and Dijkstra [3].
The construction of E and Ec was generalized by Dijkstra [2] as follows. Consider the Banach space p consisting
of the real sequences x = (xi)i∈ω such that the p-norm ‖x‖p of x given by ‖x‖p = (∑∞i=0 |xi |p)1/p is finite. If En ⊂R
for i ∈ ω then we let
E = {x ∈ p: xn ∈ En for every n ∈ ω}
be equipped with the topology that is generated by the p-norm on p . Dijkstra [2, Theorem 1] proved the following
theorem.
Theorem 1.1. Assume that E is not empty and that every En is zero-dimensional. For each ε > 0 we let η(ε) ∈Rω be
given by
η(ε)n = sup
{|a|: a ∈En ∩ [−ε, ε]},
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(1) ‖η(ε)‖p = ∞ for each ε > 0,
(2) there exists an x ∈∏∞n=0 En with ‖x‖p = ∞ and limn→∞ xn = 0,
(3) every nonempty clopen subset of E is unbounded, and
(4) dimE > 0.
Furthermore, Dijkstra and van Mill [5] proved the following theorem about Polishable Fσ -ideals on ω (definitions
can be found in Section 2).
Theorem 1.2. Let I be a Polishable Fσ -ideal on ω and let ϕ :P(ω) → [0,∞] be a lower semi-continuous (LSC)
submeasure with I = Exh(ϕ) = Fin(ϕ). If τd is the Polish topology on I , then the following statements are equivalent:
(1) for every ε > 0 we have {n ∈ ω: ϕ({n}) ε} /∈ I ,
(2) there is a B ∈P(ω) \ I with limn→∞ ϕ({n} ∩B) = 0,
(3) dim(I, τd) > 0, and
(4) (I, τd) is homeomorphic to Ec.
Here we note Solecki’s [14] result that an ideal I on ω is Polishable and Fσ if and only if I = Exh(ϕ) = Fin(ϕ)
for some LSC submeasure ϕ on ω, see Theorem 2.4. The ‘d’ in τd represents the fact that this topology is generated
by the metric d given by d(A,B)= ϕ(A
B). Note that the two mentioned theorems have an analogous structure but
that the spaces that are the subject of the theorems seem very different. Our goal is to explain the connection between
these theorems by introducing a general setting in which we shall derive Theorem 4.7, our main result, which contains
Theorem 1.1 as well as the equivalence of statements (1) to (3) of Theorem 1.2 as special cases.
In our general setting we study a space E that is a generalization of the E-space mentioned in Theorem 1.1 and
of the space I in Theorem 1.2: it is the generalized Erdo˝s space in the title of this paper. Motivated by statement (4)
of Theorem 1.2 and by Dijkstra and van Mill [5, Theorem 23] we present in Section 5 sufficient conditions under
which the space E is homeomorphic to Ec. As a result we derive a full generalization of Theorem 1.2. In Section 6
we give sufficient conditions under which the space E is homeomorphic to E, generalizing Dijkstra and van Mill [6,
Proposition 8.26]. In Section 7 we introduce the concept of a fixed point and show that under certain conditions we
have a natural one-point connectification of E such that the added point must be a fixed point. This generalizes Abry,
Dijkstra and van Mill [1, Theorem 16].
2. Preliminaries
Unless stated otherwise all topological spaces in this paper are assumed to be separable metric.
Let R+ = [0,∞), R˜= (−∞,∞], Rˆ= [−∞,∞] and ω = {0} ∪N. Let p  1 and consider the Banach space p .
This space consists of all sequences z = (z0, z1, . . .) ∈Rω such that∑∞n=0 |zn|p < ∞. The topology on p is generated
by the p-norm ‖z‖p = (∑∞n=0 |zn|p)1/p . It is well known that ‖ · ‖p is a Kadec norm with respect to the coordinate
projections, that is, the norm topology is the weakest topology that makes all the coordinate projections z → zn and
the norm function continuous. This fact can also be formulated as follows: the norm topology on p is generated by
the product topology (that is inherited from Rω) together with the sets {z ∈ p: ‖z‖p < t} for t > 0. We extend the
p-norm over Rˆω by putting ‖z‖p = ∞ for each z ∈ Rˆω \ p .
Definition 2.1. Let X be a space. A function f :X → Rˆ is called lower semi-continuous (abbreviated LSC) if
f−1((t,∞]) is open in X for every t ∈R.
Note that the norm as a function from Rˆω to [0,∞] is LSC but not continuous because the norm topology on p
is much stronger than the topology that this space inherits from Rω. It is easily checked that f :X → Rˆ is LSC if and
only if for every convergent sequence (xn)n∈ω in X we have that f (limn→∞ xn) lim infn→∞ f (xn).
We define Erdo˝s space
E = {x ∈ 2: xn ∈Q for all n ∈ ω},
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Ec =
{
x ∈ 2: xn ∈ {0} ∪ {1/n: n ∈N} for all n ∈ ω
}
.
Let T be the zero-dimensional topology that E inherits from Qω. We noted that T is weaker than the norm topology
so we have that clopen sets separate points, that is, E is totally disconnected. By the remark above we see that the
graph of the norm function, when seen as a function from (E,T ) to R+, is homeomorphic to E. This means that we
can informally think of E as a ‘zero-dimensional space with some LSC function declared continuous’.
We point out the following connection between the two topologies on E. Because the norm is LSC on Rω every
closed ε-ball in E is also closed in the zero-dimensional space Qω. This means that every point in E has arbitrarily
small neighbourhoods which are intersections of clopen sets.
Definition 2.2. A subset A of a space X is called a C-set in X if A can be written as an intersection of clopen subsets
of X. A space is called almost zero-dimensional if every point of the space has a neighbourhood basis consisting of
C-sets of the space. If Z is a set that contains X then we say that a (separable metric) topology T on Z witnesses the
almost zero-dimensionality of X if dim(Z,T )  0,O ∩ X is open in X for each O ∈ T , and every point of X has
a neighbourhood basis in X consisting of sets that are closed in (Z,T ). We will also say that the space (Z,T ) is a
witness to the almost zero-dimensionality of X.
Thus E is almost zero-dimensional. The space Qω is a witness to the almost zero-dimensionality of Erdo˝s space.
More generally, if ϕ :Z → R is an LSC function with a zero-dimensional domain then it follows easily that Z is a
witness to the almost zero-dimensionality of the graph of ϕ. Clearly, a space X is almost zero-dimensional if and
only if there is a topology on X witnessing this fact. Oversteegen and Tymchatyn [12] proved that every almost
zero-dimensional space is at most one-dimensional.
The following definitions and Theorems 2.3 and 2.4 are taken from Solecki [14,15]. Consider the power set P(ω)
with the symmetric difference  group structure. We equip P(ω) with the standard Cantor set topology that comes
with identification with 2ω. An ideal I on ω is a subset of P(ω) such that I contains the finite sets, B ∈ I whenever
B ⊂ A ∈ I , and A ∪ B ∈ I whenever A,B ∈ I . A function ϕ :P(ω) → [0,∞] is a submeasure on ω if ϕ(∅) = 0,
ϕ(X)  ϕ(X ∪ Y)  ϕ(X) + ϕ(Y ) for any X,Y ⊂ ω, and 0 < ϕ({x}) < ∞ for any x ∈ ω. We associate with a
submeasure ϕ two ideals on ω. The first one is called the exhaustive ideal of ϕ and the second one the finite ideal of ϕ:
Exh(ϕ) = {A⊂ ω: limm→∞ ϕ(A \m) = 0},
Fin(ϕ) = {A ⊂ ω: ϕ(A) < ∞}, (1)
where a number m ∈ ω in a set theoretic context stands for the empty set ∅ if m = 0 and for the set {0, . . . ,m− 1} if
m ∈N. Observe that Exh(ϕ) ⊂ Fin(ϕ).
If ϕ is a measure rather than just a submeasure and ϕ is LSC as a function from 2ω to [0,∞] then Exh(ϕ) = Fin(ϕ).
An ideal is clearly a subgroup of 2ω. An ideal I is Polishable if there exists a Polish group topology τ on I such that
the family of Borel sets with respect to τ is equal to the family of Borel sets of I with respect to the topology inherited
from 2ω. It has been shown that if such a Polish topology exists, then it is unique, see [11, Theorem 9.10].
Theorem 2.3. If ϕ is an LSC submeasure on ω then
d(A,B)= ϕ(AB) for A,B ⊂ ω
restricts to an invariant, complete, separable metric on Exh(ϕ).
Observe that the topology τd on I = Exh(ϕ) generated by d is stronger than the subspace topology that I inherits
from 2ω. So for ideals of the form Exh(ϕ) this describes in an explicit way a Polish topology on I that witnesses that
I is Polishable. Note that in general the d-topology on Fin(ϕ) may be nonseparable.
Theorem 2.4. Let I be an ideal on ω. Then the following statements hold (where ϕ stands for an LSC submeasure
on ω):
(1) I is Polishable ⇔ I = Exh(ϕ) for some finite ϕ;
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(3) I is Polishable and Fσ ⇔ I = Exh(ϕ) = Fin(ϕ) for some ϕ.
3. Generalized Erdo˝s type spaces
In this section we introduce the setting for Theorem 4.7 which generalizes Theorem 1.1 and the equivalence of the
statements (1)–(3) of Theorem 1.2.
An obvious resemblance between Theorems 1.1 and 1.2 is that both theorems deal with an LSC function on a
product space: in Theorem 1.1 we have the p-norm on R˜ω and in Theorem 1.2 we have an LSC submeasure ϕ on 2ω.
Our first step is to generalize the underlying product space to a product of arbitrary spaces with a reflexive relation. So
suppose that we have a pair (X,R) consisting of a topological space X and a relation R in X such that for all x ∈X:
xRx,
that is, R is reflexive. Note that at this point we do not assume any connection between the topology on X and the
relation R in X.
Definition 3.1. Let A⊂ X.
(i) a ∈A is a least element of A in (X,R) if aRx for every x ∈ A.
(ii) a ∈A is a greatest element of A in (X,R) if xRa for every x ∈ A.
Note that it is possible that A has more than one least element and more than one greatest element.
Definition 3.2. Let A⊂ X.
(i) x ∈X is an upper bound of A in (X,R) if aRx for all a ∈A.
(ii) x ∈X is called a supremum of A in (X,R) if it is a least element of the set of all upper bounds of A in (X,R).
Note that the difference between a greatest element of A and an upper bound of A is that the latter is not required
to be an element of A. Again, a set can have many upper bounds and suprema. We use the notation SupA or SupR A
to denote the set of suprema of A with respect to the relation R in X. If R is an ordering of X then a set has at most
one least (and greatest) element, and hence at most one supremum. In this case we use the notation supA or supR A
for the supremum of A, if it exists, and we have
x ∈ SupRA ⇐⇒ x = supA,
for every subset A of X with a supremum. Let for n ∈ ω the pair (Xn,Rn) consist of a topological space Xn and a
reflexive relation Rn in Xn, where, again, at this point we do not assume any connection between the topology on Xn
and the relation Rn in Xn.
We assume throughout that SupRnA = ∅ for every subset A of Xn.
In particular we have for every n ∈ ω that SupRn∅ = ∅ and SupRnXn = ∅, which means that every space Xn has a
least element and a greatest element. For n ∈ ω put
Ln = SupRn∅ = {x ∈ Xn: x is a least element of Xn}.
For the sake of convenience we choose for every n ∈ ω an ln ∈ Ln and simply denote it by 0. So we get the vector
0 = (0,0, . . .) ∈ L=∏∞n=0 Ln.
For example, in the case of Theorem 1.1 we take for every n ∈ ω the pair (Xn,Rn) = (R˜, R˜), where R˜ is the
relation in R˜ given by
xR˜y ⇐⇒ |x| |y|. (2)
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R˜ and define s = sup{|a|: a ∈ A}, with sup∅ = 0, where the supremum is taken with respect to the natural ordering
of R˜. It is not difficult to show that
Sup
R˜
A =
{ {−s, s}, if s = ∞,
{s}, if s = ∞, (3)
which means that Sup
R˜
A = ∅. In Theorem 1.2 we are dealing with an LSC submeasure on 2ω = {0,1}ω. We take
Xn = {0,1} and we let Rn be the natural ordering ‘’ for all n ∈ ω. Obviously, SupA = {supA} = ∅ for every
A ⊂ {0,1} (note that sup∅ = 0) and Ln = {0} for every n ∈ ω.
Returning to the general case, let τw denote the product topology on X =∏∞n=0 Xn and define a relation R in X by
xRy ⇐⇒ ∀n ∈ ω: xnRnyn (4)
and note that R is reflexive and that L= SupR∅. Furthermore, let for n ∈ ω the function ξn :X →X be the projection
ξn(z) =
{
(z0, . . . , zn−1,0,0, . . .), if n 1,
0, if n = 0,
and let ζn :X → X be given by
ζn(z) =
{
(0, . . . ,0, zn, zn+1, . . .), if n 1,
z, if n = 0.
Now that we have generalized the underlying product space of Theorems 1.1 and 1.2 to the space X, we introduce
an LSC function on X that generalizes the p-norm in Theorem 1.1 and the submeasure in Theorem 1.2. Consider an
LSC function χ :X → [0,∞] such that:
(a) χ(x) = 0 for all x ∈ L;
(b) (Monotonicity) if xRy then χ(x) χ(y) for all x, y ∈ X;
(c) (Subadditivity) for all x ∈X and all n ∈ ω we have
χ(x) χ
(
ξn(x)
)+ χ(ζn(x)), and
(d) if ∅ = An ⊂ Xn for all n ∈ ω and as ∈∏∞n=0 SupRnAn, then
χ(as) sup
{
χ(a): a ∈
∞∏
n=0
An
}
.
Of course, the last supremum is the ordinary supremum in [0,∞] with respect to the natural order. Note that in
condition (d) we actually have
χ(as) = sup
{
χ(a): a ∈
∞∏
n=0
An
}
(5)
because of condition (b). Comparing with the characterization of lower semi-continuity given after Definition 2.1
property (d) can, loosely speaking, be interpreted as a kind of LSC property of χ with respect to the relation R in X.
The following lemma shows that the choice of 0 ∈ Ln in the definition of the functions ξi and ζi is irrelevant for
property (c) of χ .
Lemma 3.3. Let x, y ∈ X be such that xn = yn or xn, yn ∈ Ln for all n ∈ ω. Then χ(x) = χ(y).
Proof. It follows easily that xnRnyn and ynRnxn for all n. This means that xRy and yRx and with the monotonicity
of χ we conclude that χ(x) = χ(y). 
For example, it follows that all points in L= SupR∅ have the same χ -value, which means that property (a) of χ is
equivalent with saying that χ(0)= 0.
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p  1 and consider the p-norm on X = R˜ω. We already noted that the p-norm is an LSC function on R˜ω (with the
product topology). Using (2), the relation R in R˜ω defined in (4), now becomes
xRy ⇐⇒ ∀n ∈ ω, |xn| |yn|.
Claim 3.4. The p-norm ‖ · ‖p satisfies the properties (a) through (d).
Proof. We already noted that L= {(0,0, . . .)} from which it is clear that property (a) is satisfied. If x, y ∈ R˜ω are such
that xRy then we have that |xn| |yn| for all n ∈ ω. This implies that ‖x‖p  ‖y‖p , so property (b) is satisfied. For
property (c) note that for all x ∈ R˜ω and all k ∈ ω we have that x = ξk(x)+ ζk(x) and that the norm function satisfies
the triangle inequality on R˜ω. We see that ‖x‖p  ‖ξk(x)‖p +‖ζk(x)‖p and property (c) is satisfied. For property (d)
we take for every n ∈ ω a nonempty subset An of R˜ and a point as ∈∏∞n=0 SupR˜An. From (3) we know that |asn| =
sup{|a|: a ∈ An} for all n. This means that for all n ∈ ω we can find a sequence (amn )m∈ω of elements in An such that
limm→∞ |amn | = |asn|. Define for m ∈ ω the point am = (am0 , am1 , . . .) ∈
∏∞
n=0 An. We see that limm→∞ |am| = |as | in
R˜, where |am|n = |amn | and |as |n = |asn| for all n ∈ ω. With the lower semi-continuity of ‖ · ‖p we find
‖as‖p  lim inf
m→∞ ‖a
m‖p  sup
{
‖a‖p: a ∈
∞∏
n=0
An
}
.
We conclude that property (d) is satisfied. 
Now consider an LSC submeasure ϕ on X = {0,1}ω. Since we chose the natural ordering Rn on Xn = {0,1}, we
see that the resulting relation R on X = 2ω corresponds to the inclusion relation on P(ω).
Claim 3.5. ϕ satisfies the properties (a) through (d).
Proof. We already noted that in this case we have that Ln = {0} for all n ∈ ω, so property (a) just says that ϕ(∅) = 0,
which is true. For property (b) and (c), let x correspond with the subset A of ω and y with the subset B of ω. Then
property (b) says that if A⊂ B then ϕ(A) ϕ(B), which is also true. Note that ξk(x) denotes the set A∩ k and ζk(x)
denotes the set A \ k, so property (c) says that ϕ(A)  ϕ(A ∩ k) + ϕ(A \ k), which follows from the subadditivity
of ϕ. For property (d), just note that as ∈∏∞n=0 An. 
Now that we have generalized the setting of Theorems 1.1 and 1.2 to an LSC function χ on X, satisfying properties
(a) to (d), we want to generalize the construction of the spaces studied in these theorems. Theorem 1.2 deals with the
space I = Exh(ϕ) = Fin(ϕ). First we generalize the definitions of Exh(ϕ) and Fin(ϕ) as given in (1) to the function χ :
Exh(χ) =
{
x ∈X: lim
m→∞χ
(
ζm(x)
)= 0 in R},
Fin(χ) = {x ∈X: χ(x) < ∞}.
Remark 3.6. The addition “in R” means that the entire sequence lies in R, that is, χ(ζm(x)) < ∞ for every m ∈ ω.
This guarantees that as with submeasures we always have Exh(χ) ⊂ Fin(χ).
Note that it follows from Lemma 3.3 that Exh(χ) is independent of the choice of 0 ∈ L.
For the remainder of this paper let (En)n∈ω be a fixed sequence of sets such that En ⊂ Xn for all n. We define
E = Fin(χ)∩
∞∏
n=0
En. (6)
If we take χ equal to the p-norm ‖ · ‖p on R˜ω for some p  1 then we see that Fin(χ) = p = Exh(χ). We see that
E defined by formula (6) corresponds to the E-space in Theorem 1.1.
It is easily seen that the definitions of Exh(χ) and Fin(χ) reduce to those given in (1) if we take En = Xn = {0,1}
and χ is an LSC submeasure on ω. In Theorem 1.2 the assumption is Fin(χ) = Exh(χ) and the theorem is known to
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will also need the assumption
Fin(χ) = Exh(χ).
It will be useful to represent the spaces Xn as subsets of Exh(χ) by the injections αn :Xn → Exh(χ) defined by
αn(x)j =
{
x, ifj = n;
0, otherwise;
for n ∈ ω and x ∈Xn. For n ∈ ω we define the function χn :X → [0,∞] by
χn(x) = χ
(
αn(xn)
)
.
Lemma 3.3 tells us that the value of χn is independent of the choice of 0 ∈ Lj in the definition of αn.
Remark 3.7. Note that if χ is the p-norm and x ∈ p , then χn(x) = |xn|; and that if χ is a submeasure ϕ on ω and
A ⊂ ω, then χn(A) = ϕ({n} ∩A).
For the following lemma we note that the lower semi-continuity and monotonicity of χ easily imply that
∀x ∈X, lim
n→∞χ
(
ξn(x)
)= χ(x). (7)
Lemma 3.8. Let x ∈ X. Then we have the following inequality:
sup
n∈ω
χn(x) χ(x)
∞∑
n=0
χn(x).
Proof. The left-hand inequality follows from monotonicity. For the other inequality we first show that for x ∈ X and
m ∈ ω we have
χ
(
ξm(x)
)

m−1∑
n=0
χn(x). (8)
We prove this by induction on m. If m = 0 then ξm(x) = 0 and hence χ(ξm(x)) = 0 by property (a) of χ . On the
right-hand side we have an empty sum which is zero by definition.
For the induction step suppose that (8) is true for some m ∈ ω. By the subadditivity (property (c)) of χ we have that
χ
(
ξm+1(x)
)
 χ
(
ξm(x)
)+ χ(αm(xm)) m∑
n=0
χn(x).
This completes the induction. Now take an arbitrary x ∈X. By (7) and (8) it follows that
χ(x) = lim
m→∞χ
(
ξm(x)
)
 lim
m→∞
m−1∑
n=0
χn(x) =
∞∑
n=0
χn(x). (9)
This proves the lemma. 
Lemma 3.9. Let x ∈ Fin(χ) and let y ∈ X be such that there is a finite set A ⊂ ω with xi = yi for each i ∈ ω \ A. If
χi(y) < ∞ for each i ∈ A, then y ∈ Fin(χ).
Proof. Let k ∈ ω be such that A⊂ k. Note that by Lemma 3.8, monotonocity, and subadditivity we have
χ(y)
k−1∑
i=0
χi(y)+ χ
(
ζk(x)
)

∑
i∈A
χi(y)+ (k + 1)χ(x) < ∞.
Thus y ∈ Fin(χ). 
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we want a topology on E that reduces to the norm topology if we take χ to be the p-norm on R˜ω, and that reduces to
the τd topology if we take χ to be the LSC submeasure ϕ on ω as mentioned in Theorem 1.2. Remember that τd is the
topology on Exh(ϕ) that is generated by the metric d mentioned in Theorem 2.3. It is clear that we cannot generalize
the construction of the τd topology on I in Theorem 1.2 to our space E . However, as mentioned in Section 2, the
norm topology on p is the weakest topology that contains the product topology inherited from R˜ω and that makes
the norm continuous (the Kadec property). This construction of the norm topology can easily be generalized to our
general setting. Remember that we have the product topology τw on X.
Definition 3.10. Let τχ be the weakest topology on X that contains τw and that makes χ continuous.
Since τχ is a stronger topology than τw , we will also refer to τw as the weak topology. Note that B given by
B = {O ∩ χ−1([0, t)): O ∈ τw and t ∈ (0,∞)}∪ {V : V ∈ τw}
forms a basis for τχ . Since χ is LSC it is easily seen that τχ is a regular topology. Consequently, τχ is separable and
metrizable by the Urysohn Metrization Theorem. We endow E with the subspace topology τχ it inherits from (X, τχ ).
Since E ⊂ Fin(χ) we see that C given by
C = {O ∩ χ−1([0, t)): O ∈ τw on E and t ∈ (0,∞)} (10)
forms a basis for τχ on E . From now on we shall simply denote the topology a subset of X inherits from (X, τw) by
τw and the topology it inherits from (X, τχ ) by τχ .
Now the previous observations imply that our general space E can indeed be reduced to the space E of Theorem 1.1.
To get the ideal I of Theorem 1.2 we take (Xn,Rn) = ({0,1},), χ = ϕ, the LSC submeasure of the theorem and
En = {0,1} for all n ∈ ω. However, it follows from [5, Remark 41] that the topology τϕ = τχ on I need not be equal
to τd , the Polish topology on I in Theorem 1.2. The following lemma gives the relation between the topologies τw, τϕ
and τd on Exh(ϕ).
Lemma 3.11. Let ϕ be an LSC submeasure on ω. Then we have the following relation between the topologies τw , τϕ
and τd on Exh(ϕ): τw ⊂ τϕ ⊂ τd .
Proof. The inclusion τw ⊂ τϕ follows immediately from the definition of τϕ . Because ϕ({n}) > 0 for all n ∈ ω it
follows that τd ⊃ τw (see also the observation following Theorem 2.3). Furthermore, using the monotonicity and
subadditivity of ϕ it is not difficult to show that∣∣ϕ(A)− ϕ(B)∣∣ d(A,B)
for all A,B ∈ Exh(ϕ), which means that ϕ is continuous with respect to τd . Since τϕ is the weakest topology that
makes ϕ continuous and that contains τw , we have that τϕ ⊂ τd . 
So we are interested in LSC submeasures ϕ on ω with τϕ = τd on Exh(ϕ).
Definition 3.12. An LSC submeasure ϕ on ω is called a Kadec submeasure if we have that τϕ equals the Polish group
topology τd on Exh(ϕ).
We have the following characterization for Kadec submeasures.
Proposition 3.13. An LSC submeasure ϕ on ω is a Kadec submeasure if and only if for every k ∈ ω the function ϕ ◦ ζk
is continuous on (Exh(ϕ), τϕ), where ζk :P(ω)→P(ω) is given by ζk(A) = A \ k.
Proof. Suppose that ϕ is a Kadec submeasure. Since clearly d(ζk(A), ζk(B)) ϕ(AB) = d(A,B) for all A,B ∈
Exh(ϕ), we have that ϕ ◦ ζk is continuous on (Exh(ϕ), τd) and hence on (Exh(ϕ), τϕ) because τϕ = τd .
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to show that τd ⊂ τϕ . Suppose that An converges to A in (Exh(ϕ), τϕ). By continuity of ϕ ◦ ζk we have that
lim
n→∞ϕ(An \ k) = ϕ(A \ k), for all k ∈ ω. (11)
Take k,n ∈ ω. We have
d(An,A) ϕ
(
(AnA)∩ k
)+ ϕ((AnA) \ k)
 ϕ
(
(An ∩ k) (A∩ k)
)+ ϕ(An \ k)+ ϕ(A \ k).
Take ε > 0. Since A ∈ Exh(ϕ) we can find a k0 ∈ ω such that ϕ(A \ k0) < ε/2. From (11) it follows that there is an
n0 ∈ ω such that ϕ(An \ k0) < ε/2 for all n n0. Furthermore, since An converges to A in τw we can find an n1 ∈ ω
such that An ∩ k0 = A∩ k0 for all n n1. Put N = max{n0, n1}. Then it follows from the above estimate for d(An,A)
with k = k0 that for all nN we have
d(An,A) ϕ(An \ k0)+ ϕ(A \ k0 < ε/2 + ε/2 = ε.
We conclude that An converges to A in (Exh(ϕ), τd). We have shown that τd ⊂ τϕ , which proves the proposition. 
The following theorem shows that we can assume without loss of generality that the submeasure ϕ of Theorem 1.2
is a Kadec submeasure and thus our general space E (with the topology τχ ) can be reduced to the space (I, τd) of
Theorem 1.2.
Theorem 3.14. Let ϕ be an LSC submeasure on ω. Then there exists a Kadec submeasure ψ such that ϕ ψ  2ϕ.
Remark 3.15. Note that from the property ϕ ψ  2ϕ it immediately follows that
Fin(ψ) = Fin(ϕ),
Exh(ψ) = Exh(ϕ),
and that the metrics dϕ and dψ as described in Theorem 2.3 on Exh(ϕ) are uniformly equivalent.
Proof. Let {P0,P1,P2, . . .} be an enumeration of the finite subsets of ω, such that P0 = ∅. Now we define ψ :P(ω)→
[0,∞] as follows:
ψ(A)=
∞∑
n=0
2−n ϕ(A \ Pn).
Note that since all the terms in the sum are nonnegative ψ is well defined. It follows easily that ψ is a submeasure
because we know that ϕ is one. Furthermore, we have for any A ⊂ ω that ψ(A)  ϕ(A \ P0) = ϕ(A) and ψ(A) ∑∞
n=0 2−n ϕ(A) = 2ϕ(A). We find that
ϕ ψ  2ϕ. (12)
To see that ψ is LSC note that every term in the sum is a nonnegative LSC function on P(ω) and that every countable
sum of nonnegative LSC functions is again an LSC function.
Let dψ(A,B) = ψ(AB) for A,B ∈ Exh(ψ) = Exh(ϕ). It remains to be shown that τdψ ⊂ τψ on Exh(ψ). Con-
sider an X ∈ Exh(ψ) and an ε > 0. We will show that we can find a set C ∈ τψ such that X ∈ C and for each Y ∈ C,
ψ(XY) < ε. Since X ∈ Exh(ψ) we can find a k ∈ ω such that ψ(X \ k) < ε/4. Let N ∈ ω be such that PN = X∩ k.
Then we have that PN ⊂ X and
dψ(X,PN) = ψ(XPN)= ψ(X \ PN) = ψ(X \ k) < ε/4. (13)
Define f : 2ω → [0,∞) by
f (A) = ψ(A)− 2−Nϕ(A \ PN) =
N−1∑
2−nϕ(A \ Pn)+
∞∑
2−nϕ(A \ Pn).
n=0 n=N+1
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2−N−4ε. Now we define
C = {Y ∈ W : ψ(Y ) < ψ(X)+ δ and f (Y ) > f (X)− δ}.
It is clear that X ∈ C and that C ∈ τψ because f is LSC with respect to τw and ψ is continuous with respect to τψ .
Let Y ∈ C thus ψ(Y ) < ψ(X)+ δ and f (Y ) > f (X)− δ. Then
f (Y )+ 2−Nϕ(Y \ PN) < f (X)+ 2−Nϕ(X \ PN)+ δ
and hence
ϕ(Y \ PN) < ϕ(X \ PN)+ 2N
(
f (X)− f (Y ))+ 2Nδ
< ψ(X \ PN)+ 2Nδ + 2Nδ
< 3 ε/8.
Since Y ∈ W we have Y \ PN = Y PN and hence
dψ(Y,X) dψ(Y,PN)+ dψ(PN,X) 2ϕ(Y \ PN)+ψ(PN X)
<
3
4
ε + 1
4
ε = ε.
This proves the theorem. 
4. The generalizing theorem
In this section we will continue in the framework of an LSC function χ :X → [0,∞] as introduced in Section 3. In
particular, χ satisfies properties (a)–(d) from Section 3. We will work towards Theorem 4.7, which is a generalization
of Theorem 1.1 and of the equivalence of statements (1)–(3) of Theorem 1.2. Remember that (En)n∈ω is a fixed
sequence of sets such that En ⊂ Xn.
Our first result generalizes the equivalence (1) ⇔ (2) of Theorems 1.1 and 1.2. Define for n ∈ ω and ε > 0 the
subset An(ε) of Xn by
An(ε) = SupRn
(
En ∩ (χ ◦ αn)−1
([0, ε])).
By assumption the set An(ε) is nonempty (see Section 3). Note that all points in
∏∞
n=0 An(ε) have the same χ -value.
Put Bn(ε) = (En ∩ (χ ◦αn)−1([0, ε]))∪{0} for all n ∈ ω and note that a ∈∏∞n=0 SupRnBn(ε) for all a ∈∏∞n=0 An(ε).
It follows from (5) that
χ(a) = sup
{
χ(x): x ∈
∞∏
n=0
Bn(ε)
}
, (14)
for all a ∈∏∞n=0 An(ε). For each ε > 0 we pick a point η(ε) ∈∏∞n=0 An(ε).
Remember that E = Fin(χ) ∩∏∞n=0 En, so E ⊂ Fin(χ). To prove Theorem 4.7 we need to assume that Exh(χ) =
Fin(χ), however, for the next proposition and Theorem 4.2 it suffices to assume that E ⊂ Exh(χ). This is equivalent
with saying that Exh(χ) is equal to Fin(χ) on
∏∞
n=0 En, i.e.,
Fin(χ)∩
∞∏
n=0
En = Exh(χ)∩
∞∏
n=0
En.
Proposition 4.1. Assume that E is a nonempty set and that we have E ⊂ Exh(χ). Then χ(η(ε)) = ∞ for all ε > 0 if
and only if there exists an x ∈∏∞n=0 En with χ(x) = ∞ and limn→∞ χn(x) = 0 in R.
Remember that the addition “in R” means that χn(x) < ∞ for all n ∈ ω.
Proof. For the ‘if part’ assume that there is an x ∈∏∞n=0 En with χ(x) = ∞ and limn→∞ χn(x) = 0 with χn(x) < ∞
for every n ∈ ω. Take an ε > 0. We can find an N ∈ ω such that χn(x) ε for all nN . Since every χn(x) is finite
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the monotonicity of χ we conclude that χ(η(ε)) = ∞.
Assume now that χ(η(ε)) = ∞ for all ε > 0. First, we shall inductively construct sequences n0 < n1 < · · · in ω
and y0, y1, . . . such that for all k ∈N,
(i) ym ∈ Bm(1/k) for nk−1 m< nk and
(ii) χ(y0, y1, . . . , ynk−1,0,0, . . .) > k.
Put n0 = 0 and assume that n0, . . . , nk−1 and y0, . . . , ynk−1−1 have been found. We have χ(η(1/k)) = ∞ and
χn(η(1/k))  1/k for n ∈ ω, thus χ(ζnk−1(η(1/k))) = ∞ by Lemma 3.9. With property (d) of χ we can find
b ∈∏∞n=0 Bn(1/k) such that χ(b) > k and ζnk−1(b) = b. Using (7) we can select an nk > nk−1 with the property
that χ(ξnk (b)) > k. If we define yi = bi for nk−1  i < nk then the desired properties are clearly satisfied.
Putting y = (y0, y1, . . .) we see that χ(y) = ∞ by hypothesis (ii) and limn→∞ χn(y) = 0 in R by hypothesis (i).
Since E = ∅ we can select a z ∈ E . We define x ∈∏∞n=0 En by
xn =
{
yn, if yn = 0;
zn, if yn = 0.
We see that yRx so χ(y)  χ(x) and hence χ(x) = ∞. Furthermore, we have that z ∈ Exh(χ) which means that
limn→∞ χ(ζn(z)) = 0 in R and hence we have that limn→∞ χn(z) = 0 in R. We already know that limn→∞ χn(y) = 0
in R, so we have that limn→∞ χn(x) = 0 in R. We see that x is as required. 
Next we prove a generalization of the implication (2) ⇒ (3) of Theorems 1.1 and 1.2. We call a subset A of E
bounded if it is bounded with respect to χ , that is, if there is an M ∈N such that χ(a)M for all a ∈ A. A is called
unbounded if it is not bounded.
Theorem 4.2. Assume that we have E ⊂ Exh(χ) and suppose that there exists an x ∈∏∞n=0 En such that χ(x) = ∞
and limn→∞ χn(x) = 0 in R. Then every nonempty clopen subset of E is unbounded (and hence dimE = 0).
Proof. We will show that every nonempty bounded subset A of E has a boundary point. So suppose A ⊂ E is
nonempty and bounded and let M ∈ N be such that χ(a) M for all a ∈ A. We recursively construct sequences
n0 < n1 < · · · in ω, a0, a1, . . . in A, and b1, b2, . . . in E \A such that for i ∈N,
(i) ξni−1(ai) = ξni−1(bi) = ξni−1(ai−1);
(ii) |χ(ai)− χ(ξni (ai))| < 2−i ; and
(iii) |χ(bi)− χ(ξni (ai))| < 2−i+1.
Since A is not empty we can find an a0 ∈ A and we put n0 = 0.
Assume now that ai−1 and ni−1 have been found for some i ∈N. Since ai−1 ∈ A⊂ Exh(χ) and limn→∞ χn(x) = 0
we can find a k > ni−1 such that χ(ζk(ai−1)) < 2−i and χn(x) < 2−i for each n  k. For j ∈ ω we define yj ∈∏∞
i=0 Ei by
y
j
m =
{
xm, if k m< k + j ;
ai−1m , otherwise.
Note that yj differs from ai−1 in only finitely many coordinates and that every χn(x) ∈R thus yj ∈ E by Lemma 3.9.
Put y = (ai−10 , . . . , ai−1k−1, xk, xk+1, . . .) and observe that χ(y) = ∞ also by Lemma 3.9. Note that limj→∞ yj = y
with respect to τw thus limj→∞ χ(yj ) = ∞ by the LSC property of χ . Since y0 = ai−1 ∈ A and A is bounded we
can find an m ∈ ω such that ai = ym ∈ A and bi = ym+1 ∈ E \A. Note that hypothesis (i) is clearly satisfied and put
ni = k +m. By subadditivity and monotonicity we have
χ
(
ξni (a
i)
)
 χ(ai) χ
(
ξni (a
i)
)+ χ(ζni (ai))
= χ(ξni (ai))+ χ(ζni (ai−1))
 χ
(
ξni (a
i)
)+ χ(ζk(ai−1))< χ(ξni (ai))+ 2−i .
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χ
(
ξni (a
i)
)
 χ(bi) χ
(
ξni (a
i)
)+ χni (x)+ χ(ζni+1(ai−1))
< χ
(
ξni (a
i)
)+ 2−i + 2−i .
Thus hypotheses (ii) and (iii) are satisfied.
The induction being complete we can use hypothesis (i) to define c ∈∏∞i=0 Ei by ξni (c) = ξni (ai) for every i ∈ ω
and note that
lim
i→∞a
i = lim
i→∞ ξni (a
i) = lim
i→∞b
i = c in (X, τw). (15)
By formula (7) we have limi→∞ χ(ξni (ai)) = χ(c). Note that χ(ξni (ai))  χ(ai) M thus χ(c) M and c ∈ E .
Note that it also follows with (ii) and (iii) that limi→∞ χ(ai) = limi→∞ χ(bi) = χ(c). If we combine this result with
(15) then we obtain
lim
i→∞a
i = lim
i→∞b
i = c in (E, τχ ).
We may conclude that c is a boundary point of A in E . 
Now we prove a result that is a generalization of (3) ⇒ (1) of Theorem 1.2 and a partial generalization of (4) ⇒ (1)
of Theorem 1.1. As usual, if p is a point in a space Y then indp Y denotes the dimension of Y at p. For instance,
indp Y = 0 means that p has a clopen neighbourhood basis in Y .
Theorem 4.3. Suppose that Fin(χ) = Exh(χ) and that every set En is zero-dimensional. Let y ∈ E be such that
χ(y) = 0 and suppose that χ ◦ αnEn is continuous in the point yn for every n ∈ ω. Then we have
indy E > 0 ⇒ χ
(
η(ε)
)= ∞ for each ε > 0.
Proof. We prove this theorem by contraposition. Suppose that there exists an ε0 > 0 such that χ(η(ε0)) < ∞. Take
ε ∈ (0, ε0]. Since C given by formula (10) is a basis for the topology on E and since τw is a zero-dimensional topology
on
∏∞
i=0 Ei it suffices to find a clopen U in E such that y ∈U ⊂ χ−1([0, ε)). Note that η(ε0) ∈ Fin(χ) = Exh(χ) and
hence we can find a k ∈N such that
χ
(
ζk
(
η(ε0)
))
< ε/2. (16)
Observe that χn(y) = χ(αn(yn)) = 0 for each n. By the continuity of χ ◦ αnEn in yn we can find a clopen neigh-
bourhood C of y in
∏∞
i=0 Ei such that
χn(x) < ε/(2k) for x ∈ C and n < k. (17)
Next define the set U as
U = {x ∈ C: χ(x) ε}.
Note that y ∈ U and by the lower semi-continuity of χ it follows that U is closed in τw (and hence in τχ ). Take an
x ∈ U . We have that
χ(x) χ
(
ξk(x)
)+ χ(ζk(x)), (18)
and with Lemma 3.8 and (17) we see that
χ
(
ξk(x)
)

k−1∑
n=0
χn(x) <
ε
2k
k = ε/2. (19)
If n k then χn(x) χ(x) ε  ε0 and hence ζk(x)Rζk(η(ε0)) by the definition of η(ε0). With the monotonicity of
χ and (16) we get
χ
(
ζk(x)
)
 χ
(
ζk
(
η(ε0)
))
< ε/2. (20)
With (18)–(20) it follows that χ(x) < ε. We conclude that we can also write U = C ∩ χ−1([0, ε)), which is an open
neighbourhood of y in E . We have that U is a clopen neighbourhood of y such that χ(x) < ε for all x ∈ U . We may
conclude that indy E = 0. 
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∏∞
n=0 En, τw) is a witness to the almost
zero-dimensionality of E if every set En is zero-dimensional.
Combining Proposition 4.1 and Theorems 4.2 and 4.3 we get the following result.
Theorem 4.5. Suppose that Fin(χ) = Exh(χ) and that every set En is zero-dimensional. Furthermore, suppose there
is an y ∈ E with χ(y) = 0 and such that χ ◦αnEn is continuous in yn for every n ∈ ω. Then the following statements
are equivalent:
(1) χ(η(ε)) = ∞ for each ε > 0,
(2) there exists an x ∈∏∞n=0 En with χ(x) = ∞ and limn→∞ χn(x) = 0 in R,
(3) every nonempty clopen subset of E is unbounded,
(4) indz E > 0 for all z ∈ E , and
(5) indy E > 0.
Motivated by Theorem 1.1, we aim at conditions under which statements (1)–(3) of Theorem 4.5 are equivalent
with the statement that dimE > 0.
Theorem 4.6. Suppose that Fin(χ) = Exh(χ) and that every set En is zero-dimensional. Furthermore, suppose that for
infinitely many m,k ∈N the functions χ ◦ ξm(E, τw) and χ ◦ ζk(E, τχ ) are continuous. Then we have the following
implication:
dimE > 0 ⇒ χ(η(ε))= ∞ for all ε > 0.
Proof. As expected this proof is similar to the proof of Theorem 4.3. Suppose that there exists an ε0 > 0 such that
χ(η(ε0)) < ∞. Take a z ∈ E and let ε ∈ (0, ε0]. It suffices to show that there is a clopen neighbourhood U of z in E
with U ⊂ χ−1([0, χ(z)+ ε)).
Since both z and η(ε0) are elements of Exh(χ) we can find m,k ∈N such that m k and
(i) χ(ζk(η(ε0))) < ε/2;
(ii) χ(ζk(z)) ε0;
(iii) χ ◦ ξm(E, τw) is continuous; and
(iv) χ ◦ ζk(E, τχ ) is continuous.
Note that (E, τw) is a subspace of
∏∞
i=0 Ei and therefore zero-dimensional. By (iii) there is a clopen neighbourhood
C of z in (E, τw) such that
χ
(
ξm(x)
)
< χ
(
ξm(z)
)+ ε/2, (21)
for all x ∈ C. Next define
U = {x ∈ C: χ(ζk(x)) ε0}
and note that z ∈ U because of (ii). By the lower semi-continuity of χ it follows that U is a closed set in (E, τw) and
hence in (E, τχ ).
Take an x ∈U . Since for n k, χn(x) χ(ζk(x)) ε0 we have ζk(x)Rζk(η(ε0)). With (i) we see that χ(ζk(x))
χ(ζk(η(ε0))) < ε/2 < ε0. Thus U = {x ∈ C: χ(ζk(x)) < ε0} which is an open set in E with respect to τχ because of
condition (iv). By the subadditivity of χ and formula (21) we have that
χ(x) χ
(
ξk(x)
)+ χ(ζk(x))< χ(ξm(x))+ ε/2
< χ
(
ξm(z)
)+ ε/2 + ε/2 χ(z)+ ε.
Thus U is a clopen neighbourhood of z in E that is contained in χ−1([0, χ(z)+ ε)). 
This result is a generalization of the implication (4) ⇒ (1) of Theorem 1.1: take χ equal to the p-norm on R˜ω
and let En be a zero-dimensional subset of R for every n ∈ ω. It is clear that for all k ∈ N the function χ(ξk(x)) =
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∑
i<k |xi |p)1/p is continuous with respect to the product topology on p and that ‖ζk(x)‖p is continuous in the norm
topology.
If we assume that χ is a Kadec submeasure on ω, then it follows from Proposition 3.13 that χ ◦ ζk(E, τχ ) is
continuous for all k ∈ N. Furthermore, χ ◦ ξk(E, τw) is continuous for all k ∈ ω because ξk(E) is finite and hence
discrete. Thus Theorem 4.6 contains the implication (3) ⇒ (1) of Theorem 1.2 when we also use Theorem 3.14 to
replace ϕ with a Kadec submeasure ψ if necessary.
Combining Proposition 4.1 and Theorems 4.2 and 4.6 we get our main result, which is, according to the above
observations, a generalization of Theorem 1.1 and of the equivalence of the statements (1)–(3) in Theorem 1.2.
Theorem 4.7. Suppose that E is not empty and that Fin(χ) = Exh(χ). Furthermore, assume that every set En is zero-
dimensional and that for infinitely many m,k ∈ N the functions χ ◦ ξm(E, τw) and χ ◦ ζk(E, τχ ) are continuous.
Then the following statements are equivalent:
(1) χ(η(ε)) = ∞ for all ε > 0,
(2) there exists an x ∈∏∞n=0 En with χ(x) = ∞ and limn→∞ χn(x) = 0 in R,
(3) every nonempty clopen subset of E is unbounded, and
(4) dimE > 0.
5. E as representation of Ec
The last statement in Theorem 1.2 is that (I, τd) is homeomorphic to complete Erdo˝s space. In this section we
give conditions under which our general space E is homeomorphic to Ec. As a result we get a full generalization of
Theorem 1.2.
Definition 5.1. Let X be a space and let A be a collection of subsets of X. The space X is called A-cohesive if every
point of the space has a neighbourhood that does not contain nonempty clopen subsets of any element of A. If a space
X is {X}-cohesive then we simply call X cohesive.
Clearly, if every nonempty clopen subset of E is unbounded then E is cohesive. Furthermore, every nonempty
cohesive space is at least one dimensional. So under the conditions of Theorem 4.7, we have
dimE > 0 ⇐⇒ E is cohesive. (22)
If X is a nonempty space then Y is called an X-factor if there is a space Z such that Y ×Z is homeomorphic to X.
We need the following results of Dijkstra and van Mill [5, Theorems 12 and 15].
Theorem 5.2. A nonempty space E is an Ec-factor if and only if E is almost zero-dimensional as witnessed by a
topology W such that every point of E has a neighbourhood that is complete in (E,W).
Theorem 5.3. A nonempty space is homeomorphic to Ec if and only if it is a cohesive Ec-factor.
The following result generalizes Dijkstra [2, Theorem 3 and Corollary 4] and Dijkstra and van Mill [5, Theo-
rem 23].
Theorem 5.4. Assume that E = ∅ and that the sets En are zero-dimensional and topologically complete. Then E is an
Ec-factor. If, in addition, E ⊂ Exh(χ) and there is an x ∈∏∞n=0 En such that χ(x) = ∞ and limn→∞ χn(x) = 0 in R,
then E is homeomorphic to Ec.
Proof. We noted in Remark 4.4 that E is almost zero-dimensional as is witnessed by the topology τw it inherits from
the zero-dimensional and complete space
∏∞
n=0 En. Let x ∈ E and consider U = χ−1([0, χ(x)+1])∩
∏∞
n=0 En. Note
that U ⊂ Fin(χ) thus U is a neighbourhood of x in E . Since χ is LSC on X we have that U is a closed subspace of
the complete space
∏∞
n=0 En and hence U is topologically complete in the topology τw . With Theorem 5.2 we see
that E is an Ec-factor. The second part follows immediately from Theorems 4.2 and 5.3. 
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Corollary 5.6. Suppose that E is a nonempty subset of Exh(χ) and that there is an x ∈∏∞n=0 En such that χ(x) = ∞
and limn→∞ χn(x) = 0 in R. Then E contains a closed copy of Ec.
Proof. Let y ∈ E and define E′n = {xn, yn} for n ∈ ω. Let E ′ = Fin(χ)∩
∏∞
i=0 E′i with the topology τχ . It is clear that
E ′ is a closed subspace of E and that Theorem 5.4 shows that E ′ is homeomorphic to Ec. 
Remark 5.7. It was observed in [5] that if E is a subspace of p as in Theorem 1.1 then E is an Ec-factor if and only
if every En is topologically complete and zero-dimensional. The converse of Theorem 5.4 is no longer valid in the
general setting as the following examples show. For both examples we start with an E that is homeomorphic to Ec and
we add an extra factor X−1 to X.
Let E−1 = X−1 = Ec and put X′ = X−1 ×X. We define χ ′ :X′ → [0,∞] by χ ′(x−1, x0, . . .) = χ(x0, x1, . . .) and
we let R−1 be the full relation X−1 ×X−1. Then, clearly, the corresponding E ′ equals Ec × E so it is homeomorphic
to Ec. In this case one of the En’s is one-dimensional. Note that we cannot weaken the premise of Theorem 5.4 to
the requirement that the En’s are almost zero-dimensional because we can also choose E−1 = Eωc . In that case the
resulting E ′ is homeomorphic to Eωc , which is not an Ec-factor according to [7].
Now let E−1 =Q and X−1 =Q ∪ {∞} ⊂ R˜. Let q0, q1, . . . be a one-to-one enumeration of Q and put q∞ = ∞.
Define the LSC function ψ :X−1 → [0,∞] by ψ(qn) = n for n ∈ ω ∪ {∞} and the order R−1 on X−1 by pR−1q if
ψ(p) ψ(q). Now let χ ′(x) = ψ(x−1) + χ(x0, x1, . . .) be defined on X′ = X−1 × X and consider the resulting E ′.
Note that ψ generates the discrete topology on E−1 and hence E ′ is the product of a countable discrete space with a
complete Erdo˝s space so E ′ ≈ Ec. Note that E−1 is not topologically complete.
The following result, when combined with Theorem 4.7, fully generalizes Theorem 1.2.
Theorem 5.8. Suppose that Fin(χ) = Exh(χ) and that every En is a zero-dimensional and topologically complete
space. Furthermore, assume that for infinitely many m,k ∈N, χ ◦ ξm(E, τw) and χ ◦ ζk(E, τχ ) are continuous. Then
E is homeomorphic to Ec if and only if dimE > 0.
Proof. Clearly, if E is homeomorphic to Ec, then dimE > 0. Now suppose that dimE > 0, so in particular E = ∅.
It follows from Theorem 4.7 that there is an x ∈∏∞n=0 En such that χ(x) = ∞ and limn→∞ χn(x) = 0 in R. With
Theorem 5.4 we conclude that E ≈ Ec. 
6. E as representation of E
In this section we give a generalization of the following result of Dijkstra and van Mill [6, Proposition 8.26].
Proposition 6.1. Let χ be the p-norm on R˜ω for some p  1 and let En ⊂R be a zero-dimensional Fσδ-space for all
n ∈ ω such that dimE > 0. If infinitely many of the En’s are of the first category in themselves, then E is homeomorphic
to E.
We need some new notions. The following definitions are taken from Dijkstra and van Mill [6].
Definition 6.2. If A is a nonempty set then A<ω denotes the set of all finite strings of elements of A, including the
null string λ. If s ∈ A<ω then |s| denotes its length. In this context the set A is called an alphabet. Let Aω denote the
set of all infinite strings of elements of A. If s ∈ A<ω and σ ∈ A<ω ∪Aω then we put s ≺ σ if s is an initial substring
of σ , that is, there is a τ ∈A<ω ∪Aω with sτ = σ , where  denotes concatenation of strings. If σ ∈A<ω ∪Aω and
k ∈ ω then σ k ∈A<ω is characterized by σ k ≺ σ and |σ k| = k.
Definition 6.3. A tree T on an alphabet A is a subset of A<ω that is closed under initial segments, i.e. if s ∈ T and
t ≺ s then t ∈ T . An infinite branch of T is an element σ of Aω such that σ k ∈ T for every k ∈ ω. The body of T ,
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is an immediate successor of s and succ(s) denotes the set of immediate successors of s in T .
To formulate the next theorem we introduce the concept of a Sierpin´ski stratification.
Definition 6.4. Let X be a space. We call a system (Xs)s∈T a Sierpin´ski stratification of X if T is a nonempty tree
over a countable alphabet and Xs is a closed subset of X for each s ∈ T such that
(i) Xλ = X and Xs =⋃{Xt : t ∈ succ(s)} for all s ∈ T and
(ii) if σ ∈ [T ] then the sequence Xσ0,Xσ1, . . . converges to a point xσ ∈ X.
Sierpin´ski [13] proved the following theorem.
Theorem 6.5. A space X is an (absolute) Fσδ-space if and only if it admits a Sierpin´ski stratification.
Definition 6.6. Let T be a tree and let (Xs)s∈T be a system of subsets of a space X such that Xt ⊂ Xs whenever s ≺ t .
A subset A of X is called an anchor for (Xs)s∈T in X if for every σ ∈ [T ] we have Xσk ∩A = ∅ for some k ∈ ω or
the sequence Xσ0,Xσ1, . . . converges to a point in X.
Note that if (Xs)s∈T is a Sierpin´ski stratification of X, then the whole space X is an anchor.
Remark 6.7. Let Y be an Fσδ-space that is a witness to the almost zero-dimensionality of a space X. Thus X is
a subset of Y and we let Z be the set X with the topology that is inherited from Y . Let (Ys)s∈T be a Sierpin´ski
stratification of Y and put Zs = Ys ∩Z for s ∈ T . Let x ∈ X and choose a neighbourhood B of x in X such that B is
closed in Y . If σ ∈ [T ] is such that Yσk ∩B = ∅ for each k ∈ ω we have that Yσ0, Yσ1, . . . converges in Y to a point
that must lie in B . Hence Zσ0,Zσ1, . . . converges in Z and we have that B is an anchor for (Zs)s∈T in Z.
In [6, Theorem 8.27] Dijkstra and van Mill prove the following characterization of E.
Theorem 6.8. A space E is homeomorphic to E if and only if there exists a topology T on E that witnesses the almost
zero-dimensionality of E and there exists a nonempty tree T over a countable set and subspaces Es of E that are
closed with respect to T for each s ∈ T such that:
(1) Eλ = E and Es =⋃{Et : t ∈ succ(s)} whenever s ∈ T ,
(2) each x ∈E has a neighbourhood U that is an anchor for (Es)s∈T in (E,T ),
(3) for each s ∈ T and t ∈ succ(s) we have that Et is nowhere dense in Es , and
(4) E is {Es : s ∈ T }-cohesive.
Of course E = {x ∈ 2: xn ∈ Q for all n ∈ ω} itself satisfies the conditions of Theorem 6.8: let T be the prod-
uct topology that E inherits from Qω, let T = Q<ω and for each s = q0 . . . qk−1 ∈ T we put Es = {x ∈ E: xi =
qi for i < k}. With Remark 6.7 and the observation that nonempty clopen subsets of Es are unbounded in view of
Theorem 1.1, it follows that E satisfies the conditions of Theorem 6.8.
We can now prove the following generalization of Proposition 6.1.
Theorem 6.9. Suppose that E is a nonempty subset of Exh(χ) such that χ ◦ ξk(E, τw) is continuous for infinitely
many k ∈ N and suppose that every En is a zero-dimensional Fσδ-space. Assume that there is an x ∈∏∞n=0 En such
that χ(x) = ∞ and limn→∞ χn(x) = 0 in R. If infinitely many of the En’s are of the first category in themselves then
E is homeomorphic to E.
Proof. Let ν :ω → ω be a bijection such that for each n ∈ ω, Eν(2n) is of the first category in itself. We use Theo-
rem 6.8 to show that E is homeomorphic to E. Let W be the zero-dimensional product space ∏∞n=0 En ⊂∏∞n=0 Xn.
Since χ is an LSC function on W we have that W witnesses the almost zero-dimensionality of E . Let T be the
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(Zns )s∈Tn for En such that every Zns = ∅. Since Eν(2n) is of the first category in itself we may assume that Zν(2n)t is
nowhere dense in Zν(2n)λ = Eν(2n) for every t ∈ Tν(2n) with |t | = 1. We now construct a tree T as follows:
T = {(s0, . . . , sk, s′0, . . . , s′k): si ∈ Tν(2i), s′i ∈ Tν(2i+1), and
|si | = |s′i | = k − i for 0 i  k where k ∈ ω
}
.
If s = (s0, . . . , sk, s′0, . . . , s′k) ∈ T and t = (t0, . . . , tl , t ′0, . . . , t ′l ) ∈ T then s ≺ t means that k  l, si ≺ ti and s′i ≺ t ′i for
every i  k. Now T does not formally satisfy the definition of a tree, but it is obviously isomorphic to a countable tree.
Note that in this interpretation we have |(s0, . . . , sk, s′0, . . . , s′k)| = k. Let s = (s0, . . . , sk, s′0, . . . , s′k) ∈ T and define the
following closed subset of W :
Ws =
{
w ∈ W : wν(2i) ∈Zν(2i)si and wν(2i+1) ∈Zν(2i+1)s′i for i  k
}
.
Let Es ⊂ E stand for Fin(χ)∩Ws with the topology τχ . We prove the following claim.
Claim 6.10. Let Eˆn be a subset of Xn for every n ∈ ω and put Eˆ = Fin(χ) ∩∏∞n=0 Eˆn. If Eˆn = En for all but finitely
many n, then every nonempty clopen subset of Eˆ is unbounded.
Proof. If Eˆ is empty then the claim is trivially true. So let y ∈ Eˆ . Define z ∈∏∞n=0 Eˆn as
zn =
{
yn, if Eˆn = En;
xn, if Eˆn = En.
Then χ(z) = ∞ by Lemma 3.9 and also limn→∞ χn(z) = 0 in R. Now apply Theorem 4.2 to Eˆ . 
With this claim we see that every nonempty clopen subset of Es is unbounded. This means that E is {Es : s ∈ T}-
cohesive: just choose bounded neighbourhoods for the points of E . We see that condition (4) of Theorem 6.8 is
satisfied.
It is easily verified that (Ws)s∈T is a Sierpin´ski stratification of W because it is a product of Sierpin´ski strat-
ifications. This also means that (Es)s∈T satisfies condition (1) of Theorem 6.8. Moreover, since W is a witness,
condition (2) is easily seen to be satisfied as well, see Remark 6.7. We now verify condition (3) of Theo-
rem 6.8. Let s = (s0, . . . , sk, s′0, . . . , s′k) ∈ T and let t = (t0, . . . , tk+1, t ′0, . . . , t ′k+1) ∈ succ(s). Take y ∈ Et and let
O ∩ χ−1([0, χ(y) + ε)) be a basic neighbourhood of y in E , where O is an element of τw and ε > 0. Select an
m> ν(2k) such that {y0}× · · ·× {ym−1}×Xm ×Xm+1 ×· · · ⊂O , χ(ζm(y)) < ε/2 and χ ◦ ξm(E, τw) is continuous.
Then we can find an open set U ⊂ Eν(2k) with yν(2k) ∈U such that
{y0} × · · · × {yν(2k)−1} ×U × {yν(2k)+1} × · · · × {ym−1} × {0} × {0} × · · ·
⊂ O ∩ χ−1([0, χ(y)+ ε/2)). (23)
Because y ∈ Et , we have that yν(2k) ∈ Zν(2k)tk with |tk| = (k + 1) − k = 1, so Zν(2k)tk is nowhere dense in Eν(2k). This
means that we can pick a point q ∈U \Zν(2k)tk . We define z ∈ E \ Et by
zi =
{
q, if i = ν(2k),
yi, if i = ν(2k).
Since yν(2i) ∈ Zν(2i)ti ⊂ Zν(2i)si for i < k, q ∈ Eν(2k) = Zν(2k)λ = Zν(2k)sk , and yν(2i+1) ∈ Zν(2i+1)t ′i ⊂ Z
ν(2i+1)
s′i
for i  k
we have that z ∈ Es . Furthermore, with (23) we see that
χ(z) χ
(
ξm(z)
)+ χ(ζm(y))< χ(y)+ ε/2 + ε/2
thus z ∈ O ∩ χ−1([0, χ(y)+ ε)). This shows that Et is nowhere dense in Es , which means that all premises of Theo-
rem 6.8 have been verified. 
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Let Ω be a point not in X, and define the set E+ as E+ = E ∪ {Ω}. We suppose that we have a (separable, metric)
topology τE+ on E+ such that E is a subspace of E+ and such that for every neighbourhood U of Ω we have that
E \U is bounded.
The following definition is taken from [1].
Definition 7.1. Let X be a space and p ∈ X. We say that p is a fixed point of X if for every nonconstant continuous
function f :X →X we have that f (p) = p.
It is clear that if a space contains a fixed point then it has the fixed point property. The converse is not true: every
non-degenerate compact AR is an example of a space with the fixed point property but without a fixed point.
We want to show that under certain conditions the point Ω is a fixed point of E+. As a result we get a generalization
of the following theorem, proved by Abry, Dijkstra and van Mill [1, Theorem 16].
Theorem 7.2. Take p  1 and let χ be the p-norm on R˜ω. Let En be a zero-dimensional subset of R for every n ∈ ω.
Then the following statements about E+ are equivalent:
(1) Ω is a fixed point of E+.
(2) E+ has the fixed point property.
(3) E+ is connected.
(4) dimE = 0.
Definition 7.3. A space X is called hereditarily disconnected if each component of X consists of a single element.
For clarity: a space X is called totally disconnected if for every two distinct points x, y ∈ X we can find a clopen
subset C of X such that x ∈ C and y /∈ C. Clearly, every totally disconnected space is hereditarily disconnected.
However, the converse is not true, see [8, p. 369].
To prove the next theorem we need the following lemma, which can be found in [1, Lemma 14].
Lemma 7.4. Let p be a point in a space X such that X \ {p} is hereditarily disconnected. If for every open neighbour-
hood U of p with U = X the component of p in U is not closed in X, then p is a fixed point of X.
Theorem 7.5. Assume that E ⊂ Exh(χ) and that there exists an x ∈ ∏∞n=0 En such that χ(x) = ∞ and
limn→∞ χn(x) = 0 in R. Furthermore, suppose that E is hereditarily disconnected. Then Ω is a fixed point of E+.
Proof. In view of Lemma 7.4 let U be an open neighbourhood of Ω in E+ such that A = E \ U = ∅. Let C be
the component of Ω in U . Since U is a neighbourhood of Ω we know that A is bounded. Let N ∈ N be such that
A ⊂ χ−1([0,N ]). If y ∈ E and k ∈ N we define Yk(y) = {z ∈ E : ξk(z) = ξk(y)}. Changing finitely many coordinates
xn of x into yn does not affect the properties χ(x) = ∞ (see Lemma 3.9) and limn→∞ χn(x) = 0. With Theorem 4.2
we get that every nonempty clopen subset of each Yk(y) is unbounded.
Now we inductively construct a sequence a0, a1, . . . of points in A and numbers n0 < n1 < · · · in N such that for
all i ∈N
(i) ai ∈ Yni−1(ai−1) and
(ii) χ(ξni (ai)) > si − 2−i ,
where si = sup{χ(x): x ∈A∩ Yni−1(ai−1)}.
For the basis step we take an a0 ∈ A and n0 = 1 and we note that properties (i) and (ii) do not apply to this case.
For the induction step suppose that ai and ni have been found. Since si+1  N we can choose ai+1 ∈ A ∩ Yni (ai)
such that
χ(ai+1) > sup
{
χ(x): x ∈ A∩ Yni (ai)
}− 2−i−1 = si+1 − 2−i−1.
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are satisfied.
By property (i) we can define c ∈∏∞n=0 En such that
ξni (c) = ξni (ai),
for all i ∈ ω. Clearly, the sequence (ai)i∈ω converges to c in ∏∞n=0 En. Furthermore, with (7) and the monotonicity of
χ we get
χ(c) = lim
i→∞χ
(
ξni (c)
)= lim
i→∞χ
(
ξni (a
i)
)
 sup
i∈ω
χ(ai)N, (24)
so c ∈ E . Note that by properties (i) and (ii) and the monotonicity of χ we have that χ(ai) χ(ξni (ai)) > si − 2−i 
χ(ai)− 2−i for all i ∈N. From (24) we know that limi→∞ χ(ξni (ai)) = χ(c), so we get that limi→∞ χ(ai) = χ(c).
We now have that c = limi→∞ ai in E and since A is closed we see that c ∈A.
For each i ∈ N we choose bi ∈ Yni−1(ai−1) such that χ(bi) = χ(ai) + 2−i . This is possible because if such a bi
does not exist, then {x ∈ Yni−1(ai−1): χ(x) < χ(ai) + 2−i} is a bounded clopen subset of Yni−1(ai−1) that contains
ai . Clearly, the sequence (bi)i converges to c in τw and limi→∞ χ(bi) = χ(c), so limi→∞ bi = c in E . With property
(ii) we see that χ(bi) χ(ξni (ai)) + 2−i > si , thus there is a k > ni−1 such that χ(ξk(bi)) > si . Note that Yk(bi) ⊂
Yni−1(a
i−1) \A ⊂ U . If K is a clopen subset of B = Yk(bi) ∪ {Ω} that does not contain Ω then K is a bounded and
clopen subset of Yk(bi) and hence empty. Thus B is a connected subset of U and hence bi ∈ C for each i. This means
that c is a point in the closure of C that is not in U . We conclude that C is not closed in E and we can apply Lemma 7.4
to obtain that Ω is a fixed point of E+. 
Combining Theorems 4.7 and 7.5 we get the following corollary which is a generalization of Theorem 7.2.
Corollary 7.6. Suppose that Fin(χ) = Exh(χ) and that every set En is zero-dimensional. Furthermore, assume that
for infinitely many m,k ∈ N the functions χ ◦ ξm(E, τw) and χ ◦ ζk(E, τχ ) are continuous. Then the following
statements are equivalent:
(1) Ω is a fixed point of E+,
(2) E+ has the fixed point property,
(3) E+ is connected, and
(4) dimE = 0.
Proof. The implications (1) ⇒ (2) and (2) ⇒ (3) are obvious and (3) ⇒ (4) follows from [9, Corollary 1.5.6].
(4) ⇒ (1) follows from Theorems 4.7 and 7.5, where we note that E is totally disconnected because the sets En are
zero-dimensional. 
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