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Preface
Telecommunications is a vast field of technology and science. Considering only its technical
aspects, it cover areas such as, inter alia, signal processing, transmission, or network com-
mutation. What is more, telecommunications also includes various types of services. This
diversity is visible in the subject matter of articles published in this issue. Eight papers of
the Journal of Telecommunications and Information Technology are dedicated to the services,
and more specifically to the quality of the telecom services.
Every year, in each issue, we devote a lot of attention to these issues. It’s no different this time
because in the current issue of the magazine, two articles are related to the quality of video
signals. The first of them by Christian Hoppe and Tadeus Uhl deals with the using DASH
techniques to transmit video signals via IP networks. The second paper presents a newly
designed stereoscopic video quality metrics and was written by Grzegorz Wilczewski.
Two papers share the subject of voice signals, namely the paper titled Model-Based Method
for Acoustic Echo Cancelation and Near-End Speaker Extraction: Non-negative Matrix Fac-
torization by Pallavi Agrawal and Madhu Shandilya, and Genetic Algorithm for Combined
Speaker and Speech Recognition using Deep Neural Networks by Gurpreet Kaur, Mohit
Srivastava, and Amod Kumar.
The four following articles also touch QoS in the area of mobile networks: Link Quality
Assessment Algorithm for Heterogeneous Self-organizing Maritime Communications Network
by Krzysztof Bronk, Adam Lipka, and Rafał Niski, Comparative Analysis of QoS Manage-
ment and Technical Requirements in 3GPP Standards for Cellular IoT Technologies by Valery
Tikhvinskiy, Grigory Bochechka, Andrey Gryazev, and Altay Aitmagambetov. The third
one is Measurements and Statistical Analysis for Assessment of Availability of Mobile Net-
work Services by Grażyna Kadamus and Małgorzata Langer. The last paper from this group
written by Szabolcs Szilágyi, Ferenc Fejes, Róbert Katona is dedicated to a compression of
the MPT-GRE software and MPTCP protocol in the Fast Ethernet. The authors compare the
path aggregation capabilities of these two technologies.
This issue of the magazine is complemented by five interesting articles about other topic, yet
all of them are closely related to the propagation of radio waves. P. Vimala and G. Yamuna
propose a new pilot search algorithm and elaborate on it. Their article is titled: Pilot Design
for Sparse Channel Estimation in Orthogonal Frequency Division Multiplexing Systems.
In turn, in the article entitled An Optimized Propagation Model based on Measurement Data
for Indoor Environments by Marco Morocho-Yaguana, Patricia Luden˜a-Gonza´lez, Francisco
Sandoval, Betty Poma-Ve´lez, and Alexandra Erreyes-Dota the authors present a new model of
adjusting the loss coefficients based on empirical data. Also, the paper written by Alessandro
Calcaterra, Fabrizio Frezza, Patrizio Simeoni, and Nicola Tedeschi relates to electromagnetic
waves propagation. This paper is titled: Numerical Evaluation of Electromagnetic-wave
Penetration at Normal Incidence Through an Inhomogeneous-wave Approach.
The title of the next article: Minimum Array Elements for Resolution of Several Direction
of Arrival Estimation Methods in Various Noise-Level Environments by Ismail El Ouargui,
Said Safi, and Miloud Frikel is not very closely related to the radio transmission; however,
the issues presented in it are also applicable in radio communications.
Artur Maździarz is the author of the paper titled Alarm Correlation in Mobile Telecommu-
nications Networks based on k-means Cluster Analysis Method. This paper deals with very
important issues from the point of view of maintaining mobile networks.
I hope that the specialist will find these papers interesting and worthwhile their attention.
I wish you pleasant reading experience.
Sławomir Kula
Guest Editor
https://doi.org/10.26636/jtit.2018.preface2
Paper Video Streaming over IP
using the DASH Technique
Christian Hoppe1 and Tadeus Uhl2
1 Nextragen Solutions GmbH Flensburg, Handewitt, Germany
2 Maritime University of Szczecin, Szczecin, Poland
https://doi.org/10.26636/jtit.2018.125318
Abstract—Modern Internet serves as a high-performance
platform for an ever-increasing number of services. Some
of them – video services in particular – are of the broadband
variety. So, it is not surprising that segments of networks can
rapidly become congested, which may lead to a deterioration
in quality. It is hoped that the new MPEG-DASH technique
will alleviate congestion. This paper contains an analysis of
the new technology’s impact on the quality of service in IP net-
works. It also explains a new numerical tool QoSCalc(DASH)
that has been used to analyze the DASH method in different
scenarios. The results are presented graphically and inter-
preted.
Keywords—H.265, IP network technology, MPEG-DASH, QoS
measurement techniques, QoS measurement environment, video
streaming, VP9.
1. Introduction
There is currently no better communication technology
available than IP. It is extremely flexible and has been
implemented worldwide. The modern Internet of Things
(IoT) concept is also based on IP technology. The number
of applications is growing rapidly, with video applications
especially on the increase recently. It is common knowl-
edge that video services are extremely resource consum-
ing. So, congestion will occur rapidly in certain segments
of the Internet. Packet losses, end-to-end delays and jitter
are the inevitable consequences. They will be reflected by
a rapid deterioration in service quality, and customer sat-
isfaction will plummet. New techniques will have to be
adopted to address the situation. One such new technique
is the MPEG-DASH method (Dynamic Adaptive Stream-
ing over HTTP), that was standardized in 2012 as ISO/IEC
23009-1:2012 [1]. What effects does it have on QoS in IP
networks? The work described in this paper aimed to find
an answer to that question.
In general, two models are used to determine the quality
of service/quality of experience (QoS/QoE) in a network:
the dual-ended model and the single-ended model [2]. In
the case of the dual-ended model, two signals are used: the
original signal and the degraded signal. These two signals
are available uncompressed. For this reason, measurements
can be carried out for both QoE (a subjective evaluation)
and Quality of Service (an objective evaluation). In the
case of the single-ended model, only the impaired signal
(compressed) is available. This allows only an objective
evaluation of QoS to be made.
The most widely used QoE measurement techniques for
video services over IP (VSoIP) are currently PEVQ
(J.247) [3] and VQuad-HD (J.341) [4]. These techniques
are very accurate. They are, however, time-consuming and
can often only be implemented with a license. Both algo-
rithms incorporate an emulation of the human eye, and so,
one can justifiably speak of QoE values here. It is also
the reason why these QoE methods were chosen for the
analyses described in this paper.
This paper begins with a brief explanation of the MPEG-
DASH technique. It then goes on to introduce a new nu-
merical tool to analyze the DASH method. The analysis
scenarios are then described. The results obtained are pre-
sented graphically and interpreted. The paper concludes
with a summary and an outlook on future work.
2. How Does MPEG-DASH Work?
Dynamic Adaptive Streaming over HTTP (DASH), also
known as MPEG-DASH, is an adaptive bitrate streaming
technique that enables high-quality streaming of media con-
tent over the Internet hosted by conventional HTTP web
servers. Like Apple’s HTTP Live Streaming (HLS) solu-
tion, MPEG-DASH works by breaking the content into
a sequence of small HTTP-based file segments, each seg-
ment containing a short interval of playback time of con-
tent that is potentially many hours in duration, such as
a movie or a live broadcast of a sports event. The con-
tent is made available at a variety of different bitrates, i.e.
alternative segments encoded at different bitrates covering
aligned short intervals of playback time. While the con-
tent is being played back by an MPEG-DASH client, the
client automatically selects, from the alternatives, the next
segment to download and play based on current network
conditions. The client selects the segment with the high-
est bitrate possible that can be downloaded in time for
playback without causing stalls or re-buffering events in
the playback. Thus, an MPEG-DASH client can seam-
lessly adapt to changing network conditions and can provide
high-quality playback with fewer stalls or re-buffering
events.
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MPEG-DASH is the first adaptive bitrate HTTP-based
streaming solution to become an international standard.
MPEG-DASH should not be confused with a transport pro-
tocol - the transport protocol that MPEG-DASH uses is
TCP. MPEG-DASH uses existing HTTP web server infras-
tructure that is used for delivery of essentially all online
content. It allows devices such as Internet-connected TVs,
set-top boxes, personal computers, smartphones, tablets,
etc., to consume multimedia content (video, TV, radio, etc.)
delivered via the Internet, coping with variable Internet re-
ceiving conditions. Standardizing an adaptive streaming
solution was intended to promote confidence on the mar-
ket that the solution can be adopted for universal deploy-
ment, compared to similar but proprietary solutions such
as Microsoft Smooth Streaming, or Adobe HDS. DASH is
codec-agnostic, which means it can use content encoded
with any coding format, e.g. H.264, H.265, VP9 [5].
3. A New Tool QoSCalc(DASH)
The QoSCalc(IPTV) tool described in a previous paper [6]
can take a reference video and encode it with a specified
codec and different parameters. Afterwards, it can apply
impairments in the form of packet loss and compare the
resulting video with the reference. This tool serves as a ba-
sis for analyzing MPEG-DASH. However, MPEG-DASH
introduces the need to change the workflow of the mea-
surements as more than one format to encode is used.
Fig. 1. Reference video and encoding settings for the
QoSCalc(DASH) tool.
The most significant changes to the tool QoSCalc(DASH)
is the need to encode the reference video in different for-
mats and to make sure that such encoded videos can be
seamlessly switched by MPEG-DASH. That is why the con-
figuration is split into multiple groups. When the measure-
ments have been made, all group options are recombined.
The settings for the reference video and the parameters
have not changed much beyond the additional possibility
of selecting multiple settings (see Fig. 1). The order of the
encoding parameters is important for a later step in the
measurement process. Figure 1 also shows the encoding
settings.
The biggest change to the former tool becomes apparent
when MPEG-DASH is enabled (see Fig. 2). First, analyz-
ing MPEG-DASH requires multiple changes of the selected
format over time, which is difficult to achieve on a short
reference signal (e.g. 8 s). That is why the reference sig-
nal is first looped a selectable number of times to increase
its duration. Afterwards, the tool encodes the reference
video with different sets of parameters set in the tool (indi-
cated in Fig. 1). With different qualities of encoded videos
an additional option is required, which tells the tool how
and when to change the selected video format during the
measurement. Four options are available for the format
selection and the order in which the encoding options are
added is important:
• steps (deterministic) – the encoding formats are se-
lected in the sequence in which they were added,
Fig. 2. MPEG-DASH and impairments settings for the
QoSCalc(DASH) tool.
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starting from the top again after the last has been
reached,
• non-deterministic – the encoding format is selected
randomly,
• drop and rise – the encoding formats are selected by
using the first setting to the last and then in reverse
order,
• rise and drop – opposite to drop and rise by selecting
the last to the first and then back down again from
the first to the last.
Selecting one of the following three settings determines
when the format changes will occur:
• at reference boundary – this will change the format
whenever the reference video is repeated (looped),
• at equally spaced intervals – the total length of the
video is split in equally sized sequences determined
by the number of changes set,
• at non-deterministic intervals – a selected number of
changes are distributed randomly over the total time
of the measurement (equal distribution).
To accomplish a seamless switch between formats the
I-frames have to be available in each format at the same
moment in time (frame). FFmpeg [7] as the underlying
Fig. 3. Packaging and measurement settings for the
QoSCalc(DASH) tool.
codec library can be told to force an I-frame at constant in-
tervals, programmable in the new configuration window in
the video alignment setting. Finally, there is the option in
the MPEG-DASH settings with which to select whether the
video should be evaluated as one video or each sequence
individually or both.
The next group of settings has also changed slightly. Differ-
ent impairment methods can be selected which determine
how packet loss is distributed. The distribution is a function
of the selected burst and packet loss values and is applied
to each packet of the video stream:
• deterministic packet loss and constant burst size,
• non-deterministic packet loss and constant burst size,
• non-deterministic packet loss and exponential burst
size,
• 2-state Markov loss model/BurstR [8].
The packaging options have changed slightly, the three op-
tions being MPEG2-TS, RTP and native RTP. The last op-
tion provides an additional setting for the selection of the
NAL size of each packet. Finally, in the group “measure-
ment” a method can be selected with which to evaluate each
measurement and how often each measurement is repeated
to gain statistically relevant data (see Fig. 3).
4. Measurement Scenarios and
Measurement Results
For the first measurements for MPEG-DASH, four slightly
different scenarios are analyzed. To make them compa-
rable, some common settings are applied to all scenarios.
First, the same reference video from previous papers was
used and repeated nine times to give adequately long seg-
ments to use five different encoding formats in each sce-
nario in a drop and rise pattern. Drop and rise was selected
as it simulates a temporary problem in a video stream in
which the quality is first reduced and then increased again.
In all scenarios the video was packaged in native RTP with
a NAL size of 1500 bytes. An overview of the four sce-
narios is shown in Table 1.
Table 1
Measurement scenarios
Scenario Codec Resolution Bitrate
1 H.265 Constant
Variable
2 H.265 Variable
3 VP9 Constant
4 VP9 Variable
Scenarios 2 and 4 use five different resolutions and bitrate
combinations which are common in popular web services
(see Table 2).
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Scenario 1
H.265 codec and constant resolution and variable bitrate
were used. All encoding parameters except the bitrate re-
main unchanged for the different formats. The results are
shown in Figs. 4 and 5.
Fig. 4. QoE values as a function of coding rate for Scenario 1
at 0% packet loss.
Fig. 5. QoE values as a function of coding rate for Scenario 1
at 1% packet loss.
As expected, with the decreasing bitrate, the quality of the
video service decreases. Packet losses have a large im-
pact on video quality. It is remarkable that even a low
packet loss of approximately 1% has such a great influ-
ence on QoE. This behavior is also clearly shown by the
PSNR curves. It is evident that there is a strong correlation
between QoE values and PSNR values.
Scenario 2
H.265 codec and variable resolution as well as variable
bitrate were used. In this scenario the resolution is changed
along with the bitrate. The format details were shown in
Table 2. The results are shown in Figs. 6 and 7.
The changes in resolution and bitrate result in a more bal-
anced quality of the video service. Thus, higher quality
can be achieved when packet loss occurs by simply chang-
ing the bitrate. It is also worth mentioning the strong
correlation between QoE values and PSNR values. Ad-
ditionally, the bandwidth used in Scenario 2 is signifi-
Table 2
Encoding formats for variable resolution scenarios
Format Resolution [pixels] Bitrate [kbps]
1 1080×1920 4500
2 720×1280 2500
3 480×853 1000
4 360×640 500
5 260×427 300
Fig. 6. QoE values as a function of coding rate and resolution
for Scenario 2 at 0% packet loss.
Fig. 7. QoE values versus coding rate and resolution for Sce-
nario 2 at 1% packet loss.
cantly smaller than that in Scenario 1. This is of great
practical benefit, for it reduces the cost of delivering video
services.
Scenario 3
VP9 codec, constant resolution and variable bitrate were
used. All encoding parameters except the bitrate remain
the same for the different formats.
Scenario 4
VP9 codec, variable resolution and variable bitrate were
used. In this scenario both the resolution and the bitrate
were changed.
The results obtained with the VP9 codec in Scenarios 3
and 4 are very similar to the previously discussed results
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using H.265. For this reason and for lack of space they
are not presented graphically here. One thing is worth
mentioning, however. The benefit of using VP9 is that
this codec has a higher compression factor in the encoding
process [9]. For this reason, a smaller amount of data needs
to be transported. Again, this is of considerable benefit.
5. Summary and Outlook
This paper focused on the assessment of the influence of the
new MPEG-DASH technique on QoS video streaming over
IP. The new technique is flexible and can be implemented
to relieve congestion in networks. That can improve the
end-to-end QoS. The adaptive bandwidth, that was utilized
here, at least ensures image flow even if a deterioration
of some of the video sequences is to be expected. That
is what makes this technique so strong and is the reason
why numerous service providers, such as YouTube, Netflix,
Hulu, Twitch, are using it. The analyses conducted during
the work described in this paper have shown that it is espe-
cially beneficial to use the codec VP9 and to combine the
MPEG-DASH technique with changes in image resolution
and image coding bitrate.
For the analyses described in this paper the MPEG-DASH
technique was used on the RTP transport stream. In
practice, however, the technique is most often used in
combination with the HTTP protocol. That provides an-
other possibility of transporting video data over networks
which further studies will take into consideration. The
QoSCalc(DASH) tool will have to be modified first, how-
ever, so that it can accommodate the resending of lost video
packets. This could be achieved by emulating an HTTP
server and an HTTP client in the background of the tool.
Further studies in this direction are already being planned.
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Abstract— This paper presents a newly designed stereoscopic
video quality metric. Overall insights towards the creation of
mechanisms utilized within the genuine metric are presented
herein. Delivery of the core information and motivation be-
hind the features implemented, as well as functionality of the
Compressed Average Image Intensity (CAII) quality metric
are of utmost importance. The mechanisms created might be
characterized as an objective, reliable and versatile quality
evaluation tool for advanced analysis of the content delivery
chain within stereoscopic video services.
Keywords—3D image analysis, image impairments, stereoscopy,
video quality.
1. Introduction
The ever-improving performance of newly deployed multi-
media content distribution networks enables customizable
configuration of the end-to-end connectivity that offers even
more control over the quality of the content delivered to
the end-user. However, with the revenues generated by
telecommunications services assigned a high priority, the
last mile phenomenon implies specific behaviors concern-
ing the content delivery scheme. Limitations regarding the
available unicast bandwidth dedicated for a single user de-
termines the overall quality over the path from the originat-
ing server towards the client’s device. The study presented
in [1] shows the predicted volumes of dedicated IP traf-
fic or network capabilities required to support video-like
services deployed. The fact that figures for such an appli-
cation reveal an enormous rise in 3DTV and Ultra High
Definition (UHD) availability (or IP traffic share) that is
proclaimed to reach over 20% of the total, annual, global
video IP traffic by the year 2020, may be very motivat-
ing. As a derivative of dynamic bandwidth and network
management schemes, more and more multimedia services
are deployed nowadays relying on adaptive bitrate stream-
ing mechanisms, competing with different approaches, such
as HTTP Live Streaming (HLS) or Motion Pictures Ex-
perts Group – Dynamic Adaptive Streaming over HTTP
(MPEG-DASH) [2]. Introduction of such streaming tech-
nology mechanics implies multiple quality measurement-
related considerations. From partitioning of content offered
into appropriate video chunks that influence buffer satura-
tion behavior, to stream zapping times whenever network
dynamics imply a quality-wise switchover (i.e. from 1080p
to 720p resolution and respective bitrate reduction), to
quality restoration of the adaptive video stream whenever
an updated client’s manifest file is received – the over-
all mechanics of the quality measurement tool has to be
properly designed to support reliable and codec-agnostic
video analysis.
In order to prepare and implement such quality metric me-
chanics, it is crucial to employ appropriate evaluation of
functionalities and inherent characteristics of the designed
solution. As it is presented across [3], [4], assessment of
basic components of the multimedia delivery chain, in
terms of perceptual quality indicators within the stereo-
scopic 3DTV services, enables to create a cross-platform,
responsive and versatile in terms of computational com-
plexity, serving as a quality indicator for 3D, stereoscopic
content. In the following sections, a detailed presentation
of the objective quality metric mechanisms designed is
given, along with examples of results from the CAII test-
ing campaign.
2. Quality of 3DTV Service
Knowing the complexity of the stereoscopic content pro-
cessing chain within the 3DTV service, one can analyze
the problem of constructing the quality evaluation metric.
Whenever key processes within such a system of service
delivery are investigated, the understanding of quality fac-
tors enables to deliver a compound set of parameters and
their behaviors to define how to derive and reason a co-
herent approach towards effective and reliable metric de-
sign. Presented in a graphical, tabular form in Fig. 1 are
the fundamental elements representing crucial stages of the
stereoscopic content processing flow.
As one may see, the overall composition of the quality
evaluation scheme might be categorized into four baseline
axes, as depicted in Fig. 1, and creates a complete defini-
tion of the phenomena defined for the stereoscopic content
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Fig. 1. Anchor points in the evaluation of stereoscopic 3DTV content quality.
processing domain. Every single pillar of the positioning
presented implies certain modifications of or updates to
the processing scheme whenever end-to-end behavior of
a 3DTV service is investigated or related to. Therefore,
cross-investigation of the in-between relations is crucial in
order to deliver an appropriate modeling approach towards
quality definition within such a service.
2.1. Content Providers
The aforementioned core axes of the stereoscopic 3DTV
service quality plane are as follows: content provider’s side,
video service frame, networking layer part, client’s termi-
nal zone. To start with, let one perform an evaluation of the
content provider’s side with respect to content manipulation
flow. In this area, the greatest importance might be as-
signed to the process of acquiring stereoscopic visual data.
At that point, the initial forming and shaping of quality, or
further – the final quality of experience [5] of the actual
video takes place. Thus, enabling possibly the highest, rich-
est and undistorted imaging of the composition or logical
scene is necessary.
To quantify the range of elements impacting the quality of
the content acquisition stage, one may employ the follow-
ing set of variables determining the overall quality-varying
factors:
• formatting of stereoscopic pair (in a side-by-side
composition or continuous left-and-right imaging)
implies the overall resolution of the image, whenever
the pixel stacking approach is available (i.e. limita-
tion in vertical representation or capabilities in frame
compression, given by selected standard of targeted
format);
• discrepancies in the physical build of lenses and
sensors used, causing deteriorating effects, such as
fringing, vignetting, aspherical distortions and flaring
alongside the sensors’ dynamic range of captured lu-
minance scale, sub-sampling of color space and noise
footprint whenever a low light situation is captured.
Another aspect of multi-rig camera stacking involves pair-
ing and synchronization of visual cue cameras used. How-
ever, there is still a vast range of stream reassembling meth-
ods that make it possible to achieve the desired result at the
post production stage of content creation. Next, in the latter
case of creation stage in the content provider’s pillar, the
forming part of the resulting video stream is kept. Deliver-
ing video content implies a certain composition of stereo-
scopic data streams. Therefore, several approaches exist to-
wards assembling (and coding) the general video queue.
The most frequently used ones are Multi-view Video Cod-
ing (MVC) [6] and dual stream aggregation. Both of the
aforementioned approaches implement temporal and spa-
tial image sampling (i.e. master-stream and slave-residual
channel), thus guaranteeing a strong compression ratio
and relatively direct investigation possibilities during video
stream analysis.
2.2. Video Service Frame
The next stage of the stereoscopic content propagation chain
is the video service frame axis. Here, the content is altered
and manipulated in a number of manners, especially re-
lated to transcoding aspects of video stream compression.
Management of 3DTV assets is closely connected with the
type of media distribution or delivery relied upon. Thus,
the main aim of the video service frame is to deliver a net-
work native set of video streams. The asset management
block is responsible for the creation of independent, quality-
scaled stereoscopic video content to meet various adaptive
streaming techniques (i.e. stream forming).
At this stage, the highest factor or compression ratio is
observed, as the regular, straight-render movie assets are
transcoded into low-weight multimedia files. In addition
to this procedure, a complementary file, also referred to as
a manifest file, is created. It contains a certain playlist-
like network-native addressing scheme of where to find
appropriate streams, or – in more sophisticated streaming
systems – the list of chunk locations for network distribu-
tion. It may be also observed that such partitioning of the
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original video stream might be based upon actual network
congestion parameters, upon the reported workload of the
certain network node or upon the given computing core
(especially in modern day implementations of distributed
cloud streaming services [7]). As for the consecutive ac-
tivities, the Video Service Frame stands also for the digital
rights management application. There, the appropriate cer-
tification and digital signing of video content is delivered,
offering the final customer the selected media access meth-
ods (i.e. temporal, cyclic, per view, etc.).
2.3. Networking Layer
In the case of the third pillar of the stereoscopic 3DTV
service core, namely the networking layer, as it was pre-
viously mentioned, whenever a certain approach towards
media transmission is selected, appropriate mechanisms to-
wards delivery technique are chosen. To support inherent
functionalities of the transport mechanisms available, like
the download/push technique or, more contemporarily, con-
venient streaming approaches, the difference in network-
native phenomena determines the behavior of the selected
mechanism and, as follows, its imminent impact upon the
quality of distributed content. For instance, in the basic de-
livery scheme of a plain 3DTV video streaming service,
one can enumerate four basic network phenomena causing
instant QoE deterioration, specifically: bandwidth limita-
tion, jitter, packet delay and stream synchronization.
Depending on the form of the buffer implemented, dropping
packets in a form of bandwidth limitation may cause an
influent multimedia playback, stuttering of an image or,
if adaptive streaming is concerned, switchover to a lower
bandwidth video stream.
In the case of the jitter phenomenon, whenever fluctuation
in the ordering of a packet stream is observed, some plain
mechanisms may not recover from rearrangements in the
delivered data package, thus leading to discrepancies in the
decoded video stream.
As far as the third and fourth of the aforementioned net-
work phenomena are considered, the overall problem gen-
erated by their existence is the inability to synchronize the
playback with the actual timing of the video stream data.
Packet delay causes a vast buffer drainage, which implies ei-
ther single stream corruption (i.e. only audio data) or more
likely stereoscopic (i.e. MVC stream composite) video data
line discontinuity [8]. Such phenomena might be concealed
with encapsulated or expanded transport protocols that al-
low to reorder or recover packet arrangement with an ap-
propriate stream synchronization, in order to avoid data
discarding whenever the logical structure of the movie be-
ing played back is outdated (in fact, receiving video data
afterwards its scheduled display timing makes the playback
routine irrelevant).
2.4. Client’s Terminal
The last, fourth axis of the stereoscopic content chain
delivery scheme depicted on the graphical representation
in Fig. 1 discovers the service customer domain. In that
area there exist several aspects defining the final, overall
quality of stereoscopic video content. To start with, the de-
coding process is a crucial and most important stage. Based
on the data received throughout the previous axes of the
content propagation scheme, whenever the logical structure
of the content is incoherent, appropriate decomposition of
the video stream is inaccessible. Thus, the QoE is not pro-
claimed, and the visual, perceptual outcome of the service
is also limited [9]. In terms of further, quality impacting
features, apart from the decoding process, the displaying
technique and the accompanying stereovision filtering type
generate complexity in recovering the originally captured
scene. However, those two processes are mainly interfered
by environmental clutter which is strictly dependent on the
hardware setup used or the display technology itself.
2.5. Quality Evaluation
Having defined the pivot points of the quality domain
within the stereoscopic content distribution chain, the con-
secutive step is to focus on the aspects of monitoring or
evaluation of the quality of content, especially the one be-
ing perceived at the user’s end. Basic organization of the
quality evaluation domain is defined, with respect to video
services, based on the following areas: objective quality
metrics, subjective quality measurements and reference-
type metrics, where a certain set of inherent parameters is
considered, i.e. full reference information, reduced/limited
or no-reference models where quality is evaluated strictly
over the decoded stream outcome.
In the first video quality assessment method, the emphasis
is placed on the reliability of measurement procedures and
their outcome, their responsiveness and reproducibility or
repeatability. The objective approach is widely acclaimed
and highly demanded whenever digital video services are to
be benchmarked, in terms of the quality offered. Nonethe-
less, the domain of the objective quality metrics, especially
with respect to 3DTV, stereoscopic content, is barely ini-
tialized. As presented by the International Telecommuni-
cation Union (ITU) and its J-series recommendation found
in [10], the domain is still under development. Proposals
concerned with construction of the objective quality metric
are funneled into a trilateral model of quality evaluation
fundamentals.
The first one spans the analysis of actual, decoded image
and pixel information conveyed alongside, i.e. image struc-
ture, optical composition, blurriness, etc. The next one is
based upon network abstraction layer analysis, mainly in
a form of packet investigation (so called bit-stream method-
ology). The third approach defines coding parameters as
the basis for quality evaluation, thus the internal analy-
sis of the codec configuration stream is assessed. There-
fore, as one can observe, an objective methodology of
video quality evaluation scheme delivers multiple resource-
ful indicators that can precisely and independently describe
the actual quality of the stereoscopic, 3DTV content ser-
vice rendered.
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As far as subjective methodologies utilized for evalua-
tion of quality within stereoscopic video services are con-
cerned, a trending approach exists leaning towards objective
methodologies. However, there is still a strong movement
towards subjective judging regimes. Foremost, the unde-
niably requested feature of this kind is to evaluate quality
of the perceived content with respect to the Human Visual
System (HVS). That feature offers additional advantages
of the subjective quality evaluation approach, namely de-
livers the measurement results in a conformed layout of
Mean Opinion Score (MOS). Therefore, it is recognized
in international academic research (for instance in [11]) as
well as in the standardization activities of the ITU-R [12].
The vast workload presented in the aforementioned publica-
tions reveals the complexity of evaluation of the subjective
quality of stereoscopic 3DTV content, involving appropri-
ate procedures accompanying the standardization workflow.
Nonetheless, in recent works presented in [13], there exists
a strong aim to deliver a reasonable, reliable and effec-
tive methodology for the subjective metrics. Its outcome
might greatly improve not only the subjective methodology
domain, but may also expand the common field for compar-
ative and benchmarking routines concerned with objective
quality metrics.
3. CAII Metric
This section delivers insights towards the designed, gen-
uine Compressed Average Image Intensity (CAII) metric.
As the theoretical and engineering aspects of the quality
metric creation were discussed in previous sections of the
article, the aim of the design process was to implement
an objective methodology scheme. The analysis performed
by the mechanisms deployed is based on the assumptions
presented strictly for the purpose of HVS. This implies that
perceptive cues of the stereoscopic imagery need to be fol-
lowed, thus realizing a resourceful algorithmic path – in-
quiry and analysis of 3D compound pairs of frames under
the assumption of luminance stream investigation. There-
fore, the criterion of perception of the HVS system, also
referred to as the naturalness criterion, is proclaimed and
fully supported. Processes that are present when stereo-
scopic information is perceived and ingested by HVS are
based upon the dynamic range of the luma channel. As a re-
sult, outcomes produced by the CAII mechanism guarantee
a direct representation of the actual perceptive sensitivity
of the service’s customer, and reflect what the HVS system
may portray as a seemingly native image. The detailed al-
gorithmic path of the designed objective quality metric is
depicted in the graph presented in Fig. 2.
While analyzing the structure of the core mechanism of the
CAII quality metric designed, one can distinguish eight in-
dependent but complementary, functional blocks within the
processing scheme flow. Another characteristic features of
the genuine mechanism might be noticed in Fig. 2, namely
its modular, flexible construction and, most importantly,
structural complexity minimized to create an independent
Fig. 2. Layout of the CAII quality metric core mechanism.
measurement tool, performing a quality analysis in spite
of various types and formats of the video content injected.
To elaborate on the functional blocks of the algorithm, the
following list presents insights towards the designed stages
of the algorithm:
• Video stream analysis: initialization of the algorith-
mic flow starts with investigation and identification
of the ingested video stream parameters. Appropriate
structures of information are created here – resolu-
tion, frame rate, duration, dynamic range of pixel
information and other relevant data is directed into
the object determining the further processing path
(i.e. vertical or horizontal scanning of a structure).
• Frames extraction: this step is based upon the pre-
viously recovered information (for instance from the
header of the multimedia file) that determines the
extraction of the pixel structures of stereoscopic im-
agery into a selected stream or structure of frames
given in a logical (i.e. display) order.
• Channel forming: while the unprocessed data struc-
tures are created over the previous steps in this
particular stage of the algorithm, defined structures
of visual cues (delivered for both, left and right
HVS sensors) are being formed. Synchronization
of such pairs is to be performed to avoid erroneous
propagation.
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• Intensity calculation: as presented in the diagram
in Fig. 2, a special formula designed to appropri-
ately calculate the image intensity is being deployed.
The whole processing part is performed in the par-
allel regime, thus computational effectiveness might
be achieved.
• Differentiation: it is a stage within which a base,
residual image is constructed, thus delivering crucial
data for the pair-wise disparity analysis. As far as
the designed mechanism’s workflow is considered,
this stage delivers the most important data for fur-
ther identification and investigation of core quality
parameters (by means of the disparity measure) pro-
cessed to evaluate the overall and actual quality of
the decoded image.
• Luminance extraction: in this part of the algorith-
mic approach, image processing is performed by the
implementation of the formula for Y parameter (also
presented in Fig. 2), applied over the scope of pixel
information to regain the luminance envelope of the
input signal. A formula is therefore recommended
to create a luminosity map of the analyzed pair of
stereoscopic images, enabling further utilization of
HVS-compatible measures to assess the achievement
of the objective quality metric.
• Intensity compression: this step is realized in accor-
dance with the set of parameters recovered at the ini-
tial stage of the algorithm. With respect to the depth
of the pixel information or its dynamic range, appro-
priate scaling and therefore compression of the infor-
mation is obtained. That enables to compare differ-
ent realizations of the same original, logical 3DTV
footage whenever its first-grade package is transcoded
into a major set of resampled and highly compressed
content.
• Results visualization: as far as the final stage of the
algorithmic path is concerned, its aim is to deliver
a graphical representation alongside live plotting of
the results of the actual metric performance. Fur-
ther investigation of the generated outcomes might
be achieved by performing a detailed analysis with
use of bundled tools available to the user.
To sum up, the insights concerned with the creation and
delivery of the objective quality metric mechanism, as
presented above, indicate its modular and flexible design.
Whenever the need of special adjustments is present, the
structural composition of the algorithm enables to set newly
determined parameters, therefore meeting the range of fea-
tures requested. Moreover, thanks to the ability to assess
the algorithm presented, using parallel computing and effi-
cient data structures, maximized efficiency may be achieved
along with minimized complexity of the data processing
performed. Furthermore, in the following sections, an in-
depth description of the experimental testing stage and its
results related to the CAII metric are presented.
4. Experimental CAII Testing
Deployment of the experimental testing stage for the CAII
objective metric designed focused on the investigation
of the behavior and responsiveness of the metric in the
presence of simulated impairments. In order to prepare
such a multipurpose testing scheme, the selected, ini-
tial conditions for the testing environment were defined
as follows.
To start with, the test-bed of choice was utilizing the pro-
gramming environment of the widely popular Mathworks
Matlab solution (2013a release) installed on a mid-class
PC workstation. In terms of the stereoscopic video content
selected, a logical scene containing highly dynamic action
with dense motion flows was chosen. As far as its techni-
cal parameters are concerned, the source video stream was
constructed with the use of 152 images on a side-by-side
frame stacking and with the display rate of 30 FPS. Further-
more, vertical resolution of the image reached 1080 pixels
in a progressive mode, with half resolution within the hor-
izontal orientation of the frame. The bitrate level evaluated
was averaging 9 Mbps, while the pixel depth indicated in-
formation channel resolution of 8-bit.
Having stated the initial conditions, both for the environ-
ment and the content selected, the experimental tests are
concerned with the core mechanism of the metric designed.
In order to properly investigate its performance and the de-
signed HVS or luminosity responsiveness (which proper
objective metric should be characterized by), the next ob-
jective was to design an appropriate set of testing routines.
The guidelines for synthetic benchmarking assumed follow-
ing three independent test case scenarios, delivering multi-
ple reactions of the CAII metric. An instant approach was
selected: creation of synthetic image impairments, gener-
ated on-the-fly, simulating typical stereoscopic image dete-
riorations within the selected networking scheme.
The aforementioned content delivery approaches clearly
state that the contemporarily deployed network solutions
are based upon the adaptive streaming technology. Thus,
one of the outcomes in the event of a network impairment
is to switch the actual video stream over to a lower bitrate or
a lower resolution. Therefore, to simulate such a behavior,
a desirable approach was to implement the following set of
impairments reflecting a real-life scenario of a networking
environment:
• Scaling distortion – is realized by a function defined
over the bilinear transform (with a set parameter k). It
ensures scaling distortion by executing a cyclic action
of step-down/step-up image transform. First, the orig-
inal image is shrinking by a factor of 4 (i.e. k = 0.25)
and is then scaled up by the same factor. The result
is a blurry image, simulating a full screen boost of
an 270p image to the 1080p format.
• Gaussian filtering – delivers similar impairment as
the previous one, but is realized with use of the
2D filtering functionality, based on the Gaussian fil-
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ter with the following parameter set: size N = 11
and generator variable s = 2.0. The video frame pro-
cessed is rotationally and symmetrically blurred with
the designed filter action. Thus, the image also re-
sembles adaptive streaming impairment.
• Salt-and-pepper impairment – is realized by native,
random saturation of pixel levels (in an 8-bit mode,
with parameter d = 0.2). Therefore, a distortion sim-
ilar to a pixellate scheme is created. It boosts a ran-
domly selected picture element once it reaches its
saturated state, but in one sub-channel (i.e. green
component of an image).
All of the abovementioned impairments were morphed into
the original video stream. The result of merging those im-
age deteriorations, and the original frame, are presented
in Fig. 3. In order to underline the image impairments,
a local cropping of the same frame section was performed
(Fig. 3).
Presented in Fig. 4 are synchronized test case scenario
passes that indicate the behavior of the CAII metric in the
presence of specifically designed impairments. The sub-
plots included are constructed in the following manner.
Out of the two main parts of each subplot, the section to the
left depicts a stack of three frames representing the actual
left and right channels, and the bottom one states the resid-
Fig. 3. Experimental impairments injection over the original image.
Fig. 4. Visualization of the results of the benchmarking routines to test the CAII quality metric.
13
Grzegorz Wilczewski
ual frame (recall contents of the schematic diagram from
Fig. 2). To the right of that stack is the synchronized, up-
dated graph of the CAII metric plot indicating the present
quality factor level.
Considering the experimental results obtained, as shown
in the compound representation in Fig. 4 (partitions a–d)
the CAII metric might be successfully stated to be a se-
lective network probe, as it has identified video distortions
amongst the infected structures of stereoscopic frames. The
performance of the CAII mechanism shall be further char-
acterized by its capability of indicating specific distortions
(i.e. scaling outcomes against salt-and-pepper impairment).
Fig. 4a reveals the reference, undistorted playback, which
in fact is characterized by a steadily plotted line reveal-
ing the image of the stereoscopic pair is of the original
quality. What is more, in Fig. 4b, at the exact, synchro-
nized frame order, but imposed with the scaling impair-
ment, the plotted characteristic shows the deterioration in
video quality. The disrupted imagery (as depicted in Fig. 3)
results in CAII metric value instability. Therefore, one can
infer that fluent playback of an undistorted video cannot
be achieved. Followed by the results shown in Fig. 4c,
the Gaussian filtering process generates similar plots as the
one with the scaling procedure invoked. Such a similarity
in behavior might be based upon the effective algorithms
used to simulate certain impairments, and in this particular
case, it is due to the blurring effect procedures (compara-
ble outcomes in the form of plotted graphs reveal similar
distortions being generated). In terms of the last section,
Fig. 4d, the oscillating plot line reflects the nature of the
salt-and-pepper image distortion – clearly visible random-
ness. Analysis of the behavior of the plotted graphs might
deliver multiple parameters, in the form of delivered infor-
mation and overall characteristics, crucial for identification
of the image distortion introduced; it enables the users of
the designed tool to classify the impairment by means of the
figure observed.
5. Conclusions
Insights towards the following stages: design, implementa-
tion, deployment and testing of the CAII metric revealed
its effectiveness and reliability as an objective quality mea-
sure. The depicted mechanics perform accordingly to the
HVS requirements, presenting perceptive quality aspects in
parallel with responsiveness and multiple utilization aspects
the CAII is capable of. To mention a few applications, it
can be utilized as a network probe, as a system performance
benchmarking routine and, most importantly, it might as-
sess picture parameters concerning the luminance signal
channel. The plotted outcomes deliver a rich set of indica-
tors helpful in recognizing image distortion and identifying
the significant deteriorations. Therefore, as far as the over-
all view of the topic of QoS and QoE is concerned, the gen-
uine CAII designed reveals its comprehensive and versatile
performance within stereoscopic 3DTV content distribution
systems.
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Abstract—Rapid escalation of wireless communication and
hands-free telephony creates a problem with acoustic echo in
full-duplex communication applications. In this paper a simu-
lation of model-based acoustic echo cancelation and near-end
speaker extraction using statistical methods relying on non-
negative matrix factorization (NMF) is proposed. Acoustic
echo cancelation using the NMF algorithm is developed and its
implementation is presented, along with all positive, real time
elements and factorization techniques. Experimental results
are compared against the widely used existing adaptive algo-
rithms which have a disadvantage in terms of long impulse re-
sponse, increased computational load and wrong convergence
due to change in near-end enclosure. All these shortcomings
have been eliminated in the statistical method of NMF that
reduces echo and enhances audio signal processing.
Keywords—adaptive algorithms, convergence, echo cancelation,
non-negative matrix factorization (NMF).
1. Introduction
In the era of wireless communication, widespread use of
hands-free telephony has been observed. This results in dis-
turbances from acoustic echo and associated noise, which
decreases the quality of speech [1]. Echo is a phenomenon
in which a delayed and distorted original signal is re-
flected to its source. Echo in audio speech occurs when
the sound is reflected from nearby objects, walls or from
the floor. If these reflections are of a short duration and
arrive in a very short time, they are referred to as [2] re-
verberations or the spectral distortion. Whereas if the same
sound arrives back within a few tens of milliseconds, it is
heard as a distinct reflected sound known as acoustic echo.
In a telephony system, two types of echo may be distin-
guished: network echo [3], [4] and acoustic echo [5]–[7].
Network echo is mostly created along telephone lines due
to an impedance mismatch between public switched tele-
phone networks. The phenomenon of acoustic echo occurs
mostly in hands free communications. Earlier work in the
area of echo cancelation (EC) focused primarily on network
echo cancelation. With advances in wireless communica-
tion technologies, cancelation of acoustic echo has captured
attention of users. Figure 1 shows a scenario of acoustic
echo affecting a teleconferencing system.
Fig. 1. Generation of acoustic echo.
Acoustic echo [8] occurs when audio from the far-end
speaker comes arrives at the near-end enclosure via a loud-
speaker and is picked up by the near-end microphone via
both direct and indirect paths. To remove the echo, echo
cancelers are developed which detect and remove the echo
generated. In order to calculate the adaptive filter tap, var-
ious algorithms, such as least mean squares (LMS), nor-
malized LMS and recursive LMS are employed. The main
features of these algorithms are that they offer fast con-
vergence, but at the cost of computational complexity ob-
served with an increase of the number of filter taps. Also,
any change in near-end enclosure may lead to wrong con-
vergence, and additional filters may then be required for its
removal [9]–[11].
Acoustic echo cancelation (AEC) and extraction of near-
end signal is a challenging process, as the proposed method
should emulate the inherent ability of the human auditory
system, known as computational auditory scene analysis
(CASA) [12]–[14].
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In this paper, we extend the concept from the conventional
method, to model-based statistical pattern recognition. This
is motivated by the fact that in the spectral domain, distinct
speakers have distinct patterns. To separate these features,
machine learning and matrix factorization methods are ap-
plied. The main theme is to use, in advance, prior infor-
mation from the sources, and to first train the model for
each source, and then separate signals from a given mix-
ture. Hence, such an approach is known as model-based
near-end speaker extraction and echo cancelation. Model-
based source separation can be a probabilistic model, or
a matrix factorization-based method. The former method
uses the Bayesian approach, while the latter uses such tech-
niques as non-negative matrix factorization (NMF). In this
paper, model-based methods of AEC, relying on matrix
factorization-based methods, are proposed. It is shown that
the proposed method outperforms the classic echo cance-
lation method.
The paper is organized as follows: Section 2 is devoted
to problem formulation and contains a brief description of
LMS, NLMS, RLS and NMF methods. The model-based
AEC and near-end speaker extraction method is presented
in Section 3. Algorithmic steps and their implementation
are shown in Section 4. Performance analysis and experi-
mental results are shown in Sections 5–6. Simulation re-
sults are discussed in Section 7. Section 8 summarizes the
paper.
2. AEC and Near-End Speaker
Extraction
The process of generating acoustic echo can be described
with the use of a linear framework. Let us denote the
signal coming from the far-end speaker as x(n), where n
is a sample index. Let this excite a linear system whose
impulse response is given by h(n). h(n) is actually a super-
imposition of impulses, with each of them corresponding
to an echo. In the near-end enclosure, echo is produced
due to various propagation paths between the loudspeaker
and the microphone. Let it be represented by d(n), a linear
convolution of x(n) with h(n), expressed as:
d(n) =
Lh−1∑
i=0
h(i)x(n− i) , (1)
where i denotes the sample index and Lh denotes the length
of the echo path impulse response. In a vector form, it can
be expressed as:
d(n) = hT x(n), x(n)
=
[
x(n), x(n−1), . . . , x(n−Lh +1)
]T
, (2)
where T denotes the matrix’s transpose operation symbol.
The output of the near-end microphone signal or the far-end
user’s signal y(n) is:
y(n) = d(n)+u(n)+w(n) = (3)
=
Lh−1∑
i=0
h(i)x(n− i)+u(n)+w(n) = (4)
= hT x(n)+u(n)+w(n) , (5)
where u(n) denotes the desired near-end speech signal and
w(n) denote the noise sources (Fig. 2).
Fig. 2. Linear framework for hands-free communication.
The aim of acoustic echo cancelation is to present a clear
near-end speech signal u(n) to the far-end speaker, con-
taining no echo and noise components, i.e. d(n) = 0 and
w(n) = 0.
2.1. LMS Algorithm
The LMS algorithm, derived by Widow and Hoff [15],
is one of the most efficient adaptive filtering algorithms.
This algorithm has the property of adjusting the coefficients
of a filter to reduce MSE between the desired signal and
output of the filter. It is used for updating the taps of the
adaptive filter during each iteration:
w(n+1) = w(n)+ µe(n)x∗(n) , (6)
where x(n) is the input vector of time-delayed input values,
w(n) is the weight vector at time n, and µ is the step-
size parameter that controls the immediate change of the
updating factor. Its value has an impact on the performance
of the LMS algorithm. When µ is low, it takes a long
time for the algorithm to converge and a high value of this
factor causes the algorithm to diverge, leading to LMS in-
stability.
2.2. NLMS Algorithm
The step-size parameter used in the LMS algorithm is
normalized in the case of normalized least mean squares
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(NLMS) [16] algorithm. In NLMS [17], [18], µ for com-
puting the update is given by:
µ(n) =
β
c+‖x(n)‖2
, (7)
where µ(n) is the step-size parameter at sample n, β is
a normalized step-size (0 < β < 2), and c is the smallest
positive constant.
2.3. RLS Algorithm
The Recursive Least Square (RLS) algorithm has a fast
convergence rate [30] and is widely used in EC, channel
equalization, speech enhancement and radar applications.
In this algorithm [25], we consider the following:
• x(n) is the discrete time array M×1 array input vec-
tor,
• y(n) = wHx(n) is the output signal,
• d(n) is the desired signal,
• w is the M×1 complex weight matrix.
2.4. NMF Algorithm
Non-Negative Matrix Factorization (NMF) [19] is a linear-
based decomposition technique subject to the constraints
of non-negativity of the data being decomposed. It actu-
ally decomposes the data of a non-negative matrix into two
non-negative matrices and a residual matrix which does not
necessarily have to be non-negative. A given data matrix
A ∈ RM×N+ , it can be decomposed into two non-negative
matrices B ∈ RM×K+ G ∈ RK×N+ , K < N and a residual
matrix E ∈ RM×N+ representing the approximation to the
error [20], [21].
It is an optimization problem which aims to minimize
the cost function C(.) with respect to B and G. This
cost function measures the divergence between A and BG.
A = BG+E, A≈ BG . (8)
It is an optimization problem which aims at minimizing
some cost function C(.) with respect to B and G. This cost
function measures the divergence between A and BG.
One of the cost function measures is the Euclidean dis-
tance [22]:
DED(A, B, G) =
1
2
∥∥A−BG∥∥2 . (9)
The following multiplicative update rules are followed to
balance convergence speed and complexity:
bi j← bi j
[
AGT
]
i j[
BGGT
]
i j
, gi j← gi j
[
BT A
]
jk[
BT BG
]
jk
, (10)
here [.]i j indicates that the given operations are performed
on an element-by-element basis.
The second cost function in use is the generalized ver-
sion of Kullback-Leibler divergence, also known as I-diver-
gence [23], [24]:
DKL(A‖B,G) = ∑
ik
(
aik log
aik
[BG]ik
− vik +[BG]ik
)
. (11)
This cost function is not symmetric in A and BG. It actu-
ally quantifies in bits that how close A is to BG. Its value
equals zero if the distributions match exactly, and infinite
if there is no match at all.
3. Model-based AEC and Near-end
Speaker Extraction Method
The model-based statistical pattern recognition technique
was first proposed in [25]. In the spectral domain there
is a distinct pattern of speech signals spoken by differ-
ent speakers. Due to this regular and distinct pattern of
speech signal, matrix factorization methods can be applied
to differentiate between these speakers. The NMF [26]
approach is formulated in the short-time Fourier transform
domain [27], [28]. The near-end microphone signal y(n) of
the mixture signal is decomposed into two bases of spec-
tral features. First, training on the magnitude spectra of
many speakers is performed oﬄine. This trained data can
be called on as and when required. The other bases are
created during operation and testing. These bases are con-
tinuously updated by the incoming far-end signal x(n) and
are actually specific to the far-end signal. Now, NMF is em-
ployed that minimizes the cost function. This cost function
minimizes divergence of the trained vectors to the test vec-
tors. Once the optimal vector is identified, echo reduction
is conducted by performing an inverse transformation for
the identified vectors, using the phase information received
from the mixture signal.
The model of the acoustic echo which is mostly used in EC
and given in the literature [29]–[32] is:
|Y ( f , k)|= |D( f , k)|+ |U( f , k)| , (12)
where |Y ( f , k) is the STFT of y(n), f is the discrete fre-
quency, k is the frame index and |.| is the magnitude of
the complex value. For STFT of y(n), hanning window of
length N is used that advances in the steps of m. Similarly,
|D( f , k)| and |U( f , k)| represent the d(n) and u(n) com-
ponents of the mixture signal in the STFT domain. Such
a model strictly follows non-negativity and linearity of the
sample of the speech signals. This allows for easy imple-
mentation of NMF for EC.
4. Algorithm Implementation
The pseudocode of the algorithm for NMF-based AEC and
near-end speaker extraction approach described above is
presented as Algorithm 1. It comprises three stages: train-
ing, testing and reconstruction. Training is done for the
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Algorithm 1: Algorithm pseudocode for NMF-based AEC
and near-end speaker extraction
1. Process the incoming far-end signal x(n)
Find STFT: X( f , k)
|X( f , k)|, k is the frame index
From X( f , k), d( f , k) is created
Calculate the NMF of D( f , k) and form the basis
Bd(k) Gd(k)
2. Process the speaker independent near-end signal u(n)
Find STFT: U( f , k)
|U( f , k)|, k is the frame index
Calculate the NMF of U( f , k) and form the basis
Bu(k) Gu(k)
3. Concatenate the basis of steps 1 and 2 to form
composite basis B(k) = [Bu Bd(k)]
4. Process the mixture signal y(n)
Find STFT: Y ( f , k)
|Y ( f , k)|, k is the frame index
For i = 1 to φ (restricted NMF updates) +ψ (unre-
stricted NMF updates) do
(φ and ψ are the number of iterations)
For φ iterations, composite basis B(k) is fixed
and g(k) is updated as
g(k)← g(k)
B(k)
[
y(k)
B(k)g(k)
]
B(k)T 1+δ , δ is a positive
regularization factor
y(k) can now be expressed as:
y(k)=B(k)g(k)+e(k)=[Bu Bd(k)]
[
gu(k)
gd(k)
]
+ e(k)
For ψ iterations, both composite bases [Bu Bd(k)]
and g(k) are updated
B(k)← B(k)
[
y(k)
B(k)g(k)
]
g(k)T
1g(k)T +δ
End for
uˆ(k) = Bugu(k)
5. Near-end speaker extraction
uˆ(k)∠Y ( f , k)
Fig. 3. Block diagram presenting AEC and near-end speaker
extraction using NMF.
far-end speaker and for the near-end speakers. From the
training phase, the base vectors Bd and Bu for far-end and
near-end speaker signals are obtained. These bases are
concatenated to form composite bases B = [BuBd ]. The
composite base is derived during testing. Testing is done
online for the incoming mixture signal. A block diagram
presenting AEC relying on the NMF algorithm is shown in
Fig. 3.
5. Performance Analysis
Spectrograph plot is a three-dimensional (3D) visual analy-
sis of an acoustic signal, in which horizontal axis represents
the time domain, the vertical axis represents frequency and
Fig. 4. Spectrogram of extracted near-end signal using NMF at
ENR equal to: (a) –1 dB and (b) –5 dB. (For color pictures visit
www.nit.eu/publications/journal-jtit)
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the third dimension is amplitude at a frequency and time
indicated by the color. Figure 4a shows the spectrogram
of a near-end signal extracted using the NMF algorithm at
ENR –1 dB. Figure 4b shows the spectrogram of a near-end
signal extracted using the NMF algorithm at ENR –5 dB.
In Figs. 4a-b, the top picture shows the spectrogram of
a clean near-end signal, the middle image shows a mixed
signal and the bottom picture shows a near-end signal re-
constructed using NMF. Comparing the NMF algorithm at
ENR –1 dB and ENR –5 dB, one may notice, visually,
that a better reconstructed near-end speech signal is seen
at ENR –5 dB, compared to ENR of –1 dB. This is due
to the reduction in echo from –1 to –5 dB, and, hence, to
better near-end speaker extraction.
5.1. Simulation Setup
During Matlab simulation, it was assumed that incoming
far-end speech signals are segmented into 64 ms frames
with a 50% overlap between the adjacent frames. The effect
of background noise and local noise has been neglected.
Room impulse response (RIR) is generated using the mirror
image method with the room size of 10.4 × 10.4 × 4.2 m.
The reflection coefficient of the wall is selected as 0.8.
Room parameters, such as volume, absorption, reflections
from the walls, construction materials present in the room
and distance between sources and the receiver, are all taken
into consideration while generating RIR. Between the clean
speech signal and RIR, convolution is done by considering
the fixed distance between the source and the microphones.
For audio recorded by several speakers, sampling is per-
formed at 25 kHz. The experiment is conducted using
audio data obtained from the GRID corpus database. Ta-
ble 1 shows all choices of sentences from GRID [33]. The
corpus consists of high-quality audio recordings of around
1000 sentences spoken by each of 34 talkers (18 males,
16 females).
Table 1
Possible choices in the sentences
Com-
Colors
Prepo-
Letters Numbers Adverbs
mands sitions
Bin (b) Blue (b) At (a) A–Z 1–9 and Again (a)
Lay (l) Green (g) By (b) exclud- zero (z) Now (n)
Place (p) Red (r) In (i) ing W Please (p)
Set (s) White (w) With (w) Soon (s)
Results are obtained by calculating echo to near-end signal
ratio (ENR), which is the power ratio between the echo
signal and the near-end signal. It is measured by varying
the distance between the microphone and the source by
keeping the source fixed and moving the microphone to
various positions to generate different ENR values.
5.2. Performance Evaluation
This section gives experimental results that are conducted at
different ENRs: –1, –3, – and –5 dB. The Mean Opinion
Score (MOS) [34] obtained by evaluating the quality of
speech after EC using the proposed NMF method, and its
comparison with LMS, NLMS and RLS, are plotted in
Fig. 5. As ENR decreases from –1 to –5 dB, MOS in-
creases. Also when decreasing the ENR for all methods
mentioned, MOS obtained using the NMF method proposed
has the highest value.
Fig. 5. MOS at different ENRs for LMS, NLMS, RLS and NMF.
5.3. Perceptual Evaluation of Speech Quality
Speech quality is evaluated using perceptual evaluation of
speech quality (PESQ), and results with different ENRs
are shown in Fig. 6. In this method the test signal and the
corresponding reference signals are taken as input, and a set
of features is extracted from both signals. They are then
compared in perceptual space [35] by time-aligning these
signals. Then, the speech signal is analyzed on a sample-
by-sample basis for both the reconstructed output signal and
the reference signal, after time-aligning it individually. This
is done to compensate for any time shifts that can occur
Fig. 6. PESQ at different ENRs for LMS, NLMS, RLS and
NMF.
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during processing. Then, the perceptual model incorporates
a time frequency analysis procedure.
The experiment performed using test and reference signals
is divided into 32 ms frames. The overlapping rate of the
successive frames is 50%. Signals are transformed into the
frequency domain using STFT. Linear frequency scale is
transformed to the Bark scale for finer frequency resolution
at lower rather than higher frequencies. From the perceived
audio, audible differences in both domains are subtracted
and accumulated over time. These are then weighted based
on whether the distortion is additive in nature or whether
the signal is missing. PESQ describes the audio quality
using the scale of 1 (bad) to 5 (excellent). A higher PESQ
value shows that the algorithm used is better suited to con-
duct echo cancelation [35]. From Fig. 6 it can be seen
that NMF has a PESQ value that is approximately equal to
or higher than all other methods, indicating a better per-
ceptual similarity between clean and reconstructed signals.
As ENR decreases from –1 to –5 dB, PESQ increases for
the individual methods. Also, comparing the NMF method
proposed for EC with LMS, NLMS and RLS, the PESQ
value is the highest using NMF. Performance measured
at ENR –5 dB obtained using NMF is found to be bet-
ter than at ENR –1 dB.
5.4. Echo Return Loss Enhancement
Echo return loss enhancement (ERLE) measures the
amount of additional signal loss applied by the echo can-
celer. It is defined as the ratio between send power in one
direction and the power of a residual error signal obtained
after the echo is canceled, i.e. in the steady state. It is
usually measured in decibels:
ERLE = 10log
E
(
x2(t)
)
E
(
e2(t)
)
, (13)
where x(t) is the send signal and e(t) = uˆ(t)− u(t) is the
residual error signal obtained after processing.
Fig. 7. ERLE vs. ENR for LMS, NLMS, RLS and NMF.
ERLE depends on the size of the adaptive filter and the
algorithm which is designed to remove the echo. ERLE
provides information about the behavior of the echo can-
celer convergence factor. The echo canceler system’s input
signal is an audio signal which is non-stationary in nature.
In the case of adaptive filters, it is difficult to change the
step size at a fast rate, which makes its implementation
difficult. The NMF algorithm-based EC method presented
herein overcomes those shortcomings. Figure 7 shows plots
of ERLE at different ENRs. Results obtained for ERLE
using NMF are higher than in the case of LMS, NLMS
and RLS. As ENR decreases from –1 to –5 dB, the echo
in the signal also decreases, thus the result obtained for
ERLE increases. At a given ENR, statistical NMF-based
EC methods produce better results. A higher ERLE in-
dicates that speech if affected by lower echo rates. For
example, at –3 dB, LMS produces ERLE 5, while NLMS 6
and RLS 7.2. The proposed NMF approach offers the result
of 8.9, which is very high compared to other values. This
clearly indicates that NMF has the least echo and, hence,
clear audio is achieved.
5.5. Log Spectral Distortion
Log spectral distortion (LSD), also known as log spectral
distance, measures the distance, in decibels, between the
two spectra. It is proved in [35] that it is well suited for
evaluation of algorithms. It is determined by the RMS
value of the difference between log spectra of the original
clean audio signal x(n) and the signal that has to be eval-
uated y(n), which is the outcome of the processing of the
signal.
Let S(ω) and Sˆ(ω) represent two power spectra. Then,
d(S, Sˆω) is the distance measure. LSD is given by:
d(S, Sˆ)P = (dp)P =
pi∫
−pi
[
logS(ω)− log Sˆ(ω)
]P dω
2pi
. (14)
For p = 1, the above equation defines the mean absolute
LSD and for p = 2, defines the LSD root mean square,
Fig. 8. LSD vs. ENR for LMS, NLMS, RLS and NMF.
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which has applications in many speech processing systems
and finally at p = ∞, the equation reduces to peak LSD.
The lower the LSD value, the better the performance. Fig-
ure 8 shows LSD plots at different ENRs. At a given ENR,
LSD results obtained for NMF are lower than for LMS and
NLMS algorithms. At ENR –5 dB, there is less echo and
thus the results obtained are better than at ENR –1 dB.
5.6. Comparison of Experimental Results
Table 3 illustrates comparisons between the proposed NMF
method used for echo cancelation and LMS, NLMS and
RLS algorithms using MOS, LSD, ELRE and PESQ at dif-
ferent ENRs. One may notice that NMF provides better EC
and near-end speaker extraction. The proposed algorithm
utilizes both restricted and non-restricted NMF, which re-
sults in a clean audio signal.
Table 2
Comparison of experimental results
LMS NLMS RLS NMF
ENR = –1 dB
MOS 2.1 2.6 2.7 2.8
LSD 1.75 1.70 1.65 1.61
ELRE 4.83 5.98 6.2 8.72
PESQ 2 2.35 2.40 2.42
ENR = –3 dB
MOS 2.3 2.8 2.9 3.0
LSD 1.70 1.67 1.60 1.58
ELRE 4.98 6.01 7.10 8.90
PESQ 2.21 2.51 2.51 2.52
ENR = –4 dB
MOS 2.5 3.0 3.1 3.2
LSD 1.66 1.60 1.58 1.55
ELRE 5.03 6.92 7.9 9.11
PESQ 2.48 2.76 2.74 2.74
ENR = –5 dB
MOS 2.8 3.1 3.2 3.5
LSD 1.61 1.58 1.55 1.50
ELRE 5.31 7.03 8.01 9.18
PESQ 2.78 2.81 2.9 3.02
6. Conclusion
This paper proposes a method of AEC and near-end speaker
extraction using statistical NMF methods and compares it
against classic LMS, NLMS and RLS methods. The re-
sults obtained with the use of the proposed NMF technique
for AEC indicate that it can be implemented in real-time
scenarios. Moreover, the proposed method paves the way
for it to be implemented in real time scenarios using multi-
resolution NMF, by taking into consideration spatial cues
and reverberations. It is expected to achieve better results
and to offer more accurate EC.
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Abstract— Huge growth is observed in the speech and speaker
recognition field due to many artificial intelligence algorithms
being applied. Speech is used to convey messages via the lan-
guage being spoken, emotions, gender and speaker identity.
Many real applications in healthcare are based upon speech
and speaker recognition, e.g. a voice-controlled wheelchair
helps control the chair. In this paper, we use a genetic algo-
rithm (GA) for combined speaker and speech recognition, rely-
ing on optimized Mel Frequency Cepstral Coefficient (MFCC)
speech features, and classification is performed using a Deep
Neural Network (DNN). In the first phase, feature extraction
using MFCC is executed. Then, feature optimization is per-
formed using GA. In the second phase training is conducted
using DNN. Evaluation and validation of the proposed work
model is done by setting a real environment, and efficiency
is calculated on the basis of such parameters as accuracy,
precision rate, recall rate, sensitivity, and specificity. Also,
this paper presents an evaluation of such feature extraction
methods as linear predictive coding coefficient (LPCC), per-
ceptual linear prediction (PLP), mel frequency cepstral coef-
ficients (MFCC) and relative spectra filtering (RASTA), with
all of them used for combined speaker and speech recogni-
tion systems. A comparison of different methods based on
existing techniques for both clean and noisy environments is
made as well.
Keywords— deep neural network, genetic algorithm, LPCC,
MFCC, PLP, RASTA-PLP, speaker recognition, speech recog-
nition.
1. Introduction
The study of speech signals and their processing methods
is known as speech processing [1]. Speech processing is an
immensely vast area and much research has been performed
in this field over the past sixty years [2]. Important fields of
speech processing are synthesis, recognition and coding of
speech signals. Recognition itself is a wide topic consist-
ing of three areas of recognition, i.e. speech, speaker and
language. As the name implies, speech recognition aims
to recognize the words spoken, while language recogni-
tion aims to recognize the language spoken and speaker
recognition aims to recognize the speaker. Speech recog-
nition may be speaker dependent and independent. In the
speaker dependent mode, the system is trained to recognize
one speaker only, but in the speaker independent mode,
the system is trained to work with multiple speakers. The
field of speaker recognition is also divided into two cat-
egories, i.e. text dependent and text independent. In the
text dependent speaker recognition mode, the speaker is
required to utter words which are known to the system,
but in the text independent mode, the speaker may speak
any words [3].
A speech signal consists of different attributes, such as
loudness, voiced/unvoiced sounds, pitch, fundamental fre-
quency, spectral envelope, formants etc. These attributes
help identify the speaker and speech features [4]. Although
speech recognition and speaker recognition are different
fields, the feature extraction methods in both fields over-
lap [5]. These methods include predictive models based
on the linear predictive coding coefficient (LPCC), percep-
tual linear prediction (PLP), mel frequency cepstral co-
efficient (MFCC) and relative spectra filtering (RASTA).
These methods can be implemented in speech recognition
as well as in speaker recognition [6]–[10]. Speech fea-
tures can be optimized for improving recognition accuracy
with the help of various optimization algorithms, like the
genetic algorithm (GA), particle swarm optimization, ant
colony search algorithm, etc. [12]. GA can be used, in
deep neural networks, for improvement in recognition ac-
curacy [13]–[17]. In past studies, many researchers have
implemented GA with an artificial neural network (ANN),
i.e. Lan et al. [18]. They have implemented GA, instead
of the steepest descent method, for updating weights and
achieved a 91% recognition accuracy. Balochian et al. [19]
claimed a 96.49% accuracy level by using GA with the
multi-layer perceptron (MLP) classifier.
In this paper, we first implemented some state-of-the-
art feature extraction methods for combined speaker and
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speech recognition. Out of these methods we have selected
the best feature extraction method based upon the results
obtained, i.e. MFCC for our application. Further, combined
speaker and speech recognition using MFCC with the ge-
netic algorithm and a deep neural network was performed
with improved accuracy results achieved.
2. Feature Extraction Techniques
The speech production mechanism can be modeled by a lin-
ear separable equivalent circuit [20]–[22]. This model is
equivalent to a sound source G(ω) inputting into the artic-
ulation filter (vocal tract) to produce speech. The sound
source G(ω) can be categorized as a train of impulses
(voiced) and random noises (unvoiced). Voiced sounds in-
clude /a/, /e/, /i/, /o/, /u/. On the other hand, unvoiced
sounds are noise generated sounds, such as /t/, /s/. The
articulation H(ω) is a transfer function which models the
vocal tract of the human speech organ. The output speech
wave S(ω) is the combination of the sound source multi-
plied with the articulation given by the equation:
S(ω) = G(ω)H(ω) . (1)
Feature extraction techniques, like LPCC, etc., and models
exploit the vocal tract articulation filter H(ω).
2.1. Linear Predictive Coding Coefficient
LPCC is one of the early algorithms that represent the spec-
tral magnitude of speech signal and generates the vocal tract
coefficients. In this method, a speech utterance at the cur-
rent time can be approximated as linear combination of past
speech samples [23]–[25]. The steps are as shown below
in Fig. 1.
Fig. 1. LPCC technique.
Pre-processing is performed in almost every feature extrac-
tion method. The steps of pre-processing include: silence
removal from the speech signal, pre-emphasis, framing and
windowing. In silence removal, the digitized signal is
scanned and the silence zones are removed. Pre-emphasis
of the signal is done to enhance the high frequency com-
ponent of the spectrum. This is performed by passing the
speech signal through a digital filter, so that the energy level
of the speech signal at higher frequencies is increased:
Y [n] = X [n]−0.95X [n−1] . (2)
In framing and windowing, the speech signal is divided
into the analysis frames, where the signal can be assumed
to be stationary. A window is applied to the emphasized
speech signal. Usually the Hamming window is used.
W [n] =
{
0.56−0.46cos
( 2pim
L−1
)
, 0≤ m≤ L−1
0, elsewhere
. (3)
Linear prediction is based on the fact that the present sam-
ple S[n] can be linearly predicted using the previous samples
S[n− k]:
S[n] =
p
∑
k=1
αkS[n− k] . (4)
This linear prediction will introduce errors into the se-
quence of speech samples. This error is known as the
residual error e[n]:
e[n] = s[n]−
p
∑
k=1
αkS[n− k] . (5)
Equation (5) is then transformed into z domain as:
E(z) =
(
1−
p
∑
k=1
αkz
−k
)
S(z) . (6)
The auto correlation method can be used for estimating
LP coefficients. Fundamental frequency or pitch can be
identified using an auto correlation analysis. It is based
upon determining the correlation between the signal and
a delayed version thereof. The next processing step involves
a linear prediction coding (LPC) analysis, which converts
the auto correlation coefficients into the LPC parameters.
The Levinson-Durbin recursive algorithm can be used to
identify the coefficients.
2.2. Perceptual Linear Prediction
Perceptual Linear Prediction (PLP) is a method used to ob-
tain more auditory like spectrum based on linear LP analy-
sis of speech. This is a combination of discrete Fourier
transform (DFT) and LP techniques and this method is
more suitable for the speaker independent mode [26]–[28]
(Fig. 2).
Fig. 2. Perceptual linear prediction technique.
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2.3. Rasta Perceptual Linear Prediction (RASTA-PLP)
A band pass filter is added to the PLP algorithm to remove
short term noise variations. The individual steps are shown
in Fig. 3.
Fig. 3. Relative spectra filtering PLP technique.
2.4. Mel Frequency Cepstral Coefficient (MFCC)
It is the most popular method used for feature extrac-
tion [29], [30]. The steps involved are: fast Fourier
transform (FFT) is applied first on the frame, and then
power spectrum is converted into a mel frequency spec-
trum. Then, the logarithm of that spectrum is taken and its
inverse Fourier transform is taken as shown in Fig. 4.
Fig. 4. MFCC extraction.
3. Experiment and Implementation
The speech database is recorded on the sound recorder with
the use of headphones, in a room environment, in the mono
format. The dataset contains a thousand of words recorded
by four speakers aged 27–34, two females (F1, F2) and two
males (M1, M2). The recorded words are: forward, back-
ward, left, right and stop. For each word, fifty samples are
taken. All samples are stored in .wav files (16 bps bitrate).
All methods, i.e. LPCC, PLP, RASTA PLP and MFCC, are
implemented to extract speaker- and speech-specific. Accu-
racy is calculated in terms of clean signals, as well as of
those affected by adding white Gaussian noise (WGN). Fur-
ther, the MFCC technique is used for feature extraction with
GA, and DNN is trained using the optimized features. GA
is used for determining the weights and biases of DNN. The
fitness function of GA can be defined according to specific
requirements.
In the proposed work, fs is the current selected feature and
ft is the threshold value of feature points. On the basis of
a given condition, the fit value is checked which can exist
in a new feature set:
f ( f it) =
{
1, fs < ft
0, fs ≥ ft
, (7)
where f ( f it) is the fit value according to the fitness func-
tion. If the condition is true (1), then GA creates an optimal
feature set. The genetic parameters and operators used are:
population size, crossover function, mutation function and
selection function. To organize the feature sets according
to the requirements, selection of individual features is per-
formed by means of the selection function. The selection of
individual features is done according to their fitness value
represented as fs and is given by:
fs =
popsize
∑
i=1
f (i) , (8)
where f (i) describes the individually selected features and
popsize denotes the population size of GA. The fitness
Algorithm 1: Optimization technique for DNN training
1: Load speech feature sets
2: Calculate the length of feature [r,c]
3: Define genetic parameters and operators to initialized the
genetic algorithm
4: Set population size popsize = 50 (when number of vari-
ables is lower than 50 then value of 50 is still sufficient for
optimization)
5: Selection function = handle to the function that selects
parents of crossover from feature sets
6: Crossover function = handle to the function that the
genetic algorithm uses to create the optimal solution
7: Mutation function = handle to the function that produces
mutation children which are called optimized features
8: Define fitness function using Eq. (8)
9: For all components of feature according to rows
For all components of feature according to columns
f s =
popsize
∑
i=1
f (i)
f t =
∑popsizei=1 f (i)
Length o f f eature
f ( f it) =
{
1, f s < f t
0, f s≥ f t
No. o f variables = 1
Ovalue = GA[ f ( f it),no. o f variables, initialized parameters]
End
End
Training data = O
For each set of Training data
Group = Training data(i)
End
10: Initialize the DNN using Training data and Group
11: Train and save the DNN and create a trained structure
for classification
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function is defined in terms of the distance measured be-
tween the selected value and threshold values of features
based on the crossover function. Crossover and mutation
function are the operators used to establish the relation-
ship between the selected feature fs and the threshold fea-
ture value ft . A crossover function is based on an indi-
vidual feature (parents) and a new individual feature (chil-
dren), while mutation changes the genes of one individual
to produce a new feature (mutant), according to the fitness
function [35]–[36]. New optimized feature sets are trans-
ferred to DNN as input or a training set, to create a trained
DNN structure for classification. The methodology of
the proposed genetic algorithm with DNN is described as
Algorithm 1.
We have used the trainlm training function because it is
the fastest back propagation algorithm. It is based on the
Levenberg-Marquardt optimization algorithm [31]–[34].
During the training phase, we have used a set of 5 hidden
layers and weights, and bias values were updated according
to the Levenberg Marquardt optimization algorithm. After
training, we have performed a simulation with a test speech
signal and the process was repeated for training and testing
Fig. 5. MSE curve.
Fig. 6. DNN parameters.
Fig. 7. DNN dataset: (a) training, (b) validation, (c) test, and
(d) training output.
phases. We have checked the performance on the basis of
mean of square errors (MSE). The MSE graph of the pro-
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posed work is given in Fig. 5 with respect to the epochs.
The epochs denote the number of iterations which is used
by DNN during the speech feature training phase.
The circle shows the best performance in terms of MSE
(37.4629 at iteration number 21). Validation and test curves
are very similar. If the test curve increases drastically be-
fore the validation curve increases, then it is possible that
overfitting might have occurred. The next step is to validate
the network for which a decay plot is generated to show the
association between the outputs of the network and the tar-
gets. If training is ideal, network outputs and targets would
be equal, but the connection is rarely perfect in practice.
Figure 6 shows a graph presenting different types of pa-
rameters, such as gradient value and validation check, with
respect to the epochs which are generated during the dataset
training phase, using the DNN as a classifier.
Figure 7 shows a description of datasets which are used
for the purpose of training. The solid line shows the finest
fit linear decay line between outputs and targets. The R
value is a signal of the bond between outputs and targets. If
R = 1, there is an exact direct relationship between outputs
and targets. If R is close to zero, then there is no direct
relationship between outputs and targets
4. Results and Discussions
All feature extraction methods discussed, i.e. LPCC, PLP,
RASTA PLP and MFCC, are used with the recorded
database to extract the speaker- and speech-specific fea-
tures, and results are evaluated in Matlab. Accuracy is cal-
culated in the clean version, as well as in one with WGN
added to the speech samples, as shown in Tables 1–4.
Table 1 shows that the average recognition rate related to
speaker and words, achieved by using LPCC, equals, for
a clean environment, 93.12%. However, by adding WGN to
the speech signal, the recognition rate decreases to 83.48%.
In Table 2 the feature extraction method used is PLP,
Table 1
Accuracy [%] in clean and with WGN
using LPCC technique and speech recognition
for two males (M1, M2) and two females (F1, F2)
Speaker M1 M2 F1 F2
Backward 93.18 92.78 92.63 93.65
Backward with WGN 83.50 83.53 84.31 84.22
Forward 94.58 93.56 94.59 92.62
Forward with WGN 81.19 81.20 85.36 82.34
Left 95.50 94.37 91.14 94.41
Left with WGN 80.62 84.76 82.02 82.01
Right 91.17 91.27 95.44 91.79
Right with WGN 83.94 83.46 84.45 84.15
Stop 94.64 92.35 91.33 91.48
Stop with WGN 85.34 84.82 84.39 84.22
Table 2
Accuracy [%] in clean and with WGN
using PLP technique
Speaker M1 M2 F1 F2
Backward 92.59 94.47 92.60 93.24
Backward with WGN 84.62 83.73 82.21 85.17
Forward 95.52 90.12 92.24 94.43
Forward with WGN 84.43 85.32 82.35 82.76
Left 90.66 94.09 92.54 91.54
Left with WGN 84.11 83.00 81.15 81.06
Right 90.90 92.57 94.59 95.37
Right with WGN 84.37 85.06 83.36 84.43
Stop 94.46 93.54 94.22 93.89
Stop with WGN 84.93 81.97 82.49 84.74
Table 3
Accuracy [%] in clean and with WGN
using RASTA-PLP technique
Speaker M1 M2 F1 F2
Backward 91.18 92.35 95.43 91.31
Backward with WGN 84.59 85.46 81.71 84.58
Forward 91.32 93.09 94.49 92.19
Forward with WGN 82.39 82.51 80.95 82.26
Left 91.98 93.92 92.54 94.49
Left with WGN 85.47 83.99 84.96 82.83
Right 92.81 93.72 93.35 92.54
Right with WGN 81.63 82.73 82.21 84.58
Stop 93.59 94.87 92.37 93.12
Stop with WGN 82.45 81.35 81.64 83.86
Table 4
Accuracy [%] in clean and with WGN
using RASTA-PLP technique
Speaker M1 M2 F1 F2
Backward 94.19 94.42 94.66 92.51
Backward with WGN 82.14 84.12 83.95 84.21
Forward 94.69 93.58 94.31 95.55
Forward with WGN 83.38 84.95 81.57 85.29
Left 94.73 94.61 94.22 93.66
Left with WGN 83.86 82.16 83.12 85.22
Right 94.63 94.45 94.41 93.96
Right with WGN 82.89 84.81 84.70 84.38
Stop 93.47 94.19 94.33 94.66
Stop with WGN 83.29 85.40 85.23 83.57
and the average speaker and word recognition rate equals,
for a clean environment, 93.17%. However, by adding
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WGN to the speech signal, the rate of recognition de-
creases to 83.56%. Similarly, Table 3 shows that the average
speaker and word recognition rate achieved using RASTA
PLP equals, for a clean environment, 93.16 and 83.10% re-
spectively. The last Table 4 shows that the average speaker
and word recognition rate achieved by using MFCC for a
clean environment equals 94.25% and 83.98% with WGN.
Figures 8 and 9 show the results of Tables 1–4. Based on
the results, we have found that MFCC feature extraction
method is best for our application in clean and noisy .
Fig. 8. Accuracy in clean environment.
Fig. 9. Accuracy with WGN added.
5. Optimization using GA
to assist in DNN Training
In this section results are shown for a system using GA and
DNN. It is quite difficult to recognize speech in the presence
of noise. The proposed work is tested with various types
of noise, such as White Gaussian Noise (WGN), Additive
White Gaussian Noise (AWGN), etc. Due to noise, recog-
nition becomes difficult. Therefore, we have used GA for
feature optimization. The experimental results have con-
firmed our expectations by giving good values in terms of
such measurement metrics as precision rate, recall rate, ac-
curacy, sensitivity and specificity, defined as:
Accuracy =
T P+TN
TP+FP+TN +FN
,
Precision rate =
TP
TP+FP
,
Sensitivity =
T P
TP+FN
,
Speci f icity = TN
FP+TN
,
where true positive (TP) represents the truly selected fea-
ture sets using and false positive (FP) are the falsely se-
lected feature sets during the classification of signals. True
negative (TN) are all negative features which are really
true and false negative (FN) are all negative features which
are really false. Figure 10 shows the Receiver Operating
Characteristics (ROC) curve. It is a graphical method for
comparing two empirical distributions. In this work, true
positive and false negative parameters have been taken.
Fig. 10. ROC curve for the proposed work.
Fig. 11. Result evaluation for proposed methodology.
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Table 5
Analysis of proposed metric results
Speaker N1 N2
T P 0.949 0.945
FP 0.448 0.447
T N 0.449 0.449
FN 0.448 0.445
Precision rate 0.679 0.678
Recall rate 0.901 0.901
Accuracy 97.05 97.11
Sensitivity 0.655 0.645
Specificity 0.500 0.501
Figure 11 and Table 5 present the parameters calculated in
the proposed work for two different speakers. N1 represents
Speaker 1 and N2 is Speaker 2.
A comparison is also made between MFCC+DNN and
MFCC+GA+DNN, as shown in Table 6 and Fig. 12.
Recognition accuracy is higher when GA is used for the
optimization of features.
Table 6
Comparison of accuracy between
MFCC+DNN and MFCC+GA+DNN
No. of iterations MFCC+DNN MFCC+GA+DNN
1 94.48% 97.19%
2 93.23% 98.73%
3 94.11% 95.57%
4 94.15% 96.45%
5 94.47% 94.57%
Average 94.08% 96.51%
Fig. 12. Accuracy comparison.
6. Conclusions
The existing feature extraction techniques, such as LPCC,
PLP, RASTA PLP and MFCC, used for combined speaker
and speech recognition, are implemented for five words
recorded by four persons in clean and noisy environments.
The results show that out of four techniques, MFCC offers
the best results in clean, as well as in noisy environments,
i.e. the average percentage accuracy for combined speaker
and speech recognition in a clean environment is higher
than 94%, and with WGN added to the signal – it is higher
than 83.5%. We have shown that speaker and speech recog-
nition systems with MFCC and GA using DNN are helpful
in achieving a higher accuracy. The experimental results in-
dicate that the proposed method has provided good results,
offering the following values: true positive 0.949, false
positive 0.448, true negative 0.449, false negative 0.448,
precision rate 0.679, and the following rates: recall 0.901,
accuracy 96.51, sensitivity 0.655 and specificity 0.500.
All these values are an improvement over the existing
methods.
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Abstract—The article introduces a method of performing a ra-
dio link quality assessment based on the Link Quality Indi-
cator (LQI) which will be calculated for every system that is
available. The method presented has been developed during
the netBaltic project completed in Poland and generally ap-
plies to the so-called maritime zone A, i.e. the sea area where
ships are still within the range of shore-based radio commu-
nication systems, particularly 3G/LTE cellular networks. The
algorithm was developed based on the results of measurements
obtained during two separate campaigns. That measurement
data served as a basis for the method’s initial assumptions and
was utilized during the method’s verification.
Keywords—3G, cellular systems, link quality indicator, LTE,
maritime radiocommunications.
1. Introduction
The main purpose of the netBaltic project is to develop
a multi-system, self-organizing wideband maritime commu-
nications network which will support modern e-navigation
features and improve the overall safety of maritime naviga-
tion. The network will offer fast data transmission between
vessels, vessels and on-shore infrastructure, as well as be-
tween vessels and the Internet, using the most suitable link
selected from among those available. For the purpose of
the project, it is assumed that the entire sea area is di-
vided into three separate zones to which various commu-
nication mechanisms apply. That arrangement is illustrated
in Fig. 1 [1]:
• in zone A, ships are close enough to the coast to
be within range of the shore-based communication
systems (mostly cellular networks) and can utilize
such systems to communicate with one another (the
following paper applies only to zone A),
• in zone B, ships can only communicate with the shore
via other ships that are within zone A,
• in zone C, ships are out of any network’s range and
the main option in this case is a buffered transmis-
sion (ship-to-ship communication is also possible,
however).
One of the major tasks performed in the course of the net-
Baltic project is the development of an algorithm enabling
to assess quality of the wireless communication links avail-
able. The analysis of the links’ quality and stability is un-
doubtedly an important issue and, as such, it is frequently
addressed in projects and publications related to contem-
porary radio communications [2], [3]. The mechanism in-
troduced here will enable the selection of the most suitable
(optimal) wireless communication link for the specific type
of service. The link’s quality will be evaluated based on
the so-called Link Quality Indicator (LQI) metric, whose
value will be calculated for every system available. The
autonomous analysis functionality enabling to assess the
quality of various communication links, as well as seam-
less roaming between them are some of the most important
features of the netBaltic network.
The network switches between various communications
standards/systems and operators to provide the best quality
of the connection and to avoid – to the extent possible –
expensive satellite links.
The link quality assessment concept presented in this paper
was developed following a thorough analysis of the mea-
surement data obtained during two campaigns that were
performed on the Baltic Sea in the course of the netBaltic
project. The first took place in the summer of 2015 and
its scope mostly included range and quality measurements
of the selected cellular systems. As a result, almost 15,000
measurement points were obtained for LTE networks, and
roughly 5,000 measurement points for 3G. The results of
this campaign helped define the initial assumptions for the
LQI algorithm and were utilized during preliminary verifi-
cation of the method.
The second campaign was held in the winter of 2017 and
its main purpose was to gather more detailed results regard-
ing LTE and 3G networks under maritime conditions. This
time, the measurement points were obtained with a much
greater frequency and, as a result, nearly 30,000 points were
collected for LTE and over 42,000 points for 3G networks.
These results were sufficient to introduce some modifica-
tions into the original version of the LQI algorithm and
were later used during its second and final verification.
32
Link Quality Assessment Algorithm for Heterogeneous Self-organizing Maritime Communications Network
Fig. 1. Operating principle of zones A, B and C introduced for the purpose of the netBaltic project.
2. Measurement Methodology
As it was previously mentioned, the results of the mea-
surement campaigns have been relied upon to define the
LQI algorithm. Below, we will provide some explanations
concerning the methodology used.
Both measurements were performed on a ship-to-shore
basis, meaning that the ship participating in the cam-
paign maintained communications with the infrastructure of
shore-based cellular systems (i.e. base stations). No ship-
to-ship communication was tested at this stage.
The main component utilized during the campaigns was
a Mobile Measurement Platform [4] which was developed
by the National Institute of Telecommunications to facil-
itate measurements of various quality-related parameters
of radio communications systems (data rate, delays, re-
ceived signal level, etc.). Its general architecture is depicted
in Fig. 2.
Fig. 2. Mobile Measurement Platform architecture.
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Using the 3G/LTE module1, a radio link between the ship
and an external FTP server was set up. Having established
the connection, it was possible to initiate a bi-directional
data transmission between FTP and the ship, and to mea-
sure its duration. To test the downlink transmission, the ap-
plication module started to download a file from the FTP
server. To test the uplink transmission, another file was
uploaded into the FTP. The size of the file that was be-
ing transmitted at a given moment was not random, but
it was selected by the application module using a special
algorithm. If the available throughput was low, the file
size was gradually decreased to avoid excessive duration of
a single measurement. If the throughput increased, it was
also possible to increase the test file size. So, we might say
that in this case the file size was being changed adaptively.
After the transmission was completed, the software calcu-
lated actual throughput (separately for downlink and uplink
transmissions), by dividing the file size by the transmission
duration measured. The 3G/LTE modem used enabled to
obtain some additional system parameters as well, i.e. sig-
nal power parameters (RSRP, RSCP) and quality parame-
ters (RSRQ, Ec/Io). Using the ICMP protocol, the ping
value could be determined as well.
Fig. 3. The ship’s routes during the campaigns: (a) in 2015 and
(b) in 2017.
1 LTE USB access head UAH-MC7710-1800-STD, equipped with the
Sierra Wireless AirPrime MC7710 LTE/HSPA+ card was used.
The ship that was used during the campaign enabled the
antenna to be installed 4 and 10 m above sea level. That
made it possible to model two sizes of a vessel (a “small”
ship and a “big” ship). The antenna used during the mea-
surements was of the Apex Magforce MB.TG30.A.305111.
It supports the most important bands used by cellular
3G/4G systems, namely 698-960 MHz, 1575.42 MHz and
1710–2700 MHz.
In Fig. 3, the ship’s routes during the two measurement
campaigns (in 2015 and 2017) are presented.
3. LQI Parameter
The LQI parameter grades the quality of the wireless radio
links and can be used to compare the quality of various
systems, as well as to select the system that is most suitable
(i.e. “the best”) for a given service/application.
The measurement results obtained on the Baltic Sea during
the campaign [5], [6] were used to perform a thorough anal-
ysis of the parameters that may affect transmission quality.
It was established that in the case of 3G and LTE networks
in zone A, quality is best reflected by the data rate and
the received signal power. Other parameters, such as trans-
mission delay, jitter or packet loss ratio, also exert some
influence on quality, but the instants when their actual val-
ues were significantly different from their mean values were
usually observed for low data rates, in areas close to the
network’s coverage border.
While defining the LQI parameter, it was decided that its
value would be in the 0–255 range, representing the sys-
tem’s quality. The following initial assumptions have been
made in that respect:
• 0–5 Mbps: LQI < 150,
• 5–10 Mbps: 150 < LQI < 220,
• 10–15 Mbps: 220 < LQI < 255,
• over 15 Mbps: LQI = 255.
The rationale adopted is that low data rates are most crucial
for e-navigation and, consequently, they need to be modeled
with the highest level of precision.
Using the above assumptions, the f (R) function can be
defined to illustrate the relation between LQI and data rate
R (in Mbps) (Fig. 4):
f (R)=
{
0.025R3−1.65R2 +36R for 0 ≤ R ≤ 15
255 for R > 15
. (1)
The relation introduced in Eq. (1) is compliant with the
initial assumptions and ensures the continuity of the f (R)
function around the point R = 15 Mbps.
As a result, LQI will correspond to the data rate which
is available in the system analyzed. Obviously, that value
will depend on the present state of the system, and such
a state will be evaluated based on the messages broadcast
by base stations. Parameters corresponding to the received
signal level and to service quality will then be compared
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Fig. 4. The f (R) function.
with the measurement data collected during the campaigns,
in order to assess the expected system quality and – most
importantly – to calculate LQI.
To apply the proposed algorithm, two parameters calculated
for the t time need to be known:
• PD(t) – parameter corresponding to the received sig-
nal power and the shortest distance from the shore,
• PQ(t) – parameter corresponding to the system
quality.
Their values are determined through periodic measure-
ments, but the exact calculation procedure varies depending
on the network type (3G vs. LTE). PD(t) and PQ(t) varies
in time due to a number of factors (e.g. changes in prop-
agation conditions or network load), so it is necessary to
include also (with appropriate weights) the mean values of
such factors, as well as their changes over a long period of
time. Consequently, the LQI parameter shall be defined in
the following way:
LQI(t) = A ·PD(t)+B ·PQ +C · P˜Q(t)+D ·PQ(t) , (2)
where: A, B, C, D – weight coefficients, PD(t) – mean value
of the parameter corresponding to the received signal power
and the distance, PQ(t) – mean value of the parameter cor-
responding to quality, P˜Q(t) – change in the quality param-
eter’s mean value observed over time.
Let us assume ∆t denotes the duration of a single mea-
surement (i.e. the interval time between two consecutive
measurement cycles). In that case the period over which
the mean values of PD(t) and PQ(t) are calculated can be
expressed as N ·∆t, where N is the total number of the
collected measurements.
Given the above:
PD(t) =
1
N
N−1
∑
n=0
PD(t −n ·∆t) , (3)
PQ(t) =
1
N
N−1
∑
n=0
PQ(t −n ·∆t) , (4)
P˜Q(t) = PQ(t)−PQ(t−∆t) . (5)
As per initial assumptions, the LQI value is in the range
of 0–255, so whenever the value calculated using Eq. (2)
is greater than 255 or lower than 0, it shall be equal to
255 or 0, respectively. The weight coefficients A–D might
vary for each of the systems analyzed, and the way they are
obtained will be explained in the following section.
4. Calculation of LQI for LTE Cellular
Networks
Once the measurement results have been analyzed, it was
established that parameters PQ(t) and PD(t) for the LTE
networks should be derived from the Reference Signal
Received Quality (RSRQ) and Reference Signal Received
Power (RSRP) values [7].
The measurement campaigns indicate that the expected data
rate R can be estimated based on the RSRQ level. In
Fig. 5, the measured values of the mean RSRQ are pre-
sented as a function of the downlink data rates for various
frequency bands and channel bandwidths. The curve repre-
senting LTE “free mode” serves as a basis for the generic
approximation function which will be used to determine
the data R. The term “free mode” represents a situation
where exact frequency parameters of the LTE network are
unknown and are selected automatically by the network.
Fig. 5. Mean RSRQ as a function of data rate for different
frequency bands and channel bandwidths. (See color pictures
online at www.nit.eu/publications/journal-jtit)
For data rates above 15 Mbps, the LQI value saturates
at 255. The same constraint had to be introduced for the
approximation function as well. The relation between the
value of the approximation function and RSRQ can be ex-
pressed as (Fig. 6):
R [Mbps] =
{
10
RSRQ+16.25
7.1 for RSRQ ≤−8 dB
15 for RSRQ >−8 dB
. (6)
Using the value of the data rate R expected in time t, the
PQ(t) can be determined on the basis of the f (R) function
defined in Eq. (1), i.e.:
PQ(t) = f
(
R(t)
)
. (7)
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Fig. 6. Approximation function for the LTE networks defined
by Eq. (6).
As a result, the PQ(t) will also have its values limited to
the 0–255 range.
In the next step, the PQ(t) and P˜Q(t) values are calculated
using Eqs. (4) and (5), respectively. Having completed that,
three out of four parameters required for the LQI evaluation
are available.
Fig. 7. Relationship between RSRP and the distance from the
shore.
The last unknown factor PD(t) is related to the received
signal power and depends on the distance from the shore.
It is calculated using the RSRP. The importance of the
PD(t) is particularly high in the areas close to the net-
works’ coverage border. Results obtained during the mea-
surement campaigns did not provide a clear and unam-
biguous relationship between RSRP and the data rate (as
it was the case for the RSRQ). On the other hand, a dis-
tinct relationship between the RSRP and the distance from
the shore has been noticed and it is presented in Fig. 7.
The solid lines depict actual measurement results, whereas
dotted ones represent the functions that approximate those
results.
During the measurement campaigns, it was sometimes the
case that the RSRP level and the data rate decreased signif-
icantly as the terminal’s distance from the shore increased,
but at the same time the RSRQ level did not change or
even gained a little. The results obtained indicate that in
such cases a 5 dB decrease of RSRP resulted in a mean
data rate dropping by approximately 10%. That observa-
tion helped establish the relationship between RSRP and the
data rate using the following procedure. First, the RSRP
level anticipated at a given distance from the shore needs
to be calculated using the approximation function shown
in Fig. 7. The analytical formulas of these functions are:
RSRP
(
d [km]
)
[dBm] =
=


−30.095 · log(d)−66.50 for LTE 800, 5 MHz
−24.615 · log(d)−70.81 for LTE 1800, 10 MHz
−31.131 · log(d)−68.76 for LTE 1800, 20 MHz
−23.509 · log(d)−69.57 for LTE 2100, 5 MHz
−27.608 · log(d)−80.58 for LTE 2600, 20 MHz
−26.065 · log(d)−71.76 for LTE free mode
. (8)
The approximation functions have been assigned to each of
LTE network types analyzed during the measurements (the
type is described by network frequency and channel band-
width). In the next step, the RSRPapprox(d) value obtained
using Eq. (8) compared with the RSRPmeas(t) value mea-
sured at a given time t. If the approximated value is greater
than the measured one, transmission quality degradation
can be expected and the value of PD(t) should be negative.
If the opposite is true, one might expect that transmission
conditions will improve and, consequently, the PD(t) will
assume a positive value. Given the above, the change of
the expected data rate can be expressed as:
∆R =
RSRPmeas(t)−RSRPapprox(d)
50
·100% , (9)
where RSRPmeas(t) and RSRPapprox(d) are in dBm.
The measurement results showed also that the RSRP level
near the end of the coverage area usually fluctuated be-
tween –110 and –120 dBm. The fact that the terminal is
getting closer to the border of the network’s coverage can
be modeled by introducing a new parameter GLT E which
will additionally decrease the expected data rate by 10, 20
or 30%:
GLT E [%] =
=


0 for −110 dBm < RSRPmeas(t)
10% for −115 dBm≤ RSRPmeas(t)<−110 dBm
20% for −120 dBm≤ RSRPmeas(t)<−115 dBm
30% for RSRPmeas(t)≤−120 dBm
. (10)
Now PD(t) can be defined as:
PD(t) = f
(
R(t) · (1+∆R−GLTE)
)
− f (R(t)) . (11)
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In the subsequent step, the value of PD(t) can be calculated
by applying Eq. (3). Hence, all four parameters necessary
to obtain the LQI for the LTE network in zone A are now
known and available for further processing.
5. Calculation of LQI for 3G Cellular
Networks
On the basis of the measurement results, it was established
that parameters PQ(t) and PD(t) for UMTS networks should
be derived using the values of the Received Signal Code
Power (RSCP) and Ec/Io [8], respectively.
Fig. 8. Relationship between Ec/Io and the downlink data rate.
Similarly to the LTE network, the expected UMTS data
rate R can be determined from the measurement data. The
relationship between the mean value of Ec/Io and the down-
link data rate is presented in Fig. 8 for two frequency bands
(900 and 2100 MHz). As one can observe, those charac-
teristics are relatively similar, so the approximation func-
tion was defined on the basis of the 3G free-mode char-
acteristic. This will make it possible to determine the ex-
pected value of the data rate R. Just as it was the case for
LTE, the 3G approximation function saturates for data rates
Fig. 9. Approximation function characteristics for the 3G net-
works, defined by Eq. (12).
Fig. 10. Relationship between RSCP and the distance from the
shore.
above 15 Mbps, and its analytical formula can be expressed
as (Fig. 9):
R [Mbps] =
{
10
Ec/Io+13.8
7.8 for Ec/Io≤−4.5 dB
15 for Ec/Io >−4.5 dB
. (12)
Having calculated the value of the data rate predicted for
time t, it is now possible to calculate PQ(t) using Eq. (7).
As a result, PQ(t) is limited to 0–255.
Next, the PQ(t) and P˜Q(t) are calculated using Eqs. (4)
and (5), respectively.
The last unknown parameter PD(t) is related to the received
signal power and depends on the distance from the shore.
It is calculated using the RSCP. The importance of PD(t)
is particularly vital in areas close to the coverage border.
The measurement did not provide a clear and unambigu-
ous relationship between RSCP and data rate (as it was the
case for Ec/Io). On the other hand, a distinct relationship
between RSCP and distance from the shore has been ob-
served and is presented in Fig. 10, where solid lines depict
measurement results, and dotted ones represent functions
that approximate those results. The analytical formulas of
these functions are:
RSCP
(
d [km]
)
[dBm] =
=


−28.5 · log(d)−52.6 for WCDMA 900
−27.7 · log(d)−56.2 for WCDMA 2100
−27.6 · log(d)−54.7 for 3G free mode
. (13)
The approximation functions have been assigned to each
of the 3G network types analyzed during the measurement
(the type is described by the frequency utilized by a given
3G network). In the next step, the RSCPapprox(d) value ob-
tained using Eq. (13) is compared with the RSCPmeas(t)
value measured in time t. If the approximated value is
greater than the measured one, transmission quality degra-
dation can be expected and the value of PD(t) should
be negative. If the opposite is true, one may expect that
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transmission conditions will improve and, consequently,
PD(t) will be assume a positive value. Given the above,
the change in the expected data rate can be expressed as:
∆R =
RSCPmeas(t)−RSCPapprox(d)
50
·100% , (14)
where RSCPmeas(t) and RSCPapprox(d) are in dBm.
The measurements have also shown that the RSCP level
near the coverage border usually fluctuated between –100
and –120 dBm. The fact that the terminal is getting closer
to the network’s coverage border can be modeled by in-
troducing a new parameter, G3G, which will additionally
decrease the expected data rate by 10, 20 or 30%, accord-
ing to the formula:
G3G [%] =
=


0 for −90 dBm < RSCPmeas(t)
10% for −105 dBm ≤ RSCPmeas(t)<−90 dBm
20% for −120 dBm ≤ RSCPmeas(t)<−105 dBm
30% for RSCPmeas(t)≤−120 dBm
. (15)
The PD(t) can now be defined as:
PD(t) = f
(
R(t) · (1+∆R−G3G)
)
− f (R(t)) . (16)
In the final step, the PD(t) can be calculated by using
Eq. (3).
6. Calculation of LQI Weight
Coefficients
Using research presented in Sections 4 and 5, a more thor-
ough analysis of the proposed algorithm has been per-
formed based on the following assumptions:
• weight coefficients that appear in Eq. (2) will be cal-
culated independently for 3G and LTE networks;
• analysis will cover downlink transmission only;
• three different averaging periods for PQ and PD pa-
rameters have been adopted (3, 5 and 10 min);
• the measurement series lasting at least 15 min have
been extracted from the measurement data. Those
series account for approximately 90% of all the data
obtained during the campaigns;
• some data was discarded before further analysis. That
includes those pieces of data for which the relation-
ship between RSRQ (Ec/Io) and the data rate varied
significantly from the overall relationship observed
throughout the entire campaign. Once this step has
been performed, the data left for further analysis
comprised approximately 80% of the initial data set.
Next, the following elements were calculated for each of
the measurement series extracted:
• three values of the LQI corresponding to three dif-
ferent averaging periods, denoted as LQI 3/5/10;
• based on the measurements, the LQI value cor-
responding to a given data rate was calculated:
LQI(Rcurrent) = f (Rcurrent), and compared with the
expected LQI 3/5/10 calculated using the system pa-
rameters;
• for each measurement point collected, the average
error of LQI calculation was determined: ∆LQI =
LQI 3/5/10 − LQI (Rcurrent);
• for each measurement series, the average error ∆LQI
and its standard deviation were calculated;
• for all the series, the weighted average value and
average standard deviation were calculated.
Coefficients A–D from Eq. (2) were derived empirically,
in such a way that the average error of LQI calculation
was equal to zero and the value of its standard deviation
was kept as low as possible. During the first stage of the
LQI algorithm verification, it was proven that this method
models the actual performance of LTE/3G networks quite
faithfully, and that the best results can be achieved for
a 3-minute averaging period. Those observations served
as a starting point for further activities. The analysis con-
ducted has also shown that quality parameters of cellular
networks should be monitored with a higher frequency (at
that point such measurements were taken every 30 s). As
a result, before further analysis, it was necessary to intro-
duce some modifications to the measurement procedures
implemented in the Mobile Measurement Platform [4].
During the second measurement campaign, the 3-second
interval was used, which significantly increased the amount
of the data collected. The way that data was analyzed was
quite similar to the method adopted in the first step of
the verification process. However, the averaging period for
PD(t) and PQ(t) was 3 minutes, and the duration of the data
series that was taken into account had to exceed 5 minutes.
The most significant difference between the first and the
second verification was that in the latter we did not compare
the ∆LQI error, but the difference between the expected
data rate derived from LQI and the actual (real) data rate
observed at a given time. Additionally, it was assumed that
whenever the real data rate exceeded 15 Mbps, the value
used for the purpose of comparison was equal to 15 Mbps,
which results from the adopted definitions of LQI and the
f (R) function.
Having completed this entire procedure, the final formulas
defining the LQI for 3G and LTE, respectively (which take
into account the empirical coefficients A–D), are:
LQI3G(t) = 0.57 ·PD(t)+0.95 ·PQ(t)+
+0.56 · P˜Q(t)+0.14 ·PQ(t) , (17)
LQILT E(t) = 0.53 ·PD(t)+0.89 ·PQ(t)+
+0.50 · P˜Q(t)+0.12 ·PQ(t) . (18)
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In both cases the average error of the data rate estimation
was equal to zero, and the standard deviation was 1.8 Mbps
for the 3G network and 3.7 Mbps for LTE.
7. Conclusions
Versatility is one of the unquestionable advantages of the
method introduced in this paper. The algorithm is not based
on a single factor, but rather takes into account both power
and quality factors. To a certain extent, it can also be
adapted and tailored for the purpose of assessment of other
links (e.g. WiMAX). It should be underlined that the correct
operation of the algorithm has been verified and confirmed
in the course of an extended measurement campaign that
was performed in the target environment – i.e. at sea. On
the other hand, it has to be strongly stated that the val-
ues on which the algorithm is based – power and quality –
as important as they are, are not the only factors that af-
fect the actual quality of a radio link. The final output of
the LQI algorithm is hence an approximation of the real
value. Another limitation of the method is the fact that due
to the averaging process, quality estimation is slightly de-
layed. An attempt has been made to mitigate that issue by
using an additional power-related parameter which enables
to “predict” that the terminal is approaching the cell’s
border.
In general, the LQI algorithm proposed is applicable mostly
to the systems for which the measurable quality and power
parameters have been defined, i.e. 3G/HSPA and LTE/LTE-
A cellular networks or WiMAX networks. The algorithm
has been verified both in the coastal waters (the Bay of
Gdańsk) and at open sea (see Fig. 3). Basically, the method
can be utilized for any type of shore-based infrastructure
and for any telecommunications providers, but in the latter
case the specific features of their networks should be taken
into account. It has to be underlined that the measurements
described in this paper were conducted for two different
cellular operators.
Obviously, besides the systems for which the LQI method is
applicable, there exist other communication solutions that
might be utilized in the netBaltic network as well. That is
particularly the case in zone B, for which Wi-Fi communi-
cation is likely to be the major transmission mechanism. As
opposed to cellular systems, Wi-Fi networks do not offer
any unambiguous quality parameters and their characteris-
tics are very different from 3G/LTE (e.g. small distances
between stations, low antenna heights at both radio link
ends, license-free ISM band utilization, etc.). In light of
the above, an attempt has been made to define a universal
quality parameter for the netBaltic zone B, which would
be based on the measured intervals between consecutive
control packets. Those packets will be introduced in the
netBaltic network and they will be primarily used to main-
tain the network’s topology.
It should be noted that, to a certain extent, the LQI algo-
rithm presented in this paper can be considered a special
type of cognitive radio (CR). In CR, the frequency channel
is selected automatically, depending on its availability, to
avoid congestion and interference with primary users. In
the case of the LQI algorithm, this “automatic selection”
refers not only to the frequency, but most notably to the
standard of wireless transmission. So, here, the primary
goal is to ensure the best possible transmission conditions
for the user (by maximizing the LQI metric). On the other
hand, it can also be stated that in the case of CR, the al-
gorithm is relatively simpler, because the same measure
can be used to achieve the goal (i.e. to select the optimum
frequency channel), whereas in the LQI algorithm, the se-
lection is made from among several various, incompara-
ble transmission standards. Consequently, in this case, the
same measure cannot be used for LTE, 3G, Wi-Fi or any
other system discussed. That is why the authors provided,
in the paper, two separate LQI formulas for LTE and 3G –
see Eqs. (17) and (18). This accentuates the fact that on
the conceptual level, the LQI algorithm is rather complex
and requires analysis of many input parameters which vary
in time.
Even though this is beyond the scope of this article, it
should be also noted that the range (service coverage) of
radio systems in zone A is generally limited. Currently,
organizations such as IALA and ITU are working on a novel
maritime communication standard known as VHF Data
Exchange System (VDES) [9], [10] which should sub-
stantially help overcome that limitation. Another factor
that will strongly contribute to the enhancement of qual-
ity of maritime communication is e-navigation. This con-
cept has been developing rapidly over the past years, which
is demonstrated by a large number of relevant publica-
tions and projects and by a general interest shown by the
maritime community (including IMO and IALA). One of
the projects dealing with that area is EfficienSea 2.0 [11],
in which the National Institute of Telecommunications is
deeply involved.
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Abstract—Optimization of 3GPP standards that apply to cel-
lular technologies and their adaptation to LPWAN has not
led to positive results only enabling to compete on the mar-
ket with the growing number non-cellular greenfield LPWAN
technologies – LoRa, Sigfox and others. The need to take into
consideration, during the 3GPP standard optimization phase,
the low-cost segment of narrow-band IoT devices relying on
such new technologies as LTE-M, NB-IoT and EC-GSM, has
also led to a loss of a number of technical characteristics and
functions that offered low latency and guaranteed the quality
of service. The aim of this article is therefore to review some
of the most technical limitations and restrictions of the new
3GPP IoT technologies, as well as to indicate the direction
for development of future standards applicable to cellular IoT
technologies.
Keywords—3GPP, EC-GSM, LTE, NB-IoT, QoS, standardiza-
tion, RAT.
1. Introduction
The global economy is rapidly becoming digital. The cre-
ation of a digital single market is currently one of Euro-
pean Union’s key priorities [1]. With the technological
aspect of digital economy considered, one comes to the
conclusion that ICT technologies have become a basis of
the modern digital economy, as they connect nearly every-
thing in the world. The Internet of Things (IoT) is the most
prominent one. Applications for vertical markets require
development of new wireless access technologies based on
modern 3GPP cellular solutions, optimized for low-power
wide area (LPWA) technology requirements. LPWA appli-
cations are characterized by the sending of small payloads
of data at infrequent intervals (perhaps just a few times
an hour).
The attractiveness of the concept of creating and standard-
izing the low-power wide area technology based on 3GPP
has been proved by the infrastructure that is already op-
erational and by the explosive growth in demand for IoT
services with CAGR, expected to reach over 33–50% by
2022 [2], [3].
However, in addition to positive results, such as reduction
of the cost of devices and meeting the requirements for
LPWA, the transition to narrowband technologies has also
brought about significantly limited opportunities, such as
Quality of Service (QoS), mobility and a number of others.
Narrowband IoT is a machine type communication (MTC)
technology that is specifically optimized for IoT.
This article is devoted to a comparative analysis of the im-
pact that 3GPP standards applicable to new narrowband IoT
access technologies exert on QoS in IoT access networks,
as well as to the impact of these technologies on the IoT
business model.
2. Analysis of 3GPP Cellular IoT
Standardization of LPWA
Requirements
In November 2015, 3GPP provided for specifications for
Narrowband IoT (NB-IoT). New radio access technologies
(RAT) for cellular IoT, based, to a great extent, on the non-
backward-compatible variant of E-UTRA/GERAN, address
improved indoor coverage, support a massive number of
low throughput devices, as well as offer low delay sensitiv-
ity, ultra-low device cost, low device power consumption
and optimized network architecture.
LPWANs are low-power wireless wide area networks tech-
nologies that specialize in interconnecting devices with
IoT/M2M applications that have low data rates, require long
battery lives and operate unattended over prolonged periods
time, often at remote locations.
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Table 1
Cellular IoT technology parameters
Parameters LTE-M (1.4 MHz) NB-IoT (180 kHz) EC-GSM (200 kHz)
Improved coverage 156 dB MCL 164 dB MCL 164 dB MCL
including indoor (+15 dB improvement) (+20 dB improvement) (+20 dB improvement)
Range (outdoor) < 11 km < 15 km < 15 km
Massive IoT capacity
> 52 > 52 > 52
kdev./cell/180 kHz kdev./cell/180 kHz kdev./cell/180 kHz
Data rate < 1 Mbps < 200 kbps < 70 kbps
Battery life > 10 years > 10 years > 10 years
Latency < 10 s < 10 s < 10 s
Low cost IoT module
5 USD (2016) / 4 USD (2016) / 5.5 USD (2016) /
3.3 USD (2020) 2–3 USD (2020) 2.9 USD (2020)
Spectrum deployment
In-band
In-band, stand alone,
Stand-alone
scenario guard-band
Network upgrade To be determined Yes (HW/SW?) Yes (HW/SW?)
3GPP Requirements include some important market and
technological parameters [4]:
• low-cost devices should be less than 5 USD,
• long battery life in order of 10 years,
• extreme low data rate network support,
• extended coverage similar to GPRS, with the maxi-
mum coupling loss (MCL) of approx. 164 dB,
• support of a massive number of devices, requiring
high cell capacity (40 devices per household, 55,000
devices per cell),
• low data and low latency support (a few kbps and
below 10 s),
• low deployment and operation cost, and very high
network availability,
• consistent and meaningful user experience – QoS.
Three different cellular IoT technologies (Table 1) are stan-
dardized in 3GPP, with two of them based on E-UTRAN
and one – on GERAN [5]:
• the first solution was LTE-M, released in 2014, un-
der Release 12, as an evolution of LTE Advanced,
optimized for IoT in the 3GPP RAN working group.
Further optimization was continued in Release 13,
with specifications completed in 2016;
• NB-IoT is the narrowband evolution of E-UTRAN
for IoT, developed in the 3GPP RAN working group.
It was included in Release 13, with technical speci-
fications completed in 2016;
• EC-GSM-IoT is an evolution of GERAN, optimized
for IoT in the 3GPP GERAN working group, included
in Release 13, with specifications completed in 2016.
The first solution, i.e. LTE-M or eMTC, differs from the
LPWA solutions in that it uses a standard LTE air inter-
face and a broadband radio channel with the bandwidth
of 1.4 MHz in relation to other technologies. LTE-M of-
fers a new power-saving functionality, suitable for serv-
ing a IoT applications. In LTE-M, the power saving mode
and eDRX [6] extend battery life for LTE-M to 10 years
or more. LTE-M has a reduced peak rate. This can be
achieved by limiting the maximum block size to less than
1000 bits, or the number of physical resource blocks (PRBs)
allocated each time to 6 or less, or by reducing the modu-
lation order, i.e. QPSK only.
LTE-M traffic is multiplexed over the full LTE carrier, and
it is therefore able to tap into the full capacity of LTE.
New functionalities for substantially reduced device cost
and extended coverage for LTE-M are also specified within
3GPP.
NB-IoT is a 3GPP RAT that forms a part of the cellu-
lar IoT network. It provides access to network services
via E-UTRA, with the channel bandwidth limited to 180
kHz, corresponding to one physical resource block (PRB).
NB-IoT is a subset of E-UTRAN. The NB-IoT technology
provides lean setup procedures, while capacity evaluation
indicates that each 180 kHz NB-IoT carrier can support
more than 200,000 subscribers. The solution can be eas-
ily scaled up by adding multiple NB-IoT carriers. NB-IoT
also comes with an extended coverage of up to 20 dB, and
battery saving features.
Table 2
Bandwidth of NB-IoT channel in compared
to LTE channels
Channel bandwidth
0.18 1.4 3 5 10 15 20
NB-IoT [MHz]
LTE [MHz] 1 6 15 25 50 75 100
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The bandwidth of one NB-IoT channel is equal to that of
one resource block (RB), and 6-100 times smaller than that
of an LTE legal channel (Table 2) [7].
NB-IoT shall support 3 different operating spectrum sce-
narios (Fig. 1):
• stand-alone operation utilizing, for example, the
spectrum currently being used by GERAN systems,
as a replacement for one or more GSM carriers
(Fig. 1a),
• guard band operation utilizing the unused resource
blocks within the LTE carrier’s guard-band (Fig. 1b),
• in-band operation utilizing resource blocks within
a normal LTE carrier (Fig. 1c).
Fig. 1. Spectrum scenarios for operation of NB-IoT.
NB-IoT will support the following features:
• 180 kHz user equipment (UE) RF bandwidth for both
downlink and uplink,
• each resource element of NB-IoT can accommodate
1 modulation symbol, e.g. 2 bits for QPSK,
• the modulation symbol rate per resource block is
144 ksps or 168 ksps,
• single synchronization signal design for the different
modes of operation, including techniques to handle
overlap with legacy LTE signals.
The EC-GSM functionality enables coverage improvements
of up to 20 dB with respect to GPRS on the 900 MHz band.
EC-GSM defines new control and data channels mapped
over legacy GSM. The EC-GSM operation spectrum sce-
nario assumes stand-alone operation only. EC-GSM pro-
vides a combined capacity of up to 50,000 devices per cell
on a single transceiver.
The introduction of LPWAN requirements to 3GPP stan-
dards has led not only to positive results, but has also sig-
nificantly limited the use of cellular IoT devices in critical
cases for such applications. Therefore, it is advisable to
further analyze the consequences of optimization of 3GPP
technologies to LPWAN, and to assess their impact on the
IoT application market.
3. Results of 3GPP RAT Standards’
Optimization to LPWAN
Analysis of the optimization of 3GPP technical specifica-
tions to LPWAN reveals some limitations and restrictions
for technical features of narrow-band technologies opti-
mized for IoT (i.e., 3GPP TS 36.300, 3GPP TS 23.401,
3GPP TS 23.203 [7]-[9]).
3.1. NB-IoT
NB-IoT is the first of such technologies, and it provides ac-
cess to network services via E-UTRA with channel band-
width limited to 180 kHz (Table 2). The downlink trans-
mission scheme for NB-IoT in the frequency domain uses
one resource block per NB-IoT carrier, with the OFDM
sub-carrier spacing of ∆ f = 15 kHz, at all times, and with
half-duplex operation being the only one supported.
For NB-IoT uplink transmission, both single-tone trans-
mission and multi-tone transmission are possible. For
single-tone transmission, there are two numerologies de-
fined: 3.75 kHz and 15 kHz subcarrier spacing, based
on single-carrier FDMA. Multi-tone transmission is based
on a single-carrier FDMA. There are 12 consecutive up-
link sub-carriers with the uplink sub-carrier spacing of
∆ f = 15 kHz.
A number of functions including inter-RAT mobility, han-
dover, measurement reports, public warning functions,
guaranteed bit rate (GBR), closed subscriber group (CSG)
mode, support of Home eNode B (HeNB), relaying, carrier
aggregation, dual connectivity, multimedia broadcast multi-
cast services, real-time services, interference avoidance for
in-device coexistence, RAN assisted WLAN interworking,
sidelink communication/discovery, emergency call, VoLTE,
self-configuration/self-optimization, congestion control for
data communication - are not supported in NB-IoT. A num-
ber of E-UTRA protocol functions supported by all Rel-8
devices are not used in the NB-IoT technology and need not
be supported by eNBs and IoT-devices only using NB-IoT.
Restrictions of the NB-IoT technology in the LTE user
plane include:
• the user plane is not used when transferring data over
a non-access stratum,
• multiplexing of the common control channel and the
dedicated traffic channel in the transition from the
radio resource control (RRC) idle mode to the RRC
connected mode is not supported,
• a non-anchor carrier can be configured when an RRC
connection is re-established, resumed or reconfigured
additionally when an RRC connection is established.
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Restrictions of the NB-IoT technology in LTE control plane
include:
• NB-IoT devices don’t make reporting and control
measurements for RRC,
• data radio bearer (DRB) is not used,
• access stratum (AS) security is not used,
• there is no differentiation between the different data
types (i.e. IP, non-IP or SMS) in the access stratum,
• RRC connection reconfiguration and RRC connection
re-establishment are not supported.
Handover, measurement reports and inter-RAT mobility are
not supported in NB-IoT.
LTE optimization towards NB-IoT has led to a situation
in which GBR bearers are not supported by NB-IoT. The
PDN gateway (P-GW) uses the RAT type to ensure that
GBR bearers are not active when the cellular IoT device is
using the NB-IoT technology [8].
The mobility of UE is handled by the handover procedure,
except for when the NB-IoT is being used, in which case
there are no handover procedures.
Inter-RAT mobility to and from NB-IoT is not supported.
In Release 13, NB-IoT does not support TDD operation.
3.2. EC-GSM
Extended coverage GSM (EC-GSM) technology is an evo-
lution of EGPRS providing a streamlined protocol imple-
mentation and reducing IoT device complexity, while si-
multaneously supporting energy efficient operation with ex-
tended coverage compared to GPRS/EGPRS. IoT access
network with EC-GSM could use as little as 600 kHz of
the spectrum.
EC-GSM also mandates the use of an improved security
framework by both the network and the IoT-device. In EC-
GSM, the IoT device is able to operate in an extended cover-
age mode, in both uplink and downlink, which is means an
improved IoT device and BTS sensitivity and interference
performance. The feature has been designed to improve
coverage by 20 dB and also the interference level by 20 dB
compared to GPRS/EGPRS.
IoT devices supporting EC-GSM may support extended dis-
continuous reception (eDRX) and/or the power saving mode
(PSM), and shall support the use of relaxed mobility re-
lated requirements. The EC-GSM technology is functional
only when all three network nodes: SGSN, IoT devices and
base station system (BSS), are compliant with the feature
requirements of EC-GSM.
EC-GSM realizes extended coverage (EC) through cover-
age classes. A coverage class determines the total number
of blind repetitions to be used when transmitting/receiv-
ing radio blocks. An uplink/downlink coverage class ap-
plicable at any point in time can differ between different
logical channels. EC-GPRS devices operate in four differ-
ent coverage classes, where each class is approximated with
a level of extended coverage compared to GPRS/EGPRS
operation denoted as CC1, CC2, CC3 and CC4 respec-
tively [10]–[12].
Limitations and restrictions of the EC-GSM technology in-
clude:
• EC-GSM does not support dynamic absolute radio-
frequency channel number (ARFCN) mapping,
• in networks where EC-GSM is supported, the fre-
quency re-use cluster size is expected to be smaller
than in networks not supporting EC-GSM,
• dual transfer mode is not supported in EC-GSM op-
eration,
• no simultaneous uplink and downlink packet transfer
is supported in EC-GSM,
• EC-GSM makes use of fixed uplink allocation for
allocating uplink resources for EC packet data traffic
channels and hence does not support the uplink status
flag (USF) base uplink allocation.
GSM standards define the GPRS QoS classes that can be
requested by GPRS devices, including EC-GSM IoT de-
vices. GPRS QoS profiles are considered a single parame-
ter that defines the following data transfer class attributes,
according to the GSM/GPRS standard [11]:
• precedence class,
• delay class,
• reliability class,
• peak throughput class,
• mean throughput class.
This means that the EC-GSM technology, used as
GSM/GPRS, has to employ the “best effort” principle for
QoS management, which is not sufficient to offer real time
IoT services. Therefore, in spite of the limitations and
restrictions related to the optimization of 3GPP RAT stan-
dards, the solutions obtained make it possible to cover all
IoT applications existing on the market, with the LTE-M
technology used for critical (real time) IoT applications and
NB-IoT/EC-GSM technologies used for other, non-critical
IoT applications.
4. Impact of 3GPP Standard
Optimization on QoS Management
Each 3GPP technology – 2G (GSM), 3G (UMTS) and 4G
(LTE) is characterized by QoS classes, and the evolution
from 2G to 4G has resulted in a two-fold increase of QoS
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class numbers, to 9 [6]. QoS priority queuing and QoS
bandwidth management, the fundamental mechanisms of
a QoS configuration, are configured within the QoS class
definition. QoS priority queuing and bandwidth manage-
ment determine the order of traffic and how traffic is han-
dled upon entering or leaving a network.
QoS classes distinguish the ability of 3GPP networks to
provide services without quality assurance (best effort or
non-GBR) and with guaranteed bit rate (GBR). QoS in
3GPP networks is the ability of the network to enforce dif-
ferent priorities for different application types, subscribers
or data sessions, while guaranteeing a certain level of per-
formance of a data session.
A steady increase in the number of mobile applications
that control QoS based on the service quality requirements
requires implementation of QoS management principles at
the network level, and calls for the bearer services to offer
the necessary, high-level data exchange.
LTE and UMTS networks propose two major types of
bearers:
• guaranteed bit rate (GBR) used for dedicated bearers,
• non-guaranteed bit rate (Non-GBR) used for default
or dedicated bearers.
QoS classes allow both 3GPP RAT-compliant subscribers
and services to be differentiated. Premium subscribers can
be prioritized over basic ones. Real time services can be
prioritized over non-real time services.
GBR offers QoS support for the following:
• for real-time services,
• minimum amount of reserved bandwidth,
• always consumes resources in a eNB, regardless of
whether it is used or not,
• GBR bearers will be defined with the lower latency
and jitter tolerances which are typically required by
real-time services.
Each bearer is associated with a predetermined GBR QoS
parameter value. If the traffic carried by the GBR bearer
conforms to the value associated with the GBR bearer, then
there is no chance of congestion-related packet loss in the
service utilizing the GBR bearer. A GBR bearer usually is
established on an “on-demand basis”, because it blocks all
transmission resources by reserving them while performing
the admission control function.
Non-GBR offers limited support of QoS-related issues:
• no specific network bandwidth allocation,
• for best-effort services (file downloads, email, and
Internet browsing),
• packet loss experienced in the case of congestion,
• the maximum bit rate for non-GBR bearers is not
specified on a per-bearer basis. However, an aggre-
gate maximum bit rate (AMBR) will be specified on
a per-subscriber basis for all non-GBR bearers.
This bearer is mainly used for such applications as web
browsing and FTP transfer. Services utilizing non-GBR
bearers are prone experience to congestion-related packet
losses. No specific transmission resources are blocked.
A non-GBR bearer is established in the default or dedi-
cated bearer, and remains established for a longer period
of time.
LTE networks include the following: LTE evolved packet
system (EPS) bearer, external bearer, E-RAB, S1 interface
bearer, S5 interface bearer, S8 interface bearer, LTE radio
bearer, etc. [6], which are basically a virtual concept and are
a set of network configurations to provide special treatment
to traffic. The bearer is a kind of a pipe or tunnel in which
message transfers between network entities occurs, and the
pipe is identified through a unique ID.
An LTE EPS bearer provides user plane connectivity be-
tween the UE and the PDN gateway. This EPS bearer is
known as a default EPS bearer, and it is used to provide
“always-on” connectivity.
Other EPS bearers can be established to connect to other
PDN gateways or to provide different LTE QoS to the same
PDN gateway. These EPS bearers are known as dedicated
EPS bearers. All user plane data transferred using the same
EPS bearer has the same QoS.
The bearers have two or four QoS ID parameters depend-
ing on whether they are providing real time or best effort
services (Table 3):
• QoS class indicator (QCI),
• allocation and retention priority (ARP),
• GBR – real-time services only,
• maximum bit rate (MBR) – real-time services only.
Table 3
LTE QoS parameters
LTE QoS parameters GBR Non-GBR
QoS class identifier Supported Supported
Allocation and retention priority Supported Supported
Guaranteed bit rate Supported
Maximum bit rate Supported
APN aggregate maximum bit rate Supported
UE aggregate maximum bit rate Supported
The analysis of 3GPP RAT optimization shown above in-
dicates that the limitations and restrictions created during
optimization of the LTE standard to NB-IoT for LPWAN
45
Valery Tikhvinskiy, Grigory Bochechka, Andrey Gryazev, and Altay Aitmagambetov
networks lead to a loss of the ability to use 1-4 classes of
QoS supporting real-time services (Fig. 2). In the table of
QoS classes shown in Release 13, Note 13 appeared which
indicates that the packet delay budget is not applicable to
the NB-IoT technology or does not apply when EC is used
for WB-E-UTRAN (see TS 36.300 [8] and TS 23.302 [9]).
This indicates that no packet delay budget is guaranteed
and, consequently, GBR is not guaranteed as well.
The QoS mechanism working with GBR services will be
essential for the development and implementation of many
IoT applications. Cellular RAT technologies have a ma-
ture QoS functionality, and this allows to use cellular RAT
in spite of wide frequency channels for critical IoT ap-
plications.
Fig. 2. Loss of LTE QoS classes for NB-IoT .
Critical IoT applications will have very high demand for
reliability, availability and low latency. The biggest barrier
to using IoT for driverless cars is the absence of GBR ser-
vices. Vehicle-to-vehicle communication is a typical delay-
sensitive service with a millisecond-level latency constraint.
It also requires extreme reliability, e.g. a nearly 100% suc-
cess rate for decoding when the combined speed of vehicles
passing each other is about 300 kph.
Extremely low latency, in combination with high availabil-
ity, reliability and security, will be required by Tactile In-
ternet [13]. Tactile Internet will set demanding require-
ments for cellular IoT networks. The outlined use cases
will require round-trip latencies of as little as 1 ms. From
the physical layer perspective, each packet must not ex-
ceed a duration of 33 µs to enable a one-way physical
layer transmission of 100 µs [14]. However, the modula-
tion used in LTE networks is not capable of achieving this
requirement, as each OFDM symbol is approximately 70 µs
long. The current 1 ms transmission time interval (TTI) of
LTE produces, in practice, a 10–20 ms round trip time,
while a future LTE Advanced Pro solution should provide
even less than 2 ms round trip time and a less than 1 ms
one-way delay. However, shorter TTI requires higher avail-
able bandwidth.
The abovementioned limitations and restrictions concerned
with the use of cellular IoT technologies force the stan-
dardization bodies (3GPP, ETSI) to work on improving
them.
The STQ mobile working group, ETSI, has opened a new
working item with reference number DTR/STQ-0062 –
focusing on TR speech and multimedia transmission
quality (STQ); Quality of Service for IoT, Discussion on
QoS aspects of services related to the IoT ecosystem, and
has started the work on QoS aspects of cellular IoT tech-
nologies.
The SA WG2 3GPP working group plans to provide ad-
ditional input to the evaluation and intends to conclude
solution 15 for key issue 6 – “Inter-UE QoS for NB- IoT
control plane optimization”. This solution will be based
on a mechanism where eNB fetches QoS information from
MME after reception of the UE’s indicator S-TMSI in the
RRC connection request message. Additional input is pro-
vided clarifying the magnitude of the impact from the ad-
ditional eNB – CN round-trip-time.
5. Conclusions
The 3rd Generation Partnership Project successfully com-
pleted standardization of two RATs: NB-IoT (Narrow-
band-IoT) and EC-GSM in June 2016, with the new
3GPP RAT-based narrowband technologies optimized for
IoT. These technologies are competitors of non-cellular
IoT – access technologies from the LPWAN family (LoRa,
Sig-fox, etc.).
NB-IoT and EC-GSM RAT offer enhancements in both
LTE/GERAN air interfaces and networks that will provide
new levels of efficiency for low-throughput, delay-tolerant
communications common in many IoT applications. Opti-
mization of 3GPP RAT and its adaptation to narrow band
cellular IoT RATs has led to some limitations and restric-
tions, which prevent it from being used in most real-time
IoT applications in consumer-based and industrial IoT.
Two of out of three 3GPP IoT RATs support only Non-
GBR (best effort) classes of QoS, due to their inability to
transmit control traffic in the narrow 180–200 kHz channel
band of NB-IoT and EC-GSM.
Further optimization of cellular IoT RATs, offer under Re-
leases 14 and 15, will place higher priority on critical IoT
communication and QoS.
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Abstract—Availability is an essential feature of telecommuni-
cation services. It influences the quality of experience (QoE)
associated with individual networks and with the services of-
fered. Therefore, it needs to be allowed for at each level of
network design, and has to be controlled at the operation
stage. This is achieved by means of various mathematical and
numerical tools. In this project listening quality and speech
level, which are quality-related features of mobile network ser-
vices, are measured and analyzed with the Monte Carlo sim-
ulation method. Measurements are taken with assistance of
the Diversity Benchmarker, a reliable device designed for mo-
bile network testing. Finally, results obtained are compared
to assess the applicability of the Monte Carlo method.
Keywords— availability, Diversity Benchmarker, Monte Carlo,
quality of experience.
1. Introduction
The idea of Quality of Service (QoS) is widely recognized
as a feature that may decide whether given offering proves
successful or fails to attract customers. This rule served
as a starting point for this work. In telecommunications,
availability constitutes a basic element of QoS and thus of
Quality of Experience (QoE), and is included in the de-
sign of telecommunication networks. Mathematical solu-
tions that are used to achieve it include various probability
distributions and the Monte Carlo method.
This work verities the combination of the two in prac-
tice, and aims to show whether application of the Monte
Carlo simulation can be beneficial, not only for the sta-
tistical simulation, but also for predicting expected values.
It was accomplished by means of the statistical analysis
of parameters that influence QoE – listening quality and
signal level.
However, before the simulation could be performed, mea-
surement data that would serve as a basis for the analysis
was obtained. The testing was completed with assistance of
the Diversity Benchmarker, a modern system for wireless
network testing. This system, newly obtained by the Lodz
University of Technology, provides its user with a wide
range of measurement and analysis options.
2. Service Quality Management
Although services offered by telecommunications networks
are characterized by many specific features, their quality
and quality management are subject to the same rules as
other products. They also have to undergo constant im-
provement, which in fact requires, proper network manage-
ment. This term refers to actions, methods and procedures
that enable the system to be operated, administrated, moni-
tored and maintained. It is also required to adhere to certain
quality standards while providing the service.
The way network management is dealt with is of paramount
importance and it determines the QoS as the degree to
which features of provided service support customer satis-
faction. Supplement No. 10 to ITU-T E-series Recommen-
dations ITU-T E.800 [1] provides a more precise explana-
tion as: “Totality of characteristics of a telecommunications
service that bear on its ability to satisfy stated and implied
needs of the user of the service” (p. 1). QoS measures
the performance of services provided; includes mechanisms
improving performance, network traffic management opti-
mization and management of network resources.
This collective effect comprises numerous single perfor-
mances, and there are many standards regarding this issue.
The fact that only objective measurement means constitute
the QoS is of great significance. The so-called end-to-end
QoS is about the complete transmission chain. However,
the user is omitted in this assessment. Moreover, QoS is
very often about characteristics related to the service itself
and does not consider information about specific network
sections.
QoS criteria are determined for four viewpoints [2] (Fig. 1).
The first point of view is related to the customer’s QoS re-
quirements. Non-technical, casual language is used to de-
scribe them. The next viewpoint is related to the service
provider’s QoS offering and this is in fact planned or tar-
geted QoS. Here, definitions together with respective values
to be reached are given separately for each service type pa-
rameter. The criteria regarding QoS achieved or delivered
is provided QoS. They enable to compare the offered QoS
against delivered QoS, which allows to assess provider’s
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the capability to deliver declared values. The final view-
point criteria consider customer perception and how QoS is
experienced by the customer. It is a non-technical descrip-
tion received by asking for feedback, for example through
however, because this is a personal point of view and it is
included into QoE.
Fig. 1. Four-viewpoint QoS model.
Contrary to the objective QoS, QoE is a highly subjective
measure as it is a user’s perception of the overall quality of
service. QoE takes into consideration both technical and
non-technical factors and is influenced, to a great extent,
by the customer’s personal experiences and expectations,
as well as by their emotions, environment, attitude and mo-
tivation. It is the QoE that impacts customer satisfaction
and this fact should not be underestimated. The level of
satisfaction is what virtually shapes their attitude towards
the offering and it may result in the customer’s decision
to drop it when making the choice next time. Although,
due to its high subjectivity, the measurable criteria for QoE
are difficult to name, QoS gives a better understanding of
QoE. Various QoS levels influence it and the empirically
obtained relation between them are presented in Fig. 2 [2].
Fig. 2. Relationship between user QoE and QoS.
The model of QoS parameters in telecommunications
has, according to the ITU-T E.804 standard, four layers
(Fig. 3) [2]. The first one is network availability defined
by Eq. (1), the second is network accessibility. The third
layer is a combination of service accessibility, service in-
tegrity and service retainability. The fourth layer consists
of different services.
Availability =
= 1−
∑Outage events Capacity loss×Outage duration
Inservice time
(1)
Although from the customer’s point of view accessibility
is the first basic QoS parameter, availability, as the first
layer, is in fact of paramount importance and determines
accessibility and elements in other layers.
3. Measurement and Analysis System
SwissQual Diversity Benchmarker [3] is a measurement
system based on a dedicated hardware platform and soft-
ware used in this project offering high quality equipment
for mobile network testing. It is capable of testing mul-
tiple technologies. Special models of mobile phones are
used as an interface to the mobile network and allow to
get an insight into network parameters [4]. The system is
controlled externally by a PC computer connected to the
Ethernet port in the hardware’s control unit. The tests of-
fered by the Diversity Benchmarker played a significant
role in the course of this project. The test in question is
based on Perceptual Objective Listening Quality Assess-
ment (POLQA), which is an objective voice quality model
standard used for benchmarking. POLQA was standardized
in 2011 pursuant to Recommendation P.863. The model
assumes that the measurement sample is compared with
a high-quality signal. The fact that it is referred to as per-
ceptual means that subjective users would assess the quality
based on their subjective perception. On the other hand,
the term objective means that measurements are performed
by a device. POLQA combines the two options and is
supposed to measure quality as it would be perceived by
humans. Voice quality is predicted as in the ITU T P.800
subjective Listening Only Test (LOT), where the sample is
compared to the listener’s internal reference, and the assess-
ment ranges from 1 (bad) to 5 (excellent). There are two
operational modes offered by POLQA. They are narrow-
band and wideband modes and differ only in the reference
signal used.
The measurements were performed in one of the university
buildings (B9) of the Lodz University of Technology, Łódź,
Poland. The tests were performed around 10 a.m.
Six POLQA tests were performed. For five of them, lis-
tening quality data was collected. Before a more detailed
analysis is performed, it needs to be mentioned that the
operational mode and the effective bandwidth of all tests
were of the narrow band variety. Consequently, in terms of
listening quality the highest value that could be possibly
obtained was 4.5. In Table 1 one can notice that none of
the tests recorded a high value. Nevertheless, three of the
five results are marked as excellent. Apart from listening
quality, the table includes other parameters defined during
speech tests, along with their average x¯ and median values,
variances and standard deviation. Furthermore, the data
gathered served also as a basis for Monte Carlo simulation.
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Fig. 3. QoS service parameters model.
Table 1
Five POLQA test results
Test ID/value
Listening
quality P.863
Meaning
Speech level
[dB]
Noise level
[dB]
Static SNR
[dB]
Total gain
[dB]
159 3.66 Good −25.5 −79.8 54.3 1.4
160 3.79 Excellent −25.2 −78.6 53.5 1.8
161 3.54 Good −26.1 −79.9 53.8 0.8
162 3.71 Excellent −25.2 −78.7 53.6 1.7
163 3.81 Excellent −26 −79.5 53.5 0.9
Average (x¯) 3.702 Excellent −25.60 −79.30 53.74 1.32
Median 3.71 Excellent −25.50 −79.50 53.60 1.40
Standard
deviation (s)
0.10894953 x 0.43011626 0.612372 0.336155 0.4549725
Variance (s2) 0.01187 x 0.185 0.375 0.113 0.207
Two parameters were subject to the simulation and they
were listening quality and speech level.
4. Monte Carlo Simulation
For availability evaluation, numerical methods constitute
an alternative to the analytical approach. One of them is
the Monte Carlo simulation. It uses randomly generated
numbers in order to assess output parameters. No specified
assumptions for input values are required and, additionally,
distributions that are considered very difficult to solve can
be addressed with the use of Monte Carlo, which makes it
an attractive option [5].
Logic system models, such as Reliability Black Diagram
(RBD), are used to perform Monte Carlo to evaluate the
system. Based thereon, system availability is repeatedly
evaluated with the regeneration of parameters before each
step. The parameters are restricted by the distribution used.
When the probability density function of the random num-
bers generated is f (x), then the distribution function is
represented by:
F(x) = P(t ≤ x) =
∫ x
−∞
f (t)dt . (2)
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Fig. 4. Session info – general.
In order to perform Monte Carlo, relevant distribution had
to be determined in accordance to which the random vari-
ables [6] could be generated. As far as listening quality
is concerned, Weibull distribution was used to describe it,
with is function given by Eq. (3) allowing to generate vari-
ables. This decision was motivated by the fact, that Weibull
distribution can be adopted to virtually any data.
F−1(U) = θ [−ln(1−U)]
1
β
. (3)
Still, before one can take advantage of this formula, scale
parameter θ and shape parameter β have to be determined.
Both are present in the formulas for mean E(X) and vari-
ance Var(X) of the distribution. The parameters were esti-
mated with the assistance of these equations and Microsoft
Excel.
E(X) = θΓ
(
1+
1
β
)
, (4)
Var(X) = θ 2
[
Γ
(
1+
2
β
)
−Γ2
(
1+
1
β
)]
. (5)
Monte Carlo values generated for listening quality are sum-
marized in a histogram in the next graph in Fig. 5. The
Weibull distribution obtained is skewed left. The shift is
reflected in the relation between the extreme values gener-
ated and the average, namely by the fact that the average is
closer to the maximum than to the minimum.
Speech level is usually characterized with normal distribu-
tion and the simulation was performed in accordance with
Eq. 2. The only parameters required here were average x¯
and standard deviation s. They were taken from the mea-
surement values from Table 1 (x¯ =−25.6 and s = 0.43012)
and no additional estimations were needed. Subsequently,
relevant formulas to generate 3000 random variables fitting
the relevant distribution were used and thus Monte Carlo
simulation was performed.
5. Comparison and Conclusions
The last phase was about the comparison of Monte Carlo
and measurement values. This comparison is presented in
Tables 2 and 3 and contains basic statistical indexes of
the obtained results. The relative error in the last column
makes it more transparent. As far as listening quality is con-
cerned, it shows that the difference between Diversity- and
simulation-obtained average constitutes merely 0.07% of
the measurement mean, which is virtually negligible. Sim-
ilarly, the median determined among randomly generated
values is almost the same as the original one. A slightly
greater discrepancy is observed for variance and, conse-
quently, for standard distribution. Monte Carlo results are
more scattered. Nevertheless, the difference is still rela-
tively small, i.e. remains within 2.5% of the relative error.
For the speech level the Monte Carlo values again are very
close to Diversity-obtained results. Moreover, they are even
more accurate, as the relative error obtained does not ex-
ceed 0.04%. The average is most accurate again, while the
greatest discrepancy is observed for the median.
The results of the Monte Carlo simulation suggest that the
method is indeed effective and allows to replace numerous
measurement repetitions or complicated mathematical cal-
culations with a simple simulation. It should also be stated
that the relevance of the results obtained within this very
Fig. 5. Histogram of obtained listening quality values using Monte Carlo.
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Table 2
Listening quality – comparison of measurement
and Monte Carlo simulation
Measure-
ments
Monte
Carlo
|Xmeas−XMC|
Xmeas
×
×100%
Average (x¯) 3.702 3.704 0.07
Median 3.71 3.718 0.22
Standard
deviation
(s)
0.10895 0.10767 1.17
Variance
(s2)
0.01187 0.01159 2.33
Minimum
value
3.54 2.99 x
Maximum
value
3.81 3.96 x
Table 3
Speech level – comparison of measurement
and Monte Carlo simulation
Measure-
ments
Monte
Carlo
|Xmeas−XMC|
Xmeas ×
×100%
Average (x¯) −25.6 −25.596 0.01
Median −25.5 −25.586 0.34
Standard
deviation
(s)
0.43012 0.42974 0.09
Variance
(s2)
0.185 0.18468 0.17
Minimum
value
−26.1 −27.04 x
Maximum
value
−25.2 −24.08 x
project could be argued. This is due to a small number of
measurements that were taken in the first place, with assis-
tance of the Diversity Benchmarker. Making this number
higher would offer information about the scope of simula-
tion and a more reliable scatter of data would be provided.
This would allow to obtain more accurate extreme values
that could be reflected in the simulation assumption. With
more confident measurement the researcher could move on
to Monte Carlo simulation.
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Abstract—This paper presents the MPT-GRE software, a nov-
el multipath communication technology founded on the Gener-
ic Routing Encapsulation (GRE) protocol in UDP tunneling
RFC specification. It enables the creation of a GRE protocol-
based UDP tunnel built on several communication channels.
On the other hand, MPTCP is one of the most typical repre-
sentatives among multipath communication technologies, bas-
ing its operation on the utilization of TCP subflows. The au-
thors compare the path-aggregation capabilities of these two
technologies using four Fast Ethernet channels. The tests were
carried out with the iperf3 network bandwidth measurement
tool, and while transferring data using the FTP protocol over
both IPv4 and IPv6.
Keywords— channel capacity aggregation, MPTCP, MPT-GRE,
multipath communication, performance analysis, tunneling.
1. Introduction
The Internet communication environment based on the
TCP/IP protocol stack provides only one path per commu-
nication session for data transfer. The one-path approach is
acceptable in the case of systems that only operate with one
network interface or a single point of exit towards the Inter-
net. However, most of the devices in use today are factory
equipped with multiple network interfaces which, for ex-
ample, include Ethernet ports for wired networks and mul-
tiple radio interfaces for Wi-Fi and mobile data connections
(e.g. 3G, LTE).
The classic, single-path based communication technologies
are not capable of harnessing the multi-interface capabil-
ities of devices. The communication-related performance
(e.g. throughput) can be improved, if the network environ-
ments support the use of multiple data paths in a given
communication session. Furthermore, in the case of inter-
face malfunction or overload, the capability of automatic
handover between the interfaces of a device in a commu-
nication session can improve user quality of experience.
Several multipath solutions have already been devised, op-
erating in the data link and transport layers [1]–[4]. The
most well-known representative among multipath commu-
nication technologies is Multipath TCP (MPTCP)1 situated
in the transport layer [5].
A new architecture is introduced in this paper that pro-
vides a very easy-to-use extension to the current TCP/IP
protocol stack, enabling the use of multiple paths between
communication endpoints. The new multipath environment
was implemented in the MPT-GRE software tool2. The ar-
chitecture of MPT-GRE is entirely different from that of
MPTCP (see Figs. 1 and 2). MPT-GRE provides both TCP
and UDP transport protocol support to applications and it
operates in the third layer (network layer), while MPTCP
operates in the fourth layer (transport layer).
Fig. 1. Architecture of the MPTCP protocol stack.
Fig. 2. MPT-GRE conceptual architecture.
The MPT-GRE software was designed on Linux systems
with the aim of creating a laboratory setup for measure-
ments, which helped us carry out a performance analysis
of its multipath capabilities. Currently it is also available
1MPTCP – http://multipath-tcp.org/
2MPT-GRE – MultiPath Technology based on Generic Routing En-
capsulation in UDP RFC specification: http://irh.inf.unideb.hu/user/
szilagyi/mpt/
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for Raspbian based systems, and the development of an
Android version is in progress [6]–[8]. Our results support
the fact that the MPT-GRE multipath solution is capable of
efficiently aggregating the throughput of several interfaces
used for communication.
The rest of the paper contains a brief look at the operating
principles of MPT-GRE and MPTCP in Section 2, while
in Section 3 the environment used for measurements is de-
scribed. Section 4 gives a summary of the results, followed
by plans and final conclusions.
2. Multipath Solutions
In this section, we briefly present MPTCP, the most typi-
cal representative of these technologies, and then describe
the operating principle of the MPT-GRE software library
developed.
2.1. MPTCP Operating Principle
The traditional TCP/IP communication infrastructure
e.g. [9], is limited to a single IP address per communica-
tion endpoint. The current IP technology uses IP address
pairs and TCP or UDP port numbers for identifying the
communication endpoints (sockets).
MultiPath TCP (MPTCP) operates with an entirely new lay-
ered architecture [10]. The new MPTCP sub-layer provides
a communication interface to applications, while the TCP
sub-flow sub-layers, situated directly below the MPTCP
sub-layer, are responsible for creating the multipath com-
munication environment. The TCP protocol operating in
the sub-flow sub-layer is responsible for providing flow con-
trol and for ensuring reliability (see Fig. 1).
The available literature presents quite a few examples that
examine the throughput capabilities of MPTCP. For exam-
ple, Paasch et al. in [11] presented a measurement environ-
ment that utilized six 10 Gb links between two endpoints,
with an aggregated throughput of 50 Gbps, which is re-
garded world-wide as the leading performance in the field.
Naturally, besides its numerous advantages, MPTCP has
a couple of drawbacks:
• tuning of the application layer or the operating system
might be necessary to achieve optimal operation,
• operates in the transport layer,
• provides TCP-only support, which can cause prob-
lems, e.g. during the usage of multimedia applica-
tions.
These problems motivated us to develop a software solu-
tion supporting multipath communication that eliminates
the aforementioned disadvantages.
2.2. MPT-GRE Operating Principle
The multipath communication architecture is based on the
IETF RFC 8086 “GRE in UDP encapsulation” [12]–[14],
extending its operating principle to a multipath environ-
ment (Fig. 2).
In addition to the classic layered architecture (see e.g. [9]),
we introduced a new logical (tunnel) interface (Fig. 2). The
layers above the GRE in UDP (tunnel) operate identically to
the traditional environment, with the exception that the data
arriving from the application layer is sent to a logical (tun-
nel) interface instead of a physical one. Below the logical
interface it is possible to map the communication session
to multiple physical interfaces. In practice, the MPT3 soft-
ware is situated between these two sections, designed to
control the whole operation.
The basic operating principle is as follows. First a logical
(tunnel) interface is created on the endpoints, which the ap-
plications can use for socket identification. The MPT-GRE
software reads the packet arriving to the tunnel interface
(IPv4 or IPv6) on the sending host. This packet is encap-
sulated in a new GRE in UDP segment before being for-
warded on a possible physical path. On the receiving host,
the header of the GRE in UDP segment is removed be-
fore forwarding the embedded data (which is the original
packet forwarded from the sender’s tunnel interface) to the
receiving host’s tunnel interface. The (logical) connection
between the communicating hosts is of the direct, point-to-
point type. With this architecture, no modifications what-
soever are required in the application, as it uses a single
logical interface (the tunnel interface) during the entirety of
the communication session. In addition, the application can
use the UDP transport protocol above the tunnel interface,
as the solution is not limited to the TCP protocol like in
the case of MPTCP. If the MPT-GRE library uses the UDP
protocol during the encapsulation process, retransmission
and flow-control services will not be provided below the
tunnel interface.
In Fig. 3, the PDU structure of the MPT-based commu-
nication is presented. The grey blocks denote the packet
arriving from the application layer, which gets forwarded
to the logical (tunnel) interface. The MPT-GRE software
will read the packet arriving to the tunnel interface and will
assign one of the physical interfaces’ IP address to it. It has
to be noted that the MPT-GRE library is a dual-stack im-
plementation. The separation of the physical and logical IP
layer allows for the use of any IP version (IPv4 or IPv6) as
well as all combinations, e.g. IPv4 below the tunnel, IPv6
above the tunnel, or vice versa. The receiving host listens
on the designated UDP port number and after stripping the
headers of the incoming packets it forwards the embedded
PDUs to the logical interface. Above the tunnel interface,
the application layer can normally process the incoming
Fig. 3. The PDU structure MPT “GRE in UDP”.
3MPT and MPT-GRE are interchangeable terms.
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Fig. 4. Four wired paths laboratory measurement environment.
Table 1
IPv4 and IPv6 addressing
Device Interface IPv4/IPv6 address prefix Default gateway
PC1
enp4s0f0 172.16.1.10/24 2001:db8:acad:1::10/64 172.16.1.20/24 2001:db8:acad:1::20/64
enp4s0f1 172.16.2.10/24 2001:db8:acad:2::10/64 172.16.2.20/24 2001:db8:acad:2::20/64
enp5s0f0 172.16.3.10/24 2001:db8:acad:3::10/64 172.16.3.20/24 2001:db8:acad:3::20/64
enp5s0f1 172.16.4.10/24 2001:db8:acad:4::10/64 172.16.4.20/24 2001:db8:acad:4::20/64
tun0 (only for MPT-GRE) 10.0.0.1/24 fec::1:1/112 –
PC2
enp4s0f0 172.16.1.20/24 2001:db8:acad:1::20/64 172.16.1.10/24 2001:db8:acad:1::10/64
enp4s0f1 172.16.2.20/24 2001:db8:acad:2::20/64 172.16.2.10/24 2001:db8:acad:2::10/64
enp5s0f0 172.16.3.20/24 2001:db8:acad:3::20/64 172.16.3.10/24 2001:db8:acad:3::10/64
enp5s0f1 172.16.4.20/24 2001:db8:acad:4::20/64 172.16.4.10/24 2001:db8:acad:4::10/64
tun0 (only for MPT-GRE) 10.0.0.2/24 fec::1:2/112 –
packets. The detailed operating principle of MPT-GRE is
described in [15] and [16].
3. The Measurement
Network Environment
The laboratory environment for the measurements com-
prised two PCs that were directly connected by wire
(Fig. 4). The computers had the following configuration:
• Gigabyte Z77-D3H motherboard with Intel Z77
chipset,
• Intel Core i7-3770K 3.50 GHz processor with 4 cores
and 8 threads,
• 4×4 GB 1600 MHz DDR3 SDRAM,
• Intel PT Quad 1000 Gigabit Ethernet server adapter,
• Ubuntu 16.04 LTS (Xenial Xerus) 64-bit operating
system with 4.4.0-62-generic Linux kernel module.
Integrated network interface cards were used for remote
management purposes and during measurements, the inte-
grated NICs were shut down to avoid excess traffic. The
performance measurements were carried out between the
4-port server adapters. Both PCs had one of these installed.
As these were Gigabit interfaces, we limited their speed to
create the Fast Ethernet measurement environment.
The identically named interface pairs were connected via
CAT6 STP cables to create the independent physical paths
needed for performing the measurements. The applied ad-
dressing scheme is summarized in Table 1.
3.1. MPT-GRE Measurements Setup
Even though we used the same physical laboratory environ-
ment for MPT-GRE and MPTCP measurements, the im-
plementations of the two multipath technologies required
different configuration steps.
First, the MPT-GRE was downloaded and installed. After
the packages were installed, the necessary network param-
eters in the two basic configuration files were modified.
At the start, we disabled three out of the four interfaces on
PC1, and then enabled them one-by-one using the Python
script according to the measurement schedule, ensuring
the gradual aggregation of the communication channel. We
used iperf34 to measure the throughput, and the sar5 com-
mand to examine processor usage. The tee6 program was
4https://github.com/esnet/iperf
5https://linux.die.net/man/1/sar
6http://pubs.opengroup.org/onlinepubs/9699919799/utilities/tee.html
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used to log the results into files. Each measurement had
a duration of 30 s and was repeated 10 times. Less than 1%
deviation could be observed in the results for each set of the
repeated measurements. We performed the measurements
using all possible IP version combinations in regards to
both the tunnel and the physical interfaces (IPv4 over IPv4,
IPv4 over IPv6, IPv6 over IPv4, IPv6 over IPv6).
Following the approach of papers [17]–[22], we also car-
ried out for real file transfer performance measurements
using scripts.
For FTP performance-analysis we run the scripts on PC1,
while PC2 was configured as the FTP server. A 1 GB file
was used for each measurement, which was deleted after
download completion with the help of the script. We used
the ifstat7 tool to display the measurement results. Logging
was performed once again with the help of tee.
3.2. MPTCP Measurements Setup
We installed MPTCP v0.91 for measurements in GRUB8,
which we selected directly after restarting the computer,
in order to load the MPTCP kernel module. Next, we
configured the routing between the interfaces, and the
mptcp enabled and mptcp path manager parameters.
Finally, with the help of the scripts used for the MPT
measurements, we performed the required measurement
sequence. At the start, only the first interface was in an
active status, the other three were shut down. The appro-
priately timed reactivation of the interfaces was handled
by the script. The MPTCP kernel module was installed
on both hosts. The measurement scripts were executed on
PC1. Just like in the case of the MPT measurements, we
used PC2 as the iperf3 and FTP server. It has to be noted
that for performing the MPTCP measurements, we had to
disable the integrated interfaces used for remote access,
as MPTCP automatically assigned these to the list of in-
terfaces participating in the MPTCP process. During the
MPTCP measurements MPT was not running on the hosts.
4. Measurement Results
4.1. iperf3 Measurements
First, we performed a comparison of the path aggregation
capabilities of MPT-GRE and MPTCP. The previously pre-
sented iperf3 command was used for this purpose. As Fig. 5
shows, in the case of MPT-GRE we applied all possible
IP version combinations with regards to the physical in-
terfaces and the tunnel interface: IPv4 tunnel over IPv4,
IPv6 tunnel over IPv4, IPv4 tunnel over IPv6 and IPv6
tunnel over IPv6. The throughput aggregation capability
of the MPT-GRE software minimally decreased compared
to the previous list. The same could be observed in the
case of MPTCP, where, due to a different implementation
procedure, we only examined two cases: when the paths
7https://sourceforge.net/projects/ifstat/
8http://www.gnu.org/software/grub/
used either IPv4 or IPv6 homogenously. Overall, MPTCP
performed slightly better in iperf3 tests. However, the dif-
ference in performance was around 0.9% in all cases. We
performed the tests using 1, 2, 3, and 4 interfaces simulta-
neously. On average, both for MPTCP and MPT-GRE for
IPv4, we measured a throughput of 92 Mbps in the case of
a single interface, 184 Mbps in the case of two interfaces,
276 Mbps in the case of three interfaces, and 368 Mbps in
the case of four interfaces used.
Fig. 5. MPT-MPTCP iperf3 test comparison. (See color pictures
online at www.nit.eu/publications/journal-jtit)
4.2. FTP Measurements
In the next round, the efficiency of MPTCP and MPT-GRE
using the FTP protocol was examined. Figure 6 shows the
measured download speed of a 1 GB file using four in-
terfaces. The results are close in this case as well, with
MPTCP achieving download speed of 368.47 Mbps over
IPv4, while in the case of MPT-GRE with IPv4 tunnel over
IPv4, 366.89 Mbps was measured.
Fig. 6. MPT-MPTCP FTP download speed comparison using
6 interfaces.
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Fig. 7. MPT-MPTCP FTP download time comparison in case of
4 interfaces.
Figure 7 shows the measured download times of a 1 GB file,
where values are inversely proportional to Fig. 6. Using
MPT-GRE with IPv4 tunnel over IPv4, the 1 GB file was
successfully downloaded in 23.41 s, while using MPTCP
(IPv4) the duration was around 23.31 s. In case of other
sets of measurement results, a minimal deviation could be
observed in the file download time.
Figure 8 shows the MPT throughput in an IPv4 tunnel over
IPv4 test. Other IP version combinations resulted in similar
figures. The result represented with the orange line shows
the file download speed measured on the physical inter-
faces, while the red line shows the throughput measured
Fig. 8. MPT-GRE IPv4-IPv4 FTP throughput performance using
4 interfaces.
using the tunnel interface. It is clearly visible that in the
case the 1 GB file downloaded using a physical interface,
the resulting download duration is 94 s with a download
speed of around 96.6 Mbps. If the same file is downloaded
through the tunnel interface, with 4 parallel physical con-
nections, the download time is reduced to 25 s, while the
download speed increases to around 372.76 Mbps. It can
be established that using an MPT-GRE based system the
time needed to download the file is practically reduced to
a quarter, while the maximum download speed is four times
that of a traditional single-path solution.
In Fig. 9 we can see the path aggregation performance of
MPTCP, similarly during a 1 GB file download. The same
can be observed as in the case of MPT-GRE: the download
time is reduced to a quarter when utilizing the four physical
interfaces at the same time.
Fig. 9. MPTCP over IPv4 FTP throughput performance using
4 interfaces.
4.3. CPU Utilization in Case of iperf3
In the following section, the CPU utilization results of the
MPT-GRE and MPTCP multipath solutions are presented.
Figure 10 shows CPU utilization of the MPT and MPTCP
solutions while operating with a different number of phys-
ical interfaces (1–4), operating over IPv6. This is the most
resource-intensive mode of operation. It can be observed
that processor utilization is in a linear relationship with the
number of physical interfaces, and that the CPU utilization
Fig. 10. MPT-MPTCP CPU utilization comparison.
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of MPTCP is lower compared to that of MPT-GRE. While
the CPU utilization of MPTCP with 4 physical interfaces
over IPv6 hovers around the 3% mark, in the case of MPT-
GRE with IPv6 tunnel over IPv6 this increases to 12%. Evi-
dently, these are the most critical cases, and when using the
other protocol-version combinations the CPU utilization of
both solutions is lower.
5. Conclusions
This paper presents two multipath communication systems
based on different technologies, comparing their path ag-
gregation capacity, efficiency, and processor utilization.
MPTCP is a transport layer, while MPT-GRE is a net-
work layer implementation. In the majority of the measure-
ments MPTCP slightly outperformed MPT-GRE. However,
the performance differences were quite minimal. As a re-
sult, we highly recommend the use of both technologies.
MPTCP for those who primarily concentrate on minimal
processor utilization, and MPT for those who would like to
communicate over TCP/UDP flexibly with multipath capa-
bilities, e.g. in the case of multimedia traffic (interactive
voice, video streaming).
Our future plans include the efficiency review of these
two technologies in Gigabit Ethernet and 10 Gigabit Eth-
ernet environments, and the publication of an MPT-GRE
RFC draft.
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Abstract—Orthogonal Frequency Division Multiplexing
(OFDM) is a well-known technique used in modern wide
band wireless communication systems. Coherent OFDM
systems achieve its advantages over a multipath fading
channel, if channel impulse response is estimated precisely
at the receiver. Pilot-aided channel estimation in wide band
OFDM systems adopts the recently explored compressive
sensing technique to decrease the transmission overhead of
pilot subcarriers, since it exploits the inherent sparsity of
the wireless fading channel. The accuracy of compressive
sensing techniques in sparse channel estimation is based on
the location of pilots among OFDM subcarriers. A sufficient
condition for the optimal pilot selection from Sylow sub-
groups is derived. A Sylow subgroup does not exist for most
practical OFDM systems. Therefore, a deterministic pilot
search algorithm is described to select pilot locations based
on minimizing coherence, along with minimum variance.
Simulation results reveal the effectiveness of the proposed
algorithm in terms of bit error rate, compared to the existing
solutions.
Keywords—channel estimation, compressive sensing, minimum
coherence, minimum variance, pilot pattern.
1. Introduction
Orthogonal Frequency Division Multiplexing (OFDM) is
a multi-carrier modulation technique used in wideband
wireless communication systems due to its high spec-
tral efficiency [1]. In OFDM systems, each subcarrier has
a narrow bandwidth which ensures signal robustness against
frequency selectivity caused by the multipath delay spread.
Although coherent, non-coherent and partially coherent de-
tection techniques are deployed in OFDM systems, coher-
ent detection attracts wider interest, as it supports a higher
date rate than the other schemes. Coherent communication
in OFDM systems allows arbitrary signal constellations for
high data rates, but efficient channel estimation strategies
are required for detection and decoding of information at
the receiver. The channel can be estimated in the receiver
using the pilot-aided method, where the receiver makes use
of the known transmitted symbols, also known as pilots in,
a set of predetermined subcarriers of the OFDM system, or
by learning the statistics of the information bearing signals
which are referred to as a blind technique. As such an ap-
proach involves more complex signal processing and com-
putationally expensive operations to ensure efficient blind
methods, pilot-aided methods evoke considerable interest
in the recent technologies which are capable of tracking
the channel based on coherence time whose duration is in
the order of one OFDM symbol [2].
The majority of research concerned with pilot-aided chan-
nel estimation is devoted to the selection of pilot locations.
Equally spaced pilot locations become the optimal selec-
tion when the maximum likelihood (ML) rule is employed
in the receiver, which is computationally expensive [3], [4].
Further, several investigations show that many wideband
OFDM systems tend, in practice, to have their wireless
channel dominated by a relatively small number of coef-
ficients, i.e. most channel coefficients are nearly zero and
do not contribute significantly, and the number of effec-
tive channel coefficients is relatively much lower than the
channel delay spread (length of the channel impulse re-
sponse). The sparseness of the channel leverages the appli-
cation of sparse signal processing techniques in the frame-
work of compressive sensing (CS) [5] for channel estima-
tion problems, which can drastically reduce the number of
pilots required to estimate the channel, thereby increasing
bandwidth efficiency. CS recovery algorithms, such as l1
norm minimization, orthogonal matching pursuit and iter-
ative thresholding, have been adopted for sparse channel
estimation, which enables efficient reconstruction of the
sparse channel with less pilot overhead than in the case
of conventional methods [6]. However, there is no gen-
eral theory on the optimal pilot selection for sparse chan-
nel estimation using CS techniques, such as the optimal
equally spaced pilots for conventional channel estimation
methods.
A few works of literature deal with the design of a pilot
pattern for sparse channel estimation. Deterministic pi-
lot selection [7] is proposed for OFDM systems with the
number of subcarriers N being a prime. A pilot gener-
ated randomly can be updated by sequentially evolving to-
wards a global optimizer with oﬄine channel data, as dis-
cussed in [8]. Pilot design for under water acoustic chan-
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nels, based on cluster pilot design and data subcarrier as
additional observation for channel estimation, is described
in [9]. The tree-based backward pilot generation [10] iter-
atively removes a subcarrier from N subcarriers of OFDM
systems in a backward direction to generate a pilot pattern.
Optimum pilot generation by minimizing coherence of the
DFT submatrix and cross entropy optimization, to place
the pilots at an optimal location, is described in [11], [12].
The first subcarrier is fixed as the first pilot, and the remain-
ing pilot locations are sequentially assigned by minimizing
the variance of the multiset formed using the current pi-
lot location set [13]. Statistic serial, parallel and iterative
group shrinking was proposed [14] for minimum coherence.
Three greedy deterministic pilot search algorithms [15] are
stated based on minimizing coherence through a straight-
forward search.
The remainder of this paper is organized as follows. Sec-
tion 2 deals with the OFDM system modeling framework
and formulates the estimation problem of sparse channel
impulse response. In Section 3, optimal pilot design from
the Sylow subgroup is analyzed. The proposed determin-
istic pilot search algorithm is presented in Section 4. The
simulation results shown in Section 5 reveal the perfor-
mance of the proposed algorithm’s pilot pattern in sparse
channel estimation of wideband OFDM systems and, fi-
nally, conclusions are provided in Section 6.
The notations used in this paper are: /0, \, |, -, (.)T , (.)H ,
(.)
−1, ‖.‖, 〈.〉, ⊗, ⊕, b.c, d.e, and O(.) meaning: empty,
exclusion, divide, does not divide, matrix transpose, con-
jugate transpose, matrix inverse, norm of a vector, inner
product of a vector, modulus, multiplication modulo, addi-
tion modulo, floor of a value, ceiling of a value and order,
respectively.
2. Problem Statement
In this section, we describe the system model for pilot-
aided sparse channel estimation in an OFDM system
with the canonical discrete time channel model. Assume
that information is transmitted through an OFDM sym-
bol that consist of N subcarriers and has a cyclic pre-
fix length of N/4. Among N subcarriers, Np subcarriers
are used to transmit pilots with locations represented as
[p1, p2, . . . , pNp ], where 1 ≤ p1 < p2 . . . < pNp ≤ N
and Nd = N − Np subcarriers transmit information. The
transmitted and received pilot symbols on pilot sub-
carrier locations are x = [x(p1), x(p2), . . . , x(pNp)]T and
y = [y(p1), y(p2), . . . , y(pNp)]T respectively. Then the fre-
quency domain sparse channel estimation of a pilot-aided
OFDM system at the receiver can be modeled as:
y = Ah+n , (1)
where A = X .FNp×L is a sensing matrix. X is a diago-
nal matrix of transmitted pilot symbols X = diag
{
x(p1),
x(p2), . . . , x(pNp)
}
and FNp×L is a discrete Fourier subma-
trix constructed by selecting first L columns and Np rows
stated by pilot locations [p1, p2, . . . , pNp ] from a standard
Fourier matrix N×N.
FNp×L =
1
√
N


1 ω p1 . . . ω p
(L−1)
1
1 ω p2 . . . ω p
(L−1)
2
. . . .
. . . .
. . . .
1 ω pNp . . . ω p
(L−1)
Np


(2)
where ω = e−j
2pi
N and n = [n(1), n(2), . . . , n(Np)]T is the
Additive White Gaussian Noise (AWGN) vector with zero
mean and variance σ 2n . h = [h(1), h(2), . . . , h(L)]T is the
discrete channel impulse response vector with L coeffi-
cients. The multipath wireless channel gives rise to mul-
tiple attenuated and delayed copies of transmitted signal
at the receiver, due to the number of scatters in the sur-
rounding environment. We consider a transmission over
such a multipath wireless channel with L resolvable paths
(coefficients), and each path has a complex path gain αi
and a delay spread τi. The time domain baseband channel
model is given by:
h(τ) =
L
∑
i−1
αiδ (τ − τi) , (3)
where δ (.) is a Dirac delta function. The equivalent dis-
crete channel model can be represented as:
h(n) =
L
∑
i−1
αiδ
(
(n− τi)Ts
)
, (4)
where Ts is the sampling interval which holds a very small
value compared to the maximum delay spread for practical
wide band wireless channels. In such cases the impulse
response h is dominated by relatively few resolvable paths
over the maximum paths L, and these channels are often
termed as sparse channels. Assuming the frequency do-
main channel impulse response h is having ‖h‖0 ≤ k  L,
then the multipath wireless channel is termed as k sparse
channel.
The reconstruction of channel impulse response h at the
receiver is essential for coherent detection. The competent
pilot aided channel estimation for today’s wireless systems
involves either linear or nonlinear techniques. Conventional
pilot-aided methods typically depend on linear reconstruc-
tion techniques with the resulting sensing matrix A of Np
rows and L columns, such that Np > L. Considering the
inherent sparsity of the wireless channel, the number of
pilots Np is kept lower than maximum channel coefficients
L, i.e. Np < L, then system will become an underdeter-
mined system, but improves the system data rate. Thus,
linear reconstruction methods do not provide an accurate
solution. CS-based methods provide a nonlinear way to
reconstruct these under determined systems by exploiting
the sparsity of the channel. However, the reliable and effi-
cient reconstruction of sparse vector h by using CS recovery
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techniques is based on proper selection of Np rows for the
sensing matrix A from the Fourier matrix, i.e. selection of
pilot locations in subcarriers.
3. Optimal Pilot Analysis
Proper selection of the pilot pattern influences the sparse
channel estimation of OFDM systems using CS reconstruc-
tion algorithms. Indeed, sparse vector h is guaranteed for
nonlinear reconstruction by CS if A satisfies the Restricted
Isometry Property (RIP).
A sensing matrix A satisfies the RIP of order k if there
exists a constant δ such that:
(1−δ )‖h‖22 ≤ ‖Ah‖22 ≤ (1δ )‖h‖22 , (5)
for any k sparse vector. The minimum of all constants δ
satisfying the above condition is called the isometric con-
stant δk. But there is no algorithm to check the RIP, since
it involves combinatorial computation complexity. Other
than RIP, the widely used condition that guarantees the re-
construction of the sparse vector is coherence [16].
Coherence µ of a sensing matrix A, is the largest absolute
inner product between any two columns am and an of A:
µ(A) = max
1≤m<n≤L
∣∣
〈am, an〉
∣∣
= max
1≤m<n≤L
∣∣∣∣∣
Np
∑
i=1
∣∣x(pi)∣∣2ω pi(n−m)
∣∣∣∣∣ . (6)
Let c
∆
= n−m then
µ(A) = E max
1≤c≤L−1
∣∣∣∣∣
Np
∑
i=1
ω pic
∣∣∣∣∣ ,
where energy of pilot E is treated as one.
Now ω = e−j
2pi
N = e−jθ , where θ = qpiN .
Then coherence will be:
µ(A) = max
1≤c≤L−1
∣∣∣∣∣
Np
∑
i=1
e−jcpiθ
∣∣∣∣∣
= max
1≤c≤L−1
(
Np +
Np
∑
i=1
Np
∑
j=i+1
2cos
(
c
(
(pi−p j)mod N
)
θ
) 1
2
µ(A) = max
1≤c≤L−1
(
Np +Hc(P)
)1
2
, (7)
where
Hc(P) =
Np
∑
i=1
Np
∑
j=i+1
2cos
(
c
(
(pi−p j)mod N
)
θ
)
. (8)
A different pilot pattern leads to a different sensing ma-
trix A. The objective function Q for selecting an optimal
pilot pattern P is to minimize the coherence of A:
Q = arg min
A
µ(A) . (9)
A pilot pattern yields minimum coherence µ(A) if
cos
(
c(pi − p j)θ
)
holds minimum for all values of c in
Eq. (8). If the most of angles c(pi − p j)θ are occu-
pied in the 2nd and 3rd quadrant, then the cosine angle
holds minimum. However, for some specific settings, the
optimal pilot can be generated from the Cyclic Difference
Set (CDS).
Definition for CDS: For the given (N, Np), if λ is an in-
teger where λ = Np(Np−1)N−1 and Np < N, then CDS is de-
fined as a set of Np distinct components selected from
N denoted as (p1, p2, . . . , pNp) satisfying that any integer
x(1 ≤ x≤ N−1) repeats λ times in the set:
{x = pi− p j(mod N) |1 ≤ i 6= j ≤ Np} , (10)
and the corresponding difference multiset D =
{
ad
}N−1
d=1 ,
where ad is the number of pairs (pi, p j) in pilot indices
set P such that d = pi − p j(mod N) |1 ≤ i 6= j ≤ Np, d =
1, 2, . . . , N−1. The mean and variance σ 2P of the difference
multiset are defined as:
mean =
1
N−1
N−1
∑
i=1
adi , (11)
σ2P =
N−1
∑
i−i
(ad −mean)
2
. (12)
The pilot selection satisfying the definition of CDS is surely
the optimal choice for minimum coherence, since the resul-
tant Discrete Fourier Transform (DFT) submatrix achieves
the Welch bound. The sufficient condition for CDS to be
optimal pilot selection is:
L ≥
⌈
N
2
⌉
. (13)
Nevertheless, for many pairs of N and Np, there is no CDS.
Moreover the channel impulse response length L is less
than the cyclic prefix of the practical OFDM system.
In the present work for some specific settings, the optimal
pilot selection from a p-Sylow subgroup is analyzed and
conditions are obtained for a subgroup to act as an optimal
pilot selection.
Definition for p-Sylow: Let (G, .) be a group and p be
a prime number. If (G) = pam, where p - m, then a sub-
group of order pα is called the p-Sylow subgroup of G.
Existence of the p-Sylow subgroup is guaranteed. If (G, .)
is an abelian group, then the p-Sylow subgroup is unique.
Let S⊆G. The subgroup of G generated by S is the smallest
subgroup of G containing S and is denoted by (S). (S) is
the set of finite products of elements of S and its inverses.
For any subgroup H of an abelian group (G, .) and for any
a ∈ G, aH = {a.h |h ∈ H} denotes the coset of H in G.
Now, for a given (N, Np), the optimal pilot selection that
can be generated from a subgroup is analyzed. If N and Np
satisfy the conditions stated in the following theorem, then
the p-Sylow subgroup will be an optimal pilot selection.
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Theorem 1: For a given (N, Np), if (N +1) is a prime num-
ber q and for some prime p and Np = pα for some integer
α such that pα |N, pα+1 - N with Np(Np−1) = λN, where
λ is an integer and if P is the unique p-Sylow subgroup of
the group (G,⊗) under multiplication mod(N +1), then P
is a CDS and P is the optimal pilot selection for (N, Np) for
L ≥ N2 provided given p1, p2, p3 p4 ∈ P, there exist p
′
1, p
′
2
such that:
(p1 + p2)− (p3 + p4)≡ (p′1− p
′
2)mod(N +1) , (14)
where G = {1, 2, . . . , N}.
Proof : Let F = {0, 1, 3, . . . , N} and λ = 1. Then (F,⊕,⊗)
is a field where ⊕ and ⊗ are the addition (N + 1) and
multiplication mod(N + 1) respectively. Let P = (p1, p2,
p3, . . . , pNp) be the unique p-Sylow subgroup of (G,⊗).
Let S ∆= (pi−p j)mod(N + 1), pi 6= p j}, where r ∈ {1, 2,
. . . , N}. Clearly, S is non empty and O(S)≤ Np(Np−1) =
N. Let (S) be the subgroup of (F,⊕) generated by S. Now,
we show that (S) is closed under ⊗.
Let x, y ∈ (S). Suppose x = s1 + s2, where s1, s2 ∈ S. Then
x = {(p1− p2)+(p3− p4)}mod(N +1), where pi ∈ P.
Similarly y = {(p′1 − p
′
2) + (p
′
3 − p
′
4)}mod(N + 1), where
p′i ∈ P.
Using the given condition, we can find p′i p′j in P such that
x.y = (p′i− p′j)mod(N +1) for some p′i, p′j ∈ P. Hence (S)
is a subring of F. Since F has no proper subring, (S) = F.
Now we show that (S)\{0}= S. Let y(6= 0) ∈ (S) and let
y = x1 + x2 where x1, x2 ∈ S.
Let x1 =(p1−p2)mod(N+1) and x2 =(p3−p4)mod(N+1).
Then:
x1 + x2 = {(p1 + p2)−(p3 + p4)mod(N +1)
= (p′1−p
′
2)mod(N +1), for some p′1, p′2 ∈ P ,
= x3, for some x3 ∈ S ; thus (S)\{0}= S.
Hence, S = 1, 2 . . . N. Therefore, P is also a CDS and the
optimal pilot selection. For any integer λ 6= 1 the proof is
similar.
Corollary: For a given (N, Np) if N is a prime number
q and for some prime p and for some integer α such that
pα |q− 1, pα+1 - q− 1 with Np(Np − 1) = λ (N− 1) and P
is the unique p-Sylow subgroup of (G,⊗), under multi-
plication mod (N) where G = 1, 2, . . . , N−1 such that P
satisfies the condition given in theorem 1 then P is the
optimal solution.
For the case (N, Np) where (N + 1) is a prime, Np pilots
will be selected from 1, 2, 3, . . . , N whereas in the case
(N, Np), where N is a prime, Np pilots will be selected
from 1, 2, 3, . . . , N−1.
The optimal pilot selection for an OFDM system from
p-Sylow satisfies the definition of CDS for some specific
pairs of (N, Np). It is no longer an optimal pilot selection
for a practical OFDM system with channel length L <
⌈N
2
⌉
.
For example, {1, 7, 9, 10, 12, 16, 26, 33, 34} is a 3-Sylow
subgroup which is a CDS for (37, 9). It has the coher-
ence µ = 2.6458 for all range of L ≥
⌈N
2
⌉
. But if L =
11 <
⌈ N
2
⌉
there exist a set which is neither a subgroup
nor a CDS {1, 4, 7, 10, 13, 22, 28, 31, 34} having coher-
ence µ = 2.1196 less than obtained by p-Sylow subgroup
and CDS. Practical OFDM systems will have a N4 long
cyclic prefix which is usually much larger than the length
of the channel. Therefore, it is necessary to explore a pilot
search algorithm suitable for wideband OFDM systems.
4. Pilot Search Algorithm
This section describes the deterministic procedure for se-
lecting the pilot locations for a given (N, Np, L). Optimal
Np subcarrier selection from N subcarriers of an OFDM
system by exhaustive search among all possible NCNp DFT
submatrices is humanly impossible because of its compu-
tational complexity. Here, a deterministic approach is pro-
posed that couples variance and coherence minimization to
meet the near-optimal pilot selection. The algorithm starts
by assigning the first pilot location and selects the remain-
ing locations, one by one, so that a difference multiset of
selected pilot locations achieves minimum variance. The
minimum variance pilot pattern will not lead to minimum
coherence for small L. Therefore, the algorithm updates
every candidate of the selected pilot pattern for minimum
coherence from all pilot subcarrier candidates. If the candi-
date pilot subcarriers are considered to range from 1 to N,
there is a possibility for the pilot search algorithm to choose
pilot subcarriers close to each other. It decreases the effi-
ciency of the pilot pattern in channel estimation [15]. By
defining the neighboring optimal distance for pilot subcarri-
ers, the algorithm will not choose the closest subcarriers. In
the proposed algorithm index set Is defined to contain can-
didate pilot subcarrier locations at optimal distance. The
optimal distance of pilot subcarriers for the given N and L
is c =
⌊N
L
⌋
.
The proposed algorithm is summarized as Algorithm 1.
Initially, the first pilot location is assigned as number one.
Next, the second pilot location is selected from the subset
P̂y generated using P̂y−1 ∪ n|n ∈ {Is} \Py−1 for minimum
variance. By repeating this, we obtain the pilot pattern
P = [p1, p2 . . . , pNp ]. The minimum variance calculation
for subset P̂y = {Py(1), Py(2), . . . , Py(n)} for each update is
given by Eqs. (15)–(19).
Let Py = [p1, p2, . . . , px], where x≤Np and y = 1, 2, . . . , n.
Then:
mean =
1
N−1
N−1
∑
i=1
adi , (15)
where ad is a element of D =
{
ad
}N−1
d=1 defined as number of
pairs (pi, p j) in selected pilot location set Py such that d =
pi − p j(mod N) |1 ≤ i 6= j ≤ x, where d = 1, 2, . . . , N−1,
and variance
δ 2Py =
N−1
∑
i=1
(adi −mean)
2
. (16)
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Algorithm 1: Pseudocode for proposed algorithm
Input: N, Np, L, t
Initialize: Itemp = /0, IP = /0, Pc = /0, c =
⌊N
L
⌋
Is = {1, 1+ c, 1+2c, . . . , N}: ‖Is‖= M
For m = 1, 2, . . . , M, P1 = Is(m)
Generate subset P̂2 by P1∪n|n ∈ {Is}\P1
Obtain I = [P2(1), P2(2), . . . , P2(t)] according to Eq. (17)
For y = 3, 4, 5, . . . , Np,
For x = 1, 2, . . . , t, Py−1 = I(x)
Generate subset P̂y by Py−1∪n|n ∈ {Is}\Py−1
Obtain I = [Py(1), Py(2), . . . , Py(t)] according
to Eq. (17)
Itemp ⇐ [Itemp, I]
End for x
Obtain I from Itemp according to Eq. (17)
End for y
For z = 1, 2, . . . , t
PNp , z = I(z)
For y = Np, Np−1, . . . , 1
P′Np,z = [p1,z, p2,z, . . . , py,z = /0, . . . , pNp,z]
For x = 1, 1+ c, 1+2c, . . . ,≤ N
If x /∈ PNp,z
P̂ = [p1,z, p2,z, py,z = x, . . . , p+Np,z]
End if
End for x
Obtain P′Np,zfrom P̂ according to Eq. (19)
End for y
Ip(z) = P′Np,z
End for z
Obtain Pc(m) from Ip according to Eq. (19)
End for m
P = arg min
P
µ(A)Pc
Output: pilot pattern P.
To achieve a greater degree of accuracy, instead of selecting
a pilot pattern with the least variance, we select t sets of
pilot patterns (group selection) having a minimum variance
in every pilot location update. The t sets are selected with
least σ 2Py among n updated set P = [Py(1), Py(2), . . . , Py(n)]
as:
I = [Py(1), Py(2), . . . , Py(t)] , (17)
where y = 2, 3, 4, . . . , Np and Py(1) = Py(i), Py(2) =
Py( j) . . . |0≤ σ 2Py(i) ≤ σ 2Py( j) ≤ . . . .
The procedure is repeated for every one of the values from
index set Is as first pilot location. The resulting t sets of
pilot pattern obtained from the first loop is:
I = [PNp(1), PNp(2), . . . , PNp(t)] , (18)
where PNp(i) = [p1,i, p2,i, . . . , pNp,i]. All t selected pilot
patterns are updated for minimum coherence. Every n-th
entry of a pilot pattern PNp can be updated by selecting
the best form Is \ {PNp( j) | j = 1, 2, . . . , Np, j 6= n}. From
the resulting pilot location collection set P, select a pilot
location with minimum coherence as:
P⇐ arg min
P
µ(A)P(i), i = 1, 2, 3, . . . . (19)
5. Simulation Results
The theoretical distance between the pilot locations is ver-
ified practically by simulating the proposed algorithm for
Table 1
Coherence of a pilot pattern generated with various
distances selected between pilot subcarriers
N Np L Distance µ
256 16 50
1 4.6868
3 4.8937
4 4.4308
5 4.3887
6 10.8125
Table 2
List of pilot patterns generated for various (N, Np, L),
using the proposed algorithm
N Np µ Pilot pattern L
6 2.6131 1, 5, 9, 17, 33, 45 15
64 6 2.6131 1, 13, 29, 33, 37, 53
16
9 2.5326 1, 5, 13, 21, 29, 33, 37, 49
73 9
2.7284 1, 11, 12, 14, 17, 26, 42, 47, 65 37
2.7201 1, 9, 13, 17, 21, 29, 33, 53, 57 18
128
6 2.8840 5, 21, 49, 53, 61, 113
30
9 3.1350 5, 21, 37, 41, 45, 49, 73, 113, 121
12 3.2558
1l, 29, 33, 41, 45, 49, 53, 69, 81, 85,
105, 113
14 3.3785
1, 5, 9, 17, 25, 29, 37, 61, 65, 69, 81,
105, 109 121
12 4.1823
1, 6, 21, 41, 81, 146, 151, 156, 176, 201,
211, 246
13 4.3591
1, 6, 31, 41, 46, 81, 86, 141, 151, 206,
211, 226, 236
16 4.3887
1, 6, 16, 21, 26, 41, 46, 51, 66, 121, 126,
156, 181, 191, 211, 221
23 4.8822
1, 6, 11, 21, 26, 31, 36, 46, 66, 71, 81,
86, 106, 116, 136, 141, 151, 156, 181,
196, 206, 226, 236 50
12 4.0496
1, 29, 73, 77, 93, 97, 101, 109, 129, 141,
153, 161, 165, 201, 217, 245
16 4.4308
1, 29, 73, 77, 93, 97, 101, 109, 129, 141,
153, 161, 165, 201, 217, 245
1, 13, 49, 57, 61, 73, 77, 93, 117, 121,
24 4.8550 141, 145, 149, 161, 169, 177, 181, 189,
193, 201, 217, 225, 233, 253
512
1, 6, 11, 16, 21, 26, 31, 36, 51, 66, 71,
90
81, 91, 101, 126, 171, 176, 181, 191, 216,
40 6.8674 221, 236, 266, 271, 276, 291, 296, 306,
351, 376, 381, 396, 401, 411, 421, 446,
461, 481, 486
27 6.3813
1, 16, 21, 46, 56, 76, 81, 106, 111, 151,
93186, 201, 206, 211, 251, 256, 286, 301,
326, 371, 411, 421, 471, 481, 486, 491,
501
1024 16 4.4653
1, 21, 41, 101, 141, 161, 221, 261, 321,
50341, 421, 601, 621, 661, 761, 801
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various distances. Table 1 proves that the minimum dis-
tance that should be maintained between the pilot locations
is
⌊N
L
⌋
which is 5 for N = 256 and L = 50.
The pilot patterns generated using the proposed algorithm
for various pairs of (N, Np, L) are presented in Table 2.
The results show that if N is a prime, coherence of
the proposed algorithm’s pilot pattern meets the Welch
lower bound and prove the effectiveness of the proposed
algorithm. For example, (N, Np, L) = (73, 9, 37) coher-
ence of the proposed algorithm’s pilot location achieves
the Welch bound 2.8284. Comparison of coherence ob-
tained by the proposed algorithm with algorithms used
in practice for various (N, Np, L) values is presented in
Table 3.
Table 3
Comparison of coherence obtained by the proposed
algorithm and by existing pilot search algorithms
N Np L Algorithm µ
Stochastic serial search [12] 4.7021
256 16 60 Greedy deterministic [13] 4.8630
Proposed algorithm 4.4308
Tree based backward with 11 branches [8] 4.9189
256 16 50 Greedy deterministic [13] 4.5261
Proposed algorithm 5.8757
256 13 50
Mahdi-Khosravi & Saeed-Mashhadi [11] 5.8757
Proposed algorithm 4.3591
An QPSK OFDM system is constructed with 256 sub-
carriers and 16 of them are used as pilot subcarriers for
pilot-aided channel estimation. A discrete sparse channel h
is realized with 5 dominant coefficients, randomly placed
over the maximum of 50 channel coefficients. A typical
discrete channel realization is shown in Fig. 1. The chan-
Fig. 1. Typical channel impulse response with 5 dominant coef-
ficients over the maximum discrete channel length.
nel estimation performance of the pilot pattern generated
using the proposed algorithm is evaluated at the receiver
based on the knowledge of the sensing matrix A and the
received pilots vector y using greedy iterative orthogonal
matching pursuit (OMP) [17]. The normalized mean square
error (MSE) associated with channel vector h and estimated
channel h is calculated by:
MSE =
∥∥h− h∥∥22∥∥h∥∥22
. (20)
MSE comparison for channel estimation using the pro-
posed and different pilot selection algorithms, compris-
ing, in practice, over 105 iterations for each signal to
Fig. 2. MSE performance comparison for channel estimation with
pilot patterns generated using different schemes for (N, Np, L) =
(256, 16, 50).
Fig. 3. Detection performance of OMP using proposed and
different pilot schemes for (N, Np, L) = (256, 16, 50).
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noise ratio (SNR), is plotted in Fig. 2. The equally spaced
conventional pilots and random pilots suggested for the
sparse channel are also considered for comparison pur-
poses. Equally spaced pilots are not optimized to min-
imum coherence and there is no benefit in using them
for sparse channel estimation and for random pilot gen-
eration, which is difficult for practical systems. We ob-
serve that the proposed pilot pattern significantly im-
proves the performance of MSE compared to existing
schemes used in practice, with reduced coherence. Detec-
tion performance of the sparse reconstruction algorithm
gives the percentage of cases of exact recovery of the
sparse channel from the received pilots. The comparison of
sparse channel detection performance of OMP is presented
Fig. 4. BER performance comparison of channel estimation for
pilot patterns generated using different schemes for (N, Np, L) =
(256, 16, 50).
Fig. 5. Typical channel impulse response with 6 domi-
nant coefficients over the maximum discrete channel coefficients
L=60.
Fig. 6. MSE performance comparison of channel estimation for
pilot patterns generated using different schemes for (N, Np, L) =
(256, 16, 60).
Fig. 7. Detection performance of OMP using proposed and
different pilot schemes for (N, Np, L) = (256, 16, 60).
in Fig. 3. Transmitted data detection performance is shown
in Fig. 4 as Bit Error Rate (BER). Performance of the pro-
posed pilot search algorithm is also evaluated for a chan-
nel with 6 dominant coefficients spread over the maxi-
mum length of 60 in an QPSK OFDM system channel
estimation to verify the robustness of the proposed algo-
rithm. Figure 5 represents a typical channel implementation
for L = 60.
MSE channel estimate, detection performance of the
channel estimation algorithm and BER of detected data
are given in Figs. 6–8, respectively, for L = 60 and show
the effectiveness of the proposed pilot search algorithm
compared to pilot search algorithms used in practice. The
running time of the proposed algorithm required to gen-
erate pilots with the length of 16, for the channel length
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Fig. 8. BER performance comparison of channel estimation for
pilot patterns generated using different schemes for (N, Np, L) =
(256, 16, 60).
of L = 50 and 60, is 111 and 188 s over 256 subcarriers,
respectively.
6. Conclusions
In this paper, we investigated pilot selection for pilot-aided
sparse channel estimation in wide band OFDM systems.
Sufficient conditions are derived to guarantee that p-Sylow
is the optimal pilot pattern for some (N, Np, L). We have
proposed a deterministic procedure to select the pilot pat-
tern for given (N, Np, L). If N is a prime, then the pro-
posed algorithm achieves the Welch bound, confirming its
effectiveness. Simulation results show that the pilot pattern
generated using the proposed scheme significantly improves
the key metrics of wireless systems, including MSE and
BER, compared to the existing methods with minimized
coherence.
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Abstract—Propagation is an essential factor ensuring good
coverage of wireless communications systems. Propagation
models are used to predict losses in the path between transmit-
ter and receiver nodes. They are usually defined for general
conditions. Therefore, their results are not always adapted to
the behavior of real signals in a specific environment. The
main goal of this work is to propose a new model adjusting
the loss coefficients based on empirical data, which can be ap-
plied in an indoor university campus environment. The One-
slope, Log-distance and ITU models are described to provide
a mathematical base. An extensive measurement campaign is
performed based on a strict methodology considering different
cases in typical indoor scenarios. New loss parameter values
are defined to adjust the mathematical model to the behavior
of real signals in the campus environment. The experimental
results show that the model proposed offers an attenuation
average error of 2.5% with respect to the losses measured. In
addition, comparison of the proposed model with existing so-
lutions shows that it decreases the average error significantly
for all scenarios under evaluation.
Keywords—indoor, ITU model, log-distance model, loss mea-
surement, one-slope model, path loss, propagation measurement,
propagation models, radio propagation.
1. Introduction
Indoor environments are the most difficult scenarios in
which communication systems operate, because the den-
sity of wireless communications is increasing on a daily
basis, and the number of active devices is growing rapidly.
Therefore, it is necessary to understand the nature of in-
door propagation to predict the effects on electromagnetic
signals through a propagation model.
The goal of propagation models is to determine the proba-
bility of successful operation of a communication system.
It is an important factor in communication network plan-
ning. If the model is too conservative, the network could
be very expensive. If it is too liberal, it can have low per-
formance. Thus, fidelity of the model must be adapted to
the network application [1]. It can be classified as a de-
terministic model, empiric model and as a combination of
the two [2], depending on the environment characteristics
available and their stability over time [3].
Since the indoor environment is more unfavorable than
a typical outdoor scenario, determining a good propagation
model is complicated, mainly due to the high variability
in building structure and building materials [4]. Moreover,
the propagation level can be radically affected by the in-
teraction between obstacles, for instance, people motion or
the closing of the doors. For this reason, the deterministic
model is not usually used for indoor environments.
In the literature, there are many models providing for
a number of parameters, for instance attenuation between
floors [5] and optical phenomena, such as reflections [6].
Mathematical expressions are needed that model the spe-
cific indoor environmental conditions with more precision.
Most models rely on the exponential law, with the prop-
agation loss exponent depending on the frequency of op-
eration [7], meaning that propagation is different for each
frequency band.
Obtaining a mathematical model realistically reflecting the
specific construction characteristics, such as type of build-
ing structure, shape of zones, wall thickness, type of ma-
terials used and separation distances between obstacles, is
a complex task [8], [9]. For example, for 2.4 GHz WLAN
systems there are data for underground mines [10], space
platforms [11] and airports [12]. Paper [13] compares dif-
ferent models in building offices, concluding that the stan-
dard deviation of the error between the estimation and mea-
surement model is around 6 dB. For the 914 MHz band,
article [14] presents a simple exponential model where the
error in the loss calculus by a block of data is around 6 dB
on average and, 9 dB in the worst case scenario. All these
models are empirical.
In the literature, it is not easy to find empirical mod-
els based on extensive measurement campaigns, enabling
losses to be determined and later adapted to a mathemat-
ical model, because it is an expensive and difficult task
requiring high performance equipment and demanding that
a strict methodology be followed [15], [16].
Among the most popular indoor empirical models is the
One-slope model (OSM), which assumes a linear depen-
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dence between path losses (in dB) and the logarithm of
the distance between the transmitter and the receiver. It is
a simple model, but is usually characterized by a high per-
centage of error because it does not take into account the
environment characteristics in the calculus [17]. Another
model is the Log-distance model [18] that is a combination
of the modified power law and log-normal fading based on
empirical data. Finally, the International Telecommunica-
tion Union (ITU) has a loss model resuming in recommen-
dation P.1238 [19]. It is based on empirical construction
coefficients obtained through a measurement campaign that
calculates the losses per trip in five different types of offices
for the frequency range from 900 MHz to 100 GHz.
The goal of this paper is to propose a new model based
on typical prediction models but with an adjustment of
building campus environment parameters through an ex-
tensive measurement campaign, to obtain coefficients that
are closer to real conditions.
This paper is organized as follows. Section 2 presents the
indoor propagation models calculus and parameters. Sec-
tion 3 describes the methodology for the measurement cam-
paign and how the data is analyzed. In Section 4, the pro-
posed model to calculate losses on the campus is described.
The results are discussed in Section 5. Section 6 concludes
the paper.
2. Indoor Propagation Models
In the indoor propagation environment, there are similar
mechanisms (reflection, diffraction, and scattering) to those
existing in outdoor environments. However, the indoor en-
vironment is considered more hostile [1]. For instance,
inside a building, the signal levels can change by opening
or closing a door [18].
Three key models, namely One-slope, Log-distance, and
ITU indoor path loss models, are presented here.
2.1. One-slope Model (OSM)
In the One-slope indoor propagation model, a linear depen-
dence between the path loss (PL) and the logarithm of the
length d of the path is assumed, as can be seen in Eq. (1):
PL [dB] = PL(d0)+10 ·nOSM logd , (1)
where PL(d0) represents the path loss at the reference dis-
tance equal to 1 m or Free-Space Path Loss (FSPL) for
distance d [1], and nOSM is the loss exponent. It is evident
Table 1
One-slope model attenuation coefficient for indoor
environments
Environment (915 MHz) nOSM [dB]
Building (LOS) 1.6 to 2
Building (NLOS) same floor 2 to 4
Building (NLOS) through 1–3 floors 4 to 6
that OSM does not consider the random effects occurring
in the propagation [20]. Table 1 presents the values of the
attenuation coefficient when different environments at the
frequency of 915 MHz are considered.
2.2. Log-distance Model
It is a generic model frequently used in the literature to
predict the propagation loss. It is logarithmically dependent
on the distance, is used for a wide range of environments,
and is expressed as:
PL [dB] = PL(d0)+10 ·nLD log
d
d0
+Xσ , (2)
where PL(d0) is defined as in Subsection 2.1, nLD de-
notes the path loss exponent, and Xσ is a normal random
variable with zero mean (in dB) and standard deviation
of σ . Xσ includes in the model the shadowing effect and
it is equal to zero in the case of no shadowing. Finally,
Table 2 presents empirical values to path loss exponent
and standard deviation for various indoor wave propaga-
tion cases [18].
Table 2
Path loss exponent and standard deviation
for indoor environments
Location
Frequency nLD σ
[MHz] [dB] [dB]
Retails stores 914 2.2 8.7
Grocery store 914 1.8 5.2
Office, hard partition 1500 3.0 7.0
Office, soft partition 900 2.4 9.6
Office, soft partition 1900 2.6 14.1
Textile/chemical 1300 2.0 3.0
Textile/chemical 4000 2.1 7.0
Paper/cereals (LOS) 1300 1.8 6.0
Metalworking (LOS) 1300 1.6 5.8
Metalworking (NLOS) 1300 3.3 6.8
Table 3
ITU attenuation coefficient for indoor environments
Environment (900 MHz) nITU [dB]
Open space 20
Indoor propagation (office) 33
Corridor 18
Walls 40
2.3. ITU-R (P.1238) Indoor Model
The ITU model is a radio propagation model that predicts
the indoor path loss inside a closed area, e.g. inside a build-
ing, and is given by [1]:
PL [dB] = 20 · log f +nITU · logd +L f (p)−28 , (3)
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where f is the frequency in MHz, nITU represents the
distance power loss coefficient. The representative values
for the attenuation coefficient for indoor environments are
showed in Table 3 [19]. Additionally, in Eq. (3), d is the
distance in meters, L f (p) is the floor penetration loss factor,
and p denotes the number of floors between the transmitter
and the receiver, in this case 0.
3. Methodology
3.1. Scenarios
Two buildings were chosen on the Universidad Te´cnica
Particular de Loja (UTPL), Loya, Equador, campus to al-
low examination of indoor propagation models in the pres-
ence of different cases. The two buildings are described
below:
1. Building type A: It comprises four floors with of-
fice areas, movable partitions and wooden cubicle
desks, meeting rooms and laboratories with different
equipment (only on the fourth floor). The exterior
walls are constructed with bricks and have wide win-
dows. The corridors in this building have a minimum
length of 14 m and a maximum length of 22 m, and
a minimum width between 1.76 and 7.65 m depend-
ing on the floor. In addition, in this building there
are two types of doors: wooden doors (4 cm thick),
and mixed doors (wood-glass) (0.8 cm thick).
2. Building type B: It has five floors with classrooms
and auditoriums. The measurements were only made
on three floors of the building. The exterior walls are
constructed with brick and metal structure. In this
building the measurements were made in corridors,
doors, and windows. The corridors on the first and
second floors have dimensions of 40× 4.50 m, and
on the third floor 40× 3.20 m. There are wooden
doors that are 4 cm thick.
There are 9 measurements cases, divided in two situations:
NLOS (Fig. 1) with obstacles (cases 1–7) and LOS (Fig. 2)
with free space (cases 8–9). Obstacles 1 to 7 are wooden
doors (4 cm), glass doors (0.8 cm), wooden-glass doors
(4 cm), gypsum walls (7.5 cm), wooden walls covered with
Fig. 1. NLOS type building: (a) architectural plan, (b) gypsum walls, (c) wood with glass and metal intersecting cubicles, (d) glass
doors, and (e) wooden walls covered with textile and glass.
Fig. 2. LOS type building: (a) architectural plan and (b) corridors.
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textile and glass (9 cm), partitions (wood with metal joints)
and wood with glass and metal intersecting cubicles (9 cm),
respectively. The LOS situation is present in corridors:
case 8 with the length of up to 22 m, and case 9 with the
length of over 22 m.
3.2. Equipment
The measurement equipment consists of:
• Keysight ECE Vector Signal Generator N5172B-50,
9 kHz – GHz at the transmitter,
• Keysight Signal Analyzer N9000A-507, of 9 kHz –
7.5 GHz at the receiver,
• two antennas Yagi TG-Y915-14 that have the gain of
14 dBi each one.
3.3. Experimental Procedure
Before starting the test, the transmitter and receiver an-
tennas are positioned on metal supports at the height of
1.2 m. The transmit power is adjusted to –40 dBm at
915 MHz, and the receiver is configured in the 900 MHz
band (902–928 MHz) with a central frequency of 915 MHz
(see Fig. 3).
Fig. 3. Overview of the measurement setup.
The transmitter and the receiver are positioned at the dis-
tance corresponding to the case to be measured. Thus for
the specific situation:
• NLOS doors, walls, separators, and cubicles – the
transmitter and receiver are placed at an initial dis-
tance of 0.50 m. Then, measurements are made by
moving the transmitter in a straight line in 0.25 m
steps (Fig. 4).
• LOS halls, and corridors – the transmitter and re-
ceiver are located at the same initial distance as in
NLOS. Measurements are then taken every 0.5 m, to
the maximum value of 40 m, like in Fig. 5.
Fig. 4. NLOS measurement: doors, walls, partitions, and cubi-
cles.
Fig. 5. LOS measurement: corridors.
4. Proposed Model
The objective of this work is to propose a model, with the
specific coefficients used in loss prediction models adjusted
to a university campus scenario, that can be used in similar
environments.
As mentioned in previous sections, the typical models of
propagation include the FSPL model, which calculates the
loss that results from a line-of-sight path through free space
and that depends on the square of the distance. Then, losses
typical of a specific scenario are introduced through attenu-
ation coefficients. Such models generally provide loss coef-
ficients (different for each infrastructure) which, according
to measurements that have been made at specific locations,
are not feasible to use. For this reason, new loss coefficients
must be obtained to have a model that is better adjusted to
the actual behavior of indoor communications systems on
a university campus.
Values obtained in the measurement campaign sere as base-
line data for this task, as explained in Section 3. In order
to obtain n, it clears this value from:
Ltotal [dB] = PL(d0)+n · log
d
d0
+Xσ , (4)
where PL is FSPL, d is the distance and Ltotal represents
the path losses, which is calculated replacing the values in
the load balance expression:
PRX [dB] = PTX +GA−Ltotal , (5)
where PRX is the reception power (obtained in the measure-
ment campaign), PTX is the transmission power and GA is
the sum of antennas gain in transmission and reception.
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Then, with the measured values we calculate the standard
deviation (σ ) and the correction factor (CF). For each case,
the standard deviation σ is calculated with the variance S
of the measured average values through σ 2 = S.
Table 4
Attenuation parameters for tested cases
Case Description
CF n σ
[dB] [dB] [dB]
1 Wood doors 42.23 10.55 0.97
2 Glass doors 40.30 6.99 1.23
3 Mixed doors (wood-glass) 41.31 9.81 0.73
4 Gypsum walls 42.20 11.17 1.02
5 Textile-wood-glass walls 41.79 8.54 1.39
6 Textile-wood-glass divisions 44.06 9.73 2.86
7 Textile-wood-glass-metallic cubicles 42.05 20.85 4.26
8 Short corridor (< 22 m) 41.76 9.91 2.52
9 Long corridor (> 22 m) 41.99 12.14 3.97
Table 4 shows the attenuation coefficients and the respec-
tive standard deviation for different cases. Finally, the new
coefficients are inserted in the defined model of Eq. (2),
where PL(d0) is replaced by CF according to the ob-
tained measured values, so, the proposed model is resumed
in Eq. (6):
Ltotal [dB] = CF+n · log d +Xσ . (6)
5. Results
In this section, a comparative analysis is presented, dis-
cussing results based on the average error. The average
error is the relation between calculated attenuation and the
measured attenuation.
Figure 6 depicts the measured attenuation versus calculated
attenuation through the proposed model for cases 1 to 7.
Fig. 6. Measured attenuation (MA) and proposed model attenu-
ation (PMA) for obstacles (cases 1–7).
Every 25 cm, wood, glass and mixed doors (corresponding
to cases 1, 2 and 3) increase the attenuation to 0.72, 0.63
and 0.85 dB, respectively. The curves indicate clearly that
glass doors represent the lower attenuation for the set of
obstacles. The average error for them equals 0.46, 0.56
and 0.36 dB respectively. In addition, the results for cases 4
(gypsum walls) and 5 (wood walls) are showed; the average
error is 0.54 dB and 1.03 dB, respectively. The attenuation
for case 6 is around 0.87 dB for each 25 cm and the error
is 0.76 dB. With cubicles (case 7) present in the area, the
highest fluctuation rate is registered, and the average error
equals 0.66 dB.
Fig. 7. Measured attenuation (MA) and proposed model attenu-
ation (PMA) for cases 8 and 9.
Fig. 8. Theoretical models versus proposed model attenuation
error for indoor environments.
The attenuation for cases 8 and 9 is depicted in Fig. 7. The
measured values show that the attenuation in short corri-
dors is lower than in long corridors, with the variation of
around 3 dB and peaks up to 7.96 dB. The error is 2.83 dB
and 3.9 dB, respectively. Abrupt changes in attenuation
curves are mainly due to the multipath effect caused by the
variability of the indoor environment.
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Figure 8 shows the average error for the theoretical models
and the proposed model. For cases 1 to 7, the optimized
model has lower average percentages of error of attenua-
tion (smaller than 3%) in relation to OSM, ITU and Log-
distance models, whose average values equal 21.0%, 13.8%
and 7.2%, respectively, versus 1.4% of the proposed model.
Moreover, for cases 8 and 9, OSM has an error of 30.5%,
ITU model error is 8.0% and Log-distance error is 23.3%
versus 6.3% of the proposed model.
Among the mathematical models, the worst model that
predicts the losses is the OSM with the error greater
than 25%, versus Log-distance model values of around
7.5%. The Log-normal model has the lowest error percent-
age. It presents a better behavior for case 7 with 0.47%,
compared to the optimized model. But for cases 8 and 9,
ITU is a better adjusted model. For example, for case 9,
the error is 0.07% for the proposed model. Nevertheless,
ITU presents a measured attenuation variability of up to
11.59 dB, versus 6.79 dB of the proposed model.
6. Conclusions
In this paper, some typical propagation models have been
analyzed. An extensive measurement campaign was per-
formed based on a strict methodology. With these results
a new model was proposed. The proposed model specifies
coefficients (n and σ ) for structures, shapes, materials, and
obstacles typical of a campus environment.
All approaches were have been analyzed, compared and
the results are discussed. Theoretical models have a high
error percentage – mainly the One-slope model with val-
ues between 12% and 27%. Log-distance and ITU models
have a better performance for the scenarios under study,
with different obstacles and corridors considered. The pro-
posed model decreases the attenuation error by approxi-
mately 10 dB, meaning that the models analyzed have been
optimized. Low error percentages are obtained in all sce-
narios. The proposed model presents the average measured
attenuation data error of 2.5%.
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Abstract— This paper presents numerical scenarios concern-
ing penetration in a lossy medium that can be obtained by
radiating inhomogeneous electromagnetic waves. Former pa-
pers approached this problem, both analytically and numeri-
cally, finding requirements and limits of the so-called “deep-
penetration” condition, which consists of a wave transmitted
in a lossy medium having an attenuation vector whose direc-
tion forms the angle of ninety degrees with the normal to the
separation surface. The deep-penetration condition always re-
quires an oblique incidence, therefore is not practical in many
applications. For this reason, we are interested here in finding
whether an inhomogeneous wave guarantees larger penetra-
tion than the one obtainable with homogeneous waves, even
when the incident wave is normal to the separation surface
between two media, i.e. when the deep-penetration condition
is not satisfied. We are also interested in verifying numer-
ically whether the lossy-prism structure may achieve larger
penetration than the one obtainable through traditional leaky-
wave antennas, and we also wish to propose a lossy-prism de-
sign more realistic than the one previously presented in the
literature.
Keywords—deep-penetration, electromagnetic simulation, leaky-
wave antennas, lossy prism.
1. The Scenario
In this article, we study a typical near-field problem,
in which antennas generate electromagnetic radiation that
propagates first in the air, for a short distance (near-field),
here approximated by a vacuum, and then impinges nor-
mally to the separation surface with a lossy medium. Such
a problem represents a typical air-coupled antenna sce-
nario. In [1], [2], authors found analytical requirements and
restrictions of the so-called “deep-penetration” condition.
The problem studied in such papers is the incidence of
an inhomogeneous plane wave, incoming from a lossless
medium, on a planar and infinite separation surface with
a lossy medium. Those papers found conditions in which
the transmitted wave generated in the lossy medium atten-
uates along the interface – this guarantees infinite penetra-
tion. In realistic scenarios, i.e. when the electromagnetic
field is generated by a finite source, the deep-penetration
condition can only be supported in a limited spatial region.
It was observed that leaky-wave antennas [3], [4] can be
employed to generate an electromagnetic field suitable for
deep penetration in near-field [5].
Moreover, it was demonstrated in [1], [2], that the deep-
penetration condition can only be obtained for oblique in-
cidence. Such a condition, as highlighted in [6], is not very
practical for many applications, where, instead, normal in-
cidence is recommended. We investigate here the penetra-
tion achievable in the normal incidence condition employ-
ing leaky-wave antennas, we numerically verify the role
played by the incidence angle, and finally, the lossy prism
proposed in [6] is numerically studied in a suitable antenna
structure to verify its penetration properties. The design
proposed here is a numerical prototype which intends to
serve as an input to lossy-prism antennas design for prac-
tical and realistic scenarios.
2. Normal Incidence of Inhomogeneous
and Homogeneous Plane Waves
In Fig. 1, the incidence of an inhomogeneous wave on a sep-
aration surface between a lossless and a lossy medium is
illustrated: β 1 represents the phase vector of the incident
wave, α 1 the attenuation vector of the incident wave, β 2 the
phase vector of the transmitted wave, and finally α 2 the at-
tenuation vector of the transmitted wave. ξ1 is the angle of
incidence, and the angles formed by β 2 and α 2 with the
normal to the separation surface are defined as ξ2 and ζ2,
respectively. In the lossy medium region, the amplitude α2
of the vector α 2 needs to be always different from zero,
but the ζ2 angle can assume different values.
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Fig. 1. Theoretical geometry of the problem: an incident inho-
mogeneous-plane wave characterized by a phase vector β 1 and
an attenuation vector α 1 is generated in a lossless medium and it
impinges on an infinite and planar separation surface with a lossy
medium generating a transmitted wave whose phase vector is in-
dicated by β 2 and attenuation vector is indicated with α 2.
The tangential component of the electromagnetic field is
conserved at the interface between two media [7]. It follows
that, in the case of an incident homogeneous wave (α 1 = 0),
ζ2 = 0. When the incident wave is inhomogeneous, in turn,
it must necessarily be ζ2 > 0 [7].
It is therefore reasonable to expect that, even when ξ1 = 0
in Fig. 1, the penetration obtained through inhomogeneous
waves needs to be larger than the one that can be obtained
by employing a homogeneous incident wave, simply be-
cause the presence of a ζ2 > 0 angle results in a transmitted
wave which does not attenuate in the direction orthogonal
to the separation surface. To demonstrate this, let us im-
pose ξ1 = 0 and let us define with x and z the unit vectors
parallel and perpendicular to the separation interface, re-
spectively. We can write:
α 2 = α2t x+α2nz
β 2 = β2z . (1)
Let us now define with k2 the wave vector of the transmitted
wave, with k1 the wave vector of the incident wave, and
with k2 the amplitude of k2. It is [7]:
k2 = β 2− jα 2
k1 = β 1− jα 1 . (2)
From Eqs. (1)–(2):
β 22 = Re2k2 +α22t +α22n
β2α2n = Imk2 (3)
Therefore:
β 42 −
(
Re2k2 +α22t
)β 22 − Im2k2 = 0 . (4)
Taking twice the positive sign, β can be found from the
bi-quadratic Eq. (4):
β2 = 1√
2
√
Re2k2 +α22t+
√(
Re2k2 +α22t
)2
+4 Im2k2 . (5)
At a given frequency, k2 depends only on the medium [7],
therefore it does not change modifying ξ1. But then, from
Eq. (5), we can see that the larger α2t is, the larger β2 be-
comes, and consequently, from the second equation in (3),
α2n needs to get smaller. Therefore, the penetration-depth
increases. The minimum value of β2 is obtained when
α2t = 0, i.e. in the case of an impinging homogeneous wave,
as expected.
The demonstration presented in this section is purely math-
ematical, we need to choose an appropriate physical inho-
mogeneous wave to validate the finding.
In [8], different kinds of inhomogeneous waves are studied,
and it is shown that the leaky wave is the only one which
is not bound to the separation surface between a lossless
and a lossy medium. This waveform is the most suitable
for our exploration, because it can be locally approximated
by an inhomogeneous plane wave. Moreover, such a wave-
form can be easily generated through well-known structures
named leaky-wave antennas [3], [4].
Unfortunately, as written earlier, such a wave can be sup-
ported only for a limited distance from the antenna aperture.
This constraint limits the advantage in terms of penetra-
tion that can be obtained employing those structures over
the one achievable through more traditional antenna design
(e.g. horns).
3. The Two-dimensional
Leaky-wave Antenna
The first objective of this paper is to extend, and com-
plete, the study presented in [9] related to the penetration
that can be obtained employing the two-dimensional pla-
nar antenna designed in [10]. This antenna is, in principle,
equivalent to the substrate-superstrate leaky-wave antenna
(see [11], [12]) as demonstrated in [13], but it does not
present the disadvantage of a high-permittivity layer. Two-
dimensional and periodic leaky-wave antennas have the ad-
vantage of creating a pencil beam at broadside, which is the
direction of interest here, employing a very simple feeder.
A mono-dimensional and periodic antenna could also rep-
resent a suitable solution because, even though those struc-
tures present a natural stop-band at broadside [3], [4], exam-
ples are present in literature of projects that can guarantee
broadside radiation employing those structures [14], [15].
Anyway, the mono-dimensional periodic LWAs still require
challenging design for achieving the stop-band suppression
at broadside.
For all reasons exposed above, the two-dimensional and
periodic leaky-wave antenna was selected for some prelim-
inary promising qualitative results in terms of penetration
depth, in [9].
The antenna is designed to radiate at 12 GHz, mainly to al-
low an easy comparison with former inhomogeneous-wave
penetration studies, such as [5] and [9], where such a fre-
quency was chosen. The antenna, which is assumed of in-
finite dimension in [10], was modelled on CST Microwave
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Studio Software [16] (see Fig. 18) using a structure of
22× 12 patches according to the geometry illustrated in
Fig. 2, where patch and periodicity dimensions are also
listed, such dimensions are chosen in agreement with the
values suggested in [9] and [10]. Rogers RT5870 was cho-
sen as the medium for the substrate (relative permittivity
εr = 2.33, relative permeability µr = 0), and losses in the
substrate were neglected. The thickness of the substrate
Fig. 2. Patch structure of the two-dimensional leaky-wave an-
tenna: L = 11 mm, W = 3 mm, b = 2 mm, and a = 1 mm. Metal
patches were designed assuming PEC as a material to speed-up
the simulation.
in this antenna controls the beam direction for a given fre-
quency [10], [17], i.e. for the n-th mode, it is (Eq. (2)
in [10]):
hs = λ0 ·
n
2
√
εr − sin2 θp
, (6)
where θp is the scanning angle. Having chosen the n = 1
radiation mode, from εr = 2.33, and from the operating
frequency of 12 GHz, it follows:
hs = 0.025 ·
1
2
√
2.33
≈ 0.0082 m . (7)
The value indicated by Eq. (7) was modified into hs = 8.40
mm after having run the parameter sweep option of CST
on the beam direction.
Fig. 3. Two-dimensional leaky-wave antenna design on CST
Microwave Studio. (See color pictures online at www.nit.eu/
publications/journal-jtit)
The radiation pattern on the E-plane generated by this
leaky-wave antenna is shown in Fig. 4, while the radiation
pattern for the H-plane is shown in Fig. 5.
Fig. 4. Broadside radiation pattern on the E-plane.
Fig. 5. Broadside radiation pattern on the H-plane.
The E-plane has grating lobes due to the presence of the
surface wave which is mostly directed on such a plane,
in perfect agreement with the behavior exposed in [10]
and [17]. The antenna was fed by a 12 λ horizontal dipole
placed at a distance hd = 0.5hs from the antenna ground
plane. The dipole does not represent a practical, realistic
feeding, but it can be replaced, for instance, by a microstrip
slot [18] on a hypothetical prototype.
To compare the penetration produced by this antenna with
the one produced by more commonly used antennas, a lossy
medium, characterized by a conductivity σ = 0.05 S/m,
unitary relative permittivity and unitary relative permeabil-
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ity was designed and positioned at a distance d = 32 λ from
the antenna aperture, as shown in Fig. 6. The choice of
a unitary relative permittivity for the lossy medium is fun-
damental to avoid the influence of the incidence angle on
the penetration. A relative permittivity εr = 1 and a low
enough value of conductivity σ , such as the value chosen,
allow to neglect reflections independently of the incidence
angle: such a choice permits to compare antennas radiating
at different angles. Different choices for the lossy medium
could potentially complicate the comparison because the
behavior in terms of penetration could strongly depend on
the incidence angle (e.g. pseudo-Brewster angle or total
transmission [19]). Moreover, εr = 1 and σ = 0.05 S/m
were assumed in previous deep-penetration studies (see for
instance [9]), therefore the choice made here allows a direct
comparison with the literature.
Fig. 6. Lossy medium positioned above the antenna aperture:
note that the lossy medium base is chosen as large as the aper-
ture, to avoid radiation entering from the lateral faces of the
lossy prism.
The distance d = 32 λ was chosen in accordance with the
criteria that request the lossy medium to be inside the ra-
diating near-field region [5].
4. Homogeneous-wave Antennas
Pyramidal- and circular-horn antennas were designed to act
as a comparison for the penetration achieved by the two-
dimensional periodic leaky-wave antenna. An almost omni-
directional antenna, and in particular a 12 λ dipole [20],
was also simulated to serve as reference for the minimum
achievable penetration. All mentioned antennas were opti-
mized to radiate at a frequency of 12 GHz, because a direct
penetration comparison is possible only when both frequen-
cies and lossy media are equivalent.
4.1. Circular-horn Antenna
The circular-horn antenna was designed following the pro-
cedure illustrated in [21]. The radius of the aperture re-
sulted rc = 25.4 mm. Perfect Electric Conductor (PEC) was
chosen as metal for the structure, to increase the simulation
speed, and the antenna was fed by means of a waveguide
port. The amplitude of the scattering reflection coefficient
at the first port (S11) is illustrated in Fig. 7.
Fig. 7. Amplitude of the S11 scattering parameter for the circular-
horn antenna, the resonance at f0 = 12 GHz is visible.
A lossy medium equivalent to the one used for the periodic
two-dimensional LWA was posed, again, at a distance d =
3
2 λ from the antenna aperture. The CST design of the
structure is shown in Fig. 8.
Fig. 8. Design of the circular-horn antenna with a lossy medium
posed at a distance d = 32 λ from the antenna aperture, note that the
lossy prism base is as large as the antenna aperture to guarantee
the infinite planar separation surface approximation in near-field
condition.
4.2. Pyramidal-horn Antenna
The pyramidal-horn antenna was designed having aperture
dimensions of 107.8×137.4 mm. The metal for the horn
antenna enclosure was approximated with a PEC, and the
antenna was fed by means of a waveguide port. The am-
plitude of the S11 scattering parameter for this antenna is
shown in Fig. 9.
A lossy medium equivalent to the one used for the periodic
two-dimensional LWA was posed, again, at a distance d =
3
2 λ from the antenna aperture. The CST design of the
structure is shown in Fig. 10.
4.3. Dipole Antenna
A 0.5λ dipole antenna was also designed. Obviously such
an antenna is not expected to have high performance in
terms of penetration, but it was designed to act as a refer-
ence, so that the improvement in penetration introduced by
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Fig. 9. Amplitude of the S11 scattering parameter for the pyra-
midal-horn antenna, this antenna presents clear broadband char-
acteristics.
Fig. 10. Design of the pyramidal-horn antenna with a lossy
medium posed at a distance d = 32 λ from the antenna aperture,
note that the lossy prism base is as large as the antenna aperture
to guarantee the infinite planar separation surface approximation
in near-field condition.
the LWA with respect to the horn antenna could be com-
pared against the improvement that the horn antenna would
introduce with respect to a non-directive antenna, such as
the dipole chosen. The dipole arms were assumed PEC,
again, and the dipole was fed by a discrete port between
the arms, as shown in Fig. 11.
Fig. 11. Design of a 12 λ dipole antenna, fed by a discrete port.
5. Simulation Results
5.1. Penetration Comparison
Let us assume, without loss of generality, the direction of
the maximum amplitude of the electric field, which for
the designed antennas corresponds to the direction nor-
mal to both antenna aperture and interface with the lossy
medium, along the z axis. To compare the penetration
achieved by the antennas illustrated in the previous para-
graph, the amplitude of the electric field |E| was first eval-
uated using the E-field monitor option of CST Microwave
Studio for all the antennas, then results were exported to
Matlab for further processing. In Matlab, the value of the
field at the separation interface with the lossy medium:
EMAXif = |E(0,0,1.5λ )| was extracted first. Then, every
sample of the field, such that Ez = |E(0,0,z)|, where z > 32 λ
was normalized by such a value. The normalized electric
field curve obtained is therefore:
|Ezn|=
|E(0,0,z)|
EMAXif
,where z >
3
2
λ . (8)
We evaluated this normalized curve for all antennas: the
results are presented in Fig. 12. The curve for the pla-
nar two-dimensional LWA presents a higher penetration in
the lossy medium. However, as expected, the slope of the
curve is always negative, even at the interface. This is due
to a low amplitude of propagation and attenuation vectors
which must result in ζ2 < 90◦. A second, important result,
is that the best performances for the homogeneous wave
generators are obtained through the pyramidal antenna. By
visual inspection it is also possible to verify that the ad-
vantage introduced by the LWA on the pyramidal horn is
comparable with the one that the pyramidal horn has on
the dipole, at least up to approximately 60 mm inside the
lossy medium, i.e. 125 λ .
Fig. 12. Comparison between electric-field amplitudes produced
by various antennas and propagating inside a lossy non-magnetic
medium, of relative permittivity εr = 1 and conductivity σ = 0.05
S/m; the fields are evaluated as described by Eq. (8).
5.2. Results Varying the Conductivity
In [1] and [2], the deep-penetration condition is verified
from an analytical-theoretical point of view, and in [5] pre-
liminary results demonstrate that the deep-penetration con-
dition can be met employing simple uniform leaky-wave
structures such as the Menzel antenna [22], [23].
In [5], the field generated by the Menzel antenna is studied
for different values of the lossy-medium conductivity σ , but
no comparison is performed with other antennas. Here, in-
stead, simulations are performed to compare the difference
of electric-field penetration between the pyramidal-horn an-
tenna and the two-dimensional LWA through:
f (z) = ELWA(0,0,z)−EHORN(0,0,z) , (9)
where ELWA(0,0,z) and EHORN(0,0,z) represent the nor-
malized electric fields inside the lossy medium for the LWA
and pyramidal-horn antenna, respectively – Eq. (8). Equa-
tion (9) is evaluated for different values of conductivity
σ of the lossy medium, while its relative permittivity and
permeability are kept constant (εr = 1 and µr = 1). Other
antennas, mentioned in the previous paragraph, were not
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considered in this comparison because they provide lower
penetration than the one achievable by the pyramidal horn,
see Fig. 12. The result is given in Fig. 13, where every
curve represents the difference between the amplitudes of
the electric fields, normalized as in Eq. (8), produced by
the LWA and the horn antennas, respectively, for a specific
conductivity value of the lossy medium. We can observe
that increasing the σ value of the lossy medium the penetra-
tion performance of the two antennas tends to align, while
when σ diminishes LWA penetration becomes noticeably
higher.
Fig. 13. Difference between normalized electric-field amplitudes
generated by a planar leaky-wave antenna and a pyramidal-horn
antenna inside the medium computed according to Eq. (9). Curves
are shown for conductivity values of σ = 0.03 S/m, σ = 0.05 S/m,
and σ = 0.1 S/m. Relative permittivity and permeability are εr = 1
and µr = 1, respectively.
This result confirms the theoretical results found in [6] for
inhomogeneous plane waves.
5.3. Results Varying the Incident Angle
Finally, it was important to verify the property demon-
strated for plane waves in [1], [2] for which a larger
incidence angle would result in a deeper penetration in
a lossy medium through inhomogeneous waves. As the two-
dimensional patch LWA presents a very low amplitude of
the attenuation vector α , it follows that the best penetration
condition is guaranteed by an incidence angle ξ1 = 45◦.
Anyway, such an angle cannot easily be exploited with the
designed antenna for the presence of the −1 space har-
monic of TM0 surface wave [10], whose perturbation ef-
fect, mainly on the E-plane, is larger for larger values of
the scanning angle. It is not possible to increase the in-
cidence angle by rotating either the antenna or the lossy
medium, because doing so could cause the lossy medium
to enter inside the reactive near-field zone. This would
change the nature of the problem that is studied here. For
the LWA analyzed here, the effects of the surface wave were
considered negligible when ξ1 ≤ 30◦, therefore ξ1 = 30◦
was chosen as the maximum value for the incidence an-
gle. Leaky-wave antennas perform a frequency scan, but
here, we needed to compare the penetration at different
angles without varying the frequency. Therefore, we had
to re-design the antenna increasing the substrate thickness.
From Eq. (6), it follows that hs = 8.7 mm: hs = 8.9 mm
was chosen after the parameter-sweep optimization in CST.
We needed to guarantee that the second order mode would
not appear at broadside when the first mode reaches the
angle of 30◦. This requirement translates into a minimum
value for the relative permittivity, which can be evaluated
imposing Eq. (6) for both n = 1 and n = 2 modes, and
comparing the two (see Eq. (5) of [10]), obtaining the:
εr >
4
3
sin2 θp . (10)
In particular εr > 1/3 is required for the antenna designed
here. The permittivity value chosen in this paper (εr = 1)
respects this condition, and therefore guarantees the ab-
sence of higher-order modes at the desired angle. It is
clear that the chosen amplitude for the substrate permittiv-
ity would guarantee the absence of the second order mode
even when the n = 1 mode would be at endfire (εr > 4/3,
i.e. the case illustrated in Eq. (5) of [10]).
The result of the investigation is shown in Fig. 14. The
penetration obtained by the oblique beam at 30◦ is slightly
larger than the one obtained by broadside radiation, as ex-
pected according to the theoretical results found in [1], [2].
Fig. 14. Normalized electric field amplitude inside the lossy
medium – Eq. (8) for broadside radiation (ξ1 = 0◦) and for
ξ1 = 30◦. The lossy medium has conductivity σ = 0.05 S/m and
relative permittivity εr = 1. The field is generated by the two-
dimensional periodic LWA at a frequency of 12 GHz.
6. Leaky Wave Through
a Two-dimensional Lossy Prism
Recently, it has been demonstrated, analytically, that a two-
dimensional lossy prism, firstly introduced in [24], may
achieve a larger penetration than the one obtained by con-
ventional leaky-wave antennas [6]. The first numerical pro-
totype of this geometrical structure was presented in [25].
In that paper, the prism was illuminated by the far-field
generated by a customary horn antenna. Such a setup can-
not easily lead to a suitable antenna design, so we analyze
here an alternative, and more practical, feeding structure.
We propose to position the lossy prism at the aperture of
a TEM-horn antenna, i.e. a two-dimensional horn antenna
also known in the literature as dihedral horn [26]: a TEM
antenna allows a full control of the beam incidence angle
on the lossy prism. The vertex of the lossy prism, indicated
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with χ in [6], is set to 90◦, as suggested in [6]. It makes
sense to verify whether the electromagnetic field can pen-
etrate more deeply inside the lossy medium in this case,
where the illumination is not exactly a plane wave, as it
was, instead, in [6]. The proposed structure was designed
in Comsol Multiphysics, and it is illustrated in Fig. 15.
Fig. 15. Comsol simulation of a two-dimensional TEM-horn
antenna having a lossy prism attached to the aperture.
The lossy prism was chosen to be of the non-magnetic kind
and having a relative complex permittivity of εr = 1− j0.05.
The two-dimensional horn antenna radiates at a frequency
of 12 GHz. At such a frequency, the conductivity of
the prism is σ = 0.005 S/m. It is possible to obtain the
amplitudes of attenuation vector α3, and phase vector β3
of the generated inhomogeneous wave using the formulas
presented in [6], which are reported here for the case of
interest:
k0 = ω
√µ0ε0 = 252.167972 rad/m ,
β3 = k0√
2
√√√√√1+
√√√√1+
(
2ε ′′r2
sin(2ξ3)
)
=
= 252.48220 rad/m ,
α3 =
k0
√
2
√√√√√−1+
√√√√1+
(
2ε ′′r2
sin(2ξ3)
)
=
= 12.5927 rad/m ,
β3
k0
=
252.48220
252.167972
= 1.00125 .
(11)
Again, PEC was used for the horn structure, and PML was
chosen for the boundary conditions of the simulation do-
main. A two-dimensional map of the electric field gener-
ated in a vacuum by the considered structure is shown in
Fig. 16. Here, we can clearly see the effect of diffraction
of the electromagnetic wave caused by the prism’s wedge,
because the prism is not much larger than the wave front
as hypothesized in [6].
The amplitude of the phase vector β3 was evaluated on
Comsol, based on the assumption that the generated wave
was inhomogeneous. From such a hypothesis, it follows:
Ey(x) = E0e−jk3·r = E0e−jβxxe−α ·r (12)
so,
lnEy(x) = lnE0− jβxx−α · r (13)
and, finally:
Im [lnEy(x)] = Im [lnE0]−βxx . (14)
Fig. 16. Near-field radiation (V/m) of the horn lossy prism struc-
ture in vacuum: it can be observed that the radiation is directed
normally to the separation interface. (See color pictures online at
www.nit.eu/publications/journal-jtit)
Exporting some samples of the amplitude of the phase vec-
tor βx in the direction normal to the lossy medium inter-
face, and averaging the obtained values (as the phase vector
amplitude presents a spatial periodicity), it was obtained
β3/k0 = 1.00119. This value is in very good agreement
with the one expected from [6], and it is only slightly lower,
because the wave generated by this structure is not plane.
After having confirmed that the lossy prism behaves as ex-
pected, we introduced the lossy medium already treated in
the previous sections of this paper. The simulation results
are shown in Fig. 17.
Fig. 17. Simulation of the horn-prism structure penetration on
a lossy medium having unitary relative permittivity and perme-
ability, and with conductivity σ = 0.05 S/m, the electric-field
amplitude is expressed in V/m.
The amplitude of the field on the direction of maximum
penetration was exported on Matlab and compared against
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the penetration produced by the two-dimensional antenna
presented in the previous paragraph. The result is displayed
in Fig. 18.
Fig. 18. Normalized electric-field amplitudes of horn-prism
structure and two-dimensional leaky-wave antenna inside a non-
magnetic lossy medium, with relative permittivity εr = 1 and con-
ductivity σ = 0.05 S/m – Eq. (8).
The horn-prism structure clearly presents higher penetra-
tion, as predicted in [6]. This comes at the cost of loss of
energy that gets dissipated inside the prism.
The base of the prism considered in this paper is as large
as the two-dimensional TEM-horn antenna aperture. This
choice reduces the losses in the prism to a minimum, but
it is not ideal, because the theory was developed for an
Fig. 19. Comsol simulation of a two-dimensional TEM-horn
antenna device with lossy prism dimensions larger than the TEM-
horn antenna aperture dimensions.
Fig. 20. Normalized electric-field amplitude achieved by em-
ploying the antenna illustrated in Fig. 19 compared with the one
obtained by the antenna of Fig. 15 on a non-magnetic lossy
medium, having relative permittivity εr = 1 and conductivity
σ = 0.05 S/m – Eq. (8).
infinite long prism. We need therefore to confirm that the
choice made does not compromise the expected behavior.
Let us enlarge the base of the two-dimensional lossy prism,
obtaining the antenna shown in Fig. 19.
Let us, again, try to penetrate the lossy medium of unitary
relative permittivity and conductivity of 0.05 S/m. The re-
sult of the comparison is available in Fig. 20. The two
prisms show almost identical behavior: that is expected,
noting that the original prism phase vector amplitude dif-
fers from the ideal one only by 6 ppm.
7. Lossy Prism Penetration
on Realistic Media
A fundamental task is the evaluation of the penetration pro-
duced by the two-dimensional lossy prism on media having
non-unitary permittivity, and in particular on media that can
be encountered in realistic applications such as Ground Pen-
etrating Radar (GPR). To perform such a task, we will con-
sider clay, whose relative permittivity varies from 2 to 4,
and conductivity varies depending on the humidity from
10−7 S/m (extremely dry clay), up to 10−1 S/m (extremely
wet clay). We will consider here three samples having rel-
ative permittivity εr = 3 and conductivity σ = 10−7 S/m,
σ = 10−5 S/m, and, finally, σ = 10−3 S/m. We are going to
predict analytically the expected penetration-curve behav-
ior and then we will illustrate numerical simulations that
will compare the penetration achieved by the lossy prism
to the one achieved employing the customary horn antenna
shown in Fig. 10.
7.1. Analytical Expectations for the Ideal Lossy Prism
The curve describing the amplitude of the electric field in-
side the lossy medium considered in the previous section
does not resemble a horizontal line, as one would expect
in the case of a deep-penetration condition (see Fig. 18).
Let us analyze the reasons for this behavior approximating,
again, the field produced by the lossy prism with a sin-
gle inhomogeneous plane wave. Let us consider an in-
homogeneous wave impinging normally on the separation
surface with a lossy medium: with reference to Fig. 1, it
is: ξ1 = ξ2 = 0, ζ1 = 90◦, 0 < ζ2 < 90◦. It is then pos-
sible to evaluate the amplitude of the angle ζ2 by know-
ing the amplitude of the attenuation vector of the incident
wave through the generalized Snell laws and the separability
conditions:

β 22 −α22 = Rek22
2β2α2 cos(ζ2−ξ2) = 2β2α2 cosζ2 = Imk22
α22 sin
2 ζ2 = α21
. (15)
Employing simple algebraic manipulations, we can write:
{
4
(
Rek22 +α
2
2
)
·α22
(
1− sin2 ζ2)= Im2 k22
α22 sin
2 ζ2 = α21
. (16)
83
Alessandro Calcaterra, Fabrizio Frezza, Patrizio Simeoni, and Nicola Tedeschi
Now, setting sin2 ζ2 = χ and substituting the second in the
first of (16), a second-order equation in χ is obtained:
(
Rek22χ +α21
)
(1− χ) = Im
2k22
4α21
χ2 ⇒
(
Rek22 +
Im2k22
4α21
)
χ2 +
(
α21 −Rek
2
2
)
χ−α21 = 0 .
We assumed a working frequency of f0 = 12 GHz and we
designed a lossy prism such that α1 = 12.5927 rad/m, see
Eq. (11). For the medium considered in the previous para-
graph σ = 0.05 S/m, µr = 1, and εr = 1. In that case Eq.
(17) predicts ζ2 ≈ 53.26◦. The component of the attenua-
tion vector along the z axis is, in this case, not negligible
with respect to the component along the interface. If, in-
stead, µr = 1, εr = 3, and σ = 10−7 S/m are assumed in
Eq. (17), we obtain ζ2 ≈ 89.9999◦. In this scenario the
lossy prism approximates very well the “deep-penetration
condition” and therefore it would penetrate almost indefi-
nitely inside the lossy medium. The field inside the medium
approximates a line parallel to the z axis because the com-
ponent of α along the z axis and responsible for the expo-
nential attenuation inside the lossy medium is, in this case,
negligible. When µr = 1, εr = 3, and σ = 10−3 S/m are
considered, ζ2 ≈ 89.5◦. Also in this case, the curve de-
scribing the penetration should still be approximated as a
line in the interval taken in this simulation (about 100 mm).
In all considered cases the prism is expected to penetrate
inside the lossy medium more deeply than the pyrami-
dal horn.
7.2. Numerical Results
Let us now take the antenna shown in Fig. 19 and let us
apply it to the three different configurations of clay consid-
ered. The penetration is, again, evaluated through the ex-
pression given in Eq. (8), and results are compared against
the ones obtained by employing the customary pyramidal-
horn antenna of Fig. 10. Results of the comparisons for the
three media are shown in Figs. 21, 22, and 23, respectively.
As expected, the field generated by the horn antenna de-
creases exponentially in the direction normal to the sep-
Fig. 21. Amplitudes of normalized electric fields generated by
the lossy-prism antenna (dashed line) and a customary horn an-
tenna evaluated inside a non-magnetic lossy medium having per-
mittivity εr = 3 and conductivity σ = 10−7 S/m in the direction
normal to the separation interface and normalized by the field at
the separation interface – Eq. (8).
Fig. 22. Amplitudes of normalized electric fields generated by
the lossy-prism antenna (dashed line) and a customary horn an-
tenna evaluated inside a non-magnetic lossy medium having per-
mittivity εr = 3 and conductivity σ = 10−5 S/m in the direction
normal to the separation interface and normalized by the field at
the separation interface – Eq. (8).
Fig. 23. Amplitudes of normalized electric fields generated by
the lossy-prism antenna (dashed line) and a customary horn an-
tenna evaluated inside a non-magnetic lossy medium having per-
mittivity εr = 3 and conductivity σ = 10−3 S/m in the direction
normal to the separation interface and normalized by the field at
the separation interface – Eq. (8).
aration surface (it must be ζ2 = 0 in Fig. 1), while the
field produced by the TEM-horn antenna equipped with
the lossy prism presents a slope that, in the interval taken,
resembles a line. The attenuation produced by the lossy
medium on the inhomogeneous field generated is almost
in perfect agreement with the value expected by Eq. (17)
when σ = 0.05 S/m and εr = 1, but in the cases shown
in Figs. 21–23, in which the conductivity has a lower am-
plitude, the attenuation produced on the field generated by
the TEM-horn antenna is found to be slightly larger than
the one predicted for the plane-wave. The attenuation on
the wave due to the finite nature of the source is predomi-
nant in this case on the attenuation introduced by the lossy
medium.
8. Conclusions
In this paper, a larger penetration achievable by inhomo-
geneous waves was investigated numerically by simulating
common horn antennas and inhomogeneous-wave genera-
tors. Attention was paid to broadside radiation, which rep-
resents a common requirement for many practical applica-
tions, highlighting that the inhomogeneous radiation may be
not only a necessary condition, but also a sufficient condi-
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tion for achieving penetration larger than the one achievable
by commonly used and more traditional antenna geome-
tries. It was verified, at least for the numerical scenarios
considered, that the closer the losses in the medium get
to the condition of deep-penetration, the higher the differ-
ence in penetration between homogeneous and inhomoge-
neous waves. It was also verified that the expectation that
higher penetration is achieved increasing the incidence an-
gle is confirmed by numerical simulations employing real-
istic waveforms and not only by the former analytical plane-
wave demonstrations, as done in previous works presented
in the literature. Finally, we concentrated on the recently
proposed geometry of the lossy prism structure, showing
that, where losses in the prism are an acceptable compro-
mise, this structure can guarantee deeper penetration than
the one obtainable through other leaky-wave antennas pre-
sented in the literature [3]. The deep penetration employing
a lossy prism comes at the price of dissipation of energy in
form of heating, so, the energy available at the separation
interface between lossless and lossy media is lower than the
one produced by the feeding antenna, this may be suitable
only in certain scenarios, as discussed in the paper.
9. Future work
The simulations exposed in this paper show encouraging
results but they are still early-stage outcomes that will need
to be confirmed by operating a larger number of compar-
isons. A more realistic tapered TEM antenna, such as the
one presented in [27], should be considered. Moreover, the
results given here are valid for a single frequency, while the
impact on UWB applications and antennas should also be
evaluated. Further simulations will have to be performed
to demonstrate the suitability of this structure to interest-
ing scenarios such as hyperthermia or Ground Penetrating
Radar. Those simulations could require a re-design and fur-
ther optimization of the antenna proposed here. Moreover,
penetration is only one factor to be evaluated in antenna
design, realistic applications will need also to consider im-
portant characteristics such as phase-center stability and
bandwidth.
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Abstract—The resolution of a Direction of Arrival (DOA) es-
timation algorithm is determined based on its capability to re-
solve two closely spaced signals. In this paper, authors present
and discuss the minimum number of array elements needed
for the resolution of nearby sources in several DOA estima-
tion methods. In the real world, the informative signals are
corrupted by Additive White Gaussian Noise (AWGN). Thus,
a higher signal-to-noise ratio (SNR) offers a better resolution.
Therefore, we show the performance of each method by ap-
plying the algorithms in different noise level environments.
Keywords—covariance matrix, direction of arrival, geolocation,
resolution, noise, smart antenna.
1. Introduction
Direction-of-arrival (DOA) estimation [1], [2] aims essen-
tially to find the direction of arrival of multiple signals,
which can be in the form of electromagnetic or acoustic
waves, impinging on a sensor or antenna array. The require-
ment for DOA estimation arises from the needs of locating
and tracking [3] signal sources in both civilian and military
applications, such as search and rescue, law enforcement,
sonar, seismology, and emergency call locating.
A large amount of work has been performed on DOA al-
gorithms, e.g. [4]–[6]. In [2] Krim et al. presented an
interesting comparative study between a set of DOA es-
timation algorithms, such as beamforming techniques and
subspace-based methods. The basic idea of beamforming
techniques [7]–[9] is to steer, electronically, the array in one
direction at a time and measure the output power, so when
the steered direction coincides with a DOA of a signal,
the maximum output power will be observed. The scheme
leads essentially to the formation of an appropriate form of
output power that will be strongly related to the DOA.
Although beamforming techniques are simple to implement
and require low computational time and power, they suffer
from their poor resolution. For this reason, we introduce
the concept of subspaces and propose the subspace-based
methods [10], [11] that use the decomposition of the out-
put data covariance matrix to benefit from the orthogo-
nality of the two subspaces: the signal subspace and the
noise subspace. Other methods have been proposed re-
cently to overcome the computational load provided by the
decomposition of the data covariance matrix, such as the
propagator [12], [13] and the partial propagator [14].
Obviously, it has been proven [1], [15] that the accuracy
and resolution of DOA estimation can be affected by sev-
eral factors such as the number of the impinging sources,
the number of array elements, the SNR, number of snap-
shots and angle differences [16]. In this paper, we focus
on a study of the resolution capability of several DOA es-
timation algorithms by selecting the minimum array ele-
ments needed to separate closely spaced signals in differ-
ent noise level environments. Our aim is to analyze the
resolution performance of those methods, and at the same
time, show their sensitivity against the noise. The study is
restricted to one-dimensional signals that are assumed to
be narrowband [17] and corrupted by a uniform Additive
White Gaussian Noise (AWGN), impinging on a Uniform
Linear Array (ULA).
2. Problem Modeling
Before presenting the data model, authors consider the same
assumptions taken in [1]:
• isotropic and linear transmission medium,
• far-field,
• narrowband,
• the noise is AWGN.
Consider a ULA consisting of M identical elements that
are aligned and equally spaced on a line by a distance ∆,
receiving a wavefield generated by d narrowband sources
in the presence of an AWGN, as presented in Fig. 1 [1].
The data received by the antenna array elements can be
expressed as:
x(t) = As(t)+n(t), (1)
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Fig. 1. Data model for DOA estimation of d sources with a linear
array of the M element.
where x(t) = [x1(t) x2(t) . . . xM(t)]T denotes the received
array data vector, s(t) = [s1(t) . . . sd(t)]T denotes the source
waveform vector, n(t) = [n1(t) n2(t) . . . nM(t)]T is the vec-
tor of the uncorrelated additive noise in the array.
A = [a(θ1)a(θ2) . . . a(θd)] denotes the steering matrix con-
taining the steering column vectors a(θi) defined as:
a(θi) =

1 e
j2pi∆
λ
sin(θi)
. . . e
(M−1)
j2pi∆
λ
sin(θi)


T
,
where ∆ is the element spacing which satisfies ∆ ≤ λ2 ,
λ is the wavelength of the propagating signals, and θi is
the unknown direction of arrival of the i-th source.
The noise is assumed to be uncorrelated between array el-
ements, and to have identical variance σ 2 in each element.
Under this assumption, the M×M spatial covariance matrix
of the data received by an array can be defined as:
Rxx = E[x(t)xH(t)] = ARssAH +σ 2IM , (2)
where (.)H is the conjugate transposition, E is the expec-
tation operator and Rss = E[s(t)sH(t)] is the d× d signal
covariance matrix.
In practice, the exact Rxx is hard to find, due to the limited
number of data sets received by the array, but it can be
estimated by:
Rxx ' R̂xx =
1
N
N
∑
t=1
x(t)xH(t) =
1
N
XXH , (3)
where X denotes the noise corrupted signal (or data) matrix
composed of N snapshots of x(t), 1≤ t ≤ N. Many DOA
estimation algorithms basically try to extract the informa-
tion from this array data covariance matrix.
Knowing the data model, and before dealing with our prin-
cipal aim, which is to study the resolution capability of
several popular DOA estimation techniques by showing the
minimum array elements they require to split two nearby
sources, here is a brief overview about these techniques.
3. Algorithms
3.1. Conventional Beamforming
Conventional beamforming [7], also known as the Bartlett
spectrum, is one of the beamforming techniques which are
based on an electronic steering of the array in one direc-
tion at a time, and measure the output power, so when the
steered direction coincides with a DOA of a signal, the
maximum output power is observed.
An array can be steered electronically just as an antenna
can be steered mechanically by designing a weight vector
w and combining it with the data received by the array
elements to form a single output signal y(t):
y(t) = wHx(t) . (4)
By taking N snapshots, the total averaged output power of
an array is given by:
P(w) =
1
N
N
∑
n=1
|y(tn)|2 =
1
N
N
∑
n=1
wHx(tn)xH(tn)w =
= wH R̂xxw . (5)
The conventional beamforming method consists of w =
a(θ ) with θ being the scanning angle, and the steering
vector a(θ ) is defined as:
a(θ ) =

1 e
j2pi∆
λ
sin(θ)
. . . e
(M−1)
j2pi∆
λ
sin(θ)


T
,
where ∆ is the element spacing which satisfies ∆≤ λ2 , λ is
the wavelength of the propagating signals.
In practice, w = a(θ ) is normalized as:
wBartlett =
a(θ )√
aH(θ )a(θ )
. (6)
Thus, the output power is obtained as:
PBartlett (θ ) =
aH(θ )R̂xxa(θ )
aH(θ )a(θ )
. (7)
3.2. Capon’s Beamformer
The conventional beamforming method has a poor res-
olution. We can increase the resolution by adding array
elements, as will be shown further. However, to overcome
this problem, Capon [8] proposed a method that uses the
degrees of freedom to form a beam in the look direction
and at the same time the nulls in other directions. For a par-
ticular look direction, Capon’s method uses all but one of
the degrees of the freedom to minimize the array output
power while using the remaining degrees of freedom to
constrain the gain in the look direction to be unity:
minP(w) = 0 subject to wHa(θ ) = 1 . (8)
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Thus, the weight vector is expressed as:
wCapon =
R̂
−1
xx a(θ )
aH(θ )R̂
−1
xx a(θ )
. (9)
By combining this weight vector with the Eq. (5), the output
power is:
PCapon(θ ) =
1
aH(θ )R̂
−1
xx a(θ )
. (10)
3.3. Linear Prediction
Linear prediction [9] aims to minimize the mean output
power of the array, subject to the constraint that the weight
on a selected element is unity. The weight vector is given
by:
wLP =
R̂
−1
xx u
uH R̂
−1
xx u
(11)
and the power spectrum is:
PLP =
uH R̂
−1
xx u∣∣∣uH R̂−1xx a(θ )
∣∣∣2
, (12)
where u is a column vector of all zeros except for the
selected element, which is equal to 1. This selected element
corresponds to the position of the selected element in the
array. There is no criterion for the proper choice of this
element.
3.4. Maximum Entropy
Maximum entropy [18] is similar to the linear prediction
method, it is based on an extrapolation of the covariance
matrix. The extrapolation is selected with maximized sig-
nal entropy, where its maximum is achieved by searching
for the coefficients of an auto-regressive model that mini-
mize the expected prediction error:
w = min wH R̂xxw subject to wHei = 1 , (13)
where ei is a column vector of all zeros except for the i-th
element, which is equal to 1.
Developing the computations leads to achieving the follow-
ing power spectrum:
PMEM =
1
a(θ )CiCHi a(θ )
, (14)
where Ci is the i-th column of the inverse of R̂xx.
3.5. MUSIC
Multiple Signal Classification (MUSIC) [10] is considered
as one of the most popular subspace-based techniques. It
uses the property of orthogonality between the two sub-
spaces, the signal subspace and the noise subspace. The
eigen-decomposition of the covariance matrix can be ex-
pressed as:
Rxx = ARssA
H
+σ 2IM = UsΛsUHs +σ 2UnUHn , (15)
where Us is the matrix that contains the eigenvectors (the
signal eigenvectors) corresponding to the d largest eigen-
values of Rxx, Un is the matrix that contains eigenvectors
(the noise eigenvectors) corresponding to the M−d small-
est eigenvalues of Rxx, the diagonal matrix Λs contains the
M largest eigenvalues. Since the eigenvectors in Un, are
orthogonal to A, we have:
Una(θi) = 0 i = 1, . . . , d . (16)
Using this property, the power spectrum of MUSIC tech-
nique is:
PMUSIC =
1
aH(θ )UnUHn a(θ )
. (17)
3.6. Minimum Norm
The minimum norm technique can be seen as an enhance-
ment of the MUSIC algorithm, it consists in finding the
DOA estimate by searching for the peaks in the power spec-
trum:
PMN =
1
|wHa(θ )|2
. (18)
By determining the array weight w, which is of minimum
norm [18] we find the spectrum:
PMN =
1
|aH(θ )UnUHn WUnUHn a(θ )|
, (19)
where the matrix W = e1e
T
1 (e1 is the first vector of a M×M
matrix) is needed to make the matrix dimensions match
mathematically.
3.7. The Propagator Method
To reduce the computational complexity of the methods
that are based on the eigen-decomposition. The propagator
method [12], [13], [19] exploits the partition of the data
covariance matrix defined as:
R̂xx =
(
R̂1
R̂2
)
, (20)
where R̂1 is a square matrix of size d×M and R̂2 is a matrix
of size (M− d)×M. The propagator operator is defined
as: {
R̂2 = Ψ21R̂1
Ψ21 = R̂2R̂
†
1
, (21)
where R̂
†
1 is the pseudo-inverse of R̂1 defined as R̂
†
1 =(
R̂
H
1 R̂1
)−1
R̂
H
1 . Then the noise subspace constructed by
this operator is given by Un = [Ψ21,IM−d ], and the power
spectrum is:
PPr =
1
aH(θ )UnUHn a(θ )
. (22)
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3.8. The Partial Propagator
Unlike the propagator method, the partial propagator [14]
only needs to use the partial covariance matrix and reduce
the computation complexity. The partial propagator is based
on partitioning the steering matrix into three blocks under
the assumption M > 2d. The steering matrix is partitioned
as:
A =

A1A2
A3


, (23)
where A1, A2 and A3 are matrices of size: d× d, d× d,
(M−2d)×d respectively. Using this partition, the partial
correlation matrix are defined as:
R12 = E
[
X(t)(1 : d, :)XH(t)((d +1) : 2d, :)
]
=
= A1RssA
H
2 , (24)
R31 = E
[
X(t)((2d +1) : M, :)XH(t)(1 : d, :)
]
=
= A3RssA
H
1 , (25)
R32 = E
[
X(t)((2d +1) : M, :)XH(t)(d +1 : 2d, :)
]
=
= A3RssA
H
2 , (26)
where X is the matrix defined in Eq. 3. Based on these
partitions, we define a matrix Un as:
Un =
[
R32R
−1
12 R31R
−1
21 −2IM−2d
]
(27)
for which we have: UnA = 0. So, similarly to MUSIC and
the propagator methods, we can form the power spectrum
as follows:
PPartial =
1
aH(θ )UnUHn a(θ )
. (28)
4. Experimental Results
This section focuses on testing the resolution capability of
each algorithm mentioned in Section 3. We determine the
minimum number of the array antennas required to sep-
arate two far field sources that are spaced with an an-
gular distance of 5◦. The simulation is done by taking
d = 4 sources impinging on a ULA of identical anten-
nas with element spacing equaling to the half of the in-
put signal wavelength, the number of snapshots is fixed at
N = 200. Since the SNR highly influences on the resolu-
tion, four different noise level environments are considered
in this study, which are SNR1 = −10 dB, SNR2 = 0 dB,
SNR3 = 10 dB, and SNR4 = 20 dB. The number of array el-
ements is thus varied until we find the minimum satisfying
the resolution of the second and the third sources which are
closely separated (5◦). All the simulations are made using
Matlab R2016b, the noise is a random process generated
using a Matlab function and the signals are assumed to
be snapshots of demodulated electromagnetic sources. Dif-
ferentiation between the different sources is detected by
vision. The degree of sensitivity to the number of array el-
ements is different for the individual methods. This is why
we notice, for some methods, that there’s a small valley
and a big one for others.
In the following figures, we show some of the simulations
that we have performed. We present the response of each
method for two values of the number of antennas, before
and after resolution, at the noise level of SNR2 = 0 dB.
We start with the conventional beamformer. Figure 2 rep-
resents the spectrum before and after resolution and the
number of array elements used.
Fig. 2. Bartlett’s spectrum: (a) before – 14 elements and (b) af-
ter – 30 elements.
We remark that as mentioned in Section 3, Bartlet’s method
has a poor resolution. Indeed, it requires about 30 elements
as a minimum to slightly separate our two close sources.
Figure 3 shows the result obtained by using the Capon’s
beamformer technique.
With the Capon’s beamformer, we start having a low num-
ber of elements needed to separate the two close sources
(14 elements). It performs much better than the conven-
tional beamformer at the resolution level, but as illustrated
in Fig. 3, the separation is not complete. To achieve better
resolution while using this method, we should add more
elements.
Figure 4 shows the spectrum obtained by using the linear
prediction method and choosing the selected element for u
in Eq. (12) as the element in the center.
The linear prediction method performs well. As can be
seen clearly in the Fig. 4, the two close sources are well
separated once we use 12 array elements.
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Fig. 3. Capon’s spectrum: (a) before – 12 elements and (b) after –
14 elements.
Fig. 4. Linear prediction spectrum: (a) before – 11 elements and
(b) after – 12 elements.
Figure 5 shows the result obtained by using the maximum
entropy method by choosing ei as the element in the cen-
ter. As illustrated in Fig. 5, the maximum entropy method
performs well too and allows to have a good resolution by
using 14 array elements.
Figure 6 represents the result obtained by using the MUSIC
method. With MUSIC, we could achieve a good resolution
Fig. 5. Maximum entropy spectrum: (a) before – 13 elements
and (b) after – 14 elements.
Fig. 6. MUSIC spectrum: (a) before – 9 elements and (b) after –
10 elements.
using only 10 array elements in this noise level. In addition,
one can notice that the spectrum contains no secondary
lobes which makes MUSIC be one of the most performing
DOA estimation algorithms.
We now see the performance of minimum norm in Fig. 7.
Minimum norm seems to be the best performing technique
at this noise level among all the methods discussed earlier.
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Fig. 7. Minimum norm spectrum: (a) before – 8 elements and
(b) after – 9 elements.
It only needs 9 elements to give a good and clear resolution
of the second and the third sources as illustrated in Fig. 7.
We will see further the results found at other noise levels.
The next spectrum is the propagator’s one, it’s represented
in Fig. 8.
The propagator method requires 14 elements as a minimum
to provide a clear resolution of the two close sources.
Fig. 8. Propagator spectrum: (a) before – 13 elements and
(b) after – 14 elements.
Although the number of array elements required is higher
than minimum norm and MUSIC, the big advantage of the
propagator method is lower level of complexity compared
with the eigen-decomposition-based methods [16].
We finally deal with the partial propagator method, its spec-
trum is illustrated in Fig. 9.
Fig. 9. Partial-propagator spectrum: (a) before – 10 elements
and (b) after – 11 elements.
The partial propagator method needs at least 11 elements
as a minimum to separate clearly the two close sources,
which is also a good result of high resolution. In addi-
tion, the partial propagator performs well in the presence
of a colored noise [14], and it also reduces the computa-
tional complexity compared to the propagator method.
We now discuss the resolution capability of these methods
in four noise levels, namely SNR1 = −10 dB, SNR2 = 0
dB, SNR3 = 10 dB, and SNR4 = 20 dB.
Figure 10 illustrates the number of array elements needed
for each method at the different noises levels, to resolve the
two closely separated sources.
The first remark to be made here is that the Bartlett’s spec-
trum is not influenced very much by the noise. Indeed, the
minimum array elements remain stable for all the noise lev-
els, and this can be explained by the fact that noise eigenval-
ues (the smallest ones) of the covariance matrix R̂xx do not
have much influence in Eq. (7) because it’s in the numer-
ator of the equation, unlike the other methods which have
the covariance matrix or some of its characteristics (like
the noise subspace) in the denominator. As can be seen in
Fig. 10, in noisy environments (low SNR), the minimum
norm method performs better than all the others methods,
by requiring fewer array elements for the resolution. On
the other hand, one can see that in a high SNR environ-
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Fig. 10. Minimum elements needed for resolution in each SNR
level.
ment, the MUSIC method is the best performing one. One
can also note that in the noise-level SNR4 the propagator
requires the same number of elements as MUSIC.
However, an experimental verification of the proposed study
in the research laboratory using physical materials is a di-
rection for future work.
5. Conclusion
In this paper we have discussed the performance analy-
sis related to the resolution capability of several DOA al-
gorithms. The noise was assumed to be AWGN and the
sources were narrowband and far-field impinging on a uni-
form linear array. The algorithms have been simulated un-
der four different noise level environments. For each noise
level, we have presented the performance of the resolution
of the algorithms by searching the minimum array elements
needed to separate two closely spaced sources. The results
shown that in noisy environments, the minimum norm al-
gorithm is the best performing one and requires fewer el-
ements to separate the close sources. The minimum norm
algorithm is more significant and in the same time the less
sensitive to noise. Otherwise, in clean environments, MU-
SIC performs well and requires less array elements.
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Abstract— Event correlation and root cause analysis play
a fundamental role in the process of troubleshooting all tech-
nical faults and malfunctions. An in-depth, complicated mul-
tiprotocol analysis can be greatly supported or even replaced
by a troubleshooting methodology based on data analysis ap-
proaches. The mobile telecommunications domain has been
experiencing rapid development recently. Introduction of new
technologies and services, as well as multivendor environment
distributed across the same geographical area create a lot of
challenges in network operation routines. Maintenance tasks
have been recently becoming more and more complicated,
time consuming and require big data analyses to be per-
formed. Most network maintenance activities are completed
manually by experts using raw network management informa-
tion available in the network management system via multiple
applications and direct database queries. With these circum-
stances considered, identification of network failures is a very
difficult, if not an impossible task. This explains why effec-
tive yet simple tools and methods providing network opera-
tors with carefully selected, essential information are needed.
Hence, in this paper efficient approximated alarm correlation
algorithm based on the k-means cluster analysis method is
proposed.
Keywords— alarm correlation, alarm patterns, cluster analysis,
mobile telecommunication network, root cause analysis.
1. Introduction
The history of mobile telecommunication started in the late
1970s, when analog telephony standards were introduced to
cover basic voice calls. The entire family of these analog
systems is referred to as 1G. In the 1990s, the digital age of
mobile communication began along with the introduction
of the so-called 2G technology. Technology development,
driven by moving towards mobile data transfers with ever
higher speeds, resulted in the introduction of 2.5G (GPRS),
3G and 4G/LTE standards. Currently, the telecommunica-
tion community is working on the development and intro-
duction of the 5G standard, which is supposed to be ready
for use by 2020 [1].
The generic diagram a mobile telecommunication network
is presented in Fig. 1.
Fig. 1. Typical architecture of a mobile telecommunication
network.
A mobile telecommunication network consists of two major
functional subsystems: the radio access network (RAN) and
the core network (CN).
RAN is responsible for managing radio resources, includ-
ing strategies and algorithms for controlling power, chan-
nel allocation and data rate. It allows the user terminal
equipment (UE) to access network services. The RAN con-
sists of the following elements, depending on the technol-
ogy used: 2G base station controller (BSC), 3G radio net-
work controller (RNC), base station control function (BCF),
2G base transceiver station (BTS), 3G base transceiver sta-
tion (NodeB), enhanced node B, 4G base transceiver station
(eNodeB) and transceiver (TRX).
The CN is mainly responsible for high-level traffic aggre-
gation, routing, call control/switching, user authentication
95
Artur Maździarz
and charging. Some of the CN subsystems are: 2G, 3G mo-
bile switching center (MSC), 2G, 3G visitor location reg-
ister (VLR), 2G, 3G home location register (VLR), 2G,
3G authentication center (AC), 2G, 3G equipment iden-
tity register (EIR), 2G, 5G service GPRS support node
(SGSN) [1]–[3].
The entire network is managed by the network management
system, the so-called NMS, which provides several network
management functionalities. One of the primary functions
of the NMS is fault management. It is a term used in the
network management domain, focusing on processes related
to diagnosing and fixing network faults.
In the paper, we propose the approximated network faults
diagnosing methodology based on the cluster analysis
k-means algorithm.
The paper is organized as follows: In Section 2 we briefly
introduce the Network Fault Management domain. Sec-
tion 3 introduces novel alarm correlation methodology
based on k-means clustering approach. Section 4 illus-
trates experiments and results achieved. Finally concluding
remarks are given in Section 5.
2. Preliminaries and Problem Statement
The fault management domain of the network is character-
ized by a few definitions and notations that are central to
this paper [4].
• event is an exceptional condition occurring in the
operation of hardware or software within the network
managed; an instantaneous occurrence at a time,
• event correlation is the process of establishing rela-
tionships between network events,
• root causes, are events that can cause other events
but are not caused by other events; they are associated
with an abnormal state of network infrastructure,
• error is a discrepancy between an observed or com-
puted value or condition and a true value or condi-
tion, assumed to be correct,
• failure or fault is considered to be a kind of an error,
• symptoms are external manifestations of failures (er-
rors) which are observed as alarms.
Fault diagnosis usually involves three processes: fault de-
tection, fault localization (also known as fault isolation or
root cause analysis) and testing the possible hypotheses [4].
Fault detection is the process of collecting information re-
lated to malfunctions of the network’s components (network
elements) in the form of alarms [4].
Fault localization or root cause analysis (RCA) is the pro-
cess of identifying the causes of faults. It comprises several
stages of correlating events (including alarms) which oc-
curred over a certain period of time, and requires technical
knowledge about the system analyzed [4], [5].
Alarm correlation is the process of grouping alarms which
refer to the same problem, in order to highlight those which
indicate the possible root cause [6].
The advantages of automating RCA and alarm correlation
routines are numerous. By automating the troubleshoot-
ing process, we shorten the time needed for identifying
a potential source of the problem, which impacts the dura-
tion of downtimes and quality of service (QoS) figures for
the network in question. Short troubleshooting times bring
benefits in the form of satisfying the terms of customers’
service level agreements (SLAs). In addition, less skilled
personnel can be involved in network operation tasks, thus
reducing network maintenance costs [7].
There are several root cause analysis techniques described
in the literature. We can divide them into three major cat-
egories: artificial intelligence techniques, model traversing
and the so-called fault propagation model techniques [4].
All techniques are based either on predefined expert sys-
tem knowledge, network static information or network dy-
namic information. The static knowledge comes from the
topology and system structure. The dynamic network in-
formation is connected with the functional behavior of the
network [4], [8], [9]. The methodology proposed in this
paper helps discover relations between alarms generated by
the network, thus contributing to analysis of static and dy-
namic network characteristics in the RCA process.
The amount of data to be analyzed and the limited analy-
sis lead time pose a major challenge while troubleshooting
faults in such a complex system like a telecommunication
network. These two factors play a key role in fast problem
resolution and minimize consequences for end users. The
volume of troubleshooting data processed during propaga-
tion of faults in a large network can easily exceed several
dozens of alarms per second. For those faults that impact
the usability of the network by considerable amounts of end
users, the resolution time is crucial and has a big financial
impact on the service provider. To cope with the problem
referred to above, the data correlation methodology should
be characterized by fast processing, as well as by easy in-
terpretation and reliable quantification of the results.
Medium size mobile telecommunication networks consist
of several thousand of network elements, including RAN
and CN subsystems. With all functional dependencies be-
tween network elements taken into consideration, the entire
network is very complex. There are a lot of network ele-
ments, and each of them can potentially generate alarms.
As per the fault management objective, network alarms col-
lected by NMS should be correlated and the potential root
cause of the problem should be identified within a short
time. Analysis of alarm symptoms which leads to discov-
ering the root cause of the problem is covered by the alarm
correlation and root cause analysis processes. This paper
focuses on the alarm correlation process which works on
the alarm data sets. Each raw alarm data record contains
several alarm attributes:
• time of alarm, this attribute contains the date and
time with the precision of one second,
96
Alarm Correlation in Mobile Telecommunications Networks based on k-means Cluster Analysis Method
• alarm number, a unique number which identifies
the fault. Usually the alarm numbers are divided into
ranges representing a specific subsystem, network el-
ement type and alarm type,
• alarm type can be specified as communication, or
for example equipment type,
• alarm description inside the alarm frame is a very
short, compact description of the fault that usually
contains a brief description (a few words) of what
has happened,
• alarm severity specifies the importance of the fault
and describes the alarm class. It can take one of
the following logical values: critical, major, medium,
minor or warning,
• name of the object is the object identification label
which clearly identifies the network element which
has generated the alarm event,
In the case of a fault of a specific network element, the
alarm rate can reach several dozen alarms per second. Usu-
ally, failures related to one network element cause other
network components to send relevant alarms as well. Ad-
ditional troubleshooting difficulty in a complex system like
a mobile telecommunication network stems from the num-
ber of network elements, as well as from their geographical
distribution. In the attached example a set of BTSes con-
nected to the BSC via BCFs is considered. The transmis-
sion problem related to the connection between the BSC
and BCFs generates several alarms from BCFs and BTSes.
The example shows how one problem triggers a string of
alarms for all related network elements. If outage of critical
network elements occurs, the network management system
is flooded by large quantities of alarms. In these condi-
tions, the operator has very limited time to diagnose what
and where has happened. This is the reason behind the need
to develop fast and simple methods to deal with big amount
of symptom-describing data (alarms). It is worth mention-
ing that apart from the fast alarm correlation methodology,
the additional goal is to work on reducing the amount of
data (alarms) which are being analyzed. This is achieved by
identifying repeatable alarm patterns which can be analyzed
as one atomic entity to simplify the correlation process and
to reduce amount of data to be processed.
In the following section a methodology is proposed which
addresses most of the abovementioned challenges involv-
ing the correlation of alarms in mobile telecommunication
networks.
3. Proposed Methodology Approach
using Cluster Analysis in RCA
There are several RCA methods proposed in the literature
which relate to the subject of correlating alarm symptoms.
In general, the methods are complicated and difficult to be
implemented in practice. Therefore, this approach to alarm
correlation is fast and practical.
As mentioned in Section 2, each alarm has six major at-
tributes: occurrence time, number, description, type, sever-
ity, name of the alarming object (network element). All
attributes can be used in the RCA process. The most im-
portant alarm attribute, which plays a fundamental role in
troubleshooting, is alarm occurrence time. It is the main
factor used for alarm correlation in this proposal.
In the approach presented, the alarm correlation method-
ology focuses on discovering, within the alarm data set,
those which occurred within a short period of time. Hence,
in this paper we will use the cluster analysis domain, as-
suming alarm occurrence as the clustering attribute. Prac-
tice shows that alarms which represent causal sequences
of events may be grouped into clusters with limited time
intervals. The alarm clusters identified constitute an alarm
correlation hypothesis, which should be further analyzed by
domain experts. Apart from the correlation of alarms, the
goal is to find the root cause of the sequence of clustered
alarms. Practice shows that the first alarm in the cluster
(based on the occurrence time) is usually the root cause. It
may happen that multiple incidents occur within the same
time interval. In such a case, it is always the expert’s role
to evaluate the alarm clusters and to validate the alarm cor-
relation hypothesis proposed.
The nature of the alarm flow reflects certain physicality of
the incident within the network. The alarms which are re-
lated are either collected at the same time or are generated
by network elements with a certain delay. In practice, it
has been observed that correlated alarms can occur within
intervals of 1–2 s. In the light of the above, it is essen-
tial to establish a fast methodology for discovering, within
alarm data sets, alarms clusters characterized by the differ-
ence between alarm occurrence of approximately 2 seconds.
Hence, we define the correlation criterion as the interval
between the occurrence of alarms within the cluster.
Figure 2 illustrates two alarm cluster examples. The first
cluster includes three alarm events {e1,e2,e3} that occurred
at the same time, the second cluster consists of three alarm
events {e4,e5,e6} which occurred sequentially, with a one
second delay.
Fig. 2. Visualization of alarm correlation.
The cluster analysis domain offers techniques satisfying the
objective of the method that consists in discovering clusters
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of alarms. For the analysis, we selected the k-means clus-
tering method for a filtered set of network elements known
as a topology chain.
Each topology chain consists of network elements which
share the same parent as the root of the topology. Typ-
ically, the roots are the main components of the network
architecture and contain several child objects to perform the
individual function. According to an alternative definition,
the root object is the object which does not possess a par-
ent, it is the first object in the hierarchy of a given type.
An example of a topology chains is presented in Fig. 3.
Fig. 3. Mobile telecommunication network topology and corre-
lation view.
The term cluster analysis was used for the first time in 1954
in the context of analyzing anthropological data [10]. The
k-means algorithm is recognized as the most important al-
gorithm in the entire history of data mining [11], [12]. It
represents the so-called combinatorial family of clustering
algorithms. The cluster analysis, also known as classifi-
cation without supervision, has two major characteristics.
The clusters are unknown a priori and we do not dispose of
the learning set. The goal of the analysis is to discover and
group disjoint sets of data which are sharing similar char-
acteristics (qualitative or quantitative features). In this type
of analysis, the goal is to propose a data set split maximiz-
ing similarity features inside the sets and, at the same time,
minimizing similarity between the disjoint sets. The same
task can be translated into minimizing object dissimilari-
ties inside the sets (clusters) and maximizing dissimilarities
between sets. The cluster analysis process is based on the
comparison of data set observations, resulting in generating
groups of data which are more similar to each other within
the group, than to objects from other groups (clusters). The
popular methods of measuring dissimilarities, described in
the literature concerned with cluster analysis, include the
following: Euclidean distance, squared Euclidean distance,
Minkowski distance, Mahalanobis distance, cosine distance
and power distance [13]–[16]. In the approach presented,
we analyze the time of occurrence of the alarms within the
network, which is noted as: X = {x1, . . . ,xN}. The obser-
vations have labels assigned i ∈ {1, . . . ,N}. The squared
Euclidean distance in the time domain is used as the cor-
relation measure:
d(xi,x j) =‖ xi− x j ‖2 . (1)
The general principle of combinatorial clustering is based
on the analysis of three characteristics: the total sum of
dissimilarities between sample elements (T – total), the
sum of dissimilarities between sample elements belonging
to the same cluster (W – within), the sum of dissimilari-
ties between sample elements belonging to different clusters
(B – between).
The characteristics presented satisfy the following inquiry:
T = W +B. For a given data set the value of T is constant
and we target to minimize W or maximize B characteristics
across all possible assignments of data set elements to the
clusters [13], [16].
We denote dissimilarities between observations as d(xi, x j)
and we also define classificator C(i), the function which
based on the input maps the data to specific class, in our
case the cluster. Classificator C(i) returns cluster number
(k ∈ K) for each observation i, j from the input data set.
Following the above notations, we can define W as
[13], [16]:
W (C) = 1
2
K
∑
k=1
∑
C(i)=k
∑
C( j)=k
‖ xi− x j ‖
2
, (2)
xk =
1
Nk ∑C( j)=k x j , (3)
W (C) =
K
∑
k=1
Nk ∑
C(i)=k
‖ xi− xk ‖
2
, (4)
where: xk is the mean vector associated with k-th cluster
denoted as mk and it is called centroid for cluster k, and Nk
is the number of elements in cluster k.
Inquiry (4) serves as a basis for an entire family of algo-
rithms referred to as k-means method algorithms.
The idea behind the k-means algorithm can be specified as
follows [13]:
1. Propose clusters distribution determining means
(centroids) of the clusters {m1, . . . ,mk}.
2. Assign the observations to the closest cluster based
on its distance to the centroid.
3. Update the centroids based on the observations values
assigned to the clusters.
4. Repeat steps 1–3 until centroids do not change and
the observations do not change their assignments.
The steps referred to above accomplish the following opti-
mization task which can be seen as a variance minimization
task [17]:
min
C,{mk}K1
K
∑
k=1
Nk ∑
C(i)=k
‖ xi−mk ‖
2
. (5)
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An important note for this method is that we have to specify
the number of clusters K in advance, and that the number
of clusters we predefine should be lower than the number
of elements in the sample N (K < N) [13], [16].
In this paper we focus on practical applications of the
k-means method. As the k-means method requires spec-
ifying the number of clusters for the analysis, we perform
the analysis by iterating the number of clusters K from 1 up
to the value of K < N. The proposed correlation methodol-
ogy is based on applying the k-means iterative algorithm to
pre-filtered data sets which represent the so-called topology
chains and can be described by the following inquiry:
∑
topology
chain
(
max
K/c≤3
(
min
C,{mk}K1
K
∑
k=1
Nk ∑
C(i)=k
‖ xi−mk ‖
2
))
. (6)
In the proposed approach, we introduced an additional pa-
rameter which is used as the clustering criterion. It is the
average Euclidean squared distance between the observa-
tions in cluster c. The coefficient c is expressed by the re-
lation of within-cluster sum of squared distances between
the observations (the average squared distance between the
observations within the cluster in the time domain) to the
number of observations in the cluster (cluster size):
c =
average squared distance within cluster
cluster size .
From the alarm correlation point of view, the squared dis-
tance up to 3 s (distance of 1.73 s) is a reasonable value
for general fault management in mobile telecommunication
networks.
The alarm correlation methodology proposed in this paper
can be summarized by the following steps:
1. Pre-processing – decomposing alarm data sets into
smaller parts, following the root object filtering cri-
teria (generation of topology chains),
2. Applying the k-means iterative algorithm, along with
the time correlation criteria for each of the filtered
topology chains from step 1 (this part requires mul-
tiple execution, due to k-means algorithm’s stability
issue),
3. Formulating the RCA hypothesis list based on results
of step 2,
4. RCA analysis performed by domain experts.
In the experiment, we used the R package and the
k-means function implemented in this environment. The
k-means function in R offers several algorithms like Lloyd,
Forgy, and MacQueen [18]–[22]. Lloyd’s, MacQueen’s
and Forgey’s (for continues cases) algorithms follow an
intuitive, definition-based approach by repeatedly comput-
ing and assigning the observations to the closest cen-
ter (centroid) [23]. By default, the R package uses the
k-means algorithm implementation proposed by Hartigan
and Wong.
Fig. 4. Number of clusters satisfying the correlation objective,
identified for the entire sample, with no topology filtering.
Experiments show that the number of clusters discovered
by iterating the k-means method is growing non-linearly
until we reach the K clusters split. It is illustrated by the
results presented in Fig. 4. In addition, the processing of
the algorithm is time consuming (computational complexity
O(n3k), where n is the size of the data sample, k is the
number of clusters) and results in a processing time of
several hours for a data set containing several thousand
alarms.
Due to above constraints and in consideration of the role
of topology filtering in the RCA analysis, we have pro-
posed an additional pre-processing step, which makes the
methodology more efficient and acceptable from the point
of view of the processing time.
The additional step consists in dividing the data set into
subsets containing alarms belonging to one topology chain
(following one topology root network element). The topol-
ogy pre-filtering step introduces a very useful property of
the k-means iterative methodology. It introduces a global
maximum to the function between the number of clusters
satisfying the correlation objective and the total number of
clusters generated. This property, shown in Fig. 5, is ob-
served for the first time and was not described in any paper
in the past as per the author’s knowledge.
This approach also addresses technical specificities of the
correlation which shows that the majority of correlated
events originate from the same topological chain. This type
of correlation is called inner topology correlation. It is also
possible to execute an outer topology correlation by com-
Fig. 5. Number of clusters satisfying the correlation objective
(number of observations per split, where c ≤ 3), as the function
of the number of splits K for sample 1. The global maximum of
34 clusters satisfying the correlation objective was achieved for
the value of 954 and 1051 total clusters generated for a sample
containing 1400 alarms.
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paring the centroids and alarms associated with them with
inner topology correlation sets.
An example of the distribution of topology chains in a mo-
bile telecommunication network is presented in Fig. 3.
This methodology of correlation enables us to identify the
method of partitioning the data set which maximizes the
number of clusters for given correlation criteria, within a
reasonable time. It is an optimal clustering solution which
we seek for each data set, as we expand the maximum
number of clusters for a given data set. The method can
be used selectively for a chosen topology chain, or as the
concatenation of several or all topology chains.
4. Results and Examples
The presented examples of partitioning performed on real
alarm data samples are from a live mobile operator network.
The data set which has been selected for simulations had
1440813 alarms divided into several sample sets. The data
set which is analyzed in the example contains 7517 alarms.
For the inner topology chain analysis we selected one BSC
(BSC-1) which filters 1600 alarms belonging to that topol-
ogy chain. The data originates from a heterogeneous, live
mobile network containing 2G, 3G and 4G network ele-
ments, and was collected between July 2014 and May 2015.
The data sample selected for analysis contains 28 BSCs and
27 RNCs.
As mentioned earlier, the k-means algorithm results depend
on the initial conditions. This means that the starting cen-
troids selected for the analysis, as well as the convergence
process of each iteration result in a different number of clus-
ters computed by the algorithm. Situations are also expe-
rienced where, for given number of clusters, the algorithm
does not converge in within a specified limit of iterations
or, where solutions are trapped in the local extremum. The
above factors mean that each iteration run finishes with
a different amount of detected clusters, as well as with
a different amount of clusters matching the events correla-
tion criteria specified:
average squared distance within cluster
cluster size ≤ 3.
Regardless of the specificities referred to above, the approx-
imated iterated k-means algorithm proposed herein selects
major clusters from the data set and the results are satisfac-
tory. It can be seen that the main clusters, especially those
with several events, are discovered by each iteration of the
algorithm.
Figure 4 presents the algorithm’s output for the entire
data set containing 7517 alarms, without topological pre-
filtering. The test took 4 hours to perform in this case.
We can see that iteration of the k-means algorithm for
non-filtered data generates a number of clusters growing in
a non-linear trend. Figure 5 presents output of the k-means
iterative algorithm which was run on a pre-filtered data
subset representing alarms belonging to the BSC-1 network
element topology chain.
From the RCA perspective, each cluster which satisfies the
correlation objective (c ≤ 3) represents a cause of the first
alarm or of several alarms from the cluster identified. The
algorithm generates only a filtered correlation hypothesis,
which has to be verified by an expert before assuming re-
pairs of the network [5]. The experiments confirmed ef-
fectiveness of the methodology in question. In all clus-
ters which satisfy the correlation criteria (c ≤ 3), the trou-
bleshooting hypothesis has been verified very quickly. It
is worth mentioning that during the root cause hypothesis
verification stage, topology is the factor that should always
be taken into account. The proposed methodology takes
into consideration topological aspects of the troubleshoot-
ing process by analyzing topology chain correlations. Thus,
by default, we take into consideration the topological rela-
tion between the network elements generating alarms.
4.1. Alarm Inner Topology Correlation Example
Discussion
For the example and discussion we selected one of 34 clus-
ters identified by the k-means algorithm iterations with the
centroid value of 82482.667 for inner topology correlations
related to the BSC-1 topology chain. It represents one of
Fig. 6. Alarm correlation example.
Table 1
2G alarm correlation example
Time of
event oc-
currence
Alarm type Network element
82481
BTS O&M
link failure
BSC-1/BCF-2
82481
BTS O&M
link failure
BSC-1/BCF-4
82481
BTS O&M
link failure
BSC-1/BCF-3
82481
BTS O&M
link failure
BSC-1/BCF-1
82484 BCCH missing BSC-1/BCF-4/BTS-4
82484 BCCH missing BSC-1/BCF-4/BTS-5
82484 BCCH missing BSC-1/BCF-1/BTS-1
82484 BCCH missing BSC-1/BCF-3/BTS-3
82484 BCCH missing BSC-1/BCF-2/BTS-2
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the clusters for a global maximum split of 954 clusters for
the data set sample. The fault illustration is presented in
Fig. 6. Table 1 describes alarms used in the example. The
transmission type of alarm in the network element (BCF)
is causing problems with the radio broadcasting channel in
another network element (BTS). The rectangle below the
BTS shown in the picture symbolizes the radio network sec-
tor which is broadcast by the BTS. Inside the sector there is
one radio channel component (BCCH), which plays a sig-
naling role for the sector. The broadcast common channel
(BCCH) is handling signaling communication in the sector
and allows UE to log in to the network. Due to BCCH
missing, there is no traffic in this sector. The problem is
affecting all sectors.
5. Summary and Conclusions
In the experiment conducted, we have been analyzing sev-
eral dozens of data samples with alarms from a real life
mobile telecommunication network. The k-means iterative
clustering methodology for data pre-filtered topology-wise
is a very effective approach enabling to discover alarm
correlation clusters (potential root cause analysis hypoth-
esis). We have proposed an approximated alarm corre-
lation algorithm which employs the k-means method for
the topology chain data set by iterating the number of
clusters from 0 up to K (K < N). In the first stage, we
propose to execute so-called inner topology chain correla-
tion, which may be followed by an outer topology chain
correlations analysis. The inner topology chain correla-
tion iterations are characterized by reaching global max-
imums for the function of cluster numbers satisfying the
correlation criteria:(
average squared distance within cluster
cluster size ≤ 3) to
the total number of clusters generated. This feature im-
plies the possibility to limit the number of k-means func-
tion iterations to the value linked with the described maxi-
mum, which will additionally reduce the execution time.
It has been observed that a vast majority of the cor-
related alarms originate from the inner topology chain
correlation analysis, and that they play a fundamental
role in selecting the event correlation hypothesis. The
tests confirmed that the computation time of inner topol-
ogy correlations is very reasonable in terms of practi-
cal alarm correlation. Partitioning operations for samples
containing between 1200 and 2000 alarms took 10–15 s
maximum.
In addition, from the overall RCA process perspective, the
centroids identified indicate the moments in time which the
troubleshooting engineer should pay special attention to. It
has been also proven that data clustering significantly re-
duces the size and the quantity of the data analyzed, which
makes the analysis process (network problem troubleshoot-
ing) much faster and more efficient. As far as final con-
clusions concerning the root cause of the faults are con-
cerned, we need to consider other alarm attributes as well.
These include: severity, number, description, type, network
element type and name. There is one more practical con-
clusion related to the experiment. The correlation method
can be used to create the so-called suppression alarm rules
in the NMS. The suppression rules can be discovered af-
ter oﬄine analysis of correlated alarms from the network
and they reduce number of alarms being analyzed. For
example, all alarms labeled as “BTS O&M link failure”
and “BCCH missing” from the case presented in Fig. 6,
identified within the same network element, can be sup-
pressed by 1 alarm labeled “Traffic outage”. This approach
is similar to the pattern recognition concept, where patterns
in data set analyzed are recognized and where predefined
data subsets are used for further analysis and classification
of data [24], [25].
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