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Abstract 
This work concerns the concept of on-line monitoring and control for water dis-
tribution networks. The problem is simple to state. It is to produce a robust scheme 
that can continuously provide reliable information about the state of a water network in 
real-time and over extended periods with the minimum of operator interaction. 
This thesis begins by proposing a relational database schema to store 'asset data' 
for a water distribution network and asserts that asset data should be used as a basis for 
network modelling. It presents a topology determination algorithm and a demand allo-
cation algorithm so that a mathematical model can be maintained on-hne, with operator 
intervention only necessary to record the change of state of non-telemetered plant items 
such as switch valves. 
In order to provide a reliable on-line model of a distribution system, an investigation 
has been carried out into the methods available for modelling water networks and in 
particular, the inherent assumptions in these practices. As a result, new methods have been 
produced for network element combination and for demand allocation. These methods 
both support the database approach and enhance the robustness of the system by increasing 
the range of conditions for which the resulting model is applicable. 
For operational control, a new technique for state estimation is proposed which 
combines the advantages of weighted least squares estimation with those of weighted 
least absolute values estimation. The proposed method is tolerant to transducer noise and 
to the presence of large measurement outliers. However, the method is not limited in 
its application to water networks and could be applied to a wide range of measurement 
processing problems. Lasdy, a new topology based method for processing suspect data 
is proposed which can determine the likely causes using identifying templates. 
Thus a new approach to water network monitoring is proposed via an overall 
framework into which the various tasks of on-line operational control can be integrated. 
The exercise has resulted in the production of a core software package which could 
realistically be used in a control room to facilitate reliable operational control of water 
distribution systems. 
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List of Principal Symbols 
Notes: Throughout this thesis the following conventions are used: 
1. Scalars are represented by italic letters, e.g. 'Re'; 
2. Vectors are represented by bold face, lower case letters, e.g. 'z'; 
3. Matrices are represented by bold face, upper case letters, e.g. 'P ' ; 
4. Iteration counters are written as superscripts in parentheses, e.g. 'x(*^)' refers to 
the value of x at the k*^ iteration; 
5. Estimated values have a 'hat', e.g. 'x'. 
Symbols used in Chapter 2: 
Xf — filtered value of an actual measurement x; 
a — the filter coefficient; 
p — the order of the auto regressive component; 
q — the order of the moving average component; 
d — the difference order; 
Zt — value of time series at time t; 
At — value of residual white noise time series at time t; 
B — the backshift operator; 
...(f>p — auto regressive weighting parameters; 
$1 ...Oq — moving average weighting parameters; 
p — the measurement redundancy; 
m — the number of measurements; 
n — the dimension of the state vector; 
E — the gain matrix of the state estimator; 
J — the Jacobian matrix; 
R — the measurement covariance matrix; 
z — vector of actual measurements; 
5? — the i*^ state estimate error covariance; 
di — the distance of the t"* meter to the control centre; 
Nk — the number of meters; 
P — the upper limit on the variances of the estimation errors. 
Additional symbols used in Chapter 4: 
L — set of Unks; 
L^o — Qf numbers; 
V — set of valves; 
yi.no — ggj Q£ numbers from the set of valves; 
yatatua — status of cach valve in the set V; 
CV — set of closed valves; 
(jyi.no — ggj jjj^jj numbers from the set of closed valves; 
ML — set of links that are not in node clusters; 
Tp — the potential topology; 
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Tc — the topology of the node clusters; 
Additional symbols used in Chapter 5: 
qij — the flow from node i to node j; 
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CHW — the Hazen Williams coefficient of the pipe; 
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</,• — the flow inbalance at node i; 
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Ui — the in-flow at node i; 
N — the number of variable head nodes; xi 
F — the number of fixed head nodes; 
X — the state vector; 
K — the hydraulic admittance of a pipe (in Hazen Williams terms); 
/ — the friction factor, 
e — the internal roughness; 
g — the acceleration due to gravity; 
fj, — the kinematic viscosity (of water); 
V — the velocity of water flowing in the pipe; 
p — the density (of water); 
Re — the Reynold's number; 
H — a constant head; 
Qin — the flow into a pipe; 
QL — the distributed demand on a pipe; 
ND — the number of consumers along a pipe. 
Additional symbols used in Chapter 6: 
e — measurement noise vector; 
rY — i^^ weighted residual; 
— i * ' ' normalized residual; 
C(-) — cost function; 
e — vector of (unknown) measurement errors; 
S — residual sensitivity matrix; 
P — residual covariance matrix; 
z° — vector of unknown values equal to the measurements without any errors; 
g(-) — a nonlinear function relating state variables to measurements; 
W — a diagonal weight matrix; 
u — a vector of weights equal to the standard deviations of the measurements; 
H — the weighted Jacobian matrix; 
z — vector of measurement estimates; 
A s — vector of weighted measurements; 
D — diagonal weight control matrix. 
xu 
CHAPTER 1 
INTRODUCTION 
1.1 Background 
Urban water supply networks, as we know them today, were pioneered by the Romans 
who considered that the provision of a clean water supply was concomitant with the 
development of a truly civilised society. At the start of the first century A.D., a distribution 
system was completed in the city of Rome that supplied pressurised water to almost 
every part of the city [115]t. The importance of clean and reliable water supply has now 
become paramount. Although, in more recent years, nearly every home in the developed 
world is directly connected to a water distribution network, the provision of this supply 
is often taken for granted and the problems associated with the management of it are 
underestimated. 
The consumption of water per capita has been gradually rising in the U.K. since 
the beginning of this century when it was at about 100 litres/head/day to the current 
level now of around 130 litres/head/day [5]. With the steady rise in the population, the 
increase in total demand (from around 4,000 Ml/day in 1900 to nearly 20,000 Ml/day 
in 1985) is putting a much greater strain on the infrastructure of the water industry. 
t A fascinating early account of the system, its management, together with a supply and 
distribution analysis by Prontinus, Water Commissioner of Rome A.D.97. 
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Although controls and advice issued during recent droughts have undoubtedly eased the 
pressure on distribution systems, the projected trend into the foreseeable future indicates 
a continuing increase in demand for clean water supply [255]. 
Water distribution systems are now more complex, extensive and hence more dif-
ficult to run than ever before. Privatisation has put the spotiight on the water industry, 
resulting in an increase in public accountability, new government controls and higher 
customer expectations, the combination of which has lead to more stringent quality re-
quirements and improved levels of service. Furthermore, energy costs have not only been 
rising but the method of purchasing electricity has become more complicated. Privatisa-
tion of the power industry has introduced the possibility of purchasing power in a variety 
of tariff structures from regional electricity suppliers (in theory, not necessarily the local 
supplier), from national generators, or directiy from the pool, normally through a seller 
who provides hedging facilities. 
Controlling the supply of water in an energy efficient manner whilst maintaining 
quality, constancy and pressure related goals in an ageing network with ever increasing 
demand is clearly a complex task. The main aim of the research outiined in this thesis 
is to simplify at least a part of that task tiirough the provision of reliable, detailed and 
accurate on-line monitoring techniques. 
In this chapter a brief introduction to some of the problems that face the water 
distribution operations engineers is given in order to provide a background to the overall 
aims of the work presented in later chapters. Furthermore, the chapter acts as a summary 
by setting out the structure of the thesis and lastiy, by listing the main contributions made 
by it. 
- 2 
1.2 Pipe Networks 
Many existing mains are quite old and hence present day water distribution networks 
are made up of a mixture of pipe varieties some of which are in very poor condition. 
As a pipe ages, the effective internal diameter either decreases due to incrustation, which 
can happen in areas where the water tends to be acidic and capable of carrying dissolved 
metal salts or it increases due to corrosion. An encrusting pipe causes a rise in upstream 
pressure and this can lead to excessive pressures elsewhere in the network whereas a 
corroding pipe wil l eventually become porous and weak leading to water contamination 
and loss. Bursts in water pipes can occur for a large number of reasons. Pipes are 
often laid close to the surface and therefore can be vulnerable to vibrations from road 
or rail traffic, to frost and to disturbances from earth moving machinery in use by the 
electrical, gas or telephone utilities. In addition to this, networks are large interconnected 
structures intolerant to relative movement of individual components. Some networks are 
in areas liable to subsidence and almost all will endure some land movement whether 
natural or arising from the different quality of pipe laying practices within a local area 
leading to differential setdement. In addition to the pipes themselves, networks contain 
large numbers of fittings such as valves, hydrants, tappings and joints all of which have 
to be carefully sealed to prevent the loss of water [229]. 
1.3 Leakage 
It is common practice, when studying the usage of a public utility, to analyse the 
breakdown of the utility by component When such an analysis is carried out for water 
consumption, one finds that between 10% and 60% of the total water supplied to the 
distribution network is left unaccounted for by any user category. A typical breakdown 
of consumption by component is given in the publications by the National Water Council 
[183, 184]. Although leakage is often quoted as a percentage, it is generally dealt with in 
units of 11 property I hour since this quantity relates more closely to the demand structure 
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in terms of domestic dwellings rather than pump or reservoir output. Until recently, the 
quantity was a somewhat arbitrary value derived as the remainder following the calculation 
of the estimated consumer demand subtracted from the reservoir and pump outflow (ie 
the total network supply). Clearly, for a given amount of water flowing into the network, 
i f the consumer demand was over-estimated then the leakage rate would be proportionally 
lower. Nowadays more detailed studies are normally made with less room for errors of 
judgement, however, since actual consumer demand is very rarely known, most leakage 
calculations are still fairly approximate. 
The term 'water unaccounted for' comprises two main components, 'wasted' water 
either lost from the distribution system through leakage or allowed to escape for no useful 
purpose and meter under-registration, ie measurement errors. In considering the quantity 
'waste', it is useful to remember the method of 'waste metering' currentiy standard 
practice throughout the water industry [112]. Here, the water flow due to leakage is 
indistinguishable from that due to base load demand from malfunctioning cisterns or taps 
left running. 
Water loss can occur anywhere in the distribution system including the commu-
nication pipes that lead from the supply main to the individual households. This type 
of waste is considered the user's responsibility and since water meters are not generally 
installed in U.K. properties it cannot be accurately measured. In general this can be 
detected in waste and district metering using step tests provided the level of leakage is 
large enough. 
1.4 Unit Costs of Leakage 
The justification for expenditure on leakage reduction is normally based on previous 
experiences of prudent operating practice than on a cost by cost breakdown. This is 
because an exhaustive analysis of the cost of leakage is nigh impossible. The true cost 
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can include any or all of the following depending on the size of the burst and how long 
it has been undetected, however, items vi) — viii) are more difficult to allocate a cost to 
and are therefore often excluded from the analysis: 
i) Treatment and pumping costs of lost water, 
ii) Man-power costs in detection; 
iii) Network repair costs; 
iv) Highway and property repair costs; 
v) Capital expenditure acceleration due to artificially increased demand (ie requirement 
for reservoirs ahead of time and oversized pumps etc); 
vi) Poorer public relations especially during hose pipe bans etc.; 
vii) Water contamination caused by the ingress of detritus from outside the leaking 
pipe; 
viii) Loss of supply pressure possibly infringing the 'levels of service' guide-lines. 
Although the W.R.C.'s "Report 26" [228] does attempt to provide an analysis of 
leakage costs, it is not difficult to see that individual analyses will differ greatiy from 
one system to the next depending, for instance, on how close the network is to operating 
at its maximum supply capacity. What is clear is that costs are substantial and are a 
considerable proportion of the total cost of network operations, an example of these costs 
are given in [257] and other incentives for leakage control are reported in [197, 226]. 
1.5 Leakage Detection and Control 
Leakage detection methods in use at the present time use waste metering as a 
method to determine the net night flow into an area or drop tests which determine the 
reservoir draw down during the night-time periods. The results are compared to the 
expected night time demand for the area and an assessment is made as to whether this 
demand is abnormal or not. The burst pipe is normally located using 'step tests' which 
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cordon off smaller and smaller areas with flow meters until the actual area with the ab-
normally high demand has been found. This process can take several night-time periods. 
Once the locality has been found the actual position of the burst is normally determined 
using listening devices (often a stick, one end of which is pressed on the ground, the other 
being held against the ear) or with the aid of leak noise correlation devices or sometimes 
using tracer methods [113, 130]. Slightly more sophisticated methods have been used by 
Divenot, utilising measurement variance analysis [94] and transient analysis [95]. 
Section 1.2 highlighted the problems of an ageing distribution system. Of course, 
high pressures whether transient (water hammer) or sustained, exacerbate the problem 
of burst occurrence. Transient high pressures are sometimes caused by inexperienced 
operators closing large valves too quickly or they can occur when one-way valves close 
or due to other phenomena [250]. Sustained high pressures are often unavoidable at night 
as the demand for water (and hence the pressure drop from the supply points) decreases. 
Many schemes have been introduced to control pressures using modulating valves known 
as PRV's (pressure reducing valves) [24]. 
1.6 The Need for On-line Monitoring 
Leakage control is not the only problem faced by the water supplier and it is 
certainly not the most serious from the operator's point of view. The operation of a 
water network on a day to day level is more concerned with the problem of providing 
customers with an uninterrupted supply of unpolluted water at a pressure above a set 
minimum. If all the pressures in a distribution system were known, then alarms could 
inform the operator whenever a pressure violation occurred. Furthermore, this information 
leads direcdy to knowledge of the flows, whereupon, if a quality problem occurred, the 
operator could trace the contamination back to its source. So it is clear that on-line 
monitoring, leading to a full knowledge of flows and pressures within a distribution 
- 6 -
system is a desirable objective even if the operator is only really interested in violations 
of predetermined levels rather than the precise numerical values. 
The principal control that the operator can apply to a network is via the pump 
schedule. A good operator will produce an energy efficient schedule that balances the 
security of the system against the operational cost. Since energy management implies 
control, the industry is increasing its expenditure on LC.A. (instrumentation, control 
and automation) schemes [230, 231] and it is now highly relevant to consider more 
sophisticated monitoring and control systems and to exploit some of the recent methods 
from control engineering technology. 
As the sophistication needed for control increases, more elaborate schemes are 
required. This has resulted in the installation of telemetry and S.C.A.D.A. (supervisory 
control and data acquisition) systems as part of the I.C.A. strategy for water distribution 
systems and has enabled the operators to control entire systems centrally, as reported in 
a number of publications, such as [25, 33, 36, 45, 77, 93, 123, 161, 163, 168, 200, 211, 
253]. 
The availability of more advanced telemetry schemes has opened up new possibil-
ities in network monitoring and control. Recently, several researchers have formulated 
the pressure control problem as an optimisation problem [49, 122, 147, 236, 266]. One 
of the benefits of this type of optimal pressure control is that it can prevent leakage as 
well as reduce the loss due to existing leaks. All these methods are based on computer 
models of a water distribution system and on measurements obtained from the system. 
A number of monitoring schemes have already been proposed [38, 66, 70-74, 84-
89, 118] however, an on-line monitoring system should be adaptable (that is, it should 
be possible update the parameters of the model as the parameters of the system change) 
and it should be able to detect and identify instrumentation errors. The systems proposed 
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in these earlier works do not fully provide these capabilities. SterUng and Bargiela [12, 
235], however, have proposed the use of static state estimation for on-line monitoring of 
water distribution systems and also proposed bad data identification and leak detection 
methods. 
I J Thesis organisation 
This thesis can be considered to be made up of four main sections. Section 1, 
comprising Chapters 1 and 2, being introductory in nature, provides the background upon 
which the thesis is based. Chapter 2, in particular, reviews the suite of software known 
as 'WASMACS' (Water Systems Monitoring And Control Software) and introduces the 
current work in that context. The principal idea behind this entire thesis, that of adaptable, 
robust, on-line monitoring of a water distribution system, is presented in this chapter 
together with the structure of the proposed overall control system. The software produced 
in this work is also summarised in Chapter 2. 
The next section, comprising Chapters 3 and 4, considers the design and exploita-
tion of a relational database as a means of storing the network data in a readily adaptable 
form. Chapter 3 outlines a new relational database approach to the upkeep of asset records 
in a form suitable for on-line modelling; Chapter 4 introduces a new network topology 
determination method exploiting relational algebra and introduces a novel method for the 
automatic construction and upkeep of network models. 
The 3'"'^  section, comprising Chapter 5 only, is concerned with the accurate math-
ematical representation of water network flows. In this chapter, various flow models are 
analysed and novel modifications are introduced to allow reliable automatic combination 
of serial and parallel network elements without operator intervention. Furthermore, a new 
method for dealing with lumped consumer demand is presented that allows the records 
of die demand to reside along with the pipe information rather than be nodally based. 
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Finally, on-line monitoring is the theme of the 4*^* section, comprising Chapters 6 
and 7, wherein the concepts of state estimation are examined and fault detection schemes 
are presented. Chapter 6 introduces a new robust method of state estimation for on-line 
monitoring of water distribution networks that is capable of detecting and identifying 
anomalies in the in-coming measurements and exploits all the functionallity and adapt-
ability of the ideas presented in the foregoing chapters. Chapter 7 presents a new method 
for anomaly diagnostics which differentiates between measurement errors, leaks and other 
topological changes. 
1.8 Main contributions of this work 
This work has encompassed a range of disciplines. The main and principal achieve-
ment of the work is the proposal of an integrated scheme for water network on-line mon-
itoring, in order to support other operational control functions. This thesis describes the 
components of the scheme and proposes several new solutions for the various problems 
of long term use of such an on-line monitoring system. In particular, the thesis offers: 
1. ) A schema for relational database design that allows a set of asset records to form 
the basis of a network model; 
2. ) A new method for topology determination from asset data; 
3. ) A method for automating the construction of a network model from asset data 
and demand data such that demands are automatically lumped at the correct nodes 
whenever topological changes take place; 
4). A new method for converting between pipe resistance formulas and for combining 
parallel and series pipes using the Colebrook-White equation; 
5.) An analysis of distributed demands and the accuracy of lumped demand assump-
tions; 
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6. ) A new, robust method for solving the state estimation problem; 
7. ) A new method for discriminating between bad data types; 
8. ) A method for diagnosing network faults from measurement errors. 
In conclusion, this work represents a realistic step towards reliable on-line mon-
itoring through the application of robust state estimation techniques, underpinned by a 
reliable flow model and a flexible database. Until now, no state estimation algorithm 
could be used on-line for any length of time in the water industry because of the inherent 
inflexibility of traditional methods of modelling topological network data and lack of 
robustness of the estimation algorithms. As an endorsement of the significance of this 
work, a major water company has recentiy signalled its intention to validate the methods 
outlined, in an on-line field trial. 
A significant amount of software has been produced in this research project some 
of which is discussed in Chapter 2, the remainder in [191]. 
- 1 0 -
CHAPTER 2 
WATER SYSTEMS IMONITORING AND CONTROL SOFTWARE 
2.1 Introduction 
Computer modelling of water networks has been common practice for a number of years. 
Used principally in the design of new systems and modifications of existing ones, the 
analysis is also invariably helpful in discovering a wealth of information about an existing 
network from its actual topology to the whereabouts of the biggest demands on the system 
and the discovery of previously undetected leaks. The utility of network analysis packages 
is such that every water distribution company in this country uses one. 
In this work, a move towards automating the on-line analysis of water networks is 
proposed using on-line state estimation. To understand the background to this work, it is 
necessary first to present an overall framework into which the proposed techniques can 
be placed. This is the aim of the present chapter. 
2.2 Review of Previous Work 
The application of computational techniques in modelling the behaviour of water 
networks either as a snap-shot or over a 24 hour period has produced many software 
packages now in use in industty. They can be broadly sub-divided into the categories of 
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demand forecasting [135-137, 233, 234, 237, 238], network modelling [14, 15, 21, 28, 
37, 39, 40, 69, 72, 92, 96, 97, 124, 204, 244, 258] and pump scheduling [109-111, 121, 
171,181,189, 239-242, 267]. Other less common computational applications include the 
use of neural networks for demand forecasting [137], state estimation, dynamic network 
analysis [114], parameter tuning [201-203] and the use of expert systems [192]. 
Research into demand forecasting during the 70's using a number of techniques 
such as Fourier analyses and the ARMA method [233,234,237,238] produced algorithms 
to enable predictions of consumer demand over (typically) a 24 hour period. Using these 
predictions, pump optimisation (scheduling) programs are able to determine the most cost 
effective scenario for the forthcoming period based on initial and final reservoir levels, 
electricity tariffs and a disaggregated network model, e.g. [175]. However, for all but 
quite small systems, many of the proposed methods were quite unsuitable for real time 
use. Hence pump scheduling is essentially an off-line technique. As computer power 
increases this will be less true and more complex techniques will be used in real-time 
situations. 
On-line control of water distribution systems has been reported in several research 
papers [45, 77, 87, 168, 187]. Of particular note in this country is work by Fallside 
[109, 110], Sterling et al [236, 239, 241, 242] and Coulbeck [70, 73] all of whom have 
worked on the optimal control problem as applied to the operation of water networks. A 
number of network analysis packages such as WATNET produced by the Water Research 
Centre (W.R.C.) or GINAS :- Graphical Interactive Network Analysis System [72] have 
been suggested for use in an on-line mode. Indeed Coulbeck et al [73] have implemented 
a system that combines with their GIPOS :- Graphical Interactive Pump Optimisation 
System to provide an on-line control facility. In their system, measurements of network 
in-flows drive the demand forecaster which produces an update on the last demand pre-
diction. From this up-date, the optimiser calculates a new set of pump outputs with the 
aid of a network model. 
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2.3 Telemetry 
In many areas, the water industry is implementing new instrumentation, automation 
and control (I.C.A.) schemes which provide operators with overall control of pumping, 
water distribution and treatment works etc. [25, 31, 45, 91, 163, 168, 187, 200, 232]. As 
a part of this, supervisory control and data acquisition (SCADA) systems, ie. computer 
or microprocessor based telemetry systems, have been installed and now process a wealth 
of on-line data for immediate display via semi- or full graphical displays. 
Telemetry computers collect large quantities of data from field transducers either 
direcdy or, more commonly, by polling outstations which are connected to a small number 
of instruments. The possible connections to a telemetry computer, called 'points', can be 
analogue, digital or status (ie off/on). The telemetty system may permit certain analogue 
signals to be displayed directiy but in more modem systems the computer processes all 
measurements in a digital form. The information is displayed on purpose built, often 
semi-graphic consoles. Operator intervention is necessary to issue control commands 
back to the system depending on the observed state as reported by the telemetry. Many 
telemetry computers have simple filter algorithms available as built in functions to enable 
the operator to observe the mean value of a noisy signal. Furthermore, limit checks can 
also be applied to incoming signals and these checks form the basis of alarm reporting. 
Alarms often occur in groups and in tiiis case, logic circuits determine the 'up-sequence' 
which tells the operator the sequence of events following an alarm state. 
An example of a filter algorithm commonly used in telemetry systems is the expo-
nential filter which can be expressed as: 
4*=+^ ) = axf -Kl - a)x(^+i), = 1 , . . . cx) (2.1) 
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where (fc) is the iteration count, x/ refers to filtered data and x refers to unfiltered data. 
This simple algorithm is trivial to implement in software and therefore is often used in 
on-line control applications. 
Assuming that a telemetry system exists or is intended for a particular water distri-
bution network then a certain amount of useful real-time data will be available however 
noisy or corrupt. Telemetry computers are not able to determine (except very crudely) 
which measurements are true values and which are inconsistent with the behaviour of the 
network since they do not pojssssa model of the network behaviour. This observation has 
motivated research into state estimation techniques reported in Chapters 6 & 7 which in 
turn, has motivated the work presented in the other chapters. 
2.4 Outline of WASMACS Modules 
2.4.1 Background 
The work reported in this thesis represents the central theme in an on-going research 
project concerned with the design of a complete on-line monitoring and control system 
for the operation of water distribution systems. 
The research encompasses demand forecasting, static and quasi-dynamic water net-
work simulation, parameter estimation for automatic tuning of network analysis models, 
large scale pump optimisation, optimised valve control for leakage minimisation, state 
estimation for on-line monitoring, telemetry simulation for measurement noise level stud-
ies and sensitivity analysis, meter placement studies, network security analysis, relational 
database design, expert systems design for prediction of anomalies in demand forecasting, 
the application of neural networks and the design of very fast fully interactive graphic 
display systems. This project has resulted in the creation of the suite of software known 
- 1 4 -
E 
- 1 5 -
as 'WASMACS'. The intention and general philosophy of the research is to develop 
software for use, in a non-invasive way, in the control room as shown in Fig. 2.1. 
In this section, some of the relevant software modules which make up the WAS-
MACS suite will be introduced in order to explain the framework of the overall on-line 
control strategy. 
2.4.2 Demand Forecasting 
The objective of water distribution control is to satisfy consumer demands wher-
ever and whenever they occur. In the long term, an accurate prediction of the maximum 
load gives an indication of any expansion needed in the system. In the short term, the 
knowledge of the variation of water consumption makes it possible for the operator to 
take appropriate control actions. In the case of computer assisted control, short-term pre-
dictions provide the necessary information upon which optimisation depends, the more 
accurate and reliable the demand forecast, the more accurate and reliable the optimisation. 
The method used is based on the ARIMA modelling technique. After stationorisa-
tion of the demand data, the parameters of the model are estimated, and the suitability of 
the model structure is checked. The model is then expanded in time in order to produce 
predictions. Parameters of the model are updated every time a new demand measurement 
becomes available. The general form of the ARIMA equation being: 
(1 - (t>iB - <f>2B^ . . . - <l>pBP){l - B'^)Zt = (1 - e^B - 62B'' . . . - <?,J5')At (2.2) 
Where: 
p is the order of the Auto Regressive component; 
q is the order of the Moving Average component; 
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d is the difference order which account for the trends in the time series data that 
have a period longer that the span of the time series; 
Zt — value of time series at time t; 
At = value of residual white noise time series at time t; 
S = the backshift operator, where 
BZt = Zt-i (2.3) 
B'^Zt = Zt-d (2.4) 
<f>i...<j>p = Auto Regressive weighting parameters; 
$1 ...6g = Moving Average weighting parameters. 
Although this method of demand forecasting is normally highly accurate, demands 
in water supply areas are prone to large fluctuations caused by calendar based events, 
weather based events and changes in the network. Knowledge pertaining to these effects 
can be stored in a knowledge base and used to alter the demand forecast to provide a 
more reliable prediction of the actual demand. 
An alternative, and more robust method developed by this author and his Ph.D. 
student, uses a simulation of a neural network in an algorithm known as a single layer 
neural network [137]. The advantage of the neural network approach is that die inputs to 
the network can include weather data such as temperature, rainfall and sunshine hours. 
The method employed for on-line use is to first categorise the preceding days into 4 'day 
types' which describe a range of general weather conditions and base the forecast on that 
information so that the operator does not have to guess temperature, rainfall and sunshine 
hours for the day of the prediction. 
A fully colour graphic interface is provided since in demand forecasting, it is 
considered important to give the operator as much information as possible. Only then 
can the operator make informed decisions about the current evolution of the demand as 
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it varies over the preceding week (for instance). The user can select between weekly 
forecasts, daily forecasts, stepping forward or backward a day at a time to investigate 
either new forecasts or examine the prediction error when the actual demand data has 
been received. Details from the knowledge base such as average temperature, sunshine 
hours, rainfall etc. are also shown graphically where appropriate [135-137]. 
2.4.3 Telemetry and Distribution System Simulation 
The static system simulator has principally been developed to provide a facility for 
operational control policy studies without the difficulties inherent in carrying out such 
studies on actual water systems. The simulator provides realistic data about the sys-
tem performance by modelling telemetry malfunction in addition to normal measurement 
noise. In its present form, the package allows operator intervention to change the status 
of any control valve in the network, as well as to introduce additional nodes representing 
leakages. The simulator also enables the level of measurement noise to be varied and 
it allows gross measurement errors to be introduced arbitrarily into the telemetered data 
base. There are three programs in this suite: the network simulator; the telemetry sim-
ulator, and the operator's interaction program. The three programs were designed as a 
test bed upon which the other algorithms (e.g. state estimators) developed in this work 
could be validated. The overall structure is shown in Fig. 2.2. 
The simulator calculates an exact state of the water system by solving the square 
set of non-linear mass-balance equations using a Newton-Raphson iterative procedure. 
The flow model can either be the Hazen-Williams equation or the Colebrook-White 
equation. High computational efficiency has been obtained tiirough rhe use of sparse 
matrix techniques. Network parameters can be stored in a relational database or can be 
read from files. A more detailed description of the equations involved is presented in 
Chapter 5 and in [254]. 
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2.4.4 Meter Placement 
Very few water distribution networks have sufficient on-line measurement systems 
to monitor the network state in real time. However, in many cases, some instrumentation 
is available. For example, pumping stations and reservoirs are normally reasonably well 
instinmented and metering points are often available for direct installation of portable 
instruments for data logging or minimum night flow monitoring. Such metering points 
could in fact be utilised in an on-line monitoring scheme. In order that a network is state 
observable, a necessary (but not sufficient) condition is that 
p = - > \ (2.5) 
n 
where p is the global measurement redundancy, m is the number of measurements and n 
is the number of state variables. A useful alternative is to define the redundancy in terms 
of the surplus measurements, ie m - n, since this indicates the maximum number of bad 
data that can theoretically be detected. 
The majority of measurements used by a state estimator can, in fact, be nodal 
load (demand) measurements obtained on a house count basis without incurring installa-
tion costs. These 'measurements' (sometimes termed pseudomeasurements [12]) together 
with on-line pressure and flow measurements from the field telemetry make up the mea-
surement vector z. The physical location of these measurement points is crucial to the 
performance of any state estimator [150] and provides the sufficient condition for observ-
ability, namely that the matrix, 
E = (J^R-*J) (2.6) 
is non-singular or, equivalentiy, that the Jacobian, J, is of full rank. (The terms of Eqn. 
2.6 and its derivation are given in Appendix 2). A number of authors have proposed 
methods for observability determination based on network topological algorithms [13, 
56, 57, 116, 153, 179]. The reference [116] departs form the other methods, which are 
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largely variations on the same theme, by using the programming language PROLOG in 
an exceedingly compact algorithm. 
The observability problem consists essentially in determining whether the measure-
ments currently available to the state estimator provide sufficient information to allow the 
computation of the state estimates. The meter placement problem extends this concept by 
attempting to achieve a metering system design which will guarantee reliable estimates 
even in the event of metering or telemetry failures. Optimal meter placement therefore 
consists in determining the positions of a limited number of meters whilst maintaining 
the metering and installation costs to a minimum [1 , 133]. 
Generally, the addition of a meter to an already observable network will increase 
the accuracy of the state estimates. This is because the basic information used at the 
nodal level in any simulation or state estimation program are the nodal demands which 
are inherendy very unreliable measurements since it is virtually impossible to predict the 
general behaviour of small populations of consumers. The new meter installation, on 
the other hand, constitutes a cost which should be kept to a minimum. The objective of 
optimal meter placement is therefore to minimise the variance of the state estimates whilst 
minimising the length of the connection from the control centre and also minimising the 
total number of installations. This is therefore a multi-objective minimisation problem 
and is solved by systematically improving the measurement system starting from one that 
contains only demand measurements. The model used to define an optimal measuring 
system for state estimation can be stated as follows: 
mmCt = f2Si (2-7) 
»=i 
minC2= (2-8) 
min C3 = Nk (2.9) 
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subject to: 
S f < f i i t = l , . . . , n (2.10) 
for a system with n state variables and m measurements and where dj represents the 
distance from the y*'* meter to the control room, is the total number of instruments 
used, and 
S f = Sii (2.11) 
and E is as defined in Appendix 2. /?is the upper bound on the variances as defined by 
the user. 
2.4.5 Valve Control 
The primary aim of a water distribution control system is to maintain sufficient 
pressure to ensure that all demands, wherever and whenever they occur, can be met. The 
idealised objective of network operation is to keep the pressure of the water, relative 
to ground level, in each individual node constant at a predefined level. This set of 
pressures is often referred to as an optimal head profile. However, owing to the head/flow 
relationships in the network the optimal head profile can only be maintained in a few 
nodes of the network, whilst in the others, the operational pressure remains higher. As the 
complexity of a distribution network grows, the task of achieving an optimum pressure 
becomes more and more difficult and the average over-pressure tends to increase. This 
in turn results in an increased energy cost, increased volume of distributed leakages and 
higher risk of major bursts, particularly during the night period when the pressure rises 
due to decrease of consumer demand. The volume of leakages in complex networks is, 
on average, approximately 25 - 30% of the total production and consequentiy represents 
die main potential for improvement of water distribution system economy. 
Pressure control is possible through the use of valves (pressure reducing valves 
or PRV's) installed in the pipe network. However, computation of the optimum (time-
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varying) valve settings is a relatively difficult task due to the high dimensionality of 
the optimisation problem and nonlinearity of the network model. To overcome this, 
a method which is based on successive linear programming using the sparse revised 
Simplex technique was developed which takes ful l advantage of the sparse structure of 
the problem to achieve low solution times. The problem is posed rather like the state 
estimation problem but instead of minimising errors between the observed and computed 
measurements, the algorithm minimises the errors between the observed and desired 
head profile by adjusting valve settings within its network model. This work was initially 
developed by Bargiela [236] but has been slightly refined as reported in two papers [49, 
266]. Similar work has also been undertaken by Jowitt et al [122, 147]. 
2.4.6 Pressure Control Using Both Pumps and Valves 
Using valve control only it is possible to effect this type of pressure regulation 
but only at a cost. Since no attempt is made to reduce the output of the pumps, the 
action of the pressure controlling valves is to throtde the flow and hence dissipate some 
of the energy from the pumps. A natural progression from valve control is to implement 
a combined optimal control system that utilises any available variable speed pumps as 
well as the control valves. 
The minimisation of the difference between the observed and the reference pressures 
is achieved by adjusting both valve and pump parameters in a linear programming model. 
There is much similarity with the method oudined in Section 2.4.5 for valve only control 
except that in tiiis method the control variables include pump speed. In the algoritiim, 
numerical weighting coefficients are used to ensure that the pumps are not subjected to 
undue cycling [266]. 
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2.4.7 Discrete Time Simulation 
Although a static analysis suite is provided, it is often necessary to carry out 
extended period simulations to validate operational control policies, to carry out design 
exercises and to determine limits of system security. 
The discrete time or 'dynamic' simulator (strictiy speaking, 'quasi-dynamic' since 
pressure transients in pipelines are not computed) performs an extended time period simu-
lation calculating all network flows and pressures as in the static simulator but integrating 
reservoir levels and resolving pump equations at each step to derive the new boundary 
conditions for the next time step. Demand profiles are stored individually in the relational 
data base, as are pump profiles. Demand information is stored on a per-half hour basis 
whereas pump profiles are stored in activity/time-of-day couplets. Models of fixed and 
variable speed pumps are available together with variable throttie, level switched valves, 
control valves, pressure switched valves etc. The time step interval can be varied during 
the simulation and pump curves can be interpolated from measurement data. 
2.4.8 Pump Scheduling 
Pump scheduling is a dynamic optimisation problem tiiat must take account of 
system storage, time-varying electricity tariff structure and operational (hydraulic) con-
straints in order to minimise the overall operational costs for a particular control period. 
The problem must be formulated and solved so that given Uie forecasted demands for 
the coming 24 hour period (say), die initial and final reservoir conditions, die unit and 
maximum electricity charges and the set of hydraulic network constraints, an optimised 
programme of pump activity is found. Hence the actual optimisation is non-linear and 
the constraints are non-linear. Unfortunately, die problem as stated is also non-convex, 
due to the need to include the maximum electricity tariff. The inclusion of discontinuous 
variables representing fixed speed pumps, one way valves etc. also cause non-convexity. 
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In the WASMACS suite, a new non-linear optimisation algorithm has been designed 
employing the generalised reduced gradient (GRG) method and a non-linear network sen-
sitivity analysis. Thus, the scheduling problem encompasses the entire network operation 
problem rather than being a simplification or ignoring the non-linear hydrauUc constraints. 
The only simplification that is currentiy made is in the treatment of the monthly maximum 
demand charge. To take into account of this, a hybrid model is used in which the cost of 
the monthly maximum demand is weighted recursively into the overall day's operational 
cost function. The algorithm has been designed so that iterations always proceed in a 
feasible solution space and thus will find better and better Qocal) optimal solutions. 
2.4.9 Security Assessment 
Security assessment for water supply and distribution systems is split into two 
levels: the lower level is concerned with distribution network operation and levels of 
service whereas the higher level considers the security of bulk supply. The discrete time 
simulator is used to model the system behaviour beyond the normal range of operations, 
by modelling failures of system components and identifying the areas where violations 
of statutory pressures has taken place. An interactive graphics facility is being developed 
to permit the system operator to select and evaluate any potential contingency. 
Security study at the higher level aims to determine the minimum storage of service 
reservoirs to safeguard the bulk supplies against some anticipated crisis events. The effect 
of different failure events on the suppUes is identified by network simulation and the 
occurrence of such events are assessed by probability analysis. Based on the dynamic 
relationship between the failure probability of supply facilities, the availability of pumping 
capacity and die diurnal demand profile, a time-varying minimum storage level for the 
service reservoirs can be determined. For different levels of risk, a set of 'control curves' 
can be produced to provide the system operator with secure operating guide-lines [265]. 
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This system is currendy under development and is designed to be used in conjunction 
with the optimisation suite. 
2.5 Proposed Control System 
The major components of the suite of software described above are designed to 
work in a composite control loop as shown in Fig 2.3. This is described as follows. The 
measurements from transducers in the field are validated in the state estimator and any 
errors detected are removed as described in Chapter 6. The state vector is then made 
available to the pressure control package outiined above in Section 2.4.5. Disaggregated 
demand data is passed to the demand forecasting module which calculates the next 24 
hour demand profile, principally for use in the pump scheduling package and the security 
assessment package. Output from the pump scheduling program is passed to the pressure 
control program which uses the current state vector to determine an incremental, optimal 
adjustment for the valves and pumps in the network. The control signals derived from 
this last package are passed to the telemetry system. 
The proposed system therefore comprises a cascade control loop widi die longer 
term controller (pump scheduler) computing the set points for the faster controller (pres-
sure control) which controls the pressure changes resulting from short term fluctuations 
in demand not predicted by the demand forecasting system. The outer loop is con-
cerned with the diurnal system behaviour whereas the inner loop calculates a snap-shot 
optimisation based on the current state of the network. 
Underpining each of these packages and providing a number of different services is 
the relational database. The service provided to the state estimator (which, in this sense 
is nearly identical to die pressure control program) is detailed in Chapters 3 and 4. The 
pump optimisation, security assessment and demand forecasting systems all exploit the 
relational database and use it for model storage, pump and valve profiles, demand profiles 
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for a range of user types (e.g. industrial, commercial, agricultural and domestic) and a 
host of other data. 
In the chapters which follow, only the components essential to on-line monitoring 
are discussed whereas the remaining components, considered outside the scope of this 
thesis, are reported in the references already given. 
2.6 Conclusions 
The macroscopic theme of this work has now been presented. As stated earlier, 
the objectives of water systems control is to provide a continuous balance between water 
supply and demand at a minimum cost without violating predefined limits on head, water 
quality or the amount of water stored in the system for emergency demands. This can 
only be achieved optimally i f two things are known at all times: the system's current 
state and the system's predicted state. Therefore a pre-requisite to optimal control is 
optimal observation, which also has its own pre-requisites. To build an optimal observer 
one needs a representative model of the system and for this model to be representative, 
i t has to be kept constantiy up to date. 
Although some of the other packages mentioned in the previous section have been 
developed by the autiior with die help of odiers they are not die main concern of diis 
thesis, instead, the principal concern of this work is that part of die control loop which 
represents the provision of a continuous and accurate determination of the system's state 
vector together with the implicit problems of the maintenance of the observer model. 
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CHAPTER 3 
F L E X I B L E ON-LINE DATA STORAGE 
3.1 Introduction 
The primary function of the algorithms developed in this research is to provide a database 
of live, validated information about a distribution network and its associated equipment. 
The techniques to provide this information are presented in the chapters 5,6 and 7, however 
it is necessary first to consider how that data should be managed. 
Water distribution networks are highly complex and a vast amount of data is nec-
essary to describe them accurately. Some data are static (e.g. the location of a pipe), 
some data are slowly or infrequentiy changing (e.g. the internal roughness of a pipe, or 
the network topology) and some data are dynamic (e.g. the measurements). The fact that 
a significant portion of the network data is constantiy changing is often ignored in the 
design of simulation and analysis software and this can result in the stored information 
in use by these algorithms becoming out of date and eventually bearing litde relation to 
the actual physical plant. This becomes a serious matter in on-line control schemes i f the 
methods used for control need to rely on an accurate mathematical model of the system. 
In storing large quantities of data it is normally convenient to partition them into 
categories such as tables, however, it is crucial to ensure that data stored in a multitude 
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of tables are self consistent and that access to subsets of this data is straight forward. 
Efficient methods of data management that provide access to both parametric data and 
dynamic data for a distribution network are therefore necessary. 
The term 'database' is frequentiy used to mean a collection of (ordered) data 
stored on a computer where access and update permission is granted to an arbitrary 
number of separate tasks. Recendy a number of proprietary software systems, called 
Database Management Systems (DBMS), have become available for the maintenance of 
large amounts of data for which the user interface and management tools have been 
designed by the supplier. It is important to recognise the difference between the two 
areas of research under the name of 'database design'. The first is the design of the 
DBMS, this includes the design of the user interface, the method of processing requests, 
data handling at the logical (file) level and data handling at the physical (disk) level. 
The second area is the design of a database schema. The schema is the form in which 
the user perceives the data to be stored, schema design involves an understanding of 
the data model and of the functional dependencies of the data within die model. In the 
present work we are only concerned with this latter problem and not with the database 
management system design. Two proprietary DBMS's have been used to support this 
work, namely 'RDB' produced by Digital Equipment Corporation and 'Ingres' produced 
by Relational Technology Inc. [81]. 
This chapter introduces the design of a relational database which is shown to result 
in an efficient mode of operation although the access times are significantly increased in 
comparison to an earlier 'common block' approach. It is argued that the benefits arising 
from the database approach outweigh the increased access times. The chapter is organised 
as follows: a review of recent work in the application of database technology is given in 
Section 3.2; Section 3.3 discusses the mediod of sharing data in a database dirough die use 
of common areas of computer memory; Section 3.4 reviews current database technology; 
Section 3.5 presents die design philosophy and criteria for a relational database schema 
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design to support an on-Une monitoring and control facility; in Section 3.6 the actual 
design is presented and the various tables that make up the schema are Usted; in Section 
3.7 the concepts of database optimisation are considered; Section 3.8 explains the method 
of accessing the data in the database and outiines the data control problem for programs 
designed for on-line operation; performance testing is reported in Section 3.9 using 
water network related database transactions; finally the relational database approach is 
summarised and conclusions are drawn in Section 3.10. 
NB. In this chapter and the next, typewriter s c r i p t is used when referring 
to a specific database operation, such as i n s e r t or when referring to a table or attribute 
within a table, for example Pipes or Pipes. length respectively. Table names are 
always given a capital first letter whereas attribute names are written entirely in lower 
case. The table name is omitted, e.g. length, whenever it is clear which table is being 
referred to from the context. 
3.2 Review of Recent Work 
Although work on relational DBMS design had been widely published in the early 
and middle 1970's, e.g. [30, 60-63, 80, 253], much of tiie database schema design 
undertaken in that decade for utility applications (which was mainly limited to power dis-
tribution systems) was proceeding independendy of tiiese early ideas and hence practically 
all of the systems proposed were non-relational. The then more popular CODASYL ap-
proach [59] was having greater impact on design methodologies and evidence of this 
bifurcation in design approaches is still apparent today. 
The major design problems and ideal requirements of a database intended to un-
derpin the operation of a large energy management system (E.M.S.) were identified by 
Anderson and Smith [9]. In their paper a number of the traditional problems of database 
management system design such as read/write locking, data security etc. are inQX)duced 
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along with certain requirements unique to the E.M.S. application area. These additional 
requirements included the need for fast database access times, data sharing between a 
multitude of users or tasks and the ability to access a database history to determine the 
scenario leading up to and during particular events of interest. Their paper oudines the 
design of both an inverted list database management system and a schema to overcome 
the problems mentioned. 
Hierarchical database structures closely match the natural order of objects in large 
scale physical systems and this inherent structure is exploited by many researchers in 
the field [138, 208, 209]. Ben-Yaacov, [23] introduces a 'fixed' hierarchy of four levels 
comprising: the database system name; the major objects within the system (e.g. busbars, 
lines etc); the individual components of those major objects and lastiy, the parametric 
and measurement data pertaining to these components. The advantage of this restrictive 
approach is there is that the query language is straight forward to construct and the access 
times arc kept to a minimum. Lehman and Mattioni [154], provide an overview of the 
hierarchical, network and relational database models, arguing that there will be a trend 
towards the use of proprietary database management systems in the fumre rather than 
'home grown' types. 
The 'PRIMO' database system [151] mimics the relational model (but fails to meet 
Codd's requu-ements [64, 65], as listed in Appendix 1, for a fully relational database). 
However, the approach is based on two dimensional tables (arrays) which arc queried 
using row - column ordinates. A set of these arrays make up a schema and any number 
of schemas can be handled in die overall system. Because of die simplicity of die system 
it is considered to be suitable for real-time applications. 
e 
In [17] and [18], Baumann and Bayer introduce a hierarchy for die time dependant 
nature of data in an on-line monitoring and control system and also discuss die various 
operational tasks ranging from on-line cond-ol to long term planning. Their observations 
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lead to recommendations regarding the different treatment of slowly varying and quickly 
varying data in order not to loose the utility of database systems on the one hand and not 
to compromise the real-time requirements on the other. 
Schwab et al [215] argue that the many unused features that are present in com-
mercial database systems add an unnecessary system overhead. Instead, they propose a 
semi-relational system that has been designed with performance in mind. The ability to 
join relations or form views is not provided in their system. A fully relational scheme 
was developed by Dambourg et al [79] and applied to the problem of (off-line) protection 
system design for power systems. In that approach a commercial system was used along 
with a variety of network analysis software. More recentiy Gann [117, 118] has inves-
tigated the applicability of two commercially available relational database management 
systems in conjunction with discrete time simulations of power distribution networks and 
found that even with a large (72Mbyte) RAM disk, the access times did not suggest that 
relational databases should totally replace other, more time efficient, methods of storing 
data. Further notes on power systems database design can be found in [214]. 
3.3 Data Sharing Using Task Common Memory 
An efficient but inflexible means of allowing two or more tasks to communicate is 
via shareable areas of computer memory. This can be achieved by the use of identical 
FORTRAN77 named task common blocks in the tasks concerned and die 'memory resi-
dent' installation of those common blocks. When a shareable area of memory is allocated 
to two or more tasks, the physical addresses of the identifier names defined as common 
to the separate tasks are identical. The method is computationally efficient because at run 
time there is no actual transfer of data from one task to the next since both tasks simply 
use the same addresses for the shared data. Since there is no computational overhead, 
there is a very significant improvement over (say) the use of a shared file to pass the data 
especially i f the quantity of shared data is large. However, since the stiiictures to do tiiis 
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are static data structures defined prior to linking the object modules, it is impossible to 
change them at run time. Consequentiy, the programmer is tempted to define areas which 
are much larger than is needed to avoid subsequent re-sizing and rc-installation. 
Furthermore, task common blocks are not defined in common high level languages 
such as ANSI FORTRAN77 and are not available under all operating systems. In any 
event, the method of installation is operating system dependent and hence code to do 
this is not portable. Another draw back of this method of data sharing is that it is not 
straight forward to mix programming languages and this constrains the programmer to 
use one chosen language only. Since the data structure is fixed it is also difficult to add 
third party software modules that should have access to the database. A final problem 
with this type of structurc is ensuring data consistency. There is an inherent danger of 
inadvertendy overwriting the data although this can be theoretically avoided by using a 
system of flags passed between the tasks. 
3.4 Current Database Technology 
There are three basic data structures employed by database management systems, 
namely: 
• Hierarchical databases; 
• Network databases; 
• Inverted Ust databases (of which relational databases are a subset). 
Hierarchical data can be viewed as a tree structure with an implied superiority and 
dependence for each record stored in the database determined purely by its position in die 
tree. The tree begins at its root node (the record stored diere being die only one widiout 
a superior or parent record) and ends at its leaf nodes (whose records have no dependants 
or child records). At each node the record comprises diree parts: die pointer (or link) 
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to the parent record, the data itself and the pointers to the child records. A hierarchical 
database is a collection (or forest) of such tree structures. Note that the structure of the 
hierarchical database is determined by the data itself and that deletion of nodes within 
the database can result in the so called triggered deletion of all the dependants. 
By way of an example, consider the hierarchical data model shown in Fig. 3.1. 
This structure shows the logical dependence of each instance of each data item. For 
example, a given instrument, "Flow meter 1" is to be found in "Pumpstation B", in 
"District B", in "Zone B", etc. Hence the search: 
S e l e c t a l l instruments i n Pumpstation B 
would therefore appear trivial and would not consume excessive computer time in execu-
tion. However, the following request would almost certainly be disproportionately more 
time consuming: 
S e l e c t a l l flow measurements 
This second request would involve the search of a large part of die database since 
it is the case that instruments can "belong to" any arbitrary piece of equipment and hence 
it would therefore be necessary to search every equipment node to see i f there were 
instruments present currentiy reporting values related to flow. These two examples show 
that the database structure should be influenced by the intended usage of the database if 
fast data retrieval is required and that an elegandy designed database (from the point of 
view that it matches the real world data dependencies) may produce a system that requires 
complicated and time consuming queries when unforeseen operations are necessary. It 
therefore follows that to design a hierarchical database perfectiy it is necessary to consider 
all the anticipated queries before settiing on a particular structure, a requirement that is 
virtually impossible to fulf i l . 
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The network data model is quite similar to the hierarchical system but here the 
tree is replaced by a graph. One can view a hierarchical database as a vertical structure 
and a network database as horizontal. Whereas in the hierarchical database the links 
do not themselves carry any information, in a network database they often do. Links, 
in a network database, can be of two types: information carrying and non-information 
carrying. Information carrying links specify inter-record relations such as'. . . is a member 
of . , , ' or ' . . . is located in . . . ' and are necessary when there is more than one path from 
one record to the next. The data definition model for a network database takes the form 
of a digraph. Complex search algorithms are required for the most efficient traversal of a 
network of records. The systems usually employ an explicit query language to determine 
the path to take after examining each record [82, 83, 208, 209]. 
In relational database systems, data is stored in what appears to the user as two 
dimensional tables, referred to as relations. The major difference between this approach 
and that of a hierarchical or network data model is that each data element stored is a 
simple data item. That is, pointers or links to other data items are not stored explicitiy 
but are implicit in the content of the database, this is in contrast to a hierarchical or 
network model where this information is in the database structure. The advantage of this 
type of linkage is that application programs can access a specific record directiy while 
application programs which need to exploit the parent, child and sibling relationships 
have to be provided with the connection information [215]. 
The main advantage of the relational approach is its structural neufrality [154] and 
this also highlights another major difference between the relational approach and the 
hierarchical or network approaches. Namely that the sdoicture of the relational database 
does not reflect the structure in the data model. Instead, the structure of the data model 
is described purely by the information stored i.e. the relations of the database. Hence 
the designer of a schema for a relational database need not worry about the likely queries 
to the database and need only consider the meaning of the data required. This facilitates 
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a flexibility to modify the structure that is not shared by the hierarchical and network 
database systems, since in these latter approaches the designer must provide for all desired 
interconnections between items when the database is first designed [31]. 
Another consideration common to all database systems is that of data integrity. 
This can be achieved by ensuring that all the transactions are disk based rather than 
RAM based, then loss of power does not mean loss of data. Further integrity can be 
built into the hardware, e.g. mirrored disks etc. Bond [29] has developed a relational 
database system that uses a multi-computer network to ensure integrity without the need 
to purchase extra hardware. 
Codd's initial design of a relational database was influenced by the idea of a 
universal data sublanguage based on predicate calculus to query the database [60, 61, 
62], although it was not until 1974 that Chamberlin and Boyce [41] actually proposed the 
first database sublanguage which was then called SEQUEL. Software houses producing 
DBMS's were also designing query languages and out of this work came an attempt 
to produce a standard query language to allow users to create schemas and transfer 
them to different DBMS's. In 1980 the language SQL (Structured Query Language) 
emerged out of a process of continual revision starting with SEQUEL and leading to 
the intermediate languages SQUARE and SEQUEL2 [42, 207]. SQL has now been 
accepted as an international standard by the American National Standards Institution 
(ANSI X3.136-1986) [8] but despite this few DBMS designers have adhered strictly to 
the standard and most offer extensions to it. 
SQL can deal with the components of a database at various levels. It contains 
statements that can be used to define the structure of the data, called Data Definition 
Language (DDL), it has statements for data manipulation, known as Data Manipulation 
Language (DML) and finally it contains statements for the control of transactions caused 
by the DML. This latter sublanguage is called DCL (Data Control Language) [141]. 
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3.5 Design Philosophy 
The flexibility provided by the relational database itself combined with the power of 
'embedded SQL' (i.e. SQL embedded in a host language such as FORTRAN) enables a 
new approach to be taken in handling the data produced or used by an on-line monitoring 
system for water distribution networks. In this section a design philosophy that attempts 
to maximise the potential benefits of such a system is presented. In addition, a number of 
terms that arise in current database work will also be introduced to clarify the explanation 
of the actual design proposed in Section 3.6. 
The main objective of the complete on-line monitoring system proposed in this 
work is to provide the plant operator with rcUable time varying plant information and 
to avoid burdening him or her with the additional duties of plant model maintenance. 
To satisfy the second part of this aim the data required for storage in the database must 
exactiy reflect the physical system and be stored in a form that can be used directiy by 
the analysis code. This combined goal presents one of the main difficulties in the schema 
design which, to date, does not appear to have been solved by other researchers. The 
primary objectives of the database design can now be stated. 
Main Aims: 
1.0 The complete system (database + analysis programs) must be able to respond 
quickly enough to ensure that the information provided is always relevant (ie real 
time operation is required); 
2.0 The system should exploit the desirable features of the relational data model in 
providing consistency and flexibility of data manipulation; 
3.0 The system must be able to determine the network topology automatically; 
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4.0 The system must keep track of the consumer demand location as the status of 
switching valves change; 
5.0 It should be possible to 'replay' events that occiu- in normal network operations. 
3.5.1 Data Requirements 
As shown in Fig. 3.2, we can consider each module in terms of its category 
either as a data input module, for example the SCADA system, as a data processing 
module such as the state estimator or finally as a data presentation system, i.e. the H.C.I. 
(Human Computer Interface). As an example of some of the data required in this on-line 
monitoring system, consider the requirements of the state estimator which has inputs of 
on-line measurements of flow, pressure, disaggregated demand estimates, estimates of the 
measurement variances, parametric information and topological information. The outputs 
take the form of vaUdated measurements, validated demand estimates, all network flows 
and pressures and a list of 'error information' derived by the state estimator. Much of 
the output is to be displayed graphically so that graphical coordinate information is also 
necessary. 
As is shown later in this chapter, the design of the database schema is such that other 
packages of the water systems monitoring and control suite which have been developed in 
earlier work [191] can share the same data access methods as the above packages. Since 
the underlying philosophy of the design is to store the data in the most simple format 
possible it is only necessary to consider the data itself and not the way in which it will 
eventually be used. Therefore there is no need to consider the function of any individual 
packages in this chapter. 
There are two basic data categories in each module of the WASMACS suite: 
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Data local to each task: 
- Algorithm control data; 
- Local variables. 
Global data, shared by two or more tasks: 
- Parametric (or system) data; 
- Measurement data; 
- Results data. 
The first (obvious) conclusion is that data in the first group need never be stored in 
the database. The second group of data is global in nature and more than one task or user 
may require a right of access to i t Therefore it is this set of data which is considered 
for the purposes of database design. 
The database wil l hold all tiie system data necessary for die analysis routines to 
function and additional data that is relevant in general to the system under control. The 
data stored wil l belong to one or more of the following classes: 
1.0 Asset Data: Data relating to the general assets of the water company, comprising: 
1.1 Objects or Static Data: Data relating to specific physical objects: 
1.1.1 Parametric Data: Data tiiat is used by one or more analysis routines; 
1.1.2 Benign Data: Data that is irrelevant to the model but is there to aid the 
operator; 
1.2 Dynamic Data: Data that is normally time varying; 
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1.3 Topological Data: The data that describes the possible topological structure 
of the network; 
1.4 Past Data: Data describing the past state of the static and dynamic data; 
2.0 Meta Data: Data about the data in the database. 
It is worth noting here the distinction between 'information' stored in the database 
and 'data'. Date [82] makes this subtle distinction for an arbitrary database but in our 
case the dichotomy is easier to see and moreover it clarifies the approach taken in this 
particular schema design. The term 'information' refers to the meaning of the data stored. 
It is this meaning of the data that imposes the structure of the design by virtue of the 
relationships between some data items and others. For example, the status of a valve 
(open or shut) is on the one hand atomic data (ie data in its simplest form) but on the 
other hand 'status' conveys topological information via the valve's relationship with the 
objects to which it is joined. 
An 'event' is defined here as a change to some data value in the database or the 
insertion of new data into the database. An event occurs when a valve changes state 
or when new measurement data is inserted into the measurements table. It is easy to 
see that events carry a temporal attribute since they occur at a given moment in time 
known as valid time. Objects must be given this attribute since they may change state 
at a particular time, from 'on-line' to 'off-line', for instance. Alternatively, it might be 
necessary to record when a tuple was updated in the database by (say) the operator. This 
version of time is called transaction time and is often used in the DBMS journal which 
keeps a record of the changes as they are made. The tiiird type of 'time' frequentiy used 
in databases is referred to as user defined time and is simply some arbitrary time such 
as the time (or date) tiiat a piece of plant is scheduled for maintenance. In re-running a 
previously stored situation it is important to re-build the precise system that was current 
at the instant of interest and hence the need for this temporal data. This will be discussed 
further in Section 3.6.2. The requirement to store temporal data has lead to the design of 
- 4 3 -
so called temporal databases [10, 82, 169, 226], however, these systems are the subject 
of current research and no working system seems to be available at present. In this 
work, a design is proposed that uses these three types of time unaided by the constructs 
of temporal databases and in so doing justifies, to a certain extent, the use of the term 
temporal database as a description of the present schema. 
(Each object stored in the database which has a graphical representation is given 
an attribute that allows linkage with a part of the database which is used purely for the 
graphics program. Graphical attributes are not stored in in the database since a relational 
database is far too slow to hold such data. This information has been omitted from the 
tables presented in this thesis since it is not directiy relevant to the research. Appendix 
3 describes the graphics package.) 
3.5.2 Schema Design 
Much man-power is currendy expended during distribution system modelling ex-
ercises, in the water industry, when producing a set of self consistent data values that 
represent the plant in a form suitable for the data processing software [68]. This exercise 
comprises: 
1.0 Obtaining the accurate parametric values for the plant items to be modelled; 
2.0 Deciding which plant items are relevant to the model and which are not. For 
example: 
2.1 The question of whether an item is connected to the main body of the plant; 
2.2 Whether (typically) the flow through a plant item is hydraulically significant. 
2.3 Which plant items have no bearing on the plant model (e.g. communication 
pipes, various fittings etc.) 
3.0 The process of lumping distributed parameters such as domestic consumer demand. 
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While it is not possible to fully automate the first exercise (although it is possible 
to automatically tune given values [201-203]) the second exercise could be automated to 
some degree and the third can be completely automated. 
In exercise 2.1, the status of the plant or of the switching valves connected to 
the plant wil l determine whether an item of plant is on-line or not. Since the status of 
switching valves can be stored in a suitable table it is possible to determine which plant 
items are hydraulically connected to the main plant simply by examining that table. 
The problem outlined in 2.2 is more difficult [48] and no automatic scheme is attempted 
here but instead the database operator can specify a parameter that determines whether 
or not the plant item is to form part of the mathematical model. Problem 2.3 is again 
operator determined but is also implicit in the database design. Note that the hydraulic 
effect of fittings and appurtenances is normally accounted for in the determination of the 
hydraulic resistance of a pipe. 
The hydraulic effect of lumping demand is investigated fiirther in Chapter 5 but the 
procedure can be automated straight forwardly where isolating valves are closed using 
the schema design itself as will be shown in Section 3.6 and Chapter 4. 
This general discussion on data requirements and the distribution system modelling 
process has clarified the uses of the database schema. It is now possible to proceed with 
an optimal (in database terms) schema design and hence the general philosophy of the 
database design is stated as follows: 
1.0 The highest degree of normalisation should be employed in the design of each table 
where it does not compromise the efficiency and robustness of tiie overall design. 
Normalisation is described in Appendix 1; 
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2.0 Referential integrity should be imposed on the set of tables but the tables should 
be designed so that a minimum of inter-table Hnks or triggers is required; 
3.0 The database schema should be determined by the meaning of the information 
stored as data and the degree of normalisation must not be constrained or compro-
mised by any one particular intended usage; 
4.0 Data duplication should not be allowed since this would lead to the possibility of 
inconsistency; 
Objectives 1 - 3 (above) ensure that the overall design is as open as possible so 
that any future programs can make use of the data stored without having to redesign 
any of the tables. This schema design philosophy will result in a parametric description 
being stored in its most basic and natural form for each physical plant item relevant to 
the totality of the system under control. This leads to the observation that the database 
model wi l l be a logical copy of the actual physical system. Of course, this introduces 
the operational constraint that the database must be kept up to date when the physical 
system changes in the course of normal network operations. (A special human-computer 
interface exists to aid the operator which is described in Appendix 3). 
3.6 Schema Design Implementation 
In this section the actual implementation of a schema design that follows the phi-
losophy outiined in the previous section is presented. The basic design is in two parts: 
tables and views. The tables store asset data, dynamic data, past data and meta data. 
Views are used to provide subsets of table data or subsets of combinations of table data. 
A view is practically the same as a table except that it does not exist in its own right, 
since it is derived from otiier tables (or other views). This section describes die format of 
the tables in die database schema, however, since views are more relevant to the operation 
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of the database (although they are strictiy part of its design), they are not discussed in 
this chapter and are left until Chapter 4. 
The design of the base tables in the schema can be divided into three categories. 
These include tables for storing asset data, tables for storing past data and tables for 
storing meta data. However, the majority of the tables in the finished schema merely 
contain data which is directiy applicable to the object in question and once the design 
philosophy explained below is understood no further detailed explanation of those tables 
is necessary. 
3.6.1 Asset Data 
To appreciate the philosophy behind this schema design it is not necessary to review 
each table in the database and so only a small subset of the complete set of tables will 
be explained in detail. For example, consider the P ipes relation: 
- 4 7 -
Table name: Pipes 
Attribute Data Type 
pipe_no integer 
link_no integer 
zone_i integer 
length r e a l 
diameter r e a l 
chw r e a l 
roughness r e a l 
m a t e r i a l char s t r i n g 
min_press r e a l 
max_press r e a l 
max_velocity r e a l 
no_connections integer 
population integer 
last_maint date 
sched_maint date 
os_ref char s t r i n g 
name char s t r i n g 
valid-time date 
trans-time date 
Table 3.1 
Note that a pipe is not assigned a graph theoretical direction, ie no information is 
given about the two nodes which, in a mathematical model, the pipe would lie between. 
This is because, in reality, a number of pipes of different material or diameter may 
be laid end to end between two nodes. In order to store the fact that a pipe is often 
part of a physical system that connects two nodes, the link_no attribute is specified. 
Pipes. link-no is a foreign key to the primary key Links . link-no and is therefore 
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explained in the description of the attributes in the Links table. The zone_i attribute 
signifies an area determined by pressure controlling devices such as pumps or valves, 
therefore a pipe can be a member of one, and only one zone. The population attribute 
refers to the number of consumers distributed along the pipe. The explanation of the use 
of trans_time and valid-time attributes is left until Section 3.6.2. Additional, 
benign data such as ordnance survey reference, a descriptive name, the post code of the 
street and the pipe's maintenance history (as recommended in [52]) is also provided as 
well as the parametric data which itself does not need any further explanation. 
The Links table (below) is an example of topological data: 
Table name: Links 
Attribute Data Type 
link_no integer 
node_i integer 
node_f integer 
trans-time date 
valid-time date 
type char s t r i n g 
Table 3.2 
A link is a path between any two adjacent nodes in the network, which, in the 
mathematical model wil l form one equation relating head difference to flow. In the 
database, it is given a designation depending on die most hydraulically significant element 
which it contains. Pumps and PRV's are equally significant so that i f a pump and a PRV 
are both present, they should be modelled separately. The possible values that can be 
assigned to Links.type are:- 'pump', 'valve', 'pipe' or 'node'. Pipes are always 
part of pumps and valves so the first two designations imply that pipes exist which are 
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connected to either the pump or the valve and which share the same link_no but which 
are not modelled separately. 
The designation 'node' is crucial to the present schema design. A link can be 
assigned the type 'node' by die user of the system to signify that it is pan of a 
node cluster normally assumed to operate at one pressure. In other words, the 'node' 
designation is applied whenever the link is considered not to contain any hydraulically 
significant elements. Fig. 3.3 has two such clusters of nodes, they are numbers 2,3,4 and 
6,7, with link numbers 3,7 and 9. Even though links 7 and 9 contain switch valves they 
are still designated 'nodes'. When the valves are open, the links are used to combine the 
nodes in the cluster, whereas i f they are shut, they prevent the nodes in the cluster to 
which they are joined from being combined. This is the key to topology determination 
as wi l l be shown in Chapter 4. 
The basis for demand allocation and topology determination is provided in die 
following table. This is the I s o l a t i n g Valves table. The benign data in die actual 
I s o l a t i n g Valves table has been omitted for clarity: 
Table name: I s o l a t i n g Valves 
Attribute Data Type 
valve-no integer 
link_no integer 
load_i integer 
load_f integer 
s t a t u s char s t r i n g 
Table 3.3 
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Every element in the network through which water flows is given a link number. 
Since a valve, like a pipe, is a member of a Imk, it is given a link-no attribute. The 
loads refer to the fraction of the population (in the link) on each side of the valve. This 
effectively conveys information as to where in the link each valve is situated. The use 
of this information is explained further in Chapter 4. 
Details of consumer demand is held in a table which relates die population in a 
given area to particular pipe. The Pipes .population attribute is a summation of 
this information for each pipe in the table: 
Table name: Demandnodes 
Attribute Data Type 
node-no integer 
zone_no integer 
e l e v a t i o n r e a l 
min_press r e a l 
population integer 
os_ref char s t r i n g 
name char s t r i n g 
valid-time date 
trans-time date 
Table 3.4 
In this table, node-no is the primary key. The purpose of the table is give 
meaning to the actuality of a node. Note there are no link numbers, since the primary 
key is enough to connect with the L i n k s table. The most important information here 
perhaps is e l e v a t i o n , since this is used together with any pressure measurement that 
might be related to die tuple in question. 
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3.6.2 Past Data 
One consideration that appears to be ignored by other network modelling systems 
is the design of a well defined method for dealing with past data. In order to handle past 
data in a coherent way, the history of network changes must be recorded in the database 
so that past events can be analysed as they occurred. This requires that any changes of 
state to any of the current network objects, any addition of new objects or any deletion 
of old objects must be recorded in the database tables together with the time that the 
change occurred. 
At this point it is necessary to understand the usage of the t r a n s - t i m e (trans-
action time) and v a l i d _ t i m e attributes since they occur in all the tables. Transaction 
time refers to the age of each tuple in the database. It can be used to describe when an 
event occurred in the database itself and can therefore be used to determine the evolution 
of the database. This is in contrast to valid time which refers to the temporal nature of the 
information that the database holds. For example, i f a pump has been started at some time 
in the past but somehow this fact had not been automatically entered into the database, 
then the model must be updated accordingly such that when an analysis is carried out 
on the past state of the network, the correct pump status is automatically included. To 
include the pump status correctiy it would be necessary to search the database for the 
state of the network which was valid at a particular time. To use transaction time for this 
search would lead to an error since the valid time for the pump start would, in this case, 
precede the transaction time. The same obviously applies to other types of change to the 
physical network that are not automatically relayed back to the central control computer. 
Furthermore, valid time is only relevant to parametric data and not benign data 
because, to reiterate, valid time refers to the state of the physical system. Such attributes 
as P i p e s . sched_maint (tiie scheduled maintenance date for a pipe) do not affect 
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the state of the pipe and hence no change to the v a l i d - t i m e attribute would be made 
following a change to this attribute, although the transaction time would be altered. 
Hence, each asset data table contains the t r a n s _ t i m e and v a l i d - t i m e at-
tributes. For static data tables (descriptions of physical objects) the attributes of the 
second table are duplicates of the first table except that there is an extra column attribute 
called change. This attribute refers to one of two possible events in the current data 
table: either an update or a deletion. 
The past data tables store the old tuples together with the type of change that 
occurred and the time (transaction time) of this change. Valid time is simply the old 
valid time (the new valid time is held in the current data table). The sequence of changes 
that cause the updating of the past data tables is accomplished automatically within the 
database by the use of triggers. A trigger is specified at the time of the database definition 
and instructs the DBMS to execute a predefined alteration to data in a table following 
some change to a related table. In this case, every time an alteration is made to a static 
data table, a subsequent addition (via the SQL i n s e r t operator is made to the related 
past data table. 
A trigger is created at the time the schema is created and is normally employed to 
ensure referential integrity. The following is an example of the creation of a trigger. The 
trigger is given a name: ^move-deletes-on_demand-nodes' and it can be instan-
tiated so that it is carried out before or after the transaction named has taken place. In this 
example the named transaction is d e l e t e and the source table is demandnodes while 
the receiving table is the past data version of that table, namely past-demandnodes. 
The action calls for the DBMS to insert all the stored information about a tuple, refer-
enced by the primary key, in to the past-demandnodes table before a deletion takes 
place. To do this the DBMS creates a temporary table which has been called d and 
which is known as an alias for the demandnodes table. 
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c r e a t e t r i g g e r move_deletes_on_demandnodes 
b e f o r e d e l e t e on demandnodes 
( i n s e r t i n t o past_demandnodes 
(node_no, 
zone_no, 
e l e v a t i o n , 
v a l i d - t i m e , 
t r a n s - t i m e ) 
( s e l e c t * f r o m demandnodes d 
where 
d.node-no=demandnodes .node_no) ) 
f o r each row 
(update p a s t d a t a s e t c h a n g e = ' ' d e l e t e " 
where 
past-demandnodes.node_no=demandnode.node_no) 
f o r each row; 
With dynamic data, large sets of data are inserted into the database at once and 
because of the need to allow this to occur quickly, additional past data tables are not 
used and the upda te transaction is not permitted. This approach allows faster operation 
because it avoids the need to wait while a large number of triggered updates are executed 
to ensure that the past data tables are correctiy updated. Taking measurements as an 
example, it can easily be seen that it is not desirable to allow use of the SQL update 
operation. The dynamic past data tables are therefore not mirrored but instead, whenever 
new data is available it is inserted into tiie table together with its valid time. The 
retrieval operation defaults to selecting the most recent set of measurements from this 
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table. Queries on past data can easily be made by defining a 'most recent since . . . ' 
qualifier. Additionally, it wil l occasionally be necessary to issue a d e l e t e instruction 
to prune the table to prevent the database from becoming too large. Valid time is available 
directly from the measurements provided they are 'time-tagged' in the field outstations 
before being sent to the SCADA computer, otherwise the valid time can simply be 
derived from the database computer's own clock. With dynamic data, it is unlikely that 
transaction time and valid time will differ much from each other but in this work it 
is proposed that both be stored as the difference gives an indication of the degree of 
dynamic data skew. 
3.6.3 Meta Data 
In not relying on an invariant mathematical model of the distribution network, this 
proposed system faces the inevitable overhead of checking the database tables at each 
new re-calculation (or re-estimation) to ensure that the model is up to date. However, this 
additional overhead can be minimised using a table of meta data designed to allow each 
routine to determine whether any changes relevant to it have occurred in the database 
during the previous time period. 
The Change table comprises a column for the module name and a set of further 
columns for each table in the database. The module column contains the name of each 
module that uses the database. Therefore each routine has exactiy one row to inspect at 
each new time step, furthermore, i f a new module is added to the software suite, it is 
simply necessary to insert a new row into the Change table. The other columns contain 
the transaction time when the table referred to by the column name was last updated. 
The analysis routine need only initiate a select tt^insaction on a table i f a change has 
been detected. I f benign data is changed in a static data table, this does not affect the 
d^nsaction times held by the Change table. (Although the database journal contains a 
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record of the recent changes made to the database, the user does not have control over it 
and so it is of limited use.) 
The Change table can be kept up to date automatically using triggers that update 
the table name attributes witii a new transaction time whenever an alteration is made to 
a base table. 
Table name: Change 
Attribute Data Type 
module 
p i p e s 
l i n k s 
char s t r i n g 
da t e 
da t e 
Table 3.5 
3.7 Optimisation 
An advantage with using a relational data base system is that optimisation can be 
carried out at a high level. There are two aspects to this problem: query optimisation 
and storage optimisation. The DBMS carries out its own optimisation internally to some 
extent, normally well enough that the user will not do better manually. However, since in 
some circumstances, it is possible to know in advance the type of query most frequentiy 
used or the most time-critical query, then one can employ some of the constructs to 
improve the performance of the completed schema. 
An important consideration often overlooked in this area is the resources that the 
computer has at its disposal. In modem multi-user operating systems the operating system 
dynamically allocates its resources such as CPU time, RAM and cache to the various tasks 
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it is servicing at any one time. Each task belongs to a user who has various restricted 
allocations made to him/her when the account is set up. Furthermore, a system process 
may have artificial restrictions imposed upon it during the creation of its own account. 
Lastiy, and perhaps most significantly, when the computer system was initially configured, 
the tasks to be run on it were probably not known and therefore the area on the disk that 
the operating system uses for swapping processes in and out of its RAM, may not have 
been correctiy sized. In a large database application such as this, large amounts of data 
are manipulated in memory, possibly involving the creation of temporary tables. It is 
therefore crucial that the maximum resources are provided, including the disk swap area, 
to ensure good performance from the database itself. It is the author's experience that 
this can have a far greater impact on efficiency than any of the tools provided within the 
DBMS. 
3.8 Database Access and Data Control 
3.8.1 Database Access Library 
In order that pre-existing software is able to exploit the database environment 
described here, the access routines are entirely self contained. This minimises the amount 
of alteration necessary to any existing code. To achieve this goal in the current work, 
a number of FORTRAN subroutines were written which call SQL modules which in 
turn access the database. This set of subroutines and modules constitutes the 'Database 
Access Library' (DBAL). 
3.8.2 Control of On-Line Data 
The problem of dealing with on-line data which is quickly time variant needs to be 
considered carefully since it is crucial to the efficient operation of the data management 
system. As can be seen from the test results shown in Section 3.9, the database imposes 
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and. 
a serious overhead in terms of access and retrieval times. In a system designed for the 
control room, it would be undesirable to have to wait until all the measurement data, 
estimation data, and demand data had been written to the database before it was available 
to the operator. This delay can be expressed as follows: 
Let the time at which the measurements become available be to, then the estimates 
wil l only be available at time 
to + At 
where 
^db — XI ^db-get-model > ^db-get-meat 5 . . . 
tett — y ] ^build-model f ^converge^ rite-data 
Where t^_get_modei is the sum of all the stages necessary to retrieve the latest model 
from the database and tdbuget.meai> refers to the retrieval of tiie latest measurements from 
the database. 
An alternative is to place dynamic data into the database but make it directiy 
available to the analysis modules at the same time through the use of task common blocks 
(in the case of FORTRAN). In order maintain data consistency, each measurement has to 
be time stamped and placed in the database using i n s e r t where the measurement's tag 
number forms a composite primary key together with it s valid time data. The i n s e r t 
operation results in a complete history of measurements being stored as explained in 
Section 3.7. 
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3.9 Functional and Performance Analysis 
A number of tests were carried out with the aid of a specially designed program that 
stores duplicates of a given network in the database. The components of the duplicate 
networks are numbered in a way that guarantees uniqueness across the whole set of 
networks thus formed. Although the resulting network is non-connected, the numbering 
scheme allows it to be treated as one large network without loss of generality. 
To investigate the performance of the data retrieval and storage procedures most 
effectively, it was necessary to only transfer the data essential for the model building ex-
ercise. When the simulator or state estimator are required to run, it will not be necessary 
to transfer all of the data stored against the relevant objects in the database. Such data 
fields that are not required include place names, maintenance dates, material etc. (i.e. 
benign data). In fact only parametric data is required. One could say that transactions 
executed on behalf of the on-line (or quasi on-line) programs are performance critical 
transactions whereas those carried out for the purposes of ad hoc queries are not perfor-
mance critical. For this reason the performance tests conducted measured in detail the 
timings of performance critical transactions only. 
The tests were undertaken for a variety of database transactions. A program was 
written that read the network data from a file and loaded it into the database and then 
read the data from the database. The subroutines used to make the transactions were: 
DB_ADD_PIPES: To add a set of pipe parameters 
DB_7^D_LINKS: To add a set of links 
DB_ADD_VALVES: To add a set of isolating valves 
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DB_GET_PIPES: To retrieve all information from the p i p e s relation 
DB_GET_LINKS: To retrieve all information from the l i n k s relation 
DB_GET_VALVES: To retrieve all information from the v a l v e s relation 
Each _ADD_ subroutine is designed to place data in a database table and each _GET_ 
subroutine retrieves data from a table. 
The test were conducted on a VAX-station 3100, Model 30 computer with 8 Mbytes 
of RAM. The operating system, VMS-5.2, dynamically allocates memory and cache. 
While it is difficult to determine precisely what is going on, VMS appears to give up its 
ownership of the memory during heavy processing but when that processing has finished, 
VMS accounts for about 5-6 Mbytes of RAM. 
Each test was conducted as follows: first of all the largest 'network' (comprising 
1000 duplicates of Fig 3.3) was loaded into the database using i n s e r t operations. 
Secondly, that data was retrieved using s e l e c t operations. This was done four times 
but the elapsed times of the first pass were ignored for reasons explained below. For each 
of the other three passes the elapsed time of the total insert operations and those of the 
total retrieve operations were averaged to give two timing results per pass (corresponding 
to the solid and the dashed lines respectively in Fig 3.4 & 3.5). Then smaller data sets 
were loaded and retrieved in a similar fashion (with three passes each, all averaged) until 
the last pass, which was for the singleton network case. 
The reason it was done in this order was due to the way VMS allocated resources. 
Starting from small size transactions and moving to bigger ones, VMS appeared to be 
recalculating tiie needs of the task repeatedly, and the results were not consistent. By 
starting with a large size network VMS allocated Judicious amounts of resource and 
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performance did not deteriorate in the way it did by going from small to large. The very 
first pass was ignored because the elapsed time here included the initial loading of the 
database image and the attachment overhead to journal files etc. Since we are considering 
this application for on-line use, the start-up overhead is irrelevant. 
The results show that there is a nearly linear relationship between the number of 
records processed and elapsed time. Since 1000 copies of the network shown in Fig. 3.3 
represent a 7000 node network, it was feh that this was a reasonable upper limit. At 
the low end, the overhead from the database can clearly be identified by the fact that 
the curves do not pass through zero. However, performance increases with number of 
transactions as can be seen by observing the record processing rate as shown in Fig 3.4. 
3.10 Conclusions 
This chapter has presented a new approach for the data handling functions nec-
essary for an on-line monitoring system. The philosophy is general, in that it need not 
specifically apply to water networks and is directly applicable to other networks such as 
gas or electrical systems. The approach is also generally applicable to other large scale 
monitoring operations. 
The overall goal has been to represent data as it really is, without making con-
cessions to the way it might be used. The only major difference between the schema 
designed in this work and a likely schema for a company asset data base is the inclusion 
of the graphics attribute in certain tables and the inclusion of the l i n k _ n o attribute in 
others. This point is important since it means that without much modification, an asset 
database could be used as the database underpinning network analysis. Although this 
itself is useful, the real benefit is that since it is the company's assets that are being 
monitored, it is crucial that the data used in the monitoring algorithm is consistant with 
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the data held in the asset database. With this approach the two processes can be directiy 
joined. 
The approach also provides a systematic procedure for the modification of the 
data stored so that data consistency is achieved at all times. Linking this data to other 
applications such as graphics has already been done thus proving that the database can 
be used as a single repository supporting multi-task access. This removes the problem of 
data inconsistency and allows the operator to manipulate the database via a meaningful 
graphics screen. Once the operator is involved in the data upkeep in this way, it is likely 
that the data held in the database wil l be better maintained. 
This data maintenance can now be carried out by personnel who have no knowledge 
of the way the analytical routines work and all that is required is that they maintain Uieir 
logical copy of the physical system. As has been mentioned before, a human-computer 
interface has been designed in other work to make the data maintenance task easier. It is 
not expected that any user of this type of system would interact directiy with the database, 
instead all the interaction would be via the H.C.I, which calls a set of subroutines, some 
of which have been tested above. 
The performance tests show that there is a fairly severe overhead imposed by the 
use of the database in terms of the transaction times. This is an absolute increase over 
the common block method mentioned earlier because data transfer via common blocks 
is instantaneous. However, common blocks have to be loaded from files and every time 
a change occurs in the network the data files would have to be edited and re-loaded. Of 
course it is not possible to compare the edit time against the time it would take to make 
a comparable change to the database but since in editing files one would need to adhere 
to the strict guide-lines imposed by the particular analysis routine, it is quite likely that 
the database approach will actually speed up the overall data maintenance task even for 
a network analyst. For an operator, without direct experience of loading data files, the 
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speed-up offered by the proposed approach would be much greater. Furthermore, the 
database wil l not suffer the mental fatigue of the human when it comes to 7000 node 
systems and so transcription or typing errors would be reduced. 
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CHAPTER 4 
AUTOMATED NETWORK M O D E L DERIVATION 
4.1 Introduction 
The method of state estimation outiined in Chapter 6 of this work requires a mathematical 
model of the water distribution network. The network itself comprises a wide variety of 
physical objects which include pipes, pumps, valves and reservoirs. The data necessary 
to describe this collection of objects is not limited to the objects' physical description 
but must also include a description of the interconnection of these objects. Facts about 
some objects change the interconnection information directiy and these changes occur in 
normal network operation. Since it is the physical system that is of interest to the network 
operator rather than some mathematical abstraction of it, the information provided must 
always relate directly to the physical system and any operator action must therefore be 
in terms of the physical system rather than the mathematical model. 
An on-line monitoring scheme with a state estimator providing the important data 
validation function must have a mechanism that ensures the mathematical model em-
ployed represents the physical system as accurately as possible, at all times, otherwise 
the processed measurement data will be meaningless. Exactiy the same argument applies 
to any other analytical routine that relies upon the mathematical model. Altiiough a 
description of all the elements of a network stored in a database might be complete in 
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so far as every physical item is completely described, such data is not guaranteed to be 
in a form that can be used directiy by the analysis software. It is therefore necessary to 
consider ways in which the data held in the on-line database can be used to automatically 
build a mathematical model suitable for network analysis. 
This chapter is presented in 7 sections. Section 4.2 reviews the approaches taken 
in power system topology determination since this is closely analogous to one of the 
main problems confronted by the present chapter. Section 4.3 introduces the problem 
of automatic model generation more formally and outiines the two main aspects of the 
problem. Section 4.4 presents new techniques which exploit the relational database of 
Chapter 3 to solve the problems posed in Section 4.3. The complete model building 
phase is then described in Section 4.5. In Section 4.6 tests are undertaken to show that 
the new algorithms are functionally correct and to determine the performance overhead 
imposed by the routines for various network models. The chapter is summarised and 
conclusions are drawn in Section 4.7. 
4.2 Review of Previous Work 
The problem of topology determination at the nodal level is similar to the prob-
lem of determining the topology of a substation in an electrical power system network. 
A water network normally has a number of groups of nodes each treated as single de-
mand nodes for mathematical modelling purposes comprising a number of pipes joined 
together on a manifold containing isolating valves, as shown in Fig. 4.1 (from [229]) 
and schematically in Fig. 4.2 in which the range of available topologies is illustrated. 
This structure is termed a 'node cluster' in this work and is somewhat analogous to a 
power system substation. A power system, on the other hand, comprises many substa-
tions within which different transmission lines are connected togetiier via bus bars and 
switches. Since topology determination in power systems is so similar to the problem 
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WARWIC ROAD BOOSTER STATION 
Figure 4.1 
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Example of Topology Modification 
1,2,3 open 
10 - 40 
20 - 30 
30 - 40 
1,2,3 closed 
o 
1,2 open, 3 closed 
10 - 40 
20 - 30 
1 open, 2,3 closed 
10 - 40 
1,3 open, 2 closed 
10 - 40 
3 0 - 40 
2 open, 1,3 closed 
2 0 - 30 
Figure 4.2 
2,3 open, 1 closed 
20 - 30 
3 0 - 40 
3 open, 1,2 closed 
3 0 - 40 
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of determining water network topology, a number of papers on the subject of automatic 
topology determination for electrical power systems are discussed below. 
Topology determination algorithms can be categorised depending on the description 
of the input data. These data can either be branch numbers or node numbers or both. 
Nagdy and Rumpel [182] further split these classes into sub-classes that range firom 
complete description (node and branch); to branch oriented, node referenced; branch 
only (directed); branch only (non-directed); node oriented, branch referenced; node and 
adjacent nodes only. They also introduce the useful concepts of potential topology (PT) 
and actual topology (AT). Potential topology is effectively the topology of the system 
with all links intact whereas the actual topology is the topology that must be derived 
for the model. In other words, AT can be derived from the PT when the breaker states 
(isolating valve states in the water network analogy) are known. 
The problem of general topology determination is in fact composed of two sub-
problems, which in this work are called specific topology determination and island deter-
mination. Specific topology refers to determining the list of plant items that are hydrauli-
cally connected for a given network whereas island determination refers to the problem 
of identifying and labeling whole groups of plant that are hydraulically connected within 
the group but which are not connected to other groups of hydraulically connected plant. 
Sasson et. al. [213] present a general topology analysis method based on a branch 
only description which comprises three algorithms dealing with both off-line and on-line 
data. Their approach is designed to deal with a number of problems associated with 
automatically determining the network model: 
1. ) Substation switch status processing; 
2. ) Measurement status determination; 
3. ) Node (substation) splitting; 
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4. ) Islanding; 
5. ) Automatic model updating. 
Their first algorithm deals with basic network information and reduces the physical 
system into two data files, one of which contains breaker status information where each 
breaker is identified by the circuit elements it connects to and the second holds data that 
relates to the availability of each line for inclusion into the model which is dependent on 
whether or not there exists a suitable measurement for that line. The second algorithm 
deals with any changes that take place in network operation and therefore adds on-line 
data to these two tables. The topology determination process is then carried out in a 
further module that searches through the list of circuits finding closed paths connected 
via closed breakers. The lists are passed on to a further module which updates the 
configuration table. 
Sullivan et. al. [247] present a simple topology determination technique which 
was developed specifically with substation processing in mind and consequently is only 
applicable to power systems. However the simplicity of their approach and the fact that 
it is based on tables of plant data is such that it is worth considering here. Their method 
uses tables of data containing configuration details such as node/injection data and circuit 
breaker data. By processing the status of the circuit breakers in the appropriate tables 
the algorithm produces intermediate vectors that contain the branch interconnections for 
each substation and the node interconnections. These are called the BIV and NIV vectors 
respectively. Lastly, the system as a whole is processed to determine the SIV or system 
interconnection vector, which holds a set of numbers corresponding to the islands present 
in the system. 
Their method is rather specific to power systems and relies on a substation number-
ing scheme although it does not impose any restriction on node or substation ordering. In 
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water systems, where there is no 'substation' number and where the boundaries of node 
clusters are i l l defined, the algorithm would not be applicable without modification. 
Dy Liacco et al [102], present a discussion paper on a network status processing 
system which attempts to determine topology for state estimation in the power industry. 
The method introduces the concept of 'segments' meaning the length of circuit between 
two switches. The topology algorithm then consists of a search of all the segments, 
recording those which are connected, energised or earthed. The exact details of the 
algorithm are not given in the paper and it is not clear how the input and output data 
formats interface with other software. 
A node number only method proposed in [127] uses the binary connectivity matrix 
to determine the number of islands in a network. The connectivity matrix is square and 
symmetrical with I's on the diagonal and a 1 in position oiy i f node t is connected to 
node j. Zeros are placed in all other positions. The matrix thus formed exhibits first 
order connectivity in that it determines only the node pairs that are directiy connected. 
I f the matrix is multiplied by itself, using Boolean multiplication, the result is a matrix 
that exhibits second order connectivity. That is, i f node i is connected to node j but 
not to node k, and node j is connected to node k then the elements a,j, ay^ and cuk 
will all be set to one. Multiplying tiie matrix iV - 2 times for an N node network will 
guarantee that the resulting matrix is ful l i f and only i f there are no islands. However, 
i f after this many multiplications, zeros remain in the matrix then any complete set of 
e 
linearly dependant rows (or columns) represents an island whose nodes are determined 
by the row (or column) numbers. 
Boolean multiplication is achieved in much the same way as conventional matrix 
multiplication except that every x operator is replaced by an A (AND) function and 
every -I- is replaced by an V (O^) . A binary mattix A is multiplied by itself for the p*'' 
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time as follows (remembering that = A): 
^ ( p + l ) = ^ ( P ) ; ^ ^ ( P ) 
N 
for i=l,...N 
for j = l,...N 
This is best illustrated by a simple example. Consider a sequence of 4 pipes 
connected in series starting at node 1 and ending at node 5. The binary connectivity 
matrix would therefore be: 
f l 1 0 0 0\ 
1 1 1 0 0 
0 1 1 1 0 
0 0 1 1 1 
Vo 0 0 1 i ; 
and after one operation 
we get: 
f l 1 1 0 0\ 
1 1 1 1 0 
^ ( 2 ) = 1 1 1 1 1 
0 1 1 1 1 
Vo 0 1 1 i ; 
and following a further operation the resultant matrix becomes ful l as expected. The 
second order connectivity can be seen in the i4^ ^^  matrix and when this operation is 
repeated the next matrix will exhibit third order connectivity which, in this example, 
would cover the whole system. 
The authors of this paper present some computationally efficient schemes for pro-
cessing the connectivity matrix row or column-wise rather than carrying out full mul-
tiplications and schemes which exploit sparsity are also presented. A simple but not 
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very serious drawback of their method is that it relies on a monotonic node numbering 
sequence. This means that nodes may have to be re-numbered prior to the connectivity 
matrix being formed which is a wasted operation since it is likely that further re-ordering 
will be required when the topology has been fully determined and before the resulting 
network equations are solved. Efficient ordering schemes for network solutions are given 
in [249, 250] 
4.3 Definition of Problems Associated with Model Derivation 
Assuming that the data held in the database is complete in terms of the data 
requirements for the modelling and analysis functions, it is now necessary to consider 
what steps need to be taken to transform this data so that the mathematical model can be 
built automatically. There are two main aspects of automatic model generation: 
1. General Topology Determination: 
1.1 Determining node cluster ('substation') connectivity; 
1.2 Determining network wide connectivity and islands. 
2. Aggregation of Model Parameters: 
2.1 Correct allocation of lumped consumer demand; 
2.2 Combining series and parallel elements as necessary. 
In this section, the above problems will be posed in greater detail and new tech-
niques for their solution will be presented and tested in Section 4.4. 
4.3.1 The Network Topology Determination Problem 
In practically every pipe there are a number of isolating (or sluice) valves, closure 
of any one of which can alter the network topology. Unfortunately, the status of these 
valves is practically never monitored on-line although their state may change reasonably 
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frequentiy in the course of network operation. This clearly presents a problem for any 
method which relies heavily on an accurate description of the network topology and 
where there is no remote monitoring of status, the only solution is to rely on the operator 
to enter the valve changes into the computer model as they occur in the physical system. 
This information must be used to keep the database up to date as the network changes. 
Before the solution of the topology determination problem can be found, it is 
necessary to clarify what is meant by a 'node'. I f a graph theoretic approach were taken, 
and all pipes and pumps etc. were treated as edges of the graph (however short the 
pipe), then every junction between two or more edges (ie a vertex on the graph) would 
constitute a node in the model. However, i f that approach were taken, the mathematical 
model would become larger and more detailed than necessary. This degrades the model 
for three reasons: 
1. It increases the complexity of the model without necessarily providing more useful 
information; 
2. It decreases the stability of the analysis due to tiie increase in die range of sensi-
tivities of flows to changes in pressures thus effectively increasing the ratios of the 
maximum and minimum singular values of the Jacobian matrix and consequentiy 
worsening the condition number; 
3. It increases the amount of data that would be presented to the operator, thus adding 
clutter to the screen or, alternatively, increasing the data reduction task. 
There exists, therefore, good reasons for wishing to reduce the complexity of the 
model somewhat during the topology determination process and to only determine the 
topology essential to die analytical routines and, ultimately, to tiie operator. 
Due to tiie formal approach needed for the design of relational calculus expressions, 
the exact definitions of the terms node, link and node cluster are needed: 
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1 Node. A node is the intersection of two or more links; 
2 Link. A link is a topological entity that connects exactiy two nodes. In the 
database, they can be designated in two ways, viz: 
2.1 Type 'pipe', 'pump' or 'valve' which signifies that the link will form the basis 
of a unique equation in the mathematical model relating pressure difference 
to flow; 
2.2 Type 'node', which means that the elements belonging to that link are not 
to be modelled in the way described in 2.1. I f a closed valve is present, the 
nodes at either end of the link are considered not connected. I f no valve or 
an open valve is present it is considered that there exists zero head drop in 
the link; 
3 Node cluster. A node cluster is a group of nodes connected by links which are 
designated to be of type 'node' and which do not possess a closed valve or valves; 
4 Island. An island is a subnetwork comprising all node clusters (of one or more 
nodes) which can be connected across links of type 7^  'node' for which all switch 
valves belonging to those links (if they exist) are open. 
Nagdy and Rumpel [182] define potential topology as the set of all links and nodes 
that can be connected in some way (the topology that would result i f all breakers etc 
were closeJ^, this is written as Tp below. When the status of all the valves in the network 
is known one can determine Ta, the actual topology. 
Let . . 
A Set of links 
L"-° = Set of link numbers 
Set of valves 
yi.no ^ Sgj Qf i j j j j . numbers to be found in the set of valves 
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Each Li e L has attributes tiiat define its end nodes, type etc. as explained earlier. 
Since each Li refers to the i^^ link, no information other than that in L is necessary to 
determine Tp, in fact: 
Tp^L 
Since certain links may contain one or more valves which can be either open or shut, tiie 
determination of actual topology involves the set of valves V, or more precisely, the set 
of closed valves CV. 
Note that 
Let 
Then 
yl.no ^ j^no (4 1) 
Qyl.no ^ ^yl.no | y,tatr,» ^ 'clOSed' ) (4.2) 
Ta = ( L I n [L'"' - C F ' "")) (4.3) 
This produces the set of links that either do not possess valves or whose valves 
are open hence, Ta corresponds to the actual topology of the system but it also includes 
all the detail of die node cluster interconnections. Since it is not desirable to retrieve the 
node and link numbers that are members of a node cluster, an additional constraint is 
imposed on the definition. The result is termed the reduced actual topology Ta/. 
Let ML represent the set of links that are not in node clusters, ie.: 
ML={L\ ^ 'node' ) C L (4.4) 
tiien 
Ta^=MLnTa (4.5) 
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Although Ta^ is the set of links whose valves are open and which are not members 
of a node cluster, this set does not reflect the complete topology of the system since the 
internal connectivities of the node clusters have been omitted. It does, however, provide 
useful information for the purpose of building the mathematical model and the missing 
information is contained in: 
Te = ML' n (4.6) 
In Section 4.4 the proposed topology determination method produces a reduced 
topology by treating nodes that are connected over node clusters as being essentially one 
node. The combined node is given a unique aUas number. 
N.B. It is of course necessary to identify those islands connected to pressure gen-
erating devices such as reservoirs and pumps. Any islands that are not connected to both 
sources and sinks (ie demand) will have no flow through them and therefore are not of 
interest to the model. Although this identification of 'active' islands does not strictly 
constitute topology determination in the graph theoretical sense, it is considered here to 
be part of the island determination process. 
4.3.2 Aggregation of Model Elements 
There are two main aspects to this general problem. The combination of flow car-
rying, non-zero impedance network elements and the aggregation of distributed consumer 
demands to the demand nodes in the network. 
4.3.2.1 Combination of Links 
This problem arises in two cases: Firstiy, wherever there is more than one element 
in a link, the head/flow relationship must be determined such that the individual elements 
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are combined in series. This does make the assumption that the head/flow relationship 
is the same whatever the order of the elements in the link, a necessary approximation 
which is only unacceptable in the case were there are a mixture of element types in the 
link e.g. a pump and a pipe with a demand distributed along the pipe. For this reason a 
constraint is imposed on the database which restricts any set of elements that share the 
same link number to be of the same type. 
The second case is where, following a reduced topology determination procedure, 
two or more links are identified as having the same beginning and end node numbers. In 
other words the elements are connected in parallel. There are two approaches commonly 
used by researchers for this problem. The first is to devise an equivalent head/flow formula 
using an equivalent parameter [146]; the second is to introduce additional node numbers 
into all the parallel elements bar one thus effectively removing the parallel condition. 
4.3.2.2 Aggregation of Demand 
Although domestic demand in water systems is usually distributed along the pipes 
in the network, it is much more convenient computationally to treat demands as lumped 
parameters allocated to the most appropriate node and of course, not realistic to try to 
model demands on a per house basis. The allocation of distributed demand to nearby 
nodes gives rise to tiie term 'demand nodes'. Unfortunately, tiie proliferation of isolating 
valves makes it somewhat difficult to determine the actual demand value that should 
be lumped at the demand nodes since the valves determine the allocation of consumer 
demand as seen by each node. 
4.4 Solutions to the Topology Determination and Parameter Aggregation Problems 
In the previous section the steps involved in determining a matiiematical model were 
analysed from the point of view of the data required for die task. Since tiie database 
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has been designed to hold asset data rather than the data specifically required for the 
mathematical model, it is necessary to devise procedures that can obtain this abstraction 
of the asset data in the form that the analytical routines can use. The methods presented 
below make use of the database view, a construct which is explained in Section 4.4.1. In 
Section 4.4.2, a method which solves the topology problem (and the island determination 
problem) is presented which exploits certain features purposely built into the database 
schema. Section 4.4.3 presents a method for automatically keeping track of consumer 
demand as isolating valves in the system change state. 
4.4.1 Views 
Database views are required when subsets of data from one or a number of tables 
provide one overall piece of information. If tables were used to store this data it would 
result in duplication and the possibility of inconsistency. Furthermore, since views are 
constructed out of tables, when data in the tables change, the data in the views change 
immediately without the need to construct triggers. Views greatiy facilitate the determi-
nation of network topology as will be explained below, however, they do have certain 
draw backs, not least of which is the fact that obtaining data from views with a compli-
cated construction can be time inefficient. A further problem is that complicated views 
often involve many tables in their construction and hence impose structural constraints 
on those tables. 
An example of a subset of data that might be used to form a view is die set of 
all pipes that are members of links whose isolating valves are open. This subset can be 
used to form the basis of die matiiematical model of the system. The views presented 
below are given as SQL instinctions since SQL is designed as both a relational algebra 
and calculus and therefore conveys the formal meaning of the operation. 
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4.4.2 Topology from Database Views 
In order to illustrate the special features of the proposed method more clearly, a 
test network has been devised that exhibits certain modelling difficulties considered to be 
representative of those encountered in actual distribution systems and which this approach 
is designed to overcome. 
Consider the top portion only of the divided network shown in Fig 4.3. (See Fig 
3.3 for the numbering symbology). Note that i f isolating valves 3 and 4 are closed then 
the network is effectively split into two halves (or islands). One island has a source, the 
other does not. Clearly, it would be appropriate to model the island containing the source 
(called an active island) and to ignore the other (inactive) island since with no source 
in the inactive island there is no pressure to supply any demand. Furthermore, this split 
occurs in the middle of what would normally be considered to be two nodes (clusters 
2;3;4 and 6;7) in a schematic network diagram for a typical network analysis program. 
Altering the status of these isolating valves therefore creates a substantially different 
system as far as the model is concerned. A further feature of this network is that i f valve 
5 is shut then the demand in that pipe must be assigned to the nodes connected to the 
pipe in which the valve is situated according to the division of the demand on both sides 
of the valve. However, i f valve 6 is shut as well, then any consumers in between the two 
valves wil l no longer be supplied and the demand at node 4 must be re-adjusted to take 
into account of this. 
The topology problem, as mentioned above, comprises two subproblems: the de-
termination of node cluster connectivity; and the determination of system connectivity. 
A node cluster is any collection of nodes connected by links which have insignificant 
impedance. These are called zero-impedance links to emphasise the fact tiiat the head 
drop across them is likely to be too small for any local pressure transducers to resolve 
correctiy. Links satisfying this description are given die classification 'node' in the 
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L i n k s . t y p e column. The user of the system can determine which links are to be 
considered zero-impedance links and hence can determine the boundaries of each node 
cluster without having to allocate a node cluster number. 
Given that every link in a node cluster is classified as being of type 'node' and 
that the status of the valves that are members of any of these links is assumed known, 
then a set of node pairs joined by links of type 'node' whose valves are open can be 
created directiy from the database. These node pairs can be treated as single nodes in the 
mathematical model and hence each pair can be combined into one equivalent node. To 
retrieve this list of node pairs a view can be constructed containing the following query: 
s e l e c t node_i, node_f 
from L i n k s 
where 
type = 'node' 
and not e x i s t s 
( s e l e c t * from Valves 
where 
V a l v e s . s t a t u s = 'closed' 
and 
Valves.link_no = Links.link_no) ; 
Using the complete network shown in Fig. 4.3 (ie nodes 1 - 14) and assuming 
valves 3, 4, 9, & 10 are open, the above query produces the results shown in Table 4.1. 
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Nodepairs 
node.i node_f 
3 2 
3 4 
7 6 
10 9 
10 11 
14 13 
Table 4.1 
These node pairs are stored in an arbitrary order and can be thought of as aliases 
of each other. The alias concept is used to create a vector whose index represents the 
actual node number but whose value represents the alias by which that node is known. 
This algorithm is explained as follows for a system with N nodes (where ' represents 
assigment): 
1. I n i t i a l l i s e the a l i a s vector t o 0; 
2. Retrieve new node p a i r p, q from the node p a i r l i s t . 
i f a/ta5(p) = 0 and alias{q) — 0 then 
a/tas(p) <— p 
alias{q) ^ p 
i f a/ia5(p) = 0 and (dias{q) ^ 0 then 
alias{p) i— alias{q) 
i f alias{q) = 0 and aitas(p) ^ 0 then 
alias{q) •«— a/»a5(p) 
i f a/ta5(p) 7^  0 and alias{q):^0 
and alias{p) ^ alias{q)then 
f o r t = l , . . . i V do 
i f alias{i) = alias{q) then 
alias{i) alias{p) 
Repeat u n t i l no more node p a i r s . 
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3. Set a l l nodes w i t h no a l i a s t o t h e i r o r i g i n a l number: 
f o r t = 1,.. .iV do 
i f alias{i)=0 then 
alias{i) <- i 
This algorithm thus sets up a pointer array which maps the actual node numbers 
into their alias numbers. The set of links that will comprise the mathematical model can 
now be retrieved from a view containing the following select operation: 
s e l e c t link_no, node_i, node.f 
from Links 
where 
type 7^  'node' 
and not e x i s t s 
(select * from Valves 
where 
Valves.status = 'closed' 
and 
Valves.link_no = Links.link_no) ; 
As the node values are obtained, they are mapped into their alias node numbers, 
thus constituting a set of links connected at common node numbers. The following table 
is the result of this operation for the same network assuming, this time, that all the valves 
are open: 
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Topology 
link_no node-i node.f 
1 1 7 
2 1 3 
4 3 5 
5 5 7 
6 3 7 
8 3 7 
10 8 14 
11 8 10 
13 10 12 
14 12 14 
15 10 14 
17 10 14 
Table 4.2 
Although the correct topology has now been established, the ful l system connec-
tivity is unknown, ie it is not known whether there is more than one island in the system. 
Application of the algorithm for determining the node alias numbers to the above set of 
node pairs shown in Table 4.2 immediately reveals the island numbers. In this case there 
are two islands and the algorithm selects the numbers 1 and 8 which are derived from 
the node numbers encountered in the set of node pairs selected from the view. 
For the same system, i f all the valves are shut, a quite different situation results. 
This is shown in the following table: 
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Topology 
link_no node-i node_f 
2 1 2 
4 3 5 
5 5 6 
11 10 12 
13 10 12 
14 12 13 
Table 4.3 
Islands 
o r i g i n a l node i s l a n d number 
1 1 
2 1 
3 3 
4 3 
5 3 
6 3 
7 7 
8 8 
9 8 
10 10 
11 10 
12 10 
13 10 
14 14 
Table 4.4 
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The final stage is to determine which of the islands are active ie which islands 
have sinks and sources. This is a trivial final step and entails selecting all the data from 
the pump tables and reservoir tables for the case where those pumps or reservoirs have 
status = 'on' and are connected to the network at a given node. The node alias 
number can be used to retrieve the island number for each source in the system. Any 
island number not selected is not active. A similar determination of demand location 
is carried out. However, since demand is not fixed at one point in the network it is 
necessary to consider first the method for automatic demand allocation presented below 
in Section 4.4.3. 
4.4.3 Automatic Allocation of Demand to Demand Nodes 
In performing this type of network simplification, care must be taken not to 'loose' 
demand along the way. It is relatively straight forward to keep track of demand pro-
vided the DBMS supports the necessary mathematical functions that are part of the SQL 
standard! [8]. 
The method presented here is given in two stages. For each stage a view is used 
that holds the data necessary to allocate the demand for those pipes that are members of 
links with shut valves. Both English and SQL versions are given: 
1 For those Unks where the valves are shut, find the population on each side of every 
shut valve. The minimum of this set of values for each link will then be assigned 
to each end of the relevant links. 
create view Demandl (link_no, load_i) 
as 
t A well known DBMS that the author was using did not support these functions 
necessitating a switch to another DBMS product which has only recently, at the time of 
writing, been updated to support them. 
- 8 9 -
s e l e c t link_no, min(load_i) 
from Valves 
where 
status = '^closed' 
group by link_no; 
2 For each node, sum the total amount of load coming from all links incident to that 
node. 
s e l e c t Links.node-i, sum(Demandl.load_i) 
from Links, Demandl 
where 
Links.link_no = Demandl.link_no 
group by node_i; 
The two operations together calculate the demand at the sending end of each Unk 
in the database, a further two identical operations are required to calculate the demands at 
the receiving ends using load_f, node_f and Demand2 where l o a d . i , node_i 
and Demandl respectively appear above. 
Both operations above use the standard SQL statistical functions min and sum 
(meaning 'minimum o f and 'sum o f respectively) which are provided by the DBMS. 
The second operation is called a join. In this case the operation joins the table Links 
with the view Demandl on the shared attribute link_no. That is, the specified column 
of the table is joined to the specified column of the view wherever the link numbers 
are the same. The group by clause eliminates duplication employing the appropriate 
statistical function wherever a combination of two tuples occurs. 
In retrieving the demands from the final two views, each demand must be added 
to any demand currently assigned to the end node of each link involved. Furthermore, 
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the node numbers used should be the ahas numbers rather than the original numbers. 
This can be achieved straight forwardly using the alias vector as a pointer and summing 
the demands as they are retrieved from the view. The final result is a set of demands 
that have been automatically allocated by summation to the appropriate aliased nodes. 
This completes the task of demand aggregation. A complete set of demand values and 
topological information is given in a series of tables (4.5) — (4.11) for various valve 
states in the example network: 
Islands 
Valve 
Status Node No. Island No. 
No. Status 1 1 
1 open 2 1 
2 open 3 1 
3 open 4 1 
4 open 5 1 
5 open 6 1 
6 open 7 1 
Topology 
Link No. Initial Node Final Node 
1 1 7 
2 1 3 
4 3 5 
5 5 7 
6 3 7 
8 3 7 
Tables 4.5 a,b,c 
Valve 
Status 
No. Status 
1 open 
2 open 
3 open 
4 open 
5 closed 
6 open 
Islands 
Node No. Island No. 
1 1 Topology 
2 1 Link No. Initial Node Final Node 
3 1 1 1 7 
4 1 2 1 3 
5 1 4 3 5 
6 1 5 5 7 
7 1 8 3 7 
Tables 4.6 a,b,c 
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Demand Allocation 
Node Added Demand 
3 200 
7 150 
Table 4.6 d 
Valve 
s atiis 
No. Status 
1 open 
2 open 
3 open 
4 open 
5 closed 
6 closed 
Islands 
Node No. Island No. 
1 
2 
Topology 
Link No. Initial Node Final Node 
3 1 1 1 7 
4 1 2 1 3 
5 1 4 3 5 
6 1 5 5 7 
7 1 8 3 7 
Tables 4.7 a,b,c 
Demand Allocation 
Node Added Demand 
7 150 
Table 4.7 d 
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Valve 
Status 
No. Status 
1 open 
2 open 
3 closed 
4 closed 
5 closed 
6 closed 
Valve 
Status 
No. Status 
1 closed 
2 closed 
3 closed 
4 closed 
5 closed 
6 closed 
Islands 
Node No. Island No. 
1 
2 
1 
3 
Topology 
Link No. Initial Node Final Node 
3 3 1 1 7 
4 3 2 1 2 
5 3 4 3 5 
6 3 5 5 6 
7 1 8 2 7 
Tables 4.8 a,b,c 
Demand Allocation 
Node Added Demand 
6 150 
Table 4.8 d 
Islands 
Node No. Island No. 
1 1 
2 1 
3 3 Topology 
4 3 Link No. Initial Node Final Node 
5 3 2 1 2 
6 3 4 3 5 
7 7 5 5 6 
Tables 4.9 a,b,c 
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Demand Allocation 
Node Added Demand 
6 150 
7 450 
Table 4.9 d 
Valve 
Status 
No. Status 
1 closed 
2 closed 
3 open 
4 open 
5 closed 
6 closed 
Islands 
Node No. Island No. 
1 1 
2 1 
3 1 Topology 
4 1 Link No. Initial Node Final Node 
5 1 2 1 3 
6 1 4 3 5 
7 1 5 5 7 
Tables 4.10 a,b,c 
Demand Allocation 
Node Added Demand 
7 600 
Table 4.10 d 
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Valve 
Status 
No. Status 
1 closed 
2 closed 
3 closed 
4 open 
5 closed 
6 closed 
Islands 
Node No. Island No. 
1 1 
2 1 
3 3 Topology 
4 3 Link No. Initial Node Final Node 
5 3 2 1 2 
6 3 4 3 5 
7 3 5 5 7 
Tables 4.11 a,b,c 
Demand Allocation 
Node Added Demand 
7 600 
Table 4.11 d 
Note that in these tables the demand has been summed at the correct point and that 
the island number appears alongside the list of demands. Note also that the island number 
can now be used to determine whether there exists any islands that have no consumers 
attached to them. 
While discussing demand, it is perhaps appropriate to consider how to deal with 
leakage. Although leakage is often quoted as a value per property per hour, it depends 
more closely upon the number pipes currently in service, their length and the operating 
pressure. This is discussed in two reports [128, 228] and practical examples can be 
found in [190, 226]. In his Ph.D. thesis, Germanopoulos, [121], made an important step 
in simulating leakage as a pressure dependant variable. In accordance widi [121] and 
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work by Jowitt, Germanopoulos and Xu, [122, 147], leakage is considered in this work 
as a variable derived from measurements rather than a value to be stored in a relation. 
The final problem to consider in this section is that of series and parallel pipe 
combination. This arises because of the possibility of there being two or more elements 
comprising one link or when two or more pairs of nodes are combined thus forming 
a parallel set of links. The serial combination is carried out first and can be done by 
recognising the occurrence of more than one element with identical link numbers. Finally, 
parallel combinations are calculated to eliminate repeated pairs of node numbers, the exact 
algorithms for which are presented in the next chapter. 
4.4.4 Keeping Track of Changes in the Database 
Once a change has been detected in a given table, two courses of action are open. 
Firsdy, the entire table can be re-read and a new model built. Secondly, the select 
operation can request all the tuples after a specified time thus reducing the number of 
records retrieved in the process. Both methods are proposed in this work for different 
situations: 
1 Changes likely to result in new topology. The addition of new links or isolating 
valve changes will result in a new system topology and therefore the entire model 
must be rebuilt (Changes of this nature would require a manual edit and re-balance 
sequence for a standard analysis package but are taken care of automatically in the 
proposed system.) 
2 Parametric changes. Changes to parametric values do not change the system topol-
ogy and therefore a system re-build is unnecessary. Instead, only the rows pertinent 
to the change are accessed from the database. 
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3 Benign data changes. Such changes do not affect the mathematical model at all 
and therefore are ignored by the database revision control modules. 
4.5 Performance Tests 
A number of performance tests have been undertaken in a similar fashion to those 
in the previous chapter. The tests were carried out after creating networks of sizes ranging 
from 7 nodes to 7000 nodes, using, as before, an original seed network, two copies of 
which are shown in Fig. 4.3. 
The tests were undertaken using the same program as described in Chapter 3, which 
loaded data into the database, retrieved it and then deleted it ready for the next test. In 
this particular case, the program called the subroutines to build the aUas information, the 
island information and to determine the correct allocation of consumer demands. The 
total elapsed times (CPU + 10) are shown in Fig. 4.4. In Fig. 4.5, the efficiency of the 
system is shown in terms of records processed per second. 
The times obtained show that there is a non-linear relationship between number 
of records processed and elapsed time which is almost certainly due to the way the 
operating system was allocating resources to the tasks. In these tests, unlike those in 
Chapter 3, there is a certain amount of floating point arithmetic going on, handled within 
the DBMS task and a small amount of additional processing within the subroutines 
themselves (calculation of alias numbering, for instance). Fig. 4.6 highUghts the CPU 
and 10 activities for the task of calculating nodal demand allocations. It is to be noted 
that one should add the three sets of timings of Fig 4.4 to the total time of Fig. 3.4 to 
get the total elapsed time for a new model to be available. 
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Model build time 
Activity Elapsed time 
get parameters 45 seconds 
get alias numbers 57 seconds 
get islands 68 seconds 
allocate demands 125 seconds 
TOTAL 295 seconds 
Table 4.12 
Thus for a 7000 node system, this amounts to an elapsed time of about 5 minutes 
and represents the additional overhead in using the database. As was stated before, the 
comparison with this elapsed rime and the time taken to read directly from a file is com-
pletely irrelevant. The comparison that should be made is that of manually determining 
a new topology, manually determining the unique node numbers for combined nodes 
and manually determining the demand allocarions by observing valve statii and node 
combinations. This series of operations would then be followed by a data re-entering 
exercise and only after this had been successfully completed would the new file be read 
in. Obviously, the time taken to read in the new file will be insignificant when compared 
to the other operations for a 7000 node system. 
In considering these results, as in Chapter 3, it should be realised that the computers 
system parameters can have a marked affect on performance. The problem of demand 
allocation for instance causes the DBMS to construct temporary tables of one view and to 
build the data for the second view out of this. Therefore the processing requirements of 
these transactions are far greater than the simpler transactions presented in the previous 
chapter and are even more sensitive to the correct tuning of the computer operating 
system. Secondly, since the computer workstation used in these experiments was a 
minimal system (about IMIP witii SMbytes of memory, amounting to about 2-3Mbytes 
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usable), it is certain that the timings represent worst cases as it is unlikely that a smaller 
or less powerful computer would be used in practice. 
4.6 Conclusions 
Considerable time and effort has been and still is being devoted to the building of 
large asset databases by water companies. In this chapter we have seen that this type of 
data can be used directly by the analysis code. Great care has been taken in the design 
of the database schema to store data in a way that most aptly describes the individual 
items concerned rather than make concessions to the way the data might subsequently 
be used. The work shows that by careful design of queries, by building views and by 
making some small additions to the database scheme, the basic asset data can be used 
direcdy and that there is no need to hold additional data separately for the modelling task 
(with the exception of task meta data such as convergence control parameters etc.). 
This chapter has additionally shown that even i f it is not desirable or possible to 
connect direcdy to a real asset database, storing data in the way described has distinct 
advantages over a file based approach in that it gives the user much more flexibility to 
modify the network data in a way that closely resembles the operation of the plant itself. 
The present chapter has proposed new algorithms for logical network simplification 
(as opposed to simplification based on flow sensitivities). It has presented a new approach 
to handling demand values which allows demand to be entered into the model as it occurs 
in reality rather than forcing the operator of the system to determine the equivalent demand 
allocations by hand. This method has die further advantage in that the operator of die 
system can interact with the system model as i f it was the physical system. 
The speed of the data retrieval is acceptable but of course slower tiian a file based 
approach. However, the more significant comparison is that made between a system 
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where the operator has to edit a file, allocate new demands to demand nodes, determine 
network topology, calculate equivalent parameter values in the case of parallel or series 
elements and determine the effect of valve changes on the system islands. In this regard 
it is likely that the proposed system amounts to a considerable increase in performance 
over a file based approach. 
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CHAPTER 5 
FLOW FORMULA FOR MODELLING WATER NETWORKS 
5.1 Introduction 
Before a ful l on-line monitoring scheme for a water supply network can be implemented, 
it is necessary to consider how to model the system concerned from both the descriptive 
data available and from the measurements of the time varying states obtained via the 
telemetry system. So far in this work, the storage of these two classes of data has been 
considered together with the way in which the data can be transformed into a format 
suitable for mathematical modelling, however, the modelling function itself has thus far 
been ignored. 
Programs for network analysis using a variety of different flow models have been 
in existence for many years and are widely used throughout the water industry. However, 
use of a mathematical model as the core of an on-line monitoring scheme requires some 
special consideration. In particular, it is necessary to ensure that the model is representa-
tive of the system for as wide a range of conditions as possible and is not chosen purely 
for its computational simplicity. It is also necessary to consider the effects of lumping 
parameters together in the course of building the model and what errors may result in so 
doing. 
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The aims of this chapter are to present the head/flow formula; of various network 
elements, to consider their inter-relationship and to determine the effects of consumer 
demand which is distributed along pipes. The combination of network elements is also 
presented as this compliments the methodology oudined in Chapter 4. Section 5.2 reviews 
the previous work in this area, Section 5.3 briefly introduces the concepts of water 
network simulation; Sections 5.4 through 5.6 present the equations typically used in 
network simulation; Section 5.7 shows the inter-relationship between two flow models 
and presents a simple way for converting data between the two. Section 5.8 discusses 
methods for combining parallel and series elements and Section 5.9 discusses the possible 
modelling errors that might arise from inexact modelling of distributed consumer demand. 
In Section 5.10 the threads of the chapter are brought together to show how the network 
model can be derived from the data held in the database. Section 5.11 summarises the 
findings of the chapter and draws several conclusions from the work. 
5.2 Review of Previous Work 
Computational methods to aid water network analysis first became available with 
the Hardy-Cross relaxation method [76] in 1936. This method permits calculation of 
flows and pressures in networks using a simple loop-by-loop scheme. The procedure 
requires an initial estimate of flows in each pipe in the network and also requires that the 
node continuity equations are satisfied. A node flow in-balance is permitted but this is 
treated as an invariant nodal load throughout the calculation. The algoritiim tiien solves 
for the head in-balance in a loop-by-loop sequence. Despite occasional poor convergence 
properties [145], the Hardy-Cross method found favour in the water industry early on 
because it is relatively easy to implement using a pocket calculator [6]. 
When digital computers became more widely available, more sophisticated linear 
algebraic methods were adopted. The solution of large sets of linearised network equa-
tions by the Newton-Raphson method was proposed in [164] but convergence was not 
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guaranteed unless the starting guess was close to the final solution [167], however, a 
later modification given by Lemieux [156] provided a method which converged from a 
very poor start. A large number of publications appeared during the 1970's reporting on 
implementations of the Newton-Raphson metiiod e.g. [97, 104, 120, 132, 185]. 
More recentiy, Wood and Charles, [260], proposed the 'Linear Theory Method' 
of solution which avoids forming the Jacobian terms necessary in the Newton-Raphson 
method. This method uses the following re-formulation of tiie Hazen-Williams flow 
model discussed later: 
ftylft.f = Uii^hi,- (5.1) 
where 
*^  A y 
which moving from the (p)*'' iteration to the next, can be written as: 
(p+i) ^ Uij^hjj 
„(P) 0.85 
(5.3) 
which was shown to be convergent provided a reasonable starting guess was found. 
Germanopoulos [121] and later, Jowitt and Xu [147] have used the linear theory method 
in leakage control applications. 
A graph-theoretical procedure proposed by Kesavan and Chandrashekar [148] en-
ables the head in-balance loop equations to be built using the fundamental circuit matrix 
with a suitable choice of spanning tree. The node flow continuity equations are similarly 
assembled using the cut-set matrix applicable to the original spanning tree. A method of 
choosing the best spanning tree is presented which is dependent on the position of the 
constant pressure devices in the network and on the location of any fixed flow devices 
such as fixed flow pumps. Cohen and Carpentier use a very similar argument in their 
formulation of the state estimation problem [66]. 
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An approach used by DeMoyer and Horwitz [87-89] employs a Kalman filtering 
algorithm in an extended period network simulation. More recentiy Coulbeck et al. [72] 
have used regression analysis in order to achieve a tracking simulation model of the 
supply system on which to build optimised control strategies. 
Germanopoulos and Jowitt [121, 122] have shown that leakage can be incorporated 
quite simply into the network model mass balance equations. This enables the pressure 
dependent leakage term to be included as a hydraulic constraint in a linear program to 
minimise distribution system leakage using the valves in the network as the actuators 
for the pressure reduction. The leakage control problem was formulated earlier by Ster-
ling and Bargiela [238] without the pressure dependent leakage term but in which the 
Newton-Raphson method was used rather than the linear theory method. An extension 
to Bargiela's method has now been derived which permits the pumps and the valves to 
be used simultaneously in the optimal pressure reduction algorithm [266]. 
Following the design of network analysis algorithms, Rahal, Sterling and Coulbeck 
designed a system that enabled the network analysis function itself to be carried out more 
simply [201-203]. Their method was to identify the parameters in a network model as 
likely candidates for 'tuning' and then to alter these values (typically pump parameters or 
CHW values) such that an error function derived from the differences between measured 
and calculated network flows and pressures was minimised. 
Non-linear optimisation methods for network analysis have also been proposed 
using gradient methods [210, 252] but while more capable to converge from a distant 
starting point in the solution space, converge can be slow due mainly to the line search 
part of the algorithm. 
Pipe resistance formulae are discussed in [16,53, 167,180,204, 254, 261]. Much of 
the work done by these researchers concerns the reliability of various pipe flow formulae 
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and their origins. Pipe combinations are also covered in some of these references e.g. 
[145, 146] whereas more sophisticated network simplification has been undertaken by 
Chen et al [47, 48]. 
5.3 Water Network Simulation 
In this section a general formulation of the water network simulation problem is 
presented for the sake of completeness, since the principal idea behind this work is to 
propose a move away from simulation towards on-line state estimation. 
The flow along the A;*'* link is a non-linear function of the head drop (or rise in 
the case of a booster pump): 
qk=fk{Ahk) (5.4) 
where / ( • ) is typically of the form / = KAh'^ and 7 is normally non-integer. 
The proposed method is, in common with most other methods, based on linearisa-
tion about a current point followed by linear solution exploiting linear algebraic methods. 
Given a network of N variable head nodes and F fixed head nodes, the continuity 
equation for all die nodes states diat the sum of flows entering and leaving each node 
must equate to zero. Although slighdy unconventional, we will assume that flows into a 
node are —ve. 
N+F 
qi,-\-Ci=0 t = l , . . . , n (5.5) 
where fty is the flow leaving node i and n = N + F. N.B. qij = 0 for nodes not 
connected to node i. Ci are the {-ve) inflows from sources, or the (+t;e) loads but are 
actually made up of a number of components due to various types of demand and inflows 
from reservoirs or pressure reducing valves connected to other networks etc. Representing 
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tiiese two broad categories as ck and U{ respectively, (where u» are -ve) , we have, using 
Eqn. 5.4 (the unbalanced case, ie prior to convergence): 
N+F 
9 i = J2 fiA^hij) + di + Uii:0 i = l,...,n (5.6) 
>=i 
The demand vector, d, is considered known a priori in the simulator but is treated 
as a noisy measurement in state estimation. For the purposes of this derivation, we will 
consider only the simulation case. The inflow vector u, on the other hand, is an unknown 
and must be calculated. There are, therefore, N + F unknowns corresponding to the N 
heads and F inflows. 
We can easily linearise Eqn. 5.6 using a Taylor expansion in two variables where 
we allow an approximation to occur by taking just the first order terms: 
N O Q . N+F O Q . 
E | r ^ « i = - ^ t = l , . . . , n (5.7) 
Renaming the vectors as follows: 
/ A/i i >i ( Axi \ 
A/l2 AX2 
Au/^+i AXN+1 
V Au^r-i-F y \ Ax„ J 
which, in matrix notation gives: 
J A x -g 
(5.8) 
(5.9) 
where the matrix J is termed the Jacobian matrix. A x is sometimes termed die vector 
of corrections due its role in the Newton-Raphson sequence, where, on the k^^ iteration: 
x ( f c + i ) = x W + aAx('=) (5.10) 
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The quantity a is used to control the Newton-Raphson steps. This could be found using a 
line search, e.g. Fibonacci as in [156] but here, after reasonably extensive testing, [254], 
we use a — 0.6. 
An alternative formulation, given in [246], elegantiy demonstrates how the arc-
node incidence matrix for the network imparts its structure into the above equations. The 
sparsity structure of water network equations is also discussed in [44]. 
Eqn. 5.9 is solved in this work at each iteration using Guassian elimination via 
Harwell subroutines LA05 [206]. Iterations arc halted at a point when the value of A x 
has reached a predefined small value. 
5.4 Hazen-Williams Formula 
The Hazen-Williams formula owes its popularity to its simplicity in form and 
accuracy over the range of flows frequentiy encountered in water supply networks. It is 
normally presented in its S.I. units format: 
hi - hi = 10.743CHWrM^LijD;^''-^''ql-^^ (5.11) 
or 
fty = 0.2774eCHWi,Djf^ ~ (5.12) 
or, for computer program implementation: 
Qii = K^'^ 'Hhi - h,)\hi - h,r-'' (5.13) 
which ensures the correct sign for the flow in the link and where: 
Kij = 10.742CHWr.^-^^LijDT-.^-^'^ (5.14) 
It is assumed diat the resistance measurement is obtained for pipes not containing 
control valves such as PRV's although they may contain isolating valves. This being 
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so, pipes and isolating valves are modeled as single elements and control valves are 
modeled separately. For control valves, the same flow formula can be used as for pipes, 
suitably modified to take into account of the pressure controlling action of the valve. 
This is an approximation since it assumes that the controlling set pressure, HpRv is 
fixed and known. In fact, as shown in [91, 198, 248], valves impart their own dynamics 
as they attempt to control the pressure and hence HPRV may differ from the value 
applicable to the valve. However, a dynamic model of a control valve would depend on 
the physical construction of the valve and tiierefore it is proposed to continue witii the 
more conventional control valve model in this work for the sake of generality. 
Conventionally, the valve equations are written as follows (assuming ideal, steady-
state conditions): 
1) Pressure reducing valve. Fig 5.1: 
= < 
f K^^-^^lHpRv - h,f-^^ hi > HpRv > % 
0 HpRv < hj (5.15) 
i ^ i ^ ' - ' l / l i - hi r-^^ HpRv >hi> /ly 
2) Pressure sustaining valve. Fig 5.2: 
K^""-^^\Hpsv - ^ f ' " hi > Hpsv > hj 
Qij = I 0 hi< Hpsv (5.16) 
[ i f r .o -^^ | / i i - / iy | hi > Hpsv 
3) Non-return valve. Fig 5.3: 
' ' ' • " l o " ' hi<h]-
^ f^K^^'^'^'lhi - h,f -'^ hi>h,- (5.17) 
4) Remote control valve (eg level control or remote nodal pressure). Fig 5.4: 
Qi,--'pK^'-^'lhi - h,-r' (5.18) 
- I l l -
A -
— ^ 
Figure 5.1 
J P.R.V. 
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J P.S.V. 
Figure 5.2 
flo 
j Check Valve 
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^ 
Figure 5.4 
Remote Control Valve 
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where 0 < (p < 1. 
5.5 An Explicit Form of the Colebrook-White Equation 
The motivation for an accurate flow model, via the Colebrook-White formulation 
lies in the fact that the model derived is to be used for measurement validation purposes 
in the state estimator. Quite frequentiy it is tolerable to have a partly inaccurate model of 
a network where small discrepancies between information gathered from data loggers and 
the analysis model itself are insufficient to affect later decisions resulting from such an 
exercise. However, when designing a model of a system for later use in a state estimator 
for on-line data validation and leak detection, it is necessary to have as accurate a model 
as possible. 
A large number of authors have discussed the Colebrook-White equation and its 
use in network analysis is not new. The original paper by Colebrook [67] derived the 
equation from a study of the smootii and rough flow regimes and a proposed a linear 
combination of the equations that describe these regimes. Matthew [166] provides an 
up-to-date exposition of the original derivation. Various papers, e.g. [16, 167, 204] show 
how to obtain a non-explicit form of this equation and this derivation is presented below: 
The Colebrook-White equation, is usually quoted as: 
77 = - ' ' M ^ ^ ^ ^ 
where D is the pipe diameter, Re is the Reynolds number, / is the friction factor and e 
is the pipe surface roughness (sand particle size). Due to the appearance of the friction 
term, / , on botii sides of this equation, it is necessary to derive an explicit version, diis 
is achieved using the Darcy-Wiesbach formula Eqn. 5.20 and Reynold's formula Eqn. 
5.21: 
( - ) 
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where L is the pipe length, t; is the average velocity of flow and g is the acceleration due 
to gravity; 
• I 7~) An 
(5.21) 
where q is the volume flow rate and u is the kinematic viscosity. We thus obtain 
2.511/ 
9 = - W ^ ^ l o g i o 2L S.71D + ^ V h 
(5.22) 
which can be written as: 
9tj = - ' r 
gPfi hi-h 
' logio { + 
2.511/ (5.23) 
which guarantees a consistent sign convention where qij > 0 signifies flow from node i 
to node j. In tiiis work Eqn. 5.23 is termed the 'expUcit Colebrook-White equation'. 
For the sake of brevity, Eqn. 5.23 can be written as: 
hi-hi 
logio {Bij + 
where Aij, Bij and Cij are obvious by inspection. 
(5.24) 
The valve equations can also be written in terms of the explicit Colebrook-White 
formulation as follows: 
1) Pressure reducing valve. Fig 5.1: 
9i, = {0 HpRv < hj-
HpRv >hi> hj 
(5.25) 
2) Pressure sustaining valve. Fig 5.2: 
(^^^•J^ff7^l'^^^o{B.^-^^^^ Hpsv>hi>hj 
hi < Hpsv 
hi > Hpsv 
(5.26) 
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3) Non-return valve, Fig 5.3: 
„.= P"iain'°«'°{*'' + V l f e > (5.27) 
I 0 hi <hj 
4) Remote control valve. Fig 5.4: 
where 0 < < 1. 
5.6 Head/Flow Models for Other Elements 
Pumps are normally modeled by a quadratic law: 
Ahij = Ciyg?. + bijqij + Cij (5.29) 
where a,y, bij and c,y can be obtained by pump testing although this is not always 
practical. I f the pump manufacturer supplies pump curve data then the above parameters 
can be found by least squares fitting and tiien tuned, i f necessary, using dynamic parameter 
tuning [203]. 
Hence, 
. , ,fc?y-4a^•J^(c^•y-|Afeiy|) 
Qij - -Oij ± 2aij 
(5.30) 
A typical pump curve is shown in Fig. 5.5 and the two roots of Eqn. 5.30 are 
shown on tiie curve. Since o^ y is always -ve, the curve is an inverted parabola and 
hence the —ve root causes unstable operation. Therefore, the +ve root is chosen from 
the above relationship. 
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5.7 The Interrelationship between the formulae of Hazen and Williams, Miller, 
Massey, Colebrook and White 
The available flow formulae for ful l pipe flow (as opposed to open channel flow) 
fall into one of two categories. Either they use Darcy's equation: 
% = ^ = ^ (5.31) ^ pg 2dg ^ ' 
or, as in the Hazen-Williams equation they are direct ie g = g{Ah), where g{-) is some 
non-linear function. Equations that rely on / are sometimes confusing since / can take 
on one of two meanings depending on the original derivation. In this work, except where 
stated in one case below, / is defined by its use in Eqn. 5.31 above. 
Moore [180], presents an analysis of the interrelationships of certain equations 
commonly used in pipe flow calculations and also provides a discussion on the use of 
indices in the direct formulae. 
In order to understand the range of applicability of the two principal flow formula 
used in this work, a number of tests were run to show qualitatively the relationship 
between them. These resuhs are shown in Figs. 5.6 & 5.7. The plots are effectively 
Moody diagrams (ie. Re vs. / plotted on log-log axes) and show that the Hazen-
Williams equation is just a straight line of slope proportional to the index. Interestingly, 
Moore [180] showed that for very rough pipes, which perhaps have been in service a 
long time, an index nearer 2.0 (rather than 1.85) would be more suitable. Since the age 
distribution of pipes in many networks is approximately flat over the last 100 years, a 
significant portion of most distribution networks will have pipes that have been in service 
a long time and this observation demonstrates the dangers of using the Hazen-Williams 
formulation in cases outside the conditions for which it was designed. Furthermore, 
there is a range of Reynolds numbers for which the Hazen-Williams equation is not 
really applicable as can be seen for the different cases shown in Figs. 5.6 & 5.7. It is 
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conceivable that unexpected errors might arise when using the Hazen-Williams formula 
for state estimation purposes for certain flow conditions. 
Figs. 5.6 & 5.7 also show the curves for the equation known as Miller's equation 
which follow the Colebrook-White equation curves very closely and might therefore be 
considered a suitable alternative to either of the other two equations under discussion. 
Miller [174] introduces his formula in the following form: 
0^ 25 (5.32) 
alternatively, the equation can be rearranged into a more familiar form: 
unfortunately, the substitution made in Section 5.5 to provide the explicit version of the 
Colebrook-White equation, viz: 
Reyff = 2 ^ ^ V h (5.34) 
cannot be made in the right hand side of Eqn. 5.33 and hence we are left with either an 
/ term or a g term neither of which is desirable. Since an explicit version of the original 
Colebrook-White equation is available and because of the difficulty with the right hand 
side of Miller's equation, this equation has not been adopted for this work. 
Massey [165] also quotes an equation that can be used in the same way as Miller's 
equation: 
but the same arguments prevail as for Miller's equation. 
One very good reason why the Hazen-Willams equation is so popular is that the 
method of obtaining the Hazen-Williams coefficient, CHW, in field tests is straight 
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forward. The value is derived by injecting a known flow along a pipe and measuring 
the resulting head drop. The head and flow values are then used in the Hazen-Williams 
equation to obtain the CHW value. Strictiy speaking however, the CHW value thus 
obtained is only valid for the conditions for which the test was conducted. The CHW 
value is, in fact, marginally flow dependent as can be seen from the following equations. 
The roughness values necessary for the Colebrook-White formulation are more dif-
ficult to obtain and hence there is a motivation for determining estimates of roughness val-
ues directiy from the CHW values. This can be done by combining the Hazen-Williams, 
Darcy-Weisbach and Reynold's equations, ie Eqns. 5.11, 5.20 and 5.21 respectively giv-
ing: 
f ^ 134.4663 
Rearranging the Colebrook-White equation, Eqn. 5.19, an estimate of the effective value 
for e can be determined which is expressed below as e: 
Hence, from a knowledge of the parameters of the pipe and the conditions of the 
field test (ie u and Re), it is possible to convert directiy to an equivalent roughness value 
e OT e/D. It is therefore proposed that the Reynolds number for the field test which 
yielded CHW be held in the database and used to find e whenever e is not known in 
advance. This is the purpose of the 'design point' shown in Figs. 5.6 & 5.7. This very 
simple relationship provides more utility in Section 5.8 when making serial and parallel 
pipe combinations. Once the CHW and Re numbers are known, the parameters for the 
Colebrook-White equation can be obtained and used for a range of flows that might be 
inappropriate for the Hazen-Williams formula. 
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5.8 The Combination of Parallel and Series Elements 
The combination of various network elements is necessary when exploiting the 
relational database approach proposed in Chapter 4 of this thesis since each element of 
the distribution network is stored in the database as a separate entity whereas, in reality, 
the elements in question may be connected together between nodes in parallel or in 
series. Therefore, to build the model of the distribution network from the data held in 
the database without further human intervention, a direct and automatic method for entity 
combination is required. In future work it might be desirable to allow for any combination 
of network elements but in this thesis only combinations of like entities are permitted. 
Pipes are the most common element for parallel or series combination since an operator is 
not normally interested in flows down individual pipe sections but rather across areas of 
the network as a whole. In some cases, pumps will be connected in parallel and therefore 
it is necessary to consider how the coefficients of parallel pumps combine to make a new 
pump curve. When pumps are connected in series, they are separated by large distances 
(often with supply points in between) when it would be inappropriate to combine theu-
characteristics from the point of view of the analysis. The only other in-line elements 
are a variety of valves whose characteristics are normally modelled in the same way as 
pipes (e.g. Eqn. 5.25) and their combination therefore falls into the same class as pipes. 
Furthermore, it is more unlikely that parallel or series valve combinations exist in water 
networks. For these reasons, only pipe and pump combinations are considered in this 
work and for pumps, only parallel combinations are dealt with. 
5.8.1 Pipe Combinations 
A number of authors have discussed the problems of combining equivalent pipes, 
e.g. Moore [180] and Jeppson [146] and the procedure in the case of the Hazen-Williams 
formula is straight forward since it permits the adjustment of the hydraulic resistance 
parameter Kij as the most convenient method for the determination of an equivalent 
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formula for two, or more, pipes combined in series or parallel. This type of combination 
is extended from the Hazen-Williams equation to the Colebrook-White equation in this 
section for both the parallel and the series case. The present method differs from that of 
Jeppson in that it is not iterative. 
5.8.1.1 Series Combination 
(N.B. In what follows, the subscript e, refers to the equivalent parameter for a series 
combination whereas e„ refers to the equivalent parameter for a parallel combination.) 
The Hazen-Williams equation can be written in tiie form: 
^h = Kci^-'' where K = ^g^Jll^^.^r (5-38) 
For a series of pipes connecting two nodes that are to be modelled as one link, it must 
be assumed that any consumer demand can be lumped at the end nodes of that link. 
Therefore, i f there are p pipes in the link: 
A/ie, = E A/ii (5.39) 
and 
therefore. 
hence, 
q,, = gi Vt = l , . . . p (5.40) 
p 
A/te. = E Kig'-'' = K^,g''' (5.41) 
»=1 
Ke, = E Ki (5.42) 
»=i 
We are free to choose arbitrary values for the set of equivalent pipe parameters, 
{Le . . De,, and CHWe,}, provided they satisfy Eqn. 5.42. However, when determining 
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the equivalent result for the more complicated explicit Colebrook-White equation, non-
arbitrary values for these constants will have to be chosen. Intuitively, the length of 
the equivalent pipe should be equal to the sum of the lengths of the component pipes. 
Furthermore, i f it can be assumed that 
then a sequence of relations can be used that in turn provide all the remaining unknown 
parameters for the equivalent pipe. It wil l be shown below that tiiese assumptions hold 
reasonably well when compared to a simulation using the exact set of pipe sections and 
that the Colebrook-White version is more accurate tiian the Hazen-Williams representation 
even in the equivalent pipe form. 
The total length of the equivalent pipe is therefore: 
i^ e, = E ^ i (5-44) 
hence 
e., = (lO-i/^V^ - ^-^^^ynDe, (5.47) 
This procedure assumes that 9e» was used as the injected flow for each CHW test 
carried out in each pipe section in the chain. It is possible that the CHW-valnes for 
the different pipe sections could be obtained using different injected flow rates. This 
means that 3i : qi ^ qe,- Since tiie CHW value is only marginally dependent on 
Re tills effect could be ignored witiiout too much loss in accuracy, particularly as it is 
unlikely that the injected flows used will be vastiy different in each case. Nevertiieless, a 
simple modification is now presented to further minimise the errors emanating from this 
eventuality. 
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Assume that each qj, {j = 1 , . . . p) used in the CHW tests were different. Since it 
is possible to convert to Colebrook-White form for each of these cases via Eqn. 5.36 and 
5.37, for the j * ' ' pipe we can obtain a set of independent parameters {Dj, Lj, ey} 
but f j computed from Eqn. 5.36 relates to the test flow rather than gg,- Using a 
Qe^, arbitrarily chosen from the range of test flows, qj, ( j = 1 , . . . p), the new /y can be 
computed directly from Miller's equation (5.31) and A/ic, can be found using the Darcy-
Weisbach equation. I f the same q^, is used for each pipe in the series combination we can 
compute the /y's accordingly and use Eqn. 5.43 to provide /g, . Now the descriptions 
are compatible and the above procedure, Eqns. 5.44 to 5.47, can be used. 
5.8.1.2 Parallel Combination 
The procedure for parallel combination follows similar lines and will therefore be 
dealt with more succinctiy than the case for series combinations. 
The new hydraulic resistance value Kg^ for the Hazen-Williams equation is given 
by: 
(5.48) 1 ^ 1 — = T — 
When finding equivalent pipe parameters for the Colebrook-White equation, a rea-
sonable assumption might be that Le^ = Li V t. However, it could easily be the case 
that this does not hold since two or more pipes may take different routes between the 
same two nodes. Since this introduces an additional unknown it is necessary to make 
two (rather than one) ad hoc simplifications, namely: 
L.. = l t l ^ i (5-49) 
" »=i 
fe, = - t U (5.50) 
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The other parameters {CHWg^, De^, C g ^ } follow from these two assumptions as 
described above. The accuracy of these assumptions is verified in the graphs of Figs. 5.8 
& 5.9, the derivation of which is described in the following sub-section. 
5.8.1.3 Simulation of Series and Parallel Pipe Combinations 
The algorithm used to carry out the comparison for both series and parallel pipe 
combinations is described as follows: 
1 Read the parameters for each individual pipe: {Li, D,-, e^} 
2 Read each injected flow, qi, assumed used in each CHWi test; 
3 Read the head drop, Ahi, for each CHWi test; 
4 Calculate each CHWi, / -
5 Calculate the set of equivalent parameters as described above; 
6 Test the calculated flows in each equivalent pipe representation against the actual 
situation using the original parameters; 
7 Repeat (6) for a series of Reynold's numbers without varying the equivalent pa-
rameters. 
There were slight differences in approach in the two cases. In the serial case, 
the same injected flow was used (on the assumption that all the pipes in series would 
be tested under the same volumetric flow rate) and hence the design Reynolds numbers 
followed. In the parallel case, different flow rates were used to ensure the same design 
point of Re = 10000 in each case. However, to keep tiie flows in tiie same region for 
the two tests, similar flow rates were used in the series test to those derived from the 
parallel test. The kinematic viscosity was assumed to be = 1.3 x 10~® m?/s. The 
pipe parameters were the same in each test and are given in the following table: 
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Pipe Parameters 
Pipe No. Diameter Length Roughness CHW 
(mm) (m) (mm) -
1 100 500 0.5 120 
2 200 500 4.0 100 
3 300 500 14.0 84 
4 150 500 8.0 82 
5 225 500 5.0 98 
Table 5.1 
In the serial case, the flow was fixed at 2.3 l/s. This produced a new set of 
CHW values due to the new design Re numbers. The conditions specfic to each test are 
as follows (the subscript, for the series test and p for the parallel test. 
Specific Parameters 
Pipe No. Res CHW, 
1 22526 120 1.02 
2 11263 100 2.04 
3 7509 86 3.06 
4 15018 80 1.53 
5 10012 99 2.3 
Table 5.2 
As can be seen the CHW number is relatively insensitive to the quite wide range 
of Re numbers. The set of pipe parameters was chosen quite arbitrarily to give a wider 
range of conditions than would be likely in practice. 
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Notice that the Hazen-Williams formulation is once again prone to unacceptably 
large errors. Unfortunately, in the parallel case, errors arc present in the Colebrook-White 
equivalent pipe calculation but these are smaller in general than for the Hazen-Williams 
equation. In fact, the choice of design point (Figs. 5.6 & 5.7) is important here. I f the 
operating Reynold's number is close to the test Reynold's number (or design point) the 
errors are small. Hence the combination of pipes that have a large difference in Reynold's 
number for the same head drop result in large errors due to the implicit assumption in 
Eqn. 5.50, ie. that the velocities are similar. Although only one such test is presented 
for each case, it is felt that this is representative and the reader can observe that it is in 
no way contrived. 
5.8.2 Pump Combinations 
Consider a set of N fixed speed pumps connected on a manifold as shown in Fig. 
5.10 where all the pumps have different but known coefficients. Let us assume that the 
effect of the combination of pumps on a common manifold is to leave the coefficients 
of each individual pump curve unchanged. It is desired to treat this set of pumps as one 
unit and hence to determine one set of coefficients from the available data of the form: 
H = a'ql -f- b'qr + c' (5.51) 
where 
H = hi=h2 = --- = hk = --- = hN (5.52) 
and 
N 
9r = E 9fc (5.53) 
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The set of pump equations are therefore: 
hi = aiql + biqi + ci 
hk = akql + bkqk + Cfc 
hN = o-Ngs + ^NgN + 
Summing these equations together, we have: 
N 
E + + Ck) = NxH 
k=l 
therefore 
^ = ^ E Mk) + ^ E M + ^ E {ck) (5.54) 
which is in tiie same form as Eqn. 5.51. By comparing coefficients and using Eqn. 5.53, 
we have the following relations: 
(5.55) 
^, ^ Ejbkgk) ^ nhgk) ,5 
NEigk) Ngr ^ ' 
' " N 
For each gk, we can write: 
(5.57) 
-hk±yJbl-Aak[ck-H) 
gk = — (5.58) 
and hence each new coefficient can be determined in terms of a combination of all the 
other coefficients and the head rise H. 
If ai = • •' = Uff = a and bi = • • • = = b and ci = • • • = c/^  = c, then from 
Eqn. 5.58, gi = ••• = gN and hence we have, as in [47]: 
_ ag' 
gl 
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c' = c 
The Jacobian terms can easily be determined as follows: 
-b±y/bl-4akick-H) 
= 
^ = ±{bl-4a,{c,-H)}-^-^ 
The sensitivities of the parallel elements can be written as: 
dqr 1 
an ^ ^ dH ^ ^ dH 
N 
(5.59) 
(5.60) 
Unfortunately, the above analysis is not exact due to the inaccuracy of the stated 
assumption concerning the individual pump coefficients. However, to a first approxima-
tion, this pump combination method for similar types of pumps would produce coefficient 
values that could be used as the starting point for a parameter tuning exercise as described 
in [201-203] whence more accurate coefficients would result. 
In summary, this section has presented methods for combining network elements 
automatically. The methods are not exact but the approximations are reasonable. The pro-
posed algorithms are designed to allow automatic combination of data held in a database 
where more than one element is a member of a fink. (Where 'link' is defined in Chapter 
4). 
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5.9 Modelling Distributed Consumer Demands 
An assumption that is almost always made in network analysis is that consumer 
demand, which is often distributed along each pipe (e.g. Fig. 5.11), can be represented 
by lumped demands divided equally between the two end nodes of each pipe link. Whilst 
this makes sense intuitively and is computationally convenient, it is not clear for what 
circumstances this assumption holds good and where, i f at all, it leads to unacceptable 
modelling errors. In this section, modelling errors are investigated for several cases 
where distributed demand is treated as a lumped parameter. The ensuing analysis is by 
necessity crude, since it is of course impossible to determine what instantaneous demand 
each consumer will make and in any event improbable that there will be a high correlation 
between one user's demand pattern and the next. However, on average, the demand fix>m 
large numbers of consumers will tend to follow a steady diurnal pattern and it is this, 
rather i l l defined behavioural trend, that to some extent justifies the following discussion. 
5.9.1 Analysis of Distributed Demand 
Consider a pipe element denoted i j that links nodes t and j in a network system 
(Fig 5.11) having a length Lij, diameter A y . inlet flow qi and outiet flow gy. The 
consumption along the pipe, QL will be assumed to be distributed in ND equal amounts 
along the length of the pipe. 
This demand could in fact be modelled in a number of ways: 
a) imiformly distributed along the pipe; 
b) as ND discrete demands; 
c) lumped at node :; 
d) lumped at node j; 
e) lumped at nodes t and j using some allocation function. 
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In order to understand the errors involved the following analysis will investigate 
case a) above and then using the notation for discrete analysis, derive a simple result for 
case b). These two approaches are then compared graphically with cases c), d) and e). 
Case (a): 
I f the load were uniformly distributed along the pipe, the volume flow at any point 
X along the pipe would be given by: 
q{x) = Qir. - (5.61) 
In order to calculate the head drop across an element A z at some point z in the 
pipe, we need the average flow in A z which is given by: 
n (-r A T ' > - q{^)+9{x+^^) 
qav [x, Az) = 
^ ( g m - ^ x ) + ( Q , . - g A z - ^ A z ) (5 62) 
Having obtained the average volume flow it is now possible to determine the average 
head drop from the Hazen-Williams flow formula: 
A z V0.27746CWi?2-63; ^ • > 
For the element under consideration, L = Ax and Q = qav [x, Az) and since this is 
the idealised, uniformly distributed demand case, we allow the approximation A z 0, 
giving: 
dh ^ ( Qir. - ^ x \ 1 " 
dx V0.27746CWD2.63; ^ • f 
Integrating this along the pipe gives: 
yo V0.27746CWD2.63; 
2.85gx,(0.27746CWD2.63)i.85 
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The appearance of QL in the denominator of Eqn. 5.65 does not introduce a 
problem since by application of L'Hopital's rule it can be shown tiiat as 0 Eqn. 
5.65 reduces to Eqn. 5.11. A solution of the form q = / ( A / i ) ^ / " is not obvious from 
the above due to the non-integer power. However, Moore [180] noted that for old pipes 
an index of 2 was more appropriate than 1.85. This allows us to write: 
AH ^ . 
Ax ^ (0.27746CW£>2.63)i.85 I • ) 
(a slight improvement over using the index 2 for the denominator) with solution: 
10.743L 2 o <0 - ^ ^ ' ^ (^R7^ 
A similar but more accurate result can be obtained from the Darcy-Weisbach equa-
tion: 
viz: 
This assumes tiiat / is not a function of the distributed demand in die pipe which of 
course is untrue. However, provided the Reynolds number stays reasonably high, say, 
above 4000, then / varies only slightiy with Re. 
Case (b): 
In the case of discrete consumer demands (the actual situation), consider the pipe 
as shown in Fig 5.11 where the flow continuity at the A:*'' consumer is given by: 
9fc = Qk+i + Ck+i (5.70) 
and for the last consumer in the pipe we have, 
QND-I — Qj + <^ND (5-71) 
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summing these over die number of consumers in the pipe produces: 
ND 
9i-qj = E<^k (5.72) 
1 
Using the Hazen-Williams formula, the head drop for the k*^ element is given by: 
10.743Lkqt''^ 
The head drop in die last link is given by: 
In many streets, houses are spaced equally along the pipe and so we might make the 
further approximation that: 
LI = L2 = '-- = LND+I = J ^ ^ ^ 
Therefore we have, 
where 
fc-i 
9Jfc = ft - £ <=p (^•'^^) 
p=i 
hence 
^n7A'iT ND+l fc-l 
Furthermore, if, Vp Cp = c then: 
5.9.2 Schemes for Considering Consumer Demand 
Let K be defined as in Eqn. 5.14, tiien the various metiiods for lumping demand 
can be described as follows: 
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1) Demand lumped at node i: 
/ i i - % = /r iy(ft„-Qx,)^-8^2 (5 79) 
2) Demand lumped at node j: 
hi - h,- = Ki^q};^^^ (5.80) 
3) Demand lumped equally at nodes i and j: 
hi - h,-= Kijiqir. - ^ V ''^ (5.81) 
4) Demand modelled as in Eqns. 5.67 and 5.69. 
5.9.3 Results of Different Distributed Demand Methods 
Using these results, an analysis of the sensitivity of pressure calculation can be 
made by considering the various assumptions that are commonly made in pipe flow 
calculation. The first such analysis considers the pressure error variation with respect to 
a variation in the proportion of demand in the pipe compared to the total inlet flow: 
To make a comparison of the above formulae with Eqn. 5.65, let: 
ND+l 
Ho = Kij E {qin - {k - iW '^' (5.82) 
fc=i 
Ht = Kiiiqir. - QLV-''^ (5.83) 
H2 = Ki.qt''' (5.84) 
H, = Kijiqir. - ^ ) ^ «^2 (5 85) 
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1) The variation of error in the pressure calculation as the ratio of demand to inlet 
flow is increased for each of the different modelling methods is shown in Fig. 5.12. 
2) Fig. 5.13 shows the converse situation when the physical system has a known 
(small) number of nodes but the model is assuming an evenly distributed load 
pattern. 
3) The results in Fig. 5.14 show the effect of continuously varying the load ratio 
(ie the ratio of two loads lumped at nodes i and j) across a pipe with an evenly 
distributed load. The zero case is achieved when node i has 42% of the load and 
node j 58%. 
4) The largest errors come about when the injected flow is equal to the total demand. 
Fig. 5.15 shows how this effect is diminished when the actual system has a 
distributed load and the modelled system has an increasing number of loads. 
The models of distributed demand, Eqns. 5.67 & 5.69, have been tested against tiie 
method of lumping demand described in Eqn. 5.81. The method used was to divide the 
pipe into a series of short pipes in cascade and model the flow using the Colebrook-White 
formula with demands from each junction. A wide variety of conditions were imposed by 
varying the total number of consumers ND in the range 1 < ND < 1000; tiie demand 
magnitude in the range 0 < Qt/Qin < 0.5; die diameter in the range 0.1m < D < 1.0m; 
and the roughness in the range 0.001m < e < 0.01m. The length was fixed at 1000m. 
With Qin in the range O.OOlm^/s < Qi„ < 0.05m^/s, this produced a wide range of 
Reynolds numbers over 3000. 
The results are shown in Figs. 5.16 & 5.17. The tests ouflined above produced 
the error magnitudes as the difference between the pipe modelled witii discrete demands 
along its length and the three simplifications already discussed. In Fig 5.16 there is a 
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uniform demand along the pipe, whereas Fig. 5.17 is for the case where the demand is 
modelled as a random variable, as descibed below. 
Each consumer was modelled according to the following formula: 
= X (5.86) 
where is & random variable belonging to a Poisson distribution with a mean of 1.0. 
This was chosen so as to simulate the behaviour of consumers drawing water from their 
water main, such that the sum of their average demand corresponded with the total load, 
QL, but which permitted a variation ranging from no demand at all to a larger than 
average demand. This test produced too large a set of results to convenientiy present 
in this thesis but it is hoped that the underlying conditions were varied enough to give 
significant insight to the full range of accuracies likely to result i f any of the methods 
proposed here were adopted. 
The biggest improvements were gained by the use of the Darcy-Weisbach dis-
tributed demand model, Eqn. 5.69 instead of the Hazen-Williams lumped demand rep-
resentation. However, only small improvements are available by switching from the 
standard lumped Darcy-Weisbach equation to the new form and so there remains a good 
case for continuing with the lumped demand method, Eqn. 5.81. Nevertheless, since im-
provements in accuracy are possible with a simple modification to the Darcy-Weisbach 
formula, this might just as well be used. It is can be seen from the results that single 
point demands or small numbers of demands produce the biggest deviation from the pro-
posed model, whereas when the number of demands rises to 100 or more the accuracy 
improvement becomes more marked. 
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5.10 Building a Network Model 
One of the main objectives of this chapter is to show that it is possible to model 
distribution networks from data stored in a form that can easily be maintained. The 
reason that this is proposed here is that, as has been pointed out earlier, the thesis aims 
to show that it is possible to design a system that can be used for on-line monitoring in 
a control room environment where the model used for measurement validation purposes 
must replicate the real system in the ground and, furthermore, that it is possible to 
manually change the model, on-line, without the need for an understanding of network 
analysis procedures. In this chapter and in the previous two, the necessary tools for 
deriving a network model from asset data have been described. A l l that is left to cover 
is some of the details of the order in which the data is accessed and how it is used in the 
simulation process. 
5.10.1 Outline of algorithm 
1) Retrieve the current topology. This method has been fully explained in the previous 
chapter. 
2) Combine all serial elements. By building the model using the Unk number as the 
loop counter, pipes with duplicated link numbers can be detected. Then, using an 
algorithm similar to that given in Section 4.4.2 which assigned alias numbers to 
nodes which were part of the same node cluster, the new parameters are calculated. 
3) Combine all parallel elements (including tiiose resulting from 2). Similarly, it is 
easy to find shared node number pairs to detect parallel pipes. The combination 
algorithm is again similar to the one outiined in 2. 
- 147-
4) Check for existence of islands without sinks or sources. This is done by assigning 
the island number to each element in the model. Any island without a source 
pump or a reservoir is not considered to have a supply. (An exception to this 
is sometimes encountered in network analysis when a network is considered that 
receives its supply from 'let down' valves from a higher pressure zone.) 
5) Spawn each island simulation (or state estimation) as separate process. This can 
easily be done i f the network build process is capable of initiating batch sub-
processes. (Such features are computer operating system specific.) 
Note: R-om the Chapter 3, links were defined as unique paths joining two nodes. 
A pipe cannot have two link numbers although two (or more) pipes can share a link. 
Hence links containing sets of pipes in series can be in parallel but not the converse. A 
set of pipes is only considered in series for combination i f they all share the same link 
and a set of links must share the same end nodes if they are to be combined. All that 
is needed i f there exists between two nodes a topology that does not comply with the 
imposed restrictions is to include the ignored nodes. 
5.10.2 Existence of Solution to the Network Equations 
The methods presented tiius far do not guarantee that a particular mathematical 
model automatically built actually has a solution. Conversely, we can say that unde-
tectable (in the model construction sense) pathological cases could exist. Whilst some 
'shallow' attempt has been made to check for illogical model formulations, such as net-
works with no sources or no demands, no 'deep' method has been incorporated into the 
retrieval and build procedures. However, it should be remembered that the techniques 
proposed here are for use in an on-line monitoring application for a network which has 
been recently analysed. It is tacitiy assumed that prior to configuring an on-line moni-
toring scheme, extensive network analyses would be carried out and tiiat any topological 
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change of a network currently being monitored, in the way proposed here, would simply 
imply a change from one feasible solution to another. It is therefore the case that network 
analysis is a prerequisite to on-line monitoring using the proposed method. 
The main difference between simulation and state estimation, algebraically speak-
ing, is that simulation involves the solution of a square, consistent set of n linearised 
equations of the form: 
A x = b 
for which a unique solution, x, exists provided b G ^ { A } (i.e. b is in the column space 
of A) . Whereas, in the state estimation problem, the solution involves an overdetermined 
set of linear equations (m x n, m > n) which are permitted to be inconsistent, ie 
b ^ JS{A}. Strictiy speaking, no solution exists for this case but our intuition tells 
us that a 'best fit' solution is probably more reliable than an 'exact' solution based on 
physical measurements as in the simulation case. State estimation uses the projection of b 
onto ^ { A } . The exact form of this projection is the subject of the next chapter but, even 
at this stage, it is possible to see that state estimation will tolerate inconsistency which is 
not possible in simulation. Formal proofs of existence and uniqueness of the solution to 
the state estimation problem (for power systems, in fact, although the constructions are 
quite general) are given in [43] but a better introduction can be found in [246]. 
Notwithstanding this, the introduction of new network elements can cause conver-
gence difficulties. For instance, discontinuous variables such as level, flow or pressure 
switched valves or pumps, although piecewise differentiable, can introduce a non-smooth 
transition between linearisation points resulting in convergence problems. 
Another cause of computational problems is ill-conditioning. For example, very low 
head drops can result from oversized pipes even carrying significant quantities of water. 
A small error in the calculation of the head drop can mean that the flow calculation 
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might carry a very large absolute error. Such systems could be said to be physically 
ill-conditioned hence increasing the likelihood that the model will be numerically i l l -
conditioned. Monticelli et al [177] discuss some of the causes of the il l conditioning 
problem for a power system from the point of view of setting up the state estimation 
equations using different types of measurement. 
This subject will be discussed a little further in the next chapter. The problem of 
providing diagnostic information is of importance to practical implementations of on-line 
model construction and is left for further work. 
5.11 Conclusion 
This chapter has concentrated on the techniques for mathematically modelling the 
elements in distribution systems and how the collection of the elements can be built 
into one integrated system of equations suitable for real-time on-line monitoring of water 
supply networks. 
Pipe and pump combination is further justified by the likelihood that, on average, the 
effect of measurement errors in the determination of the original element's parameters will 
be canceled out. The more elements that are combined in the way outlined in this chapter, 
the less the errors in the original parameters will effect the flow model. This procedure 
could therefore produce a more accurate model which should not seem surprising since 
a larger amount of information is being processed than with more conventional methods 
of network analysis. 
The general assumptions concerning modelling distribution networks have been 
explored in considerable depth which has enabled an assessment to be made about the 
implications in terms of the accuracy of some of these assumptions. 
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The modelling function is the interface between the physical data on the one hand 
and the monitoring system on the other. A central theme of this thesis is the idea of 
providing a simple transition from a network change to a new network model. This is 
achieved by automating as much of the model building function as possible by exploit-
ing the flexibility of the relational database and using algebraic methods for element 
combination where necessary. 
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CHAPTER 6 
S T A T E E S T I M A T I O N O F W A T E R D I S T R I B U T I O N S Y S T E M S 
6.1 Introduction 
In order to control a time varying system, a set of measurements relating to the system's 
current state is needed. The effectiveness of the actuating signals derived from the 
control objective function will depend upon the validity of the measurements received in 
the measurement process. If those measurements are inaccurate or, in the case of large 
scale systems where local loop control is inappropriate, if the system model does not 
reflect the physical system, tiien it is impossible to guarantee tiiat the control action will 
be optimal even if an 'optimal' control algorithm had been implemented. 
The complexity and size of water distribution systems coupled with the statutory 
levels of service and the cost of pumping and treatment, leads to a requirement for at 
least some type of control. In certain cases, designated areas can be controlled by the 
local loop method [198] but there is an increasing interest in implementing full scale 
optimised control of complete supply systems. It is possible to control a large scale 
water distribution system in a quasi-closed loop scheme using network simulation (rather 
than state estimation), [71], but since, witiiout die use of a state observer, data validation 
is not guaranteed to be optimal under any circumstances, it is impossible to determine 
die real difference between the simulated state and the actual state of the system. Lack 
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of validated observation data restricts the use of an optimal control algorithm since the 
system's state is strictiy unknown and therefore optimal control can never be guaranteed. 
Furthermore, it is not even possible for an operator to be certain of the effectiveness of 
any control actions carried out, optimal or otherwise. 
The purpose of this chapter is to continue the theme of on-line monitoring of water 
distribution systems by introducing the techniques of state estimation as a method for 
observing the state of a water network on-line and in real time. State estimation is defined 
here as the computation of the minimum set of variables, x(t^), necessary to completely 
describe all other pertinent variables at the k*'^ time interval for a given system from some 
measurement data z(t^). The method relies heavily on having an accurate parametric 
model of the system in question and, for on-line applications, the model is required to be 
constantiy up-to-date. Since the problems posed by this need to maintain a complicated 
parametric model at all times have been, in the most part, solved by the methods presented 
earlier, it is now relevant to consider the design of a robust scheme for state estimation 
such as might actually be used in water network on-line monitoring. 
The chapter is organised as follows: Section 6.2 reviews the current research into 
algorithms for state estimation for utility networks; Section 6.3 presents a new state 
estimation algorithm designed specifically for this application which is shown to be more 
suitable than the currentiy available techniques. The results of the investigations are 
presented in Section 6.4 and the conclusions are drawn in Section 6.5. 
6.2 Review of Recent Work 
The use of state estimation techniques covers many application areas and as a con-
sequence, different algorithms abound. All such methods fall into one of two categories, 
either static (including tracking) or dynamic state estimation. The related areas of pa-
rameter estimation and statistical estimation are broader still and provide the foundation 
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upon which the techniques reviewed below are based. The diagram of Fig. 6.1 shows 
the hierarchy of different types of state estimation algorithms and their relationship to 
each other. In the review that follows, most of the nodes in this conceptual tree will be 
visited. 
6.2.1 Static State Estimation 
The application of any form of on-line state estimation in water distribution systems 
has so far to happen, although at least two off-line studies have been carried out [38, 
196]. A directiy analogous area is that of power system state estimation where there has 
been considerable interest over the last two decades. 
In power system state estimation by far the most attention has been paid to the 
class of state estimator known as the static (or sometimes 'tracking') state estimator. In 
this class the algorithms broadly sub-divide depending on the type of generic formulation 
of the cost function, either non-quadratic, e.g. weighted least absolute values (WLAV) or 
quadratic, e.g. weighted least squares (WLS). Within these divisions, different algorithms 
such as linear programming, non-linear programming and unconstrained optimisation are 
used. Presented below is a review of the currentiy used techniques that fall under these 
headings. 
6.2.1.1 WLS Static State Estimation 
The statistical properties of estimators have been the subject of much investigation 
[129, 140, 170, 227] and of central interest is the proof that they provide unbiassed 
state estimates. Early papers by Dopazo, Klitin and Sasson [98], and Aboytes and Cory 
[3] present an introduction to WLS static state estimation by investigating die bad data 
rejection properties of die weighted least squares technique. A similar approach to that 
taken in [98] is presented in Appendix 2 which shows tiiat die WLS estimate is unbiassed. 
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Also in Appendix 2 are some of the basic statistical properties of WLS estimation found 
throughout the literature on the subject. 
Carpentier and Cohen, [38, 66], advocate a pure WLS technique for state estima-
tion in water distribution systems but report significant problems with the detection and 
identification of errors that may lead to leak detection capabilities. However, a purely 
least squares solution is only optimal if the errors in the measurement vector are N{0,o'^) 
ie that 
E { e } = f l (6.1) 
E{ee'^} = R (6.2) 
where E is the expectation operator, e represents the measurement noise vector and R is 
the (diagonal) noise covariance matrix with diagonal components: 
'I (6.3) 
However, these assumptions are normally not realistic as will be discussed below in 
Section 6.3 and in Chapter 7. The reason is of course that Eqns. 6.1 and 6.2 do not allow 
for the existence of gross errors in the data. Gross measurement errors, in keeping with 
the published literature, are called 'bad data', despite the fact that 'measurement ouUiers' 
would seem a more apt term. The main problem posed by the existence of bad data is 
to design an estimator that continues to produce unbiassed estimates from the point of 
view of the 'good data' ie. estimates which are not effected by the existence of bad data. 
Unfortunately, in most cases, before the bad data can be detected, the estimates have to 
be calculated and therefore are biassed by the bad data. 
Aside from crude logical filtering of data to remove errors > 50a, one of the most 
straight forward methods of bad data elimination is that of 'pre-cleaning' [108]. This is 
a pre-estimation technique designed to identify and remove large errors, e.g. 5a - 10a 
[115]. One method of pre-cleaning is to assume that the value of a measurement will 
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not change dramatically if the measurements in the neighbouring nodes do not change 
[162]. Doraiswami [115], on the other hand uses a base case where there are no errors 
to calculate the Jacobian and compares a function of the solution vector thus obtained 
with the current measurements. A difference higher than a specified tolerance indicates 
the presence of new bad data. A disadvantage with this method is that it is only valid 
where there has been no topological change since the base case was recorded and setting 
up a new base case for a changed system would be non-trivial. The advantage is that the 
bad data become known prior to executing die estimation algoridim, an idea which has 
been used in a different way in other forms of bad data detection, as will be explained 
below. A network search technique that also avoids the state estimation step is provided 
by Bonami and Gramberg [27]. This has the advantage of calculating the state using 
a linked list approach and is therefore computationally simple. Their method is better 
suited to the detection of topological changes (ie changes of circuit breaker status) than 
bad data detection. 
Time series analysis [116] and exponential smoothing techniques [107] have also 
been investigated and these properly belong to the pre-estimation class of methods. Both 
techniques rely on the fact that the network states are not changing rapidly in time and any 
large instantaneous excursions are probably due to bad data. In a similar way, dynamic 
state estimation has also been investigated using Kalman filtering [155, 186]. Abur et 
al [4] use autoregressive filters coupled widi WLS to detect and identify bad data in a 
pre-estimation scheme. 
Algoritiims (odier than those described above) capable of detecting and identifying 
bad data can be categorize into four types: Hypothesis Testing Identification (HTI); 
Identification By Elimination (IBE); Combinatoric Optimisation Identification ((X)I); and 
Non-Quadratic Criteria (NQC). HTI, IBE and COI are procedures carried out after die 
WLS algoritiim has converged and are dierefore classed as post-estimation mediods, 
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whereas NQC is part of the estimation process itself. Nonetheless, some researchers use 
a combination of these techniques, e.g. [217, 221, ilW,-!!-!]. 
Dopazo et al [98] use the fact that if there is no bad data, C(x) (the sum of the 
squared residuals) is a random variable with m-n degrees of freedom and show that 
bad data can be detected by observing when this cost function minimum is greater than 
some predefined quantity, 0 with certainty a. This is called the C(x) testf. 
A conceptually simple but computationally inefficient method for bad data identifi-
cation following a positive detection is to perform sufficient re-estimations, systematically 
eliminating each measurement or measurement pair or triple etc., until the C(x) test is 
negative. Schweppe et al [216] use a more efficient version of this (IBE) technique for 
bad data identification by using the list of largest weighted or normalized residuals ( r^ 
and respectively) as a guide to the location of the bad data. Handschin et al [134] 
also note that the C(x) test could be replaced with the or the tests as the basis 
for an NQC estimator. In the test, a set of weighted residuals: 
(6.4) 
are examined for the presence of abnormally high values and if any are detected the list is 
ordered and used to identify bad data on the assumption that the largest \rf^ \ corresponds 
to the largest measurement ertor. The normalized residual test, is identical in form except 
that normalized residuals are used instead of weighted residuals, each normalized residual 
being calculated as follows: 
r f = 4. (6.5) 
where pa is the t*'' diagonal element of P, 
P = R - JEJ^ (6.6) 
t In power systems literature it is conventional to call this the J(x) test, whereas here, 
we reserve J(x) for the Jacobian calculated from the set of state estimates, X. 
- 158-
and 
E = (J^R-^J) - i (6.7) 
(P is the covariance matrix of the residuals and 53 is the covariance matrix of estimation 
errors, as derived in Appendix 2.) The test is always more reliable dian die C(x) test 
in the single bad data case but only generally more reliable in the multiple (interacting) 
bad data case as several authors have shown [54, 58, 172, 173]. 
Clearly there is a computational overhead in computing the normalized residuals 
that is not manifest in the calculation of the weighted residuals. However, it is widely 
accepted that bad data identification on the basis of the test leads to unreliable 
results in all but the single bad data case [172, 173]. Bargiela [12] overcomes the 
computational problem of the calculation of the residual sensitivity matrix by computing 
only the diagonal components in a series of back substitutions of the augmented equations 
derived from Hachtel's method (explained later). Broussoulle [32] has shown that the 
expensive computation of the covariance matrix can be avoided in all but the essential 
diagonal terms and tiiat these can be computed quickly using a triangular decomposition 
technique. BroussouUe's method employs a technique known as the Z-sparse inverse. 
Interestingly, in a much later paper by Slutsker [221], it is shown that this technique can 
be extended to determine the off-diagonal elements of P as well. Slutsker and other 
authors [172, 173, 263, 264] have noted tiiat once die P matrix is formed tiiere is litde 
need to re-calculate it based on bad data rejections as it is relatively insensitive to changes 
in the values of the states. 
A slightiy different test to the r-'^  test is introduced by Monticelli and Garcia [176] 
called the b test. It is explained as follows: 
Let Zi be the estimated value of some t*'' variable considering all die existing 
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measurements except Zi. Then the estimate z,- can be determined from: 
2 
^- = - ^ ' •< (6-8) 
where a^  is the presumed standard deviation, p?^  is the i*'* diagonal element of the 
covariance matrix P and r» is the residual. Providing there is sufficient redundancy (or 
better still, that Zi is the only bad data point) then the coherency of the measurement z,-
with the rest of the system is given by: 
= ^ = f r< (6.9) Pa 
Note that this does not obviate the need for the calculation of the normalized residuals 
but that it paves the way for bad data detection by direct measurement replacement, also 
known as IBE, as explained below. 
The more recent identification by elimination (IBE) approaches [219, 220, 263, 
264] have been developed out of the above techniques and are predominantiy based on 
the test. A typical IBE procedure is as follows: 
1 Detect and identify the bad data using the test; 
2 Replace the bad data using the available measurement errors; 
3 Re-estimate. 
Note: If it were not for the fact that the relative size of the normalized residuals ap-
proximately correlate with the measurement errors in order of their relative size, the 
IBE technique would be a trial and error approach. In the case of single or multiple 
non-interacting bad data, the correlation is highly reliable [3]. 
One of the main goals of the HTI (and IBE) methods is to determine a maximum 
set of t true measurements and not use the remaining s selected measurements [264]. Of 
interest here is the nature of die residual sensitivity matiix S. This is singular but with 
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a structure such that if the error locations are known in advance and the error vector can 
be partitioned thus 
e = [e.^  ej]-^ (6.10) 
where e is the measurement error vector, are those values selected as errors and e* 
are those values deemed to indicate correct measurements, then the sensitivity matrix can 
also be partitioned with the result that the residuals can be derived as 
r = S,e» + Stet (6.11) 
whence, die estimate of the errors can be obtained from 
thus the error estimates can be used to correct states since SB is non-singular, although 
S is singular. 
l7o 
Hypothesis testing identification (HTI) [172, 173, 2M,J0(] is basically a four 
step method: detect; identify; remove; and re-estimate and therefore essentially includes 
IBE. The main difference between HTI and IBE is in the use of statistical tests used in 
each r ' ' identification step. In perhaps the definitive paper on HTI for power systems 
applications, Mili et al [172] extend the earlier ideas of Xiang et al [264] by proving 
several of the statistical relationships of the decomposed state estimator equations where 
the decomposition is carried out by considering the measurements as partitioned into a set 
of all good data and a set of all bad as in Eqn. 6.10. The authors also derive results for a 
mistaken partitioning in which some bad measurements are treated as good. Their method 
of HTI uses these statistical measures to guide the decision as to whether to accept the 
null hypothesis that measurement z; is good or to reject it Furthermore, two methods are 
presented based on each side of the false alarm paradox, ie that if false alarms are to be 
avoided then the probability of not selecting some bad data is increased or, conversely, if 
non-selection is important then die probability of false alarms is increased. The authors 
make die important step of recognising diat it is more important to draw up an initial 
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list of candidate measurements that include all bad data and possibly some good data 
and then to trim the list iteratively according to the known statistics rather than the 
reverse procedure of trying to grow the list with newly identified bad data. The false 
alarm probability is therefore set high at the start of their proposed process and reduced 
iteratively. 
Rather than deal with the statistics of the estimator equations and variables, it is 
possible to take a completely fresh view of the bad data identification problem based 
on failure probabilities. This method allows for maximum likelihood notions to aid 
in the determination of the list of suspect measurements and is called combinatoric 
optimisation identification (COI). Thus the list of suspect measurements is formed from 
die conventional least squares metiiod followed by an VN test but the list is processed by 
considering the probabilities and joint probabilities of failure of each particular instrument 
or pair of instruments [178, 221]. 
In 1971, Merril & Schweppe [170], introduced a metiiod of state estimation tiiat 
uses a variable non-quadratic cost (NQC) function which approximates to a WLS criteria 
when all the data is good. This particular bad data suppression method is often termed 
a 'direct approach' since it does not require pre-estimation processing or post-estimation 
detection and can therefore be considered a one step procedure as compared to the 
estimate, then post-process techniques of IBE, HTI and COI. The cost function can have 
one of two forms, viz: 
C{x) = J2Ti (6.12) 
»=i 
where 
atii 
< 1 
(6.13) 
> 1 
The value a controls the detection tiireshold (> 3a) and the residual is given by 
r(x) = z - h ( x ) (6.14) 
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where the set of functions, h(-), represent the nonlinear equations governing die behaviour 
of the electrical system. This version of NQC is also reported in [108]. A number of other 
non-quadratic cost functions are suggested by Handschin et al, [134], including quadratic-
straight, multiple segment, quadratic-square root (as above) and quadratic-constant (see 
also [158, 159]). The authors of [134] make use of the normalized residuals radier dian 
the weighted residuals (as above) and report on the trade-off between effectiveness and 
reliability of the various NQC options tested. One important but not surprising finding 
is that reliability deteriorates where there are abrupt changes in cost function slope. This 
deterioration usually arises out of numerical convergence difficulties, on the other hand, 
abrupt changes in slope can result in excellent bad data rejection. Other alternatives to 
the bad data suppression theme are given in [121, 270]. Falcao et al in [108] use a pre-
estimation exponential filter combined with NQC to achieve slighdy better discrimination 
against bad data. They also report on a subset of NQC, that of WLAV estimation. 
6.2.1.2 WLAV Static State Estimation 
An alternative formulation, known as the weighted least absolute values method 
(WLAV), has been proposed by a number of audiors [12, 108, 119, 121, 142, 143, 152, 
235] for water and power systems applications. The WLAV formulation: 
m m | z k - g ( X k ) | (6.15) 
is more simple in form than the WLS cost function but tends to require a more sophisti-
cated solution technique. There are three principal ways of deriving the WLAV function: 
Linear programming [12, 19, 142], non-linear programming [2, 20, 22] and approximate 
methods [50, 51, 144, 193, 223]. Dropping die k subscript, the cost function is normally 
written: 
imnC = w ' ^ | z - g ( x ) | (6.16) 
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where is an m x 1 measurement weight vector. The linearisation step is performed 
as shown in Appendix 2. This gives: 
minC = w ' ^ A z - J A x (6.17) 
A * 
This formulation can be solved as a linear programming problem by intix)ducing 
artificial variables r i and (where the i subscript refers to the t*'* element or row): 
( Azi - J, Az if Azi > JiAx 0 otherwise 
-{Azi - JiAx) if Azi < JiAx 
otherwise 
and the linear programming problem is now: 
min C = W'^ 
Ax 
r 
s 
(6.18) 
subject to 
Az - J A x -t- r - 8 = 0 
where = [0^ : : w ^ ] ^ . 
One reason why the WLAV estimate is conceptually appealing is because the 
solution is just the intersection of the n hyperplanes with the least absolute error values. 
This means that the WLAV estimator interpolates between the n data points whereas 
tiie WLS simply finds the best fit to all tiie data points. In the case where tiiere is no 
is y 
solution point (ie the system of equations are inconsistent), the stoppmg cntena ensures 
that the hunt for a better basis does not carry on interminably. A disadvantage with the 
linear programming method is that the solution times tend to increase with whereas 
the WLS minimisation increases approximately as n. Experience witii tiiis metiiod [193] 
tends to suggest that this is conservative. 
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Note the similarities between the WLAV estimator and the HTI and IBE methods 
of attempting to calculate state estimates based on the set of best measurements and using 
the partitioned residual sensitivity matrix to calculate the errors in the states with large 
normalized residuals. Note also that the LP WLAV technique just uses the weighted 
residuals in the cost function, a method which is widely known to be unreliable in the 
presence of multiple interacting bad data. Christensen and Soliman [50] also use this 
partitioning idea to produce a WLAV solution directly from a WLS method. 
It is now shown that the WLS and the WLAV methods can be combined. Firstly, 
the WLS cost function is minimised with W = R"-^ i.e. assuming Eqns. 6.1 and 6.2 
are correct and that any errors are uncorrelated. (Chapter 7 discusses correlated and 
uncorrected errors). 
The weighted residual 
n = {Azi - JiAx)/ai (6.19) 
can now be used to determine the next weight for the corresponding measurement. 
w9 
Note that if 
< r = f T t = l , 2 , . . . , m (6.20) 
r i 
where u;?^  is the initial weight for the t'th measurement, the cost function effectively 
becomes: 
minC = l A z - J A x ' ^ U (6.21) 
A x ' ^ ' 
where u? = which is just the error modulus function or WLAV. Thus it is possible 
to transfer from a quadratic WLS estimator to a linear WLAV estimator at any time and 
for any measurement. This result has already been published in [193-195, 223, 243]. 
In Irving's method [144] the 're-weighting' is carried out for all but very small 
residuals, since this avoids numerical problems when « 0. 
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6.3 State Estimation in Water Networks 
The estimator uses a model of the network which is based upon the non-linear 
flow equations discussed in Chapter 5. (In this work both the Hazen-Williams and 
the Colebrook-White representations have been have been used in tests on the state 
estimation algorithms, however, the present chapter will not concentrate on any differences 
brought about by the different representations.) The basic formulation is presented now 
for completeness. A fuller derivation is provided in Appendix 2. 
Given a set of measurements z, the model calculates an equivalent set z, where 
ideally, z — z = e. Hence we have the measurement equation: 
z = g(x) + e (6.22) 
where z is the measurement vector (updated at every scan), x is the unknown state vector 
and g is the vector of non-linear functions. 
The vector e represents the measurement errors consisting of noise, gross bad data 
(due to meter failure etc.) and any discrepancy between the behaviour of the model and 
the physical system. It is more usual to assume that each e iV(0,a^), i.e. Eqns. 6.1 
and 6.2 apply since when this is so, the WLS estimate is termed BLUE (best, linear, 
unbiassed estimate) [225]. 
The state vector x is classically estimated by minimising the weighted least squares 
(WLS) function: 
ininC = [z - g(x)]'^R-Mz - g(x)] (6.23) 
where R is the diagonal measurement covariance matrix. 
The network equations for power systems state estimation are not as non-linear as 
the equivalent water network equations, specifically, they do not have non-integer powers. 
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This is exploited by AUam [7] who uses the fact that in power systems state estimation 
the Hessian matrix of second order derivatives is constant. 
The solution to Eqn. 6.23 can be obtained by non-linear optimisation techniques 
such as those in [2] but due mainly to the common problems with computational overhead 
in these approaches (often emanating firom the line search steps), the Newton-Raphson 
procedure is adopted. As shown in Appendix 2, linearisation leads to the formulation: 
minC = [Az - J(x)Ax] '^R-*[Az - J(x)Ax] (6.24) 
for which the solution is obtained from the normal equation, 
J(x) '^R-*J(x)Ax = J(x) '^R-*Az (6.25) 
where J(x) is the Jacobian matrix of partial derivatives. A x is the difference between 
the linearisation point x^*^ and the next state estimate x('^+^) and Az is the difference 
between the actual and calculated measurements at iteration k. The state estimates are 
calculated starting from an initial estimate x(°). In the tracking mode, the previous 
estimate is used as the starting guess when available, thus saving computation time. Thus 
we have the projection of the vector Az onto the column space of J(x) via the projection 
matrix 
( J (x) ' rR-^J(x) ) -»J(x) ' rR-* 
The basic least squares algorithm is very simple: 
1 Compute J, using Taylor series linearisation at point x t ; 
2 Compute the calculated measurements, z, from g(xk), and hence obtain Az; 
3 Project Az onto Z{3) using Eqn. 6.25 and hence obtain Ax; 
4 Determine new X k , where A; = A; -h 1; 
5 If length{Ax) > 6, where 6 is suitably chosen, GOTO 1 
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Eqn. 6.25 is in the form A x = b where A is a square and invertable matrix and so 
the solution is relatively straight forward. In the present research on water network state 
estimation, the choice of solution method has been influenced by the poor conditioning of 
the problem caused in part by the sparse nature of network measurements. The condition 
number (K) is made worse if the J'^R~-^J term is actually calculated since it is known 
(see Stoer, [245]) that: 
K ( j ' r j ) = [K{3)Y (6.26) 
However, a formulation known as Hachtel's method [101] avoids forming the product 
J'^R~-'J by use of the following equations: 
r = Az - J A x 
A = R-*r 
which can be formed into the augmented matrix: 
(6.27) 
(6.28) 
(6.29) 
0 
V 0 y 
(6.30) 
which is still in the form A x = b. Although there are now 2m + n equations to be 
solved, the sparsity is such that the number of elements stored in the new A matrix has 
only risen from 25 + m to 2s + 3m where s is the number of non-zero elements in the 
Jacobian whereas the condition number is reduced to approximately that of die Jacobian. 
This is a similar structure to that reported in [125, 126, 139, 157] and also used by 
Bargiela in [12]. ) 
The subjects of linear algebra and matrix mathematics provide us with a wide 
choice of solution techniques based either on LU (or LDU) decomposition or an expansion 
leading to the so called 'product form of the inverse'. Sparsity is an important issue here 
but there are also a great many methods for sparse systems [34, 100, 101, 131]. In this 
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work, solution to Eqn. 6.30 is obtained by LU factorisation and back-substitution using 
the Harwell subroutines LAOS A and LA05B respectively [206]. 
6.3.1 Proposed Estimation Algorithm 
The proposed design uses a new method to determine the weights intra iteration and 
is a departure from Irving's method. In Irving's method, the initial weights are the 
measurement variances and these are adjusted for all measurements with the exception 
of those measurements with very small residuals (e.g. < 1 x 10"'*). Thus the method is 
a 'true' LAV criterion. Fig. 6.4 shows the effect of re-weighting on the cost function. 
In what follows, it is demonstrated that there is no need to make the WLS window so 
small, and that by re-weighting only measurements with large residuals the result is an 
efficient NQC procedure. The normal equations are: 
J T R - ^ J A X = J ^ R - * A z (6.31) 
let 
then 
R - i = W ^ W 
_L_ 
J ^ W ' ^ W J A x = J ^ W ^ W A z 
7 - ^ ^ 
<T2 (6.32) 
(6.33) 
let H = WJ, so tiiat = J ^ W ^ and write As = WAz, tiien 
H ^ H A x = H ^ A s (6.34) 
The diagonal weight control matrix, D, is now introduced so tiiat 
H ^ D H A x = H ' ^ D A S (6.35) 
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where, initially, D = I . Hence in Hachtel's form the normal equation is: 
A 8 \ 
0 (6.36) 
/ D W ^ ^ 
Wr = 
V A x j V 
Note that in this formulation, the residual covariance matrix is the same as the 
residual sensitivity matrix. Using the result from Appendix 2, the sensitivity matrix for 
the above system: 
S' = I - H ( H ' ^ H ) - ^ H ^ (6.37) 
but the covariance matrix, 
P' = S'WRW'^S''^ = S'S''^ = S' (6.38) 
since S' is idempotent. 
The problem now is to choose the values of da so as to achieve the best possible 
bad data rejection. Unfortunately, as reported in [157], the condition number of Eqn. 
6.36 is affected by D and that choosing a value of da 7^  1 may produce an undesirable 
K. This possible drawback has not caused any problems in the results obtained so far 
and therefore, provided the normal precautions such as using double precision arithmetic 
are taken and not allowing the weights to become disproportionately large or small, i l l -
conditioning problems do not justify not proceeding with the method. This effect, if 
serious, might be helped by scaling the whole system of equations but scaling does not 
solve the problem of round-off error [78]. 
With a poor starting guess, the first few iterations could produce errors which 
were not indicative of topological or metering anomalies, therefore in the tests conducted 
a small number of purely WLS iterations were permitted and then the current set of 
residuals were examined for the presence of bad data. The two principal methods of 
bad data detection are the largest normalized residual test and the C(x) test. If the local 
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redundancy is sufficient in the area of the bad data then large residuals do indeed result, 
however, in the case of poor local redundancy the set of residuals can be larger in number 
but smaller in size. Therefore the safest way of initiating the re-weighting routines is 
when either a large residual is discovered or when the size of C{x) is significant in terms 
of the probability of a false alarms. Given that bad data is detected, tiie re-weighting 
method is as follows: 
a.^+i = -i^ for t = 1,2,... m (6.39) 
This is carried out for all residuals provided IrJ^I > 3a», otherwise the measurement 
carries its full weight. Note that in this scheme, the weights get progressively smaller but 
to avoid worsening the condition number too much, they are prevented from becoming 
less than 1 x 10~^. The choice of which measurement to re-weight is merely based on 
the hypothesis that the largest normalized residuals directiy indicate the suspect measure-
ments. If the absolute value of a re-weighted residual decreases from one iteration to the 
next it is assumed that the above hypothesis is false. There are two ways of dealing with 
this situation: 
1) Increase the weight in proportion to the reduction in the residual, viz 
2) Return the weight to its full value provided 
^ ^ - ^ p ^ > / ? (6.41) 
where 13 is some suitable value, say 0.05. 
Both these schemes have been tried and tiiey perform differentiy for different 
situations. Scheme (2) assumes that since tiie initial hypothesis (tiiat the measurement 
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was bad) is probably false if the residual decreases from one iteration to the next, the 
full weight should be restored. Thus correcting a type 1 hypothesis error. This is not to 
say that the correct weight has yet been assigned, and since the process is intra iteration, 
the residual may not be monotonically increasing with each iteration following coirect 
identification, therefore a decrease in its value should be accommodated without assuming 
that the hypothesis was false. This is the reason for /? which should be adjusted so that 
bad data is not continually rejected and then accepted again. Scheme (1) makes a smooth 
adjustment to the measurement weights and is therefore preferable in the later iterations 
when the degree of rejection, which relates directiy to the confidence that there is an 
error, is being determined. 
Besides faulty measurements (and the high degree of uncertainty of the demand 
pseudo-measurements, in particular), the anticipated errors arising during state estimation 
of water networks will occur due to inaccuracies in the mathematical model resulting 
from unmodeled leaks, valve changes or other incorrect network parameters. However, 
by allowing those measurements with residuals of order 3a to take on a weight appropriate 
to their residual size, in each iteration, the proposed method maps the uncertainty of the 
rejection into the degree of bias of the solution. Conversely, the greater the certainty of 
the rejection, the less the solution is biassed. The weights from the previous iteration are 
used as the initial weights for the next and so a high residual that is manifest from one 
iteration to the next causes the associated weight to be further reduced. 
Note that this scheme begins by accepting all measurements and then recalculates 
the solution those previously identified as bad, suppressed. This is done without a new 
estimation step and since the Jacobian elements are unchanged, the system of equations 
to be solved do not require a full re-formulation. The discrimination method is somewhat 
analogous to the shrinking ellipsoid of [188] but tiie proposed method is much simpler. 
- 175 
6.3.2 Effect of re-weighting 
Consider a residual at 3a. Let the t*'' measurement contribute to a measurement 
error such that: 
Azi - JiAx = r,- = Zoi (6.42) 
or 
Asi - HiAx = 3 = ^iiTi = r ; (6.43) 
Then the cost in the least squares cost function is 
'^i'^ = ^i-^'i = 3<^i^3ai = r ^ r ; = 9 (6.44) 
However, after re-weighting 
" = ^ (6.45) 
Hence the cost is reduced from 9 to 3 after the first re-weighting sequence for the t*'* 
measurement. This step from one cost function to another aids discrimination. Similarly, 
a measurement at 4a at the A;*'' iteration would represent a cost of 4 rather than 16 
under the purely WLS scheme. A second re-weighting within the same Newton-Raphson 
iteration would produce a flat (constant) cost function. Thus the method presented allows 
for the construction of a family of NQC cost functions from a purely WLS algorithm 
with little extra programming, the simplest of these new functions being WLAV. 
The conceptual view of re-weighting is the adjustment of the degree of influence 
of a particular measurement in accordance with its consistency in the calculation of 
the equivalent value from the state variables obtained in the previous iteration. By re-
weighting, we are suppressing the effect of suspect Azi's on the solution vector Ax, 
and, subsequentiy, on die formation of Z{3). Re-weighting is therefore only applicable 
as A x approaches the zero vector, since die knowledge that leads us to suspect the Azi's 
in the first place comes from g(x) and we must not penalise the Az»'s when the Jacobian 
terms are being formed at the wrong point in space. This latter point justifies the use 
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of the purely least squares scheme in early iterations when re-weighting might lead to 
incorrect measiu-ement rejections and adversely affect the convergence. 
The scheme proposed here is shown diagrammatically in the block diagram of Fig. 
6.2 and the BS6224 flow chart of Fig. 6.3. The effect of weight adjustment is shown in 
Fig. 6.4. 
6.3.3 Water Network Applications 
In the control of water distribution networks, it would be desirable to know when 
and where transducers have failed or need calibration and furthermore it is essential that 
any change in the integrity of the network is identified rapidly. A burst pipe can lead to 
the ingress of detritus thus causing water quality problems, as well as loss of pressure 
and the waste of water. 
Use of the state estimator proposed here would facilitate better on-line knowledge 
of adverse network conditions. The node numbers of the measurements which are identi-
fied as erroneous highlight the approximate location of the anomaly that caused tiiem in 
the first place. If the local redundancy is sufficient, tiie location will be reliable (ie, the 
identification is correct), otherwise a group of residuals will occur in the vicinity of the 
anomaly and only some of those measurements will have been correctiy identified. Fur-
thermore, it could be the case that all measurements are faithfully reporting tiie situation 
but that the model is incorrect in some way. The method in Chapter 7 addresses these 
particular issues. 
The development of the proposed estimator has been undertaken using full real-time 
simulations of power distribution and water distribution networks incorporating models 
for telemetry in both cases [225]. 
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6.4 Test Results 
The diagram of Fig 6.5 shows the network simulator and a telemetry program 
which have been designed to accept the on-line injection of faults which are due either 
to leaks, in the case of the simulator, or to transducer gross errors or noise, in the 
case of the telemetry program. The complete system is designed to simulate an actual 
SCADA system with measurements coming from a real water network. This then provides 
the necessary environment in which to design and test algorithms for actual network 
monitoring applications. 
6.4.1 Noise Algorithm 
The variance assumed in Eqn. 6.2 is that due to the expected noise level on each 
instrument signal. This value can be calculated by choosing a typical mean signal level 
of the instrument and calculating the likely total span of that instrument from the mean 
value. The accuracy can then represented by a percentage of the total span and this 
percentage say, ±2%, would represent 3a. The percentage chosen to represent die data 
point's variability under ideal operating conditions would of course depend on the type of 
the measurement. Pressure transducers are more accurate over a wider range of conditions 
than flow meters. Some flow meters are unidirectional, others operate in both directions, 
for these bi-directional meters an RMS value is obviously more appropriate than a value 
near zero. Demand measurements make up the bulk of the measurements available to the 
state estimator but are the most prone to error. 
6.4.2 Bad Data Types 
The first test is designed to show die bad data rejection capability of die proposed 
estimator. In this test, two non-adjacent measurement points, at nodes 1 & 15, (Fig. 6.6) 
were corrupted by adding a 25% error to each. The test results obtained for this test were 
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similar to others and so this is representative demonstration of the rejection properties of 
the estimator with multiple bad data present. 
The results are shown in Table 6.1. The residuals are listed in the three right hand 
columns and show clearly that the bias present in the weighted least squares estimator 
(WLS) has been removed by re-weighting. Furthermore, one can see the equivalence 
with the results of the pure WLAV estimator which uses linear programming. 
Errors from data corruption 
Node No. WLS LP-WLAV RW-WLS„ RW-WLS„ 
1 22.022 33.575 33.578 33.577 
7 -11.57 -0.002 0.000 0.000 
15 23.772 33.977 33.980 33.979 
22 -2.142 0.000 0.000 0.000 
23 -2.058 0.000 0.000 0.000 
37 -2.020 0.000 0.000 0.000 
43 -1.976 0.000 0.000 0.000 
46 -1.715 0.000 0.000 0.000 
54 -2.054 0.000 0.000 0.000 
79 -2.116 0.000 0.000 0.000 
81 -1.954 0.000 0.000 0.000 
84 -2.226 0.000 0.000 0.000 
85 -11.474 0.002 0.000 0.000 
86 -1.654 0.000 0.000 0.000 
87 -1.709 0.000 0.000 0.000 
88 -1.587 0.000 0.000 0.000 
Table 6.1 
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Note, the values below 1 x 10"'* are rounded to 0.000 in the above table. It is 
a feature of the proposed algorithm that full weight is assigned to those measurements 
which do not produce a normalized residual over 3a. This generally has the effect of 
ensuring very low residual errors for all data not carrying bad data. 
6.4.3 Computational efficiency 
In order to test the efficiency of three approaches to state estimation from a com-
putational point of view a number of performance tests were undertaken using models of 
two different networks shown in Figs. 6.6 & 6.7, the parameters of which are given in 
[12 and 193]. 
The performance investigations were carried out on a Perkin-Elmer computer (type 
3230) with 4Mbytes of RAM. This machine is rated at about 1 MIP. 
6.4.3.1 Convergence 
In each case the estimator was started using the same starting guess and the time 
and number of iterations to produce the correct solution were noted. The results are 
shown in tables 6.2: 
Convergence 
Algorithm 34 Node Network 88 Node Network 
Time (sees) Iterations Time (sees) Iterations 
WLS 6 4 34 7 
LP (WLAV) 9 5 150 13 
RW-WLS 6 4 34 7 
Table 6.2 
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Note: The 34 node network problem has 42 state variables and the 88 node network has 
93. 
It can be seen that the two estimators based on the least squares principal converge 
more quickly than the linear program, however, since no bad data was present in the 
above test the RW-WLS estimator is exactly the same as the WLS estimator. With bad 
data present the iteration times increase as shown below (the results were obtained on a 
VAX 3100 with 8Mbytes of RAM, the start-up statistic can be used to compare with the 
performance obtained in earlier results on the Perkin-Elmer computer): 
Performance (seconds) 
34 Node Network 88 Node Network 
Algorithm Start-up Tracking Bad data proc. Start-up Tracking Bad data proc. 
WLS 3.5 0.6 2.8 8.56 1.0 8.44 
RW-WLS,„ 3.5 0.6 4.9 8.56 1.0 18.0 
RW-WLS„ 3.5 0.6 8.7 8.56 1.0 34.5 
Table 6.3 
Notes: 
1. The columns headed 'Bad data proc.' contains the times taken for the estimators 
used to obtain a state estimate with one head measurement corrupted by 25%. 
2., The second row, 'RW-WLS,,,', contains the results for the estimator using only 
weighted residuals, whereas the third row, 'RW-WLS„', contains the results for 
the estimator using normalized residuals. 
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6.4.3.2 Noise Immunity 
A further test of the robustness of the estimators was made by adding noise to the 
measurements. Each estimator was run in tracking mode and noise was added simultane-
ously to all measurements at a level calculated in the manner described above. The initial 
number of iterations and the subsequent number (in the next estimate) were recorded. 
Robustness 
Algorithm 34 Node Network 88 Node Network 
2% Noise 5% Noise 2% Noise 5% Noise 
WLS 5, 1 7, 1 4, 1 4. 1 
LP (WLAV) 6, 1 6, 4, 1 4, 1 N.C.* 
RW-WLS 5, 1 8, 1 4, 1 5, 1 
Table 6.4 
* the linear program was unstable with 5% noise on the measurements (N.C. = not 
converged). 
6.5 Conclusions 
For water distribution systems, the reliability and availability of on-line measure-
ments is considered more important than their absolute precision because the anticipated 
number of available measurements wil l be small due to cost considerations and hence 
any failures could lead to an unobservable system or sub-system. However, providing a 
state estimator can detect and identify gross measurement errors, witiiin the constraints 
imposed by the measurement redundancy, reliable state estimates can be ensured. 
In this chapter a new method of static state estimation has been proposed that is 
capable of accurately validating measurements of a distribution system and of simultane-
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ously identifying and rejecting measurement anomalies. Such anomalies can indicate the 
change in state of the network topology and hence can give a measure of the appropri-
ateness of the current model of the system. 
The state estimator is robust, with high immunity to Gaussian noise and to the 
presence of gross measurement errors. In most cases, bad data do not effect the calculation 
of the final state vector. The proposed estimator combines the advantageous qualities of 
both the WLAV and WLS techniques. It reverts to a purely WLS estimator when there are 
no detectable bad data and only switches to rejection mode i f bad data are detected with 
re-weighting carried out only for suspect measurements. As the solution converges, those 
erroneously selected bad data points are re-accepted as good data, thus maximising the 
total number of accepted good data points and improving noise immunity. The algorithm 
is simple to implement and therefore straight forward to maintain. It is thus suitable for 
on-line water network state estimation applications. 
The proposed method has been successfully apphed to both power system state es-
timation and water system state estimation, using the appropriate simulated environments 
with facilities for measurement corruption by noise and gross errors [225]. 
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CHAPTER 7 
PROCESSING MEASUREMENT ANOMALIES 
7.1 Introduction 
Reliable on-line control necessitates the use of validated on-line data from the system. 
Data validation was the subject of the previous chapter which developed some methods for 
the reliable identification of errors in the measurement set. However, merely detecting 
and identifying 'erroneous' measurements is insufficient to guarantee reliable control. 
The reason for this lies in the fact that although bad data may have been identified, 
the underlying cause of the bad data has not been understood. In fact, no account has 
been taken of the possibility that the instrument concerned may have been reporting the 
situation faithfully and that some other assumption upon which the current model is based 
has become invalid. In this chapter die possible causes of bad data are analysed so that 
a diagnosis of the cause can be postulated. A simple algorithm that is capable selecting 
groups of bad data related topologically is also presented. 
This chapter comprises 7 sections: Section 7.2 reviews work related to the theme 
of the chapter. Section 7.3 contains a discussion on the causes of bad data in a water 
network state estimator; Section 7.4 presents an analysis of the interconnection between 
residuals, which leads to a bad data grouping algorithm presented in Section 7.5; a further 
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method for processing bad data based on failure probabilities is outiined in Section 7.6 
and conclusions are drawn in Section 7.7. 
7.2 Review of Previous Work 
Algorithms referred to as 'bad data processing' algorithms in the literature are 
actually concerned with the correct identification of anomalous measurements and not 
concerned with the further analysis of the underlying cause of the bad data, one possible 
exception to this is [178]. In this work the process of state estimation contains within 
it a procedure that identifies, as far as possible, bad data points and therefore the term 
'bad data processing' is reserved for the subsequent processing of the bad data in order 
to discover an underlying cause. Somewhat surprisingly, the literature is not replete with 
algorithms in this area. 
The power systems literature on the subject tends to be divided between conven-
tional single or multiple meter failure identification or the identification of topological 
changes which are not echoed in the model. Since the bad data detection/identification 
problem has already been covered, this survey will concentrate mostiy on the topological 
anomaly case. 
Bargeila introduced the idea of bad data processing in water distribution systems 
state estimation [12], in order to resolve between instrumentation faults and topological 
anomalies such as the change of state of switching valves or leaks. His method employs 
an analysis of large residuals observed in the demand measurements at each end of a 
pipe and uses a simple analysis of the size and sense of the residual pairs to discriminate 
between closed and open valves and leaking pipes. Figures 7.1, 7.2 &. 7.3 are a pictorial 
representation of Bargiela's method but although these ideas are useful, they depend for 
their success upon the assumption that the measurements at the end of each pipe are 
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sufficientiy redundant that the errors there are identifiable and unfortunately this cannot 
be relied upon. 
A method by Clements et al [54], provides the bounds on topology error detection 
and identification for single branches. Their argument is a dual of the measurement 
error detection argument and considers the degree of detectability of topological errors 
in branches of an electrical network. 
Let f (x) represent the flows in branches and let A f = a f (x) represent an error in 
the branch flows due to a topology error, then the relationship between the residual and 
the branch flow error is: 
z = z - z = S M A f (x) (7.1) 
where S is the residual sensitivity matrix and M is the measurement to branch incidence 
matrix. By examining the rows of S M for linear dependency, the authors show that 
branches can be categorised into non error detectable; detectable but not identifiable; and 
both detectable and identifiable. 
In their paper published in 1980, Lugtu et al [160], present a method not dissimilar 
to Bargiela's in that it uses the injection measurements at the end of each line to determine 
whether any of the measurements are suppressed (they use a WLS estimator with bad 
data suppression). From this observation a new line status is postulated and the bus 
injections are recalculated as a test. Their method assumes that buses at the ends of a 
line have redundant injection measurements, just as in Bargiela's method, where it was 
assumed that demand measurements were available. The method tiierefore suffers from 
exactiy the same drawback as Bargiela's method. 
Wu et. al. [262] go a step further than Lugtu et al and derive a mathematical 
relationship that gives the size and direction of the residuals from structural changes in 
the Jacobian. Their argument is as follows: 
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Fig. 7.3 
From Appendix 2 of this thesis, the residual covariance matrix is 
P = ( I - M ) R (7.2) 
where M = J(J'^R~*J)~*J'^R~*. Following a topological change, the Jacobian ma-
trix will cease to represent the true behaviour of the system. Let the unknown, true 
Jacobian matrix be J t and let B be defined so that 
J t = J + B (7.3) 
then the residual vector becomes 
r = ( I - M ) ( B A x - f - c ) (7.4) 
ie when a topology error is present, the residual becomes ( I - M ) B A x instead of zero. 
It is the structure of B that is important and the authors show that only rows corresponding 
to the measurements adjacent to the line outage contain non-zero elements and that these 
rows have the following structure: 
where 6»- and bj have equal magnitude and are simply the value of the line sensitivity. 
The above analysis is in line with the arguments of Bargiela and Lugtu et al. 
and demonstrates that individual and, in particular, solitary residuals convey information 
about the size of the measurement errors whereas groups of residuals convey information 
about the type of problem. These observations motivate the proposed bad data analysis 
method given in Section 7.3. 
KLos and Dobrzanski present a method of topology identification in [149] which 
assumes that part of the topology is already known but some breaker status information 
is missing. In other words, there is a known number of unknown branches. Their 
approach uses a tree-cotree incidence matrix for the whole network and then processes 
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columns of the matrix containing the unknowns using a generalised inverse to determine 
a solution (not necessarily unique). The method is designed to be used with unvalidated 
measurements (assumed valid) but could be used in conjunction with the proposed state 
estimator. However, topology errors may not be the cause of the large residuals and so 
this method could only be used after topology errors have been detected. 
The theory of diagnosis has been increasingly applied using expert systems to a 
variety of problems which involve some form of monitoring. The most applicable of such 
methods appears to be that of alarm processing which is found in both the power systems 
area and more generally in process control. To the author's knowledge no such diagnostic 
scheme has been used directiy with state estimation. Singh and Glavitsch [218] present 
a scheme which is based on an expert's analysis of a power system diagram with an 
hitherto undetected breaker status error. Their method uses a topological search and they 
also propose an inference engine to report on the success of the search (although no clear 
results are given in their paper). 
The method of combinatoric optimisation identification (COI) due to Monticelli et 
al [178] was mentioned in the last chapter but it is worth discussing again here because 
it is the only bad data processing algorithm that determines the transducer faults on a 
basis of the direct likelihood of transducer failure. The method leaves the framework of 
state estimation and residual analysis and instead examines the transducers themselves 
and their individual behaviour. This provides additional information which can aid in the 
determination of failures from a group of alternatives. The authors propose that the list 
of residuals be augmented by a list of failure probabilities and that the optimal decision is 
the one which maximises the likelihood function which is constructed from tiie product 
of the failure probabilities. A branch and bound algoritiim is described for carrying out 
the optimisation. Although a highly useful method, it is based on the non-discriminating 
way in which the WLS estimator works. Note, for instance, the number of high residuals 
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in the left most column of Table 6.1 of the last chapter. In the proposed estimator, the 
number of residuals is reduced due to the discrimination that has already taken place. 
7.3 Causes of Bad Data 
In order to carry out an analysis of the causes of bad data, it is necessary first to 
consider the physical system and the measurements collected from it. The measurement 
equation was defined earlier as: 
z = g(x)-+-e (7.5) 
where the error term is often assumed to be a random variable with first and second 
moments given by: 
E(e) = 0 (7.6) 
E(e.£'^) = R (7.7) 
where R is the measurement covariance matrix which is assumed diagonal. This assump-
tion means that the errors coming from any two transducers do not covary. Unfortunately, 
even this basic assumption becomes false under certain situations where, for instance, the 
topology of the model is incorrect 
The errors in the Eqn. 7.5 can arise from a number of situations: 
Type 1) Measurement Noise. This is assumed uncorrelated between measurements and sta-
tionary. Measurement noise is certain to exist to some degree for all on-line mea-
surements since water flow itself tends to be turbulent added to which, signals from 
transducers undergo A/D conversion and long distance transmission. In general, 
for this type of contamination (only), the errors have an J V ( 0 , ( T , ) or Gaussian dis-
tiibution and hence, in this case alone, Eqns. 7.6 & 7.7 hold. Measurements that 
are only contaminated by noise contain useful information. 
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Type 2) Meter Semi-failure. For example, poor calibration or instrument drift. The distri-
bution of errors is likely to be approximately Gaussian but will be flatter than that 
for measurement noise. Errors are still uncorrelated and some useful data may be 
provided depending on severity. 
Type 3) Meter Total Failure. Here the transducer or transmission link has failed altogether 
and the incoming signal is either -ve or +ve ful l scale deflection or there is a zero 
reading or some other spurious reading. These errors have a totally flat distribution 
across the range of possible values and consequentiy no useful information is given. 
The errors are uncorrelated. 
Type 4) Model Failure: Parametric. Errors included in this category are not due to instru-
mentation faults but arise from modeUing errors resulting in the wrong parameters 
being used to represent diameters, lengths, pipe roughness etc. or are due to a poor 
choice of flow model. The resulting errors, identified as measurement errors, occur 
in groups and those in the same group are correlated. The actual distribution is not 
guaranteed to be Gaussian. 
Type 5) Model Failure: Topological. In tiiis case the transducer is again faithfully reporting 
its measurement but the local topology has changed and thus is different to that 
modelled. This situation wil l arise when a valve is closed or opened and the model 
not updated or i f a pipe bursts. The errors are grouped and those in the same group 
are correlated. 
It is thus the case that actual measurement errors are uncorrelated whereas model 
based errors whether topological or otherwise give rise to correlated changes in groups 
of incoming signals. As discussed in tiie previous chapter, however, single and multiple 
instiiiment faults can bias the state estimates and produce a smearing effect such that 
the identified errors are correlated even though the actual meter faults are not. Therefore 
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simply looking for die presence of correlated bad data is not a sufficient test for model 
based faults. 
It is therefore necessary to consider a diagnosis of the cause of the bad data from 
its type (ie. flow, demand or pressure), magnitude and direction (-fve or -ve). From our 
knowledge of how the estimator works, we can build up templates for the recognition of 
bad data groups and try to eliminate the bad data by cause assignment and re-modelling. 
In the literature on the subject, e.g. [11], bad data groups are defined as sets of 
measurement points for which the presence of bad data is detectable but not identifiable. 
That is, although the group can be identified, the measurement point itself (within the 
group) cannot. (Note that this is not the definition that applied to the word 'group' in the 
preceding paragraphs.) Bad data groups exist because of a lack of individual measurement 
redundancy, in fact the available redundancy can be thought of as shared by members of 
the group. The physical manifestation of the group is that a single cause can result in 
a set of errors which appear unrelated because of the way they are scattered across the 
network. 
In using the state estimator outiined in this thesis, the only information about any 
of the errors listed above come from the residuals via die mapping (see Appendix 2 for 
derivation) : 
r = Se (7.8) 
Since S is a projection matrix, it is singular. Furthermore, we do not compute any of 
the off-diagonal terms of S in carrying out the state estimation (the diagonal terms are 
computed and used to derive the normalized residuals) and therefore even i f it were 
convenient to solve Eqn. 7.8, using an appropriate technique such as singular value 
decomposition, it would still be necessary to fully build the matrix in the first place. 
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In this work, an alternative, heuristic technique has been developed based on a simple 
search method which obviates the need for the ful l calculation of S. 
7.4 Analysis Based on the Shortest Path Between Residuals 
In order to gain a greater understanding of the effects of leaks on the state estimates, 
a number of trials were made on two test networks. In each test a (solitary) leak was 
introduced into a pipe in the network. The test was repeated for every pipe but in order 
to evaluate the sensitivity of the estimator, the size of the leak was determined as a 
percentage of the flow in that link. In most cases, depending on the soil outside the pipe, 
the magnitude of individual leaks in water distribution systems are primarily dependent 
on the pressure in the pipe. In the simulator, the leak is modelled as an additional 
demand lying midway between the two end nodes of the pipe. This additional demand is 
not modelled as a pressure dependent variable and thus can be set to any desired value. 
The results of these tests showed that, in the cases where the redundancy was 
insufficient to detect an error at the adjacent measiu-ement point, groups of bad data were 
clustered in such a manner that they surrounded the leaking pipe, sometimes up to 4 
nodes distant. This spread of residuals can be explained by the bad data group concept 
referred to above. The method given below exploits the clustering of the group. 
7.5 Algorithm for Processing Residuals 
Residuals caused by network anomalies effect different types of measurements. 
Pressures in real distribution networks (as opposed to the simulated case) will decrease 
in an area near to a large leak. Therefore, one should be able to observe residuals 
representing a decrease on pressure measurements due to leakage. In the same way, the 
pressure upsti-eam of a blocked pipe wil l be high, whereas, down sti-eam, it will be lower. 
Demand measurements wil l be affected as shown in Figs. 7.1 - 7.3 but Bargeila's method 
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treats demand measurements immediately adjacent to an individual pipe, here we extend 
the reasoning to cover larger areas of the network. 
The proposed method is as follows: 
1) Sort normalized residual list into descending order; 
2) Determine paths linking groups of high measurement residuals; 
3) Any measurement error not linked is identified as a meter failure; 
4) Select all errors in demand measurements; 
4.1) Search for leak type patterns; 
4.2) Search for blockage (closed valve) type patterns; 
5) Test the diagnosis to determine its veracity. 
Step 1), above, has been covered earlier, the other steps are explained below starting 
with the method to determine groups of localised residuals. 
7.5.1 Shortest Path Algorithm 
A simple algorithm based on network topology was developed for the purposes of 
finding the least set of links between any group of residuals. Starting with the arc-node 
incidence matrix for the full network, the method exploits the feature of this matrix that 
when one column (which represents a node) is added to another (representing an adjacent 
node), the result is a representation of a new network wherein the two nodes have become 
one and the link between them has been deleted. Thus, working from two starting nodes 
it is possible to 'collapse' the arc-node incidence matrix until the two nodes in question 
have become adjacent. A record is kept of the combinations and using this record, a 
backtracking procedure determines the path connection. A simple example illustrates the 
procedure. 
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Referring to the simple network in Fig. 7.4, it is desired to find the shortest route 
(least number of links) between nodes 5 and 11. The arc-node incidence matrix for the 
full network is A°: 
-1 0 1 0 0 0 0 0 0 0 0 0 ^ 
1 - 1 0 0 0 0 0 0 0 0 0 0 
0 1 0 -1 0 0 0 0 0 0 0 0 
0 0 1 -1 0 0 0 0 0 0 0 0 
0 0 -1 0 1 0 0 0 0 0 0 0 
0 0 0 0 1 -1 0 0 0 0 0 0 
0 0 0 1 0 -1 0 0 0 0 0 0 
0 0 0 0 -1 0 1 0 0 0 0 0 
0 0 0 0 0 1 0 -1 0 0 0 0 
0 0 0 0 0 0 -1 0 1 0 0 0 
0 0 0 0 0 0 0 1 0 -1 0 0 
0 0 0 0 0 0 0 0 -1 0 1 0 
0 0 0 0 0 0 0 0 0 1 0 -1 
V 0 0 0 0 0 0 0 0 0 0 -1 1 J 
adding all those columns which share non-zero row entries with column 5 to column 5 
and likewise for column 11, gives: 
-1 0 0 1 0 0 0 
1 - 1 0 0 0 0 0 
0 1 -1 0 0 0 0 
0 0 -1 1 0 0 0 
0 0 1 -1 0 0 0 
0 0 0 1 -1 0 0 
0 0 0 -1 0 0 1 
0 0 0 0 1 -1 0 
0 0 0 0 0 1 -1 
the rows and columns with no non-zero entries have been left blank to show the cancel-
lations clearly, written more compactly, we have a new matrix corresponding to a new 
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network with the links adjacent to the two starting nodes deleted: 
f -1 0 0 1 0 0 0 \ 
1 -1 0 0 0 0 0 
0 1 -1 0 0 0 0 
0 0 -1 1 0 0 0 
0 0 1 -1 0 0 0 
0 0 0 1 -1 0 0 
0 0 0 -1 0 0 1 
0 0 0 0 1 -1 0 
0 0 0 0 0 1 - i j 
in this case, the addition of columns can be halted since nodes 5 and 11 are now adjacent. 
Were this not to be the case the algorithm would continue until the two nodes in question 
were adjacent. 
As with all matrix operations in this work, the scheme as implemented exploits the 
sparsity inherent in the arc-node incidence matrix. Due the nature of the operations on 
the columns, zero elements may be created where non-zero elements where previously 
stored and so a static storage scheme cannot be used. Instead the method employs a 
dynamic sparsity storage structure as shown in Table 7.1. 
- 1 9 9 -
Index Column Value Link 
1 1 -1 2 
2 3 1 -1 
3 1 1 4 
4 2 -1 -2 
5 2 1 6 
6 4 -1 -3 
7 3 1 8 
8 4 -1 -4 
— » 3 
5 
10 
-5 
5 1 12 
12 6 -1 -6 
13 4 1 14 
Index Head 14 6 -1 -7 
1 1 15 5 -1 16 
2 3 16 7 1 -8 
3 5 17 6 1 18 
4 7 18 8 -1 -9 
19 7 -1 20 
-(nj 20 9 1 -10 
7 13 21 8 1 22 
8 15 22 10 -1 -11 
9 17 23 9 -1 24 
10 19 24 11 1 -12 
11 21 25 10 1 26 
12 23 26 12 -1 -13 
13 25 -@- 11 -1 28 
14 (27)* 12 -14 
15 29 Table 7.1 29 - - -
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Strictly speaking, the ordering of the rows of the 'head' array is arbitrary in a 
dynamic scheme provided the ordering of the other three arrays correspond, since the 
'link' array always points to the next entry. In the ordering given here, the static storage 
scheme can be seen as well. It is just the above without the 'link' array. However, 
ordering is not arbitrary in the static storage scheme. 
A draw-back with the above proposed method stems from the complexity of pro-
gramming. Since, in the column combination process, zeros appear where non-zeros 
existed before, the sparse matrix storage vectors have to grow to accommodate the new 
terms and leave deleted elements unreferrenced, despite dim{A) actually shrinking. This 
is untidy and costly of computing power. A conceptually less elegant alternative is to 
store the original arc-node incidence matrix in a static storage scheme and to compute 
'adjacency vectors' which list the nodes connected to the t*'* node from each row pro-
cessed. A further advantage with this method over the column combination approach is 
that since the columns are not actually being combined, there is no need to store the 
values (1 and —1) thus saving computer operations and space. The arrows drawn on 
Table 7.1 refer to the algorithm given below. 
Procedure Build-Vectors 
s e t 1 = 0 
outer loop: new adjacency vector 
increment I by 1, s e t J = 1 
ADJ_VEC(I,J) = current node number 
inner loop: f i l l current adjacency vector 
increment J by 1 
scan COLUMN for next instance of 
current node number 
set IX = index of that entry 
scan HEAD for f i r s t number > IX 
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(Let t h i s number be P) 
I F P = IX THEN 
set COL_NUM = (P+1) 
ELSE 
set COL_NUM = HEAD((index of P ) - l ) ) 
END I F 
ADV.VEC ( I , J) =COLUMN (COL_NUM) 
repeat u n t i l no more occurrences of 
that node number i n COLUMN 
repeat f o r a l l node numbers 
End 
The above algorithm simply converts the static sparse form of the arc-node adja-
cency matrix into a set of row vectors each of which starts with the primary node number 
followed by those nodes directly adjacent to it. The next two procedures process this 
matrix to determine the paths with the least number of links. In fact, the adjacency 
matrix is further processed to remove the redundancy of node numbering sequences thus 
avoiding finding paths which simply loop back to the starting node. 
Assume that the two nodes between which a path is to be determined are p & 
q respectively. The algorithm then compares successive elements of the p*'* adjacency 
vector against the g*'*. If no matching nodes are found, the vector corresponding to the 
node which is second in the p*'* vector is processed against the 9*'* vector in the same 
way. Then the third, and so on until all the nodes in that vector have been used. Next, the 
same is done with the nodes in the q^^ row. This sequence is repeated, row by row until 
a path is found. When a path has been found, the algorithm continues until it has found 
all paths with that number of links which connect the two nodes, this is because parallel 
paths often occur in heavily meshed networks. While this is happening, the current nodes 
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are held in another vector one by one as they are being processed. When a successful 
path is found, it is this latter vector that contains its description. 
This algorithm costitutes a breadth first search starting from both the beginning 
node and the end node and spreading outwards until a connection is detected. The reason 
for staring from both nodes is to minimise the number of nodes visited in the search. If 
another pair of residuals is present the same search is initiated. This basic search method 
can be used for any pair of measurements of any type when it is necessary to determine 
the path with the least number of links between them. In the form described above, the 
algorithm will stop as soon as one path is found, however this is not desirable and so 
the actual stopping criteria is modified to allow the latest vector to be fully processed 
even i f a path has akeady been found. The result is a set of parallel paths between 
any two measurements. Residuals separated by more than 5 or 6 links do not, as a 
rule, belong to the same group with the exception of boundary condition residuals (such 
as network in-flow measurements which are, for instance, adjusted negatively whenever 
positive adjustments are made to demands in an area local to a leaking pipe). Therefore 
the algorithm is artificially stopped if more than 5 links have been spanned. This aids in 
discriminating between residual groups arising from different events. 
7.5.2 Processing Residual Groups 
Once the connecting paths between sets of high residuals have been identified, 
heuristics can be applied to determine cooperating groups of residuals and, importantly, 
to discriminate between different sets of residuals arising from different causes. 
1. Common paths. It is postulated that if the same paths are identified (or parts of 
the same paths) by the search between any three residuals, then that shared path is 
more likely to contain a topological anomaly by virtue of the fact tiiat it is common 
to both sets of residuals. 
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Diagram showing topology 
processing step 
Network corresponding to A' 
Network corresponding to A* 
Key: 
Original node number 
New node number 
Link number 
Figure 7.4 
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2. Residual size. If the normalized residuals are of the same size, according to [11] 
they could belong to a bad data group which suggests that the anomaly is a mea-
surement anomaly that cannot be attributed to either of the two measurements with 
a probability greater than 0.5. However, if there exists a third (smaller) residual in 
the vicinity then it is more probable that the third residual is nearer to the actually 
aberrant residual than the other, erroneously rejected residual. If no such smaller 
residuals exist then the two equally large residuals could either be in a bad data 
group or, it could be the case that there is a common cause (they are correlated) 
and so it is postulated that the problem lies in a link equidistant between them. 
The main difference and advantage with this method over those in the published 
literature is that the requirement for anomaly identification is only that there is global 
redundancy in the measurements rather than there be redundant demand measurements 
at each end of the link containing the actual fault. 
7.5.3 Results 
The algorithms outlined above were implemented as FORTRAN subroutines and a 
set of tests were conducted to measure the leak detection capabilities. The network used 
for this test is 88 node network, shown in Fig. 6.6. By systematically working through 
the network as modeled by the simulator, leaks were introduced, one at a time, in every 
single pipe. The detections are listed in the two tables below. Table 7.2 show the 100% 
successful detections. Table 7.3 shows the detections that gave an adjacent pipe rather 
than the correct one. 
The parameters of the test were as follows: 
Head measurements: 7, 15, 22, 46, 54, 79, 81 84, 85, 86, 87; 
Flow measurements: 56-46, 80-22, 69-22, 22-79, 53-54, 15-14, 70-86, 59-87; 
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Fixed head in-flow measurements at nodes: 84, 85, 86, 87, 88; 
Demand & pseudomeasurements: All nodes. 
Total number of measurements: 112 
Dimension of state vector: 93 
Measurement Redundancy: 
p = 
m 112 _ 
~n ~ 93 ~ 
= 1.2 
Successful leakage location 
Node nos. Node nos. Node nos. 
1—2 30—81 74 — 57 
6 — 7 31 — 80 57 — 46 
84—17 70 — 71 53 — 67 
49 — 53 70 — 86 53 — 83 
22 — 79 86—87 83 — 67 
80 — 81 87 — 59 3 — 83 
81—76 58 — 57 14—15 
80 — 30 58 — 74 
(7.9) 
Table 7.2 
- 2 0 6 -
Leakage detection in neighbouring pipe 
Actual location Estimated location Actual location Estimated location 
Node nos. Node nos. Node nos. Node nos. 
2—85 1—2 25 — 32 15 — 25 
2 — 6 1 — 2 41 — 54 54 — 53 
8—10 14—10 54 — 53 54—83 
10—14 14—15 54 — 49 54 — 50 
15 — 25 15—14 54 — 55 54 — 53 
16— 17 17 — 84 79 — 80 22 — 79 
17 — 13 17 — 84 80 — 22 80 — 79 
17 — 9 17 — 84 72 — 79 22 — 79 
21—22 22 — 79 71—73 70 — 71 
22 — 69 22 — 79 46—82 46—57 
24—17 84—17 62 — 59 87 — 59 
28—17 84—17 7 — 8 6 — 7 
17 — 25 84—17 54 — 50 54 — 53 
17 — 29 84—17 46 — 42 46 — 57 
25 — 35 15 — 25 
Table 7.3 
7.6 Failure Probability Method 
In an analysis of the causes of bad data, several choices result. Set out below is 
a scheme which provides heuristics to rank the possible causes of the bad data in terms 
of likelihood. The following clauses have been written in a similar format to that used 
by PROLOG, the A symbol is the AND function, tiie :: symbol is the conclusion of the 
clause: 
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significant time since last reUning A material susceptible to corrosion A corrosive water 
:: poor pipe condition 
high operating pressure A poor pipe condition :: increased likelihood of leakage 
high operating pressure A large number of appurtenances :: increased likelihood of 
leakage 
estimator reports demand type errors indicating high localised demand :: increased like-
lihood of leakage 
The combination of these clauses would provide insightful information as to the 
whereabouts of bursts or meter failures in the system that could not be inferred from 
meter failure probabiUties as suggested by Monticelli et al [178]. The relational database 
can be used to store the required information and it is envisaged that in the course 
of operational events, the data held against the individual network components could 
be updated. However, this would require an increase in the level of operator interaction 
which might not be acceptable on top of the interaction needed to keep the other database 
information up to date. 
If this system were to be implemented, the actual probabilities would be needed and 
this would require an input from the water company using the system. For that reason the 
method was not taken further in this work but it is hoped to develop the scheme furtiier 
in future collaborative research. 
7.7 Conclusions 
This chapter has presented an analysis of possible causes for high residuals in 
the state estimator equations. It has also presented a simple algorithm for bad data 
-208 -
Water Network Fault 
Identification Scheme 
Water Network 
> f 
Telemetry System 
> f 
Weight Assignment 
> 
> f 
State Estimator 
> f 
Bad Data Grouping 
> f 
Diagnosis 
> f 
Data Base Update 
Figure 75 
209-
grouping based on network search methods. Topological anomalies can be found by the 
methods already known but such methods rely on redundant measurements adjacent to 
the topological anomaly. 
Provided that more than one residual is present, the proposed algorithm sorts bad 
data by type, magnitude, direction and location. It employs a shortest path analysis to 
effect the grouping necessary to attempt to connect between members of the same bad 
data groups. The presence of multiple bad data is assumed to imply that a fault other 
than a measurement error is present (e.g. a burst or a blocked pipe) if that hypothesis 
fails because a link between the residuals cannot be found, then the residuals are assumed 
to be caused by multiple transducer faults. The overall structure of this system, together 
with the weight assignment ideas of Chapter 6, are shown in Fig 7.5. 
For future work, it may be interesting to consider a geographically local area (using 
the database) to discover 'closed pipe' cases where, in fact, the pipe has been left out of 
the model. A topological search would not find the proximity of the two nodes whereas 
a search taking into account of geographical proximity might. 
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CHAPTER 8 
CONCLUSIONS & SUIVIMARY 
8.1 Introduction 
The science of state estimation for power distribution networks is very well developed 
and there have been a very large number of publications on the subject over the last 
two decades. However, the majority of these state estimation methods remain unused 
and there are only a small number of commercial state estimators on the market. In 
the case of the water industiy, the situation is rather more depressing. To this author's 
knowledge, there are no state estimators currentiy in use or on the market for the on-line 
monitoring of water distribution systems. The reasons for this situation fall into two 
broad categories: the first is that the science of state estimation is couched in terms of 
abstract mathematical models and simplifying assumptions; secondly, the water industry 
has not had the computer resources on hand nor the measurements available for such a 
system. There has also been littie perceived need for on-line state estimation until very 
recendy. 
The central theme of this work has been to bridge the gap between the science of 
state estimation and the physical system and in so doing, a number of problems have 
been uncovered and solutions found, these include: the need for an easy to maintain 
model of the system that makes sense to the operator; die consequent need to determine 
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tiie mathematical abstraction of what the operator sees without operator intervention; the 
requirement to carry out combinations of certain network elements when constructing the 
mathematical model; the requirements of an on-line state estimator for the water industry 
in terms of robustness and reliability and lastly the need to make some sense of the results 
of the estimator. 
There are many reasons why a state estimator is relevant to the water industry, 
which range from the detection of bursts to the control of pressure. The state estimator 
provides reliable network state information to which an optimal pressure profile can 
be compared. If the pump scheduling suite is in use, the determination of an energy 
cost optimised solution to the scheduling problem based on an accurate demand forecast 
and the network hydraulic constraints will be carried out daily. However, during each 
operational day, the actual demand will inevitably deviate from the forecast Trying to 
control leakage using the scheduler would be nearly impossible and so the best form 
of control is on-line pressure control to ensure that the supply security is maintained at 
minimum cost. The prerequisite to on-line pressure control is the availabiUty of on-line 
state information. 
8.2 Mathematical Model Maintenance 
In the design of an on-line monitoring scheme, it is desirable that the description 
held in the computer is adaptable if it is to have anything other than a very short useful 
life. In power system state estimation, the switch states are usually measured and hence 
are assumed known to a reasonable degree of certainty, whereas in water networks, the 
great number of switch valves (generally at least two for every pipe in the network) are 
not monitored nor is it likely that tiiey will ever be. The vast number of these valves 
coupled with both the uncertainty as regards tiieir status and the likelihood of tiiis status 
changing quite frequentiy, albeit for a small number only, makes the task of maintaining 
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a network model of sufficient accuracy for use in state estimation both highly important 
and very difficult. 
Adapting a model continually to a changing plant is not a new problem in control 
theory but in such approaches the parameters of the model are tuned (or identified) rather 
than the structure and this makes the problem tackled here quite different. Secondly, the 
problem is not limited to the determination of topology, since as switch valve states are 
changed then the location of demand points also change with respect to the network 
elements in the model. Furthermore, rebuilding an old model is considered important for 
training or investigating a serious event etc. Since the full plant description is held in 
the database, an advantage with the approach is tiiat previously held descriptions can be 
created via the use of triggers, as described in Chapter 3. Lastiy, and most crucial of 
all, is that the description of the system held in the database should be directiy mapped 
into the mathematical model used in simulation, state estimation or any other analysis 
function applicable to the system. 
This thesis has provided methods which solve all the fundamental problems out-
lined in the preceding paragraph associated with automating the interaction between the 
database description of the plant and the mathematical model. The techniques rely on 
human interaction since the telemetry in U.K. water supply systems does not provide in-
formation about switch valve status for all valves in distribution networks. The methods 
presented could be applied to all utility distribution systems directiy without fundamental 
change. 
The on-line database assumes the role of data manager, providing a common repos-
itory for all data from asset data to dynamic data and from which the network topology 
can be computed directiy. From tiie network topology and the network data one can build 
the network model and hence can thus provide the facility to integrate any number of 
analysis tools. 
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8.3 Description of Pipe Flow 
The thesis has reviewed some of the flow formuize commonly used in models of 
water networks and presented new techniques which can be used in conjunction with the 
relational database system. In particular, the applicability of different formulae has been 
examined from the point of view of accuracy over a wide range of conditions (Reynold's 
numbers) with emphasis on the problems arising from automatic pipe combinations in 
rudimentary network simplification. A number of new formulations have been died and 
insights have been gained on the relative merits of different formulations. 
It has been shown that the well known Colebrook-White formulation lends itself to 
accurate network simplification procedures involving the combination of either serial or 
parallel pipes rather better than the Hazen-Williams formula and, as expected, the errors 
in flow or pressure calculation for an equivalent pipe using the Colebrook-White formula 
do not increase as much with deviations in Reynold's Number from the design case as 
they do i f the equivalent pipe were calculated and modelled using the Hazen-Williams 
approach. This fits in with the database approach in that the detailed descriptions of pipe 
parameters can be held in the database but more simplified descriptions can be used in 
the model. The operator has complete control over this simply through the designations 
given to links in the L inks relation. 
The work in this section of the thesis was aimed at ensuring that the mathematical 
model was accurate in the parametric sense as opposed to the structural sense of the 
previous section. Clearly both are essential for the reliable application of state estimation 
techniques. 
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8.4 The Application of State Estimation Methods 
For water distribution systems, the reliability (ie the existence) of on-line measure-
ments is considered more important than their precision for a number of reasons. That 
the precision of transducers is not important, can be understood by remembering that, 
as was shown, the state estimator presented is not effected by noisy measurements and 
is therefore tolerant to small scale meter inaccuracy. The existence of suitable measure-
ments is important because the anticipated number of available measurements will be 
small due to cost considerations and hence any failures could lead to an unobservable 
system or sub-system. The objective of an on-line monitoring scheme is to accurately 
observe the system under a wide range of conditions including meter failure. Providing 
a state estimator can detect and identify gross measurement eirors, within the constraints 
imposed by the measurement redundancy, reliable state estimates can be ensured. 
In this work a new method of static state estimation has been proposed which is ca-
pable of providing accurate measurements of a distribution system and of simultaneously 
identifying and rejecting measurement anomalies. Such anomalies can indicate the change 
in state of the network topology and hence can give a measure of the appropriateness of 
the current model of the system. 
This thesis has presented solutions to those problems associated with the provision 
of on-line monitoring capabilities for water distribution networks. It is a move towards 
the realistic application of state estimation and in so doing it has provided new light 
on the techniques involved. Many of the techniques and results presented have a wider 
application than the one focussed upon here. 
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8.5 Suggestions for Further Work 
Relational database technology has been shown to be appropriate for storing net-
work data although the major drawback is that of performance. Relational databases were 
developed primarily for corporate systems and not for real-time control applications. Fur-
ther work in this area will be fruitful now that the functionality of the problems and their 
solutions has been completely identified. The method suggested to other researchers 
in tills field is to explore more efficient database technologies such as object oriented 
databases. The main advantage is that this type of database is RAM based rather than 
disk based and should therefore provide the required real-time performance. However, 
as has been clearly demonstrated here, the design of schemas to efficientiy store data in 
a consistent way and the design of retrieval methods providing a reliable linkage to a 
mathematical model is far from trivial. 
As computer performance continually increases, the possibility of performing more 
calculations in real-time also increase. In on-line monitoring applications the size of the 
network and its structure are both important. It will be necessary, in the future, to design 
reliable decomposed state estimators which can solve very large systems which comprise 
smaller sub-system with few interconnections. Residual processing is very important and, 
as has been suggested in Chapter 7, there are many unexplored avenues in this area. A 
singular value decomposition of the residual sensitivity matrix would provide a method 
for determining the meaning of groups of residuals. However, by the time residuals are 
available, there is not much more information to be gleaned from the results and so it 
is necessary to bring in additional knowledge to augment the analysis, such as failure 
history, failure probability etc. 
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8.6 Summary 
This thesis has presented a set of solutions to the problems of obtaining, in real-
time and over extended periods, an optimal observation of a generalised water network. 
It has covered the storage of asset data which is the 'raw' form of network data not 
normally directiy used in network analysis. In Chapters 4 & 5, a number of analyses 
have been presented to show that it is possible to map from the network data model 
produced by the database routines to a mathematical model of the network wherein 
parallel and serial pipes are combined. Furthermore, a new method of state estimation 
has been proposed which is capable of efficientiy identifying bad data points and produces 
unbiassed estimates even when there are a number of measurements that are corrupted 
with gross errors. Lastly, schemes for determining the underlying cause of any errors 
identified by the estimator have been presented in order to provide a complete picture of 
the network under observation. 
The work has suceeded in making an important step towards the realisation of the 
composite control loop for optimal on-line monitoring and control as discussed in Chapter 
2 and shown in Fig. 2.3. It is now expected that the component parts of this loop will 
each be validated and the loop configured in the near future and that optimal, real-time 
operational control of water distribution systems will become possible. 
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APPENDIX 1 
A.1.1 Constitution of a Relational Database 
The concept of a relational database was first introduced in 1970 by E.F. Codd 
[60] who suggested that the adoption of a relational model of data would permit the 
development of a universal data sublanguage based upon applied predicate calculus. 
Further development work by Chamberlin and Boyce [41, 42, 174], and work on IBM's 
database. System R, resulted in the query language S.Q.L. (Structured Query Language). 
To maintain order in this rapidly developing field, Codd laid down a set of twelve rules 
[64, 65], preceded by an all encompassing Rule 0: 
0. Relational Database Management. Any system advertised as, or claiming to be a 
relational database management system must be able to manage databases entirely 
through its relational capabilities. 
1. Representation of information. A l l information in a relational database is rep-
resented explicitiy at the logical level and in exactly one way — by values in a 
table. 
2. Guaranteed logical accessibility. Each and every datum in a relational database is 
guaranteed to be logically accessible by resorting to a combination of table name, 
primary key value, and column name. 
3. Systematic representation of missing information. Null values are supported in 
fully relational database management systems for representing missing information 
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and inapplicable information in a systematic way independent of data type. 
4. Dynamic on-line catalogue. The database description is represented at the local 
level in tiie same way as an ordinary data, so tiiat authorized users can apply tiie 
same relational language to its interrogation as they apply to the regular data. 
5. Comprehensive data sublanguage. A relational system may support several lan-
guages and various modes of terminal use. There must be at least one language 
whose statements are expressible as character strings, and that is comprehensive in 
supporting all of the following ; data definition, view definition, data manipulation, 
integrity constraints, authorization and transaction boundaries. 
6. Updatable views. A l l views that are theoretically updatable are also updatable by 
tiie system. 
7. High-level insert, update and delete. The capability of handling a base relation 
or a derived relation as a single operand applies not only to the retrieval of data, 
but also to the insertion, update and deletion of data. 
8. Physical data independence. Application programs and terminal activities remain 
logically unimpaired whenever any changes are made in either storage structure or 
access methods. 
9. Logical data independence. Application programs and terminal activities remain 
logically unimpaired when information-preserving changes of any kind that theo-
retically permit unimpairment are made to the base tables. 
10 Integrity independence. Integrity consti^nts specific to a particular database must 
be definable in the relational data sublanguage and storable in tiie catalogue, not 
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in the application program. 
11 Distribution independence. Whether or not a system supports database distribu-
tion, it must have a data sublanguage that can support distributed databases without 
impairing application programs or terminal activities. 
12 The nonsubversion rule. I f a relational system has a low-level (single record at 
a time) language, tiiis cannot be used to subvert or bypaths the integrity rules and 
constraints expressed in the higher level relational language (multiple records). 
A.1.2 F\inctional Dependencies and Normalisation 
The design of a relation in a relational data base is founded upon an understanding 
of the functional dependencies of the data items [46]. The functional dependencies arise 
from the nature of the relationships between related attributes in a tuple. For example, 
an attribute is functionally dependant i f it's value is determined by (or depends upon) 
the value of some other attribute in the tuple. To explain this term in the context of 
the present work, consider the following simplified relation, called NODE. (The relation 
could hold all the details that are pertinent to a node in a water network but ignoring 
some of these does not detract from the discussion.) 
NODE: 
NodeJ; ZoneJ; Elevation; Min_Pressure; Population; NoJndustry; No_Commerce; 
OSJlef; Name. 
In order that unique tuples of data can be redieved independentiy from the data 
base, it is necessary to arrange that at least one attribute (or combination of attributes) 
is unique. The unique attributes (or combinations of attributes) are called candidate keys 
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and the candidate key chosen as the indexing term for the tuple is called the primary key. 
(It is not always necessary to use a key when updating or selecting records, any of the 
attributes can be used. However, use of a non-key attribute will often result in a set of 
tuples being selected.) 
Let us assume in this network that 're-zoning' cannot take place and that within 
our network there are uniquely numbered zones and within each zone there are several 
uniquely numbered nodes. Hence in the NODE relation, the pair of attributes NodeJ and 
Zone J uniquely define one node in the whole network. The data values for any other 
attribute are dependent on die values tiiat appear under this pair of attributes. We tiierefore 
say that NodeJ and Zoned functionally determine all the other non-key attributes in the 
t*'' tuple. For this reason, this pair of attributes constitute a composite candidate key 
('composite' because there are two attributes that make up the key). I f 'Name' were 
unique this would become another candidate key but since no stipulation is to be put on 
the uniqueness of 'Name' it is rejected as a candidate key. Therefore in this simple case, 
there is only one candidate key and so this is the primary key for relation NODES. 
A tuple (or row) in a relation R consists of a number of attributes Ai, A2,..., An. 
The t'*'* attribute in R is normally written as R.Ai except that the relation name {R in 
this case) can be dropped when ambiguity cannot result. We can express the functional 
dependencies on a relation R as follows: 
R.Ai -> R.Aj (1) 
which states that R.Aj is functionally dependent on R.Ai. This functional dependency 
is known as non-transitive and R.Ai is known as die determinant. A transitive functional 
dependency is written thus: 
R.Ai R.Aj R.Ak (2) 
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Two or more attributes are mutually independent i f they can be updated indepen-
dently of one another, for example the attributes Min_Pressure and Population. 
Suppose, on the other hand, that these two attributes were dependent, perhaps the 
resident population determining the statutory minimum pressure via some formula, 
pressure = /{population) 
then i f a change was made to the population it follows that a change must be made to 
the set minimum pressure. Note also that i f the node were for some reason deleted then 
this particular relationship between the population and the minimum pressure would also 
be lost. In fact where a relationship like this exists within a tuple it is best to decompose 
the table into two tables (this is known as normalisation): 
NODES.l: 
NodeJ; ZoneJ; Elevation; Population; NoJndustry; No.Commerce; OS-Ref; 
Name. 
POP: 
Population; MinJ*ressure. 
Here, the deletion of a tuple in the NODES _1 relation will not lose the relation-
ship between a given population and the minimum pressure. Thus it is apparent that 
careless design of the data base tables can lead to difficulties with update and delete op-
erations. These difficulties have long been recognised and have lead to the development 
of normalisation theory [61-63, 81-83, 105, 106]. 
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Any relation in a relational data base can be in one of six normal forms. The 
simplest normal form is first normal form, known as INF and the most advanced normal 
form is fifth normal form or 5NF. There is also a variation on 3NF called Boyce/Codd 
normal form or BCNF. A relation that is in 2NF is also in INF, a relation in 3NF is also 
in 2NF and so on. Thus we can write: 
5NF D 4NF D BCNF D 3NF D 2NF D I N F . 
Thus each normal form corresponds to a level in a hierarchy, the further down the 
hierarchy, the more strict the normalisation. Apart from some simple examples in the 
context of this work no formal exposition of normalisation practice is presented here, 
instead see the excellent discussion by Date in [82]. 
As can be seen from the above example with the NODES relation, the importance 
of normalisation becomes apparent when data base updates, deletes and selects are per-
formed. A relation that is in INF simply means that each data item is atomic (a fact that 
is necessarily guaranteed in all relational data base systems) but INF does not carry any 
information about functional dependencies and therefore does not guarantee a robust data 
base design. Higher normal forms result in better data base design from a robustness 
point of view. 
The first version of the NODES relation (where Min JYessure is not dependent on 
Population) is in third normal form^. In the case where 
NODES.Population NODES.Min_Pressure 
the NODES relation reverts to only in first normal form. 
It is therefore obvious that functional dependence is purely a semantic matter and can only 
be decided upon when the meaning of die information stored as data is clear. 
^ I n fact, becauGe of the simplicity of the relation, it is actually in 5 N F but the complexities 
that B C N F , 4 N F and 5NF are designed to handle are not present in the N O D E S relation. 
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APPENDIX 2 
FORMULATION OF THE STATE ESTIMATION PROBLEM 
A2.1 Introduction 
This appendix presents a brief formulation of the state estimation problem in order 
to support the discussions in Chapters 6 «& 7. The notation is explained in the list at the 
beginning of this thesis. 
A2.2 Measurement Equations 
I f 
< = g ( x O (1) 
represents the ifc*'* exact mapping (ie at the k*^ time step) from the state variables Xk, 
dim[^y) = n, to the set of values zf^ i = 1,... m, corresponding to the fc*'' set of 
m ( > n) actual measurements Zk via known (non-linear) functions, g(-), where tiie k*'^ 
actual measurements are obtained from transducers and/or from a priori knowledge (e.g. 
nodal, lumped demand values). Then it follows that 
Zk = g(xk) + ej, (2) 
represents the relationship between the k*^ state variables and the actual measurements. 
£k represents botii the errors in tiie measurements and die errors in the model. Assuming 
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tiiat E{ejfc} = 0, (where £{•} is the expectation operator), the state estimation problem 
can be written as: 
minC = ||zk-z ^ l l (3) 
However, since is unobtainable, the estimate Zk is used instead, where: 
Zk = Z k + r k = g ( x k ) + r k (4) 
where rk are the residuals. Hence, the required minimisation is: 
minC = ||zk - Zk|| (5) 
The norm of Eqn. 3 is usually either Li or (first or second Euclidean). 
In what follows a number of results will be obtained for die L2 norm to provide 
the statistical properties of the least squares estimator. 
A2.3 Newton Raphson Process 
The conventional procedure for solving the estimation problem is to minimise a 
suitable error criteria within an iterative linearisation scheme such as the Newton-Raphson 
method. 
At iteration (P), this can be written as: 
x ( p + i ) = x ( ' ' ) - ( H f U ( „ ) - ^ V y U p ) (6) 
where H f l^ cp) is die Hessian matrix evaluated at x^^^. V / I^CP) is the gradient and X^P"*"^) 
is a better solution than x^^). 
Rewriting Eqn. 6 gives: 
-H , | , (p )Ax = V/ | , (p) (7) 
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where Ax = x^ +^^ J — x^ K^ The Newton-Raphson procedure can now be stated as: 
x(p+i) = ^(P) + ccAx (8) 
with A x being obtained from Eqn. 7. a can be obtained using a linear search although 
reasonable performance is usually achieved providing a is in the range 0.5 < a < 1.0. 
The Newton-Raphson process is halted by some stopping criteria, say: 
(Axi |<e V » (9) 
where ^ is small. 
A2.3 Least Squares Formulation 
The least squares error criterion is: 
m i n f (Xk) = (zv - g(xk))''R"'(zk - g(xk)) (10) 
where R is the measurement error covariance matrix, assumed diagonal. 
For the Newton-Raphson scheme: 
V / | * ( P , = - 2 J ( x ( ^ ) f R-^(zk -g (xk) ) (11) 
and the Hessian is approximated by: 
Hr|^(p, =2J(x( ' ' ) )^R-ij (x«' ' ) ) (12) 
where J(x^''^) is the Jacobian matrix evaluated at the p*'* iteration. 
Substituting Eqns. 11 and 12 into 7 produces the normal equation (dropping the 
iteration indices): 
J ( x ) ^ R - ^ J ( x ) A x = J (x )^R-^ A z (13) 
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the solution of which minimises: 
mmC (x) = (Az - J ( x ) A X ) T R - ^ ( A Z - J (x)Ax) (14) 
A2.5 Alternative Normal Equation Formulation 
Using the Taylor expansion g(x) can be written as: 
( x - x k ) + . . . (15) g ( x ) « g ( x k ) + '« (^^ 
ax 
ignoring higher order terms and substituting from Eqn. 2 gives, 
Zk =Zk + J ( x k ) A x (16) 
hence 
A z = J (xk)Ax (17) 
where A z = Zk — Zk and A x = x - Xk = x^ "^*"^ ^ - x^ ^^ . Hence the minimisation of: 
mmC (x) = | | A z - J ( x k ) A x | | 3 (18) 
leads to the same formulation as given above in A2.5. 
A2.6 Residual Sensitivity Matrix 
Theorem: Given: 
z = g(x)-hc (19) 
the residual vector, defined as: 
r ^ z - g(x) (20) 
can be determined from: 
T = Se (21) 
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where J = J(x) and 
S = I - J ( J ' ^ R - * J ) - i j ' r R - i (22) 
and is known as the residual sensitivity matrix. 
Proof: From the normal equation we have the projection firom A z to Ax , viz: 
A x = { j ' r R - i J ) - » j ' ^ R - i A z (23) 
hence 
A z - J A x = A z - J ( J ' ^ R - * J ) - * J ' ^ R - * A z (24) 
r' = ( I - J ( J ' ^ R - ^ J ) - ' J ' ^ R - * ) A Z 
= S A z 
In the limit, as: 
Proof: 
A x = ( j ' r R - * J ) " ' j ' ^ R - M J A x + €) 
= A x + ( j T R - * J ) " ' j ' ^ R - ' e 
(25) 
lim g(x)=g(x) (26) 
Ax—•© 
hence 
r = Se ° 
A2.7 Covariances of Errors in the State Estimates 
Theorem: While 
E{£} = 0 
E{ce'^} = R (27) 
Then the state estimate error covariances are given by: 
E{(x - x)(x - x)}'^ = ( J T R - ^ J ) - ^ (28) 
(29) 
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hence, 
E { A x } = E { A x } + E { ( j ' r R - i j ) ' j ^ R - i } x £{6} 
(30) 
= E { A x } 
Using, 
5^ (p+i) = + Ax^P) (31) 
let the real state equal the previous one plus an optimal increment: 
X = x(p) + Ax* (32) 
then the errors in the estimates can be obtained by subtracting Eqn. 32 from Eqn. 31 
X = x(p+i) _ X = Ax^p) - Ax* (33) 
hence, from Eqn. 29, 
x = ( j ' r R - * J ) - * j ' ^ R - * e (34) 
and, writing Eqn. 28 in the form of Eqn. 33, we have: 
E{xx'^} = E { ( j ' r R - ^ J ) - * j ' r R - ^ c e ' r R - ^ J ( j ' r R - ^ J ) - H 
= ( J ' ^ R - ^ J ) - ^ J ^ R - ^ R R - M ( J ^ R - ^ J ) - ^ 
= ( J ^ R - ^ J ) - ^ 
A2.8 Covariances of Residuals 
Theorem: The residual covariance matrix P is given by: 
P = R - J ( J T R - ^ J ) - * J ^ (35) 
Proof: 
P ^ E { r r T } 
= SE{e6'^}S'^ 
= S R S ' ^ 
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Now, 
S = I - J ( J ' ' R - » J ) - * J ' ^ R - ^ (36) 
let, 
E = ( j ' r R - i j ) - ^ (37) 
(note that E is symmetric) then 
P = ( I - J S J T R - * ) R ( I - R - ^ J E J ' T ) 
= R - J E J T - J E J ' r + J E J T R - ^ J E J T 
= R - 2 J E J ' ^ + J E J ^ 
= R - J E J ^ 
A2.9 Statistics of residuals 
Theorem: The residuals rj belong to the distribution N{0,pii), where pu are the diagonal 
elements of the residual covariance matrix P. 
Proof: 
i) From proof A2.7, the estimates are unbiassed, therefore E { r } = 0 
ii) From proof A2.8, the variances are given by: 
Pii = trace{R - J ( j ' ^ R - * J ) j ' ^ } (38) 
hence ri e N{0,Pa) ° 
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APPENDIX 3 
HUMAN COMPUTER INTERFACE 
A.3.1 Purpose 
Since WASMACS is mostly intended for use in the control room, the HCI must be 
reliable, easy to use, consistent, powerful in its functionality and fast. It will display the 
information from a host of applications and from the telemetry or the data base. It also 
acts as the command centre allowing the operator to drive the various applications that 
are currently available. 
A.3.2 Method 
Use is made of DEC-Windows to provide all the pull down menus, dialogue boxes 
and mouse functions. The system is, of course, fully colour graphic. The network itself 
can be drawn using a wealth of draw functions with a wide choice of colours including 
flashing or animated. Each component can be drawn to an exact size on an accurate 
grid representing the real world co-ordinates, it can be automatically switched on or off 
depending on current zoom level and it can be automatically switched from one colour 
to another (e.g. steady blue to flashing red) by a change in some logical value that might 
be derived from the telemetry or from an applications package. 
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The zoom ratio is continuously (steplessly) adjustable over a 107 zoom ratio. The 
zoom action is mouse driven and the rate of change of zoom ratio is proportional to the 
mouse displacement. There is minimal lag whilst zooming so that near instant changes in 
zoom level are possible. Pan works in a similar way, the rate of panning is proportional 
to the mouse displacement and in the direction of the displacement This allows easy 
traversal of long pipes to discover end points. Multiwindow operation is permitted. Using 
this function, several separate windows can be set up containing the same (or different) 
network(s) with full window independence possible. Windows can, however, be set up 
to follow each other so that any panning operation carried out in one will be immediately 
translated to the other. 
Very importantly, an applications menu allows any available applications to be 
run. This menu is fully user customisable which permits third party software packages 
to be run from one common interface. Other customise options include the security 
menu which allows a 'super user' to define which functions are available to other users. 
Furthermore, the keyboard is fully user definable and a facility is provided to allow each 
user to individually save their current keyboard settings in a private file for future use. 
Another key feature of this system is the direct interface it offers to the network 
relational data base. Graphical objects can be drawn together with numerical objects 
(known as 'variables') which instantiate the relations in the data base. These two types 
of object can be grouped together as a single entity in which the numerical attribute 
corresponds to a data base entry. In this way, anything that is currently in the data base 
can be displayed on the screen no matter what the original source of that data was. Hence 
data from third party software can be displayed quite easily on the screen, which together 
with the customise options described above makes the HCI a truly 'open system'. 
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A.3.3 Software Details 
Program name: Water PACS. 
(PACS :- 'Planning And Control System') 
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APPENDIX 4 
INSTALLATION SCENARIO 
A.4.1 Introduction 
Prior to the completion of the project, the telemetry system must be configured 
so that the measurements required by the state estimator are available. The WASMACS 
engineer will convey these requirements to the telemetry engineers as the project pro-
gresses. 
Since different telemetry systems will be at different stages of installation or com-
missioning at the start of a project, or in fact may be complete, this description may not 
be representative for any particular case. 
Phase 1: Analysis 
On the commencement of the project data will be transferred pertaining to the 
network topology, pipe dimensions, positions of network inflows, number of consumers 
at each node, typical demands, inflows, reservoir levels, the number and type of pumps, 
P.R.V.'s, typical operating pressures and any otiier information relevant to the network 
in question. 
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From this information it will be possible to quickly set up an approximate network 
model and thereby obtain a reasonable balance that is as accurate as the data so far 
provided. 
As this work proceeds, it is anticipated that the client may need to undertake a 'C-
value' survey to obtain more accurate representations of pipe roughness. The engineers 
concerned will use their past experience to ascertain which pipes warrant further checking. 
This survey will at the same time shed new light on the network topology, showing up 
blocked pipes or closed valves previously thought to be open. At the end of Phase 1 the 
water engineers and the WASMACS engineer will report tiieir findings and decide on 
any new strategy for further surveys of the network. 
Phase 2: Meter Placement 
During Phase 2 a more detailed smdy of the network will be made based on the 
most up to date topological and dimensional information and using recentiy measured 
flows and pressures in the system. 
The objectives of this phase are to produce a more accurate network model and to 
ascertain the measurement requirement of the WASMACS system. The meter placement 
algorithm described in [191] will be used to produce an optimised choice of meter 
locations. The chosen measurement set will render tiie entire network observable with 
sufficient redundancy to allow accurate state estimation even if measurement errors occur. 
The measurement requirement will take into account the measurements ah-eady available 
and will attempt to minimise the cost of extra instrumentation. In parallel with this 
activity, further surveys may be necessary (identified at the completion of Phase 1). 
These may be new C-value surveys, load flow surveys in localised areas or "trouble-
shooting" surveys to try to pin-point the cause of any anomalies found to exist in the 
network. 
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On the successful completion of these two activities, sufficient information will be 
available to produce a computer model that closely simulates the real system, including 
the water network, telemetry and state estimator. 
Phase 3: Off-line Validation 
This is the final phase prior to on-line operation. The objectives of this phase are: 
(i) Complete the telemetry system commissioning; 
(ii) Validate the network model, the telemetry model and the state estimator, 
(iii) Complete any changes necessary to configure the WASMACS to run on the 
target platform; 
(iv) For the purposes of demand prediction, complete the logging of network de-
mand as specified by the WASMACS engineer. 
With the initial meter placement problem complete, it will be necessary to run a full 
simulation of the suite of programs which will be used on-line together with simulations of 
the system itself and the telemetry. This will show whether the measurement requirement 
specified actually provides an observable system with sufficient measurement redundancy 
to allow leak detection to take place. A sensitivity analysis can be carried out at this stage. 
The results of this analysis will also be used to further check and fine tune the network 
model. When tiiese two activities are complete the original measurement requirement 
may need slight revision. It is also possible tiiat certain measurement installations are 
physically difficult to realise and so the final measurement set may be different from the 
original proposal. 
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Final model validation can begin when the measurement set has been finalised 
wherein the estimated states of the system over many 24 hour periods will be checked 
against real data logged in the field. Various 'events' could be introduced into the network 
to check the state estimator's robustness and accuracy. The more exhaustive this period 
of off-line testing is, the more reliable the total system will be prior to on-line testing. 
With on-line testing, some unforeseen problems may arise and it is therefore necessary 
to have experience of as many types of event as possible during the off-line phase. 
Phase 4: On-line Validation 
A short period of on-line testing will be necessary to validate the telemetry to 
WASMACS data ti-ansfer to ensure reliable operation. It is in this final stage that die 
assumptions of the transducer noise signals will be tested and consequentiy a period of 
state estimator tuning may also be required. Problems such as those discussed in [224] 
may also be encountered. 
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