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A UNIVERSAL HOMOGENEOUS SIMPLE MATROID OF
RANK 3
GIANLUCA PAOLINI
Abstract. We construct a ∧-homogeneous universal simple matroid of rank
3, i.e. a countable simple rank 3 matroid M∗ which ∧-embeds every finite
simple rank 3 matroid, and such that every isomorphism between finite ∧-
subgeometries of M∗ extends to an automorphism of M∗. We also construct a
∧-homogeneous matroid M∗(P ) which is universal for the class of finite simple
rank 3 matroids omitting a given finite projective plane P . We then prove that
these structures are not ℵ0-categorical, they have the independence property,
they admit a stationary independence relation, and that their automorphism
group embeds the symmetric group Sym(ω). Finally, we use the free projec-
tive extension F (M∗) of M∗ to conclude the existence of a countable projective
plane embedding all the finite simple matroids of rank 3 and whose automor-
phism group contains Sym(ω), in fact we show that Aut(F (M∗)) ∼= Aut(M∗).
1. Introduction
A countably infinite structureM is said to be homogeneous if every isomorphism
between finitely generated substructures of M extends to an automorphism of M .
The study of homogeneous combinatorial structures such as graph, digraphs and
hypergraphs is a very rich field of study (see e.g. [2], [3], [6], [7], [16], [17]). On
the other hand, matroids are objects of fundamental importance in combinatorial
theory, but very little is known on homogeneous matroids. In this short note we
propose a new approach to the study of homogeneous matroids, focusing on the case
in which the matroid is of rank 3 and simple. In this case the matroidal structure
can be defined in a very simple manner as a 3-hypergraph1, as follows:
Definition 1. A simple matroid2 of rank 6 3 is a 3-hypergraph (V,R) whose adja-
cency relation is irreflexive, symmetric and satisfies the following exchange axiom:
(Ax) if R(a, b, c) and R(a, b, d), then {a, b, c, d} is an R-clique.
We say that the matroid has rank 3 if it contains three non-adjacent points.
As well-known (see e.g. [15, pg. 148]), simple matroids of rank 6 3 are in canon-
ical correspondence (cf. Convention 4) with certain incidence structures known as
linear spaces:
Definition 2. A linear space is a system of points and lines satisfying:
(A) every pair of distinct points determines a unique line;
(B) every pair of distinct lines intersects in at most one point;
Date: October 4, 2018.
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1To the reader familiar with matroid theory it will be clear that in (V,R) the hyper-edges are
nothing but the dependent sets of size 3 of the unique simple matroid of rank 3 coded by (V,R).
2For a general introduction to matroid theory see e.g. the classical references [22] and [15].
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(C) every line contains at least two points.
In [5] Devellers provides a complete classification of the countable homogeneous
linear spaces. In this work it is shown that (as formulated) the theory is very
poor, and in fact the only infinite homogeneous linear space is the trivial one, i.e.
infinitely many points and infinitely many lines incident with exactly two points.
This situation is reflected in the context of matroid theory with the well-known
observation (see e.g. [20, Example 7.2.3]) that the class of finite simple matroids
of rank 3 does not have the amalgamation property, and so the construction of a
homogeneous (with respect to the notion of subgeometry) simple matroid of rank
3 containing all the finite simple matroids of rank 3 as subgeometries is hopeless.
One might wonder if this is all there is to it, and no further mathematical theory
is possible. In this short note we give evidence that this is not the case, and that
there might be a very interesting combinatorial theory for homogeneous matroids,
if the problem (viz. choice of language) is correctly formulated.
The crucial observation that underlies our approach is that (with respect to
questions of homogeneity) the choice of substructure that we are considering is too
weak, and does not take into account enough of the geometric structure encoded
by these objects, i.e. their associated geometric lattices3. This inspires:
Definition 3. Let P be a linear space (cf. Definition 2). On P we define two
partial functions p1 ∨ p2 and ℓ1 ∧ ℓ2 denoting, respectively, the unique line passing
through the points p1 and p2, and the unique point p at the intersection of the lines
ℓ1 and ℓ2, if such a point exists, and 0 otherwise (where 0 is a new symbol). If we
extend P to Pˆ adding a largest element 1 and a smallest element 0 and we extend the
interpretation of ∨ and ∧ in the obvious way, then the structure (Pˆ ,∨,∧, 0, 1) is a
so-called geometric lattice. For details on this see [22, Chapter 2] or [15, pg. 148].
Convention 4. When convenient, we will be sloppy in distinguishing between a
simple rank 3 matroid and it associated linear space/geometric lattice (cf. Defini-
tion 3). This is justified by the following canonical correspondence between the two
classes of structures. Given a linear space P consider the simple rank 3 matroid
MP whose dependent sets of size 3 are the triples of collinear points of P . Given a
simple rank 3 matroid (V,R) consider the linear space PM whose points p are the
elements of V and whose lines ℓ are the sets of the form {a, b}∪{c ∈ V : R(a, b, c)},
together with the incidence relation p ∈ ℓ. Also, we will use freely the partial func-
tions ∨ and ∧ introduced in Definition 3 in the context of linear spaces.
Definition 5. A simple ∧-matroid of rank 6 3 is a structure M = (V,R,∧) such
that (V,R) is a simple matroid of rank 6 3 (cf. Definition 1) and ∧ is a 4-ary
function defined as follows4 (cf. Definition 3):
∧M (a, b, c, d) =
{
(a ∨ b) ∧ (c ∨ d) if (a ∨ b) ∧ (c ∨ d) /∈ {0, a, b, c, d, a ∨ b, c ∨ d},
a otherwise.
3A geometric lattice is a semi-modular point lattice without infinite chains. For more on this
see e.g. [12, Section 2], [22, Chapter 2] and [15].
4Clearly, in the definition of ∧(a, b, c, d), the only case in which we are interested is the first
case of the disjunction, i.e. when a∨ b and c ∨ d are two distinct lines intersecting in a fifth point
p, in which case the vale of ∧(a, b, c, d) is indeed p. The way the definition of ∧(a, b, c, d) is written
is just a technical way to express this natural condition.
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In this study we will see that with respect to the new notion of substructure
introduced in Definition 5 there is hope for a rich mathematical theory, which is
potentially analogous to the situation for homogeneous graphs (see e.g. [16]). In
fact, we prove:
Theorem 6. There exists a homogeneous simple rank 3 ∧-matroid M∗ which is
universal for the class of finite simple ∧-matroids of rank 6 3.
Theorem 7. Let P be a finite projective plane, and MP the corresponding simple
rank 3 matroid. Then there exists a homogeneous simple ∧-matroid M∗(P ) which
is universal for the class of finite simple ∧-matroids of rank 6 3 omitting5 MP .
It might be argued that in the context of simple rank 3 matroids the homogeneous
structure of Theorem 6 plays the role played by the random graph [21] for the class
of finite graphs, while the homogeneous structure of Theorem 6 plays the role played
by the random Kn-free
6 graph [9] for the class of finite graph omitting Kn.
We then prove several facts of interest on the automorphism groups of the ho-
mogeneous structures from Theorems 6 and 7.
Theorem 8. Let M∗ be as in Theorem 6 or Theorem 7. Then:
(1) M∗ is not ℵ0-categorical;
(2) M∗ has the independence property;
(3) M∗ admits a stationary independence relation;
(4) Aut(M∗) embeds the symmetric group Sym(ω);
(5) if the age of M∗ has the extension property for partial automorphisms, then
Aut(M∗) has ample generics, and in particular it has the small index property.
Finally, we give an application to projective geometry proving:
Corollary 9. Let M∗ be as in Theorem 6, and let F (M∗) be the free projective
extension of M∗ (cf. [8]). Then:
(1) F (M∗) embeds all the finite simple rank 3 matroids as subgeometries;
(2) every f ∈ Aut(M∗) extends to an fˆ ∈ Aut(F (M∗));
(3) f 7→ fˆ is an isomorphism from Aut(M∗) onto Aut(F (M∗));
(4) Aut(F (M∗)) embeds the symmetric group Sym(ω).
We leave the following open questions:
Question 10. Let M∗ be as in Theorem 6 or Theorem 7.
(1) Does Aut(M∗) have the small index property?
(2) Does Aut(M∗) have ample generics?
Question 11. (1) Does the class of simple ∧-matroids of rank 3 have the extension
property for partial automorphisms?
(2) Does the class of freely linearly ordered simple ∧-matroids of rank 3 have the
Ramsey property?
The only infinite homogeneous simple ∧-matroids of rank 3 known to the author
are the ones from Theorems 6 and 7, and the trivial one, i.e. infinitely many points
and infinitely many lines incident with exactly two points.
5By this we mean that there is no injective map f : MP → N such that MP ∼= f(MP ).
6Kn denotes the complete graph on n vertices.
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Problem 12. Classify the countable homogeneous simple ∧-matroids of rank 3.
Concerning F (M∗), in [13] Kalhoff constructs a projective plane of Lenz-Barlotti
class V embedding all the finite simple rank 3 matroids. In [1] Baldwin constructs
some almost strongly minimal projective planes of Lenz-Barlotti class I.1. We leave
as an open problem the determination of the Lenz-Barlotti class of F (M∗).
2. Preliminaries
For background on Fra¨ısse´ theory and homogeneous structures we refer to [10,
Chapter 6]. In particular, given a homogeneous structureM we refer to the closure
up to isomorphisms of the collection of finitely generated substructures ofM as the
age ofM and denote it byK(M). For background on the notions on automorphism
groups occurring in Theorem 8 see e.g. [14]. Concerning free projective extensions
see [8] and [11, Chapter XI]. Concerning the notion of stationary independence:
Definition 13 ([24] and [19]). Let M be a homogeneous structure. We say that
a ternary relation A |⌣C B between finitely generated substructures of M is a
stationary independence relation if the following axioms are satisfied:
(A) (Invariance) if A |⌣C B and f ∈ Aut(M), then f(A) |⌣f(C) f(B);
(B) (Symmetry) if A |⌣C B, then B |⌣C A;
(C) (Monotonicity) if A |⌣C 〈BD〉 and A |⌣C B, then A |⌣〈BC〉 D;
(D) (Existence) there exists A′ ≡B A such that A
′ |⌣B C;
(E) (Stationarity) if A ≡C A
′, A |⌣C B and A
′ |⌣C B, then A ≡〈BC〉 A
′.
Definition 14. A projective plane is a linear space (cf. Definition 2) such that:
(A’) every pair of distinct lines intersects in a unique point;
(B’) there exist at least four points no three of which are collinear.
For a definition of the notion of independence property of a first-order theory
see e.g. [23, Exercise 8.2.2].
3. Proofs
We will prove a series of claims from which Theorems 6, 7 and 8 follow.
Lemma 15. The class of simple ∧-matroids of rank 6 3 is a Fra¨ısse´ class.
Proof. The hereditary property is clear. The joint embedding property is easy and
the amalgamation property is proved in [12, Theorem 4.2]. Notice that the context
of [12] is the study of geometric lattices in a language L′ = {0, 1,∨,∧}, but keeping
in mind Definition 3, Convention 4, and the fact that we are considering ∧-matroids
it is easy to see that the two context are indeed equivalent.
Definition 16 ([?, Definition 6]). Let M be a homogeneous structure and K =
K(M) its age. We say that M has canonical amalgamation if there exists an
operation B1 ⊕A B2 on triples from K satisfying the following conditions:
(a) B1 ⊕A B2 is defined when A ⊆ Bi (i = 1, 2) and B1 ∩B2 = A;
(b) B1 ⊕A B2 is an amalgam of B1 and B2 over A;
(c) if B1 ⊕A B2 and B
′
1 ⊕A′ B
′
2 are defined, and there exist fi : Bi
∼= B′i (i = 1, 2)
with f1 ↾ A = f2 ↾ A, then there is:
f : B1 ⊕A B2 ∼= B
′
1 ⊕A′ B
′
2
such that f ↾ B1 = f1 and f ↾ B2 = f2.
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Remark 17. Notice that the amalgamation from [12, Theorem 4.2] used to prove
Lemma 15 is canonical in the sense of Definition 16. We will denote the canonical
amalgam of M1 and M2 over M0 from [12, Theorem 4.2] as M1 ⊕M0 M2 (when we
use this notation we tacitly assume that M0 ⊆M1, M0 ⊆M2 and M1 ∩M2 =M0).
Notice that the amalgam M3 := M1 ⊕M0 M2 can be characterized as the following
∧-matroid:
(1) M3 =M1 ∪M2 (i.e. M1 ∪M2 is the domain of M3);
(2) RM3 = RM1∪RM2 ∪{{a, b, c} : a∨b = a∨c = b∨c = a′∨b′ and {a′, b′} ⊆M0};
(3) ∧M3 (a, b, c, d) = a, unless a∨b = a
′∨b′, c∨d = c′∨d′ and ∧Mℓ(a
′, b′, c′, d′) 6= a′,
for some ℓ = 1, 2 and {a′, b′, c′, d′} ⊆Mℓ, in which case:
∧M3(a, b, c, d) = ∧Mℓ(a
′, b′, c′, d′).
The intuition behind (3) is that the value of the function symbol ∧M3(a, b, c, d) is
trivial unless a∨b and c∨d are two intersecting lines from one of the Mℓ (ℓ = 1, 2).
Lemma 18. Let P be a finite projective plane, and MP the corresponding matroid.
The class of simple ∧-matroids N of rank 6 3 omitting7 MP is a Fra¨ısse´ class.
Proof. Also in this case, the only non-trivial part of the proof is amalgamation. Let
M0,M1,M2 be ∧-matroids omitting MP and such that M0 ⊆ M1, M0 ⊆ M2 and
M1∩M2 =M0. Let M3 :=M1⊕M0 M2 be as in Remark 17. We want to show that
M3 does not embed MP , but this is clear noticing that by Remark 17 we have:
(i) if j ∈ {1, 2} and ℓ is a line from Mj such that there are no a0, a1 in M0 with
ℓ = a0 ∨ a1, then the number of points incident with ℓ in Mj is equal to the
number of points incident with ℓ in M3;
(ii) if ℓ is a line ofM3 which is incident with at most one point ofM1 and at most
one point of M2, respectively, then ℓ is incident with exactly two points.
We can now prove Theorems 6 and 7.
Proof of Theorems 6 and 7. This follows from Lemmas 15 and 18 using Fra¨ısse´ the-
ory (see e.g. [10, Chapter 6]).
The following lemma establishes the non ℵ0-categoricity of the homogeneous
structures of Theorems 6 and 7.
Lemma 19. For every n < ω there exists a finite simple rank 3 ∧-matroid M(n) of
size 6 + (n+ 1), and 6 distinct points p1, .., p6 ∈M(n) such that 〈p1, ..., p6〉M(n) =
M(n), where 〈A〉B denotes the substructure generated by A in B. Furthermore,
M(n) can be taken such that it does not contain any projective plane.
Proof. By induction on n < ω, we construct a finite simple rank 3 ∧-matroidM(n)
such that:
(a) the domain of M(n) is {p−1 , p
−
2 , p
+
1 , p
+
2 , p
∗
1, p
∗
2, q0, ..., qn};
(b) |{p−1 , p
−
2 , p
+
1 , p
+
2 , p
∗
1, p
∗
2, q0, ..., qn}| = 6 + (n+ 1);
(c) if n is even, then p−1 ∨ qn and p
−
2 ∨ p
∗
1 are parallel in M(n);
(d) if n is odd, then p+1 ∨ qn and p
+
2 ∨ p
∗
2 are parallel in M(n);
(e) 〈p−1 , p
−
2 , p
+
1 , p
+
2 , p
∗
1, p
∗
2〉M(n) =M(n).
7Recall that by this we mean that there is no injective map f : MP → N such that MP ∼=
f(MP ).
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n = 0. Let M be the simple rank 3 ∧-matroid with domain {p−1 , p
−
2 , p
+
1 p
+
2 , p
∗
1, p
∗
2}
such that are no hyper-edges (i.e. every line is incident with exactly two points).
Add to M the point q0 which is incident only with the lines p
+
1 ∨ p
+
2 and p
∗
1 ∨ p
∗
2
(which are parallel in M), and let M(0) be the resulting ∧-matroid.
n = 2k + 1. LetM(n−1) be constructed, then M(n−1) contains the lines p−1 ∨q2k
and p−2 ∨ p
∗
1, and, by induction hypothesis, they are parallel in M(n− 1). Add to
M(n− 1) the point qn which is incident only with the lines p
−
1 ∨ q2k and p
−
2 ∨ p
∗
1
which are parallel in M(n− 1)), and let M(n) be the resulting ∧-matroid.
n = 2k > 0. LetM(n−1) be constructed, thenM(n−1) contains the lines p+1 ∨q2k−1
and p+2 ∨ p
∗
2, and, by induction hypothesis, they are parallel in M(n− 1). Add to
M(n− 1) the point qn which is incident only with the lines p
+
1 ∨ q2k−1 and p
+
2 ∨ p
∗
2,
and let M(n) be the resulting ∧-matroid.
Lemma 20. Let M∗ be as in Theorem 6 or Theorem 7. Then M∗ has the indepen-
dence property.
Proof. As in [12, Theorem 4.6].
Lemma 21. Let M∗ be as in Theorem 6 or Theorem 7. For every finite substruc-
tures A,B,C of M∗, define A |⌣C B if and only if 〈A,B,C〉M∗
∼= 〈A,C〉M∗ ⊕C
〈B,C〉M∗ . Then A |⌣C B is a stationary independence relation.
Proof. Easy to see using Remark 17.
Lemma 22. LetM∗ be as in Theorem 6 or Theorem 7. If f ∈ Sym(M∗) induces an
automorphism of Aut(M∗) (i.e. g 7→ fgf
−1 ∈ Aut(Aut(M∗))), then f ∈ Aut(M∗).
Proof. First of all, notice that if M is a simple rank 3 ∧-matroid and M− is the
reduct of M to the language L = {R} then we have that f ∈ Aut(M) if and only
if f ∈ Aut(M−). Thus if f /∈ Aut(M∗), then f /∈ Aut(M
−
∗ ), i.e. there exists a set
{a, b, c} ⊆ M∗ such that either {a, b, c} is dependent in M∗ and {f(a), f(b), f(c)}
is independent in M∗, or {a, b, c} is independent in M∗ and {f(a), f(b), f(c)} is
dependent in M∗. Modulo replacing f with f
−1, we can assume, that {a, b, c} is
independent in M∗ and {f(a), f(b), f(c)} is dependent in M∗. Suppose now that in
addition f induces an automorphism of Aut(M∗). Since M∗ is homogeneous, it is
easy to see that f has to send dependent sets of size 3 to independent sets of size
3. Now, by Definition 1, if R(a, b, c) and R(a, b, d), then {a, b, c, d} is an R-clique.
On the other hand, trivially in M∗ we can find distinct points {a, b, c, d} such that
{a, b, c} is an independent set, {a, b, d} is an independent set, and {b, c, d} is not an
independent set. Hence, we easily reach a contradiction.
Remark 23. Notice that the linear space P consisting of infinitely many points and
infinitely many lines incident with exactly two points satisfies Aut(P ) ∼= Sym(ω).
Proof of Theorem 8. Item (1) follows from Lemma 19. Item (2) is Lemma 20. Item
(3) follows from Lemma 21. Item (4) follows from item (3), the main result of [19]
and Remark 23. Item (5) follows from Remark 17 (JEP for partial automorphisms
is easy to see), [14, Theorem 1.6], and [14, Theorem 6.2].
Proof of Corollary 9. Notice that every point and every line ofM∗ is contained in a
copy of the Fano plane (which is a confined configuration, in the terminology of [11,
pg. 220]). Thus, the result follows from [11, Theorem 11.18] or [18, Lemma 1].
A UNIVERSAL HOMOGENEOUS SIMPLE MATROID OF RANK 3 7
References
[1] John T. Baldwin. Some Projective Planes of Lenz-Barlotti Class I. Proc. Amer. Math. Soc.
123 (1995), no. 1, 251-256.
[2] Gregory Cherlin. Homogeneous Tournaments Revisited. Geom. Dedicata 26 (1988), no. 2,
231-239.
[3] Gregory Cherlin and Alistair H. Lachlan. Stable Finitely Homogeneous Structures. Trans.
Amer. Math. Soc. 296 (1986), no. 2, 815-850.
[4] Henry H. Crapo and Giancarlo Rota. On the Foundations of Combinatorial Theory: Com-
binatorial Geometries. M.I.T. Press, Cambridge, Mass, 1970.
[5] Alice Devillers and Jean Doyen Homogeneous and Ultrahomogeneous Linear Spaces. J. Com-
bin. Theory Ser. A 84 (1998), no. 2, 236-241.
[6] Manfred Droste, Miche`le Giraudet, Dugald Macpherson, and Norbert Sauer. Set-
Homogeneous Graphs. J. Combin. Theory Ser. B 62 (1994), no. 1, 63-95.
[7] Robert Gray, Dugald Macpherson, Cheryl E. Praeger, and Gordon F. Royle. Set-
Homogeneous Directed Graphs. J. Combin. Theory Ser. B 102 (2012), no. 2, 474-520.
[8] Marshall Hall. Projective Planes. Trans. Amer. Math. Soc. 54 (1943), 229-277.
[9] C. Ward Henson. A Family of Countable Homogeneous Graphs. Pacific J. Math. 38 (1971),
no. 1, 69-83.
[10] Wilfrid Hodges. Model Theory. Cambridge University Press, 1993.
[11] Daniel R. Hughes and Fred C. Piper. Projective Planes. Graduate Texts in Mathematics, Vol.
6. Springer-Verlag, New York-Berlin, 1973.
[12] Tapani Hyttinen and Gianluca Paolini. Beyond Abstract Elementary Classes: On The Model
Theory of Geometric Lattices. Ann. Pure Appl. Logic 169 (2018), no. 2, 117-145.
[13] Franz Kalhoff. On Projective Embeddings of Partial Planes and Rank-Three Matroids. Dis-
crete Math. 163 (1997), no. 1-3, 67-79.
[14] Alexander S. Kechris and Christian Rosendal. Turbulence, Amalgamation, and Generic Au-
tomorphisms of Homogeneous Structures. Proc. Lond. Math. Soc. 94 (2007), no. 2, 302-350.
[15] Joseph P. S. Kung. A Source Book in Matroid Theory. Birkha¨user Boston, Inc., Boston, MA,
1986.
[16] Alistair H. Lachlan and Robert E. Woodrow. Countable Ultrahomogeneous Undirected
Graphs. Trans. Amer. Math. Soc. 262 (1980), no. 1, 5194.
[17] Alistair H. Lachlan. On Countable Stable Structures which are Homogeneous for a Finite
Relational Language. Israel J. Math. 49 (1984), no. 1-3, 69-153.
[18] E. Mendelsohn. Every Group is the Collineation Group of some Projective Plane. J. Geometry
2 (1972), 97-106.
[19] Isabel Mu¨ller. Fra¨ısse´ Structures with Universal Automorphism Groups. J. Algebra 463
(2016), 134-151.
[20] James G. Oxley. Matroid Theory. Oxford University Press, 1992.
[21] Richard Rado. Universal Graphs and Universal Functions. Acta Arith. 9 (1964), no. 4, 331-
340.
[22] Henry H. Crapo and Gian-Carlo Rota. On the Foundations of Combinatorial Theory: Com-
binatorial Geometries. M.I.T. Press, Cambridge, Mass, 1970.
[23] Martin Ziegler and Katrin Tent. A Course in Model Theory. Lecture Notes in Logic, 40.
Association for Symbolic Logic, La Jolla, CA; Cambridge University Press, Cambridge, 2012.
[24] Katrin Tent and Martin Ziegler. On the Isometry Group of the Urysohn Space. J. London
Math. Soc. 87 (2013), no. 1, 289-303.
Einstein Institute of Mathematics, The Hebrew University of Jerusalem, Israel
