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With an unprecedented scale of users interacting with online platforms and mo-
bile devices, digital traces (i.e., detailed behavioral data generated from those
sources) provide us with an unparalleled opportunity to explore new scien-
tific approaches that enable novel insights about the patterns of cultural con-
sumption, which has an impact on social and social-psychological outcomes.
Through discussion of three projects, I show that by leveraging the large-scale
digital traces (i) individuals manage mood through self-exposure to external
stimuli such as music, e.g., people listen to more relaxing music late at night and
more energetic music during normal business hours, including mid-afternoon
when affective expression is lowest, (ii) cross-cultural convergence is more ad-
vanced in cosmopolitan countries with cultural values that favor individualism
and power inequality, and (iii) the diversity of musical tastes are associated with
whether one is following high-profile news media and how much one is ‘into’
music rather than socioeconomic covariates such as income and education.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
With advances in mobile technology and Internet access, more people are con-
suming and engaging in culture than ever before. In Google searches for the
year of 2016, search queries for cultural activities including music, movie, and
sports eclipsed even those of news and politics [49]. Central to this shift is
the relocation of cultural consumption channels from physical spaces to online
spheres, whether from movie theatres or DVD-ROMs to on-demand streaming
services; from the video game arcade to disc-less console downloads; from the
book to the e-book; and from the operator, ticket booth, or community bulletin
board to on-line platforms (from booking a restaurant and concert to even form-
ing physical activity groups).
With this change (where digital technologies have become embedded in our
day-to-day lives), examining cultural consumption through digital traces is rel-
evant from several perspectives. For example, the way people access cultural
products may affect their relationships to the product and its content: whereas
in prior decades certain cultures might be polarized into hierarchies of “up-
per” and “lower-class,” the growth of the Internet has made culture less class-
stratified [45, 96]. Alongside consumption activities themselves are new forms
of information sharing and collaboration between consumers: new styles and
trends are recounted in social media, and consumers often become producers
of new cultural content. Do these changes affect our understandings of cul-
ture, how it should be presented and consumed, and its relationships with other
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types of culture? All of which are new but the change offers useful sources to
gather data that can provide valuable research opportunities.
This change has transformed not only the ways we participate in cultural
activities but also the ways in which scientists understand and analyze cultural
consumption behaviors. Digital traces of our everyday consumption activities
are time-stamped recordings of when and with whom each individual consumed
what specific cultural products. With the introduction of new tools and method-
ologies, large-scale digital traces enable researchers to explore microscopic be-
haviors at macroscopic scales [47]. With an unprecedented breadth and depth
and scale [72], it also can offer a more complete picture of cultural consump-
tion behaviors beyond what has been learned from previous studies, which
have largely relied on small homogeneous samples observed in the artificial
setting of the lab or indirect retrospective accounts obtained through survey re-
sponses [47, 51, 76]. These pictures of cultural consumption may provide criti-
cal insights into our understanding of broader moral, social, and cultural values
that drive societies [131].
Yet, leveraging large-scale digital traces for understanding cultural con-
sumption behaviors faces several challenges. (a) Many domain knowledge in
the behavioral and social sciences is based on qualitative measures. The chal-
lenge is how to computationally operationalize this knowledge so that it is
amenable to quantitative analysis. (b) Raw data (including activity, interaction,
and product information) is massive but typically does not directly measure a
specific consumption behavior (and its associated factors, e.g., socioeconomic
status) and specific product characteristics (e.g., arousal level of a song). New
advanced computational techniques are required to infer a measure that accu-
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rately reflects a theoretical construct from raw data, often from heterogeneous
data sources. (c) Digital traces are primarily observational. To produce reliable
scientific results, extensive robustness checks or additional analysis (e.g., causal
analysis beyond correlation) might be required. This dissertation describes our
attempts in addressing these challenges while addressing some important the-
oretical questions.
1.2 Overview
In this dissertation, we present novel computational methods to derive new in-
sights from digital traces that can help us better understand cultural consump-
tion behaviors and produce theoretical and practical implications. We consider
three key aspects of cultural consumption behaviors: cultural consumption (1)
for achieving a certain psychological end and the impact of (2) social hierarchies
and (3) cultural values on cultural preferences and tastes. In Chapter 2, we lever-
age worldwide Spotify data to study diurnal and seasonal patterns of affective
preference across 51 countries, revealing a previously unknown dynamics of
human emotion. In Chapter 3, we revisit the omnivore thesis to investigate the
relationships between socioeconomic status and construction of cultural tastes
using Last.fm and Twitter data. In Chapter 4, we demonstrate that cosmopolitan
culture is integrated with a specific national culture (e.g., cultural values that fa-
vor power inequality and tolerance for uncertainty) as a response to globalized
cycles of production and consumption. The main contributions are summarized
in each chapter, and then high-level conclusion and future directions are sum-
marized in the last chapter.
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CHAPTER 2
GLOBALMUSIC STREAMING DATA REVEAL DIURNAL AND
SEASONAL PATTERNS OF AFFECTIVE PREFERENCE
Originally published in Nature Human Behaviour (2019) [95]
Abstract People manage emotions to cope with life’s demands. Previous re-
search has identified affective patterns using self-reports and text analysis, but
these measures track the expression of affect, not affective preference for exter-
nal stimuli such as music, which affects mood states and levels of emotional
arousal. We analysed a dataset of 765 million online music plays streamed
by 1 million individuals in 51 countries to measure diurnal and seasonal pat-
terns of affective preference. Findings reveal similar diurnal patterns across
cultures and demographic groups. Individuals listen to more relaxing music
late at night and more energetic music during normal business hours, including
mid-afternoon when affective expression is lowest. However, there were differ-
ences in baselines: younger people listen to more intense music; compared with
other regions, music played in Latin America is more arousing, while music in
Asia is more relaxing; and compared with other chronotypes, ‘night owls’ (peo-
ple who are habitually active or wakeful at night) listen to less-intense music.
Seasonal patterns vary with distance from the equator and between Northern
and Southern hemispheres and are more strongly correlated with absolute day
length than with changes in day length. Taken together with previous findings
on affective expression in text, these results suggest that musical choice both
shapes and reflects mood.
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2.1 Introduction
Individuals manage mood to function productively and cope with the demands
of daily routines [52, 125]. The way in which a person chooses to regulate
their mood has consequences for mental health, interpersonal functioning and
personal well-being [53]; social networking, exercise and meditation generally
have positive consequences, while cigarettes, drugs and alcohol can be detri-
mental [142]. People may also choose to regulate their mood through me-
dia consumption, including movies, TV, books and music. Among these me-
dia, music is unique in predating recorded history as a universal component
of human life [28, 117], one that both reflects and alters levels of emotional
arousal [125, 57, 67], energy, wakefulness [124] and tension [125, 67]. Music is
also uniquely omnipresent, serving as a background soundtrack to both leisure
and work activities [88], with reported listening time averaging up to 44% of
waking hours [51]. While consumption of other media may also be useful for
understanding emotion management, the omnipresence of music affords a sin-
gular opportunity to identify diurnal and seasonal patterns in listener’s musical
choices, at a very high level of temporal granularity and across diverse cultures
and demographic groups.
Previous research on music consumption has relied largely on self-reports,
surveys and laboratory experiments, with severely restricted numbers of par-
ticipants, observation periods and geographic ranges, and without representa-
tive or naturalistic musical stimuli [51]. These limitations can now be overcome
due to the rapidly growing use of mobile devices and music-streaming services
worldwide. Almost half (45%) of Internet users aged 16-64 actively access li-
censed music throughout the day using streaming services15 on a variety of
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devices, such as mobile phones, computers and smart speakers [102, 90, 25]. Of
equal importance, detailed sonic and affective attributes are now available for
millions of individual songs [51].
The growth of text-based social media has enabled a growing number of
large-scale studies of global affect using text analysis. Recent studies used Twit-
ter and Facebook data to take ‘the pulse of the nation’ [83], for cross-cultural
comparisons of diurnal and seasonal patterns of positive and negative affective
expressions [46], to measure affective responses to events [126] and track the
consequences of shared emotionally salient news feed content [68].
Music listening differs from what people write in that it offers insight not
only into what people may be feeling but also what they may want to feel. Put
another way, people can choose which music to consume to achieve a desired
mood (along, of course, with purposes unrelated to mood management, such
as learning to sing or play the song). While previous studies of social media
postings make it possible to track daily and seasonal patterns of affective ex-
pression, music consumption offers an unprecedented opportunity to identify
global patterns of affective preference. Affective expression exposes others (the
readers) to the writer’s emotional content; conversely, the choice of music is a
‘revealed preference’ [112] for exposure to emotional content created by others.
In short, tracking the temporal patterns of affective preference can offer a more
complete picture of the emotional rhythms in human behaviour, beyond what
has been learned from previous studies of affective expression.
To that end, we report hourly, daily and seasonal patterns of affective prefer-
ence based on musical choices on a global scale. This descriptive account does
not attempt to answer important questions about the motivations that shape
6
listening behaviour, the emotional effects of music exposure or the latent cogni-
tive strategies in mood management. Instead, we contribute an empirical foun-
dation for future investigations by tracking the affective content of the music
people choose to listen to, broken down by hour, day and month, and by user
demographics and global locations.
Accordingly, we analysed hourly, daily and seasonal changes in affective
preferences as revealed by the choice of online music streamed via Spotify
around the clock across 51 countries. For each listener with at least 25 completed
plays, we collected up to 1,000 completely played tracks (mean M = 771.9;
s.d. = 336.8). The set of listeners comprised a stratified random sample of one
million worldwide Spotify users, matching each countrys age and gender dis-
tribution on Spotify with current data from the Central Intelligence Agency’s
The World Factbook [20]. This sample included a total of 765 million tracks
played between 1 January and 31 December 2016. Completed plays measure
active self-exposure to music, excluding any songs the user may have sampled
and discarded (see ‘Completed plays’ in the Methods for more details).
Spotify offers a way to analyse each track using 11 highly correlated au-
dio attributes: acousticness, danceability, duration, energy, instrumentalness,
liveness, loudness, mode, speechiness, tempo and valence. Principal compo-
nent analysis (PCA) identified a latent construct that accounts for 29.4% of the
variance in the correlation matrix (see ‘Musical intensity measured by audio
features of a track’ in the Methods for more details). This principal compo-
nent corresponds to musical intensity, ranging from highly relaxing (acoustic,
instrumental, ambient, and flat or low tempo) to highly energetic (strong beat,
danceable, loud and bouncy).
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Aggregate temporal patterns in music consumption confound within-
individual diurnal rhythms with between-individual differences in the hours
when individuals with different baseline preferences for musical intensity tend
to listen to music. Accordingly, we removed between-individual differences
by mean-centring each individual’s intensity scores such that every individual
has the same baseline affective preference. We then restored between-group
differences (for example, when comparing men and women or days of the
week) by adding the group mean as a constant to the scores of each individ-
ual group member (see ‘Measures of within- and between-individual affective
preferences’ in the Methods for more details). Thus, the reported temporal dy-
namics reflect changes over time for a prototypical group member, while dif-
ferences in the intercept reflect between-group differences in baseline intensity
scores.
2.2 Results
Figure 2.1 reveals qualitatively identical patterns of affective preference for mu-
sical intensity on a global scale across days of the week. Musical intensity lev-
els were highest between 08:00 and 20:00, and lowest around 03:00, with a 5-
h rise (between 03:00 and 08:00) and a 7-h decline (between 20:00 and 03:00).
Maximum intensity was sustained for 12h (from 08:00 to 20:00), while mini-
mum intensity reversed quickly and lasted only about 1h (from 03:00 to 04:00
on weekdays and 04:00 to 05:00 on weekends). Although the timings of mini-
mum and peak intensity were nearly identical for all 7d, the baseline intensity
level was higher on Friday and Saturday than on other days, especially in the
evening when weekend social activities are likely (M = 0.879 and 0.883 for Fri-
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day and Saturday, compared with 0.820 < M < 0.852 for other days; P < 0.001
for all pairwise comparisons; all tests for equal means throughout the paper use
Welch’s t-test to correct for unequal size and variance between paired samples;
see Supplementary Table A.1 for additional statistical details). The morning dip
on Saturday and Sunday was delayed by 1h (from 03:28 to 04:28), suggesting
that listeners may have been sleeping in.
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Figure 2.1: Millions of global music plays reveal diurnal affective patterns.
Overall, the diurnal pattern is remarkably similar to the temporal changes in
positive affect reported in previous research using sentiment analysis of time-
stamped Twitter messages4 to measure user’s affective expression. Neverthe-
less, we discovered one striking exception: people the world over continue
to choose highly intense music throughout the day, despite the mid-afternoon
slump that is registered by what they write on Twitter. The dynamic congru-
ence with positive affect and non-congruence with negative affect suggest an
intriguing hypothesis for future research: listeners select arousing music that
matches their positive mood and offsets their negative mood.
Figure 2.2 shows that the diurnal pattern is highly consistent across five ge-
ographic regions—Latin America, North America, Europe, Oceania and Asia
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Figure 2.2: Diurnal affective patterns are robust across diverse geographic
regions, demographic groups and chronotypes.
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(Fig. 2.2a)—and across demographic groups based on gender (Fig. 2.2b), age
(Fig. 2.2c) and chronotypes (Fig. 2.2d). Although the overall temporal pattern is
highly robust, there are interesting between-group baseline differences. Music
played in Latin America (M = 1.053) is relatively more intense, and music in
Asia is more relaxed (M = 0.698) compared with Oceania (M = 0.807), Europe
(M = 0.804) and North America (M = 0.830; P < 0.001 for eight pairwise com-
parisons of Latin America with the four other regions and Asia with the four
other regions; see Supplementary Table A.1 for additional statistical details).
This result corroborates and extends survey- and experiment-based findings
that show cultural differences in affective preferences [128]. These studies sug-
gest that there may be cultural differences in preferences for high-arousal posi-
tive affective states, such as excitement or enthusiasm, and low-arousal positive
affective states, such as calm and peacefulness, between, for example, Western
and East Asian cultures.
Across the globe, intensity scores also differ by age and gender. As people
get older, they listen to less-intense music (M = 1.162, 0.970, 0.841, 0.769 and
0.484, respectively, for the five age groups from 10–19 to over 50; P < 0.001 for
all pairwise comparisons; see Supplementary Table A.1 for additional statistical
details). Intensity scores were lower for music streamed by women (D = −0.037;
t = −26.04; d. f . = 1, 033, 792; P < 0.001), especially in the evening. Curiously,
however, this global gender difference masks large gender differences on oppo-
site sides of the equator, as reported in Supplementary Fig. A.1a. Women stream
music with higher intensity than men in the Southern Hemisphere (D = 0.017;
t = 6.50; d. f . = 262, 409; P < 0.001), while the pattern is the opposite in the
Northern Hemisphere (D = −0.054; t = −32.31; d. f . = 771, 029; P < 0.001).
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The temporal dynamics are also similar across three of four chronotypes.
Chronotypes were defined by when users are most actively listening, in six-
hour increments beginning at midnight. The outlier group is the night owls
whose baseline music intensity scores (M = 0.684) are lower than the scores
for the other three chronotypes, with group averages increasing with the time
of day during which users are most likely to listen (M = 0.834 for morning
people, M = 0.861 for afternoon people and M = 0.903 for evening people;
P < 0.001 for all pairwise comparisons; see Supplementary Table A.1 for ad-
ditional statistical details). These diurnal patterns among chronotypes closely
resemble the previous findings [46] based on affect words in Twitter messages,
suggesting that music consumption is closely aligned with the emotions peo-
ple express. However, there is an interesting difference with affective expres-
sion in the behaviour of night owls who tend to prefer more relaxing music
overall, yet display a larger increase in musical intensity during the daytime
(D = 0.412; t = 239.66; d. f . = 2, 648, 000; P < 0.001 for the comparison between
04:00 and 18:00) compared with the daytime increase for the other 3 chronotypes
(D = 0.280; t = 344.11; d. f . = 4, 300, 469; P < 0.001). A possible explanation is
that night owls may need stronger musical stimuli to stay alert during the day.
Figure 2.3 reports weekly and monthly changes in music consumption that
suggest that people have seasonal music preferences [66, 100]. Previous re-
search using self-reports found that listeners prefer highly arousing music dur-
ing warmer months and serene music in colder seasons [100, 69], but these stud-
ies were based on self-reports from small samples in specific countries. Fig-
ure 2.3 confirms these results on a global scale, except during winter weeks
when music listening is dominated by ceremonial holiday music for Christmas
and Carnival. Intensity scores peak around the summer solstice (D = 0.078;
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Figure 2.3: Affective preference is associated with seasonal variation in
day length.
t = 507.83; d. f . = 107, 747, 995; P < 0.001 for the mean difference in intensity
between summer weeks 24–28 and all other weeks). Intensity scores then de-
cline with day length, but the seasonal variation decreases with proximity to
the equator. Remarkably, music associated with late-December holidays is as-
sociated with a steep winter decline in intensity in the Northern Hemisphere
and a sharp uptick in the Southern Hemisphere, suggesting that seasonal vari-
ation associated with holiday music can depend decisively on day length at the
time of the holiday (D = −0.049; t = −304.82; d. f . = 116, 364, 849; P < 0.001 for
winter weeks 48–0 compared with other seasons in the Northern Hemisphere;
D = 0.087; t = 109.51; d. f . = 2, 347, 689; P < 0.001 for week 28 compared with
other seasons in the Southern Hemisphere). The other summer uptick in the
south at latitudes under 30S is Carnival on 7 February.
The results in Fig. 2.3 resemble the seasonal patterns reported in previ-
ous studies based on affective expression in global Twitter messages [58, 46].
However, while Golder and Macy [46] found that positive mood covaries with
change in day length, not absolute day length, we found that absolute day
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length (the interval between sunrise and sunset) is a better predictor of mu-
sical intensity (r = 0.029; P < 0.001) than change in day length (r = −0.007;
P < 0.001; difference in the Pearson’s correlations = 0.036; Steiger’s z = 743.585;
P < 0.001; n = 764, 992, 760). The same result holds when excluding holiday
songs (r = 0.014; P < 0.001 for absolute day length; r = −0.008; P < 0.001 for
change in day length; difference in the Pearson’s correlations = 0.023; Steiger’s
z = 464.790; P < 0.001; n = 752, 692, 716). This indicates that seasonal variations
in affective music choices are more strongly influenced by seasonal activities
that depend on temperature, weather, and indoor and outdoor daylight than
by seasonal changes in the timing of sleep relative to the dawn signal that syn-
chronizes the circadian pacemaker (see ‘Seasonal activities and choice of music’
in the Supplementary Information for additional details). Longer days are also
associated with warmer temperatures, with peak temperature often lagging be-
hind the solstice (depending on the location relative to land, water and prevail-
ing winds). Peak music intensity also lags behind the solstice, suggesting that
the mechanism that drives musical preference may be the activities associated
with temperature as well as daylight.
2.3 Conclusion
In conclusion, data from on-demand music streaming now make it possible to
study music consumption across highly diverse cultures, including countries
whose music consumption is rarely studied. The findings reveal diurnal and
seasonal patterns of affective preference that are highly robust across different
user groups as well as countries that differ both geographically and culturally.
Additional robustness tests are reported in the Supplementary Information, in-
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cluding seasonal patterns by different user groups (Supplementary Fig. A.1) and
diurnal patterns broken down by day of the year (Supplementary Fig. A.2).
Although the robustness of the results is encouraging, there are important
limitations. First, despite the reliance on a stratified random sample that re-
flects local census distributions of age and gender, the sample is potentially bi-
ased towards individuals who have access to streaming services and devices,
particularly in lower-income countries. Second, the data are observational, and
without randomized trial experiments, temporal patterns of musical intensity
cannot directly test whether and when listeners use music to reflect rather than
influence their mood. The relative importance of mood management and mood
expression is likely to depend heavily on the cultural activities to which music
provides an accompaniment, such as parties and holiday rituals.
In addition, we have data only on the intensity level of the music people
choose to consume, not the affective states of the listeners. We were therefore
limited to comparisons with affective expression among a different set of users
on a different platform and during an earlier time period. Nevertheless, our di-
urnal and seasonal results show a remarkable similarity to results based on sen-
timent analysis of Twitter messages [46]. There are differences as well. Positive
emotion in Twitter messages dips around 15:00 while the consumption of arous-
ing music does not, suggesting that music can also be used as a mid-afternoon
stimulant. While diurnal mood patterns on Twitter point to the sleep cycle as
the synchronizing mechanism, listening behaviour suggests that temporal vari-
ations in preferences for affective stimuli through music may be more closely
aligned with the temporal organization of daytime and night-time activities. For
example, we found that listeners across the globe prefer quiet, low-intensity, re-
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laxing music late at night and high-intensity, energetic music with a strong beat
throughout the day, including late afternoon when affect expressed in writing
is depressed. The comparisons suggest the possibility that music choices may
reflect the emotional rhythms of daily and seasonal activities to which music
contributes by shaping as well as expressing mood.
2.4 Methods
2.4.1 Dataset Description
This study uses redacted retrospective data collected between 1 January and 31
December 2016 from music-streaming instances at Spotify—a popular stream-
ing service for music, podcasts and video. Spotify provides 11 sonic and mood
attributes (for example, acousticness, loudness, valence and energy), available
through their API (https://beta.developer.spotify.com/documentation/web-
api/reference/tracks/get-audio-features/). We obtained data for 764,992,760
streams from a stratified random sample of 991,035 users across 51 countries.
The sample excludes users with fewer than 25 plays and was stratified to match
each countrys age and gender distributions and population size, based on cur-
rent data from Central Intelligence Agencys The World Factbook [20]. The sam-
ple excludes countries where Spotify is unavailable, or with too few users after
sampling to measure cross-cultural patterns. This stratified sampling adjusts
the sampling frame to reflect the population distribution, since the distribution
of Spotify users does not necessarily reflect the underlying population distribu-
tion. As a result, the stratified sample represents world population distribution,
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not Spotify user distributions over the globe. The mean age of this sample (not
the service) was 37.1 years (median = 29 years; s.d. = 23.9 years) and 49.2% were
female. Demographic distributions for each country can be found in Supple-
mentary Table A.2. A user’s geo-location (for example, city, country, region and
continent) was assigned based on the most commonly occurring geo-grid—one-
tenth decimal degree by one-tenth decimal degree of pairwise latitude and lon-
gitude (approximately 100km2)—based on Internet Protocol address. Using the
Python pytzwhere library, the geo-grids were matched with time zones to nor-
malize all time stamps to local time and adjust for daylight saving time (DST).
Age and gender were obtained from current Spotify user profiles.
2.4.2 Chronotypes
Following Golder and Macy [46], users were allocated to four six-hour chrono-
types based on the time when the user was most active on Spotify, beginning
at midnight. Some 15.1% were morning people (06:00 to 12:00); 44.8% were
afternoon people (12:00 to 18:00); 35.1% were evening people (18:00 to 00:00);
and 5.0% were night owls (00:00 to 06:00). These chronotypes are similarly dis-
tributed across gender and age. The baseline intensity of music played by night
owls differs from the other three chronotypes, as reported in Fig. 2.2d (see also
Supplementary Fig. A.3 for the distribution of plays across different times of
day).
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2.4.3 Completed Plays
In contrast with radio-like streaming services, Spotify is a user-driven on-
demand service with a vast catalogue from which users search for and choose
songs they want to listen to. Spotify reports that more than 80% of listening on
Spotify in 2016 (when we collected the data) was initiated by user selection and
not through algorithmic personalization [118]. Users can also exercise selection
by choosing which songs to play to completion and which to skip. We limited
the analysis to completed (or non-skipped) plays to focus on the music people
actively choose to listen to, excluding what they choose to skip.
Musical intensity measured by audio features of a track. Music provides lis-
teners with an affective experience through various musical features, ranging
from song lyrics to the emotional attributes of audio features. Musicologists
argue that audio features (particularly biopsychological cues, such as arousal)
have better cross- cultural applicability without the language constraints of
lyrics [6]. Spotifys track-specific audio attribute data are considered the gold
standard in music information retrieval [3]. Spotify provides 11 common audio
features: acousticness, danceability, duration, energy, instrumentalness, live-
ness, loudness, mode, speechiness, tempo and valence (see descriptions in Sup-
plementary Table A.3). The attributes are highly correlated, and PCA identi-
fied a latent structure, with the first principal component unambiguously inter-
pretable as a measure of intensity that explains 29.4% of the variance. We ex-
cluded the second principal component, which explained an additional 12.1%
of the covariance but did not have a meaningful interpretation including shared
characteristics related to known musical attribute dimensions that people usu-
ally perceive, such as arousal (similar to our intensity measure), valence and
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depth [50], among others. Supplementary Fig. A.4 displays the locations of the
11 Spotify attributes on the PCA coordinate space for the first two principal
components. Song-specific intensity scores range from −7.70 to 3.96 and are
strongly associated with musical acousticness (r = −0.765), energy (r = 0.867)
and valence (negative to positive emotion; r = 0.643; all of the Pearsons corre-
lations are significant at P < 0.001; n = 13, 578, 157). Factor loadings show that
tracks with high intensity tend to be fast, loud, vocal (that is, not instrumental),
happy, cheerful and euphoric (see Supplementary Table A.3 for the complete set
of factor loadings).
2.4.4 Measures of Within- and Between-individual Affective
Preferences
Temporal changes in affective preference were measured as the average inten-
sity level of the music that a user listened to in each of the 247 = 168h of the
week. Failure to disaggregate within- and between-individual affective prefer-
ences makes changes over time uninterpretable due to the confounding of indi-
vidual diurnal rhythms and temporal changes in the composition of active users
on Spotify. Between-individual variation in intensity scores (that is, the average
level of intensity in the music that a user listened to) captures how individ-
uals differ from one another in their baseline affective preferences, regardless
of the time of day or day of the week. Between-individual baseline intensity
(BIntensity) scores were averaged over the scores for tracks played during 168
time points for each user, across all hours (which therefore does not vary from
hour to hour):
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BIntensityu = Intensityu =
1
||H||
∑
h∈H
Intensityu(h)
The within-individual intensity score (WIntensity) for a person-hour mea-
sures the signed difference between an individual’s mean intensity score for
that hour and their baseline score (as defined above). Within-individual differ-
ences in intensity scores measure how a given individual’s affective preference
varies over time, after removing differences in baseline scores between individ-
uals who are active at different times, leaving only the change over time that is
within each individual:
WIntensityu,g(h) = Intensityu(h) − BIntensityu + 1||UH(g)||
∑
(u,h)∈UH(g)
Intensityu(h)
where u and h pairs indicate user-hours, and UH(g) is the set of all user-
hour combinations in the group g (where g can be a day of the week, region,
demographic group or chronotype) for which the within-individual pattern is
measured.
The final term in WIntensityu,g(h) is the grand mean across all user-hours in
g. Note that the final term is 1||U(g)||
∑
u∈U(g) BIntensityu for groups g (such as region,
demographics or chronotype) as the grand mean across all user baseline inten-
sities in group g. Adding back the group-specific grand mean restores between-
group differences while preserving within-individual temporal changes, since
adding this constant to the mean-centred data for each individual member of
that group does not affect the within-individual temporal dynamics. However,
care should be taken in trying to interpret between-group differences by visual
inspection of the figures, since the number of observations varies greatly over
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the course of the day (see Supplementary Fig. A.3). Thus, a group with much
higher musical intensity scores late at night (when listening is less frequent),
and only slightly lower scores during the day, might have a significantly lower
baseline score than might be inferred simply by imagining a horizontal line fit-
ted to the figure.
Plots in the main text show the mean within-individual intensity scores
across different groups for each of 24h over 7d (that is, 168 hourly observations
per user):
WIntensityg(h) =
1
||UG(h)||
∑
(u,g)∈UG(h)
WIntensityu,g(h)
where u and g pairs are the subset of users in group g who were active during
hour h, and UG(h) is the set of all users in group g who were active during hour
h. These scores reveal diurnal patterns in affective preferences over the course
of a day.
2.4.5 Seasonal Variation
The seasonal analysis parallels the diurnal analysis, except that intensity scores
are averaged over person-weeks (or person-days for Supplementary Fig. A.2)
instead of person-hours. The analysis tests the hypothesized emotional effects
of changing day length. The length of the day at a given location varies sinu-
soidally over the year, with higher amplitude waves the farther one moves from
the equator, resulting in long summer days and short winter days in extreme
latitudes, and consistent day length near the equator. The day length at a given
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location on a given day is governed by the day of the year and the latitude at
that location.
Two models are widely used to estimate day length. Although the Center for
Biosystems Modeling (CBM) [35] reports more accurate day length estimation
than the Brock model [15] when compared with the Astronomical Almanac, this
only applies to low and mid-latitudes, with CBM accuracy declining rapidly
poleward of 60. Therefore, we use both models, the CBM for < 60and the Brock
model for ≥ 60.
The Northern and Southern hemispheres have winter and summer six
months apart, which makes interpretation of day length patterns awkward
when the person-week (or person-day) affective preference is plotted against
calendar dates. Instead, the x-axis in Fig. 2.3 is ordered by day length, starting
and ending with the winter solstice, with the longest day at the mid-point. The
x axis begins with 21 December 2016 for countries in the Northern Hemisphere
and 20 June 2016 for those in the Southern Hemisphere, with the summer sol-
stice (20 June in the north and 21 December in the south) at the mid-point, and
the day preceding the winter solstice on the far right (see also Supplementary
Figs A.1 and A.2).
2.4.6 Group Baseline Comparisons
In the main text, we report baseline differences in mean musical intensity scores
across groups in different group categories (for example, day of the week, age,
gender, chronotype and geographical region). We performed all statistical tests
of group differences in baselines using the unadjusted data, not the mean-
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centred data points with adjusted baselines. However, in the figures that report
mean-centred within-individual results, we facilitated visual inspection (both
of variations around the baseline and of baseline comparisons) by adding back
the mean for each group. The group means were also computed from the un-
adjusted data and did not reflect the mean-centring used to identify within-
individual temporal variation.
2.4.7 Other Psychological Features in Music Attributes
Based on a hierarchical PCA on 25 computer-generated attributes for 102 mu-
sic excerpts across diverse genres and styles, previous research [37] has shown
that computer-generated sonic and affective features can similarly capture la-
tent dimensions of human-perceived attributes [50] on the same music excerpts:
arousal (the first principle component, indicating music that is danceable and
loud), valence (the second; positive and happy) and depth (the third; instru-
mental and low tempo). While the arousal dimension has very similar charac-
teristics to our intensity measure (for example, positive correlations with dance-
ability and loudness, and negative correlations with acousticness), none of our
lower-ranked PCA dimensions was directly matched with the other two dimen-
sions. This is not surprising, given that we applied PCA to 11 audio features
generated from a large body of popular music (that is, hundreds of millions of
complete songs by millions of artists) while previous work relied on 25 features
in hundreds of excerpts from commercially unreleased songs that were previ-
ously curated for balance across genres and styles. A curated pool of music
excerpts may be suitable for the fine assessment of music preferences and vali-
dation of automated feature extraction, but the latent feature structures should
23
not be expected to match those of actual listening behaviours.
2.4.8 Effects of Daylight Saving Time
The transition to daylight saving time (DST) provides an opportunity to tease
apart the effects of day length from the potential confound of biorhythms associ-
ated with the lightdark and wakesleep cycles. DST radically shifts the lightdark
cycle, but there is only a very small change in day length, which affords the
opportunity to use regression discontinuity for causal inference [127]. In our
dataset, 31 countries had DST in 2016. We labelled each day of the year relative
to the start and end dates for DST for a given country. For instance, Sunday
13 March 2016 was the start date of DST in the United States. Accordingly, 12
March, 13 March and 14 March were labelled –1, 0 and 1, respectively. We took
mean intensity scores across 31 countries for each labelled day. For each DST
start-date and end-date-based daily intensity score, we conducted two tests: (1)
non-parametric discontinuity estimation using the smoothing parameter (band-
width) proposed by Imbens and Kalyanaraman [64, 41] (IK bandwidth) for dis-
continuity at the DST start or end dates; and (2) McCrary’s test [81] for possi-
ble discontinuity around the DST start or end dates. Supplementary Fig. A.5a
shows the result of the non-parametric discontinuity estimation based on the
start date of DST. This indicates discontinuity around New Year’s Day and
Christmas, but no discontinuity at the start date of DST. This was statistically
confirmed by McCrary’s test (z = 0.200; P = 0.842) and by a regression using the
local approach with default IK bandwidth (z = −1.101; P = 0.271; R2 = 0.144).
Supplementary Fig. A.5b also shows no discontinuity at the end date of DST,
which was statistically confirmed using local linear regression (z = −0.855;
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P = 0.392; R2 = 0.399) and McCrary’s test (z = 0.195; P = 0.846).
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CHAPTER 3
CULTURAL VALUES AND CROSS-CULTURAL VIDEO CONSUMPTION
ON YOUTUBE
Originally published in PLoS ONE (2017) [94]
Abstract Video-sharing social media like YouTube provide access to diverse cul-
tural products from all over the world, making it possible to test theories that
the Web facilitates global cultural convergence. Drawing on a daily listing of
YouTubes most popular videos across 58 countries, we investigate the consump-
tion of popular videos in countries that differ in cultural values, language, gross
domestic product, and Internet penetration rate. Although online social media
facilitate global access to cultural products, we find this technological capabil-
ity does not result in universal cultural convergence. Instead, consumption of
popular videos in culturally different countries appears to be constrained by
cultural values. Cross-cultural convergence is more advanced in cosmopolitan
countries with cultural values that favor individualism and power inequality.
3.1 Introduction
The recent upsurge of nationalist movements opposing open borders and free
trade brings new urgency to questions about the effects of social media on cul-
tural convergence. Video-sharing social media like YouTube provide access to
diverse cultural products from all over the world [4]. Unlike traditional media
such as television, CDs, or books [18], content on social media (e.g., video clips
and music videos) is readily accessible across countries that differ in national
GDP [103, 9], geographic location [103, 119], language [111], and religion [119].
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Nevertheless, the ability to easily obtain social media content does not mean
consumers take advantage of the opportunity. Although technologies increas-
ingly facilitate cross-border flow of media content, previous studies support the
“cultural proximity hypothesis” that consumption reflects cultural values that
in turn shape cultural norms about socially acceptable content, such that con-
sumers prefer products closer to their own culture [9, 122, 123, 110]. However,
these studies focused on consumption of tangible cultural products like books
and CDs [122], not content on social media that can be easily downloaded from
the Web. Hyperlinks on web pages [9, 123] were also studied extensively, but
hyperlinks are generated by producers of online content who vie for the atten-
tion of the public and hyperlinks themselves do not reveal consumption pat-
terns of online content.
An important exception is a study [4] showing that Korean pop (or K-pop)
music videos on YouTube are highly popular in countries whose cultures differ
sharply from Korea as well as in countries that are culturally very similar to
Korea. However, it remains to be seen whether this finding generalizes beyond
one type of media content produced in only one country.
Using co-consumption of popular videos on YouTube, this study extends
research on the cultural proximity hypothesis by examining the relationship
between cultural values and cultural openness. Drawing on a daily listing of
YouTube’s most popular videos across 58 countries, we investigate the con-
sumption of popular videos in countries that differ in cultural values [62], lan-
guage, gross domestic product (GDP), and Internet penetration rate.
We chose YouTube because it is the most popular platform for media con-
sumption on the Web, with more than one billion viewers every day, watching
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hundreds of millions of hours of content [139, 93]. Video over Internet Protocol
is forecast to represent 82 percent of all download traffic by 2020 [24]. Our re-
search addresses why some YouTube videos (e.g., Gangnam Style) are globally
consumed while others are limited to a single country, despite the existence of
a technological infrastructure for global cross-cultural communication. To find
out, we recorded the 50 most popular videos listed by YouTube for the past day
for each of 74 countries over six months. “Popularity” is based on YouTube’s
undisclosed algorithm [103, 43] that takes into account views, downloads, and
likes. Inclusion on YouTube’s top 50 list provides an unranked measure of video
consumption.
3.2 Cultural Values
Culture has been defined as a set of values maintained across generations
through the socialization process [62, 55]. Although individual attitudes and be-
liefs may be in constant flux, cultural values are thought to be stable attributes
of societies [11]. Cultural values are defined as enduring beliefs that “a specific
mode of conduct or end-state of existence is personally or socially preferable”
(p.5) [110]. These cultural values influence user decisions about what to view,
download, or like, which suggests that YouTube video consumption can be ex-
pected to vary across cultures [54, 34].
We operationalized cultural values using Hofstede’s four-dimensional
model [62], based on aggregated survey responses from IBM employees in 76
countries. Hofstede’s approach has been criticized by culture scholars who
argue that culture is too subtle to quantify, especially in multi-cultural coun-
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tries like the United States [10, 40]. Nevertheless, Hofstede’s measures have
been widely applied in prominent studies showing how cultural values influ-
ence cross-cultural communication behaviors such as media selection and adop-
tion [4, 22], political discussion engagement [31], and use of emoticons on Twit-
ter [92].
The four dimensions in Hofstede’s model are individualism (IDV), uncer-
tainty avoidance (UAI), power distance (PDI), and masculinity (MAS). Each of
these dimensions has implications for cross-cultural media consumption that
we operationalize in turn below.
3.2.1 Individualism-collectivism (IDV)
Countries with high IDV are more inclined to emphasize “I” rather than “we”
and to privilege individual interests over collective welfare (p.130) [62]. Indi-
vidualistic cultures do not demand conformity around shared opinions, beliefs,
or attitudes and are therefore more likely to embrace cultural diversity and to
show “respect for other cultures” (p.99) [62]. Hofstede’s argument has been sup-
ported by studies [11] showing that people in individualistic cultures tend to be
more tolerant of diversity and appreciative of cultural differences. Other stud-
ies have found that people in high IDV countries consume more cross-national
products [29], adopt global platforms like B2C e-commerce [48] and SNS [22],
and purchase newly launched brands [27]. Using a large international hyper-
link network, Barnett and Sung [9] found that high IDV countries occupied
more central positions in the international information-sharing network. We
hypothesize that this pattern will extend to cross-cultural video consumption
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on YouTube:
H1: People in individualistic countries will be more likely to consume videos
that are popular in culturally different countries, compared to those in
collectivistic countries.
3.2.2 Uncertainty Avoidance Index (UAI)
People in high UAI countries are more likely to “feel threatened by ambiguous
or unknown situations” (p.191) [62]. For example, opinion surveys have found
that people in European countries with high UAI scored higher in aggressive
nationalism, ethnocentrism, and xenophobia, including beliefs that immigrants
should be sent back to their countries of origin [74]. People living in high UAI
countries are reluctant to purchase newly launched products or adopt techno-
logical innovations, including the Internet [80], mobile phones [73], SNS [70],
and B2C e-commerce [48]. This attitude may extend to consumption of foreign
videos:
H2: Countries with high uncertainty avoidance will be less likely to consume
videos that are popular in culturally different countries, compared to those
in low uncertainty avoidance countries.
3.2.3 Power Distance Index (PDI)
People in high PDI countries are more likely to “expect and accept that power
is distributed unequally” (p.61) [62] in groups or organizations. Because Hofst-
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ede’s measure is based on survey responses of employees, PDI applies most di-
rectly to the relationship between bosses and subordinates in organizations [62].
Thus, few studies have examined how PDI influences cross-cultural behavior.
However, PDI has implications for beliefs about status inequality that imply
cultural preferences for products that signal cultural superiority and it has been
demonstrated that people in cultures with high PDI tend to consume prod-
ucts that help them establish and express their status [84]. Bourdieu’s classic
study [14] shows how cultural products are used to construct and define social
class hierarchies. People with high status are believed to have more cultural
sophistication, including more extensive and detailed knowledge about foreign
cultures. Foreign products provide symbolic benefits such as modernity, pres-
tige, and associations with foreign lifestyles [141] in a similar manner that prod-
ucts with recognized, exclusive, and relatively expensive brand names tend to
have higher levels of social status attached to them compared to more generic
and less exclusive brands [27]. In high PDI countries, these symbolic benefits
constitute a primary motivation for foreign product consumption [141]. This
suggests the possibility that people in high PDI countries (including elites as
well as those with elite pretensions) are more likely to regard xenophilia as a
signal for cultural sophistication [27, 84]. More formally, we expect:
H3: People in high PDI countries will be more likely to consume videos that are
popular in culturally different countries than those in low PDI countries.
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3.2.4 Masculinity (MAS)
People in high MAS countries are more likely to conform to gender role stereo-
types that “men are supposed to be assertive, tough, and focused on material
success, whereas women are supposed to be more modest, tender, and con-
cerned with quality of life” (p.140) [62]. Even more than with PDI, MAS does
not have straightforward implications for cross-cultural media consumption.
On the one hand, it might be argued that masculinity encourages cultural bold-
ness, which implies a greater likelihood to consume unfamiliar cultural content.
On the other, traditional gender roles may be associated with parochial cultural
tendencies, which implies the opposite association. Moreover, these opposing
effects may cancel each other out. We therefore do not hypothesize an associ-
ation in either direction but instead test to see if high and low MAS countries
differ in video consumption.
3.3 Materials and Methods
3.3.1 YouTube Data Collection
YouTube only provides aggregate country-level measures of popularity and we
therefore do not have individual user-level data. For each country, YouTube lists
daily the “most popular” videos, accessible through the YouTube Application
Programming Interface (API). We collected the 50 most popular videos for each
of 74 countries over 6 months from November 15, 2014 to April 5, 2015 (approx-
imately 40,700 observations per day) for a total of 4,979,077 observations and
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561,931 unique videos. Each observation contains the date, category, title, tags,
video duration, average view duration, comments, and popularity metrics, in-
cluding the number of views, likes, dislikes, and shares for that day.
3.3.2 Bipartite Co-consumption Network
We used the pairwise co-listings of popular videos to construct a bipartite pro-
jected network of countries. We first built a bipartite network as proposed by
[103, 111] with two types of nodes: (1) 74 countries, each with a list of popular
videos collected from YouTube and (2) 561,931 videos on those countries’ pop-
ular video lists. In the projection of this bipartite network, each country was
regarded as a node and an edge was assigned if a pair of countries shared one
or more videos on their popular video lists. As it happens, all countries were
connected, that is, all had at least one overlapping video with another country.
Following the method suggested by Newman [86], an edge weighting was ap-
plied that privileges videos that appear less frequently across all 74 lists. Thus,
a pair of countries that co-lists a set of videos that are universally popular has
relatively low weight compared to a pair of countries that has in common a
set of videos that appear on no other lists. This weighting method mitigates
the effect of overly popular outliers (potentially due to an artificial increase of
viewers) on the co-consumption patterns. This edge weighting combines two
components: (1) the number of videos co-listed by a pair of countries and (2)
the global popularity (or out-degree) of each video in the co-list, defined as the
number of countries in which the video was listed. The weighting metric was
formalized as follows:
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Wi, j =
∑
K
δki δ
k
j
nk − 1
where Wi, j is the weight of the edge between countries i and j; k is a unique
YouTube video in the set of videos co-listed by i and j; nk is the number of
countries that listed k; and δki is 1 if video k is co-listed on popular video lists
including country i and 0 otherwise.
Fig 3.1A illustrates the co-consumption pattern on a stylized bipartite net-
work, and 3.1B shows how the edge weight is computed between a pair of
countries, the U.S. and Germany. The first video is popular only in the U.S. and
Germany, giving it a weight of 1. The weight of the last video is 1/4 because it
appears on the most popular lists of five different countries (including the U.S.
and Germany). We then derive the edge weight as the sum the weights over
all the co-listed videos. Thus, the edge weight reflects the number of co-listed
videos weighted by the inverse of the video out-degree (the number of countries
that list that video). In Fig 3.1, the edge weight between the U.S. and Germany
is 7/4. Using this weighting method, we computed edge weights between all
possible pairs of countries.
The outcome of the final step is shown in Fig 3.1C, in which the edge weights
are filtered to preserve only those edges that deviate from the expected weight
in a null model iteratively produced by a random assignment from a uniform
distribution. By imposing a significance level of p < 0.05, the links whose
weights exceed a randomly expected value are preserved. The remaining links
constitute the “backbone” structure of the network [115].
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Figure 3.1: Construction of the bipartite network of video co-consumption
on YouTube.
3.3.3 Measure of Cultural Openness
We refer to “cultural openness” as the conceptual outcome of interest. A country
with high cultural openness can achieve an “optimal blend of novelty and fa-
miliarity” by creating cultural bridges [5]. At the same time, a country with high
cultural openness can co-consume cultural products with many other countries
across different cultural clusters such that they are close to most other countries
in the network, which can be perceived as “openness to diversity.” Instead of
using a single measure that combines these aspects, we operationalize cultural
openness as having two distinct dimensions. Betweenness centrality was used
as an indicator of bridging between cultures, measured as video overlap with
other countries that do not overlap with one another. Closeness centrality, mea-
sured as a country’s level of video overlap with all other countries, provides an
indicator of cultural diversity.
We measured cultural betweenness and closeness using Opsahl et al.’s [91]
centrality measures in weighted networks to take both the number of ties and
the tie weights into account. Those weighted centrality measures are variants
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of Djikstra’s algorithm, a well-known method for finding and computing the
shortest paths among nodes in a network. Using this approach, the shortest
path d between two nodes (i, j) can be defined as follows:
dwα(i, j) = min(
1
(Wih)α
+ ... +
1
(Wih)α
where w is the weight of the tie between nodes; h are intermediary nodes on
paths between node i and j; and α is a tuning parameter that reflects the influ-
ence of edge weights. When α = 0, Opsahl’s algorithm reduces to the familiar
binary measure in which a network edge either exists or does not (i.e., the level
of similarity or affiliation between countries can not be captured at all because
tie weights are ignored). When α = 1, the algorithm is identical to Dijkstra’s
(i.e., the original feature of the measures, particularly the number of ties, is ig-
nored because tie weights are the sole determinant). A value for α < 1 assigns
the path with the greatest number of intermediary nodes the longest distance
whereas the impact of additional intermediary nodes is relatively unimportant
compared to the strength of the ties when α > 1. Hence, for α < 1, a shorter
path composed of weak ties is favored over a longer path with strong ties. Con-
versely, for α > 1, paths with more intermediaries connected by strong ties are
favored. The tuning parameter is used to operationalize the extent to which
openness reflects a more balanced weight distribution in a node’s local network
along with its degree. We set α = 0.5, although results are fairly robust across
other values of the tuning parameter smaller than or equal to 1. Formally, cul-
tural betweenness is given by:
CwαB (i) =
gwαjk (i)
gwαjk
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where g is the sum of shortest paths that pass through node i as a proportion
of all shortest paths in the network. Cultural closeness, as the inverse sum of
shortest distances to all other nodes from a focal node, is given by:
CwαC (i) =
[ N∑
j=1
dwα(i, j)
]−1
We limited the analysis to the 58 countries for which we had Hofstede scores.
The list of countries included and excluded in the analysis is provided in B.1
Table. Descriptive statistics of the four scores on the 58 countries are: (1) in-
dividualism (M = 41.00, SD = 23.13), (2) uncertainty avoidance (M = 66.72,
SD = 22.81), (3) power distance (M = 61.95, SD = 21.59), and (4) masculinity
(M = 49.55, SD = 17.01).
3.3.4 Economic, Linguistic, and Technological Measures
To disentangle cultural influence from other factors that have been found to
affect cultural openness, we included economic, linguistic, and technological
measures. Per capita GDP has been shown to be strongly associated with cross-
cultural communication on Twitter [39] and in international transactions and
communication flows [9, 8]. Previous research also shows strong correlations
between GDP per capita and Hofstede’s cultural values [62, 79]. In short, GDP
per capita is associated with both cultural openness and cultural values. We
used the GDP per capita data archived by the World Bank in 2013 [136]. Since
the average GDP per capita across 58 countries showed a right-skewed dis-
tribution, the base 10 log-transformed GDP per capita (M = 4.06, SD = .56,
Median = 4.17) was used in the analysis.
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Language is an obvious barrier to any global communication [122, 123] and
social media interaction in particular [111, 38]. As a consequence, English as
a lingua franca allows greater access to cultural diversity [111, 123], compared
to local languages such as Korean or Japanese. Following Ronen et al.’s [111]
algorithm, we computed eigenvector centrality of a country’s language. The
average eigenvector centrality of language across 58 countries is M = 0.18 (SD =
.32, Median = .025). The higher the centrality, the lower the linguistic barriers to
global communication.
Internet penetration is strongly correlated with Hofstede’s cultural val-
ues [80] and also limits access to online cultural content. We used the World
Bank measure of Internet penetration as the number of Internet users per 100
people [137]. The distribution of Internet penetration is normally distributed
(M = 64.90, SD = 21.67, Median = 69.48, ranging from 12.30 to 95.05) and thus
does not require log transformation.
3.4 Results
Table 3.1 reports descriptive statistics for the video co-consumption networks
across different categories that were automatically classified by YouTube. Each
network is based on the edge weights derived from the co-listing of videos in
a particular category. The number of nodes is not identical across categories
because of data sparsity. Countries were deleted for which there were too few
videos listed in that category to obtain statistically significant links in the “back-
bone” network.
These network characteristics reveal interesting differences across video cat-
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Table 3.1: Descriptive statistics of network structure by video category.
egories. For example, the co-consumption news network has low average path
length (APL) but high average degree, indicating that news videos were more
likely to be consumed among a broader global audience than other types of
videos. In contrast, the co-consumption music network has fewer nodes and
edges and has low average degree and high APL, which indicates that a coun-
try’s video list contained less globally popular music and more locally popular
music. Interestingly, the gaming network has high modularity and many con-
nected components (CCs), indicating more clustered video preferences.
Although these patterns invite category-specific analyses, the theoretical
motivation for this study is focused on differences between countries, not differ-
ences between cultural categories. We therefore report results for the combined
network based on all videos, regardless of category. However, we also checked
the robustness of the overall pattern by examining each category-specific net-
work and found no important differences.
The relationships between cultural values and cultural openness Tables 3.2
and 3.3 report results for regression analyses of cultural openness, operational-
ized as cultural betweenness and closeness. The cultural model consists of Hof-
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stede’s four cultural values and the non-cultural model includes economic, lin-
guistic, and technological measures. The combined model reports the effects of
cultural values net of non-cultural.
Table 3.2: OLS regression model of cultural betweenness among 58 coun-
tries.
We tested both models for heteroscedasticity and multicollinearity. For cul-
tural closeness, we could not reject the null hypothesis that the variance of the
residuals is constant, i.e., heteroscedasticity is not present, using the test of non-
constant variance score. For the model of cultural betweenness, in contrast, we
inferred that the residuals are heteroscedastic. However, as described earlier,
results are robust across different tuning parameters and a model constructed
with a composite measure of betweenness and closeness designed using Rao-
Stirling diversity [121, 96] (see S1 Text in [94] for more details). The variance
inflation factor on each variable of the full model is smaller than two except for
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Table 3.3: OLS regression model of cultural closeness among 58 countries.
GDP per capita (2.41) and Internet diffusion (2.49) that are strongly correlated
with each other but neither contributes significantly to model predictions.
As shown in Tables 3.2 and 3.3, a country’s cultural openness is much bet-
ter explained by cultural values (adjusted R2 = .208 for cultural betweenness;
adjusted R2 = .411 for cultural closeness) than non-cultural measures (adjusted
R2 = .061 for cultural betweenness; adjusted R2 = .244 for cultural closeness).
Indeed, non-cultural measures do not make a significant contribution to the full
models’ explanatory power, and removing these measures even improves the
adjusted R2 (.191) of the model on cultural betweenness.
The coefficients in Tables 3.2 and 3.3 provide more detailed results. The
eigenvector centrality of language [111] indicates that countries using more
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global languages (e.g., English) have greater cultural openness, consistent with
the findings in previous studies (b = .173, p < .05 for cultural betweenness;
b = .190, p < .01 for cultural closeness) [122, 123]. However, this effect largely
disappears when cultural values are included in the model (b = .092, p = .29 for
cultural betweenness; b = .075, p = .18 for cultural closeness), indicating that
cultural values are stronger predictors of cultural openness and capture most of
the linguistic effect.
The results in Table 3.2 (cultural betweenness) support H1 and H3 but not
H2. As hypothesized, YouTube users consume more videos in common with
other countries that do not overlap with one another if those users are located
in countries that are more individualistic (b = .354, p < .05) and with greater
power distance (b = .410, p < .05). However, a country’s cultural openness
is not predicted by uncertainty avoidance (b = −.031, p = .80) or masculinity
(b = .214, p = .12). In short, individualism and acceptance of power inequality
are associated with an optimal blend of novelty and familiarity, as indicated by
greater cultural betweenness.
Results in Table 3.3 (cultural closeness) support H1, H2, and H3. YouTube
users consume more videos in common with a larger number of culturally di-
verse countries (i.e., higher cultural closeness) if those users are located in coun-
tries that are more individualistic (b = .229, p < .05), with less uncertainty avoid-
ance (b = .229, p < .01), greater power distance (b = .314, p < .01), and higher
conformity to gender role stereotypes (b = .245, p < .01). In short, cultural close-
ness is associated with more cultural values than is cultural betweenness, and
both are more important than the non-cultural factors that have been the focus
of previous research.
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3.5 Discussion
Our findings are consistent with the view that cross-cultural convergence, espe-
cially cultural closeness, is more advanced in cosmopolitan countries with cul-
tural values that favor individualism, power inequality, and tolerance for uncer-
tainty. Online social media facilitate global access to cultural products, yet this
technological capability does not result in cultural convergence [119, 111, 87].
Instead, consumption of popular videos in culturally different countries ap-
pears to be constrained by cultural values.
These findings contrast with studies showing that shared language, com-
mon economic system, and geographical proximity are associated with cross-
cultural consumption of tangible products [18, 122] and flows of informa-
tion [9, 119, 123]. The difference with previous results may reflect fewer lin-
guistic, economic, and geographic constraints on video consumption, as well as
less need for active interaction with people of different cultures compared to ex-
changes of e-mail or Tweets, making it easier and more comfortable for YouTube
users to encounter and enjoy videos from diverse cultures.
Our findings have implications for the recent upsurge of nationalist move-
ments opposing open borders and free trade. On the one hand, contact the-
ory [1] and “soft power” research [89] suggest the possibility that cross-cultural
exposure could promote cultural innovation and mutual understanding. On the
other hand, cultural openness may erode a country’s unique cultural identity,
leading to a nationalist backlash.
Additionally, this study has substantial implications for the distinction be-
tween cultural betweenness and closeness in cross-cultural experience. Bail [5]
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highlighted the implications of cultural betweenness as an indicator of cultural
bridgesnetwork positions that can “achieve an optimal blend of novelty and fa-
miliarity.” However, cultural closeness has not received theoretical attention or
empirical inquiry. Our findings show that cultural closeness can be an indicator
of multicultural identity: countries with low closeness (e.g., Kenya) have a nar-
row range of video preferences that forms a cultural niche, possibly associated
with national identity. In contrast, countries with high closeness (e.g., Canada)
have a wide range of video preferences that spans cultural niches and might be
associated with a multicultural national identity.
An important limitation of this study is that the units of analysis are coun-
tries, not individual users. This poses the possibility that the results we report
are susceptible to the ecological fallacy. For example, in some cases, we found
that there are significant overlaps in popular video consumption between coun-
tries of migration destination and origin. It is possible that individual members
of each immigrant group have parochial cultural preferences, but because the
groups differ in their preferences, the country appears to be culturally open. We
therefore tested for the spurious effects of migration and found significant cor-
relations between cultural openness and a countrys degree in the international
migration network, where edges correspond to migrations from the country of
origin to the country of destination, derived from 2015 UN migration stock data
(r = 0.33, p < .05 for cultural betweenness; r = 0.44, p < .001 for cultural
closeness; models including this migration degree as an additional indepen-
dent variable show identical results with original models, but individualism is
no longer significant; more details are provided in S2 Text in [94]). Individual
user data is needed so that this possibility might be tested more fully in future
research. Future research with individual data might also explore possible asso-
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ciations between cultural openness and the incidence of cultural “omnivores”
in the population [132].
3.6 Conclusion
Our study makes two important contributions. First, we found that cultural val-
ues are significantly associated with the cultural openness of a country, as mea-
sured by the consumption of YouTube videos that are popular across diverse
cultures. Moreover, this association with cultural values appears to account for
effects that previous research has attributed to non-cultural factors. Second, we
provide a new angle from which to view the cultural proximity hypothesis in
the era of social media on the globalized Web.
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CHAPTER 4
UNDERSTANDING DIVERSITY OF MUSICAL TASTES VIA ONLINE
SOCIAL MEDIA
Originally published in ICWSM 2015 [96]
Abstract Musicologists and sociologists have long been interested in patterns
of music consumption and their relation to socioeconomic status. In particu-
lar, the Omnivore Thesis examines the relationship between these variables and
the diversity of music a person consumes. Using data from social media users of
Last.fm and Twitter, we design and evaluate a measure that reasonably captures
diversity of musical tastes. We use that measure to explore associations between
musical diversity and variables that capture socioeconomic status, demograph-
ics, and personal traits such as openness and degree of interest in music (into-
ness). Our musical diversity measure can provide a useful means for studies of
musical preferences and consumption. Also, our study of the Omnivore Thesis
provides insights that extend previous survey and interview-based studies.
4.1 Introduction
The cultural and social significance of music is universal; music is found in ev-
ery known human culture, and plays a role in rituals, wars, ceremonies, work,
and everyday life [133]. Tia DeNora [28] noted that “Music is not merely a
meaningful or communicative medium. It does much more than convey signi-
fication through non-verbal means. At the level of daily life, music has power.
It is implicated in every dimension of social agency.” As social media become
more ingrained in our lives, it follows that connections between social media
use, and habits and norms regarding music consumption, will occur. In this pa-
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per, we present an empirical analysis of social media data as they relate to and
reveal details of users’ musical tastes.
A person’s musical consumption can reveal a lot about their personality,
preferences, and sense of self. One can have limited tastes; they may listen to
a single genre like pop or rap, and not diverge into other genres. On the other
hand, another individual may be eclectic in their musical choices and have a
playlist filled with jazz, hip-hop, indie rock, classical, and so forth. We often
think of such differences as a matter of individual choice and expression; how-
ever, to a great degree, it is hypothesized and tested that the diversity of musi-
cal tastes can be explained by external factors. For example, previous research
has identified a relationship between musical tastes and social factors, and pro-
duced the cultural omnivore thesis. This thesis describes “a shift in the orientation
of high-status individuals toward an inclusive range of musical preferences that
traverses the traditional boundaries between highbrow, middlebrow, and lowbrow
genres [97, 98, 99].” However, symbolic boundaries between musical genres
have been eroding [45] in recent years, which provides an opportunity to re-
think the high-to-lowbrow cultural categories in relation to musical diversity.
This can lead to a better understanding of the impact of social conditioning on
diverse musical tastes, and by proxy, a better understanding of the connection
between socioeconomic status, demographics, and the diversity of musical pref-
erences.
To date, the social computing community has examined online listening ac-
tivity as source of information and recommendations for music [16, 140, 33, 129].
However, computational tools and online outlets such as social media can make
further contributions toward understanding human behavior related to musi-
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cal consumption and help to elaborate user-centered music retrieval systems by
analyzing personal characteristics. We focus on exploring a new means of mea-
suring the diversity of individual musical tastes by using data collected from
social media, and examine the relationship between musical diversity and vari-
ous individual factors including socioeconomic and demographic information,
as well as social and individual information that can be collected from social
media.
Through a multi-platform analysis of a dataset of U.S. Last.fm1 users and
their corresponding Twitter accounts, we examine music consumption together
with demographics (e.g., age and gender) and other descriptive variables for
a community music fans who have an online presence. Using Twitter-derived
information for these users, we inferred their socioeconomic information (e.g.,
income, education level, and area of their residence) as well as other social and
personal variables (e.g., how diverse their friends and interests are, and how
‘open’ and ‘into music’ they are). We then defined a measure for musical di-
versity by applying the notion of shared understanding as socially perceived
distances between genres. We suggest that designing a diversity measure can
provide a useful means for studies in recommendation systems. Moving from
designing a measure to analysis of associations between diversity and individ-
ual factors, we suggest this type of analysis can provide meaningful insights
that are complementary to those provided by previous survey and interview-
based studies regarding the musical omnivore thesis. Our main contributions
therefore are as follows:
1Last.fm is a music recommendation service. The site builds a detailed profile of each user’s
musical consumption by recording details of the tracks the user listens to, either from Internet
radio stations, or the user’s computer or many portable music devices. It also offers some social
networking features such as recommending and playing artists to Last.fm friends [135].
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• We propose and validate a novel diversity measure that borrows the con-
cept of Rao-Stirling diversity for music consumption. While recent stud-
ies [63, 33] define diversity (as it relates to music consumption) as the total
number of unique genres associated with all artists listened to, we go into
more detail, and define diversity as a multidimensional property that has
three main attributes: variety (the number of unique genres one listened
to), balance (the listening frequency distribution across these genres), and
disparity (the degree of distance between musical categories).
• We investigate the relation between musical diversity and various other
variables including socioeconomic factors. In particular, we find that fol-
lowers of high-profile news media are more likely to have diverse musi-
cal tastes. We also consistently find a weak, but robust trend for people
who are more ‘into’ music to have less diverse tastes. Along with these
findings, our results also show that demographic factors such as age and
gender are associated with musical diversity rather than conventional so-
cioeconomic status such as income and education level.
We begin by reviewing the primary key research around the diversity of
musical tastes, and then identify possible challenges for developing better mea-
sures of diversity.
4.2 Related Literature
Disciplines such as sociology and social computing addressed the notion of cul-
tural omnivorism and the importance of understanding the musical diversity.
Given the wealth of related work on these topics, our review focuses on what
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could be tested by complementing the limitations of previous studies through
social media data and how we can design a meaningful measure for the diver-
sity of musical tastes.
4.2.1 Changing Status of the Omnivore Thesis
Since the publication of Bourdieu’s seminal work Distinction [13], in which he
explains the notion of cultural capital and exhibits how access to education,
knowledge of the arts, and familiarity with other highly regarded aspects of
western culture lead to a ‘highbrow’ status, copious research has investigated
the relationship between socioeconomic position and musical tastes [26]. The
majority of the current studies on the omnivore thesis in relation to musical tastes,
proposed by Richard Peterson [97] show that people with a higher socioeco-
nomic status have broader (omnivorous) musical tastes than those with a lower
socioeconomic status who have limited (univorous) musical preferences in low-
brow music. There are generally two definitions of omnivorousness, referred to
as the volume and the compositional definitions [134]. The first refers to higher
socioeconomic status people favoring more musical genres than those of lower
socioeconomic status. The second refers to the situation that people with higher
socioeconomic status tend to have more eclectic tastes across the spectrum of
high-to-lowbrow music than people with lower socioeconomic status.
More recently, however, Peterson [99] conducted comparative research and
noted that “despite the attention paid to the concept by numerous scholars, the
subtypes of omnivorousness suggested by them were diverse and fall into no
recurrent patterns due to changes in the socio-cultural world.” Indeed, though
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there is a little disagreement that the contemporary era has witnessed shifts
in the ways cultural preferences and practices are mapped onto social loca-
tions, the extent to which this implies changes in the functioning of cultural
capital remains unclear [109]. In addition, Peterson [99] raised a question re-
garding the traditional measurement of omnivorousness, and recent qualitative
studies identified a number of limitations in conventional survey-based stud-
ies [134, 109]: First, the simple or compositional volume of genres preferred by
an individual is insufficient to show the full picture of one’s form of engagement
and social status since different conceptual frameworks may provide different
understandings. Second, there is a tendency to discriminate genres within pre-
ferred genres (i.e., even though one answers ‘rock’ as a preferred genre, it does
not mean that one likes all kinds of rock; therefore, it is possible that someone
who likes a Heavy Metal, a subgenre of rock, says “I like rock,” and some-
one who likes the same subgenre says “I don’t like rock”). This inability to
discriminate genres, or lack of knowledge regarding how to best express what
genres one prefers, can create confusion [108]. This gap may bring inconsis-
tency in the preference scoring across survey participants. Finally, the high-
to-lowbrow scheme should be reconsidered in contemporary social contexts as
Peterson (2005) argues that there is no consensus. In addition, a lot of research
has used inconsistent levels of genres, e.g., a questionnaire of preferences for
opera, jazz, rock, and heavy metal may be used in these types of surveys, even
though heavy metal is often considered a subgenre of rock.
We believe online social media data can help rectify some of these limitations
and provide a unique and useful perspective on the musical omnivore thesis:
data collected from social media sites can provide a unique capacity to (i) re-
duce the inconsistency of preference scoring (which may differ across people
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due to their inability to discriminate) by systematically classifying the genres
consumed by users, (ii) explore a different level of relationship between social
status and musical tastes by accessing the subgenres of choice among users,
which are more fine-grained than higher-level genres, and (iii) analyze data on
a consistent level of genre-hierarchy. Further, social media data can provide
users with open-ended spaces [76] in which to list their favorite music, con-
cert attendance, and direct/indirect musical information sources, which offers
an unprecedented opportunity to examine how tastes are associated with vari-
ous individual factors. Up to now, the majority of research on musical tastes has
relied on closed-ended surveys typically measuring preferences in terms of gen-
res, and our aim is to contribute a new way to look at the relationship between
musical preference and various social and individual factors.
4.2.2 Technology and Music Listening Practice
Exploring musical diversity is an interesting challenge in social computing, as
well as music information retrieval (MIR); it also has many applications in real-
life scenarios. In MIR, some researchers have explored to achieve the optimal
balance between the two objectives on recommendation, similarity and diver-
sity, because it has been recognized that being accurate with similarity met-
ric alone is not enough to judge the effectiveness of a recommendation sys-
tem [82, 21]. In addition, recent studies [21, 33] suggest that one’s personality
might have a role in the formation and maintenance of music preferences, and
diversity of musical tastes could serve as a proxy of the level of openness of
one’s personality. These studies show that looking at musical diversity as an
indicator of openness can have an impact on the performance of a collaborative
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filtering recommender system. In social computing, diversity has been con-
sidered in studying phenomena such as peer influence and music consuming
mechanism. Some of this research confirms that informational influence is the
key underlying mechanism of music listening practices [138] and systematic rec-
ommendations affect users’ choices of music tracks and listening behaviors [17].
4.2.3 Research Questions
We believe associations between musical categories (e.g., genre-to-genre and
subgenre-to-subgenre) can be reasonably derived from the perception of crowds
by analyzing their musical consumption, and these distances may help design
better measures of musical diversity. The existing measures, volume or entropy,
are different from diversity, and thus cannot accurately capture its essence. Vol-
ume, which is defined as the number of musical categories one listens to, does
not consider whether a person listens with balance. A 99%–1% split between
two genres would be treated the same as a 50%–50% split. Entropy, on the other
hand, takes the distribution into account, so a more skewed distribution would
be considered less balanced. However, entropy does not look at the similarities
of the musical categories and implicitly assumes all categories to be equidistant
to each other (e.g., listening to three different styles of metal music would be the
same as listening to classical music, death metal, and salsa). People, however,
do consider certain types of music as similar or dissimilar [85]. To define and to
quantify this notion of similarity we use co-consumption behavior. For example,
if both rap and hip-hop are consumed by many people we assume that these
two genres are similar. Having musical consumption data for a large user set
can reveal the distance between musical categories.
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The challenges and opportunities in studying musical diversity lead us to
introduce two research questions that guide the remainder of this paper:
RQ1 Can a novel diversity measure using variety, balance, and distance between musi-
cal categories capture the diversity of musical tastes better than existing methods?
RQ2 What variables are associated with diversity in music consumption? Is socioeco-
nomic status a factor or are other factors also associated?
4.3 Method
The literature referenced in the previous section points to three major dimen-
sions of explanatory variables: socioeconomic status, demographic information,
and ‘openness’ (degree of appreciation for novelty and variety of experience).
With these dimensions and the additional dimension of ‘into-ness’ (degree of
self-disclosed interest in music) as a guide, we identified 15 variables. We in-
ferred socioeconomic status including income, education level, ethnic diver-
sity of area of residence, and urbanness of area of residence by using geocoded
tweets. Into-ness (i.e., degree of music-related topics of interest in Twitter) and
openness including number of friends, timezone diversity of friends, and inter-
est diversity was inferred by using tweets, profile descriptions, and friendship
information in Twitter. We directly downloaded demographic information (e.g.,
gender and age) and other types of into-ness (e.g., number of event attendance
in the past, number of loved tracks, period after registration, and number of
friends in Last.fm) through the Last.fm API.
54
4.3.1 Initial Data Collection
To identify and obtain a sample of Last.fm users in the U.S. who share gender,
age, and Twitter user names in their Last.fm profiles, we used the Google Cus-
tom Search API and the Bing Search API. We created a custom query containing
parameters that returned only Last.fm user pages which contained this partic-
ular information. To augment the sample size, we collected U.S. Twitter users
who share their Last.fm accounts in their Twitter profiles by using the ‘Search
Bio’ feature in Followerwonk2. This allowed us to obtain 23,294 unique users.
Then, we collected all publicly available tweets from that user population. Dur-
ing this process 4,392 unique users were screened out since some of them did
not allow public access to their tweets or had removed their accounts in the
meantime. This left us with 18,902 unique users. To infer socioeconomic status
by using geocodes in tweets, we limited our remaining sample to those users
who posted at least ten tweets with geocodes, which resulted in 3,548 users.
Along with Twitter data, we collected Last.fm data including ‘Top artists’ list
(i.e., the 50 musicians a user listened to the most; listening frequency for each
artist is included) as well as demographic and some into-ness information di-
rectly through the Last.fm API.
4.3.2 Socioeconomic Status
We used home location derived from Twitter as an index to approximate socioe-
conomic data, and news interests, expressed via Twitter’s following network, as
another proxy for socioeconomic status.
2https://followerwonk.com
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A user’s home location can be a marker of their socioeconomic status. In
particular, the socioeconomic status of social media users can be estimated by
extracting the users’ hometown ZIP codes and matching that to the median ZIP
code household income according to the Census Bureau [76]. In addition, using
the inferred home location we can check whether a user lives in an urban or
rural area [60].
To obtain the home location for a user, we followed a procedure that in-
volved three different methods of identifying a user’s possible home ZIP code.
We first reverse-geocoded all the latitude and longitude tags for the user into the
ZIP codes, using the Nominatim API3. We also extracted Federal Information
Processing Standard (FIPS) codes, which represent specific regions in counties,
using the Coordinates to Political Areas API in Data Science Toolkit4. Using the
ZIP code data for the user, we inferred a probable home location of a user when
we found an intersection between the sets of potential ZIP codes for the user
computed by three different methods, the plurality and n-days methods summa-
rized in [60] and the plurality with time limitation described in [19].
The plurality approach [60] assumes that the single region in which a user
was the most active is the user’s home location. Using this approach, we find the
user’s mode ZIP code(s) from which tweets were most frequently posted. The
plurality with time limitation method is based on the finding in [19], that people
are most likely home between 10pm – 6am. Using these parameters, we identify
the user’s mode ZIP code(s) from which tweets were most frequently posted
during that time period. Since the plurality approaches may not be appropriate
for users who travel frequently, the final method we used identified the ZIP
3http://www.nominatim.org
4http://www.datasciencetoolkit.org
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code(s) in which a user posted over a period of at least 10 days, considering
them ‘local’ to that area if they did.
We selected a single home ZIP code (and FIPS code) for each user by inter-
secting the ZIP code sets resulting from the three methods mentioned above.
The final set of users with non-empty intersection had 1,306 users (there were
3,451, 3,258, and 1,822 users with non-empty sets for each of plurality, plural-
ity with time constraint, and n-days methods respectively). All other users for
which we could not robustly estimate a location were removed from the data.
Finally, to extract socioeconomic data, we used each ZIP code to query the
2010 US Census data to determine income, education level, and ethnic diversity
in the area. We matched each FIPS code to NCHS data for urban–city classifica-
tion of the area which places every U.S. county on a discrete scale from 1 (a large
central metro area) to 6 (a sparse rural area). For each user we thus have val-
ues for median household income, percentage of bachelor degrees, proportion
of white people5, and urbanness: these are our socioeconomic proxy measures.
This process resulted in 1,306 users for whom we have self-declared gender and
age, as well as inferred income, education level, and characteristics of the area
of residence6.
In addition to location-derived socioeconomic data, we used news interest as
5We tested relation between white ratio and ‘racial and ethic diversity’ by using the Eth-
nic/Racial Diversity Index which defines racial and ethnic diversity as 1 − ∑r∈G P(r)2 where
P(r) is proportion of a race population r and G is represented race groups (in our case: white,
black, Native American, Asian, Hispanic, Pacific Islander, two or more races, and other races
by following ethnicity distribution in the 2010 Census). A higher index number denotes more
diversity. However, there is confusion among the general population about the designation of
the Hispanic identity since ‘Hispanic’ in the census refers to any ‘race,’ both black and white.
So, we decided to use the simple metric, 1 – white ratio, as ‘Racial Diversity’ since it is clearer.
The Pearson correlation between the white ratio and ethnic diversity was 0.667 (p < 0.001).
6We ignored 97 users due to various ZIP code issues, such as ZIP code that were invalid, not
available from the census data, or too small to have socioeconomic statistics.
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a proxy for socioeconomic variables. According to Pew Research [101], regular
news audiences often are more formally educated and have higher household
incomes. In particular, readers of The New Yorker and The Economist news
media tend to be highly educated and high earners [101]. We therefore created
a variable that indicates whether each of our users follows The New Yorker
(@NewYorker) or The Economist (@TheEconomist) on Twitter.
4.3.3 Genre and Subgenre Information Collection
For each user, we extracted the categories of music they listen to at both genre
and subgenre (‘style’) levels. For each user we retrieved the top 50 artists the
user listened to via the Last.fm API. We collected genre and subgenre informa-
tion for each artist using the API for Allmusic7, a well-known music database
(DB). Unlike other music content databases, Allmusic’s metadata is profession-
ally edited and thus is likely to be more consistent when assigning genres or
subgenres to artists. Many high-profile music sources like iTunes and Spotify
currently use Allmusic to handle relevant artist information.
We matched each artist name collected from Last.fm to an artist entry on the
Allmusic DB only if the result exactly matched the queried artist name. When
multiple musicians with the same name were matched, we used the Allmusic
engine’s relevance ranking which is based on usage data and editorial weight-
ing. We manually validated the Allmusic ranking for a random selection of 100
artists that had multiple entries. We examined the Last.fm page for the artist
(as linked from the user’s Top 50 list, i.e. uniquely identified) and the Allmusic
page for the top-ranked artist by the same name as retrieved by the API. We
7http://www.allmusic.com/
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found that the top-ranked artist matches with the Last.fm artist for all cases in
this sample of 100.
A single artist could be classified into multiple genres and subgenres, in
which case we distributed the artist’s ‘weight’ equally between the respective
genres or subgenres. During this data processing, we dropped 292 users who
did not have full set of 50 artists that were classified by Allmusic and listened to
more than 100 times by the user. As a result, data for 1,014 users were analyzed.
There were 8,490 unique artists among the Top 50 artists of 1,014 users, and 987
artists among the unique artists were matched with more than one exact name
in Allmusic DB (e.g., Nirvana and Spoon).
4.3.4 Measuring Diversity
We calculated the diversity of music consumption for each user using both
genre- and subgenre-level data derived from their Last.fm activity. We previ-
ously argued that in order to explore diversity, we need to investigate multiple
factors, namely: the number of genres listened to (variety), the distribution of
playing frequency among genres (balance), and, crucially, how related these dif-
ferent genres are (measured via some distance or similarity). These assumptions
align well with the concept of Rao-Stirling diversity [120, 121, 104, 77].
To operationalize the concept of diversity, following Rao-Stirling, we com-
puted the diversity of musical tastes of a user u as
∑
i, j∈N pu,i × pu, j × d(i, j). In this
formulation, pu,i is the fraction of user u’s preference for genre i (we performed
separate and equivalent calculations for genres and subgenre information; the
description here focuses on genre information). To compute d(i, j), we com-
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puted the pairwise co-consumption between musical categories as a proxy of
closeness. Using an M×N genre proportion matrix of pu,i values (for each row u,∑
i pu,i = 1), we computed every possible pair of genre-to-genre cosine distances
between the matrix columns, representing closeness between genres. The dis-
tance d(i, j) is the cosine distance, i.e., 1 – cosine similarity, between the genres.
As mentioned above, we repeated the same process with subgenre information.
For illustration, the resulting distances for genres, embedded in two dimensions
using multidimensional scaling [71] (MDS), are shown in Figure 4.18.
This approach to computing diversity of music consumption has a number
of useful qualities. A user who equally (balance) consumes many types of music
(variety) that are pairwise highly dissimilar (distance) will have a large diver-
sity score, whereas a user disproportionally consuming a few pairwise similar
types of music will has a low diversity score. We evaluate this approach and its
robustness below.
4.3.5 Into-ness and Openness
For each user, we calculated several variables that capture openness (preference
for novelty and variety) and into-ness (degree of interest in music) using Twit-
ter and Last.fm data. To help inferring into-ness and openness regarding each
user’s interests, we first inferred the user’s general interests by using a method
proposed in [12]. For a given Twitter user u (whose interests are to be inferred),
the method first checks which other users u is following, i.e., users from whom u
8Interestingly, highbrow and middlebrow genres (e.g., classical, easy listening, and jazz) are
close to each other rather than being close to lowbrow genres (e.g., pop&rock, folk, country, rap)
even though we used an inductive approach to identify the distance between musical categories
rather than assuming that musical tastes are shaped by certain schemes.
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Figure 4.1: Multidimensional scaling for distance between genres.
is interested in receiving information. It then identifies the topics of expertise of
those users (whom u is following) to infer u’s interests, i.e., the topics on which
u is interested in receiving information. Expertise is defined by the users bio or
tweets via the Lists feature in Twitter [42].
Using the interest topics for each user, we computed openness and into-ness
measures. As a proxy of openness, we computed the diversity of the user’s
interests using the same method we calculated music consumption diversity
above. In this case, for example, similarity of interests can be derived from the
cosine distance between interest in a matrix that captures users’ interest break-
down. As other measures of openness, we counted for each user in our dataset
the number of people they are following on Twitter and also the number of
unique timezone in 100 randomly sampled people from whom they are follow-
ing. We collected these openness variables inspired by [113, 106]9.
9We did not consider lexical features of tweets as variables since previous efforts [44, 105, 114]
showed a disagreement regarding predicting features for openness.
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As a proxy of music into-ness, we used the proportion of music-related in-
terests (any interest topic that included the term ‘music’) among the entire set
of user interests along with other types of into-ness that were directly collected
via the Last.fm API: number of event attendance in the past, number of loved
tracks, period after Last.fm registration, and number of friends in Last.fm.
Table 4.1 presents 15 variables we identified and diversity on genre and sub-
genre along with their distributions.
4.3.6 Data Validation and Preparation
Given that some of our variables were indirectly derived from social media data,
we performed validation tests for our key variables.
Reverse Geocoding
To validate our geocoding framework, we matched the inferred ZIP code to
the self-reported home location of the user on their Twitter profile. Out of 100
randomly sampled users, eight users did not disclose their location on their
Twitter profile or did not properly disclose their location like “not in a cornfield
but. . . close” and “up in the air.” Among the rest of them (92% of users), only
eight users’ locations did not overlap with the inferred zip code location. In
other words, more than 90% of inferred locations were well-matched to the self-
reported home locations at town/city/state levels.
Note that it is unusual to have as much as 92% of users with a valid location
field [59]. Our dataset, though, includes Twitter users who are also heavy users
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Socioeconomic Variables Distribution Max
Income 192,250
Education 100
Racial Diversity 0.98
High-profile News Reader
Urbanness 1–6 (Scale)
Demographic Variables
Age 52
Gender
Into-ness Variables
Musical Event Attendance 1,504
# of Loved Tracks 12,619
Days from Registration 4,305
# of Last.fm Friends 2,036
Interest in Music 2,456
Openness Variables
# of Twitter Friends 10,954
Timezone Diversity of Friends 31
Interest Diversity 0.76
Diversity
Diversity on Genre 0.67
Diversity on Subgenre 0.80
Table 4.1: Fifteen variables used to explain the measured musical diversity
scores and genre- and subgenre-level of diversity scores. The
distributions accompanying each variable begin at zero and end
at the adjacent maximum. Many variables are not normally dis-
tributed.
of the geo-tagged tweets feature; it is conceivable that the same group more
readily exposes location in their profile data.
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Socioeconomic Status
Even if we get the user’s location right, the derivation of their socioeconomic in-
formation may be wrong as the user may not be representative of where they live.
For example, it is possible that people who use both Twitter and Last.fm have
similar socioeconomic status, regardless of what sort of neighborhood they live
in. However, if the inferred socioeconomic information are correct, they should
correlate with our other proxy for socioeconomic status: following the New
Yorker or Economist. We thus validate our socioeconomic measures by examin-
ing whether our inferred income and education level are associated with follow-
ing the New Yorker (@NewYorker) or The Economist (@TheEconomist) Twitter
accounts. Indeed, compared to other users, New Yorker and Economist follow-
ers had higher status for all inferred income and education values, including ad-
justed gross income (AGI), household income, and level of post-secondary de-
gree (both bachelor’s and graduate). These differences were statistically signifi-
cant as determined by a one-way ANOVA (New Yorker followers AGI: p < 0.01;
median household income: p < 0.05; bachelor degree: p < 0.001; graduate de-
gree: p < 0.001; Economist followers AGI: p < 0.001; median household income:
p < 0.05; bachelor degree: p < 0.001; graduate degree: p < 0.001).
Data Imputation and Standardization
In our final dataset, 189 out of 1,014 subjects had missing values in one or more
variables. According to [56], if the missing data level is under 10% in each vari-
able, any imputation method can be used to augment the missing values. We
used multiple imputation methods in our dataset: we applied Bayesian linear
regression for continuous variables, and linear discriminant analysis for factor
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variables. We also standardized all the variables for the final analysis.
4.4 Results
Our primary purposes for this study were (i) to design a measure that reason-
ably captures the notion of ‘diversity of musical tastes’ and (ii) to explore as-
sociations between musical diversity and various individual factors regarding
dimensions of socioeconomic status, demographics, and personal traits includ-
ing openness and into-ness in music.
4.4.1 Diversity Measure
To answer RQ1, we estimated the reliability of our diversity measure. We asked
three independent annotators to assign a diversity level to the musical con-
sumption of 25 randomly chosen users. The annotators ranged in their music
knowledge; we had an expert (musicologist), a music fan, and a causal listener.
We provided the annotators two sets of tables of genre- and subgenre-based
listening proportion of the 25 users. We asked the annotators to carefully ex-
amine each user’s listening pattern and apply a 6-point diversity Likert scale
where ‘5’ meant very diverse musical taste, ‘1’ meant very low diversity, and ‘0’
meant no diversity at all (it is possible that a user listened only to one genre).
We did not provide the annotators with any other information or instructions
(such as “consider the relationship between genres”) as we wanted to know
their natural impressions and interpretations of diversity based on their own
experiences. Fleiss’s Kappa and average pairwise Cohen’s Kappa were used
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to assess the inter-rater reliability for the evaluation. For genre-level the Fleiss
Kappa score was 0.411 (p < 0.001) indicating moderate agreement, and the Co-
hen’s Kappa score was 0.819 (p < 0.001) indicating almost perfect agreement.
For subgenre-level, the respective scores were 0.011 (p > 0.1) indicating slight
agreement and 0.415 (p < 0.05) indicating moderate agreement. We averaged
the rater responses for each user and used that below as the raters’ diversity
score.
To evaluate our diversity measure, we calculated the Pearson correlation be-
tween the raters’ average score and our computed diversity score. For genre-
level diversity, the correlation between our measure and the raters’ diversity
was 0.94 (p < 0.001). For the subgenre-level diversity, the average correlation
was 0.87 (p < 0.05). Interestingly, looking at correlations between individual
raters’ and our diversity score, the expert annotator had the highest correlation
with our diversity score in both settings.
Other commonly used diversity measures were more sensitive to the level
of analysis. We correlated the raters diversity scores with the diversity scores
computed by Shannon entropy and by the count of musical categories a user
listened to (‘volume’). In the genre-level analysis, both the entropy and volume
methods showed significant correlation with the raters. The Pearson correlation
between the raters’ average scores and the entropy values was 0.95 (p < 0.001).
The average correlation between raters and the volume measure was 0.86 (p <
0.001). However, in subgenre-level analysis we found more notable differences
between the raters’ and our diversity scores. The Pearson correlations between
the entropy and the rater scores was 0.79 (p < 0.05). With volume, the average
correlation was 0.46 (p < 0.05).
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This result initially indicates that our diversity measure is promising as it
captures human rater evaluations of diversity more robustly than traditional
measures—it is less dependent on changes in categorical hierarchies. The dis-
tance between musical categories can be an important factor for understanding
musical diversity, especially in highly complex musical classifications.
4.4.2 Correlates of Musical Diversity
To address RQ2, we used multiple regression analyses to examine factors asso-
ciated with the diversity of musical consumption. We examined socioeconomic
status variables as well as demographics, openness, and into-ness measures.
Table 4.2 presents the standardized coefficients of the explanatory vari-
ables10. The model (1) in Table 4.2 estimates the effects of socioeconomic, demo-
graphic, and other individual variables on the diversity of musical consump-
tions on genres. Among the ‘socioeconomic status’ variables, High-profile News
Reader variable had a high coefficient due to users who follow The Economist or
The New Yorker having higher musical diversity than those who do not (one-
way ANOVA confirmed the significance; p < 0.001). Even though we exclude
this variable to check whether income and education variables are associated
with diversity of music consumption, we could not find any change regarding
significance level and direction of correlation. The readers of high-profile news
reports may have indirect or subtle difference in terms of socioeconomic status.
Racial Diversity positively associates with the diversity of music consump-
tion. This may imply that people in our sample who live in more ethnically
10All variance inflation factors are below 1.64 (µ = 1.28 and σ = 0.16); Pearson correlation
between genre and subgenre diversities is 0.68 (p < 0.001).
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Dependent variable:
Genre Subgenre
(1) (2)
Income -0.047 0.007
(0.037) (0.037)
Education 0.027 -0.020
(0.039) (0.039)
Racial Diversity 0.108∗∗ 0.089∗
(0.036) (0.036)
Urbanness -0.040 0.052
(0.035) (0.035)
High-profile News Reader 0.366∗∗∗ 0.301∗∗
(0.095) (0.096)
Age 0.121∗∗∗ 0.161∗∗∗
(0.033) (0.033)
Gender (Male) 0.111· 0.153∗
(0.067) (0.067)
Music Event Attendance -0.145∗∗∗ -0.042
(0.034) (0.034)
# of Loved Tracks 0.079∗ 0.089∗∗
(0.033) (0.033)
Days from Registration -0.102∗∗ -0.029
(0.033) (0.033)
# of Last.fm Friends 0.023 -0.081∗
(0.036) (0.036)
Interest in Music -0.143∗∗∗ -0.113∗∗∗
(0.034) (0.034)
# of Twitter Friends 0.085∗ 0.050
(0.033) (0.034)
Friends’ Timezone Diversity 0.026 0.074∗
(0.032) (0.032)
Interest Diversity -0.027 -0.017
(0.032) (0.031)
Constant -0.123∗ -0.143∗
(0.057) (0.057)
Observations 1,014 1,014
R2 0.101 0.087
Adjusted R2 0.088 0.073
Residual Std. Error (df = 998) 0.955 0.963
F Statistic (df = 15; 998) 7.487∗∗∗ 6.322∗∗∗
Note: · p<0.1; ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
Table 4.2: Multiple regression coefficients of individual factors on the mu-
sical diversity of genre and subgenre.
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diverse area are more likely to have higher musical diversity. By considering
the relationship between white ratio and ethnic diversity, this result might be
related to the effect of residential segregation. Both of Age and Gender in the
‘demographic’ variables have positive effect on diversity: being older or male is
more likely to have more diverse musical tastes.
Among variables about ‘into-ness,’ Musical Event Attendance and Days from
Registration appear to be negatively associated with diversity, whereas Number
of Last.fm Friends does not show a significant relationship and Number of Loved
Tracks appears to positively associated with diversity. Number of Twitter Friends
as a ‘openness’ variable appears to be positively associated with diversity while
Timezone Diversity of Friends and Interest Diversity shows no effect. On this basis,
one could speculate that few variables within the same set of variables correlate
with musical diversity in different directions. We discuss these trends below.
Model (2) in Table 4.2 estimates the effects of the same variables on the
diversity of musical consumption of subgenres; it shows very similar trends
with model (1). However, Gender is more significantly associated with diversity.
Among the ‘into-ness’ variables, Number of Last.fm Friends is significantly associ-
ated with diversity rather than Days from Registration. But, the general trends of
‘into-ness’ are in common. Among the ‘openness’ variables Timezone Diversity
of Friends is significantly associated with diversity rather than Number of Twitter
Friends while the general trends of the ‘openness’ are in common.
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4.5 Discussion
Our results provide initial evidence for the value of our ‘music diversity mea-
sure’ which aims to balance three qualities: variety, balance, and distance. Our
diversity measure has shown to be more robust than other conventional mea-
sures such as volume and entropy.
Differences between Pearson correlation coefficients at the genre- and
subgenre-levels computed by our measure, as well as the average rates assigned
by independent coders on a 6-point Likert scale, were not significantly different.
For the other measures of diversity, when moving between genre and subgenre
levels, the average correlation coefficients dropped more steeply, especially the
volume measure. Musical diversity can be computed by simple methods, but
it may underestimate or overestimate diversity depending on the complexity
of musical categories and the disparity between musical categories that people
perceive. Our results show that volume and entropy might not be the best solu-
tion for computing the musical diversity of people on a highly complex map of
musical categories such as subgenres.
We only considered the genre and subgenre categories, but new methods for
music classification may result in categories that are even more complex, mak-
ing a robust diversity measure even more important. For example, research ef-
forts have developed novel methods for music classification using various data
sources such as audio features and song metadata [61, 36].
In addition, diversity of music consumption was correlated with interest in
high-profile news media; users who follow high-profile news media are much
more likely to have a higher level of musical diversity. When we think about
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whether one consumes high-profile news media, it is not necessarily a variable
that is as straightforward as income or education level. To understand news re-
ports, readers need more than a basic grasp of word order and word meaning;
a particular ‘knowledge of the world’ is also necessary. Van Dijk [130] explains
this when he writes: “Readers of a news report first of all need to understand
its words, sentences, or the structural properties. This does not only mean they
must know the language and its grammar and lexicon, possibly including rather
technical words such as those of modern politics, management, science, or the
professions. Users of the media need to know something about the specific or-
ganization and functions of news reports in the press, including the functions
of headlines, leads, background information, or quotations. Besides such gram-
matical and textual knowledge, media users need vast amounts of properly or-
ganized knowledge of the world.” Van Dijk’s point alludes to the possibility
that if one has access to particular understandings of ‘the world,’ then they are
better equipped to seek out and benefit from high profile news sources. If this is
the case, then we can begin to think about level of music diversity as a potential
variable vis-a`-vis knowledge.
Our results also confirm a number of previous findings about demographic
variables associated with the diversity of music consumption. They show that
male users are more likely to have diverse musical tastes, which confirms prior
research showing that males tend to consider mainstream music as unhip while
females consider it in another way of saying popular music [23]; such perceptions
might affect musical consumption. Males are also more likely to prefer more
unique styles of music than females [107]. In addition, people who are older in
our sample are more likely to have diverse musical tastes. This result closely
echos the analyses of [134]: young people may identify strongly with one or
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only a few genres and styles of music, which reveals the significance of their
representational dimensions.
A potentially surprising finding is that people who attended more musical
events are less likely to have diverse listening habits. [134] also argues that there
is a tendency, or an openness, towards unfamiliar musical forms and evidence
of relatively diverse tastes in people who are limited in how they can engage
in musical activities. The development of a broad palette of musical tastes was
not valued by people for whom music is more accessible. We note that urban
dwellers may have better access to musical activities, but we could not find a
significant association with urbanness in our results.
Users with diverse patterns of music consumption are less likely to follow
music-related accounts on Twitter. This finding can be due to a different set of
music-related interests between diverse listeners—who care more about the mu-
sic itself—and more casual music fans who may care more about the celebrity
factor. If this were shown to be true, we may refer to it as the Justin Bieber effect
(no offense to his fans should they be reading this paper).
4.6 Final Remarks
In this paper, we have designed a reasonable measure that quantifies the di-
versity of musical tastes. In addition, we provide an analysis of diversity as it
relates to the cultural omnivore thesis. Based on well-known individual factors
which relate diversity of musical preferences across various theoretical work
and empirical studies, we identified key factors for designing a diversity mea-
sure, and located individual-level variables for exploring correlations of musical
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diversity.
We acknowledge that the manner in which we inferred the socioeconomic
status variable could produce significant inaccuracies. For example, users’
home locations were inferred in ZIP code resolution and using geocoded Twit-
ter data. These methods are prone to error. Other methods for collecting more
direct or fine-grained location data, or maybe even a direct collection of socioe-
conomic variables, might give us a better opportunity to study this correlation
with music consumption. Second, our user population and the music they listen
to are both potentially highly biased. Our population is comprised of users who
make an explicit connection between their Twitter and Last.fm accounts, which
may indicate search biases on our behalf. In addition, the tracks and artists dis-
played for each user are based on their public listening behavior, which may or
may not be reflective of their overall listening habits. Finally, we could see rat-
ing differences among coders due to knowledge differences. The measurement
validations can be improved by better systematic investigations using more lis-
tening history samples and annotators with different levels of knowledge back-
ground. At the same time, it would be interesting to see if the way of rating
changes when the music listeners themselves are asked about their diversity.
Future research along this vein will provide a richer and more complex pic-
ture of musical preferences. This picture will in turn contribute to a greater
understanding of the changing face of the cultural omnivore, as it manifests
through analyses of social media data, and also contribute to a empirical rec-
ommendation system aiming to provide contents based on tastes and aesthetics
preferences.
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CHAPTER 5
CONCLUSIONS
Instead of reviewing what has already been covered in the previous chapters,
we conclude by looking forward and describing some possible next research
projects. These projects are all in some way to the ideas presented in this disser-
tation and are all very preliminary.
5.1 Mood Management through Cultural Consumption
We have observed the surprisingly consistent patterns of affective preference
over time of the day and day of the week and across seasons (Chapter 2): peo-
ple prefer relaxing music over the sleeping time and arousing music during
working hours. By comparing the diurnal and seasonal patterns of affective
preference to affective expression (i.e., emotional status), we could also specu-
late people use music both for reflecting (or reinforcing) and shaping (or alter-
ing) mood. However, it is still unclear when people use music or other external
stimuli to influence emotions.
The congruence and disparity between affective preference and expression
in Chapter 2 leads to a hypothesis that people use music to reinforce their good
moods and to alter their bad moods. One way to address this question might
be comparing the dynamics of physiological arousal and affective preference.
Using smartphone apps or wearable sensors, one can continuously monitor a
marker of physiological arousal (e.g., body temperature, heart rate, and heart
rate variability) and this physiological arousal can be matched to music con-
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sumption patterns. These two dynamics should allow a statistical test on the
causal directions of music consumption for mood management using a regres-
sion discontinuity at or around the point where a certain mood drops under a
specific threshold or continuously decreases over a particular period of time.
Also, previous research has shown that people often use other media (e.g.,
TV and books) for mood management [125]. Thus, it should also be interest-
ing to see whether people have a similar strategy to use other media and those
media have similar effects on emotions.
5.2 Diurnal and Seasonal Patterns of Variety-seeking
Do other consumption behaviors vary by time of the day and across seasons?
People may have a different preference (or at least make different choices) at a
different time of the day and different season of the year due to varying levels
of affective preference as we have seen in Chapter 2.
A type of behavior that affective preference may operate on might be
variety-seeking (or even novelty-seeking). Like prior work in affective pref-
erence, previous research in variety-seeking has mainly focused on individ-
ual differences [2] and situational factors [75] rather than within-individual
changes [116]. Given the link between stimulation and variety (e.g., choosing
various items feels stimulating [30, 65]), we can easily speculate that people
may also show particular patterns of diurnal and seasonal patterns of variety-
seeking as a response to both psychophysiological and social needs like the case
in music consumption in Chapter 2.
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It might be even more interesting if we can decompose when people make
choices as a response to psychophysiology process and when people do it as a
social process.
5.3 Diffusion of Cultural Interests
Cultural consumption operates at the transnational level. However, current ef-
forts are often criticized for being overly simplistic in presenting cultural flows
as a simple one-way flow from the core to peripheral countries (reflecting world-
systems theory) [78, 122, 94]. In light of this, a more generalizable analytical
model is required to provide a useful way of seeing how cultural interests flow
across different cultures and are interwoven with everyday life. To approach
this problem, I propose to collect a set of longitudinal lists of popular media
contents (e.g., videos from YouTube and popular topics from Google Trends)
across many countries. Since existing tree-based and dyadic-level of network
approaches are limited to draw a macro-level structure of the flow due to high
connectivity and temporal sparsity of country-to-country relationships derived
from such real-world diffusion data, to model trajectories of cultural interests
across countries representation learning methods (e.g., Word2Vec) might be
very useful.
One challenge might be addressing mechanisms beyond a descriptive out-
come based on a visualization of embeddings. With such new techniques, how-
ever, we can still ask some important questions not only like whether cultural
interests flow from more prestigious countries to less prestigious countries but
also like whether such flow interacts with a network position of a country.
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5.4 Effects of Collective Traces and Recommendations
Although the consumer industry enables people to benefit from recommender
systems and collective traces like comments and view counts in some domains
(e.g., choosing a video to play), neither algorithms nor collective preferences are
available for many everyday decisions. It remains unclear how individuals can
best leverage the experience of others when they consume a product and share
prior experience about the available options with others (from a relatively small
community of peers to a large pool of unknown people). Should they use strate-
gies that aggregate the opinions of many individuals, or is it better to rely on the
opinions of just a few similar network neighbors? Can we also apply insights
from this kind of work in an observational study? These questions are partic-
ularly relevant in the era where human-data interaction is nearly ubiquitous in
practice.
5.5 Data Science Tools for Large-scale and High-dimensional
Observational Data
Throughout this dissertation, we have constantly encountered instances of an-
alyzing large-scale activity and relational datasets to extract insights on human
behaviors. Due to the observational nature of the data, we had to pay special
attention to rule out key confounding factors and alternative explanations. Ro-
bustness checks involve various tasks and techniques, from manual validation
and experiment (Chapter 4) to matching techniques and leveraging natural ex-
periments (Chapter 2).
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Due to the high cost and limited scope of randomized controlled trials, large-
scale observational studies should be continuously necessary. However, since
the standards of validity are going to be higher, we need tools or guidelines
that help researchers produce high-quality predictions and inferences from ob-
servational data. For example, such tools should inform potential confounding
factors whenever possible and help establish causal relationships based on data
and variables. Specific challenges may include identifying generalizable pat-
terns and handling different types of variables (from binary to high-dimensional
data like language).
5.6 Inference of Sociodemographic Attributes of Online Users
While extensive behavioral and relational data are available through various
online sources such as social media and streaming services, previous research
has an important limitation: lack of information about the sociodemographic
characteristics of individual users, often covariates for behavioral and relational
measures.
In this dissertation (Chapter 4 in particular), we have addressed this chal-
lenge by using geocoded traces and connecting an individual user’s multiple
social media profiles and activities. For example, we could infer a user’s in-
come level by identifying a plausible home location as a neighborhood level and
matching the home location to Census records. Also, we could identify the so-
cioeconomic status from one’s geocoded tweets while preserving self-disclosed
demographic information from their corresponding Last.fm profiles.
However, such an approach can be further improved to collect more gran-
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ular data at a greater scale. For example, we can use image-processing based
applications (e.g., Face++ [32]) to infer demographic information such as age,
gender, and ethnicity. Since the performance of such an application can be sub-
standard in a certain context (e.g., it may work well for Asian vs. Black but may
not work well for White vs. Hispanic), we may need to incorporate the appli-
cation’s output with other sociodemographic markers like language usages and
names to improve the performance of the classifications.
Also, inferring socioeconomic status can be more challenging. A notable ex-
ample of a potential solution is identifying a home location based on the most
frequent area of activity and then take a housing price as a proxy of income
level [7]. An issue in this approach is that it is hard to distinguish whether the
home is owned or rented. Also, since this approach pinpoints an individual’s
plausible home location, it may raise some ethical concerns. Despite these limi-
tations, this approach provides a reasonable estimate of the tercile of the income
distribution each individual belongs to.
5.7 Final Thoughts
We need to work out forms of observations appropriate for our new cultural
conditions where substantial quantitative and qualitative changes in cultural
production and participation happened worldwide over a couple of decades.
Because cultural technologies now change with faster speed, we need to keep
looking for new forms and not be satisfied with what we found yesterday.
As can be seen, by the proceeding discussion, this dissertation can lead to
many different research directions. We hope this dissertation can be an inspira-
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tion to some people and we can see more studies in this field.
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APPENDIX A
SUPPLEMENTARY INFORMATION OF CHAPTER 2
(GLOBALMUSIC STREAMING DATA REVEAL DIURNAL AND
SEASONAL PATTERNS OF AFFECTIVE PREFERENCE)
Country Name Musical Intensity Baseline 
Female Male TotalAge 13-24 Age 25-54 Age 55-64 Age Over 65 Age 13-24 Age 25-54 Age 55-64 Age Over 65
United States 0.82831512 3.17 4.00 1.36 1.76 3.32 4.01 1.27 1.41 20.31
Brazil 1.013215721 1.72 2.85 0.53 0.37 1.49 2.80 0.56 0.46 10.78
Mexico 0.999635427 1.18 1.63 0.32 0.30 1.06 1.53 0.27 0.25 6.54
Indonesia 0.744305192 1.50 1.01 0.01 0.05 1.49 2.07 0.02 0.06 6.20
Germany 0.857832623 0.56 1.00 0.37 0.56 0.59 1.02 0.36 0.49 4.95
Philippines 0.680104135 0.89 1.18 0.12 0.13 0.83 1.22 0.14 0.12 4.63
United Kingdom 0.771448609 0.58 0.80 0.24 0.37 0.61 0.83 0.24 0.33 4.00
France 0.767174886 0.62 0.78 0.27 0.14 0.65 0.79 0.25 0.31 3.81
Italy 0.789425956 0.44 0.82 0.19 0.14 0.46 0.80 0.24 0.28 3.39
Spain 0.875204246 0.37 0.67 0.19 0.31 0.39 0.70 0.18 0.23 3.04
Turkey 0.59092227 0.46 0.67 0.01 0.01 0.48 1.10 0.03 0.03 2.80
Argentina 1.107293222 0.52 0.54 0.13 0.19 0.38 0.54 0.12 0.13 2.55
Colombia 1.026238443 0.35 0.63 0.08 0.07 0.33 0.62 0.13 0.09 2.30
Canada 0.778978523 0.29 0.44 0.16 0.23 0.31 0.45 0.15 0.18 2.21
Poland 0.750765111 0.30 0.51 0.03 0.04 0.31 0.53 0.09 0.09 1.90
Japan 0.868370632 0.29 0.37 0.01 0.00 0.38 0.76 0.05 0.02 1.88
Peru 1.126687843 0.28 0.40 0.06 0.04 0.24 0.37 0.07 0.07 1.54
Australia 0.784043711 0.22 0.29 0.09 0.13 0.23 0.30 0.08 0.11 1.44
Malaysia 0.643309891 0.23 0.40 0.02 0.03 0.22 0.40 0.04 0.04 1.36
Chile 1.088352036 0.19 0.24 0.06 0.07 0.18 0.24 0.06 0.05 1.09
Netherlands 0.678077343 0.15 0.21 0.07 0.11 0.15 0.21 0.07 0.09 1.06
Taiwan 0.354642144 0.10 0.34 0.01 0.01 0.11 0.34 0.02 0.01 0.94
Ecuador 1.083445667 0.13 0.21 0.02 0.02 0.12 0.20 0.04 0.03 0.75
Belgium 0.636552148 0.10 0.14 0.05 0.07 0.10 0.14 0.05 0.06 0.71
Guatemala 1.069761795 0.13 0.17 0.01 0.01 0.12 0.16 0.02 0.01 0.63
Sweden 0.831712202 0.09 0.12 0.04 0.07 0.09 0.12 0.04 0.06 0.62
Czech Republic 0.787927426 0.08 0.14 0.01 0.02 0.08 0.15 0.03 0.04 0.56
Portugal 0.741288681 0.09 0.14 0.01 0.02 0.08 0.14 0.03 0.03 0.54
Austria 0.793222967 0.07 0.12 0.02 0.04 0.07 0.12 0.04 0.05 0.51
Switzerland 0.710010378 0.06 0.11 0.03 0.05 0.07 0.11 0.03 0.04 0.51
Dominican Republic 1.058202697 0.09 0.13 0.01 0.01 0.08 0.14 0.02 0.02 0.49
Hungary 0.838234468 0.07 0.13 0.01 0.01 0.06 0.13 0.03 0.02 0.46
Bolivia 1.086961984 0.08 0.13 0.01 0.01 0.08 0.13 0.01 0.01 0.45
Greece 0.5697184 0.05 0.14 0.01 0.01 0.05 0.14 0.02 0.02 0.44
Honduras 1.101194196 0.08 0.10 0.01 0.01 0.07 0.10 0.01 0.01 0.38
Singapore 0.633801547 0.05 0.09 0.02 0.02 0.05 0.09 0.02 0.02 0.37
Denmark 0.840295757 0.05 0.07 0.02 0.04 0.05 0.07 0.02 0.03 0.35
Norway 0.860553202 0.05 0.07 0.02 0.03 0.05 0.07 0.02 0.03 0.33
Paraguay 1.181182803 0.06 0.09 0.01 0.00 0.06 0.09 0.01 0.01 0.32
Ireland 0.726392631 0.05 0.07 0.02 0.02 0.05 0.07 0.02 0.02 0.31
Costa Rica 1.026703782 0.06 0.07 0.01 0.01 0.06 0.07 0.01 0.01 0.31
Finland 0.898012516 0.05 0.06 0.02 0.01 0.05 0.07 0.02 0.02 0.30
El Salvador 1.039896858 0.06 0.08 0.01 0.01 0.05 0.07 0.01 0.01 0.29
New Zealand 0.858512316 0.04 0.06 0.02 0.02 0.05 0.06 0.02 0.02 0.28
Bulgaria 0.835160736 0.03 0.09 0.00 0.01 0.03 0.10 0.00 0.01 0.27
Nicaragua 1.039331207 0.05 0.08 0.00 0.00 0.04 0.07 0.01 0.00 0.26
Slovakia 0.757090092 0.04 0.08 0.00 0.00 0.03 0.08 0.01 0.01 0.24
Panama 1.106890677 0.04 0.05 0.01 0.01 0.03 0.05 0.01 0.01 0.20
Hong Kong 0.508569091 0.02 0.05 0.00 0.00 0.03 0.07 0.00 0.00 0.18
Lithuania 0.691073248 0.02 0.04 0.00 0.01 0.02 0.03 0.01 0.01 0.13
Latvia 0.727272948 0.01 0.03 0.00 0.00 0.02 0.03 0.01 0.01 0.10
Table A.1: Detailed statistics related to baseline comparisons in musical in-
tensity. We report additional information including exact prob-
ability values, degrees of freedom, confidence intervals, and ef-
fect sizes for baseline comparisons between groups to support
our results related to the diurnal and seasonal patterns of affec-
tive preference in musical intensity based on temporal music
consumption of one million Spotify users over a year. We per-
formed all the tests using Welchs two-sample t-test (two-sided)
to correct for unequal size and variance between paired sam-
ples.
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Country Name Musical Intensity Baseline 
Female Male TotalAge 13-24 Age 25-54 Age 55-64 Age Over 65 Age 13-24 Age 25-54 Age 55-64 Age Over 65
United States 0.82831512 3.17 4.00 1.36 1.76 3.32 4.01 1.27 1.41 20.31
Brazil 1.013215721 1.72 2.85 0.53 0.37 1.49 2.80 0.56 0.46 10.78
Mexico 0.999635427 1.18 1.63 0.32 0.30 1.06 1.53 0.27 0.25 6.54
Indonesia 0.744305192 1.50 1.01 0.01 0.05 1.49 2.07 0.02 0.06 6.20
Germany 0.857832623 0.56 1.00 0.37 0.56 0.59 1.02 0.36 0.49 4.95
Philippines 0.680104135 0.89 1.18 0.12 0.13 0.83 1.22 0.14 0.12 4.63
United Kingdom 0.771448609 0.58 0.80 0.24 0.37 0.61 0.83 0.24 0.33 4.00
France 0.767174886 0.62 0.78 0.27 0.14 0.65 0.79 0.25 0.31 3.81
Italy 0.789425956 0.44 0.82 0.19 0.14 0.46 0.80 0.24 0.28 3.39
Spain 0.875204246 0.37 0.67 0.19 0.31 0.39 0.70 0.18 0.23 3.04
Turkey 0.59092227 0.46 0.67 0.01 0.01 0.48 1.10 0.03 0.03 2.80
Argentina 1.107293222 0.52 0.54 0.13 0.19 0.38 0.54 0.12 0.13 2.55
Colombia 1.026238443 0.35 0.63 0.08 0.07 0.33 0.62 0.13 0.09 2.30
Canada 0.778978523 0.29 0.44 0.16 0.23 0.31 0.45 0.15 0.18 2.21
Poland 0.750765111 0.30 0.51 0.03 0.04 0.31 0.53 0.09 0.09 1.90
Japan 0.868370632 0.29 0.37 0.01 0.00 0.38 0.76 0.05 0.02 1.88
Peru 1.126687843 0.28 0.40 0.06 0.04 0.24 0.37 0.07 0.07 1.54
Australia 0.784043711 0.22 0.29 0.09 0.13 0.23 0.30 0.08 0.11 1.44
Malaysia 0.643309891 0.23 0.40 0.02 0.03 0.22 0.40 0.04 0.04 1.36
Chile 1.088352036 0.19 0.24 0.06 0.07 0.18 0.24 0.06 0.05 1.09
Netherlands 0.678077343 0.15 0.21 0.07 0.11 0.15 0.21 0.07 0.09 1.06
Taiwan 0.354642144 0.10 0.34 0.01 0.01 0.11 0.34 0.02 0.01 0.94
Ecuador 1.083445667 0.13 0.21 0.02 0.02 0.12 0.20 0.04 0.03 0.75
Belgium 0.636552148 0.10 0.14 0.05 0.07 0.10 0.14 0.05 0.06 0.71
Guatemala 1.069761795 0.13 0.17 0.01 0.01 0.12 0.16 0.02 0.01 0.63
Sweden 0.831712202 0.09 0.12 0.04 0.07 0.09 0.12 0.04 0.06 0.62
Czech Republic 0.787927426 0.08 0.14 0.01 0.02 0.08 0.15 0.03 0.04 0.56
Portugal 0.741288681 0.09 0.14 0.01 0.02 0.08 0.14 0.03 0.03 0.54
Austria 0.793222967 0.07 0.12 0.02 0.04 0.07 0.12 0.04 0.05 0.51
Switzerland 0.710010378 0.06 0.11 0.03 0.05 0.07 0.11 0.03 0.04 0.51
Dominican Republic 1.058202697 0.09 0.13 0.01 0.01 0.08 0.14 0.02 0.02 0.49
Hungary 0.838234468 0.07 0.13 0.01 0.01 0.06 0.13 0.03 0.02 0.46
Bolivia 1.086961984 0.08 0.13 0.01 0.01 0.08 0.13 0.01 0.01 0.45
Greece 0.5697184 0.05 0.14 0.01 0.01 0.05 0.14 0.02 0.02 0.44
Honduras 1.101194196 0.08 0.10 0.01 0.01 0.07 0.10 0.01 0.01 0.38
Singapore 0.633801547 0.05 0.09 0.02 0.02 0.05 0.09 0.02 0.02 0.37
Denmark 0.840295757 0.05 0.07 0.02 0.04 0.05 0.07 0.02 0.03 0.35
Norway 0.860553202 0.05 0.07 0.02 0.03 0.05 0.07 0.02 0.03 0.33
Paraguay 1.181182803 0.06 0.09 0.01 0.00 0.06 0.09 0.01 0.01 0.32
Ireland 0.726392631 0.05 0.07 0.02 0.02 0.05 0.07 0.02 0.02 0.31
Costa Rica 1.026703782 0.06 0.07 0.01 0.01 0.06 0.07 0.01 0.01 0.31
Finland 0.898012516 0.05 0.06 0.02 0.01 0.05 0.07 0.02 0.02 0.30
El Salvador 1.039896858 0.06 0.08 0.01 0.01 0.05 0.07 0.01 0.01 0.29
New Zealand 0.858512316 0.04 0.06 0.02 0.02 0.05 0.06 0.02 0.02 0.28
Bulgaria 0.835160736 0.03 0.09 0.00 0.01 0.03 0.10 0.00 0.01 0.27
Nicaragua 1.039331207 0.05 0.08 0.00 0.00 0.04 0.07 0.01 0.00 0.26
Slovakia 0.757090092 0.04 0.08 0.00 0.00 0.03 0.08 0.01 0.01 0.24
Panama 1.106890677 0.04 0.05 0.01 0.01 0.03 0.05 0.01 0.01 0.20
Hong Kong 0.508569091 0.02 0.05 0.00 0.00 0.03 0.07 0.00 0.00 0.18
Lithuania 0.691073248 0.02 0.04 0.00 0.01 0.02 0.03 0.01 0.01 0.13
Latvia 0.727272948 0.01 0.03 0.00 0.00 0.02 0.03 0.01 0.01 0.10
Table A.2: Proportion of sample in each demographic group from each of
the 51 countries based on the World Factbook. Countries are
ordered by the proportion of sampled users, which reflects the
country’s relative demographic distributions compared to the
world population distribution, not Spotify’s user distribution
over the globe. Although the population distribution in the
World Factbook breaks populations under age of 25 in age 0–14
and age 15–24, we merged the two age groups (0–14 and 15–24)
into one (13–24) as users need to be 13 or older to sign up for
Spotify.
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Category Group x Group y Mean x Mean y Statistic P-value N x N y DF Conf. Low Conf. High Method Alternative Cohen's D
Day of Week
Tue Mon 0.835435109 0.827878454 39.44044937 0 105868141 103532851 209247088.4 0.007181132 0.007932177 Welch Two Sample t-test two.sided 0.005451711
Wed Mon 0.842948079 0.827878454 79.12743446 0 107681991 103532851 210731017 0.014696355 0.015442895 Welch Two Sample t-test two.sided 0.010893119
Thu Mon 0.852416879 0.827878454 129.6478357 0 109588622 103532851 212095776.5 0.024167463 0.024909387 Welch Two Sample t-test two.sided 0.01777517
Mon Fri 0.827878454 0.879186303 -276.8819033 0 103532851 115918607 215066876 -0.051671041 -0.050944655 Welch Two Sample t-test two.sided 0.037504131
Mon Sat 0.827878454 0.88253005 -296.8924007 0 103532851 118640317 216001423.8 -0.055012383 -0.054290807 Welch Two Sample t-test two.sided 0.040018461
Mon Sun 0.827878454 0.82015569 39.99497199 0 103532851 103762231 207294683.7 0.007344309 0.008101221 Welch Two Sample t-test two.sided 0.005555725
Tue Wed 0.835435109 0.842948079 -39.77168249 0 105868141 107681991 213457812.4 -0.007883213 -0.007142728 Welch Two Sample t-test two.sided 0.005443569
Tue Thu 0.835435109 0.852416879 -90.46565261 0 105868141 109588622 215069695.8 -0.017349685 -0.016613855 Welch Two Sample t-test two.sided 0.012329843
Tue Sat 0.835435109 0.88253005 -258.0829664 0 105868141 118640317 220074976.1 -0.047452594 -0.046737287 Welch Two Sample t-test two.sided 0.034559718
Tue Sun 0.835435109 0.82015569 79.75905997 0 105868141 103762231 209491600.4 0.014903949 0.015654889 Welch Two Sample t-test two.sided 0.011018677
Tue Fri 0.835435109 0.879186303 -238.1436906 0 105868141 115918607 218857960.8 -0.044111274 -0.043391114 Welch Two Sample t-test two.sided 0.032050873
Wed Thu 0.842948079 0.852416879 -50.75956349 0 107681991 109588622 217169032.1 -0.009834416 -0.009103184 Welch Two Sample t-test two.sided 0.006887786
Wed Sat 0.842948079 0.88253005 -218.3555197 0 107681991 118640317 223048550.1 -0.039937259 -0.039226681 Welch Two Sample t-test two.sided 0.029097133
Wed Sun 0.842948079 0.82015569 119.6950333 0 107681991 103762231 210987372.2 0.022419172 0.023165607 Welch Two Sample t-test two.sided 0.016468686
Wed Fri 0.842948079 0.879186303 -198.5449269 0 107681991 115918607 221605010.2 -0.036595954 -0.035880492 Welch Two Sample t-test two.sided 0.026594166
Thu Sat 0.852416879 0.88253005 -167.2625504 0 109588622 118640317 225990122.7 -0.030466033 -0.029760308 Welch Two Sample t-test two.sided 0.022178532
Thu Sun 0.852416879 0.82015569 170.4752612 0 109588622 103762231 212364326.8 0.031890281 0.032632098 Welch Two Sample t-test two.sided 0.023359666
Thu Fri 0.852416879 0.879186303 -147.6609376 0 109588622 115918607 224302855.6 -0.027124745 -0.026414102 Welch Two Sample t-test two.sided 0.019683184
Sat Fri 0.88253005 0.879186303 19.01332177 1.32E-80 118640317 115918607 234397272 0.002999061 0.003688433 Welch Two Sample t-test two.sided 0.002483171
Sun Fri 0.82015569 0.879186303 -318.6054193 0 103762231 115918607 215374929.8 -0.059393751 -0.058667474 Welch Two Sample t-test two.sided 0.043131011
Sat Sun 0.88253005 0.82015569 338.8974547 0 118640317 103762231 216322887.8 0.062013627 0.062735093 Welch Two Sample t-test two.sided 0.04565428
Region
Europe North America 0.804062884 0.829946942 -12.58603664 2.55164E-36 282710 223258 511069.129 -0.029914869 -0.021853246 Welch Two Sample t-test two.sided 0.034671667
Europe Asia 0.804062884 0.697934455 50.6626565 0 282710 181845 442405.1465 0.102022674 0.110234184 Welch Two Sample t-test two.sided 0.144901421
Europe Latin America 0.804062884 1.053349994 -134.9161023 0 282710 286146 574690.2806 -0.252908581 -0.245665638 Welch Two Sample t-test two.sided 0.350555599
Europe Oceania 0.804062884 0.806838996 -0.477686961 0.63287825 282710 17076 19986.46569 -0.014167271 0.008615048 Welch Two Sample t-test two.sided 0.003617257
North America Asia 0.829946942 0.697934455 61.5257519 0 223258 181845 414322.599 0.127807085 0.136217888 Welch Two Sample t-test two.sided 0.189194313
North America Latin America 0.829946942 1.053349994 -117.2618022 0 223258 286146 472013.5272 -0.227137115 -0.219668988 Welch Two Sample t-test two.sided 0.328400013
North America Oceania 0.829946942 0.806838996 3.963566368 7.40918E-05 223258 17076 20239.72624 0.011680498 0.034535395 Welch Two Sample t-test two.sided 0.032095317
Asia Latin America 0.697934455 1.053349994 -182.6035716 0 181845 286146 393897.3981 -0.359230381 -0.351600696 Welch Two Sample t-test two.sided 0.539446448
Asia Oceania 0.697934455 0.806838996 -18.63627255 7.08663E-77 181845 17076 20426.15723 -0.120358635 -0.097450446 Welch Two Sample t-test two.sided 0.160254452
Latin America Oceania 1.053349994 0.806838996 42.79902738 0 286146 17076 19285.2554 0.235221419 0.257800577 Welch Two Sample t-test two.sided 0.375845241
Gender F M 0.84409257 0.880858431 -26.04153712 1.8755E-149 487251 503784 1033791.987 -0.039532973 -0.033998749 Welch Two Sample t-test two.sided 0.051209544
Age Group
20-29 10-19 0.969895324 1.162041457 -129.3459251 0 314448 216634 517818.7169 -0.195057708 -0.189234558 Welch Two Sample t-test two.sided 0.347446522
30-39 10-19 0.840987933 1.162041457 -172.3417831 0 192220 216634 342105.8799 -0.324704731 -0.317402316 Welch Two Sample t-test two.sided 0.550737547
10-19 40-49 1.162041457 0.768624678 145.4267506 0 216634 82349 111843.6606 0.388114515 0.398719044 Welch Two Sample t-test two.sided 0.706396603
10-19 Over 50 1.162041457 0.483620946 316.6248121 0 216634 228303 354180.8696 0.674220953 0.682620069 Welch Two Sample t-test two.sided 0.936054685
20-29 30-39 0.969895324 0.840987933 68.61353999 0 314448 192220 366814.2859 0.125225105 0.132589677 Welch Two Sample t-test two.sided 0.204875392
20-29 40-49 0.969895324 0.768624678 74.10005128 0 314448 82349 113959.3449 0.195946934 0.20659436 Welch Two Sample t-test two.sided 0.322676883
20-29 Over 50 0.969895324 0.483620946 225.4961055 0 314448 228303 371121.5471 0.482047771 0.490500985 Welch Two Sample t-test two.sided 0.659180175
30-39 40-49 0.840987933 0.768624678 24.61658685 1.559E-133 192220 82349 148325.8722 0.066601672 0.07812484 Welch Two Sample t-test two.sided 0.104803258
30-39 Over 50 0.840987933 0.483620946 146.9524136 0 192220 228303 416015.0847 0.352600625 0.36213335 Welch Two Sample t-test two.sided 0.444446878
40-49 Over 50 0.768624678 0.483620946 91.21820439 0 82349 228303 180573.541 0.278879945 0.291127518 Welch Two Sample t-test two.sided 0.334383127
Chronotype
Evening Afternoon 0.902819466 0.861249247 26.69846012 5.77E-157 347369 444035 784687.5074 0.038518498 0.04462194 Welch Two Sample t-test two.sided 0.059063892
Evening Morning 0.902819466 0.833943147 31.99292133 3.39E-224 347369 150011 288846.9766 0.064656771 0.073095867 Welch Two Sample t-test two.sided 0.098042958
Evening Night Owl 0.902819466 0.683628582 53.60016987 0 347369 49620 60904.8013 0.211175709 0.22720606 Welch Two Sample t-test two.sided 0.30329535
Afternoon Morning 0.861249247 0.833943147 13.03924483 7.52E-39 444035 150011 267198.8545 0.023201628 0.031410572 Welch Two Sample t-test two.sided 0.038324742
Afternoon Night Owl 0.861249247 0.683628582 43.76223225 0 444035 49620 59132.83571 0.169665468 0.185575864 Welch Two Sample t-test two.sided 0.243160234
Morning Night Owl 0.833943147 0.683628582 34.77486272 7.33E-263 150011 49620 74974.20983 0.141842472 0.158786659 Welch Two Sample t-test two.sided 0.196457238
Hemisphere Northern Southern 0.824294572 0.975670307 -99.22659764 0 739251 251784 505996.9196 -0.154365778 -0.148385694 Welch Two Sample t-test two.sided 0.211668974
Table A.3: Country names included and excluded for analyses. Countries
collected from YouTube in this study.
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Figure A.1: Seasonal variations in affective preferences revealed by music
streaming exhibit robust patterns across different geographic
regions and user groups.
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Figure A.2: Affective preferences revealed through music selection varies
from month to month, but daily differences are seasonally ro-
bust.
Figure A.3: The hourly distribution of plays from global music streaming
data.
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Figure A.4: Principal component analysis (PCA) of 11 musical attributes
identified a first principal component corresponding to musi-
cal intensity.
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Figure A.5: Regression discontinuity analysis reveals no impact of day-
light saving time (DST) transitions on musical intensity.
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APPENDIX B
SUPPLEMENTARY INFORMATION OF CHAPTER 3
(CULTURAL VALUES AND CROSS-CULTURAL VIDEO CONSUMPTION
ON YOUTUBE)
Countries	  excluded	  in	  the	  regression	  
BHR	   Bahrain	   OMN	   Oman	  
BIH	   Bosnia	  and	  Herzegovina	   QAT	   Qatar	  
CZE	   Czech	  Republic	   ROU	   Romania	  
DZA	   Algeria	   SVK	   Slovakia	  
GRC	   Greece	   TUN	   Tunisia	  
HUN	   Hungary	   UGA	   Uganda	  
MKD	   Macedonia,	  Republic	  of	   UKR	   Ukraine	  
MNE	   Montenegro	   YEM	   Yemen	  
Countries	  included	  in	  the	  regression	  
ARE	   United	  Arab	  Emirates	   KEN	   Kenya	  
ARG	   ArgenMna	   KOR	   Korea,	  Republic	  of	  
AUS	   Australia	   KWT	   Kuwait	  
AUT	   Austria	   LBN	   Lebanon	  
BEL	   Belgium	   LTU	   Lithuania	  
BGR	   Bulgaria	   LVA	   Latvia	  
BRA	   Brazil	   MAR	   Morocco	  
CAN	   Canada	   MEX	   Mexico	  
CHE	   Switzerland	   MYS	   Malaysia	  
CHL	   Chile	   NGA	   Nigeria	  
COL	   Colombia	   NLD	   Netherlands	  
DEU	   Germany	   NOR	   Norway	  
DNK	   Denmark	   NZL	   New	  Zealand	  
EGY	   Egypt	   PER	   Peru	  
ESP	   Spain	   PHL	   Philippines	  
EST	   Estonia	   POL	   Poland	  
FIN	   Finland	   PRT	   Portugal	  
FRA	   France	   RUS	   Russian	  FederaMon	  
GBR	   United	  Kingdom	   SAU	   Saudi	  Arabia	  
GHA	   Ghana	   SEN	   Senegal	  
HKG	   Hong	  Kong	   SGP	   Singapore	  
HRV	   CroaMa	   SRB	   Serbia	  
IDN	   Indonesia	   SVN	   Slovenia	  
IND	   India	   SWE	   Sweden	  
IRL	   Ireland	   THA	   Thailand	  
ISR	   Israel	   TUR	   Turkey	  
ITA	   Italy	   TWN	   Taiwan,	  Republic	  of	  China	  
JOR	   Jordan	   USA	   United	  States	  of	  America	  
JPN	   Japan	   ZAF	   South	  Africa	  
Table B.1: Country names included and excluded for analyses.
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