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Image and video object selection present fundamental research problems in
the computer vision field and have many practical applications. They are
important technologies in image and video editing, film production, robotics
and autonomous driving etc. Previous methods have serious limitations for
those tasks for several reasons. First, most of them use some low-level,
handcrafted features which are not optimal. Second, they also lack the high-
level understanding of “objectness” and semantics. Last but not the least,
their generalization ability on unconstrained scenarios is very poor. Recently,
deep learning has become the dominant method for computer vision tasks
including recognition and detection since it cannot only learn good feature
representation in an end-to-end manner but it is also e↵ective at capturing
the high-level semantics. However, its exploration in image and video object
selection is still impoverished. Therefore, in this thesis we propose several
novel deep-learning based methods to tackle the limitations in image and
video object selection. Our algorithms are easy to understand and e↵ective.
Experimental results clearly demonstrate the superiority of our algorithms
over previous methods. Some highlights include the following: (1) Our in-
teractive segmentation algorithm is the first deep-learning based algorithm
and achieves the state-of-the-art results on both small-scale and large-scale
benchmarks. (2) Our rectangle-based algorithm novelly transforms rectan-
gle inputs to attention-like distance maps and achieves robust performance
for sloppy user selections or misplaced detection boxes. (3) Our image mat-
ting algorithm is the first to demonstrate the feasibility of learning an alpha
matte end-to-end given an image and trimap. It also achieves state-of-the-art
results on image matting and video matting benchmarks. (4) Our video ob-
ject segmentation method combines CNN network with RNN memory cells
to learn both good image feature representation and the temporal-spatial
coherence.
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Image object segmentation and video object segmentation are ways to sepa-
rate an object from either an image or a video. They provide fundamental re-
search problems in computer vision and human computer interaction (HCI).
They are also the key technologies for many practical applications including
image and video editing, robotics, autonomous driving etc. Therefore numer-
ous algorithms have been proposed for object segmentation tasks during the
past decades. Many algorithms (such as Graph cut [1], Grabcut [2], dense
CRF [3] etc.) are quite useful in not only advancing the technologies for
image and video object segmentation but also inspiring researchers in other
related fields.
Unfortunately, the tasks of image and video segmentation were far away
from being well solved by previous algorithms because they all have serious
limitations and intrinsic problems. First, many methods only use hand-
crafted low-level features such as color, texture and boundary information,
which have been proven to lack representation power and easily cause con-
fusion when the image or the video has similar background and foreground
colors or cluttered textures. Second, many methods do not have the seman-
tic understanding of “objectness”. For example, given an image containing
a person wearing a white shirt and a black jeans, there is a large chance for
a previous color-based image segmentation algorithm to segment the person
into two di↵erent parts. However, a human can easily identify the person as
a whole object no matter how di↵erent the colors of clothes the person wears.
This is mainly because the human perception system has a great ability of
understanding high-level context and semantics while most previous algo-
rithms do not have the capability. Last but not the least, previous methods
are usually trained on very small-scale datasets. Therefore it is very di cult
for them to generalize well on unseen objects or di↵erent test datasets. In
fact, as a perfect segmentation “algorithm”, the human perception system
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has a major advantage over computer vision algorithms such that it has the
ability to process numerous visual information that we see everyday.
Recently, a new type of machine learning algorithms called “Deep Learn-
ing” or “Deep Neural Networks (DNNs)” has drawn great interest and at-
tention from both academia and industries. In comparison to traditional
“shallow” models, deep learning has several obvious advantages. First, its
learning framework is end-to-end, which means it can directly take some raw
input signals (such as speech, sentences or images/video frames) and produce
the desired outputs (such as classification labels, new images or arbitrary
outputs). This omnipotent framework greatly alleviates researchers from de-
signing handcrafted, complicated, domain-specific features, which are usually
the key components for e↵ective algorithms. In fact, the learned feature rep-
resentation by deep learning is much more powerful than previous low-level,
handcrafted features since the learning process of DNNs is to find the most
representative features to optimize its loss function, which is obviously better
than empirically designed features. In addition, its deep, multi-layer struc-
ture is very good at capturing di↵erent levels of feature representation. For
example, in Convolutional Neural Networks (CNNs) which is one popular
type of DNNs for computer vision tasks, its filters at more shallow layers are
very similar to previous low-level features (such as Scale-Invariant Feature
Transform (SIFT) [4] and wavelet transform [5]) while its filters at deeper
layers contain more high-level and semantic information. Such structure is
believed to mimic the human visual system [6, 7, 8], and thus has better
performance.
Another big advantage of DNNs is their good generalization ability on
di↵erent datasets and tasks. Thanks to recent advances of the Graphic Pro-
cessing Unit (GPU), deep learning algorithms are able to leverage paral-
lel computing to train on very large-scale datasets (e.g. millions of images).
Learning from large-scale datasets not only helps DNNs overcome the overfit-
ting problem, but also learn a more general and better feature representation
which is powerful in two ways: 1) DNNs trained on some datasets usually
have good performance on some new datasets of the same task; 2) DNNs
trained for one task are also useful for other related tasks. For example, the
AlexNet [9] and VGGNet [10] are trained on the Image Large Scale Visual
Recognition Challenge dataset [11] while they also achieved very good perfor-
mance on other recognition datasets such as the PASCAL VOC dataset [12].
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Graph cut Ours GT
Figure 1.1: The comparison between our method and the graph cut
method [1]. “GT” denotes the ground truth.
In addition, even though they are only trained for the image recognition
task, the two networks are used quite often as the initialization models for
DNNs of other tasks including object detection [13, 14], semantic segmenta-
tion [15, 16], boundary detection [17].
The stated advantages suggest that deep learning has the potential to
solve image/video object selection. However, although it has been applied
successfully in many other computer vision tasks, deep learning has not been
well explored in the field of object selection. Therefore, in this thesis, we
propose several novel ideas of leveraging deep learning for these challenging
tasks with improvement over previous methods by a large margin. Specifi-
cally, our algorithms solve the task of interactive object segmentation,
rectangle-based segmentation, image matting and video object seg-
mentation.
Interactive object segmentation (also known for interactive segmen-
tation) has become a very popular research area in recent years. It enables
users to select objects of interest accurately by interactively providing inputs
such as strokes and bounding boxes. The selected results are useful for var-
ious applications such as localized editing and image/video composition. In
order to get accurate segmentation, previous algorithms require substantial
user interactions to have a good estimation of the foreground/background
distributions. In contrast, in Chapter 3 we present an novel deep-learning
based algorithm which simplifies user interactions to a few clicks, with one or
3
GrabCut Ours GT
Figure 1.2: The comparison between our method and the GrabCut
method [2]. The two images are from the GrabCut dataset. “GT” denotes
the ground truth.
two clicks usually giving reasonably good results. Figure 1.1 shows the com-
parison between our method and the graph cut method [1]. The advantage of
our approach over the others is the capability to understand objectness and
semantics by leveraging deep learning techniques. To our best knowledge,
this is the first work that solves interactive segmentation in the framework
of deep learning.
Rectangle-based segmentation is a common task in many computer
vision problems such as interactive segmentation and instance segmentation.
It can automatically segment an object given a surrounding rectangle pro-
vided either by manual or some detection algorithms and thus has many
practical applications. Most previous rectangle-based segmentation methods
assume the rectangles tightly covers the object of interest. However, it is
common that a rectangle input could be too large or too small. In Chapter 4
we present a novel segmentation approach which is robust to the misplace-
ment of rectangle inputs. The main novelty of our method is that we use
a rectangle as soft constraints instead of hard constraints. Specifically, a
rectangle is transformed into a Euclidean distance map which is similar to
an attention map and also good to keep the global context of the images.
As a result, our approach gets accurate segmentation results given sloppy
rectangles. Figure 1.2 shows some examples of our method compared to the
4
Image Trimap Closed-form Ours
Figure 1.3: The comparison between our method and the closed-form
matting [18]. The first image is from the Alpha Matting benchmark and
the second image is from our 1000 testing images.
GrabCut method [2]. In addition, 1) we also propose a new approach to
provide a unique pixel-level labeling for instance segmentation, a problem
largely dismissed previously. 2) We find that our models trained on rectan-
gle inputs generalize well on arbitrary closed-curve inputs, without requiring
any re-training.
Image matting, the problem of accurate foreground estimation in images
and videos, has significant practical importance. It is a key technology in
image editing, film production, and e↵ective natural image matting methods
can greatly improve current professional workflows. Unfortunately, current
matting approaches do not generalize well to typical everyday scenes due
to the limitations in their approaches. The first limitation is that current
methods rely largely on color as the distinguishing feature (often along with
the spatial position of the pixels), making them incredibly sensitive to sit-
uations where the foreground and background color distributions overlap,
which unfortunately is the common case for natural images, often leading
to low-frequency “smearing” or high-frequency “chunky” artifacts depend-
ing on the method (see Figure 1.3 top row). The second limitation is due to
the focus on a very small dataset. Most of current approaches are trained
on the alphamatting dataset which contains only 27 training images and 8
test images. Due to the size and constraints of the dataset (e.g. indoor lab
scenes, indoor lighting, no humans or animals), it is by its nature biased, and
methods are incentivized to fit to this data for publication purposes.
To overcome these limitations, in Chapter 5 we present a novel algorithm
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which uses deep learning to directly compute the alpha matte given an input
image and trimap. Instead of relying primarily on color information, our
network can learn the natural structure that is present in alpha mattes. We
also show that our algorithm is more robust to trimap placement than other
methods. In fact, we can produce great results even when there is no known
foreground and/or background in the trimap while most methods cannot
return any result (see Figure 1.3 bottom row). In addition, we collect a
large-scale image matting dataset to train our network. Obtaining a ground
truth dataset using the method of [19] would be very costly and cannot
handle scenes with any degree of motion (and consequently cannot capture
humans or animals). Instead, we first extract images with objects on simple
backgrounds and then composite them onto new background images which
provide us with 49300 training images and 1000 test images.
Video object segmentation is a more challenging task than image ob-
ject segmentation. Given the first frame of a video and the segmentation
mask of the object-of-interest, it requires the automatic segmentation of the
same object in the following frames. Because the selected objects are usu-
ally not stationary and may have large appearance changes, many di↵erent
types of information (e.g. color, boundary and motion) need to be combined
to achieve good results. Previous methods commonly use some graph-cut
based optimization to integrate many such features. However, such a process
involves too many manual-designed steps and thus is not optimal. Recently,
some deep-learning based methods have been proposed for this task. Most of
them use image-based CNN models to process each frame independently or
only use two consecutive frames at each step. Obviously it cannot guarantee
the spatial-temporal coherence of the segmented results and may also cause
the error-drifting problem. Therefore in Chapter 6 we propose a novel re-
current neural network (RNN) based method to solve the problems. RNN is
commonly used to model sequential inputs such as text, speech and videos. It
has achieved the state-of-the-art results in tasks including speech recognition,
language translation and others. However, it has been applied successfully for
the video object segmentation problem. There are mainly two reasons. First,
there is no large-scale annotated video segmentation dataset while RNN mod-
els usually need large amount of data for training. With only hundreds of
videos, RNN models cannot even converge very well. Second, image-based
data (e.g. video frames) usually require deep network structures to learn good
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representations. However, it is hard to train deep RNN structures.
To solve these problems, we not only collect the first large-scale video ob-
ject segmentation dataset which consists of around 2000 YouTube videos and
sparsely annotated frames, but also propose to combine a CNN-based model
with RNN memory units to learn both good image-level feature represen-
tation as well as temporal-spatial coherence. Experimental results demon-
strated the e↵ectiveness of the proposed method.
In summary, the contributions of this thesis to image and video object
selection include:
• Our interactive selection algorithm is the first algorithm that e↵ectively
incorporates user interaction with current deep learning techniques.
• Our interactive selection algorithm leverages several sampling strategies
which can represent users’ click behaviors well and obtain the required
training data inexpensively.
• Our rectangle-based segmentation algorithm treats rectangles as soft
constraints and transforms them into attention-like distance maps, and
therefore is very robust to the misplacement of rectangles.
• Our rectangle-based segmentation algorithm trained on rectangle sam-
ples even works for arbitrary closed curves, without retraining.
• Our image matting algorithm is the first to demonstrate the ability to
learn an alpha matte end-to-end given an image and trimap.
• We collect a large-scale image matting dataset which contains 49300
training images and 1000 test images.
• We collect a large-scale video object selection dataset which includes
around 2000 YouTube videos and 40 common object classes such as
persons, vehicles and animals.
• Our video object selection algorithm combines a CNN-based model
with RNN memory unites, which can learn both good image feature




In this chapter, we briefly review previous works related to our research. It
can be divided into the following sections.
2.1 Deep learning
Traditional machine-learning algorithms require domain expertise to design
handcrafted features to transform data in their raw form to feature vectors,
then some “shallow” models (such as support vector machine (SVM) [20],
decision trees [21] etc.) are applied as the learning algorithm. In contrast,
deep learning is a type of representation learning which allows machines to
take raw data and automatically compute the feature representation and
learning parameters. A DNN is usually composed of several layers of simple
but non-linear modules that abstract the input raw data into di↵erent levels
of representation. The key di↵erence between deep learning and conventional
algorithms is that the di↵erent layers of representation are not designed by
human expertise or prior knowledge, but are learned directly from data.
The basic idea of deep learning has been explored by the machine learning
community for a long time. In the 1980s, researchers found that stochastic
gradient descent can be used to train the multilayer structure of deep learn-
ing. To compute derivatives with respect to an object function, the backprop-
agation procedure [22] can be applied, which is nothing more than applying
the chain rule for derivatives. In addition, di↵erent kinds of non-linear mod-
ules have been experimented and one of the most e↵ective so far is called
rectified linear unit (ReLU) [23], which is simply equal to f(z) = max(z, 0).
Compared to the sigmoid (f(z) = 1
1+exp( z)) or other modules, ReLU usually
learns much faster for a deep network structure.
Despite recent great successes, neural networks have been largely dismissed
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by the researchers in computer vision, speech recognition and machine learn-
ing since the late 1990s. Following are the main reasons neural networks did
not work at that time. First, previous hardware was not powerful enough
to support neural networks to be trained e ciently with many layers. Sec-
ond, previous dataset were mostly small scale and thus insu cient to train
deep neural networks. In addition, researchers also commonly thought that
the simple stochastic gradient descent would trap neural networks to local
minima, which has been proved to be rarely a problem given the scale of
current DNNs and dataset [24, 25]. However, deep learning has shown its
promising aspects in several research areas since the 2000s. For example,
in 2006 researchers leveraged the “pre-training” technique to initialize the
parameters of DNNs in an unsupervised fashion and achieved remarkable re-
sults for handwritten digits recognition and pedestrian detection [26, 27, 28].
In 2009, a similar strategy was employed to train a DNN for speech recog-
nition [29, 30], where short temporal windows of coe cients extracted from
sound waves are mapped to a set of probabilities of speech. The real break-
through of deep learning in computer vision was made in 2012 where re-
searchers trained a DNN on a million images with 1000 di↵erent classes for
the ImageNet competition [9]. They achieved record-breaking results which
are almost half of the error rates of the second best approach. Since then
deep learning has become the dominant learning algorithm for computer vi-
sion problems such as image recognition [10, 31], image detection [13, 14, 32]
and image segmentation [15, 33, 16]. It also produced extremely promising
results in other areas including drug molecules [34], predicting the e↵ects
of mutations in non-coding DNA on gene expression and disease [35, 36],
sentiment analysis [37], question answering [38], language translation [39]
and many more. Please refer to [40, 41] for more reviews of deep learning
techniques.
2.2 Interactive object segmentation
Interactive segmentation has been studied for many years. There are many
interactive approaches, such as contour-based methods [42, 43] and bounding
box methods [2]. Stroke-based methods are popular, and use a number of
underlying algorithms, including normalized cuts [44], graph cut [1, 45, 46],
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geodesics [47, 48], the combination of graph cut and geodesics [49, 50] and
random walks [51]. However, all these previous algorithms estimate the
foreground/background distributions from low-level features. Unfortunately,
low-level features are insu cient at distinguishing the foreground and back-
ground in many cases, such as in images with similar foreground and back-
ground appearances, complex textures and appearances, and di cult lighting
conditions. In such cases, these methods struggle and require excessive user
interaction to achieve desirable results. In contrast, our FCN model is trained
end-to-end and has a high-level understanding of objectness and semantics,
therefore simplifying user interactions to just a few clicks.
The task of semantic segmentation is closely related to interactive seg-
mentation. Many algorithms have been proposed in the past [52, 53, 54].
Due to the great improvements on image classification and detection by deep
neural networks, especially the convolutional neural networks (CNNs), many
researchers have recently applied CNNs to the problem of semantic segmenta-
tion. Farabet et al. [55] use a multi-scale convolutional network trained from
raw pixels for scene labeling. Girshick et al. [14] apply CNNs to bottom-up
regions proposals for object detection and segmentation and greatly improve
over previous low-level-feature-based approaches. Long et al. [56] adapt high-
capacity CNNs to FCNs which can be trained end-to-end, pixels-to-pixels and
leverage a skip architecture which combines model responses at multiple lay-
ers to get finer results. However, as explained in the introduction, semantic
segmentation is not directable for interactive segmentation. Our model is
based on FCNs but di↵erent from [56] in two main points. 1) Our model is
trained on randomly generated (image, user interactions) pairs which are the
concatenations of RGB channels and transformed Euclidean distance maps.
2) Our model has only two labels – “object” and “background”.
Other work has looked at improving the boundary localization of CNN
semantic segmentation approaches. Chen et al. [33] combine the outputs
of FCNs with fully connected CRF. Zheng et al. [16] formulate mean-field
approximate inference as RNNs and train with FCNs end-to-end. They im-
prove the mean intersection over union (IU) accuracy of FCNs from 62.2%
to 71.6% and 72% respectively. Although our FCN models are quite general
to be combined with their approaches, their segmentation results are far less
acceptable for the interactive segmentation task. Therefore, we propose a
simple yet e↵ective approach that combine graph cut optimization with our
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FCN output maps, which enables our algorithm to achieve high IU accuracy
with even a single click.
2.3 Bounding-box based segmentation
The problem of computing a segmentation given a bounding box was intro-
duced by Rother et al. [2]. It computes a segmentation by iterating between
computing foreground/background color models given a segmentation and
computing a segmentation given foreground/background color models. Im-
provements to this method include optimizing the segmentation and color
models in one step [57] and adding a spatial extent prior [58]. However,
these models all rely on basic color and edge information and do not use
higher-order knowledge like the structure and shape of objects.
Detection-based instance segmentation methods also provide ways of com-
puting a segmentation given a bounding box. Other works [59, 60, 61] are
most relevant to ours as they use neural nets to compute the segmentation.
Li et al. [59] trains a network that takes a heatmap of the segmentation as
well as an image and produces a new heatmap. At test time, a heatmap is
generated using [62] and then several iterations of the network are performed
to get a solution. Dai et al. [60] use a network consisting of a region-of-
interest pooling and two fully connected layers to compute a mask given a
bounding box. Liang et al. [61] train an instance-level segmentation neural
network that takes an initial object proposal and a number of CNN feature
maps and that is applied iteratively to refine the segmentation. These meth-
ods each compute their segmentation within the bounding box and are thus
sensitive to its placement. In contrast, we allow loosely placed rectangles
and generate a segmentation without need of a preliminary segmentation or
multiple iterations of processing.
2.4 Instance-level semantic segmentation
One approach to instance segmentation is to compute segments from com-
puted detections or proposals. Some approaches [63, 64, 65] use object
proposal algorithms to produce bounding boxes and segmentation masks.
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Then CNN features are extracted in those regions and used for classifi-
cation. As mentioned above, other methods explicitly use detection algo-
rithms to produce the bounding boxes and then compute a segmentation
from them [62, 60, 59, 61]. This line of work falls short of specifying exactly
which pixels in an image belong to which object as they can return multiple
bounding boxes for a single object, often with di↵erent class labels, and can
also return overlapping segmentation for adjacent objects.
Another approach to instance segmentation is to compute a labeling of
the image where every pixel is labeled with its class and instance. Tighe et
al. [66] computes a semantic, instance, and depth order labeling of an image
by optimizing over an energy function including terms based on detection
scores and region similarity to a retrieval set. Silberman et al. [67] minimizes
a coverage score over a segmentation tree to compute semantic and instance
labels in RGB-D images of indoor scenes. Zhang et al. [68] jointly solves
for instance-level segmentation and depth ordering of a single class, cars, by
formulating a Markov random field over potentials generated using CNNs.
An advantage of this approach is that there is no ambiguity in each pixel’s
class and object assignment.
2.5 Image matting
Current matting methods rely primarily on color to determine the alpha
matte, along with positional or other low-level features. They do so through
sampling, propagation, or a combination of the two.
In sampling-based methods [69, 70, 71, 72, 73, 74], the known foreground
and background regions are sampled to find candidate colors for a given
pixel’s foreground and background, then a metric is used to determine the
best foreground/background combination. Di↵erent sampling methods are
used, including sampling along the boundary nearest the given pixel [71],
sampling based on ray casting [72], searching the entire boundary [74], or
sampling from color clusters [73, 75]. The metric to decide among the sam-
pled candidates nearly always includes a matting equation reconstruction
error, potentially with terms measuring the distance of samples from the
given pixel [71, 74] or the similarity of the foreground and background sam-
ples [71, 73], and formulations include sparse coding [75] and KL-divergence
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approaches [76, 77]. Higher-order features like texture [78] have been used
rarely and have limited e↵ectiveness.
In propagation methods, the matting equation Equation 5.1 is reformu-
lated such that it allows propagation of the alpha values from the known
foreground and background regions into the unknown region. A popular ap-
proach is closed-form matting [18] which is often used as a post-process after
sampling [71, 74, 73]. It derives a cost function from local smoothness as-
sumption on foreground and background colors and finds the globally optimal
alpha matte by solving a sparse linear system of equations. Other propaga-
tion methods include random walks [79], solving Poisson equations [80], and
nonlocal propagation methods [81, 82, 83].
Recently, several deep learning works have been proposed for image mat-
ting. However, they do not directly learn an alpha matte given an image
and trimap. Shen et al. [84] use deep learning for creating a trimap of a
person in a portrait image and use [18] for matting through which matting
errors are backpropagated to the network. Cho et al. [85] take the matting
results of [18] and [83] and normalized RGB colors as inputs and learn an
end-to-end deep network to predict a new alpha matte. Although both our
algorithm and the two works leverage deep learning, our algorithm is quite
di↵erent from theirs. Our algorithm directly learns the alpha matte given an
image and trimap while the other two works rely on existing algorithms to
compute the actual matting, making their methods vulnerable to the same
problems as previous matting methods.
2.6 Video object segmentation dataset
In the computer vision field, many deep learning algorithms have been pro-
posed for image understanding, such as image recognition, image detection
and image segmentation. However, people live in a dynamic world. In com-
parison to static images, videos contain more useful information (e.g. tem-
poral and spatial information) and are thus more complicated. Recently
researchers have raised great interest on video understanding tasks. For ex-
ample, a large-scale video detection challenge [11] and a large-scale video
activity recognition challenge [86] were held in 2015 and 2016 respectively.
Some large-scale video datasets have been proposed to solve specific video
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understanding tasks. For example, the video detection dataset [11] has more
than 5k videos and per-frame ground truth bounding boxes. The Activi-
tyNet [86] has 20k videos and each video has an activity label. However,
there is still not a large-scale video segmentation dataset. Segmentation is a
fundamental problem in the computer vision field and has great research val-
ues in di↵erent areas. For example, commercially, segmentation algorithms
can be applied on user personal data (e.g. images and videos) as well as
some industrial products (e.g. movies and ads). Autonomous driving is an-
other important direction for video segmentation. Therefore, it is desirable
to have some advanced video segmentation algorithms to meet those needs.
However, the lack of a large-scale video segmentation dataset limit the de-
velopment of video segmentation algorithms especially deep-learning based
ones.
In comparison to other vision tasks such as recognition and detection, it
is more di cult to collect segmentation ground truth. Because segmentation
requires pixel-level annotations while recognition and detection only require
image-level and object-level annotations. It is even more labor expensive
for collecting video segmentation ground truth since each video is usually
composed of hundreds of frames. Currently the largest available video seg-
mentation dataset [87] has only 100 videos and each video is only annotated
at every 10 or 20 frames. Therefore the quantity of previous video segmen-
tation data is insu cient for deep-learning based algorithms. Furthermore,
previous segmentation annotation approaches such as the LabelMe annota-
tion tool [88] generally ask annotators to label several key points along object
boundaries and then draw polygons to connect the key points. This kind of
ground truth is not accurate enough for the real-life applications such as
autonomous driving and medical image/video segmentation. Therefore the
quality of previous segmentation data limits the performance of video seg-
mentation algorithms.
2.7 Video object segmentation methods
The disadvantages of previous video segmentation algorithms compared to
deep neural networks include the use of low-level features and separate op-
timization techniques. Grundmann et al. [89] first over-segment a video into
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space-time regions by some handcrafted features, and then construct a re-
gion graph over the segments and iteratively repreat the process to create
a hierarchy of segmentation. Khoreva et al. [90] propose to combine clus-
tering and segmentation methods to learn must-link constraints for video
segmentation with spectral clustering. Papazoglou and Ferrari [91] integrate
appearance models and temporal models in a Conditional Random Fields
optimization framework. However, as stated, these algorithms are limited by
the representation power of low-level features. In addition, these algorithms
are learned on small-scale video segmentation datasets, which usually only





Interactive object selection is a very important research problem and has
many applications. Previous algorithms require substantial user interactions
to estimate the foreground and background distributions. In this chapter,
we present a novel deep-learning-based algorithm [92] which was published
in 2016 IEEE Conference on Computer Vision and Pattern Recognition. Our
algorithm has a much better understanding of objectness and thus can reduce
user interactions to just a few clicks. Specifically, our algorithm transforms
user-provided positive and negative clicks into two Euclidean distance maps
which are then concatenated with the RGB channels of images to compose
(image, user interactions) pairs. We generate many of such pairs by com-
bining several random sampling strategies to model users’ click patterns and
use them to fine-tune deep Fully Convolutional Networks (FCNs). Finally
the output probability maps of our FCN-8s model is integrated with graph
cut optimization to refine the boundary segments. Our model is trained on
the PASCAL segmentation dataset and evaluated on other datasets with dif-
ferent object classes. Experimental results on both seen and unseen objects
clearly demonstrate that our algorithm has a good generalization ability and
is superior to all existing interactive object selection approaches.
3.1 Introduction
Interactive object selection (also known for interactive segmentation) has
become a very popular research area over the past years. It enables users to
select objects of interests accurately by interactively providing inputs such
as strokes and bounding boxes. The selected results are useful for various
applications such as localized editing and image/video composition.
There are many algorithms proposed to solve this problem. One of the
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most famous algorithms is proposed by Boykov and Jolly [1] where they
formulate interactive segmentation as the graph cut optimization and solve
it via max-flow/min-cut energy minimization. Rother et al. [2] extend graph
cut by a more powerful, iterative version of optimization. Bai and Sapiro [47]
present a new algorithm that computes weighted geodesic distances to the
user-provided scribbles. Grady [51] uses the graph theory to estimate the
probabilities of random walks from unlabeled pixels to labeled pixels. In
order to get accurate segmentation, all these algorithms require substantial
user interactions to have a good estimation of the foreground/background
distributions. In contrast, our approach simplifies user interactions to a few
clicks, with one or two clicks usually giving reasonably good results. The
advantage of our approach over the others is the capability to understand
objectness and semantics by leveraging deep learning techniques. To our
best knowledge, this is the first work that solves interactive segmentation in
the framework of deep learning.
Our approach is inspired by recent successes of deep fully convolutional
neural networks (FCNs) on the semantic segmentation problem [56, 16, 33,
93, 94]. Long et al. [56] adapt popular deep classification networks into
FCNs for semantic segmentation and improve the architecture with multi-
resolution layer combinations. Built upon this, Chen et al. [33] combine
the outputs of FCNs with Conditional Random Field (CRF) while Zheng
et al. [16] formulate mean-field approximate inference as Recurrent Neural
Network (RNN) and plug it on top of FCNs to get finer results.
A seemingly plausible transformation of those approaches to interactive
segmentation is that we first perform semantic segmentation on the whole
image and then select the connected components which contain user-provided
selections. However, there exist at least three problems. First, it is not always
clear how to response to use inputs. For example, if the user places a fore-
ground click and background click inside the same class label, this approach
cannot respond to that. Second, current semantic segmentation methods do
not support instance-level segmentation while that is often the user’s desire.
Last but not the least, current semantic segmentation approaches do not
generalize to unseen objects. This means that we have to train a model for
every possible object in the world, which is obviously impractical.
In this chapter, we present a novel algorithm for interactive object selec-
tion. To select an object in an image, users provide positive and negative
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Figure 3.1: The framework of learning our FCN models. Given an input
image and user interactions, our algorithm first transforms positive and
negative clicks (denoted as green dots and red crosses respectively) into two
separate channels, which are then concatenated (denoted as  ) with the
image’s RGB channels to compose an input pair to the FCN models. The
corresponding output is the ground truth mask of the selected object.
clicks which are then transformed into separate Euclidean distance maps and
concatenated with the RGB channels of the image to compose a (image, user
interactions) pair. FCN models are fine-tuned on many of these pairs gen-
erated by random sampling. Moreover, graph cut optimization is combined
with the outputs of our FCN models to get satisfactory boundary localiza-
tion. The key contributions of our algorithm are summarized as follows:
• We propose an e↵ective transformation to incorporate user interaction
with current deep learning techniques.
• We propose several sampling strategies which can represent users’ click
behaviors well and obtain the required training data inexpensively.
• We propose to combine the responses of FCNs with graph cut opti-
mization, which achieves almost perfect interactive segmentation re-
sults with minimal user interactions.
• Our interactive segmentation system is in real time given a high-end
graphics processing units (GPU).
The rest of the chapter is organized as follows. The proposed algorithm is
elaborated in Section 3.2. Experimental results are presented in Section 3.3
and we conclude this chapter in Section 3.4.
3.2 Our method
We propose a deep-learning-based algorithm for interactive segmentation.
User interactions are first transformed into Euclidean distance maps and
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then concatenated with images’ RGB channels to fine-tune FCN models.
After the models are trained, graph cut optimization is combined with the
probability maps of FCN-8s to get the final segmentation results. Figure 3.1
illustrates the framework of how we train our FCN models.
3.2.1 Transforming user interactions
In our approach, a user can provide positive and negative clicks (or strokes)
sequentially in order to segment objects of interests. A click labels a par-
ticular location as being either “object” or “background”. A sequence of
user interactions S includes a positive click set S1 which contains all user-
provided positive clicks and a negative click set S0 which contains all user-
provided negative clicks. Our algorithm uses a Euclidean distance trans-
formation to transform S1 and S0 to separate channels U1 and U0 respec-
tively. Each channel is a 2D matrix with the same height and width as
the original image. To calculate the pixel value ut
ij
at the location (i, j),
t 2 {0, 1}, let us first define an operator f such that given a set of points
p
ij







(m  i)2 + (n  j)2. In other words, the operator f calculates






|St), t 2 {0, 1} (3.1)
For the e ciency of data storage, we truncate ut
ij
to 255. It should be noted
that it is possible that S0 is a empty set since in many scenarios our algorithm
has perfect segmentation results with even one single positive click. In this
case, all u0
ij
are set to 255. Then we concatenate the RGB channels of the
image with U1,U0 to compose a (image, user interaction) pair.
3.2.2 Synthesizing user interactions
It should be noted that di↵erent users tend to have di↵erent interaction
sequences for selecting the same object. Therefore our FCN models need
many such training pairs to learn this. However, it is too expensive to collect
many interaction sequences from real users. We thus use random sampling to
automatically generate those pairs. Let O be the set of ground truth pixels of
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(a) Strategy 1 (b) Strategy 2 (c) Strategy 3
Figure 3.2: A visual example of the three sampling strategies for negative
clicks. The person is the foreground object.




2 O or f(p
ij
|O)   d}. Let
Gc denote the complementary set of G. It is easy to see that the pixels in Gc
have two properties: 1) they are background pixels and 2) they are within a
certain distance range to the object. To sample positive clicks, we randomly
select n pixels in O where n 2 [1, N
pos
]. The pixels in O are actually filtered
in the way that 1) any two pixels are at least d
step
pixels away from each other
and 2) any pixel is at least d
margin
pixels away from the object boundaries.
To sample negative clicks, we combine several sampling strategies to model
the complexity of users’ click patterns.
• Strategy 1: n negative clicks are randomly sampled in the set Gc,
where n 2 [0, N
neg1
]. Gc is filtered in the same way as O.
• Strategy 2: n
i
negative clicks are randomly sampled on each negative
object O
i







in the same way as O.
• Strategy 3: N
neg3
negative clicks are sampled to cover the outside
object boundaries as much as possible. In detail, the first negative








|S0 [ G) (3.2)
where S0 includes all previously sampled negative clicks.
Figure 3.2 presents an example of the three strategies. The sampled nega-
tive clicks from Strategy 1 or Strategy 2 alone do not always follow users’
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typical click patterns, therefore making them harder for our models to learn.
The sampled negative clicks from Strategy 3 surround the object evenly,
which has a strong pattern but is easy to learn. We find that using all three
stategies provides better results than relying on any one strategy, therefore
we combine them together. Specifically, for each object in an image we ran-
domly sample N
pairs
training pairs of (image, user interactions). Each pair is
generated by one of the sampling strategies with an equal probability.
3.2.3 Fine-tuning FCN models
We leverage FCNs to learn the interactive segmentation task. The training
samples to our models are (image, user interactions) pairs and the labels are
the binary masks of corresponding objects. We first fine-tune a stride-32
FCN model (FCN-32s) from the stride-32 semantic segmentation model of
[56]. For the two extra channels of filters in the first convolutional layer, we
use zero initialization. We also tried initialization with the mean value of
those filter weights, but it shows no di↵erence. After fine-tuning FCN-32s,
we continue to fine-tune a stride-16 FCN (FCN-16s) from FCN-32s with the
same training data. Finally we fine-tune a stride-8 FCN (FCN-8s) model
from FCN-16s. As suggested by [56], training finer-stride FCNs does not
provide further benefits, which we also observed.
It takes approximately three days to fine-tune FCN-32s and five days to
fine-tune FCN-16s and FCN-8s. By balancing the trade-o↵s between the
performance and time, each FCN model is trained about 20 epochs. FCN-
32s converges fast in the first two epochs while a longer training time gives
finer segmentation results. We also find that FCN-16s has obvious improve-
ments over FCN-32s especially in regions close to object boundaries, but the
accuracy of FCN-16s and FCN-8s are similar.
3.2.4 Graph cut optimization
From the outputs at the last layer of FCN-8s we can obtain a probability
map Q, of which the entry q
ij
indicates how likely the pixel p
ij
is labeled
as “object” (e.g. Figure 3.3b). Directly thresholding q
ij
at 0.5 gives us very
coarse segmentation masks, which are not useful for interactive segmentation.
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(a) (b) (c)
Figure 3.3: An example of Section 3.2.4. (a) An testing image and user
interactions. (b) The output probability map from FCN-8s. (c) The result
after graph cut.
Instead, we integrate Q into the graph cut optimization [1]:
E(L) =   ·R(L) + B(L) (3.3)
where   is a coe cient that specifies a relative importance between R(L)
and B(L).
The first term R(L) =
P
pij2P Rpij(Lpij), where Rpij(Lpij) estimates the
penalty of assigning pixel p
ij
to label L














The second term B(L) =
P
{pij ,pmn}2N B{pij ,pmn} ·  (Lpij , Lpmn), where
B{pij ,pmn} comprises the properties of object boundaries. Our algorithm de-
fines











Our algorithm solves Equation 3.3 via max-flow/min-cut energy minimiza-
tion. Figure 3.3c illustrates the result after graph cut optimization.
3.2.5 Evaluation and complexity
A user can provide positive and negative clicks sequentially to select objects
of interest. Each time a new click is added, our algorithm recomputes the
two distance maps U1 and U0. Then the new (image, user interactions)
pair is sent to our FCN-8s model and a new probability map Q is obtained.
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Graph cut uses Q to update the segmentation results without recomputing
everything from scratch. To compare our algorithm with other approaches,
we also design a method to automatically add a click given the current seg-
mentation mask and the ground truth mask. The method places a seed at the
mislabeled pixel that is farthest from the boundary of the current selection
and the image boundaries, mimicing a user’s behavior under the assumption
that the user clicks in the middle of the region of greatest error.
Given high-end GPUs like NVIDIA Titan X, the computation of Q is
very fast and less than 100 millisecond. Graph cut optimization is also very
e cient on modern CPUs. Therefore our algorithm satisfies the speed re-
quirement for the interactive segmentation task.
3.3 Experimental results
3.3.1 Settings
We fine-tune our FCN models on the PASCAL VOC 2012 segmentation
dataset [95] which has 20 distinct object categories. We use its 1464 training
images which have instance-level segmentation masks and their flipped ver-
sions to sample the (image, user interactions) pairs. The choices of some
sampling hyper-parameters are: d is set to be 40, N
pos







are set to be 10, 5 and 10 respectively. N
pairs
is set to
be 15. The total number of sampled training pairs is about 80k. The 200
validation images are randomly sampled from the whole training set to con-
trol the learning of our models.
We compare our algorithm to several popular interactive segmentation
algorithms [1, 47, 51, 50, 46]. Since the other algorithms cannot estimate
foreground/background distributions with a single click, we enlarge every
click to a big dot with a radius 5 for them. We use such big dots for our
graph cut refinement but only use single clicks for our FCN models. To
evaluate, we record the updated IU accuracy of an object given sequential
clicks which are automatically generated in the way described in Section
3.2.5. The maximum number of clicks on a single object is limited to 20. We
also record how many clicks are required to achieve a certain IU accuracy
for the object. If the IU accuracy cannot be achieved in 20 clicks, we will
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Table 3.1: The mean number of clicks required to achieve a certain IU
accuracy on di↵erent datasets by various algorithms. The IU accuracy for


















[1] 15.06 11.10 14.33 18.67 17.80
Geodesic
matting
[47] 14.75 12.44 15.96 17.32 14.86
Random
walker
[51] 11.37 12.30 14.02 13.91 11.53
Euclidean
convexity
[50] 11.79 8.52 12.11 13.90 11.63
Geodesic
convexity
[50] 11.73 8.38 12.57 14.37 12.45
Growcut [46] 14.56 16.74 18.25 17.40 17.34
Ours 6.88 6.04 8.65 8.31 7.82
threshold it by 20. Finally, we average each metric over all objects in a
dataset.
3.3.2 Results
We evaluate all the algorithms on four public datasets: Pascal VOC 2012
segmentation validation set, Grabcut [2], Berkeley [96] and MS COCO [97].
The quantitative results of the two metrics on di↵erent datasets are shown
in Figure 3.4 and Table 3.1 respectively.
Pascal: The validation set has 1449 images and many of them contain
multiple objects. From Figure 3.4a we can clearly see that our algorithm
is better than all the other algorithms. Since the validation set contains
20 object categories which have been seen in our training set, we test our
algorithm on other datasets with di↵erent objects to prove the generalization
capability of our algorithm to unseen object classes.
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(d) MS COCO seen categories
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Euclidean star convexity [9]




Figure 3.4: The mean IU accuracy vs. the number of clicks on the (a)
Pascal, (b) Grabcut, (c) Berkeley, (d) MS COCO seen categories and (e)
MS COCO unseen categories datasets. The legend of these plots is shown
in (f).
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Grabcut and Berkeley: These two datasets are benchmark datasets for
interactive segmentation algorithms. On the Grabcut dataset (Figure 3.4b),
our algorithm achieves better results with a few clicks and has a similar IU
accuracy with Geodesic/Euclidean star convexity [50] with more clicks. Since
Grabcut only has 50 images and most images have distinct foreground and
background distributions which can be handled well by low-level-feature-
based algorithms, our advantage over other methods is smaller than it is
on more challenging datasets. On the Berkeley dataset (Figure 3.4c), our
algorithm achieves better IU accuracy at every step and increases the IU
accuracy much faster than the others at the beginning of the interactive
selection.
MS COCO: MS COCO is a large-scale segmentation dataset and has 80
object categories. There are 60 of them distinct from the Pascal dataset. We
randomly sample 10 images per categories and test all the algorithms on the
20 seen categories and 60 unseen categories separately. Our algorithm still
consistently performs better than the other algorithms by a large margin in
both cases.
Our algorithm also requires the least number of clicks to achieve a certain
IU accuracy on all the datasets. The results from Figure 3.4 and Table 3.1
clearly demonstrate that 1) our algorithm achieves more accurate results
with less interaction than other methods and 2) our algorithm has a good
generalization ability to all kinds of objects. Given the same user interaction
sequences, some segmentation results by di↵erent algorithms are illustrated
in Figures 3.5, 3.6 and 3.7. In many examples, our algorithm is able to obtain
very good results in just one single click while the others either only segment
a part of the object or completely fail. This is because our FCN models have
a high-level understanding of the objectness and semantics, in contrast to
the other approaches simply relying on low-level features.
We also show a failed segmentation result by our algorithm in Figure 3.8.
The failure is because FCNs cannot capture thin structures and fine details
very well. Therefore the output probabilities from our FCN-8s model are not
accurate enough in those areas, which a↵ects the performance of graph cut





















Figure 3.5: The segmentation results by di↵erent algorithms given the same
user interaction sequences. Each column is an testing image from one
dataset. Each of the first seven rows represent the segmentation results by
one algorithm and the bottom row shows the ground truths. In each figure,
green dots indicate positive clicks. Background regions are faded to black
and object boundaries are outlined in cyan.
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Figure 3.6: The segmentation results by di↵erent algorithms given the same
user interaction sequences on the MS COCO seen categories (i.e.“cow”,
“dog”, “motorcycle”). Each of the first seven rows represent the
segmentation results by one algorithm and the bottom row shows the
ground truths. In each figure, green dots indicate positive clicks and red
crosses indicate negative clicks. Background regions are faded to black and
object boundaries are outlined in cyan.
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Figure 3.7: The segmentation results by di↵erent algorithms given the same
user interaction sequences on the MS COCO unseen categories
(i.e.“elephant”, “apple”, “teddy bear”). Each of the first seven rows
represent the segmentation results by one algorithm and the bottom row
shows the ground truths. In each figure, green dots indicate positive clicks
and red crosses indicate negative clicks. Background regions are faded to








Figure 3.8: The segmentation results on a “bike” image. Our algorithm
fails to segment the whole bike while the other two methods fail even more.
3.3.3 Comparisons to semantic segmentation approaches
Since all existing interactive segmentation algorithms are only based on low-
level features, we should also compare our algorithm to some models that un-
derstand high-level semantics, such as FCNs [56] and CRF-RNN [16]. How-
ever, they neither support instance-level segmentation nor can they respond
to users’ interactions. To make them comparable, we design a simple strategy
such that the connected component of a given label that contains the user
click is selected as foreground and the other areas are treated as background.
It is not straightforward how to respond to negative clicks, therefore we only
compare results by a single positive click.
The visual comparison results are shown in Figure 3.9. In the first example,
since “person” is a known category to FCN and CRF-RNN, they are able to
segment all the persons in the image. But there is no way for them to segment
the man in the middle because he overlaps with other persons. In the second
example, “banana” is a new category to FCN and CRF-RNN. Therefore they
do not recognize it at all. In Table 3.2, we present the mean IU accuracy of the
three algorithms with a single positive click on the MS COCO dataset, which
further demonstrates the limitations of semantic segmentation approaches
directly applied to interactive segmentation. In contrast, our algorithm has
very good segmentation results on both seen and unseen classes, which proves






Figure 3.9: The segmentation results by the semantic segmentation
algorithms (FCN and CRF-RNN) and our algorithm. The first row is a
testing image from seen categories (i.e.“person”). The second row is a
testing image from unseen categories (i.e.“banana”).
Table 3.2: The mean IU accuracy with a single positive click on the MS








FCN [56] 42.37% 16.14%
CRF RNN [16] 47.01% 13.28%
Ours 53.93% 42.94%
3.3.4 Segmenting object parts
Previous results demonstrate that our algorithm performs very well on gen-
eral objects. Moreover, although our FCN models are only trained on whole
objects, our algorithm can still select their subparts. In Figure 3.10 we show
some segmentation results of clothing parts on the Fashionista dataset [98].
This demonstrates the flexibility of our algorithm and the e↵ectiveness of our
learning framework that enables our models to understand users’ intentions
well. In addition, compared with the other interactive segmentation ap-
proaches, there is no doubt that they need many user interactions to achieve
the results. Compared with automatic semantic segmentation methods like
FCNs, they are trained to segment entire people and thus cannot get the
subparts. This again shows the advantages of our algorithm.
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Figure 3.10: The segmentation results of clothing parts by our algorithm on
the Fashionista dataset. The clothing parts from the left image to the right
image are “shirt”, “skirt” and “jacket”.
3.3.5 Refinement by Graph Cut
We illustrate the di↵erences of segmentation results before and after our
graph cut refinement in Figure 3.11. The first row shows the output proba-
bility maps of our FCN-8s model thresholded at 0.5. We can see our model
responds correctly to the user interactions and select most part of the bus.
But the results along object boundaries are not very accurate. Therefore our
algorithm leverages graph cut to refine the results. The second row shows
the final results of our algorithm. Clearly the results are more satisfactory
and have better boundary localization.
3.4 Conclusion
The proposed algorithm is the first work that solves the interactive segmen-
tation problem by combining user interactions with current deep learning
models. Our algorithm transforms user interactions to Euclidean distance
maps and trains FCN models to recognize “object” and “background” based
on many synthesized training samples. Our algorithm also combines graph
cut optimization with the output of the FCN-8s model to refine the segmen-
tation results along object boundaries. Experimental results clearly demon-
















1 click 2 clicks 3 clicks
Figure 3.11: The sequential segmentation results before and after our graph
cut refinement. The first row shows the results by thresholding the output
probability maps of our FCN-8s model without using graph cut. The
second row shows our final results after graph cut.
methods using hand-designed, low-level features. Our method can achieve





Most previous bounding-box-based segmentation methods assume the bound-
ing box tightly covers the object of interest. However it is common that a
rectangle input could be too large or too small. In this chapter, we present a
novel segmentation approach which is robust to the misplacement of rectan-
gle inputs. Our approach uses a rectangle as a soft constraint by transform-
ing it into an Euclidean distance map. A deconvolutional neural network
is trained end-to-end by concatenating images with these distance maps as
inputs and predicting the object masks as outputs. Our approach gets ac-
curate segmentation results given sloppy rectangles while being general for
both interactive segmentation and instance segmentation. In addition, 1)
we also propose a new approach to provide a unique pixel-level labeling for
instance segmentation, a problem largely dismissed previously, and 2) We
find that our models trained on rectangle inputs generalize well on arbitrary
closed-curve inputs, without requiring any re-training. Experiments on sev-
eral benchmark datasets have demonstrated the e↵ectiveness of the proposed
approaches. This work [99] was published in 2017 British Machine Vision
Conference.
4.1 Introduction
Rectangles are often used as input in computer vision tasks. For exam-
ple, Rother et al. [2] introduced drawing a bounding box around an object
as input for interactive segmentation. In the instance segmentation task,
many methods follow the detect-and-segment pipeline where several detec-
tion rectangles are first obtained by some automatic detection algorithms
on a given image, then segmentation is performed on each of the rectangles
independently. However, an important question raises: Are these rectangles
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(a) GrabCut [2] (b) BoxPrior [58]
(c) Hypercolumn [62] (d) MNC [60]
Figure 4.1: Bounding boxes (outlined in green) and the results obtained by
di↵erent algorithms (outlined in cyan). Note that the bounding box in
Figure 4.1b contains the whole image.
leveraged in an e↵ective way by current methods?
Figure 4.1 shows examples of various rectangle cases and the segmenta-
tion results obtained by di↵erent algorithms. The results of the first row
are obtained by interactive segmentation methods [2] and [58]. Most previ-
ous methods in this field assume the rectangle is a bounding boxes. Pixels
are then sampled inside/outside the bounding boxes to estimate the fore-
ground/background distributions. However, this strong assumption cannot
handle cases such as Figure 4.1a where the box is inside the object boundaries
and Figure 4.1b where the box does not leave enough background pixels.
The second row shows the results of instance segmentation methods [62]
and [60]. Most recent instance segmentation methods are based on deep
neural networks. They all use detection rectangles as a hard constraint and
either crop that region to use as the network input or pool network features
inside the box. However, since the detection boxes are predicted by an al-
gorithms, many of them do not contain the whole object like in Figure 4.1c.
Even if a detection covers most parts of an object like in Figure 4.1d, only
using the information inside the rectangle will lose contextual information
which is useful for segmentation.
The requirement to place fairly tight bounding boxes is too restrictive for
both user interaction and detection algorithms. In this chapter, we propose
a novel way to use rectangles for segmentation that produces more accurate
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(a) (b)
Figure 4.2: Example of detection-based instance segmentation. (a) Input
image and detections from [62]. (b) 9 of the 37 segments from [62].
results given a tight bounding box while also giving similar results for loosely
placed rectangles. Two key insights are that 1) a rectangle should only sug-
gests the object is nearby, and 2) global context information is important
for correct segmentation. Inspired by [92], we transform the rectangle into a
Euclidean distance map. The distance map is concatenated with the RGB
image as input for a deconvolutional network [100, 17]. Our model is trained
with various loose rectangles to allow for robust segmentation given sloppy
input. The final prediction is the segmentation mask of the object. Trans-
forming rectangles into distance maps satisfy our key insights. It encodes the
distance from any arbitrary pixel to the rectangle while also keeping all the
image content. As a result, our model is robust to rectangle placement while
previous methods are not. See Figures 4.6 and 4.7 for our results on the
rectangles in Figure 4.1. Moreover, our model is trained to segment general
objects, and thus is e↵ective for both the interactive segmentation task and
the instance segmentation task.
As an application, we apply our method to existing detection results to
produce instance segmentations. However, due to overlapping detections,
current detection-based instance segmentation methods give overlapping and
redundant segmentations as shown in Figure 4.2. We argue that an instance-
level semantic segmentation should provide a labeling at each pixel of which
object and which class it belongs. To resolve overlaps, we propose to use a
dense conditional random field (CRF) [101] to convert individual segments
into a instance-level semantic labeling of the image. This labeling references
probability maps generated by our network model as well as the class prob-





















Figure 4.3: The framework of our segmentation model. The rectangle is
indicated in green in the “Image” and “Distance map”. The symbol  
denotes the concatenation operation.
(trained on rectangles) to hand-drawn curves and show that our approach
generalizes well to this input while allowing more flexibility in the input.
4.2 Segmentation from rectangles
We propose a method of computing a segmentation from a rectangle, which
is useful for both interactive segmentation and instance segmentation. In our
approach, a rectangle is first transformed into a Euclidean distance map with
the same size as the image input. Then the distance map is concatenated with
the image along the channel dimension to construct an input pair to a CEDN
model [100, 102]. The final prediction is the object mask. The framework of
our approach is illustrated in Figure 4.3. Our approach is inspired by [92]
but di↵erent from theirs in mainly 4 aspects. First, [92] is not applicable for
rectangle inputs. Second, they also do not address the sloppy input problem.
Third, their method is a two-step process which requires post-processing
by graph cut while our model is trained end-to-end. Last, we extend our
segmentation results to automatic multi-object segmentation while there is
no clear way to extend [92] to this problem.
4.2.1 Rectangle sampling
Since our segmentation model is trained on many (image, rectangle) pairs,
our algorithm samples several rectangles for each instance by randomly jit-
tering the ground truth bounding box. Specifically, for each instance, let












where each element represents the minimum/maximum x/y coordinate. Our
37
algorithm randomly samples N
train
rectangles. The four coordinates of rect-
angle Bi, i 2 {1, ..., N
train




















































⇠ N (0, 1), j 2 {1, 2, 3, 4} are standard Gaussian random variables,
and r is a hyper-parameter that controls the degree of rectangle variation.
With this sampling strategy, a small training dataset can be augmented while
keeping the model free from overfitting.
4.2.2 Rectangle transformation
Our algorithm then transforms each of the sampled rectangles into a distance
map. By taking advantage of distance map transformations, our segmenta-
tion model can easily know the distance from any pixel to a given rectangle
and also be insensitive to the rectangle placement. In particular, given a







is on the edge of B} where p
i
represent the location of pixel i.
Similarly, let us define the pixels inside B as a set S
i
and the pixels outside
B as a set S
o
. Then our algorithm creates a 2-D distance map D which has














128 + min8pj2Se |pi   pj|, if pi 2 So
(4.2)
where | · | denotes the Euclidean distance. We use signed distance transfor-
mation to better capture the context information of rectangle inputs while
the unsigned transformation in [92] gives inferior results. For the e ciency
of data storage, we truncate the values of D between 0 to 255. Finally we








Figure 4.4: The pipeline of our instance-level pixel labeling. (a) Image with
all detection rectangles. (b) The segmentation results per rectangle after
NMS. Object contours with di↵erent colors are outlined. (c) The final
pixel-wise segmentation after CRF. (d) Ground truth.
4.2.3 CEDN model training
Our segmentation model inputs the concatenated training pairs and predicts
binary instance masks. The structure is a CEDN model including an encoder
and decoder. The encoder network is composed of several convolutional and
max-pooling layers which abstract the input data to small feature maps while
the decoder network has several convolutional and unpooling layers which re-
construct the image details from coarse to fine. We use the first 14 layers
of VGG-16 [10] to initialize the encoder network. Since our input has four
channels, the convolutional filters at the first layer have one extra channel
compared to VGG-16 which are initialized with zeros. For the decoder net-
work, we use a more concise network structure than the encoder network to
reduce redundant parameters and speed up training. The decoder structure
is shown in Figure 4.3 in more details. All the parameters of the decoder
network are initialized with Xavier [103]. To address overfitting, dropout is
used after each convolutional layer of the decoder network. In addition, we
resample all the training data randomly in the beginning of each training
epoch.
4.3 Instance-level semantic segmentation
We extend our segmentation method to convert detection boxes into a instance-
level semantic segmentation. In doing so, we not only compute a segmen-
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tation for each detection box independently but also resolve any overlap
between segments to generate a pixel labeling.
Our approach to convert detection results into a pixel-labeling is illus-
trated in Figure 4.4. Given a test image, our method takes as input a set
of detections and accompanying class labels and scores. We first process the
detections using non-max suppression ignoring the class labels. We use our
rectangle segmentation on each remaining detection box i independently to
generate a foreground probability map Pf
i




Our algorithm weights each detection box i by using its largest categor-















= 1   Pfnew
i
. Since each Pbnew
i
represents the background probabil-
ities given a particular rectangle i, the background probability map Pbnew













Given N segments, to assign an unique label l 2 {0, 1, ..., N} to every pixel
i in the testing image, our algorithm solves the problem by leveraging the
fully connected Conditional Random Field (CRF) model [101]. Specifically,



























) is the normalized probability at pixel i
of the label l
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are hyper-parameters that control the e↵ective regions of
the Gaussian kernels. The pairwise potential penalizes the label disagreement
between nearby pixels with similar colors, which is good to reduce false alarm
detections. Our algorithm uses the e cient mean field approximation [101]
to optimize Equation 4.3. Finally each pixel p
i
is assigned with a instance-
level label l
i






as the detection label of the rectangle B
li .
4.4 Experimental results
In this section we evaluate both the rectangle segmentation and the instance-
level semantic labeling.
4.4.1 Implementation
Our models are trained on the PASCAL VOC 2012 dataset [12] and Microsoft
COCO dataset [97]. When training on the PASCAL dataset, we adopt the
same training (5623 images) and testing (5732 images) splits as used in [63,
62]. When training on the COCO dataset, we use the 2014 train-80k dataset.
In each training epoch, we randomly sample N
train
= 4 bounding boxes per
instance and make them a training batch. The sampling parameter r is
set to be 0.15 in our experiment to make the sampled bounding boxes have
reasonable overlaps with ground truth masks. The images and the distance
maps are resized to 320 by 320 before going through the CEDN network
for the speed and memory concerns. We use the Adam algorithm [104] for
stochastic gradient descent. The learning rate is set to be 10 5. The training
time is about 2 to 3 days on the PASCAL dataset and 1 week on the COCO
dataset. For pixel-wise labeling, we first use NMS with a threshold 0.5 to





set to be 5, 16 and 1.
The speed of our segmentation model is proportional to the number of
rectangles. On a high-end GPU such as Nvidia Titan X, the testing time is
around 0.11 second per image given 10 rectangles while it is 0.56 second given
100 rectangles. In comparison to other iterative segmentation algorithms
[59, 60, 61], our algorithm only needs to segment once, and thus is more
e cient.
To validate the e↵ectiveness of our network structure, we also train a decon-
volutional network [100] as a comparison method. The network has almost
the same structure as our network except that its input is an RGB image
patch cropped by the rectangle. The network is trained on the PASCAL
dataset.
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Table 4.1: Error rates on the GrabCut dataset. “‘Non-DL methods”
denotes non-deep-learning methods while “DL methods” denotes
deep-learning methods.











We evaluate both our performance as an interactive selection tool on the
GrabCut dataset [2] as well as our performance segmenting objects from
detections on the SBD dataset [107] and Microsoft COCO dataset [97].
GrabCut dataset: GrabCut dataset is a popular benchmark dataset for
comparing interactive segmentation algorithms. It has 50 images and each
image has one or two objects. For each ground truth object, [58] provides a
bounding box which includes the whole object. The evaluation metric is the
error rate which computes the percentage of misclassified pixels within the
bounding box areas. We first report our results using the provided bounding
boxes in Table 4.1.
Our PASCAL model is only trained on 20 categories, but still has a good
generalization ability on unseen objects of this dataset (see Figure 4.6 for
examples). Our COCO model is trained on more categories and images. As
a result, it achieve 3.3% error rate, which is the best result on this dataset.
The other methods also have good performance. This is mainly because 1)
the provided bounding boxes include the whole objects and 2) the foreground
and background are relatively simple.
To demonstrate the advantages of our method over the other methods, we
design a new experiment: for each provided bounding box in [58], we fix its
center position but increase (or decrease) its width and height by a scale.
We then use the new rectangles as inputs for all methods. We evaluate
each method by computing the percentage of misclassified pixels over the
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Figure 4.5: The error rates of di↵erent method on the GrabCut dataset
over di↵erent scales of rectangles.
whole image region. We evaluate each method over nine di↵erent scales
[0.6,0.7...,1.4]. Note that when scale = 1 the bounding box is unchanged. All
the baseline implementations are based on the authors’ provided codes. The
results are illustrated in Figure 4.5.
When the scale = 0.9 and 1, all the methods have low error rates since
the rectangles still cover all or most of the objects (the original bounding
boxes cover some background regions around the objects). However, for
previous interactive methods [2, 58, 57, 105, 106], when the sizes of the rect-
angles continue increasing or decreasing, the accuracy deteriorates rapidly.
The reasons are obvious. These methods require the rectangle to bound
the object, so smaller rectangles cause the method to fail (Figure 4.6, rows
1 and 2). The foreground models are initialized with the pixels inside the
rectangle, so a larger rectangle can cause them to fail to compute a good
foreground model (Figure 4.6, row 3.) In the extreme case, when a bounding
box covers everything in an image, most methods will select everything as
foreground (Figure 4.6, row 4) since there are no pixels available to compute
a background model. The proposed deconvolutional baseline only performs
well when the rectangles are larger because it too requires the rectangle to
bound the object (Figure 4.6, rows 1 and 2). In contrast, our method has
consistently good performance with varying rectangle sizes.
PASCAL dataset: We compare our segmentation model (trained on the










Figure 4.6: The segmentation results of di↵erent methods on the GrabCut
dataset. The rectangle in each image is outlined in green and the
segmentation mask is outlined in cyan. The rectangle of the 4 rows are
scaled by 0.6, 0.7, 1.2 and 1.4 respectively. Note that the rectangle for the
last row is the whole image region.
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Table 4.2: Evaluation on the PASCAL validation dataset.
Methods mAPr=0.5 mAPr=0.7 mAPr
vol
SDS [63] 49.7 25.3 41.4
CFM [65] 60.7 39.6 -
MPA [109] 61.8 - 52.0
R2-IOS [61] 68.8 47.5 -
Fast RCNN [32] with
Hypercolumn [62] 60.0 40.4 51.0
IIS [59] 63.6 43.3 -
GrabCut [2] 34.2 16.7 30.9
Deconvolution [100] 58.6 38.2 49.3
Ours 64.0 45.5 55.0
MNC detections [60] with
MNC [60] 65.0 46.3 55.6
GrabCut [2] 37.2 18.3 32.2
Hypercolumn [62] 62.2 41.8 52.0
Deconvolution [100] 59.3 39.0 50.4
Ours 67.3 51.0 58.6
on the PASCAL 5732 validation images. Since previous instance segmen-
tation methods use di↵erent detection algorithms which produce di↵erent
detection rectangles, it is hard to compare the performance of individual
segmentation modules. Therefore we directly run our model and some other
methods (with code publicly available) on the detections from two previous
methods. The first method [62] combines MCG proposals [108] and Fast
R-CNN [32] to get the detections. The second method [60] called MNC has
a similar detection framework as Faster R-CNN [13]. All the methods are
evaluated by the standard metrics mAPr at 0.5 and 0.7 thresholds. We also
report the mAPr
vol
results which average the mAPr results over thresholds
from 0.1 to 0.9. The results are displayed in Table 4.2.
The four methods in the top section of Table 4.2 use their own detections.
We could not get either the codes or the detections of [61] to compare with our
method. The methods in the second section all use the detection results from
[63] and the methods in the third section all use the detection results from
[60]. We do not compare MNC [60] using the detection in [63] because their
detection and segmentation models are not independent. It can be seen that
given the same detections, our method always has the best results under all
the evaluation metrics. In overall comparison, our method still achieves the
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best results under two metrics. It also should be noted that the two metrics
are more related to the performance of a segmentation method. These results
demonstrate the e↵ectiveness of our method given that 1) MNC [60] ranks
the 1st place in the MS COCO 2015 segmentation challenge, 2) some of the
methods including [62, 59] are specifically designed to segment only the 20
categories of the PASCAL dataset while our model is generalizable to many
more object classes, and 3) although the deconvolutional network only has
a small structure di↵erence from our model, its performance is much worse
than ours.
In Figures 4.7 and 4.8 we show some visual comparison results which can
intuitively explain why our method works better than the other methods. In
the first two examples of Figure 4.7, the detection rectangles only cover parts
of the objects. Since all the other methods except ours use the rectangles
as hard constraints, they all fail to segment the whole objects. Moreover,
the advantages of our method are not limited to just this case. In the third
example of Figure 4.7 and Figure 4.8, each rectangle contains only part of the
object of interest but also other object. Only looking at the image content
inside the rectangle will lose context information which is important for the
segmentation. For example, the arm of the boy looks like the arm of the
woman if only looking inside the rectangle but it can be easily identified if
having a global view of the image. Similarly, the separate part of the car
also cannot be inferred without having a global view. Therefore it can be
seen that our novel way of leveraging rectangle information is the key for the
success of our method.
To further evaluate the performance of our segmentation model, we design
two new experiments. In the first experiment, we compare the intersection-
over-union (IOU) score of the detection rectangles with the IOU of the corre-
sponding segmentation. We compare each detection and segmentation to the
ground truth rectangle/segment that has the highest detection IOU. Then
all the rectangle IOU scores and mask IOU scores are averaged over 0.05
interval bins. The results are illustrated in Figure 4.9. The curve from our
method is above all the other methods, indicating that our method computes
the best segmentations given the same rectangles. It is also worth noting
that our method has a higher IOU for its segmentations than its detections
(e.g. when the rectangle IOU ⇡ 0.6 our mask IOU ⇡ 0.7).










Figure 4.7: The comparison of segmentation results given the same
rectangles. In each image the rectangle is outlined in green and the










Figure 4.8: The comparison of segmentation results given the same
rectangles. In each image the rectangle is outlined in green and the
segmentation mask is outlined in cyan.
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Figure 4.9: The segmentation IOU vs. the detection IOU of multiple
methods on the PASCAL validation dataset.




v = 0.1 v = 0.2 v = 0.3
mAPr=0.5
GrabCut [2] 30.5 23.1 13.6
Hypercolumn [62] 58.3 55.1 43.5
Ours 63.7 62.1 57.3
mAPr=0.7
GrabCut [2] 12.3 5.9 2.5
Hypercolumn [62] 34.5 25.9 13.1
Ours 44.8 43.1 36.4
mAPr
vol
GrabCut [2] 28.2 23.3 17.7
Hypercolumn [62] 49.2 45.6 40.0
Ours 54.8 53.7 49.8
[62] using Equation 4.1 (except using a uniform distribution from [-1,1] in-
stead of a Gaussian distribution) and evaluate the results under the standard
metrics. The results of no jittering are shown in the second part of Table 4.3.
Our results show much less degradation compared to the other two methods,
demonstrating that our method is more robust to the rectangle placement.
COCO dataset: We further evaluate our segmentation model (trained
on the COCO train-80k dataset) on the COCO 2015 test-dev set which does
not release the ground truth data. For detection, we use the best performing,
publically available method, SSD [110]. We use the standard COCO metric
which averages the mAP over thresholds from 0.5 to 0.95. The results are
displayed in Table 4.4. Our segmentation mAP is 21.5% which is better than
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ResNet-101 [31] 37.4 28.4 9
FAIRCNN [111] 33.2 25.0 8.2
MNC [60] - 19.5 -
MPA [109] - 20.4 -
SSD [110] + Ours 24.4 21.5 2.9
two recent methods [60, 109]. The key di↵erence between our results and
the top-ranked methods is the detection performance, 24.4% compared to
ResNet-101 [31] 37.4% and FAIRCNN [111] 33.2 %. However, the segmen-
tation mAP of the top-ranked methods degrade largely from their detection
results, while our results only drop slightly. This suggests that our method
may be more suitable for computing segmentations from detections than
these top-ranked methods.
4.4.3 From rectangles to arbitrary closed shapes
We have demonstrated the e↵ectiveness of our segmentation model on sloppy
rectangle inputs. In fact, our model can even generalize on arbitrarily closed
shapes (such as circle, eclipse, triangles etc.), even though our model is only
trained on rectangles. Following a similar testing procedure for a rectangle
input, an arbitrary closed shape of either manual or automatic selection is
also transformed into a distance map as pixels along the edges of the shape
have the distance 128 and the distances of the other pixels are computed as
Equation 4.2. We show several visual examples in Figures 4.10 and 4.11 to
prove the great flexibility of our approach.
4.4.4 Instance-level segmentation
We evaluate our pixel labeling approach on the PASCAL validation dataset
given a set of detections. We compare to the pixel labeling method in [60] that
thresholds segments by their detection score and then paints each segment
into the final label map in decreasing order of detection scores, with later
segments overwriting earlier segments in regions of overlap. Table 4.5 shows
the results. The detections from [60] are used in all experiments.
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Figure 4.10: In each image, the user selection is outlined in green and the
segmentation result is outlined in cyan. All images are from the Berkeley
dataset [96].
Figure 4.11: While a bounding box cannot select one-half of the stone,
loosely drawn curves easily can.
For the MNC [60] labeling approach, we experiment with three di↵er-
ent score thresholds (0.1, 0.5 and 0.7) while for our approach a single NMS
threshold (0.5) is used. When using the MNC segments, our labeling method
outperforms MNC in final labeling. Two obvious drawbacks for the MNC la-
beling exist. First, some objects with small detection scores will be removed.
Second, it cannot handle the case where a single object is predicted by multi-
ple detections with large scores. Our labeling approach 1) does not use score
thresholding and 2) leverages label consistencies to solve the second prob-
lem. In addition, our CRF formulation has capacity to fix mistakes made
by the rectangle segmentation methods. Some visual examples are shown in
Figure 4.12. Finally, the best results in Table 4.5 are achieved when using
our segmentation and labeling together. More visual examples are shown in
Figures 4.13 and 4.14.
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Table 4.5: Evaluation of pixel-level segmentation.
Box segmentation
+ Labeling method
threshold mAPr=0.5 mAPr=0.7 mAPr
vol
MNC + MNC [60]
0.1 44.5 28.1 40.5
0.5 54.5 39.3 46.4
0.7 54.7 39.6 46.3
MNC [60]+ Ours 0.5 57.6 40.8 47.8























Figure 4.12: Pixel-level labeling based on the rectangle segmentation results
of [60]. (a) Input image. (b) Using [60]’s labeling approach (score
thresholding at 0.7). (c) Using our labeling approach.
4.5 Conclusions
We propose a novel neural network based segmentation method that uses
rectangles as input. Our segmentation model is robust to the placement
of the rectangles and has a good understanding of global context. We also
propose a CRF-based labeling approach for the instance segmentation task
to have a unique labeling of each pixel. We extensively compare our model
with previous rectangle-based approaches on several benchmark datasets and
achieve the state-of-the-art results for both the interactive segmentation task
as well as instance segmentation.
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Image matting is a fundamental computer vision problem and has many
applications. Previous algorithms have poor performance when an image
has similar foreground and background colors or complicated textures. The
main reasons are prior methods 1) only use low-level features and 2) lack
high-level context. In this chapter, we propose a novel deep learning based
algorithm that can tackle both these problems. Our deep model has two
parts. The first part is a deep convolutional encoder-decoder network that
takes an image and the corresponding trimap as inputs and predict the alpha
matte of the image. The second part is a small convolutional network that
refines the alpha matte predictions of the first network to have more accurate
alpha values and sharper edges. In addition, we also create a large-scale image
matting dataset including 49300 training images and 1000 testing images.
We evaluate our algorithm on the image matting benchmark, our testing set,
and a wide variety of real images. Experimental results clearly demonstrate
the superiority of our algorithm over previous methods. Our algorithm [112]
was published in 2017 IEEE Conference on Computer Vision and Pattern
Recognition.
5.1 Introduction
Matting, the problem of accurate foreground estimation in images and videos,
has significant practical importance. It is a key technology in image editing
and film production and e↵ective natural image matting methods can greatly
improve current professional workflows. It necessitates methods that handle
real-world images in unconstrained scenes.
Unfortunately, current matting approaches do not generalize well to typical
everyday scenes. This is partially due to the di culty of the problem: as
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formulated the matting problem is underconstrained with seven unknown
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where the RGB color at pixel i, I
i





and matte estimation ↵
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are unknown. However, current
approaches are further limited in their approach.
The first limitation is due to current methods being designed to solve the
matting equation (Equation 5.1). This equation formulates the matting prob-
lem as a linear combination of two colors, and consequently most current al-
gorithms approach this largely as a color problem. The standard approaches
include sampling foreground and background colors [69, 70], propagating the
alpha values according to the matting equation [79, 80, 18], or a hybrid of the
two [71, 72, 73, 74]. Such approaches rely largely on color as the distinguish-
ing feature (often along with the spatial position of the pixels), making them
incredibly sensitive to situations where the foreground and background color
distributions overlap, which unfortunately for these methods is the common
case for natural images, often leading to low-frequency “smearing” or high-
frequency “chunky” artifacts depending on the method (see Figure 5.1 top
row). Even the recently proposed deep learning methods are highly reliant
on color-dependent propagation methods [85, 84].
A second limitation is due to the focus on a very small dataset. Gener-
ating ground truth for matting is very di cult, and the alphamatting.com
dataset [19] made a significant contribution to matting research by providing
ground-truth data. Unfortunately, it contains only 27 training images and
8 test images, most of which are objects in front of an image on a monitor.
Due to its size and constraints of the dataset (e.g. indoor lab scenes, indoor
lighting, no humans or animals), it is by its nature biased, and methods
are incentivized to fit to this data for publication purposes. As is the case
with all datasets, especially small ones, at some point methods will overfit to
the dataset and no longer generalize to real scenes. A recent video matting
dataset is available [113] with 3 training videos and 10 test videos, 5 of which
were extracted from green screen footage and the rest using a similar method
to [19].
In this work, we present an approach aimed to overcome these limitations.
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Image Trimap Closed-form Ours
Figure 5.1: The comparison between our method and the closed-form
matting [18]. The first image is from the Alpha Matting benchmark and
the second image is from our 1000 testing images.
Our method uses deep learning to directly compute the alpha matte given an
input image and trimap. Instead of relying primarily on color information,
our network can learn the natural structure that is present in alpha mattes.
For example, hair and fur (which usually require matting) possess strong
structural and textural patterns. Other cases requiring matting (e.g. edges
of objects, regions of optical or motion blur, or semi-transparent regions)
almost always have a common structure or alpha profile that can be expected.
While low-level features will not capture this structure, deep networks are
ideal for representing it. Our two-stage network includes an encoder-decoder
stage followed by a small residual network for refinement and includes a
novel composition loss in addition to a loss on the alpha. We are the first to
demonstrate the ability to learn an alpha matte end-to-end given an image
and trimap.
To train a model that will excel in natural images of unconstrained scenes,
we need a much larger dataset than currently available. Obtaining a ground
truth dataset using the method of [19] would be very costly and cannot
handle scenes with any degree of motion (and consequently cannot capture
humans or animals). Instead, inspired by other synthetic datasets that have
proven su cient to train models for use in real images (e.g. [114]), we create
a large-scale matting dataset using composition. Images with objects on
simple backgrounds were carefully extracted and were composited onto new
background images to create a dataset with 49300 training images and 1000
test images.
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We perform extensive evaluation to prove the e↵ectiveness on our method.
Not only does our method achieve first place on the alphamatting.com chal-
lenge, but we also greatly outperform prior methods on our synthetic test
set. We show our learned model generalizes to natural images with a user
study comparing many prior methods on 31 natural images featuring humans,
animals, and other objects in varying scenes and under di↵erent lighting con-
ditions. This study shows a strong preference for our results, but also shows
that some methods which perform well on the alphamatting.com dataset ac-
tually perform worse compared to other methods when judged by humans,
suggesting that methods are being to overfit on the alphamatting.com test
set. Finally, we also show that we are more robust to trimap placement than
other methods. In fact, we can produce great results even when there is
no known foreground and/or background in the trimap while most methods
cannot return any result (see Figure 5.1 bottom row ).
5.2 New matting dataset
The matting benchmark on alphamatting.com [19] has been tremendously
successful in accelerating the pace of research in matting. However, due to
the carefully controlled setting required to obtain ground truth images, the
dataset consists of only 27 training images and 8 testing images. Not only is
this not enough images to train a neural network, but it is severely limited
in its diversity, restricted to small-scale lab scenes with static objects.
In order to train our matting network, we create a larger dataset by com-
positing objects from real images onto new backgrounds. We find images on
simple or plain backgrounds (Figure 5.2a), including the 27 training images
from [19] and every fifth frame from the videos from [115]. Using Photoshop,
we carefully manually create an alpha matte (Figure 5.2b) and pure fore-
ground colors (Figure 5.2c). Because these objects have simple backgrounds
we can pull accurate mattes for them. We then treat these as ground truth
and for each alpha matte and foreground image, we randomly sample N
background images in MS COCO [97] and Pascal VOC [12], and composite
the object onto those background images.
We create both a training and a testing dataset in the above way. Our




Figure 5.2: Dataset creation. (a) An input image with a simple background
is matted manually. The (b) computed alpha matte and (c) computed
foreground colors are used as ground truth to composite the object onto
(d-f) various background images.
100) while our testing dataset has 50 unique objects and 1000 images (N =
20). The trimap for each image is randomly dilated from its ground truth al-
pha matte. In comparison to previous matting datasets, our new dataset has
several advantages. (1) It has many more unique objects and covers various
matting cases such as hair, fur and semi-transparency. (2) Many composited
images have similar foreground and background colors and complex back-
ground textures, making our dataset more challenging and practical.
An early concern is whether this process would create a bias due to the
composited nature of the images, such that a network would learn to key
on di↵erences in the foreground and background lighting, noise levels, etc.
However, we found experimentally that we achieved far superior results on
real-world images compared to prior methods (see Section 5.4.3).
5.3 Our method
We address the image matting problem using deep learning. Given our new
dataset, we train a neural network to fully utilize the data. The network
consists of two stages (Figure 5.3). The first stage is a deep convolutional
encoder-decoder network which takes an image patch and a trimap as input
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Figure 5.3: Our network consists of two stages, an encoder-decoder stage
(Section 5.3.1) and a refinement stage (Section 5.3.2)
and is penalized by the alpha prediction loss and a novel compositional loss.
The second stage is a small fully convolutional network which refines the
alpha prediction from the first network with more accurate alpha values
and sharper edges. We will describe our algorithm with more details in the
following sections.
5.3.1 Matting encoder-decoder stage
The first stage of our network is a deep encoder-decoder network (see Fig-
ure 5.3), which has achieved successes in many other computer vision tasks
such as image segmentation [102], boundary prediction [17] and hole fill-
ing [116].
Network structure: The input to the network is an image patch and
the corresponding trimap which are concatenated along the channel dimen-
sion, resulting in a four-channel input. The whole network consists of an
encoder network and a decoder network. The input to the encoder network
is transformed into downsampled feature maps by subsequent convolutional
layers and max pooling layers. The decoder network in turn uses subsequent
unpooling layers which reverse the max pooling operation and convolutional
layers to upsample the feature maps and have the desired output, the alpha
matte in our case. Specifically, our encoder network has 14 convolutional
layers and 5 max-pooling layers. For the decoder network, we use a smaller
structure than the encoder network to reduce the number of parameters and
speed up the training process. Specifically, our decoder network has 6 convo-
lutional layers, 5 unpooling layers followed by a final alpha prediction layer.
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Losses: Our network leverages two losses. The first loss is called the
alpha-prediction loss, which is the absolute di↵erence between the ground
truth alpha values and the predicted alpha values at each pixel. However,
due to the non-di↵erentiable property of absolute values, we use the following
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where ↵i
p
is the output of the prediction layer at pixel i thresholded between
0 and 1. ↵i
g
is the ground truth alpha value at pixel i. ✏ is a small value which
























The second loss is called the compositional loss, which is the absolute dif-
ference between the ground truth RGB colors and the predicted RGB colors
composited by the ground truth foreground, the ground truth background










)2 + ✏2 (5.4)
where c denotes the RGB channel, p denotes the image composited by the
predicted alpha, and g denotes the image composited by the ground truth
alphas. The compositional loss constrains the network to follow the compo-
sitional operation, leading to more accurate alpha predictions.
Since only the alpha values inside the unknown regions of trimaps need to
be inferred, we therefore set weights on the two types of losses according to
the pixel locations, which can help our network pay more attention on the
important areas. Specifically, w
i
= 1 if pixel i is inside the unknown region
of the trimap while w
i
= 0 otherwise.
Implementation: Although our training dataset has 49,300 images, there
are only 493 unique objects. To avoid overfitting as well as to leverage
the training data more e↵ectively, we use several training strategies. First,
we randomly crop 320⇥320 (image, trimap) pairs centered on pixels in the
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unknown regions. This increases our sampling space. Second, we also crop
training pairs with di↵erent sizes (e.g. 480⇥480, 640⇥640) and resize them
to 320⇥320. This makes our method more robust to scales and helps the
network better learn context and semantics. Third, flipping is performed
randomly on each training pair. Fourth, the trimaps are randomly dilated
from their ground truth alpha mattes, helping our model to be more robust
to the trimap placement. Finally, the training inputs are recreated randomly
after each training epoch.
The encoder portion of the network is initialized with the first 14 convo-
lutional layers of VGG-16 [10] (the 14th layer is the fully connected layer
“fc6” which can be transformed to a convolutional layer). Since the network
has four-channel input, we initialize the one extra channel of the first-layer
convolutional filters with zeros. All the decoder parameters are initialized
with Xavier random variables.
When testing, the image and corresponding trimap are concatenated as
the input. A forward pass of the network is performed to output the alpha
matte prediction. When a GPU memory is insu cient for large images, CPU
testing can be performed. On an modern i7 CPU, it takes approximately 20
seconds for a medium-sized image (e.g. 1K⇥1K) and 1 minutes for a large
image (e.g. 2K⇥2K).
5.3.2 Matting refinement stage
Although the alpha predictions from the first part of our network are al-
ready much better than existing matting algorithms, because of the encoder-
decoder structure, the results are sometimes overly smooth. Therefore, we
extend our network to further refine the results from the first part. This
extended network usually predicts more accurate alpha mattes and sharper
edges.
Network structure: The input to the second stage of our network is
the concatenation of an image patch and its alpha prediction from the first
stage (scaled between 0 and 255), resulting in a four-channel input. The
output is the corresponding ground truth alpha matte. The network is a
fully convolutional network which includes four convolutional layers. Each
of the first three convolutional layers is followed by a non-linear “ReLU”
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(a) (b) (c)
Figure 5.4: The e↵ect of our matting refinement network. (a) The input
images. (b) The results of our matting encoder-decoder stage. (c) The
results of our matting refinement stage.
layer. There are no downsampling layers since we want to keep very subtle
structures missed in the first stage. In addition, we use a “skip-model”
structure where the fourth channel of the input data is first scaled between
0 and 1 and then is added to the output of the network. The detailed
configuration is shown in Figure 5.3.
The e↵ect of our refinement stage is illustrated in Figure 5.4. Note that it
does not make large-scale changes to the alpha matte, but rather just refines
and sharpens the alpha values.
Implementation: During training, we first update the encoder-decoder
part without the refinement part. After the encoder-decoder part is con-
verged, we fix its parameters and then update the refinement part. Only the
alpha prediction loss (Equation 5.2) is used due to its simple structure. We
also use all the training strategies of the first stage except the fourth one.
After the refinement part is also converged, finally we fine-tune the the whole
network together. We use Adam [104] to update both parts. A small learning
rate 10 5 is set constantly during the training process. The encoder-decoder
part is converged within 40 epochs while the refinement part is converged
within 20 epochs. The fine-tuning of the whole network takes another 5 to
10 epochs.
During testing, given an image and a trimap, our algorithm first uses
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Figure 5.5: SAD results on the alphamatting.com dataset. The top five
methods are shown. Our method is emphasized by a red rectangle.
the matting encoder-decoder stage to get an initial alpha matte prediction.
Then the image and the alpha prediction are concatenated as the input to
the refinement stage to produce the final alpha matte prediction.
5.4 Experimental results
In this section we evaluate our method on three datasets. 1) We evaluate on
the popular alphamatting.com dataset [19], which is the existing benchmark
for image matting methods. It includes 8 testing images, each of which
has 3 di↵erent trimaps, namely, “small”, “large” and “user”. 2) Due to the
limited size and range of objects in the alphamatting.com dataset, we propose
the Composition-1k test set. Our composition-based dataset includes 1000
images and 50 unique foregrounds. This dataset has a wider range of object
types and background scenes. 3) To measure our performance on natural
images, we also collect a third dataset including 31 natural images. The
natural images cover a wide range of common matting foregrounds such as
person, animals, etc.. Please see our supplemental material for many more
results.
5.4.1 The alphamatting.com dataset
Our approach achieves the top results compared to all the other methods on
the alphamatting.com benchmark. Specifically, our method ranks the first
place in terms of the SAD metric. Our method also has the smallest SAD
errors for five images with all the three trimaps (Figure 5.5). In addition,
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our method ranks the second place in terms of both the MSE and Gradient
metrics. Overall, our method is one of the best performers on this dataset.
A key reason for our success is our network’s ability to learn structure and
semantics, which is important for the accurate estimation of alpha matte
when the background scene is complex or the background and foreground
colors are similar. For example, in Figure 5.6 the “Troll” example has very
similar colors of the hair and the bridge while the “Doll” example has strong
textured background. The best results of previous methods (from column
3 to column 6) all have very obvious mistakes in those hard regions. In
contrast, our method directly learns object structure and image context. As
a result, our method not only avoids the similar mistakes made by previous
methods but also predicts more details. It is worth noting that although
DCNN matting [85] is also a deep-learning based method, it learns the non-
linear combination of previous matting methods within small local patches.
Therefore the method cannot really understand semantics and thus has the
same limitations as previous non-deep-learning-based methods.
5.4.2 The Composition-1k testing dataset
We further evaluate seven top performing prior methods and each compo-
nent of our approach on the Composition-1k testing dataset. For all prior
methods, the authors’ provided codes are used. The di↵erent variants of
our approach include: 1) the matting encoder-decoder network with only
the alpha prediction loss, 2) the matting encoder-decoder network with both
the alpha prediction loss and the compositional loss, 3) the matting encoder-
decoder network post-processed by the Guided filter [121] and 4) the matting
encoder-decoder network post-processed by the matting refinement network.
The quantitative results under the SAD, MSE, Gradient and Connectivity
errors proposed by [19] are displayed in Table 5.1. Clearly all variants of our
approach have much better results than the other methods. The main reason
is still the capability of our deep model understanding the complex context
of images in this dataset while the other methods cannot. By comparing
the variants of our approach, we can also validate the e↵ectiveness of each
component of our approach: 1) the compositional loss helps our model to
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Troll Ours LocalSampling [117]
TSPS-RV [118] CSC [75] DCNN [85]
Doll Ours DCNN [85]
LNSP [82] KL-Divergence[76] Iterative [119]
Figure 5.6: The alpha matte predictions of the test images “Troll” with
trimap “user” and “Doll” with trimap “small”. The first picture shows the
test image. The 1st ranked result to the 5th ranked result for the same
image under the SAD metric are displayed from the second picture to the
sixth picture in decreasing orders. In both examples, our method achieves
the best results.
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Table 5.1: The quantitative results on the Composition-1k testing dataset.
The variants of our approaches are emphasized in italic. The best results
are emphasized in bold.
Methods SAD MSE Gradient Connectivity
Shared Matting [72] 128.9 0.091 126.5 135.3
Learning Based Matting [120] 113.9 0.048 91.6 122.2
Comprehensive Sampling [73] 143.8 0.071 102.2 142.7
Global Matting [74] 133.6 0.068 97.6 133.3
Closed-Form Matting [18] 168.1 0.091 126.9 167.9
KNN Matting [83] 175.4 0.103 124.1 176.4
DCNN Matting [85] 161.4 0.087 115.1 161.9
Encoder-Decoder network
(single alpha prediction loss)
59.6 0.019 40.5 59.3
Encoder-Decoder network 54.6 0.017 36.7 55.3
Encoder-Decoder network
+ Guided filter[121]
52.2 0.016 30.0 52.6
Encoder-Decoder network
+ Refinement network
50.4 0.014 31.0 50.8
learn the compositional operation, and thus leads to better results, 2) the re-
sults of our matting encoder-decoder network can be improved by combining
with previous edge-preserving filters (e.g. Guided filter [121]) as well as our
matting refinement network. But the latter one has more obvious improve-
ment both visually and quantitatively since our matting refinement network
is directly trained with the outputs of our encoder-decoder network.
We test the sensitivity of our method to trimap placement in Figure 5.7.
We evaluate over a subset of our dataset that includes one randomly chosen
image for each unique object for a total of 50 images. To form the trimap,
we dilate the ground truth alpha for each image by d pixels for increasing
values of d. The SAD errors at a particular parameter d are averaged over all
images. The results of all the methods at parameters d 2 [1, 4, 7, 10, 13, 16, 19]
are shown in Figure 5.7. Clearly our method has a low and stable error rate
with the increasing values of d whiles the error rate of the other approaches
increases rapidly. Our good performance derives from both our training
strategies as well as a good understanding of image context.
Some visual examples are shown in Figures 5.8, 5.9, 5.10 and 5.11 to
demonstrate the good performance of our approach on di↵erent matting cases
such as hair, holes and semi-transparency. Moreover, our approach can also
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Figure 5.7: The SAD error at di↵erent levels of trimap dilation.
Table 5.2: The user study on the real image dataset. The preferred method
in each pairwise comparison is emphasized in bold.
Methods [72] [120] [73] [74] [18] [83] [85] Ours
Shared [72] - 60.0 78.5 79.6 69.7 40.6 57.8 83.7
Learning [120] 40.0 - 60.2 54.6 53.4 27.3 35.1 83.6
Comprehensive [73] 21.5 39.8 - 25.8 43.3 20.4 29.2 78.8
Global [74] 20.4 45.4 74.2 - 53.3 30.0 42.0 84.2
Closed-Form [18] 30.3 46.6 56.7 46.7 - 25.0 38.1 80.4
KNN [83] 59.4 72.7 79.6 70.0 75.0 - 73.3 97.0
DCNN [85] 42.2 64.9 70.8 58.0 61.9 26.7 - 83.7
Ours 16.3 16.4 21.2 15.8 19.6 3.0 16.3 -
handle objects with no pure foreground pixels, as shown in the last example
in Figure 5.11. Since previous sampling-based and propagation-based meth-
ods must leverage known foreground and background pixels, they cannot
handle this case, while our approach can learn the appearance of fine details
directly from data.
5.4.3 The real image dataset
Matting methods should generalize well to real-world images. To validate the
performance of our approach and other methods on real images, we conduct
a user study on the real image dataset. These images consist of images pulled
68
Image Triamp Shared [72]
Learning [120] Comprehensive[73] Global [74]
Closed-form [18] KNN [83] DCNN [85]
Ours-raw Ours-refined GT
Figure 5.8: The visual comparison results on the Composition-1k testing
dataset. “Ours-raw” denotes the results of our matting encoder-decoder
stage while “Ours-refined” denotes the results of our matting refinement
stage.
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Image Triamp Shared [72]
Learning [120] Comprehensive[73] Global [74]
Closed-form [18] KNN [83] DCNN [85]
Ours-raw Ours-refined GT
Figure 5.9: The visual comparison results on the Composition-1k testing
dataset. “Ours-raw” denotes the results of our matting encoder-decoder
stage while “Ours-refined” denotes the results of our matting refinement
stage.
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Image Triamp Shared [72]
Learning [120] Comprehensive[73] Global [74]
Closed-form [18] KNN [83] DCNN [85]
Ours-raw Ours-refined GT
Figure 5.10: The visual comparison results on the Composition-1k testing
dataset. “Ours-raw” denotes the results of our matting encoder-decoder
stage while “Ours-refined” denotes the results of our matting refinement
stage.
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Image Triamp Shared [72]
Learning [120] Comprehensive[73] Global [74]
Closed-form [18] KNN [83] DCNN [85]
Ours-raw Ours-refined GT
Figure 5.11: The visual comparison results on the Composition-1k testing
dataset. “Ours-raw” denotes the results of our matting encoder-decoder
stage while “Ours-refined” denotes the results of our matting refinement
stage.
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from the internet as well as images provided by the ICCV 2013 tutorial on
image matting that was used to evaluate prior methods on real images.
Because our subjects may not be acquainted with alpha mattes, we instead
evaluate the results of compositions. For each method, the computed alpha
matte is used to blend the test image onto a black background and onto
a white background. For the user test, we present the image and the two
composition results of two randomly selected approaches to an user and ask
which results are more accurate and realistic especially in the regions of fine
details (e.g. hair, edges of object, and semi-transparent areas). To avoid
evaluation bias, we conduct the user study on the Amazon Mechanical Turk.
As a result, there are total 392 users participating the user study and each
method pair on one image is evaluated by five to six unique users.
The pairwise comparison results are displayed in Table 5.2, where each
column presents the preference of one approach over the other methods.
For example, users preferred our result 83.7% of the time over [72]. Notably
almost four out of five users prefer our method over the prior methods, which
well demonstrates that our method indeed produces better visual results. See
Figures 5.12 and 5.13 for some visual results, and our supplemental material
for all matting results on real images.
It is also worth noting that the ranking of other methods di↵ers in this
test compared to the other two experiments. For example, closed-form mat-
ting [18] is the lowest-ranked method on alphamatting.com of the methods
we compare here, yet to users it is preferable to all other methods except
our own and [73]. On the other hand, while DCNN [85] is the prior state-
of-the-art method on alphamatting.com, is only preferred over two methods
on the real images. It is unclear whether this is due to methods overfitting
the alphamatting.com dataset or whether the standard error metrics fail to
accurately measure human perceptual judgment of alpha matting results.
5.5 Conclusion
In order to generalize to natural images, matting algorithms must move be-
yond using color as a primary cue and leverage more structural and semantic
features. In this work, we show that a neural network is capable of capturing
such high-order features and applying them to compute improved matting
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results. Our experiments show that our method does not only outperform
prior methods on the standard dataset, but that it generalizes to real images
significantly better as well.
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Image Triamp
Shared [72] Learning [120]
Comprehensive[73] Global [74]
Closed-form [18] KNN [83]
DCNN [85] Ours-refined
Figure 5.12: Example results from our real image dataset.
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Image Triamp
Shared [72] Learning [120]
Comprehensive[73] Global [74]
Closed-form [18] KNN [83]
DCNN [85] Ours-refined




Video object segmentation is a very important research area and has many
applications such as video editing and film production. Previous methods
have limited performance on this task. The non-deep-learning based meth-
ods depend on hand-crafted, low-level features and therefore lack the rep-
resentation power for videos with complex foreground/background colors or
motions. Recently, some deep learning based methods leverage image based
model to solve the problem. Although good performance can be achieved on
single image, image based model are not optimal for video data since tem-
poral and spatial information cannot be directly learned from image data.
In this chapter, we introduce a novel idea of using recurrent neural network
(RNN) to better capture the characteristics of video data. We first collect a
large-scale video object segmentation dataset by crowd sourcing. The dataset
includes 1916 annotated YouTube videos, which is the largest dataset so far
for this task. We also propose some novel RNN structures to learn the tem-
poral and spatial information in video data. Experimental results on our
own dataset and other benchmark datasets have suggested the e↵ectiveness
of the proposed algorithms.
6.1 Introduction
Video object segmentation is the task that given the object mask in the
first frame of a given video, automatically segment the same object in the
following frames. The process is illustrated in Figure 6.1. This task has many
practical applications and are also very popular research directions.
Previous methods usually use some graph-cut based framework to solve
the task. Many unary terms which are related to di↵erent visual cues are
defined, such as colors, shape, motion etc. Then some pairwise terms which
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Figure 6.1: The illustration of the video object segmentation task.
encodes the boundary consistency in the spatial-temporal space are also de-
fined. Finally the graph-cut optimization is used to solve the label assignment
problem. Methods based on this framework can achieve good performance
on some simple videos, such as the [122] and dataset [123]. However, since all
the unary terms and pairwise terms depend on some low-level, handcrafted
features, they are not powerful enough to handle more complex ones where
either foreground/background colors are similar or the motions are compli-
cated.
Recently deep learning becomes the most popular method for many com-
puter vision tasks especially in the image domain such as image classification,
image detection and image segmentation. Some researchers also apply the
image based deep neural networks on the video object segmentation task.
For example, [124] propose to use image segmentation models trained on
ImageNet to segment each video frame independently. They also use the
overfitting idea to improve the results. A new segmentation model which
gets the current frame and the previous segmentation mask as inputs and
output the segmentation mask of the current frame was trained in [125].
However, their model are still trained on images. Image based models have
intrinsic limitations for the video segmentation task. Because there is no
spatial-temporal coherence in images. Although in [125] the authors use
some image warping techniques to transform a image as its previous frame,
it still cannot synthesize all the scenarios.
In this chapter we propose a recurrent neural network (RNN) based video
segmentation algorithm. Due to its memorization ability, RNN is frequently
used to solve time-series tasks such as language translation, speech recogni-
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tion and speech synthesis etc. Obviously video is a sequence of image frames
and has strong correlation between consecutive frames. Therefore RNN is a
promising method to solve the task. However, it is often required to have a
large-scale dataset to make RNN work while there is no such a large-scale
dataset yet for video object segmentation. Previous largest video segmenta-
tion dataset only has 100 videos and very sparsely annotated frames. Re-
cently, a new dataset called (DAVIS) is collected for this task. This dataset
has very good image quality and annotation quality. But it still only has
about 100 videos.
Therefore, in order to train our RNN models, we first collect a large-scale
video object segmentation dataset. Our videos are mostly downloaded from
YouTube, covering the common objects including people, vehicles, animals
etc. Another characteristics is that the videos are usually taken by amateur
users with phone cameras, thus having strong camera motions, which makes
our dataset more challenging than previous ones. In total, our dataset cur-
rently has 1916 videos, 3963 annotated unique objects which belong to 39
categories and 35849 annotated frames. Our dataset is currently the largest
dataset for this task.
Our RNN-based model consists of an encoder-decoder network which is
used from segmentation and a convolutional RNN unit which learns the
spatial-temporal coherence and other useful information such as color models,
motion estimation. The input to the network is the concatenated channels
of the current frame and previous segmentation mask. The output is the
corresponding segmentation mask of the current frame. The process can be
repeated from the second frame to the last frame. In comparison to previous
image based model, our algorithm can better capture the characteristics of
video data and produce more coherent segmentation masks throughout the
video.
In summary, the contributions of this work include:
1) We collect a large-scale video object segmentation dataset which is
suitable for current deep learning methods.
2) We propose the first RNN-based algorithm for video object segmenta-
tion. It produces more accurate and coherent segments.
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6.2 Large-scale video object segmentation dataset
We collect a large-scale video object segmentation dataset. Our videos comes
from two resources. One is from a subset of the 2015 ImageNet Video Detec-
tion Challenge. The other one is a subset of the YouTube bounding boxes
dataset. The ImageNet Video Detection Challenge provides around 5000
videos and each video is associated with per-frame bounding box ground
truth as well as the category information. However, among the 5000 videos,
many video are actually small clips of a long video. Therefore many ob-
jects in di↵erent videos actually correspond to the same object, making the
dataset with less variations. In addition, this dataset lacks videos which
contain people. The YouTube bounding box dataset has much more videos
and categories. But each video only has very sparse bounding box ground
truth. After we collect the videos from the two datasets. We ask some crowd
sourcing company to label the object instances in each video. The company
is asked to adhere to the following criteria:
• The annotated video sequences should be continuous and do not have
sudden scene changes.
• The annotated objects should be common objects and in di↵erent
scales.
• The annotated objects should have obvious and interesting movement
such as large motion and occlusion.
• The annotated objects with the same instance ID in a single video
should correspond to the same object.
Since labeling segmentation masks cost much more expensive than labeling
category information or bounding box locations, we also provide the following
criteria to help reduce the labeling cost:
• Each video should not be annotated more than three objects.
• Each video is limited to three to five seconds, and thus approximately
100 frames.
• Each video is annotated per five frames.
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Table 6.1: The statistics of the collected video object segmentation dataset
compared to the DAVIS [126] dataset.
Statistics DAVIS Ours
# of videos 90 1916
Mean # of frames per video 68 107
Mean # of objects per video 2.18 1.99
# of annotated frames 6208 35849
# of unique objects 196 3963
# of all objects 13556 69877
Figure 6.2: The category distribution of the collected dataset. The category
“person” has the most annotations.
Finally, we collect 1916 annotated videos. The number of annotated
uniques objects is 3963. The total number of annotated objects is 69877.
The statistics of our dataset compared to the DAVIS dataset [126] are sum-
marized in Table 6.1. It is obvious that our dataset has a much larger scale
than the DAVIS dataset. The category distribution is illustrated in Fig-
ure 6.2. Currently our dataset is unbalanced since people are more salient
objects in videos. It is preferable to make our dataset more balanced in the
future. Some examplar video and annotation are shown in Figure 6.3. In the
annotation images, each di↵erent color corresponds to an unique object.
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Figure 6.3: The example of one annotated video. The first row are the
original image frames while the second row are the human annotation.
Each color in the annotation images corresponds to a unique object. In this
example, the annotated objects are person, zebra and microphone.
Table 6.2: The parameters of our decoder network structure.
Layer Deconv5 Deconv4 Deconv3 Deconv2 Deconv1 Prediction
Output channels 512 256 128 64 64 2
Kernel size 5⇥5 5⇥5 5⇥5 5⇥5 5⇥5 5⇥5
6.3 Our method
Given a video and its object mask at the first frame, our RNN model auto-
matically segments the same object in the following frames. At each time
step, our network receives the RGB image frame at the current time step
as well as the segmentation mask at previous time step as input, and out-
puts the segmentation mask at the current frame. The process is repeated
through the video sequence. Figure 6.4 illustrates our network framework
unrolled at several time steps. More specifically, our RNN model includes
two subnetworks: the encoder-decoder network and the convolutional Long
short-term memory (LSTM) unit.
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Figure 6.4: The framework of our method. The network structure is
unrolled at each time step. At the first step, the input is the second frame
with segmentation mask at the initial frame while the output is the
segmentation at the current frame. This process is repeated throughout the
video.
6.3.1 Encoder-decoder network
The Encoder-decoder network is a popular network structure for tasks of
structured outputs such as segmentation, matting and optical flow. The en-
coder network is composed of several convolutional and max-pooling layers
which abstract the input data to small feature maps while the decoder net-
work has several convolutional and unpooling layers which reconstruct the
image details from coarse to fine. We use the first 13 layers of VGG-16 [10]
to initialize the encoder network. Since our input has four channels, the
convolutional filters at the first layer have one extra channel compared to
VGG-16 which are initialized with zeros. For the decoder network, we use a
more concise network structure than the encoder network to reduce redun-
dant parameters and speed up training. The decoder structure is shown in
Table 6.2 in more details. All the parameters of the decoder network are
initialized with Xavier [103]. To address overfitting, Dropout is used after
each convolutional layer of the decoder network.
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6.3.2 Convolutional LSTM unit
RNN are commonly used for modeling sequential inputs such as languages
and speech. Di↵erent from feedforward neural networks, RNNs have their
internal memory units to exhibit dynamic temporal behavior. LSTM [127]
is a more e↵ective network structure than conventional RNN since it is aug-
mented with the forget gate which can avoid the vanishing gradient problem.
Convolutional LSTM [128] is inspired by LSTM while the di↵erence is that
the operations inside each gate is convolution instead of vector multiplication.
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are the parameters of the forget gate f , input
gate i, output gate o and cell state c. ⇤ denotes the convolution operation
while   denotes the element-wise product. The forget gate weights the old
information. The input gate weights the new information while the output
weights the output information.
Our encoder-decoder network and convolutional LSTM unit is connected
by inserting the LSTM unit between the encoder network and the decoder
network. Since the encoder network extracts the feature maps of the input,
then the LSTM unit can learn the useful patterns and update the information
given the feature maps and finally the decoder network gets the full-resolution
segmentation results. Compared to previous non deep-learning based meth-
ods, our method uses an end-to-end framework and thus does not require
any manual design of features and energy terms, which are all automati-
cally learned by the RNN model. Compared to image-based deep learning
methods, our method has a better capability to model the spatial-temporal
coherence, and thus can lead to better results. In addition, our model does
not need any over-fitting pre-training since the learning process automatically
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proceed given new frames, therefore is more practical and e cient.
6.3.3 Training and testing
We train our RNN model on our large-scale dataset. Since our videos are
sparsely annotated, i.e. every five frames per annotation, we adapt our train-
ing process by only back propagating the gradients at those frames with
ground truth annotations. While at those frames without ground truth an-
notations, our network only does forward inference to get the segmentation
outputs which are then used as inputs for the following frames. We also add
some randomness by sampling the frame rate per training video sequence,
so that each training sequence can cover di↵erent portion of the videos. In
the beginning of the training process, since the network is randomly initial-
ized, the segmentation output at each time step is actually unreasonable, and
thus the new inputs to the network are also not meaningful. To facilitate
the training process, we use the technique called “teaching forcing” which is
frequently used in other fields such as language translation and speech recog-
nition. Specifically, at each time step, we use the ground truth mask of the
previous frame as fourth channel input instead of using the previous predic-
tion. If the previous frame does not have the ground truth mask, we pick the
nearest frame which does have its ground truth. This intuitive method can
e↵ectively speed up the training process. We also resize the input frames and
the mask channels to 320 by 320 for the speed and memory concerns. We
use the Adam algorithm [104] for stochastic gradient descent. The learning
rate is set to be 10 5. The training process takes about 2 to 3 days.
When test, at the first time step, the network input is the second frame
concatenated with the first object mask. The network output is the object
mask at the second frame. Then this mask is used as the fourth channel for
the next network input. The process is repeated for each frame of the test
video. The average test time for a image frame is very fast, approximately
100 milliseconds.
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Table 6.3: The splits of the training and test categories.
Training Test
bear, bike, bird, airplane, boat, truck bag, flag, paddle, eyeglasses
bus, sedan, cat, cow, dog, train, zebra bucket, panda, sheep, sign
elephant, gira↵e, horse, knife, motorbike lion, turtle, small panda, squirrel
person, potted plant, skateboard, toilet
umbrella, person limbs, hat
Table 6.4: The number of videos in each subset.

















In this section we evaluate our RNN-based video segmentation algorithm on
the newly collected large-scale video segmentation dataset.
6.4.1 Settings
Our dataset contains 38 di↵erent categories. We split the 38 categories into
two subsets based on their total number of instances. The categories with
more instances (usually more than 50) are selected for the training (seen)
purpose while the other categories are selected for the validation (unseen)
purpose. As a result, 25 categories are selected in the training subset while
the other 13 categories are in the test subset. Table 6.3 presents the details
of the two subsets. Since we also want to evaluate the e↵ect of large-scale
dataset on training the proposed algorithm, we further create multiple train-
ing datasets which have di↵erent numbers of training samples. For example,
Train
20
denotes that we randomly sample 20 instances from each training
category. Finally, in addition to the total 181 test videos which all belong to
the test (unseen) categories, we also randomly sample five videos from each
training category to create a test set on the seen categories. Table 6.4 lists
the corresponding number of videos for each subset.
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We use the mean intersection over union (IoU) accuracy to evaluate the
algorithm.
6.4.2 Results
The evaluation results of each training subset on the seen and unseen test
dataset are illustrated in Table 6.5. It is easy to see that with the increas-
ing number of training examples, the accuracy of the proposed method also
improves. This verifies our motivation that RNN-based algorithms require
large-scale data to train. It is also worthy noting that the accuracy on seen
categories is better than unseen categories. This shows that the current
model does not generalize very well on the general objects, and thus suggests
that we shall expand the current dataset to have more unique categories.
6.5 Conclusion
In this chapter, we propose a recurrent neural network based video object
segmentation method. It combines the CNN-based model with RNN-based
memory unit to learn a good image-level feature representation as well as the
temporal-spatial coherence. In order to train our model and provide a more
comprehensive evaluation dataset, we also collect a large-scale annotated
dataset which consists of YouTube videos and many common object classes.
We did extensive experiment to demonstrate the e↵ectiveness of the proposed




In summary, image and video object selection are very import problems and
have many useful applications. In this thesis we present several deep learn-
ing based algorithms to solve these tasks. First, we propose novel ways to
transform user clicks and rectangle inputs to attention-like distance maps and
integrate them with deep learning frameworks to train in an end-to-end man-
ner. Second, we present the first e↵ective CNN framework to train a image
matting network given an image and a trimap. Third, we combine CNN-
based models with RNN memory cells to learn both good image-level feature
representation and spatial-temporal coherence for video object selection. In
addition, all of our algorithms achieved superior results compared to previous
methods. We believe our exploration of deep learning for image/video object
selection could inspire more e↵ective algorithms in the related fields.
There are several directions for the future works. First, our current video
object segmentation dataset could be still expanded to include more videos
and more object classes. In addition, current dataset has imbalanced class
distributions, which may cause the di culty of training DNN framework.
Therefore, balancing the object class distribution is another important task.
In addition to the dataset, our current video segmentation method could also
be improved. Since current method only explores some simple combinations
of CNN and RNN models, which may not be the optimal ones for this task.
In the future, more novel and bold ideas (e.g. reinforcement learning) could
be tried.
Second, the task of object segmentation is related to many other computer
vision tasks. For example, it is very similar to other dense prediction prob-
lems including semantic (instance) segmentation, edge detection and optical
flow. It can also be applied as some pre-processing or post-processing step
for tasks such as detection, tracking and even image generation. Therefore,
applying the useful ideas proposed in this thesis on other related tasks is also
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very promising.
Third, it is well known that DNN methods require large amount of train-
ing data to converge. However it is usually hard to obtain large-scale and
high-quality data, e.g. our image matting dataset and video segmentation
dataset. Therefore finding an e↵ective way to train DNN methods using a
small amount of data is very important and beneficial. Current methods
usually use the fine-tuning idea, i.e. take some pre-trained models and re-
train on some small-scale dataset. However, since the pre-trained networks
are initially trained for other tasks, the large number of trainable parameters
may not be able to adapt to the new task. We believe the current limita-
tion is due to the structure of current DNN models. Since current DNN
models do not have any reasoning and analogy abilities, which are quite lim-
ited compared to humans. Therefore, designing some reasoning module in
current DNN framework could be a very big improvement over the current
fine-tuning idea.
Last but not the least, many current DNN models have very large stor-
age sizes and have to run on high-end GPUs, which really limits them for
custom-end and real-time applications. For example, all of my models in this
thesis use the pre-trained models VGG [129] as the encoder network, which
takes around 500 MB. It also usually takes several minutes to run the big
models on medium-size images with modern CPUs. In order to be useful for
current popular mobile-based applications, it is often required to reduce the
model sizes down to 10 MB and run within several seconds on mobile chips.
Therefore how to compress the model sizes is another big problem. There has
been many methods proposed for this task and is worthy to explore more.
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