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Summary
The present thesis addresses shape sensitivity analysis and optimization in linear
elasticity with the isogeometric boundary element method (IGABEM), where the
basis functions used for constructing geometric models in computer-aided design
(CAD) are also employed to discretize the boundary integral equation (BIE) for
structural analysis, and to discretize the material diﬀerentiation form of the BIE for
shape sensitivity analysis. To guarantee water-tight and locally-reﬁned geometries,
we use non-uniform rational B-splines (NURBS) and T-splines for two-dimensional
and three dimensional problems, respectively. In addition, we take advantage of
the regularized form of BIE instead of the singular form, to bypass the diﬃculties
caused by the evaluation of strongly singular integrals and jump terms. The main
advantages of the present work arise from the ability of the IGABEM to seamlessly
integrate CAD and numerical analysis, since they share the same boundary represen-
tation of geometric models. Therefore, throughout the whole shape optimization, it
does not need a costly meshing/remeshing procedure. Moreover, the control points
can be naturally chosen as the design variables, and the optimal solution can be
directly returned to the CAD system without any smoothing procedure.
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Chapter 1
Introduction
Shape optimization is a process to ﬁnd the optimal shape of a component or
structure under given constraints and objectives. Shape optimization involves the
variation of boundaries, and the design space is the parameters which construct
the geometry. It is worth noting that shape optimization is diﬀerent from topol-
ogy optimization [14–16, 91, 92] in that the latter requires nucleation of holes and
determination of the hole numbers and locations. The design space of topology op-
timization is material parameters and an optimal material layout is searched. See
Fig. 1.1 for the comparison. In the engineering design process, shape optimization
can be carried out independently of topology optimization, or performed after the
topology optimization to “tune” the shape. In a long period, shape optimization
was performed manually in industry, relying on designers’ experiences and intuitive,
as shown in Fig. 1.2. This procedure is typically computationally expensive and
cannot guarantee a reliable optimal result. To achieve automated and fast shape
optimization, numerous methods were proposed, whose advantages and limitations
will be reviewed in this chapter.
1.1 The formulation of shape optimization
Shape optimization can be conducted through a gradient-less or gradient-based
method. Gradient-less shape optimization does not require the evaluation of the
1
Topology optmization
Shape optimization
Figure 1.1: Shape optimization and topology optimization
shape derivatives, but can be prohibitively time-consuming for realistic problems and
is not supported by a mathematical theory. So, gradient-based methods are normally
preferred and thus are also used in the present work. Gradient-based shape opti-
mization has a well-grounded mathematical foundations rooted in optimal-control
theory. A shape optimization problem can be formulated as minimizing an objective
function
f : Rn ! R; (1.1.1)
f : t 7! f (t) ; (1.1.2)
subject to the constraints
gi (t) 6 0 for i = 1; : : : ;m; (1.1.3)
tli 6 ti 6 tui ; (1.1.4)
where t is a vector of parameters which controls geometrical conﬁgurations, also
called design variables. f is the objective function, gi the constraint functions, i
the constraint function index, m the number of constraints. Eq. (1.1.4) gives side
constraints to limit the search region of the design variables, where tli and tui are
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Figure 1.2: Manual design process
lower and upper bounds of the design variables, respectively. A design is called
feasible if all constraints are satisﬁed.
To ﬁnd the parameters associated with the minimum value of the objective func-
tion, numerical optimization algorithms employ the gradient of the objective and
constraint functions within an iterative algorithm:
fk; g
k
i ;
d
dtfk;
d
dtg
k
i

! (fk+1; gk+1i ); (1.1.5)
where k denotes the kth iteration step, ddtfk and ddtgk are the shape derivatives or
sensitivities. A numerical shape optimization procedure is divided into the following
steps:
1. Deﬁne the objective function and constraints.
2. Parameterize the boundary and choose the design variables.
3. Evaluate the objective functions and the constraint functions.
4. Evaluate the shape derivatives of the objective and constraint functions.
5. Check whether the convergence criteria are satisﬁed. Calculate the next set of
design variables if the criteria are satisﬁed, or stop the iterations otherwise.
1.1.1 Objectives and constraints in shape optimization
The commonly used objectives or constraints in shape optimization in elasticity
include
 The volume of the structure
f (t) =
Z


d
; (1.1.6)
where 
 is the domain occupied by the materials. This volume is widely
used as objective combined with stress constraints, or used as constraints for
conserved energy or displacement minimization.
 The weight of the structure
f (t) =
Z


d
; (1.1.7)
where  is the density of the material. If  is a constant over the domain, the
weight optimization of the structure is reduced to the volume optimization.
 Displacement. The displacement u should not exceed a prescribed value u^.
u (t)  u^ 6 0 fori = 1; : : : ;m: (1.1.8)
 Average stress over part of the structure 
c,
f (t) =
Z

c

   

2
d
: (1.1.9)
where  is the equivalent stress, and  is the average stress to be achieved.
 Conserved energy Z


ijijd
; (1.1.10)
where ij and ij are the stress and strain tensor.
 Maximum equivalent stress. The equivalent stress  over a structure should
not exceed the allowable stress ^.
i (t)  ^i 6 0 for i = 1; : : : ;m; (1.1.11)
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where i is the index of the stress monitor points. The equivalent stress can
be chosen as principal stress, von Mises stress, tangential stress, etc. Such
function is usually used for optimizing the stress concentration or for the stress
constrained volume minimization.
 Eigenvalue. The eigenvalue problem is widely seen in free vibration and buck-
ling problems. For free vibration problems, a commonly used objective is to
maximize the minimum eigenvalue, i.e.
max : min
i=1;2;3;:::
i (1.1.12)
For buckling problems, a useful objective is to maximize the minimum critical
load, i.e.
max : fPcritical = min
i=1;2;3;:::
Pig (1.1.13)
1.1.2 Boundary representation
Parameter-free approach
Parameter-free approach employs ﬁnite element nodes (coordinates or move-
ment) as the design variables directly, which was also the ﬁrst approach used in shape
optimization [116]. The method possesses the following prominent advantages: 1) It
does not need a parameterization procedure. Once the mesh is generated, the shape
optimization iterative procedure can be performed independent of CAD. However,
a postprocessing is still needed to recover CAD models, which is cumbersome and
contaminates the optimized solution. 2) It can provide a large design space. 3)
It is easier to integrate with topology optimization [30, 31]. However, it also faces
the following main challenges: 1) A large number of design variables are used, al-
though the associated time cost can be alleviated by the adjoint variable method,
if the number of constraints is small. 2) It is easier to yield jagged boundaries [48]
compared to parameterized approach. Inspired by the pioneering work in topology
optimization [16], the ﬁlter was proposed in shape optimization to reach smooth ge-
ometries. [5, 17, 44] adopted the ﬁlters to regularize the shape sensitivities and thus
the resulting geometry will become smooth consequently. This method lacks a strict
mathematical basis, and thus the optimality cannot be guaranteed and veriﬁed. A
recent advance in the area is [57], which proposed a scheme to consistently ﬁlter the
design variables, i.e. the inﬂuence of the ﬁlter has been taken into account in the
shape sensitivity evaluation, which precludes the oscillations by allowing only the
smoothed mesh to be used for analysis.
Parameterised approach
The approach parameterizes the boundary before the optimization is performed.
A preferred boundary representation should have the capability of constructing a
suﬃcient large space where the optimal solution is searched, but without many
redundant design variables.
 Level set Level set is an implicit representation of the geometry. Normally
the level set function can be discretized using the domain nodes. The advan-
tage of level set function is that it can construct smooth geometry and track
the surface in a ﬁxed grid without needing to parameterize the surface. The
shortcomings are that a care must be taken for constructing the velocity ﬁeld
and the geometry advancing needs to solve a diﬀerential equation. Further-
more, although it does not need to conform to the geometry, the mesh has to
be reﬁned suﬃciently to reduce the geometrical and numerical errors. How-
ever, even a ﬁne mesh is used, the edges and sharp corners are still diﬃcult to
be captured by level set. A contribution in this direction can be seen in [72]
where a simple adaptive mesh reﬁnement strategy was proposed.
 Spline representation Splines are composed of low-order polynomials, which
can achieve high order smoothness with a small number of nodes. The coeﬃ-
cients in the spline expression or the nodes interpolated by the splines can be
chosen as the design variables.
 Free-form representation Free-form representation also employs splines,
such as Bézier curves, B-splines and NURBS. However, it possesses the ad-
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vantage that control points, normally taken as design variables, have a very
clear geometrical interpretation, and thus is superior for interactive design and
shape optimization.
1.2 Numerical methods in shape optimization
A characteristic of shape optimization is that objective or constraint functions
are not given explicitly, which necessitates solving a system of equations to eval-
uate the functions and the shape derivatives. As a most widely used method in
computational solid mechanics, the ﬁnite element method (FEM) [116] was ﬁrstly
applied in shape optimization [115]. However, a mesh must be created in FEM to
approximate the geometry and discretize the governing partial diﬀerential equation
(PDE) to allow analysis to be performed. Shape optimization is an iterative pro-
cedure and geometries vary at each step, thus leading to cumbersome remeshing
procedures, which occupy around 80% of the total problem solving time for linear
elastic problems at each iterative step and accumulate to an unaﬀordable computa-
tional burden. Moreover, it may happen in industrial practices that the geometry is
so complex that available mesh generators fail, or require signiﬁcant human inter-
vention, which precludes the automated algorithm. So the mesh burden has become
the bottleneck to achieving an automated and fast shape optimization. To solve
this problem, numerous works are proposed from various perspectives, which will be
reviewed in next section.
1.2.1 Meshfree/Meshless methods
Meshfree (meshless) methods [74], refer to a broad collection of numerical meth-
ods, including the smoothed particle hydrodynamics method (SPH), the element-free
Galerkin method (EFG) [13], the reproducing kernel particle Method (RKPM) [63],
the meshless local Petrov-Galerkin method (MLPG) [3] , the hp-cloud method [42],
the partition of unity ﬁnite element method (PUFEM) [70], etc. Although diﬀerent
in the way of formulating shape functions, they share the same characteristic of
Initial CAD model
Mesh generation
Shape sensitivity analysis
Structural analysis
Optimizer for new model
Stop criteria
CAD model recovery
End
No
Yes
Figure 1.3: Shape optimization with FEM
lifting the strict connectivity requirements posed by the FEM. In contrast to FEM,
meshfree methods do not employ elements in the construction of the approxima-
tion. Instead, a set of nodes associated with a domain of inﬂuence are suﬃcient
(Fig. 1.4). The connectivity between the nodes determined by the overlapping of
these domains of inﬂuence can be deﬁned more ﬂexibly than in the FEM. The ap-
plication of meshfree methods in shape optimization can be found in [18, 19, 114].
However, the arbitrariness in the node placement is relative since the quality of the
approximation is known to be dependent on the geometrical location of the nodes
and on the domain of inﬂuence of each node. For recent progress in this direction,
the interested readers can refer to the work in [84], where a variational adaptiv-
ity approach was proposed to optimize the support domain size of meshfree shape
functions. Since the most widely employed shape functions in meshfree methods
are rational functions, Gauss quadrature is not suﬃcient to achieve an exact inte-
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Figure 1.4: Meshfree methods
gration. Background meshes [40] or other advanced techniques must thus be used,
such as direct nodal integration [8, 11, 12], stabilized nodal integration [25], stress
point integration [10, 82], support-based integration [24, 43], which complicate the
approach and somewhat detract from the “meshfree” concept.
1.2.2 Implicit boundary methods
The main diﬃculty in mesh generation emanates from the requirement of the
mesh to conform to the (usually arbitrarily complex) geometry of the domain. To
separate the FEM mesh and the geometry representation, implicit boundary meth-
ods were proposed (Fig. 1.5), including immersed boundary methods [71], ﬁcti-
tious domain methods [45], embedded boundary methods [51], virtual boundary
methods [85], Cartesian grid methods [113]. The extended ﬁnite element method
(XFEM) [9, 21, 22, 40] also falls into this category and its application in shape op-
timization can be read in [100]. The advantage of implicit boundary methods over
IGA is that it allows a certain ﬂexibility in the choice of basis functions, which may
be diﬀerent for the ﬁeld variables and the geometry of the domain. However, due to
the separation of the geometry and the analysis mesh, the capture of the geometry
boundary for domain integration is not a trivial task.
mesh
Figure 1.5: XFEM mesh
1.2.3 Boundary element methods
Boundary element methods (BEM) [37,38,50,83,96] take the advantage of bound-
ary integral equations to decrease the dimension of the problem by one, i.e. only
line integrals are needed for two-dimensional problems, and surface integrals for
three-dimensional problems (Fig. 1.6). The main beneﬁt of using BEM in shape
optimization is that it alleviates the mesh generation burden because surface mesh
generation is much easier and faster than domain mesh generation. The application
of BEM in shape optimization can be read in [105, 111, 112]. However, the surface
meshing is still not aﬀordable for shape optimization in large scale problems due to
the repeated remeshing procedure. Moreover, BEM’s advantages are mostly visible
in cases where Green’s functions are available.
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Figure 1.6: BEM mesh
1.2.4 CAD analysis integration
Isogeometric analysis
A promising way to overcome the mesh burden is the integration between CAD
and analysis. To the author’s knowledge, the ﬁrst work of integrating CAD and
engineering analysis can be traced back to the work by Kagan et al. [52], where
B-splines were used as basis functions to represent both the geometry and the un-
known ﬁelds. Following this idea, Cirak et al. [32–34] proposed a paradigm for
thin-shell analysis, but used subdivision surfaces instead of B-splines. These ideas
were formalized and generalized by Hughes et al. in isogeometric analysis (IGA),
which was initially based on NURBS [49], and then extended to T-splines [7] and
PHT-splines [75, 76,102]. The key idea of IGA is to use the data provided by CAD
models directly rather than converting it through a preprocessing routine into a form
suitable for analysis. Hence, the meshing procedure is bypassed because an existing
CAD geometry is used directly for analysis, meanwhile keeping the exact geometry.
The application of IGA in shape optimization can be found in [26, 47, 69, 81, 101].
However, IGA enfronts the following challenges:
• The main bottleneck of IGA is that CAD is based on boundary representation,
conﬂicting with a domain-discretization based analysis model. A general and
eﬃcient algorithm needs to be developed to construct the parameterization of
the interior of the domain, which is far from a trivial task. The recent progress
in this direction can be read in [62, 107–110].
• The basis functions of IGA must be the same as that used to describe the
geometry, thus losing the ﬂexibility to take advantage of other types of basis
functions, which has particular use in some cases, for example, in the spectral
element method.
To remedy the aforementioned diﬃculties of IGA, numerous methods are proposed
and will be reviewed as follows.
NURBS-enhanced ﬁnite element methods
NURBS-enhanced ﬁnite element methods (NEFEM) [89,90] employ NURBS for
the geometric description of the boundary, while keeping the ﬂexibility of FEM
by using polynomial interpolation. In NEFEM, only the elements having an edge
or face in contact with the NURBS boundary are treated using speciﬁc interpola-
tion and integration strategy, whereas interior elements not aﬀected by the NURBS
boundary can be deﬁned as standard ﬁnite elements. See Fig. 1.7. NEFEM possess
the advantage of accurate representation of geometry and alleviate the diﬃculty of
generating interior isogeometric elements. However, NEFEM does not reduce the
complexity in mesh generation compared to FEM.
Figure 1.7: NEFEM mesh
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Implicit boundary method with NURBS
Based on the work of [72], Moumnassi et al. [73] proposed a scheme to ob-
tain an implicit domain deﬁnition from arbitrary parametric surfaces provided from
CAD data, through multiple level set and boolean operations. The methods can
exactly capture geometries, including the corners and sharp edges. Moreover, the
method does not require local reﬁnement of the ﬁnite element mesh in regions of
high curvature, enhancing the independence of the domain’s geometry on the mesh.
Another approach to combine the advantages of implicit boundary methods and
exact geometry representation is NURBS-enhanced XFEM [58]. Inspired by NE-
FEM, NURBS-enhanced mapping is employed for the subelements in the elements
intersected by the interface, instead of level sets commonly used in conventional
XFEM.
Both approaches mentioned above can use the geometry data provided by CAD
directly in analysis and preserving geometric exactness. However, the process for
utilizing the CAD data is still time consuming and thus not practical in large scale
shape optimization.
Geometry independent ﬁeld approximation
In the geometry-independent ﬁeld approximation (GIFT) [106], diﬀerent spline
spaces for the geometry and the ﬁeld variables can be chosen and adapted inde-
pendently while keeping the exact CAD description and tight CAD integration.
Compared to IGA, GIFT provides the ﬂexibility to choose a spline space more suit-
able to analysis than that used in CAD. In addition, reﬁnement operations by knot
insertion and order elevation for analysis can be performed directly in the solution
ﬁeld, independently of the spline space of the geometry. Similar to IGA, however,
GIFT still requires a volume parameterization which is an open problem as men-
tioned above.
1.3 The thesis organization
The limitation of the methods discussed above motivated the present work, where
the isogeometric boundary element method (IGABEM) will be applied to shape op-
timization in linear elasticity. Based on the same boundary representation as CAD,
IGABEM can achieve a seamless CAD and analysis integration, which renders IGA-
BEM immediate advantages in the application of shape optimization: 1) the mesh
generation/regeneration can be avoided, 2) the automation of the optimization pro-
cess is more realistic because no human intervention is introduced for constructing
analysis-suitable model and meshing, 3) the free-form representation for shape op-
timization can be naturally reached, and 4) the optimal geometrical model output
can be used directly in CAD without any postprocessing or “smoothing” procedure.
Compared to the work [60] in 2011 which applied IGABEM with NURBS for
shape optimization in linear elasticity, the thesis has the following diﬀerences: 1)
T-splines [87, 88] are used in the IGABEM shape optimization for surface repre-
sentation, so a water-tight geometry can be guaranteed, which can avoid the time
cost in geometry repair and more importantly, guarantee the automation of the
shape optimization. A recent work by [56] in 2015 has also used T-spline based
IGABEM for shape optimization, which is for wave-resistance problem. 2) The the-
sis incorporates the technique to separate the NURBS geometric control mesh and
sensitivity analysis mesh, which was ﬁrstly proposed by [81] in IGAFEM. 3) The
regularized form of the Boundary Integral Equation is discretized for the analysis
of the unknown ﬁelds and the sensitivities, avoiding the necessity to evaluate jump
terms and strongly singular integrals, which were the main obstacle in IGABEM
implementation for arbitrary geometries. The remainder of the thesis is organized
as follows.
Chapter 2 reviews the concept and formulations of two important geometric
modelling techniques, NURBS and T-splines, which play key roles both in CAD and
IGABEM. Their element structures and Bézier extraction techniques are explained,
which facilitate the integration of IGA with existing numerical analysis code.
Chapter 3 details the implementation of IGABEM. We start with the derivation
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of fundamental solutions and boundary integral equations (BIE). Then we compare
the diﬀerences between the implementations of the singular BIE based BEM and
IGABEM. In this Chapter, our contribution is to employ a regularized boundary in-
tegral equation to form the IGABEM formulations, which does not need to evaluate
jump terms or strongly singular integrals.
Chapter 4 applies IGABEM to shape sensitivity analysis. Shape sensitivity anal-
ysis is a critical step in gradient-based shape optimization algorithms. We adopt the
implicit diﬀerentiation method which was widely used in BEM. The present work
is distinct from the previous work in that 1) the shape derivatives of ﬁeld variables
are discretized using NURBS or T-spline, and 2) the material diﬀerentiation is per-
formed on a regularized form of BIE. The numerical examples are presented for the
veriﬁcation of IGABEM sensitivity analysis, where the geometries in two-dimensions
are modelled by NURBS and that in three-dimensions by T-splines.
Chapter 5 presents the application of IGABEM in shape optimization in linear
elasticity. We ﬁrstly reviewed the algorithm to transit shape derivatives from coarse
mesh to reﬁned mesh in NURBS, allowing structural analysis to be performed in
a ﬁne mesh while restricting the shape derivatives to be performed with respect
to the design variables (control points) in a relatively coarse mesh. To investigate
the performance of the IGABEM in shape optimization, the numerical examples are
given, involving displacement minimization problems, stress constraint optimization
problems, and conserved energy minimization problems. The two-dimensional ge-
ometries employ NURBS and three-dimensional models adopt T-splines. Therefore,
a water-tight geometry can be always guaranteed.
Chapter 6 contains the conclusions of the present thesis, and the remarks on the
future work.
Chapter 2
NURBS and T-splines
NURBS and T-splines are two important geometric modelling techniques in
computer-aided design (CAD). Due to the need of integrating CAD and analysis,
they also play important roles in the isogeometric analysis (IGA) and the isogeomet-
ric boundary element method. This chapter will review the formulations of NURBS
and T-splines. In addition, the Bézier extraction technique is also explained, which
improves the eﬃciency of shape function evaluation and enables the existing ﬁnite
element or boundary element codes to incorporate NURBS and T-spline easily.
2.1 B-splines
2.1.1 Knot vector
A knot vector is a set of non-decreasing real numbers in the parametric space:
f1; 2;    ; n+p+1g A 2 R;
where A denotes the knot index, p the curve order, and n the number of basis
functions or control points. Each real number A is called a knot. The number of
knots in a valid knot vector is always n + p + 1. The half open interval [i; i+1) is
called a knot span. See Fig. 2.1.
Within the knot vector, knots can be repeated. For example, f0; 0; 0; 1; 1; 2; 2; 3; 3; 3g
is a valid knot vector. The knots with diﬀerent values can be viewed as diﬀer-
16
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Figure 2.1: Knot vector
ent break points which divide the one-dimensional parametric space into diﬀer-
ent elements. Hence, the physical interpretation of the knots can be explained as
the parametric coordinates of the element edges, while the “knot span” between
two knots with diﬀerent values can be viewed as the deﬁnition of elements in the
parametric space. The insertion of a new knot will split an element, much like
h-reﬁnement in FEM. However, the repetition of existing knots will not increase
the number of elements, but can be used to decrease the order of the basis func-
tions. For example, the knot vector f0; 0; 0; 1; 1; 2; 2; 3; 3; 3g has 10 knot values and
9 knot spans, [0; 0); [0; 0); [0; 1); [1; 1); [1; 2); [2; 2); [2; 3); [3; 3); [3; 3); but only 3 ele-
ments, [0; 1]; [1; 2]; [2; 3]:
It is called open knot vector if its ﬁrst and last knot values are repeated p + 1
times, such as f0; 0; 0; 1; 2; 3; 4; 4; 4g for the NURBS with p = 2. The open knot vec-
tor is the standard in CAD, so all the examples in the present work use open knot
vectors. The knot vector values can be normalized without aﬀecting the resulting B-
splines. Therefore f0; 0; 0; 1; 2; 3; 4; 4; 4g is equivalent to f0; 0; 0; 1/4; 2/4; 3/4; 1; 1; 1g.
It is called a uniform knot vector if the knots are uniformly spaced, for example,
f0; 0; 0; 1; 2; 3; 4; 5; 5; 5g.
2.1.2 B-spline basis functions
With the concept of a knot vector, we can now deﬁne B-spline basis functions
using the Cox-de Boor recursion formula [36, 39]
NA;0() =
8<: 1 if A 6  < A+1;0 otherwise; (2.1.1)
NA;p() =
   A
A+p   ANA;p 1() +
A+p+1   
A+p+1   A+1NA+1;p 1(): (2.1.2)
In essence a B-spline basis function is a piecewise polynomial function. The function
are C1 within elements and Cp m on element boundaries, where m is the number
of knot repetitions. B-spline basis functions possess the following properties (Fig.
2.2):
 Local support. The B-spline basis function NA;p is always non-negative in the
knot span of [A; A+p+1). This is signiﬁcant for interactive design: the change
of one control point only aﬀects the local part of the curve, providing ﬂexibility
in curve modiﬁcations.
 Partition of unity. PnA=1NA;p() = 1.
 Pointwise non-negativity.
 Weak Kronecker delta property. A weak Kronecker delta property means
NA(x) = 0 but NA(xA) 6= 1, which is useful for enforcing boundary condi-
tions in engineering analysis, because only the control points corresponding to
boundaries need to be considered.
 Linear independence. This property is essential to construct the approximation
space for numerical analysis.
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Figure 2.2: B-spline basis functions (p = 3) for knot vector f0; 0; 0; 0; 1; 2; 3; 4; 4; 4; 4g
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The ﬁrst order derivative of the B-spline basis function is
d
dNA;p() =
p
A+p   ANA;p 1() 
p
A+p+1   A+1NA+1;p 1(): (2.1.3)
The kth order derivatives of the B-spline basis function is given by
dk
dkNA;p() =
p
A+p   A
 dk 1
dk 1NA;p 1()

  p
A+p+1   A+1
 dk 1
dk 1NA+1;p 1()

: (2.1.4)
In the implementation, an iterative algorithm exists to expand dkdkNA;p() in terms
of low order basis functions as follows
dk
dkNA;p() =
p!
(p  k)!
kX
j=0
k;jNA+j;p k(); (2.1.5)
with
0;0 = 1;
k;0 =
k 1;0
A+p k+1   A ;
k;j =
k 1;j   k 1;j 1
A+p+j k+1   A+j ; j = 1; : : : :; k   1;
k;k =
 k 1;k 1
A+p+1   A+k : (2.1.6)
B-spline geometries
A B-spline geometry is a mapping from parametric space to physical space
through a linear combination of B-spline basis functions, which are deﬁned in para-
metric space, and the corresponding coeﬃcients are called control points because
their physical meaning is a series of points scattered in physical space. A B-spline
curve can be expressed as
x() =
nX
A
NA;p()PA; (2.1.7)
where x() denotes the physical curve of interest,  is the spatial coordinate in
parametric space, PA the control points, NA;p the B-spline basis functions of order
p. See Fig. 2.3.
Control point
Curve
Knot
Control polygon
Figure 2.3: B-spline curve
To construct B-spline surfaces and solids, the basis functions can be obtained
from the tensor product. B-spline surface basis function is given by
NA(jA) 
dpY
i=1
N iA(
i
AjiA): (2.1.8)
where i denotes the direction index, dp is the number of dimensions.
So B-spline surface basis function is
Np;qA;B(; ) =
nX
A=1
mX
B=1
NA;p()MB;q(); (2.1.9)
and solid basis function is
Np;q;rA;B;C(; ; ) =
nX
A=1
mX
B=1
lX
C=1
NA;p()MB;q()LC;r(): (2.1.10)
The continuity and diﬀerentiability of a B-spline curve is inherited directly from
its basis functions and the continuity of a B-spline curve is at least Cp m.
B-spline geometries possess the following properties:
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Figure 2.4: B-spline surface
 The convex hull property. The B-splines geometry is contained in the convex
hull constructed by the control grid, which is a mesh interpolated by control
points. See Fig. (2.4).
 The variation diminishing property. No plane has more intersections with the
curve than it has with the control grid. This property renders B-splines less
oscillatory than Lagrangian polynomials.
 The transformation invariance property. An aﬃne transformation of a B-
splines curve can be achieved by applying an aﬃne transformation to the
control points.
 Non-interpolatory. The B-spline geometry does not interpolate the control
points except at the starting point of the curve, the end point of the curve and
any point whose knot value is repeated p times.
2.1.3 Knot insertion in B-splines
Knot insertion algorithm is used to enrich the basis function space without chang-
ing the geometry. For a given knot vector  = f1; 2;    ; n+p+1g, a new knot
 2 [k; k+1] can be inserted, leading to a modiﬁcation of control points as
PA =
8>>><>>>:
P1 A = 1;
APA + (1  A)PA 1 1 < A < m;
Pn A = m;
(2.1.11)
with
A =
8>>><>>>:
1 1 6 A 6 k   p;
A A
A+p A k   p+ 1 6 A 6 k;
0 A > k + 1;
(2.1.12)
where P denotes the control points corresponding to the initial knot vector, and
P the added control point. The existing knot values can also be repeated in this
algorithm, thereby decreasing the the basis continuity. However, continuity of the
geometry is preserved by choosing the control points using Eq. (2.1.11).
2.2 NURBS
2.2.1 NURBS basis functions
Non-uniform rational B-splines (NURBS) [79] are developed from B-splines but
can oﬀer signiﬁcant advantages due to their ability to represent a wide variety of
geometric entities such as conic sections. NURBS are an important geometric mod-
elling technique in CAD and are seen as the industry standard with implementation
in several commercial software packages. Therefore, all the geometries in the two-
dimensional case in the present work are represented by NURBS. The expression
deﬁning NURBS curve is very similar to that of B-splines,
x() =
nX
A=1
RA;p()PA: (2.2.13)
Here, PA is the set of control point coordinates, RA;p are NURBS basis functions,
deﬁned as
RA;p() =
NA;p()wA
W ()
; (2.2.14)
with
W () =
nX
A=1
wANA;p(); (2.2.15)
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where wA denotes a weight associated to each basis function or control point. It
can inﬂuence the distance between the associated control point and the NURBS
geometry, with higher values drawing the curve closer to that point (Fig. 2.5).
When all of the weights are equal to 1, the NURBS curve reduces to a B-spline
curve.
Control point
Curve
Knot
Control polygon
Weight = 1
Control point
Curve
Knot
Control polygon
Weight = 2
Figure 2.5: The comparison between NURBS curve with diﬀerent weights
The derivatives of a NURBS basis function are expressed by
d
dRA;p() = wA
W () ddNA;p()  ddW ()NA;p()
(W ())2
; (2.2.16)
and
d
dW () =
nX
A=1
d
dNA;p()wA: (2.2.17)
An important interpretation of NURBS geometries from a diﬀerent perspective is a
linear combination of standard B-spline basis functions and weighted control points
x() =
nX
A=1
NA;p() ~PA; (2.2.18)
where ~PA = fwAPA; wAgT are the weighted control points in projective space. NA;p
is the standard B-spline basis function.
2.2.2 The property of NURBS geometries
A NURBS basis in multi-dimensions can be obtained using tensor product as
RA(jA) 
dpY
i=1
RiA(
i
AjiA); (2.2.19)
where i denotes the direction index and dp is the dimension number. Hence NURBS
basis functions in two-dimensions and three-dimensions are written as
Rp;qA;B(; ) =
NA;p()MB;q()wA;BPn
A^=1
Pm
B^=1NA^;p()MB^;q()wA^;B^
; (2.2.20)
Rp;q;rA;B;C(; ; ) =
NA;p()MB;q()LC;r()wA;B;CPn
A^=1
Pm
B^=1
Pl
C^=1NA^;p()MB^;q()LC^;r()wA^;B^;C^
: (2.2.21)
NURBS inherit the aforementioned properties of B-splines, but still have some draw-
backs:
Rational functions As NURBS are not polynomial functions, integrating them
cannot be done exactly using Gauß quadrature.
Tensor product The parametric space and control points rely on a structured grid
due to the tensor product property of NURBS and thus does not allow local
reﬁnement, which increases the redundancy of the degrees of freedom (Fig.
2.7).
Continuity For complex geometry, NURBS normally need multiple patches, each
patch associated with a parametric space (Fig. 2.6). NURBS usually achieve
only C0 continuity between the patches.
Geometry repair From a computational geometry point of view, a NURBS based
geometry always requires some level of repair due to gaps or overlaps of the
various patches making up the geometry.
2.2.3 Knot insertion in NURBS
As in B-splines, knot insertion is used to enrich NURBS basis function space.
Let  = f1; 2;    ; n+p+1g be a knot vector, ~P the corresponding weighted control
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Element boundary
Patch boundary
Domain boundary
Figure 2.6: NURBS plane with multiple patches
points. If we insert a new knot  2 [k; k+1], the added control point ~P can be
obtained as follows without changing the geometry,
~PA =
8>>><>>>:
~P1 A = 1;
A ~PA + (1  A) ~PA 1 1 < A < m;
~Pn A = m;
(2.2.22)
with
A =
8>>><>>>:
1 1 6 A 6 k   p;
A A
A+p A k   p+ 1 6 A 6 k;
0 A > k + 1:
(2.2.23)
2.2.4 Element structure of NURBS
Knot vectors used to deﬁne NURBS basis functions provide natural element
structures which are very useful for numerical analysis using FEM or BEM. We
can view a non-zero knot interval as an element in each dimension. To employ the
Gauss-Legendre quadrature rule, we can transfer the space 
e deﬁned on each knot
interval into a standard [ 1;+1] space 
^, and d
e = Jed
^e, with
Je =
b   a
2
; (2.2.24)
Figure 2.7: NURBS reﬁnement
where a and b are the parametric coordinates of the starting knot and end knot
of the element, respectively. Je is the Jacobian which maps parent elements to
parametric elements.
2.3 T-splines
T-splines were proposed by Sederberg et al. [88] to overcome the drawbacks
of NURBS. The main advantage of T-splines is that it can construct water-tight
geometry and allows local reﬁnement. The application of T-splines to the structural
analysis can be seen in the work of Bazilevs et al. [7]. A posteriori error estimation
for local h-reﬁnement with T-splines is given by Dorfel et al. [41].
2.3.1 T-mesh
A T-spline control mesh, or called T-mesh, is distinct from a NURBS control
mesh in that it has T-junctions, which are similar to the concept of “hanging nodes”
and oct/quad-tree meshes in the FEM. See Fig. 2.8. If a T-mesh is simply a
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rectangular grid with no T-junctions, T-splines reduce to B-splines. A T-junction
with a number of edges N 6= 4 is called an extraordinary point. For simplicity,
herein we only illustrate T-mesh without extraordinary point. The interested reader
is referred to [87] for more details.
T-junctions
Control points
1 2 3 4 5 6 7
8 9 10 11 12 13 14
15 16 17 18 19 20 21
22 23 24 25 26 27 28 29
30 31 32 33
34 35 36 37 38 39 40 41
42 43 44 45 46 47 48 49
50 51 52 53 54 55 56 57
Figure 2.8: T-mesh and T-junctions
2.3.2 Local knot interval vectors and T-spline basis
Instead of sharing a global knot vector like NURBS, each control point in T-mesh
is associated with a local knot vector in each dimension
A = f1; 2;    ; p+1g; (2.3.25)
where A is the global index of the control point in T-mesh,  the knot in local knot
vector, and p the order of T-splines. The local knot vector in multiple directions
can be collected as
A = fAgdpi=1; (2.3.26)
where i denotes the direction index, and dp the dimension of the geometry.
Now we deﬁne a knot interval vector as
 = f1;2;    ;p+1g; (2.3.27)
and its vector form in multiple directions is
A = fiAgdpi=1: (2.3.28)
Remark that basis functions can be determined by knot intervals vectors. The local
knot interval vectors are derived from a T-mesh, where a knot interval conﬁguration
has been predeﬁned (Fig. 2.9). A valid knot interval conﬁguration requires that the
knot intervals on opposite sides of every element sum to the same value.
To infer the local knot vectors of vertex A, we start at the vertex A and march
through the T-mesh in each direction, until p   1 vertices or perpendicular edges
are intersected. The knot intervals assigned to the transversed edges are added to
the local knot interval vector. If a T-mesh boundary is crossed before p   1 knot
intervals are encountered, knot intervals of zero are appended to complete the knot
interval vector. Fig. 2.10 illustrates the inference of knot interval vector associated
with P26 in the T-mesh shown in Fig. 2.8. The knot interval vectors of the control
point P26 are 126 = f0:5; 1; 0:5; 1g, 226 = f1; 1; 0:5; 0:5g, or collected together
as
26 =
24 0:5; 1; 0:5; 1
1; 1; 0:5; 0:5
35 : (2.3.29)
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T-junctions
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P26
Figure 2.9: T-mesh with knot interval conﬁguration. The triangles denote knot
intervals of 0, the squares knot denote intervals of 1
2
, and the pentagons denote knot
intervals of 1.
By setting the origin of the local knot interval vector to be zero, the local knot
vector can obtained readily. Then, a local coordinative system is constructed. The
local basis function domain in each dimension is

^iA = [0; p+1]: (2.3.30)
And the local basis function domain in multi-dimensional cases are

^A =
dpO
i=1

^iA: (2.3.31)
The shaded area in Fig. 2.10 shows the the local basis function domain associated
to the T-junction P26. The local parametric space and the local coordinate system
are shown in Figs. 2.11a and 2.11b.
= 0
= 0.5
= 1
T-mesh extensions
T-junctions
Control points
P26
Figure 2.10: Knot interval vector inference. The triangles denote knot intervals of
0, the squares denote knot intervals of 1
2
, and the pentagons denote knot intervals
of 1.
Based on the local parametric space, T-spline basis functions on the ith dimen-
sion can be formulated using an iterative formula similar to B-splines
N iA =
8<: 1 if iA;1 6 iA < iA;20 otherwise; (2.3.32)
N iA =
iA   iA;1
iA;p+1   iA;1
NA +
iA;p+2   iA
iA;p+2   iA;2
NA: (2.3.33)
The multivariate T-spline basis function can be obtained using tensor product
NA(jA) 
dpY
i=1
N iA(
i
AjiA): (2.3.34)
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To obtain a rational form for T-spline basis functions, a weight can be assigned to
each control point, in the same way as when extending B-splines to NURBS.
0.5
1
0.50.5
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1
P26
(a)
0.5
0.5
1
1
1 10.5 0.5
(b)
Figure 2.11: (a) T-spline local basis function mesh, and (b) T-spline local coordinate
system
2.3.3 Element structure of T-splines
We further explore the element structure for the facility of numerical analysis.
T-spline elements are formed by adding T-spline extensions to the T-mesh (Fig.
2.12).
The coordinate e in the local system of each element in the extended T-mesh
can be mapped from a parent element using ~e : ~
! 
^e as
e = ~e(~): (2.3.35)
Then a mapping ^ea : 
^e ! 
^A can map local coordinates from the element domain
to the local basis function domain as
A = ^
e
a(
e): (2.3.36)
Hence, the deﬁnition of T-splines basis function is localized to parent elements
NA(A)je = NA(^ea(e))je = NA(^ea(~e(~)))je = N ea(~); (2.3.37)
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Figure 2.12: T-spline elements. The triangles denote knot intervals of 0, the squares
denote knot intervals of 1
2
, and the pentagons denote knot intervals of 1.
T-splines inherit most of merits of NURBS, but T-spline basis functions cannot
always guarantee the linear independences, which is an indispensable requirement
for subsequent numerical analysis. Analysis-suitable T-splines [61], a large subset
of T-splines, satisfy this requirement. For T-meshes without extraordinary points,
an analysis-suitable T-spline is deﬁned to be one whose T-mesh has no intersecting
extension. In the present work, all the three-dimensional models utilize analysis-
suitable T-splines.
2.4 Bézier extraction
Although NURBS and T-splines have intrinsic element structures, the set of
the basis functions supported by each element are diﬀerent. To further integrate
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IGA with existing FEM codes, the Bézier extraction technique was introduced, ﬁrst
for NURBS in [23] and then T-splines in [86]. The idea of Bézier extraction is
that localized NURBS or T-spline basis functions can be represented by a linear
combination of Bernstein polynomials. Bézier extraction provides an element data
structure suitable for analysis. That is, similar to Lagrangian polynomial elements
in traditional FEM, Bernstein bases do no change from element to element.
2.4.1 Bézier extraction of B-splines
The mechanism underlying Bézier extraction is to replicate the existing knots
using the knot insertion algorithm until their multiplicity is equal to the order p,
thus subdividing the geometry into Bézier elements. Assuming the knot vector of the
initial geometry is  = f1; 2;    ; n+p+1g with control points, the added control
points P after knot insertion are given by
P = (C1)P; (2.4.38)
where C1 is a matrix form representing the linear map deﬁned in Eq. (2.1.11) while
keeping the geometry the same. If the knots are replicated multiple times m, then
Pm+1 = CTP; (2.4.39)
where CT = (Cm)T(Cm 1)T    (C1)T. If m = p, a Bézier curve is obtained, and C
is called the Bézier extraction operator. Hence, the geometry can be expressed by
the Bézier basis functions B()
x() = (Pm+1)TB()
= (CTP)TB()
= PTCB() (2.4.40)
After the rearrangement above, the B-spline basis functions can be represented by
the linear combination of the Bézier basis B() and Bézier extraction operator C,
N() = CB(): (2.4.41)
The Bézier basis B() is also called Bernstein basis, deﬁned as
Bki;p(
k) =
1
2p
0@ p
i  1
1A (1  k)p (i 1)(1 + k)i 1; (2.4.42)
where 0@ p
i  1
1A = p!
(i  1)!(p+ 1  i)! ; 1 6 i 6 p+ 1: (2.4.43)
And Bernstein basis satisﬁes the following properties
• Partition of unity
p+1X
i=1
Bki;p(
k) = 1: (2.4.44)
• Pointwise non-negativity
Bki;p(
k) > 0: (2.4.45)
• Endpoint interpolation
Bk1;p( 1) = Bkp+1;p(1) = 1: (2.4.46)
• Symmetry
Bki;p(
k) = Bkp+1 i;p( k): (2.4.47)
• Linear independence
It is noteworthy that Bézier extraction operator is only determined by the knot
vector, independent on the positions of control points.
2.4.2 Bézier extraction of NURBS
The Eq. (2.4.41) can be used to extend Bézier extraction from B-splines to
NURBS. Now writing Eqs. (2.2.14) and (2.2.15) in matrix form as
R() = 1wTN()WN(); (2.4.48)
where W is the diagonal matrix of weights, and N is the matrix form of B-spline
basis. Now we can write NURBS in terms of Bernstein basis as
x() = PTR()
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=
1
wTN()P
TWN()
=
1
wTCB()P
TWCB()
=
1
wTCB()(C
TWP)TB(): (2.4.49)
The above equation has represented NURBS with Bézier elements.
2.4.3 Bézier extraction of T-splines
The T-spline extraction is similar to B-splines, but because each control point
has a local knot vector, the extraction needs to be performed in the parent element
which is shared by the corresponding T-spline basis functions, i.e.
Ne(~) = CeB(~): (2.4.50)
And the rational form is
Re() = 1
(we)TNe(~)
WeNe(~)
=
1
(we)TCeBe(~)
WeCeB(~): (2.4.51)
A T-spline geometry can be written in terms of Bernstein basis function as follows
x() = (Pe)TRe()
=
1
(we)TNe(~)
(Pe)TWeNe(~)
=
1
(we)TCeBe(~)
(Pe)TWeCeB(~); (2.4.52)
where N is a vector of T-spline basis functions which are supported by element e,
and B denotes Bernstein polynomial basis functions associated with Bézier element
e.
2.5 Conclusions
Two important CAD modelling techniques, NURBS and T-splines, were re-
viewed. NURBS have been widely used and become the industry standard. On
the other hand, as a recent advance in CAD, T-splines are capable of constructing
watertight and locally-reﬁned surfaces. We explained their element structures and
Bézier extraction techniques for the purpose of incorporating NURBS and T-splines
into the existing numerical analysis code.
Chapter 3
Isogeometric Boundary Element
Methods
As mentioned previously, the main bottleneck of IGA is the conﬂict between
boundary representations of geometric models in CAD and domain representations
required by ﬁnite element analysis. An isogeometric approach using the framework
of the boundary element method - coined the isogeometric boundary element method
(IGABEM) - was proposed to solve this problem. The idea relies on the fact that
both CAD models and boundary element methods rely on quantities deﬁned entirely
on the boundary. In the IGABEM, NURBS or T-spline basis functions are used
to discretize boundary integral equations (BIE) for the surface geometry of the
computational domain and boundary displacement and traction ﬁelds. The ﬁrst
implementations of this concept were published by Simpson et al. [93] and Politis et
al. [80] for two dimensional linear elastostatic problems and exterior potential ﬂow
problems, respectively. Recently, IGABEM was extended to include T-splines for 3D
linear elastostatic analysis in [87] and acoustic analysis [94] on complex geometries.
In addition to tight integration of CAD and analysis, IGABEM inherits the beneﬁts
of the conventional boundary element method (BEM) [37, 38, 50, 83, 96] as follows:
Only the surface is discretized An obvious merit is that the dimension of the
problem is decreased by one (see Fig. 3.1). This beneﬁt is more manifest in simulat-
ing crack propagation, because only the new portion of the crack surface front needs
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to be meshed in each step of the crack propagation. It is also worth comparing the
(IGA)BEM and the extended ﬁnite element method (XFEM) [9,40] in the applica-
tion of fracture mechanics. By introducing the asymptotic ﬁelds around the crack
tip and the step functions across the crack body as the enrichment functions into the
numerical solution, the XFEM allows for a mesh not conforming to the crack, thus
avoiding the costly remeshing procedure during the crack propagation. To improve
the stress accuracy around the crack tip, the high order terms of the asymptotic
solutions were incorporated in the enrichment functions in the work of [54, 64, 103],
where the stress intensity factors were also evaluated directly by constraining the
enriched nodes. To further predict the coeﬃcients associated with the high order
terms accurately, a hybrid crack element was used for the region around the crack
tip to couple with the XFEM (HCE-XFEM) [104]. The HCE-XFEM possesses the
beneﬁts of the XFEM, and also shares some similarities with BEM, that is, the
integral is performed along the boundary of the crack element around the crack tip,
which overcomes the singular integral diﬃculty in the classical XFEM.
More accurate stress Applications such as fracture mechanics and contact prob-
lems require signiﬁcant stress accuracy, which cannot always be satisﬁed fully by
FEM. (IGA)BEM is normally more accurate in stress evaluation because it is a
semi-analytical method and tractions are, as displacements, primal unknowns in the
equation.
Problems on inﬁnite domains such as acoustics and electromagnetics In
(IGA)FEM, the open domain around structures still needs to be meshed and bound-
ary conditions at inﬁnity are exerted approximately. In contrast, IGABEM requires
no mesh generation since the control points provided by CAD can be directly used.
BEM does require the generation of the boundary mesh for the structure, but no
mesh is required outside of the structure, which, for inﬁnite problems, is the ma-
jority of the domain. The boundary conditions can be exactly satisﬁed due to the
nature of fundamental solutions.
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(a) FEM domain discretization (b) BEM boundary discretization
control mesh
element
(c) IGABEM bounary discretization
Figure 3.1: The geometry discretizations of FEM, BEM and IGABEM
Analogously to the conventional BEM, however, the IGABEM has the following
limitations:
 Non-linear problems. The (IGA)BEM needs a mesh for nonlinear regions thus
losing the advantage of a boundary only approach. However, it is still desirable
to apply BEM for the problems with “small” non-linear regions, for example,
the small plasticity domains around crack tips and contact areas [35, 59].
 Heterogeneous materials. There is no existing available fundamental solution
in this application.
 Dense matrix. Assembling and solving the dense matrix requires a huge
amount of memory and slows down the solution process considerably.
 Unsymmetric matrix. This property increases the memory burden even further
and prohibits certain iterative solvers. Symmetric Galerkin BEM [2, 20] can
avoid this deﬁciency but with the expense of time cost.
In this chapter, the formulation of IGABEM will be explained. We will start with the
BIEs and fundamental solutions in linear elasticity, followed by the formulation of
classical BEM with isoparametric elements. Then we will detail the implementation
of IGABEM, placing special emphasis on the diﬀerences between IGABEM and
BEM. Finally, we will propose a regularized form for IGABEM, which is one of
the contributions of the present thesis, to bypass the diﬃculty in the evaluation of
jump terms and strongly singular integrals. In addition, we will also propose to use a
nodal parameter extraction method to impose boundary conditions for its simplicity
of implementation and convenience of combining with existing BEM codes.
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3.1 Boundary integral equations
3.1.1 Fundamental solutions
In the linear elastic problem as shown in Fig. 3.2, the governing equations are
expressed by
ij;j + bi = 0; (3.1.1)
ij = ijkk + 2ij; (3.1.2)
ij =
1
2
(ui;j + uj;i); (3.1.3)
where ij are the components of the Cauchy stress tensor, ij the strain tensor, bi
the body force, ui the displacement ﬁeld, and i; j are the indices running from 1
to 3 in three dimensions and from 1 to 2 in two dimensions. The comma implies a
diﬀerentiation.  = 2/(1  2) is a Lamé constant, and  = E/2(1 + ) is shear
modulus of elasticity, with E denoting Young’s modulus, and  Poisson’s ratio. ij
is the Kronecker delta symbol with the property
ij =
8<: 0 i 6= j;1 i = j: (3.1.4)
The boundary conditions are
ui = ui on Su  S; (3.1.5)
ijnj = ti on St  S; (3.1.6)
where ui and ti are the prescribed displacements and tractions, respectively.
Substituting Eq. (3.1.3) into Eq. (3.1.2) leads to the relationship between stress
and displacement gradients
ij =
2
1  2 ijum;m + (ui;j + uj;i): (3.1.7)
Then substituting Eq. (3.1.7) into Eq. (3.1.1) yields the governing equation repre-
sented using displacement, or called Navier’s equation
ui;jj   
2(1  )uj;ji + bi = 0: (3.1.8)
Figure 3.2: Two-dimensional elastic problem
For a body subject to a unit point force on S, Eq. (3.1.8) can be rewritten as
ui;jj   
2(1  )uj;ji + (x  S)ei = 0; (3.1.9)
where ei is a unit vector and (x   S)ei represents a unit point force exerted on S
as
(x  S) =
8<: +1 x = S;0 x 6= S: (3.1.10)
Assuming the analytical displacement and traction solutions for the above equation
are denoted by ui and ti , respectively. Then the fundamental solutions are deﬁned
as the tensors associated with them by
ui = Uij(S;x)ej; (3.1.11)
ti = Tij(S;x)ej; (3.1.12)
where Uij is the displacement fundamental solution and Tij the traction fundamental
solution. To derive the form of fundamental solutions, we express the analytical
displacement ui using Galerkin vector as
ui = Gi;kk  
1
2(1  )Gk;ik: (3.1.13)
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Substituting Eq. (3.1.13) into Eq. (3.1.9) leads to
Gi;kkjj +  (x  S) ei = 0: (3.1.14)
For three dimensional problems, the Galerkin vector can be derived as
Gi =
1
8
rei; (3.1.15)
where r = r(x;S) = jjx Sjj is the distance between the source point and ﬁeld point,
as shown in Fig. 3.3. Thus the solution of Eq. (3.1.9) is obtained by substituting
Eq. (3.1.15) to (3.1.9) as
ui =
1
8

r;kkei   1
2(1  )r;ikek

: (3.1.16)
Then the displacement fundamental solutions can be written as
Uij(S;x) =
1
16(1  )r [(3  4)ij + r;ir;j]: (3.1.17)
The analytical traction solution is obtained through substituting Eq. (3.1.7) and
then using the relationship between stress and traction,
ti =  
1
8(1  )r2
n @r
@n
[(1  2)ij + 3r;ir;j]
+(1  2)(nir;j   njr;i)
o
ej: (3.1.18)
Hence, the traction fundamental solution is expressed by
Tij(S;x) =   1
8(1  )r2
n @r
@n
[(1  2)ij + 3r;ir;j] (3.1.19)
+(1  2)(nir;j   njr;i)
o
:
For two-dimensional elasticity, the Galerkin vector is written as
Gi =   1
8
r2 ln(r)ei: (3.1.20)
Analogously to the derivation in three dimensional problems, the displacement and
traction fundamental solutions in two dimensions are given by
Uij(S;x) =
1
8(1  )

(3  4) ln

1
r

ij + r;ir;j

; (3.1.21)
Figure 3.3: The distance between source point and ﬁeld point
Tij(S;x) =   1
4(1  )r
n @r
@n
[(1  2)ij + 2r;ir;j]  (1  2)(r;inj   r;jni)
o
:
(3.1.22)
Taking the derivatives of fundamental solutions with respect to source points and
using Hooke’s law in Eq. (3.1.2), the hypersingular fundamental solutions can be
obtained in two dimensions as
Dkij =
1
4(1  )r [(1  2)(r;ijk + r;jki   r;kij) + 2r;ir;jr;k]; (3.1.23)
Skij =

2(1  )r2

2
@r
@n
[(1  2)ijr;k + (r;jik + r;ijk)  4r;ir;jr;k]

+

2(1  )r2f2(nir;jr;k + njr;ir;k)g (3.1.24)
+

2(1  )r2f(1  2)(2nkr;ir;j + njik + nijk)  (1  4)nkijg;
and in three dimensions as
Dkij =
1
8(1  )r2 [(1  2)(ikr;j + jkr;i   ijr;k) + 3r;ir;jr;k]; (3.1.25)
Skij =

4(1  )r3

3
@r
@n
[(1  2)ijr;k + (r;jik + r;ijk)  5r;ir;jr;k]

+

4(1  )r3f3(nir;jr;k + njr;ir;k)g (3.1.26)
+

4(1  )r3f(1  2)(3nkr;ir;j + njik + nijk)  (1  4)nkijg:
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An important property of fundamental solutions is the singularity at the source
point. The singularity orders are summarized in Tab. 3.1.
Kernel Dimension Order Singularity type
Uij 2D O(ln(1/r)) weakly singular
Tij 2D O(1/r) strongly singular
Uij 3D O(1/r) weakly singular
Tij 3D O(1/r2) strongly singular
Dkij 2D O(1/r) strongly singular
Skij 2D O(1/r2) hypersingular
Dkij 3D O(1/r2) strongly singular
Skij 3D O(1/r3) hypersingular
Table 3.1: The singularity of kernel functions
3.1.2 Boundary integral equations
From fundamental solutions, a boundary integral equation (BIE) can be ob-
tained. The BIE can be classiﬁed into two categories:
• Indirect Boundary Integral Equations
The unknowns in the equation are not with an obvious physical interpreta-
tion, so the ﬁeld quantities of interest need to be recovered after solving the
equations.
• Direct Boundary Integral Equations
Direct boundary integral equation is obtained directly from Somigliana’s iden-
tities through a limiting approach. The unknowns in the equation are the
quantities of interest in mechanics, such as displacement and traction around
the boundary for linear elasticity. Hence, the direct boundary integral equa-
tion is used in the present thesis and will be reviewed in this section.
Betti’s reciprocal theorem
Suppose (uadji ; adjij ; adjij ) denotes an adjoint state which satisﬁes elastic governing
equations. We take uadji as a test function and multiply it with Eq. (3.1.1), yielding
the following integral form Z


(ij;j + bi)u
adj
i d
 = 0: (3.1.27)
Eq. (3.1.27) can be integrated by parts and yieldsZ


ij;ju
adj
i d
 =
Z


(iju
adj
i );jd
 
Z


iju
adj
i;j d
: (3.1.28)
As the strain tensor is the symmetric gradient of displacement, the following equa-
tion holds:
iju
adj
i;j = ij
adj
ij : (3.1.29)
From the divergence theorem, the second domain integral of Eq. (3.1.28) becomesZ


(iju
adj
i );jd
 =
Z
S
ijnju
adj
i d
: (3.1.30)
By writing ijnj = ti, the above equation becomesZ


(iju
adj
i );jd
 =
Z
S
tiu
adj
i dS: (3.1.31)
Substituting Eq. (3.1.29) and Eq. (3.1.31) to Eq. (3.1.28) yieldsZ


ij;ju
adj
i d
 =
Z
S
tiu
adj
i dS  
Z


ij
adj
ij d
: (3.1.32)
Substituting Eq. (3.1.1) into the above equation, we obtain the following expressionZ


biu
adj
i d
 =
Z
S
tiu
adj
i dS  
Z


ij
adj
ij d
; (3.1.33)
or Z


ij
adj
ij d
 =
Z
S
tiu
adj
i dS +
Z


biu
adj
i d
: (3.1.34)
Through a similar procedure, we can getZ


adjij ijd
 =
Z
S
tadji uidS +
Z


badji uid
: (3.1.35)
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It is noticed that the left hand sides of Eqs. (3.1.34) and (3.1.35) are equal, i.e.,Z


ij
adj
ij d
 =
Z


adjij ijd
: (3.1.36)
The above identity can be proved as follows:Z


ij
adj
ij d
 =
Z


[ij
adj
ij kk + 2ij
adj
ij ]d

=
Z


[ij
adj
ij kk + 2ij
adj
ij ]d

=
Z


[ij
adj
mm + 2
adj
ij ]d

=
Z


adjij ijd
: (3.1.37)
From Eqs. (3.1.34, 3.1.35, 3.1.36), we get the following identity, also known as
Betti’s reciprocal work theorem,Z
S
tiu
adj
i dS +
Z


biu
adj
i d
 =
Z
S
tadji uidS +
Z


badji uid
: (3.1.38)
Somigliana’s identity
The boundary integral equation for elasticity can be derived from Betti’s recip-
rocal work theorem by taking the adjoint state as the solutions corresponding to a
concentrated body force in Eq. (3.1.9). Substituting Eqs. (3.1.11,3.1.12) into Eq.
(3.1.38) leads to
ui (S) =
Z
S
Uij(S;x)tj(x)dS(x) 
Z
S
Tij(S;x)uj(x)dS(x)
+
Z


Uij(S;x)bj(x)d
(x); (3.1.39)
by remembering the sifting property of Dirac delta distributionZ


(x  S)eiuid
 = ui (S) ei: (3.1.40)
Eq. (3.1.39) is known as Somigliana’s identity for displacements. It relates the
displacements at interior points to the displacements and tractions on the boundary.
Finally, Somigliana’s identity for stresses can be obtained by substituting Eq.
(3.1.39) into Eq. (3.1.7) as
ij(S) =
Z
S
Dkij(S;x)tk (x) dS (x) 
Z
S
Skij(S;x)uk (x) dS (x)
+
Z


Dkij(S;x)bk (x) d
 (x) : (3.1.41)
Displacement boundary integral equations
In Eqs. (3.1.39) and (3.1.41), the source point is still located inside the domain.
To get a boundary integral equation for a source point on the boundary, it is neces-
sary to consider the limit process as the source point approaches the boundary, i.e.
S! s.
Consider a computational domain augmented around the boundary source point
by a semi-circular region for two-dimensional problems and a hemispherical region
for three-dimensional problems, with radius " as illustrated in Figs 3.4 and 3.5. The
augmented boundary is now expressed by
(S   S") + S+" ; (3.1.42)
where S" is the portion of the original geometry that has been removed, and S+" the
portion of the semi-circular arc or hemispherical surface.
Figure 3.4: Semi-circular arc around source point in two dimensions
Consider the ﬁrst boundary integral on the right-hand side of Eq. (3.1.39). In
the limit when "! 0, it can be split intoZ
S
Uij(s;x)tj(x)dS(x) = lim
"!0
Z
S S"
Uij(s;x)tj(x)dS(x)
+ lim
"!0
Z
S+"
Uij(s;x)tj(x)dS(x): (3.1.43)
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Figure 3.5: Hemisphere around source point in three dimensions
The integrand is of order O(ln(1/r)) in two dimensions and O(1/r) in three dimen-
sions. The ﬁrst term of the right-hand side of the above equation is an improper
integral and should be evaluated using special techniques. The second term of the
right-hand side vanishes when "! 0.
Now consider the second boundary integral of the right-hand side of Eq. (3.1.39),
which can be written asZ
S
Tij(s;x)uj(x)dS(x) = lim
"!0
Z
S S"
Tij(s;x)uj(x)dS(x)
+ lim
"!0
Z
S+"
Tij(s;x)uj(x)dS(x): (3.1.44)
The integrand is of order O(1/r) in two dimensions and O(1/r2) in three dimensions.
The ﬁrst term of the right-hand side of the above equation is only integrable in
Cauchy principal value sense, and the second integral can be rewritten by subtracting
and adding the ﬁrst term of the Taylor series expansion of the displacement at the
source point,
lim
"!0
Z
S+"
Tij(s;x)uj(x)dS(x) = lim
"!0
Z
S+"
Tij(s;x) [uj(x)  uj(s)] dS(x)
+uj(s) lim
"!0
Z
S+"
Tij(s;x)dS(x): (3.1.45)
The second term on the right-hand side of the above equation can be written in the
following form
uj (s) lim
"!0
Z
S+"
Tij (s; x)dS (x) = ij (s)uj (s) ; (3.1.46)
where ij are the coeﬃcients depending only on the local geometry around the source
point. The value is  1
2
ij for a smooth geometry.
Finally, Eq. (3.1.39) is transferred to the displacement boundary integral equa-
tion in the limit of "! 0 by ignoring domain integrals
Cij(s)uj(s) + 
Z
S
Tij(s;x)uj(x)dS(x) =
Z
S
Uij(s;x)tj(x)dS(x): (3.1.47)
Stress boundary integral equations
Now consider the limit of Eq. (3.1.41) as " ! 0: Its ﬁrst integral can be split
into Z
S
Dkij(s;x)tk(x)dS(x) = lim
"!0
Z
S S"
Dkij(s;x)tk(x)dS(x)
+ lim
"!0
Z
S+"
Dkij(s;x)tk(x)dS(x): (3.1.48)
The second term of Eq. (3.1.48) is
lim
"!0
Z
S+"
Dkij(s;x)tk(x)dS(x) = lim
"!0
Z
S+"
Dkij(s;x) [tk(x)  tk(s)] dS(x)
+tk(s) lim
"!0
Z
S+"
Dkij(s;x)dS(x): (3.1.49)
The ﬁrst integral in the right-hand side of the above equation vanishes in the limiting
process. The second integral leads to a jump term on the tractions, given by
tk (s) lim
"!0
Z
S+"
Dkij (s; x)dS (x) = ij (s) : (3.1.50)
Thus Eq. (3.1.48) can be written asZ
S
Dkij (s; x)tk (x) dS (x) =  
Z
S
Dkij (s; x)tk (x) dS (x) + ij (s) : (3.1.51)
Now consider the second integral of Eq. (3.1.41) and split it into two terms asZ
S
Skij (s; x)uk (x) dS (x)
= lim
"!0
Z
S S+"
Skij (s; x)uk (x) dS (x) + lim
"!0
Z
S+
Skij (s; x)uk (x) dS (x) : (3.1.52)
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The second integral on the right-hand side of Eq. (3.1.52) isZ
S+"
Skij(s;x)uk(x)dS(x)
= lim
"!0
(Z
S+"
Skij(s;x)[uk(x)  uk(s)  uk;m(xm   sm)]dS(x)
+uk(s)
Z
S+"
Skij(s;x)dS(x) + uk;m(s)
Z
S+"
Skij(s;x)(xm   sm)dS(x)
)
: (3.1.53)
The ﬁrst integral of the right-hand side of Eq. (3.1.53) vanishes in the limiting
process and the second integral is unbounded if considered in isolation,
uk (s)
Z
S+"
Skij (s; x)dS (x) = uk (s)
bkij
"
: (3.1.54)
The last integral of the right-hand side of Eq. (3.1.53) leads to jump terms of
displacements,
lim
"!0
uk;m (s)
Z
S+"
Skij (s;x) (xm   sm)dS (x) = ij (s) : (3.1.55)
The sum of the ﬁrst integral of the right-hand side of Eq. (3.1.52) and the second
integral of Eq. (3.1.53) leads to an integral in Hadamard principal Value sense
=
Z
S
Skij (s; x)uk (x) dS (x) = lim
!0
Z
S S+"
Skij (s; x)uk (x) dS (x) + uj (s)
bkij (s)
"

:
(3.1.56)
Finally the integral of Eq. (3.1.41) can be written as
ij (s)  (ij (s)  ij (s)) =  
Z
S
Dkij (s; x)tk (x) dS (x) =
Z
S
Skij (s; x)uk (x) dS (x)
+
Z


Dkij (s; x)bk (x) d
 (x) ; (3.1.57)
and the stress boundary integral equation is obtained by ignoring domain integrals
Cij (s)ij (s) + =
Z
S
Skij (s; x)uk (x) dS (x) =  
Z
S
Dkij (s; x)tk (x) dS (x) : (3.1.58)
3.2 Boundary element methods
Given the boundary integral equation, the BEM formulations can be obtained
by the following two steps:
• Discretize displacement and traction ﬁelds in the BIE using a set of locally
supported basis functions.
• Construct a series of discrete functions by the collocation method or the
Galerkin method.
According to the choice of weighting functions, we obtain the collocation BEM and
the symmetric Galerkin BEM (SGBEM) [2,20]. Collocation BEM can be viewed as
taking Dirac delta functions as weighting functions, i.e. enforcing boundary integral
equations satisﬁed on a series of discrete points. The SGBEM employs the shape
functions discretizing the ﬁeld as weighting functions, satisfying the equation in an
“average” sense. The following is a comparison between the SGBEM and collocation
BEM:
 As in collocation FEM, the collocation BEM is not supported by a strong
mathematical theory, although numerous experiments have produced satisfac-
tory results. In comparison, SGBEM has a well-founded mathematical formu-
lation, and the existence and convergence of the solution can be proved for
many practical problems.
 Collocation BEM normally leads to a non-symmetric matrix, whereas SGBEM
produces a symmetric matrix. A symmetric matrix has a better condition
and requires less storage. Moreover, it has the ability of taking advantage
of iterative solvers. The coupling with FEM is also easier with a symmetric
matrix.
 SGBEM deals with edges and corners more easily, as well as the hypersin-
gular boundary integrals equations which are essential in fracture mechanics,
acoustics problems and electromagnetic problems. This is due to the fact that
source points are always located inside elements so that high order continuity
requirement of the BIE at the source point is satisﬁed.
 The main advantage of collocation BEM over SGBEM is computational ef-
ﬁciency, because SGBEM requires a dual boundary integral which is very
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time-consuming. In the present thesis, the collocation scheme is used and will
be presented in the following.
3.2.1 Boundary element method formulations
In classical BEM, the boundary can be divided into a set of non-overlapping
elements as
S =
ne[
e=1
Se; Si \ Sj = ;; i 6= j; (3.2.59)
where ne is the number of elements and e is the element index. The ﬁeld can
then be approximated as piecewise by the polynomial shape functions deﬁned on
each element. A widely used element type in BEM and FEM is isoparametric
elements, where the geometry is approximated using the same shape functions as
that discretizing the ﬁeld. It is noteworthy that it should be advantageous in some
cases to have independent ﬁeld and geometry approximations [106]. Following are
some commonly used types of isoparametric elements and shape functions.
 Quadratic elements (Fig. 3.6):
N1(~) =
1
2
~(~   1);
N2(~) = 1  ~2;
N3(~) =
1
2
~(~ + 1): (3.2.60)
-1 0 +1
-1
+1
Figure 3.6: Quadratic element for two-dimension problems
 Quadrilateral elements (Fig. 3.7):
N1(~1; ~2) =
1
4
(~1 + 1)(~2 + 1);
N2(~1; ~2) =
1
4
(1  ~1)(~2 + 1);
N3(~1; ~2) =
1
4
(~1   1)(~2   1);
N4(~1; ~2) =
1
4
(~1 + 1)(1  ~2): (3.2.61)
Figure 3.7: Bilinear element for three-dimension problems
An important property of isoparametric elements is that the shape functions are
polynomials and possess the Kronecker delta property, as shown in Fig. 3.8 for
quadratic elements.
To formulate the BEM equations, the displacements and tractions around the
boundary are discretized with isoparametric elements as
uej(
~) =
naX
a=1
Nea(~)u
ea
j ; (3.2.62)
tej(
~) =
naX
a=1
Nea(~)t
ea
j ; (3.2.63)
where e is the element index and a the local index of the node in element e, ~
the intrinsic coordinates in parent elements. In one dimensional parent elements, ~
reduces to a scalar ~, and in two dimensions it is a vector of (~1; ~2). uj and tj are
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Figure 3.8: Quadratic basis functions
nodal displacements and tractions. The geometry is then approximated using the
same polynomial basis functions as Eqs. (3.2.62) and (3.2.63),
xe(~) =
naX
a=1
Nea(~)xea: (3.2.64)
Substituting Eqs. (3.2.62) and (3.2.63) into Eq. (3.1.47) yields
Cij (sc)ue0a0j +
neX
e=1
naX
a=1
 
Z
~S
Tij(sc; ~)Nea(~)Je(~)d ~S(~)ueaj
=
neX
e=1
naX
a=1
Z
~S
Uij(sc; ~)Nea(~)Je(~)d ~S(~)teaj ; (3.2.65)
where c indicates the collocation point index, e0 the element in which the collocation
point is located, and a0 the local index of the collocation point in element e0.
We write the terms in Eq. (3.2.65) with the following shorthand symbols,
H^ce0a0ij = Cij(sc)uce0a0j ; (3.2.66)
Hceaij =  
Z
~S
Tij(sc; ~)Nea(~)Je(~)d ~S(~); (3.2.67)
Gceaij =
Z
~S
Uij(sc; ~)Nea(~)Je(~)d ~S(~): (3.2.68)
In classical BEM, a natural and convenient choice is to choose the nodes as the
collocation points. Using the mapping from the element index space and from the
local node index space to the global index space,
(e; a) 7! A; (e0; a0) 7! c; (3.2.69)
and substituting matrix entries of Eqs. (3.2.66, 3.2.67, 3.2.68) to Eq. (3.2.65) yields
HcAij u
A
j = G
cA
ij t
A
j ; (3.2.70)
with
HcAij = H^
cc
ij cA + H
cA
ij ; (3.2.71)
GcAij = G
cA
ij : (3.2.72)
Eq. (3.2.70) can be written in matrix form
Hu = Gt; (3.2.73)
where matrix H collects the entries of HcAij and G of GcAij . The column vector u
contains the nodal displacements, and t the nodal tractions. Both u and t include
unknowns and the values prescribed by boundary conditions. By swapping the
unknowns and the related coeﬃcients of both sides, we obtain
Az = By: (3.2.74)
The column vector z contains all the displacement and traction unknowns, y contains
all the nodal parameters given by boundary conditions, A is a coeﬃcient matrix
which is usually non-symmetric and densely populated, and B is a matrix which
contains the coeﬃcients corresponding to the prescribed boundary conditions. The
product of B and y yields the right-hand side vector f, i.e.
Az = f: (3.2.75)
The above equation is a linear system which can be solved to obtain the values of
the unknown displacement and traction parameters.
3.2.2 Evaluation of integrals
For elements which do not contain the collocation point, the element integral is
regular and the Gauss-Legendre quadrature can be used, i.e.Z +1
 1
f(~)d =
ngX
g=1
f(~g)wg; (3.2.76)
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for line integrals, and
Z +1
 1
Z +1
 1
f(~1; ~2)d~1d~2 =
ngX
g=1
ngX
g=1
f(~1;g; ~2;g)wg; (3.2.77)
for surface integrals, where g is the index of the Gauss point, wg is the weight, and
ng is the number of Gauss points in each dimension.
Evaluation of weakly singular integrals
When a collocation point is located in the element, the right-hand side of Eq.
(3.2.65) is a weakly singular integral, i.e. O(ln(1/r)) in two-dimensions, and O(1/r)
in three-dimensions, which can be treated by introducing a mapping such that its
Jacobian cancels the singularity.
In two-dimensional problems, Telles transformation [99] is used,
~ = (1  2)

2
+ ; (3.2.78)
where  and  are the coordinates of the ﬁeld point and collocation points in the
transformed system, respectively. The Jacobian for this mapping is
J = (1  ); (3.2.79)
which approaches zero at the collocation point, so the singularity vanishes and a
Gauss-Legendre quadrature scheme can be used as for regular integrals.
For three dimensional problems, a polar integration scheme can also introduce a
Jacobian cancelling singularities of order O(1/r). As shown in Fig. 3.9, the parent
element is subdivided into subelements sharing the collocation point as a common
vertex, then a Gauss-Legendre integral can be performed for each subelement in the
polar coordinate system (-),Z +1
 1
Z +1
 1
f(~1; ~2)d~1d~2
=
Z

Z

f(~1(; ); ~2(; ))J(; )dd: (3.2.80)
Figure 3.9: Polar integration
Evaluation of strongly singular integrals
When the collocation point is located in the element, the integrals of the left-hand
side in Eq. (3.2.65) is strongly singular. Recall the form of the strongly singular
integral as follows,
 
Z
~S
Tij (sc; ~)NA(~)J(~)d ~S(~): (3.2.81)
In isoparametric elements, when c 6= A, i.e. the collocation point does not coincide
with the node A, the value of shape function NA vanishes on the collocation point
due to the Kronecker delta property. Moreover, it approaches zero as O(r), which
can cancel the strong singularity of kernel function Tij(sc;x(~)). When c = A, i.e.,
collocation point is located on node A, strongly singular integrals must be evaluated.
By using a special technique, so-called rigid body motion method, strongly singular
integrals together with jump terms do not need to be evaluated explicitly but ob-
tained from the known values in the matrix H in Eq. (3.2.73). By noticing that the
jump terms and strongly singular integrals are always arranged along the diagonal
line of matrix H, rigid body motion methods rely on a physical interpretation of
BEM: if the traction is zero, the equation should recover a rigid body motion. For
example, Eq. (3.2.82) is reduced from Eq. (3.2.73) on a two-dimensional traction
free state, where the black dots in matrix H denote the positions of jump terms and
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singular integrals, and the right-hand side is a zero-vector due to the zero traction.
Then the displacement vector represents a unit rigid body motion in the x-direction,
and an entry on the diagonal line of the matrix is calculated from the sum of the
remaining terms on the same row, which are regular integrals and can be obtained
readily. 26666666666666666666664
        : : :
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: (3.2.82)
The procedure can be expressed as
Hccij =  
X
A=1;c 6=A
HcAij ; (3.2.83)
where c is the collocation point index, and A is the global node index.
3.2.3 Treatment of corners
For a collocation BEM, corners need to be treated carefully, because the trac-
tion ﬁeld is not continuous on the corner. Taking two-dimensional problems as an
example, the situations and the corresponding methods depend on the particular
cases at hand:
1. Both sides around the corner are prescribed traction boundary conditions. See
Fig. 3.10. In this case, the displacement is without needing special treatment,
but the traction nodal values on the corner are set to be discontinuous and
have diﬀerent values for the elements touching the corner. So traction degrees
of freedom are more than displacement, but the total number of unknowns is
still equal to the number of available equations.
Figure 3.10: Traction-traction boundary conditions around corners
2. One side around the edge is prescribed tractions and the other side displace-
ments. See Fig. (3.11). The case is treated in the same way as above.
Figure 3.11: Traction-displacement boundary conditions around corners
3. Both sides around the corner are prescribed displacement boundary conditions.
In this case, the number of unknowns is larger than the number of equations.
An approach to increase the number of equations is to shift the nodes from
the corner into the elements. See Fig. 3.12.
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Figure 3.12: Displacement-displacement boundary condition around corners
3.2.4 Postprocessing
Evaluate stresses and displacements at interior points
After computing the displacement and traction of the boundary by solving Eq.
(3.2.73), we can evaluate the displacement or stress in the domain if necessary. The
displacement and the stress at an interior point results from a straightforward use
of Somigliana’s identities. For the interior displacement ﬁeld, the expression is
ui (S) =
neX
e=1
naX
a=1
Z
~S
Uij(S; ~)Nea(~)teaj Je(~)d ~S(~)
 
neX
e=1
naX
a=1
Z
~S
Tij (S; ~)Nea(~)ueaj Je(~)d ~S(~); (3.2.84)
and for the interior stress ﬁeld, the formulation is
ij (S) =
neX
e=1
naX
a=1
Z
~S
Dkij (S; ~)Nea(~)teak Je(~)d ~S(~)
 
neX
e=1
naX
a=1
Z
~S
Skij(S; ~)Nea(~)ueak Je(~)d ~S(~): (3.2.85)
Evaluate stresses at boundary points
The evaluation of the stress at boundary points can be done using Somigliana’s
equations, but a singular integral needs to be computed. Furthermore, an integral
over the surface is time-consuming. So a simple and eﬃcient way consists in recov-
ering the stress by Hooke’s law and Cauchy’s formula from the displacement, the
displacement gradient and the traction ﬁelds:
ue(~) =
naX
a=1
Nea(~)uea; (3.2.86)
due(~)
d~
=
naX
a=1
dNea(~)
d~
uea; (3.2.87)
te(~) =
naX
a=1
Nea(~)tea: (3.2.88)
For two-dimensional problems, deﬁne a local coordinate system such that e^1 is
the unit vector in the normal direction and e^2 is the unit vector in the tangential
direction (Fig. 3.13), and the vectors in this system can be represented as,
x^ = x^1e^1 + x^2e^2: (3.2.89)
The local unit tangential vector can be obtained by
e^1 = n; (3.2.90)
e^2 =
m
jmj ; (3.2.91)
where n is the normal, and m is the tangential vector,
m = dx(
~)
d~
: (3.2.92)
The transformation matrix for the quantities from the global coordinate system to
the local tangential system is
A =
24 e^1
e^2
35 =
24 n1 n2
 n2 n1
35 : (3.2.93)
Deﬁning displacements, tractions, strains, and stresses in the local coordinates as u^j,
t^j, ^ij, and ^ij respectively, ^22 can be evaluated through the displacement gradient
in the global coordinates,
^22(~) = u^2;2(~) =
@u^2
@ ~
@ ~
@x^2
= A2j
@uj
@ ~
@ ~
@x^2
; (3.2.94)
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with
@ ~
@x^2
=
1
jmj : (3.2.95)
The stress tensor in the local coordinate system is
^11 = t^1; (3.2.96)
^12 = t^2; (3.2.97)
^22 =

E
1  2

^22 +


1  

t^1: (3.2.98)
Finally, the stress in the global Cartesian coordinate system can be obtained as:
ij = AkiAnj^kn: (3.2.99)
Figure 3.13: Local coordinate system on curve
For three dimensional problems, the procedure is similar to two-dimensional
problems. The ﬁrst step is to construct a tangential coordinate system as
m1(~1; ~2) =
@x
@1
(~1; ~2); (3.2.100)
m2(~1; ~2) =
@x
@2
(~1; ~2); (3.2.101)
n(~1; ~2) =m1(~1; ~2)m2(~1; ~2); (3.2.102)
where m1 and m2 are the two tangential vectors, and n the normal vector to the
surface. The tangential coordinate system is neither orthogonal nor unit generally,
which is a subtle diﬀerence from two-dimensional problems. So we need to establish
a unit orthogonal coordinate system based on the the tangential coordinate system
(Fig. 3.14), and its three base vectors are given by
e^1 =
m1
jm1j ; (3.2.103)
e^3 =
n
jnj ; (3.2.104)
e^2 = e^1  e^3: (3.2.105)
And the rotation tensor Aij for the coordinate system transition can be written as
the following matrix form
A =
26664
e^1
e^2
e^3
37775 : (3.2.106)
We also can get the derivatives of intrinsic coordinates of parent element with respect
to that of the local orthogonal system
@ ~1
@x^1
=
1
jm1j ;
@ ~1
@x^2
=
  cos 
jm1j sin  ; (3.2.107)
@ ~2
@x^1
= 0;
@ ~2
@x^2
=
1
jm2j sin ; (3.2.108)
where x^1, x^2 and x^3 denote the local orthogonal coordinates.
The strain components in the e^1-e^2 of local orthogonal system are
^ij =
@u^i
@x^j
=
@u^i
@ ~k
@ ~k
@x^j
i; j; k = 1; 2 (3.2.109)
with
@u^i
@ ~k
= Ail
@ul
@ ~k
k = 1; 2 and i; l = 1; 2; 3: (3.2.110)
From the constitutive equations and the relationships between stress and traction,
we can get the stress in the local orthogonal system as
^11 =
E
1  2 (^11 + ^22) +

1   t^3; (3.2.111)
^12 =
E
1 + 
^12; (3.2.112)
^22 =
E
1  2 (^22 + ^11) +

1   t^3; (3.2.113)
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^33 = t^3; (3.2.114)
^23 = t^2; (3.2.115)
^13 = t^1: (3.2.116)
Then we transfer the stress from local orthogonal system to the global Cartesian
system
ij = AkiAnj^kn: (3.2.117)
Figure 3.14: Local coordinate system on surface
3.3 Isogeometric boundary element methods
The implementation of isogeometric boundary element methods (IGABEM) is
similar to classical BEM with isoparametric elements in that they discretize both
the BIE and the geometry using the same shape functions. In isoparametric ele-
ments, the shape functions for representing geometries are borrowed from the ﬁeld
discretization, and thus can only approximate the geometry. In contrast, the ele-
ment structures and basis functions in IGABEM are initially used for constructing
CAD models, then utilized by analysis for discretizing the ﬁeld around the boundary.
The basis functions in IGABEM are rational and can guarantee an exact geome-
try. However, the lack in Kronecker delta property induces an inconvenience in the
evaluation of strongly singular integrals and jump terms.
3.3.1 Isogeometric boundary element method formulations
The geometry provided by CAD is usually formulated using NURBS or T-spline
basis functions
xe(~) =
naX
a=1
Rea(~)Pea; (3.3.118)
where Rea are the NURBS or T-spline basis functions, with e denoting the parent
element index and a the local index of the basis function in element e. P are the
control points, and ~ the intrinsic coordinates of the ﬁeld points in parent elements.
The displacement and traction ﬁelds around the boundary are also discretized us-
ing NURBS or T-splines, which is the main diﬀerence from the traditional boundary
element method,
uej(
~) =
naX
a=1
Rea(~)~u
ea
j ; (3.3.119)
tej(
~) =
naX
a=1
Rea(~)~t
ea
j ; (3.3.120)
where ~ueaj and ~teaj are the nodal displacement and traction parameters associated
with control points, and ~ the intrinsic coordinates of the ﬁeld points in the parent
element. It is noted that ~ueaj and ~teaj are not the nodal displacements or tractions
because the basis functions lack the Kronecker delta property. Consequently, the
boundary conditions cannot be enforced in the same way as BEM. An available
approach is to semi-discretize the BIE [93], which rearranges the BIE (3.1.47) by
separating the integrals into two sides
Cij(s)uj (s)

St
+ 
Z
St
Tij (s;x)uj (x) dS (x) 
Z
Su
Uij (s;x) tj (x) dS (x)
=  Cij (s) uj (s)

Su
  
Z
Su
Tij (s; x)uj (x) dS (x) +
Z
St
Uij (s; x)tj (x) dS (x) ; (3.3.121)
where Su denotes the portion of the boundary prescribed displacement boundary
conditions, and St traction boundary conditions. Now uj and tj on the left-hand
side of Eq. (3.3.121) are unknowns, and uj and tj on the right-hand side are the
displacement and traction values given by boundary conditions.
We only discretize the left-hand side of Eq. (3.3.121) with Eqs. (3.3.119) and
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(3.3.120), then a discretized form of BIE is obtained as
na0X
a0=1
Cij(~c)Re0a0(
~c)~u
e0a0
j +
neX
e=1
naX
a=1
 
Z
~St
Tij(~c; ~)Rea(~)Je(~)d ~S(~)~ueaj
 
neX
e=1
naX
a=1
Z
~Su
Uij(~c; ~)Rea(~)Je(~)d ~S(~)~teaj
=  
na0X
a0=1
Cij(~c)u
e0a0
j (
~c) 
neX
e=1
naX
a=1
 
Z
~Su
Tij(~c; ~)u
ea
j (
~)Je(~)d ~S(~)
+
neX
e=1
naX
a=1
Z
~St
Uij(~c; ~)t
ea
j (
~)Je(~)d ~S(~); (3.3.122)
where c indicates the collocation point index, ~c the intrinsic coordinate of the
collocation point, e0 the element in which the collocation point is located, and
a0 the local index of the collocation point in element e0. In classical BEM, the
collocation points are chosen on the nodes straightforwardly. This approach is not
available, however, for IGABEM because the control points are not located on the
boundary. A simple but eﬀective approach for NURBS is using Greville abscissae,
which compute the coordinates of collocation points in parametric space as follows
A =
A+1 + A+2 +   + A+p
p
: (3.3.123)
This method is initially used in the isogeometric collocation method [4], then adopted
in [93] for NURBS-based IGABEM in 2D linear elastic problems, and further ex-
tended to 3D IGABEM analysis with T-splines [87].
For convenience, we deﬁne some shorthand symbols to represent the terms in
the left-hand side of Eq. (3.3.122 ) as
H^ce0a0ij = Cij(
~c)Re0a0(
~c); (3.3.124)
Hceaij =  
Z
~S
Tij(~c; ~)Rea(~)Je(~)d ~S(~); (3.3.125)
Gceaij =
Z
~S
Uij(~c; ~)Rea(~)Je(~)d ~S(~); (3.3.126)
and the terms in the right-hand side of Eq. (3.3.122 ) as
h^ce0a0i = Cij(
~c)u
e0a0
j (
~c); (3.3.127)
hceai =  
Z
~S
Tij(~c; ~)u
ea
j (
~)Je(~)d ~S(~); (3.3.128)
gceai =
Z
~S
Uij(~c; ~)t
ea
j (
~)Je(~)d ~S(~): (3.3.129)
With the above symbols, Eq. (3.3.122) can be expressed by
na0X
a0=1
H^ce0a0ij ~u
e0a0
j +
neX
e=1
naX
a=1
Hceaij ~u
ea
j +
neX
e=1
naX
a=1
Gceaij ~t
ea
j
=
na0X
a0=1
h^ce0a0i +
neX
e=1
naX
a=1
hceai +
neX
e=1
naX
a=1
gceai : (3.3.130)
Eq. (3.3.130) can be further assembled into a matrix form as
Az = f: (3.3.131)
Matrix A contains the entries of the left-hand side of Eq. (3.3.130), f is a column
vector from the right-hand side of Eq. (3.3.130), and z includes all the unknowns of
displacements and tractions. The above linear discrete system is directly obtained
from the integrals, and the boundary conditions have been taken into account when
assembling the system matrix.
3.3.2 Evaluation of strongly singular integral
In BEM, jump terms and strongly singular integrals are not evaluated explicitly
but bypassed through the rigid body motion method. However, the rigid body
motion method is available only if the following requirements are satisﬁed:
• The terms containing jump terms should be arranged along the diagonal line
of the matrices.
• The strongly singular integral terms should be arranged along the diagonal
line of matrices.
Unfortunately, IGABEM impinges on both of the two requirements. Considering
the terms containing the product of jump terms and shape functions
H^cAij = Cij(
~c)RA(~c); (3.3.132)
where c is the collocation point index and determines the row index of the term of
H^cAij in matrix H, and A is the shape function index and determines the column
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number. Unlike in BEM where only jump terms are present in H, in IGABEM
H contains the product of jump terms with the values of shape functions RA on
collocation points, so the distribution of H^ij in matrix H depends on the element
supporting RA. Due to the lack of the Kronecker delta property, the values of RA
normally do not vanish on the edges of the neighbouring elements, so the distribution
of H^ij will not be restricted to the diagonal line only.
Now consider the strongly singular integrals written with the global node index,
Hcaij =  
Z
~S
Tij(~c; ~)RA(~)J
e(~)d ~S(~): (3.3.133)
For BEM, the above integral is singular only when c = A. If c 6= A, polynomial shape
functions vanish at collocation points and thus cancel the singularity of the kernels.
In IGABEM, however, it cannot be guaranteed that RA(~c) = 0 when c 6= A, so
the singularity of the kernel cannot be cancelled and the singular integrals must be
evaluated explicitly. A classical technique to evaluate strongly singular integrals is
the singularity subtraction technique (SST) [1,46,96], which will be illustrated here
for two-dimensional cases. We denote the integrand in Eq. (3.3.125) as
F (~; ~) =
f(~)
~   ~ = Tij(
~; ~)Rea(~)Je(~); (3.3.134)
which can be expanded at the source point in power series as
F (~; ~) =
f(~)
~   ~ =
f(~)
~   ~ +O(1); (3.3.135)
where ~ is the coordinate of the collocation point in parent elements. In our work,
we only take the ﬁrst term of the series, which is suﬃcient for cancelling the strong
singularity. Higher order terms can be used for evaluating hypersingular integrals
if necessary. Denoting the integral of Eq. (3.3.125) by I, it can be written by
subtracting the ﬁrst term of the Taylor series and adding it back as follows
I =
neX
e=1
Z 1
 1
"
Fe(~; ~)  fe(
~)
~   ~ +
fe(~)
~   ~
#
d~: (3.3.136)
The integral I consists of two parts,
I = I0 + I 1; (3.3.137)
where I0 is
I0 =
neX
e=1
Z 1
 1
"
Fe(~; ~)  fe(
~)
   ~
#
d~; (3.3.138)
and I 1 is
I 1 =
neX
e=1
Z 1
 1
fe(~)
~   ~ d
~: (3.3.139)
Note that the integrand of I0 is now regular. And I 1 can be integrated analytically
as illustrated in the following.
Supposing the collocation point is located in the middle of the parent elements
 1 and  2 (Fig. 3.15), we only focus on the integrals over the two elements where
singularity arises.
Figure 3.15: Limiting process in SST
By noticing that ~ = 1 for element 1, ~ = -1 for element 2, and
(") = "e(~) +O(1): (3.3.140)
we can obtain the expression for I 1 on the two elements
I 1 = lim
"!0
 Z 1 1(")
 1
f1(1)
~   1d
~ +
Z 1
 1+2(")
f2( 1)
~ + 1
d~
!
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= lim
"!0
 
f1(1)
Z 1 1(")
 1
1
~   1d
~ + f2( 1)
Z 1
 1+2(")
1
~ + 1
d~
!
= lim
"!0

f1(1) ln
 1(") 2
+ f2( 1) ln  22(")

= f1(1) lim
"!0

ln
"12
+ ln  2"2

= f1(1) lim
"!0
(ln j"j+ ln j1j   ln j2j+ ln j2j   ln j"j   ln j2j)
= f1(1)(ln j1j   ln j2j); (3.3.141)
where e = 1/Je(), only depends on the local geometry of the source point.
In the case where the collocation point is located inside of the element, the
Cauchy integral can be calculated in a similar way by dividing the element into two
subelements
I 1 = lim
"!0
 Z ~ 1 (")
 1
f1(1)
~   ~ d
~ +
Z 1
~+2(")
f2( 1)
~   ~ d
~
!
= lim
"!0
 
f1(1)
Z ~ 1(")
 1
1
~   ~ d
~ + f2( 1)
Z 1
~+2(")
1
~   ~ d
~
!
= lim
"!0
 
f1(1) ln
 1(") 1  ~
+ f2( 1) ln
1  ~2(")

!
= f1(1) lim
"!0
 
ln
 "1 + ~
+ ln
1  ~"

!
= f1(1) lim
"!0
(ln j"j   ln j1 + ~j+ ln j1  ~j   ln j"j)
= f1(1)
 
ln
1  ~1 + ~

!
: (3.3.142)
The idea is the same for three-dimensional problems, although the formulations are
diﬀerent.
3.3.3 Evaluation of jump terms
Recall that jump terms arising from the limiting process
Cij (s) = ij (s) + ij (s) ; (3.3.143)
with
ij = lim
"!0
Z
S+"
Tij (s; x)dS (x) ; (3.3.144)
where S+" is a semi-circular arc added to the initial boundary S, and " is the radius
of the arc. See Fig. 3.16. Transferring the above to a polar system centered at
source point s, then we have
r = " cos  + " sin ; (3.3.145)
dS+" = "d; (3.3.146)
r;1 = cos ; (3.3.147)
r;2 = sin : (3.3.148)
Figure 3.16: Jump terms in limiting process when "! 0
Using the above relationships, the constant ij can be evaluated as follows (Fig.
3.17),
11 =
 1
4(1  ) lim"!0
Z
S"
1
"
[(1  2) + 2r;1r;2]"d
=
 1
4(1  )
Z 
0
[(1  2) + 2 cos2 ]d
=
1
8(1  ) [4(1  )(1   2) + (sin 21   sin 22)]: (3.3.149)
Following a similar procedure, we get
12 =
 1
4(1  )
Z 
0
2 sin  cos d = cos 22   cos 21; (3.3.150)
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21 =
 1
4(1  )
Z 
0
2 sin  cos d =  1
4(1  ) cos 2; (3.3.151)
22 =
 1
4(1  )
Z 
0
[(1  2) + 2 sin2 ]d (3.3.152)
=
1
8(1  ) [4(1  )(1   2)  (sin 21   sin 22)]:
So the matrix form of the jump term is
C = 1
8(1  )
26666664
4(1  )(1   2) cos 22   cos 21
+(sin 21   sin 22);
cos 22   cos 21; 4(1  )(1   2)
 (sin 21   sin 22)
37777775 : (3.3.153)
For three-dimensional problems the procedure is similar, but the integral is over a
hemisphere S".
y
x
Figure 3.17: Evaluation of jump terms
3.3.4 Treatment of corners
Similar to the BEM for treatment of edges and corners, the collocation points
of the IGABEM can be shifted from the edges and corners. However, the control
points given from CAD are typically located on the corners. Hence, we can split the
control points on the corners into several overlapped nodes. See Fig. 3.18.
Figure 3.18: Nodes and collocation points around corners
3.4 Regularized isogeometric boundary element
methods
3.4.1 Regularized form of boundary integral equations
Fig. 3.19 illustrates the implementation procedure of the IGABEM which is
based on the singular form of the BIE. Through the above, the inconvenience of the
evaluation of jump terms and strongly singular integral in IGABEM is obvious. To
facilitate the implementation, we propose to adopt a regularized boundary integral
equation given in [65–67] in the context of IGABEM, where there is no jump terms
or strong singularity. The regularized form of the displacement boundary integral
equation is written asZ
S
Tij (s; x) [uj (x)  uj (s)] dS (x) =
Z
S
Uij (s; x)tj (x) dS (x) : (3.4.154)
The order of the integrand in the ﬁrst integral is
Tij (s; x) [uj (x)  uj (s)] 
8<: O
 
1
r
O(r) = O(1) in 2D;
O   1
r2
O(r) = O  1
r

in 3D:
(3.4.155)
Consequently, in two-dimension problems, the regularized form can completely re-
move the singularity of the integrals containing traction kernel. In three-dimensions,
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Figure 3.19: Singular BIE based IGABEM analysis ﬂowchart
the integral becomes weakly singular, which can be treated easily using polar inte-
gration.
3.4.2 Regularized IGABEM formulations
Using the same discretization scheme as Eqs. ( 3.3.119 - 3.3.120), the regularized
BIE can be discretized as
neX
e=1
Z
~S
Tij(~c; ~)
"
naX
a=1
Rea(~)~u
ea
j  
na0X
a0=1
Re0a0(
~c)~u
e0a0
j
#
Je(~)d ~S(~)
=
neX
e=1
Z
~S
Uij(~c; ~)
naX
a=1
Rea(~)~t
ea
j Je(
~)d ~S(~): (3.4.156)
Because the integrals are evaluated numerically using Gauss-Legendre quadrature
rule which is a summation form, we can rewrite Eq. (3.4.156) by splitting its left-
hand side as,
neX
e=1
naX
a=1
Z
~S
Tij(~c; ~)Rea(~)Je(~)d ~S(~)

~ueaj
 
neX
e=1
na0X
a0=1
Z
~S
Tij(~c; ~)Re0a0(
~c)Je(~)d ~S(~)

~ue0a0j
=
neX
e=1
naX
a=1
Z
~S
Uij(~c; ~)Rea(~)Je(~))d ~S(~)

~teaj : (3.4.157)
With the following deﬁnitions,
Hceaij =
Z
~S
Tij(~c; ~)Rea(~)Je(~)d ~S; (3.4.158)
H^ce0a0ij =
Z
~S
Tij(~c; ~)Re0a0(
~c)Je(~)d ~S; (3.4.159)
Gceaij =
Z
~S
Uij(~c; ~)Rea(~)Je(~)d ~S; (3.4.160)
Eq. (3.4.157) can be written as
na0X
a0=1
H^ce0a0ij ~u
e0a0
j +
neX
e=1
naX
a=1
Hceaij ~u
ea
j =
neX
e=1
naX
a=1
Gceaij ~t
ea
j : (3.4.161)
Using the mapping from the local node index space to the global index space, a
matrix form is generated as
Hu = Gt: (3.4.162)
By swapping the unknowns of the two sides of the above matrix equation, we can
get
Az = f: (3.4.163)
Remark that the equation above is identical to Eq. (3.3.131) generated from singular
form of BIE, but the matrix assembly procedure is simpliﬁed greatly. Moreover, the
regularized form has almost no diﬀerence between 2D and 3D, whereas the formula
of SST is diﬀerent depending on the number of spatial dimensions and the evaluation
of jump terms in 3D is not trivial.
3.4.3 Imposition of boundary conditions
As mentioned above, the basis functions in IGABEM lack the Kronecker delta
property, so the nodal parameters do not possess a clear physical interpretation.
Hence, the values prescribed by boundary conditions cannot be substituted directly
into the governing matrix equation. In the isogeometric ﬁnite element method,
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imposing boundary conditions can be done through Lagrange multiplier methods,
penalty methods, or Nitsche methods [77]. However, these methods are not available
in collocation IGABEM, because it is not based on a variational equality. Hence,
we herein propose a nodal parameter extraction technique, which can be conducted
by collocation methods or Galerkin methods.
Collocation method
The collocation method enforces boundary conditions at a series of discrete
points. To construct the equations, we collocate at a series of points on the boundary
portion prescribed boundary conditions, and evaluate the ﬁeld values,
u(~c) = u(~c) on Su; (3.4.164)
t(~c) = t(~c) on St; (3.4.165)
where Su is the portion of the boundary with displacement boundary conditions,
and St with traction boundary conditions. ~c denotes the collocation point with
index c, which can be identical to that used for constructing IGABEM equations.
Substituting Eqs.(3.3.119) and (3.3.120) into the above equations and using a
matrix form produces
R(~c)~u = u(~c) on Su; (3.4.166)
R(~c)~t = t(~c) on St; (3.4.167)
where ~u and ~t are the column vectors collecting the components of boundary nodal
parameters. R = RI is the shape function matrix with R denoting the shape
function and I the identity matrix.
After obtaining the ~u and ~t by solving Eqs. (3.4.166, 3.4.167), we can substitute
them into the governing equations for analysis.
Galerkin method
The Galerkin method enforces boundary conditions in an “average” sense, i.e.Z
Su
RTudS =
Z
Su
RTudS on Su; (3.4.168)
Z
St
RTtdS =
Z
St
RTtdS on St; (3.4.169)
where the shape functions R are used as the weighting functions. Substituting Eqs.
(3.3.119) and (3.3.120) into the above equations leads toZ
Su
RTR~udS =
Z
Su
RTudS on Su; (3.4.170)Z
St
RTR~tdS =
Z
St
RTtdS on St: (3.4.171)
Hence, ~u and ~t can be obtained by solving the following matrix equations
A1~u = z1 on Su; (3.4.172)
A2~t = z2 on St; (3.4.173)
where
A1 =
Z
Su
RTRdS on Su; (3.4.174)
A2 =
Z
St
RTRdS on St; (3.4.175)
and
z1 =
Z
Su
RTudS on Su; (3.4.176)
z2 =
Z
St
RTtdS on St: (3.4.177)
Requiring no integration, the collocation method is more eﬃcient than the Galerkin
method. However, the Galerkin method is more elegant in the case of geometries
with corners where special care must be taken for choosing collocation points. More-
over, collocation methods may lead to instabilities along interfaces between Dirichlet
and Neumann boundary conditions since the equations are satisﬁed only poinwise.
Nodal displacement and traction parameters associated with the control points
can be extracted before the IGABEM analysis. This is a separate process con-
ducted before the system matrix assembly. However, once the nodal parameters
are extracted, they can be substituted into the matrix equation directly to enforce
boundary conditions, as the conventional boundary element methods.
3.5. Conclusions 79
3.5 Conclusions
A formulation of the isogeometric boundary element method was presented. The
singular form of the BIE was widely used in the BEM with isoparametric elements,
but based on this form, the explicit evaluation of jump terms and strongly singular
integrals is needed in IGABEM. So an IGABEM formulation based on the regular-
ized BIE is proposed, which can remove jump terms and strongly singular integrals
from the equation. Moreover, the nodal parameter extraction method is introduced
to further facilitate the imposition of boundary conditions.
Chapter 4
Shape Sensitivity Analysis with
IGABEM
Shape sensitivity analysis refers to the evaluation of the derivatives of quantities
of interest with respect to design variables. This is a critical step for gradient-based
shape optimization, although its application is not limited to it. In the context
of boundary integral equations, three methods are available to conduct sensitivity
analysis, 1) ﬁnite diﬀerence methods, 2) adjoint variable methods [29, 68], and 3)
implicit diﬀerentiation methods [6,27,53]. Finite diﬀerence methods are very easy to
implement but in accuracy is limited. The adjoint variable methods use an adjoint
state to obtain sensitivity expression for each design variable and are particularly
useful for the optimization problem with a large number of design variables but
a small number of constraints. However, adjoint variables normally correspond
to a concentrated point force, which is not consistent with distributed tractions
used in BEM. The concentrated force is thus approximated using a traction exerted
on a small area, which decreases the accuracy and robustness of the algorithm.
Implicit diﬀerentiation methods rely on a direct diﬀerentiation of the BIE with
respect to the design variables, and generate analytical forms of the BIE sensitivities.
Due to its accuracy and convenience for BIE, the present work will employ the
implicit diﬀerentiation method, and use regularized BIE to generate the material
diﬀerentiation form.
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In this chapter, we will ﬁrstly review the concept of material derivatives. Then
we introduce the formulation of implicit diﬀerentiation method in BEM for sensi-
tivity analysis. After that, the formulation of the IGABEM in shape sensitivity
analysis is detailed, followed by the numerical examples in two-dimensional and
three-dimensional problems.
4.1 Material derivatives
In shape sensitivity analysis and shape optimization, material coordinates will be
used because they do not change with the geometry deformation. The design variable
 is a time-like quantity, determining the current conﬁguration of the geometry.
The physical coordinates x are dependent on both material coordinates and design
variables through a mapping
T : 
0 ! 
 ; (4.1.1)
x  T (x0; ) : (4.1.2)
The operator T denotes the mapping from the reference conﬁguration to the de-
formed conﬁguration, 
0 the reference conﬁguration with material coordinates x0,

 the current conﬁguration with physical coordinates x . See Fig. 4.1.
Figure 4.1: Shape perturbation by design parameter with design “velocity” v(x)
A design velocity ﬁeld associated with the mapping T can be deﬁned as
v (x ; )  dx
d
=
@T (x; )
@
: (4.1.3)
If the mapping T (x; ) is assumed to be regular enough in the neighbourhood of
 = 0, then it can be expanded using the Taylor series as
T (x; ) = T (x; 0) +  @T
@
(x0; 0) +    = x+ v (x0; 0) +    : (4.1.4)
By ignoring higher order terms, the linear mapping relation is obtained as
T (x; ) = x+ v (x; 0) : (4.1.5)
Then, the shape sensitivity of z is the material derivatives of z as
_z = d
d
z (x+ v (x)) j=0 = lim
!0
z (x+ v (x))  z (x)


: (4.1.6)
Then, Eq. (4.1.6) can be separated into two terms as
_z (x) = lim
!0
z (x+ v (x))  z (x)


= lim
!0
z (x)  z (x)


+ lim
!0
z (x+ v (x))  z (x)


= z0 (x) +rzv (x) ; (4.1.7)
where z0 (x) is the gradient with respect to the space coordinates and rzv (x) is the
convective term.
According to the design velocity theory [28,55], the design velocity should depend
linearly on the variation of the shape design variables. Hence, the movement of the
material points can be speciﬁed by the optimization solver user provided that the
above condition is satisﬁed, for example, through Laplacian smoothing, solving a
virtual mechanical problem [5], etc. However, in (IGA)BEM the material points
in the domain does not need to be taken into account, which is also an advantage
over (IGA)FEM. Although the numerical examples in the chapter illustrated the
sensitivity ﬁeld in the domain, they are purely for verifying the sensitivity result
and actually not needed in the optimization.
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4.2 Implicit diﬀerentiation method in IGABEM
Now we introduce the implementation of implicit diﬀerentiation method which
has been widely used in BEM for shape sensitivity analysis. The procedure is taking
shape derivatives of the BIE
Cij (s)uj (s) + 
Z
S
Tij (s; x)uj (x) dS (x) =
Z
S
Uij (s; x)tj (x) dS (x) : (4.2.8)
to get the following form
_Cij (s)uj (s) + Cij (s) _uj (s)
+  
Z
S
h
_Tij (s;x)uj (x) + Tij (s;x) _uj (x)
i
dS (x) + 
Z
S
Tij (s;x)uj (x) _[dS (x)]
=
Z
S
h
_Uij (s;x) tj (x) + Uij (s;x) _tj (x)
i
dS (x)
+
Z
S
Uij (s;x) tj (x) _[dS (x)]; (4.2.9)
where superimposed dot _() denotes the shape derivative with respect to the given
design variable. The implicit diﬀerentiation method leads to an analytical expres-
sion, in contrast to the semi-analytical approach in FEM where the sensitivity is
based on a discretized weak form.
The present work will employ implicit diﬀerentiation method combined with
IGABEM, but has two main diﬀerences:
 The sensitivities of the displacement and traction ﬁelds are discretized by the
NURBS or T-splines.
 The material diﬀerentiation is performed on a regularized BIE.
We have taken the regularized IGABEM for structural analysis asZ
S
Tij (s; x) [uj (x)  uj (s)] dS (x) =
Z
S
Uij (s; x)tj (x) dS (x) : (4.2.10)
Now we take shape derivatives for both sides of the regularized BIE and obtain the
following expressionZ
S
n
_Tij (s;x) [uj (x)  uj (s)] + Tij (s;x) [ _uj (x)  _uj (s)
o
dS (x)
+Z
S
Tij (s;x) [uj (x)  uj (s)] _[dS(x)]
=
Z
S
h
_Uij (s;x) tj (x) + Uij (s;x) _tj (x)
i
dS (x)
+
Z
S
Uij (s;x) tj (x) _[dS(x)]: (4.2.11)
We remark that _Tij and _Uij share the same singularity order with Tij and Uij re-
spectively. Hence, the equation is still without strong singularity.
We set the intrinsic coordinates in parent elements as the material coordinates,
which are independent of the design variables. Thus the shape derivatives of the
ﬁeld points are
_xe(~) =
naX
a=1
Rea(~) _Pea; (4.2.12)
where Rea denotes the basis functions of CAD in constructing geometric models,
such as NURBS or T-splines.
We discretize the displacement ﬁeld and traction ﬁeld around the boundary using
NURBS or T-splines
uej(
~) =
naX
a=1
Rea(~)~u
ea
j ; (4.2.13)
tej(
~) =
naX
a=1
Rea(~)~t
ea
j ; (4.2.14)
and we also discretize the shape derivatives of the boundary displacement and trac-
tion ﬁeld using NURBS or T-splines as
_uej(
~) =
naX
a=1
Rea(~) _~u
ea
j ; (4.2.15)
_tej(
~) =
naX
a=1
Rea(~)
_~teaj : (4.2.16)
By noticing
[dSe (x)] = Je(~)d ~S(~); (4.2.17)
_[dSe (x)] = _Je(~)d ~S(~); (4.2.18)
we substitute Eqs. (4.2.13-4.2.18) to Eq. (4.2.11) and gain
neX
e=1
Z
~S
(
_Tij(~c; ~)
"
naX
a=1
Rea(~)~u
ea
j  
na0X
a0=1
Re0a0(
~c)~u
e0a0
j
#
Je(~)
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+Tij(~c; ~)
"
naX
a=1
Rea(~)~u
ea
j  
na0X
a0=1
Re0a0(
~c)~u
e0a0
j
#
_Je(~)
)
d ~S(~)
+
neX
e=1
Z
~S
Tij(~c; ~)
"
naX
a=1
Rea(~) _~u
ea
j  
na0X
a0=1
Re0a0(
~c) _~u
e0a0
j
#
Je(~)d ~S(~)
=
neX
e=1
naX
a=1
Z
~S
h
_Uij(~c; ~)Rea(~)Je(~) + Uij(~c; ~)Rea(~) _Je(~)
i
d ~S(~)

~teaj
+
neX
e=1
naX
a=1
Z
~S
Uij(~c; )Rea(~)Je(~)d ~S(~)

_~teaj : (4.2.19)
Because the integrals will be evaluated numerically, the above equation can be re-
arranged as
neX
e=1
naX
a=1
Z
~S
"
_Tij(~c; ~)Rea(~)Je(~) + Tij(~c; ~)Rea(~) _Je(~)
#
d ~S(~)~ueaj
 
neX
e=1
na0X
a0=1
Z
~S
h
_Tij(~c; ~)Je(~) + Tij(~c; ~) _Je(~)
i
d ~S(~)Re0a0(~c)~ue0a0j
+
neX
e=1
naX
a=1
Z
~S
Tij(~c; ~)Rea(~) _Je(~)d ~S(~) _~ueaj
 
neX
e=1
na0X
a0=1
Z
~S
Tij(~c; ~)Je(~)d ~S(~)Re0a0(~c) _~ue0a0j
=
neX
e=1
naX
a=1
Z
~S
h
_Uij(~c; ~)Rea(~)Je(~) + Uij(~c; ~)Rea(~) _Je(~)
i
d ~S(~)

~teaj
+
neX
e=1
naX
a=1
Z
~S
Uij(~c; )Rea(~)Je(~)d ~S(~)

_~teaj : (4.2.20)
The above equation can be assembled to a matrix form in the same way as
structural analysis, yielding the following form
_Hu+H _u = _Gt+G _t: (4.2.21)
where the displacement u and t are vectors containing the displacement and traction
nodal parameters, and H and G are the corresponding coeﬃcient matrices. These
values can be obtained from the IGABEM structural analysis result. _H and _G
are the coeﬃcient matrices associated with the unknown ﬁeld sensitivities _u and _t.
Matrix _H is assembled from _^H and _H, whose entries are given as follows:
_^
Hce0a0ij =  
Z
~S
[ _Tij(~c; ~)Je(~) + Tij(~c; ~) _Je(~)]d ~S(~)Re0a0(~c); (4.2.22)
_Hceaij =
Z
~S
[ _Tij(~c; ~)Rea(~)Je(~) + Tij(~c; ~)Rea(~) _Je(~)]d ~S(~): (4.2.23)
And the entries in matrix _G are
_Gceaij =
Z
~S

_Uij(~c; ~)Rea(~)Je(~) +
Z
~S
Uij(~c; ~)Rea(~) _Je(~)

d ~S(~): (4.2.24)
The boundary conditions of sensitivity analysis can be found from the material
diﬀerentiation of the boundary conditions prescribed for structural analysis,
_uj (x) = _uj (x) on Su; (4.2.25)
_tj (x) = _tj (x) on St; (4.2.26)
where _uj and _tj are the displacement and traction sensitivity boundary conditions,
respectively.
By swapping the unknowns in Eq. (4.2.21), a ﬁnal matrix form is obtained as
A _z = _f+ _Az; (4.2.27)
where the matrixA and column vector z are identical to that in IGABEM structural
analysis, and _f is formed by imposing sensitivity boundary conditions.
Similar to structural analysis with IGABEM, the imposition of boundary con-
ditions in shape sensitivity analysis also requires a special treatment. The nodal
parameter extraction methods are still available but for the sensitivities of bound-
ary conditions.
4.3 The sensitivities of fundamental solutions
The shape derivatives of fundamental solutions play a key role in shape sensi-
tivity analysis in IGABEM. The analytical form can be obtained by taking shape
derivatives on fundamental solutions.
4.3.1 Two-dimensional problems
The sensitivity of displacement and traction fundamental solutions _Uij and _Tij
are
_Uij (s; x) =
1
8(1  )
"
(3  4)
_
ln 1
r

ij + _(r;i)r;j + r;i _(r;j)
#
; (4.3.28)
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_Tij (s; x) =   1
4(1  )
_1
r

@r
@n
[(1  2)ij + 2r;ir;j]

(4.3.29)
  1
4(1  )
_1
r

[ (1  2)(r;inj   r;jni)]
  1
4(1  )r
(
_ @r
@n

[(1  2)ij + 2r;ir;j]
)
+
1
4(1  )r

 2 @r
@n
[ _(r;i)r;j + r;i _(r;j)]

+
1
4(1  )rf (1  2)[
_(r;i)nj + r;i _nj   _(r;j)ni   r;j _ni]g:
where superimposed dot _() denotes the derivative with respect to the given design
variable, and
_ @r
@n

= _(r;ini) = _(r;i)ni + r;i _ni;
_1
r

=   _r
r2
; (4.3.30)
_(r;i) =
_xi   si
r

=
( _xi   _si)r   (xi   si) _r
r2
;
_
ln 1
r

=   _r
r
: (4.3.31)
The Jacobian is
J(~) =
q
Ji(~)Ji(~); (4.3.32)
with
Ji(~) =
dxi
d~
: (4.3.33)
The shape derivative of the Jacobian is given by
_J(~) =
_Ji(~)Ji(~)
J(~)
: (4.3.34)
Now the sensitivity of the unit outward normal ni on the boundary can be derived
from that of the Jacobian as
_ni =
_Ji(~)J(~)  Ji(~) _J(~)
J2(~)
: (4.3.35)
The shape derivatives of hypersingular fundamental solutions are
_Dkij (s; x) =
1
4(1  )
_1
r

[(1  2)(r;ijk + r;jki   r;kij) + 2r;ir;jr;k]
+
1
4(1  )r [(1  2)(
_(r;i)jk + _(r;j)ki   _(r;k)ij)]
+
1
4(1  )r [2(
_(r;i)r;jr;k + r;i _(r;j)r;k + r;ir;j _(r;k))]; (4.3.36)
_Skij (s; x) = _S1kij (s; x) + _S2kij (s; x) + _S3kij (s; x); (4.3.37)
with
_S1kij (s; x) =

2(1  )
_ 1
r2

2
@r
@n
[(1  2)ijr;k + (r;jik + r;ijk)]

+

2(1  )
_ 1
r2

2
@r
@n
( 4r;ir;jr;k) + 2(nir;jr;k + njr;ir;k)

+

2(1  )
_ 1
r2

f(1  2)(2nkr;ir;j + njik + nijk)g;
+

2(1  )
_ 1
r2

f (1  4)nkijg; (4.3.38)
_S2kij (s; x) =

2(1  )r2
(
2
_ @r
@n

[(1  2)ijr;k + (r;jik + r;ijk)]
)
(4.3.39)
+

2(1  )r2
(
2
_ @r
@n

( 4r;ir;jr;k)
)
+

2(1  )r2

2

@r
@n

[(1  2)ij _(r;k) + ( _(r;j)ik + _(r;i)jk)]

+

2(1  )r2

2

@r
@n

[ 4( _(r;i)r;jr;k + r;i _(r;j)r;k + r;ir;j _(r;k))]

;
_S3kij (s; x) =

2(1  )r2f2( _nir;jr;k + ni
_(r;j)r;k + nir;j _(r;k))g
+

2(1  )r2f2( _njr;ir;k + nj
_(r;j)r;k + njr;i _(r;k))g
+

2(1  )r2f(1  2)[2( _nkr;ir;j + nk
_(r;i)r;j + nkr;i _(r;j))]g
+

2(1  )r2f(1  2)( _njik + _nijk)  (1  4) _nkijg: (4.3.40)
4.3.2 Three-dimensional problem
The shape derivatives of displacement and traction fundamental solutions in
three dimensions are given by
_Uij (s; x) =
1
16(1  )
(
_1
r

[(3  4)ij + r;ir;j]
)
(4.3.41)
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+
1
16(1  )

1
r
[ _(r;i)r;j + r;i _(r;j)]

;
_Tij (s; x) =
 1
8(1  )
_ 1
r2

@r
@n
[(1  2)ij + 3r;ir;j]

+
 1
8(1  )
_ 1
r2

f(1  2)(nir;j   njr;i)g
+
 1
8(1  2)r2
(
_ @r
@n

[(1  2)ij + 3r;ir;j]
)
+
 1
8(1  2)r2

3
@r
@n
[ _(r;i)r;j + r;i _(r;j)]

;
+
 1
8(1  2)r2f(1  2)[ _nir;j + ni
_(r;j)  _njr;i   nj _(r;i)]g;(4.3.42)
where
_1
r

=   _r
r2
;
_ 1
r2

=  2 _r
r3
; (4.3.43)
_(r;i) =
_xi   si
r

=
( _xi   _si)r   (xi   si) _r
r2
; (4.3.44)
_ @r
@n

= _(r;ini) = _(r;i)ni + r;i _ni; (4.3.45)
_r =
_hp
(xi   si)(xi   si)
i
=
_(xi   si)(xi   si)
r
=
( _xi   _si)(xi   si)
r
: (4.3.46)
The sensitivity of unit outward normal ni on the boundary is
_ni =
_Ji(~)J(~)  Ji(~) _J(~)
J2(~)
; (4.3.47)
where J is Jacobian determinant. Its expression and shape derivatives are given by
Ji(~) = "ijk
@xj
@ ~1
@xk
@ ~2
; (4.3.48)
J(~) =
q
Ji(~)Ji(~); (4.3.49)
_Ji(~) = "ijk
 
_@xj
@ ~1
!
@xk
@ ~2
+ "ijk
@xj
@ ~1
 
_@xk
@ ~2
!
; (4.3.50)
_J(~) =
_Ji(~)Ji(~)
J(~)
; (4.3.51)
with "ijk the permutation operator
"ijk =
8>>><>>>:
1 for cyclic suffix order : 123; 231; 312;
 1 for cyclic suffix order : 132; 213; 321;
0 if any two indices are the same :
(4.3.52)
The sensitivities of hypersingular fundamental solutions are
_Dkij =
1
8(1  )
_ 1
r2

[(1  2)(ikr;j + jkr;i   ijr;k) + 3r;ir;jr;k]
+
1
8(1  )r2 [(1  2)(ik
_(r;j) + jk _(r;i)  ij _(r;k))]
+
1
8(1  )r2 [3(
_(r;i)r;jr;k + r;i _(r;j)r;k + r;ir;j _(r;k))]; (4.3.53)
_Skij = _S
1
kij (s; x) + _S2kij (s; x) + _S3kij (s; x) + _S4kij (s; x); (4.3.54)
with
_S1kij =

4(1  )
_ 1
r3

3
@r
@n
[(1  2)ijr;k + (r;jik + r;ijk)  5r;ir;jr;k]

+

4(1  )
_ 1
r3

f3(nir;jr;k + njr;ir;k)g (4.3.55)
+

4(1  )
_ 1
r3

f(1  2)(3nkr;ir;j + njik + nijk)  (1  4)nkijg;
_S2kij =

4(1  )r3
(
3
_ @r
@n

[(1  2)ijr;k + (r;jik + r;ijk)  5r;ir;jr;k]
)
+

4(1  )r3

3
@r
@n
[(1  2)ij _(r;k) + ( _(r;j)ik + _(r;i)jk)]

  
4(1  )r3

3
@r
@n
[5( _(r;i)r;jr;k + r;i _(r;j)r;k + r;ir;j _(r;k))]

; (4.3.56)
_S3kij =

4(1  )r3f3( _nir;jr;k + ni
_(r;j)r;k + nir;j _(r;k))g
+

4(1  )r3f3( _njr;ir;k + nj
_(r;i)r;k + njr;i _(r;k))g; (4.3.57)
_S4kij =

4(1  )r3f(1  2)(3 _nkr;ir;j + 3nk
_(r;i)r;j + 3nkr;i _(r;j))g
+

4(1  )r3f(1  2)( _njik + _nijk)  (1  4) _nkijg: (4.3.58)
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Tab. 4.1 shows the singularity order of the fundamental solution sensitivities, where
we can see that they have the same order as the fundamental solutions.
Kernel sensitivity Order Singularity type Dimension
_Uij O(ln(1/r)) weakly singular 2D
_Tij O(1/r) strongly singular 2D
_Uij O(1/r) weakly singular 3D
_Tij O(1/r
2) strongly singular 3D
_Dkij O(1/r) strongly singular 2D
_Skij O(1/r
2) hypersingular 2D
_Dkij O(1/r
2) strongly singular 3D
_Skij O(1/r
3) hypersingular 3D
Table 4.1: The singularity of kernel function sensitivities
4.4 Postprocessing
Similar to structural analysis, the displacement and stress shape derivatives are
also treated diﬀerently for the surface and domain points. After solving Eq. (4.2.21),
we have
_uej(
~) =
naX
a=1
Rea(~) _uj
ea; (4.4.59)
d _uej(~)
d~
=
naX
a=1
dRea(~)
d~
_uj
ea; (4.4.60)
_tej(
~) =
naX
a=1
Rea(~) _t
ea
j : (4.4.61)
The above quantities will be used in the sensitivity evaluation.
4.4.1 Evaluate shape sensitivity at interior points
The shape sensitivity at the interior points can be obtained by taking shape
derivatives with respect to design variables for Somigliana’s identities. By ignoring
domain integrals, the displacement shape sensitivity is
_ui (S) =
Z
S
_Uij (S;x) tj (x) dS (x) +
Z


Uij (S;x) _tj (x) dS (x)
+
Z


Uij (S;x) tj (x) _[dS (x)] 
Z
S
_Tij (S;x)uj (x) dS (x)
 
Z
S
Tij (S;x) _uj (x) dS (x) 
Z
S
Tij (S;x)uj (x) _[dS (x)]; (4.4.62)
and stress shape sensitivity is
_ij (S) =
Z
S
_Dkij (S;x) tk (x) dS (x) +
Z
S
Dkij (S;x) _tk (x) dS (x)
+
Z
S
Dkij (S;x) tk (x) _[dS (x)] 
Z
S
_Skij (S;x)uk (x) dS (x)
 
Z
S
Skij (S;x) _uk (x) dS (x) 
Z
S
Skij (S;x)uk (x) _[dS (x)]:(4.4.63)
4.4.2 Evaluate stress shape sensitivity at boundary points
Two-dimension problem
Figure 4.2: Local coordinate system for sensitivity analysis in 2D
Deﬁning a local coordinate system such that e^1j(j = 1; 2) are the unit vector in
the normal directions and e^2j are the unit vector in the tangential directions to the
boundary element so that
x^ = x^1e^1 + x^2e^2: (4.4.64)
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The tangential vector m is expressed with
m = @x(
~)
@ ~
: (4.4.65)
And the shape derivatives of jmj are
_jmj =
0@ _s@xi
@~
@xi
@~
1A =

_@xi
@ ~

@xi
@ ~
jmj ; (4.4.66)
with  
_@x
@ ~
!
=
@Na(~)
@ ~
_xa: (4.4.67)
The normalized local tangential vector
_^e1 = _n; (4.4.68)
_^e2 =
_ m
jmj

: (4.4.69)
Deﬁning the displacements, strains, stresses and tractions in the local coordinates
x^j as u^j, ^ij, ^ij and t^j respectively, the corresponding stress components ^ij can be
written as
_^(~) = _^u2;2(~) =
_ 
@u^2
@~
@~
@x^2
!
=
_ 
A2i
@ui
@~
@~
@x^2
!
= _(A2i)
@ui
@ ~
@ ~
@x^2
+
_
A2i

@ui
@~

@~
@x^2
+ A2i
@ui
@ ~
_ 
@~
@x^2
!
; (4.4.70)
with
_ 
@~
@x^2
!
=
_ 1
jm2j

: (4.4.71)
The sensitivity of the transformation matrix from the global coordinate system to
the local tangential system is
_A =
24 _^e1
_^e2
35 =
24 _n1 _n2
  _n2 _n1
35 : (4.4.72)
The stress sensitivity tensor in the local coordinate system is
_^11 =
_^t1; (4.4.73)
_^12 =
_^t2; (4.4.74)
_^22 =

E
1  2

_^22 +


1  

_^t1: (4.4.75)
Transferring the stress sensitivity back to the global Cartesian coordinate system
writes
_ij =

Aki _Anj^kn

= _AkiAnj^kn + Aki _Anj^kn + AkiAnj _^kn: (4.4.76)
Three-dimension problems
Figure 4.3: Local coordinate system for sensitivity analysis in 3D
By constructing a local system as in structural analysis (Fig. 4.3), the boundary
strain sensitivity can be evaluated
_^ij =
_ @u^i
@x^j

=
_@u^i
@ ~k
@ ~k
@x^j

=
_
Ail
@ul
@ ~k
@ ~k
@x^j

= _Ail
@ul
@ ~k
@k
@x^j
+ Ail
_ @ul
@ ~k
@k
@x^j
+ Ail
@ul
@ ~k
_ @ ~k
@x^j

; (4.4.77)
where the shape sensitivities of the derivatives of ~j with respect to x^j are
_ @ ~1
@x^1

=
_ 1
jm1j

; (4.4.78)
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_ @ ~1
@x^2

=
_   cos 
jm1j sin 

=
_ 1
jm1j
  cos 
sin  +
1
jm1j
_   cos 
sin 

; (4.4.79)
_ @ ~2
@x^1

= 0; (4.4.80)
_ @ ~2
@x^2

=
_ 1
jm2j sin 

=
_ 1
jm2j

sin  + 1jm2j
_(sin ): (4.4.81)
The shape sensitivities related to the angle  are
_(cos ) =
_ m1 m2
jm1j jm2j

=
_(m1 m2) (jm1j jm2j)  (m1 m2) _(jm1j jm2j)
(jm1j jm2j)2 ; (4.4.82)
_ =
_
arccos
 m1 m2
jm1j jm2j

=
 1
1 

m1m2
jm1jjm2j
2 _ m1 m2jm1j jm2j

; (4.4.83)
_(sin ) = _ cos ; (4.4.84)
_cos 
sin 

=
_(cos ) sin    cos  _(sin )
sin2  : (4.4.85)
with
_ 1
jm1j

=  
_jm1j
jm1j2
; (4.4.86)
_ 1
jm2j

=  
_jm2j
jm2j2
: (4.4.87)
The shape sensitivities of the base vectors of the tangential system are
_jm1j =
_ s
@xi
@~1
@xi
@~1
!
=

_@xi
@ ~1

@xi
@ ~1
jm1j ; (4.4.88)
_jm2j =
_ s
@xi
@~2
@xi
@~2
!
=

_@xi
@ ~2

@xi
@ ~2
jm2j : (4.4.89)
According to the Hooke’s law, we can get
_^11 =
E
1  2 (
_^11 +  _^22) +

1  
_^t3; (4.4.90)
_^12 =
E
1 + 
_^12; (4.4.91)
_^22 =
E
1  2 (
_^22 +  _^11) +

1  
_^t3; (4.4.92)
_^33 =
_^t3; (4.4.93)
_^23 =
_^t2; (4.4.94)
_^13 =
_^t1: (4.4.95)
The shape sensitivity of the boundary stress is ﬁnally transferred to the global
Cartesian coordinate system as
ij = _AkiAnj^kn + Aki _Anj^kn + AkiAnj _^kn: (4.4.96)
4.5 Shape sensitivity analysis numerical examples
In this section we will investigate the performance of IGABEM for shape sen-
sitivity analysis through some numerical examples with closed-form solutions. All
the geometries in two-dimensions are modelled using NURBS and that in three-
dimensions using T-splines. To study the accuracy of numerical results ()h against
analytical results (), we deﬁne the following errors:
eL2()h =
k()h   ()kL2
k()kL2
; (4.5.97)
and
eL1()h =
k()h   ()kL2
k()kL1
; (4.5.98)
with
k()kL2 =
sZ
S
()  ()dS; (4.5.99)
and
k()kL1 = max
16i6n
j()ij: (4.5.100)
4.5.1 Lamé problem
Consider a thick cylinder subject to uniform pressure p = 105 on the inner surface
in the normal direction. The radius of the inner surface and outer surface is a = 3,
and b = 8, respectively. The material parameters are Young’s modulus E = 105, and
Poisson’s ration  =0.3. The analytical displacement and stress in polar coordinates
(r; ) are given by
ur(r; ) =
pa2
E(b2   a2)

(1  )r + b
2(1 + )
r

; (4.5.101)
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rr(r; ) =
pa2
b2   a2

1  b
2
r2

; (4.5.102)
(r; ) =
pa2
b2   a2

1 +
b2
r2

: (4.5.103)
Choosing the radius of the outer boundary b as the design variable, the analytical
displacement and stress sensitivities are given by
_ur(r; ) =   2Pa
2b
E(b2   a2)2

(1  )r + b
2(1 + )
r

+
Pa2
E(b2   a2)

(1  ) _r + (1 + )2br   b
2 _r
r2

; (4.5.104)
_rr(r; ) =
 2a2bP
(b2   a2)2

1  b
2
r2

+
Pa2
b2   a2

2br2   2b2r _r
r4

; (4.5.105)
_(r; ) =
 2a2bP
(b2   a2)2

1 +
b2
r2

+
Pa2
b2   a2

2br2   2b2r _r
r4

; (4.5.106)
where the symbol _() refers to the shape derivatives of the superposed quantities.
Because of the symmetry, only a quarter of the cylinder needs to be modelled
as shown in Fig. 4.4. The geometry is constructed using quadratic NURBS and
the minimum number of elements and control points to represent the geometry are
shown in Fig. 4.5. The shape sensitivity analysis is performed using a reﬁned mesh
with 8 elements on each segment. Figs. 4.6 and 4.7 show the IGABEM solutions of
the displacement and stress sensitivities on the bottom edge AB, respectively. Figs.
4.8 and 4.9 show the corresponding errors of the numerical displacement and stress
sensitivities. An excellent agreement between the analytical and numerical solutions
is observed. To investigate the accuracy of shape sensitivities at the interior points,
we select the points on the line of a+0:5 6 r 6 b  0:5 and  = /4. Supposing the
domain points to be linearly varied in the radial direction, i:e:
_r =
r   a
b  a ; (4.5.107)
the displacement and stress sensitivities can be evaluated using Eqs. (4.4.62) and
(4.4.63). The numerical solutions are shown in Figs. 4.10 and 4.11, respectively.
And the errors are shown in Figs. 4.12 and 4.13. An excellent agreement with the
analytical solution is seen again.
Fig. 4.14 illustrates the convergence of the errors eL2(uh) and eL2( _uh) against
the number of degrees of freedom. Both the structural analysis and shape sensitivity
analysis converge to the exact results. The reason for the large error in the shape
sensitivity analysis compared with that of structural analysis is due to the fact that
the numerical results from the structural analysis are used in the shape sensitivity
analysis, which leads to error accumulation.
A B
C
D
Figure 4.4: Deﬁnition of Lamé’s problem
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Figure 4.5: Geometric model of Lamé’s problem
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Figure 4.6: Displacement sensitivities on the boundary points for Lamé’s problem
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Figure 4.7: Stress sensitivities on the boundary points for Lamé’s problem
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Figure 4.8: Displacement sensitivity errors on the boundary points for Lamé’s prob-
lem
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Figure 4.9: Stress sensitivity errors on the boundary points for Lamé’s problem
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Figure 4.10: Displacement sensitivities at the interior points for Lamé’s problem
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Figure 4.11: Stress sensitivities at the interior points for Lamé’s problem
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Figure 4.12: Displacement sensitivity error at the interior points for Lamé’s problem
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Figure 4.13: Stress sensitivity errors at the interior points for Lamé’s problem
Figure 4.14: eL2(u) and eL2( _u) for Lamé’s problem
4.5.2 Kirsch problem
The Kirsch problem is an inﬁnitely large plate with a circular hole, subject to a far
ﬁeld uniform tension T . This problem can be modelled by extracting a ﬁnite domain
and imposing the exact solution as boundary conditions around the boundary. Due
to the symmetry, only a quarter of the plate is modelled, as shown in Fig. 4.15.
The length of the plate is b = 4, and the radius of the hole is a = 1. The material
parameters are E = 105; and  = 0:3. The traction boundary conditions on the top
and left edge are from the analytical solutions. In the polar coordinates (r; ), the
analytical solutions for displacements and stresses are given by
ur(r; ) =  Ta
2
4Gr

(1 +K)  (1 K)

4(1  )  a
2
r2

cos 

; (4.5.108)
u(r; ) =  Ta
2
4Gr

(1 K)

2(1  2) + a
2
r2

sin 2

; (4.5.109)
and
rr(r; ) =
T
2

1  a
2
r2

+
T
2

1  4a
2
r2
+ 3
a4
r4

cos 2; (4.5.110)
(r; ) =
T
2

1 +
a2
r2

  T
2

1 + 3
a4
r4

cos 2; (4.5.111)
r(r; ) =  T
2

1 + 2
a2
r2
  3a
4
r4

sin 2: (4.5.112)
with
K = 3  4: (4.5.113)
Assuming the design variable to be the hole radius a, the analytical displacement
sensitivities are
_ur(r; ) =  Ta
2
4G
_1
r

(1 +K)  (1 K)

4(1  )  a
2
r2

cos 

(4.5.114)
 Ta
2
4Gr
(
 (1 K)
_a2
r2

cos 
)
;
_u(r; ) =  Ta
2
4G
_1
r

(1 K)

2(1  2) + a
2
r2

sin 2

(4.5.115)
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 Ta
2
4Gr

(1 K)

2(1  2) + a
2
r2

sin 2

;
with
_1
r

=   _r
r2
; (4.5.116)
_a2
r2

=
2ar2   2a2r _r
r4
:
The analytical stress sensitivities are
_rr(r; ) =  T
2
_a2
r2

+
T
2
"
 4
_a2
r2

+ 3
_a4
r4
#
cos 2 (4.5.117)
+
T
2

1  4a
2
r2
+ 3
a4
r4

_(cos 2);
_(r; ) =
T
2
_a2
r2

  3T
2
_a4
r4

cos 2   T
2

1 + 3
a4
r4

_(cos 2); (4.5.118)
_r(r; ) =  T
2
"
2
_a2
r2

  3
_a4
r4
#
sin 2   T
2

1 + 2
a2
r2
  3a
4
r4

_(sin 2);
(4.5.119)
with
_a2
r2

=
2ar2   2a2r _r
r4
; (4.5.120)
_a4
r4

=
4a3r4   4a4r3 _r
r8
: (4.5.121)
Fig. 4.16 shows the NURBS geometry model with the minimum number of control
points. The NURBS order is p = 2 and the knot vector is [0; 0; 0; 1; 1; 2; 2; 3; 3; 4; 4; 5; 5; 5].
The analysis model uses 12 elements per boundary segment.
Figs. 4.17 and 4.18 show the IGABEM solutions for the displacement and stress
sensitivities on edge AB, respectively. The corresponding errors are shown in Figs.
4.19 and 4.20. Figs. 4.21 and 4.22 show the displacement and stress sensitivities
at the interior points along the line a + 0:5 6 r 6
p
2L   0:5 and  = 3/4. And
the corresponding errors are shown in Figs. 4.23 and 4.24. The domain points are
assumed to be linearly spaced in the radial direction, i.e.
_r =
8>>><>>>:
L/ cos  r
L/ cos  a for  > 34 ;
L/ sin  r
L/ sin  a ; for  < 34 :
(4.5.122)
The numerical solutions agree with the analytical solutions very well. And the
convergence of the structural and sensitivity analysis solutions is shown in Fig.
4.25.
Figure 4.15: Deﬁnition of the Kirsch problem
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Figure 4.16: Geometric model of the Kirsch problem
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Figure 4.17: Displacement sensitivities on the edge AB of the plate
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Figure 4.18: Stress sensitivities on the edge AB of the plate
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Figure 4.19: Displacement sensitivity errors on the edge AB of the plate
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Figure 4.20: Stress sensitivity errors on the edge AB of the plate
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Figure 4.21: Displacement sensitivities at the interior points of the plate
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Figure 4.22: Stress sensitivities at the interior points of the plate
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Figure 4.23: Displacement sensitivities at the interior points of the plate
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Figure 4.24: Stress sensitivity errors at the interior points of the plate
1.4 1.5 1.6 1.7 1.8 1.9 2 2.1 2.2 2.3 2.4−4
−3.5
−3
−2.5
−2
−1.5
log(DOF)
lo
g(e
rro
r)
 
 
displacement
displacement sensitivity
Figure 4.25: eL2(u) and eL1( _u) for the Kirsch problem
4.5.3 3D cylinder
Consider a 3D cylinder subject to the inner pressure p = 1200 in the direction
normal to its lateral surface (Fig. 4.26). The geometry parameters are: inner radius
a = 0:5, outer radius b = 1, height h = 4. The Young’s modulus is E = 105,
and Poisson’s ration  is 0. The problem is modelled by exerting the analytical
displacement on the inner surface while zero tractions are enforced on all other
surfaces.
The analytical displacement and stress ﬁelds in polar coordinates (r; ) are given
by
ur(r; ) =
Pa2
E(b2   a2)

(1  )r + b
2(1 + )
r

; (4.5.123)
rr(r; ) =
Pa2
b2   a2

1  b
2
r2

; (4.5.124)
(r; ) =
Pa2
b2   a2

1 +
b2
r2

: (4.5.125)
Given the design variable as the radius of the outer boundary b, the analytical
solutions of the displacement and stress sensitivities are written as
_ur(r; ) =   2Pa
2b
E(b2   a2)2

(1  )r + b
2(1 + )
r

+
Pa2
E(b2   a2)

(1  ) _r + (1 + )2br   b
2 _r
r2

; (4.5.126)
_rr(r; ) =
 2a2bP
(b2   a2)2

1  b
2
r2

  Pa
2
b2   a2

2br2   2b2r _r
r4

; (4.5.127)
_(r; ) =
 2a2bP
(b2   a2)2

1 +
b2
r2

+
Pa2
b2   a2

2br2   2b2r _r
r4

: (4.5.128)
The analysis model uses 384 Bézier elements and 864 control points. Fig. 4.27
shows the comparison between the analytical and numerical displacement sensitivi-
ties on the surface and Fig. 4.28 shows the corresponding errors. A good agreement
is observed. Figs. 4.29 and 4.30 show the stress sensitivities and the errors, respec-
tively. The numerical stress sensitivities agree with the analytical solutions well,
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except in the small regions close to the sharp edges where large errors are present.
A possible reason is that we used a collocation scheme which shifted the collocation
points from the edges, and thus cannot capture the solutions in the local region
around the edges accurately.
To investigate the stress sensitivities in the domain, we assume the shape deriva-
tives of the domain points to be
_r =
b  r
b  a: (4.5.129)
The comparison between the analytical and numerical stress sensitivities are shown
in Fig. 4.31, and the corresponding relative errors are shown in Fig. 4.32. The
errors are relatively larger at the inner points close to the boundary, which is caused
by the nearly singular integrals. But a reasonable accuracy can still be observed.
The convergence of the shape sensitivity analysis is shown in Fig. 4.33.
Figure 4.26: The deﬁnition of the 3D cylinder problem
(a) Exact _ur (b) Numerical _ur
(c) Exact _u (d) Numerical _u
Figure 4.27: Displacement sensitivities on the cylinder surface
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Figure 4.28: eL1( _ur) on the cylinder surface
(a) Exact _rr (b) Numerical _rr
(c) Exact _ (d) Numerical _
Figure 4.29: Stress sensitivities on the cylinder surface
(a) eL1( _rr) (b) eL1( _)
Figure 4.30: Stress sensitivity errors on the cylinder surface
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Figure 4.31: Stress sensitivities at interior points of the cylinder
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Figure 4.32: Stress sensitivity errors eL1( _rr) and eL1( _) at interior points of the
cylinder
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Figure 4.33: eL2(uh) and eL2( _uh ) against DOF for the 3D cylinder problem
4.5.4 Spherical cavity
Fig. 4.34a shows a problem of a traction free spherical cavity in an inﬁnite do-
main subject to a tension S = 105 at inﬁnity. The problem is analyzed by extracting
a ﬁnite cube domain around the cavity (Fig. 4.34b) and by exerting the analytical
displacement solutions around the cube surface as boundary conditions. The radius
of the cavity is a = 0:5, and the length of the cube is 2b = 10. The Young’s modulus
is E = 105, and Poisson’s ratio  = 0:3. The analytical solution of the displacement
is given by
2uR(R; ; ) =  A1R + 3
2
A2
R4
  A3
R2
+

3A1R  9
2
A2
R4
+B1(4   2)R + B2(4   5)
R2

cos ; (4.5.130)
2u(R; ; ) =  

 3A1R  3A2
R4
+

B1R +
B2
R2

(2  4)

sin  cos ; (4.5.131)
u(R; ; ) = 0; (4.5.132)
where
A1 =
S
1 + 
; A2 =
Sa5
7  5 ; A3 =
Sa3(6  5)
2(7  5) ;
B1 =   S
2(1 + )
; B2 =   5Sa
3
2(7  5) : (4.5.133)
The analytical stress is given by
RR(R; ; ) = S cos2  +
S
7  5

a3
R3
[6  5(5  ) cos2 ] + 6a
5
R5
(3 cos2    1)

+
S
7  5

6a5
R5
(3 cos2    1)

; (4.5.134)
(R; ; ) =
S
2(7  5)

a3
R3
[5   2 + 5(1  2) cos2 ] + a
5
R5
(1  5 cos2 )

+
S
2(7  5)

a5
R5
(1  5 cos2 )

; (4.5.135)
(R; ; ) = S sin2  +
S
2(7  5)

a3
R3
[4  5 + 5(1  2) cos2 ] + 3a
5
R5
(3  7 cos2 )

+
S
2(7  5)

3a5
R5
(3  7 cos2 )

; (4.5.136)
R(R; ; ) = S

 1 + 1
7  5

 5a
3(1 + )
R3
+
12a5
R5

sin  cos : (4.5.137)
4.5. Shape sensitivity analysis numerical examples 119
We take the cavity radius a as the design variable, and the analytical displacement
sensitivity can be written as
2 _uR(R; ; ) =  (A1 _R + _A1R) + 3
2
_A2
R4

 
_A3
R2

(4.5.138)
+
"
3A1 _R  9
2
_A2
R4

+B1(4   2) _R + (4   5)
_B2
R2
#
cos ;
2 _u(R; ; ) =  
(
 3A1 _R  3
_A2
R4

+
"
B1 _R + _B1R +
_B2
R2
#
(2  4)
)
 sin  cos ; (4.5.139)
_u(R; ; ) = 0; (4.5.140)
with
_A1 = 0; _A2 =
5Sa4
7  5 ;
_A3 =
3Sa2(6  5)
2(7  5) ;
_B1 = 0; _B2 =   15Sa
2
2(7  5) ; (4.5.141)
and
_A2
R4

=
_A2R
4   4A2R3 _R
R8
; (4.5.142)
_A3
R2

=
_A3R
2   2A3R _R
R4
; (4.5.143)
_B2
R2

=
_B2R
2   2B2R _R
R4
: (4.5.144)
And the analytical stress sensitivity is expressed by
_RR(R; ; ) =
S
7  5
"
_ a3
R3

(6  5(5  ) cos2 )
#
+
S
7  5
"
6
_ a5
R5

(3 cos2    1)
#
; (4.5.145)
_(R; ; ) =
S
2(7  5)
"
_ a3
R3

(5   2 + 5(1  2) cos2 )
#
+
S
2(7  5)
"
_ a5
R5

(1  5 cos2 )
#
; (4.5.146)
_(R; ; ) =
S
2(7  5)
"
_ a3
R3

(4  5 + 5(1  2) cos2 )
#
+
S
2(7  5)
"
3
_ a5
R5

(3  7 cos2 )
#
; (4.5.147)
_R(R; ; ) = S
(
1
7  5
"
 5(1 + )
_ a3
R3

+ 12
_ a5
R5
#)
sin  cos ; (4.5.148)
with
_ a3
R3

=
3a2R3   3a3R2 _R
R6
; (4.5.149)
_ a5
R5

=
5a4R5   5a5R4 _R
R10
: (4.5.150)
The boundary conditions for structural and shape sensitivity analysis are enforced
using the Galerkin nodal parameter extraction method. The analysis model has 224
Bézier elements on the surface, and 560 control points.
The comparison between the analytical and the numerical displacement sensitiv-
ities on the surface is shown in Fig. 4.35, and the displacement sensitivity errors are
shown in Fig. 4.36. An excellent agreement can be seen. To investigate the shape
sensitivities at the interior points, we take an inner spherical surface in the domain
with the radius R =2.5. The points in the domain are assumed to be regularly
distributed along the radial line, i.e.
_R =
8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:
j Lcos  sin  j R
j Lcos  sin  j a if jxj > jyj and
L
jL/ cos j >
 zR sin  ;
j Lcos  j R
j Lcos  j a if jxj > jyj and
L
jL/ cos j <
 zR sin  ;
j Lsin  sin  j R
j Lsin  sin  j a if jxj < jyj and
L
jL/ sin j >
 zR sin  ;
j Lcos  j R
j Lcos  j a if jxj < jyj and
L
jL/ sin j <
 zR sin  :
(4.5.151)
The good agreements with analytical displacement and stress sensitivities are shown
in Figs. 4.37 and 4.39, respectively. The related errors are shown in Figs. 4.38 and
4.40. The convergence study can be found in Fig. 4.41.
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(a) (b)
Figure 4.34: (a) The deﬁnition of the spherical cavity problem, and (2) the analysis
model of the spherical cavity problem
(a) Exact _uR (b) Numerical _uR
(c) Exact _u (d) Numerical _u
(e) Exact _u (f) Numerical _u
Figure 4.35: Displacement sensitivities on the cavity surface
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(a) eL1( _uR) (b) eL1( _u)
(c) eL1( _u)
Figure 4.36: Displacement sensitivity errors on the cavity surface
(a) Exact _uR (b) Numerical _uR
(c) Exact _u (d) Numerical _u
(e) Exact _u (f) Numerical _u
Figure 4.37: Displacement sensitivities at interior points of the cavity (R = 2:5)
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(a) eL1( _uR) (b) eL1( _u)
Figure 4.38: Displacement sensitivity errors at interior points of the cavity (R = 2:5)
(a) Exact _RR (b) Numerical _RR
(c) Exact _ (d) Numerical _
(e) Exact _ (f) Numerical _
(g) Exact _R (h) Numerical _R
Figure 4.39: Stress sensitivities at interior points of the cavity (R = 2:5)
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(a) eL1( _RR) (b) eL1( _)
(c) eL1( _) (d) eL1( _R)
Figure 4.40: Stress sensitivity errors at interior points of the cavity (R = 2:5)
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Figure 4.41: eL2(uh) and eL2( _uh) against DOF for the cavity problem
4.6 Conclusions
The formulation of shape sensitivity analysis using IGABEM has been presented.
The NURBS and T-splines are used to discretize the material diﬀerentiation form of
the regularized boundary integral equation. The shape sensitivity analysis is based
on the exact geometry as CAD, thereby removing the geometric errors.
Chapter 5
Shape Optimization with
IGABEM
In this chapter, we apply the isogeometric boundary element method (IGABEM)
to gradient-based shape optimization in linear elasticity. A seamless integration of
CAD and analysis renders IGABEM with immediate advantages for its applica-
tion in shape optimization: 1) meshing procedure is completely bypassed, and 2)
the returned optimized model can be directly used in CAD without needing any
smoothing or recovery procedure. See Fig. 5.1. In the remainder of the chapter, a
remark on the implementation of the IGABEM will be given ﬁrstly. Thereafter, we
will present numerical examples to demonstrate the application of the IGABEM in
shape optimization in linear elasticity.
5.1 Remarks on the eﬀective implementation
5.1.1 Shape derivatives of some quantities of interest
The displacement and stress shape sensitivities can be obtained from the proce-
dure demonstrated in Chapter 6. However, it remains to calculate the sensitivities
of some commonly used quantities dependent on displacements and stresses. To be
consistent with our CAD and analysis models, all of the domain integrals involved
should be transformed into boundary integrals.
129
Initial CAD model
Mesh generation
Shape sensitivity analysis
Structural analysis
Optimizer for new model
Stop criteria
CAD model recovery
Optimal CAD model
No
Yes
Figure 5.1: IGABEM shape optimization ﬂowchart
 The shape derivatives of the volume V or area A. The volume and area can
be transferred into boundary integral readily by using the divergence theorem
V =
Z


d
 = 1
3
Z


r  xd
 = 1
3
Z
S
x  ndS = 1
3
neX
e=1
Z
~S
x  nJe(~)d ~S; (5.1.1)
A =
Z


d
 = 1
2
Z


r  xd
 = 1
2
Z
S
x  ndS = 1
2
neX
e=1
Z
~S
x  nJe(~)d ~S: (5.1.2)
So the shape derivatives are
_V =
1
3
neX
e=1
Z
~S
h
x  nJe(~)
i
d ~S
=
1
3
neX
e=1
Z
~S
h
_x  nJe(~) + x  _nJe(~) + x  n _Je(~)
i
d ~S; (5.1.3)
_A =
1
2
neX
e=1
Z
~S
h
x  nJe(~)
i
d ~S
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=
1
2
neX
e=1
Z
~S
h
_x  nJe(~) + x  _nJe(~) + x  n _Je(~)
i
d ~S: (5.1.4)
 The shape derivatives of the von Mises stress vm. The expression of vm is
given by
vm =

3
2
sijsij
 1
2
; (5.1.5)
with sij the components of the stress deviator tensor, which is given by
sij = ij   1
3
kkij: (5.1.6)
In two dimensional problems, the von Mises stress can be written as
vm =
q
211 + 
2
22 + 3
2
12   1122; (5.1.7)
and its sensitivity is
_vm =
(211   22) _11 + (222   11) _22 + 612 _12
2vm
: (5.1.8)
In three dimensional problems, von Mises stress is
vm =
r
1
2
[(11   22)2 + (22   33)2 + (33   11)2 + 6(212 + 223 + 231)];
(5.1.9)
and its sensitivity is expressed by
_vm =
(11   22)( _11   _22) + (22   33)( _22   _33) + (33   11)( _33   _11)
2vm
+
6(12 _12 + 23 _23 + 31 _31)
2vm
: (5.1.10)
 The shape derivatives of the conserved energy E,
E =
Z


ijijd
 =
Z
S
tiuidS: (5.1.11)
Its shape derivative _E is given by
_Z
S
ti (x)ui (x) dS (x)

=
Z
~S
[ _ti(~)ui(~) + ti(~) _ui(~)]Je(~)d ~S
+
Z
~S
ti(~)ui(~) _Je(~)d ~S: (5.1.12)
5.1.2 Shape sensitivity transition in NURBS
Numerical analysis always requires a suﬃciently reﬁned control mesh to repro-
duce the solution accurately. In contrast, a relatively coarse geometrical mesh is
preferred in CAD and shape optimization, because an unnecessary reﬁnement will
introduce redundant design variables, leading to a costly shape sensitivity analysis
and oscillatory geometries. To take advantages of reﬁned meshes for stress analy-
sis, and coarse meshes for model design and optimization, we evaluated the shape
derivatives of the quantities in reﬁned meshes with respect to the design variables
in the coarse meshes [81].
Recall the knot insertion algorithm in NURBS for adding new control points
while keeping the geometry unchanged,
~PA =
8>>><>>>:
~P1 A = 1;
A ~PA + (1  A) ~PA 1 1 < A < m;
~Pn A = m;
(5.1.13)
with
A =
8>>><>>>:
1 1 6 A 6 k   p;
A A
A+p A k   p+ 1 6 A 6 k;
0 A > k + 1;
(5.1.14)
where ~P are the weighted control points in NURBS before reﬁnement, ~PA the added
weighted control points by knot insertion or repetition. Given the shape derivatives
in the mesh of _~P with respect to a given design variable, which can be a control
point in the same mesh, the shape derivatives of a weighted point ~PA in the reﬁned
mesh can be obtained by taking derivatives in Eq. (5.1.13)
_~PA =
8>>><>>>:
_~P1
A
_~PA + (1  A) _~PA 1
_~Pn
A = 1;
1 < A < m;
A = m:
(5.1.15)
After that, the control point derivatives _PA are obtained by dividing
_~PA by the
weights. Now the shape derivatives transited from a coarse mesh to a reﬁned mesh.
Through this approach, the shape sensitivity analysis mesh is separated from the
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design mesh. It should be noted that the analysis and geometry design still share
the same model, only in diﬀerent levels of reﬁnement.
5.1.3 The control point derivatives
The shape derivatives of the geometry point is determined by that of the control
points
_x =
nAX
A
RA _PA; (5.1.16)
where the control point sensitivities are evaluated depending on the following three
cases:
 Design control points. For the control points which are set to be the design
variables, the associated shape derivatives are unity.
 Fixed control points. Some control points are not inﬂuenced by design vari-
ables in the optimization procedure, and the corresponding sensitivities are
zero.
 Adjoint control points. Some control points should move in the same way to
keep a required geometry. So the shape derivatives are the same for these the
design points.
 Linked control points. To keep the geometry vary reasonably, some control
points which are not the design variables also need to move according to some
rules. The shape derivatives can be derived from the design points. The
relationships between design points and linked points can be exerted by the
designer in any way provided it can lead to a reasonable geometry.
5.1.4 Side constraint
The side constraints are used to specify the range of the design variables, such
as
tli 6 ti 6 tui ; (5.1.17)
where tli and tui are the lower bound and upper bound for the ith design variables.
The side constraints can guarantee that the result is not a meaningless geometry,
for example, not splitting or crossing over.
5.2 Shape optimization numerical examples
In this section we will investigate the performance of the IGABEM in shape opti-
mization. In the following examples, the geometries in two dimensions are modelled
using NURBS and the shape sensitivity transition technique is employed. In three
dimensions, the geometries are designed using T-splines, with the models exported
from the Rhino T-spline plugin [97]. The optimization solver uses the method of
moving asymptotes (MMA) [95].
5.2.1 Cantilever beam
The problem is a cantilever beam subject to a distributed traction t = 2 on the
beam end (Fig. 5.2). In the implementation, the traction is imposed on the end
element of the beam bottom segment in the design model(Fig. 5.3). The initial
geometry parameters are length a = 30 and height b = 6. All of the control point
weights are 1. The material parameters are Young’s modulus E = 210  103 and
Poisson’s ratio  = 0:3. The optimization objective is to minimize the displacement
of the beam end. The design model to be optimized uses quadratic NURBS curve
with 20 control points and 16 elements, as shown in Fig. 5.3. The design variables
are the vertical positions of the nine control points on the beam’s top surface. The
control points on the bottom are ﬁxed during optimization, and that on the two
sides will be linearly distributed along the y-direction. The constraint is that the
beam area should not be beyond A^ = 220. The side constraints can be seen in
Tab. 5.1. The analysis mesh is reﬁned from the design mesh and has 32 elements
(Fig. 5.4). After the iterative procedure (Fig. 5.6), an optimized design is obtained
with the ﬁnal geometry shown in Fig. 5.5. The optimization objective reduces to
around 30% meanwhile keeping a smooth geometry and satisfying the constraints.
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The ﬁnal positions of the control points can be seen in Tab. 5.1. Those are suﬃcient
to construct a CAD model of the structure which can be used immediately by the
designers, and displayed on the CAD software. By comparing Fig. 5.7 with Fig.
5.8, we can see that the stresses on the beam upper surface become smooth after
the shape optimization, which coincides with the prediction of the beam theory.
The stress oscillation on the points adjacent to the beam ends is because the the
movement of the control points on the beam ends is restricted after reaching the
corresponding movement bounds.
Figure 5.2: The deﬁnition of the cantilever beam problem
NURBS curve
elementedge
control points
The element for
imposing traction
Figure 5.3: The initial design mesh of the cantilever beam
  
NURBS curve
element edge
control points
Figure 5.4: The analysis mesh of the cantilever beam
 
 
NURBS curve
control points
Figure 5.5: The optimized design for the cantilever beam
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Figure 5.6: The convergence of the iterative process for the cantilever beam opti-
mization
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Figure 5.7: Distribution of von Mises stress on the upper surface before optimization
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Figure 5.8: Distribution of von Mises stress on the upper surface after optimization
Design variable Lower bound Upper bound Initial value Final value
t1 1.5 10 6 1.5001
t2 1.5 10 6 3.0951
t3 1.5 10 6 5.5876
t4 1.5 10 6 6.9434
t5 1.5 10 6 8.2222
t6 1.5 10 6 9.1364
t7 1.5 10 6 9.9619
t8 1.5 10 6 9.9999
t9 1.5 10 6 10.0000
Table 5.1: Design variables in the cantilever beam optimization procedure
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5.2.2 Fillet
Consider a ﬁllet subject to a traction t = 100 in the x-direction (see Fig. 5.9).
The objective is to minimize its area while keeping the von Mises stress below the
allowable value ^vm = 125. Due to symmetry, only a half model is needed, as shown
in Fig. 5.9. The length of the segments are AB = 20, BC = 9, and DE = 9. The
Young’s modulus is E = 107, and Poisson’s ratio  = 0:3. The initial positions of
the control points of the design model are shown in Fig. 5.10 and the coordinates
are given by Tab. A.1 in the appendix. For the shape optimization, the design
boundary portion is the curve CD while the vertical positions of the three control
points (a, b, c) between CD are set as design variables (Fig. 5.10). The lower and
upper bounds for the design variables are 4:5 and 9, respectively. To exert allowable
stress constraints, we set a series of monitoring points along CD in the analysis
mesh as shown in Fig. 5.11, which is used for structural and sensitivity analysis.
The optimized design of the ﬁllet is shown in Fig. 5.12, with the ﬁnal values of
design variables in Tab. 5.2. After the optimization, a smooth stress distribution
(Fig. 5.14) on the monitor points is obtained from 5.13. The area is reduced to
138:4132 from 145:1602, and the ﬁnal design agrees with the reported result using
the Boundary Contour Method [78] very well. However, the present method requires
no meshing procedure.
Design variable Lower bound Upper bound Initial value Final value
t1 0 4 5.625 4.6895
t2 0 4 6.750 5.1486
t3 0 4 7.875 6.0814
Table 5.2: Design variables in the ﬁllet optimization procedure
A B
C
DE
Figure 5.9: The deﬁnition of the ﬁllet problem
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Figure 5.10: The design mesh of the ﬁllet problem
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Figure 5.11: The analysis mesh of the ﬁllet problem
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Figure 5.12: The optimized design of the ﬁllet
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Figure 5.13: Distribution of von Mises stress on the stress monitor points before the
optimization (in the curve segment CD)
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Figure 5.14: Distribution of von Mises stress on the stress monitor points after the
optimization (in the curve segment CD)
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5.2.3 Connecting rod
The objective is to minimize the area of a connecting rod without violating the
maximum von Mises stress constraints. Due to the symmetry, only a half is modelled.
The geometry of the initial design and the boundary conditions are shown in Fig.
5.15. The geometry parameters are AB = 110, BC = 90, CD = 10, EF = 9,
HA = 15, GE = 30, a = 45,  = /4. The Young’s modulus is E = 107, and
Poisson’s ratio  = 0:3. The pressure is p = 100 in the normal direction of the
half arc. In the structural and shape sensitivity analysis, the traction boundary
condition is exerted through the Galerkin nodal parameter extraction method. The
initial positions of the control points of the design model are shown in Fig. 5.16
and the coordinates are given by Tab. A.2 in the appendix. The design boundary is
the line HG while end points G and H are ﬁxed, and its allowable von Mises stress
is ^vm = 600: The vertical positions of the four control points on the design curve
in the design mesh are set as design variables. The lower bound is [45; 15; 15; 15],
and the upper bound is [70; 70; 70; 70]. The monitoring points are chosen on GH.
The mesh for structural and shape sensitivity analysis is shown Fig. (5.17). The
optimized geometry is shown in Fig. (5.18), with the coordinates of the converged
control points in Tab. 5.3.
A B
C D
E
FG
H
Figure 5.15: The deﬁnition of the connecting rod problem
  
NURBS curve
element edge
control points
Figure 5.16: The design mesh of the connecting rod problem
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element edge
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Figure 5.17: The analysis mesh of the connecting rod problem
Design variable Lower bound Upper bound Initial value Final value
t1 45 70 59 53.9400
t2 15 70 48 42.3105
t3 15 70 37 20.2241
t4 15 70 26 15.1259
Table 5.3: Design variables in the connecting rod optimization procedure
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Figure 5.18: The optimized design of the connecting rod
5.2.4 Cantilever beam
Consider a three dimensional cantilever beam, ﬁxed at the left side and subject
to to a traction on the bottom. The traction is in the z-direction and linearly
distributed along the length as t =  100y: The material parameters are Young’s
modulus E = 105, and Poisson ratio  = 0:3. The length of the beam is L = 60, and
the width and height is h = 20 (Fig. 5.19). A cubic T-spline model of the cantilever
beam is exported from Rhino [97] (Fig. 5.20a) with 336 Bézier elements and 125
control points (Fig. 5.20b).
The objective is to minimize the displacement of the beam’s end. The design
variables are the control points on the top ﬁbre/surface except that on the left side.
The vertical positions of the bottom ﬁbre/surface are ﬁxed during optimization, with
that of the remaining control points varying linearly, as Fig. (5.21). The volume
constraint is V 6 26400. The side constraint is 10 6 z 6 30. After the iterative
process (Fig. 5.23), an optimized geometry and vertical displacement distribution
is produced (Fig. 5.22b), against to that of the initial design (Fig. 5.22a). The ﬁnal
positions of the control points can be seen in Tab. 5.4. It is noted that the slight
oscillation in the iterative process is due to the violation of the constraints.
Design variable Lower bound Upper bound Initial value Final value
t1 10 30 20 30
t2 10 30 20 27.3548
t3 10 30 20 19.7754
t4 10 30 20 13.2369
Table 5.4: Design variables in 3D beam optimization procedure
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Figure 5.19: The deﬁnition of the 3D beam problem
(a) (b)
Figure 5.20: (a) The geometry of the 3D beam problem, and (b) the control points
of the 3D beam
Figure 5.21: The design and linked control points of the 3D beam
(a) (b)
Figure 5.22: (a) The initial geometry of the 3D beam, and (b) the optimized geom-
etry of the 3D beam
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Figure 5.23: The iterative process of the 3D beam optimization
5.2.5 Hammer
The objective is to minimize the conserved energy of a hammer with a volume
constraint. The T-spline model of the hammer and the related control points are
shown in Figs. 5.24b and 5.25a. The coordinates of the control points are given
by Tab. A.3 in the appendix. The hammer is ﬁxed at the bottom, and subject to
a uniform traction t = 102 in y-direction on the front (Fig. 5.24a). The Young’s
modulus is E = 105, Poisson’s ratio  =0.3. The design control points are shown
in Fig. 5.25b and the components in y-direction of the control points A(B), C(D),
E(F), G(H), I(J) are set as design variables. The initial values of the design variables
are [2:45; 1:25; 1:33; 1:28; 2:30] and the side constraints are 0 6 y 6 4 for all the
control points. The initial volume is V = 1257:63 and the volume constraint is
V 6 1307:94. Fig. 5.27 illustrates the convergence of the iterative process, leading
to an optimized geometry as shown in Fig. 5.26b, compared to the initial geometry
in Fig. 5.26a. The ﬁnal values of the design variables can be found in Tab. 5.5.
Through the whole optimization procedure, the structural and shape sensitivity
analysis can communicate with the the CAD model, and no meshing/remeshing is
needed. The ﬁnal optimized model can be returned directly to the CAD designer
without any postprocessing or smoothing procedure.
Design variable Lower bound Upper bound Initial value Final value
t1 0 4 2.45 1.8977
t2 0 4 1.25 1.8353
t3 0 4 1.33 1.4129
t4 0 4 1.28 0
t5 0 4 2.30 0
Table 5.5: Design variables in the hammer optimization procedure
To further test the robustness of the present methodology, we take two other
hammer geometries with diﬀerent initial values for the design parameters. One is
with the initial parameters [0.2, 0.2, 0.2, 0.2] and the initial shape is shown in Fig.
5.28a. From Fig. 5.29 we can see that the optimization process initially violates the
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(a) (b)
Figure 5.24: (a) Hammer problem deﬁnitions, and (b) hammer T-spline model
(a) (b)
Figure 5.25: (a) Hammer control points, and (b) hammer design points
(a) (b)
Figure 5.26: (a) The initial shape of the hammer, and (b) the optimized shape of
the hammer
volume constraints, thus leading to an increase of strain energy at the ﬁrst steps.
After locating a feasible region, the strain energy decreases and converges. The
other set of parameters is [3.8, 3.8, 3.8, 3.8] with the initial shape as shown in Fig.
5.28b and the iterative process in Fig. 5.30. Both experiments converge to the same
result as the initial one, reaching the same value of conserved energy 5916 and design
parameters [1.9, 1.8, 1.4, 0.0, 0.0].
Next we choose a T-shape component as the initial geometry of the shape opti-
mization, as shown in Fig. 5.31. The coordinates of the control points are given by
Tab. A.4 in the appendix. The objective function, boundary conditions and mate-
rial parameters are the same as above. The volume constraint is 1537 6 V 6 1564.
As shown in Fig 5.32, the design control points are divided to seven groups, and the
design variables are listed as follows,
• t1, the y-coordinates of the control points A(1, 2), B(1, 2), and C(1, 2).
• t2, the y-coordinates of the control points D(1, 2) and E(1, 2).
• t3, the y-coordinates of the control points F(1, 2), G(1, 2), and H(1, 2).
• t4; the y-coordinates of the control points I(1, 2) and J(1, 2).
• t5, the z-coordinates of the control points K(1, 2), L(1, 2), and M(1, 2).
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Figure 5.27: The iterative procedure of the hammer optimization
• t6, the z-coordinates of the control points N(1, 2), O(1, 2), and P(1, 2).
• t7, the z-coordinates of Q(1, 2).
The initial values of the design variables and the side constraints can be seen in Tab.
5.6. Fig. 5.34 illustrates the convergence of the iterative process and Tab. 5.6 shows
the side constraints and the ﬁnal values of the design variables. It can be observed
that, starting from a T-shape geometry, (Fig. 5.33a), the optimization procedure
leads to a hammer-shape geometry (Fig. 5.33b).
Design variable Lower bound Upper bound Initial value Final value
t1 -2 3.5 1.65 1.05
t2 -2 3.5 1.4 -1.12
t3 5.5 9 7.5 7.53
t4 5.5 9 7.7 9
t5 10.5 16 13.5 10.5
t6 3 7.5 5.5 7.5
t7 2 8 5.4 8
Table 5.6: Design variables in the T-shape component optimization procedure
(a) (b)
Figure 5.28: (a) The initial shape of the hammer in the second test, and (2) the
initial shape of the hammer in the third test
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Figure 5.29: The iterative procedure of the hammer optimization (the second test)
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Figure 5.30: The iterative procedure of the hammer optimization (the third test)
(a) (b)
Figure 5.31: (a) T-shape component geometry, and (b) T-shape component control
points
Figure 5.32: The design control points of the T-shape component
(a) (b)
Figure 5.33: (a) The initial shape of the T-shape component, and (2) the optimized
shape of the T-shape component
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Figure 5.34: The iterative procedure of the T-shape component optimization
5.2.6 Chair
To test the present method on more realistic geometries, consider a chair problem
with a watertight geometry constructed by T-splines as given by Fig. 5.35. The
original geometry ﬁle is sourced from [98] and contains 922 Bézier elements. The
coordinates of the control points are given by Tab. A.5 in the appendix. The chair
is ﬁxed on the bottom and subject to a uniformly distributed traction with the
magnitude of 50 along the opposite z-direction on the face. The Young’s modulus is
E = 105, and Poisson’s ratio is  = 0:3. The optimization objective is to minimize
the displacement magnitude of the center on the chair face.
(a) (b)
Figure 5.35: (a) Chair geometry, and (b) chair control points
In Fig. 5.36, A, B, and C denote three sets of control points. Each set has
ﬁve control points which share the same values of y-coordinates. The y-coordinates
of the control point set are set as design variables and their initial values and the
corresponding side constraints can be found in Tab. 5.7. The initial value of the
volume V is 1353:45 and the constraint is 1347 6 V 6 1385. The initial geometry
and the displacement ﬁeld are shown in Figs. 5.37. The optimized solution reduces
the objective function and the ﬁnal geometry is shown in Fig. 5.38. The change
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of the design variables can be found in Tab. 5.7 and the iterative procedure is
illustrated by Fig. 5.39. The example shows the ability of the present method
of optimizing problems with complicated geometries. Throughout the optimization
procedure no mesh generation is needed and the optimized geometry remains a CAD
model.
Design variable Lower bound Upper bound Initial value Final value
t1 8.2 12.5 10.5 9.48
t2 5.4 10.4 7.5 9.84
t3 -4.0 -0.5 -2.0 -2.56
Table 5.7: Design variables in the chair optimization procedure
A
B
C
z
y
Figure 5.36: The design points of the chair
Figure 5.37: The initial shape of the chair
Figure 5.38: The optimal shape of the chair
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Figure 5.39: The iterative procedure of the chair optimization
5.3 Conclusions
The shape optimization with isogeometric boundary element methods in lin-
ear elasticity were formulated. The numerical examples were presented for two-
dimensional problems with NURBS geometries, and three-dimensional problems
with T-spline geometries. In all the numerical examples, the meshing/remeshing
procedures are avoided completely and the optimized geometries are still with the
CAD representations. We also adopted a shape sensitivity transition method to sep-
arate when needed, the shape sensitivity analysis mesh from the geometrical design
mesh.
Chapter 6
Conclusions
An isogeometric boundary element method (IGABEM) was applied to struc-
tural shape sensitivity analysis and optimization in two-dimensional and three-
dimensional linear elastic problems. The IGABEM adopts the same basis functions
as used in the CAD to discretize the boundary integral equation (BIE). Compared
with the IGA in the ﬁnite element form, the IGABEM is based on the boundary rep-
resentation and thus compatible with the CAD geometric models. Hence, IGA can
achieve a truly integration of analysis and CAD, which property plays a key role in
automating and accelerating shape optimization. To facilitate the implementation
of IGABEM for its structural and sensitivity analyses, the IGABEM formulation
is produced by discretizing the regularized form of BIE, to bypass the diﬃculties
in the evaluation of jump terms and strongly singular integrals. The numerical
examples show that the present work possesses the following advantages in shape
optimization:
 Meshing/remeshing procedure is completely bypassed, which is a signiﬁcant
improvement in computational eﬃciency, and eliminates human eﬀort and
intervention during the optimization procedure.
 The structural and shape sensitivity analysis is performed on the exact geom-
etry as the CAD model.
 NURBS curves are used for two-dimensional problems, and T-spline surface
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for three-dimensional problems. Hence, the ability to represent a water-tight
and locally-reﬁned geometry can be guaranteed.
 A free-form representation for shape optimization can be naturally achieved,
and the control mesh provides an elegant choice of design variables.
 The ﬁnal optimal model can be returned to the CAD designers directly, so the
optimal model will not be perturbed in the “smoothing” step.
The work can be extended in the future as follows:
 A fast algorithm is needed to address the full matrix of isogeometric boundary
element method.
 An error estimation can be developed to allow an adaptive reﬁnement scheme.
 Acoustic and electromagnetic problems can be applied to, where the appli-
cation exhibits the advantage of isogeometric boundary element method in
inﬁnite domain problems.
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Appendix A
The control point coordinates of
the geometries
Index x y weight Index x y weight
1 0 0 1 13 15.5 4.5 1
2 3.3333 0 1 14 13.875 5.625 1
3 10 0 1 15 12.25 6.75 1
4 16.667 0 1 16 10.625 7.875 1
5 20 0 1 17 9 9 1
6 20 0.75 1 18 7.5 9 1
7 20 2.25 1 19 4.5 9 1
8 20 3.75 1 20 1.5 9 1
9 20 4.5 1 21 0 9 1
10 19.25 4.5 1 22 0 7.5 1
11 17.75 4.5 1 23 0 4.5 1
12 16.25 4.5 1 24 0 1.5 1
Table A.1: The control points of the initial geometry of the ﬁllet
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Index x y weight Index x y weight
1 0 0 1 13 193.89 38.891 1
2 27.5 0 1 14 193.89 54 1
3 55 0 1 15 193.89 70 1
4 82.5 0 1 16 162.89 70 1
5 110 0 1 17 131.18 70 1
6 110 45 0.70711 18 104.95 59 1
7 155 45 1 19 78.71 48 1
8 200 45 0.70711 20 52.474 37 1
9 200 0 1 21 26.237 26 1
10 205 0 1 22 0 15 1
11 210 0 1 23 0 7.5 1
12 210 22.782 0.92388 24 0 0 1
Table A.2: The control points of the initial geometry of the connecting rod
Index x y z Index x y z
1 0.0000 3.9688 -23.1528 32 0.0000 13.9237 5.4004
2 0.0000 6.9849 -22.8453 33 -5.9566 3.9688 -23.1528
3 0.0000 9.1665 -18.9764 34 -5.9566 6.9849 -22.8453
4 0.0000 2.3000 -19.3471 35 -5.9566 9.1665 -18.9764
5 -5.9566 -7.8055 9.3776 36 -5.9566 2.3000 -19.3471
6 0.0000 9.6726 -15.1169 37 -5.9566 9.6726 -15.1169
7 0.0000 1.2800 -15.5661 38 -5.9566 1.2800 -15.5661
8 0.0000 -7.8055 9.3776 39 -5.9566 9.7359 -10.8778
9 0.0000 9.7359 -10.8778 40 -5.9566 1.3300 -10.9803
10 0.0000 1.3300 -10.9803 41 -5.9566 9.2025 -7.0183
11 0.0000 9.2025 -7.0183 42 -5.9566 1.2500 -7.1840
12 0.0000 1.2500 -7.1840 43 -5.9566 8.4433 -2.9690
13 0.0000 8.4433 -2.9690 44 -5.9566 2.4500 -2.9492
14 0.0000 2.4500 -2.9492 45 -5.9566 3.1054 0.0054
15 0.0000 3.1054 0.0054 46 -5.9566 7.5575 0.0047
16 0.0000 7.5575 0.0047 47 -5.9566 5.9840 4.8760
17 0.0000 5.9840 4.8760 48 -5.9566 2.3300 4.6616
18 0.0000 2.3300 4.6616 49 -5.9566 6.0279 10.9346
19 0.0000 6.0279 10.9346 50 -5.9566 2.5480 12.2633
20 0.0000 2.5480 12.2633 51 -5.9566 -0.5316 12.7097
21 0.0000 -0.5316 12.7097 52 -5.9566 -0.3092 7.2275
22 0.0000 -0.3092 7.2275 53 -5.9566 -5.2611 13.3401
23 0.0000 -5.2611 13.3401 54 -5.9566 -5.2223 5.1458
24 0.0000 -5.2223 5.1458 55 -5.9566 -7.8026 4.5231
25 0.0000 -7.8026 4.5231 56 -5.9566 -7.9245 13.5061
26 0.0000 -7.9245 13.5061 57 -5.9566 7.1933 7.9653
27 0.0000 7.1933 7.9653 58 -5.9566 8.0613 9.8869
28 0.0000 8.0613 9.8869 59 -5.9566 11.2365 8.0934
Continued…
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Index x y z Index x y z
29 0.0000 11.2365 8.0934 60 -5.9566 10.9684 6.3494
30 0.0000 10.9684 6.3494 61 -5.9566 12.2957 5.0262
31 0.0000 12.2957 5.0262 62 -5.9566 13.9237 5.4004
Table A.3: The control points of the initial hammer geometry (all of the weights
wA = 1)
Index x y z Index x y z
1 0.0000 1.3048 -22.9571 32 0.0000 15.9543 13.5912
2 0.0000 7.9927 -22.7503 33 -5.9566 1.3048 -22.9571
3 0.0000 7.7429 -19.0020 34 -5.9566 7.9927 -22.7503
4 0.0000 1.3738 -19.0961 35 -5.9566 7.7429 -19.0020
5 -5.9566 -7.8055 9.3776 36 -5.9566 1.3738 -19.0961
6 0.0000 7.7000 -15.6545 37 -5.9566 7.7000 -15.6545
7 0.0000 1.4000 -15.7177 38 -5.9566 1.4000 -15.7177
8 0.0000 -7.8055 9.3776 39 -5.9566 7.7000 -11.0404
9 0.0000 7.7000 -11.0404 40 -5.9566 1.4000 -11.1547
10 0.0000 1.4000 -11.1547 41 -5.9566 7.7000 -6.9239
11 0.0000 7.7000 -6.9239 42 -5.9566 1.4000 -7.0875
12 0.0000 1.4000 -7.0875 43 -5.9566 7.5000 -3.0789
13 0.0000 7.5000 -3.0789 44 -5.9566 1.6500 -2.9837
14 0.0000 1.6500 -2.9837 45 -5.9566 1.6500 -0.1529
15 0.0000 1.6500 -0.1529 46 -5.9566 7.5000 -0.3425
16 0.0000 7.5000 -0.3425 47 -5.9566 7.3032 5.7972
17 0.0000 7.3032 5.7972 48 -5.9566 1.8695 5.4164
18 0.0000 1.8695 5.4164 49 -5.9566 6.0805 13.5912
19 0.0000 6.0805 13.5912 50 -5.9566 2.5947 13.5124
20 0.0000 2.5947 13.5124 51 -5.9566 -0.4968 13.5439
21 0.0000 -0.4968 13.5439 52 -5.9566 -0.4903 5.4318
22 0.0000 -0.4903 5.4318 53 -5.9566 -5.1971 13.5439
23 0.0000 -5.1971 13.5439 54 -5.9566 -5.1652 5.4006
24 0.0000 -5.1652 5.4006 55 -5.9566 -8.3408 4.8699
25 0.0000 -8.3408 4.8699 56 -5.9566 -7.9245 13.5061
26 0.0000 -7.9245 13.5061 57 -5.9566 9.0269 5.4525
27 0.0000 9.0269 5.4525 58 -5.9566 9.4320 13.5908
28 0.0000 9.4320 13.5908 59 -5.9566 12.2319 13.6070
Continued…
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Index x y z Index x y z
29 0.0000 12.2319 13.6070 60 -5.9566 12.1295 5.4490
30 0.0000 12.1295 5.4490 61 -5.9566 15.7837 5.2422
31 0.0000 15.7837 5.2422 62 -5.9566 15.9543 13.5912
Table A.4: The control points of the initial T-shape geometry (all of the weights
wA = 1)
Index x y z Index x y z
0 -11.8248 -5.5254 18.1044 137 0.0000 -5.5254 15.8521
1 0.7906 7.5000 11.0567 138 4.3897 -5.5254 16.0429
2 0.0000 7.5000 10.9089 139 8.1354 -5.5254 16.5386
3 11.8248 -5.5254 18.1044 140 6.9099 8.5726 26.9186
4 9.7096 1.7408 25.1715 141 11.8531 -0.7124 21.7036
5 0.0000 4.3550 10.9496 142 -3.2353 9.8577 20.5650
6 9.0343 5.7337 27.3118 143 -3.1381 10.6282 26.9340
7 11.8248 -1.0635 18.1044 144 0.0000 -1.0635 15.8521
8 0.7230 5.2923 11.1037 145 4.3897 -1.0635 16.0429
9 1.2093 0.8429 4.1005 146 8.1354 -1.0635 16.5386
10 -9.7096 1.7408 25.1715 147 11.5536 -2.0665 24.2342
11 -9.0343 5.7337 27.3118 148 -11.4759 1.6468 24.5411
12 0.0000 1.4393 3.9528 149 3.2353 9.8577 20.5650
13 12.6838 -4.6143 21.6804 150 -1.2129 9.8197 19.9113
14 0.0000 -2.0000 5.1199 151 -1.0959 10.9445 26.9385
15 8.8457 6.8115 23.2897 152 0.0000 2.1691 2.6246
16 1.1059 2.0000 5.2739 153 0.0000 2.8779 1.7493
17 0.0000 -5.5254 14.0394 154 3.1381 10.6282 26.9340
18 4.4307 -5.5254 14.2320 155 11.4759 1.6468 24.5411
19 8.3585 -5.5254 14.7834 156 -10.8708 -0.1457 23.8054
20 6.7088 7.8334 27.0720 157 1.2129 9.8197 19.9113
21 12.6838 -0.7093 21.6804 158 0.0000 12.5468 30.7859
22 2.6954 3.6164 1.8235 159 -4.3897 -9.6560 16.0429
23 -11.8248 -1.0635 18.1044 160 1.0959 10.9445 26.9385
24 0.0000 -1.0635 14.0394 161 -8.1354 -9.1066 16.5386
25 4.4307 -1.0635 14.2320 162 0.0000 9.9873 19.9147
26 8.3585 -1.0635 14.7834 163 -11.0548 -8.1920 18.3343
27 12.2012 -2.1165 25.4895 164 0.0000 11.1088 26.9390
Continued…
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Index x y z Index x y z
28 -12.6838 -4.6143 21.6804 165 -7.4417 10.9747 30.3230
29 3.1344 8.3358 20.6542 166 10.8708 -0.1457 23.8054
30 0.0000 2.6904 1.6758 167 0.0000 13.0616 33.6076
31 0.0000 -4.9728 1.7165 168 -3.7288 5.9288 16.0429
32 2.5584 -4.1710 1.8706 169 -6.9106 5.7090 16.5386
33 3.6891 3.1133 1.9998 170 -9.1637 7.7478 22.3643
34 3.0405 9.1183 27.0720 171 0.0000 -9.8751 15.8521
35 12.1862 1.5945 25.7384 172 -11.8536 -6.7256 21.7112
36 -8.8457 6.8115 23.2897 173 -5.5891 12.1772 32.2636
37 1.1423 8.2892 19.9854 174 -9.5096 4.5044 18.3343
38 2.8981 -4.9347 1.9441 175 -3.2015 9.4970 19.7039
39 0.0000 3.1403 1.8521 176 4.3897 -9.6560 16.0429
40 1.0484 9.4248 27.0720 177 -3.1521 14.0000 33.3505
41 0.0000 -5.4990 1.8928 178 -1.1009 10.5000 15.9350
42 0.0000 8.1864 19.9854 179 -1.1307 13.6880 33.5333
43 3.3736 -6.0039 2.0469 180 1.1174 13.0608 33.6074
44 0.0000 9.4248 27.0720 181 8.1354 -9.1066 16.5386
45 9.1301 9.6359 0.8981 182 1.1162 12.5449 30.7855
46 10.4367 -0.6280 24.2471 183 -11.6124 -4.6372 23.5141
47 -4.4307 -5.5254 14.2320 184 -11.8527 2.0109 21.6890
48 -8.3585 -5.5254 14.7834 185 -11.2311 4.3120 25.4607
49 0.0000 1.6739 0.7504 186 -0.7906 7.5000 11.0567
50 -6.7088 7.8334 27.0720 187 3.1266 12.7512 33.4266
51 0.0000 -9.8751 14.0394 188 3.1463 12.2312 30.6770
52 -12.6838 -0.7093 21.6804 189 -0.7230 5.2923 11.1037
53 1.9532 -3.3553 3.2886 190 -1.2093 0.8429 4.1005
54 -4.4307 -1.0635 14.2320 191 5.6167 11.8676 32.3628
55 0.0000 -9.6735 0.7911 192 6.1394 10.6753 30.0365
Continued…
Index x y z Index x y z
56 4.4307 -9.6560 14.2320 193 -1.1059 2.0000 5.2739
57 -8.3585 -1.0635 14.7834 194 -2.6954 3.6164 1.8235
58 -12.2012 -2.1165 25.4895 195 7.4667 10.5979 30.4504
59 -3.1344 8.3358 20.6542 196 8.2112 9.0518 28.5842
60 -3.0405 9.1183 27.0720 197 -2.5584 -4.1710 1.8706
61 8.3585 -9.1066 14.7834 198 11.0548 -8.1920 18.3343
62 9.4216 -4.7046 0.9452 199 7.4417 10.9747 30.3230
63 9.1301 9.6359 0.1140 200 -3.6891 3.1133 1.9998
64 -12.1862 1.5945 25.7384 201 0.0000 5.9288 15.8521
65 -1.1423 8.2892 19.9854 202 3.7288 5.9288 16.0429
66 -1.0484 9.4248 27.0720 203 11.5387 4.2867 25.7199
67 0.0000 1.6739 0.1257 204 11.3331 3.2015 25.0775
68 0.0000 -4.1572 3.1346 205 -3.3736 -6.0039 2.0469
69 0.0000 -5.1920 1.7900 206 -9.1301 9.6359 0.8981
70 0.0000 -9.6735 0.1225 207 -1.1162 12.5449 30.7855
71 9.4216 -4.7046 0.1102 208 6.9106 5.7090 16.5386
72 -10.4367 -0.6280 24.2471 209 9.1637 7.7478 22.3643
73 9.1301 9.6359 0.1450 210 11.8536 -6.7256 21.7112
74 3.1094 3.4067 1.8970 211 5.5891 12.1772 32.2636
75 -4.4307 -9.6560 14.2320 212 9.5096 4.5044 18.3343
76 -8.3585 -9.1066 14.7834 213 3.2015 9.4970 19.7039
77 -11.8248 -8.1920 18.1044 214 3.1521 13.3762 33.3505
78 11.8248 -8.1920 18.1044 215 1.1009 10.5000 15.9350
79 7.5017 10.0703 30.6287 216 1.1307 13.6880 33.5333
80 -7.5017 10.0703 30.6287 217 0.0000 10.5000 15.7873
81 0.0000 5.9288 14.0394 218 0.0000 13.6894 33.5337
82 3.7636 5.9288 14.2320 219 -1.1174 13.0608 33.6074
83 0.0000 0.8141 0.1568 220 11.6124 -4.6372 23.5141
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Index x y z Index x y z
84 2.0762 2.4608 2.7723 221 11.8527 2.0109 21.6890
85 0.0000 -8.3391 0.1535 222 -9.4216 -4.7046 0.9452
86 -3.7636 5.9288 14.2320 223 -9.1301 9.6359 0.1140
87 9.4216 -4.7046 0.1413 224 -3.1463 12.2312 30.6770
88 7.1001 5.7090 14.7834 225 11.2311 4.3120 25.4607
89 8.8172 7.0953 22.4229 226 -3.1266 12.7512 33.4266
90 12.6838 -6.7241 21.6804 227 -9.4216 -4.7046 0.1102
91 5.6552 11.4341 32.5015 228 -9.1301 9.6359 0.1450
92 10.6762 4.5044 18.1044 229 -6.1394 10.6753 30.0365
93 3.1059 7.9727 19.7874 230 -5.6167 11.8676 32.3628
94 3.0909 11.8762 33.5332 231 -9.4216 -4.7046 0.1413
95 1.0067 7.9262 15.9821 232 -8.2112 9.0518 28.5842
96 1.0988 12.1827 33.7110 233 -7.4667 10.5979 30.4504
97 0.0000 7.5988 15.8280 234 -11.3331 3.2015 25.0775
98 0.0000 12.1827 33.7110 235 -11.5387 4.2867 25.7199
99 -7.1001 5.7090 14.7834 236 -11.8529 0.8762 21.6951
100 12.2012 -4.7106 24.2648 237 -12.1990 2.0133 21.6854
101 12.6838 2.0165 21.6804 238 -11.0548 2.1845 18.3343
102 -8.8172 7.0953 22.4229 239 -9.7856 4.5044 18.2385
103 -12.6838 -6.7241 21.6804 240 -8.1354 2.8871 16.5386
104 -5.6552 11.4341 32.5015 241 -6.9895 5.7090 15.8073
105 11.9693 4.2514 26.0829 242 -4.3897 3.0153 16.0429
106 -10.6762 4.5044 18.1044 243 -3.7433 5.9288 15.2884
107 -3.1059 7.9727 19.7874 244 0.0000 3.0153 15.8521
108 -3.0909 11.8762 33.5332 245 0.0000 5.9288 15.0968
109 -1.0067 7.9262 15.9821 246 3.7288 3.0153 16.0429
110 -1.0988 12.1827 33.7110 247 3.7433 5.9288 15.2884
111 -1.9532 -3.3553 3.2886 248 6.9106 2.8871 16.5386
Continued…
Index x y z Index x y z
112 -2.8981 -4.9347 1.9441 249 6.9895 5.7090 15.8073
113 -12.2012 -4.7106 24.2648 250 11.0548 2.1845 18.3343
114 -12.6838 2.0165 21.6804 251 9.7856 4.5044 18.2385
115 -11.9693 4.2514 26.0829 252 11.8529 0.8762 21.6951
116 -11.0548 -5.5254 18.3343 253 12.1990 2.0133 21.6854
117 -10.1089 2.2567 24.1159 254 -0.4566 10.9461 26.9388
118 -9.2885 6.3599 26.1498 255 0.4566 10.9461 26.9388
119 -11.0548 -1.0635 18.3343 256 0.5054 9.8233 19.9133
120 -11.8534 -4.6151 21.7077 257 -0.5054 9.8233 19.9133
121 -9.1568 7.4997 23.2265 258 0.4587 10.5000 15.8488
122 -2.0762 2.4608 2.7723 259 -0.4587 10.5000 15.8488
123 11.0548 -5.5254 18.3343 260 0.3294 7.5000 10.9705
124 10.1089 2.2567 24.1159 261 -0.3294 7.5000 10.9705
125 -4.3897 -5.5254 16.0429 262 -0.5039 1.1908 4.0143
126 9.2885 6.3599 26.1498 263 0.5039 1.1908 4.0143
127 11.0548 -1.0635 18.3343 264 -0.4195 7.7952 15.8922
128 -8.1354 -5.5254 16.5386 265 0.4195 7.7952 15.8922
129 -6.9099 8.5726 26.9186 266 0.4759 8.2892 19.9854
130 -11.8531 -0.7124 21.7036 267 -0.4759 8.2892 19.9854
131 -3.1094 3.4067 1.8970 268 -0.3012 4.8056 11.0138
132 -4.3897 -1.0635 16.0429 269 0.3012 4.8056 11.0138
133 11.8534 -4.6151 21.7077 270 -0.4368 9.4248 27.0720
134 -8.1354 -1.0635 16.5386 271 0.4608 2.0000 5.1840
135 9.1568 7.4997 23.2265 272 0.4368 9.4248 27.0720
136 -11.5536 -2.0665 24.2342 273 -0.4608 -2.0000 5.1840
Table A.5: The control points of the initial chair geometry (all of the weights wA = 1)
