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S
urface and subsurface heterogeneities are complex mixtures of discrete structures that may be categorized by soil types or geology and characterized by more or less discontinuous boundaries and random features. They are common in nature but diffi cult for scientists and engineers to predict accurately, especially with limited physical resources and technologies. In practical applications requiring knowledge of surface and subsurface properties, building a conceptual model that characterizes spatial heterogeneities and their distributions is an important fi rst step, and the model should make use of quantitative and qualitative fi eld information as much as possible. Uncertainties in spatial predictions, however, give rise to considerable uncertainty in applications such as risk assessment, cost estimation, and decision analysis (Li et al., 2003; Zhang and Li 2005) . Deterministic approaches consider only the most plausible cases and do not incorporate uncertainty in spatial predictions. To overcome this, geostatistical stochastic simulations have been successfully applied (Isaaks and Srivastava, 1989; Deutsch and Journel, 1992) .
Although the concept of predicting statistical variability of observed fi eld properties is simple, developing models capable of mimicking complex spatial variability has proven diffi cult. In conventional geostatistics, sequential Gaussian simulation (SGS) and SIS are used mainly as tools for stochastic simulation, with both models requiring random interrogation of unknown nodes by kriging (Deutsch and Journel, 1992) . The SGS method assumes intrinsic stationarity and a Gaussian distribution of the random variables of interest. The method also assumes that means of the random variables exist, and spatial relationships between variables can be described by a semivariogram model. These assumptions are often unrealistic and limit the model, as does the fact that the model cannot be used with mutually exclusive categorical variables such as soil type or geology. Currently, a few algorithms are available for simulating categorical variables (Goovaerts, 1997) . The prevalent SIS method does not assume a particular distribution of random variables. Indicator-based simulation methods, such as SIS, are well suited for many types of geological or pedological characterization because indicator kriging works well for nonparametric categorical variables such as geology and soil type (Gomez-Hernandez and
We developed a general formulation of the Markovian transition probability model and the corresponding computational algorithm for characterizing heterogeneity in soil types. The generalized model is based on the previously developed coupled Markov chain (CMC) model in which spatial conditioning is done using transition probabilities that incorporate fi eld observations. The generalized coupled Markov chain (GCMC) model is more fl exible with respect to conditioning than the previous CMC model because there are no restrictions on the input data format, and a random sequence calculation algorithm is used. The GCMC model was compared with the sequential indicator simulation (SIS), and the results were quantitatively analyzed. When adequate soil sampling data are available, the GCMC model predicts the spatial distribution of soil types as well as or better than the SIS model. The GCMC model has the advantage of simple input variables (because preprocessing is not required) and faster computation time (by about 60%). The models were also tested with sparse data sets, and the GCMC model predicted the presence of soil types better than the SIS model, based on a metric derived from ensemble probabilities. Further studies are in progress to expand applications of the model to stationary and nonstationary soil type distributions, improve algorithm effi ciency, address underestimation caused by undersampled lithology, and extend the model to three dimensions. Srivastava, 1990; Journel, 1983; Carle and Fogg, 1996) . They have been widely used in many fi elds such as soil mapping, stratigraphy, hydrogeology, and sedimentology (e.g., Burrough, 1993a, 1993b; Weerts and Bierkens, 1993; Bierkens and Weerts, 1994; Carle et al., 1998; Ritzi, 2000) . A few studies have reported, however, that SIS has diffi culties in accurately reproducing spatial structures for systems comprised of multiple categorical variables (Chilés and Delfi ner, 1999; Seifert and Jensen, 1999) . Both methods exclude many realistic soil and geology problems because they assume directional symmetry (by use of an isotropic semivariogram or autocovariance model) and cannot handle the asymmetry often encountered in practice Fogg, 1996, 1997; Carle et al., 1998; Weissmann et al., 1999) .
Conventional stochastic simulations cannot readily incorporate geologic interpretations or handle asymmetric juxtaposition tendencies (Carle and Fogg 1996) . In recent years, transition-probability-based conditional indicator models have been proposed to address these problems. Fogg (1996, 1997) fi rst introduced transition-probability-based indicator geostatistics in which the variograms conventionally used by geostatisticians are replaced by Markovian transition probabilities. The latter are more convenient for developing and interpreting cross-correlations of multiple lithologies. Elfeki and Dekking (2001) independently developed a two-dimensional CMC model that explicitly uses a conditional simulation algorithm with a simplifi ed transition probability equation using Markovian properties. Parks et al. (2000) used Markov chains with a simulated annealing technique to capture geological realism in stochastic simulations. Wu et al. (2004) developed a Markov chain Monte Carlo methodology and successfully reproduced the texture and structure of binary thin-section images. Li et al. (2004) proposed a triplex Markov chain model that improved the prediction accuracy by introducing two horizontal chains, with one chain running from left to right and the other running from right to left, relaxing what they call "an artifact" of the previous CMC model; however, they lost the essence of asymmetry in the Markov transition probabilities by doing so. Elfeki and Dekking (2005) have shown the effect of asymmetry and the directional dependency of Markov chains on predictions of spatial distributions. Park et al. (2005) extended the two-dimensional CMC model of Elfeki and Dekking (2001) to three dimensions.
The CMC method for computing probability (Elfeki and Dekking, 2001 ) is rather explicit compared with conventional kriging-based geostatistics because it directly uses the CMC probability equation by fi nding a set of conditioning information around a given cell, and it does not require matrix inversions. The model could potentially be integrated with soft information, such as geologic inferences and geophysical data, because of its explicit scheme. The CMC model has been applied to real outcrop and borehole data (Elfeki and Dekking, 2001, 2005; Elfeki, 2006) . Implementation of the CMC model is also convenient because it does not require post-processing (e.g., parametric fi tting of a semivariogram model or cumbersome indicator cokriging techniques), and computational effi ciency can be maximized by searching minimal directional conditioning information.
A limitation of previous CMC methods is the rigidity of this algorithm, however, a characteristic inherent in the CMC transition probability equations (Elfeki and Dekking, 2001 ). In the previous two-dimensional CMC model, calculations must be performed following a row-by-row, line-by-line sequential path, and the probability equation requires that at least one piece of conditioning information for each direction (x and y) be associated with the cell adjacent to that for which the probability is being calculated (Elfeki and Dekking, 2001) . Therefore, unidirectional information transfer may predominate, and this can give rise to "artifi cial" lithology parcel inclination for certain transition probabilities, sampling intervals, and borehole spacings . To avoid these problems, a more generalized transition probability equation and its computational algorithm is needed.
Another problem that has persisted since the development of the CMC model is underestimation for undersampled or sparsely located indicators (Li et al., 2004; Li and Zhang, 2005) . This underestimation is present in all CMC-based models and has not been resolved completely . The current study is confi ned to cases where all indicators are properly sampled in both number and interval.
In this study, we fi rst derived a general form of the Markovian transition probability equation with no restrictions on the separation of conditioning information. Then a corresponding computational algorithm was developed that effi ciently assesses the conditional probability based on the equation at a given location using neighboring data. This GCMC model was tested on a hypothetical soil map reconstruction using sparse data extracted from the soil map. The results were qualitatively and quantitatively compared with results from the SIS model. The CMC model cannot be used for comparison because it is unable to handle sparse data. To compare the models, we used self-and cross-transition probabilities from the simulated map, as well as model predictability as measured by ensemble probability.
MATERIALS AND METHODS

Development of Generalized Two-Dimensional Coupled Markov Chain Transition Probability Equations Previous Two-Dimensional Coupled Markov Chain Theory
The CMC model in two-dimensional space has been described by Elfeki and Dekking (2001) . In the Markovian framework, the conditional distribution of any future state is independent on the past history if the present state is given. That is, if the discrete stochastic process {Z n , n = 0, 1, 2, …} is a sequence of random variables taking values in the state space {S 1 , S 2 , …, S n } (Fig. 1) , then the sequence is a Markovian process if (Ross 2000) ( ) ( )
where p lk is the transition probability from a state (S l ) to another state (S k ). In one-dimensional problems, a Markov chain is described by a single transition probability matrix (TPM). For details of onedimensional Markov chains applied in geology, see Krumbein (1967) . Transition probabilities can be estimated from the relative frequen- cies of transitions from a certain state to other states. These transition probabilities can be arranged into an n × n matrix:
where n is the number of states in the system. In the matrix P, all elements must be non-negative (p lk ≥ 0), and the sum of the elements in each row must be 1. The transition probabilities considered in Eq.
[2] are called one-step transitions, meaning that the transition from one state to another occurs in one step. For transitions that occur in N steps, the one-step transition probability matrix is multiplied by itself N times to get the N-step transition probability matrix. Imposing two mild constraints on the transition matrix (aperiodicity and irreducibility), successive multiplications lead to identical rows (w 1 , w 2, …,
where w k is no longer dependent on the initial state S l . The aforementioned is a conventional method to estimate transition probabilities from fi nite continuous data. A few methodologies to estimate continuous multistep transition probabilities from sparse fi eld observations are also currently available, including one based on the continuous-lag Markov chain model (Carle et al., 1998) , and another on estimation from the experimental "transiogram" Li, 2006) . The conditional probability equation that is governed by the immediate past and the future state was derived by Elfeki and Dekking (2001) :
where Z N is a random variable of the future, and S q is the future state. This can be extended to two-dimensional space by coupling two state spaces, {S 1 , S 2 , …, S n } × {S 1 , S 2 , …, S n }, with the assumption that a transition to a given location in two-dimensional space from two independent chains must be to the same state from both chains (Fig. 2) . A simple modifi cation to Eq. [4] yields the two-dimensional CMC formulation:
where C is
assuming a forced transition (Elfeki and Dekking, 2001 ).
Limitations of the Previous Coupled Markov Chain Probability Equation
A major limitation of the previous coupled Markov chain is that past conditioning information must be adjacent to the calculation location (Elfeki and Dekking, 2001 ). This restriction is caused by the derived probability equation and forces line-by-line sequential calculation. It also induces an inclination of the indicator parcel at an angle of tan −1 (Δy/Δx) when discretization of the model domain in the x direction (Δx) or y direction (Δy) is too small, or the conditioning information is sparse. Elfeki and Dekking (2005) have investigated the problem and concluded that the choice of these intervals is crucial to obtaining plausible results, leaving the problem still unresolved. Another issue is that the algorithm works row by row, and conditioning information must be input sequentially (data on a line across a domain must be fully informed). This may be satisfactory for simulating geological cross-sections, where the conditioning information is acquired from vertical boreholes (Elfeki and Dekking, 2001, 2005) . Liu and Journel (2004) have improved sequential simulations by using a structured path guided by information content rather than a random path based on a priori knowledge. In more general two-dimensional cases, however, where prior information is lacking, acquisition of information in the direction of lines is impractical, and random distribution of the surveyed information is commonly encountered. In this situation, the random sequence calculation is more suitable (Isaaks, 1990) .
Generalized Coupled Markov Chain Probability Equation
In this study, we compose the directional transition probabilities from the interpolated training map using the nearest neighborhood (NN) method. Every unsurveyed cell is evaluated based on the nearest hard information, with the nearest neighboring hard information found by a circular search algorithm, and the lithology is assigned to an uninformed cell. The evaluated cell, then, becomes another hard information to be used by the following evaluations. To build the interpolated training map, we use sparse data as the sole input and impose the assumption that each observation is equally honored in the initial guess. This is one way to honor sparse data without bias. In the case of expected directional anisotropy with lower sampling frequency, however, this method may fail to capture the spatial characteristics of indicator spatial structures, as a variogram system will do. One of the biggest advantages of the Markov chain model is that conditioning using the Markovian property improves calculation effi ciency by fi nding the minimum amount of conditioning information. Consider a onedimensional series of events that are Markovian (Fig. 1) . The probability of cell i being in state S j , given that the previous cell M is in state S p and cell N is in state S q , can be expressed mathematically as
The joint distribution probability can be expressed as a combination of shorter forms of the joint distribution probability and conditional probability by applying the Markovian property to get
Therefore, the generalized one-dimensional Markov chain transition conditional probability equation will be ( )
Here we assume spatial asymmetry of the spatial indicator structures, and the negative and positive superscripts stand for the multistep transition probability in the negative or positive direction calculated from the TPMs for the negative or positive direction, respectively. In Eq.
[9], when cell N is far from cell i, the terms + p pq (N−M) and + p jq (N−i) will cancel each other because they will almost equal the stationary probability w q . When we get closer to cell N, however, its state will start to play a role, and the simulation results will be infl uenced by the state at that cell. Physically, it is obvious that when the calculation location is far from the conditioning data, the conditioning data has little infl uence, while the probability calculation is strongly dependent on the conditioning data when its location is very close. As a special case, if M = i − 1 and S p = S l , the equation above becomes similar to the previous one-dimensional Markov chain formula (Eq.
[4]):
except that in Eq.
[4], only one transition probability matrix is used for the whole calculation instead of two asymmetric transition probability matrices. As in the previous two-dimensional CMC model, we couple two independent one-dimensional chains to get a two-dimensional generalized CMC by excluding impractical transitions (Elfeki and Dekking, 2001 ). The new two-dimenisonal formula conditioned by the surrounding four known points (Fig. 2) is given by ( )
where δ ξ is the Dirac delta function,
with φ ξ defi ned as the distance to the ξ-directional conditioning information and max ξ λ defi ned as the maximum search range in the ξ direction.
Improved Calculation Algorithm
The previous CMC model is limited in its application because of the restriction in the probability equation, as mentioned above. The twodimensional GCMC model does not have such a restriction and can evaluate the probability equation in a random sequence using randomly located conditioning information. Therefore, the GCMC probability equation is more widely applicable because any calculation algorithm can be used, such as line-by-line sequential or random path, and the two-dimensional GCMC model can accept any distribution of the conditioning information.
To estimate the directional TPMs from randomly scattered hard data, the GCMC model must interpolate unsampled locations as a training image. In this study, an interpolated map using the NN method, which is described above, was used as a training image by assuming that all acquired data are equally important and that the spatial structures represented by the data are isotropic. Two sets of randomly scattered data generated using different data acquisition frequencies of 600 and 120 samplings across 120 000 m 2 were used ( Fig. 3b and 3c ). In the simulation, the calculation sequence is decided by a random generator, which is different from the line-by-line sequential path of the previous CMC model. At a given calculation location, four cells with conditioning information are sought in the north (N), east (E), west (W), and south (S) directions (Fig. 4) . The dimensions of the calculation cell are determined from the minimum correlation scale, and the maximum correlation scale is used to specify the maximum search range, λ max , and the maximum search swath, ω max . To maximize the utility of sparsely located conditional information, the search algorithm uses an angle tolerance, δ, which may be selected empirically, and conditional information in straight as well as oblique directions is sought (Fig. 4) . This searching algorithm is similar to that used for semivariogram estimation in GSLIB (Deutsch and Journel, 1992) .
Prediction Algorithm
The algorithm for stochastic prediction using the twodimensional GCMC model is as follows:
Step 1: The simulated domain is discretized considering the sampling interval and minimum correlation lengths of the indicators.
Step 2: Acquired fi eld data is stored in a corresponding cell of the discretized domain.
Step 3: If the data format is sequential, the transition probabilities of each indicator are directly calculated following Elfeki and Dekking (2001) ; if the data format is sparse, an interpolated map using the NN method is generated fi rst, and then four different transition probability matrices (positive x, negative x, positive y, and negative y directions) are calculated from the guessed map.
Step 4: The starting cell is chosen by a random generator.
Step 5: To generate a conditional probability distribution, a search algorithm seeks out a cell with conditioning information in each direction (positive x, negative x, positive y, and negative y), if it exists, and the probability distribution is drawn using Eq.
[11] and [12].
Step 6: A random number is drawn, and the soil type is determined from the probability distribution.
Step 7: The next cell to visit and calculate is decided by the random generator. Steps 6 and 7 are repeated until all cells have been visited.
RESULTS AND DISCUSSION
To test the developed two-dimensional GCMC model, a synthesized soil map, which was modifi ed from a real soil map of the Velddriel area, in the Rhine-Meuse delta, the Netherlands (Weerts, 1996) , by merging physically similar soil categories (Fig. 3a) , was used. The mapped area comprises three soil types (Type 1, 34%; Type 2, 30%; Type 3, 36%). Sparse data sets were prepared by selecting samples at random locations in the original map at two different sampling frequencies. The simulation domain had dimensions of 300 m (x direction) by 400 m (y direction) discretized into 120 000 cells with cell size 1 m (x direction) by 1 m (y direction). Figure 3b shows sampling locations and soil types for 600 points (Type 1, 36%; Type 2, 31%; Type 3, 33%) and Fig. 3c shows those for 120 points (Type 1, 39%; Type 2, 27%; Type 3, 34%).
Using the sampling points in each map ( Fig. 3b and 3c) as input data, a total of 50 realizations were generated by the developed code. Computation time for the 50 GCMC realizations was about 65 s using a computer system with 3.8 GHz dual CPU and 4 Gb memory. Figure 5a is an example of a single realization computed by the code using the 600-point data set. It is not possible to compare the GCMC model directly with the previous CMC model using the given data sets because input data for the former are spatially nonsequential and cannot be used with the CMC model. Comparing the models using sequential input data is not meaningful, even if it is possible, because the GCMC model is intrinsically identical to the CMC model for that case. Indeed, the GCMC model is the general form of the CMC because it can handle both sequential and nonsequential sparse data. We therefore compared our results with the GSLIB SIS model, which uses simple indicator kriging as an estimator (Deutsch and Journel, 1992) . Table 1 provides a summary of the comparison between the GCMC and SIS models.
Computation time for the 50 SIS realizations, not including preprocessing (i.e., semivariogram estimation), was 116 s using the Procedure and matrix formulation Implicit: A covariance matrix is generated and solves a kriging system for each unknown cell Explicit: There is no matrix formulation. Each grid cell is calculated by sampling from the conditional distribution given in Eq.
[11].
Relative simulation time 1.78 1 Preprocessing Models the experimental covariance or variogram Uses the nearest-neighbor method to produce a training image (guessed map) to estimate the transition probabilities same computer system. This is about 1.8 times longer than the GCMC model took for the example case. Figure 5b is an example of a single realization from the SIS model, using the same data as that used for the GCMC model simulation. The results look similar except that the SIS map has higher entropy at the soil-type boundaries. Comparing realizations from the SIS and GCMC models, it is obvious that the GCMC is more conservative and, therefore, shows clearer boundaries between soil types. This distribution is also seen in the TPMs. Table 2 shows the TPM in the positive x direction acquired from the original soil map, and the component-wise residuals represent the over-or underpredictions of the realizations from each model calculated by subtracting the original TPM from the simulated TPM. The tabulated residuals of the GCMC model are generally less than the residuals of the SIS realization. The larger residuals obtained with the SIS model may be attributed to the high entropy of soil-type boundaries shown in Fig.  5b . The residuals are generally larger in the self-transition components (diagonals) than in the cross-transition components (off-diagonal) for both the GCMC and SIS models. The underpredictions are obvious in the self-transition components for both the GCMC and SIS models. From the 50 single realizations of each model, ensemble soil maps were generated ( Fig. 5c and 5d ) by assigning the most frequently appearing soil type in each cell. In Table 3 , the same metric is used to compare the two different models. The results show that fi ve out of nine transition relationships of the GCMC ensemble map are closer to that of original soil map, and four transition relationships of the SIS ensemble map are closer to the original relationship. This suggests that even if the GCMC model seems superior to the SIS model in predicting transition relationships between soil types, their abilities to predict transition relationships are almost equal for single realizations, if the quantity of input data is suffi cient.
To assess each model's ability to predict the appearance of soil types and to assess robustness, ensemble probability distributions (EPD) of each soil type for each scheme were computed from the single realizations of each model (Fig. 6 ). For the EPD calculation, the number of times each soil type appears in each computational cell is divided by the total number of realizations (i.e., 50). In Fig.  6 , the SIS results have a more dispersive margin than the GCMC results, indicating that the SIS model is less robust. Blurring of the margin in the SIS realizations is most severe for Soil Type 3, which has the most scattered distribution. Robustness of the stochastic predictions may or may not be advantageous in making predic- δ is a delta function with a value of 1 if the soil type on the original map is m for a given location (i,j) and with a value of 0 elsewhere, and m ij p is the ensemble probability of soil type m for a given location (i,j). In both the GCMC and SIS schemes, the calculated model predictability (Table 4) is highest for Soil Type 1 and lowest for Soil Type 3, which may be attributed to the nonstationarity in directional anisotropy of Soil Type 3. The GCMC model predictabilities are 5 to 10% higher than those of the SIS model (Table 4) , which means that the GCMC model more confi dently predicts the appearance of soil types.
To further test the GCMC model, a sparser sampling data set with a frequency of 120 locations across an area of 120 000 m 2 was used. Figures 7a and 7b show single realizations from the GCMC and SIS models, respectively. When compared with Fig. 5a and 5b, both single realizations poorly mimic the original soil map (Fig. 3a) . This is because the sampling frequency is reduced by about oneeighth. Figures 7c and 7d are ensemble maps from 50 realizations of the GCMC and SIS models, respectively. Qualitatively, the distributions of each soil type predicted by both the GCMC and SIS models resemble the original soil map. The intra-and interrelationships of soil types were quantitatively measured using the residuals matrix of transition probabilities (Table 5 ). All abstract residual components of the residual transition probabilities calculated from the GCMC ensemble map are slightly less than those from the SIS ensemble map except the Soil Types 1 to 2 cross-transition component. This result may indicate that the GCMC model performs slightly better than, or at least equal to, the SIS model depending on the sampling frequency used. In Fig. 8 , the EPDs of each soil type from the GCMC and SIS models are presented. The ensemble probabilities from both models are much more diffused than those in Fig. 6 because the sampling frequency was lower in this case. Also as seen in Fig. 6 , the ensemble probabilities of the SIS model are more diffused than those of the GCMC model. Using the derived EPD, model predictability was calculated using Eq. [13] (Table 6 ). Comparing the GCMC and SIS model predictabilities for each soil type, we conclude that the GCMC model predicts the distribution of soil types better than the SIS model.
CONCLUSIONS
We presented a generalization of the transition probability equation for the Markovian two-dimensional transition probability model, as well as the development of a computational algorithm based on that equation. The generalized transition probability equation is not limited by input data format or calculation sequences. Hence, artifi cial parcel inclinations that occur in the CMC model do not occur in the new model. The underestimation of low-frequency indicators was not addressed in this study.
Because the previous CMC model cannot handle sparse data, the new model was instead compared with the SIS model using a hypothetical soil map and sampling data. The GCMC model simulation time was only 65 s, compared with 116 s for the SIS model. Simulation results using one synthetic data set found the GCMC model performance to be equal to or slightly better than the SIS model and that, using the metrics derived here as well as EPD maps, the spatial distribution of soil type was predicted with greater accuracy. This suggests the superiority of the GCMC method relative to SIS, but further research is warranted into which model is advantageous over another for a given data set, for GCMC may not be unconditionally superior to relevant models.
Further development of the GCMC model is required to resolve problems associated with data nonstationarity, such as underestimation of undersampled or sparsely distributed information, and to extend the model to three-dimensional space. These issues will be addressed in a subsequently. 
