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ABSTRACT 
This study examines the applicability of high dynamic range (HDR) imagery as a 
diagnostic tool for studying lighting quality in interior environments. It originates 
from the limitations in lighting quality assessments, particularly from the 
problematic nature of measuring luminance contrast—a significant lighting 
quality definer. In this research, HDR imaging method is studied systematically 
and in detail via extensive camera calibration tests considering the effect of lens 
and light source geometry (i.e. vignetting, point spread and modulation transfer 
functions), in-camera variables (i.e. spectral response, sensor sensitivity, metering 
mode,), and environmental variables (i.e. ambient light level, surface color and 
reflectance, light source spectral power distribution) on the accuracy of HDR-
image-derived luminance data. The calibration test findings are used to create 
camera setup and calibration guidelines for future research, especially to help 
minimize errors in image extracted lighting data. The findings are also utilized to 
demonstrate the viability of the tool in a real world setting—an office 
environment combining vertical and horizontal tasks. Via the quasi-experimental 
setup, the relationship between line of sight and perceived luminance contrast 
ratios are studied using HDR images. Future research can benefit from the 
calibration guidelines to minimize HDR-based luminance estimation errors. The 
proposed tool can be used and tested in different contexts and tasks with varying 
user groups for revising the former luminance-contrast guidelines as well as 
surface reflectance recommendations.   
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INTRODUCTION 
 “Quality of the visual environment” (Rea, 2000, 10-1) has been a significant 
topic of lighting design, and became more important in the aftermath of the 
economic crisis of the 1970s and with the environmental conservation concerns 
rising in the 1990s (Boyce, 1996). The reflections of these issues on lighting 
industry were vast and not only led to revisiting of former visual and task 
performance needs (i.e. lighting level recommendations), but also generated 
discussions on the use of earlier metrics for lighting quality assessments. Today, 
in addition to the vision and task performance-based model, a human needs-
centered and behavior-oriented lighting quality definition has been adopted (Rea, 
2000; Veitch & Newsham, 1996a, 1996b). However, lighting quality definition is 
still bound to illuminance-based metrics, which in nature were not developed to 
address emerging lighting issues related (but not limited) to global aging 
population, their lighting-related needs and preferences, changing nature of work 
and living environments and tasks, and new luminaire designs and illuminants 
such as LEDs. Literature on lighting quality research is rich but is limited in 
generalizable and replicable findings due to context-dependant experimental 
methods and protocols, and limitations and failures of employed lighting metrics 
(Boyce, 2003a). As a remedy, researchers studying lighting quality have adopted 
constructs and methods from environment-behavior and optics research fields.  
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Current research practices have also started utilizing digital imaging, especially to 
acquire data on human’s visual perception with particular interest in the reflected 
light off the environment (luminance maps and glare studies).  
High dynamic range (HDR) image encoding was developed in 1987 as a solution 
to the limitations of former image compression and storage options (to represent 
and store colors outside the sRGB gamut), and served as the proprietary file 
format for the Radiance Lighting Simulation and Rendering Package till late 
1990s when its wide spread use in other fields and applications such as remote-
sensing and physically-based rendering began (Debevec & Malik, 1997; Ward, 
2001, 2007, 2008). Since then, the format have been widely used in rendering and 
special effects applications to represent real world lighting data, yet HDR image 
capturing methods are still limited with film scanning and multiple exposure 
bracketing (Bloch, 2007; Reinhard, Ward, Pattanaik, & Debevec, 2005; Ward, 
2007).  
Design and architecture fields have started utilizing exposure bracketing methods 
to store and analyze lighting data of static scenes in the last seven years. 
Primarily, the HDR format was used for creating luminance maps and studying 
discomfort glare. As discussed in the following sections, there are around 30 
published lighting-related studies that incorporate the use of HDR imagery. While 
the results of these studies show the potential use of HDR imaging for lighting 
analyses, they lack methodological guidelines and HDR image construction 
recommendations for designers and lighting researchers. More importantly, the 
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influence of various digital camera and environmental variables on the accuracy 
of HDR image-derived lighting data is unknown for the exposure bracketing 
method—the widely used technique introduced by Debevec and Malik (1997). 
Nature and Significance of the Study 
This study examines the applicability of high dynamic range (HDR) imagery as a 
diagnostic tool for studying lighting quality in interior environments. It originates 
from the limitations in lighting quality assessments, particularly from the 
problematic nature of measuring luminance contrast—a significant lighting 
quality definer. In this research, HDR imaging method is studied systematically 
and in detail via extensive camera calibration tests considering the effect of lens 
and light source geometry (i.e. vignetting, point spread and modulation transfer 
functions), in-camera variables (i.e. spectral response, sensor sensitivity, metering 
mode,), and environmental variables (i.e. ambient light level, surface color and 
reflectance, light source spectral power distribution) on the accuracy of HDR-
image-derived luminance data. The calibration test findings are used to create 
camera setup and calibration guidelines for future research, especially to help 
minimize errors in image extracted lighting data. The findings are also utilized to 
demonstrate the viability of the tool in a real world setting—an office 
environment combining vertical and horizontal tasks. Via the quasi-experimental 
setup, the relationship between line of sight and perceived luminance contrast 
ratios are studied using HDR images. 
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In addition to contributing to the body of research on lighting quality which is 
currently limited and unsystematic, this study is significant for the following 
reasons:  
Necessity of developing lighting evaluation tools to respond to the changes in 
current work environments, and user needs and demographics 
The size, position, content and difficulty of tasks performed in today’s offices 
have changed significantly. Current work environments house vertical and tilted 
task planes (i.e. computer screens,) for performing mostly computer related tasks 
as opposed to tasks performed on horizontal planes at former settings (desktop 
reading and writing tasks). Evolution of display technology in the last decade led 
to a rapid change from CRT computer screens to LED-lit LCDs. Screen sizes 
increased to allow viewing multiple applications at once and performing multi 
tasks with brightness values much higher than older CRTs (up to %200).  
Task ambient lighting conditions—spectral power energy of the illuminants—are 
changing both with the introduction of LED based systems, and as a result of the 
ongoing transition from incandescent lamps to compact fluorescent lamps (CFLs). 
More importantly, instead of reflecting task planes are emitting light which affects 
the operational brightness and contrast ranges in human’s visual field. Task and 
background luminances, their sizes and visual relationships as well as local and 
global adaptation conditions are changing. In the following years it will be 
possible to see organic LED (OLED) based luminescent wall paper applications 
in the work environments.   
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Such transformations in work settings necessitate the use of lighting analysis tools 
that can collect global lighting data to assess task performance considering 
immediate and remote background luminance and probable glare sources. 
Besides responding to the changing nature of performed tasks, lighting design 
solutions should consider the needs of older population as there is an increasing 
trend in global average life expectancy. By 2030, 20% of the population in United 
States will be 65 or older (Brawley, 2006; Regnier, 2002). It is inevitable to 
develop visual impairments as we age. Literature on aging visual system and age-
related eye diseases are detailed and well-defined (Boyce, 2003b; Torrington & 
Tregenza, 2007), however, assessment tools are necessary to explore the visual 
conditions of current settings, specifically residential and public buildings for the 
betterment of luminous environment to meet multi-level visual abilities. HDR 
image based diagnostic tools (when coupled with fisheye lens systems and vision 
masks) can be used to mimic the abnormal visual fields for different types of 
vision loss.  
Necessity of revisiting and refining guidelines and metrics in lighting quality 
research 
Current luminance contrast guidelines suggest 1:3 to 1:10 contrast range for 
visual clarity and comfort in interiors (Egan & Olgyay, 2001; Rea, 2000). They do 
not define the conditions at which a designer may consider using the minimum, 
the maximum or an average value; neither do they discuss eye adaptation and task 
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exposure duration for the suggested ranges. Their use is limited in complex work 
environments.  
It is not possible to investigate the effects of the aforementioned work 
environment and task changes using existing tools and metrics. A new diagnostic 
approach is necessary to examine the relationships between performed tasks and 
their perceptual qualities. Lighting design guidelines were developed mainly 
based on the horizontal tasks and cannot successfully respond to the necessities of 
current settings. Revealing normative practice in lighting quality research, this 
study emphasizes the necessity of modifying dated guidelines focusing on 
luminance and contrast recommendations (to meet current task and space 
requirements, while complying with building codes and regulations). State-of-the-
art illuminance recommendations are also discussed in relation to luminance 
contrast since the metric is dependent on the amount of light falling on the surface 
and on surface reflectance characteristics.  
Aim, Scope and Objectives 
This study reveals normative practices in lighting quality research and its 
assessments considering luminance contrast metric. It reflects on the implications 
of HDR image-based-lighting analyses by proposing camera calibration 
guidelines and testing the applicability of HDR imaging in luminance contrast 
analyses of an office setting. It is structured around two discourses mediating 
theory and application on luminance contrast metric and image based lighting 
analysis method.  
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To contribute to the body of lighting quality research, the discourse on luminance 
contrast metric identifies the foundational problems pertaining to luminance and 
luminance contrast measurements and their assessments. It underlines the 
necessity of revisiting former quality metrics by exploring luminance contrast 
research findings and their reflections on visual comfort and perception, and 
speculates on how luminance-contrast guidelines and lighting quality practice 
may change given the use of new HDR image based diagnostic tool.  
The discourse on HDR image construction and analysis methodology employs 
meta-analytic review of HDR imaging in architecture and design domains, 
examines sources of luminance errors from HDR images, and identifies camera 
calibration research questions in order to lay down the foundation of camera 
calibration tests.     
The specific objective of this research is to develop camera calibration guidelines 
for researchers that use HDR-imagery for lighting analyses with or without taking 
on-site physical measurements (for absolute image calibration or using the HDR 
images without calibration). Via systematic and controlled camera calibration 
tests, magnitudes of the effect of the identified luminance error sources are 
explored, and the researchers are provided with camera calibration 
recommendations to select: 
 least luminance error yielding variable combinations for the exposure 
bracketing HDR construction method (i.e. appropriate ISO, white balance 
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and aperture settings considering ambient light level, surface color and 
reflectance), especially for no absolute calibration approach  
 anchor known-reflectance targets for illuminance- and luminance-meter 
based HDR-image calibrations for daylight and artificial lighting 
conditions, 
 appropriate ISO settings to expand the EV range of the camera where the 
shutter speed and/or the aperture range is limited. 
With its proof of concept section, the study is also significant with its contribution 
to the lighting quality research and HDR-image based lighting analyses by 
exploring the potential of this methodology to revisit luminance contrast ratio 
guidelines incorporating current lighting technologies and changes in the user 
needs and demographics. In this sense, it examines whether typical office tasks 
are performed within recommended luminance-contrast ranges.  
Limitations of the Study 
From the luminance error sources (defined by meta-analytic review of HDR-
image based lighting research literature), uncertainties between actual and 
reported shutter speeds, differences between RAW and JPEG compression types 
were not studied because of the time and resource limitations. The calibration 
tests were limited with five lamp types to illuminate target planes since systematic 
and in-depth analyses of the interaction between variables (illuminant spectral 
power distribution, ambient light levels, in-camera, lens and environmental 
variables) necessitated photographing more than 6000 exposure bracketed images. 
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During the calibration tests, the illuminance on the target plane was altered by 
changing the distance between the source and the surface. As a result of using 
high lumen output lamps and test space availability, illuminance levels below 100 
lux and above 500 lux were not tested. To measure possible illuminance 
fluctuations a calibrated illuminance meter was used. It was not possible to 
measure fluctuations due to voltage change.   
Expected Outcomes 
Future research can benefit from the calibration guidelines to minimize HDR-
based luminance estimation errors. The proposed tool can be used and tested in 
different contexts and tasks with varying user groups for revising the former 
luminance-contrast guidelines as well as surface reflectance recommendations.   
The diagnostic tool can be used to study both qualitative and quantitative aspects 
of the luminous environment. Therefore, it can be used for cases where the 
betterment of visual comfort conditions is a priority, as well as it can serve for 
evaluating the conformity of code related standards such as means of egress 
lighting. For example, lighting conditions that cause discomfort, such as 
unwanted shadows and veiling reflections on task, glare from light sources can be 
studied via luminance maps and luminance contrast masks to make visual 
comfort-related suggestions. Also, task-background relationships of exit signs 
and, contrast ratios at staircase risers and treads (especially where they are part of 
the egress route) can be evaluated by the proposed diagnostic tool.    
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The target audience of this study is design professionals and researchers. Design 
professionals can use the tool at different stages of the design process from the 
earliest problem definition and concept generation steps, to the use stage where 
post occupancy evaluations might take place. In other words, using the luminance 
ratio and contrast level metrics and luminance maps, researchers and designers 
will be able to evaluate settings prior to or after the construction, manipulate 
installed solutions or design new systems by incorporating assessments to the 
design process.  
At macro levels, it may have an impact on the design practice, building 
technology and environmental systems by making it possible to develop lighting 
checklists that are complementary to the current performance ratings.  
As a future research stage, it can be possible to develop a graphic user interface 
(GUI) that is capable of calibrating digital cameras for image based lighting 
analyses, and correcting vignetting, and calculating point spread functions for 
various lenses.    
Outline of the Study 
The second chapter of this study reviews literature on lighting quality and HDR 
imaging. Former lighting quality metrics are revisited to examine the reasons for 
their limited use and decline. Lighting quality discussions specifically focus on 
luminance-contrast metric and the contexts at which luminance and luminance 
contrast are studied in ‘lighting design’ and ‘perception and optics’ domains. The 
limitations in luminance measurements and its assessments, and the interpretation 
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of luminance-contrast study findings and their reflections on visual comfort and 
perception are explored to see whether and to what extent these studies influenced 
luminance level and contrast ratio recommendations and design guidelines. 
Literature on HDR imaging focuses on HDR construction methods and HDR 
imaging implications in different fields of research and application such as image-
based lighting and photography.  
Third chapter begins with a meta-analytic review of lighting studies that used 
HDR imaging methodology. Meta-analysis gained significant interest since Glass 
(1976, as cited in Krathwohl, 2009) proposed the use of ‘effect sizes’ to measure 
treatment effects. Typically, effect sizes are found by dividing the difference 
between the experimental and control group means of a study by the population 
standard deviation. They are used to establish the strength of the relationships of 
the studied phenomenon. Since HDR-image based lighting studies did not employ 
experimental and control groups in their tests and treatments, attempts to calculate 
their effect sizes would not be relevant. Instead of calculating effect sizes, meta-
analytic techniques are employed to explore and understand the variables of 
HDR-image based analysis method. Meta-analytic literature summaries (of 
quantitative data) have demonstrated greater strength over narrative literature 
reviews. Coding and tabulating the variables of different studies are found useful 
in suggesting further research strategies, too. Digital camera and lens variables 
and HDR construction methods of 30 studies are examined and discussed in detail 
to determine luminance error sources (that are used for designing camera 
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calibration tests). The reviews are followed by eight camera calibration tests 
discussing the magnitude of HDR-based luminance estimation errors due to 
various in-camera and environmental variables. The chapter concludes by listing 
general camera calibration guidelines combining the specific recommendations 
listed after each test.     
In the fourth chapter, the HDR-image-based diagnosis tool is tested for its 
applicability in a real world setting. The relationship between line of sight and 
task-based luminance-contrast ranges are explored. Besides discussing the 
viability of the tool via cone of vision and task related luminance-contrast masks 
and maps, calibration factor problem is revisited by studying the magnitude of its 
fluctuation based on the dynamic nature of daylight. 
The final chapter is a conclusive discussion that synthesizes camera calibration 
methods and calibration guidelines with the proof of concept findings. The 
necessity of revisiting lighting quality metrics using the diagnostic tool is 
elaborated by proof of concept outcomes. Future research directions and possible 
research design scenarios are identified with concluding remarks.  
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REVIEW OF LITERATURE 
Difficulty of suggesting data collection methodologies to measure human 
responses to lighting stimuli decreases the external validity of lighting quality 
studies, limiting them to the contexts they were designed for. The first section of 
this chapter examines problems related to former lighting quality metrics 
specifically, equivalent sphere illumination (ESI), visual comfort probability 
(VCP), and daylight glare index (DGI). Then it focuses on luminance contrast 
metric, identifying the inconsistencies pertaining to the recommended luminance 
ratios. The limitations in luminance measurements and its assessments, and the 
interpretation of luminance-contrast study findings and their reflections on visual 
comfort and perception are explored. The second section discusses the emergence 
of HDR-imaging method and its reflections on research and application.  
Definition of the Construct: Lighting Quality  
The definition of ‘lighting quality’ varies among studies, as it is affected by 
settings, tasks, individual and cultural differences, and expectations. Different 
definitions were generated by adopting different theoretical frameworks (for 
example behavior- and perception-based definitions from environmental 
psychology and environmental aesthetics). Therefore, it became difficult to 
develop a holistic metric to assess all contributors or components. Some define 
the construct as the collection of immeasurable values or intangibles, as in 
DiLaura’s words: “[…] hard to quantify but desirable characteristics of a space 
that made it better than otherwise, raised its quality, deepened its visual richness” 
14 
 
(DiLaura 2009, p. 9). Boyce (1998) uses an outcome-based, context-dependent 
definition: “[…] defined by the extent to which the installation meets the 
objectives and the constraints set by the client and the designer” (p. 72). He states 
that a holistic definition is not plausible as desirable conditions in one installation 
may create undesirable results in another. 
Also, fragmentation of the design profession might have intrinsically affected 
how the construct is defined, taught and been prioritized by professionals. As a 
result of the research that aimed at finding out the role of daylighting in 
sustainable design, Reinhart et. al. (2006) reveal how different professions define 
and prioritize ‘good daylighting’. Similar to Reinhart et al.’s study discrepancies 
in quality definition were reported where lighting experts in design and research 
were asked to assess the lighting quality of nine lighting designs for a windowless 
open-plan office (Veitch & Newsham, 1996c).  
Success and Limitations of Former Lighting Quality Metrics 
Distinct definitions of lighting quality have resulted in convergent research 
directions, each using (sometimes developing) a different metric. Although 
developed for measuring quantifiable aspects of lighting, following metrics served 
as lighting quality determinants: ESI, VCP, DGI, Unified Glare Rating (UGR), 
and Comfort Satisfaction and Performance (CSP) index. 
Neither ESI nor VCP was developed solely to measure lighting quality (Veitch & 
Newsham, 1996a). Yet, both were used to discuss quality issues to some extent. 
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High ESI values were correlated with the aesthetics of a setting (Lemons, 1973) 
although the metric was built on visibility.  
Equivalent sphere illumination (ESI)  
ESI was developed to overcome problems related to evaluating lighting 
installations based on merely illumination levels, and as a response to interest in 
lighting quality and energy conservation issues that rose after the energy crisis. It 
was utilized to evaluate visual performance and visibility, considering the 
requirements of a standard pencil task which was associated with offices and 
classrooms. By definition, ESI “is a measure of visibility produced by a lighting 
system at a particular observer position and viewing direction for a specific task 
in an interior space” (Illuminating Engineering Society, 1977, p.3). The idea was 
based on a reference photometric sphere which produces uniform diffuse light 
from every direction. It was believed that recommendations based on ESI 
calculations were more accurate compared to the measure of illuminance; since 
ESI quantified combined effects of the illuminance on the task, the incident light 
distribution, and the reflection properties of the task (Boyce, 1978; Illuminating 
Engineering Society, 1977).  
ESI was also presented as a comparison method for evaluating the effectiveness 
of lighting systems (RQQ Committee of the IES, 1970). In order to evaluate both 
illuminance levels and the extent of veiling reflections, both task luminance and 
contrast level are considered in ESI computations (Blackwell & Helms, 1973; 
IES, 1977; Lemons, 1973; Lewin, 1974).  
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Following limitations are summarized referring to the studies of Boyce (1978), 
Rea (1984), DiLaura (1975), Blackwell (1978), Mercado (1974), Lewin (1974a; 
1974b; 1976), DeLaney et. al. (1979), Jones (1974), Blackwell and Helms (1973), 
Lemons (1973) and Veitch and Newsham (1996a). 
 ESI is dependent on the contrast rendition factor (CRF) and luminance 
factor, and also uses the relative contrast sensitivity (RCS) curves.  
Errors in CRF and RCF result in high error margins in ESI calculations. 
According to the law of diminishing returns, one does not expect a continuous 
increase in visual comfort and task performance when task luminance is increased 
(e.g. reading with localized lighting). However, RCS curves were based on 
threshold detection. Therefore, they do not provide a saturation value at a 
moderate luminance level for such a simple reading task, lit by local lighting. 
“Increases in luminance always lead to some increase in RCS” (Boyce, 1978, p. 
181). As opposed to the RCS curves (and similar to the task performance), 
comfort sensation will be saturated above a certain task luminance, and reductions 
will be seen in both as the luminance is increased.  
 “It is an assumption that practical task exhibits homogenous reflectance 
characteristics over the extent of the task detail and background” (IES 
1981, p. 9-60).  
Standard pencil task tests and CRFs cannot represent the complex task 
relationships of the modern office environment. Lewin’s study (1976) attempted 
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to extend the concept of pencil handwriting task to ball-point pen writing, a 
typewritten task and a drafting task. The findings indicated that computations 
based on pencil tasks would be misleading and an average ESI value would not be 
a good indicator of the ESI characteristics of the room.  
It is also necessary to note that different CRF’s are necessary for computing the 
conditions in workspaces with several tasks. Tasks with few specular reflections 
will give ESIs closer to illuminance values whereas tasks with high specular 
reflections will vary in their ESIs depending on the CRF values. Also, CRF does 
not have a relationship with visibility. The task might be easy to see if it has high 
contrast even if the CRF and ESI are low.  
 Calculations are complex, requiring time and detailed photometric 
measurements. In order to measure on site or without a computer, complex 
equipment and calculations are needed. 
 Values may make little sense to a layperson.  
 Collected data assumed that view direction is static and on-axis. 
ESI variations occur depending on the direction the task is viewed from, the 
position of the task relative to the lighting system, and the specularity of the task. 
DiLaura (1975) explored the ESI calculation with respect to direct and reflected 
components, and proposed a computation method to perform ESI calculations on 
computers. Earlier to DiLaura’s study, Lewin (1974b) also tried to simplify ESI 
calculations and proposed ESI rating tables for commonly used luminaire 
systems. Jones’ (1974) work proposes an angular coordinate system for ESI 
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calculations. The system was usable only when the room is rectilinear, its surfaces 
are diffusing, and the view is parallel to room surfaces. A portable ESI meter was 
developed by DiLaura, but high prediction errors were reported for on-site 
measurements. It was proposed that the meter to be used for guidance instead of 
decision making (DeLaney et. al., 1979). Another problem worth mentioning on 
ESI calculations was related to light source characteristics. Blackwell (1978) 
reported significant differences in the ESI values comparing polarized light 
sources to unpolarized ones.  
Visual Comfort Probability (VCP) 
It is difficult to define what visual comfort is. There are both physiological and 
psychological variables that affect the sensation. For instance, people can tolerate 
higher magnitudes of discomfort glare if there is a desirable or an interesting view 
(Tuaycharoen & Tregenza, 2005, 2007). This implies that ‘information content’ 
of the view is an important variable (Gibson, 1971). Conventional window glare 
calculations might have overestimated discomfort glare sensation when the view 
had some interest. For that reason, researchers tend to depart from the causes of 
discomfort. Yet, comfort and discomfort concepts are not always on the same 
continuum. Research in ergonomics showed that perceptions of comfort and 
discomfort are independent of each other (Boyce, 2004). Same might be true for 
analyzing comfort in luminous environments, since elimination of all discomfort 
causes do not necessarily provide comforting conditions. 
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The origins of VCP can be traced in pioneering glare studies by Luckiesh and 
Holladay (1925) who were the first to discuss psychological appraisals in glare 
studies (cited in Eble-Hankins & Waters, 2004). Luckiesh and Guth (1949) 
extended the study on sensations of comfort and discomfort and laid down the 
governing factors of glaring conditions as “brightness of the source, visual size of 
the source, brightness of the surrounding field, position of the sources in the 
visual field and the configuration of sources” (p. 666). The metric was named as 
borderline between comfort and discomfort (BCD). Guth (1966) presented 
methods for calculating ratings for observers who judged a particular interior 
lighting condition at or below BCD which was later called as VCP (Eble-Hankins 
& Waters, 2004). 
As opposed to ESI and visibility level (VL) metrics, which were developed 
considering visual performance, VCP addressed discomfort glare, a psychological 
phenomenon. “VCP is a rating system that expresses discomfort glare produced 
by an interior lighting system in terms of the percentage of occupants who do not 
find the system uncomfortable” (Illuminating Engineering Society, 1991, p. iv). 
Although widely used by lighting design community and researchers, VCP has a 
number of limitations (Levin, 1973, 1975; McGowan & Guth, 1969).  
“This system was tested and validated using lensed direct fluorescent 
systems only. VCP should not be applied to very small sources such as 
incandescent and high-intensity discharge luminaires, to very large 
sources such as ceiling and indirect systems, or to nonuniform sources 
such as parabolic reflectors” and “The procedure has never been proven to 
accurately model the discomfort caused by parabolic fluorescent 
luminaires, although many lighting professionals continue to apply it in 
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such situations” (Rea 2000; as quoted in Eble-Hankins & Waters, 2004, p. 
10).  
 
IES published a standard procedure for computing VCP in 1991 to avoid the 
misuse of the metric by highlighting its weaknesses. As a metric for evaluating 
glare—a psychological phenomenon, VCP still provides behavioral data on 
discomfort even though the literature does not relate it to behavioral science and 
to its literature. Lighting researchers utilizing either of these are criticized for 
approaching to quality issues solely from a technical side.  
Daylight Glare Index and Daylight Glare Probability (DGI & DGP) 
Current glare indices used for glare assessment in daylit spaces were derived from 
experimental setups with artificial lighting conditions. Therefore, they have 
similar limitations in their predictions of the daylight-based glare. Also, these 
metrics vary in their definitions of coefficients and exponents that are applied to 
the individual factors (e.g.: source size, its position and luminance). Commonly 
referred indices for daylight-related glare estimations are British Glare Index 
(BGI) (also known as BRS glare equation), daylight glare index (DGI), CIE glare 
index (CGI), and unified glare rating system (UGR). BGI was reported as the 
least accurate metric especially for large area glare sources. DGI proposed 
modifications for that, yet “validation studies … show that correlation between 
glare from windows and predicted glare is not as strong as in the case of artificial 
lighting” (Wienold & Christoffersen, 2006, p. 745). By further modification of the 
DGI index, researchers included detailed window luminance calculations in the 
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equation.1 UGR incorporated Guth’s position index and combined the aspects of 
former metrics.     
The equations that form these metrics are somewhat parallel with VCP and UGR 
calculations. They relate luminance, position and apparent size of the glare 
source, and the adaptation luminance to subjective judgments of the degree of 
discomfort experienced in indoor environments (Osterhaus, 2005). Considering 
daylight and window luminance as glare sources, glare equation components can 
be rephrased as follows: 
For 
(Ls): The luminance of the glare source. In the case of windows: the 
luminance of the sky as seen through the window (the brighter the source 
or sky, the higher the index); 
(ωs): The solid angle subtended by the source. In the case of windows: the 
apparent size of the visible area of sky at the observer’s eyes (the larger 
the area, the higher the index); 
(ψ): The angular displacement of the source from the observer’s line of 
sight. In the case of windows: the position of the visible sky within the 
field of view (the further from the centre of vision, the lower the index); 
(Lb): The general field of luminance (Lb) controlling the adaptation levels 
of the observer’s eye (also called the background luminance). In the case 
of windows: the average luminances of the room excluding the visible sky 
(the brighter the room, the lower the index). (Wienold & Christoffersen, 
2006) 
Since neither of the former metrics was successful in their assessments of large 
glare sources, and they failed to respond to the complex nonuniform glare sources 
                                                 
1 Reasonable correlation was reported in a study employing DGIN between predictions and 
subjectively reported glare sensation; although a narrow discomfort glare range was predicted for 
the study group (Nazzal, Guler, & Onaygil, 2004). Another modification to the original DGI 
equation was the addition of a modified average luminance (La0.85) as a response to the interaction 
of source and surround luminance in the adaptation function (Fisekis, Davies, Kolokotroni, & 
Langford, 2003).     
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(like venetian blinds) of the work environment; necessity for a new discomfort 
glare prediction model emerged. 
Using HDR imaging for collecting data and analyzing the luminous environment, 
Wienold and Christoffersen (2006) proposed a new metric, DGP, which is 
calculated with a Radiance based program—evalglare. They included vertical eye 
illuminance as a measure for the adaptation level, since it was not possible to use 
background luminances, especially with large area glare sources. The evaluation 
results from the experiments showed good correlation between DGP and subjects’ 
responses. The model was tested in two different geographical locations with 349 
cases and 75 subjects (p. 756).         
Luminance Contrast as a Lighting Quality Metric 
The knowledge base on the perception of luminance (and brightness and 
lightness) is vast and encompasses a wide range of disciplines from optics to 
architecture. As discussed by Gilchrist (1994), there are various approaches to 
understand how information on lightness is interpreted as brightness of objects 
and surfaces. However, research on preferred luminance contrast range is limited. 
Luminance contrast is one of the five metrics that describe the relationship 
between the stimuli and human’s visual system; the others being retinal 
illuminance, retinal image quality, visual size and color contrast (Rea, 2000, pp. 
3-42). Depending on visual system factors, target and/or stimulus characteristics 
and the nature of visual background, the luminance contrast metric can be used to 
define visual threshold levels.  
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Luminance recommendation tables, such as the adapted table below, are primarily 
based on five lighting preference studies conducted by Bean & Hopkins, 1980; 
Tuow, 1951; Roll & Hentschell, 1987; Tregenza et. al, 1974 and van Ooyen et. al, 
1987 (as cited in Rea, 2000, p. 3-52). 
Table 1  
Luminance Ratios for the Office Environment Adapted from Rea (2000) 
Between paper task and adjacent VDT screen  3:1   or   1:3 
Between task and adjacent dark surroundings 3:1   or   1:3 
Between task and remote (nonadjacent) surfaces 10:1 or   1:10 
 
Regardless of the limitations of the studies they were based on, IES uses the ratios 
as limits for various applications, especially for the recommended practices of 
office lighting. Often, researchers who adopt these recommendations underline 
the impracticality of maintaining them especially to provide lighting solutions 
with visual interest and eye-muscle relaxation.  
There are inconsistencies between the five studies listed above (especially 
considering luminance contrast between task and remote surfaces). They 
examined visual threshold in relation to human preferences by varying task 
surface luminances. Yet, background surface luminance values are significant 
definers of the lighting distribution in interiors. A few number of researchers 
attempted to incorporate background luminance into the context to extend the 
range of preferred luminance ratios; however, there is limited consensus on the 
recommended ratios due to:  
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 the changing nature of task necessities in different contexts (for example: 
due to the effects of spatial parameters in different settings, task-exposure 
dependency, static vs. dynamic stimuli, etc.),  
 the lack of systematic research methods and tools for luminance analyses, 
 the lack of methodological consensus on employed tactics, experimental 
protocols and analysis procedures (Fotios, 2001; Fotios & Houser, 2009). 
o difficulty of suggesting simplified numbers and ratios for 
luminance and contrast from context dependent subjective ratings 
(Treganza et. al., 1974) 
o difficulty of simulating human visual system and brightness 
adaptation of human eye 
o lack of robustness due to the limited number of research subjects 
(Veitch & Newsham (1996b) 
Former studies of luminance and contrast ratios seldom explain whether or how 
subjects’ eye adaptation variances were incorporated in the conducted matching, 
reading and writing tests (under changing illuminance and luminance conditions). 
In addition to those fovea-related tasks (writing, reading, matching) with localized 
eye saccades and cyclic fixations, today’s office environments house visual search 
tasks where the observers alter their line of sight continuously (such as searching 
for information in multi-display desktop tasks). The head position and line of 
sight alterations necessitate examination of multiple visual fields unlike fixed 
visual tasks analyzed in former luminance and contrast ratio.      
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It is also important to emphasize the fact that luminance ratios and contrast 
recommendations are dependent on illuminance levels. Yet, there is an ongoing 
debate on whether recommended illuminances in current design guidelines are 
descriptive, accurate and appropriate, and whether it is rational to use illuminance 
as a quality metric. The problem is more evident when illuminance 
recommendation tables published in the last 70 years are compared (Steffy, 2006). 
Both increasing and decreasing trends can be observed for the recommended 
footcandles for the same type of tasks and activities (e.g.: footcandles for bank 
lobbies and educational facility corridors). Thus, it is debatable to use the 
recommended luminance and contrast level values based on studies that departed 
from ill-defined illuminance-based design guidelines. The recommended 
luminance ratios that are used in today’s lighting design projects are based on 
illuminance values that were suggested to satisfy visual task necessities of a 
different era.  
While the Illuminating Engineering Society (IES) maintains single value 
suggestions per space and occupancy, the Society fails to justify the reasons 
behind those definitive numbers claiming that it would be impossible to create 
guidelines that would comprise vast range of visual abilities and conditions of the 
observers (Steffy, 2006). In their latest lighting handbook (10th edition, to be 
published in the third quarter of 2011), IES decided to expand the illuminance 
recommendation categories and re-incorporated occupant age groups—which 
were eliminated in the last edition (9th). Although the attempt would help fulfill 
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the visual needs of elderly, it may have unintended consequences considering 
different occupancy types. For example category P defines illuminance range as 
150-600 lux for ‘some indoor education situations’2. If half of the occupants are 
younger than 25 years of age recommended target illuminance is 150 lux. For 
occupants between 25 to 65 or older than 65 years of age, the illuminance 
recommendation increases two and four times respectively (300 & 600 lux). 
While designing the lighting system of an elementary school project, if 
recommended illuminance level per occupant age and number is used, teachers 
would need to adapt to low-level luminance ranges, which would be difficult for 
those who are older than 25.  
The most comprehensive bibliography on luminance was compiled by the 
International Commission on Illumination’s (CIE) ‘Brightness Luminance 
Relations’ technical committee in 1988 (Roufs & Smith, 1988). Although 
comprehensive in the number of studies listed per designated classes (such as 
lightness-tone relations), the bibliography is not annotated and targets pre-1980 
studies. Lighting quality knowledge base necessitates similar compilations that 
include updated research, especially to reveal the influence of post-computer 
simulation era methods and behavior and appraisal oriented approaches on state-
of-the-art lighting quality definitions and metrics. Two classes defined by the CIE 
are found useful to discuss luminance contrast relations within the scope of this 
study. Instead of using the listed studies in the CIE bibliography, recent studies 
                                                 
2 As listed in section 4.33, in the unpublished binder version of 10th edition. 
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were explored to discuss the two classes: measuring luminance and luminance 
contrast and, luminance and spatial aspects. 
Measuring luminance and luminance contrast 
The theories constructed and the models developed for studying luminance and 
contrast show differences in how they approach the problem. On one end, 
researchers put more emphasis on the perceived information as opposed to ones 
that deal with the amount of illuminance entering the eye (Cuttle, 2004; Jay, 
1967; Lynes, 1980; Yonemura, 1981).  
Luminance pertains to luminous flux emitted from light sources, or reflected or 
transmitted from surfaces (Murdoch, 1999). In physical photometry, luminance 
and luminance contrast can be measured with a luminance meter and contrast 
standards (reference black and white targets). Precise photometric data collection 
using a luminance meter to document the luminance characteristics of large area 
surfaces and complex tasks in work environments take a lot of time. If the 
researcher is interested in the effect of sunlight in interiors, the timing is more 
important in order to respond to the dynamic nature of natural light. Also, 
measured luminance values for particular areas of interest may vary from point to 
point (Inkarojrit, 2005). The magnitude of variation will be greater for 
nonuniform surfaces, like daylit windows. Therefore, measuring large surfaces 
with a luminance meter is cumbersome and does not necessarily inform the 
researchers on average surface luminance or luminance distribution characteristics 
unless a dense measuring grid is employed. For luminance contrast measurements 
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contrast is given by C= │(Lt-Lb)/Lb│ where Lt is target and Lb is background 
luminance.  
Luminance measurement methods can be traced in earlier lighting studies such as 
by Harrison, 1945; Hopkinson, 1957; Blackwell, 1952 & 1970; Jones & Jones, 
1959; Guth & McNelis, 1959; Lewin & Bell, 1968. These studies focused on 
discomfort glare and brightness discrimination and described methods for 
deriving brightness and brightness matching scales and glare indices. 
Modifications to the former glare metrics, their glare prediction power in high and 
low contrast settings can be reviewed in recent research such as Eble-Hankins & 
Waters’ (2004 and 2009), Osterhaus’ (1992 and 2005), Rubino & et. al.’s (1994) 
and Wienold & Christoffersen’s (2006) studies.  
Luminance measurements, luminance contrast in particular, helped define 
threshold of visual performance and visual search, and used to characterize ranges 
in visual acuity (typically measured at high luminance contrast).   
In the visual psychophysics domain, threshold detection models shape the nature 
of studies. Perceptions are correlated with amounts rather than explained through 
relationships: “For instance, a retinal contrast mechanism has no way of 
distinguishing whether the luminance gradient that stimulates it comes from a 
change in surface reflectance in the environment or a change in the illumination 
level on a surface” (Gilchrist, 1994, p.17), although the magnitude of those effects 
on our perception are different.  
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Since humans perceive brightness as opposed to illuminance, luminance mapping 
became more important with the use of computer simulation and HDR-based 
imaging methods in the last decade. Mapping allows the researcher to explore the 
maximum and minimum values in addition to visual inspection of target and 
background luminance distributions. Although a new technique, luminance 
mapping can be traced in and associated with earlier photographic photometry 
methods where photometric film emulsion was related to the photographed 
scene’s luminance under given conditions (such as film type and emulsion) 
(Lewin & Bell, 1968).   
Luminance and spatial aspects 
The definitions of task immediate and task remote background change depending 
on the spatial context (e.g. the remote background can be a daylit wall or a west-
oriented window). Also, the distance between the remote task backgrounds (like 
side or back walls) and the task planes would lead to significant differences on 
users’ brightness and contrast perceptions.  
The research in this field is twofold. On one end, researchers investigate the 
magnitude of brightness sensations due to changing intensity distributions, lamp 
spectral power distribution, and levels of light (considering photopic and scotopic 
vision) (Houser et al., 2009; Ngai, 2000; Tiller & Veitch, 1995; Allphin, 1961; 
Moeck, 2000 and 2001).  
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Houser et al.’s (2009) and Fotios and Cheal’s (2009) studies focus on perception 
of spatial brightness and brightness discrimination using similar methodologies—
sequential and simultaneous evaluation of room surfaces and lamps. In a recent 
study, Fotios and Cheal (2011) incorporated colored objects in brightness 
matching tests to examine “if interior design has a significant effect on brightness 
judgments” (p. 77). They concluded that presence of colored objects in the target 
area does not significantly affect the brightness matching tests. A similar study in 
the optics field also incorporated color to the mesopic level stimuli to examine 
whether perceived contrast would match with the achromatic condition (Walkey 
et al., 2005). Perception and attention oriented studies show that these sensations 
(especially for successive target comparison or matching tests) may be affected by 
the mediating variable of attention (De La Rosa, Gordon, & Schneider, 2009).  
The other direction emerged as part of the correlation model and aims to find out 
the changes in humans’ subjective impressions when luminance and contrast 
ratios are altered (Houser & Tiller, 2003; Flynn, 1973, 1977, 1979 & 1992; 
Newsham, et. al., 2004).  
Flynn and his colleagues’ researches significantly contributed to the body of 
lighting quality research by documenting psychological aspects of lighting. Users’ 
spatial perceptions and aesthetic judgments were tested by varying lighting types 
and distribution. Their studies conclude with probabilistic remarks rather than 
deterministic findings, concerning the relationships found in the environmental 
setting of the study. The findings suggest that visual cues tend to be recognized 
31 
 
and interpreted in consistent ways by users sharing similar cultural values and 
background (Flynn, 1992). The use of factor analysis and multi-dimensional 
scaling in their studies was an influential response to overcome problems related 
to the weaknesses of correlational research (such as the difficulty of measuring 
high-order interaction) and helped the researchers determine subsets of rating 
scales (e.g.: distinct-vague for perceptual clarity setting). Yet, luminous 
conditions of the testing environments were not described in detail.  
Flynn’s research was replicated by researchers in the National Research Council 
of Canada in office lighting context. Both scale models and computer-based 
image presentation methods were used to explore the relationship between 
subjective ratings of brightness, uniformity and attractiveness, and luminances of 
various room surfaces and task planes (Newsham, Marchand, & Veitch, 2002, 
2004; Newsham, Richardson, Blanchet, & Veitch, 2005; Tiller & Veitch, 1995; 
Veitch, 2001; Veitch, Newsham, Boyce, & Jones, 2007). 
Psychophysical and correlation models have long been adopted in lighting 
research to discuss the perceptual behaviors of humans when they are subjected to 
changing properties of lighting conditions (Gibson, 1954; Rea & Oulette, 1991). 
However, there are particular challenges, since perception relates not only to the 
stimulus, but also depends on the visual adaptation, background luminance of the 
percept, and the perceivers’ knowledge and their experiences of the luminous 
environment and of the task (Boyce, 2003a; Kuller, Ballal, Laike, Mikellides, & 
Tonello, 2006). Additionally, the measurement of specific variables in lighting 
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quality necessitates the consideration of different measurement scales depending 
on the data collection tactics involved (e.g.: the use of nominal and interval scales 
for assessing mood by Flynn, 1979).  
Questionnaires and rating scales are two of the data collection tactics used for 
correlational research, and have been utilized to investigate relationships between 
subjective judgments and the physical measures of luminous environment such as 
light levels, distribution patterns of light, light source’s color and its color 
rendering properties. (Flynn, 1977; Flynn, Hendrick, Spencer, & Martyniuk, 
1979; Flynn & Spencer, 1977; Flynn, Spencer, Martyniuk, & Hendrick, 1973; 
Houser & Tiller, 2003; Tiller, 1990; Tiller & Rea, 1992; Veitch & Newsham, 
1996c; Velds, 2002).  The uses of rating scales in lighting quality research have 
been criticized “from the observation that subjects tend to match the center of a 
rating scale with the center of the range of conditions experienced, from the 
idiosyncratic responses produced on rating scales when there is ambiguity of 
instructions […]”, and from lack of consensus on the design and use of scales for 
lighting quality research (Boyce, 2003a). Tiller and Rea (1992) reported scale 
instabilities where they compared patterns of semantic differential scale inter-
correlations. They stated that the scales can be used as a means of developing 
hypotheses, instead of being used for explaining variances or discussing 
correlations.  
Fotios and Houser (2009) discussed categorical bias in the context of studies that 
deal with brightness perception of lamps with different spectral power 
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distributions. They presented evidence of “potential contraction bias in the 
category rating task associated with the stimulus presentation sequence, response 
range and response range anchors, and a grouping bias associated with the 
number of stimuli and response categories” (p. 167).     
Although correlational research might seem appropriate for studying luminance 
and spatial aspects (especially considering set-ups involving human subjects), the 
strategy can only be used to establish predictive relationships rather than 
proposing causality between the variables (Groat & Wang, 2002). It is rather 
plausible to define causal relationships when the nature of relationship is 
physiological in nature (e.g.: studies measuring visual acuity).  
High Dynamic Range Imaging  
Dynamic range in lighting context can be described as the ratio between the 
brightest and darkest values in a scene. Considering digital image files and LCD 
screens it is the luminance contrast ratio between the darkest black pixel and the 
brightest white pixel.  
Human eye can operate in a wide range of lighting conditions and can 
differentiate simultaneously over five orders of magnitude (contrast ratios up to 
1:10000). This range exceeds 16 orders with the help of adaptation mechanism 
(such as under relatively low light level conditions like scotopic vision 
<0.001cd/m2). This wide range cannot be captured using an analog or a digital 
media, nor can it be represented using current display methods like LCD, LED-lit 
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or plasma screens. Besides, the captured images undergo several transformations. 
The raw data are first manipulated by the camera sensor using a series of 
algorithms (encoding) and then stored on a digital medium via compression, size 
reductions, and transformations. It becomes more difficult to preserve the 
metadata once the image is edited via in-camera or software (post processed, tone 
mapped). The resultant image would be limited in dynamic range and its range 
may or may not be represented due to limitations of the display device (in other 
words there is not a viable scaling factor to for real-world lighting data in 
display’s color gamut) (Ward, 2001). Also, display manufacturers do not 
incorporate ambient light level of the settings that the product will be used at. 
Therefore dynamic range definitions of the manufacturers do not quantify “the 
deliverable range of visible luminances” (Ward, 2008).  
Although digital camera manufacturers increase pixel sizes and pixel densities of 
camera sensors, capacity of a single pixel to store scene radiance is still limited to 
256 colors per channel in a 24-bit image (16 million colors). Therefore, when 
photographing a scene that is high dynamic range in nature (with high contrasting 
gradients of light). it would not be possible to avoid under- and/or over-exposed 
pixels which result in the loss of information. This limitation—the amount of 
information (i.e. photons) a pixel can store—also results in a charge overload. The 
pixel—like an overloaded water bucket—will start distributing the excess data to 
its neighbor pixels (interpolation). The problem is more evident in highlights and 
high contrast schemes in form of sparkles and/or glooms. HDR problem was also 
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pronounced in computer graphics in the 1980s when physically accurate 
illumination methods emerged. 
HDR image encoding was developed in 1987 as a solution to the limitations of 
former image compression and storage options (to represent and store colors 
outside the sRGB gamut), and served as the proprietary file format for the 
Radiance Lighting Simulation and Rendering Package till the late 1990s when its 
wide spread use in other fields and applications such as remote-sensing and 
physically-based rendering began (Debevec & Malik, 1997; Ward, 2001, 2007, 
2008). Since then, the format have been widely used in rendering and special 
effects applications to represent real world lighting data, yet HDR image 
capturing methods are still limited with film scanning and multiple exposure 
bracketing (Bloch, 2007; Reinhard, et al., 2005; Ward, 2007).  
Unlike a low dynamic range image, an HDR file provides more than enough 
space to store the information acquired from a scene. Theoretically it can store 76 
orders of magnitude as opposed to 2 orders of a high-resolution JPEG file (older 
black & white media, which was used for photometric photometry was capable of 
storing up to 4 orders). Radiance format for HDR (RGBE) images uses 8 bits per 
channel (for each RGB) but has an exponent value acting as an extra 8-bit channel 
storing the luminance information3. Therefore, color values that would require 96-
bits normally can be stored using 32 bits: [(R, G, B)/255]*2^(e-128). For digital 
                                                 
3 The other HDR storing formats like 96-bit TIFF, 32-bit LogLuv are not discussed within the 
scope of this study. 
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photography RGB to HDR transition results is large file formats, but there are 
backward compatibility options for image representations like JPEG-HDR (Ward 
& Simmons, 2005). Also, methods for minimizing file size without losing data are 
discussed in the following calibration chapter (please refer to tests related to 
number of images per HDR and image resolution).  
There are two ways of creating HDR images. The first approach uses ray-tracing4 
algorithms and techniques in Radiance rendering package, to collect luminance 
information from each surface in the scene. Therefore, the technique can be called 
as the synthetic HDR method.  
The second approach relies on the low dynamic range (LDR) images and employs 
methods to pile multiple exposures of a static scene (Robertson et al, 1999 cited in 
Jacobs, 2007). When a scene is captured multiple times with different exposure 
values, each image will contain properly exposed pixels in addition to over- and 
under- exposed ones. So this technique relies on the idea that “each pixel will be 
properly exposed in one or more images in the sequence” (Reinhard et. al., 2006, 
p.117). Piling the multiple exposures to a single image file will yield a 32-bit 
image which contains an exponent value acting as an extra 8-bit channel storing 
the luminance information. According to the number of images taken and their 
respective exposure values, some images will contain very dark and very bright 
                                                 
4 “Radiance is based on the backward ray tracing algorithm. This means that light rays are traced 
in the opposite direction to that which they naturally follow. The process starts from the eye (the 
viewpoint) and then traces the rays up to the light sources taking into account all physical 
interactions (reflection, refraction) with the surfaces of the objects composing the scene” 
(Compagnon, 1997). 
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pixels. The usable range is defined as the images that are not completely washed 
out by white pixels or are not completely black. Jacobs (2007) also defined an 
upper and lower RGB value limit for the usable range of exposure bracketed 
images (detailed discussion on the topic can be found at camera response curve 
tests). It is always possible to discard extreme under- and over-expose conditions 
via HDR construction software.  
Multiple exposure capture is possible using most digital cameras since they 
usually have auto-exposure bracketing option. It is also possible to step up or 
down the exposure value (EV) either by changing the shutter speed or the aperture 
value. But varying the EVs via shutter speed change have been validated to 
provide better results since the depth of field is kept constant (Debevec, 1997; 
Inanici, 2005). Although aligning and ghost removal algorithms are available with 
the programs that create HDRs, it is desirable to use a tripod and trigger the 
shutter remotely to avoid image blur. In addition to remotes, digital SLR cameras 
can be controlled from a computer via wireless or USB connection. 
Image merging is a straightforward process using HDR construction programs. 
With the increase in availability of tone-mapping operators (which allow the users 
to manipulate the highlights, mid-tones and shadows of an HDR image—
selectively changing the exposure of particular regions—while compressing the 
file to screen-visible RGB compression), HDR format has been immediately 
adopted by the field of photography. There are many programs available for HDR 
constructions that use internal algorithms for acquiring the metadata of digital 
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images (i.e. exposure, aperture, ISO and white balance) which is used for 
calculating the camera response function. Digital cameras come with different file 
formats and compression methods to convert the pixel irradiance to RGB values. 
In other words, the image radiance is not linearly proportional with the camera 
intensity measurement. Camera response curves can be used for radiometric 
calibration to correctly relate the pixel intensity information with the real world 
(Inanici, 2005; Mitsunaga and Nayar, 1999). As discussed by Jacobs (2007), 
Inanici (2004, 2006), and Inanici and Galvin (2004), additional photometric 
calibration can be employed (e.g.: taking field measurements using luminance 
meter) for absolute calibration. 
Several studies have validated the use of HDR photographs for analyzing the 
well-lit luminous environments (Anaokar & Moeck, 2005; Inanici, 2005, 2006a, 
2006b; Jacobs, 2007; Mardaljevic, Krausse, & Andersen, 2006; Moeck, 2007; 
Moeck & Anaokar, 2006; Stumpfel, 2004; Torres, 2004a, 2004b; Wienold & 
Christoffersen, 2006). Since any pixel in any HDR image—regardless of the lens 
type—represents luminance averaged over that pixel's solid angle, HDR 
photographs were found useful for lighting analyses. 
Besides measuring luminance and representational uses in photography and 
imaging, HDR format has also been used to create photometrically correct and 
accurate computer generated images. Image based lighting (IBL) has been 
described as the missing link connecting the light in real world and the light in 
virtual world. IBL uses HDR files as light sources to render computer generated 
39 
 
images realistically. For this purpose, either panoramic HDR images of an 
artificial lighting condition or 180° HDR images of sky dome are used. Bloch 
(2007) and Debevec (2002) discuss the different ways of acquiring panoramic 
images. Hemispherical maps can be created using fisheye lenses, by capturing the 
reflection of a scene from mirrored chrome balls or by segmental shooting. 
Depending on the creation technique, the panoramic HDR might require editing to 
a certain extent (such as fisheye conversion from equidistant to hemispherical 
projection). Then, the fisheye or the panoramic HDR images are mapped 
hemispherically over the CG scene to create a light emitting artificial sky 
Debevec, 2002; Debevec and Malik, 1997). There are few applications of IBL in 
lighting research and architectural lighting domains (Debevec, 2005; Inanici, 
2010; Stumpfel, 2004; Torres, 2004b).  
The use of HDRs for luminance mapping and glare studies are discussed in the 
following chapter with an in-depth analytic review of 30 studies.  
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ANALYZING LUMINOUS ENVIRONMENT USING HIGH-DYNAMIC 
RANGE PHOTOGRAPHY 
The critical and systematic literature review on recommended levels of luminance 
and contrast showed several gaps especially related to data collection 
methodologies and brightness perception assessment metrics, and pointed out the 
necessity of new luminance and luminance contrast assessment approaches. In the 
former chapters of this study, the proposed approach was introduced along with 
the state-of-the-art research on high dynamic range imaging. Although an 
extensive body of information on HDR image processing and reconstruction 
methods and tools is available in the computer science domain5—where HDR 
image analyses emerged, their reflections to design milieu are rather limited, 
lacking guidelines, interfaces and software that designers can utilize. In the design 
domain, there are only a few number of studies aimed at validating the use of 
HDR imaging approach for architectural studies (Inanici, 2006; Jacobs, 2007; 
Moeck, 2007). There is not a guideline or a reference for researchers that provide 
information on camera setting criteria considering illuminant characteristics and 
luminous environment conditions. 
Current chapter discusses the ‘whats’ and ‘hows’ of the approach, testing and 
demonstrating the range of technics—tools and instruments—and technology a 
designer can utilize. Starting with a meta-analytic review of HDR imaging 
                                                 
5Such as studies by Akyuz, Fleming, Riecke, Reinhard, & Bulthoff, 2007; Debevec & Malik, 
1997; Reinhard, Ward, Pattanaik, & Debevec, 2005; Ward, 2007.  
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research in architecture and design domains, the effects of various in-camera and 
environmental variables on the accuracy of luminance maps are questioned. Next, 
the sources of luminance errors from HDR images are listed for laying the 
foundation of camera calibration tests. The six-stage calibration tests provide 
comprehensive and rigorous approach for exploring the magnitude of error due to 
several environmental and in-camera variables. The camera calibration tests are 
followed by the proof-of-concept section, where the viability of HDR 
photography as a tool for analyzing luminance and luminance contrast 
relationships is validated and demonstrated via a quasi-experimental setup—an 
office setting with complex tasks. 
Meta-Analytic Review: HDR Imaging in the Design Milieu  
Meta-analytic review of 30 studies that used HDR images for lighting analyses 
revealed methodological uncertainties and raised questions on the accuracy of 
luminance data acquired from digital images (Anaokar & Moeck, 2005; 
Andersen, Stokes, Gayeski, & Browne, 2010; Bellia, Cesarano, Iuliano, & Spada, 
2009; Bellia, Cesarano, Minichiello, & Sibilio, 2002; Cai & Chung, 2010; Chung 
& Ng, 2010; Coyne, Isoardi, Hirning, & Luther, 2008; Gayeski, Stokes, & 
Andersen, 2009; Hargrave, 2010; Heschong Mahone Group, 2006; Inanici, 2006, 
2010; Inkarojrit, 2005; Jacobs & Wilson, 2007; Jacobs, Wittkopf, & Grobe, 2008; 
Kondo, Iwata, & Kimura, 1997; Konis, Lee, & Clear, 2011; Mardaljevic, Painter, 
& Andersen, 2009; Moeck, 2007; Moeck & Anaokar, 2006; Moore, Graves, 
Perry, & Carter, 2000; Newsham, Aries, Mancini, & Faye, 2008; Newsham & 
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Arsenault, 2009; Stumpfel, 2004; Sutter, Dumortier, & Fontoynont, 2006; Torres, 
2004; Wienold & Christoffersen, 2006; Wuller & Gabele, 2007; Wymelenberg, 
Inanici, & Johnson, 2010; Zotti, 2007). Amongst these 30 studies, eight can be 
categorized within calibration and testing context. However, only four of those 
investigated the effect of various camera settings on photometric accuracy (Cai & 
Chung, 2010; Inanici, 2006; Moeck, 2007; Wuller & Gabele, 2007). Yet, none of 
the listed studies—including the aforementioned four—explain the critical ISO 
and white balance (WB) setting criteria and their effects on camera response 
function; neither have they discussed the significant measurement errors due to 
changes in ambient illuminance levels.  
Tables 2a and 2b list the reviewed studies along with the camera and lens types, 
and reported camera settings. In addition to consumer grade digital cameras, 
higher resolution charged-couple device (CCD) systems and industrial lenses 
have been utilized for collecting photometric data. There are seven significant 
studies that utilized scientific grade CCD cameras for image-based-lighting 
analyses (Andersen, et al., 2010; Bellia, Cesarano, Minichiello, & Sibilio, 2000; 
Gayeski, et al., 2009; Kondo, et al., 1997; Moore, et al., 2000; Newsham & 
Arsenault, 2009; Wienold & Christoffersen, 2006). Still the initial costs, long-
term calibration expenses and limited portability make consumer grade cameras 
more desirable for similar data collection purposes.   
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The use of Low Dynamic Range (LDR) images 
In addition to studies incorporating HDR imaging approach, the list also includes 
three studies that utilize LDR images for lighting analyses (Bellia, et al., 2000; 
Moore, et al., 2000; Wuller & Gabele, 2007). Moore et al.’s (2000) and Bellia et 
al.’s (2002) studies can be considered as two of the pioneering attempts aimed at 
using the luminance channel of digital images for lighting data extraction6. Bellia 
et al. (2002) modified a black and white industrial type video camera with a 
photopic filter to match human eye response. As opposed to Bellia et al. (2002), 
Moore et al. (2000) examined the correlation between the luminance value 
derived from the RGB channels and field measurements. Although promising 
results were reported in both studies, the measurements were limited to the 8- and 
24-bit compressed image formats and the proposed approaches necessitated 
complex calibration processes especially for retrieving response function. Even in 
Wuller and Gabele’s (2007) research—which used multiple exposure capture 
approach to derive International Commission on Illumination’s (CIE) Y value 
(luminance)—reported error range exceeded %30 cumulatively. The major 
problem with earlier attempts was the long and cumbersome process of deriving 
the camera response function. With current tools and software—discussed in 
detail in the following section—radiometric self calibration is done intrinsically 
without the necessity of user manipulation. 
 
                                                 
6 Refer to Chapter 2 for discussion on former image based lighting studies. 
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Sources of luminance measurement errors-Vignetting, ISO and White balance    
Inanici (2006) evaluated the accuracy of HDR image based luminance maps 
examining three significant variables of lens and source type—optical vignetting, 
point spread function and light source color spectra. Her study shows that 
cumulative errors can be kept at and around 10% especially if vignetting problems 
can be minimized by the use of digital correction filters. Although a digital 
correction filter was created for the equidistant lens used in her study, lens 
projection was not converted to hemispherical or equisolid projection to account 
for errors due to pixel compression at the periphery. The calibration factors for 
different settings and lamp types were not reported therefore it is uncertain 
whether there is a significant difference in between measured and HDR-derived 
luminance values for the studied indoor and outdoor settings. Illuminance level at 
the target surface and source candlepower were not reported, nor discussed in 
relation to luminance measurement errors.  
Cai and Chung (2010) examined HDR image quality by varying lens’ focal 
length, and aperture value.  The authors did not reveal how they define the 
construct ‘high image quality’. From the discussions, it can be stated that quality 
is implicitly defined as the degree of conformity between the luminance values 
derived from the HDR images with those measured using a luminance meter on-
site. Although the aim of the study was to prepare a camera-setting-selection 
guideline for photometric analyses, the rationale for selecting crucial camera 
settings like ISO and WB was not discussed and justified. For the test lens (Sigma 
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10-20mm), aperture f5.6 yielded the least error percent. The researchers 
recommended using the EV range discussed by Jacobs (2007), but did not 
consider the tradeoff between ISO setting and EV change for the low ambient 
light setting.  
Wuller and Gabele (2007) also studied the sources of luminance measurement 
errors in image based lighting analyses and discussed the effect of aperture, 
exposure, ISO and WB settings on luminance values which were derived using an 
opto-electronic conversion function (OECF) based calibration (plotting log 
luminance values against digital camera values, similar to radiometric 
calibration). Their findings indicated that the measurement errors rise due to the 
uncertainties in mechanical and electronic system components, such as 
differences between exposure times stored in image EXIF data and actual 
exposure for the given shutter speed and aperture values. The study revealed that 
EV differences may be remarkably lower with cameras having electronic shutters 
as opposed to those equipped with mechanical blades (p. 7) 7. Similar to that, an 
ISO 100 speed would actually be equivalent to ISO 80 due to uncertainties in 
camera signal amplification or reduction algorithms.  
In the majority of studies (21 out of 30) camera ISO setting was not reported. In 
the remainder nine, regardless of the ambient light levels, researchers set ISO to 
                                                 
7 Real shutter time and constancy of exposure tests have been well documented in literature 
(Gabele, 2006; Hiscocks, 2010) and explained in various photographic standards such as ISO 
12232 (ISO 12232:2006 specifies the method for assigning and reporting ISO speed ratings, ISO 
speed latitude ratings, standard output sensitivity values, and recommended exposure index 
values, for digital still cameras). 
46 
 
the lowest value—either 80 or 100 (Cai & Chung, 2010; Chung & Ng, 2010; 
Hargrave, 2010; Inanici, 2006; Inkarojrit, 2005; Moeck, 2007; Moore, et al., 
2000; Newsham, et al., 2008), except Kondo et al. (1997), who used ISO 200 with 
their proprietary imaging system . 
Similar to ISO, the affect of WB setting on camera response function and 
calculated luminance values were not examined. WB function is either set to 
daylight—regardless of the spectral power distribution of the predominant light 
source—or adjusted according to the light source type without considering its 
color temperature (such as using fluorescent WB setting both for low color 
temperature and high color temperature fluorescent lamps) (Cai & Chung, 2010; 
Chung & Ng, 2010; Inanici, 2006; Inkarojrit, 2005). Therefore, error 
dependencies due to lamp spectral power distribution and ambient illuminance 
levels were not tested. Especially for settings with high task-background contrast 
ratios (exceeding the recommended 1:3:10 ratio-either due to dramatic vertical 
illuminance level change or due to variances in surface reflectance values) 
luminance measurement errors may increase.  
Sources of luminance measurement errors-Calibration charts    
For high dynamic range scenes where contrast ratios exceed the 1:40 ratio—
typically daylit or sunlit interiors or exteriors—utilization of absolute calibration 
factors is important. Particularly, if the aim is to study the dynamic nature of 
sunlight, variation of calibration factor over time should be examined to account 
for the dramatic changes in luminosity. In order to compute calibration factor for 
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absolute luminance calibration, it is necessary to take on-site luminance 
measurements (of a uniform or a Lambertian surface area). Then, this luminance 
reading can be compared with the HDR-derived value of the same area, where the 
ratio of the two would give the calibration factor. An illuminance meter with 
known reflectance targets can also be used to calculate surface luminance on-site 
if a luminance meter is not available8. However, pilot studies conducted by the 
author of this research showed particular problems when known-reflectance 
targets are used to derive surface luminance values.   
Cai and Chung’s (2010) findings, such as the correlation between ambient light 
level and luminance error percent for gray target patches were considerably 
affected by such methodological uncertainties. Similar to Inanici (2006) and 
Moeck (2007) they used gray target patches for absolute calibration of HDR 
images. However, the targets were printouts as opposed to manufacturer-
calibrated, known-reflectance targets and the probable luminance deviation across 
the three A4 sized grayscale targets was not tested, nor reported. Furthermore, the 
researchers used a particular gray scale chip (G6 with RGB 140, L 55) for 
calibrating all the generated HDRs for all light levels. They did not test the error 
percent of the selected chip for the two ambient light levels discussed in the study. 
As described in the following sections9 of current research and reported by earlier 
studies (such as Moeck, 2007), error percentages of achromatic chips may vary 
                                                 
8 Using the exitance equation L = (I*ρ)/π where L is the luminance, I is illuminance and ρ is 
percent surface reflectance (Murdoch, 1999), please refer to WB tests for detailed discussion. 
9 Please see WB tests. 
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considerably for different light levels. First, it is not possible to print exactly the 
same target using consumer grade printers if multiple target areas are to be placed 
in the photographed setting. Secondly, even if the targets are not printouts but 
calibrated achromatic/chromatic chips (like Munsell color checker scales), they 
may perform differently for high- and low-key light levels. In other words, 
different ‘anchor Munsell cards’ (Moeck, 2007) may be needed to calibrate a dim 
and a bright setting as opposed to using the same for both. Similarly, the use of 
colored Munsell scale samples may result in fluctuating luminance readings for 
high and low saturated chips of the same hue (Moeck, 2007).  
Chung and Ng (2010) studied the relationship between calibration factors and 
illuminance level in an interior setting by photographing an Xrite Color Checker 
Chart. Their study did not find significant variance between the calibration factors 
that were derived from absolute luminance calculations of the color checker chips. 
However, the researchers used the same EV range—9 jpegs—for creating the 
HDR files regardless of the intensity level. It is questionable whether the range 
yielded comparable pixel saturation for images taken at high and low key 
illuminance levels (highest level at 30.000lx and lowest at 75lx). 
Moeck (2007) studied the accuracy of luminance maps by testing the luminance 
errors as a function of Munsell hue and value (p. 99).  He concluded that it is 
difficult to measure the luminance of saturated surface colors (especially, blue, 
green and purple), and surfaces with low reflectance values (reflectance < 11.8%) 
can be significantly overestimated. The study was conducted under clear sky 
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conditions with high horizontal illuminance levels. It is necessary to examine the 
error range due to surface color, saturation and value variances for interior 
settings with lower lighting levels. It is also necessary to verify the applicability 
of the recommended Munsell anchor chips (N7.5 for low surface reflectances, N5 
for medium reflectance elements) for HDR image calibrations conducted at low-
key lighting settings. 
Following calibration-research questions were identified in light of the 
discussions above: 
 To what extent the accuracy of luminance values derived from the HDR 
images are affected by camera ISO and WB settings, by light source color 
temperature, and by ambient light levels of the photographed settings? 
 Does camera metering mode affect the accuracy of luminance values 
derived from the HDR images? 
 Are there any anchor Munsell reflectance chips/values for different light 
levels that can be used for absolute image calibration?  
 What is the effect of lens aperture value on optical vignetting (for the 
equisolid fisheye lens used in the study)? 
 Is there a correlation between ambient illuminance and absolute 
calibration factor? 
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Table 2a 
 
Studies That Used Image-Based Lighting Analysis for Luminance Measurements - Context, Lens and Camera Types 
Authors Context Year Camera model 
Fisheye 
lens Lens model Fisheye projection f-stop 
1 Anaokar & Moeck indoors-calibration 2005 Nikon Coolpix5400 No 28-116mm f2.8-4.6 zoom lens N/A
6 f 7.3 & f7.9 
2 Andersen et al. fenestration system testing 2010 Kappa DX21 Yes Fujinon N/R
7 equidistant N/R 
3 Bellia et al. calibration-testing 2002 Industrial B/W No 50mm N/A f 3.5- f 22 
4 Bellia et al. calibration-testing 2009 Canon EOS 20D No 16-35mm f2.8 zoom lens N/A N/R 
5 Cai & Chung calibration-testing 2010 Canon EOS 350D No Sigma 10-20mm f4-5.6 N/A f 4.0-f 22 
6 Chung & NG indoors-daylight 2010 Canon EOS 350D No Sigma 10-20mm f4-5.6 N/A F 8.0 
7 Coyne et al. indoors-POE 2008 Nikon Coolpix Yes N/R N/R N/R 
8 Gayeski et al. fenestration system testing 2009 Kappa DX20 Yes 
Fujinon 
FE185C057HA 
N/R 
equidistant f 4.0 
9 Hargrave indoors-daylight & glare 2010 Canon Powershot G10 Yes N/R N/R f 2.8 
10 Heschong Mahone Group 
indoors-daylighting 
metrics 2006 Nikon Coolpix5000 Yes N/R N/R N/R 
11 Inanici outdoors-sky mapping 2010 Canon EOS 5D Yes Sigma 8mm f3.5 EX DG N/R equidistant f 4.0 & f 16 
12 Inanici indoors/outdoors calibration 2006 Nikon Coolpix5400 Yes Nikon FC-E8 N/R equidistant f 4.0 
13 Inkarojrit indoors-window blind control 2005 Nikon Coolpix5400 Yes Nikon FC-E8 N/R equidistant f 4.0   
  
                                                 
6 Not applicable  
7 Not reported 
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Table 2a (cont.d) 
 
Studies That Used Image-Based Lighting Analysis for Luminance Measurements - Context, Lens and Camera Types 
 
Authors Context Year Camera model 
Fisheye  
lens Lens model 
Fisheye 
projection f-stop 
14 Jacobs & Wilson calibration-vignetting 2007 Nikon Coolpix990   Yes Nikon FC-E8 
N/R  
equidistant N/R 
15   Jacobs et al. outdoors-sky mapping   2008 Nikon D200 Yes Sigma 4.5mm f2.8 EX equisolid N/R 
16 Kondo et al. indoors-daylight/artificial light 1997 
Proprietary CCD 
camera Yes N/R N/R f 5.6 
17 Konis et al. indoors-shading control 2011 Nikon Coolpix990 Yes Nikon FC-E8 N/R equidistant N/R 
18 Mardaljevic indoors-daylight measurement 2009 N/R No N/R N/A N/R 
19 Moeck calibration-testing 2007 Canon EOS 350D No N/R N/A f 5.6 
20 Moeck & Anaokar 
indoors-illuminance 
analysis 2006 
Nikon Coolpix5400 No 28-116mm f2.8-4.6 zoom lens N/A N/R 
Olympus C-5060 No 27-110mm f2.8-8.0 zoom lens N/A f 2.8 
21 Moore et al. indoors-calibration  2000  Two CCD cameras,     Third sensor type N/R No 8mm, 17mm and 35mm N/A N/R 
22 Newsham & Arsenault indoors-shading control 2009  Micron grayscale No N/R N/A N/R 
23 Newsham et al. indoors-lighting control 2008  Canon EOS 350D No Canon EF-S 10-22mm f3.5-4.5 N/A f 4.0 
24 Stumpfel outdoors-sky mapping 2004 Canon EOS 1DS Yes Sigma 8mm f3.5 EX DG N/R equidistant f 4.0 & f 16  
25 Sutter et al. indoors-shading control 2006 N/R Yes N/R N/R N/R 
26 Torres indoors-visual environment mapping 2004 Nikon Coolpix5000 Yes Nikon FC-E8 
N/R 
equidistant N/R 
27 Wienold & Christoffersen 
indoors-daylight glare 
prediction 2006 
LMK 98-2 Scientific 
grade CCD camera & 
LMK mobile 
Yes Nikon FC-E8 N/R equidistant N/R 
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Table 2a (cont.d) 
 
Studies That Used Image-Based Lighting Analysis for Luminance Measurements - Context, Lens and Camera Types 
Authors    Context Year Camera model 
Fisheye 
lens Lens model 
Fisheye 
projection    f-stop 
28 Wuller & Gabele calibration-testing 2007 
Nikon D2X, Canon 350D, 
Nikon Coolpix 8400, Fuji 
Finepix F10 
No N/R N/A N/R 
29 Wymelenberg et al. 
daylighting 
evaluation-user 
preference 
2010 Canon EOS 1DS MarkIII Yes Sigma 8mm f3.5 EX DG 
N/R 
equidistant N/R 
 30 Zotti outdoors-light pollution 2007 Canon EOS 5D Yes 
Sigma 8mm f3.5 
EX DG 
N/R 
equidistant    f 4.0,f 16 
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Table 2b  
 
Studies That Used Image-Based Lighting Analysis for Luminance Measurements - Camera Settings and Calibration 
 
 
Authors 
Dynamic 
range 
#of 
jpegs ISO WB 
Vignetting 
correction Absolute calibration 
Calibration 
factor 
HDR creation 
engine 
Anaokar & 
Moeck 
1/4000-1/2 
and 1/500-
1/2 
9-test1 
12-test2 N/R N/R 
reported, not 
corrected 
via Minolta T-1 
illuminance meter & 
Munsell value scales 
N/R Photosphere 
Andersen et al. N/R N/R N/R N/A corrected via Minolta LS-110 Luminance meter N/R 
Proprietary 
Matlab algorithm 
Bellia et al. N/A N/A N/R N/A not corrected luminance, spectral response N/R N/A 
Bellia et al. 1/500, 1/15, 1/2 3 N/R N/R 
solid angle 
evaluation luminance 
calibration 
polynomials 
reported 
Proprietary 
Matlab algorithm 
Cai & Chung 18 jpegs at 1 stop 4-18 100 fluorescent 
corrected using 
Lambertian surface 
via Minolta LS-110 
Luminance meter N/R Photosphere 
Chung & NG 9 jpegs -4EV to 4EV 9 100 daylight 
corrected using 
Lambertian surface luminance  0.53 (average) Hdrgen 
Coyne et al. N/R N/R N/R N/R N/R N/R N/R Entpe Photolux 
Gayeski et al. N/R N/R N/R N/A corrected spectroradiometric & chromatic N/R Photosphere 
Hargrave 8 jpegs at 1*2/3 stop 8 80 N/R N/R N/R N/R Hdrgen 
Heschong 
Mahone Group N/R N/R N/R N/R N/R N/R N/R Entpe Photolux 
Inanici 7-log units >10 N/R N/R using polynomial function 
via illuminance 
measured at camera level N/R Photosphere 
Inanici 1/2000-1/2 N/R 100 daylight using polynomial function 
via Minolta LS-110 
Luminance meter N/R Photosphere 
Inkarojrit ~12EVs 5 100 daylight not corrected via Minolta LS-110 Luminance meter N/R Entpe Photolux 
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Table 2b (cont.d) 
 
Studies That Used Image-Based Lighting Analysis for Luminance Measurements - Camera Settings and Calibration 
 
Authors 
Dynamic 
range 
#of 
jpegs ISO WB 
Vignetting 
correction Absolute calibration 
Calibration 
factor 
HDR creation 
engine 
Jacobs & 
Wilson 
12 jpegs at 1 
stop 12  N/R N/R 
corrected via 
polynomial 
function 
N/R N/R          Hdrgen 
 
Jacobs et al. N/R N/R N/R N/R 
reported, not 
corrected 
via Minolta LS-100 
luminance meter N/R Photosphere 
Kondo et al. N/R 11  200 N/R not corrected N/R N/R N/R 
Konis et al. N/R 6 N/R N/R 
corrected via 
polynomial 
function 
N/R N/R Radiance 
Mardaljevic N/R N/R N/R N/R N/R N/R N/R Photosphere 
Moeck N/R 6  100 N/R N/R 
via Minolta T-1 
illuminance meter & 
Munsell value scales 
reported as 
error percents 
for Munsell 
color chips 
Photosphere 
Moeck & 
Anaokar 
1/200 to 1s 12  N/R N/R not corrected 
via Minolta T-1 
illuminance meter & 
Munsell value scales 
N/R Photosphere 
1/30 - 1/5 6  N/R N/R not corrected via Minolta spot meter N/A Photosphere 
Moore et al. N/R N/A 
85, 
100 
&100 
N/R 
corrected via 
polynomial 
function 
luminance meter-type N/R 
reported as 
pixel 
correction 
factors 
N/A 
Newsham & 
Arsenault N/R N/R N/R N/A N/R 
via Hagner S2 luminance 
meter 
reported as 
error percents-
color & b/w 
targets 
N/R 
Newsham et al. 1/60-1/2 4  100  N/R N/R via Hagner S2 luminance meter N/R Photosphere 
  
 
55 
 
Table 2b (cont.d) 
 
Studies That Used Image-Based Lighting Analysis for Luminance Measurements - Camera Settings and Calibration 
 
Authors 
Dynamic 
range 
#of 
jpegs ISO WB 
Vignetting 
correction   Absolute calibration 
Calibration 
factor 
HDR creation 
engine 
Stumpfel ~14-log units 
17 for 
sky, 7 
for sun 
N/R N/R corrected   chromatic calibration for     ND filters N/R 
Proprietary  
HDR capture 
algorithm 
Sutter et al. N/R N/R N/R N/R N/R   N/R    N/R    Entpe     Photolux 
Torres 7-log units N/R N/R N/R N/R luminance N/R Photosphere 
Wienold & 
Christoffersen 7-log units N/R N/R N/R N/R N/R N/R Radiance 
Wuller & 
Gabele N/R N/R N/R N/R N/R 
via Gossen Luminance 
meter & test chart N/R N/A 
Wymelenberg 
et al. N/R N/R N/R N/R 
corrected via 
polynomial 
function 
via Minolta LS-110 
Luminance meter N/R N/R 
Zotti N/R N/R N/R N/R 
corrected using a 
globe lamp shade 
as a diffuser 
luminance/chromatic 
aberration/color shift 3.1 with 0.3 SD PFS tools  
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Calibration Tests 
The term ‘camera calibration’ in computer vision applications and vision systems 
“is concerned with the problem of determining the accurate mapping between the 
three-dimensional coordinates of viewed points and the two-dimensional 
coordinates of the corresponding points in an image sensor” (Gennery 2006, p.2). 
However, within the context of this study it is referred to as the practice of 
determining the least error yielding settings for a digital image capturing system.  
In order to respond to the identified questions and to prepare camera calibration 
guidelines, the sources of luminance measurement errors are broken down to six 
main categories:  
1. Errors due to lens optics  
 optical vignetting 
 point spread 
2. Errors due to in-camera variables  
 ISO setting 
 WB setting 
 metering type 
3. Errors due to environmental variable effects 
 ambient illuminance levels,  
 color saturation of  materials, 
 reflectance of finishing materials, 
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4. Errors due to the camera’s mechanical and electronic component uncertainties 
 differences between mechanical and electronic shutter speed 
calculations, 
 variance between actual and reported ISO values (compared using 
EXIF data) 
 differences due to RAW and JPEG compression 
5. Errors due to uncertainties in the absolute calibration processes 
 luminance calculation errors (substituting luminance for exitance 
for semi-diffuse surfaces)  
 errors in measurement instruments 
o luminance meter errors 
o illuminance meter errors 
6. Errors due to HDR creation engine 
 radiometric calibration and number of jpegs merged for making the 
HDR file 
Testing mechanical and electronic shutter speed differences and image 
compression algorithms were not within the scope of current research. In near 
future RAW to HDR conversion algorithms will be widely available and will 
necessitate further testing to determine compression algorithm based errors. 
A series of calibration tests have been performed to examine the magnitude of the 
effect of the identified error sources and to guide researchers select: 
 appropriate ISO settings for particular light levels, 
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 appropriate ISO settings to expand the EV range of the HDR image 
especially for cameras with limited shutter speeds and aperture stops,  
 appropriate WB settings considering the spectral power distribution of the 
light source illuminating in the setting, 
 appropriate reflectance chips for calibrating the HDR where absolute 
calibration in necessary8. 
The tests and calibration steps are illustrated in figures 1a, 1b and 1c. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
8 Absolute luminance calibration is necessary to derive true luminance values from HDR images. 
If the aim is to acquire luminance and contrast ratios from a luminance map or to gather 
information on the luminance distribution in a setting, absolute calibration step can be skipped. 
 59 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      Figure 1a. Camera calibration flowchart
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  Figure 1b. Camera calibration flowchart
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Figure 1c. Camera calibration flowchart 
Calibration Setup and Instrumentation  
Two black cardboard boxes (box 1: 16-inch D, 16-inch H, 32-inch W; box2: 7.5-
inch D, 12-inch height, 15-inch W) were used for housing test targets that range 
from a semicircular cardstock target for vignetting tests to Munsell gray scale and 
color checker targets included for color and reflectance tests (figures 5-11). An 
additional light emitting box (10-inch D, H & W) was designed and used only for 
the vignetting tests. All the targets including Xrite Color Checker Passport, Color 
Checker Classic and Munsell 31-step matte value scale charts were brand new and 
free from cosmetic defects.   
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A Konica Minolta T-1 illuminance meter was used to measure the average light 
level on target surface plane as well as to detect possible illuminance changes due 
to voltage fluctuations9. In order to measure the luminance of the target chips a 
Konica Minolta LS-100 luminance meter was used. Both meters were calibrated 
prior to the tests.  
The targets were illuminated using five different lamps manufactured by Sylvania 
and Philips. In order to achieve manufacturer reported design-lumen levels, the 
lamps were operated for several hours (following manufacturer recommendations) 
before being used in the calibration tests (Table 3). During the tests, the lamps 
were installed in a brooder lamp socket. To change the light intensity on the target 
area, the distance between the light source and the target plane was altered 
(dimmers were not used to avoid shifts in the lamp spectral power distribution). 
The brooder housing (both the clamp and the ceramic socket) was mounted on a 
modified camera tripod for changing the angle and distance with ease. This 
approach necessitated an unobstructed space especially when the targets were lit 
with parabolic metal halide and halogen lamps (see table 9 for lamp lumen 
outputs).  
A Canon EOS 450D (Rebel XSI) digital SLR camera, equipped with a Sigma 
4.5mm circular fisheye lens (designed for APS-C sized sensors10) was used to 
take the photos for the calibration tests. The fisheye lens provided 180-degree 
                                                 
9 Supply voltage and current fluctuations could not be tested because of the limitations of current 
research.  
10 Sensor crop factor for APS-C sensor equipped Canon DSLR cameras is 1.6. 
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circular fisheye view without cropping. The camera was remotely controlled 
using Canon EOS Utility software. Table 4 lists the set and manipulated camera 
settings during testing processes. The shutter of the digital SLR camera was 
approximately at 6.000 shots before the initiation of calibration tests and reached 
at 12.000 shots at the completion11.  
Mechanical and electronic component uncertainties (such as shutter speed and 
camera sensor’s color gamut limitations) could not be tested and are not examined 
within the scope of this study. The excessive number of images necessitated high 
capacity drives for storage and editing purposes. 
 
Table 3 
Lamp Types and Operation Hours 
Lamp Type 
Pre-test 
operation
Test 
duration 
Total 
operation  
Reported 
life  
Sylvania LED 3hrs 8hrs 55m 11hrs 55m 50.000 hrs 
Philips PAR38 CFL 20 hrs 4hrs 24hrs 8.000 hrs 
Philips PAR38 Metal Halide 20hrs 7hrs 10m 27hrs 10m 10.500 hrs 
Philips PAR30 Halogen 1hr 3hrs 45m 4hrs 45m 3.000 hrs 
Sylvania 6500K CFL 20hrs 5hrs 45m 25hrs 45m 12.000 hrs 
 
 
 
 
 
 
                                                 
11 The shutter mechanism of the camera is rated at 50.000 shots (Canon USA Inc., 2011b). 
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Table 4 
Camera Settings 
Variable/Feature Setting 
ISO Varied from 100 to 1600 
White balance Varied: daylight, tungsten, shade, custom, 
cloudy 
Color Space sRGB 
Saturation, sharpness, contrast, color tone All values set to 0 
Image size and type 4272 by 2848 pixels, JPEG and RAW  
Shutter speed Varied from 1/4000 to bulb  
Aperture Varied for vignetting test, for other tests kept 
constant at f5.6  
Metering mode Spot 
Focusing mode Auto, manual for vignetting tests 
High ISO noise reduction Off 
Auto lighting optimizer Off 
Flash Off 
 
Camera Response Function 
In the former chapters of this study, HDR image reconstruction methods were 
introduced with detailed discussion on methods for retrieving image pixel 
intensities. Since pixel values are not linearly related to photographed scene’s 
radiance values, it is necessary for the software algorithm to gather information 
on camera’s sensor response (Sa, Paulo, & Velho, 2007).  
Grossberg and Nayar (2003; 2003a; 2003b) discussed different methods (i.e. 
object and camera motion, histogram, exposure) to calculate the camera response 
function. “The essential information from the images that all methods use is how 
intensity values in one image map to intensity values in another” (Grossberg and 
Nayar, 2003, p.1456).  The retrieved response function can be used for 
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radiometric calibration to correctly relate pixel intensity information with real 
world values (Inanici, 2005; Mitsunaga and Nayar, 1999). This process is 
intrinsically done by Photosphere—the HDR software used in this study—and the 
polynomial curves for each RGB channel are stored in a text file. The user has an 
option to use a saved response function from previous image merging calculations 
or to use new set of images to have the software recalculate the function (which is 
necessary if the images are taken with a different camera) (Ward, G., personal 
communication September 16, 2008).   
To calculate camera response function for the Canon 450D DSLR camera, 
Jacobs’ (2007) and Reinhard, et al.’s (2005) guidelines were followed. A high 
luminance contrast setting with gradients of gray was photographed with multiple 
exposures. The luminance histogram for each image was examined to eliminate 
excess over- and under-exposures; i.e. images with RGB values greater than 200 
or smaller than 20 (figure 2). RGB values from 20 to 200 are displayed with the 
black background in luminance histograms for each exposure. The first and last 
images in the sequence are not used for HDR merging since no usable pixels were 
available for response recovery.    
To initiate the calibration tests, the multiple exposure photographs seen in figure 2 
were merged in Photosphere and the calculated camera response function was 
saved. The same function was used for successive creation of HDR files 
 66 
 
excluding WB and ISO tests12; to confirm algorithmic integrity of the sensor 
when relating HDR-derived luminance values with scene measurements (figure 
3).   
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Multiple exposures of a neutral setting to recover camera response 
function. 
                                                 
12 For studying the effect of WB setting on luminance calculation error camera response was 
recalculated for each independent variable and the plotted curves were compared to examine 
variances in the RGB channel response. For camera response function guidelines please refer to 
WB and color test s. 
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Figure 3. Camera response functions for RGB channels 
Optical Vignetting Test 
The first step after retrieving the camera response function was to find out the lens 
aperture value which was least prone to optical vignetting. In photography and 
optical contexts, vignetting indicates a reduction of image brightness at lens 
periphery compared to the image center. Often defined in three categories as 
natural, optical and mechanical, vignetting occurs due to the cos4θ law of 
illumination, the reduction of the cross-sectional area of an oblique beam 
traversing the lens, and trimming of oblique beams by lens hoods and aperture 
blades (Kingslake, 1989; Ray, 1976, 2002). There are various lens design 
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approaches and filter types to improve the uniformity of illumination across the 
lens field. Computationally, vignetting is usually “corrected by dividing the image 
by a carefully acquired flat field image,” nevertheless, such methods were not 
found to yield satisfactory results for fisheye lenses (d'Angelo, 2007). 
Vignetting test method 
The Sigma 4.5mm fisheye lens used in this study generates images through 
equisolid angle projection and is less prone to optical vignetting as opposed to 
equidistant fisheye lens constructions (Inanici & Galvin, 2004). Yet, it was found 
necessary to address the problem and test the lens for vignetting since peripheral 
data in the distorted circular image might contain usable luminosity information 
depending on the captured field’s luminance distribution.  
To date, there is no published test data for this lens in the literature except Jacobs 
et. al.’s (2008) study. Their aim was to examine the possibility of using the Sigma 
4.5mm fisheye lens for sky luminance analyses. Luminance values derived from 
the HDR fisheye sky images were compared with luminance meter measurements 
using Tregenza sky patches. They tested the lens for vignetting and the findings 
showed the usability of f5.6 aperture stop, at which vignetting appeared at and 
above 80° from the optical center of the image. In the fisheye sky images, this 10-
degree area at lens periphery was covered with built-environment obstructions, so 
vignetting was never considered to be an important factor for image calibration.  
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For non-fisheye lens designs, vignetting assessment can be done by taking 
photographs of an evenly-lit Lambertian surface and measuring the pixel values 
from the optical center to lens periphery (considering horizontal, vertical and 
diagonal axes). Depending on the focal length and attained precision, the test 
surface can be a computer screen, a white paper or an integrating sphere. 
However, for a circular fisheye lens, even an integrating sphere would not yield 
viable results since the entrance aperture or the baffles of the sphere would be 
visible to the lens when photographing the uniform target area. Similarly, it is 
difficult to design an evenly-lit Lambertian surface with consumer-grade light 
sources and reflector designs in order to photograph the target with a fisheye lens. 
This issue is also addressed in the tests discussed below.              
To examine optical vignetting problem of the selected lens, test methodologies 
introduced by Kumler & Bauer (2000), Inanici and Galvin (2004) and Jacobs et 
al. (2008) were adopted. The researchers measured the luminance of a target area 
on several digital images13 that were taken at degree increments while the camera 
was rotated (figure 4). In the text, this technique will be referred to as the 
incremental camera rotation.  
Test instruments and target design  
In the current study, vignetting problem was examined using three test setups to 
confirm the repeatability of the incremental camera rotation method for changing 
                                                 
13 Images were 32-bit HDRs in Inanici and Galvin’s, and Jacobs et al.’s studies, and 24-bit LDRs 
in Kumler & Bauer’s research. 
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light levels. The first setup included a card stock target that was positioned in box 
1 to create a 16”-radius semicircle (figures 5 and 6). The initial goal was to 
illuminate the semicircular test surface evenly to eliminate the necessity of 
rotating the camera. Therefore, in the pilot studies the camera was set at the center 
of the semicircle allowing 180°-view of the target plane and was not rotated. 
Three pilot studies were conducted, testing three different point sources and light 
intensities for achieving uniformity (5lux, 50lux and 180lux). The bulbs were 
installed above the camera making an equal distance from every measurement 
point on the target plane. However, it was not possible to keep the target plane 
illuminance deviation below %10 so the incremental camera rotation method was 
adopted. 
While rotating the target at 0° would not be visible to the sensor—when the 
camera is at or beyond 80° from the optical center—if the camera was rotated on 
its tripod connection axis. To overcome this problem and avoid the parallax error, 
the camera should be rotated at the axis passing through lens’ entrance pupil14. 
The use of a motorized digital tripod head15 for incrementally rotating the camera 
did not fulfill this purpose since the lens could not be attached to the axis of 
rotation from its entrance pupil point. Therefore, a traditional fluid-flow pan head 
tripod was upgraded using a deck joist allowing correctly positioning the lens to 
                                                 
14 Lens’ entrance pupil location was found by taking photographs of a setting with three vertical 
objects placed apart from each other (first one being close to the lens and the third one at infinity). 
The depth of lens with respect to the objects in the scene was changed, and the distances between 
the features were measured. The correct nodal point was found as the point at which the three 
objects lined up without parallax error. 
15 Two pilot tests were conducted using Gigapan Epic 100 (http://www.gigapansystems.com/). 
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be rotated at its entrance pupil axis, and a protractor with a plumb bob was 
screwed to the tripod mount of the camera for measuring angular rotation (figure 
6). 
Two pilot studies were carried out for the design of the target area and 
measurement spots for the first test setup (figures 7 and 8). It was difficult to 
attain precision with the initial checkerboard design since the camera struggled 
with metering and focusing. In the finalized design, the checkerboard pattern was 
replaced with white squares targets located at 5° intervals (covering a 2°-angular-
area for the given position of lens and radius of the circle) on a similar 
semicircular cardstock. A Munsell gray scale card (N4-N4.75) was also placed 
perpendicular to the lens’ optical axis, above the 0°-target squares (figure 8).   
 
 
 
 
 
 
 
Figure 4. Vignetting test method 
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Figure 5. 3D model of the vignetting test setup-1 
 
 
 
 
 
 
 
 
Figure 6. Semicircular test target, modified tripod head  
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Figure 7. Pilot tests - Checkerboard target trial  
 
 
 
 
 
 
 
 
 
Figure 8. Vignetting test1- measurement areas 
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In the second vignetting test setup, the illuminance meter was placed in the center 
of box 2—the small black cardboard box—with a Munsell gray scale card (N5-
N5.75) positioned to its side and a white cardstock target attached next to the 
sensor dome. The meter was kept on during data collection to confirm the 
constancy of light level on the target plane (figure 9). 
In the third vignetting test setup, instead of lighting the targets, a light emitting 
box was used (figures 10a and 10b).   
Data collection and findings 
During the tests, the camera was rotated at 5- and 10-degree increments using the 
protractor, and at each increment the target area was photographed multiple times 
with exposures values ranging from 1/2000 seconds to 24 seconds. For each 
interval, 12 to 15 photographs (based on the scene dynamic range) were taken. 
The process was repeated for several apertures to examine the effect of aperture 
diameter on light fall-off (table 5). A total of 1799 photographs were merged in 
Photosphere Software (Ward, 2011) and luminance value of the target areas 
located at 0-degree was measured in all the three setups. 
Although it is possible to use the Sigma lens with smaller aperture settings 
beyond f11 (up to f22), those apertures were not tested since the sensor and the 
image would start resolving less detail due to lens diffraction. As seen in figure 
11, parallel beams of light passing through a narrow aperture may begin to 
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diverge based on the edge design and diameter of the aperture (Jacobson, Ray, 
Attridge, & Axford, 2000; McHugh, n.d.-a; Ray, 2002). 
 
 
 
 
 
 
 
Figure 9. Vignetting test setup-2 
 
 
 
 
 
 
 
 
 
 
Figure 10a. Vignetting test setup-3 – 3D model 
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Table 5 
Vignetting Tests  
 Test 1 Test 2 Test 3 
Aperture range f2.8, f4.0, f5.6, f8.0, f11 f5.6 f2.8, f5.6 
Rotation interval  
5° for f2.8, f5.6, f11 
10° for f4.0, f8.0 
10° 5° 
2.5° for all apertures 
where angle from the optical center > 80° 
# of JPEGs 1044 195 560 
Exposure range 1/320s-6s & 1/80s-24s 1/2000s-8s 1/400s-20s 
Average target 
luminance 
23cd/m2 for cardstock, 
4 cd/m2 for Munsell 
chips 
662cd/m2 430cd/m2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10b. Vignetting test setup-3 – actual setting 
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The distances between the target plane and the camera for each test were 
calculated considering the minimum focusing distance of the lens and the 
diffraction limitation for the aperture stop range to be tested (16” in test one, 7” in 
test two and 20” in test three). For example in test one, the target was positioned 
16 inches from the lens’ focal point, since at distances shorter than 16 in, the 
camera would have exhibited diffraction when the aperture stop is at or greater 
than f11 (Lyons, 2009; McHugh, n.d.-a)16.  
 
 
 
 
Figure 11. Lens diffraction for wide and narrow apertures (illustration adapted 
from McHugh n.d.) 
 
Figures 12-14 show the target area (square at 0°) luminance in cd/m2 with respect 
to angular distance from the optical axis for the five aperture stops studied in test 
one. In tests two and three only f2.8 and f5.6 aperture stops were studied (table 4). 
It can be seen that vignetting reduces significantly with smaller apertures. At 
aperture f11, the lens receives almost equal amounts of light both at the periphery 
and the optical center (due to equisolid projection of the light rays). Regardless of 
                                                 
16 The calculations are based on Canon XSI’s APS-C size camera sensor (22.2*14.8mm) and pixel 
size (5.2 µm), and are dependent on the view distance.   
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the target luminance level (table 4) and measurement area type (cardstock and 
Munsell targets) vignetting plots for the tested apertures were similar (figure 13).  
Yet, Munsell card readings in tests one and two yielded polynomial functions 
with slightly higher R2 coefficients since they represent Lambertian surfaces 
better than the cardstock target areas (figure 14). The minor fluctuations on the 
plots can be explained by cardstock target surface imperfections (affecting 
Lambertian reflection, figure 15) and by internal lens reflections at long 
exposures.  
Instead of taking area measurements, it is also possible to read pixel luminance 
values from HDR images in Photosphere software; however, it is difficult to 
calculate and find the coordinate of the measurement pixel for every incremental 
camera rotation since the projection is equisolid17 as opposed to equidistant. Pixel 
level measurements turned out similar light fall off curves as rectilinear area 
measurements, with betterment for angles at and greater than 85° from the optical 
center (table 6).  
When selecting an aperture value to minimize vignetting effect it is important to 
consider the tradeoff between shutter speed and aperture size. Although findings 
indicate that using f11 or f8.0 aperture sizes for HDR image analysis would 
increase the accuracy of the luminance readings at the 5° peripheral area, these 
                                                 
17 Where image size on the sensor is propositional with the sine of the incident angle r = 2fsin(θ/2) 
and pixel distance from the optical center to lens periphery is not linear.  
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settings would also necessitate longer exposures for low-luminosity 
environments, in order to capture the dynamic range of regions in shade (table 7). 
Table 6 
Measurement Area Comparison 
Angles from the 
optical center 
Percent difference from 0° luminance reading (f5.6) 
Area measurement Pixel measurement 
85 2.771363 -5.54217 
87.5 11.54734 5.783133 
90 21.47806 13.25301 
 
At aperture setting f5.6, image luminance starts to drop for angles above 85° from 
the optical center. At 85° the findings showed %6.9, %1.4 and %2.8 luminance 
error for aperture f5.6 for tests one, two and three respectively. At 87.5° the error 
range increased to %14.7, %1.5 and %11.5. At lens periphery (at 90°), the 
readings fluctuated by %25.7, %11.9 and %21.4 from the lens optical center 
measurements. The increase in error is evident for low target luminance values 
when measurements at the same angular distance are compared among low-, 
medium- and high-target-luminance values (figure 16).  
13 of the studies listed before (Andersen, et al., 2010; Bellia, et al., 2002; Cai & 
Chung, 2010; Chung & Ng, 2010; Gayeski, et al., 2009; Inanici, 2006, 2010; 
Jacobs & Wilson, 2007; Konis, et al., 2011; Moore, et al., 2000; Stumpfel, 2004; 
Wymelenberg, et al., 2010; Zotti, 2007),  studied vignetting correction methods 
for increasing HDR-derived luminance accuracy. Except Bellia, et al (2002), Cai 
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& Chung (2010), Chung & Ng (2010) and Moore et al. (2000), researchers used 
equidistant fisheye lenses. As discussed, equidistant projection necessitates 
vignetting correction18, since luminance error due to light fall-off starts to exceed 
the recommended error range for luminance meters19 (CIE, 1987; Commission 
Internationale De L'Eclairage, 1987) at and above 50° (referring to the reported 
fall-off curves by Inanici, 2006a; 2010) from the optical center.  
Similar to the current study, Inanici (2006, 2010), Konis, et al. (2010), Jacobs & 
Wilson (2007) and Wymelenberg et al. (2010) used the incremental camera 
rotation method and derived a polynomial function to create a digital correction 
image. Such digital image filters can be used with equidistant projection lenses, 
since pixel distance from the image center is proportional to the angle away from 
the optical center (Jacobs, et al., 2008). However, none of these studies accounted 
for the uncertainties that may rise due to pixel geometry when applying the 
computed correction filter. For example, Nikon’s sensor pixels20 are more 
rectilinear as opposed to Canon’s square pixels (McHugh, n.d.-a), necessitating 
vignetting functions that incorporate pixels’ x and y positions in addition to 
angular distance information.  
                                                 
18 For non-fisheye lenses vignetting correction can be performed with commercially available 
software packages like Imatest (Imatest, 2011). 
19 Calibrated luminance meter errors may exceed 7.2%, combining errors due to V() match, UV, 
IR and directional response, surrounding field effects, linearity, display unit, fatigue, temperature, 
polarization, range change, focus problems, and modulated radiation (CIE 1987, p. 33).  
20 Excluding Wymelenberg (2010), researchers utilized Nikon Coolpix series digital cameras with 
Nikon FC-E8 fisheye lenses mainly because of their price and availability. 
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Similar position correction coefficient is needed for correcting equisolid fisheye 
lenses for vignetting. It is important to underline that, even if the problematic 5° 
area at the lens periphery (for f5.6) is vignetting corrected, the image quality may 
still reduce due to chromatic aberration, acutance and modulation transfer 
function (MTF) effects which are discussed in more detail in the following 
section.  
The semicircular target in test one was also used to examine lens distortion and its 
fisheye projection. Using the distortion and angular displacement information, it 
was possible to apply cone of vision masks on the images with precision (figure 
17).  
Figure 18, shows the fisheye image of an office setting with the optical axis 15° 
below the top of the screen (to mimic typical line of sight for a computer screen 
writing task21).  Binocular visual field22 and total vision field masks are applied on 
the image to isolate the extent of horizontal and vertical peripheral vision (areas 
defined by yellow and blue lines). The intersection of total vision field with the 
85°-90° area contains only %0.8 of the total pixels available in the image, 
supporting the fact that there is not viable information that can be utilized for 
architectural lighting.  
                                                 
21 (Helander, 2006; Human Factors and Ergonomics Society, 2007) 
22 For binocular vision horizontal peripheral field extends 60° on both sides of the fovea. At and 
beyond 60°, the eyes can only detect changes in motion and brightness without clear image 
perception (Boyce, 2003; Egan & Olgyay, 2001). 
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Therefore, it was found unnecessary to correct the lens for vignetting. Figure 16 
illustrates that amongst tested apertures, openings greater than f2.8 would provide 
vignetting-free results up to 80° from the optical center. Aperture f5.6 was found 
suitable for the purposes of this study, since it provides a usable range with a 
viable tradeoff between exposure duration and aperture size. 
Guidelines for reducing errors due to optical vignetting: 
 It is suggested to follow the incremental camera rotation approach to 
study light fall-off problem for equidistant fisheye lenses. Equisolid fisheye 
lens constructions are less prone to vignetting and can be used without 
vignetting correction filters by increasing the f-stop by one or two stops 
from the largest opening (typically f2.8 or f3.5). 
 For the Sigma 4.5mm APS-C sized fisheye lens, f4.0-f.11 range was found 
useful and can be used without vignetting correction. Within the range 
particular f-stops can be selected based on ambient luminosity and sensor-
target distance. 
Table 7 
Exposure Values 
  Aperture size 
  F2.8 F4.0 F5.6 F8.0 F11.0 
Ex
po
su
re
 ti
m
es
 
15s -1 0 1 2 3 
8s 0 1 2 3 4 
4s 1 2 3 4 5 
2s 2 3 4 5 6 
1s 3 4 5 6 7 
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Figure 12. Vignetting plot – test one 
 
 
Figure 13. Vignetting plots for f5.6 - high-, medium-, low-key luminance 
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Figure 14. Target surface effects on measurement accuracy – plot for f5.6 
 
Figure 15. Falsecolor representation of preliminary cardstock target design 
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Figure 16. Luminance variance as a function of angular distance from the optical 
center 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 17. Equisolid projection distortion analysis 
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Figure 18. Vision masks and vignetting region 
Point Spread Function (PSF) Tests  
In a digital image acquisition system there are multiple variables affecting image 
quality in addition to light fall off (vignetting). Ideally light rays emitted from a 
given object coordinate would converge at a corresponding sensor location. 
However considerable amount of sensor signal per each pixel is received from 
adjacent areas (Du & Voss, 2004; Huang, Townshend, Liang, Kalluri, & DeFries, 
2002). This scattering of light rays on the image sensor can be expressed by the 
point spread function.  
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In HDR image based lighting analysis context the magnitude of scattering can be 
explained in relation to lens aperture, exposure time and light source intensity (or 
brightness contrast)23. Especially for low-luminosity lighting analyses (i.e. 
nighttime HDR photography), PSF may affect the luminance estimation of 
outdoor lighting when the source area is within lens field of view. Pilot studies 
carried out with the kit lens of the Canon 450D (Canon f3.5-5.6 14-55mm) as well 
as the Sigma fisheye lens showed over and under estimation of outdoor light 
sources especially for long-exposure captures (which exceeded four minutes). As 
seen in figure 19, HDR-image-based luminance estimations of outdoor light 
sources yielded extreme errors primarily as a result of light scattering. Star-shaped 
scattering at long exposure times can be better seen on the falsecolor 
representation of the HDR images. Considering indoor HDR photography, PSF 
may increase luminance estimation error for high-luminance-contrast areas (such 
as photographing a west oriented window located on a dark colored wall) or when 
high-intensity point light sources are within lens’s field of view.  
There are several approaches to obtain the PSF of an imaging system, such as 
taking images of a bright light source, indirect calculation of PSF using images of 
a line source, and using bidirectional light distribution function of the optical 
components in the system (Du & Voss, 2004). Once the spread function is 
obtained, pixel based information is recovered using deconvulation processes 
(Huang, et al., 2002). Point source image assessments were found appropriate for 
                                                 
23 Environmental factors like air turbidity and dust can enhance the problem if the images are 
captured outdoors.   
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the purposes of this study since the aim of the test is mapping the function to 
examine light scattering.  
 
Figure 19. Low-light luminosity study 
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PSF Test Method 
The affects of lens aperture, shutter speed, and ISO on PSF were tested using a 
point light source test target. Incremental-camera rotation method was also found 
useful to examine the magnitude of point spread as a function of light source 
deviation from lens optical center (Inanici & Galvin, 2004).  
All sensors and display devices may have defective pixels at the time of 
production or can develop them upon normal use. Some digital camera 
manufacturers provide in-camera image mapping options to remove hot pixels 
manually24. Users can also utilize RAW to JPEG converters to detect and 
eliminate defective pixels from the images. Since in camera conversion 
algorithms have an adverse effect on radiometric self calibration which is 
necessary for HDR image reconstruction (from multiple exposures), defective 
pixel testing was done prior to taking the long-exposure images in all the 
calibration tests in the current study, including the PSF tests. It was important to 
see whether the sensor produced a hot, a dead or a stuck pixel25 before PSF testing 
since a defective pixel next to the point light source target (which covers a 
fraction of one pixel) could have affected the interpretation of the light scattering. 
                                                 
24 Further information on image mapping can be found at digital camera manufacturer websites 
such as www.olypusamerica.com and www.canon.com.  
25 Hot pixel: Always on, white. Dead pixel: Always off, black. Stuck pixel: One or more of the 
sub-pixel channels (either or combination of R, G and B) are always on or off. (ISO 9241-
302:2008 Ergonomics of human-system interaction - Part 302: Terminology for electronic visual 
displays) 
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Sensor’s signal response was studied via closed-cap image capture, and the results 
are explained in the following sections.  
Test instruments and target design  
In order to protect the camera sensor, instead of using a laser beam, a point light 
source target was prepared using a commercial grade light source (a CFL bulb). 
The light emitting box was modified to house the CFL bulb26 and a small aperture 
(0.5mm) covering less than one pixel area for the given sensor-to-object distance 
(15 feet). The lamp was on for 45 minutes before the test to stabilize the lumen 
output (which was monitored using the illuminance meter). 
The distance between the source and the sensor was calculated using a lens 
resolution test chart to make sure that the area covered by the light source was 
smaller than one pixel area yet visible to the sensor. The chart was also found 
useful to study the resolving power of the fisheye lens (discussed in detail with 
respect to modulation transfer).  
Data collection and findings 
Closed-cap images were taken at shutter speeds ranging from 1/30 seconds to 
eight minutes at f2.8—the biggest aperture setting for the studied fisheye lens. 
ISO was set to 100 since increasing the value would also amplify sensor 
                                                 
26 A CFL bulb was installed since it produces less heat compared to incandescent bulbs. A pilot 
test was done using a dimmed incandescent bulb to minimize heat build-up, however dimming the 
source also decreased the lumen output to an incomparable level with the CFL and necessitated 
longer camera exposures.    
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sensitivity, hence the unwanted noise (figure 20 shows target area photographed 
at ISO 100 and ISO 1600, with same aperture and shutter settings—f2.8, 30 
seconds).   
Departing from the fact that defective pixels should be seen at the same 
coordinates regardless of the exposure time (unlike sensor noise generation due to 
ISO value—which is random), a correlation analysis was conducted among the 
pixel values of the longest and shortest exposure images27. The lack of correlation 
(R2=0.00, figure 21) indicated that the pixel noise seen at the longest exposure 
was not due to defective sensor pixels and noise generation was random—which 
can be due to several factors such as sensor heat gain (increase in sensor 
temperature as a function of ambient air temperature and long exposure duration), 
electronic noise and photoelectric noise (Jacobson, et al., 2000).  
Subtracting the shortest exposure image from the longest one (and the longest 
from the shortest) supported this finding, where the resultant image had the same 
pixel distribution with the longest exposure image. The above-average-saturation 
pixels are not cumulated in close proximity to the point light source and their 
luminances did not approach to the luminance channel’s saturation value (n=255, 
pixel luminance values are plotted on z-axis in figure 22). 
 
 
                                                 
27 Analyses were done using ImageJ (v1.44p) Software, Image Processing and Analysis in Java 
(Rasband, 2011). 
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Figure 20. Sensor noise due to sensitivity increase, ISO 100 & ISO 160028 
 
    
 
 
 
 
 
 
 
Figure 21. Image correlation plot for longest and shortest exposures 
                                                 
28 Images are gamma corrected for better visibility (Gamma 1.2). 
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Figure 22. Sensor noise analysis by image subtraction 
After confirming that the camera sensor is free of defective pixels, the point light 
source target was photographed to map PSF as a function of ISO, aperture, and 
incident angle (light source deviation from lens’ optical center)29 (table 8).  
Test 1-Scattering due to aperture size 
Shutter speed ranges for the tested three apertures were adjusted in order to 
achieve the same exposure value in all three HDR images. At f16 the star-shaped 
scattering occurred as a result of light diffraction (figure 23). Aperture f5.6 
yielded minimal light scattering compared to f2.8 at which luminance 
                                                 
29 Light scattering may increase due to focusing errors. For example, in Cai and Chung’s (2010) 
study, the camera was manually focused to the experiment room’s back wall instead of using auto 
focusing function or manually setting it to infinity (given the fact that the distance between the 
signal and lens focal point is at infinity). If the setting includes high intensity light sources or the 
luminaires are visible due to fisheye view, it is important to confirm that the lens is focused on the 
subject to minimize focus-error related light scattering, hence luminance estimation error.  
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amplification was visible around the target pixel suggesting an unresolved area 
(where target pixel value cannot be contrasted from neighboring areas).      
Test 2-Scattering due to sensor sensitivity 
For studying the affect of sensor sensitivity on PSF, shutter and aperture values 
were fixed and ISO setting was varied. Increasing sensor sensitivity resulted in 
wider light scattering (figure 24). High ISO speeds also bring about chromatic 
noise. It is possible to use noise reduction function of the camera for high ISO 
speeds, yet its affect on luminance measurements (along with sharpness and 
acutance) are not studied within the scope of this study.   
Test 3-Scattering due to deviation from lens optical center 
A small numbers of pixels are affected by scattering as the distance between the 
target and the optical center is increased (figure 25). As Inanici and Galvin (2004) 
suggest scattering due to ‘eccentricity’ would not have significant impact on 
lighting studies of interiors (p. 21).    
Table 8 
PSF Test Variables  
 Test 1 Test 2 Test 3 
Aperture range f2.8, f5.6, f16  f2.8 f2.8, f5.6 
Rotation interval  N/A N/A 10° for f2.8 30° for f5.6 
ISO 100 100, 200, 400, 800, 1600 100 
Exposure range 
1/125s-8s for f2.8 
1/30s-30s for f5.6 
1/4s-8min for f16 
30s 
1/15s for f2.8, 
1/60s-8min for f5.6 
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The resolving power of the fisheye lens was examined systematically using 
modulation transfer function (MTF) charts and optical resolution targets.  PSF is 
the spatial domain of MTF, which quantifies ‘how well a subject’s regional 
brightness variations are preserved’ (McHugh, n.d.-b). It is measured by the ratio 
of image to subject modulation (Ray, 2002). Typically lens MTF charts show 
lens’ contrast and sharpness abilities using modulation information that is 
measured for 10 and 30 lines per mm frequencies.  
The radius of the conical distribution plot for f2.8 corresponds to 10mm in length 
(approximately 20 pixels where 1 pixel target diameter is 0.7mm). As seen in 
figure 26, which is the modulation transfer function (MTF) chart of the fisheye 
lens for aperture f2.8, the lens cannot sustain image sharpness at 30lp/mm scale 
when the image height (or the distance from the optical center) exceeds 5.6mm 
(depicted by the green dotted lines).  
Moeck (2007) plotted the spatial resolution of a digital camera to discuss the 
minimum contrast the system would have resolved for the given subject and 
sensor distance (p. 143). A similar resolution chart was designed and 
photographed at three, six, nine and twelve feet to study the resolving power of 
the fisheye lens. The chart included multi-scale line pairs ranging from 0.5mm to 
1cm (figure 27). The images were merged into HDRs and line pair frequencies 
were plotted to see the luminance variation for the tested target-sensor distances 
(red dotted lines on the chart show frequency measurement points). As seen in 
table 9, spatial resolution decreases as a function of target distance.  
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At three feet, dark to white band transition at 2 lp/cm takes 9.33 pixels. If there 
are two contrasting objects located closer than that the lens cannot resolve the 
difference. Therefore, luminance error for the region in HDR image analyses 
would increase. Furthermore, due to edge contrast (acutance) loss beyond three 
feet, dark to white transition is not clearly defined (figure 28). Contrast frequency 
plots show narrow band, sharp transition patterns with random luminance 
fluctuations beyond three feet target distance. At 5 lp/cm resolution scale the 
camera cannot resolve luminance contrast beyond three feet. At three feet, 
contrast detection is still affected by low acutance (for 5 lp/cm scale).  
Guidelines for reducing errors due to PSF and MTF: 
 
 To minimize error due to point spread, increase ISO speed only if the 
dynamic range cannot be acquired with available aperture and shutter 
values. 
 Luminance measurement errors may increase if the photographed scene 
includes high-intensity and/or point light sources with darker 
backgrounds, or darker objects with brighter backgrounds. 
 Smaller aperture speeds can be used (to minimize vignetting and PSF) by 
calculating lens diffraction limitation for the given target distance. 
 Researchers are advised to study the spatial resolution of the system they 
are using to minimize luminance errors of areas with high-contrast 
patterns such as window blinds, acoustic panels and building facades with 
solar shading devices. 
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Figure 23. Point spread as a function of lens aperture 
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Figure 24. Point spread as a function of sensor sensitivity-ISO 
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Figure 25. Scattering due to deviation from lens optical center 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 26. MTF chart for Sigma 4.5mm fisheye lens30 
 
 
 
 
 
                                                 
30 Retrieved from http://www.sigmaphoto.com/shop/45mm-f28-ex-dc-hsm-circular-fisheye-sigma 
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Table 9 
Spatial Resolution 
Target distance (feet) 3 6 9 12 
Spatial resolution (pixels/mm) 0.93  0.47 0.32 0.23 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 27. Resolution chart used for plotting spatial frequency 
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            Figure 28. Spatial resolution at 2 lp/cm and 5 lp/cm 
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On Luminance Calibration Tests 
As portrayed on the camera calibration flowchart, researchers have two options 
for luminance calibration, primarily based on equipment availability and time 
constraints. The following tests are aimed at examining the interaction between 
in-camera and environmental variables to attain the best calibration factor (i.e. a 
factor that is at or close to ‘1’ for calibrations performed using an illuminance 
meter, and for suggesting the least error yielding (in-camera and environmental) 
variable combination(s) for no calibration cases.  
White Balance Tests  
Digital cameras include white balance settings to adjust sensor’s color response to 
match color temperature of different light sources. As underlined in the 
introduction of this chapter, the effects of different WB settings on HDR image 
based luminance measurements were not studied in the prior literature. Instead, 
the use of ‘daylight’ WB setting was suggested regardless of the predominant 
light source’s color temperature, based on the assumption that the setting would 
yield a locus31 response close to D65 reference illuminant (Inanici, 2009; G. 
Ward, personal communication, January 11, 2011). Before discussing the 
suitability of this statement, it is necessary to point out three factors that mitigate 
image quality due to WB setting problems, particularly ‘daylight’ WB: Firstly, 
wide discrepancies between light source color temperature and camera’s WB 
                                                 
31“The curved line joining the chromaticity coordinates of black bodies at different temperatures”, 
on the CIE 1931 chromaticity diagram (Boyce, 2003, p.21) 
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setting may result in image color shifts since the system cannot calculate a 
reference white patch to complete the color mapping. Secondly, Kelvin degrees of 
daylight WB settings for different manufacturers vary (such as 5200K for Canon 
450D, and 5000K for Nikon D5000). Camera manufacturers do not publish data 
on WB response except their corresponding Kelvin value. These values, based on 
their location on the CIE chromaticity diagram may be above or below the locus 
curve, affecting the color content of the rendered image32. There are color 
temperature values closer to the D65 locus in new cameras, such as the shade 
setting in Canon XSI which sets color temperature to 7000K33. Thirdly, WB tests 
conducted by authorities in photography and image processing fields showed that 
most digital cameras cannot respond to color temperature changes with precision 
where response fluctuations may exceed 1500K especially for settings lit with 
incandescent lamps34. 
Error dependence on reflectance and ambient light level 
In the following section, the influence of different WB settings on image-based 
luminance measurements is discussed in relation to two additional variables: 
target surface reflectance and ambient light level. Studying the relationship is 
essential since camera sensor may under- or overestimate surface reflectance due 
                                                 
32 For example the image would be rendered greener for a 4100K setting when the algorithm 
places the CT value at 1SD above the locus curve (MacAdam, 1942). 
 
33 For high-end models it is also possible to manually enter color temperature value—typically 
read on-site with a color temperature meter. 
34 With reference to Canon XSI test at www.dpreview.com and Canon T2i test at 
www.digitalcamerainfo.com.  
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to WB response. Secondly, luminance estimation errors may also fluctuate due to 
ambient light level. If anchor reflectance values (which yield luminance 
estimation errors within CIE’s recommended range) can be determined for select 
ambient light levels, future research can benefit from those anchors to calibrate 
HDR images taken at light levels close to the defined reference illuminance 
values. If the images are calibrated using such anchor values, reflectance errors 
would decrease significantly. This was verified in a former study in which low-
error yielding anchor gray scale chips were determined and utilized to calibrate 
images taken at scotopic and mesopic light levels (Tural, 2009).  
Moeck (2007) calculated the error percent of reference Munsell chips under 
daylight. In addition to daylight, current study incorporates three additional 
ambient light levels—100 lux, 300 lux and 500 lux—to represent interior lighting 
applications. The illuminance levels were selected based on IESNA’s illuminance 
categories and work space visual task requirements (Rea, 2000). IESNA suggests 
minimum 100 lux for working spaces if the visual task is simple. The 
recommended level is 300 lux if the task is large with high contrast, and 500 lux 
for high contrast and small sized tasks or low contrast and large sized tasks (Rea, 
2000, p. 10-9).  
To determine the least error yielding Munsell scale for the given illuminance 
level, luminance for each gray scale chip was calculated using the exitance 
equation where luminance is substituted for exitance value (true for matte surface 
calculations) (Murdoch, 1999). 
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L = (E*ρ) / π          (Eq. 1) 
where L is luminance 
E is illuminance 
ρ is Munsell chip reflectance 
 
Using Photosphere, both the luminance and reflectance value for each chip was 
derived and the magnitude of error was calculated. To test the influence of 
different WB settings on image-based luminance measurements anchor 
reflectance value tests were repeated for four light levels including daylight. 
Testing methods for daylight and artificial lighting cases are discussed in detail 
below.  
Test instruments and target design 
Two identical targets with Munsell neutral value scale chips were prepared for 
daylight and artificial light tests. The illuminance meter was attached to the target 
plane, next to the neutral value scales to fine-tune target illuminance and to 
observe illuminance constancy on the target plane during the tests (same readings 
for different sources do not refer to absolute equivalence, please see footnote 8). 
For the daylight setup, the target cardboard was placed on an adjustable inclined 
plane (figure 29). At the time of data collection, the researcher altered the 
inclination of the target plane to match the altitude angle of the sun to minimize 
illuminance meter’s error due to cosine factor. A sundial was used to align the 
target plane with respect to true south considering the azimuth angle35. For 
                                                 
35 It is necessary to photograph the targets in an unobstructed environment (with clear sky 
conditions), away from colored surfaces since surface reflections may affect the color appearance 
of targets.    
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artificial lighting tests, a Munsell color checker passport was placed on the target 
plane36. However, in the finalized setup, a classic Munsell color checker target 
(A4 size) was utilized since the passport sized color checker target (in the pilot 
tests) did not yield repeatable luminance readings due to the mismatch between 
target size and luminance meter’s opening angle (figure 30). 
The target area was lit with the five test lamps, including an LED37 and a low-watt 
integrated ballast MH lamp. LED and MH light sources were not tested in HDR 
image based lighting analysis literature38 (table 10). Except for the 6500K CFL, 
all lamps had narrow-beam parabolic reflectors, selected to control distribution.   
WB testing method for daylight  
Two tests were conducted on December 25 and 26, 2010 under clear sky 
conditions. The first test aimed at determining the least error yielding Munsell 
gray scale chip. During the second test, the target plane was photographed with 
different WB settings, and the luminance value of the anchor chip (from test one) 
was recorded at certain intervals to examine the influence of WB on luminance 
estimation error.  
 
                                                 
36 The target was also used for color response tests. 
37 The second generation LED retrofit lamp by Sylvania was used considering minimum 
likelihood of color binning (http://lithonialightingled.com/?p=85).  
38 Additional research in human  spectral sensitivity is necessary considering solid state lighting 
and metal halide source spectra (especially to determine whether existing scotopic and mesopic 
sensitivity plots are representative of human visual system sensitivity for state-of –the –art light 
sources at various luminosity conditions (Freiding, et al., 2007). The %7 reported error for light 
meters would theoretically be higher when the readings are done under solid state lighting since 
the sensitivity correction filters of the meters do not represent the blue wavelength dominant 
spectrum of LEDs.    
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Test 1 
1. The luminance values for all gray scale chips were measured twice using 
the luminance meter (for each set, the readings were completed within 4 
minutes to minimize illuminance change due to azimuth angle change). 
2. For each set luminance values of the chips were also calculated using the 
illuminance meter readings and percent reflectance values of the gray 
scale chips (Eq. 1). Three luminance calculations were done using two 
illuminance readings and their mean value: The first illuminance reading 
was taken at the initiation of image capture session and the second reading 
was taken at the end of the session.  
3. The deviation between the calculated and measured luminance values for 
each chip was analyzed to find out an anchor gray scale value yielding the 
least luminance error39. This anchor value can be utilized to calibrate the 
HDRs if a researcher were to use an illuminance meter (and eq.1). N8.5 
(68.4%  ) gray scale chip yielded 2.37% luminance error (table 11). 
Test 2 
1. The target area was photographed with multiple exposures for six different 
WB settings: daylight-5200K, shade-7000K, cloudy-6000K, tungsten-
3200K, fluorescent-4000K, and custom (set using a reference diffuse 
                                                 
39 Theoretically, Munsell gray scale value chips are Lambertian and reflect light diffusely. 
Reflectance percents are indicated on each card. However, the amount of light they reflect may 
fluctuate as a function of illuminance intensity impinging the surface; necessitating a systemic 
study of reflectance errors based on different ambient light conditions.  
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white surface with 96% reflectance). 84 images were taken in 3 minutes 
and 55 seconds.  
2. While photographing the scene, luminance value of N8.5 was recorded 
with the luminance meter at 30-second intervals (Table 12).  
3. Luminance of the chip was also calculated for the same 30-second 
intervals using the illuminance readings to examine whether the error was 
at or below the initial calculated value (2.37% - step three of the first test). 
4. The images for each WB setting were merged into HDR files using 
Photosphere. Since camera response is the mediating variable effecting 
sensor response and ‘HDR algorithm assumes that the computed response 
functions preserve the chromaticity of the corresponding scene points’ 
(Inanici & Galvin 2004, p. 24), unlike vignetting and PSF tests, camera 
response function for each WB set was recalculated to acquire RGB 
response for different color temperature settings.  
5. To define a control group, additional HDR images were constructed for 
each WB set (same jpegs) using the same response curve (retrieved from a 
neutral-color setting without any saturated colors).  
6. Using image metadata, photo capturing time interval for each WB set was 
retrieved (such as 1:23:51pm to 1:24:22pm for tungsten WB).    
7. Luminance values of the N8.5 chip derived from the six HDR images 
were compared to the luminance meter readings corresponding to the 
particular WB set’s photo recording time (table 13).  
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8. Step seven was repeated for the control group and the results were 
compared with the test group. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 29. Falsecolor representation of daylight test target  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 30. Target for artificial light tests  
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Table 10 
Lamp Technical Data 
Lamp Type CRI CT Output Wattage  
Sylvania LED 87 3000K 900Lm 18w 
Philips PAR38 CFL 82 2700K 1250Lm 23w 
Philips PAR38 Metal Halide 85 3000K 1220Lm 25w 
Philips PAR30 Halogen 100 2900K 1000Lm 75w 
Sylvania 6500K CFL 82 6500K 1450Lm 13w 
 
Table 11 
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N 8.75 73.4 22860 21552.48 21739.49 21645.99 5.72 4.90 5.31 
N 8.5 68.4 20750 20084.33 20258.6 20171.47 3.21 2.37 2.78 
N 8.25 63.6 19450 18674.9 18836.94 18755.92 3.99 3.15 3.56 
N 8 59.1 18010 17353.57 17504.14 17428.85 3.64 2.81 3.23 
 
Table 12 
Daylight WB test 
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13:21:41 0 96400 21150 20999.24 0.712834
13:22:12 30 96350 21320 20988.34 1.55561 
13:22:42 60 96100 21270 20933.89 1.580229
13:23:12 90 95900 21240 20890.32 1.646335
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Table 12 cont.d 
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13:23:42 120 95500 21180 20803.18 1.779109
13:24:12 150 95500 21180 20803.18 1.779109
13:24:42 180 95300 21190 20759.62 2.031063
13:25:12 210 95100 21180 20716.05 2.190505
13:25:42 240 95000 21170 20694.27 2.247201
 
Daylight test findings 
As seen in table 12, luminance error for N8.5 did not exceed %2.3 during the data 
collection period. The slight increase can be explained as a function of 
insignificant altitude and azimuth angle change during the data collection 
timeframe (deviation did not exceed 1-degree, clear sky conditions). 
 
 
Figure 31. Luminance change as a function of solar altitude and azimuth angles  
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Luminance meter readings of N8.5 were divided by HDR image based readings, 
to calculate absolute calibration factors for each WB setting. As opposed to the 
suggested ‘daylight’ WB setting (Inanici, 2009; G. Ward, personal 
communication, January 11, 2011), ‘tungsten’ and ‘fluorescent’ WB settings of 
the camera provided calibration factors close to 1, meaning that it was possible to 
rely on HDR image based luminance readings without absolute calibration, under 
clear sky conditions when the WB is set either to ‘tungsten’ or ‘fluorescent’ (ISO 
100, f5.6).  Inanici (2006), using only ‘daylight’ WB, stated that for outdoor 
scenes absolute calibration is a necessary step to ensure 10% error margin. In her 
study the calibration factors for outdoors reached extreme multipliers—2.09 for 
clear sky (more that %100 luminance read error). In this study ‘daylight’ and 
‘custom’ WB settings yielded the largest calibration factors, 1.47 and 1.41 
respectively. 
Table 13 lists all calibration factors for the tested WB settings for N8.5. Except 
N2 and N2.25 (3.1% and 3.8% reflectance respectively) all reflectance targets 
yielded errors below 10% (mean error was 6.86% excluding N2 and N2.25, SD = 
2.67; and was 7.64% including all targets, SD = 4.05). Since mean error for the 
targets was comparable with the typical error range of luminance meters, all gray 
scale chips can be used with ‘tungsten’ and ‘fluorescent’ WB settings to achieve 
calibrations factors close to 1. The results indicate the lack of correlation between 
the color temperature value of the selected WB setting and the reference D65 
illuminant for daylit settings.  
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Warm color temperature settings provided better results compared to the cooler 
color temperature values. Comparing the response function plots for daylight and 
tungsten WB settings (figures 32 and 33), it is possible to state that pixel 
luminance values were overestimated for the daylight WB setting’s response 
(characterized by the steep increase in relative luminance, exceeding 1.4 times the 
pixel response). In other words, the camera could not determine a balanced 
response for the given illuminance level although the WB setting’s color 
temperature (5200K) corresponded to the light source color temperature 
(approximately 5500K for normalized solar spectrum).  
Second group of HDR images constructed with the same response function 
(control group) yielded approximately the same calibration factor regardless of 
the WB settings. This finding was predictable since Photosphere’s algorithm used 
the same RGB response for all image types without considering camera’s color 
temperature setting (table 3). Although using the same response function for 
successive HDR constructions was suggested to maintain algorithmic integrity 
(Inanici, 2006; 2009), the technique would result in increased luminance errors 
when taking photographs of multiple settings with significantly different color 
temperature illuminants. 
WB testing method for artificial lighting 
Similar to the daylight tests, artificial light tests aimed at determining the effect of 
WB on luminance estimation error considering: (1) the amount of light falling on 
the target plane and (2) lamp spectrum.  
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Table 13 
Calibration Factors for Daylight WB Test 
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Daylight 5200K 21150 14370 1.47 20994 1.46 16300 1.30 
Shade 7000K 21295 16200 1.31 20930 1.29 16600 1.28 
Cloudy 6000K 21210 14952 1.42 20845 1.39 16300 1.30 
Tungsten 3200K 21180 21676 0.98 20803 0.96 16800 1.26 
Fluorescent 4000K 21175 20037 1.06 21706 1.08 16100 1.31 
Custom N/A 21185 14817 1.43 20760 1.4 16200 1.30 
 
 
 
Figure 32. Camera response function plot for ‘daylight’ WB 
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Figure 33. Camera response function plot for ‘tungsten’ WB 
 
Artificial light test 1 
1. All Munsell gray scale targets’ and Munsell color checker targets’  
luminance values (55 data collection points) were recorded with the 
luminance meter for three illuminance levels (100-300-500lx). 
2. Step one was repeated for the five lamps representing incandescent, 
discharge and solid-state light source families (15 data collection steps and 
825 data collection points in total). 
3. For each lamp and illuminance category the luminance values of the chips 
were also calculated using equation 1. 
4. Percent luminance errors were determined for all targets to see whether an 
anchor reflectance value exists for 100, 300 and 500lx illuminance 
categories regardless of the lamp type.  
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Artificial light test 2 
1. For each illuminance category and lamp type, the target plane was 
photographed with four different WB settings, and 60 HDR images were 
constructed in Photosphere, forcing the software to calculate a new 
response for each HDR (table 14). ISO was kept constant at 100 (with f-
stop 5.6) while taking the photographs. 
2. Target luminances (3300 data points in total) were derived from HDRs for 
all lamp types, illuminance categories and WB settings. 
3. Physical luminance measurements for all data points were compared with 
HDR luminance estimations, and errors for each target area (reflectance 
and/or color) were reported. 
Table 14 
Artificial Light Test Variables 
 
 
 
 
 
 
 
 
 
 
Artificial light test findings 
In the first test, amongst the 31-step gray scale chips N6.25 yielded minimum 
error considering all WB settings for all lamp types and illuminance categories 
Lamp 1 
Illuminance 
100 300 500 
W
hi
te
 
ba
la
nc
e 
Daylight 
Tungsten 
Fluorescent 
Shade 
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(table 15 and figures 34-38). Absolute mean error40 for N6.25 was 2.63% (SD = 
1.12) and mean error was 0.06% (SD = 2.95). If N6.25 is used for absolute 
calibration, cumulative luminance error would decrease significantly (similar to 
using N8.5 for daylighting). 
Three HDR images were randomly selected from the three illuminance categories 
(among the 60 HDRs) and they were calibrated using the N6.25 anchor chip to 
examine luminance estimation error pattern. The first HDR was constructed using 
target photographs taken with ‘shade’ WB setting (f5.6, ISO 100) where the 
targets were illuminated at 100lx with the metal halide lamp. The second HDR 
images were taken with ‘tungsten’ WB setting (f5.6, ISO 100) and the target 
illuminance was 300lx. PAR38 fluorescent lamp was used for the second set. The 
third HDR consisted of jpegs taken with ‘daylight’ WB setting. Target plane 
received 500lx from halogen light bulb.   
Before calibration, absolute mean errors (with standard deviations in parentheses) 
for Munsell gray scale targets were 13.51% (13.86) for metal halide lamp (100lx, 
shade WB), 27.39% (3.89) for PAR38 fluorescent lamp (300lx, tungsten WB) and 
9.58% (15.48) for halogen lamp (500lx, daylight WB) respectively. When the 
HDRs were calibrated using the N6.25 anchor chip, the mean errors decreased to 
7.59% (12.02), 3.13% (5.08) and 7.43% (14.03) respectively. The findings 
indicate the applicability of the HDR image analysis method for interiors when 
                                                 
40 Table 14 lists positive and negative values for errors denoting over- and under-estimation of 
target luminance. Absolute mean error is a better metric than average mean error for determining 
the magnitude of error.  
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anchor targets are used for calibrating the HDRs. The reduced errors after anchor-
based-calibration are comparable with typical luminance meter error range.  
Table 15 
Percent Errors for the Selected Anchor Chip - Artificial Lighting 
N 6.25 
(33% ρ) 
Illuminance 
100 300 500
MH -2.13 3.08 2.54
LED -1.73 -4.39 1.26
PAR FL 2.32 2.48 -5.26
FL 6500K 3.4 2.14 3.01
Halogen -1.83 -0.98 -2.93
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 34. Anchor gray scale value analysis for LED lamp 
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Figure 35. Anchor gray scale value analysis for metal halide lamp 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 36. Anchor gray scale value analysis for 6500K fluorescent lamp 
 
 
 
 
 
 
 
 
 
Figure 37. Anchor gray scale value analysis for PAR38 fluorescent lamp 
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Figure 38. Anchor gray scale value analysis for halogen lamp 
 
Second stage test data was analyzed by plotting calibration factors for all WB 
settings among the five lamps for the three illuminance categories (figures 39a 
and 39b). These tests aimed at finding the least error yielding variable 
combinations for using HDRs without calibration.  
Unlike daylight WB tests, ‘tungsten’ WB setting yielded highest errors and 
calibration factors for artificial lighting conditions, excluding highest color 
temperature lamp, the 6500K CFL. This finding may suggest a negative 
correlation with the camera’s WB setting and illuminant’s color temperature since 
‘tungsten’ WB setting adjusts image color gamut according to the lowest sensor 
CT setting (3200K). Among the five lamps only 6500K CFL produces color 
temperature locus close to D65, yet it has discontinuous spectral power 
distribution41 with low CRI. Additional data is necessary to study the nature of 
                                                 
41  Please refer to Sylvania Dulux
 
EL Twist series data, available at 
http://www.sylvania.com/ConsumerProducts/LightingForHome/Products/BulbType/CompactFluo
rescent/DuluxEL/    
Electronic Compact Fluorescent Lamps 
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correlation since daylight and 6500 K CFL light sources are not comparable 
regarding their spectral power distributions (continuous vs. discontinuous) and 
lumen outputs.   
Except for the LED lamp, ‘daylight’ and ‘shade’ WB settings consistently scored 
calibration factors close to 1 regardless of the illuminance category, partly 
supporting former suggestion (Inanici, 2009; G. Ward, personal communication, 
January 11, 2011) of using ‘daylight’ setting regardless of illuminant type. 
Calibration factors for the two WB settings are listed in table 16. 
One-way analysis of variance was conducted to evaluate the relationship between 
illuminance level and calibration factors for ‘daylight’ and ‘shade’ WB settings 
for each tested lamp. Illuminance was the independent variable and included three 
levels (100, 300 and 500lx). The dependent variable was the calibration factor. 
For the ‘daylight’ WB setting only the tests for MH, LED and PAR38FL lamps 
were significant with F(2, 48.065) = 27.121 , p < .01, F(2, 58.522) = 39.87, p < 
.01 and F(2, 54.785) = 153.201, p < .01 respectively. For the ‘shade’ WB setting, 
except for the 6500F CFL lamp, the tests were significant with F(2, 49.837) = 
4.435 , p < .01, F(2, 56.524) = 5.941, p < .01, F(2, 56.9) = 26.648, p < .01 and 
F(2, 51.72) = 36.044, p < .01 for MH, LED, Halogen and PAR38FL lamps 
respectively. 
However, the relationships between illuminance level and calibration factors were 
not strong and it was not possible to observe an overall increasing or decreasing 
trend in calibration factors for the tested lamp types. Strongest relationship 
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between illuminance level and calibration factors were seen only for the 
PAR38FL lamp where the illuminance level accounted for 63% and 31% of the 
variance of the calibration factors for ‘daylight’ and ‘shade’ settings respectively 
(R2 = .633, adjusted R2 = .629; R2 = .307, adjusted R2 = .299). This finding is 
parallel to Cai and Chungs’ (2010) test results, where no significant changes in 
calibration error percents were found for the studied light levels (although a 
relationship between calibration factors and light intensity levels were mentioned 
for the Philips T8 fluorescent (82CRI, 4000K) lamp). Additional data is necessary 
to examine the relationship between calibration factors (or luminance estimation 
errors) and ambient light level to provide ambient light level-related suggestions 
(figure 40). Cameras with manual CT adjustment modes can be used to test the 
effect of WB on calibration factors by incrementally increasing the value from 
warm to cool color temperature settings. 
Similar to daylight WB tests, darkest gray scale targets (minimum reflectance 
chips: N2, N2.25, N2.5 and N 2.75) increased mean error percent for all artificial 
illuminance categories, WB settings and illuminants. The problem is more evident 
for the 100lx level. Since N2 targets have the lowest reflectance percents, small 
variances between physical measurements and HDR estimates (at low light levels) 
result in higher calibration factors and luminance estimation errors. As discussed 
by Inanici and Galvin (2004), this can be explained by modulation and point 
spread function effects on dark image regions. At long exposures, scattering 
becomes a significant problem making it difficult for the sensor to correctly 
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acquire data from low-reflectance surfaces. Calibration tests performed at 
scotopic-mesopic vision conditions also confirmed this finding where small 
changes in measured and estimated luminance values disproportionally affected 
luminance calculation results for dark surfaces42. 
Table 16 
Calibration Factors for Daylight and Shade WB Settings 
Daylight WB Shade WB 
 N Mean SD Mean SD 
M
et
al
 h
al
id
e 100 lux 31 1.142939 0.114266 .892128 .0887635 
300 lux 31 1.169751 0.120998 .925905 .0976647 
500 lux 31 0.997663 0.04123 .951821 .0370256 
Total 93 1.103451 0.123949 .923285 .0820391 
H
al
og
en
 100 lux 31 0.905328 0.090926 .942805 .0814371 
300 lux 31 0.941877 0.04648 .894812 .0716283 
500 lux 31 0.928358 0.097746 .887928 .0471996 
Total 93 0.925188 0.082135 .908515 .0718637 
LE
D
 
100 lux 31 1.153461 0.122188 .994771 .0518300 
300 lux 31 0.956655 0.08143 .877718 .0704577 
500 lux 31 0.96884 0.082499 .874508 .0934750 
Total 93 1.026319 0.132081 .915666 .0922420 
PA
R
38
 
flu
or
es
ce
nt
 100 lux 31 0.993742 0.0853 1.068114 .0885767 
300 lux 31 1.230659 0.061706 .952528 .0461414 
500 lux 31 1.254977 0.03949 .961085 .0269822 
Total 93 1.159793 0.134754 .993909 .0792813 
65
00
K
 C
FL
 
100 lux 31 1.08659 0.101158 1.280756 .1156903 
300 lux 31 1.113981 0.108098 1.315678 .1280493 
500 lux 31 1.105323 0.107833 1.325400 .1256348 
Total 93 1.101965 0.105219 1.307278 .1234082 
 
                                                 
42 The difference between measured and HDR estimated luminance for N2 chip was 0.06. The 
small difference accounted for 64% error in estimating surface reflectance of a region with N2 
comparable reflectance (ρ=3.1%) (Tural, 2009). 
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Figure 39a. Calibration factors for MH, PAR38FL, and LED lamps for all WB and illuminance categories 
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Figure 39b. Calibration factors for MH, LED, PAR38FL lamps for all WB and illuminance categories
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Figure 40. Mean calibration factors for the tested illuminance levels 
 
Guidelines for reducing luminance estimation errors due to WB and ambient light 
level: 
 It is strongly recommended to study the WB options of the camera (for 
example the highest vs. lowest CT) under daylight and full-spectrum 
artificial light sources to determine the least error yielding setting. The 
easiest, yet accurate, method is to use an illuminance meter with a known 
reflectance target (can be acquired from photography equipment retailers) 
and compare HDR estimate with physical ‘exitance’ calculations. For 
daylighting, high-reflectance chips yield least errors. For artificial 
lighting mid-range of reflectance cards are recommended since luminance 
estimates of low-reflectance cards (especially at low-key lighting) yield 
increased errors. 
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 The negative correlation finding between camera’s WB setting and light 
source spectral power needs further research using D65 and D50 
reference illuminants. It is recommended that researchers use a color 
checker target to examine probable hue shifts when there is wide 
discrepancy between source and camera’s CTs.  
 Although a strong relationship between ambient light level and HDR 
luminance estimation error was not found and a general trend was not 
observed for gray-scale targets (lit under the selected illuminants), low-
reflectance surface error increase was confirmed for low-key light levels 
regardless of camera’s WB setting and lamp type (please refer to 
following sections for the effect of ambient light level on color targets). 
Therefore, selecting high-reflectance targets for HDR calibration would 
mitigate overall luminance estimation error for interior lighting 
applications.    
ISO (sensor sensitivity) Tests 
Similar to film cameras, absolute sensitivity to light is defined by the ISO setting 
in digital imaging systems. However, due to variances in image compression, 
metering algorithm and color space (employed for image construction), exposure 
ratings for ISO levels vary between digital camera manufacturers43. Exposure 
                                                 
43 “ISO 12232:2006 specifies the method for assigning and reporting ISO speed ratings, ISO speed 
latitude ratings, standard output sensitivity values, and recommended exposure index values, for 
digital still cameras” (www.iso.org). One of the methods described in the standard uses 18% 
reflectance gray for calculating scene exposure. Authorities speculate that the use of 18% gray 
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value (EV, the amount of light) can be changed by shutter speed, f-numbers and 
ISO, where ISO adjustment only changes the effect (signal to noise ratio) of the 
same amount of received light if the other two are kept constant. Table 17 shows 
that a particular EV can be achieved by manipulating one of these variables. This 
aspect is important in capturing the wide dynamic range of a scene, especially 
when the camera or the lens is limited with shutter speed and aperture 
adjustments. Point-and-shoot cameras rarely provide long shutter speeds 
(<1/16seconds) yet have at least up to ISO800 sensitivity adjustment, which 
would help acquire the same EV result of shutter speed at 30seconds when ISO is 
changed from 400 to 800 keeping the aperture constant. Also, the use of smaller f-
stops to minimize vignetting effect necessitates longer shutter speeds to capture 
the dynamic range at medium- and low-key lighting settings. For example, the 
selected aperture stop (f5.6) in this study necessitates a shutter speed of 2min to 
have -2EV exposure. Same EV can be acquired with 30sec shutter speed when the 
aperture is set at f2.8. For capturing low luminosity environments (having 
particular occupant traffic) without image ghosting and blur, it is necessary to use 
faster shutter speed settings with the help of sensitivity boost. The effect of such 
sensitivity change on HDR luminance estimation is not studied in literature but 
the use of ISO 100 is favored by the majority of researchers almost certainly to 
keep image noise at minimal levels.   
                                                                                                                                     
cause exposure calculation shifts typically visible on image histograms 
(www.bythom.com/graycards.htm).  
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Table 17 
EV Change Due to ISO Adjustment 
Aperture Shutter speed Sensitivity EV 
f5.6 15sec ISO100 1 
f5.6 15sec ISO200 0 
f5.6 30sec ISO100 0 
f4.0 15sec ISO100 0 
 
Test instruments and target design 
The target designed for artificial lighting tests was also used for collecting ISO 
test data. However, physical vs. HDR luminance comparisons were based on the 
Munsell color scale chart (instead of gray scale chips) in order to examine the 
effect of sensitivity change on luminance estimation errors and calibration factors 
within chromatic sensor noise context. An additional setup was created in a real 
world setting to test the viability of ISO test findings (to study the effect of 
highest sensitivity ISO on luminance estimation). An aged halogen bulb was used 
to create an indirect uniform light on the Munsell classic color checker and gray 
scale targets (which were placed on a black matte cardboard to minimize 
secondary reflections) at 5 and 20lux levels. 
ISO test method 
The effect of ISO on HDR luminance estimation was tested by comparing three of 
the test lamps, keeping the WB setting constant during comparisons. Two of the 
lamps were selected based on their comparable CT and CRI values (3000K CT, 
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87 CRI for LED44 and 85 CRI for metal halide) and the halogen lamp test served 
as a control group (where lamp CRI is rated at 100 with a red dominant 
continuous spectrum). The second generation LED lamp by Sylvania has a 
continuous spectrum45 as opposed to metal halide output.  
 
Figure 41. Spectral power charts for LED and MH lamps   
Target plane was photographed by keeping the WB setting constant at ‘daylight’ 
for the three lamps for two illuminance levels. For each lamp, camera ISO setting 
was varied from 100 (lowest for Canon XSI) and 1600 (highest ISO setting for 
Canon XSI). Calibration factors were calculated by dividing luminance meter 
measurements to HDR luminance estimates, similar to the tests described before. 
                                                 
44 It is important to note the development and use of new color quality metrics since CRI cannot 
successfully represent the color quality of LED light sources. CIE color rendering index is 
sensitive to increased color saturation which is an often observed result in LED lit settings. LEDs 
scoring low in the CRI scale can still produce appealing results as a result of increased chromatic 
saturation without causing drastic hue shifts (Davis & Ohna, 2006; EERE Information Center, 
2008). 
45 Sylvania generously provided test results for the lamp (Report# 30014162-5) which was 
performed in accordance with IES LM-79-08. 
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Then, the viability of test findings was studied via a real world setup for two low-
key illuminance levels. Using this setup the luminance estimation errors were 
studied for the highest ISO setting. 
Prior to data collection and HDR reconstruction, camera noise levels were 
calculated by subtracting longest and shortest shutter speed images of ISO100 and 
1600. The EV was the same for the images used in calculations (such as both 
ISO1600 at 1/500 and ISO100 at 1/30 would yield 10EV). Figure 42 portrays the 
magnitude of pixel luminance fluctuation as a result of sensor noise level change 
at high and low ISO values for the two studied illuminance settings. The noise on 
the target plane (shown in gray rectilinear background) was minimal and no 
significant chromatic and intensity based fluctuations were detected. The 
fluctuations were within 10-3 to 10-7 range. 
ISO test findings 
At low-key illuminance setting (100 lux), the increase in ISO did not have a 
strong effect on calibration factors and on HDR based luminance estimation 
errors considering the three lamps (tables 18 and 19, and figure 43). The mean 
errors for ISO1600 and ISO100 luminance comparisons did not exceed 2.46%, 
1.7% and 2.99% for LED, metal halide and halogen lamps respectively. The use 
of ISO800 yielded better results than ISO1600, with calibration factors equal to or 
minimally deviating from ISO100 (table 18). Regardless of different lamp 
spectral power distribution, luminance estimation errors were at minimal for the 
tested ISO range. This finding is important since the use of higher ISO values at 
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low-light settings would help cover the whole dynamic range for cameras with 
limited shutter speeds (i.e. that is at or faster than 30sec, typically the ‘bulb’).  
 
Figure 42. Noise plots for 100lx and 500lx 
As seen in table 19, high illuminance levels yielded better calibration factors for 
ISO100 sensitivity for color targets. However, calibration factors increase with 
sensitivity, meaning that luminance- and chroma-based sensor noise starts to 
affect the luminance estimation from HDR images if ISO is at or above 800.  
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Table 18 
Mean Calibration Factors for ISO100-1600, 100-500 lux 
Calibration mean 
% change from ISO 100 
(absolute) 
100 lux 500 lux 100 lux 500 lux 
LED 
ISO 100 1.1134 0.9928 - - 
ISO 800 1.1183 1.0422 0.44 4.99 
ISO 1600 1.1405 1.0595 2.45 6.72 
MH 
ISO 100 1.1279 1.0053 - - 
ISO 800 1.1606 1.0772 2.9 7.18 
ISO 1600 1.1469 1.0914 1.7 8.59 
Halogen 
ISO 100 1.0777 0.9750 - - 
ISO 800 1.0691 1.0367 0.78 6.34 
ISO 1600 1.0452 1.0414 2.99 6.83 
 
It is necessary to underline that the findings represent sensitivity effects on 
luminance estimation for the selected WB setting (i.e. ‘daylight’). For other WB 
settings like ‘tungsten’, calibration factors may differ based on lamp spectral 
power distribution and illuminance level. To examine possible variations 
according to the selection of WB settings, calibration factors for the 6500K CFL 
were plotted using ‘tungsten’ and ‘daylight’ settings. Earlier findings showed that 
‘tungsten’ setting yielded better calibration factors for the 6500K CFL as opposed 
to other WB settings (although the WB locus was not comparable to lamp’s 
spectral power distribution). As seen in figure 44, ‘daylight’ setting not only 
resulted in higher calibration factors but was highly affected by the sensor 
sensitivity increase as opposed to ‘tungsten’ WB for the high CT CFL lamp. 
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Table 19 
Calibration Factors for ISO100-1600, 100lux, LED Lamp, ‘D’ WB 
ISO % change 
targets  100 200 400 800 1600 
100 vs 
1600 
100 vs 
800 
1 dark skin 1.1575 1.1575 1.1639 1.1481 1.1901 -2.8169 0.8152 
2 light skin 1.1235 1.1333 1.1333 1.1333 1.1640 -3.6036 -0.8772 
3 blue sky 1.1169 1.1169 1.1210 1.1169 1.1335 -1.4787 0.0000 
4 foliage 1.1942 1.1942 1.1942 1.1942 1.2187 -2.0576 0.0000 
5 blue flower 1.1212 1.1228 1.1309 1.1260 1.1646 -3.8690 -0.4317 
6 bluish green 1.0876 1.0967 1.1059 1.1059 1.1153 -2.5424 -1.6807 
7 orange 1.1125 1.1218 1.1314 1.1218 1.1509 -3.4483 -0.8403 
8 purplish blue 1.0399 1.0428 1.0399 1.0313 1.0486 -0.8380 0.8242 
9 moderate red 1.0612 1.0711 1.0711 1.0698 1.0979 -3.4524 -0.8121 
10 purple 1.1162 1.1259 1.1259 1.1115 1.1507 -3.0837 0.4255 
11 yellow green 1.1564 1.1652 1.1831 1.1740 1.1922 -3.1008 -1.5267 
12 orange yellow 1.1353 1.1507 1.1664 1.1507 1.1826 -4.1667 -1.3514 
13 blue 0.9708 0.9797 0.9752 0.9577 0.9664 0.4545 1.3514 
14 green 1.1048 1.1063 1.1126 1.1017 1.1141 -0.8475 0.2793 
15 red 1.0043 1.0160 1.0211 1.0211 1.0584 -5.3913 -1.6779 
16 yellow 1.1753 1.1937 1.1881 1.1937 1.2128 -3.1915 -1.5707 
17 magenta 0.9892 0.9989 1.0001 0.9977 1.0330 -4.4248 -0.8547 
18 cyan 0.9550 0.9601 0.9670 0.9601 0.9704 -1.6129 -0.5319 
19 white 1.1628 1.1759 1.1759 1.1585 1.1585 0.3704 0.3704 
20 neutral 8 1.1365 1.1694 1.1626 1.1494 1.1694 -2.8902 -1.1364 
21 neutral 6.5 1.1616 1.1616 1.1721 1.1721 1.1827 -1.8182 -0.9009 
22 neutral 5 1.2035 1.1993 1.2076 1.2035 1.2289 -2.1164 0.0000 
23 black 1.3234 1.3291 1.3391 1.3234 1.3291 -0.4260 0.0000 
calibration mean 1.1135 1.1213 1.1256 1.1184 1.1406 -2.4501 -0.4403 
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Figure 43. Calibration plots for LED, MH, H lamps for ISO 100-1600 at 100lx 
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Figure 44. Calibration plots for 6500K CFL for ISO 100-1600 at 100lx 
High sensitivity test 
In order to study the possible use of ISO1600 to extend dynamic range of the 
exposure bracketing, the Munsell targets were photographed in a low luminosity 
environment (illuminance levels were lower than the minimum recommended 
levels for basic orientation). The targets were photographed twice for 5 and 20 lux 
illuminance levels with WB setting kept constant at ‘daylight’. The illuminance 
fluctuations for both settings were minimal (+0.4% for 5 lux setting and from -1% 
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to -0.45% for 20 lux setting). It was possible to acquire the brightest images at 2-
min shutter speed for the 5 lux setting and at 1-min shutter speed for the 20 lux 
setting with the help of high sensor sensitivity (at ISO100 same EV could have 
been acquired in 16 min for 5 lux and 8 min for 20 lux settings).  
The mean calibration factors and luminance estimation errors for the two settings 
were tabulated in table 20. In spite of the high sensitivity, cumulative error range 
was kept below 7%. For both settings, captured images could have been used 
without calibration. The findings supported ISO test results, showing the 
applicability of high ISO values for capturing the dynamic range at low light 
levels such as for outdoor lighting or egress path assessments.  
Table 20 
Calibration Factors and L Estimation Errors For 5 & 20lux 
Absolute mean 
5 lux 
Luminance 
estimation error (%) 
Calibration 
factor 
Color targets 4.68 0.9741 
Gray scale 1.92 1.0129 
Combined 3.13 0.9960 
20 lux 
Color targets 8.17 0.9302 
Gray scale 3.84 0.9660 
Combined 5.73 0.9504 
 
Guidelines for reducing luminance estimation errors due to ISO: 
 Researchers can use high ISO settings to extend the dynamic range of the 
multi-exposure JPEG sequence (i.e. the number of useable images) for 
low-key settings or when slow aperture stops are used (further research is 
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necessary to generalize the findings for settings beyond ISO1600, for 
newer cameras). 
 For ambient illuminance levels, higher than IES recommended 
illumination categories C and D (100 and 300 lux respectively) sensitivity 
increases beyond ISO 800 may negatively affect sensor gain, hence HDR-
based luminance estimations.    
Error Dependence on Surface Color 
Luminance estimations from HDR images may fluctuate for different hues, their 
saturations and values. Error dependence on surface color was studied only by 
Moeck (2006 & 2007) and Anaokar and Moeck (2005). Moeck (2007) examined 
a variety of Munsell hues under daylight and artificial light conditions and 
recommended the use of HDR-based luminance analyses for environments with 
warm hues with low saturation. Saturated green and blue hues, and low values of 
all colors were found to yield high luminance errors (exceeding 50%) (Moeck 
2006, p.216). 
Within the limitations of current study, color analyses were focused on hue and 
spectral power distribution of the light sources since the used color scale did not 
provide a wide saturation and value range. In table 21, Munsell target hues are 
listed with % reflectance values (reflectances are derived by converting CIE 
L*a*b* to xyY for D65 illuminant). Excluding fluorescent lamps (PARFL and 
6500K CFL), luminance error fluctuations for the targets were equivalent under 
all light sources regardless of ambient light level (figures 45 and 46). Supporting 
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former discussions related to surface reflectance and calibration, low-reflectance 
dark hues yielded higher errors especially for low ambient light levels (such as 
#13 - 7.5PB in figure 45).  
Table 21 
Color Checker Hues and Reflectance Values 
      D65     D65 
   Name  Hue reflectance        Name      Hue reflectance 
1 dark skin 3YR 9.6773 13 blue 7.5PB 6.0721 
2 light skin 2.2YR 35.2705 14 green 0.25G 23.4402 
3 blue sky 4.3PB 18.913 15 red 5R 11.4731 
4 foliage 6.7GY 13.2836 16 yellow 5Y  59.7462 
5 blue flower 9.7PB 23.5775 17 magenta 2.5RP 18.7508 
6 bluish green 2.5BG 42.5251 18 cyan 5B 19.3415 
7 orange 5YR 28.7229 19 white N9.5 88.4971 
8 purplish blue 7.5PB 11.5691 20 neutral N8 58.4417 
9 moderate red 2.5R 18.7203 21 neutral N6.5 35.6426 
10 purple 5P 6.4716 22 neutral N5 19.4799 
11 yellow green 5GY 43.6288 23 neutral N3.5 8.6894 
12 orange yellow 10YR 43.3455 24 black N2 3.1209 
 
 
Figure 45. Colored target luminance estimation errors 
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As Munsell value decreases, luminance estimation error increases. Both warm and 
cool hues (with medium value and saturation) yielded errors within 15% 
excluding fluorescent lamps. Although their CRIs were almost comparable with 
LED, halogen and MH, measurements under fluorescent lamps yielded higher 
mean errors for the whole target colors. Still, colored target mean errors were 
significantly lower than Anaokar and Moeck’s (2005) and Inanici and Galvin’s 
(2004) findings (more than 20% and 9.4% respectively) who derived target color 
error percents after performing absolute calibration (figure 46 and table 22).   
 
Figure 46. Luminance estimation errors for warm and cool hues 
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Table 22 
Mean Errors for Colored Targets 
LED MH Halogen PARFL 6500K-CFL 
Light 
level 
100 8.86 8.84 7.6 20.11 16.79 
500 6.26 5.65 7.98 7.5 18.07 
5 5.35* 
20 9.45* 
*ISO1600 
 
An additional test was performed to examine whether high luminance estimation 
errors for fluorescent lit targets were affected by camera’s WB setting. Munsell 
color checker passport was illuminated using 6500K CFL and PAR fluorescent 
lamps at 100lux and the settings were photographed with ‘daylight’, ‘fluorescent’, 
‘shade’ and ‘tungsten’ WB corrections.  
 
Figure 47. Fluorescent lamp test setup  
 
Because of their small area, color targets in the Munsell passport color checker 
were affected by secondary reflections and prone to high error (albeit having 
exactly same color space coordinates with the classic color checker). The results 
were used to analyze the correlation between the tested WB settings rather than 
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measuring the magnitude of error for each color. As seen in figure 48, WB was 
not affecting the magnitude of or contributing to the luminance estimation error 
for colored targets. Error patterns were similar for the tested WBs for both lamps. 
 
Figure 48. Luminance estimation errors for Munsell passport color targets 
 
Additional data is necessary to generalize fluorescent lamp findings for color 
target measurements. High CRI, rare-earth phosphorus coatings with low CTs 
need to be tested to examine the effect of spectral power in detail. It is also 
possible to utilize WB auto bracketing function of the DSLRs to filter images by 
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adding or subtracting blue/amber and/or magenta/green wavelengths. These 
advanced techniques can be utilized to analyze settings that are illuminated with 
monochromatic sources such as stage and theatre lighting. 
Guidelines for reducing luminance estimation errors due to surface color: 
 
 Luminance estimation errors for saturated and low value hues can be 
higher than medium saturation and high value hues. Researchers are 
advised to perform an illuminance meter based calibration using an 
achromatic target to reduce errors when photographing interiors with 
saturated colors.  
 Surface color is not a significant contributor to cumulative luminance 
estimation error for low-luminosity environment conditions. Findings 
showed the usability of HDR analyses at photopic and mesopic levels. 
 Although a relationship between lamp spectral power distribution and 
color target luminance errors was not identified, the two fluorescent 
lamps used in the tests yielded highest luminance errors. For reducing 
surface-color-based errors in interiors lit with similar fluorescent lamps, 
it is recommended to use custom WB function of the camera if absolute 
calibration will not be performed. 
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Camera Metering Mode Tests  
Digital cameras determine the exposure value by measuring the amount of light in 
particular settings using built-in metering systems (Jacobson, et al., 2000). The 
systems are typically calibrated using 18% matte gray target (based on printing 
industry standards). Regardless of the manufacturing company, typically there are 
four methods for measuring the reflected light off the scene: evaluative metering, 
center weighted average (CWA) metering, partial metering and spot metering. 
Canon DSLR used in this study has nine autofocus (AF) points and enables the 
user to select any of the four metering modes to calculate necessary exposure.  
Evaluative metering: Metering is based on the selected AF point location and 
exposure is calculated by comparing and calculating the reflected light from 
measuring segments (35 zones in total) surrounding the selected AF point(s). The 
locations of AF points on circular fisheye image differ from the rectilinear image 
frame (figure 49). 
Spot metering: Reflected light information is gathered from the center of the 
frame which covers approximately 4% of the viewfinder at image center for 
Canon 450D.  
Partial metering: Calculation method is similar to spot metering, but a larger area 
is used for acquiring exposure information (approximately 9% of viewfinder at 
center for Canon 450D). 
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CWA metering: Metering is weighted at the image center and then it is averaged 
for the entire frame area (Canon USA Inc., 2008, 2011a; Jacobson, et al., 2000) 
(figure 49).   
Test instruments and metering test method 
Two test setups were prepared using black cardboard box #3. Munsell N5 gray 
scale card with the illuminance meter was used in the first setup. In the second 
setup Munsell classic color scale chart was photographed instead. The setups were 
illuminated with the LED lamp creating a high key uniformity at 4120 lux. 
Illuminance level was kept constant while photographing both setups. HDR 
derived luminance values of gray and colored targets were compared amongst the 
four metering modes to study the magnitude of luminance variance for targets 
located at image center and at image corners.    
Metering mode test findings 
Camera metering was set at spot metering mode while collecting data for the 
former tests discussed in this study since other modes would have changed the 
exposure for each JPEG, using different measuring segments in the bracketing 
sequence. When photographing scenes with high contrast ratios such as south 
oriented single-side-daylit interiors, spot metering mode would perform a viable 
exposure calculation especially compared to CWA and evaluative metering 
modes. If the photographs are not taken within four-minute-interval, target 
luminance levels may fluctuate. This would result in exposure calculation errors 
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especially for evaluative and CWA metering modes, and would adversely affect 
HDR luminance estimations.  
For both tests, target luminance readings vary insignificantly amongst the four 
metering modes mainly due to uniform lighting over the target plane (table 23, 
figure 51). The magnitude of error due to CWA, partial and evaluative metering 
modes would increase for non-uniform, high contrast settings. As expected, 
luminance variances were detected for the targets located at the image center and 
corners when spot metering mode was compared with the partial and evaluative 
metering.  
It is not possible to detect the location of metering segments utilized by the 
camera for uniformly and non-uniformly illuminated settings. For example, even 
though spot metering is suggested to minimize exposure calculation and 
luminance estimation errors, the metering segments in the 4% area could have 
been intersecting with multiple target planes with varying luminances, hence 
increasing error in image center (such as photographing passport sized color 
checker targets where the target planes cover less than 1° opening angle46). This is 
evident when percent luminance fluctuation between spot and partial, and partial 
and evaluative metering modes are examined (table 23). 
 
 
                                                 
46 The problem was also discussed in relation to vignetting test target design. Even though spot 
metering mode was used, the measuring segment locations were intersecting with the high contrast 
checkerboard square edges causing focusing and exposure errors.  
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Table 23 
Metering Mode and Luminance Estimation 
Targets Reflectance CWA Evaluative Partial Spot S-P(%) P-EV(%) 
N5.75 27.2 202 200 197 200 1.50 1.50 
N5.5 24.6 155 154 151 154 1.95 1.95 
N5.25 22.1 116 116 113 115 1.74 2.59 
N5 19.8 87.5 87.5 85.5 86.8 1.50 2.29 
White 96 661 658 644 656 1.83 2.13 
#1-3YR 9.7 111 111 108 110 1.82 2.70 
#6-2.5BG 42.5 229 227 223 228 2.19 1.76 
#8-7.5PB 11.6 106 106 104 105 0.95 1.89 
#9-2.5R 18.7 194 194 191 194 1.55 1.55 
#10-5P 6.5 53.6 53.5 52.3 53.5 2.24 2.24 
#16-5Y 59.7 355 355 345 354 2.54 2.82 
#19-N9.5 88.5 350 347 342 349 2.01 1.44 
 
 148 
 
 
Figure 49. Metering modes illustrated with nine AF points on the fisheye image 
 
Figure 50. Comparing target luminance for the four metering modes 
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Guidelines for reducing luminance estimation errors due to metering mode: 
 It is strongly recommended to use the spot metering mode especially for 
systems with fisheye lenses since distortion and AF point location may 
have an adverse effect on luminance estimations for the other modes.  
 Especially for high-contrast environments, spot metering would reduce 
exposure calculation errors. It is recommended to visually inspect image 
histograms to detect over- and under-exposed regions especially for high 
luminance-contrast environments. 
Testing Luminance Estimation Errors Due to Number of JPEGs per HDR 
File 
The recommended number of images to reconstruct an HDR file is 9 to 12 
(Inanici, 2009; Jacobs, 2007). Theoretically the required number of images for an 
HDR image is defined by the dynamic range of the photographed scene and the f-
stop increment between the images which define the scene exposure (a minimum 
of two images can be used depending on scene radiance range47). As discussed 
within camera response function context, Reinhard et. al. (2006) suggest using 
images with RGB values between 20-200 range (pp. 146). Yet, the excessive 
exposures were found useful to correct image noise for image based rendering 
purposes (Debevec & Malik, 1997). 
 
                                                 
47 The minimum required number of images necessary to represent the scene is defined by the 
ratio of the dynamic range of the scene to the working dynamic range of the camera (Debevec and 
Malik, 1997). 
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Test method 
Multiple exposure images from camera metering, white balance and ISO tests 
were used to create several HDRs that contain incremental number of JPEGs. The 
HDRs were reconstructed starting with mid-exposure images and adding over and 
under-exposed images to the mid-exposure incrementally. HDRs were 
constructed using 3, 5, 7, 9, 11 and 14 (13 for the medium-key lighting scene) 
JPEGs. Selected target area luminances were compared across the HDRs of the 
same setting to determine the error margins based on number of JPEGs in the 
constructed HDRs. To examine the relationship between scene dynamic range and 
minimum number of images required to minimize luminance errors, the HDRs 
were constructed using images taken at low- and medium-key artificial lighting, 
and daylighting conditions.            
Test findings 
Test results supported Debevec and Malik’s (1997) findings, showing a 
relationship between dynamic range of the scene and the number of images 
required for representing that particular range with an HDR file. For the extreme 
low-lighting case, increasing the number of images did not significantly affect 
luminance estimation (table 24). Slight betterment in luminance estimation errors 
was detected comparing HDRs that contain seven and nine JPEGs (%1 error 
reduction for the latter). Largest HDR file, containing 14 JPEGs yielded least 
errors, yet it was possible to keep error margin within 10% using only three 
JPEGs, too (except for the saturated color target(s)). Using the minimum number 
 151 
 
of images (with high ISO settings) would be extremely helpful for nighttime 
imagery, specifically when taking photographs of roadway and pedestrian lighting 
(e.g. to avoid car headlights affecting illuminance levels). In this setup, luminance 
measurements were taken at three colored target areas. Supporting color test 
results, saturated color target yielded largest errors (17.67%, 12.87%, 16.46%, 
15.57%, 15.27% and 11.68% for 3, 5, 7, 9, 11 and 13 JPEGs respectively).   
Table 24 
Mean Target Luminance for Tested HDRs  
# of images 3 5 7 9 11 13 
Mean target 
luminance 0.403 0.400 0.403 0.403 0.405 0.396
 
Similar error pattern was seen for the medium-key lighting setting, where using 
ten or more JPEGs increased luminance estimation errors by 15% regardless of 
target surface reflectance. Similar to the 5 lux setting, using three JPEGs yielded 
viable luminance measurements, keeping the error margin within 10% for the 
whole target range (achromatic targets were used as opposed to colored targets, 
explaining the error reduction even for the minimum dynamic range-HDR with 
three images).  
For daylight conditions, researchers have to decide on the number of images 
based on target surface reflectances since increasing the number of images for 
HDR reconstruction reduces error for high reflectance surfaces while escalating 
error for low-reflectance surfaces (figure 51). The negative relationship between 
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low surface reflectance and number of images (dynamic range) is primarily due 
to sensor noise increase. As discussed before, small increments in dark-surface 
illuminance levels logarithmically increase luminance estimation errors. For the 
tested setup, HDRs with five and nine JPEGs yielded the least mean errors 
(6.73% and 5.79% respectively). For the lower end, mean target error was 8.19% 
whereas for the higher end (11 and 13 JPEGs) it was more than %20 (%23.1 and 
%23.5 respectively). 
Increasing the number of JPEGs negatively affects the file size, too (also 
dependent on scene radiance). For the low-dynamic range (5 lux test) the 
difference between HDRs with three and fourteen JPEGs was 2.6% in terms of 
file size (37MB vs. 38MB). Wider dynamic range necessitated 13.3% more disk 
space (comparing the minimum and maximum sized HDRs for the daylight 
condition).  
Guidelines for optimizing the number of JPEGs for HDR construction:  
 Depending on dynamic range and ambient illuminance levels, image 
bracketing can be reduced down to three JPEGs if it is necessary to 
complete photographing in limited time (10% error margin can be 
achieved with three JPEGs, one f-stop apart for scenes with low-
saturated, medium value surface finishes). 
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Figure 51. Luminance estimation errors based on number of images in HDRs 
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Testing Luminance Estimation Errors Due to Image Resolution 
Increasing the resolution helps with extracting fine detail luminance information, 
such as from venetian blinds. Photographing the same setting with lower 
resolution does not affect mean scene luminance since any pixel in the image 
represents luminance averaged over that particular pixel’s solid angle. For low-
detail, less complex settings where it is not important to acquire luminance 
information of small contrasting areas, low resolution images would help decrease 
file size significantly. Also, it would be possible to protect user’s identities when 
collecting lighting data in open offices or outdoors by reducing image resolution 
with sacrificing fine-detail lighting data.  
Following falsecolor image represents the luminance map of the HDR created 
with low-resolution photographs. It was still possible to measure fine detail—
Munsell target chips—with the lowest resolution setting, at the same accuracy 
with the largest file. Comparisons showed that the mean luminance was almost 
the same for all images (high-medium and low resolution) (60.7-62.7cd/m2 with 
2-candela fluctuation due to slight illuminance change—from 96.8 to 97.1 lux—
while photographing the scene). The only difference between the three images 
was the maximum luminance level where the luminance value of the same pixel 
(metal button of the meter case) was changed from 880.65cd/m2 to 1219/91cd/m2 
comparing lowest and highest resolution images. This is due to the increased pixel 
size for low-resolution images where illuminance is averaged over greater pixel 
area compared to high-resolution images.   
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File size reduces from 37MBs to 19MBs when the resolution is reduced from 
4272 by 2848 to 3088 by 2056 pixels. It is possible to store a 10MB HDR image 
(comparable to a single 16MP sensor JPEG) when the resolution is set at 2256 by 
1504 pixels.  
To study the aforementioned possibility of using HDRs for collecting lighting 
data from user occupied environments, the resolution of the largest HDR file was 
reduced by 2000 times of the original image size48. The resultant image had 96 by 
64 pixel resolution and used 22kb of disk space. As seen in the falsecolor 
representation (figure 53) it is no longer possible to resolve luminance contrast of 
fine detail areas with same accuracy (i.e. Munsell gray scale chips), yet the 
average luminance of the scene and luminance gradient patterns remained 
constant. Similar technique can be used for acquiring average luminance values of 
large areas that do not contain fine details.       
 
Figure 52. Studying fine-detail in low-resolution HDRs 
 
                                                 
48 Pfilt program of the Radiance software was used to change resolution while preserving pixel 
radiance. 
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Figure 53. 22kb HDR 
 
Guidelines for optimizing HDR file size and image resolution: 
 Depending on dynamic range and ambient illuminance levels, image 
bracketing can be reduced down to three JPEGs if it is necessary to 
complete photographing in limited time (10% error margin can be 
achieved with three JPEGs, one f-stop apart for scenes with low-
saturated, medium value surface finishes). 
 Reducing the number of JPEGs and image resolution would significantly 
reduce file size especially comparing 12- vs. 3-JPEG HDRs and high and 
low resolution camera settings. Reductions in image resolution may help 
protect users’ identities for open office and outdoor settings, however it 
may also make it difficult to acquire information from fine detail areas 
with high contrast (like venetian blinds). 
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Overall Summary of Guidelines for Reducing Luminance Estimation Errors 
Response function: 
 Literature suggests the use of same camera response function for 
successive HDR constructions. This method would result in getting the 
same errors regardless of the illuminant and in-camera settings. Therefore, 
it is recommended to recalculate the response function for photographing 
multiple settings with varying lamp spectral power distributions, or for 
settings lit with different CT light sources.  
Vignetting:  
 If a circular fisheye lens is necessary to apply cone of vision masks on 
HDR images, it is recommended to use an equisolid projection lens as 
opposed to an equidistant lens since equisolid fisheye lens constructions 
are less prone to vignetting and can be used without vignetting correction 
filters by increasing the f-stop by one or two stops from the largest 
aperture (typically f2.8 or f3.5). It is suggested to follow the incremental 
camera rotation approach to study light fall-off problem for equidistant 
fisheye lenses.   
 For the Sigma 4.5mm APS-C sized fisheye lens, f4 - f11 range was found 
useful and can be used without vignetting correction. Within this range 
different aperture values can be selected based on ambient luminosity 
(scene dynamic range) and sensor-target distance (diffraction limitation). 
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PSF and MTF:  
 Light scattering may adversely affect HDR luminance estimations when 
taking photographs with a fisheye lens. The number of images and sensor 
sensitivity level should be taken into account to reduce scattering and 
image noise when it is unavoidable to exclude light sources from the 
image frame. To minimize error due to point spread, increase ISO speed 
only if the dynamic range cannot be acquired with available aperture and 
shutter values. 
 Researchers are advised to study the spatial resolution of the system they 
are using to minimize luminance errors of areas with high-contrast 
patterns such as window blinds, acoustic panels and building facades with 
solar shading devices. 
Absolute calibration and anchor target reflectance values: 
 If absolute calibration will be performed using a luminance meter, it is 
suggested to take measurements of mid-gray tones without highly 
saturated colors since HDR-based luminance estimation of very light and 
dark surfaces might be affected by MTF and PSF resulting in uneven 
sensor signal gain.   
 If absolute calibration will be performed using an illuminance meter with 
known reflectance targets, it is suggested to determine the error range of 
targets to find an anchor reflectance value if a luminance meter is 
available. If a luminance meter is not available, future research can benefit 
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from the findings of current study and use N6 range of the Munsell gray 
scale (N6 to N6.75) for calibrating indoor setting HDRs (where tested 
illuminance range was between 100-500 lx) and N8 range for daylighting 
conditions. 
 The use of N2 and N9 range (darkest and lightest values) as calibration 
anchors is not recommended, unless they consistently yield low error for 
the tested illuminance categories and light source types.  
White balance, ambient light level and surface color: 
 Canon 450D used in the tests yielded least errors with ‘tungsten’ WB 
setting for daylight conditions and responded to artificial light better with 
‘shade’ and ‘daylight’ WBs. The tests were performed to find out the 
minimum error yielding settings; therefore, if absolute calibration will be 
performed users can utilize the WB setting that matches the CT of the 
illuminant for better color representation. 
 The negative correlation finding between camera’s WB setting and light 
source spectral power needs further research using D65 and D50 reference 
illuminants. It is recommended that researchers use a color checker target 
to examine probable hue shifts when there is wide discrepancy between 
source and camera’s CTs.  
 Although a strong relationship between ambient light level and HDR 
luminance estimation error was not found and a general trend was not 
observed for gray-scale targets (lit under the selected illuminants), low-
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reflectance surface error increase was confirmed for low-key light levels 
regardless of camera’s WB setting and lamp type (please refer to 
following sections for the effect of ambient light level on color targets). 
Therefore, selecting high-reflectance targets for HDR calibration would 
mitigate overall luminance estimation error for interior lighting 
applications.     
 Saturated surface colors and hues with low values would increase 
luminance estimation errors especially without calibration. Absolute 
calibration is recommended when lighting analyses of environments with 
such finishing materials and/or surface colors. However, surface color is 
not a significant contributor to cumulative luminance estimation error for 
low-luminosity environment conditions. Findings showed the usability of 
HDR analyses at photopic and mesopic levels. 
Sensor sensitivity  
 High sensor sensitivity settings were found useful for low light levels to 
minimize exposure duration and the number of images required to cover 
the dynamic range of the scene. For daylight conditions ISO 100 is 
recommended to limit sensor noise, whereas it is possible to use up to ISO 
800 for most interior lighting settings. 
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Metering mode: 
 It is strongly recommended to use the spot metering mode especially for 
systems with fisheye lenses since distortion and AF point location may 
have an adverse effect on luminance estimations for the other modes.  
 Especially for high-contrast environments, spot metering would reduce 
exposure calculation errors. It is recommended to visually inspect image 
histograms to detect over- and under-exposed regions especially for high 
luminance-contrast environments. 
Number of JPEGs and image resolution:  
 Depending on dynamic range and ambient illuminance levels, image 
bracketing can be reduced down to three JPEGs if it is necessary to 
complete photographing in limited time (10% error margin can be 
achieved with three JPEGs, one f-stop apart for scenes with low-saturated, 
medium value surface finishes). 
 Reducing the number of JPEGs and image resolution would significantly 
reduce file size especially comparing 12- vs. 3-JPEG HDRs and high and 
low resolution camera settings. Reductions in image resolution may help 
protect users’ identities for open office and outdoor settings, however it 
may also make it difficult to acquire information from fine detail areas 
with high contrast (like venetian blinds). 
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Recommended settings for Canon 450D with Sigma 4.5mm fisheye lens: 
 The recommended settings to photograph interior lighting conditions that 
range from 100 to 500 lux, using a Canon 450D camera with Sigma 
4.5mm fisheye lens are as follows: f5.6, ISO 100-800, WB set to 
‘daylight’ or ‘shade’, metering set to spot metering, resolution set to 
medium (balancing between fine detail and HDR file size). These settings 
would yield the luminance errors at or below 7% for neutral colored 
settings without performing an illuminance or a luminance meter based 
calibration. For daylighting the errors can be kept below 7% using 
‘tungsten’ WB and ISO 100 sensitivity.     
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PROOF OF CONCEPT 
In order to validate and demonstrate the applicability of HDR photography as a 
tool for analyzing luminance contrast relationships, a quasi-experimental setup 
was prepared—as a proof of concept. In addition to studying the viability of the 
tool using luminance maps, collected data was used: 
a. to explore the relationships between line of sight (independent variable) 
and perceived luminance ratios (dependent variables) and to examine 
whether recommended luminance ratios and luminance contrast values are 
applicable to today’s office task performance requirements, considering: 
(a) artificial, and (b) daylighting conditions 
b. to revisit and study the calibration factor problem taking into account the 
dynamic nature of daylight in a south oriented office setting.  
Description of the Setup and Data Collection Instruments 
The experiment was conducted in Arizona State University’s School of Design 
South Building, in the west room of CDS201—the PhD studio. The west room is 
identical to the east room in floor and glazing area (520ft2, 183ft2 respectively). It 
houses 16 desks which are grouped in two units. The two-desk units are separated 
by fabric covered panels that are placed on north-south axis, perpendicular to the 
façade. The windows are facing south. The single-pane glazing system have 
medium tint (37% transmittance) and is equipped with venetian blinds for solar 
control. The blinds are old, have accumulated dust and are not fully operable. For 
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the artificial lighting condition studies, they were lowered down and the slats 
were tilted down completely to prevent reflections from the glazing unit. For 
studying effects of daylight, the slats were tilted approximately 15° upwards from 
horizontal plane to block direct component of daylight while providing limited 
outdoor view to the users. The general-ambient recessed downlight system does 
not have multi-switch and dimmer control for illuminating different zones. The 
luminaires are fitted with dual Sylvania Octron Eco series T8 fluorescents (25w, 
3500K, 80CRI).  
The two LCD computer screens (an Acer and a Samsung brand) used in the study 
had 23-inch wide angle backlit displays, visible 160° horizontally and vertically. 
Maximum screen luminance for both screens were reported by the manufacturers 
as 300cd/m2 (user setting that would yield the reported luminance is unknown, so 
both screens were set to maximum brightness to achieve equivalence). Screen 
resolutions were also set to maximum value (1920 by 1080 pixels-the native 
setting) to achieve highest special frequency for the given user-screen distance. 
Photographs were taken with the same camera and lens that were used in the 
calibrations tests. An additional protractor was installed to the tripod head 
vertically in order to measure angular displacement for heads-down viewing 
conditions—for viewpoints (VPs) 2 and 4. The height of the camera, its distance 
from the computer screens (to mimic eye height and line of sight), the angular 
relationship between the screens and the font size of the text displayed on the 
screen are calculated and designed with reference to ANSI/HFES standard which 
165 
 
specifies computer workstation and workplace environment requirements49 
(Human Factors and Ergonomics Society, 2007). Experimental setup was 
designed considering primarily ergonomic standards and recommendations for 
computer workstations and using the anthropometric data for US average male50 
(Ahlstrom, 2007; Anshel, 2005; Bridger, 2009; Helander, 2006; Human Factors 
and Ergonomics Society, 2007; McDowell, Fryar, Ogden, & Flegal, 2008; 
Pheasant & Haslegrave, 2006; Salvendy, 1997):   
 The distance between the left (primary) screen and the camera was 23 in. 
and between the right screen and the camera it was 24.5 in. (recommended 
range is between 19.7 in. to 39.4 in. and is also related to visual angle51).  
 The angle between the surface normal lines of the two screens was set at 
38° due to task area (maximum recommended displacement to minimize 
neck strain is 35°).  
 Document holder for task 1 was placed on left side of the primary screen 
at the same distance relative to observer’s eyes and was angled slightly 
inwards. 
 The eye height (camera’s optical center) was set to 44.5 in., measured at 
the middle of the display unit’s top side. Center of the screen was ~13° 
                                                 
49 Although the standard revises and updates the 1988 edition, computer screen recommendations 
are still discussed using the term ‘VDT’, which is an obsolete technology for current office 
settings. 
50 The data and measurements were selected based on the actual user’s eye height (instead of using 
5th percentile female measurements to represent customary design criteria).  
51 Visual angle = 2 ArcTan [(h/2)/distance]  
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below the horizontal eye level due to wide-angle screen dimensions 
(recommended range in ANSI is 15°-20°, and 0°-60° in ISO). 
 Entire task area was designed to fit within 60° below the horizontal eye 
sight.  
In order to represent the nature of office work which has changed after the 
introduction of personal computers (Boyce, 2003), two vertical plane screen-
based tasks were introduced on one of the east-oriented desks (figures 54 & 55). 
For each task, two view directions were set to study the change in perceived task-
background luminance ratios and luminance contrast based on line of sight—
above and below the horizontal plane, and to the left and right sides of the 
primary screen’s (left screen) surface normal (perpendicular line to the plane). 
Task 1: Word processing, using a reference document placed on the document 
holder at an acute angle. The first view direction (VP1) is towards the document’s 
mid-page region and the second one is towards the mouse cursor location (VP2) 
at the left screen. 
Task 2: Working on 3D modeling software on right screen utilizing sketch papers 
and notes placed on the desk, in front of the right screen. The papers on the desk 
were located within the recommended viewing zone for reading and writing tasks 
(25°-40°  below horizontal line of sight) (Egan & Olgyay, 2001). The first view 
direction is towards the mouse cursor on the screen (VP3) and the second one is 
directed towards the notes on the desk (VP4). Positions of the VPs—relative to 
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the top middle side of the left screen (which is perpendicular to the lens’s optical 
center—mimicking eye height)—were as follows: 
VP1: 32.5° due west, 18° below horizontal, VP2: 10° due west, 12° below 
horizontal, VP3: 55° due east, 14° below horizontal,VP4: 47.5° due east, 39° 
below horizontal.      
Artificial lighting study 
In order to stabilize lumen output, the lamps were turned on for 4.5 hours before 
the initiation of data collection. Similarly, the screens were kept on for 3 hours 
before the tests. Illuminance was measured vertically at the lens’s pupil (over the 
lens cap), and over the separation panel surfaces. Horizontal illuminance was 
measured above the desk plane using a ten-point grid. Mean horizontal 
illuminance was 461.8 lx when the screens were on (max 516 lx, min 421 lx) and 
455.8 lx when they were off (max 512 lx, min 418 lx). 
Munsell Classic Color Chart and four N-scale charts were placed on the 
separation panel behind the screens (figure 55). The charts were used to examine 
the necessity of absolute image calibration. Calibration guidelines listed in the 
former chapter were followed to minimize HDR-based luminance estimation 
errors. The target luminances were measured before, during and at the completion 
of data collection to ensure that illuminance levels did not fluctuate. The 
luminance of N8 target chip was 41.93, 41.77 and 41.79 cd/m2 at one-hour 
168 
 
intervals confirming illuminance constancy (3:30am, 4:40am and 5:30am 
respectively52). 
As seen in figure 56, for the artificial lighting condition, absolute calibration was 
not necessary (for f5.6, ISO400, spot metering mode and ‘daylight’ WB). Similar 
to the calibration test findings, N8 yielded the best calibration factor (0.9914), 
yielding the least error. The calibration mean for the 24 target chips were 0.9018. 
Therefore, the HDR images were not calibrated via luminance meter readings.  
Daylight study 
For daylight condition, two additional view directions were introduced. VP1 
represented the line of sight directed 7° east of the left screen’s center line, and it 
was 12° below the horizontal line of sight. VP2 maintained the same heads-down 
position (12° below the horizontal) but the view direction was towards the right 
screen at 30° east of the left screen’s center line. Data for the daylight condition 
were collected from 8:15am to 4:15pm for VP1 and from 8:30 to 4:30 for VP2 
(both at 1-hour intervals) on January 11, 2011. Illuminance readings for the desk 
plane were retrieved from the image files (in jpeg formats).  
 
                                                 
52 Konica Minolta LS-100 luminance meter’s reported repeatability is ±2%, ±2 digits of the 
displayed value for luminance range from 0.001 to 0.999 cd/m2 and ±2% , ±1 digit of the 
displayed value when luminance is at or greater than 1 cd/m2. 
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Figure 54. 3D model of the proposed experimental setup  
 
 
Figure 55. Experimental setup  
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Figure 56. Calibration factor plot for the artificial lighting study  
Calibration Factor Analysis within the Dynamic Nature of Daylit Settings 
In the former chapter, calibrations tests showed the effect of various in-camera 
and environmental variables on HDR-luminance estimation accuracy. One of the 
tested variables is the level of ambient illuminance (with three levels: 100-300-
500 lx). The relationships between illuminance level and calibration factors were 
not strong and it was not possible to observe an overall increasing or decreasing 
trend in calibration factors for the tested lamp types.  
Via the experimental setup, the effect of dynamic illuminance level on calibration 
factors was tested for daylighting by taking hourly scene measurements of 
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Munsell Classic Color Scale chart targets for the two view directions, and 
comparing them with the HDR-based luminance estimations.  
Prior to the illuminance level analyses, ‘daylight’ and ‘tungsten’ WB settings 
were compared for the magnitude of luminance estimation errors they yield under 
same light levels. Similar to the WB calibration test findings, ‘tungsten’ WB 
setting yielded lower errors for the daylight condition when compared to the 
‘daylight’ WB setting (figures 57 & 58). Therefore, daylight data analyses were 
performed using photographs taken with the ‘tungsten’ WB setting. 
Although the use of ‘tungsten’ WB significantly reduced errors and help attain 
better calibration factors, findings were similar to prior calibration test results 
considering the relationship between daylight-based illuminance levels and 
calibration factors (figure 59). The increasing and decreasing trends in calibration 
factors are not related to the changes in illuminance levels and are comparable to 
Chung and Ng’s findings (2010). Further research is necessary to explore whether 
the change is due to the confounding factors such as directionality of light and 
‘direct to diffuse’ ratio. 
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Figure 57. HDR luminance estimations for ‘daylight’ and ‘tungsten’ WB settings  
 
Figure 58. Calibration factors for changing luminance dynamics  
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Figure 59. Calibration factors vs. horizontal illuminance  
Analyzing Luminance Contrast 
IES defines three equations for studying luminance ratios and luminance contrast 
(Kaufman, 1981; Rea, 2000): 
C= (Lt-Lb) / Lb   (eq. 2) 
C= Lt/ Lb    (eq. 3) 
C= (Lmax-Lmin) / (Lmax+Lmin)  (eq. 4) 
The two metrics and their calculation equations (specifically eq.s 2 and 3) are 
used interchangeably in the previous studies although luminance ratio calculations 
(eq. 3) would have provided a better understanding of the magnitude of perceived 
contrast based on direction (i.e. task to background or background to task). The 
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3rd equation is used for contrast calculation of gratings and is seldom used by 
lighting designers53.  
Although the underlying idea is to set measures that “relate to the ability to detect 
a target from its background or to resolve detail within a target” (Boyce, 2003, 
p.68), “there is no agreement on how to measure luminance contrast for complex 
objects” (Peli, 1990 cited in Boyce, 2003, p.68).  
Primarily using task to background ratio (eq. 3), and referring to studies by Bean 
& Hopkins, 1980; Tuow, 1951; Roll & Hentschell, 1987; Tregenza et. al, 1974 
and van Ooyen et. al, 1987 (as cited in Rea, 2000, p. 3-52), IES developed 
recommended luminance ratios (as introduced in the second chapter of this study). 
The following figure illustrates the recommended ratios listed for office settings 
(Rea, 2000, 11-17).  
 
Figure 60. IESNA recommended luminance ratios for VDT workstations   
                                                 
53 It is typically used in contrast sensitivity tests in controlled experimental settings. It may help 
understand the magnitude of contrast threshold levels for modular design elements like venetian 
blinds. 
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IES uses an additional statistic for defining luminance ratios on the ceiling in 
VDT-based office settings—maximum to minimum. The recommended 
maximum to minimum luminance ratios are 4:1 for offices with VDT based tasks 
and 8:1 to 12:1 in offices where both horizontal paper and vertical VDT tasks take 
place (Benya, Heschong, McGowan, Miller, & Rubinstein, 2001). Maximum to 
minimum luminance metric was developed for discussing lighting variance for 
regions of interest. Researchers also utilize maximum to average and/or average 
to minimum metrics for different lighting conditions. These metrics are very 
limited in helping designers understand surface reflectance and uniformity 
characteristics.  
Inanici (2005; 2006) reported maximum to minimum luminance ratios to discuss 
luminance distribution and contrast in a daylit office. The reported luminance 
ratios between the fenestration and the CRT screen’s frame, and between the 
paper task and the fenestration were extremely high (1097:1 and 1330:1, 
respectively). The use of maximum to minimum metric for discussing such 
luminance ratios could be misleading, especially when the findings are compared 
to the IES recommendations. In HDR-based luminance analyses, it is easy to 
retrieve maximum and minimum scene luminance values. However, interpretation 
of the ratio is important since maximum luminance in an HDR image can be due 
to single pixel luminance in a mega pixel area. Moreover, it would be difficult to 
make sense of the metric since a generalizable guideline is not devised. As 
discussed in PSF tests, if there are point light sources in the photographed scene, 
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or the f-stop is set beyond diffraction limitation, scattering may occur. Therefore, 
it is recommended to avoid using the maximum to minimum luminance contrast 
metric especially for evaluating uniformity. Instead, HDR-imaging may be used 
to mask the region of interest and to study standard deviation of luminance values 
for discussing distribution characteristics. Therefore, the area or pixel(s) emitting 
or reflecting maximum and minimum luminance values are easier to detect.  This 
method is exemplified in figure 72, by examining the luminance distribution with 
3D image plots and luminance histograms for selected region—left screen.  
In this study, cone of vision profiles were prepared for each VP for both artificial 
and daylight conditions to analyze luminance contrast. The profiles represent 
foveal, binocular and total vision areas in addition to areas falling within 30°-, 
60°- and 90°-degrees of the foveal vision.  
Architectural features that characterize immediate and remote task backgrounds 
were masked using the binocular field profile (adopted from Inanici & Galvin, 
2004; Kaufman, 1981). Masking particular areas of interest that are within the 
binocular region was found more explanatory as opposed to the adjacent surface 
masking (60° from fovea) used in literature (Araji, 2008). In the literature, in 
addition to the 30° and 60° central regions, 20° and 40° fields were considered for 
studying subjective responses to changing luminance distribution stimuli using 
rectilinear images (Loe, Mansfield, & Rowlands, 1994, 2000).     
Besides the mentioned problems pertaining to scene complexity and uniformity 
analyses, literature on luminance ratios and luminance contrast metrics lack viable 
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information on the definition of remote background for a given task. For example, 
if a workstation was placed adjacent to a wall, the area of the wall that subtends 
within the cone of vision would be defined as the immediate background of a 
horizontal or vertical task located on the workstation. However, it is not clear 
whether the wall would be defined as the remote background of the same task 
when the workstation is located at 3 or 6 or 9 feet away from it. The task-
background relationship should also be defined based on the task size. 
Task and background masks were prepared in Adobe Photoshop. Masked regions 
were painted in black (to represent binary 0). Then, they were subtracted from the 
original HDRs to calculate the luminance values of the regions of interest. Image 
subtraction and luminance calculations were completed using Radiance programs, 
specifically, ‘evalglare’ which was originally developed for calculating daylight 
glare ratings. The program was found useful for acquiring solid angles of the 
masked regions that subtend from the line of sight.  
The luminance ratios for artificial and daylight conditions are listed in tables 25 
and 27, and presented in figures 62-71. As the findings suggest, the luminance 
ratios published by the IESNA no longer represent today’s vertical-task based 
office environment requirements. The primary reason for this change can be 
attributed to high luminance computer screens. Since the tasks became light 
emitters as opposed to reflectors, the contrast ratios are exceeding the suggested 
ranges. Second problem affecting luminance ratios is increasing task sizes 
(figures 62-65 and table 26). Computer screen tasks are significantly larger than 
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traditional paper sized tasks (task 1, Ω54=0.1 for letter sized paper and Ω=0.2 for a 
23-inch screen; task 2, Ω=0.14 for legal sized paper and Ω=0.18 for a 23-inch 
screen when both tasks are located within 45° central region around fovea).  
The differences between suggested and calculated ranges are most problematic for 
the vertical task and its remote-background interactions as well as paper vs. 
digital tasks. The rise in computer screen-based task luminance values (compared 
to former CRT screens) indicates possible decrease of luminance ratios between 
task and its background (artificial light condition study showed approximately 1:1 
and 1.5:1 as opposed to 1:3 ratio between the computer screen and its immediate 
background). The problem is also evident for daylighting conditions (please refer 
to table 27 for percent differences between recommended ratios for task-
horizontal immediate background relationships). 
These findings indicate the necessity of revisiting interior design surface 
reflectance characteristics, color choices and workstation design decisions. Also, 
there is little known about the effects of adaptation luminance levels on visual 
performance, luminance contrast sensitivity and brightness perception. Ishida and 
Iriyama (2003) found out that contrast variations are affected by luminance 
distribution. Larger variances yielded higher contrast threshold levels even though 
the immediate background’s mean luminance stayed constant. HDR imaging tool 
can be used to assess threshold level task performances in interiors to help 
researchers develop adaptation level models.  
                                                 
54 Solid angle in steradians. 
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HDR image analyses for the daylight condition allowed the detection of 
luminance contrast change throughout the day in a typical office setting. For 
example, quantifying the change of luminance contrast between screen and 
immediate horizontal background (m1:m4) for the first task confirmed problems 
related to steep illumination gradient caused by the south oriented single-side 
daylighting approach (the ratios fluctuated between 2:1 and 11:1).   
There is limited acculturation between optics and design research domains 
although substantial amount of information is available on eye movement, visual 
search and reading (Ditchburn, 1973; Rayner, 1983). HDR-imaging would 
provide new insights to saccadic eye movement research and luminance contrast 
by mimicking the line of sight and gaze position for all the lines and the words in 
a text. If an equisolid fisheye projection is used, vertical illuminance for each 
saccade can be calculated with HDR images to account for the effect of light on 
eye lobe (considering eye-lid positions) (Inditsky, Bodmann, & Fleck, 1982).  
Vertical illuminance calculations for different view directions can be calculated 
by equating unit radiance in the hemispherical fisheye image to horizontal plane 
radiance. This equation is similar to cosine correction method of illuminance 
meters. For any hemisphere of radiance B(θ,Ø) the horizontal irradiance is (Ward 
& Shakespeare, 2003, p.353): 
 
For a uniform hemispherical source (i.e. uniform sky), 
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This simplification explains that illuminance is a product of π for the mean 
luminance of the total circular area in an HDR image. Figure 61 shows the 
falsecolor representation of the ceiling, photographed at the horizontal task plane 
height. Illuminance was derived by masking the circular region to calculate the 
mean luminance. The result was compared with the illuminance meter 
measurement taken at the same position and height. HDR based illuminance 
estimation was 19% below the meter’s reading without absolute calibration, as a 
result of non-uniform hemispherical luminance. Error percent would be reduced 
by calibrating the HDR images and using the method for luminous and indirectly 
illuminated ceilings where the distribution would be more uniform. Ceiling 
images can also be used to mask single or a group of luminaires to calculate the 
magnitude of their impact on the illuminance at a given point or task plane. Also, 
the approach would be used for determining illuminance loss at the task plane due 
to obstructions in the office environment (such as desk partitions). It would be 
possible to validate the obstruction loss percents proposed by earlier studies 
(Leung, Lupton, & Carter, 1994). 
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Figure 61. Office ceiling, falsecolor representation and luminaire masking   
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Figure 62. Artificial lighting-vision masks for Task1-VP1 
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Figure 63. Artificial lighting-vision masks for Task1-VP2  
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Figure 64. Artificial lighting-vision masks for Task2-VP3  
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Figure 65. Artificial lighting-vision masks for Task2-VP4  
 
 
 
 
 
186 
 
Table 25 
Calculated and Recommended Luminance Contrast Differences-Artificial Lighting   
TASK1-VP1 Luminance contrast 
Paper: Calculated IES recommended % difference 
Ceiling 3.4:10 1:12 -75.27 
West wall 7.7:10 1:10 -87.03 
Remote background 10:10 10:1 888.52 
Immediate background-h 14.6:10 1:3 -77.39 
Immediate background-v 12:10 1:3 -72.40 
Left screen 7:10 3:1 327.69 
TASK1-VP2 Luminance contrast 
Left screen: Calculated IES recommended % difference 
Ceiling 4.3:10 1:12 -80.56 
West wall 11:10 1:10 -91.10 
Remote background 9.2:10 10:1 227.53 
Immediate background-h 22.3:10 1:3 -85.19 
Immediate background-v 26.2:10 1:3 -87.42 
Paper 15:10 3:1 99.90 
TASK2-VP3 Luminance contrast 
Right screen: Calculated IES recommended % difference 
Ceiling 1.6:10 1:12 -75.27 
Remote background 7.8:10 1:10 282.92 
Immediate background-h 6.1:10 10:1 -77.39 
Immediate background-v 19.6:10 1:3 -72.40 
Paper 3.7:10 3:1 327.69 
TASK2-VP4 Luminance contrast 
Paper: Calculated IES recommended % difference 
Remote background 61.7:10 10:1 -51.39 
Immediate background-h 21.6:10 1:3 -84.78 
Immediate background-v 24.6:10 1:3 -86.57 
Right screen 28.3:10 3:1 5.96 
Left screen 9.9:10 3:1 202.31 
 
187 
 
Table 26 
Mean Luminance Values and Solid Angles for Masked Regions 
VP1 
Left 
screen 
(m1) 
Remote 
background 
(m2) 
Fenestration 
(m3) 
Immediate 
background-
hor. (m4) 
Immediate 
background-
ver. (m5) 
Ω 0.25 0.33 0.05 0.4 0.465 
Time Mean luminance (cd/m2) 
8:15 47.30 77.56 455.78 6.55 20.23 
9:15 52.61 451.02 2615.05 26.72 42.23 
10:15 62.66 363.77 1968.03 26.17 45.80 
11:15 60.83 271.83 1103.37 38.04 56.29 
12:15 55.34 209.56 938.09 24.87 42.04 
1:15 52.18 133.50 716.14 10.07 26.55 
2:15 46.39 183.60 849.93 18.29 34.04 
3:15 45.70 126.55 556.40 14.20 32.29 
4:15 47.76 46.87 241.83 4.18 19.68 
VP2 
Left 
screen 
(m1) 
Remote 
background 
(m2) 
Fenestration 
(m3) 
Immediate 
background-
hor. (m4) 
Immediate 
background-
ver. (m5) 
Ω 0.23 0.32 0.15 0.46 0.47 
Time Mean luminance (cd/m2) 
8:30 35.52 269.05 490.12 22.59 36.34 
9:30 46.52 575.63 1042.09 39.61 45.97 
10:30 53.27 542.47 1042.32 22.76 39.37 
11:30 54.93 724.07 1279.53 63.10 56.68 
12:30 45.16 549.28 955.67 41.61 44.71 
13:30 47.03 343.31 637.81 18.35 32.25 
14:30 48.51 352.10 615.77 21.59 34.08 
15:30 43.08 218.04 364.95 19.12 33.92 
16:30 37.55 98.75 175.51 10.87 29.45 
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Figure 66. Daylighting-luminance ratios-VP1-8:15am-10:15am 
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Figure 67. Daylighting-luminance ratios-VP1-11:15am-1:15pm 
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Figure 68. Daylighting-luminance ratios-VP1-1:15pm-4:15pm 
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Figure 69. Daylighting-luminance ratios-VP2-8:30am-10:30am 
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Figure 70. Daylighting-luminance ratios-VP2-11:30am-1:30pm 
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Figure 71. Daylighting-luminance ratios-VP2-2:30am-4:30am 
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Table 27 
Differences Between Calculated and Recommended Luminance Contrast-Daylight   
VP1 Left screen: 
Remote 
bckgr. Fenestration Immediate-h Immediate-v 
IES: 10:1 1:10 1:3 3:1 
Calc. % diff. Calc. % diff. Calc. % diff. Calc. % diff. 
Ti
m
e 
8:15 6:10 93.9 1:10 -3.79 72:10 -2087.46 23:10 22.04 
9:15 1.2:10 98.83 0.2:10 79.88 20:10 -496.67 13:10 58.48 
10:15 1.7:10 98.28 0.3:10 68.16 24:10 -625.55 14:10 54.40 
11:15 2.2:10 97.76 0.6:10 44.87 16:10 -384.52 11:10 63.98 
12:15 2.6:10 97.36 0.6:10 41.01 22:10 -574.28 13:10 56.12 
1:15 4:10 96.09 0.7:10 27.14 52:10 -1470.05 20:10 34.49 
2:15 2.5:10 97.47 0.5:10 45.41 25:10 -668.83 14:10 54.57 
3:15 3.6:10 96.39 0.8:10 17.86 32:10 -875.43 14:10 52.82 
4:15 10:10 89.81 2:10 -97.50 11:10 -3362.36 24:10 19.11 
VP2 Right screen: 
Remote 
bckgr. Fenestration Immediate-h Immediate-v 
IES: 10:1 1:10 1:3 3:1 
Calc. 
% 
diff. Calc. % diff. Calc. % diff. Calc. % diff. 
Ti
m
e 
8:30 1.3:10 98.68 0.7:10 27.54 15.7:10 -376.36 9.8:10 67.42 
9:30 0.8:10 99.19 0.4:10 55.36 11.7:10 88.26 10:10 66.27 
10:30 1:10 99.02 0.5:10 48.89 23.4:10 76.59 13.5:10 54.90 
11:30 0.8:10 99.24 0.4:10 57.07 8.7:10 91.30 9.7:10 67.70 
12:30 0.8:10 99.18 0.5:10 52.75 11:10 89.15 10:10 66.34 
1:30 1.4:10 98.63 0.7:10 26.27 25:10 74.38 14.5:10 51.38 
2:30 1.4:10 98.62 0.8:10 21.23 22:10 77.54 14.2:10 52.55 
3:30 2:10 98.02 1.2:10 -18.03 22.5:10 77.47 12.7:10 57.67 
4:30 3.8:10 96.20 2.1:10 -113.95 34.5:10 65.46 12.8:10 57.50 
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Figure 72. Maximum to minimum luminance analysis 
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CONCLUSION  
Summary of the Research 
This study has proposed HDR imaging analysis method as a diagnostic tool for 
studying lighting quality in interior settings. It originated from the limitations in 
lighting quality assessments, particularly from the problematic nature of 
measuring luminance contrast—a significant lighting quality definer.  
There are only a few number of studies aimed at validating the use of HDR 
imaging approach for architectural lighting research. There is not a guideline or a 
reference for researchers that provide information on setting in-camera variables 
considering illuminant characteristics and luminous environment conditions. In 
this sense, the study is unique since it provides systematic and detailed camera 
calibration tests exploring the effect of lens and light source geometry (i.e. 
vignetting, point spread and modulation transfer functions), in-camera variables 
(i.e. spectral response, sensor sensitivity, metering mode,), and environmental 
variables (i.e. ambient light level, surface color and reflectance, light source 
spectral power distribution) on the accuracy of HDR-image-derived luminance 
data. The calibration test findings are used to create camera setup and calibration 
guidelines for future research, which can be acknowledged as HDR image 
analysis protocols that help mitigate operator- and instrument-originated errors 
while collecting photographic data.  
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In the second chapter, successes and limitations of former lighting quality metrics 
are discussed pointing out the problematic nature of lighting quality context. The 
discussions also address problems pertaining to the luminance contrast metric. 
Inconsistencies amongst the studies that formed the bases of luminance contrast 
metric and its recommendation charts are revealed. Literature review on 
luminance contrast focuses both on its measurement methods and different uses of 
the metric—specifically discussing studies that investigate the magnitude of 
brightness perception and changes in human’s subjective impressions and spatial 
judgments when luminance and luminance contrast are altered. After presenting 
the scope and limitations of former luminance and luminance contrast-based 
lighting research, HDR imaging method is introduced. HDR construction methods 
and HDR imaging implications in different fields of research and application such 
as image-based lighting and photography are discussed. 
The third chapter begins with the meta-analytic review of 30 HDR-based lighting 
studies. The detailed review helped identify sources of luminance estimation 
errors that are used for proposing the eight-step camera calibration tests. Tests are 
designed to provide researchers the least error yielding variable combinations to 
use HDRs with or without absolute calibration. Therefore, each test is followed by 
guidelines aimed at reducing errors. A general list of guidelines is provided at the 
end of the chapter as a synthesis of the findings. 
Proof of concept chapter demonstrates the use of the tool with a quasi-
experimental setup where luminance contrast ranges are examined based on line 
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of sight and task-background relationships. The findings showed that today’s 
computer intensive office tasks may necessitate revisiting the luminance contrast 
charts provided by lighting authorities like IESNA, since calculated ratios—
especially, for the task-immediate background relationships—fall beyond the  
recommended ranges. In addition to validating the use of the tool, insights on 
possible uses of the tool in other research domains are provided.      
Contributions 
There are two major contributions of this dissertation:  
1. To the body of lighting research—considering the metrics in use and the 
methods of collecting lighting quality data.  
Revealing normative practices in lighting quality research, it emphasizes the 
necessity of modifying dated guidelines. It is not possible to investigate the effect 
of task and lighting design changes in current work environments on visual 
perception (including performance, acuity and impressions) using solely former 
quality metrics. The proposed tool allows researchers to: 
 collect on-site data, providing insights into: 
o the dynamic nature of the luminous environment (considering 
daylighting and, occupant controlled artificial lighting systems), 
o  luminance distribution based on luminaire photometry, 
o  the changing nature of tasks and their sizes in the visual field, 
o  the obstructions in space that affect light distribution.  
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 test the viability of former quality metrics and statistics such as maximum 
to minimum luminance ratio, maximum to average luminance ratio, 
coefficient of variation (Howlett, L., & McHugh, 2007), to consider 
revisions or developing new metrics, 
 bridge the gap between subjective and quantifiable aspects of lighting 
o by exploring human’s psychological responses to luminance 
patterns and distributions (on horizontal and vertical planes and 
tasks with falsecolor and standard deviation analyses), 
o by examining spatial and luminaire-based apparent brightness 
issue. 
 revisit research findings on saccadic eye movement, eye and neck strain 
by photographically mimicking head and eye position and incrementally 
altering their movements to explore effects of luminance contrast change 
in the foveal area on visual perception.  
2. To the body of HDR image based lighting analyses by providing data 
collection protocols that minimize luminance estimation errors with and without 
absolute image calibration. 
Examining the magnitude of the effect of the identified error sources provides the 
following outcomes: 
Response function: 
 Literature suggests the use of same camera response function for 
successive HDR constructions. This method would result in getting the 
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same errors regardless of the illuminant and in-camera settings. Therefore, 
it is recommended to recalculate the response function for photographing 
multiple settings with varying lamp spectral power distributions, or for 
settings lit with different CT light sources.  
Vignetting:  
 If a circular fisheye lens is necessary to apply cone of vision masks on 
HDR images, it is recommended to use an equisolid projection lens as 
opposed to an equidistant lens since equisolid fisheye lens constructions 
are less prone to vignetting and can be used without vignetting correction 
filters by increasing the f-stop by one or two stops from the largest 
aperture (typically f2.8 or f3.5).  
 For the Sigma 4.5mm APS-C sized fisheye lens, f4 - f11 range was found 
useful and can be used without vignetting correction. Within this range 
different aperture values can be selected based on ambient luminosity 
(scene dynamic range) and sensor-target distance (diffraction limitation). 
PSF and MTF:  
 Light scattering may adversely affect HDR luminance estimations when 
taking photographs with a fisheye lens. The number of images and sensor 
sensitivity level should be taken into account to reduce scattering and 
image noise when it is unavoidable to exclude light sources from the 
image frame. To minimize error due to point spread, increase ISO speed 
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only if the dynamic range cannot be acquired with available aperture and 
shutter values. 
 Researchers are advised to study the spatial resolution of their systems to 
minimize luminance errors of areas with high-contrast patterns such as 
window blinds, acoustic panels and building facades with solar shading 
devices. 
Selecting anchor target reflectance values for absolute calibration: 
 If absolute calibration will be performed using a luminance meter, it is 
suggested to take measurements of mid-gray tones without highly 
saturated colors since HDR-based luminance estimation of very light and 
dark surfaces might be affected by MTF and PSF resulting in uneven 
sensor signal gain.   
 If absolute calibration will be performed using an illuminance meter with 
known reflectance targets, it is suggested to determine the error range of 
targets to find an anchor reflectance value if a luminance meter is 
available. If a luminance meter is not available, future research can benefit 
from the findings of current study and use N6 range of the Munsell gray 
scale (N6 to N6.75) for calibrating indoor setting HDRs (where tested 
illuminance range was between 100-500 lx) and N8 range for daylighting 
conditions. 
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 The use of N2 and N9 range (darkest and lightest values) as calibration 
anchors is not recommended, unless they consistently yield low error for 
the tested illuminance categories and light source types.  
White balance, ambient light level and surface color: 
 Canon 450D used in the tests yielded least errors with ‘tungsten’ WB 
setting for daylight conditions and responded to artificial light better with 
‘shade’ and ‘daylight’ WBs. The tests were performed to find out the 
minimum error yielding settings; therefore, if absolute calibration will be 
performed users can utilize the WB setting that matches the CT of the 
illuminant for better color representation. 
 It is recommended that researchers use a color checker target to examine 
probable hue shifts when there is wide discrepancy between source and 
camera’s CTs.  
 Although a strong relationship between ambient light level and HDR 
luminance estimation error was not found and a general trend was not 
observed for gray-scale targets (lit under the selected illuminants), low-
reflectance surface error increase was confirmed for low-key light levels 
regardless of camera’s WB setting and lamp type (please refer to 
following sections for the effect of ambient light level on color targets). 
Therefore, selecting high-reflectance targets for HDR calibration would 
mitigate overall luminance estimation error for interior lighting 
applications.     
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 Saturated surface colors and hues with low values would increase 
luminance estimation errors especially without calibration. Absolute 
calibration is recommended when lighting analyses of environments with 
such finishing materials and/or surface colors. However, surface color is 
not a significant contributor to cumulative luminance estimation error for 
low-luminosity environment conditions. Findings showed the usability of 
HDR analyses at photopic and mesopic levels. 
Sensor sensitivity  
 High sensor sensitivity settings are found useful for low light levels to 
minimize exposure duration and the number of images required to cover 
the dynamic range of the scene. For daylight conditions ISO 100 is 
recommended to limit sensor noise, whereas it is possible to use up to ISO 
800 for most interior lighting settings. 
Metering mode: 
 It is strongly recommended to use the spot metering mode especially for 
systems with fisheye lenses since distortion and AF point location may 
have an adverse effect on luminance estimations for the other modes.  
 Especially for high-contrast environments, spot metering would reduce 
exposure calculation errors.  
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Number of JPEGs and image resolution:  
 Depending on dynamic range and ambient illuminance levels, image 
bracketing can be reduced down to three JPEGs if it is necessary to 
complete photographing in limited time (10% accuracy can be achieved 
with three JPEGs, at one f-stop intervals for scenes with low-saturated, 
medium value surface finishes). 
 Reducing the number of JPEGs and image resolution would significantly 
reduce file size especially comparing 12- vs. 3-JPEG HDRs, and high and 
low resolution camera settings. Reductions in image resolution may help 
protect users’ identities when photographing office and outdoor settings; 
however it may also make it difficult to acquire information from fine 
detail areas with high contrasts (like venetian blinds). 
Recommended settings for Canon 450D with Sigma 4.5mm fisheye lens: 
 The recommended settings to photograph interior lighting conditions that 
range from 100 to 500 lux, using a Canon 450D camera with Sigma 
4.5mm fisheye lens are as follows: f5.6, ISO 100-800, WB set to 
‘daylight’ or ‘shade’, metering set to spot metering, resolution set to 
medium (balancing between fine detail and HDR file size). These settings 
would yield the luminance errors at or below 7% for neutral colored 
settings without performing an illuminance or a luminance meter based 
calibration. For daylighting the errors can be kept below 7% using 
‘tungsten’ WB and ISO 100 sensitivity. 
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Future Research  
As a future research direction, possibility of developing new metrics for 
evaluating lighting conditions in complex work environments can be explored. 
Using the tool, all former glare metrics can be subjected to sensitivity analyses by 
changing the view parameter in degree increments similar to line of sight 
alterations performed in this study. Especially in open office environments (with 
multiple task planes), such detailed analyses are important, since users are not 
always looking at the tasks, but they also change their view directions to look at 
different focal points in an attempt to relax eye muscles.  
The tool can be utilized for a better understanding of the parameters and factors 
for user-controlled shading devices, and for the assessment of automated shading 
systems, in terms of their success in balancing the lighting and thermal conditions. 
Using time-lapse photography and capturing work environments throughout the 
work hours would provide data for the betterment of existing design conditions, 
for analyzing the visual comfort effects of different shading devices on workers, 
and detailed analyses of task contrast ratios for a wide-range of office tasks. Low-
resolution images can be utilized to maintain users’ privacy while collecting long-
term data. 
The calibration tests would be applied to point-and-shoot type consumer grade 
cameras with non-fisheye lens constructions to examine the possibility of using 
small-sized sensor systems. For consumer grade cameras, panoramic image 
stitching can be explored as an alternative to fisheye image photography to reduce 
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system costs and to lessen data loss at image periphery due to extreme lens 
distortion of fisheye lenses.  
The calibration flowchart provided in the study can be used for developing 
graphical user interfaces that can help designers acquire vignetting information on 
the lens they are using, examine images for dead and hot pixels, calculate 
diffraction limitation for different aperture stops for changing object distances, 
analyze the magnitude of sensor noise for sensor sensitivity changes and compare 
HDR luminance estimation errors based on number of JPEGs to optimize HDR 
file size. 
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