Abstract. We prove exponential decay of energy for solutions of the damped wave equation on compact hyperbolic surfaces with regular initial data as long as the damping is nontrivial. The proof is based on a similar strategy as in [DyJi17] and in particular, uses the fractal uncertainty principle proved in [BoDy16] .
Introduction
In this paper, we always let M be a compact (connected) hyperbolic surface (with constant negative curvature −1) and ∆ be the Laplace-Beltrami operator on M. We investigate the long time behavior of the damped wave equation on M with damping function a ∈ C ∞ (M) such that a ≥ 0 but a ≡ 0: Our main theorem is the exponential decay of the energy for solutions to (1.1) with regular initial conditions. Theorem 1.1. For every s > 0, there exist constants C and γ = γ(s) > 0 such that for any (v 0 , v 1 ) ∈ H s = H s+1 (M) × H s (M), we have exponential decay of the energy:
(1.3)
1.1. Eigenvalue problem. The decay of the energy is closely related to the spectrum of the operator
(1.4)
The strongly continuous semigroup e −itB , t ≥ 0 maps (v 0 , iv 1 ) ∈ H to (v(t), i∂ t v(t)) where v is the solution of the damped wave equation (1.1).
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It is well known that (see e.g. [Le96] ) the spectrum of B consists of a discrete sequence of eigenvalues with each eigenspace finite dimensional. For τ ∈ Sp(B), there is u ∈ H 1 such that v(t, x) = e −itτ u(x) satisfies the equation (1.1) and thus u is an eigenfunction of the (nonlinear) eigenvalue problem P (τ )u := (−∆ − τ 2 − 2iaτ )u = 0.
(1.5)
The spectrum Sp(B) is symmetric with respect to the imaginary axis and is contained in {−2 a ∞ ≤ Im τ ≤ 0}. Moreover the only real eigenvalue is τ = 0 which is simple with eigenfunctions being constant functions. If Re τ = 0, we have − a ∞ ≤ Im τ < 0, (see [No11] ).
For any T > 0, we define a function on the unit cosphere bundle S * M by
where π : S * M → M is the natural projection and ϕ t is the geodesic flow on S * M (see Section 2.1). We also define the minimal and maximal asymptotic damping constants to be (1.7)
Then there are only finite number of eigenvalues of B with Im τ ∈ (−a + − ε, −a − + ε) for any ε > 0 (see Lebeau [Le96] ). Note that if there is a closed geodesic not intersecting supp a, then a − = 0.
The main step to prove Theorem 1.1 is to establish a spectral gap for B as Re τ → ∞.
Theorem 1.2. There exists β, C 0 > 0 such that for any τ ∈ Sp(B) with | Re τ | ≥ C 0 , we have Im τ < −β. In particular, essential spectral gap given in Theorem 1.8, see also [Hi03] . We refer to these references for details.
Previous results.
On a general compact manifold, the solution to the equation (1.1) stabilizes by any damping: for any (v 0 , v 1 ) ∈ H, E(v(t)) → 0 as t → +∞, (see e.g. [No11] ). However, uniform exponential decay of energy for all (v 0 , v 1 ) ∈ H is equivalent to the geometric control condition (see e.g. [BLR92] ) for Ω = {a > 0}:
There exists L = L(M, Ω) > 0 s.t. every geodesic of length L on M intersects Ω. (1.9) (Or equivalently, with the notation (1.6), a L > 0 everywhere for some L > 0.) This was first proved by Rauch-Taylor [RaTa75] in various settings, see also Bardos-Lebeau-Rauch [BLR92] , Lebeau [Le96] , and Hitrik [Hi03] . In particular, Lebeau [Le96] determined the optimal exponential decay rate
where G is the spectral gap defined in (1.8) and a − is the minimal asymptotic damping constant defined in (1.7). Note that the positivity of the spectral gap G is not enough to ensure the uniform exponential decay, as shown by an example in Lebeau [Le96] for which G > 0 but γ max = a − = 0. (See also [Re94] .)
When the geometric control condition (1.9) fails, there are no uniform decay for initial data in H. But for regular initial data in H s for some s > 0, it is possible to obtain some uniform decay. In the most general situation, Lebeau [Le96] showed that there is a uniform logarithmic decay of energy for initial data in H s which is also optimal as shown by an example with an elliptic closed geodesic not passing {a > 0} in the same paper.
For special manifolds, we may get better decay rates for initial data in H s with s > 0. For example, Anantharaman-Léautaud [AnLe14] proved a sharp polynomial decay rate on tori (or square), see also earlier work of Liu-Rao [LiRa05] and Phung [Ph07] . Other examples with polynomial decay rates were shown by Burq [LeLe17] . When the "undamped set" is a single hyperbolic closed orbit, Chrisitianson [Ch07, Ch10] showed that there is a subexponential decay which is also optimal in general as shown by an example of . This has been further generalized to the situation where the "undamped set" is normally hyperbolic by Christianson-Schenck-Vasy-Wunsch [CSVW12] and hyperbolic with small pressure in the same paper and by Nonnenmancher-Rivière [Re14, Appendix] .
On manifolds with negative curvature, Schenck [Sc10, Sc11] proved exponential decay for initial data in H s with s > 0 under a pressure condition which holds if the "undamped set" is thin and the damping is strong enough (see also Nonnenmacher [No11] for a condition on the "least damped set"). Our result removes this condition for compact hyperbolic surfaces.
The geodesic flows on negatively curved manifolds are chaotic, in particular, Anosov, so the damped wave equation can be viewed as an example of damped quantum chaotic system. Both the results of Schenck and the present paper use techniques from the study of parallel closed or open quantum chaotic systems. In particular, Schenck uses the hyperbolic dispersive estimates from the work of Nonnenmacher-Zworski [NoZw09-1] on the pressure gaps of general open quantum chaotic systems, which is based on the ideas from earlier work of Anantharaman-Nonnenmancher [AnNo07] and Anantharaman [An08] proving lower bounds on entropy of semiclassical measures for Laplacian eigenfunctions on Anosov manifolds.
In our paper, we adapt the approach from a joint work with Dyatlov [DyJi17] which shows that semiclassical measures for Laplacian eigenfunctions on compact hyperbolic surfaces have full support. The key idea in [DyJi17] is a new approach called fractal uncertainty principle developed by Dyatlov-Zahl [DyZa16] and Bourgain-Dyatlov [BoDy16] to obtain essential spectral gaps for convex co-compact hyperbolic surfaces when the pressure condition fails. We refer to the papers above and references there for a detailed discussion of the fractal uncertainty principle and other aspects of quantum chaotic systems.
Finally, we mention that the eigenvalues of B satisfy a Weyl law which is proved by Markus-Matsaev [MaMa82] , see also Sjöstrand [Sj00] . Sjöstrand [Sj00] also establish a concentration result on the imaginary parts of eigenvalues in a potentially smaller strip than Im τ ∈ (−a − , −a + ). In the case of manifolds with ergodic geodesic flow (which is true for compact hyperbolic surfaces), Sjöstrand's result states that most eigenvalues are near the line Im τ = − a M where a M is the average of a over M. Anantharaman [An10] refined this statement by showing a deviation result on the imaginary parts of eigenvalues. We refer to these references for a further discussion of the the distribution of eigenvalues of B.
1.3. Organization of the paper. The paper is organized as follows. In Section 2, we review some basic facts about hyperbolic surfaces and semiclassical analysis, especially the exotic symbol calculus (section 2.3) developped in [DyZa16] and [DyJi17] . Then we formulate Theorem 2.2 about the decay of a general semiclassical damped propagator localizing near the energy surface. In Section 3, we prove Theorem 2.2 using a similar strategy as in [DyJi17] . Roughly speaking, we separate the energy surface into the "damped" part and the "undamped" part. The damped part has a natural decay while the undamped part is "fractal" which allows us to use the fractal uncertainty principle to obtain the decay. Finally in Section 4, we prove Theorem 1.1 and 1.2 by establishing a polynomial resolvent bound and adapting the standard arguments.
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Preliminaries
In this part, we review some basic setup as in [DyJi17, §2] as well as some modification we need to study the damped wave equation (1.1).
2.1. Dynamics of the geodesic flows on hyperbolic surfaces. Let (M, g) be a compact hyperbolic surface and T * M \ 0 denote the cotangent bundle (x, ξ) ∈ T * M with the zero section removed. Let p ∈ C ∞ (T * M \ 0; R) be defined by
Then the homogeneous geodesic flow is the Hamiltonian flow of p,
We also write S * M = p −1 (1) to be the unit cosphere bundle.
From now on, we always assume that M is orientable; if not, we may pass to a double cover of M. For the definition of the anisotropic calculi later (Section 2.3), we need the following notation for the weak stable/unstable spaces:
Here we use an explicit frame on T * M \ 0 consisting of four vector fields
where H p is the generator of ϕ t , D = ξ · ∂ ξ is the generator of dilations and the vector fields U ± are defined on S * M as stable/unstable horocyclic vector fields and extended homogeneously to T * M \ 0, so that the following commutation relations hold: 
We also write Ψ Applying sharp Gårding inequality (see [Zw12, Theorem 4 .32]) to the operator I − A * A, we have the following L 2 -norm bound on pseudodifferential operators:
, we use an operator P ∈ Ψ comp h with principal symbol p near the energy surface S * M instead of −h 2 ∆ for convenience. We fix a function
and define the operator
By the functional calculus of pseudodifferential operators, see [Zw12, Theorem 14 .9] or [DiSj99, §8], we have
(2.9)
The flow ϕ t is quantized (at least near S * M) by the unitary propagator
, we use the notation
and t is bounded uniformly in h, then Egorov's theorem [Zw12, Theorem 11.1] implies that
(2.12) 2.3. Anisotropic calculi and long time propagation. To handle the propagation up to logarithmic time, we need a general calculus introduced in [DyZa16, §3] and in particular, the version developed in [DyJi17, Appendix]. Here we briefly review the definition and some basic properties and refer the reader to the references above for the details.
, and supported in an h-independent compact subset of T * M \ 0; (2) a satisfies the derivative bounds
. . , Z k , and ε but does not depend on h.
In terms of the frame (2.4), the derivative bounds (2.13) become
is an h-independent symbol, then it follows from the commutation relations (2.5) that
defined in [DyJi17, Appendix] , following the same construction as in [DyZa16, §3] . In particular the operators in these classes are pseudolocal and bounded on L 2 (M) uniformly in h. However, the remainders will become O(h 1−ρ−ρ ′ ) or O(h 1−ρ− ) because of the assumptions on derivatives (2.13).
We also have the following (non-canonical) quantization procedures
h,L,ρ calculus satisfies a version of Egorov's Theorem with logarithmically long time:
14)
Finally, we have the following norm bound similar to (2.6), which is a consequence of sharp Gårding inequality (applying to (sup
2.4. Semiclassical eigenvalue problem and damped propagator. We consider the following general semiclassical eigenvalue (or more precisely, quasimode) problem
Here the principal part P is defined as in (2.8) and Q = Q(z) is a family of operators holomorphically depending on the parameter z (or equivalently ω in a fixed neighborhood of 0 in C). Moreover Q = Q(z) satisfies
and its principal symbol
is independent of z and q ≡ 0 on S * M. We shall also assume that
Now we turn to the Schrödinger equation ih∂ t Ψ = P(z, h)Ψ associated to the eigenvalue problem (2.17) and denote by
the solution operator. We call U q (t) the damped propagator.
For t bounded uniformly in h, we consider the following operators
by the product rule, we have
where for Q we use the notation (2.11). By Egorov's theorem, we have Q(t) ∈ Ψ comp h uniformly in t with symbol q(t) = q • ϕ t and thus we get
(2.24)
Similarly, (or using
Lemma 2.1. For any t ≥ 0 fixed,
Proof. Since q ≥ 0, we see 0 < v ± (t) ≤ 1 and thus by (2.6),
This finishes the proof of (2.25) since U 0 (−t) is unitary. To see (2.26), we only need to let t = t 0 k with t 0 uniformly bounded in h and k ∈ N such that k ≤ C log(1/h). Using (2.25) for U q (t 0 ), we have
2.5. Decay of the damped propagator and spectral gap. In the next section, we prove the following result on the decay of the damped propagator after very long time.
The choice of the time here corresponds to twice the Ehrenfest time. To state the theorem, we first introduce a microlocal cutoff operator Π :
defined by functional calculus with
Here δ ∈ (0, 1/4) is small enough, chosen depending on q later in (3.1).
Theorem 2.2. Let U q (t) be defined as (2.22) and Π be defined as above and let T 0 := 2 log(1/h). Then there exists β 0 > 0 depending only on M and q, such that for all 0 < h < 1,
As a corollary, we have the following result on the spectral gap for the semiclassical eigenvalue problem (2.17). Proof. By definition (2.22) of U q (t), we have
Applying this to u and integrate from 0 to T 0 , we get by (2.17) and (2.26)
Here we also use that for |t| ≤ T 0 = 2 log(1/h) and z satisfying (2.18),
for some N > 0. By (2.21), we have Πu = u + O L 2 (h ∞ ) and thus by (2.30) again,
Taking the L 2 -norm and using (2.28), we have e T 0 Im z/h ≤ Ch β 0 , and thus
which gives (2.29) with β = β 0 /4 if h is small enough.
Decay of the damped propagator
In this section, we prove Theorem 2.2 using a similar strategy as in [DyJi17] .
3.1. Partition of unity. We first recall the partition of unity used in [DyJi17] with some modification adapting to our situation. First, we fix conic open sets
and we require that there exists δ = δ(q) > 0 such that
which is possible since q ≥ 0 and q| S * M ≡ 0.
We introduce a pseudodifferential partition of unity
such that
• A 0 is microlocalized away from the cosphere bundle S * M. More specifically, we put
This implies that
• A 1 , A 2 are microlocalized in an energy shell and away from U 1 , U 2 , that is
• A 1 is damped, in the sense that there exists η = η(q) > 0 such that supp a 1 ⊂ (x, ξ) :
• Finally, we choose A 1 , A 2 so that 0 ≤ a ℓ ≤ 1 where
For each n ∈ N 0 , we define the set of words of length n, W(n) := {1, 2} n = w = w 0 . . . w n−1 | w 0 , . . . , w n−1 ∈ {1, 2} .
Recall that in [DyJi17, §3.1], we dynamically refine the partition of unity and define the operators
with symbols
Instead, we define for each word w ∈ W(n), the damped propagator corresponding to the word w as
We also define the following operators which are the "damped" analogues of A w :
To see this, we notice that A w defined in (3.5) can be rewritten as
Therefore A − w is exactly A w with all U 0 (1) replaced by U q (1) or equivalently with A j replaced by
Meanwhile, a − w is exactly a w defined in (3.6) with a j replaced by the symbol of A j which is given by (see (2.24))
This allows us to apply the theory developed in [DyJi17] for A w to A ± w . By (3.3), we have 0
For a subset E ⊂ W(n), we also define the operators U E , A ± E and the symbol a (3.13)
In particular, we have
(3.14)
Moreover since U 0 (−n) is unitary,
3.2. Long words and damped propagation. Now we can proceed as in [DyJi17] . Take ρ ∈ (0, 1) very close to 1, to be chosen later (in (3.25)), and put
Then we have the following lemma parallel to [DyJi17, Lemma 3.2, Lemma 4.4] with the same statements for a w and A w .
Lemma 3.1. For each w ∈ W(N 0 ) we have (with bounds independent of w)
Moreover, for any subset E of W(N 0 ), we have
All of above are true if we replace the sign − by + and L s by L u .
Proof. The proof of the statements for a − w and A − w is essentially the same as [DyJi17, Lemma 3.2, Lemma 4.4] with a j replaced by a j defined in (3.11) and A j replaced by A j defined in (3.10). We refer the details of the proof to [DyJi17] . For a + w and A + w we simply need to reverse the direction of the flow ϕ t and notice that this exchanges the unstable foliation L u and stable foliation L s . Now, we define the set of damped words. We fix a parameter α ∈ (0, 1) and define the set of damped words of length N 0 to be
Next we define the set of damped words Y ⊂ W(2N 1 ) by iterating Z. More specifically, we write words in W(2N 1 ) as concatenations w
(1) . . . w (8) where each of the words w (1) , . . . , w (8) ∈ W(N 0 ), define the partition
In our argument the parameter α will be taken small (in Proposition 3.5) so that the set X is not too large. The size of X is estimated by the following lemma (see [DyJi17, Lemma 3 .3]) Lemma 3.2. The number of elements in X is bounded by (here C may depend on α)
( 3.21) 3.3. Estimating damped words. We start by proving the following norm bound on the set of damped words.
Proposition 3.3. There exist C, β damp > 0 only depending on α and q such that
we can rewrite U Y as
From (3.15), (2.16) and (3.18), we see that for any subset E of W(N 0 ),
From the definition (3.13) of a − E and (3.12), we see that at any point (x, ξ), by (3.4),
Therefore we have
Finally, in the definition (3.13) for a 
with β damp = min(αρη/4, 1/4) and this finishes the proof.
3.4. Fractal uncertainty principle. For each word w ∈ W(2N 1 ), we have a uniform bound on the norm for every U w which is a consequence of the fractal uncertainty principle [DyJi17, Proposition 5.7].
Proposition 3.4. There exists C, β FUP > 0 depending only on M, U 1 and U 2 such that for
Proof. Write w = w − w + with w ± ∈ W(N 1 ), then we have
where a ± := a ± w ± . The same argument as in [DyJi17, Section 5] shows that supp a ± are porous sets and by [DyJi17, Proposition 5 .7], we obtain for some ρ ∈ (0, 1),
where ρ and β FUP > 0 depending only on M, U 1 and U 2 . Combining (3.24) and (3.25), we obtain (3.23).
3.5. End of the proof of Theorem 2.2. Combining Proposition 3.3, 3.4 and Lemma 3.2 and writing U W(2N 1 ) = U X + U Y , we get the following bound on the norm of damped words provided that we choose α small, say α = β 2 FUP /64 with β FUP in (3.23), so that
Proposition 3.5. There exists C, β > 0 depending only on M and q such that
Now to prove Theorem 2.2, we only need to estimate the difference between the operators U W(2N 1 ) Π and U q (2N 1 )Π. We first expand U q (2N 1 ) as
Recalling that Π = χ(−h 2 ∆) and A 0 = ψ 0 (−h 2 ∆) with χ, ψ 0 as in (2.27) and (3.2), respectively, we have ΠA 0 = A 0 Π = 0, (I − A 0 )Π = Π and thus
Here the commutator can be written as
Recalling the definition (2.23) of V − , and in particular,
where we also use [U 0 (1), Π] = [I − A 0 , Π] = 0. Now by (2.26) and 2N 1 ≤ 2 log(1/h)
This combining with (3.26) shows that
Recalling that 0 ≤ 2N 1 = 8⌈
log(1/h)⌉ ≤ T 0 = 2 log(1/h), we can write U q (T 0 ) = U q (T 0 − 2N 1 )U q (2N 1 ) and applying (2.26) to U q (T 0 − 2N 1 ) to finish the proof of Theorem 2.2.
Proof of the theorems
Now we go back to the setting of the damped wave equation (1.1) and the corresponding eigenvalue problem (1.5).
4.1. Spectral gap. To prove Theorem 1.2, we rescale and reduce the original eigenvalue problem (1.5) (with Re τ → +∞ and Im τ = O(1)) to the semiclassical one (2.17) with a suitable q.
First, we write τ = h −1 + ω where ω = O(1) in C, then we obtain
with z = hτ = 1 + hω satisfying (2.18). Since σ h (−h 2 ∆) = p 2 , u satisfies the wavefront set condition (2.21) by standard elliptic estimates. This allow us to work near S * M microlocally. More precisely, we fix functions
and ψ 2 (λ) = ψ P (λ)
2 /λ where ψ P is given by (2.7). Then by functional calculus,
satisfy the following wavefront set condition
and
In particular, by (2.21), we have
By definition (2.8) of P , we have P 2 = −h 2 ∆Π 2 . Let P 1 = a(x)Π 1 , then (4.1) implies
Thus it suffices to write
for some Q = Q(z) satisfying (2.19) and (2.20), then we have
and thus (2.17) by the ellipticity of P − ihQ(z) + ω.
To get (4.2), we use a construction similar to [DyZa16, §4.2] and express Q as an asymptotic sum
with each Q j ∈ Ψ comp h , j = 1, 2, · · · holomorphically depending on z and Q 0 ∈ Ψ comp h independent of z. First we pick Q 0 with symbol
then we have
. Next we can choose Q 1 with symbol
. We can continue this process to get a sequence of operators
(M) such that for any m ∈ N, we have
. Moreover, from the construction, it is not hard to see that we can take all Q j (z) and R j (z) depending on z holomorphically and satisfying
Therefore the asymptotic sum (4.3) satisfy (2.19). Finally Q 0 is independent of z and it is easy to check that q := σ h (Q) = q 0 defined in (4.4) satisfy (2.20). Now Theorem 1.2 follows from Corollary 2.3 by rescaling.
Resolvent estimates.
We denote the resolvent operator of the eigenvalue problem (1.5) by R(τ ) := P (τ )
It is related to the resolvent of the operator B defined in (1.4) by the following formula
We have the following theorem giving a polynomial resolvent bound in a strip near the real axis when |τ | is large. We refer to [NoZw09-2] for a similar estimate in the situation of chaotic scattering where we borrow the idea of the proof. 
−1 where z = hτ = 1 + hω as in Section 4.1. To estimate the norm of R(z, h), we build an approximation as follows. Let Q(z) be the operator (4.3) constructed in Section 4.1 and let U q (t) be the damped propagator defined as in (2.22). We take
with T 0 = 2 log(1/h) as in Theorem 2.2. A straightforward computation shows that
where by (2.28),
Moreover, by (2.26), , then since P − ihQ(z) + z and Π are elliptic on WF h ( Π), we can find
Then we have
We claim that for 0 ≤ t ≤ T 0 = 2 log(1/h) and j = 1, 2,
and thus we have
By the ellipticity of −h 2 ∆−z 2 −2ihza(x) away from S * M, we can also find
Therefore if we let R = R 0 R 0 + R 1 , then
and by (4.9), we have the following norm bound on the approximate resolvent
Multiplying R(z, h) to the left of both sides of (4.11), we get
and as long as Im z > −β 0 /4, we see that for any ε > 0,
Rescaling (4.13) back to τ = h −1 z we get (4.6). Now to finish the proof, it remains to show (4.10). For t uniformly bounded in h, (4.10) follows from Egorov's Theorem since ϕ t leaves each energy surface p −1 (E) = {|ξ| = E} invariant and by definition of Π and Π j , 2, 2) ).
This can be extended to 0 ≤ t ≤ 2 log(1/h) by the same argument as in [AnNo07, NoZw09-1, NoZw09-2]. For example, we can first extend to 0 ≤ t ≤ Using standard arguments by induction, we can prove the (4.15) for the H s ′ → H 1−s+s ′ norm for any integer s ′ and then by interpolation, any s ′ ∈ R. In particular, with s ′ = s, we see that for any s > 0, we have with γ ∈ (0, min(G, s/2)), where G is the spectral gap defined in (1.8), sup Taking inverse Fourier transformf (τ ) = R e itτ f (t)dt in time gives P (τ )w(τ, x) =ǧ(τ, x), where both sides are holomorphic when − Im τ ∈ (0, G) since both w and g are supported in {t ≥ 0}. In particular, for τ ∈ R and γ ∈ (0, min(G, s/2)), w(τ − iγ, x) = R(τ − iγ)ǧ(τ, x).
Taking H 1 -norm, we have by (4.16) and Parseval formula e γt w L 2 (R;H 1 ) ≤ C e γt g L 2 (R;H s ) .
We notice that w = 1 and supp g ⊂ {0 ≤ t ≤ 1}, thus
where the right-hand side can be estimated by the H s -norm of the initial data using standard energy estimate. Hence we obtain the following integrated form of (1. shows that for any a ∈ C ∞ (M) which is not identically zero, there are constants C, h 0 > 0 depending only on M and a such that for any u ∈ H 2 (M) and 0 < h < h 0 ,
We can obtain the following weaker resolvent estimate in a smaller domain (comparing to (4.13)) directly from (4.19) by a straightforward argument. There exists a constant C > 0 such that, for z with |z − 1| ≤ h C(log(1/h)) 2 , (4.20)
we have
