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In recent years, advances in the biomedical sciences have been accelerated by the 
uprising number of discoveries in genomics and molecular and cell biology which have 
led to the development of animal models of human diseases. The last improvements in 
instrumentation for medical imaging have enabled non-invasive investigations of 
biological processes in vivo, allowing longitudinal studies. Imaging systems are 
especially aimed to obtain high quality images of live animals. Small animal imaging 
techniques are essential to translational research in order to help in the early 
detection, diagnosis and treatment of diseases or pathological disorders. 
   
X-ray computed tomography (CT) images suffer from several artifacts that impair the 
qualitative and quantitative analysis of the images. This project is focus in one of the 
most common artifacts encountered in micro-CT which is produced by the physical 
phenomenon of beam hardening. This effect causes cupping in homogeneous objects, 
and dark streaks between denser parts within heterogeneous volumes. 
 
This project is part of a research line followed by the Biomedical Imaging and 
Instrumentation Group of the University Carlos III of Madrid and which takes place at 
the Instituto de Investigación Sanitaria Gregorio Marañón. The work is devoted to 
research into medical imaging techniques for applications in preclinical research, and 
to design, develop and evaluate new acquisition systems, as well as to carry out 
different processing and reconstruction methodologies for multimodal images.  The 
result of this project will be incorporated into a high-resolution, small animal X-ray 
tomograph (micro-CT) which was developed by the group and it is currently being both 
manufactured and commercialized worldwide by the Spanish company SEDECAL S.A.  
 
The general objective of this bachelor thesis is to incorporate and evaluate a complete 
scheme of beam hardening correction into the preclinical micro-CT scan developed by 
the laboratory research group. With the aim of fulfilling this objective, the beam 
hardening calibration method, as well as the linearization and post-processing 
 ii 
 
correction methods are implemented into the multimodality workstation (MMWKS) 
console by using the programming language IDL. Afterwards, a beam hardening 
calibration phantom and a test phantom are designed. The stability of the BH 
calibration parameters is studied and the parameters for the second order are 
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Diagnostic imaging is a widely spread discipline in the medical world. It represents the 
spatial distribution of one or more physical or chemical properties inside the human 
body, which facilitates the detection of any anomalies in the clinical picture of a 
patient. 
Techniques used in diagnostic imaging, also known as image modalities, are 
characterized by radiating the patient with some kind of energy. Depending on the 
symptoms presented, as well as the body part to be treated, doctors may apply one 
modality or another. Among them stand out the radiology (X-rays), nuclear medicine 
(γ-rays), magnetic resonance imaging (radio waves), echography (ultrasound) and 
endoscopy (light). 
Radiology is the most used medical imaging modality worldwide. It has numerous 
advantages such as low cost and speed. This modality employs X-ray energy, which 
was discovered in 1895 by the German physician Wilhelm Conrad Röntgen who would 
receive the Physics Nobel Prize a few years after. 
The main imaging techniques which apply to this modality are the conventional 
radiology, the digital radiology, and the computerized tomography (CT). All these 
techniques are ionizing as they use X-rays energy. The X-rays induce chemical reactions 
over the patient due to the high energy that is being irradiated and which leads to the 
ionization of diverse molecules. Likewise, spatial high-resolution images are obtained, 
and detailed information about the anatomy of the subject is extracted according to 
the density of the tissue traversed by the rays. 
Conventional radiology is the technique by which a projective image is obtained when 
exposing a photographic film to radiation with high energy levels. The film captures the 
photons radiated by the X-ray source which were neither absorbed nor scattered by 
the patient, who is placed between the source and the photographic film. These 
images are said to be projective as each pixel represents the integral of the physical 
properties of an object along a ray being projected onto a screen. 
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Digital radiology is very similar to the conventional one. Its working mechanism differs 
only in the utilization of a digital detector instead of the film screen, which it is more 
sensitive and allows the reduction of the ionizing radiation dose to the patient. On the 
other hand, and thanks to the image digitalization, it is possible to recover certain valid 
information by applying image processing even when the performing conditions of the 
scan were not the optimal ones. Scan repetitions may be avoided when applying this 
technique. 
 
Figure 1-1: Human radiological studies: (left) thorax, and (right) cranial. 
 
Computed tomography (CT), unlike its two predecessors, is able to separate each of 
the different planes of the sample (Figure 1-2), and to represent them into a two-
dimensional image. Tomographic slices facilitate the visualization of a body section and 
its interpretation without interferences from other regions. 
 
Figure 1-2: Representation of the three planes formed by tomographic slices, and (right) coronal, 
axial and sagittal slices from a maxillofacial CT 
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1.1 X-rays tissue densities 
X-rays can pass through matter more or less easily depending on its density. The term 
density is closely related with how close the particles are held together. The denser the 
matter, the fewer photons arrive to the detector. Soft tissues and fluids scarcely 
attenuate the rays, while hard tissue such as bone is more likely to block them, mostly 
the softer ones. 
Hard X-rays are X-rays with high frequencies and extremely penetrating into the 
matter. Soft X-rays are X-rays with lower frequencies and they are usually filtered in 
order to remove these non-image forming X-rays from the beam as well as scatter 
before it reaches the scanned object (Brooks et al 1976). This filter reduces the 
number of photons that reach the detector by absorbing the ones with a low energy 
and therefore, the Signal-to-Noise Ratio (SNR) is also reduced. By filtering these rays, 
the patient avoids receiving an unnecessary radiation dose and thus, the risk of 
radiation damage is reduced. 
1.2 Introduction to the electromagnetic spectrum: X-rays 
X-rays are a form of electromagnetic radiation with high frequency and short 
wavelength, i.e., they have an extremely high energy as shown in (1.1). In the 
electromagnetic spectrum (Figure 1-3), it can be observed that the X-ray energy ranges 
from about 5 × 104  to 106 eV, considerably higher than those of light, but less than 
the gamma (Γ-) rays which have a mean energy of 1010 𝑒𝑉.  This large amount of energy 
allows the X-ray photons to interact and modify the molecular structure of the patient. 
Therefore, an overexposure to X-ray radiation could be considered dangerous and 
harmful as it can give rise to muscular problems. 
 
X-rays are commonly produced by accelerating or decelerating charged particles. For 
simplicity, the energy of X-rays can be defined as the energy of a photon which follows: 
                                                                E =
h∙c
  λ
= h ∙ ν                                                         (1.1)                            
where h = 4,135 × 10−15 eV ∙ s is the Planck’s constant, c = 2.997 × 108 m/s the 





Figure 1-3: Electromagnetic spectrum. 
 
1.2.1 X-rays production 
X-rays are produced when electrons lose most or all of their kinetic energy by 
interacting with the atoms of a metal target.  An X-ray tube contains a heated cathode 
filament through which the electrons are accelerated and emitted towards the matter 
of the anode (generally made of tungsten).  After the electrons meet the target, about 
98 % of their kinetic energy is given up in heat. The 2 % left is divided among the 
breaking radiation (commonly known as bremsstrahlung), and the characteristic 
radiation. The generation of X-rays by deceleration of electrons is thus very inefficient 
(Bissonnette 1991). 
 
Figure 1-4: Schematic sketch of an X-ray tube. 
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 Braking radiation (Bremsstrahlung) is the process responsible for most of the 
X-rays produced inside an X-ray tube. An incident electron lose part of its 
kinetic energy when collides with the nucleus of the target atom. The nuclear 
Coulomb field deflects the original course of the electron and makes it to 
release part of its energy as a photon.  
 
 
Figure 1-5: Generation of braking radiation. 
 
 Characteristic radiation results from the collision of the incident electron with 
the target atom which triggers the ejection of an electron from its inner shells. 
The resulting ionized atom is in an excited state and electrons belonging to higher 
energy levels from outer shells cover successively the gap in order to come back to 
its ground state. These transitions produce X-ray photons. 
 
                
Figure 1-6: Generation of characteristic radiation. 
Introduction 
 
                                                          
Most of the low-energy photons are absorbed by the X-rays tube, which affects to the 
spatial distribution at low energies as shown in the following energy spectrum. 
 
         
 
 
Figure 1-7: Characteristic X-ray emission spectrum due to the typical phenomena produced inside 
the X-ray tungsten tube. 
 
 
1.2.2 X-ray interaction with matter 
X-ray intensity decays when traversing matter. During the X-ray interaction within the 
range of energies commonly used in radiology (100 − 150 𝑘𝑒𝑉), other effects such as 
Rayleigh and the Compton scattering, and the photoelectric effect take place at the 
same time.  
 
Figure 1-8: Mass attenuation coefficients for soft tissue. 
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1.2.3 X-rays detection 
The first X-rays detectors used for obtaining medical images were compounded of a 
photographic film made out of a silver halide emulsion. This film is more sensitive to 
visible light rather than to X-rays, making necessary high X-rays doses to obtain images 
with a reasonable quality. 
In the nineties, it appeared the direct radiography systems which convert X-rays into 
electric signals. These systems can be grouped into direct or indirect depending on the 
conversion type. Direct conversion systems convert the X-ray photons into electric 
signals in a single step by using a photoconductor material. Indirect conversion 
systems are considered as two step processes because they first convert X-rays into 
light, and then the light into photoelectrons. One of the most common digital 
radiology detection system with indirect conversion is called flat panel. Flat panel 
detectors present a small size, are lighter, and far more durable than other digital 
detectors. They have a good image quality with a low radiation dose, and are more 
sensitive and faster than film.  
 
Figure 1-9: Scheme of a digital radiology detection system (flat panel) with indirect conversion 
(Körner et al 2007). 
 
CT Hounsfield scale 
The Hounsfield scale is the result of a quantitative transformation of the original 
linear attenuation coefficient µ of an object at a given energy. As shown in Figure 1-10, 
the CT Hounsfield scale displays radiodensity in a linear greyscale expressed in 
Hounsfield Units (HU), (Hounsfield, 1979).  These units are computed by applying the 
formula stated in (1.2): 
Introduction 
 
                                                      𝐻𝑈 = 1000 𝑥 
µ−µ𝑤𝑎𝑡𝑒𝑟
µ𝑤𝑎𝑡𝑒𝑟−µ𝑎𝑖𝑟 
                                                 (1.2) 
where µ, µ𝑤𝑎𝑡𝑒𝑟  and  µ𝑎𝑖𝑟  are the attenuation coefficients of the object under study, 
the water, and the air respectively. 
The Hounsfield Units represent the relative density of each tissue element from a 
scanned object. Each pixel of a CT image acquires a value which oscillates between       
-1000 HU (black; low density) and +3000 HU (white, high density). 
 
             
Figure 1-10: CT Hounsfield scale according to the body or soft tissue window, which is centred on 
the tissues of interest (air-bone), with black and white at the extreme ends of the spectrum. 
 
 
1.3 Evolution of CT systems 
Tomographic systems have undergone a major evolution since its inception and 
subsequent implementation in 1971. A brief description of the different generations of 
these systems is next. 
 
Figure 1-11: (Left) first clinical CT scanner (Oct 1971), and (right) its first image obtained. 
- First generation 
First CT systems are based on the geometry of the parallel X-ray beam. A single 
source is responsible for the emission of a highly collimated narrow beam towards 
a single detector which performs translational and rotational movements. The X-
ray source is translated across the patient in order to obtain a set of parallel 
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projection measurements at each angle. Then the source is rotated and the 
procedure is repeated up to 180º. This mechanism generates very high scanning 
times of 4-5 minutes per scan and therefore, this process results in a harmful 
emission of high X-ray doses to the patient.  
 
- Second generation 
Tomographic systems belonging to the second generation differ from their 
predecessor in the X-ray beam geometry. Multiple narrow beams are used in order 
to reduce the acquisition time. The trajectory described by the rays is called fan 
beam, i.e., the rays diverge from the same point in a fan shape. Furthermore, the 
number of detectors is significantly increased (between 5 and 30). Thus, the 
number of rotations is reduced from 180 to 6. As shown in the Figure 1-4, the X-ray 
tube generates multiple beams, each of which is incident on one single detector. 
 
- Third generation 
This generation of tomographic systems removes the translational movement 
characteristic of the previous generations by arranging the detectors (around 700 
units) in an arc. The X-ray source fan beam is wider enough to cover the entire area 
to be scanned. Thus, only a synchronous rotation of both the source and the arc is 
needed. The scan time is considerably improved up to few seconds. 
 
- Fourth generation 
Tomographic systems belonging to the fourth generation are also rotational 
scanners in which the detector array is a stationary ring containing up to 4,800 
fixed detectors. The X-ray tube rotates around that ring. This generation is more 
sensitive to scattered radiation and avoids the ring artifacts characteristic of 




Figure 1-12: Scheme of the working mechanism of the different generations of CT systems. 
 
 
- Spiral/helical scanners 
These 3D scanners belong the latest generation of CT. The X-ray source describes a 
helical trajectory around the patient, who lies in a motorized bed that moves 
axially at a uniform rate. Both the source and a two-dimensional array of detectors 
are placed on a rotating gantry. Although this method allows to take multiple slices 
at a time as well as to image more tissue volume in less time, the complexity of the 
reconstruction of the image is highly increased.  
 
                      
Figure 1-13: Scheme of the working mechanism of helical scanners. 




Data gathered by the tomographic systems generate the so-called projections. In order 
to explain the concept in an intuitive and easy way, a 2D image with different 
attenuation coefficients (µ) and parallel beam geometry is used (Figure 1-14). The 
projection acquired at a scan angle of θ=0° is the sum of the attenuation coefficients 
along the horizontal trajectories which follow the X-rays. At this point, the data is still 
insufficient to reconstruct the image. In order to know the disposition and the value of 
the four attenuation coefficients, it is necessary to scan one more time but at an angle 
of θ=90°, so that the total attenuation in the vertical axis is also obtained. These two 
projections are enough to find out the attenuation coefficients by solving the system 
with four unknowns and four linear equations. In a real system, the number of 
unknowns is greater, and consequently more projections are needed in order to 
reconstruct the scanned object. Note that the noise is not being taken into account in 
this example. 
 
Figure 1-14: Simple example of the projection concept. 
µ1 + µ3  = 4 





   
µ3 + µ4 = 7 
µ1 + µ2 = 3 
Projection with scan angle θ=0° 
 
Projection with scan angle θ=90° 
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There is also a formal way to define a projection in the continuous domain as the set of 
line integrals across the object at a given angle (Figure 1-15). 
 
  
Figure 1-15: Scheme of the projection formal definition with parallel X-ray beam. 
 





     (1.3) 
                                                               𝑡 = 𝑥 ∙ cos(𝜃) + 𝑦 ∙ sin(𝜃)                                                   (1.4)  
 
1.5 Image reconstruction 
The main objective of tomography is to achieve the reconstruction of an object by 
generating its volume from just a set of projections. Nowadays, there is a number of 
reconstruction methods which fall into two categories depending on the mathematical 
basis used when turning the angular projections into the original dataset. These 
reconstruction methods can be either analytical or iterative. 
1.5.1 Analytical reconstruction methods 
The analytical methods attempt to reconstruct the image by finding an analytical 
expression that allows obtaining the inverse of Pθ(t), commonly known as the Radon 
transform of f(x, y). 
These methods are based on the Fourier Slice Theorem which relates the Fourier 
transform of a projection to the 2D Fourier transform of the object along a radial line 
(Kak 1988). 
   













Figure 1-16: Fourier Slice Theorem (Abella 2010). 
 
1.5.1.1 Direct Fourier reconstruction 
The direct Fourier reconstruction method is directly based on the Fourier Slice 
Theorem (Figure 1-17). According to this theorem, once obtained the 1D-FT of the 
projections of an object f(x, y) at different angles,  it is possible to determine the 
values of the 2D-FT of the object, F(u, v). If infinite projections were taken, all points 
of F(u, v) would be known and thus, the object f(x, y) could be recovered by applying 
the inverse Fourier transform.  
In practice, only a finite number of projections is available from the measurements. 
Radon transform samples radially the frequency space of the 2D object. Afterwards, 
the data points are resampled to a rectangular grid by interpolation. This step can lead 
to the introduction of high-frequency artifacts. The interpolation turns out to be less 
accurate as it goes further from the coordinates centre due to a coarse sampling. 
Finally, a 2D inverse Fourier transform of F(u, v) is performed to recover the object 
function f(x, y).
 
Figure 1-17: Direct Fourier reconstruction (Abella 2010). 
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1.5.1.2 Filtered Back Projection (FBP reconstruction) 
FBP is a reconstruction algorithm based on the Central Slice Theorem. It has two parts: 
filtering and backprojection. The filtering part can be simply understood as a weighting 
of each of the acquired projections in the frequency domain. The second part is in 
charge of setting all the image pixels along the ray pointing to the sample to the same 
value. This algorithm was developed for correcting the blurriness of the images 
reconstructed by simple backprojection (Figure 1-18).  
 
 
Figure 1-18: (Left) Single backprojection, and (right) filtered backprojection. 
 
The resulting backprojected image represents a blurred version of the original one as it 
has large low-frequency components. In order to recover the original image the 
filtering part is needed. The various frequency components of the image are multiplied 
by a filter function in the frequency domain.  
To give a more intuitive insight, an example is shown in Figure 1-19. The image (a) was 
obtained after backprojection.  Figure 1-19 a’ corresponds to its 2D Fourier transform 
which explains the blurriness of the backprojected image as its greater values 
correspond to low frequencies. With the purpose of improving that image and 
enhancing its edges, a 2D ramp filter with cone shape is used. This filter has the effect 
of reducing the image low-frequency components and increasing the weight of the 
high ones. The filter (Figure 1-19 b) is applied in the frequency space. Figure 1-19 b’ 
shows an intensification of the high-frequency components which lead to a more 
defined image (c) when applying the inverse Fourier transform. 




Figure 1-19: Example showing the filtering effect over a backprojected image. 
 
This method can be easily extended to different 2D X-rays geometries like fan beam as 
well as to 3D reconstructions following a cone beam geometry. 
1.5.1.3 Feldkamp-Davis-Kress (FDK reconstruction) 
FDK is a reconstruction algorithm designed for cone beam projections which have been 
acquired from a circular source trajectory (Feldkamp et al 1984).  
This method deals with three-dimensional image reconstruction by proposing an 
approximation of the FBP to a 3D model. Therefore, it is also based on the Fourier Slice 
Theorem. A third axial coordinate is introduced, so that all rays obtained from 
transformations of the coordinate system can be taken into account.  
 
The mathematical concept is explained in depth in (Kak 1988), and it is based on the 
following formula: 


















𝑑𝑝𝑑𝛽            (1.5) 
where 𝐷𝑆𝑂 indicates the distance between the source and the object, 𝑅𝛽 is the 
projection data, and ℎ represents the 3D version of the ramp filter. 
 
The quality of the FDK reconstruction varies with the elevation of the plane. For 
example, if taking the central slice of the object with rotation plane z=0, the cone 
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beam algorithm would be identical to an equispatial fan beam algorithm (Figure 1-20), 
yielding to a good reconstruction. However, in the case of any other slice, each point of 
the object was irradiated from all directions at an oblique angle. This fact causes cone 
beam artifacts in the reconstruction, which leads to a noticeable degradation in the 
image. Indeed, just the central slice has the correct data in order to apply FBP 
accurately. Hence, the central slice is the only one that can be reconstructed without 
errors. These errors keep increasing as we get further from the central plane. 
 
 
Figure 1-20: Schematic diagrams with different acquisition modes: (left) fan beam, and (right) cone 
beam. The fan beam corresponds only to the central plane of the cone beam. 
 
Analytical reconstruction methods are computationally efficient and therefore, they 
are widely used on clinical CT scanners. However, they are not able of handling some 
complex factors such as scatter. 
 
1.5.2 Iterative reconstruction methods 
The iterative methods attempt to reconstruct the image by generating a system of 
equations in which its unknowns are substituted by the projection data (1.6). 
𝑤11𝑓1 + 𝑤12𝑓2 + 𝑤13𝑓3 + ⋯ + 𝑤1𝑛𝑓𝑛 = 𝑝1 
                                              𝑤21𝑓1 + 𝑤22𝑓2 + 𝑤23𝑓3 + ⋯ + 𝑤2𝑛𝑓𝑛 = 𝑝2                                      (1.6) 
                                              …                                                                                                         
                                          𝑤𝑚1𝑓1 + 𝑤𝑚2𝑓2 + 𝑤𝑚3𝑓3 + ⋯ + 𝑤𝑚𝑛𝑓𝑛 = 𝑝𝑚 
 
where 𝑓𝑗 is the grey value of the voxel 𝑗 of the volume that is being reconstructed, 𝑝𝑖 is 
Fan beam CT Cone beam CT 
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the value measured at the detector for the ray 𝑖, and 𝑤𝑖𝑗 are the weights that defined 
the influence of the voxel 𝑗 over the ray 𝑖. Expressing it as a matrix: 
                                                                            𝑊 ∙ 𝑓 = 𝑃                                                                    (1.7) 
Matrix 𝑊 has a really high value about 100000 TB, so the computation of its inverse 
can be almost immediately discarded. Iterative methods use instead successive 
approximations until reaching to a reasonable estimation of the distribution, which 
originally generated the data acquired. This idea is graphically shown in Figure 1-21. 
The method starts with a simplified estimation of the image, i.e., a mask in which the 
object values turn into ones and the rest is set to zero. The simulated projections are 
compared with the real image projections each iteration. The error obtained is 
subtracted in order to correct the estimated projection. The procedure is repeated 
once and another until obtaining the most similar image to the original one. 
 
Figure 1-21: Scheme of the working mechanism of iterative reconstruction methods. 
 
Although these methods are computationally expensive, their results are sometimes 
better than the analytical ones. If the number of projections acquired is scarce, or they 
have a lot of noise, the use of iterative methods is advisable. They provide a more 
complete view of the acquisition model not only based on geometry. It also allows the 
noise characterization when applying statistical methods (De Man et al 2001). 
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1.6 Beam hardening artifacts 
Clinical CT images contain not only information of interest, which faithfully represent 
the objects we are interested in, but spurious or erroneous data that distort them. 
Depending on the randomness of the data, this superimposed and unwanted 
information may be called noise or artifact. Noise has a completely random nature 
while artifacts arise from systematic errors generated by problems in the imaging 
technique. 
Artifacts are commonly encountered in CT images, and may obscure or simulate 
diverse pathologies. Beam hardening is a physics-based artifact. 
There are two factors involving the origin of beam hardening artifacts: the polyenergy 
of the X-ray source, and the energy dependence of attenuation coefficients of tissues. 
The beam hardening effect is produced due to the increase of the mean energy of the 
X-ray beam as it passes through an object, i.e., the beam becomes “harder”. The 
concept lies in that lower energy photons are preferably absorbed. Therefore, the 
filtered beam has a greater distribution of high-energy photons which increase the 
mean energy of the beam resulting in low-attenuation artifacts (Brooks et al 1976). 
Typical artifacts in beam hardening are cupping in homogeneous objects, and dark 
streaks between denser parts in heterogeneous objects (Figure 1-22).  They become 
apparent in the reconstructed CT images, and may significantly impair the diagnostic 
quality of the image. 
 
Figure 1-22: (Left) axial slice of a CT image of a homogeneous cylinder with cupping (the inner 
area is clearly darker than the outer part), and (right) base of a skull with dark streaks (bones have 
a higher atomic number than water).                 
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1.6.1 Beam hardening characterization 
Matter absorbs part of the energy of an X-ray beam as it passes through it. The 
attenuation suffered by the X-rays can be modelled according to Lambert-Beer law 
(1.9). 
                                             𝑁𝑜𝑢𝑡(𝜀) = 𝑁𝑖𝑛(𝜀) ∙ 𝑒
− ∫ ∑ 𝜇𝑖(𝜀)𝑑𝑡𝑖𝑇 𝑑𝜀                                    (1.9) 
where 𝑁𝑖𝑛(𝜀) is the photon number emitted by the source at a given voltage, 𝑁𝑜𝑢𝑡(𝜀) 
the number of the remaining photons after passing through a material 𝑖 with thickness 
𝑡, and 𝜇𝑖 the attenuation coefficient of that material. 
 
In the ideal case of a monochromatic source (1.10), 
                                         𝜇𝑡𝑜𝑡𝑎𝑙 = ∫ ∑ 𝜇𝑖𝑑𝑡𝑖𝑇 = ln (
𝑁𝑖𝑛
𝑁𝑜𝑢𝑡
) =  𝐹𝐼(𝑡)                             (1.10) 
where the ideal function 𝐹𝐼 is the total attenuation suffered by the X-rays when 
passing through a given material with thickness 𝑡. 
The ideal function is directly proportional to the material length traversed, as shown in 
Figure 1-23. 
 
Figure 1-23: 𝐅𝐈, total attenuation of water when the X-ray source is monoenergetic at a voltage of 
45KeV.                                                                          
 




                 ∫ ∑ 𝜇𝑖(𝜀)𝑑𝑡𝑖𝑇 = ln (
𝑁𝑖𝑛(𝜀)
𝑁𝑜𝑢𝑡(𝜀)
) = 𝑙𝑛 [
𝑁𝑖𝑛(𝜀)
𝑁𝑖𝑛(𝜀)∙𝑒
− ∫ ∑ 𝜇𝑖(𝜀)𝑑𝑡𝑖𝑇 𝑑𝜀
] =  𝐹𝐵𝐻          (1.11) 
where the real function or beam hardening function 𝐹𝐵𝐻 is the total attenuation 
suffered by the X-rays in the polyenergetic case, in which the measured attenuation  
does not depend linearly on the traversed material (Figure 1-24). 
 
Figure 1-24: 𝐅𝑩𝑯, total attenuation of water at 45KeV when the X-ray source is polyenergetic. 
 
 
The attenuation coefficient of each material depends on the energy. Figure 1-25 shows 
a decrease in the attenuation as the photon energy increases. This means that the 
high-energy photons (the hard ones) are able to pass through the material more easily 
as they are barely absorbed. 
𝑡 [cm] 










Figure 1-25: Energy dependence of attenuation coefficients of tissues μ(ε). 
 
As the beam passes through a given material, the energy spectrum distribution 
changes (Figure 1-26) because the low-energy photons are preferably absorbed. The 
mean energy of the beam increases, i.e., the beam is mainly composed of high-energy 
photons as it reaches the detector and thus, it is said that it got harder.  
The detector does not distinguish energies, it just detects the number of photons that 








Figure 1-26: Energy spectrum of the photon number emitted by the source 𝐍𝐢𝐧(𝛆) (black line), and 
the same spectrum after traversing 4cm of water (blue line). 
 
The detector does not distinguish energies, it just detects the number of photons that 
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2 Motivation and objectives 
 
2.1 Motivation 
Visualization and quantification of the physiological function of identified small animal 
organs using molecular imaging techniques is proving to be a tool of valuable 
importance. The biomedical research community benefits from characterizing the 
behavioural phenotype of transgenic and knockout animals, the study of models of 
human diseases, and the discovery and development of new medicines and 
biochemical probes. 
The largest number of human diseases models has been developed on rodents due to 
its genetic similarity to humans, as well as good knowledge of these models and low 
cost (Lewis et al 2002).   
All these facts have driven the development and advancement of molecular imaging 
systems especially dedicated to small animal imaging. Nuclear imaging lies in the 
detection of the emission of gamma rays by a radiotracer. Low doses of radioactive 
substances are generally applied to glucose and injected into the study subject. These 
substances can be detected using special detection equipment such as PET (Positron 
Emission Tomography) and SPECT (Single Positron Emission Tomography). Images 
obtained with these techniques provide functional information, but are sometimes 
difficult to interpret due to an ambiguous location of the uptake of the radiotracer. 
 
Figure 2-1: PET imaging of rat brain. 
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On the other side, micro-CT systems are the preferred technique to obtain high-
resolution, three-dimensional, anatomical images of small laboratory animals such as 
rats and mice. These systems have proved to be effective in both soft-tissue tumour 
imaging and disease phenotyping in transgenic models.  Micro-CT systems have been 
mostly used for bone imaging applications because of the high contrast obtained 
between soft tissue and bone. By using iodinated contrast agents, the image contrast 
can be significantly improved as well. 
 
 
Figure 2-2: CT imaging of rat brain. 
 
Multimodality imaging combines the functional information revealed from PET with 
the anatomical structures from the CT into one single image. It is remarkable the 
integration ease of these systems. This is the reason why the development of 
multimodal imaging systems has suffered from an exponential growth in recent years.  
 
Figure 2-3: PET/CT imaging of rat brain. 
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Figure 2-3 shows the sagittal, coronal, and axial slices of a PET/CT of a rat brain study. 
The functional imaging (PET) takes advantage of the good location of the anatomical 
image (CT). 
The work of this project falls within a research line that is being carried out by the 
Biomedical Ima ging and Instrumentation Group of the University Carlos III de Madrid 
and the Instituto de Investigacion Sanitaria Gregorio Marañón.  
Its aim is to design, develop  and  evaluate  new  systems  of  data  acquisition,  
processing  and  reconstruction  of multimodal  images  for  applications  in  biomedical  
research. Within this research line, a high-resolution small animal CT has been 
developed which it is currently being commercialized worldwide by the Sociedad 
Española de Electromedicina y Calidad S.A. (SEDECAL: www.sedecal.com). 
 
As explained in Chapter 1, a common type of CT artifacts is produced by the beam 
hardening phenomenon. These artifacts are not exclusive from clinical X-ray scanners, 
but also from small animal equipment like the system under study.  
In Figure 2-4 are exposed two images taken with the Argus micro-CT and which both 
present different artifacts produced by beam hardening. They seriously impair the 
qualitative and quantitative analysis of the images, making necessary the development 
of correction algorithms.  
 
Figure 2-4: (Left) PMMA phantom suffering from cupping (darker area in the centre), and (right) 
head scan of a rat which shows dark streaks between its bones (red lines pointing). 
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There has been done some previous work about the topic in the laboratory (De Molina 
2012), and the beam hardening correction methods proposed in the literature were 
revised [see bibliographic review in Appendix A]. Two methods were selected and 
developed: linearization and post-processing. Nowadays, they are in a preliminary 
version and they need to be integrated into the scanner. 
 
2.2 Objectives 
The main objective of this project lies in the incorporation of the correction of beam 
hardening artifacts into the Argus PET/CT by integrating the first and second order 
methods into the MMWKS. 
 
This general objective is based on the following specific objectives: 
 
1. Analysis of the system under study. The first phase is based on the in-depth 
examination of the micro-CT scanner for gaining a better understanding of the 
basic principles of operation, procurement processes, and data reconstruction. 
 
2. Study of the user interface (MMWKS). The second phase comprises the 
understanding of the working mechanism of the console, as well as the 
communication protocols between the user PC (Windows operating system) 
and the control PC (Linux operating system).  
 
3. Software implementation of the BH first order method which includes both the 
calibration and the correction. 
 
4. Software implementation of the BH second order method which includes the 
correction. 
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2.3 Thesis structure 
The thesis is organized in chapters as follows: 
 Chapter 1: Introduction. This first chapter introduces the physical 
fundamentals of X-rays, and explains how they interact with matter, as well as 
its generation and detection. Next, the working mechanisms of computed 
tomography systems are presented followed by both the data acquisition and 
reconstruction processes. A brief classification of the most characteristic 
artifacts in reconstructed CT images is also shown. Last of all, a theoretical 
explanation of the origin of the beam hardening effect is exposed. 
 
 Chapter 2: Motivation and objectives. In this chapter, the importance of 
computed tomography in preclinical research is highlighted, and the contextual 
framework of this project is presented. Finally, the objectives are defined.  
 
 Chapter 3: System under study: This chapter offers the reader a general insight 
into the working environment of the project, and a better understanding of the 
tomographic system used. 
 
 Chapter 4: First order method: This chapter faces the correction of cupping 
artifacts in homogeneous objects by implementing the first order correction 
method. The theoretical fundamentals of the linearization are exposed. The 
steps followed in order to reduce cupping artifacts from CT images, such as the 
design of the calibration phantom, and the calibration software for the 
multimodal console are explained. Then it is resumed with the analysis of the 
stability of the BH calibration parameters along the time, and the definition of a 
calibration protocol. The effectiveness of the implemented methods is 
evaluated. 
 
 Chapter 5: Second order method: This chapter faces the correction of dark 
streaks in heterogeneous objects by implementing the second order correction 
method. The theoretical fundamentals of the post-processing correction are 
presented. The steps followed in order to reduce dark streaks between denser 
areas in CT images, such as the design of a calibration/test phantom, the 
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optimization of the second order correction parameters, and the design of the 
second order correction software are explained. To conclude, the effectiveness 
of the implemented methods is evaluated.  
 
 Chapter 6: Conclusions and future work. This chapter emphasises the most 
significant results obtained throughout the project including some limitations 
which were encountered. It also outlines some future lines of work and makes 
suggestions for further research.  
 
 Appendix A: Bibliographic review of the beam hardening correction methods 
 
 Appendix B: ‘.ACT’ header example 
 
 Appendix C: ‘.HDR’ header example 
 
 Bibliographic references 
 
 Glossary of terms 
 




In order to assess the correction methods in real systems, it has been used the 
available infrastructure at the UMCE from the Hospital General Universitario Gregorio 
Marañón, as well as some of the previously designed phantoms for the purpose. The 
animals used were maintained in the animal facility of the UMCE. All handling of 
animals was done according to the rules on protection of animals used for 
experimental purposes (Directive 86/609 / EEC and RD. 223/1998).  
 
The software developed in this project will be integrated into preclinical, high-
resolution equipment manufactured by the Spanish company SEDECAL S.A.
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3 System under study 
 
Tomography system Argus PET/CT 
The Argus PET/CT is a third generation, multimodal micro-CT designed to be integrated 
with nuclear imaging systems, PET and SPECT, and optical imaging (Figure 3-1). 
The hardware is basically comprised of a microfocus X-ray source and a flat panel with 
CMOS technology and a microcolumnar CsI scintillator plate. The platform where the 
subject is placed is located in between them, and it is commonly known as bed. Thanks 
to the movement of the rotating ring, both the source and the detector rotate 
counter-clockwise around the bed acquiring projections at different angles.  
The movement of the ring is managed by a control PC (general purpose machine AMD 
Opteron 242 1.6 GHz, 1 MB of RAM, Linux OS 2.4.21).  
The X-ray tube (Apogee 5000 series, Oxford Instruments) comprises a tungsten anode, 
a beryllium window of 126 𝜇𝑚, and a focal size of 46.5 𝜇𝑚 𝑥 49.1 𝜇𝑚. It works from 0 
to 50 𝑘𝑒𝑉 with a maximum power of 50 𝑊 according to manufacturer's specifications. 
 
Figure 3-1: Multimodal Argus PET/CT by SEDECAL. 
The cone beam geometry that follows the X-ray source and the detector is represented 
in Figure 3-2. 
System under study 





Figure 3-2: Schema of the geometry of the micro-CT system. 
 
 
3.1 Generation of the X-ray image at the detector 
In order to generate an X-ray image, a photon beam has to pass through an object. The 
detector counts the number of photons it receives (𝑁𝑜𝑢𝑡) after crossing the given 
object, and relates them with the emitted number of photons (𝑁𝑖𝑛) by the following 
expression: 
                                                  𝑁𝑜𝑢𝑡 = 𝑁𝑖𝑛 ∙ 𝑒
− ∫ 𝜇(𝑥)𝑑𝑥 +  𝐼𝑑𝑎𝑟𝑘                                      (3.1) 
where 𝜇(𝑥) is the linear attenuation coefficient of the object, and 𝐼𝑑𝑎𝑟𝑘 is the dark 
current received at the detector when the source is off. This small electric current, also 
referred to as reverse bias leakage current, flows even when no photons are entering 
the device. 
The number of emitted photons (𝑁𝑖𝑛) can be found by acquiring in the absence of the 
object, but with the same parameters, and with the X-ray source on. The obtained 
imaged is known as “flood image” (𝑁𝑓𝑖𝑙𝑙). 
                                       𝑁𝑓𝑖𝑙𝑙 = 𝑁𝑖𝑛 ∙ 𝑒
− ∫ 0∙𝑑𝑥 +  𝐼𝑑𝑎𝑟𝑘 =  𝑁𝑖𝑛 +  𝐼𝑑𝑎𝑟𝑘                       (3.2) 
The linear attenuation coefficient can be expressed as: 
𝑫𝑺𝑶 = 220 mm  
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                                      ∫ 𝜇(𝑥)𝑑𝑥 =  ln (
𝑁𝑖𝑛
𝑁𝑜𝑢𝑡−𝐼𝑑𝑎𝑟𝑘
) =  ln (
𝑁𝑓𝑖𝑙𝑙−𝐼𝑑𝑎𝑟𝑘
𝑁𝑜𝑢𝑡−𝐼𝑑𝑎𝑟𝑘
)                      (3.3) 
During the calibration process, the system registers in a file the precise positions of 
both dead and defective pixels in the detector which contain no information. Those 
faulty pixels can be corrected by interpolation when reconstructing the image. 
Different stages of the generation of X-ray images at the detector are shown in the 
following figure. 
 
Figure 3-3: (a) 𝑵𝒐𝒖𝒕: raw data obtained at the detector, (b) 𝑵𝒇𝒊𝒍𝒍: flood image (without the object), 
(c)  𝑰𝒅𝒂𝒓𝒌: dark current image (X-ray source off), (d) ∫ 𝛍(𝐱)𝐝𝐱:: raw data obtained at the 
detector after correction (3.3), (e) attenuation image after applying the logarithm to (d). 
 
A header file with extension ‘.ACT’ is generated in every study [see example in 
Appendix B]. It contains the necessary information of the acquisition such as the 
voltage and current applied, the number of projections and their size, the scan angle, 
etc. Files with extension ‘.CTF’ contain the projection data (unsigned int). The number 
of these files depends on the binning and the number of projections. For example, if 
binning=4 and number_of_projections=360, then a total of 2 ‘.CTF’ files would be 
created. In the Table 3-1 are shown different possible configurations of the projection 
data files.  
System under study 




Binning Pixel size Projection size Number of projections per 
‘.CTF’ 
1 50 µm 2400x2400 pixels = 11 MB 30 
2 100 µm 1200x1200 pixels = 2.74 MB 90 
4 200 µm 600x600 pixels = 704 kB 180 
 
Table 3-1: Possible configurations of the projection data files with extension ‘.CTF’. 
 
3.2 Image reconstruction and visualization 
The system is also equipped with a user PC which contains the multimodality 
workstation MMWKS (Pascau et al 2006), and the multi-bed reconstruction software 
Mangoose® (Abella et al 2011) based on the FDK analytical method (Feldkamp et al 
1984). The software was completely designed in the Medical Imaging Laboratory. 
The result of the reconstruction is a header file with extension '.HDR' [see example in 
Appendix C], and the reconstructed data is a file with extension '.IMG'. The header file 
contains relevant information from the reconstructed data such as information about 
the subject and some of the acquisition parameters (voltage and amperage of the 
source, number of projections, etc.). 
The console facilitates the interaction between the user and the scanner when 
launching the acquisition.  It also helps with the reconstruction, as well as with the 










Figure 3-4: Visualization of the sagittal, coronal and axial slices from a small animal CT study with 
the MMWKS console. 
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In order to acquire and reconstruct CT studies, a communication protocol between the 
user PC (Windows operating system) and the control PC (Linux operating system) is 
established.  
                                    
Figure 3-5: Schematic of the communication between the user PC and the control PC (placed inside 
the scanner). 
 
FTP is the main communication protocol between them and it is used in order to 
interchange files from the control PC to the user PC. 
By confidentiality issues, the exact communication protocols between the MMWKS 
and the scanner, as well as the state diagrams cannot be described in detail in this 
paper. 
  Half-duplex 
communication 






FIRST ORDER METHOD 
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4 First order method 
 
First order correction can be achieved by linearization (Brooks et al 1976, Herman 
1979, McDavid et al 1997). This method is one of the most used in order to reduce 
considerably the cupping artifact characteristic of homogeneous objects. It is assumed 
that all materials which form the object present similar attenuation properties to 
water (i.e., soft tissues). The algorithm is based on the conversion from the acquired 
projection with a polychromatic source into the projection that would have been 
acquired with an equivalent monochromatic one (also known as ideal source) in order 
to avoid nonlinearities. The linearization correction is available in the majority of the 
commercial scanners thanks to its simplicity. 
4.1 Theoretical explanation 
Human beings, as well as rodents, are essentially composed of soft tissue, which has 
attenuation characteristics similar to the water. Thus, for simplicity reasons, the object 
under study will be assumed to be composed only of water. 
The linearization correction lies in the transformation of the beam hardening function 
𝐹𝐵𝐻 into its corresponding ideal function 𝐹𝐼 (Figure 4-1).  FI is lineal and directly 
proportional to the quantity of traversed water. Its slope corresponds to the effective 
mass attenuation coefficient of 𝐹𝐵𝐻. This transform is known as the linearization 
function 𝑇(𝑥). 
                                                        𝑇(𝑥) ≡  𝐹𝐼(𝐹𝐵𝐻(𝑡))                                               (4.1) 
where 𝑡 corresponds to the quantity of traversed water (thickness), and 𝑥 to the pixel 
value. Both FBH(𝑡) and  FI(𝑡) can be obtained in an analytical way following (4.2) and 
(4.3) respectively: 




)                                   (4.2) 
                                                    𝐹𝐼(𝑡) = 𝑚𝑒𝑓𝑓(𝜀𝑒𝑓𝑓) ∙ 𝑡                                             (4.3)  
where 𝑁0(𝜀) is the intensity of the emitted X-rays, and 𝑚(𝜀) the mass attenuation 
coefficients of the object under study. 
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In real scanners 𝑁0(𝜀) is not usually known. Therefore, 𝐹𝐵𝐻(𝑡), 𝐹𝐼(𝑡), and 𝑇(𝑥) must 
be found out in an experimental manner. 
Figure 4-1 shows the typical shape of the BH and the ideal functions.  
 
Figure 4-1: Representation of the beam hardening function  𝐅𝐁𝐇(𝐭) and its corresponding ideal 
function 𝐅𝐈(𝐭). 
The graphic indicates that for small quantities of water, both 𝐹𝐵𝐻 and 𝐹𝐼 match 
together. For greater values, it is necessary to calibrate the measured attenuation 
values, as they are smaller than the real ones. Figure 4-2 represents the linearization 
function 𝑇(𝑥) needed in order to correct those values at different thicknesses 
 










































µ ∙ 𝑡 
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This linearization function basically works as a look-up table which helps with the 
correction. Nonetheless, in order to speed up the correction, the function can be 
adjusted into a second order polynomial following the expression: 
                                                           𝑇(𝑥) = 𝒂 ∙ 𝑥2 + 𝒃 ∙ 𝑥 + 𝒄                                            (4.4) 
The correction is done in the projection space as: 
                                               𝑝𝑟𝑜𝑗𝑙𝑖𝑛𝑒 = 𝒂 ∙ 𝑝𝑟𝑜𝑗𝑜𝑟
2 + 𝒃 ∙ 𝑝𝑟𝑜𝑗𝑜𝑟 + 𝒄                                 (4.5) 
So as to obtain a, b, and c unknowns, a calibration procedure has been implemented. 
 
4.2 Calibration 
4.2.1 Design of the calibration phantom  
In order to accurately reconstruct CT images correcting the first order beam hardening 
effect, it is needed to design and manufacture a calibration phantom. For this purpose, 
many considerations have to be taken into account: the optimal material and shape of 
the phantom, the cost, the range of penetration lengths, etc. 
As explained before, the first order correction method takes already into account the 
homogeneity of the object under study, and it is based on the linearization of the 
beam hardening function 𝐹𝐵𝐻 into its ideal function 𝐹𝐼 for different thicknesses. 
4.2.1.1 Material 
When talking about human beings, as well as animals, most of their composition is 
made out of soft tissue such as skin, fat, and blood. Soft tissues share similar spectral 
attenuation characteristics to water, and differ considerably from bone.   
Thus, the homogeneous calibration phantom that simulates the human tissue and 
organs must have a mass attenuation coefficient similar to soft tissue, and therefore 
similar to water. In order to design it, we need to find a tissue equivalent material 
which has an approximate mass density 𝑚𝑖(𝜀) of 1 g/cm
3.  
Poly methyl methacrylate (PPMA) is a strong, lightweight, transparent thermoplastic 
which belongs to the family of polymers, also known as acrylates. It is relatively 
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economical to be produced, and it has a mass density between 1.17 − 1.20 g/c𝑚3. 
Hence, it has multiple uses in the biomedical field such as intraocular lenses, dentures, 
and cosmetic surgery. 
4.2.1.2 Shape 
Another important consideration for the calibration phantom design is the shape. The 
aim is to get the maximum amount of penetration lengths when projecting the image’s 
mask. 
Intuitively, a triangular shape phantom will provide the most extensive range of 
measurements; small thicknesses when projecting the edges, and big thicknesses 
when projecting the centre. However, this geometry was discarded as its angular 
shape introduces many artifacts in the edges of the reconstructed image. 
 
Figure 4-3: (a) Simulation of a triangular phantom, (b) reconstructed image of (a) showing artifacts 
due to the angular shape of the phantom. 
 
In order to avoid these artifacts, the three edges are lightly smoothed turning into 
rounded corners. The outcome is a half cylinder which also offers small thicknesses but 
without producing the just mentioned reconstruction artifacts. 
Following the more detailed analysis made in (De Molina 2012), it has been chosen a 
calibration phantom with a semi cylindrical shape. 
(a) (b) 
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4.2.1.3 Size 
The size of the phantom must fulfil two requirements. On the one hand, it must be 
able to provide a fair amount of measurements for preclinical research, i.e., be able to 
cover any thickness range of tissue a rat may have. On the other hand, the phantom 
must be able to correctly fit inside the Argus PET/CT, and in the field of view (FOV). 
After taking measurements of the micro-CT bed, it was decided that the half cylinder 
would have a height of 20 cm. The radius was chosen to be 3 cm as the maximum FOV 
corresponds to 6 cm. 
4.2.1.4 Manufacture 
Once decided the material, shape and size of the calibration phantom, a sketch was 
done in Matlab and it was sent to the manufacturers.  
Two weeks later, the brand-new phantom designed at our Medical Imaging Laboratory 
and manufactured by Resopal (Madrid, Spain) is done and ready to start operating at 
the hospital. 
 
Figure 4-4: (Left) sketch of the calibration phantom done in Matlab and sent to the manufacturers, 
and (right) brand-new cylindrical PPMA calibration phantom. 
4.2.2 Software development of the calibration procedure 
The entire beam hardening calibration code was developed in Interactive Data 
Language (IDL) version 8.4. IDL is a programming language widely used for data 
analysis and medical imaging.  
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The calibration procedure has been divided into two steps: first acquisition, and then 
calibration.  
On the one side, the acquisition is in charge of obtaining the projections of the 
calibration phantom at 360 angles. On the other side, the calibration is responsible of 
obtaining the parameters of the linearization function (equation 4.4) with which the 
projections will be corrected. 
 
Figure 4-5: Block diagram of the calibration process. 
 
- Acquisition module 
Before obtaining the projections of the calibration phantom, it is necessary to 
make a scanogram. A scan, also known as scout, shows the sagittal and coronal 
views of the object under study, and helps the user to check if it is correctly 
placed in the bed and also to decide the acquisition ROI before the whole 
acquisition is made at 360 angles (instead of just 2). After checking the correct 
connection establishment between the user PC and the Argus scanner and that 
there are no security problems, the scan acquisition generates two different 
calls to the scanner. One for acquiring at  𝜃 = 0º (which is responsible for the 
generation of the sagittal view), and another at  𝜃 = 90º (coronal view). 
Once the scanogram is obtained, we can set the acquisition parameters 
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- Calibration module 
 
 
 CreaMascaraBH is a prototype in charge of thresholding the reconstructed 
image of the calibration phantom by creating a mask (composed of ones and 
zeroes), and to project it. Every pixel from the mask projection is equivalent to 
another pixel from the calibration phantom projection at the same position. 
The value from each pixel corresponds to the thickness of the phantom (or 
amount of water) traversed by the X-rays. 
It employs the following parameters: 
maniqui_BH: reconstructed image from the calibration phantom projections.  
umbral: value that separates the soft tissue from the air (in HU). 
When the user is satisfied with the mask, the simulator will project it. 
 
 CreaCurvaBH is a function that obtains the empirical beam hardening function 
FBH(t), without knowing the emission spectrum. We need to know the 
different amount of water traversed by the X-rays (Figure 4-6, x-axis 
thickness t), and the corresponding total attenuation values (Figure 4-6, y-
axis attenuation per distance µ ∙ t), i.e., the x-axis and y-axis from Figure 4-6 
respectively. 
It employs the following parameters: 
 proy_BH: original projection data.                                                                     
proy_mask: projection data from the projected mask.                                                      
nbins: number of samples from the generated function.                                                     
max_len: diameter of the calibration phantom (in mm).                                                  
It returns BHcurve, which contains the empirical values of FBH(t). 
𝑭𝑩𝑯(𝒕) 
 










 CalculaMacEfectivaSinEspectro is a function that obtains the ideal function 
 FI(t). First of all, the BH curve is fit into a polynomial function for reducing  the 
noise. Afterwards, the first derivative is computed at  t = 0, which corresponds 
to the slope of FI(t). However, it was found out that a more accurate tangent is 
obtained if using the mean of the first 7 points from the BH curve as the slope 
of the line. The independent term corresponds to the mean value from the 
projection air (the phantom’s background). 
It employs the parameters proy_BH, proy_mask, and BHcurve.                            
It returns dev, which contains the slope and the independent term of 𝐹I(t) (m, 
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Figure 4-7: Fit BH function 𝐅𝐁𝐇𝐟𝐢𝐭(𝐭) computed for different voltages. 
 
These BH functions show a similar pattern. Nevertheless, it can be checked out that 
the higher the voltage, the less beam hardening effect over the reconstructed images. 
 
 












































 CreaCurvaLinealizacion is a function that transforms F𝐵𝐻𝑓𝑖𝑡(t) into 𝐹I(t) by 
transposing the curve. 
It employs the parameters BHcurve, and dev.                            
It returns result_pol, which contains the three coefficients that define the 
linearization function, i.e., the ones which correct the first order BH artifacts. 
These coefficients are saved in a text file named ‘coefs_cal_BH_voltage_X’, 
where X corresponds to the voltage of the source in 𝑘𝑉𝑝. Apart from the 
calibration coefficients, this file contains the calibration date, and the 
acquisition file used (Figure 4-10). 
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Figure 4-10: Text file containing the calibration data and information from an acquisition made on   
 the 17
th
 of March 2015 at a voltage of 35 kVp. 
 
4.2.3 Integration of the developed calibration software into the system 
The functions described in the section above have been integrated into the user PC 
(MMWS console). 
The following flow chart (Figure 4-11) represents the calibration process including the 
different interactions between the user PC and the control PC. 
If the BH calibration interface is opened and the ‘New plan button’ pressed, the user 
PC will call the control PC in order to acquire two projections; one at 0 degrees and the 
other one at 90. The user PC keeps updated of the progress by reading a log and a 
progress files from the control PC (by FTP). Once the acquisition is finished, the ‘.out’ 
files containing the projections are retrieved by using the same protocol, and the user 
PC changes the format to ‘.ctf’. Then the user set the acquisition parameters and press 
‘Proceed’. The user PC calls again the control PC but this time the scanner acquires at 
360º. Once finished, the user PC retrieves the resulting file and converts it into a ‘.ctf’ 
file and it also creates a header file with extension ‘.act’ containing the acquisition 
parameters. Finally, the functions described in 4.2.2 are applied to the raw data so that 
the calibration parameters are obtained thanks to the linearization function. These 
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4.2.4 Definition of a calibration protocol 
In order to help the technical staff with the beam hardening calibration, the following 
protocol has been established. 
4.2.4.1 Calibration phantom positioning 
The phantom used for the BH calibration is a PPMA half cylinder with a radius of 3 𝑐𝑚, 
whose mass attenuation density is similar to the one of the water, and thus to soft 
tissue in general. The height of the phantom must range between 15 and 20 𝑐𝑚 for 
stability reasons. 
 
Figure 4-12: PPMA semi-cylindrical BH calibration phantom with a radius of 𝟑 𝒄𝒎. 
 
The technical staff must place the phantom in the scanner in such a way that a part of 
it sticks out of the bed as shown in Figure 4-13. The bed is not made out of the same 
material, and it has a different mass density. This fact would cause erroneous 
measurements of the quantity of traversed water by the X-rays (as they pass through 
the phantom and the bed). Moreover, it has to be centred in order to fit in the FOV. 




Figure 4-13: (Left) BH calibration phantom lying in the Argus PET/CT bed while the red arrow 
points to its end, and (right) guiding bed elevation at 𝟑 𝒄𝒎. 
 
4.2.4.2 Acquisitions 
After placing the phantom in the scanner, the technical staff may launch the MMWKS 
console from the user PC (Figure 4-14). Once launched, the user may click in the ACQ 
button, and select the BH CALIBRATION option. 
                 
Figure 4-14: (Left) main menu of the MMWKS console, and (right) different acquisition options 
including the new BH CALIBRATION button. 
 
The BH calibration interface (Figure 4-15) will open. The user must fill the empty fields 
related to the study information and where it is going to be saved. The initial bed 
position field is related with the depth in which the bed is introduced into the CT ring 
𝟑 𝐜𝐦 
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for acquisition. By default, the value is set to 255 but the user can adjust it so that the 
central slice contains only the phantom (no bed). This can be checked with the 
scanogram by clicking ‘New plan’.  
 
    Figure 4-15: Sequential process for obtaining the scanogram: acquisitions at 0=0º and 0=90º. 
 
Once the scanogram is obtained, the user should proceed to set the acquisition 
parameters (Table 4-1), and to go on with the acquisition by clicking ‘Proceed’. In the 
case the technician is unpleased with the outcome, the scout could be repeated after 






35 240 8 4 (Standard) 
40 240 8 4 (Standard) 
45 240 8 4 (Standard) 
50  200 8 4 (Standard) 
 
Table 4-1: Acquisition parameters of the calibration phantom where the number of shots 
corresponds to the number of shots from the source in each angular position which will be averaged 
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Right after the acquisition is finished, the mask segmentation interface will pop up. The 
user has to select now the segmentation mask that better adjust to the axial view of 
the semi cylinder. There is a sliding scroll bar at the bottom of the image that indicates 
the threshold for this purpose. 
  
Figure 4-16: (Left) first order segmentation interface showing the central slice of the reconstructed 
volume, and (right) mask resulting from the segmentation of the same slice. 
 
Once the calibration is finished, an informative pop-up window is displayed informing 
the user of the completion of the procedure (Figure 4-17). The calibration phase takes 
less than a minute. The micro-CT scanner is then ready to be used, and the first order 
correction can be applied to new reconstructions. For this, it is just necessary to click in 
the RECON button of the main panel, and access the reconstruction interface. 
 
Figure 4-17: Pop-up window informing the user about the successful completion of the BH 
calibration. 
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4.3 Correction 
The correction is based on applying the linearization function to each projection pixel by pixel. 
4.3.1 Software development and integration of the first order correction 
procedure 
For the implementation of the first order BH correction into the MMWKS, it has been 
made use of the already integrated reconstruction interface. A new drop-down list has 
been added. This list will keep insensitive until a first BH calibration has been made. 
The voltage at which the image we want to reconstruct was acquired should match the 
text file named ‘coefs_cal_BH_voltage_X’. In that case, the list becomes available to 
the user and the options ‘None’, 'First order correction', and 'Second order correction' 
are displayed. Once the reconstruction starts, if ‘First order correction’ is set, the 
reconstruction will take a different path rather than the normal workflow [see flow 
chart in Figure 5-9]. 
 
Figure 4-18: Reconstruction interface showing the new integrated BH correction options. 
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- First order correction module 
 BH_Correction_projection is the only prototype in charge of correcting the 
cupping effect from the reconstructed images. Therefore, it reads the original 
projection data taken with the CT (𝑝𝑟𝑜𝑗𝑜𝑟) and corrects it by applying the BH 
calibration parameters as follows: 
           𝑝𝑟𝑜𝑗𝑙𝑖𝑛𝑒 = 𝒄𝒐𝒆𝒇𝟑_𝑩𝑯 ∙ (𝑝𝑟𝑜𝑗𝑜𝑟)
2 + 𝒄𝒐𝒆𝒇𝟐_𝑩𝑯 ∙ 𝑝𝑟𝑜𝑗𝑜𝑟 + 𝒄𝒐𝒆𝒇𝟏_𝑩𝑯      (4.6)       
where projline  are the resulting linearized projection data. 
It employs the following parameters: 
path_act: string with the directory path in which are the header file with 
extension ‘.act’ and the data files with extension ‘.ctf’ from the acquisition of 
the calibration phantom. 
path_ct: string with the directory path in which are the text files generated in 
the calibration. 
coef1_BH, coef2_BH, and coef3_BH: calibration parameters (coefficients 𝑎, 𝑏, 
and 𝑐 from the linearization function (4.4)). 
 
4.4 Evaluation 
A pre-existing cylindrical PPMA phantom of 3 𝑐𝑚 of radius with an inner 
perforation of 3.5 𝑚𝑚 (radius) has been used for the testing of the first order 
correction method. 
   
Figure 4-19: Cylindrical, homogeneous PMMA test phantom for the BH first order 
correction. 
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On the first place, four acquisitions are made at 35 𝑘𝑉𝑝, 40 𝑘𝑉𝑝, 45 𝑘𝑉𝑝, and 
50 𝑘𝑉𝑝 each. Afterwards, the projections at each voltage are corrected by 
applying their corresponding linearization curve obtained during the BH 
calibration. This process consists in correcting a set of 360 516x570 projections 
of the cylindrical phantom and took about a minute (GPU used). The result is 
shown in Figure 4-20. 
 
Figure 4-20: (Left) reconstructed projections without correction, and (right) same 
projections with first order correction.  
Even if differences among them are just barely visible to the naked eye, the 
following schema shows what is really happening when tracing a profile. 
 
 
Figure 4-21: Profile representation of the cupping artifact and its correction. 
  
 
Therefore, in order to assess the cupping reduction, we need to evaluate the 
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have been followed. The most intuitive one consists in calculating the area in 
between the original and the ideal curves (𝐴𝑜𝑟 ), and the area in between the 
corrected and the ideal curves (𝐴𝑐𝑜𝑟𝑟). 
 
    
 
 
Figure 4-22: Sketch of cupping profiles. 
 
The following formula expresses the cupping reduction which was achieved by 
applying the linearization method. 
                                                      𝐶𝑅 = (
|𝐴𝑜𝑟 |−|𝐴𝑐𝑜𝑟𝑟|
|𝐴𝑜𝑟 |
) ∙ 100%                                    (4.7) 
 
Nevertheless this formula cannot take into account over correction. The other 
way consists in determining the cupping effect of both the original and the 
corrected image with respect to the ideal profile. 
 
 
    
 
 
Figure 4-23: Sketch of cupping profiles with points for the analytical computation of the 
cupping effect. 
 
where  P1 is the point with minimum beam hardening effect (uppermost edge 
of the profile), Pc is the point with maximum artifact (central part of the 
cylinder),  and  P2 is the background value (bottom edge). 
The following formula expresses the cupping effect over a profile. 
                                                                𝐶𝐸 =
𝑃1 −𝑃𝑐
𝑃1−𝑃2
∙ 100 %                                         (4.8) 
  𝟏 



















Implementation of a Complete Scheme of Beam Hardening Correction in a Small Animal CT Scanner 
57 
Figure 4-24  shows a comparison of profiles obtained from both the original 
image and the corrected image.  
 
Figure 4-24: Profiles of the reconstruction of a homogeneous cylindrical phantom before 
and after the first order correction, as well as the ideal correction profile. The acquisition 
parameters were 35 kVp, 240 µA, 360 projections, binning 4, and 8 shots. 
 
Applying equation 4.7, it has been measured that the cupping effect was 
reduced an  83.78 %. Applying equation 4.8, it was determined that the 
original image was suffering a maximum cupping effect of  16.48 %, as 
opposed to the 2.64 %  cupping on the corrected image. Therefore, by using a 
simple rule of three (4.9), the cupping correction was an  83.98 %. These 
percentages have been experimentally computed and may vary slightly due to 
the noisy nature of the images. 
                                                        𝐶𝑅 =
𝐶𝐸𝑜𝑟−𝐶𝐸𝑐𝑜𝑟𝑟
𝐶𝐸𝑜𝑟
∙ 100 %                                  (4.9) 
 
4.4.1 Evaluation of the stability of the BH calibration parameters 
For studying the stability of the BH calibration parameters, we have calibrated with the 
brand-new phantom and the implemented software. These calibrations have taken 
place along three different sessions every two weeks each. 
The following tables contain the BH calibration parameters a, b, and c from the 
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a b c 
35    4.27E-05   0.809976   276.147 
40    4.46E-05   0.820322   247.016 
45     4.49E-05   0.836918   228.721 
50 4.54E-05 0.849504 173.428 
 
Table 4-2: 17th March 2015: BH calibration parameters. 
 




a b c 
35  4.15E-05 0.814662 364.135 
40  4.31E-05 0.827913 297.777 
45 4.26E-05 0.850395 207.189 
50 4.39E-05 0.857980 151.304 
 
Table 4-3: 31st March 2015: BH calibration parameters. 
 




a b c 
35  4.32E-05 0.805665 311.999 
40  4.53E-05   0.817739 269.301 
45 4.52E-05 0.835777 219.927 
50 4.56E-05 0.850953 143.368 
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The following table shows the behaviour of the parameters as the voltage increases.  
              Voltage 
                 a 
                 b 
                 c 
 
Table 4-5: Behaviour of the first order calibration parameters as the voltages increases. 
 
 
By applying these values we can compute the second order polynomial that represents 
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Figure 4-25: Linearization functions at a voltage of  35, 40, 45, and 50 kVp taken in different days. 
 
As shown in these four graphics, the linearization functions for the same voltages 
match together. Therefore, it can be said that the calibration coefficients are stable. 
Nevertheless, it has been computed the mean and the standard deviation in order to 
quantify the stability. 
 
 a b c 
Mean (𝝁)  4.25E-05 8.1E-01 317.427 
Standard deviation (𝝈)  8.74 E-07    4.5E-03 44.244 
 
Table 4-6: Mean (𝛍) and standard deviation (𝛔) of the first order calibration parameters. 
The standard deviation entails a 2.05 %, 0.055 %, and 13.93 % of their respective 
means for 𝑎, 𝑏, and 𝑐. However, this last measurement can be ignored as parameter 𝑐 
represents the background value, and it should always be zero. This variation is due to 
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5 Second order method 
 
As explained in the bibliographic review of the beam hardening correction methods 
[Appendix  A], the linearization method exposed in the previous chapter is not 
sufficient to correct dark streaks produced by the presence of denser objects within a 
volume. The existence of these objects, such as bones, is the common case seen in 
nature. Therefore, the importance of the artifact detection and correction is vital for 
the improvement of the imaging quality. The correction proposed in this paper is 
based on the theoretical study described in (Joseph et al 1978).  
5.1 Theoretical explanation 
This method assumes that the object under study is only composed of soft tissue and 
bone. It estimates the quantity of bone of the object in order to later correct it. 
 
Figure 5-1: Mass attenuation coefficients for human tissues normalized at a voltage of 40 keV 
(Elbakri et al 2002). 
 
The mass attenuation coefficients corresponding to soft tissues differ drastically from 
bone. 
Taking into account this fact, a new beam hardening function can be developed from 
the formula shown in (4.2) and extended for different lineal combinations of water and 
bone: 
Second order method 
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)                            (5.1) 
where 𝑁0(𝜀) is the intensity of the emitted X-rays, 𝑚𝑤(𝜀) and 𝑚𝑏(𝜀) the mass 
attenuation coefficients of water and bone respectively, and tw and 𝑡𝑏 corresponds to 
the quantity of traversed water and bone respectively. 
Formula 5.1 requires the spectrum, and the process to obtain it from a scanner is really 
tedious. Therefore, FBH(tw, tb) must be estimated in a different manner. 
There is a way of representing the dependency between the mass attenuation of the 
bone and the soft tissue within the same energy range. 
                                                                         𝜆(𝜀) =
𝑚𝑏(𝜀)
𝑚𝑤(𝜀)
                                                   (5.2) 
This relationship is graphically displayed in Figure 5-2. 
 
Figure 5-2: Respresentation of  𝛌 (𝛆) expressing the dependency between the mass attenuation of 
the bone and the soft tissue within the same energy range 
 
If  λ was constant for all energies, that would mean that a gram of bone attenuates λ 
times more than a gram of water. Thus, the BH artifacts generated in CT would be 
corrected by simply scaling the bone according to λ. 
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where 𝑡𝑒 is the thickness traversed by an X-ray only characterized in terms of effective 
water. The amount of effective water represents the amount of water that would 
cause the same effect than a certain amount of bone. 
However, as seen in Figure 5-2,  λ depends on the energy and it is not constant. 
For the second order correction, it is proposed the implementation of the post-
processing method outlined by Joseph and Spital [16]. The method is based on the 
transformation of the whole sample into ‘equivalent water’ (𝑡𝑒) and to apply the 
linearization function 𝑇(𝑥) obtained during BH calibration process. To this end, it is 
necessary to find the amount of water that would have attenuation properties 
equivalent to the combination of traversed water and bone, so that: 
                               𝐹𝐵𝐻(𝑡𝑤, 𝑡𝑏) = 𝐹𝐵𝐻2𝐷(𝑡𝑤 + 𝜎(𝑡𝑤, 𝑡𝑏), 0) = 𝐹𝐵𝐻(𝑡𝑒)                              (5.4) 
where the line integral of the equivalent water path is given by: 
                                                            𝑡𝑒 = 𝑡𝑤 + 𝜎(𝑡𝑤, 𝑡𝑏)                                                      (5.5) 
Following the ideas additionally proposed by [1] and [14], 𝜎(𝑡𝑤 , 𝑡𝑏) can be 
approximated to a second order polynomial (5.6) only dependent on the amount of 
bone traversed by the X-rays. 
                                                        𝜎(𝑡𝑤, 𝑡𝑏) = 𝐴 ∙ 𝑡𝑏 − 𝐵 ∙ 𝑡𝑏
2                                            (5.6) 
The correction is done in the projection space as: 
                                       𝑝𝑟𝑜𝑗𝑐𝑜𝑟𝑟 = 𝑝𝑟𝑜𝑗𝑙𝑖𝑛𝑒 − 𝑨 ∙ 𝑝𝑟𝑜𝑗𝑏 + 𝑩 ∙ (𝑝𝑟𝑜𝑗𝑏)
𝟐                         (5.7) 
where 𝑝𝑟𝑜𝑗𝑐𝑜𝑟𝑟 corresponds to the corrected  projection data, 𝑝𝑟𝑜𝑗𝑙𝑖𝑛𝑒 is the linearized 
projection data, 𝑝𝑟𝑜𝑗𝑏 is the bone projection data, and A and B refer to the correction 
constants obtained empirically. The value of B affects the correction of the dark 
streaks as well as the quantification in bone areas, while A is responsible of restoring 
the correct quantification in bone.  
The following diagram shows the second order correction procedure: 
 
 


















As expressed in (5.7), the second order correction depends linearly on two parameters: 
A, and B. While B is in charge of correcting the dark streaks between the bones, A 
corrects the actual bone value avoiding overcorrection in the bone tissue pixels 
produced by the correction of the dark streaks. 
These calibration parameters depend on the source voltage and on the amount of 
bone traversed by the X-rays. To minimize this last dependence, B was modeled as a 
constant B_x multiplied by the maximum value of the original projection and divided 
into the maximum value of the bone projection. 
                                               𝐵 =  B_x ∗
max(original_projection)
max(bone_projection)
                                    (5.8) 
In order to optimize the parameters A and B, and accurately determine their optimum 
values, it has been written a short Matlab code that creates a phantom and simulates 
the acquisition procedure with a polyenergetic source (so that the reconstructed 
images have BH artifacts). Afterwards, the phantom is iteratively corrected with 











Dark streaks correction 
Corrected image 
Figure 5-3: Diagram showing the second order correction procedure. 
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different values so that we can quantify the difference with the reference image 
(monoenergetic reconstruction) in terms of the mean square error (MSE).  
 
Figure 5-4: Second order calibration phantom simulated in Matlab. 
To search for the optimum value of B_x, the MSE is calculated for the rectangle 
between the bone parts containing the dark streaks. For the case of A, the MSE is 
computed in the circular area inside the bone tissue. The procedure starts by setting 
both parameters to zero and fixing A. The correction will be made by using different 
B_x values which it is easily achieved with a loop (iteratively). Once drawn the graphic 
for a broad number of values, the point at which the MSE is lowest is chosen. 
 
 











B_x  parameter A  parameter 





 0.4 + 0.001*186 = 0.586 
 




Table 5-1: Resulting values of the second order correction parameters after computing the MSE 
iteratively in a Matlab simulation. 
These values were taken for correcting the dark streaks in the reconstructed images. 
Figure 5-6 shows five different reconstructions: the ideal case, with BH artifacts, 
corrected by just linearization, corrected by just post-processing, and corrected with 
both linearization and post-processing. 
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5.2.1 Design of the calibration phantom 
The second order BH correction method has been tested by using a phantom which 
must represent the combination of soft tissue (mi(ε) ≈ 1 g/cm
3) and bone 
(𝑚𝑖(𝜀) ≈ 1.8 g/c𝑚
3).  
In order to find the right solution, we have tried different concentrations of a mixed 
iodine and saline solution (Figure 5-7). The pixel values in each tube were compared 
against the pixel values in the bone of a reconstructed image of a rat. It was conclude 
that a combination of 60 units of an iodine solution (Iopamiro 300 mg/ml), and 40 
units of a saline solution show the most equivalent attenuation coefficient values with 
respect to bone in diverse rodents’ studies. 
 
Figure 5-7: Axial slice of four Eppendorf filled with different concentrations of a mixed iodine and 
saline solution. 
 
The phantom is made out of a cylindrical, universal sample tube with a height of 5 cm 
and an approximate diameter of 3 cm (Figure 5-8 (a)). The bones are simulated with 
the iodine solution (Figure 5-8(c)), which will be inserted into two Eppendorfs of 1 ml 
(Figure 5-8 (b)). Afterwards, the bottle is filled almost up to the top with water which 
simulates the soft tissue. Finally, the containers with the mixture are stuck to the lid of 
the bottle with help of modelling clay. 




Figure 5-8: Materials used for the fabrication of the BH second order calibration/test phantom. 
 
5.3 Correction 
5.3.1 Software development and integration of the second order 
correction procedure 
If 'Second order correction' is set, a new different internal path is taken. The following 


















Function with several 
procedures 
Legend 
Second order method 
 
71 
The functions implemented for the second order correction module are BH_Simulator, 
CreaMascara, and BH_correction_second. 
- Second order correction module 
 BH_Simulator is a prototype in charge of reconstructing projections (FDK), or 
projecting reconstructed images depending on a keyword (/RECON, or /PROY 
respectively). The generated files are temporarily saved in path_ct. 
It employs the following parameters: 
path_act: string with the directory path in which are the header file with 
extension ‘.act’ and the data files with extension ‘.ctf’ from the acquisition of 
the test phantom. 
path_ct: string with the directory path in which is the reconstruction software 
(Mangoose). 
 
 CreaMascara is a prototype in charge of creating a cyan mask which is placed 
on top of the reconstructed image. This mask depends on the threshold 
umbral. 
maniqui_BH: reconstructed image from the calibration phantom projections.  
umbral: value that separates the bone from soft tissue (in HU). 
 
 BH_Correction_second is a prototype that corrects the original projection data 
(‘.ctf’) first by linearization, and secondly by post-processing. 
It employs the following parameters: path_act, path_ct, and umbral. 
The following sequence diagram shows roughly what is happening in the system. 




Figure 5-10: Sequence diagram of the second order BH correction. 
 
First of all, the MMWKS calls the simulator. The simulator reads the ‘.act’ header of the 
raw data and reconstructs it. The provisional resulting volume is called 
‘volume_recon.img’. This whole volume is displayed into the beam hardening 
correction interface. By default, the first slice is shown, but it can be change by 
scrolling up and down the sliding bar placed in the right part of the image (Figure 
5-10). This implementation allows the user to select a slice which contains both soft 
and hard tissue. There is also a sliding bar on the bottom of the image which 
represents the threshold between both tissues, and helps the user performing the 
bone segmentation. Unlike the segmentation mask developed in the first order 
correction, this mask employs an RGB image and places it on top of the original 
volume. This decision was made due to the small size of the objects to segment (rats 
and mice bones), in order to avoid ‘over-segmentation’. The original image stays 
underneath as a reference point. Once the user is pleased with the result, the MMWKS 
can go on with the segmentation procedure by clicking the button ‘DONE’. 




Figure 5-11: Second order segmentation interface, (left) without mask, and (right) with it. 
 
The segmentation procedure is one of the most important parts as it is in charge of 
separating the soft from the hard tissue. It is possible to achieve this by just taking the 
pixels of the image whose value is greater or equal than the threshold value. This new 
generated volume contains only the bone and it is saved as ‘hueso_recon.img’. Then, 
the simulator projects it, and generates as many ‘.ctf’ as beds used. Each ‘.ctf’ contain 
360 projections and is saved as ‘proy_hueso_X.ctf’, being X the corresponding number 
of bed, starting at 0. These and the original projections are opened, and the first order 
correction method is applied (same as described in the previous chapter) for reducing 
any cupping effect they may have. Afterwards, the second order correction is applied 
to the linearized projections following the formula 5.7). Finally, the corrected 
projections are temporarily saved and the simulator will reconstruct the chosen ROI (if 
any was previously selected) and display the result to the user in the console. 
 
5.4 Evaluation 
Figure 5-12 shows the resulting reconstructed CT images of the phantom exposed 
above (section 5.2.1) acquired at a voltage of 35 kVp. 




Figure 5-12: (Left) reconstructed projections without correction, and (right) same projections with 
second order correction. 
 
 
Figure 5-13: Profile representation of the dark streaks effect and its correction. 
 
In order to evaluate the second order correction, we have followed a similar procedure 
to the first order. Dark streaks are quantified in both the original and the corrected 
image by tracing a perpendicular profile to them and measuring the Artifact-Noise 
Ratio (ANR). 
                                                              𝐴𝑅𝑁 =
𝜇−𝑚𝑖𝑛
𝜎
                                                (5.9) 
where 𝜇 is the mean value in an area without the artifact, 𝑚𝑖𝑛 the minimum value 
within the affected area, and 𝜎 the standard deviation in an area without the artifact. 
    Distance (pixels) 
 
















Figure 5-14: Reconstructed image from the second order phantom and the data obtained to when 
analysing different regions to calculate its ANR.  
After computing the ANR in both the original and the corrected images, it can be 
obtained the dark streaks reduction (DSR) percentage by simple applying (5.10). 
                                                       𝐷𝑆𝑅 =
𝐴𝑁𝑅𝑜𝑟−𝐴𝑁𝑅𝑐𝑜𝑟𝑟
𝐴𝑁𝑅𝑜𝑟
∙ 100%                                       (5.10)                
 
Figure 5-15: Profile representation of the dark streaks effect and its correction. 
The ANR for the original image is 18.58, while the corrected image has an ANR of 4.76. 
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6 Conclusions and future work 
 
6.1 Conclusions 
This bachelor thesis developed in closely collaboration with the Biomedical Imaging 
and Instrumentation Group of the University Carlos III de Madrid has focused on the 
development and integration of compensation algorithms for the BH artifacts into a 
preclinical, high-resolution micro-CT scanner. 
In the first place, the basic concepts of medical imaging were reviewed. Afterwards, it 
was made an in-depth examination of the Argus PET/CT scanner placed at the Hospital 
General Universitario Gregorio Marañón for gaining a better understanding of its 
working mechanisms. Later, the user interface was studied as well as the 
communication protocols between the user PC and the control PC. 
The first order method has been implemented into the console for the correction of 
the BH artifacts produced in homogeneous objects (cupping). This method is 
composed of two separate phases: calibration and correction. An appropriate 
calibration phantom has been designed and manufactured, and it has been defined a 
calibration protocol which guides the technical staff on the BH calibration process. The 
protocol details the phantom placement in the scanner’s bed in which a part of it must 
stick out of the bed in order not to alter the measurements. During the calibration 
process, the adequate value of the calibration parameters is found. One of the 
limitations encountered in this phase lies in the acquisition of the scanogram. The 
coronal and sagittal views are obtained independently, i.e., the console has to make 
two different calls to the scanner one for each view, resulting in a time consuming 
situation as at the end of each call the scanner’s bed returns to its home position. 
The stability of the calibration parameters has been studied throughout time after 
calibrating in several days and it has been proved to be stable. Therefore, it is 
concluded that the calibration is just needed when setting-up the scanner.  
The second order method has been also implemented into the console for the 
correction of the BH artifacts produced in heterogeneous objects (dark streaks). This 
method assumes that the object under study is composed exclusively by soft tissue 
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and bone. The correction is based on the error estimation from the contribution of 
dense objects to the projection, by using the weighting parameters A and B. The value 
of A has influence over the bone quantification in the reconstructed images, and the 
value of B affects the correction of the dark streaks. It has been made an optimum 
search of these parameters by simulation of a rat study. It has been observed that A 
and B depend on the amount of bone traversed by the X-rays and on the source 
voltage. It has been also detected that the value of A tends to increase as the bone 
thickness grows, and the value of B is slightly affected by voltage variations. Hence, it 
would be necessary to make an exhaustive study of their stability by taking into 
account these parameters. 
Both corrections has been incorporated into the commercial scanner Argus PET/CT by 
taking into account the communication flow between the control PC and the user PC. 
The integrated code was designed in order to provide a GUI with the following 
principles: consistency (the interface uses the appropriate terms and concepts), ease 
of use (it is intuitive and easy to understand and use), robustness (it is robust and 
reliable, avoiding failures), user control (it provides the user the authority to abort 
processes), and flexibility (implementation of different input tools). 
The complete scheme of beam hardening correction incorporated into the console has 
been evaluated in phantom and small animal studies leading to satisfactory results. 
The cupping effect has been corrected an 83.98 % on average, whereas the dark 
streaks have been reduced a 74.39 %  on average. 
Finally, it is worth mentioning that the software developed in this project has been 
incorporated into the Argus PET/CT scanner commercialized worldwide by SEDECAL. 
The software is currently at the last validation stage and it will keep under evaluation 
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6.2 Future work 
The following work lines have been proposed for the improvement of the calibration 
procedures used in this project.  
- First order calibration 
 Modification of the acquisition code (in C) in order to avoid the double 
insertion of the scanner’s bed when obtaining a scanogram. 
 
- Second order calibration 
 Exhaustive study of the calibration parameters A and B, and their 
dependencies with respect to the voltage and the amount of bone 
traversed by the X-rays. 
 
 Design and implementation of a dedicated calibration interface. 
   
80 
 
Appendix A: Bibliographic review of the beam 
hardening correction methods 
 
The research on beam hardening artifacts in computed tomography has been wide-
ranging for the last decades, resulting in the publication of a broad amount of 
strategies to reduce them. The methods described in the literature fall into five groups: 
physical pre-filtering, linearization, post-processing, dual energy, and iterative 
reconstruction. 
Physical pre-filtering (Brooks et al 1976) is usually included in order to harden the X-
ray beam before it arrives at the object under study. This filter absorbs not only the 
lower energy photons, but also reduces the quantity of photons that reach the 
detector improving the SNR. These filters reduce considerably the beam hardening 
artifacts, but are not enough to remove them completely. 
Linearization methods (Brooks et al 1976, Herman 1979, and McDavid et al 1997) 
transform the projection data acquired with a polychromatic source into the projection 
data that would have been acquired in the equivalent case of a monochromatic 
source. In order to do so, it is necessary to obtain the attenuation curve with BH for 
different thicknesses of the material of the scanned object. This method corrects 
cupping in homogenous objects, but it is insufficient to remove the dark streaks that 
appear in between denser areas in heterogeneous volumes.  
 
Post-processing techniques (Joseph et al 1978, Nalcioglu et al 1979, Joseph et al 1997, 
and Hsieh et al 2000) reconstruct initially with FBP and afterwards, detach bone and 
soft tissue from the image by using a density threshold. The image with the segmented 
bone is projected, and it provides an estimation of the quantity of nonlinear distortion 
suffered by the beam hardening effect which will be lately corrected. When applying 
FBP to the corrected data, the artifacts in the image are significantly reduced. It is also 
possible to iterate the procedure a couple of times in order to improve the result of 




Dual energy scanners double the number of measurements by acquiring at two 
separate energy voltages (preferably with spectrums that do not cover themselves up). 
Dual energy methods (Alvarez et al 1976, Kelcz et al 1979, Stonestrom et al 1981, 
Sukovic et al 1999, and Fessler et al 2002) enable the reconstruction of separate bone 
and soft tissue images. They model the dependency of the attenuation coefficients 
with respect to the energy as the combination of two basic functions which represent, 
for example, both the contributions of the photoelectric and the dispersion effects. 
The coefficients of these two functions are computed for each pixel of the image. Once 
obtained, the reconstruction of the coefficients of linear attenuation can be estimated 
at any energy within the diagnostic range (normally between 80 𝑘𝑉𝑝 and 120 𝑘𝑉𝑝 in 
scanners for humans). These types of scanners are really useful for the 
characterization of tissue and its quantification, but they require a sophisticated 
hardware and a greater radiation dose. Therefore, their use is limited to specific 
applications such as measuring the bone mineral density in the vertebral column 
(Kalender et al 1995), the detection of pulmonary embolism and plaque in coronary 
arteries, etc. 
 
Iterative reconstruction methods have been widely researched by several authors 
(Yan et al 2000, De Man et al 2001, Elbakri et al 2002, Menvielle et al 2005, O’Sullivan 
et al 2007, and Abella et al 2009).  
Yan et al developed a non-statistical, iterative reconstruction method including the 
polyenergetic characteristics of the X-ray beam, and whose algorithm is valid for both 
single and dual-energy CT imaging. The single energy version of the algorithm assumes 
that each voxel in the scan field can be expressed as a mixture of two known materials 
and iteratively computes their volume fraction at each pixel. 
On the other hand, De Man et al proposed an alternative statistical approach that 
models the object attenuation as a linear combination of the attenuation properties of 
two base substances. The algorithm uses the polyenergetic source spectrum and does 
not need a pre-segmented image. In (Alvarez and Macovski 1976), it was stated that 
the attenuation suffered by a material as a function of the energy can be modelled as a 
weighted combination of the Compton scatter and the photoelectric effect.  
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Elbakri et al introduced a statistical algorithm that required an initial pre-segmentation 
of the object into the various tissue classes and did not allow pixels to have tissue 
mixtures. One year later, the authors remove the need of image pre-thresholding and 
allow mixed pixels. Both approximations required tabulated measurements of the line 
integrals of bone and water over a reasonable range of object thicknesses. 
In order to avoid modelling of the X-ray spectrum, Abella et al presented a simplified 
approximation based on the statistical reconstruction for systems with a polychromatic 
source, and using the same calibration data and parameters as in (Joseph et al 1978).  
Iterative methods are pretty flexible with respect to the acquisition geometry, and 
they allow including prior knowledge, and model the noise. However, these methods 
entail a high computational cost as well as a change in the complete reconstruction 
process. 
 
Throughout the actual research that involves this project, three out of the five 
methods mentioned above have been incorporated into the Argus PET/CT scanner: 





Appendix B: ‘.ACT’ header example 
 
BH_Calibration_24_02_15_24Feb2015_Acq014 














































GENERAL DATA := 
original institution :=unknown 
originating system :=unknown 
contact person :=unknown 
patient name :=BH_Calibration_24_02_15 







patient weight (gr):= 
patient size (cm):= 
patient orientation :=Head_in 
patient rotation :=Prone 
study ID := 
study date :=24/2/2015 
study time :=12:54:08 
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Appendix C: ‘.HDR’ header example 
 
;INTERFILE -Grupo Imagen UMCE HGGMTue Apr 21 13:07:52 2015 
INTERFILE := 
imaging modality:=ct 
version of keys := 5.4 
date of keys := 2006:22:10 
acq code version:=4.20 
reconstruction code version:=version: 3.2.2 
GENERAL DATA := 
original institution:=unknown 
originating system:=unknown 







patient weight (gr):=0 











name of data 
file:=BH_Calibration_10_02_15_10Feb2015_Acq014_corr_calib17_03.img 
IMAGE DATA := 
imagedata byte order:=littleendian 
slice orientation:= 
number format:=signed integer 
number of bytes per pixel:=2 
number of dimensions:=3 
matrix size [1]:=516 
matrix size [2]:=516 
matrix size [3]:=276 
scaling factor (mm/pixel) [1]:=0.121849 
scaling factor (mm/pixel) [2]:=0.121849 
scaling factor (mm/pixel) [3]:=0.121849 
data compression := none 





average cycle length (msec):=NA 
cyclelength deviation (%):=NA 
accepted deviation (%):=NA 
CT IMAGE DATA:= 
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start horizontal bed position (mm):=321.000 
overlap (mm):=0.0 
magnification factor:=1.64138 
number of bed positions:=1 
alum filter thickness (mm):=1.00000 
projection size [1]:=516.000 
projection size [2]:=516.000 
projection size [3]:=570.000 
number of shots:=8 
beam hardening:=First order correction (BH Calibration parameters: 276.147, 
0.809976, 4.26709e-005) 
reconstruction binning:=1 
method of reconstruction:=FeldKamp 
type of interpolation:=Lineal 





TEMPORAL STUDY := 
index nesting level := {time frame} 
image duration (sec) [1] :=0.000000 
image relative start time (sec) [1] :=0.000000 
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Glossary of terms 
 
I. Acronyms 
BH: Beam Hardening 
CT: Computed Tomography 
FBP: Filtered Backprojection  
FDK: Feldkamp, David y Kreis  
FOV: Field Of View  
FT: Fourier Transform 
GUI: Graphical User Interface 
IDL: Interactive Data Language 
LIM: Laboratorio de Imagen Médica 
MMWKS: Multimodality Workstations 
MSE: Mean Square Error 
PET: Positron Emission Tomography)  
PPMA: Poly methyl methacrylate 
ROI: Region Of Interest  
UMCE: Unidad de Medicina y Cirugía Experimental 
SEDECAL: Sociedad Española de Electromedicina y Calidad 
SNR: Signal-to-Noise Ratio 
SPECT: Single Positron Emission Tomography 
 
II. Units of measurement 
eV: electronvolt 
HU: Hounsfield Units 










 RESEARCH (5th - 23th January) 
 
 CALIBRATION METHOD (26th January – 25th February) 
 
 FIRST ORDER CORRECTION METHOD (26th February – 23th March) 
 
 SECOND ORDER CORRECTION METHOD (24th March - 24th April) 
 
 WRITE BACHELOR THESIS (2nd March - 12th June) 
 
Milestones: 
- 23th January 2015: Project management: Gantt chart planning. 
- 2nd March 2015: Abstract. 
- 20th March 2015: Introduction. 
- 23th March 2015: Presentation of the goals of my bachelor thesis at the LIM. 
- 31st March 2015: Motivation. 
- 19th April 2015: Materials and methods: First order correction. 
- 17th May 2015: Materials and methods: Second order correction. 
- 7th June 2015: Results. 
- 11th June 2015: Conclusions and future work 
- 12th June 2015: Final presentation of my bachelor thesis at the LIM. 
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II. Financial plan 
Supplies and materials 
 
 PC Intel Core 2 Duo 4,00 GB RAM + Monitor Dell 18’.……………….……........ 1,000 € 
 Matlab license............................................................................................ 6,000 € 
 IDL license..................................................................................................... 300 € 
 Office furniture…..………………………………………………………………………....………..  100 € 
 Calibration phantom.…………………………………………………………….………….……….. 40 € 
 Test phantom…………………………………………………………………………..………………..… 3 € 
Depreciation and amortization1…………………………………………………………… 595.44 € 
 Argus PET/CT rental fee ................................................................ 180 € per hour   
(30 hours) 
 
Total Supplies and materials................................................................ 5,995.44 € 
 
Direct personnel cost 
 
Salaries 
 Engineer fees.……………………………………………………………………..…. 15 € per hour 
(600 hours) 
 Support staff fees.……………………………………………………………….…. 20 € per hour  
(50 hours) 
 Total Salaries................................................................................................  10,000 € 
 
Travel expenses 
 Season ticket .…………………………………………………………….…. 54.60 € per month 
(6 months) 
       Total Travel expenses.................................................................................... 327.60 € 
 
Total Direct personnel cost................................................................ 10,327.60 € 
 
 
Subtotal budget................................................................................ 16,323.04 € 
 
Non recoverable VAT 
 21% Subtotal budget ............................................................................ 3,427.83 € 
 
Total budget..................................................................................... 19,750.87 € 
 
Madrid, June 2015 
                                                          Cristina Viña Berlanga 
Telematics Engineer 
                                                          
1




P: product value, S: residual value (20% product value), T: time used (6 months), and L: useful life (60 
months)  
