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Abstract
Greengard's N -body algorithm claims to compute the pairwise in-
teractions in a system ofN particles in O(N) time for a xed precision.
In this paper, we show that the choice of precision is not independent
of N and has a lower bound of logN . We use this result to show that
Greengard's algorithm is not O(N).
The N -body problem constitutes simulating the motion of N particles
under the inuence of mutual gravitational interactions. Since the problem
cannot be solved in closed form, a discrete approximation has to be used. The
force on every particle due to the rest of the system is computed and this in-
formation is used to update the system over a small interval of time t. This
constitutes one iteration in the solution of an N -body problem. A straightfor-
ward computation of the interactions takes O(N
2
) time per iteration, which
is prohibitive since physicists want to simulate the motion of large collec-
tions of particles over long time scales. A number of algorithms have been
designed to reduce the time complexity per iteration. The main principle
behind these algorithms is approximating the force between two collections
of particles that are far apart, without having to compute every pairwise
interaction. With the notable exception of Greengard [1], most researchers
paid little attention to a rigorous worst-case analysis of the complexity of
their algorithms. Greengard's algorithm remains the only algorithm so far
with a proven worst-case complexity of O(N).
We limit the discussion to the two-dimensional version of Greengard's
algorithm for convenience and simplicity. The rst step in Greengard's al-
gorithm is creating a hierarchical subdivision of the space containing the
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particles constructed as follows: Let D be the length of a square box en-
closing all the particles (Greengard assumes the box has length 1, which can
easily be achieved by a change of units). The box is subdivided into 4 boxes
with a side length half of the original box. Boxes that do not contain any
particles are discarded. Boxes containing a single particle (or k particles, for
some xed k > 0) are left as it is. The rest of the boxes are recursively sub-
divided. This recursive subdivision is naturally represented by a tree. The
tree has N leaves and at most 4 children per node.
Let s be the smallest interparticle distance (the terminology used here
is dierent from Greengard's). Each subdivision of a box reduces the box
length by half. To separate two particles that are s apart, we may need a box
of length less than
s
p
2
. The worst-case number of subdivisions required to
separate two particles s apart is given by the smallest k for which
D
2
k
<
s
p
2
.
Consequently, the height of the tree is bounded by O(log
D
s
) and the total
number of nodes in the tree is bounded by O(N log
D
s
).
Greengard's arguments can be summarized as: For a xed machine pre-
cision, only certain classes of particle distributions can be modeled, inde-
pendent of the algorithm used. Therefore, by restricting attention to only
those particle distributions that can be modeled on a given machine, D can
be bound by the largest oating point number representable on the machine
and s has to be no less than the smallest oating point number representable.
Thus, log
D
s
is bounded by the log of the ratio of the largest to the smallest
oating point number representable, a constant termed p. The size of the
tree is bounded by O(pN). Greengard determines the running time of his
algorithm to be N(p
2
+ p+ ), where ,  and  are constants.
The above arguments imply that the height of the tree is bounded by
O(p), a constant. Yet, we know that the height of a tree with N leaves and
at most a constant number of children per node is 
(logN). How can this
disparity be explained?
To further highlight the discrepancy, consider the rst step in Green-
gard's algorithm - the construction of the tree representing the hierarchical
2
subdivision. At every level of the tree, the nodes containing more than one
particle (or more than a xed number of particles) are subdivided and par-
ticles in each parent box are distributed among its child boxes. Since each
particle is assigned to a box at every level and there are at most p levels, the
work involved is proportional to Np. Since p is a constant, the complexity is
computed to be O(N).
Consider running this algorithm on a distribution such that each child box
contains exactly a fourth of the particles of the parent box. The resulting
tree is a quadtree with logN levels and the work involved in constructing
the tree is easily seen to be O(N logN), not O(N).
The problem lies in the assumption that the parameters D and s are
entirely dependent on the spatial distribution of the particles and not related
to the number of particles N . To understand why this assumption is invalid,
consider the behavior of
D
s
for a xed N . In particular, we shall investigate
the upper and lower bounds for
D
s
as a function of N .
For any N  3 particles,
D
s
can be made arbitrarily large by reducing the
distance between the closest particles (thus reducing s), or by increasing the
spread of the particles (thus increasing D). This validates the argument that
for a xed machine precision, only certain classes of particle distributions can
be modeled, independent of the algorithm used.
To minimize the ratio
D
s
for a xed N , all the particles should be at a
distance of s from their nearest neighbors. To see why, suppose this is not
true. We can reduce D by `moving-in' particles that are farther than s from
each other, while keeping s the same. Or else, we can increase s by increasing
the distance between particles that are s apart, while keeping D unchanged.
In either case,
D
s
decreases contradicting minimality. Furthermore, the par-
ticles must be packed as closely as possible. Figure 1 shows the conguration
minimizing the ratio
D
s
for a xed N in two dimensions. Each particle has
six nearest neighbors in the close packing, all at a distance of s from it. The
particle is at the center of the hexagon formed by its nearest neighbors. The
particles t exactly in a cell of size D  D (i.e. boundaries of the cell are
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Figure 1: The conguration minimizing the ratio of the cell lengthD contain-
ing all the particles and the smallest interparticle distance s in two dimen-
sions. The ratio
D
s
is minimized when all particles are a distance s apart from
their nearest neighbors and the particles are packed as closely as possible.
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inhabited by particles). Adding the particles column-wise,
N = b
D
s
+ 1c + b
D
s
c+ b
D
s
+ 1c + :::::: (b
2D
p
3s
+ 1cterms)
N 
D
s
"
2D
p
3s
+ 1
#
+
D
p
3s
+ 1
N 
2
p
3
D
2
s
2
+
 
1 +
1
p
3
!
D
s
+ 1
D
s
 c
1
N
1
2
for some constant c
1
. Since this is computed using the conguration mini-
mizing
D
s
, log
D
s
is 
(logN). Since log
D
s
is bounded by p, p is also 
(logN).
How does this translate to what classes of particle distributions can be
modeled on a machine with precision parameter p? It is already noted that
not all distributions can be modeled for any given N  3 because of preci-
sion limits. However, unless p  c logN (c a constant), no distribution can
be modeled for that N . The very fact that we are able to run an N -body
problem for a collection of N particles with precision parameter p implies
that p  c logN . Thus, p cannot be taken as a constant in the analysis of
the running time of the algorithm and Greengard's algorithm is not O(N).
Greengard's time complexity isN(p
2
+p+), which is at leastO(N log
2
N).
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