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Vorliegende Dissertation ist eine Sammlung der vom Autor verfassten und mitver-
fassten Publikationen über fluide Phasengleichgewichte und Fluiddynamik in porösen
Materialien, untersucht mit Hilfe von computergestützten Methoden. Der erste Teil
handelt von Flüssigkeitsadsorption in mesoporösen Porenräumen mit Schwerpunkt Hys-
teresephänomene. Dabei wurden zuerst Sorptionsmechanismen in kanonischen Porenseg-
menten und einfachen zusammengesetzten Porenmodellen untersucht. Aufbauend auf
diese Erkenntnisse wurde dann eine statistische Theorie entwickelt, welche es ermöglicht,
Phasengleichgewichte in komplexen ungeordneten Porenräumen zu beschreiben. Die
entwickelte Methode erlaubt ein erweitertes Verständnis über Sorptionsphänomene in
komplexen mesoporösen Materialien und die Anwendung in der Charakterisierung dieser
Porenräume erscheint aussichtsreich. Der zweite Teil der Dissertation beschäftigt sich
mit den Gastransporteigenschaften von hierarchischen, aus zwei Porösitäten zusam-
mengesetzten Festkörpern. Dabei stand vor allem der Zusammenhang zwischen der
biporösen Komposition des Materials und der Moleküldynamik im Vordergrund, un-
tersucht unter Zuhilfenahme eigens entwickelter statistischer Simulationen. Betrachtet
wurden insbesondere mikro-mesoporöse Materialien, hohle Siliziumdioxid-Nanopartikel
und Membranen mit gemischter Matrix. Tiefergehendes Verständnis über die zugrun-
deliegenden Gastransportprozesse wurde im Vergleich mit experimentellen Ergebnissen
erreicht. Beide Kapitel werden durch eine kurze Einführung in die jeweilige Thematik
und die den nachfolgenden Publikationen zugrundeliegenden Konzepten ergänzt.
The thesis at hand is a collection of the publications written and co-authored by
the author on the subject of fluid phase equilibria and dynamics in porous materials
as studied with computational methods. The first part addresses fluid adsorption in
confined mesoporous spaces with a particular focus on hysteresis phenomena. For this
purpose, first the sorption mechanisms in canonical pore segments and simple intercon-
nected pores were studied. Based on those insights, a statistical theory describing the
phase equilibria in large-scale disordered pore systems was developed, yielding novel un-
derstanding of the sorption phenomena in complex mesoporous materials and promising
future application for the characterization of these pore spaces. The second part of this
thesis considers the mass transfer properties of hierarchical porous solids combining two
different porosities. Here, the relationship between the structural biporous composition
of the host material and the molecular dynamics were studied using specifically devel-
oped statistical simulations. Particularly, micro-mesoporous materials, hollow core-shell
silica nanoparticles, and mixed matrix membranes were considered. For each case, com-
parison to experimental data led to a deeper understanding of the underlying transport
processes. Each of the two chapters is preceded by a short introduction into the subject
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The past decades led up to substantial advances in the ability to produce materials with
customized pore structures, broadening the range of applications for porous solids im-
mensely [1]. Originally being used mainly as catalysts1 and adsorbents, porous materials
now face promising future applications in areas such as energy technology, microelec-
tronics, optics, nanotechnology, medicine, as well as atmospheric and environmental
engineering [2–5]. They are envisaged, for instance, as novel electrodes and catalysts in
solar cells [6–10], rechargeable batteries [11–14], supercapacitors [15–19] and fuel cells
[20–22], as insulators for integrated circuits [23–25], as hosts for laser dyes [26–30], as
drug delivery systems [31–34], as contrast agent transporters for magnetic resonance
imaging (MRI) [35–38], as molecular sieves for chiral separations [39, 40], and as hosts
for capture and storage of greenhouse gases [41–44] as well as biomass conversion[45–47].
Porous materials of desired pore sizes, pore shapes and surface properties are synthesized
by various methods such as soft templating [48], hard templating [49, 50], nano-casting
[51], electrochemical etching [52], and surface functionalization [53]. Common types
obtained with these methods include carbon mats, metal oxides, metal sulfides, metal
nitrides, carbonitriles, and metal organic frameworks. In this work, the following com-
monly used classification of pore spaces is used; voids with sizes up to 2 nm are denoted
micropores, those with sizes ranging from 2 to 50 nm are called mesopores, while those
larger than 50 nm are identified as macropores[54].
For any of the previously mentioned applications the ability of porous solids to inter-
act with atoms, ions, or molecules not only at their surface, but throughout the bulk of
the material is of great benefit. As a result, their performance in desired tasks is directly
related to the porous structure. Consequently, understanding the thermodynamics of
confined fluids in porous materials and their relationship to the pore structure is key to
pore space optimization and technological advancement. With the advent of the novel
ordered porous solids also the knowledge on fluid behavior in such materials experienced
notable progress [55–57]. Numerous experimental studies and theoretical approaches
contributed to improve the understanding of the microscopic processes in materials with
simple pore structures [58–66]. However, in complex mesoporous geometries with a wide
range of pore sizes, the fluid phase equilibria are far from trivial and remain poorly
understood. Moreover, non-trivial fluid behavior patterns have also been observed in
supposedly ordered materials attributed to structural irregularities and defects [67, 68].2
This in turn highlights the importance of pore structure characterization methods. Un-
1I.a. for selective oxidations, aminolysis, and hydrogen production.
2Those defects seem likely, considering that synthesis yields products resulting from kinetically con-




fortunately, the most widely used methods for pore space characterization, gas sorption
and thermoporometry, likewise rely on observables resulting from the fluid phase behav-
ior. In particular, both techniques are based on measuring the amount adsorbed in the
porous material, which is the result of the phase transitions for the confined matter [65,
69]. These phase transitions, however, are a complex function of the thermodynamic
conditions, pore size, the historical phase state evolution, and not to forget the charac-
teristics of the porous network3 [70], rendering existing theories of adsorption in complex
pore spaces unreliable4. To study the phase behavior, novel theoretical approaches based
on density functional theory, molecular simulations, and percolation theory have been
developed [62, 63, 71–85]. Albeit reproducing network effects featured in experimental
studies [82, 86–88], an exploitable generalized theory of the phase behavior-pore struc-
ture relationship could not be established to date.
The second important aspect for the technological usage of porous solids considers
the properties of fluid transport in the pore spaces. Since for applications close contact
between the guest particles and the internal host surface given by the porosity is crucial,
pore sizes may be chosen close to the fluid particle dimensions. However, on the other
side such small (often micro-)pore spaces also diminish the efficiency of applications due
to extremely slow mass transport [89]. Among other downsides, this most importantly re-
sults in significant reduction of the overall process rates [90–92]. Consequently, in recent
decades different strategies were pursued to overcome the penalties on mass transport
in microporous solids while retaining their chemical functionality. Accordingly, trans-
port enhancement may be achieved by (1) reduction of the particle size, (2) utilization
of larger micropores, and (3) inclusion of mesopores as low-resistance transport path-
ways. While route (1) is limited by encountered technological difficulties with synthesis
and handling of the small microporous particles [93], (2) naturally embodies a trade-off
situation, where higher transport rates are paid for by decreased functionality and vice
versa. Hence, at the present day option (3), i.e. the combination of different porosities, is
considered to be the most promising strategy for the optimization of chemical function-
ality and mass transfer [94–106]. The resulting biporous materials can be obtained via
various treatments during or post-synthesis [107–115] and consequently, diverse compo-
sitions of the two pore spaces of different appearance, hierarchy, and connectivity may be
achieved. Depending on the thermodynamic conditions and the guest molecules under
consideration, this wide range of biporous structures may result in significantly different
fluid transport properties [116]. The mass transfer in porous materials is considered in
numerous experimental studies including measurements with pulsed field gradient nu-
clear magnetic resonance (PFG-NMR) and microimaging techniques [87, 117–135] as
well as theoretical approaches covering diffusion in inhomogeneous environments [136–
138]. Despite this recent progress, understanding transport patterns in porous hierar-
chies remains a complex task [92, 139–142].
As outlined above, targeted manufacture and customization of synthetic porous ma-
terials for the optimization of any technological application relies on the understanding
3I.e. how and in which order the pore spaces are connected to each other.
4And pore space characterization accordingly.
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of the correlations between the pore structure on the one hand and the phase behav-
ior and mass transport of the guest species on the other hand. In those cases, where
experiments cannot provide sufficiently detailed information of the microscopic picture,
computational modeling may aid in drawing conclusions about the relationship between
underlying mechanisms and resulting measured quantities.5 Analogous, it is the motiva-
tion of this work to facilitate the understanding of the microscopic pore structure-related
origins of phenomena encountered with confined fluids using theoretical modeling and
computer simulations. For this purpose, (a) existing theoretical and statistical algo-
rithms as well as (b) newly developed approaches were applied to a multitude of model
pore spaces ranging from simple ideal channels to complex disordered and hierarchi-
cal porous structures and related to experimental results. Here, (a) includes numerical
methods for differential equations, Monte Carlo simulations for the classical lattice gas
under confinement (canonical, grand canonical, and Kawasaki dynamics Monte Carlo),
and notably the lattice-based static and dynamic mean field theory derived by Monson
et al. [143], while (b) refers to the serial pore model for phase transitions in disordered
pores6 and a coarse-grained approach to simulate diffusion in inhomogeneous environ-
ments7. With their help, various new insights into the relation between the microscopic
processes and the macroscopic experimental observations were obtained, leading to a
more consistent and comprehensive picture of the fluid phase behavior in nanoporous
confinements and the transport properties of hierarchical biporous materials.
In the following, this work is divided into two chapters. The first chapter deals with
the progress made in understanding adsorption, phase equilibria, and transient sorption
dynamics in complex porous materials. Here, a bottom-up approach was employed with
initial adsorption studies in simple ideal pore spaces, then scaling up to ordered inter-
connected channels and finally the derivation of a statistical theory of adsorption for
complex disordered pores. In the second chapter, the studies of mass transport in hier-
archical biporous materials are presented. For this purpose, the general understanding
of the effects of pore hierarchies on mass transport was promoted and the application to
specific materials of interest such as micro-mesoporous solids, core-shell silica particles,
and mixed matrix membranes was realized.
5I.e. here it is the aim of the modeling efforts to solve an inverse problem by trying to find from a set
of observations the causal factors that produced them.
6See Pub. 2.3.
7See Pub. 3.1 through to 3.4.
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Figure 2.1: Adsorption on an infinite solid plate during quasistatic variation of the gas
pressure P below the saturated vapor pressure P0. The data was obtained
using mean field theory (MFT) [143] on a grand canonical ensemble (i.e. con-
stant chemical potential µ, volume V and temperature T ). The insets show
the density profile near the plate at three different pressures as indicated with
the green symbols, where dark-red represents the plate and the mean fluid
density is represented by different shades of blue with the lightest shadings
corresponding to low density (gaseous phase) and the darkest shadings to
high density (liquid-like adsorbed phase).
Adsorption can be understood as the adherence of microscopic particles onto the sur-
face of a foreign phase as a consequence of its surface energy. This chapter focuses on
physisorption in particular, meaning the adsorption of molecules through van der Waals
interaction with the surface molecules. As a simple example, consider the adsorption of
fluid molecules on an infinite solid plate shown schematically in Fig. 2.1. Upon varia-
tion of the gas pressure P 1, the amount of fluid molecules adhered to the solid surface
changes, here indicated by the mean relative adsorbed amount θ. More specific, a gradual
quasistatic2 rise in pressure leads to adsorption, i.e. the accumulation of fluid molecules
1Alternatively other thermodynamic quantities might be varied such as the chemical potential µ or the
temperature T .
2I.e. slow variation that ensures that the system is in a (meta-)stable state at each point of the curve.
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in the proximity of the plate forming a liquid-like high density layer. The process of
covering the whole solid surface with this layer is called the wetting transition [144] and
occurs in Fig. 2.1. between the green circle and the green diamond. Further increase of
θ with higher pressures is attributed to multilayer adsorption due to the van der Waals
attraction of the molecules accumulated in the first layer (see the green square). Note
that all those observations appear below the saturated vapor pressure P0. This means
that adsorption facilitates the condensation near the solid and as a consequence, gas and
liquid phase coexist below the bulk critical point. The wetting transition occurs between
equilibrium states and is thus reversible. Consequently, upon quasistatic decrease of the
gas pressure, the fluid density around the solid plate diminishes, i.e. the fluid molecules
desorb, with θ following the same curve as for adsorption.
Figure 2.2: Adsorption in an infinite slit pore (the space between two parallel infinite
solid plates) with a width of 4nm (black line) and in a finite slit pore with the
same width open to the bulk gas phase at one end and closed by a solid cap
at the other end (blue line). The data was obtained using MFT on a grand
canonical ensemble. Panel A shows the Adsorption curves corresponding to
a quasistatic rise in pressure P from close to 0 towards the saturated vapor
pressure P0. Panel B shows the desorption curves obtained by the reverse
sequence from P0 towards 0. The insets show the density profiles in the
infinite and the finite capped pore for the states on the adsorption (A) and
desorption curves (B) indicated with the black and blue symbols, respectively,
where every color corresponds to the same pore as referred to with the lines.
In the profiles, dark-red represents the solid pore walls and the mean fluid
density is represented by different shades of blue with the lightest shadings
corresponding to low density (gaseous phase) and the darkest shadings to
high density (liquid-like adsorbed phase).
Now consider another infinite solid plate parallel to the first one at a distance of a
few nanometers. This setup, the so-called slit pore model, entirely confines the space
in-between in one spatial direction and is the simplest model resembling a pore from a
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mesoporous material. The adsorption behavior in the slit pore model is schematically
shown in Fig. 2.2 A (black line). Starting at P → 0, upon quasistatic increase of the gas
pressure, a wetting transition can be seen as the first steep rise in θ and subsequent mul-
tilayer adsorption. However, evidently another transition occurs closer to the saturated
vapor pressure. This is the so-called capillary condensation transition [54, 144], which
appears at a certain critical pressure and leaves the entire pore space filled with the
adsorbed liquid phase. For the transition to occur, a meniscus3 is required as starting
point. In the case of the infinite slit pore there is no such meniscus present (see the inset
indicated with the black circle). Thus, here a meniscus can only emerge due to a random
nucleating event. The thickness of the adsorbed films on both sides of the pore is subject
to thermal fluctuations. As soon as, anywhere in the pore, the liquid phases on both
sides of the pore touch, a so-called liquid bridge with a meniscus on either side is formed.
From this event, the liquid phase then grows alongside the pore to fill it entirely.4 The
blue line in Fig. 2.2 A shows adsorption in a finite slit pore with the same pore diameter,
one end open towards a bulk gas phase and the other end closed with a solid cap. Upon
multilayer adsorption, this pore structure allows for the natural formation of a liquid
meniscus at the capped end (see the inset with the blue diamond indicator in B for a
graphical depiction of the density profile). Thus, with the presence of this meniscus, the
capillary condensation transition occurs at a significantly lower pressure as compared to
the infinite pore. This can also be seen by comparing the density profiles of the two pores
in A recorded at the same pressure, which show a completely liquid-filled capped pore
while the infinite pore remains gaseous. In Fig. 2.2 B, the desorption behavior of both
pores is presented. Starting at a pressure close to P0, where both pores are entirely filled
with liquid, the pressure is decreased quasistatically. It becomes evident that capillary
evaporation in the capped pore occurs at the same critical pressure as condensation,
while evaporation in the infinite pore is delayed to lower pressures. Again, the difference
lies in the availability of a starting point for the phase transition. While in the capped
pore a meniscus is already present at the open end and evaporation will originate from
this point (see the density profile in inset blue circle of A), there is no meniscus in the
completely filled infinite pore (inset black diamond of B). Instead, in the infinite pore
the evaporation can only be nucleated by a random fluctuation in the fluid density strong
enough to create a gaseous bubble somewhere in the pore and with that a meniscus on
either of its sides. From this bubble evaporation will progress alongside the pore until
the whole pore space is gaseous leaving only the adsorbed surface layers behind. This
process is called cavitation [54].5 By further decrease of the pressure, the solid surfaces
will gradually dry in both pores.
The phase transitions in the finite capped pore are reversible, which is apparent by the
coincidence of its adsorption and desorption behavior. That means that at every state on
the curves shown in Fig. 2.2, the finite capped pore is at thermodynamic equilibrium.
On the contrary, adsorption and desorption in the infinite pore significantly deviates
3I.e. a curve in the gas-liquid interface close to a confinement caused by surface tension.
4See Pub. 2.1, Fig. 2b for the density evolution during capillary condensation through the formation
of a liquid bridge with its two menisci and subsequent liquid growth.
5See Pub. 2.2, Fig. 9-11 for the density evolution and kinetics of cavitation processes.
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from each other in the region where the capillary phase transitions occur. This is a
consequence of adsorption hysteresis, which is commonly found in mesoporous materials
[54, 69, 145–147]. Hysteresis is the dependence of the state of a system on its historical
evolution. In the realm of physics, commonly known hysteresis phenomena include the
magnetization hysteresis observed in ferromagnetic materials or the elastic hysteresis of
rubber. Hysteresis has the consequence that, for a given set of conditions, the system
can be in multiple states. Such as the infinite pore in our case, which at the same
thermodynamic conditions can be either entirely filled by the adsorbed phase or feature
the vapor phase (plus adsorbed surface layers) depending on if the system traversed a
history of states corresponding to high or low pressures. Hysteresis indicates that the
system is failing to attain equilibrium and instead is trapped in a metastable state.
Considering the free energy landscape, that means that the system resides in some
local minimum (the metastable state) hindered by local maxima to reach the most
favorable state, the global minimum. Apparent by the comparison to the equilibrium
states from the finite capped pore, the infinite slit pore is, within the hysteresis region,
neither in equilibrium on the adsorption nor the desorption curve. In both cases, in
order for the capillary phase transition to occur, a nucleation point is needed. In the
free energy picture, creating such a nucleation point is equivalent to overcoming the
local maximum to reach equilibrium. In our case, the event nucleating the capillary
transition is the emergence of a liquid-gas interface meniscus spanning between the
two solid plates. As explained earlier, the occurence of such an event is subject to
thermodynamic density fluctuations. Hence, equilibrium can only be attained when
the thermodynamic conditions allow fluctuations likely energetic enough to create a
meniscus. As a consequence, the critical point for capillary condensation in the infinite
pore is shifted towards higher pressures, while the critical point for capillary evaporation
is shifted to lower pressures as compared to the reversible transition. Additionally to the
thermodynamic conditions and the phase state history, the critical points for the capillary
phase transitions depend (via meniscus curvature) on the size of the confinement. The







where C > 0 is constant in thermodynamic equilibrium resulting from the fluid properties
and x is the pore diameter. Eq. (2.1) shows that with increasing pore diameter, the
capillary transitions occur closer to the bulk transition at P0.
After presenting the phase transitions of independent pores with constant diameter,
as a next step consider pores consisting of interconnected sections of different diameters.
To present the cooperative effects of inter-connectivity6 on the sorption behavior, Fig.
2.3 shows adsorption in a so-called ink-bottle pore, built from a wider pore section
placed between two narrower sections (black line). For comparison, adsorption in the
independent narrow and wide pore section is presented by the blue line and the red line,
respectively. Without inter-connectivity effects, adsorption in the ink-bottle pore could
6Also called network effects.
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Figure 2.3: Adsorption curves for finite slit pores open towards the bulk gas phase at
both ends with a width of 3nm (blue line) and 5nm (red line) as well as an
ink bottle pore consisting of a wide pore space (5nm) enclosed by two narrow
pore segments of 3nm width (black line). The curves were obtained using
MFT on a grand canonical ensemble during a quasistatic rise in pressure P
from nearly 0 towards the saturated vapor pressure P0. The dashed grey line
shows the prediction for the adsorption curve of the ink-bottle pore from the
GAI equation (Eq. (2.2)). The insets show the density profiles in all three
pores at two different pressures in the hysteresis region denoted by the circles
and diamonds, where every color corresponds to the same respective pore as
indicated with the lines. In the profiles, dark-red represents the solid pore
walls and the mean fluid density is represented by different shades of blue
with the lightest shadings corresponding to low density (gaseous phase) and
the darkest shadings to high density (liquid-like adsorbed phase).
be expected to behave identically to a weighted average of the adsorption in the two
constituent pores. This assumption is made by the independent domain model (IDM)
developed by Everett for capillary phenomena [70, 145], in the frame of which the general
adsorption isotherm (GAI) equation [54],
8
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θ̄(P ) =
∫
θ(x, P )f(x)dx, (2.2)
correlates the adsorption in the entire mesoporous material, θ̄(P ), with the independent
adsorption in its component pore sections, θ(x, P )7. In Eq. (2.2), f(x) is the volume
distribution function of the pore sections in the mesoporous material with diameter x,
the so-called pore size distribution (PSD) and the most commonly used descriptor for
mesoporous spaces. The IDM is the prevalent model used for the characterization of
mesoporous materials and consequently, the solution of the GAI equation for f(x)8 is
the accepted method for obtaining the PSD from experimental adsorption curves [54,
63]. However, evidently from the dashed grey line in Fig. 2.3, which corresponds to the
prediction of Eq. (2.2) for the ink-bottle pore, the IDM may fail to predict the adsorption
behavior in the region, where the capillary phase transitions occur. Specifically, it can
be seen in Fig. 2.3 that capillary condensation in the narrow pore sections (necks)
of the ink-bottle occurs at the same pressure as in the independent narrow pore as
predicted (see the density profiles indicated with the circles). But with a further rise
in pressure, condensation in the wide section of the ink-bottle arises at a much lower
pressure as compared to the independent pore with the same diameter (see the density
profiles indicated with the diamonds). Accordingly, the proximity of the condensed
phase in the narrow sections must have facilitated condensation in the wider section.
This mechanism, where the liquid phase in one section expands to adjacent pore spaces,
may be called advanced adsorption.9 In this process, the coexistence of gaseous and
liquid pore spaces provides the menisci as starting points for the condensation. As a
result, the capillary condensation in the wide section of the ink-bottle pore is a transition
between equilibrium states, while the condensation in the independent pores and the
narrow necks emerges from metastable states. Consequently, albeit not covered by the
IDM, advanced adsorption arising from network effects can play a major role for the
phase behavior in the hysteresis region.
A similar conclusion can be made for desorption. For that purpose, Fig. 2.4 presents
the desorption curves of the ink-bottle pore (black line) and the independent narrow (blue
line) and wide (red line) pores it was built from. As can be seen by the dashed grey line,
the GAI equation predicts the desorption in two steps, at first evaporation in the wide
section of the ink-bottle pore at the same pressure as in the independent wide pore, then
evaporation in the narrow necks together with the narrow independent pore. However,
as shown by the black line and the density profiles indicated by the colored circles, in the
ink-bottle pore the phase transition of the wide section is delayed until evaporation in
the narrow necks occurs, which is again a consequence of the inaccessibility of a liquid-
gas meniscus for the center section10. This so-called pore-blocking effect [54] is another
7This family of sorption curves is called a kernel and is commonly obtained theoretically with density
functional theory methods [63].
8Which is an ill-posed inverse problem.
9See Pub. 2.2, Fig. 5-7 for the density evolution during advanced adsorption and the adsorption
dynamics in the ink-bottle pore.
10I.e. the condensed phase in the center section is metastable.
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Figure 2.4: Desorption curves for finite slit pores open towards the bulk gas phase at
both ends with a width of 3nm (blue line) and 5nm (red line) as well as
an ink bottle pore consisting of a wide pore space (5nm) enclosed by two
narrow pore segments of 3nm width (black line). The curves were obtained
using MFT on a grand canonical ensemble during a quasistatic decrease in
pressure P from the saturated vapor pressure P0 towards 0. The dashed grey
line shows the prediction for the desorption curve of the ink-bottle pore from
the GAI equation (Eq. (2.2)). The insets show the density profiles in all three
pores at the states denoted by the circles, where every color corresponds to
the same respective pore as indicated with the lines. In the profiles, dark-
red represents the solid pore walls and the mean fluid density is represented
by different shades of blue with the lightest shadings corresponding to low
density (gaseous phase) and the darkest shadings to high density (liquid-like
adsorbed phase).
phenomenon neglected in the frame of the IDM.
In summary, within this chapter, four distinct mechanisms for the capillary phase
transitions were presented:
• (1) Capillary condensation can occur as reversible transition by relocation of an
already present liquid-gas meniscus. In this process, advanced adsorption occurs
10
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when the condensed phase in a pore section spreads out into an adjacent wider
pore space.
• (2) In the absence of a meniscus, the system is trapped in a metastable state
until a liquid bridge can be established. That shifts the transition point for the
condensation.
• (3) Capillary evaporation between two equilibrium states is the reverse process of
(1), i.e. the relocation of a meniscus in favor of the vapor phase. Depending on
the confinement, it can be heavily affected by pore blocking.
• (4) Cavitation is the process of a metastable condensed phase (due to the absence
of a meniscus) to collapse (evaporate) through the formation of a vapor bubble.
Figure 2.5: Adsorption and desorption in an ink bottle pore consisting of a wide pore
space (5nm) enclosed by two narrow pore segments of 3nm width (black
lines). The curves were obtained using MFT for a grand canonical ensemble
during a quasistatic rise in pressure P from nearly 0 towards the saturated
vapor pressure P0. The dashed yellow line shows the prediction for the
sorption curves of the ink-bottle pore as obtained with the GAI equation
(Eq. (2.2)).
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As shown in Fig. 2.3 and 2.4, during adsorption in mesoporous materials, phases in
equilibrium and metastability can coexist next to each other. This means that several
of the mechanisms (1) - (4) for the capillary transitions can occur concurrently and the
transitions in the larger pore spaces can be affected significantly by the narrow sections.
These effects of inter-connectivity are already significant in the simple example of the
presented ink-bottle pore. This becomes evident considering Fig. 2.5, which combines
both the adsorption and the desorption curve of the ink-bottle pore in comparison to
the prediction of the GAI equation. The impact of network effects is especially striking
for disordered materials such as porous silica glasses11. However, due to impurities and
defects, materials considered to be ordered as for instance Periodic Mesoporous Silica
(PMS)12 exhibit effects of inter-connectivity as well [65, 69]. Consider Fig. 1 from Pub.
2.3 for a comparison of the sorption patterns in ordered and disordered mesoporous
solids. As a consequence of the network effects, the IDM is doomed to fail in delivering
a reliable general theory for phase transitions in confinements and its application to
experimentally obtained sorption curves may yield erroneous PSDs for a wide range
of porous solids. Despite those obvious discrepancies, it remains to be the prevalent
model used in commercial apparatuses for the characterization of mesoporous materials.
However, already Everett himself pointed out that a more general theory of adsorption
in pore spaces is necessary [70].
In the frame of this background, our work first focused on understanding the capillary
phase transitions in simple model pore geometries. For this purpose, various computa-
tional methods such as grand canonical Monte Carlo, Kawasaki dynamics Monte Carlo,
as well as static and dynamic mean field theory were used. In Pub. 2.1, the focus was
on the dynamics of capillary condensation in ideal constant-width capped pores. It was
shown that depending on the rate of mass transfer and thermal fluctuations, filling of the
capillary can be facilitated by two distinct mechanisms, either condensation originating
from the capped end or formation of a liquid bridge at the open end with subsequent
growth of the condensed phase into the pore. In Pub. 2.2, network effects on the relax-
ation dynamics of capillary condensation and evaporation were studied, featuring liquid
bridging and advanced adsorption concurrently as well as cavitation. For this, pores
consisting of chains of ink-bottle and side-stream sections were modeled. Finally, with a
bottom-up approach, the insights of the phase transitions in the simple pore models pre-
viously presented and in the first two publications were used to derive the phase behavior
in complex interconnected pore structures. Hence, in Pub. 2.3 our developed statistical
theory for phase transitions in mesoporous materials is presented. It was shown that
this theory not only correctly predicts observations from sorption experiments, but is
also valid for freezing and melting transitions. Besides yielding a novel understanding of
the phase transition processes in mesoporous materials, our theory may provide a more
reliable general framework for the characterization of these materials with gas sorption
and thermoporometry measurements.
11I.e. controlled porous glass (CPG) or Vycor porous glass (VPG).
12E.g. MCM-41 and SBA-15.
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ABSTRACT: We have studied the filling dynamics of model
capillaries using dynamic mean field theory for a confined
lattice gas and Kawasaki dynamics simulations. We have found
two different scenarios for filling of capped nanocapillaries
from the vapor phase. As compared to channels with
macroscopic width, in which the filling process occurs by the
detachment of the meniscus from the cap, in mesoscopic
channels there is an alternative mechanism associated with the
spontaneous condensation of the liquid close to the pore
opening and its subsequent growth toward the closed pore
end. We show that these two scenarios have totally different filling dynamics, providing an additional mechanism for slow
capillary condensation kinetics in nanoscopic objects.
■ INTRODUCTION
Understanding fluid transport on nanoscale is a key factor in
the development of modern technologies such as nanofluidics,
molecular sieving, heterogeneous catalysis, and deeper under-
standing of mass transfer in biological matter, porous media,
and membranes.1−4 Different aspects of fluid phase equilibria
under nanoscopic confinement have extensively been addressed
by means of theory and experiment. In particular, size,
geometry, and surface interaction effects are nowadays fairly
well understood.5−8 Exploration of dynamical properties has
been less studied although it has attracted renewed interest due
to further developments in atomic force microscopy,9,10 surface
force experiments,11−13 and the advent of nanotubes and
nanofluidic devices providing an excellent basis for exper-
imental studies.14−16
A particular phenomenon considered in this paper is capillary
filling (CF) of nanochannels. This process has thoroughly been
studied for open capillaries brought in contact with a liquid
bath at one channel end.15−18 Under this condition, CF occurs
under the competing action of the capillary force and viscous
drag, giving rise to dynamics described by the Lucas−Washburn
law.19−23 An alternative situation corresponds to CF in capped
capillaries in contact with a vapor atmosphere.6,7 For wetting
liquids, a thin adsorbed film is formed at low pressures P at the
channel inner surface, including the formation of a meniscus at
the cupped end. With further increase of P, the meniscus
distance from the pore end scales proportional to (P0 − P)−α,
where P0 is the pressure of the saturated vapor and α = 1/4 for
dispersive fluid−solid interactions.7 At a certain pressure Peq (at
subcritical temperatures8), which one typically associates with
the equilibrium capillary condensation pressure, the meniscus
unbinds and the capillary fills by the liquid via the meniscus
progression toward the pore opening. Thus, if the pressure is
suddenly raised from low values to P > Peq, transient uptake will
occur in a few steps, including as the final one the meniscus
detachment and its progression toward the pore opening. The
filling velocity in this regime will be controlled by the mass
transfer rates, determined by surface flow, diffusive transport,
and the meniscus distance to the gas reservoir. The shorter the
distance, the faster the uptake dynamics; i.e., the filling
dynamics accelerates with increasing filling.
In this work, we study CF dynamics in capillaries with typical
dimensions on the mesoscale (pore widths in the range of 2−
50 nm). We show that, in striking contrast to the previous
scenario, an interplay between thermodynamic and mass
transfer properties of fluids confined to narrow capillaries
may give rise to totally different mechanisms of CF. In
particular, we find that stepwise increase of the external gas
pressure from low values to values above Pn, the capillary
condensation transition pressure in open channels, combined
with slow axial mass transfer rates may result in the occurrence
of spontaneous capillary condensation events. For open
channels Pn exceeds Peq due to metastability on the adsorption
branch in this case.24 The formation of capillary bridges occurs
far from the capped end. Remarkably, in contrast to the
previously described scenario, bridge formation causes the
filling dynamics to slow down with increasing filling.
■ MODEL
For our study, we employ a simple cubic lattice gas model in an
external field with nearest-neighbor interactions only. The
configurational energy is given by24−28
∑ ∑ε ϕ= − +
⟨ ⟩
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where {ni} is a set of occupation numbers on lattice coordinate
vectors i, ⟨ij⟩ denotes the sum over all nearest-neighbor pairs, ε
is an interaction constant, and ϕi is the local external field,
modeling the pore surface. The grand canonical potential in the
mean field approximation (MFT) is
∑ ∑ ∑
∑
ε ρ ρ ρ ϕ μ ρ
β
ρ ρ ρ ρ
Ω = − + −
+ + − −
⟨ ⟩2
1








i i i i
(2)
where ρi = ⟨ni⟩ is the ensemble average density at site i, μ is the
chemical potential, and β = 1/kT. By finding the global
minimum in Ω for fixed μ, V, and T, the equilibrium density
distribution is found as
ρ = + β ε ρ ϕ μ− ∑ + − −(1 e )i { [ ]} 1j j i (3)
The evolution of the density distribution of confined lattice
gases during relaxation processes arising from any changes in
the chemical potential of the surrounding bulk phase can be
evolved via24,29,30
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i j i j j i j i
(4)
where wi→j is the probability of a transition from site i to site j;
wi→j is chosen to follow the Metropolis transition rules.
24,30 We
refer to the theory emerging from the solution of eq 4 as
dynamic mean field theory (DMFT).
Notably, DMFT takes into account the dependence of the
mobility on the local density but neglects the effects of
fluctuations. It may thus be inaccurate for the medium density
states, especially in the critical region.29 To assess the results
obtained from the MFT and DMFT calculations, we compare
them with those obtained from grand canonical Monte Carlo
(GCMC) and Kawasaki dynamics MC (KDMC) simulations.
These calculations followed the methods used and described in
detail in the recent paper by Edison and Monson.31 KDMC is a
dynamic Monte Carlo simulation where successive states are
obtained by attempting moves of particles to nearest-neighbor
sites using the Metropolis transition probabilities.32 DMFT is
an approximation to the average dynamics computed from an
ensemble of KDMC trajectories.
We consider a lattice gas confined in a duct-shaped capillary
open at one end in the x-direction and closed at the other end.
The choice of the capillary shape has only quantitative rather
than qualitative effect on the results. All calculations were made
by including only nearest-neighbor interactions and at the
temperature T* = (2/3)Tc,b* , where the critical temperature Tc,b*
in MFT is Tc,b,MF* = 3/2, whereas Tc,b,MC* ≈ 1.128.
33 We compare
DMFT and MC results at the same value of T/Tc,b in order to
reduce the effects of the errors in the mean field bulk
thermodynamics upon the comparison. For the surface field we
use ϕ = 3ε, which leads to complete wetting of a free surface by
the dense lattice fluid (liquid) phase.
■ RESULTS
Figure 1 shows the adsorption/desorption isotherm of
normalized density as a function of relative pressure, P/P0,
obtained using MFT and GCMC, where P0 is the bulk
saturated vapor pressure. Both isotherms exhibit qualitatively
identical behavior, showing the 2D surface transition at low gas
pressures and capillary condensation transition with essentially
no hysteresis at higher pressures. For the simulations there is
no hysteresis within the margin of error of the simulations.
There is very slight hysteresis in the MFT calculations, but this
could simply be due to the limitations of the numerical work in
the MFT solutions. Recently, Do and co-workers34 have
presented evidence for hysteresis in closed channels from
GCMC simulations that is more substantial than the only slight
hysteresis seen here.35 Our results appear to be consistent with
theoretical analyses indicating no hysteresis.7 The differences
between the GCMC and MFT results reflect the neglect of
fluctuations in MFT as well as the scaling of the temperatures
based on bulk critical conditions rather than a state of the
confined systems. In what follows, we address the kinetics of
the filling processes upon a stepwise increase of the external
pressure from zero to high density states as indicated in Figure
1.
Figure 2 shows two different scenarios for the density
equilibration as revealed by the DMFT calculations. It was
found that, for the sufficiently short ducts, the CF process is
first accompanied by a fast density increase due to the
accommodation of molecules on the inner pore surface,
followed by the meniscus unbinding. In the second stage, the
meniscus accelerates toward the pore opening (Figure 2a). For
the long ducts, the first stage is identical to the previous case,
but the late-stage CF is very different. As shown in Figure 2b,
after the detachment of the meniscus at the capped end, the
formation of a liquid bridge occurs close to the open pore end.
Once the bridge is formed, the motion of the meniscus at the
capped end is arrested and CF results as the growth of the
bridge. In this case, the meniscus opposite to that at the capped
end recedes toward the closed pore end. Notably, we recover
totally different dynamics for this scenario; i.e., it slows down
with increasing time. Our calculations show that for a given set
of thermodynamic (the final pressure P) and structural (the
duct width H and length L) parameters there is a sharp
transition between the two CF mechanisms in DMFT. The
corresponding dynamic phase diagrams for ducts of the width
H = 6 and H = 8 lattice sites are shown in Figure 3. At a given
final value of P/P0 or of the pore width we see that there is a
transition to bridge formation as the pore length increases. This
Figure 1. Adsorption isotherms in a capped duct pore of a width H =
10 lattice sites as revealed by MFT (solid line) and GCMC (filled
circles) calculations. The open triangles (GCMC) and circles (MFT)
show the initial and final activities for stepwise change in the
thermodynamic conditions for the dynamic simulations.
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transition moves to shorter pores as the final value of P/P0
increases and to longer pores as the pore width increases.
Figure 4 contains more details about the two CF processes
for the two representative model systems of Figure 2. Figure 4a
presents the menisci positions ξ during transient uptake, while
Figures 4b and 4c show the evolutions of the mean densities
(averaged over y−z cross-sectional area) with progressing time.
These data illuminate several interesting features about the
mechanism of CF. Prior to the bridge formation, the menisci at
the capped end behave identically. Second, regions with higher
(over the rest part of the channel) fluid density close to the
channel openings are observed. For the situation shown in
Figure 4c, this density enhancement acts as a precursor for the
bridge formation. Finally, the occurrence of a gradient in the
average density in the low-density region of the capillary is
noted. The formation of the liquid bridge eliminates the
gradient; i.e., the average local density in the region surrounded
by the domains of capillary condensed liquid is nearly constant
and is relatively low.
As it has been mentioned earlier, the DMFT calculations do
not take account of the existence of thermal fluctuations in the
confined fluids. Under certain conditions, these fluctuations
may facilitate the removal of metastable system states. In
particular, they can promote the transition from metastable
low-density to equilibrium high-density states at lower chemical
potentials. This may have effects also during transient density
equilibration and would challenge the findings of the DMFT
calculations. In order to get deeper insight into the effects of
the density fluctuations, we have therefore performed the
KDMC study of the same system.
As shown in Figure 5, the KDMC simulations confirm the
occurrence of two different transient equilibration pathways. In
contrast to DMFT, however, the transition between the two CF
mechanisms is found to be less well-defined. As exemplified in
the figure insets, for one and the same set of the geometric (L,
H) and thermodynamic (P) parameters, different KDMC
trajectories can evolve by different CF mechanisms. Some
trajectories revealed purely the meniscus-progression mecha-
nism of CF, while the rest involved the formation of the
capillary bridges. The overall, statistically averaged behavior is
thus determined by the occurrence frequencies of either type of
the trajectories. It turned out that, for short capillaries, the
probability of the bridge formation was low. This probability
increased with increasing capillary length. In full accordance
with the DMFT predictions, the probability of a bridge
formation closer to the pore openings was found to be higher.
Altogether, these results conform qualitatively the transient
behaviors for the average densities revealed by the DMFT
calculations. In particular, the data of Figure 5a show that the
late-stage CF dynamics for relatively short ducts speeds up with
increasing time. For longer capillaries, however, there is a
transition to a regime where the CF dynamics slows down with
increasing time.
■ DISCUSSION
The occurrence of two different pathways for the equilibration
dynamics in capped nanocapillaries should necessarily involve a
Figure 2. Density relaxation following a stepwise increase of the vapor
pressure in DMFT. The dimensionless time, t,̅ is given by t ̅ = w0t,
where w0 is the transition rate in the absence of interactions.
31 The
solid and broken lines are obtained for channel lengths of L = 153 and
L = 154 lattice sites, respectively. The insets show visualizations of the
spatial (2D cross sections in x−z plane) density evolution for (a) L =
153 and (b) L = 154. Note that the density is represented by different
shades of blue, with the darkest shading indicating high density and the
lightest shading indicating low density. The visualizations shown are
from the following values of t:̅ 2.01 × 105, 3.81 × 105, 4.03 × 105, 6.50
× 105, 7.62 × 105, and 7.62 × 105.
Figure 3. DMFT dynamic phase diagrams showing the parameter
spaces in which the pore-filling processes occur via two different
scenarios: (a) as obtained for the duct-shaped pores of widths H = 6
(filled symbols) and H = 8 (open symbols) lattice sites and (b) as
obtained for the different final relative pressures P/P0 = 0.95 (filled
symbols) and P/P0 = 0.9 (open symbols). The regions above the
curves, in (a), and below the curves, in (b), correspond to situations
where the filling dynamics is accompanied by the formation of the
liquid bridges. The horizontal lines in (a) indicate the relative
pressures of the equilibrium capillary condensation transitions.
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mechanism responsible for the symmetry breaking in the filling
dynamics. We anticipate that this phenomenon emerges as a
combined effect of mass transfer and thermodynamics of
confined fluids. A stepwise increase of the gas pressure from a
low value, corresponding to an empty or low-density state
capillary, to P > Pn results in a high flux of the gas across the
pore opening. The rapid increase of the overall density in the
channel on the first stage (prior to the meniscus detachment
from the capped end) is associated with the mass
accommodation on the channel walls. This process slows
down with increasing thickness of the adsorbed layers since it is
accompanied by a decrease of the gradient in the chemical
potential between the external gas reservoir and the fluid in the
channel. Further dynamics is determined by the competition
between the bridge nucleation rate, which is a function of the
local, transient fluid density, and the channel width,36 and the
rate of advancement of the meniscus detached from the closed
end.
The phase transformation occurs at the meniscus position,
ξ(t); i.e., the meniscus advancement is driven by the conversion
of an excess vapor density to the capillary condensed phase.
The gradient in the chemical potential for the mass transfer
along the channel is determined by the state of the system at
the open end and at ξ(t). If ξ(t) is sufficiently close to the pore
opening, the resulting flux will be high and will prevent the
chemical potential anywhere in the channel attaining values
sufficient to overcome the nucleation barrier.36 Thus, the
formation of the liquid bridges will be prohibited. In the
opposite case, the bridge may be formed. In this case, the
density in the low-density region surrounded by the capillary
condensed domains drops to a value found for μeq. Because the
mass can be supplied only from the open channel end, the
phase transformation occurs predominantly at the meniscus
opposite to that at the capped end. This situation is reminiscent
of the classical Stefan problem,37 which predicts that the
position of the moving interface between two phases scale as
ξ ξ α= + −t t t( ) 0 0 (5)
where ξ0 is the initial position of the interface, t0 is the initial
time, and the coefficient α is determined by the mass transfer
rates in the low- and high-density regions and the phase
transformation rate at the meniscus. As shown in Figure 4, eq 5
nicely reproduce the result obtained in the DMFT calculations.
It is worth noting that eq 5 has the same time dependence as
predicted by the Lucas−Washburn equation but has a totally
different physical origin. Under certain experimental conditions,
eq 5 might provide an alternative and more plausible
explanation for the observation of √t dependence in CF
experiments.38
The observed phenomena have a relationship with what is
observed in the CF for pores open at both ends.24,31 In DMFT
calculations it has been seen that for shorter pores the CF
dynamics occurs via the nucleation of a single liquid bridge in
the pore.24 For longer pores the CF dynamics can occur by the
nucleation of two bridges, one near each end of the pore, and
this has been confirmed by the KDMC simulations.31 The
formation of two bridges occurs when the nucleation rate for
the bridge formation is faster than the time taken to build up
sufficient mass in the pore interior to allow for bridge
nucleation there. In the present case we have the competition
between the rate of meniscus advance from the closed end of
the pore and the rate of bridge nucleation near the pore end.
For longer pores the bridge nucleation is sufficiently fast that it
occurs before the meniscus formed at the closed end has
advanced even halfway to the open pore end. Once the bridge
Figure 4. (a) Menisci positions ξ(t) for the channels of length L = 153
(triangles) and L = 154 (open circles) obtained in the DMFT
calculations. For L = 154, the two curves refer to the menisci at the
capped end and opposite to it, which is formed at t ̅ ≈ 4 × 105. The
solid line shows the best fit of eq 5 to the data referring to the receding
meniscus. The insets (b) and (c) visualize the evolution of the fluid
densities (averaged over cross-sectional area) along the channels.
Figure 5. (a) Density relaxations followed a stepwise increase of the
chemical potential in KDMC for the duct length of L = 30, 40, 50, 60,
and 70 lattice sites (from left to right). In (b) and (c) the results of
single KDMC runs for L = 50 are shown. They have been manually
separated according to different filling mechanisms as indicated in the
insets, showing the axial cross sections of the simulation box for
instantaneous states from single KDMC runs. The relationship
between the number of Monte Carlo steps, MCS, and the DMFT
dimensionless time, t,̅ is given by t ̅ = MCS/z, where z = 6 is the lattice
coordination number.31
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is formed near the pore end, it controls mass transfer into the
pore. The remaining pore filling occurs by growth of the bridge
and motion of the interior bridge meniscus back into the pore
with the meniscus formed at the closed end remaining close to
stationary.
■ CONCLUSIONS
In summary, by means of dynamic mean field theory of a
confined lattice gas, we have shown that capillary filling of
capped nanochannels from the vapor phase can occur via two
different mechanisms, which are accompanied by totally
different dynamics. The first well-known one refers to the
filling by the meniscus detachment from the capped end and its
progressive advancement toward the channel opening. In
striking contrast, for other sets of thermodynamic and
structural parameters, the filling can instead be accompanied
by the formation of a liquid bridge in the proximity of the open
end, followed by capillary filling via recession of the meniscus
on the internal side of the liquid bridge toward the capped end.
In this case the dynamics is found to slow down dramatically.
These predictions are further confirmed using Kawasaki
dynamics simulations, which include thermal density fluctua-
tions.
These results show that the dynamics of pore filling for
closed end pores can be very different from the traditionally
understood mechanism. This result has potential impact in our
understanding of pore filling kinetics in several contexts
including recent experiments on porous silicon39−41 as well as
materials with side stream pores. In ongoing work we are
extending these studies to a wider range of conditions,
including studies of the sensitivity to the initial and final states
of the system, as well as to other pore geometries such as closed
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Modeling the Influence of Side Stream and Ink Bottle Structures
on Adsorption/Desorption Dynamics of Fluids in Long Pores
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ABSTRACT: We apply dynamic mean field theory to study relaxation dynamics for lattice
models of fluids confined in linear pores with side streams and with ink bottle structures.
Our results show several mechanisms for how the pore structure affects the dynamics, and
these are amplified in longer pores. An important conclusion of this work is that features such
as side streams and ink bottle segments can substantially slow the equilibration of fluids
confined in long pore systems where the pore lengths can be more than 100 micrometers,
such as in porous silicon. This may make it difficult to properly equilibrate these systems for
states close to those where the pores should be completely filled with liquids. The presence of
trapped bubbles in the system may change the desorption characteristics of the system and the
shape of the hysteresis loops.
■ INTRODUCTION
This work is motivated by recent experiments on the
adsorption and desorption of nitrogen in porous silicon (PSi)
prepared by chemical etching of silicon wafers.1−4 Nitrogen
adsorption experiments on these systems have revealed a
variety of interesting results. In one of the earliest studies it was
seen that closed-end pore systems exhibited hysteresis1 in
contrast with a widely accepted classical hypothesis due to
Cohan5 that the filling of a closed-end uniform cylinder should
be reversible. Following that, other experiments showed
surprising results for PSi samples with ink bottle configurations
which appeared to show cavitation on desorption at a much
higher pressure than would be expected3 and similar
observations have been also seen in later studies. A variety of
explanations have been offered for these phenomena. Using
classical density functional theory (DFT) for a lattice fluid
model Naumov et al.6,7 showed how roughness of the pore
walls could account for the hysteresis in closed-end pores. The
behavior of the ink bottle structures has yet to explained
satisfactorily. One suggestion is the possibility of heterogeneous
nucleation of bubbles at the pore walls due to the creation of
areas of poor wettability by surface heterogeneity.2 This seems
unlikely to us given that nitrogen is a wetting liquid for most
surfaces due to the dominant contribution from dispersion
forces and heterogeneity would typically enhance wetting in this
case. It has also been suggested that the hysteresis in all of these
PSi systems can be explained by flexibility of the materials8−12
but measurements of the effect of capillary condensation on the
volume of PSi suggest a rather weak effect.13
Understanding of this phenomenon may require compre-
hensive studies of not only thermodynamics, but also dynamics
of fluids confined to disordered porous materials. Indeed,
experimental and theoretical studies of mass transfer in these
materials may shed light on the equilibration mechanisms and
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Figure 1. Overview of the investigated duct model systems (2D cross-
sections in the x−z plane). (A1/A2) Channels with two dead-ended side
streams. The dimensions of each pore segment are 71/72 × 10 × 10
lattice sites; the intersection spans a 10 × 10 × 10 cube. (B1/B2) Ink
bottle shaped channels, open at both ends/one end capped. The necks
scale with 40 × 6 × 6 lattice sites, whereas the large cavity has the size of
40 × 12 × 12. (C) Chain of 20 intersections, each featuring two dead-
ended side streams. The dimensions of each channel segment are 20 ×
10 × 10, whereas the intersections are 10 × 10 × 10 cubes. (D) Chain of
20 ink bottle-shaped segments. Each neck has dimensions 10 × 6 × 6;
each cavity has dimensions 20 × 12 × 12. Throughout the paper the
pore geometries considered will be referred to by their labels in this
figure, i.e. A1, A2, B1, B2, C and D.
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pathways. This might be especially important for monolithic
materials or materials with very long pores.14−19 Thus, the
pores in porous silicon may penetrate the entire wafer leading
to pore lengths equal to the wafer thickness (several hundred
micrometers).20 The etching process produces what are
thought to be independent linear pores, so these pores are
much longer than those typically encountered in studies of
mesoporous materials with sizes of less than 100 nm. These
materials are often pictured using a cartoon-like drawing showing
uniform channels with smooth surfaces. However, imaging with
transmission electron microscopy of porous silicon samples cut
in a direction normal to the plane of the wafer reveal that the
pores have rough walls, vary in diameter along their length, and
feature side stream pores with closed ends.21−23
The purpose of this work is to investigate this issue using a
recently developed theory of the dynamics of adsorption and
desorption in porous materials. This theory, dynamic mean
field theory (DMFT), is based on a lattice gas model of
confined fluids and may be viewed as a mean field theory
of Kawasaki dynamics of the systems.24 DMFT is capable of
describing the processes of capillary condensation and
evaporation in porous materials and gives a description of the
dynamics that is consistent with the thermodynamic picture
derived from DFT or mean field theory (MFT) for the system.
Several applications of the theory have been published in recent
years.25−29 In a recent work we applied DMFT to the case of
the filling of closed-end pores and were able to identify
two dynamic regimes depending on the pore length.30 In this
paper we build on that work by applying DMFT to the study of
some of the pore geometries found in the transmission electron
microscopy (TEM) studies of PSi, specifically ink bottle
structures and side stream pores, as well as to long chains of
such pore geometries. We find several mechanisms that can
lead to slow equilibration in these systems, leading to the
possibility that, given insufficient equilibration times, apparently
liquid-filled pore systems may in fact still contain vapor bubbles
capable of nucleating desorption transitions at higher pressures
than might have been expected.
■ MODEL AND THEORY
Our implementation of DMFT follows closely that given in earlier
work.24−26,30−34 The theory provides a mean field approximation
to the master equation for the dynamics of a lattice gas model based
on Kawasaki dynamics. The lattice model Hamiltonian has the
form24,35−39
∑ ∑ ϕ= − ϵ +
⟨ ⟩






where {ni} denotes the configuration of molecules on a lattice via a set
of occupation numbers associated with lattice coordinate vectors i. ⟨ij⟩
denotes the sum over all nearest neighbor pairs, while ϵ is the strength
of the interaction between nearest neighbors and ϕi is the external
field, represented in this case by a nearest neighbor interaction with
the pore wall surface.
In mean field theory (MFT) the density distribution for equilibrium
or metastable equilibrium states is obtained by solving the set of
nonlinear equations, one for each site of the lattice,
ρ = + β ρ ϕ μ−ϵ ∑ + − −(1 e )i { [ ]} 1j j i (2)
Figure 2. Density (top) and grand potential (bottom) isotherms
during quasistatic adsorption and desorption of a channel with side
streams (A) (black line) vs an ideal channel (red line) as revealed by
MFT calculations at T* = 1. The blue circles show the initial and final
pressures and states for the subsequent uptake dynamics calculations.
Figure 3. Density relaxation (left panel) and total flux through the pore openings (right panel) following a stepwise increase of the vapor pressure
(as indicated by the blue circles in Figure 2) in DMFT for channels with side streams at T* = 1. The black and gray lines correspond to the model
system (A1); the red and pink lines, to the slightly longer system (A2). In the left panel, the solid lines indicate density averages over the entire pore
system, whereas dashed lines are averaged over the side streams only. The w0 in the dimensionless time measure w0t is the transition rate in the
absence of interactions.
Langmuir Article
dx.doi.org/10.1021/la503482j | Langmuir 2015, 31, 188−198189
where μ is the chemical potential and β = 1/kT where kT is
Boltzmann’s constant times the temperature.
The DMFT evolution equations, one for each site of the lattice, are
given by24,40,41
∑ρ ρ ρ ρ ρ∂ ∂ = − − − −→ →
t
t
w t w t t
( )
{ [1 ( )] ( )[1 ( )]}i
j
i j i j j i j i
(3)
where ρi(t) is the density (fractional occupancy) at location i on the
lattice at time t. The transition probabilities, wi→j, are approximated by
mean field versions of the Metropolis transition probabilities.41 For
a situation where DMFT is being used to describe the evolution of the
density in the pore in response to change in the bulk state, the long
time (steady state) condition achieved corresponds to the MFT for the
lattice model associated with the chemical potential in the new bulk
state.
As in our previous work,30 for comparison with the DMFT predic-
tions we have also carried out some Kawasaki dynamics Monte Carlo
(KDMC) simulations following the techniques described in earlier
work.32
■ RESULTS
We consider four pore geometries in this work as shown in
Figure 1. The first are linear duct pores39 with side stream duct
pores of the same width. Next we consider ink bottle duct
pores open at both ends or closed at one end. Finally we study
long chains of side stream pores and long chains of ink bottle
pores. Our calculations with MFT and DMFT are done at a
temperature of T* = kT/ϵ = 1.0 or T/Tc,b
MFT = 2/3 for the side
stream pores and T* = 1.1 for the ink bottle pores.
Pores with Side Streams. The system dimensions are as
follows. Each duct segment is 10 × 10 in cross-section. The
channel segments are in one case 71 sites in length and in the
other case 72 lattice sites in length. The intersections are cubic
and have 10 lattice sites on the side. The segments were chosen
so that the distance from pore opening to either side stream
end was either 152 or 154 sites. This length is the same as the
two linear pores studied in our work on single closed-end
pores.30 The adsorption/desorption isotherm which is close to
numerically indistinguishable for these two cases is shown in
Figure 2. We focus on the behavior at higher pressure associated
with capillary condensation. We see that as the pressure is
increased, there is a quite sharp vertical step associated with the
filling of the side stream pores. The filling of the main channels
has hysteresis due to the need to nucleate a liquid bridge in
these channels for condensation to occur. For the side stream
pores the formation of the liquid is nucleated by the pore
ends.39 The evaporation step for the entire pore configuration
occurs close to the pressure at the adsorption step for the side
streams.
Turning now to the dynamics from DMFT, Figure 3 displays
the evolution of the pore-averaged fluid density and that of the
flux into the pore for the two systems. For the fluid density we
have plotted the average over the entire pore geometry as well
as that over the side streams only. At short to intermediate
times (on the scale of the plot) the behavior of the two pore
lengths is very similar, but they then depart from each other.
The filling is consecutively faster and then slower in the longer
pore system. It accelerates with the formation of bridges in the
main channels, but these bridges then slow the mass transfer
into the system and the average density falls below that in the
shorter channels. The behavior is further illustrated by the
plots of the densities in the side streams. Here we see that for
the longer pores the filling of the side streams is temporarily
arrested as the filling is dominated by the growth of liquid
bridges in the main channel. Notice that for the shorter pores
the density in the side streams shows a local maximum. This is
associated with an out flux of fluid from the side streams into
the main channel during the formation of the liquid bridges in
the main channels.
The flux into the system was calculated at the openings to
the main channel. The initial decrease in the flux for both
Figure 4. Visualizations of the spatial density evolution (2D cross-
sections in x−z plane) during uptake dynamics responding to a
stepwise change of the external vapor pressure (as indicated by the
blue circles in Figure 2) for the side stream model systems (A1) and
(A2) at T* = 1. Note that the density is represented by different shades
of blue, with the darkest shading indicating high density and the
lightest shading indicating low density. The visualizations shown are
from the following values of w0t = {3.6, 3.96, 6, 6.24, 7.32,8.7} × 10
5.
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systems is characteristic of a relaxation to a more uniform
chemical potential in the system. For the longer pore system
there is a spike in the flux at just less than w0t = 4 × 10
5 which
is associated with the formation of liquid bridges in the main
channel. This spike and the associated bridging occurs much
later, just greater than w0t = 6 × 10
5, in the system with shorter
pores where it happens after the side streams have been filled.
The final spike in the flux in each case is associated with filling
the end of the main channels with liquid.
Visualizations of states during the dynamics are shown side-
by-side in Figure 4. For the shorter pores we fill the side
streams nucleated at the pore ends. Following that there is
liquid bridging in the main channel followed by complete filling
of the entire system. We see that as the liquid bridge in the
main channel gets close to the pore junction, there is a
temporary loss of fluid from the side streams. For the longer
pores first some filling of the side streams occurs, but this is
arrested by the formation of liquid bridges in the main channels
until the main channel is filled.
Pores with Ink Bottle Segments. In describing ink bottle
systems we use the notation of Libby and Monson.42 If the
necks have a width of 6 sites and the bottle has a width of 12
sites, we call this a 12−6 ink bottle and this is the configuration
studied in this work. As has been noted before, this geometry is
important because it provides the simplest model of pore
blocking and cavitation.39 On adsorption the neck fills first and
then the bottle part. On desorption either the whole system
can empty of liquid at the equilibrium point of the necks or,
as was first found using grand canonical molecular dynamics,43
Figure 5. Density isotherms (top) and grand potential (bottom)
during quasistatic adsorption and desorption of ink bottle shaped
pores open at both sides (B1) (black line) and closed at one end (B2)
(red line) as revealed by MFT calculations at T* = 1.1. The blue
circles show the initial and final pressures and states for the subsequent
uptake dynamics calculations; the green triangles, for the desorption
dynamics to cavitation.
Figure 6. Density relaxation (left panel) in the porous system and total flux through the pore openings (right panel) following a stepwise increase of
the vapor pressure (as indicated in Figure 5, blue circles) in DMFT for ink bottle shaped channels at T* = 1.1. The solid black line corresponds to
the model system open at both ends (B1); the dashed red line, to the capped ink bottle system (B2).
Figure 7. Visualizations of the spatial density evolution (2D cross-
sections in the x−z plane) during uptake dynamics responding to a
stepwise change of the external vapor pressure (as indicated by the
blue circles in Figure 5) for the ink bottle shaped model systems (B1)
(left side, open at both ends) and (B2) (right side, capped at one end)
at T* = 1.1. Note that the density is represented by different shades of
blue, with the darkest shading indicating high density and the lightest
shading indicating low density. The visualizations shown are from the
following values of w0t = {0.1, 0.36, 0.78,1, 1.06, 1.14, 2, 4,4.5, 7.5, 9.5,
9.71} × 105.
Langmuir Article
dx.doi.org/10.1021/la503482j | Langmuir 2015, 31, 188−198191
the evaporation from the bottle part can occur by cavitation
in the large pore with necks remaining filled. The fact that
desorption occurs by cavitation in these systems means that
they provide a novel path to the study of extremely metastable
liquid states in experiments.44 In some previous studies DMFT
has been applied to single ink bottle34 and ink bottle network
systems25 to describe the uptake and cavitation dynamics.
Figure 5 shows the adsorption/desorption from MFT for an
ink bottle system with both necks open to the bulk and one
with one end closed to the bulk. We see that there are two
hysteresis loops associated with condensation of liquid in the
pores, one for the bottle segment and one for the necks. The
temperature chosen for the isotherm, T* = 1.1, is slightly higher
in this case, in order to allow for greater separation of the
neck filling and bottle filling parts of the isotherm.42 This
occurs due to the narrowing of the hysteresis associated with
the necks and the bottle. The isotherms for the open-ended
and closed-ended ink bottle pores are quite similar except for
the hysteresis associated with the necks. This is different for
the system closed at one end, where the closed-end neck fills
and empties reversibly in a manner similar to that in the side
stream pores discussed in the last subsection. The hysteresis
Figure 8. Density relaxation (left panel) and total flux through the pore openings (right panel) following a stepwise decrease of the vapor pressure
(as indicated in Figure 5, green triangles) in DMFT for ink bottle shaped channels at T* = 1.1. The top panel corresponds to the model system open
at both ends (B1) and a quench of λ/λ0 = 0.95 → 0.7; the middle panel, to model system B1 and a quench of λ/λ0 = 0.95 → 0.735; and the bottom
panel, to model system B2 and a quench of λ/λ0 = 0.95 → 0.735. The density relaxation curves on the left side are averaged over the entire pore
(solid lines), the necks only (dotted lines), and the cavity only (dashed lines).
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loops for the necks are just a small scale version of what is seen
in Figure 2.
Results for the uptake dynamics for the two ink bottle
configurations are displayed in Figure 6 which shows the
density and flux at pore entrance vs time for each case. For the
closed-end pore the dynamics is slower primarily because fluid
enters the system only at one end. In each case the first stage of
the dynamics is the filling of the neck, and this is a relatively fast
process. After that the dynamics is slowed due to the slower
mass transfer of fluid through the liquid-filled open necks. The
flux curve for each system shows a cusp, associated with the
filling of necks and a spike at longer times associated with the
collapse of the bubble and filling of the bottle.
Figure 7 shows a side-by-side comparison of visualization of
states from the DMFT calculations. These visualizations reveal
several details. For the system open at both ends we see the
filling of the necks at the same time, in contrast with the system
closed at one end where the open neck fills first and the closed
neck fills at a later time (nucleated by the closed end). Another
key feature is the collapse of the bubble in filling the bottle. The
bubble is at the center of the bottle for the system with open
necks but is displaced toward the closed-end neck in the other
case. This asymmetry reflects the asymmetry in the fluid flux
into the bottle from the open neck. One other interesting
feature is the filling of the closed neck which occurs via the
same process as the filling of longer closed-end pores in our
earlier work.30 Initially a meniscus is formed at the closed end
of the neck and starts to advance along the pore. However, this
process is preempted by the formation of a liquid bridge near
the opening of the neck.
Next we consider the dynamics of cavitation in the ink bottle
pore configurations. Figure 8 shows the density vs time and the
flux at the pore entrance for the open ink bottle for two
different quenches and for the closed-end ink bottle for one
quench. We note that the flux is negative in this case since fluid
is being removed from the system. The density vs time curves
for the entire pore and for the bottle part show a cusp
associated with the formation of bubbles in the bottle section.
The density in the necks initially decreases with time as fluid is
removed. However, once the liquid in the bottle starts to
cavitate, the density in the necks starts to increase as the liquid
is forced into the necks and out of the system. Associated with
this is a large increase in the flux out from the pore. We again
see that the dynamics for the closed-end pore configuration
is slower than the open pore configuration due to there being
only one pore opening in the closed-end configuration.
Visualizations of the desorption processes for the ink bottle
configurations are shown in Figure 9. There is a striking
difference between the behavior for the two different quenches
for the open pore configuration. The larger quench, where the
final state is further from the desorption step in the isotherm,
gives rise to the formation of two bubbles in the system rather
than one. The two bubbles later merge as more fluid is lost
from the system. This double cavitation behavior is reminiscent
of the double bridging seen in condensation in longer pores in
our earlier work24 and is a consequence of the greater flux
out from the pore for the larger quench in chemical potential.
The closed ink bottle configuration is seen to occur in an
asymmetric manner where the bubble is formed closer to the
pore entrance. This reflects the closer contact to the pore exit
there and mirrors the asymmetry in the bottle filling process
discussed earlier.
We have also done some KDMC simulations of cavitation
dynamics for the open and closed ink bottle pores, and the
results are shown in Figures 10 and 11 based on 48
independent KDMC trajectories. Figure 10 shows the density
vs time, both for the individual trajectories and the average.
The individual trajectories differ in that cavitation occurs in
different times and locations in the bottle. Although the average
densities do not show the cusp seen in the DMFT, there is
clearly a change of curvature similar to that seen in the curves
in Figure 8. The visualizations of the average densities in
Figure 11 show a similar asymmetry on the location of the
bubble for the closed-end configuration to that see in Figure 9.
Of course due to fluctuations the bubble may appear anywhere in
the bottle for an individual KDMC trajectory, but these visuali-
zations of the average density show a clear bias for cavitation
occurring near the open neck as seen in the DMFT results.
Figure 9. Visualizations of the spatial density evolution (2D cross-sections in x−z plane) during desorption dynamics responding to a stepwise
decrease of the external vapor pressure (as indicated by the green triangles in Figure 5) for the ink bottle shaped model systems (B1) (left side and
center, open at both ends) and (B2) (right side, capped at one end) at T* = 1.1. The exact quenches are λ/λ0 = 0.95 → 0.7 (left side) and λ/λ0 =
0.95 → 0.735 (center and right side). Note that the density is represented by different shades of blue, with the darkest shading indicating high
density and the lightest shading indicating low density. The visualizations shown are from the following values of w0t = {0.32, 0.33,0.55, 0.6, 0.8, 0.85,
1.2, 1.22, 1.75, 2.5, 3, 4.5} × 105.
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■ CHAINS OF SIDE STREAM AND INK BOTTLE
SHAPED PORES
We have studied chains of the side stream and ink bottle pore
structures to give some sense of the impact of these structures
on the dynamics in very long pores such as those in porous
silicon. In each case we have considered a series of 20 pore
units. We begin with a sequence of pore junctions shown in
Figure 1. The adsorption/desorption isotherms and grand free
energies are very similar to those shown in Figure 2, indicating
that linking of these pore configurations in chains does not
affect the thermodynamic behavior substantially. The uptake
dynamics results are shown in Figure 12. We see that the
uptake is much slower than for the single junction as expected
from the much greater length of the pore and this should be an
important feature of the dynamics for systems such as porous
silicon where the pores can be hundreds of micrometers long.
The flux vs time plot shows a series of spikes each of which is
associated with condensation in the main channels as it was for
the single pore junction discussed earlier. Visualizations shown
in Figure 13 reveal that the system fills through a combination
of main channel condensation steps accompanied by filling of
the side channels. The filling dynamics for the side channels in
this case is faster than that for the main channels, and the side
channels fill ahead of the main channels and the regions right at
the pore junctions. An interesting feature of the results is that
as each main channel segment is filled, fluid is temporarily
removed from the neighboring side channels. This is shown in
more detail in Figure 14 which shows the filling of the last few
main channel segments. We see that after each main channel
segment fills, the meniscus in the next side channel retreats
back temporarily and then moves out again.
We now consider the uptake and cavitation dynamics in
chains of ink bottle pores. Figure 15 shows the density vs time
and flux curves for uptake in the ink bottle chain. The dynamics
is again slowed by the chaining of the pore configurations, and
the spikes in the flux are associated with the collapse of the
bubbles in the bottle segments. The filling process is visualized
in Figure 16. We see immediately that the neck filling is much
faster than the bottle filling and that only one bottle at each
end of the chain has been filled before all of the necks are filled.
Looking at these visualizations it is easy to imagine how in a
very long pore there may be bubbles of vapor present even after
the uptake curve suggests complete filling.
The cavitation dynamics results for the ink bottle chain are
shown in Figure 17. The series of cusps in the density vs time
are associated with the cavitation events in the system. This
leads to oscillatory behavior in the flux; each increase in the flux
out from the systems is associated with liquid being forced out
of bottles during cavitation. The visualizations of this behavior
are shown in Figure 18.
■ SUMMARY AND CONCLUSIONS
In this work we have applied DMFT to the study of relaxation
dynamics for fluids confined in linear pores with side streams
and with ink bottle structures as well as chains of such structures
in order to understand adsorption in materials with very long
pores that contain such features. The theory provides data for the
density vs time and for the flux into the system vs time, as well as
visualizations of the fluid density distribution during the dynamics.
Figure 10. Density relaxation as obtained by Kawasaki dynamics MC simulations following a stepwise decrease of the vapor activity from λ/λ0 = 0.9→ 0.65
in ink bottle shaped 12−6 pores at T* = 0.75. Each pore segment has a length of 30 lattice sites. The left side represents a channel open at both sides, whereas
the right side pore is closed at one end. The gray lines correspond to single trajectories, whereas the black lines denote the relaxation behavior averaged over
48 independent trajectories. Z is the coordination number of the lattice and Z = 6 in this case (see ref 32 for a discussion of dimensionless time).
Figure 11. Visualizations of the average spatial density evolution (2D
cross-sections in the x−z plane) during desorption dynamics
responding to a stepwise decrease of the external vapor activity from
λ/λ0 = 0.9 → 0.65 in ink bottle shaped 12−6 pores as obtained by
Kawasaki dynamics MC simulations at T* = 0.75. Each pore segment
has a length of 30 lattice sites. The left side represents a channel open
at both sides, whereas the right side pore is closed at
one end. Note that the density is represented by different shades
of blue, with the darkest shading indicating high density and the
lightest shading indicating low density. The visualizations shown are
from the following values of w0t = {0.17, 1.17, 1.67, 2.34, 3.33, 5, 8.33,
11.7} × 105.
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Our results for side stream systems indicate two regimes of
behavior depending on the length of the pathway between the
closed-end side stream and the opening of the main channel.
This follows the behavior we found recently for single closed-
end pores.30 For longer side streams we see that condensa-
tion in the main channel precedes complete filling of the side
streams and this slows the dynamics as a whole. For shorter
side streams, the filling of the side stream is complete before
Figure 12. Density relaxation (left panel) and total flux through the pore openings (right panel) following a stepwise increase of the vapor pressure
(as indicated by the blue circles in Figure 2) in DMFT for a chain of 20 side streams (C) at T* = 1.
Figure 13. Visualizations of the spatial density evolution (2D cross-
sections in the x−z plane) during uptake dynamics responding to a
stepwise change of the external vapor pressure (as indicated by the
blue circles in Figure 2) for a chain of 20 side streams (C) at T* = 1.
Note that the density is represented by different shades of blue, with
the darkest shading indicating high density and the lightest shading
indicating low density. The visualizations shown are from the following
values of w0t = {5, 10, 15, 20,..., 70} × 10
5.
Figure 14. Snippets of the spatial density evolution (2D cross-sections
in the x−z plane) corresponding to Figure 13 showing flux reversal
during the relaxation dynamics. Note that the density is represented by
different shades of blue, with the darkest shading indicating high
density and the lightest shading indicating low density. The
visualizations shown are from the following values of w0t = {56, 57,
57.5, 61, 62.2, 63, 66} × 105.
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condensation occurs in the main channel. The filling of the
pore junction is the final process in each case.
For the ink bottle pores we have studied systems where the
pore is closed at one end vs those where the system is open at
both ends. Both dynamics of uptake and of cavitation during
desorption have been studied. The main feature of uptake
dynamics for the ink bottle system is that the dynamics is
slowed by the filling of the necks with liquid, thus slowing mass
transfer into the system. For the system closed at one end the
dynamics is slower due to there being only one pathway into
the system. In comparing the closed-end system with the
system open at both ends, two other features are notable.
We found that the closed neck filled by a combination of the
formation of a meniscus and its advancement down the pores
with condensation near the junction between the closed neck
and the bottle. Also the collapse of the bubble associated with the
filling of the bottle is asymmetric in the case of the system closed
at one end, with the collapsing bubble located closest to the
closed neck. A novel feature of the cavitation results is the
appearance of two bubbles for the case of a larger reduction in
the chemical potential in the considered desorption process. This
system has a longer bottle section than those studied in our
previous work. For the pore with one closed neck the density
distribution is again asymmetric with the bubble appearing closer
to the open neck. Thus, asymmetry is confirmed by our KDMC
results averaging over 48 trajectories which show a strong bias for
cavity formation closer to the open neck in the system.
The results for chains of side stream and ink bottle pore
configurations show how the dynamics of a long-pore system
with such features could become very slow. For the side stream
Figure 15. Density relaxation (left panel) and total flux through the pore openings (right panel) following a stepwise increase of the vapor pressure
(as indicated in Figure 5, blue circles) in DMFT for a chain of 20 cavities (D) at T* = 1.1.
Figure 16. Visualizations of the spatial density evolution (2D cross-
sections in the x−z plane) during uptake dynamics responding to a
stepwise change of the external vapor pressure (as indicated by the
blue circles in Figure 5) for a chain of 20 cavities (D) at T* = 1.1. Note
that the density is represented by different shades of blue, with the
darkest shading indicating high density and the lightest shading
indicating low density. The visualizations shown are from the following
values of w0t = {0, 5, 10,..., 75} × 10
5.
Figure 17. Density relaxation (left panel) and total flux through the pore openings (right panel) following a stepwise decrease of the vapor pressure
(as indicated in Figure 5, green triangles) in DMFT for a chain of 20 cavities (D) at T* = 1.1.
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chain considered we see that the filling of the side streams is
faster than that for the main channels with the slowest step
being the filling of the pore junctions. As each main channel is
filled there is a temporary loss of fluid from the next side
streams in the chain. The filling into the ink bottle chain
begins with the condensation in the necks followed by stepwise
filling of the bottle segments with the mass transfer slowed
by the liquid-filled necks. The cavitation dynamics is also
stepwise with bottle segments at the ends emptying first; the
evaporation process is slowed by the fact that the necks are
filled with liquid.
An important conclusion of this work is that features such
as side streams and ink bottle segments can substantially
slow the equilibration of fluids confined in long pore systems
such as porous silicon, where the pore lengths can be more
than 100 micrometers. This may make it impossible to properly
equilibrate these systems for states close to those where the
pores should be completely filled with liquids if insufficient
equilibration times are given. We emphasize that such effects
are different from the effects of quenched disorder leading to
slow relaxation in the hysteresis region.45 However, the modes
of slow dynamics studied in this work do certainly contribute to
the modes associated with activated dynamics in the hysteresis
regime. Their coupling is a subject of our current work.
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Phase transitions in disordered 
mesoporous solids
Daniel Schneider, Daria Kondrashova & Rustem Valiullin
Fluids confined in mesoporous solids exhibit a wide range of physical behavior including rich phase 
equilibria. While a notable progress in their understanding has been achieved for fluids in materials 
with geometrically ordered pore systems, mesoporous solids with complex pore geometries still 
remain a topic of active research. In this work we study phase transitions occurring in statistically 
disordered linear chains of pores with different pore sizes. By considering, quite generally, two phase 
change mechanisms, nucleation and phase growth, occurring simultaneously we obtain the boundary 
transitions and the scanning curves resulting upon reversing the sign of the evolution of the chemical 
potential at different points along the main transition branches. The results obtained are found to 
reproduces the key experimental observations, including the emergence of hysteresis and the scanning 
behavior. By deriving the serial pore model isotherm we suggest a robust framework for reliable 
structural analysis of disordered mesoporous solids.
Better understanding of thermodynamics of mesoscopic systems, in particular of molecular systems confined to 
mesopore spaces, is important for very diverse fields including atmospheric and environmental sciences, food 
preservation, and nanotechnology. Due to a beneficial combination of high specific surface area and favorable 
transport properties mesoporous solids are currently considered as attractive host materials for use in practi-
cal applications such as catalysis, sensing, and medicine. Hence, a thorough understanding of fluid behavior in 
mesopore spaces is an important basis for their technological usage and for improvement of structure charac-
terization methods for mesoporous solids. Notably, the most widely used characterization approaches, such as 
gas sorption and thermoporometry, are based on the measurements of the pore size-dependent alterations of the 
phase transition points of confined matter1, 2. In the recent decades, significant progress in the understanding of 
the confinement effects was facilitated by the emergence of mesoporous solids with ordered porosities3–5. The 
experimental results obtained with these materials and advancements of theoretical approaches majorly contrib-
uted to improve our knowledge about the microscopic processes occurring in porous materials with simple pore 
structures2, 6–13. At the same time, phase transitions in porous solids with complex pore architectures still remain 
poorly understood.
It is well recognized that phase transitions in materials with ordered and disordered pore systems differ sub-
stantially. As an example, Fig. 1 shows schematically gas sorption isotherms typically obtained at sub-critical 
temperatures for porous solids with cylindrical pore geometries, like MCM-41 or SBA-1514, and with ran-
dom materials, like Vycor porous glass15, 16. Similar patterns are also reported for melting and freezing in con-
fined spaces17–22. In both cases shown in Fig. 1A,B there is irreversibility between the capillary-condensation 
(gas-liquid) and evaporation (liquid-gas) transitions. However, the shapes of the hysteresis loops are found to be 
substantially different. Thus, in cylindrical pores the two transition branches are parallel to each other and the 
irreversibility is known to be caused by metastability along the adsorption branch. The two transition branches 
will also remain to be parallel to each other for a collection of independent channels with different pore diameters, 
but they will appear not as steep as for one single channel. In contrast, the hysteresis loop in disordered materials 
is often found to be asymmetric with both transitions being dominated by complex free-energy landscape23, 24. 
Even stronger divergences are found for the scanning curves, i.e. curves obtained by reversing the sign of the 
evolution of the gas pressure at different points along the main transition branches. In the former case (uniform 
pores) the adsorption and desorption scans cross between the boundary curves25, while in the latter case (dis-
ordered pores) the scanning curves merge at either the hysteresis upper or lower closure points. Interestingly 
and somewhat intriguingly, the patterns expected for disordered solids have also been observed with ordered 
MCM-41 and SBA-15 materials26, 27. Similarly, disordered porous solids may also exhibit the transition patterns 
resembling that of ideal materials28.
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The independent domain theory developed by Everett for capillary phenomena15, also referred to here as the 
independent pore model (IPM), assumes that all pores with different pore sizes fill and empty independently 
from each other. The respective transition pressures for each pore size can be predicted either using classical 
theories or more advanced density functional theories (DFT) and simulation approaches. Combined with the 
Barret-Joyner-Halenda (BJH) calculation scheme29, IPM still remains the dominant approach for deriving the 
pore size distributions (PSD) of mesoporous materials irrespective of their pore space organization. Unveiling 
the pore connectivity effects is not a trivial problem and different strategies tackling this problem have been 
reported in the literature. Thus, capillary-condensation and evaporation transitions were studied using disor-
dered lattice-gas models and the majority of features seen in the experiments were reproduced23, 30. Ink-bottle 
pore systems of different complexity, representing the elementary units of statistically disordered materials, were 
investigated using different computer simulation approaches6, 31, 32. Long linear chains33 and networks34–36 of 
pores with different pore sizes were also addressed in numerical simulations and some important insights into, 
e.g., behavior of the scanning curves were obtained. Theoretical models of capillary phenomena were mostly 
concerned with the percolation theories in which the connectivity effects were modeled with the help of the 
loopless Bethe lattices14, 37, 38. This later approximation is typically used for it allows for analytical solutions of the 
percolation-related problems39. It was shown that a qualitatively reasonable behavior of the capillary condensa-
tion and evaporation transitions as well as of the scanning behavior can be obtained in this way.
Being useful for the exploration of some microscopic aspects accompanying the phase transitions, all these 
approaches cannot however be easily implemented for the pore size analysis. At the same time, it has been evident 
in the literature that already the simplest model representing random porous materials, namely a linear chain of 
pores with different pore sizes, in what follows referred to as the serial pore model (SPM), exhibits the key features 
observed in the experiments as exemplified by Fig. 1B33, 40, 41. Similarly to the Cayley trees, linear pore chains in 
SPM are also loopless. Hence, the percolation problem for SPM can be solved exactly. Moreover, the analysis 
can also be performed for scenarios in which the percolation-like transitions occurring upon variation of the 
chemical potential are further complicated by the occurrences of the phase nucleation processes. In the present 
work we report the rigorous results obtained within this model for phase equilibria in disordered pore systems. 
The equations derived are generally applicable for predicting different phase equilibria, including gas-liquid and 
liquid-solid transitions. The latter is validated using computer simulations of the respective models. Moreover, 
this formalism is similarly applicable for similar phenomena exhibiting pore-size dependent features. These may 
include liquid-liquid separation and solid-solid transitions in confined space and mercury intrusion being the 
most representative examples. As an important point, the final analytical results resemble the BJH scheme for the 
pore size analysis using IPM, but applied to SPM. Therefore, they provide a more accurate route for structural 
characterization of disordered porous materials.
Results
Phase transitions in statistically disordered porous solids. In this work we consider one-dimen-
sional chains of cylindrical channel sections with different pore (channel) diameters ξ and with equal length l0 
joined to each other. ξ are distributed as determined by a normalized pore size distribution function (PSD) φ(ξ) 
∫ φ ξ ξ =
∞( )d( ) 10 . The total channel length measured in units of l0 is L. The pore diameters of two adjacent pore 
sections are statistically uncorrelated, i.e. the probability that any arbitrarily selected pore section has a diameter 
ξ is equal to φ(ξ).
The evolution of the phase composition in the pores upon variation of the systems chemical potential μ 
depends on the governing phase transition mechanisms. It is implied here that more than one mechanism may 
act in parallel. It is considered, in particular, that the phase composition may change (i) by nucleating the new 
phase in a pore section (in what follows this mechanism is referred to by the subscript ‘n’) and (ii) due to growth 
(subscript ‘g’) of the already formed domains of the new phase into the adjacent pore sections. In the first sce-
nario (i), the nucleation is accompanied by immediate filling of the entire pore section considered with the phase 
nucleated. The probability for a transition to occur in a randomly selected pore section is determined by the 
Figure 1. Phase transition patterns in ideal and disordered pores. Schematics of the gas sorption isotherms 
typically observed in the experiments with mesoporous solids with (A) cylindrical pore geometry, such as 
MCM-41, and with (B) disordered pores, such as Vycor porous glass.
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chemical potential μ, pore diameter ξ, and phase state in the adjacent pore sections. These probabilities for each 
transition mechanism can independently be found from the respective kernels, namely theoretically or exper-
imentally obtained curves providing the relationships between the pore size and the chemical potential μtr at 
which the transition occurs18, 42, 43. Instead of μ it is more convenient to use the thermodynamic quantity varied in 
the experiment. It can be, e.g., gas pressure or temperature and in what follows will generally be referred to as χ.
The main objective of this work was to establish the average phase composition as a function of χ and of the 
history how a particular value of χ was attained. For the sake of convenience, we denote the phase pair constitutes 
by ‘L’ and ‘G’, with ‘L’ denoting the new phase filling the pore space upon increasing χ. ‘L’ may be associated with 
the capillary-condensed phase in gas sorption, with the molten liquid phase in thermoporometry experiments, 
and with the displacing wetting phase in mercury intrusion. ‘G’ denotes respectively the phase replaced by ‘L’ and 
may be associated with the gaseous or ice phases. The quantities typically measured in the experiments are the 
relative volume fractions occupied by one of the phases. In what follows, we evaluate the fraction θ of the pore 
sections containing the phase ‘L’. Hence, θ resembles directly the experimentally measured normalized sorption 
isotherms and melting/freezing and mercury intrusion curves.
Boundary hysteresis loops. Let us first evaluate θ obtained upon a monotonous increase of χ starting 
from a state with all pores containing the phase ‘G’ to a state when all pores will contain ‘L’. Let us introduce the 
function f describing whether at a given χ a pore section with the pore size ξ can be filled by the phase ‘L’ via 
nucleation or via phase growth. It is convenient to define f as
χ ξ χ χ ξ= −f ( , ) Heaviside( ( )) (1)i i tr,
where the subscript ‘i = (n, g)’ refers to the transition mechanism and χi,tr is determined by the corresponding 
kernel. With this definition fi = 1 means that, for given ξ and χ, the phase change can occur, while fi = 0 implies 
that the transition is improbable. The mean probabilities pi(χ) for the transition ‘G → L’ to occur in an arbitrarily 
selected pore section via one of the two mechanisms are readily found as16, 37
∫ ∫χ χ ξ φ ξ ξ φ ξ ξ= =
ξ∞
p f d d( ) ( , ) ( ) ( ) , (2)i i0 0
cr i,
where ξ χ χ≡ − ( )cr i i,
1  is the size of the largest pore in which the transition is allowed at given χ. By introducing the 
cumulative pore size distribution ∫ φ ξ ξΦ =x d( ) ( )
x
0
, equation 2 takes a simple form
χ ξ= Φ .p ( ) ( ) (3)i cr i,
The mean number of the pore sections (per channel) in which the phase ‘L’ can be created by nucleation is 
pn(χ)L. Hence, the number n(χ) of seeds of the phase ‘L’ , which may further initiate phase growth, is
χ χ= + .n p L n( ) ( ) (4)n b
By introducing nb in equation 4 we model the thermodynamic conditions at the channel openings. In particu-
lar, nb = 0 and nb = 1 − pn(χ) assure that, at the channel openings, the direct contact with the bulk phases ‘G’ or ‘L’ 
is provided, respectively. The former condition implies that only nucleation of the new phase can trigger the phase 
change in the pores, while, in the latter scenario, the phase ‘L’ is already supplied at the channel openings, hence 
it can invade into the channels. Each pore section in which ‘L’ was nucleated, including two pore openings in the 
case of nb = 1 − pn(χ), may act as a seed giving rise to the phase growth in the axial direction by sequential filling 
of the adjacent sections by the phase ‘L’. The growth probability, i.e. the probability to initiate the phase change in 
a pore section adjacent to the one already containing the phase ‘L’, is determined by pg(χ) and is, as a rule, larger 
than pn(χ). The mean length λ (in units of the length l0) of a domain grown axially in an infinitely long channel 















The relative phase composition θ is clearly related to  n(χ)λ(χ), that is the number of the seeds of the phase ‘L’ , 
which can be nucleated at given χ, times the average length of each domain grown from these seeds. However, 
upon deriving equation 5 it was implied that each domain in the channel can grow independently, hence these 
domains overlap. Therefore, in order to find the correct θ, one needs to exclude from n(χ)λ(χ) the total length of 
the overlaps. This is a known problem of placing n rods of a length λ randomly over an interval L and finding the 
total length of the intervals not covered by the rods44. With the known solution of this problem, θ may be shown 
to result as (see Supplementary)










( ) 1 1 ( ) ,
(6)a
n( )
where with the subscript ‘a’ (ascending) we have explicitly indicated that θ was obtained upon increasing χ. For 
L → ∞, equation 6 further simplifies to
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If χ is monotonously decreased, the governing equations remain the same. However, all parameters referring 
to the phase ‘L’ need now be replaced by the ones referring to the complementary phase ‘G’. All these parameters 
will, in what follows, be indicated by the prime symbol. The mean transition probabilities ′pi (χ) and the mean 
number n′(χ) of the seeds of the phase ‘G’ can be found as
∫χ φ ξ ξ ξ′ = = − Φ ′ξ
∞
p d( ) ( ) 1 ( )
(8)i cr i,cr i,
and
χ χ′ = ′ + ′n p L n( ) ( ) , (9)n b
respectively, with ξ ′cr i,  being now the size of the smallest pore in which the phase change may occur as determined 
by the corresponding kernel. Once again, because of practical relevance we evaluate the fraction θ(χ) occupied by 
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(10)d
n ( )
where the subscript ‘d’ (descending) indicates that θ was obtained upon decreasing χ. λ′ is given here by equa-
























Finally, equations 6 and 10 compose the so-called boundary hysteresis loop, reminiscent of the adsorption/
desorption isotherms in gas sorption, freezing/melting curves in thermoporometry, and intrusion/extrusion 
curves in mercury intrusion. For monolithic materials, i.e. materials with large L, the pair of equations 7 and 11 
can be used instead. It is worth mentioning that equations 7 and 11 describe quite generally the conditions when 
nucleation is effective. The relevant examples here are capillary condensation and cavitation-driven evaporation. 
If the transition have purely percolation-like character, such as evaporation via gas invasion or mercury intrusion, 




































In what follows, we discuss in more detail the predictions of the model with the help of the lattice-based Monte 
Carlo simulations of phase transitions in pore systems45, 46. We use these simulations for two purposes. First of 
all, the kernels required for SPM can readily be obtained in the simulations and may further be used to discuss 
the general predictions. Secondly, the phase equilibria can directly be studied in the simulations by using some 
models of the disordered pore systems and the results obtained in this way can further be used to validate the 
theoretical results obtained.
To illuminate different aspects of the phase transitions, we perform case studies of gas-liquid and liquid-solid 
equilibria in disordered pore system. In the former case we considered a lattice-gas confined to slit pores, while 
in the latter case we model the Kossel crystal in cylindrical channels (see Methods). Figure 2A,B exemplify the 
typical results obtained with the pores of uniform pore sizes for selected thermodynamic parameters. They show 
the transition conditions corresponding with the occurrences (i) of the gas or ice invasion from the bulk phase 
into the pores upon lowering gas pressure or temperature, respectively; (ii) of the growth of the liquid domains 
upon increasing gas pressure or temperature, respectively; (iii) of the formation of the liquid bridges in the pores 
containing gas or ice phases upon increasing gas pressure or temperature, respectively; (iv) and of the occur-
rences of cavitation or homogeneous ice nucleation upon decreasing gas pressure or temperature respectively. 
Importantly and in complete agreement with the literature reports, the pressures and temperatures at which (i) 
and (ii) take place are found to coincide47–49. The information extracted from the data obtained in this way using 
different pore sizes were compiled into the respective kernels shown in Fig. 2C,D. In Fig. 2D we did not show the 
homogeneous ice nucleation temperatures because they were too low and were not attainable in the simulations 
performed with the disordered pores, i.e. under all conditions studied in the present work freezing in the pores 
was always exclusively dominated by ice invasion from the pore boundaries.
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The results of the simulations performed with the disordered pores are shown in Fig. 3. In these simulations 
the long pores were composed of statistically distributed pore sections whose pore sizes were given by PSDs 
shown in Fig. 3A. Figure 3B shows schematically a part of the typical pore configuration. The relative amounts 
of the liquid phase obtained for different gas activities (sorption isotherms) and different temperatures (melting 
and freezing curves) are shown in Fig. 3C,D, respectively. Importantly, the simulation results are found to deviate 
notably from those predicted by IPM as shown by the broken lines. With the kernels available (Fig. 2C,D), the 
mean phase compositions obtained upon monotonous changes of the thermodynamic parameters can readily 
be obtained using Eqs 6 and 10. They are shown in Fig. 3C,D by the solid lines and are found to be in excellent 
agreement with the simulation data. This agreement proves the robustness of SPM in describing the boundary 
transitions in disordered pore systems. In turn, the theory would allow a reliable pore size analysis. It may be be 
noted that for one-dimensional channels with geometric disorder the application of IPM with the BJH analysis 
scheme yields PSDs significantly underestimating the real pore sizes (see Fig. 3A). The latter finding supports 
some observations reported in the literature showing that PSDs experimentally obtained using gas sorption or 
thermoporometry methods for materials possessing geometric disorder delivered pore sizes smaller than those 
obtained by electron microscopy methods50, 51.
Scanning behavior. In the previous section only the full cycles of the χ variation were considered. Let us 
address now how would θ vary if χ is varied non-monotonically, i.e. if the variation direction is inverted at some 
intermediate stages. The family of the thus collected ascending and descending curves are commonly referred to 
as scanning behavior15. It is often argued in the literature that the scanning curves contain more detailed informa-
tion on both the pore space properties and on the phase transition mechanisms13.
Let us first consider an ascending scan started at χ0 attained upon a monotonous decrease of χ to χ0 along the 
descending boundary transition line. As the first step, the mean number ′N0 of the continuous domains of the 
Figure 2. Phase transition in ideal pores and transition kernels. (A) Adsorption and desorption isotherms 
obtained using GCMC simulations of a lattice-gas in a slit pore of 5 nm width as a function of relative activity 
at T/Tc = 2/3. Different transitions are obtained using different pore geometries. A slit pore open at both ends 
exhibited capillary-condensation (denoted as ‘liquid bridging’) and evaporation (denoted as ‘desorption’) upon 
increasing and decreasing gas activity, respectively. A capped slit pore exhibited the reversible capillary-filling 
(‘advanced adsorption’) and evaporation (‘desorption’) transitions. A slit pore with the length of 10 nm and 
closed at both ends was used to locate the cavitation pressure (‘cavitation’). (B) The fraction of the liquid phase 
in a cylindrical pore with a diameter of 6 nm obtained upon temperature variation for the Kossel crystal. As 
in (A), different pore geometries were used to address different transitions. The channel open at both ends 
exhibited the irreversible melting (‘liquid nucleation’) and freezing (‘ice invasion’) transitions, while in the 
capped cylinder two reversible transitions (‘ice crystal shrinkage’ and ‘ice invasion’, respectively) were obtained. 
The infinitely long cylinder, modeled using periodic boundary conditions, was used to locate the homogeneous 
nucleation temperature (‘homogeneous ice nucleation’). (C,D) The gas activities and temperatures at which the 
different transitions occur in ideal pores (kernels). The solid lines are the best fits of the appropriate analytical 
expressions used further to compute phase compositions in disordered pores.
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phase ‘G’ found in the channels at χ0 and their mean length Λ′0 need to be obtained. It can be shown (see 
Supplementary) that, for large systems, these two quantities can be reasonably approximated by
θ χ′ = ′N n ( ) (14)d0 0 0
and







With this initial configuration, χ is now started to increase. The occurrence of the phase transition in these 
domains of phase ‘G’ can be treated in line with the analysis performed in the preceding section by replacing L by 
Λ′0, and by taking into account that, at the domain boundaries, the contact with the pore sections containing the 
phase ‘L’ is provided, i.e. with nb = 1 − pn(χ). In addition, because the pore sizes in the sections belonging to these 
domains represent only a part of the total PSD φ(ξ), the transition probabilities pi(χ) need to be redefined. As a 
reasonable approximation, they can be found as
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the normalization constant. Finally, the ascending scanning curves are obtained as
θ χ θ χ θ χ θ χ χ= + −( ) ( ) (1 ( )) ( , ), (17)as d d0 0 0
where θ(χ, χ0) is given by equation 6 with L = Λ′0 and other parameters in this equation obtained using pas,i(χ) as 
given by equation 16.
Figure 3. Gas sorption isotherms and freezing and melting transitions in disordered pores. (A) The pore size 
distributions used for the simulations of the gas-liquid (empty bars) and liquid-solid (filled bars) equilibria 
in disordered pores. The broken and solid lines show respectively the pore size distributions resulting if the 
adsorption isotherm of (C) and melting transition of (D), obtained in the simulations, are analyzed using the 
BJH scheme assuming that all pores are independent from each other (independent pore model). (B) Cross-
sectional schematic view of a part of a disordered channel used in the simulations. (C) Adsorption (circles) 
and desorption (squares) isotherms obtained using GCMC simulations of a lattice-gas in disordered channels 
at T/Tc = 2/3. (D) Melting (circles) and freezing (squares) transitions obtained using Monte-Carlo simulations 
of the Kossel crystal in disordered pores. In (C and D) the broken and solid lines show the adsorption and 
desorption and melting and freezing transitions predicted by the independent and serial pore models, 
respectively. For the data evaluation the kernels shown in Fig. 2 were used. See Methods for more details on the 
pore systems studied in the simulations.
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The descending scans are obtained in a similar way. Here the initial state at χ0 is attained upon increasing χ 
along the ascending boundary transition line. One has to find now the mean length Λ0 of the continuous domains 
containing the phase ‘L’ and to model the phase change in these domains by treating them as being separate 
channels of length Λ0 with the phase ‘G’ provided at the domain boundaries. This is once again similar to the 
already solved problem of the boundary descending curve. The final equation for the descending scanning curves 
is readily obtained as
θ χ θ χ θ χ χ=( ) ( ) ( , ), (18)ds a 0 0
where θ(χ, χ0) is given by equation 10 with L = Λ0. n′ and λ′ in equation 10 are obtained using the redefined 
transition probabilities
∫χ φ ξ ξ ξ ξ′ = = Φ − Φ ′ξ
ξ
p d( ) ( ) ( ) ( )
(19)ds i cr i, 0 ,cr i,
0
with ξ0 being size of the largest pore section containing the phase ‘L’ at the given χ. Notably, the scheme just 
applied to derive the scanning behavior may be readily continued for more complex variations of the thermody-
namic conditions, such as for deducing the scanning loops, etc.
In order to check how accurate is the model outlined above, we have also obtained the scanning transitions 
in the simulations. As an example, Fig. 4 shows the simulation data resulting from the GCMC simulations of a 
lattice-gas for the system already discussed in the relation to Fig. 3. In addition to the simulation results, the figure 
shows also the predictions of equations 17 and 18. It turns out that SPM in addition to the boundary transitions 
nicely reproduces also the scanning behavior. Some minor deviations noted between theory and simulations may 
have two underlying sources. First of all, these deviations are a penalty for the approximations made upon the 
derivations, which, however, allowed to keep the final equations as simple as possible. On the other hand, they 
may result as a consequence of the fact that the kernels used were obtained using ideal pores. It is an open ques-
tion in which extent thermodynamic fluctuations affect the transitions occurring in along-standing ideal pore 
sections and in the same sections having neighbours.
Generic behavior for phase transitions in disordered mesopores. The remarkable agreement 
between the theory outlined and the simulation results obtained proves that this theoretical framework, coupled 
with the kernels obtained independently, robustly describes the phase transitions in disordered pore systems. Let 
us now use this framework to discuss the correlations between the phase transitions and geometric characteristics 
of the porous materials. In particular, we would like to highlight how the transition pathways would change upon 
varying the total channel length L, the average pore size ξ , and the distribution width σ. In Fig. 5 we show a selec-
tion of the results showing the boundary hysteresis loops together with the descending scanning curves (as the 
most interesting ones, the corresponding ascending scans can be found in Supplementary Fig. 4). Note that, in 
order to not shield an informative part of the desorption transitions at low pressures due to the occurrence of 
cavitation, we have intentionally introduced a lower cut-off for the pore sizes at 4 nm. In this way the cavitation 
pressures become lower than the pressure corresponding to the lower closure point of the hysteresis loop. 
Although the results shown refer to capillary condensation and evaporation phenomena, the qualitative behavior 
is generic for any other transitions.
The first series of the results (Fig. 5B–D) reveals that, with increasing channel length, the shape of the bound-
ary hysteresis loop varies from type H2(a) for long channels to H2(b) for shorter ones. Here we use the common 
nomenclature for the sorption isotherms recommended by IUPAC52. The adsorption branch remains marginally 
affected by L, while the major impact is on the desorption branch, which exhibits a changeover from a very steep 
transition for large L to a more gradual one for short L. Under the condition of ineffective cavitation considered 
Figure 4. Comparing theory and simulations for scanning behavior in disordered pores. The squares and 
circles in (A and B) show the boundary desorption and desorption transitions shown in Fig. 3D. They are 
complemented in (A) by the ascending (adsorption) and in (B) by the descending (desorption) scanning data. 
By the solid lines the scanning curves computed using Eqs 17 and 18 are shown.
www.nature.com/scientificreports/
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here, the desorption transition is described by equation 13. When the relative gas activity approaches that of the 
lower closure point of the hysteresis loop, the first non-vanishing term of θ is found to be
θ χ ξ≈ ΦL( ) ( /4) ( ) (20)d cr g,
Hence, the steepness of the desorption boundary transition (in the same way of the mercury intrusion or of 
the freezing transition) will be directly proportional to L. On the other hand, close to the upper closure point
θ χ ξ≈ − Φ
L
( ) 2 (1 ( )) (21)d cr g,
This reveals a more plateau-like behavior for the initial part of the desorption transition for large L. Both these 
features, namely the opposite tendencies close to the lower and upper closure points of the hysteresis loop are 
nicely seen in Fig. 5B–D.
The family of the scanning curves also nicely reproduces the behavior commonly obtained in the experiments 
with random porous materials15, 16, 19, 21, 22. In contrast to the independent pore model predicting a family of 
nearly parallel, reversible scanning curves meeting the boundary transitions at different points, the main feature 
of SPM is that all adsorption and desorption scans meet at the upper and lower closure points of the hystere-
sis, respectively. Another interesting observation is that the initial slopes of the desorption scans close to the 
adsorption boundary branch become more gradual with increasing the amount adsorbed. Once again, because 
in this range of the gas pressures cavitation is ineffective, this finding is readily explained by referring to equa-
tion 21. In this equation, however, L needs to be replaced by Λ0, i.e. by the average length of the domains with the 
capillary-condensed phase found at the beginning of the the desorption scans. The initial slope of the desorption 
scans is determined by two quantities, namely by ∂Φ(ξcr,g)/∂λ and by Λ0. It can be seen that, with increasing gas 
activity along the boundary line, both quantities change in a way to make the scanning curves more gradual. The 
strongest effect comes from Λ0, which very quickly increases with increasing gas activity due to the merging of 
the different domains. The shape of the desorption scans with increasing Λ0 follows the same pattern as it was 
obtained previously for the boundary desorption transition upon increasing L.
Figure 5C,F–H show how the behavior is different if the average pore size ξ  is increased by keeping the abso-
lute distribution width σ unchanged. It turns out that now both boundary transitions become affected by the 
variation of ξ . In particular, the adsorption branch becomes steeper and the desorption branch becomes more 
gradual upon increasing ξ . The former observation is easily rationalized by noting that shifting PSD towards 
larger pore sizes results in the onset of nucleation occurring at higher pressures. As demonstrated by Fig. 6 this 
Figure 5. Theoretical predictions for transitions in disordered pores. The figures (B–D) show the sorption 
isotherms and desorption scanning curves obtained using SPM for statistically disordered channels with the 
normal PSD shown in (A) (ξ = 8 nm, σ = 2 nm) and with the length L of 102, 103 and L → ∞, respectively. The 
data of (F–H) were obtained with the normal PSDs shown in (E) with σ = 2 nm and with ξ = 10 nm, 
ξ = 12 nm, and ξ = 16 nm, respectively, and with L = 103. The data of (J–L) were obtained with the normal 
PSDs shown in (I) with ξ σ =/ 1/7, L = ∞ and with ξ = 8 nm, ξ = 9 nm, and ξ = 10 nm, respectively. In all 
cases the kernels shown in Fig. 2 were used for computing the isotherms.
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correspondingly leads to the fact that now larger portions of the pores can simultaneously be filled with the 
capillary-condensed phase by the axial domain growth. Hence, the transition becomes steeper. The boundary 
desorption transition is altered in a similar way. As shown in Fig. 6, with increasing ξ  the corresponding interval 
Δλ of the gas activities determining the transition range for the given pore size interval decreases. This causes the 
desorption transition to occur at higher gas activities and in a narrower range Δλ.
It is interesting to note that the initial slope of the descending scans becomes flatter with increasing ξ . As 
revealed by Fig. 6, the increase of ξ  by keeping σ constant leads to a strong increase of Λ0. As discussed earlier, this 
gives rise to a stronger pore blocking effect. Eventually, as shown for ξ = 16 nm in Fig. 5H, the adsorption tran-
sition becomes so steep that no desorption scans can be obtained anymore. In this regime, condensation in all 
pores occurs in one step following the formation of a very first liquid bridge. This phenomenon may be observed 
irrespective of ξ . Crucial requirement is that PSD should be relatively narrow, see as an example Fig. 5L. This 
figure reveals also that, for narrow PSDs and for large L, one obtains H1 hysteresis loop with two sharp transitions 
(see, e.g., ref. 28) occurring at the gas pressures corresponding to the equilibrium (gas invasion) and metastable 
(liquid bridging) transitions in the smallest pores present in the system.
Increasing ξ  by simultaneously keeping the relative disorder σ ξ/  constant does not preserves the shape of the 
boundary and scanning isotherms. Their evolution depends on which of the two quantities, Λ0 or σ, grow quicker 
with increasing ξ . In the particular case presented in Fig. 5J–L, the former one dominates and hence stronger pore 
blocking is observed for larger ξ .
Discussion
The results obtained for a linear chain of pores with varying pore diameter along the channel axis are found to 
be in a remarkable qualitative agreement with the majority of experimental findings obtained for phase equilib-
ria in materials with disordered pore structures. The model naturally leads to the complex cooperativity effects 
during the transitions by assuming the possibility of a simultaneous action of two transformation mechanisms, 
nucleation and phase growth. On a microscopic level, they are accounted for by the corresponding kernels, which 
can independently be obtained with a high accuracy. The general framework furnished with the appropriate 
kernels may be applied for a variety of systems and under very different thermodynamic conditions. Importantly, 
the resulting equations describing the transition pathways upon variation of the chemical potential are simple 
analytical expressions. Hence, they can easily be implemented into the pore structure determination algorithms. 
Essentially, the governing equations may be interpreted as the application of the BJH scheme, typically used in gas 
sorption, to the statistical arrays of serially connected individual pores. So far, BJH coupled with the independent 
pore model remained a pillar for structural characterization of porous solids. The results presented here provide 
now a closely related alternative allowing for a more reliable approach for structure determination of disordered 
porous materials. As a robust criterium for selecting between the two approaches one may consider the shapes 
of the scanning curves. As soon as one finds the scans crossing the boundary curves (the situations when the 
cavitation pressures are attained on desorption need to be considered separately), independent pore model can 
be applied, while the scans merging at the hysteresis closure points are the indications towards using the serial 
pore model.
The capability of the model to describe properly the scanning behavior opens further perspectives for both 
developing of the in-depth characterization algorithms, for addressing phenomena not yet fully covered, such as 
unveiling of the fluctuation and network effects, and for correlating the experimental data obtained for different 
Figure 6. Interplay between nucleation and domain growth. The kernels of Fig. 2C describing nucleation of 
liquid bridges and domain growth. The broken and solid lines demonstrate that nucleation of a liquid bridge 
in one section with a pore size ξ at a given relative gas activity λ/λ0 triggers liquid condensation in the adjacent 
sections with the pore size up to ξ′. A particular curvature of the kernels leads to an increase of the ratio ξ′/ξ 
with increasing λ. The shaded bars demonstrate that increasing of the average pore size by keeping the PSD 
width Δξ constant leads to transition occurring in a narrower range of Δλ.
www.nature.com/scientificreports/
1 0SCIentIFIC REPORtS | 7: 7216  | DOI:10.1038/s41598-017-07406-2
phase transitions. Because one and the same general framework, but decorated with the appropriate kernels 
describing the phase behaviors on a single-pore level, is applicable for different transitions and for different ther-
modynamic conditions, the results obtained in different experiments can now be directly compared. Indeed, the 
equations derived provide a means for the mapping between various experimental data, which essentially turns 
out to be mapping between different kernels. The potentials of such correlations have frequently been discussed 
in the literature, but their practical realisation has remained unclear53–55.
Another important aspect of the theory presented is the option provided to model more accurately complex 
physical processes accompanying phase equilibria. Many theoretical approaches aimed at describing physical 
properties of composite systems, including different phases coexisting in the pore spaces of mesoporous solids, 
are based on the effective-medium approximations56. However, a number of experimentally observed measures 
or processes can crucially depend not only on the average phase composition, but also on the finer details of the 
mutual spatial distribution of the coexisting phases. As to the most prominent examples, one may refer to the light 
or ultrasonic scattering and to diffusion studies in mesoporous materials at different stages of adsorption and 
desorption or freezing and melting57–62. In these experiments it has been unequivocally demonstrated that the 
light and sound transmissions and the diffusivities measured at one and the same loading, but attained during 
adsorption and desorption, can be different. In particular, light scattering is controlled by the inhomogeneity of 
the liquid distribution along the pore space and their number densities58, 62. In disordered pore systems, geometric 
disorder controls the distribution of the effective radii of the scatterers, namely of the domains with the liquid 
phase. In a close analogy, the diffusivities are the function of how liquid domains are distributed spatially and how 
they are interconnected via the wetting films59, 63, 64. Importantly, the number densities of the different domains 
(N0 and ′N0) as well as their spatial extensions (Λ0 and Λ′0), which are different for different preparation histories 
of one and the same average phase composition, are readily obtained within the model outlined here. Hence, the 
model provides an effective approach for predicting scattering and transport properties along different transition 
pathways.
With all potentials highlighted, there are still several open questions which need to be addressed in future 
studies. In the first line, it is critical to establish how accurately can the single pore model describe real porous 
solids with the pore spaces of higher dimensions, rather than one-dimensional pore systems considered here. In 
this respect, no distinctive conclusions may be inferred by referring to percolation theories because the nucle-
ation processes may have substantial impact on the phase equilibria. At the same time, some features inherent 
in percolation problems are of relevance, in particular in determining the phase growth processes. The most 
essential difference between the serial and independent pore models is the fact that the former one takes account 
of the cooperativity effects in phase transitions. Most notably, they control growth of the phase domains at given 
thermodynamic conditions. Hence, for discussing the dimensionality effects upon phase equilibria it is absolutely 
essential to consider in all details what happens at the junctions between different pores. On the one hand, the 
junctions may provide an effective mechanism for transferring the phase state to the neighbouring pores. For 
example, a junction with a relatively large size can promote gas invasion. In this case, this will render the overall 
behavior even further from that predicted by the independent pore model. On the other hand, the junctions may 
hinder phase growth, like the same junction of a large size can prohibit advanced adsorption. Hence, the overall 
behavior may become to be shifted towards the independent pore model. With the two examples mentioned, it is 
evident that one and the same junction may have opposite impacts upon different transition mechanisms. While 
one of the transition branches may develop more features inherent in the independent pore model, the other one 
may become affected in the opposite way. Hence, in order to gain deeper insight into the dimensionality effects, 
more close attention needs to be paid first to assess geometric features of the pore junctions and to understand 
their role in promoting or hindering the transfer of phase state to adjacent pores. These studies may also shed 
light on the question whether the network effects can be reliably determined from the experimental data. Another 
interesting problems which have become apparent during this work are how accurate the conventionally obtained 
kernels are for describing phase transitions in pores with complex pore geometries and how to relate the length 
parameter L of the present work to real extensions of porous materials.
Methods
GCMC simulations of gas sorption. A simple cubic single occupancy lattice-gas model in an external 
field and with nearest neighbor interactions was considered. The external field serves to model the pore geometry 
confining the lattice gas. The Hamiltonian for this model is given by







where ε denotes the nearest neighbor interaction strength, 〈i, j〉 indicates the sum over all nearest neighbor bonds, 
ni ∈ {0, 1} is the occupation number, and φi the external field at the lattice node i. For lattice nodes adjacent to pore 
walls, the external field is chosen to be φi = 3ε. This value is based roughly on the energy minimum experienced 
by a Lennard-Jones-(12, 6) atom close to a solid constituted by the same atoms31. For all other lattice nodes φi 
equals zero. The lattice constant was chosen to be 0.5 nm. The Grand canonical Monte Carlo (GCMC) simulations 
were performed using the Metropolis algorithm65, which, in order to change the state of the lattice gas towards the 
equilibrium state, at each step attempts to reverse the occupancy of every node with the probabilities




where β = 1/(kT), ΔE is the energy change between the new and the old system state and μ denotes the chemical 
potential. In order to obtain the sorption isotherms, the relative activity λ λ = β µ µ−e/ 0
( )0  is used as thermody-
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namic quantity of variation, where the subscript zero indicates bulk saturation. For the lattice gas model the 
chemical potential at saturation is known analytically as μ0 = −Zϵ/2, Z = 6 being the coordination number of the 
lattice. Apart from the effect of gas imperfection, the relative activity is equivalent to the relative pressure31. 
Starting from a low relative activity with an initial system totally empty, then gradually increasing the activity 
under quasi-equilibrium conditions using the last system state of the previous activity as initial guess for the next 
one, with the help of the Metropolis algorithm yielding the most probable system states, the average loading can 
be obtained as a time-average of the occupation numbers. The Monte Carlo simulations were performed at a rel-
ative temperature β/β0 = 2/3, where β0 ≈ 9ϵ/8 denotes the bulk critical temperature66. With this, the interaction 
strength can be determined as βϵ = 4/3.
The kernels for liquid bridging were obtained by finding the relative transition activity for capillary conden-
sation in ideal open-ended slit pores with a length of 10 nanometers. The kernels for advanced adsorption and 
desorption were achieved by means of the capillary condensation and evaporation transition in ideal channels of 
the same length, but capped at one end. Finally, the cavitation kernels were found corresponding to the capillary 
evaporation transition in 10 nanometer long ideal slit pores closed at both ends. To study the sorption isotherms 
in disordered pores, the simulation results were averaged over 20 sample pores composed of 1000 conjoined sec-
tions of different pore diameter randomly drawn from PSD and a length of 10 nanometers.
MC simulations of freezing and melting. The freezing and melting transitions were addressed using an 
approach described in ref. 67. It employs a simple cubic lattice model in an external field with nearest-neighbor 
interactions only46. Without the external field included, whose purpose is to model the presence of the pore walls, 
it resembles the Kossel-Stranski model widely used to study bulk crystal growth processes68, 69. The configura-
tional energy is given by









ii ii is is i i
i k
ik ik
where the subscripts i and k can assume either of two values, namely c if the site considered is in the crystal state 
and f if it is in the fluid state, the subscript s stands for solid (pore walls), Nik is the number of the ik bonds, Ni is 
the number of sites of type i, and −φik is the potential energy of the nearest neighbor interaction between i-th 
and k-th sites, Fc and Ff are the internal energies of the crystal and fluid sites, respectively. With H given by equa-
tion 24, the probabilities to convert a randomly selected site form the fluid to crystal (p+) or from the crystal to 
fluid (p−) states resulted as
=
∆±
{ }p exp GkT12 12 (25)
















In equation 26, L = 3(φcc − φff) is the heat of fusion, T0 is the bulk equilibrium transition temperature, nii is the 
resulting number of neighbors of the same type after the site conversion (f for the crystal to fluid and c for the fluid 
to crystal conversions, respectively), Δncs is the change in the crystal-solid bond numbers upon the conversion, 
and Ωc = [−φcs + φfs + (φcc − φff)/2]. For the simulations presented in this work, we assumed φff = φcf and Ωc = 3L. 
The latter ensured the formation of the liquid layer between the pore walls and the crystal core in the pore interior 
in line with the experimental evidence. The results were obtained with L = 10 kJ/mol and T0 = 278 K.
In the simulations, the sites representing the pore walls were distributed on a cubic lattice to form channels 
with desired configurations. Their state did not change during the simulations. The channels openings had direct 
contact to the crystallizer, whose sites for temperatures below T0 were always kept in the crystal state. For the 
sake of convenience the site length was fixed to 0.5 nm, thus all dimensions shown in the figures are in nm. For 
establishing the transition kernels, the following geometries were used. The ice invasion from the pore openings 
was studied with the cylindrical pores open at both ends. The temperatures of homogeneous ice nucleation were 
assessed using long channels closed at both ends. To obtain the temperature for the formation of liquid bridges 
once again long channels open at both ends in contact with the bulk crystallizer were used. Finally, the equilib-
rium temperature for the growth of the liquid domains were obtained using capped cylindrical pores. In the latter 
case, the occurrence of a liquid non-frozen layer at the capped end removed the metastability related with the for-
mation of the liquid bridges. To study the transitions in disordered pores, long channels composed of 300 sections 
with different pore diameters (see PSD in Fig. 3A) and each with a length of 2.5 nm were used. The results shown 
in Fig. 3E were averaged over 20 different realizations of the channel geometric configuration.
Data availability. The data that support the findings of this study are available from the corresponding 
author upon request.
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3 Diffusion in hierarchical biporous
materials
Figure 3.1: Schematic representation to the characterization of diffusion processes. (a)
Transport diffusion in the presence of a macroscopic concentration gra-
dient. (b) Self-diffusion measured in global equilibrium by creating two
sub-ensembles of particles with opposing concentration gradients. (c) Self-
diffusion measured by recording the displacements of individual molecules.
This image was modified from Pub. 3.2.
This introduction is intended to give a short overview of the concepts of molecular
diffusion in porous materials. For details and fundamental principles consider [89]. To
begin with, diffusion describes two phenomena with different physical origin, transport
(or mutual) diffusion and self-diffusion. While the former refers to the directed net
motion of particles from regions of high particle concentration to regions of low particle
concentration1, the latter describes the undirected random thermal motion found even
under homogeneous conditions as a result of the internal kinetic energy (compare Fig. 3.1
(a) and (c) for a schematic representation of transport and self-diffusion, respectively).
The characterization of molecular diffusion can be achieved via different routes.
(1) According to Fick’s first law of diffusion [149],
j = −DT∇c, (3.1)
1I.e. transport diffusion is driven by a gradient in the chemical potential and hence, can only be
observed in non-equilibrium scenarios.
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quantification of the diffusive flux j under the assumption of stationary conditions
yields the transport diffusion coefficient DT . In order to obtain DT , well-controlled
boundary conditions ensuring a steady concentration gradient ∇c are required
(see Fig. 3.1 (a)). Practically, this can be achieved for example by permeation
experiments, where the flux through a membrane made of the porous material of
interest is measured succeeding the application of different gas concentrations on
its sides.
(2) Transport diffusion may also be quantified under transient conditions such as dur-
ing equilibration processes. Here, the rate of molecular uptake or release in a
porous material subsequent to a stepwise change in molecular concentration of the
surrounding atmosphere is studied. In this process, the rate of change in concen-
tration obeys the well-known diffusion equation (Fick’s second law) [149]
∂c
∂t
= ∇ (DT∇c) . (3.2)
A common approach to obtain the diffusion coefficient DT is the method of sta-
tistical moments i. a. described in [150, 151], which introduces an experimentally





In Eq. (3.3), m(t) = ∆c(t)/∆c(∞), i.e. the change in concentration at time t in
a porous particle relative to the change in concentration during the entire equi-
libration process. Solving the diffusion equation while assuming a homogeneous
spherical particle of radius R, m(t) is found to be related to DT as follows [89]:









Eq. (3.4) in the case of uptake is illustrated by the orange line in Fig. 3.2. Also
consider the inset indicated with the orange circle for a typical molecular distribu-
tion in the porous particle during the equilibration process controlled by transport
diffusion. Insertion of Eq. (3.4) into Eq. (3.3) yields the diffusion coefficient
DT = R
2/(15T ). Note that in order to find a solution to the diffusion equation
and obtain DT , well-defined initial and boundary conditions had to be assumed.
While the former can readily be controlled in experiments, the quantification of
the boundary conditions can hardly be achieved in experimental scenarios due
to the naturally complex shapes of the porous particles and potential transport
resistances at the particle surface. The latter, so-called surface barriers may influ-
ence and even dominate the overall rate of equilibration [152–156]. In the case of
2Molecular uptake and release may be studied by gravimetric methods, piezometric methods, and
application of spectroscopic techniques such as infrared spectroscopy (IR), nuclear magnetic resonance
(NMR), and electron spin resonance (ESR).
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mass transport totally controlled by surface barriers, uptake and release follow the
dependence
m(t) = 1− e−αR3 t, (3.5)
with α denoting the surface permeability. This scenario is covered by the blue line
and the inset indicated with the blue circle in Fig. 3.2. Note that although both
shown cases in Fig. 3.2 were chosen to correspond to the same uptake time measure
T , the patterns of mass transport are fundamentally different. Thus, erroneous
assumptions may lead to wrong conclusions about the transport properties of the
porous material.
Figure 3.2: Schematic illustration of molecular uptake in a porous particle. The orange
line shows typical diffusion-controlled evolution of the average guest molecule
concentration. The blue line represents uptake limited by transport barriers
at the surface of the porous particle. The insets denoted by the orange
and blue circles show sample molecular distributions at 30% filling (relative
to the total change in concentration at long times) corresponding to the
lines of the same color, where the porous particle is colored in beige, the
surrounding bulk phase in light blue, and molecules are indicated by dark-
blue dots. For comparison, the inset denoted with the orange-blue diamond
shows the equilibrium state attained at t→∞.
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Until now, the presented theory of diffusion relies on macroscopic net quantities and is
exact only in the limit of large numbers. In thermal equilibrium, however, macroscopic
mass transport and hence, transport diffusion, is non-existent. Thus, measuring diffu-
sion (self-diffusion in this case) requires access to the positional history of the diffusing
particles. As a thought experiment, the system under consideration may be divided into
two sub-domains at a chosen point in time and the particles may be labeled according
to the sub-domain they reside in, as a result creating two sub-ensembles of molecules
(see Fig. 3.1 (b)). With time, the two molecular sub-ensembles mix due to diffusion.
During this process, each of them experiences a gradient in concentration and a corre-
sponding directed flux towards the opposite region. The two fluxes are opposed to each
other and cancel each other out considering the whole ensemble of molecules. For each
sub-ensemble, the macroscopic methods (1) or (2) could be used to obtain the diffusion
coefficient, albeit now the coefficient for self-diffusion, D0. In the absence of interac-
tions between the particles, i.e. when the diffusion is not a function of the absolute
concentration3, D0 equals DT .
To be applicable experimentally, the labeling of the molecules should be non-invasive,
i.e. not affecting the outcome of the experiment. This can be achieved by pulsed field
gradient nuclear magnetic resonance (PFG-NMR) spectroscopy [157–159]. In simplified
terms, using the Larmor precession of the nuclear magnetic spins of the molecules under
study, PFG-NMR achieves spatial resolution with a short magnetic field pulse with
linearly varying intensity B ∝ z, where z denotes the position in the direction of the
magnetic field. With that, the position of the molecules is now encoded in the Larmor
frequency of their nuclear spins or more precisely, in the phase difference φ accumulated
during the magnetic pulse. After a certain time period another (decoding) pulse with
the opposite gradient B ∝ −z is performed. Hypothetically, in the absence of molecular
motion, the second pulse would revert the phase shift accumulated during the encoding
pulse for each nuclei. However, due to molecular motion during the time period between
the pulses, for individual nuclei the magnetic field intensity during the decoding pulse
can vary from the intensity experienced due to the encoding pulse, leading to a net
shift in phase ∆φ ∝ ∆B ∝ ∆z. Information about the molecular motion can then
be extracted via the net magnetization of the spins invoking Faraday induction in a
receiver coil. The phase shifts acquired as a consequence of the thermal motion decrease
the average contribution of the respective nuclei to the signal, which in turn results in
attenuation of the total signal intensity. Considering normal diffusion4, the ensemble
signal attenuates as
S ∝ e−C2 〈(∆z)2〉, (3.6)
where C > 0 is a constant depending on the experimental setup and the studied nu-
3This may for instance be safely assumed for low concentrations where the probability for collisions
between particles is negligible.
4I.e. the probability distribution for the displacement of a molecule (also called propagator) assumes a
Gaussian shape as with Brownian motion.
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clei.5 The 〈(∆z)2〉 is the ensemble average of the squared displacements of the nuclei in
the direction of the magnetic field, the so-called mean square displacement. To obtain
the self-diffusion coefficient from 〈(∆z)2〉, a concept of diffusion built on the microscopic
processes resulting in the redistribution of matter, i.e. the individual molecular trajecto-
ries, is needed. This microscopic concept is delivered by Einstein’s theory for Brownian
motion [160].
(3) Solving the diffusion equation (Eq. (3.2)) for Brownian particles6 yields the prop-
agator7
c(∆z, t) ∝ e−
(∆z)2
4D0t . (3.7)
The first statistical moment 〈∆z〉 of Eq. (3.7) vanishes, since the particles are
equally likely to move to the left or the right. The second moment, however, is
given by 〈(∆z)2〉 = 2D0t and thus directly related to the coefficient of self-diffusion.
In the multidimensional case, the second moment results to
〈(∆~r)2〉(t) = 2dD0t, (3.8)
where d denotes the number of spatial dimensions (consider Fig. 3.1 (c)). Eq.
(3.8) is the so-called Einstein relation, showing that the mean square displacement
of an ensemble of Brownian particles grows linearly in time. For the Einstein
relation to be applicable it must be possible to model the molecular trajectories as
Markov chains of sufficient length [161]. A Markov chain is a stochastic sequence
of events in which the probability of a prospective event is only dependent on
the present state, but not on preceding ones. The events being positions on the
molecular trajectory, this means that each position depends only on the previously
attained position. In other words, the displacements ∆~r between the positions
must be independent random variables. The Markovian prerequisite can only be
assumed in homogeneity. However, on the microscopic scale, molecular diffusion
is inhomogeneous in nature, naturally leading to correlations. Fortunately, for the
theory to be applicable, the Markovian character of the trajectories only has to be
given on the experimental time scale texp and sample size lsample. Due to different
natural mechanisms of randomization, stochasticity at macroscopic dimension is
ensured in many cases. Conclusively, if a trajectory is divided into shorter sub-
trajectories, each corresponding to a duration τ and a displacement ∆~l, then
D0 = 〈(∆l)2〉/(6τ) (3.9)
completely characterizes the (effective) three-dimensional diffusion as long as two
consecutive displacements are uncorrelated.
5Further detail about the PFG-NMR technique can also be found in Pub. 3.1 and 3.2.
6Hence, assuming the self-diffusion coefficient D0 to be independent of the concentration.
7Which is a normal distribution with variance σ2 = 2D0t.
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The mentioned mechanisms randomizing the molecular trajectories emerge as a con-
sequence of the environment. Molecular diffusion of gases for instance refers to the
molecules performing ballistic flights and the randomization of the trajectories is pro-
vided by molecular collisions. The diffusion coefficient then may be described with the
help of the kinetic theory of gases, where Dgas = 〈λ〉〈v〉/3, with 〈λ〉 denoting the mean
free path length and 〈v〉 the mean thermal velocity of the molecules. Considering dif-
fusion of gas molecules in a solid confinement8, randomization may also occur due to
collisions with the solid walls. If the mean free path of the bulk gas is much longer than
the characteristic confinement size d, i.e. 〈λ〉  d, then the randomization is largely de-
termined by molecule-wall collisions and the diffusion can be described with the so-called
Knudsen diffusion coefficient DK = Kd〈v〉, where K is a numerical constant depending
on the pore shape. The Knudsen diffusivity constitutes a commonly used estimate for
gas diffusion in porous materials [162, 163]. Denser gases with 〈λ〉 ≈ d may be treated
by considering both randomization mechanisms, inter-molecular and molecule-wall col-
lisions.
In liquids on the other hand, diffusion may be considered as thermally activated pro-
cess of matter redistribution driven by molecular hops towards randomly created free
volumes. With that, ∆~l can be associated with the hop-length and is of the order of
the molecular diameter. The directions of two subsequent hops may reasonably well be
assumed uncorrelated. Here, estimation of the hop time period τ is far from being triv-
ial, however, τ can be considered much shorter than the time scale of common diffusion
measurement experimental techniques.
Considering diffusion in porous materials, the displacements ∆~l and corresponding
time periods τ may also be borrowed from the materials structure. For instance in mi-
croporous zeolitic or metal-organic frameworks the hops between adjacent cages of the
framework may be assumed uncorrelated and can conveniently be used to characterize
the diffusion. However, depending on the pore architecture, the lattice constants of the
framework and with that the hop length or the average time elapsed until a hop oc-
curs can vary by spatial direction. In those cases, a macroscopic diffusion anisotropy
can be measured and the diffusion coefficient may be expressed as a vector quantity.
Additionally, local environmental features may prevent randomization and extend auto-
correlations or correlations between the molecular trajectories. Prominent examples of
such mechanisms are surface diffusion and cluster diffusion, respectively. In any case, as
long as stochasticity of the diffusive process is ensured at texp and lsample, the Einstein
relation remains applicable.
The coarsened picture of the molecular trajectories (with Eq. (3.9)) also enables to
describe diffusion in inhomogeneous environments where several different diffusion mech-
anisms are combined. Consequently, mass transfer in such situations may be character-
ized by an effective diffusion coefficient Deff. Disordered mesoporous solids for instance
are comprised of a distribution of different pore sizes. As shown in Chapter 2, below
the bulk critical point for condensation, the phase state composition in such materials
can be complex. Consequently, the molecular trajectories traverse not only varying con-
8For instance in regard of diffusion in a porous material.
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finement, but also different coexisting fluid phases. Distinct diffusion mechanisms in
the respective phases and transport limitations at their interfaces due to concentration
equilibria lead to a diverse microscopic picture of molecular transport. On the labora-
tory scale, however, stochasticity of the trajectories may be assumed and all processes
of matter redistribution can be characterized by Deff.
9
Figure 3.3: Schematic representation of a model microporous material (grey, µ) with em-
bedded mesoporous transport pathways (white, M). The blue and red lines
represent a sample molecular trajectory passing through the microporous
space and the mesopores, respectively. In the former the molecule performs
liquid diffusion, while in the latter ballistic Knudsen flights are shown. Re-
arrangement of the individual displacements shown on the right side has no
effect on the total displacement. This image was modified from Pub. 3.2.
Another prominent example for the importance of diffusion studies in inhomogeneous
environments are biporous materials consisting of a microporous framework with em-
bedded mesopores. Obviously, the processes of diffusion in the micro- and mesoporous
sub-spaces can be distinct from each other. Fig. 3.3 (right side) shows a model of a
micro-mesoporous material in a scenario involving vapor phase with Knudsen diffusion
in the mesopores and liquid diffusion in the micropores. Additionally to the different
randomization mechanisms in the two sub-spaces, the transport processes in the given
scenario are also affected by the molecular exchange rates between them, which are
governed i.a. by the vapor-liquid phase equilibria. Despite all those inhomogeneities
introducing correlations to the molecular trajectories, Deff may be sufficient to charac-
terize the diffusion in biporous materials in many cases. However, stochasticity cannot
be safely assumed anymore. A reasonably reliable indicator to theoretically identify
9Fig. 8 from Pub. 3.2 exemplifies common diffusive processes in mesoporous materials and the depen-
dence of Deff on guest concentration.
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situations where the Einstein relation can be applied is delivered by the concept of two-
phase fast exchange [119, 121, 164–171]. Consider t1µ and t
1
M to be the average time
of the molecules to continuously reside in the microporous and mesoporous sub-space,
respectively and tgrain the average time the molecules reside in the biporous material
particle. Since the displacements in the two sub-spaces are considered uncorrelated with
each other, the trajectories are sufficiently randomized during the observation time (i.e.
Eq. (3.8) is valid) as long as t1µ, t
1
M  tgrain, which is the condition for fast exchange.
On the other hand, t1µ, t
1
M & tgrain indicates slow exchange, where the diffusive transport
cannot be summarized by the effective diffusion coefficient Deff. Here, long-term corre-
lations may even exceed the observation time, which typically lead to molecules being
trapped in the microporous sub-space while other molecules quickly travel trough the
mesopores, leaving the biporous particle without ever entering the micropores. Fast and
slow exchange are illustrated schematically during stationary flow of molecules through
a biporous model membrane by Fig. 14 from Pub. 3.2. Note that, as shown by Valiullin
et al. in [136, 137], the concept of two-phase fast exchange has its limitations, as there
are scenarios, where stochasticity of the molecular trajectories cannot be safely assumed
even in this regime.
As molecular transitions between the meso- and the microporous sub-spaces are con-
sidered to break correlations in the trajectories, in the regime of fast exchange the







n ∆~rM,n = ∆~rµ + ∆~rM , where ∆~rµ and ∆~rM denote
the total displacements in the micro- and mesoporous space, respectively (as demon-












Introducing the respective total average dwell times of the ensemble of molecules in the











= pµDµ + pMDM . (3.11)
Eq. (3.11) is the so-called generalized fast-exchange equation [136] and relates the effec-
tive diffusivity for a biporous material to a weighted average of the diffusivities in its two
sub-spaces. The weights pµ and pM are determined by the thermodynamic conditions
[119] and denote the average time fractions the molecules reside in the sub-spaces, i.e.
the probabilities to find an arbitrary molecule at an arbitrary point in time in the meso-
and micropores, respectively. In general, due to possible transport limitations main-
taining the phase equilibrium between the two sub-spaces, restricted diffusion should be
assumed. Consequently, Dµ ≤ Dµ,0 and DM ≤ DM,0, where the subscript 0 indicates
the diffusion in the homogeneous case, i.e. in the bulk micro- or mesoporous material.
As demonstrated in Fig. 3.2, transport limitations at the surface of the porous particles
may have significant impact on the transport properties. These surface barriers may arise
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during synthesis and storage10 and are not limited to the surface of the porous particle,
but can also occur at the interior interfaces between different porosities in biporous or
composite materials [154, 155, 172–179]. Their influence on overall mass transport may
be estimated by comparison of measured uptake to theoretical predictions (e.g. Eq.
(3.4) [180] and Eq. (3.5))11, with microimaging techniques such as infrared spectroscopy
[181], or by repeating diffusion measurements for different particle sizes, i.e. different
ratios of volume to surface area.
To study diffusion in hierarchical biporous materials, our work first focused on devel-
oping a stochastic computational approach to model the diffusion in biporous materials
with arbitrary composition of the sub-spaces. The method is similar to lattice kinetic
Monte Carlo simulations and makes use of coarsening both the biporous structure itself
and the trajectories of the guest molecules diffusing through the structure. In principle,
the approach can replicate all common diffusion experiments based on the previously
presented methods (1) to (3). Pub. 3.1 aims to quantitatively assess the molecular
transport enhancement achieved by networks of mesopores embedded in microporous
materials. To validate the approach, the aforesaid computational method was used to
simulate molecular uptake and self-diffusion in micro-mesoporous model particles and
comparisons to experimental results from PFG-NMR measurements were drawn. Pub.
3.2 gives an overview of the transport properties of micro-mesoporous materials. The
computational studies were extended towards biporous compostions of different hier-
archies of interconnected and isolated mesopore spaces, resulting in a classification of
micro-mesoporous materials based on their relationship between biporous structure and
mass transport. Additionally, an approach was presented to quantify the molecular
exchange rates between the sub-spaces by comparison of the diffusion coefficients ob-
tained from transient and equilibrium diffusion experiments. In Pub. 3.3, diffusion
and molecular exchange in hollow core-shell nanoparticles was studied using PFG-NMR
measurements. To gain information about the microscopic picture leading to the exper-
imental results, the measurements were backed up by statistical simulations. Moreover,
the computational method was applied to replicate permeation experiments with mixed
matrix membranes consisting of functional filler particles in a polymer host material to
understand the relationship between composite structure versus permeability and sepa-
ration performance. Exemplarily, in Pub. 3.4 this was used to simulate permeation in
polymer-stabilized metal-organic framework percolation membranes. Finally, Pub. 3.5
addresses the short-time diffusion behavior of Brownian particles in confining potentials
by analytical solution of the Smoluchowski equation under certain approximations and
backed up by numerical calculations.
10Due to i.a. blocked pores from impurities, incomplete template removal, or structural defects from
mechanical stress.
11Also consider Fig. 6 from Pub. 3.1.
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tatively. The validity of this approach is tested by dynamic Monte Carlo simulations and by comparison with the results of
diffusion measurements.
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1 Introduction
The manifold applications of microporous materials for
mass storage [1, 2], separation [3, 4] and conversion [5 – 7]
are correlated with the intimate contact of the guest mole-
cules with the internal host surface. Pore diameters of the
host material are therefore, as a rule, chosen to be close to
the sizes of the guest molecules. This similarity in size leads
to a dramatic reduction of guest mobilities [8]. The diffusiv-
ity of guest molecules in these materials, however, is among
the critical parameters which decide on the efficiency of
their technological application [9 – 11], since any output of
value-added products cannot be faster than allowed by the
intrinsic diffusivities [12]. The inclusion of additional pore
networks with notably larger pore diameters (referred to as
transport pores) has proven to serve as a most efficient
means for overcoming this conflict [13 – 20]. Under mainte-
nance of the specific host-guest interaction in the micro-
pores, the presence of the transport pores ensures an inten-
sification of the rate of mass transfer between the regions of
microporosity and the surroundings [21]. Transport en-
hancement may thus notably contribute to an even better
exploitation of nanoporous materials as environmentally
benign high-tech media [22 – 25]. The extent of transport
enhancement by incorporating mesoporous networks into
purely microporous media, however, is a complex function
of both the architecture of the two pore systems and the in-
teraction of the guest molecules with the pore surfaces,
where the latter, for a given host system, may dramatically
vary with the guest molecules under consideration. Explora-
tion and exploitation of these interrelations is among the
great challenges of future research.
Within the present communication a first-order estimate
of transport enhancement in microporous materials by the
presence of mesopores is provided. First, an overview of the
different experimental techniques applicable for exploring
transport phenomena in nanoporous materials and for esti-
mating the effect of the presence of mesopores on overall
mass transfer is presented. Subsequently, Sect. 3 considers
two limiting cases of the interplay of mass transfer in meso-
and micropores. In Sect. 4, this interplay is investigated in
greater detail in dynamic Monte Carlo simulations consid-
ering the influence of a variety of parameters (including the
diffusivities in and the relative populations of the two pore
spaces) on mass transfer in model systems. Finally, in
Sect. 5, the outcome of these simulations is correlated with
the experimental evidence provided by recent diffusion
studies.
2 Techniques of Diffusion Measurement
2.1 Measurement under Non-Equilibrium
Conditions: Transport Diffusivities
Information about the guest mobility in nanoporous mate-
rials is conveniently determined by recording the time
dependence of the amount adsorbed, m(t), following a pres-
sure change in the surrounding atmosphere. This type of
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experiment is of immediate practical benefit since it is the
rate of uptake or release which decides, in many cases, on
the efficiency of the technological application of these mate-
rials. For spherical, purely microporous particles, the rate of
uptake and release – if exclusively controlled by intracrys-
talline diffusion – obeys the relation [8]
m tð Þ mð0Þ

















correlating the flux j with the concentration c of guest mole-
cules in the micropores. Note that in this notation, as a mat-
ter of course, flux and concentration refer to unit areas and
volumes notably exceeding the size of the individual micro-
pores, but are negligibly small in comparison with the ex-
tension of the micropore-filled space. In Eq. (1), the pres-
sure step is implied to be small enough so that the guest
diffusivity may be assumed to remain constant. Even for
other particle shapes, Eq. (1) remains a good approximation
when R is understood as the radius of a sphere with the
same surface-to-volume ratio (A/V) as the particle under
study [8]:




(with V/A ” Req/3 sometimes also referred to as the char-
acteristic diffusion length [26, 27]). In the opposite limiting
case of transport control by surface barriers, uptake and re-
lease follow a simple exponential dependence
m tð Þ mð0Þ











with the surface permeability a introduced as the factor of
proportionality between the flux through the particle (crys-
tal) surface (j(x=0)) and the difference between the concen-
tration at the particle surface (c(x=0)) and the concentra-
tion in equilibrium with the given external pressure c0:
jðx ¼ 0Þ ¼ aðcðx ¼ 0Þ  c0Þ (5)
As a measure of the time constant of molecular uptake or
release one may conveniently use the first statistical mo-




1 m tð Þ m 0ð Þ
m ¥ð Þ m 0ð Þ
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dt (6)
For an exponential dependence
m tð Þ m 0ð Þ
m ¥ð Þ m 0ð Þ ¼ 1 e
t=t
the time constant t in the exponent is immediately seen to
coincide with the first statistical moment m1. Thus, with
Eq. (4), the time constant of uptake and release controlled








By inserting Eq. (1) into Eq. (6), the time constant for dif-






Molecular uptake and release may be followed by record-
ing the sample weight (gravimetric methods) or gas pres-
sure (piezometric methods) as well as by application of
spectroscopic techniques such as infrared spectroscopy (IR)
[29], nuclear magnetic resonance (NMR) [30, 31], and elec-
tron spin resonance (ESR) [32] or utilization of any other
method enabling quantitation of the amount of guest mole-
cules as a function of time. Variants of uptake and release
experiments are the zero length column (ZLC) technique
[33] and the frequency response (FR) method [34, 35]. In
ZLC, release kinetics is investigated by recording the decay-
ing concentration of guest molecules in a purging flow,
while FR experiments proceed in a series of uptake and
release experiments generated by a periodic variation of the
sample volume, with the information on uptake and release
kinetics contained in the concurring pressure variation.
Although providing direct information about the rate by
which the guest molecules are accommodated (or released)
by the nanoporous material under study, the molecular
pathways of uptake and release as well as the resistances the
molecules have to overcome are beyond the focus of these
techniques. In fact, a slowing down of molecular uptake or
release might be caused by the formation of additional
transport resistances on the external surface of the nano-
porous particles [36 – 40], just as by internal surface resis-
tances [41 – 43] or by a decrease of the diffusivities in the
genuine pore network [44].
It is true that each of these mechanisms of transport in-
hibition gives rise to specific time dependences of molecular
uptake and release [8, 45, 46], so that in principle a distinc-
tion between these different options might be based on an
analysis of the respective curves. However, uptake and
release experiments and their variants are generally per-
formed with assemblages of nanoporous particles (crystalli-
tes) rather than with single crystals. Since even crystals of
the same batch of a nanoporous material may have signifi-
cantly diverging transport properties [37, 47, 48], overall
kinetics is, in addition, determined by the (generally
unknown) distribution of the magnitude of these transport
parameters. Thus, if only based on the relations of single-
particle uptake and release, mere analysis of time dependen-
ces may lead to completely wrong views of the underlying
mechanisms of mass transfer [8].





With the advent of the techniques of microimaging [49],
uptake experiments may today be performed with even sin-
gle particles (crystallites). Yet one must be aware that uptake
and release experiments even with a single crystal may devi-
ate from the textbook patterns when there are notable dif-
ferences in the permeabilities between different crystal faces
[50]. In order to also avoid this source of misinterpretation,
knowledge of the evolution of intracrystalline concentra-
tions rather than of only their integral over the crystals (i.e.,
of the total of uptake or release) is required. In fact, even
this type of information is provided by microimaging [49],
with spatial resolutions down to micrometers in interfer-
ence microscopy [37, 48, 51 – 53] and to a couple of mi-
crometers by IR microscopy [54 – 56]. As a prerequisite of
this particular option of microimaging, however, materials
under study must be transparent for the applied radiation.
This requirement is but scarcely fulfilled for materials with
hierarchical pore spaces (and has not yet been fulfilled so
far with materials considered by these techniques [57]).
2.2 Measurement under Equilibrium Conditions:
Self-Diffusivities
For attaining deeper insight into the mechanisms of mass
transfer in hierarchical pore systems it appears to be indis-
pensable, therefore, to also exploit the information accessi-
ble by following the diffusion paths of the individual mole-
cules. The advent of dye molecules and their observation
via absorption [58] and fluorescence excitation spectra [59]
did in fact allow the construction of diffusion paths by
recording the positions of these molecules at subsequent
instants of times and ‘‘connecting the dots’’ [60]. Beyond
manifold applications for revealing molecular pathways in
biological systems [61 – 63], single-molecule observation
has as well been applied to diffusion studies in nanoporous
materials [64 – 66]. Being based on the observation of indi-
vidual fluorescing molecules, single-molecule observation
was, so far, successfully applied to provide new insight into
both the location of catalytic reactions (of such molecules)
[67 – 69] and structural peculiarities of the host lattice
[70 – 74]. Though the rich options of further development
will doubtlessly include fundamental issues like the limits of
ergodicity in mass transfer [75, 76] just as issues of immedi-
ate practical relevance, the extent up to which the single-
molecule techniques shall be applied for transport assess-
ment in hierarchical pore systems is clearly difficult to pre-
dict.
The information provided by the pulsed field gradient
(PFG) technique of NMR [77 – 81] and by (incoherent)
quasi-elastic neutron scattering (QENS) [82, 83] is – oppo-
site to single-molecule observation – taken as an average
over essentially all molecules (of one type) within the sam-
ple. This information is contained in the so-called averaged
propagator [84] P(x,t) (in QENS [82, 83, 85] referred to as
the van Hove correlation function) which denotes the prob-
ability (density) that, during a time interval t, an arbitrarily
selected molecule (proton) is shifted over a distance x.
Space and time scales are typically in the range of micro-
meters and milliseconds for PFG NMR and of nanometers
and picoseconds for QENS [8, 83].
Being sensitive to molecular displacements over nanome-
ters, QENS is ideally suited for assessing guest diffusivities
in micropores. The evidence remains essentially unaffected
by transport resistances due to internal and surface barriers
as well as by transport enhancement by mesopores. QENS
does thus provide us with a standard of great value for esti-
mating the effect of barriers or transport pores, without
being able to monitor these influences. This type of infor-
mation has to be provided by PFG NMR.
Intuitively, diffusion measurement by NMR may be
understood as being based on the fact that most of the
atomic nuclei (and protons, as the most common probe, in
particular) dispose of both a mechanic and a magnetic
moment, giving rise to a rotational motion (the precession)
of the nuclei around the direction of a magnetic field (just
in analogy to the motion of a gyroscope under the influence
of gravity). This precessional motion is recorded as the
NMR signal, with the (resonance) frequency w given by the
Larmor condition
w ¼ gB (9)
where B and g stand, respectively, for the intensity of the
magnetic field and the gyromagnetic ratio, a characteristic
quantity of the nucleus under study. Under the influence of
a field gradient g, the magnetic field
B ¼ B0 þ gz (10)
(and, via Eq. (9), also the resonance frequency) becomes a
function of space. This dependence serves as the foundation
of magnetic resonance tomography (MRT), the most
powerful imaging technique in medical diagnosis [86]. By
incorporating two field gradients pulses (of amplitude g,
duration d, and separation t) into a suitably chosen pro-
gram of radio-frequency pulses, one is able to generate a
NMR signal (spin echo) whose (relative) intensity Y is giv-
en by the relation [8, 77 – 81]
y gdg; tð Þ ¼
Z¥
¥
Pðz; tÞ cos gdgzð Þdz (11)
With P(z,t) denoting the mean propagator [84], P(z,t)dz
is the probability that an (arbitrarily selected) molecule con-
tributing to the signal has been displaced over a distance z
(along the direction of the applied field gradient) during the
observation time t (given by the interval between the two
field gradient pulses). For simplicity and as a generally good
approximation, molecular displacements between the two
field gradient pulses are assumed to significantly exceed the
displacements during the individual gradient pulses.





For molecules of (self-)diffusivity D within a homogene-
ous, infinitely extended medium, the (mean) propagator is
a Gaussian one.





Insertion into Eq. (11) yields
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which correlates, within a homogeneous medium, the mean
value of the squared displacements and the observation
time, with the self-diffusivity appearing as a factor of pro-
portionality. Considering displacements in three directions
in isotropic space, one has, correspondingly,
< r2 tð Þ >¼ < x2 tð Þ > þ < y2 tð Þ > þ < z2 tð Þ >
¼ 3 < z2 tð Þ > ¼ 6Dt
(15)
For normal diffusion (as the usual case of diffusion in
nanoporous materials [44] and as implied already with the
notation of Eq. (14) by assuming constancy of D), the self-
diffusivity may completely equivalently be introduced by
Fick’s first law, Eq. (2); now, however, in the notation




where the asterisk indicates that one is concerned with the
fluxes and concentrations of only labelled molecules, with
the overall concentration of (labelled and unlabelled) mole-
cules uniform over the whole sample. Following this defini-
tion, also the term tracer diffusivity is in common use, com-
pletely synonymously with the term self-diffusivity.
With the very first applications of PFG NMR to studying
intracrystalline diffusion in zeolites [87 – 89], crystal sizes
notably exceeding the recorded root mean square displace-
ments of the guest molecules have been recognized as a
prerequisite of unbiased measurement. The NMR signal
attenuations, plotted in logarithmic scales as a function of
either the observation time t or squared gradient intensities
(gd), were thus found to give rise to linear dependences as
predicted by Eq. (13).
We note that exactly this type of dependence is to be
expected for nanoporous particles with hierarchical pore
spaces if the exchange between the involved pore spaces
(here between micro- and mesopores) is fast enough. One
may then, once again, define meaningful concentrations
and fluxes by considering unit volumes and unit areas cov-
ering both micro- and mesopores. The self-diffusivity
appearing in Eqs. (12) to (16) is a mean value of the diffu-
sivities in the two subspaces to which we shall refer in more
detail in the next chapter. However, PFG NMR is even able
to provide information on the diffusivities in the two pore
spaces separately from each other. Molecular diffusivities in
the transport pores, e.g., may be directly recorded in PFG
NMR experiments by using guest molecules with sizes
exceeding the diameters of the micropores. This system
may simultaneously contain molecules small enough to be
accommodated by the micropores. Their diffusivity will,
correspondingly, be mainly controlled by mass transfer
within the space of micropores.
2.3 The Message of Self-Diffusivities on Transport
Diffusion
The impact of PFG NMR on exploring mass transfer phe-
nomena in nanoporous materials becomes obvious with the
definition of the self-diffusivities as provided by Eq. (16). The
self-diffusivity is seen to appear, just like the transport diffu-
sivity in the definition (Eq. (2)), as a factor of proportionality
between a concentration gradient and a flux. The magnitude
of these fluxes may, intuitively, be understood to be deter-
mined by the (frictional) resistance which the molecules have
to overcome on their diffusion path. If – e.g., for sufficiently
low concentrations – the interaction between different mole-
cules may be assumed to be negligibly small in comparison
with their interaction with the internal surface of the pore
space, the frictional resistances for transport diffusion and
self-diffusion are immediately seen to coincide so that also the
transport and self-diffusivities have to coincide.
Taking account of this interaction, within the Maxwell-
Stefan formalism [8, 45, 49, 90 – 92] the correlation between
















, the reciprocal value of the logarithmic deriva-
tive of the equilibrium concentration with respect to the gas
pressure, is referred to as the thermodynamic factor. Dii is
the so-called Maxwell-Stefan self-exchange diffusivity. In
terms of the Maxwell-Stefan formalism, its reciprocal value
is easily recognized as the drag experienced during counter
flux. It is infinitely large in single-file systems where mole-
cules are completely unable to pass each other [93, 94] and
negligibly small if the windows between adjacent cavities
are so small that they are never accommodated by more
than a single molecule [55, 95, 96] (so that any transport-
relevant encounter of guest molecules is excluded).





With Eqs. (17) and (18), self-diffusivities and diffusivities
are seen to generally agree in their orders of magnitude.
They do even completely coincide in the limit of sufficiently
small concentrations. This concerns, in particular, mass
transfer in the mesopores if the range beyond capillary con-
densation (as throughout this paper) is considered. In the
subsequent discussions we will mainly refer to diffusion
under equilibrium conditions, i.e., to self-diffusion phenom-
ena, with the understanding that the findings are as well
applicable to considering transport diffusion phenomena by
exploiting the just discussed analogy.
For more detailed information on both experiment and
theory we refer to the relevant textbooks [8, 9, 97, 98] and
reviews [91, 99 – 101].
3 The Limiting Cases of Mass Exchange
between the Two Pore Spaces
3.1 Fast Exchange
We characterize the limiting case of fast exchange by assum-
ing that it is possible to subdivide the hierarchically organ-
ized nanoporous particles in volume elements comprising
parts of both the micro- and mesoporous spaces so that the
mean exchange time between these two pore spaces is much
less than the mean life time of the guest molecules within
each of these volume elements [102]. The number of vol-
ume elements is supposed to be big enough so that it makes
sense to correlate concentration gradients of the guest mole-
cules with their fluxes as predicted by Fick’s 1st law
(Eqs. (2) and (16)), with the fluxes and concentrations
defined with respect to these volume elements and their
surfaces. The (effective) diffusivity appearing in these rela-
tions results as the weighted mean of the diffusivities in the
two pore spaces
Deff ¼ pmesoDmeso þ pmicroDmicro @ pmesoDmeso þ Dmicro
(19)
with pmicro(meso) and Dmicro(meso) denoting the relative num-
ber and the diffusivities of the guest molecules in the space
of micro(meso)pores, respectively. With the second relation,
the occupation of the mesopores is assumed to be quite
small so that pmeso  1 and pmicro ≡ 1 – pmeso @ 1. Such a
situation is common under the conditions of gas phase ad-
sorption. The diffusivity in the mesopores may then be esti-









with d, RG and M denoting the mean pore diameter, the gas
constant and the molar mass, respectively. Diffusion in
either of the two subspaces is, in addition, retarded by their
tortuosity as a result of their interpenetration. The exten-
sion of the diffusion pathways caused by the tortuosity of
the respective pore spaces is commonly taken into account
by introducing a tortuosity factor t which appears on the
right hand side of Eq. (20). Its magnitude is typically
between 2 and 4 [8, 104 – 107]. Though the extent of valid-
ity of Eq. (20), notably for small pores with strongly
adsorbed species, is still under debate [108, 109], available
experimental data [110, 111] justify its use at least as an
order-of-magnitude estimate.
By inserting Eq. (19) into Eq. (8) the time constant of mo-
lecular uptake and release in hierarchically structured nano-
porous particles is found to be
mfast exchange1Diff ¼
R2cryst
15 pmesoDmeso þ pmicroDmicroð Þ
(21)
Rcryst denotes the (effective) radius of the particle/crystal-
lite. Here, any perceptible transport resistance by the parti-
cle surface has been assumed to be negligibly small. In the
other extreme of uptake and release being controlled by a
barrier on the external surface of the particle, the time con-
stant is given by Eq. (7), with R = Rcryst and a denoting the
permeability of this surface barrier.
3.2 Slow Exchange
In the opposite limiting case of slow exchange, diffusion
rates in micropores are exceeded by those in the mesopores
to such an extent that guest concentration in the micro-
pores at the interface with the mesopores may be assumed
to be in equilibrium with the external gas phase. Also in this
case, the time constant of molecular uptake and release may






where Rmicro is a measure of the extension of the purely
microporous space between two adjacent mesopores. For a





Ameso denotes the total area of the interface between the
micro- and mesopores (coinciding with the surface of the
mesopores) and Vcryst – Vmeso stands for that part of the
particle volume that contains the purely microporous pore
space.
For practical convenience (and since Rmicro is anyway not
accessible by direct experimental determination) it is com-
mon practice to introduce, also under slow-exchange condi-
tions, an effective intracrystalline (transport) diffusivity
Dc,eff [112] by the relation











which – by comparison with Eq. (8) – is easily seen to indi-
cate the (genuine) diffusivity within a uniform (nano-
porous) crystal of the given crystal radius Rcryst giving rise
to just the observed uptake behavior. Combining Eqs. (8)
and (22), the genuine micropore diffusivity and the effective







from which Rmicro as a measure of the extension of purely
microporous space may be estimated.
In the other extreme of limitation by a finite permeability
through the interface between the micro- and mesoporous
spaces, we have to employ Eq. (7) for estimating the time








where, with the second equation, we have made use of
Eq. (23).
In Eq. (26) we may recognize one of the implications used
for defining the celebrated hierarchy factor [113] as
the product (Vmicro/Vtotal) ·(Ameso/Atotal(BET)) of the ratio
between the micropore volume and the total pore volume
and of the ratio between the surface of the mesopores and
the total surface. Increasing hierarchy factors are known to
result in increasing catalytic performance [113, 114] which,
under transport control, is as well known to be enhanced by
uptake enhancement [8 – 11, 112]. With Eq. (26), uptake
enhancement in the case of barrier limitation is seen to scale
with the surface area itself. Inserting Eq. (23) into Eq. (22),
uptake rate enhancement in the case of diffusion limitation
is seen to scale with even the square of the mesopore sur-
face. It is important to emphasize that this type of arguing
does only hold in the limiting case of slow exchange as just
considered: There is no similar chain of direct reasoning
which might be based on the corresponding fast-exchange
relation (Eq. (21)).
3.3 Case Assessment
We start with considering the ratio of the time constants of
molecular uptake and release under diffusion limitation













The notations tcrystð ” m
fast exchange
1Diff Þ and tmicroð ”
mslow exchange1Diff Þ have been chosen for visualizing that it is the
crystal which, starting from its external surface, is filled (or
depleted) under fast-exchange conditions while, under the
conditions of slow exchange, uptake and release occurs in
the space of micropores, starting essentially simultaneously
all over the crystal from the micropore-mesopore interface.










as the precondition of fast exchange (yielding tcryst as the rele-










for slow exchange (now with tmicro as the relevant time con-
stant). These two conditions do simultaneously show that
rate assessment by using the relation of the other limiting
case (i.e., of tcryst for slow exchange and of tmicro for fast
exchange) will in either case lead to a dramatic overestima-
tion of the extent of transport enhancement. Knowledge
about the different parameters appearing on the right-hand
side of Eq. (27) is thus found to be quintessential for cor-
rectly assessing mass transfer in hierarchical materials. We
shall refer to the challenges of experimental work related to
this requirement in Sect. 5. Before however, in Sect. 4,
dynamical Monte Carlo simulations shall be performed for
considering mass transfer in hierarchical pore spaces in a
case study. In addition to a thorough visualization of each
of the two limiting cases, this way, the situation in between
these two limiting cases can also be considered in some
more detail.
4 Dynamic Monte Carlo Simulation
of Molecular Uptake by Hierarchical
Pore Spaces
In Fig. 1, the scheme used in our simulations is presented. A
purely microporous body (top right) is percolated by a
network of mutually intersecting equidistant channels
(outermost right). A cross-section through a plane with
intersecting channels is shown top left. For visual conven-
ience, the figure only displays 5 ·5 ·5 channels , instead of
18 ·18·18, as considered in the following simulations
(see particle distributions in the modelled grid given in
Fig. 2). The channel (i.e., mesopore) cross-sections are built
up by 2 ·2 lattice points. Channels are separated by a clear-
ance of 8 lattice points. Diffusion is simulated by equidis-
tant jumps (bottom left) of the probe molecules between
the 190 ·190 ·190 lattice points of our model system. The
volume ratio of the two domainsVmeso/Vmicro = 0.111 and the
effective radii as defined by Eq. (3) result to be Rcryst = 94l for
the crystal and Rmicro = 13l for the extension of purely
microporous space (where l represents a unit length given
by the spacing between two adjacent points on the lattice).





The jump rates in the micropores (probability ptrialmicro of
a particle jump per unit time; Tab. 1, column 1) are as-
sumed to be notably exceeded by those in the mesopores
(ptrialmeso ” 1). This corresponds to the microdynamic situa-
tion as illustrated by the energy landscape in Fig. 1. The
heights of the intra-domain potential walls for the par-
ticles to overcome in order to jump to adjacent lattice
points scale is DVi /  lnDi, according to Boltzmann sta-
tistics at constant temperature; the inter-domain wall
heights scale with DVij /  lnPifi j ¼ pifi jDmeso (where
i; j˛ meso;microf g). Note that those inter-domain jumps
are chosen to happen with the diffusivity of the meso-
pores from both sides. The step in potential energy at the
micro-mesopore interface is taken into account by setting
the jump rates pmicrofimeso=pmesofimicro ¼ 1=10. Then, as
a requirement of dynamic equilibrium, between the
equilibrium concentrations in the two pore spaces
reqmicro ¼ 10 r
eq
meso holds. By multiplying the respective pore
volumes and equilibrium concentrations, the relative guest
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Figure 1. Scheme for simulating uptake by a hierarchically





Figure 2. Density evolution of selected simulation runs in the hierarchically ordered pore network (Fig. 1) showing the limit-
ing cases of fast exchange (a – c, case a1 in Tab. 1) and slow exchange (d – f, case a4 in Tab. 1). (a, d) The density profiles
r xð Þ8xf g during uptake dynamics are obtained by evaluating a cylinder-shaped cut of radius R = 15 lattice nodes through
the center of the model system during the uptake process, where each single rðxÞ corresponds to the average over the
cross-sectional area of the cylinder for a given x. The right-hand side shows longitudinal cuts through the model systems at
average relative guest densities rcryst=r
eq





numbers (in equilibrium) thus result as pmeso = 0.0105 and
pmicro = 0.9895.





for uncorrelated jumps of length l and separation t [8] in
three dimensions, the micro- and mesopore diffusivities
(in square unit length per unit time) result to be Dmicro =
1/6ptrialmicro and Dmeso = 1/6 (uniform in all simulations),
respectively. By setting pmesofimicro ¼ 1, transport resis-
tances (surface barriers) at the interface between the two
pore spaces are assumed to be negligibly small. In addi-
tion, transport resistances on the outer crystal surface are
excluded. This is ensured by keeping all lattice points at
the outer surface of the system at a fixed concentration,
which was chosen to correspond to a site occupation
probability of rcontrol ¼ 1=10 on all outer lattice points in
the simulations. During a simulation step (time unit of
the simulations), all probe molecules on the grid of lattice
points are allowed to jump with the rates (i.e., jump
probabilities) characteristic for the given lattice point as
just explained. Jumps are implied to occur independently
of whether the sites which they are directed to are already
occupied. The simulations thus correspond to the situa-
tion observed with concentration-independent (transport)
diffusivities or under tracer exchange.
Mimicking the experimental situation, uptake simulation
is started with only the outermost lattice points occupied
with the occupation probability rcontrol, and all remaining
lattice points vacant. According to the given probabilities,
in the first time step, some of the neighboring lattice points
become occupied as well. Subsequently, the outer lattice
points are filled again in a random manner, up to rcontrol,
which is kept at this value during the entire uptake exper-
iment. In subsequent time steps, more and more particles
migrate into the interior of the system until final equili-
bration, meaning that then 10% of all lattice points in
the mesopores (i.e., in the channels) are occupied
(reqmeso ¼ rcontrol).
Simulations have been performed with four different
probabilities ptrialmicro of jump trials within the space of micro-
pores as given in column 1 of Tab. 1 (Ordered, a). Snapshots
of the distribution of the probe molecules during selected
simulation runs are shown in Fig. 2. The data given in col-
umns 2 – 5 follow immediately, with the chosen model
parameters ptrialmicro (column 1), the only parameter varied in
the simulations. The diffusivities Duptakecrystal and D
uptake
micro were
determined via Eq. (6) (with the relative uptake m(t) as re-
sulting from the simulation runs) and Eq. (8) with R = Rcryst
and R = Rmicro, respectively. The data given under Dmsd
have been determined via Eq. (15) from the slope of the
dependence of the mean square displacements as resulting
in our simulations on the simulation time (i.e.; the number of
simulation steps). In discussing the simulation results, in par-
ticular the different diffusivity data given in columns 6 till 8
are compared with the data for the effective diffusivity in
the mean field approach DMF of column 3. With the fast ex-
change relation (Eq. (19)), DMF = pmesoDmeso + pmicroDmicro,
where the magnitudes of Dmeso and Dmicro are chosen as
in the infinitely extended respective pore spaces, i.e., with-
out considering any boundary effects or influences of tor-
tuosity.
With the values of tmicro=tmeso given in column 4, the
simulation runs considered in lines a1 and a2 comply with
the condition for fast exchange (Eq. (28)). Correspondingly,
the values of Duptakecrystal (column 6) and Dmsd (column 8) coin-
cide, i.e., molecular uptake (and release) proceeds as within
a homogeneously structured particle with an (effective) dif-
fusivity given by the Einstein relation (Eq. (15)). Exactly this
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Table 1. Structural and dynamic parameters considered in the dynamic Monte Carlo simulations of molecular uptake by hierarchically
organized ordered (a, see Fig. 2) and disordered (b, see Fig. 3) pore networks (time unit: duration of a simulation step; space unit: separa-














1 10 000 1666.67 3.40 0.04 1.1 3.00 57.41 2.95 1.80
2 2000 333.33 2.08 0.12 5.3 1.32 25.16 1.31 3.95
3 200 33.33 1.78 1.02 53.1 0.83 15.95 0.93 25.02
4 4 0.67 1.75 50.24 2653.7 0.12 2.23 0.88 175.11
Disordered (b)
1 5000 833.33 11.94 0.02 14.4 9.27 11.25 9.06 11.13
2 80 13.33 11.17 1.02 897.1 4.33 5.26 6.01 325.11
3 1 0.17 11.16 81.22 71 771.7 0.15 0.20 5.89 880.69
a)DMF = pmesoDmeso + pmicroDmicro (mean field approximation);
b)Eq. (6) and (8) with R = Rcryst;





is the impression the representation of molecular uptake
in Fig. 2a conveys. In addition, note that the essentially
coinciding values of Duptakecrystal and Dmsd are nicely ap-
proached by the mean-field value of the effective diffusiv-
ity given in column 3, as predicted by Eq. (19), where the
remaining differences may be easily referred to boundary
and tortuosity effects not taken into account in the given
choice of Dmeso and Dmicro. A moderate increase of
Duptakecrystal = Dmsd » pmesoDmeso + pmicroDmicro by a factor of
not more than 2 in comparison with Dmicro can be seen
in column 9, showing the transport enhancement due to
the mesoporous network. This observation is an immedi-
ate consequence of the fact that the contributions of the
meso- and micropores to overall mass transfer are essen-
tially equal (data of column 5), so that the doubling in
the transport efficiency due to the presence of mesopores
is also intuitively expected.
The situation is different in the line a2, where the contri-
bution of the mesopores to mass transfer (see column 5) is
assumed to exceed that of the micropores by a factor of 5.
tcryst (column 4) is seen to notably exceed tmicro (by one or-
der of magnitude) so that the fast-exchange assumption
may still be assumed to serve as a reasonable approach. The
diffusivity data for Duptakecrystal and Dmsd as shown with the data
in columns 6 and 8 are indeed seen to coincide, in complete
agreement with our expectation. Again, remaining differen-
ces of Duptakecrystal and Dmsd in comparison with DMF may be
due to the simplifications inherent to the mean-field
approach. Diffusivity increase in comparison with the
purely microporous crystal (i.e., transport enhancement as
given by the data of Duptakecrystal=Dmicro in column 9) is, once
again, seen to be of the order of the contribution of the mes-
opores to mass transfer (column 5).
The simulation data presented in line a3 refer, with
tmicro
tcryst
» 1, to an intermediate situation between the two lim-
iting cases of slow and fast exchange. For continuing a
semi-quantitative analysis, we switch to the opposite ex-
treme of slow exchange as considered in line a4. With the
representations shown in Fig. 2 (bottom panel), during mo-
lecular uptake guest concentration is now in fact seen to in-
crease essentially homogeneously over the whole of the
crystal. Correspondingly, uptake can be assumed to start es-
sentially simultaneously anywhere at the interface of the
mesopores with the bulk of micropores. The first statistical
moment of uptake may thus be expected to be correlated by
Eq. (22) (i.e., by Eq. (8) with the effective radius R given by
Rmicro) with the micropore diffusivity Dmicro.
The simulation data of Tab. 1 appear not to follow this
reasoning. There is, however, an important detail of the
simulations which was, so far, left out of the considerations.
It was mentioned that as a prerequisite of ensuring equilib-
rium at the boundary between micro- and mesopore spaces,
inter-domain jumps were chosen to happen with the jump
rate of the mesopores ptrialmeso from both sides. Such an
assumption would clearly remain of negligibly small influ-
ence on the propagation patterns for sufficiently high lattice
point densities (so that any arbitrary change of residence
times in a single layer would remain essentially unnoticed
due to the overwhelming influence of the other – unmodi-
fied – lattice points). Due to limitations in computational
resources, we are, however, far from such a condition: By
assuming, as an upper limit, jump attempt enhancement up
to the level of the mesopores in the outer microporous layer,
mesopore cross sections are seen to be enhanced from 2 ·2
lattice points as shown in Fig. 1 to effectively 4·4. Since by
the same reasoning also the effective micropore volume is




tually found to amount to only 6.54l rather than 13l, as re-
sulting from the structure model without consideration of
this refinement. With the thus resulting decrease of Rmicro
by a factor of about 2, the values of Duptakemicro , as resulting via
Eq. (22) using m1 from the simulations, are immediately
seen to be smaller by a factor of about 4 than those given in
Tab. 1 – in excellent agreement with the data of Dmicro given
in column 2.
By comparing lines a3 and a4, it is interesting to note that,
irrespective of an enhancement of mesopore transport in
comparison to microporous transport by a factor of 50 (col-
umn 5), overall uptake is enhanced only by a factor of about
7 (last column). Although it is true that, as an immediate
consequence of Eq. (21), transport enhancement scales with
essentially the increase in the contribution of mesopore dif-
fusion to overall diffusion under fast exchange conditions,
with Eq. (22) the rate of molecular uptake under slow-
exchange conditions is seen to become completely indepen-
dent of the contribution of mass transfer in the mesopores
– clearly, always with the supposition that it is fast enough
for ensuring the slow exchange conditions. Thus, transport
enhancement is eventually seen to become a function of the
ratio Rmicro/Rcryst only, i.e., of exclusively the geometry of
the particles under study. With this reasoning and owing to
Eq. (22), this value of transport enhancement in comparison
with the purely microporous zeolite is easily understood to
be asymptotically close to the plateau value, exclusively giv-
en by the systems geometry. Thus, by considering further
microporous diffusivity reduction, no additional transport
enhancement would be observed.
Finally, note the, at a first glance rather astonishing, fact
that the magnitude of the diffusivities as resulting for the
overall (effective) mean square displacements (column 8)
decreases by a factor of not more than about three, while
the microporous diffusivity decrease, from lines a1 to a4,
over more than three orders of magnitude. This, however, is
an immediate consequence of the extreme efficiency of mes-
opore transportation as quantified by the data given in col-
umn 5, since, notably starting with line 2, pmesoDmeso is
much larger than pmicroDmicro. So the mean diffusivity and,
hence, the mean square displacement, does in fact remain
unaffected by any further decrease of Dmicro. One should
recollect, however, that this high average value is of benefit





for overall transport under only fast-exchange conditions.
For completeness, it is worth to mention that it is this very
mean square displacement (column 8), which in principle
controls the very first part of the PFG NMR attenuation
curve [8]. Notably, this is also true when the conditions of
normal diffusion (as in purely microporous materials or in
hierarchical pore networks under the fast-exchange condi-
tion) implied in Sect. 2.2. are not given anymore and the
attenuation curve deviates from the simple exponential pat-
tern (Eq. (13)). As a prerequisite of such measurements,
clearly, the NMR spectrometer must be sensitive enough for
recording even the rather small fraction of the highly
mobile molecules in the mesopores.
Complementing the simulations with the hierarchical
pore network of high order, a pore network in which the
hierarchy was generated by a random procedure was con-
sidered as well. For this purpose, following Kainourgiakis
et al. [115], an array of uniformly distributed random num-
bers was correlated trough a convolution with a Laplacian-
Gaussian kernel and then divided into the meso- and
microporous spaces by thresholding with the intended
porosity. In this process the pore size distribution is
determined by the used correlation length. The topology of
the thus generated model is shown in Fig. 3. Its micro-
porous and mesoporous domain volumes amount to
Vmicro = 3.8683  106 and Vmeso = 2.7764  106 lattice nodes,
respectively. The simulations of molecular uptake by these
systems have been performed by exactly the same proce-
dure as already described. Typical plots of the evolution of
the distribution of the probe molecules are shown in Fig. 4.
The resulting data are summarized in the lines b1 to b3 of
Tab. 1.
By considering line b1 (fast exchange limit), it is apparent
that, similarly as with the hierarchically-ordered porous
network, Duptakecrystal nicely coincides with Dmsd. Additionally,
these diffusivities roughly resemble the values of DMF as can
be seen in comparison with column 3. Thus, also for the
disordered system, tortuosity effects are seen to play an only
minor role under fast-exchange conditions, with molecular
uptake and release being controlled by a diffusivity as re-
sulting from the Einstein relation (Eq. (15)). This behavior
does as well appear in the top panel of Fig. 4, where the den-
sity evolution resembles the uptake in a homogeneous body.
In the slow-exchange limit represented by line b3 in Tab. 1
and the bottom panel of Fig. 4, however, fast transport in
the mesopores (relative to the microporous transport, see
column 4) carries the molecules into the interior of the
porous network and uptake in the microporous domains
occurs nearly concurrently throughout the body. Hence,
uptake dynamics is controlled by Dmicro and the effective
radius Rmicro of the microporous domains. This is support-
ed by the coincidence of Duptakecrystalwith Dmicro (columns 7
and 2, respectively).
5 Experimental Diffusion Studies with
Hierarchically Structured Nanoporous
Materials
Since transport enhancement served as the main motivation
in producing nanoporous materials with hierarchical pore
architecture, the production of such material was, from its
very beginning, accompanied by uptake and release meas-
urements (see Sect. 2.1) as the most direct means for deter-
mining the gain in molecular exchange rates between the
microporous space and the surrounding atmosphere
[18, 27, 57, 112, 116 – 118]. In parallel to these studies, PFG
NMR measurements (see Sect. 2.2) have been performed for
probing the self-diffusion behavior of guest molecules in
such materials [119, 120]. With the following case studies
we are going to present typical examples in which either of
the two limiting cases of fast and slow exchange, as consid-
ered in Sect. 3, may be recognized.
Comparison between experimental data and theoretical
prediction are particularly straightforward in the limiting
case of fast exchange. A summary of such studies is pro-
vided by Fig. 5 with a representation of the considered host
material, namely crystals of both purely microporous and
mesoporous zeolite NaCaA (structure type LTA) (a, b), and
of the self-diffusivities of ethane (c) and propane (d) as
determined by PFG NMR [119, 120].
In-depth studies of molecular diffusion in the hierarchical
pore network of mesoporous zeolite NaCaA may be easily
complemented by blocking, e.g., the space of the mesopores
by saturating them with cyclohexane molecules which are
too bulky for penetrating the micropores. Fig. 5c shows that
the diffusivities observed with ethane in these samples fol-
low the temperature dependency of the diffusivities in the
purely microporous sample, reduced by a constant factor.
With Eq. (19) one easily recognizes the dramatic reduction
of Dmeso from high Knudsen values (Eq. (20)) to liquid-
phase diffusivities as the origin of this reduction. Being now
essentially ‘‘blocked’’ by the presence of cyclohexane, the
mesopores do not serve anymore as highways. They rather
give rise to an increase in the diffusion pathways, resulting
in a common tortuosity factor [8, 121] which, not unexpect-
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edly, is found to increase with the volume fraction occupied
by the mesopores.
It is noteworthy that, at least in the range of sufficiently
low temperatures, a quite similar (within the limits of accu-
racy, supposedly, identical) reduction in comparison with
the purely microporous samples is observed. Once again,
this behavior may be easily explained on the basis of
Eq. (19), now, however, by realizing that in fused NMR
sample tubes with fixed loading at sufficiently low tempera-
tures the relative amount of molecules in the mesopores
(being proportional to the pressure over the sample) is
becoming too small for giving any perceptible contribution
of mesopore diffusion to overall mass transfer.
In a similar chain of arguments we may conclude that even
at the highest temperatures realized in our experiments the
contribution of mesopore diffusion does not yet significantly
exceed the micropore diffusivities. As a consequence, with
ethane as a probemolecule, mass transfer inmesoporous zeo-
lite NaCaA is found to be only quite modestly accelerated in
comparisonwith the purelymicroporous specimen.
With propane as a probe molecule, however, the situation
becomes totally different. As a consequence of the increased
critical diameter of propane in comparison with ethane,
propane diffusion in the microporous space of the narrow-
pore zeolites of type LTA is known to be dramatically
slowed down in comparison with the ethane diffusivities
[8, 122, 123]. Thus, the term pmesoDmeso in Eq. (19) may eas-
ily become dominant, leading to the impressive diffusivity
enhancement of propane in the mesoporous specimens
shown in Fig. 5d. As to be expected, transport enhancement
is seen to increase with increasing mesopore volume. Exhib-
iting diffusivities essentially independent of the observation





Figure 4. Density evolution of selected simulation runs in the disordered pore network (Fig. 3) showing the limiting cases of fast ex-
change (a – c, case b1 in Tab. 1) and slow exchange (d – f, case b3 in Tab. 1). (a, d) The density profiles r xð Þ8xf g during uptake dynamics
are obtained by evaluating a cylinder-shaped cut of radius R = 15 lattice nodes through the center of the model system during the up-
take process, where each single rðxÞ corresponds to the average over the cross-sectional area of the cylinder for a given x. The right-
hand side shows longitudinal cuts through the model systems at mean relative guest densities rcryst=r
eq





time, mass transfer in all three samples is seen to follow the
pattern of normal diffusion.
Time invariance of the diffusivities attained and, together
with it, of the PFG NMR attenuation curves as given by
Eq. (13) may be taken as an indication of sufficiently fast
exchange between the different pore spaces within the indi-
vidual zeolite particles/crystals. Mass transfer may thus be
considered as proceeding in a quasi-homogeneous system
characterized by an effective diffusivity as given by Eq. (19).
Inserting the values estimated on the basis of the respective
pore volumes and adsorption isotherms for pmeso and, via
Eq. (20), on the basis of the known mesopore sizes for
Dmeso, the fast-exchange relation, Eq. (19), was in fact found
to provide a correct order-of-magnitude estimate of the de-
termined diffusivities for both ethane [119] and propane
[120] in the hierarchical NaCaA-type zeolites under study.
It is noteworthy that uptake measurements by IR micro-
imaging [49, 55] with individual crystallites of the purely
microporous sample of NaCaA and propane yielded time
constants (first statistical moments, Eq. (6)) which notably
exceeded the prediction via Eq. (8) for diffusion-limited up-
take with the diffusivity taken from Fig. 5d as a first, reason-
able estimate [57]. In addition to the resistance of
micropore diffusion, molecular uptake and release on the
purely microporous specimens is thus found to be as well
retarded by the presence of surface barriers. The formation
of mesopores may thus be expected to give rise to a second
mechanism of transport enhancement since the entrances
to the mesopores from the surrounding atmosphere would,
simultaneously, serve as windows through these surface
resistances.
Similarly as with zeolite LTA, also the pore system of type
SAPO-34 zeolites consists of cages interconnected by
‘‘8-ring windows’’ (i.e., apertures formed by eight oxygen-
connected silicon (aluminum, phosphorus) atoms). How-
ever, the window diameters in SAPO-34 are even smaller
than those of LTA, giving rise to a further, dramatic decrease
in the diffusivities, essentially beyond the lower limit allow-
ing accurate measurements by PFG NMR. We did, there-
fore, base our diffusion studies with zeolite SAPO-34
accommodating three different types of pore architecture
(Fig. 6a) [18, 57] on the application of IR micro-imaging
[49, 55]. In this way, molecular uptake and release may be
recorded on the individual host particle/crystal. Figs. 6b – d
show the results of such measurements, together with plots
of the dependences expected in the limiting cases of molec-
ular uptake exclusively controlled by intracrystalline diffu-
sion (Eq. (1)) or by surface barriers (Eq. (4)) [57].
Not unexpectedly, the existence of mesopores separated
from each other within the intracrystalline pore space (sam-
ple SAPO-34-meso-1) is found to leave the uptake behavior
essentially unaffected. As a prerequisite for giving rise to sub-
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a) b)
c) d)
Figure 5. SEM images of crystals of (a) purely microporous and (b) mesoporous zeolite LTA as well as (c) the
self-diffusivities of ethane and (d) of propane (measurements at 25 C) determined in these samples by PFG
NMR. Squares: purely microporous; circles: mesoporous with a volume fraction of 0.18; triangles: mesopo-
rous, volume fraction 0.30. Empty symbols refer to measurements with the mesopores filled with cyclo-





stantial transport enhancement, the meso- (‘‘transport’’)
poresmust clearly be required to form a network [124, 125].
Substantial transport enhancement by about one order of
magnitude in comparison with the purely microporous
sample is, correspondingly, in fact found with SAPO-meso-
2, accommodating a network of mesopores(see Fig. 6a).
However, proceeding analogously as described above with
mesoporous zeolite LTA, estimating the effective diffusivity
via Eq. (8) yields diffusivity enhancement by as much as five
orders of magnitude! Thus, on considering propene diffu-
sion in mesoporous SAPO-34, we clearly have to drop the
fast-exchange condition. A dramatic slowing down of the
diffusivities in the micropores of SAPO-34 in comparison
with zeolite LTA has brought us to essentially the opposite
limiting case of slow exchange (see Sect. 3.2).
With Eqs. (8) or (22) the gain in the uptake rates by one
order of magnitude would correspond to a decrease of not
more than a factor of about three in Req (or the characteris-
tic diffusion length) on comparing the hierarchically struc-
tured material with the parent material. This would be a
rather modest change indeed, brought about by the incor-
poration of the mesopores. One should have in mind, how-
ever, that this estimate is based on the assumption of diffu-
sion limitation which might be, in view of the shape of the
uptake curves shown in Fig. 6b, but a poor approximation.
Moreover, the intrinsic complexity of pore space architec-
ture in such material is known [126, 127] to be scarcely cor-
rectly reflected by a sole spatial parameter.
6 Conclusion
The growing complexity in pore architecture in hierarchi-
cally organized porous materials is accompanied by a grow-
ing complexity of mass transfer within these materials. Gain
in performance during their industrial use is thus purchased
by increasing expenses in the measurement and the predic-
tion of the underlying mechanisms of mass transfer en-
hancement. With the present contribution we sought to
provide an introduction into the challenges to be met by ex-
perimental measurement and theoretical prediction. As the
most important result of such studies, the multitude of
mechanisms and structural features affecting mass transfer
is seen to notably exceed those relevant for purely micropo-
rous materials. As a most important message, transport en-
hancement by the incorporated mesopores is found to deci-
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Figure 6. (a) Schematics of the pore space architecture of three different samples of zeolite SAPO-34 and their fabrication. (b –d) Up-
take curves (propene, at 25 C) recorded with these samples via microimaging, together with representations of the limiting cases of dif-





sively depend, for one and the same host system, on both
the guest molecule under considerations and on the condi-
tions (temperature, loading, guest composition) under
which the experiments are performed. Though we may look
back, so far, to an only rather modest progress in this new
field of research, the perspectives opening up are already
seen to be most promising with respect to both the funda-
mentals of mass transfer in mesoscopic systems and the
application of such materials in transport-promoted appli-
cations in the various fields of matter upgrading.
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A [m2] surface area
B [T] magnetic field (flux density)
c [molm–3] concentration
D [m2s–1] diffusivity
d [m] pore diameter
g [Tm–1] magnetic field gradient
j [molm–2s–1] flux
l [m] jump length
M [kgmol–1] molar mass
m1 [s] first statistical moment
P [Pa] pressure







a [m s–1] surface permeability
g [rad s–1T–1] gyromagnetic ratio
d [s] gradient pulse duration
r [–] (relative) number density
t [s] time constant/duration
y [–] (relative) intensity
w [rad s–1] Larmor frequency
Abbreviations
ESR electron spin resonance
FR frequency response
IR infrared
MRT magnetic resonance tomography
NMR nuclear magnetic resonance
PFG pulsed field gradient
QENS quasi-elastic neutron scattering
ZLC zero length column
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Transport properties of hierarchical
micro–mesoporous materials†‡
Daniel Schneider, Dirk Mehlhorn, Philipp Zeigermann, Jörg Kärger and
Rustem Valiullin*
Adding mesopore networks in microporous materials using the principles of hierarchical structure design
is recognized as a promising route for eliminating their transport limitations and, therefore, for improving
their value in technological applications. Depending on the routes of physico-chemical procedures or
post-synthesis treatments used, very different geometries of the intentionally-added transport mesopores
can be obtained. Understanding the structure–dynamics relationships in these complex materials with
multiple porosities under different thermodynamical conditions remains a challenging task. In this review,
we summarize the results obtained so far on experimental and theoretical studies of diffusion in micro-
mesoporous materials. By considering four common classes of bi-porous materials, which are differing by
the inter-connectivities of their sup-spaces as one of the most important parameter determining the
transport rates, we discuss their generic transport properties and correlate the results delivered by the
equilibrium and non-equilibrium techniques of diffusion measurements.
1 Introduction
The economical value of using microporous materials in a great
variety of practical applications may hardly be overestimated.
Their different properties, such as favourable chemical activity or
molecular selectivity, originating from a specific organization of their
crystalline structure containing well-ordered voids of molecular
dimensions, are widely exploited in chemistry, medicine, energy
transformation and storage, and environmental protection.1–4 It
has long been recognized, however, that exactly the existence of
strong confinements, giving on one hand rise to the prosperous
material properties, can simultaneously severely affect their
performance in the respective processes due to the extremely
slow mass transfer through micropores.5 The latter has several
unfavourable consequences, such as slowing down of the overall
process operations and the formation of unwanted by-products.
That is why different strategies for improving transport properties
of microporous solids have been developed over the last decades.
There are, essentially, three different routes for transport
enhancement, i.e. for attaining enhanced exchange rates of the
molecules between the space of micropores and the surroundings:
(i) by a reduction of the crystal sizes, (ii) by operating with larger
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micropores and (iii) by incorporating mesopores into the space
of micropores as additional, low-resistance transport pathways.
Although conceptually attractive, the viability of the first
option is often limited by technological difficulties accompanying
synthesis and handling of small (nano)crystals, the linear dimension
of which should often lie in the range of hundreds or even tens
of nanometres.6 Similarly, despite a significant progress done in
the synthesis of zeolites with extra-large pores7,8 (exceeding
typically 12-membered ring) and MOFs,9–11 it is recognized that
the thus attained transport improvement is penalized by decreased
chemical activity and thermal stability. Therefore, the third option,
namely the development of porous materials with combined micro-,
meso- and even macro-porosities, is nowadays considered to be
the most promising route for developing economically-valuable
crystalline porous materials with optimized mass transfer properties
and chemical functionality.12–24
Technologically, these materials can be obtained either
via various post-synthetic treatments, such as desilication or
dealumination, or by soft- or hard-templating during the material
synthesis, with subsequent template removal, or in a mixed
route.25–33 Clearly, depending on the approach used and the
details, under which a particular material is obtained, quite
diverse geometries of the imbedded mesopore space may
result, ranging from isolated voids of mesoscalic dimension
to mesoporous channels traversing the whole microporous
crystal. In turn, different pore geometries may, depending
on the operation conditions and the nature of the guest
compounds under consideration, lead to notably different
mass transfer patterns. Very importantly, the simplest strate-
gies, such as to incorporate as much transport mesopores as
possible, may fail due to, e.g., the reduction of the micropore
space where the reaction steps shall ultimately occur.34 These
situations will be encountered for the processes where the
micropore confinement is an ultimate prerequisite. On the
other hand, for catalytic processes profiting from the accessi-
bility of the active sites, the creation of a large mesopore surface
readily accessible for bulky molecules may substantially con-
tribute to the overall process efficiency.22,35 Optimization of the
processes by profiting from the pore space hierarchies is thus a
complex, multi-dimensional task during which a large variety of
different phenomena has to be complementarily taken into
account.36–40 It is, therefore, more and more recognized that,
in addition to detailed structural information evidencing the
incorporation of mesopores,41 transport properties of newly
synthesized hierarchical materials should simultaneously be
provided as a guide for theoretical modelling and process
engineering.38,42–50
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For materials solely containing micro- or mesopores, general
aspects of the intra-crystalline mass transfer are well understood and
this knowledge is amply sufficient for the process engineering
purposes. Detailed descriptions of diffusion processes in these
materials may be found in numerous text-books and reviews.5,51–54
Transport phenomena become, however, increasingly complicated
for porous solids which combine micro- and mesopores.55–59 Here,
in addition to the already rich dynamics in the individual building
blocks of the composite materials, the by far more intricate
molecular exchange between these blocks may further complicate
the overall mass transfer processes, often to an intractable
extent. Notably, the exchange patterns may be determined by
not only thermodynamic conditions, but also by the occurrence
of additional transport resistances, the impact of which is
finding more and more evidences.60,61 For the class of hierarchical
materials discussed here, the molecular exchange, whose micro-
scopic details are crucial for the understanding of the macroscopic
dynamics, typically takes place between regions of nanoscalic
dimensions. Due to this fact, molecular exchange processes
occurring on this length- and time-scales can hardly be directly
assessed by any experimental technique available so far. This
complicates any deeper insight into molecular transport in these
materials. Computer modelling approaches based on realistic
models of porous solids with multiple porosities and of under-
lying physics, capturing microscopic details of fluid coexistence
between different porosity domains and the elementary steps of
molecular propagations therein, become therefore increasingly
important.46,62,63
Depending on the routes of chemical synthesis or post-synthesis
treatment, very different geometries of the intentionally-added
transport pores can be obtained. They may give rise to quite
different transport properties of the resulting porous materials.
The purposeful design of hierarchical pore systems for meeting
specific application-oriented criteria demands, therefore, a
deeper understanding of their structure–dynamics relationships.
Their complexity makes experimental exploration of mass transfer
patterns in these materials a challenging task with a particular task
to establish a common basis for the analysis and comparison of
experimental data obtained using different analytical techniques.64
One of the goals of the present contribution is, therefore, to provide
a general scheme for the prediction of transport properties of
hierarchical porous materials. Among them, the main focus will
be on bi-porous, micro-mesoporous materials as the most widely
used ones, leaving a large pool of other types of hierarchical
assemblies for a future account.65–74
2 Diffusion in porous materials
2.1 Basics of diffusion
Quite generally, the methods of transport characterization may be
subdivided into two classes, viz. equilibrium and non-equilibrium
techniques.75 In the first category, information on mass transfer
is only accessible if a distinction between different molecules
is possible. The category of non-equilibrium experiments may
further be subdivided into experiments operating under transient
conditions (where the information on mass transfer is attained
by studying the rate of equilibration) and non-equilibrium
experiments operating under boundary conditions that ensure
stationary conditions. In this case, information on mass transfer is
contained in the fluxes (flux measurements) or in the integral
(uptake) or spatially-resolved (micro-imaging) concentrations. In all
details the underlying principles of these experimental approaches
are reviewed in numerous text-books and reviews.5,53,75,76 Therefore,
for the sake of conciseness, in what follows we recollect only the
most essential points in an amount just enough to follow the rest of
this review.
If a spatial gradient qc/qx in the concentration of particles,
as shown schematically in Fig. 1a, is created, this will lead to
the occurrence of the particle flux j. For near-equilibrium





with DT being referred to as the transport diffusivity. Notably,
eqn (1) does already provide an experimental means to probe
the diffusivity if a well-controlled concentration difference
can be applied. As an example, this may be a concentration
difference resulting on two sides of a membrane made of
porous material of interest. Often, however, the porous materials
are available in a powder form and concentration gradients
cannot be easily applied or quantified.
In that case, conventionally the transport characteristics are
probed by recording the rate of molecular uptake or release
following a stepwise change of the concentration c of the guest
molecules in the surrounding atmosphere. In the context of
the present work, such concentration jumps will lead to the
establishment of the concentration gradient within the porous
particles, which will equilibrate via diffusion. Assuming that
mass transfer in the porous material under study can be
adequately described by an effective diffusivity Deff (to which
we shall refer in detail in the subsequent chapters), this
diffusivity can easily be obtained by matching the solution of

















It has to be noted that an exact solution of eqn (2) is only
possible if the initial and boundary conditions are exactly
defined. While the former ones can easily be controlled in
the experiment, the latter ones are not so easy to quantify.
Thus, the boundary conditions as given by the particle size and
shape, can, for the majority of real materials, hardly be shaped in
mathematical expressions. Secondly, the boundary conditions
are determined by the permeabilities at the particle boundaries,
which are a topic of controversial discussions.
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Under such conditions it is useful to exploit the method of
the statistical moments78 and to introduce, as a measure of the
time constant of molecular uptake and release, the first statistical





Here, mðtÞ ¼ CðtÞ  Cð0Þ
Cð1Þ  Cð0Þ, with C(t) denoting the total
amount adsorbed by a porous body at time t. For converting
this time constant T to the diffusivity DT, assumptions on the
particle geometry are needed.79 For example, for a spherical
uniform particle of radius R it holds










By inserting eqn (5) into eqn (4), the relation for the first





Thus, by recording the uptake curve during filling of the
model system (or during adsorption experiments), the uptake
diffusion coefficient can be calculated. Alternatively, also the
short-time uptake data may be used to assess the diffusivities.
In this case, by expanding eqn (5) into a series, the leading term
remains as







This approach ensures a very high accuracy in the initial
range of uptake or release, with deviations of less than 1% for
DTt
R2
o 0:1.80 One has to be aware, however, that this is only true
if uptake can be assumed to be controlled by a single diffusivity.
This may not be the case for hierarchical materials. Thus, if
spherical particles with a core–shell organization of their inner
structure are considered, then eqn (5) does not hold anymore
and shall be modified correspondingly.81,82 The clarification of
this point will be in the focus of this review.
The working principles of the techniques operating at
equilibrium conditions are exemplified in Fig. 1b and c. In
the spirit of Fig. 1b, the diffusion equation can be applied to
two sub-ensembles of molecules. These two ensembles of
identical particles are chosen to provide two identical concentration
gradients opposing each other. Once again, the respective
diffusivities, which are commonly referred to as self-diffusivities
and are denoted as D0, can be obtained via Fick’s law. In the
absence of any specific interactions between the particles, i.e. with
DT in eqn (1) being a sole function of the concentration difference,
but not the absolute concentration, the diffusivities DT and D0
obtained for two situations exemplified by Fig. 1a and b will
obviously coincide.
2.2 Microscopic view of diffusion
So far we have discussed diffusion only in the context of
macroscopic fluxes without referring to underlying microscopic
processes resulting in matter redistribution. This connection,
which has been suggested as early as in 1905,83 can be done by
considering the trajectories of individual molecules shown in
Fig. 1c. By recording them for sufficiently long intervals of time
and by performing their statistical analysis it may be shown
that, on considering displacements in a certain direction, the
square displacement x2 averaged over large molecular ensembles
grows linearly with the observation time t (possible deviations
from this law84 are beyond the topic of this introduction). Most
importantly, the proportionality coefficient D0,
hx2i = 2D0t, (8)
is found to be the same diffusivity discussed in the preceding
paragraph and controlling matter redistribution in Fig. 1a and b.
Fig. 1 Schematic representation of the measurement of diffusion processes (a) in the presence and (b and c) in the absence of macroscopic
concentration gradients (full lines in the lower graphs). In (b) diffusion is probed by following the (counter-)flux of differently labelled molecules (brown,
red), in (c) by recording the displacement of the individual molecules. This image has been reproduced with permission from ref. 53, published by Royal
Society of Chemistry.
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Eqn (8) allows for a microscopic understanding of diffusivity.
A crucial prerequisite for obtaining eqn (8) is the Markovian
character of the displacements on the timescale t considered.85
In simple words, if any trajectory is subdivided onto shorter sub-
trajectories each of a duration t0, the displacements l0 associated
with two adjacent sub-trajectories must be uncorrelated. In this






All underlying microscopic mechanisms of diffusion become
now encoded in l0, t0, and in the mechanisms providing
randomization of the trajectories.
In the context of the present work, one may encounter several
situations relevant for diffusion in homogeneous phases, i.e. in
phases where there is only one diffusion mechanism present.
The most simple case is represented by gases in which molecules
perform ballistic flights. Here, effective randomization of the
trajectories is provided by the binary molecular collisions. Under
this condition, it is natural to associate the sub-trajectories
mentioned in the preceding paragraph with the periods of free
flights between the collisions. With the common knowledge
from gas-kinetic theory one may easily show that the diffusivity
in this case is given by Dgas = ln/3, where n is the average thermal
velocity. If one considers a rarified gas in a porous material at
pressures resulting in the mean free path l in bulk gas at other
identical conditions being much longer than the characteristic
pore size in the material under study, the randomization is
exclusively determined by the collisions with the pore walls. This
process is commonly referred to as Knudsen diffusion. The
Knudsen diffusivity DK = dn/3, which may be obtained using
eqn (9) assuming cylindrical pore shape and the pore diameter d
and by considering diffusive reflections at the pore walls, is
often used as an estimate of the gas diffusion rates in porous
materials.86,87 More dense gases in which l B d may be treated
analogously by considering two randomization mechanisms
provided by molecular collisions and collisions with the
pore walls.
Situation becomes more complicated in liquids. Here one
may consider the diffusion process as matter redistribution
driven by thermally activated molecular hops to the free
volumes created in the liquid. Thus, l0 can be associated with
the hop length which is of the order of molecular diameter. The
hop directions already between two subsequent hops of a
selected molecule may reasonably well be considered being
uncorrelated. In contrast to gases, however, estimating t0 is far
from being trivial and is out of the scopes of this review. For our
purposes it is enough to note that t0 is much shorter than the
time scale of the experimental techniques covered in this work.
An analogous view on the diffusion process is applicable for
micro- and mesoporous materials in which the guest molecules
are homogeneously distributed. In microporous zeolitic materials
one may consider the hops between the adjacent cages in the zeolite
framework. Once again the driving mechanism is the thermal energy
which is also responsible for randomization. It should, however, be
noted that specific pore architecture may lead to several effects.
Thus the hop probabilities, which are proportional to t0
1, as
well as the hop lengths may be different in different directions,
giving thus rise to a macroscopic diffusion anisotropy (the
diffusivity becomes thus a matrix). Another phenomenon which
may emerge due to structural features is the occurrence of a
local persistency in the molecular hopes. Similarly, molecules
close to the pore walls in liquid-filled mesopores may exhibit
correlations in the hop directions. Under these conditions, it is
always possible to consider, instead of single hop events, the
combination of several of them until the memory in subsequent
displacements will be lost. As long as such coarsening procedure
ensures that t0 { t, on the time scale of the experiment diffusion
will be described by a constant diffusivity. This approach will
in what follows used to introduce the effective diffusivity for
situations in which different diffusion mechanisms may combine
in the systems under study.
2.3 Diffusion in inhomogeneous environments
In contrast to bulk liquids or molecules in purely micro- or
mesoporous materials, in porous solids comprising several
porosities the molecules may alternate in position between the
different sub-spaces. Under equilibrium conditions, maintenance
of equilibrium between the fluid phases in the different pore
spaces (this means the balance between molecular fluxes from
micro- to mesopores and from meso- to micropores) requires
molecular exchange between micro- and mesopores to be a
function of the fluid densities in the micro- and mesopore
spaces, which profoundly becomes important under gas phase
operation. Indeed, because at already very low pressures of
the surrounding atmosphere the micropores are completely
occupied by the guest molecules,88 for the pressures below the
onset of the capillary condensation in the mesopores the exchange
between the micro- and mesopore spaces will almost exclusively
be controlled by the gas density in the mesopores. The latter is
determined by the particular details of the phase equilibria as
defined by the adsorption isotherm.89
2.3.1 Trajectory analysis. In what follows, we are going to
show that the exchange rate and the geometry of the sub-pore
spaces crucially decide about the transport improvement of
hierarchical materials. For the sake of clarity, we are going to
proceed with situations when the mesopores contain a gaseous,
lower-density phase and transport in these pores occurs as
Knudsen diffusion.86,87,90–92 This provides a more instructive
model to highlight the most essential physics behind the
microdynamics. The analysis provided will later serve us as a
basis for understanding very different patterns in transport
scenarios in materials with different structural organizations. It
should be noted that the same type of analysis can be applied for
situations when both the micropore and mesopore spaces are
filled by liquid-like phases. In this case, the Knudsen diffusion
mechanism should be replaced by molecular diffusion in the
capillary-condensed phase.
To rationalize the conditions under which mass transfer in
partially filled porous media can be enhanced due to molecular
flights in the gaseous phase, let us consider molecular trajectories
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composed of periods in which the molecules perform erratic
hops in micropores and periods of propagations in the gaseous
phase in mesopores. An example of such a trajectory is shown
in Fig. 2 for a large microporous crystal containing cylindrical
worm-chain-like interconnected pores of mesoscalic dimension as
a model system. The analysis performed in what follows is,
however, generally valid for arbitrary geometries of the microporous
regions and mesopore spaces, irrespective of the inter-connectivity
of the mesopore space. Moderate gas pressures in the surrounding
gas atmosphere, below saturated vapor pressure, are considered.
The mean-free path in the bulk gas notably exceeds, under such
conditions, the mesopore dimensions. Thus, after diffusing in the
micropore spaces and leaving into the mesopores, the molecules
will perform Knudsen flights. This means they experience ballistic
flights until they hit the pore wall again and get adsorbed.
A sufficiently long trajectory, for which the distance between
its initial and final positions notably exceeds the characteristic
length scale of a porous material (being of the order of a few
mesopore sizes), can be considered as a stochastic one. Thus, to
quantify the effective diffusivity Deff associated with such
trajectories, one may use the three-dimensional version of the
Einstein law, eqn (8), hr2(t)i = 6Defft. By collecting the displace-
ments in the two different phases separately, but keeping their
order within each phase unchanged, the overall displacement
r(t) in this equation can be expanded to the sum of the
combined displacements rmicro(tmicro) in the micropores and
in the transport mesopores rmeso(tmeso). Here tmicro and tmeso
refer to the time spans spent by a tracer particle in the micro-
and mesopore spaces, respectively, and t = tmicro + tmeso. Thus,
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(10)
Because the displacements in the micro- and mesopore
spaces are not correlated, in most situations the last term in
eqn (10) safely can be neglected. By formally introducing the
effective diffusivities associated with the sub-trajectories in the













can now, quite generally, be written as
Deff = pmicroDmicro + pmesoDmeso (12)
Eqn (12), referred to as the generalized fast-exchange equation,93
constitutes a key equation for the assessment of the overall
transport properties of a hierarchical pore system. In this
respect, it is instructive to elaborate briefly on the meaning of
all parameters in this equation.
By their definition and due to the principle of microscopic
reversibility, pmicro and pmeso turn out to be equal to the relative
fractions of molecules in the micro- and mesopore spaces
( pmicro + pmeso = 1). Notably, these two quantities are unambiguously
determined by the thermodynamic conditions considered.94
The next quantity, Dmicro, the diffusivity in the sub-space
with the slowest transport, can reasonably well be associated
with the diffusivity D0,micro in an infinitely extended micro-
porous material. Under certain conditions, namely for very low
gas pressures when mass transfer through the mesopore space
is negligibly small, this diffusivity has to be corrected for the
tortuosity t of the microporous space, i.e. Dmicro = D0,micro/t.
Indeed, due to exclusion of mass transfer through the mesopores,
they act as impermeable obstacles rendering the molecular path-
ways more tortuous. The most interesting and intuitively not quite
easily comprehensible meaning has the parameter Dmeso to which
we shall refer in more detail in the next section.
2.3.2 Broken stochasticity of molecular trajectories. Recall
that Dmeso characterizes the continuous sub-trajectories composed
of joined, subsequent molecular Knudsen flights in the mesopore
spaces. It turns out that the statistics of these flights and,
hence, the magnitude of Dmeso, depends crucially on the phase
equilibrium in the system! More precisely, it depends on the
transition probability plg that a molecule approaching the
liquid-filled micropore/gas-filled mesopore interface is able to
exit into the mesopore space.
To illustrate this, let us consider a molecule which has just
entered a domain of condensed liquid in the micropores after
performing a Knudsen flight (see inset in Fig. 3). Due to the
laws of diffusion, it will return back to the same liquid–gas
interface with a higher probability rather than to similar
interfaces formed by other domains of the gaseous phase.
Now, if the probability plg is relatively high, this molecule will
leave the liquid domain in close proximity of the point, where it
has been adsorbed. The flight direction will be centered around
the normal to the interface at that point. That means that the
flight directions between two subsequent flight events will be
statistically anti-correlated. Let us, in what follows, refer to this
transport regime as the ‘anti-correlated Knudsen regime’. In
the limiting case of extremely high escape probability plg from
Fig. 2 A model microporous material (in gray) with imbedded meso-
porous transport pathways (in white). In this particular case, the mesopores
are interconnected. The solid lines show molecular trajectories composed
of random diffusion paths in the micropores (in blue) and Knudsen flights
(in red) in the mesopores. On the right, the individual steps of displacement
are rearranged, with those in the micropores and in the mesopores drawn
after each other. Note that the total displacement r(t) remains unchanged.
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the liquid into the gaseous phase, the molecule will predominantly
perform back-and-forth flights leading to a very slow growth of
the mean square displacements acquired in the gaseous phase
as compared to that in the liquid domains. This is exemplified
by right cartoon in the inset in Fig. 3. As a particular conse-
quence, for non-interconnected mesopores (e.g., in the form of
isolated voids), no notable improvement of the transport due to
the inclusion of the mesopores can be obtained. The thus
emerging anti-correlations can only be broken if the mesopores
are interconnected.
In the opposite case of low escape probability plg subsequent
flights will be uncorrelated due to the fact that a molecule
should travel sufficiently long distances before it may success-
fully perform a Knudsen flight (the left cartoon in the inset in
Fig. 3). To this time instant the memory about the previous
flight direction has been lost. The situation may therefore be
referred to as the ‘uncorrelated Knudsen regime’. In this
regime, the diffusivity Dmeso is easily obtained to be Dmeso =
DKnudsen = Kd%v, where %v is the molecular thermal velocity in the
gas, d is the pore diameter, and K is a numerical constant
determined by the mesopore space geometry (K = 1/8 for
spherical, isolated mesopores,93 K = 1/3 for cylindrical ones,86
and it assumes intermediate values for more complex pore
geometries95). In this particular case, the geometry of the
mesopore space plays a minor role (only via K) because the
respective trajectories appear to be intrinsically stochastic. The
overall pattern is exemplified in Fig. 3 showing a strong
dependence of Dmeso on the transition probability plg.
2.3.3 Effect of the geometry. Understanding the effect of
the mesopore geometry on overall transport is crucial for
practical applications. For this purpose, it is necessary to
estimate first the magnitude of the transition probability plg
determining whether the mesoporous voids can contribute to
the transport improvement or not. Zeigermann et al.93 have
shown that plg is a function of the gas pressure P, the temperature
T, and the diffusivity D0,micro in the micropore space. It turns out
that, for moderate gas pressures (20 to 80% of the saturated vapor
pressure) and for relatively high micropore diffusivities (D0,micro E
1010 m2 s1), the probability plg o 102. This signals the
uncorrelated Knudsen regime, with overall transport being
reasonably well approximated by eqn (12) with Dmeso = DKnudsen.
As it has already been mentioned, the particular geometric
arrangement of the mesopores does not play any decisive role.
The mesopores can both be connected to or isolated from each
other, the geometry is only contained in the parameter K.
Summing up, diffusivity enhancement in comparison with the
purely microscopic parent material is in fact attained by the
imbedding of transport mesopores. Enhancement is limited,
however, to a factor of up to about 3–4 only, given that the
mesopores contain the gaseous phase.
For microporous materials with intrinsically low diffusion
rates, the incorporation of transport mesopores may yield
much higher enhancement factors.96 This is provided by the
second term on the right hand side of eqn (12), which can
appreciably exceed the first one. Here, however, in full contrast
to the case of uncorrelated Knudsen diffusion considered in the
preceding paragraph, the geometry turns out to be vital in
deciding on mass transfer acceleration. As exemplified by
Fig. 3, the effect of the anti-correlations in the Knudsen flights
in closed mesopores will render Dmeso very low, thus prohibiting
any perceptible mass transfer acceleration. Only for mesopores
traversing the whole microporous particle, the second term on
the right hand side of eqn (12) may become sufficiently high.
This is demonstrated in Fig. 4 showing simulation data for two
model microporous materials, one with imbedded isolated and
the other with interconnected spherical domains containing the
gaseous phase. It is clearly seen that, with increasing gas
pressure, the effective diffusivity notably increases for inter-
connected mesopores, as a consequence of the increase of Dmeso
in eqn (12). That means that Dmeso is sufficiently high for
warranting the condition pmesoDmeso { pmicroDmicro E Dmicro.
Fig. 3 The diffusivity in the gas-filled mesoporous voids as a function of plg
obtained using computer simulations for the model of isolated, spherical voids
periodically imbedded in a microporous crystal.93 The insets demonstrate how,
depending on the magnitude of the transition plg, anti-correlations in the
subsequent Knudsen flights emerge (at high plg) and break down (at low plg).
This image has been reproduced with permission from ref. 93, published by
American Chemical Society.
Fig. 4 Effective diffusivities in model pore systems with interconnected
(squares) and separated (circles) voids shown in the inset and obtained
from computer simulations as a function of gas pressure.96 This image has
been reproduced with permission from ref. 96, published by Elsevier.
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Even though, in the second case considered (i.e. with isolated
mesopores), pmeso is almost the same, the decrease of Dmeso with
increasing pressure P gives rise to an only two-fold increase of
Deff in comparison with Dmicro. This example demonstrates that,
for parent materials possessing intrinsically low transport rates,
special care about the geometry of the intentionally-added
mesopore space has to be taken during material synthesis and
all further steps of fabrication. Thus, only truly hierarchical
materials become beneficial for transport improvement.
2.3.4 Temperature effects. Because some technological pro-
cesses are performed under temperature variation, it is instructive
to also provide some theoretical predictions of the temperature
dependence of the rate of mass transfer (for measurement under
isochoric conditions). The relevant data are shown in Fig. 5. Here
one may also clearly see the effect of the mesopore geometry. At very
low temperatures, the gas pressure is such low that pmesoDmeso {
pmicroDmicro E Dmicro. Thus, in this regime Deff E Dmicro. Because the
mesopores do not contribute to the mass transfer, they may be
considered as impermeable regions giving rise to the additional
tortuosity of the microporous regions. Hence, one may expect that
the effective diffusivity will be lower than in the parent microporous
material, i.e. Deff = D0,micro/t, in complete agreement with the
simulation data. This regime may be referred to as the ‘blocked
mesopore regime’.
With increasing temperature, increasing gas pressure gives
rise to a respective increase of pmeso and, hence, of pmesoDmeso.
This term may thus become comparable to pmicroDmicro and
lead to the observed enhancement of Deff. The slope of the
effective diffusivity in the Arrhenius plot may approach the heat
of vaporization which controls the value of pmeso. With increasing
pmeso, however, Dmeso in the material with the closed mesopores
starts to decrease in parallel (the anti-correlated Knudsen regime).
Thus, at high temperatures only a slight increase of Deff over
D0,micro is observed. In contrast, in the material with the
connected mesopores Deff grows substantially at high temperatures
(the uncorrelated Knudsen regime), until the mean-free-path of the
molecules decreases due to mutual molecular encounters,
signifying transition from Knudsen diffusion to genuine gas-
phase diffusion.
2.3.5 Liquid-filled systems. In the preceding sections we
have visualized the emergence of anti-correlations in subsequent
flight directions for the Knudsen flights. These anti-correlations have
led to a diminishing mesopore diffusivity in eqn (12). A similar
phenomenon may occur if the fluid densities in the micro- and
mesopores will be identical and diffusion in the mesopores will
follow normal Brownian motion. The mechanism giving rise to
anti-correlations in the trajectory statistics in the mesopores will,
however, be different. Their occurrence will be determined by
the requirement of flux balance from the micropores to meso-
pores, jmicro-meso, and from the mesopores to micropores,
jmeso-micro. Because the diffusivities in the mesopores D0,meso
may be notably larger than those in the micropores D0,micro,
some part of jmeso-micro has to be reflected. Thus, before leaving
a mesopore molecules shall perform restricted diffusion, which
results in decreased diffusivities Dmeso o D0,meso.97,98
2.4 Non-equilibrium techniques of diffusion measurements
Despite the fact that numerous demonstrations of enhanced
activities of hierarchical micro-mesoporous materials were
interrelated with their improved transport properties,99,100 the
latter have only rarely been in the focus of laboratory studies.
Several works dealing with transport in hierarchical microporous
materials have mostly been assessed using macroscopic techniques,
which are based on the measurement of the equilibration kinetics of
the intra-porous fluid concentration upon a stepwise change of the
external conditions. For these studies different techniques, such as
gravimetric sorption, zero-length column (ZLC) measurements, and
NMR spectroscopy were utilized.
As selected examples, the elution of iso-butane from conven-
tional zeolite ZSM-5 and mesoporous zeolites obtained by carbon
templating was followed.101 The experimental results revealed
three-fold increase of the effective diffusivity in mesoporous
zeolite over the conventional one. These data were further
supported by assessing diffusive properties of reactants during
Fig. 5 Arrhenius plot of the effective diffusivities found in the simulations for a system of (a) separated and (b) interconnected mesopores.96 The solid
line shows the diffusivity D0,micro in the pure microporous host material without included mesoporosity. The slope of the broken line shows the heat of
vaporization. This image has been reproduced with permission from ref. 96, published by Elsevier.
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catalytic conversion. Hierarchical SAPO-34, in which transport
pores were added by templating using carbon nanotubes,
has shown much more efficient uptake of n-butane over the
parent zeolite.102 In a similar way, by measuring adsorption/
desorption of neo-pentane,19 2,2-dimethylbutane,34 cumene,103
and iso-octane104 to/from mesoporous ZSM-5 obtained by con-
trolled desilication and alkali-treatment, notable transport
improvements of mesoporous zeolites over microporous ones
were reported.
Analogous conclusions have been drawn for mesoporous
LTA zeolites, generated by adding organosilane surfactants
during zeolite synthesis, by measuring the uptake kinetics of
129Xe using NMR spectroscopy.105 It was found that the meso-
porosity generated within the zeolite accelerated the uptake of
xenon. Moreover, it was experimentally demonstrated that, with
increasing of the amount of the surfactant added, i.e. by
increasing mesoporosity, the uptake rate increased. Interest-
ingly, the uptake rates, which in that work were associated with
increased diffusion rates, were found to scale linearly with the
mesopore surface area of the LTA zeolites. The uptake/release
rates were analysed based on the solution of Fick’s diffusion
equation under the following assumptions: (i) mass distribution
within the mesoporous zeolite crystal is described by a single,
effective intra-particle diffusivity, (ii) the boundary conditions
are fixed at the crystal outer edge and (iii) no additional transport
resistances at the outer surface are assumed to be effective.
Notably, the same type of analysis is typically used in the
literature for the quantification of transport in hierarchical
host systems, although the criteria of the applicability of these
assumptions are loosely defined.
Among others, the ZLC technique106 was successfully applied
to study molecular transport in several materials. Enhanced
transport of n-heptane, toluene and o-xylene in bi-porous
UL-silicalite, consisting of micro- and mesopores in which
zeolite nanoparticles were inter-grown in one-dimensional
mesoporous structure used as a matrix, was reported by Hoang
et al.107 In this way, strong influence of the mesopores in
facilitating mass transport through the complex micro-/mesopore
structure was demonstrated. In a recent study, diffusion of cyclo-
hexane in hierarchically-organized silicalite-1 materials with well-
controlled mesoporosities was studied and order of magnitude
enhancement over conventional silicalite-1 was reported.108
2.5 Equilibrium techniques of diffusion measurements
Acceleration of molecular exchange between the micropore
spaces and the particle surroundings due to the introduced
transport pores may clearly be revealed already by macroscopic
diffusion studies as just described. In view of the complexity of the
involved phenomena and processes, however, these techniques
alone generally fail in providing that amount of information which
is necessary for a comprehensive description of the transport
mechanisms within such materials needed for knowledge-based
process optimizations. This can be caused, e.g., by the occurrence
of additional transport resistances between the micro- and meso-
pores, by heat dissipation during transient uptake, and by uncon-
trolled distribution of the particle sizes and shapes. Any purposeful
exploration of the above-mentioned problems may require the
respective experiments performed with a series of materials with
well-controlled variations of their structural characteristics.
In this respect, access to the internal microdynamics using
analytical techniques with variable spatial or time scales is a
very attractive, alternative route which is absolutely essential
for giving a deeper insight into the transport properties of
mesoporous solids. That is why the synergetic application of
complementary techniques of microscopic measurement
becomes increasingly vital for a better understanding of transport
properties of hierarchical porous solids.109,110 This microscopic
approach will be in the focus of this work.
Internal microdynamics can be accessed under both equilibrium
and non-equilibrium situations. The latter option is provided, e.g., by
the recently introduced microimaging technique.111–113 However, it
is still in the initial stage of its development and application to
micro-mesoporous materials remains an attractive field of future
research with, so far, only a few reports demonstrating its potential
concerning porous materials containing mesopores.114 Thus,
techniques operating under equilibrium conditions remain the
first choice to assess the internal dynamics in micro-mesoporous
adsorbents. These methods, as applicable to porous media, include
pulsed field gradient (PFG) NMR,115–119 neutron scattering,120–122
electron paramagnetic resonance,123,124 fluorescence correlation
spectroscopy (FCS),125–128 dynamic light scattering (DLS),129,130
and single particle tracing techniques.131–137
Among them, PFG NMR proves to be especially suited for the
exploration of internal microdynamics of hierarchical micro-
mesoporous materials. It operates under equilibrium condition
and, hence, corresponds with the situation illustrated in
Fig. 1c. Its fundamentals and the wealth of information about
mass transfer in mesoporous materials which, most recently,
has been gained with this technique is in the focus of this
contribution and shall be dealt with in more detail in Section 3.
3 Diffusion measurements using PFG
NMR
It is the key quantity of diffusion, the mean square displace-
ment hx2i of the probe molecules in the sample, which can be
probed using PFG NMR in the most direct way.117,118 The
phenomenon of NMR itself is based on the occurrence of a
precessional motion of nuclear spins, like 1H or 13C, placed in
an external magnetic field. The Larmor frequency o of the
precession is given as the product of the magnetic field
strength B0 and the gyromagnetic ratio g of the nuclei under
study. Different nuclei possess different g. This allows
frequency-based signal separation and provides sensitivity to
the chemistry of the molecular species. By bringing the spin
system into coherence by a resonant radio-frequency (r.-f.) field
in the form of a short pulse with a well-defined duration (the
so-called 901-pulse, see Fig. 6) and by letting the system evolve
for a time period t, the spins will acquire a phase gB0t. The
effect of a subsequently applied second r.-f. pulse (or a series of
two 901-pulses) is equivalent to inverting the precessional
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direction so that, at time t after the inversion, the initial coherence
will again be restored. The thus formed signal is called the
spin-echo.
For the diffusion measurements, the series of r.-f. pulses
are combined with those of the magnetic field gradients (the
so-called ‘field gradient pulses’), i.e. the constant magnetic field
is superimposed over two short time intervals of length d by an
inhomogeneous field. They are typically linear in space with the
linearity constant g ¼ dB
dz
, where the z-axis§ is chosen to align in
the direction of the external magnetic field B0. The effect of the
two gradient pulses shown in Fig. 6 is to encode and to decode
positionally the nuclear spins according to their Larmor frequencies,
or, more precisely, by the phase differences gdgz acquired during d.
Thus, if the spins are hypothetically immobilized in space, the
effects of the two pulses would compensate each other and the
spin-echo signal intensity would remain unchanged in comparison
with the situation without gradient pulses. If, however, the spins
interchange their positions by Dz = z  z0, their contribution to the
signal will be attenuated by the factor cos(gdgDz). The overall signal S
appears as the average over all spins
S ¼ Sðg ¼ 0Þ
ð
PðDz; tÞ cosðgdgDzÞdz; (13)
where P(Dz, t), referred to as the mean propagator, stands for
the probability (density) that an arbitrarily selected molecule
(strictly: nuclear spin) within the sample will be shifted, during
t, over a distance Dz in the direction of the magnetic field
gradient. For processes undergoing normal diffusion the mean
propagator is given by a Gaussian and eqn (13) readily
simplifies to
S = S(q = 0)e
1
2q
2hz2i = S(q = 0)eq
2Defft, (14)
where the notion q = gdg has been used. The right hand side of
eqn (14) is obtained using eqn (8) and provides a simple means
to obtain Deff by plotting ln S vs. q
2t. The possibility to vary the
separation time between the magnetic field gradients in the
pulse sequence in a range between a few milliseconds to a few
seconds allows tracing the mean square displacements as a
function of the observation time t in this time window. This
time window, depending on the mobility of the species under
consideration, may correspond to length scale probed by these
species from about hundred nanometers to several micrometers.
These potentials of PFG NMR are indeed unique, compared with
the options of other techniques of diffusion measurement,
making PFG NMR particularly powerful and informative under
quite different circumstances.
Due to its operating principle providing, among others, non-
invasive and non-perturbative access to mean square displacements
in broad time- and length-scales, the PFG NMR technique has
become one of the most widely used methods for transport
characterization in porous media.54,98,113,119,138–147 The experi-
mental results presented in this work were obtained using
exactly this method.
3.1 Diffusion in micro- and mesoporous solids
Before addressing transport properties of materials with multiple
porosities, it is essential to recollect some basic information on
mass transfer occurring in their different sub-spaces. In this
contribution, we confine ourselves to porous materials containing
only micro- and mesoporosities. In micropores, whose sizes are
comparable to the molecular sizes of guest species, diffusion is
predominantly determined by the guest–host interactions.5
Obviously, the tighter the confinement, the slower is the motion.
At the same time, as exemplified by Fig. 7, the diffusivities may
also be a function of the guest concentration in the pore spaces.
Fig. 7 provides an overview of the different patterns of concen-
tration dependence so far observed. Correlating these different
patterns with the underlying molecular mechanisms is an
attractive task of current MD simulations. For the purposes of
this work, we have to emphasize the most remarkable feature
of diffusion in zeolites, namely that depending on the guest
concentration the diffusivities of the guest molecules may vary
over orders of magnitude.
Concerning mass transfer in mesoporous materials, one
must be aware of the fact that, in contrast to microporous
materials, the guest molecules may occur in different phase
states coexisting with each other within the mesopore spaces.
Because molecular mobilities in gases and liquids dramatically
differ from each other, this immediately leads to an interplay
of these two mechanisms in mesoporous materials causing
the effective diffusivity to be a function of the phase coexis-
tence.94,150–156 In conjunction with alternating periods of
migration in both phases in the molecular trajectories, severe
modifications of the transport mechanisms may occur. The
latter can result, in particular, due to the existence of interfaces
between the domains of different phases.
Quite generally, the trajectories may include periods of
surface diffusion,157–159 diffusion in multilayers on the pore
Fig. 6 Schematic representations of the stimulated echo PFG NMR pulse
sequence used for the diffusion measurements. The lower part of the
figure shows how a helically-wounded spin coherence obtained during
the encoding period is not rewound back during the decoding period due
to diffusion occuring during the diffusion time t, resulting thus in lowering
of the measured spin-echo signal in accordance with eqn (14).
§ Here we use the convention for the axes assignment used in the NMR literature.
In the context of this review, z is interchangable with x used in Section 2.1.
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walls and diffusion through the pore space. A combination of
these transport modes leads, typically, to a pattern as exempli-
fied in Fig. 8. It shows quite a complex behavior which is,
however, generic for mesoporous materials, irrespective of their
fine structure. Starting from zero loading one observes, with
increasing pore filling determined by the external gas pressure,
(i) a strong increase in the diffusivities, (ii) the formation of a
maximum at intermediate loadings and (iii), finally, after the
capillary condensation is completed, an essentially constant
value of the diffusivities. On decreasing pressure, over the
range of capillary condensation, the diffusivities are typically
found to notably deviate from those observed at the same
external pressures during adsorption, exhibiting a pronounced
hysteresis in the diffusivities.94,154
3.2 Selected examples of diffusion measurements in materials
with hierarchical porosities
In materials with multiple porosities, the complexity of the pore
structure translates into the respective complexity in the
dynamics.160 Moreover, very rich phase behavior of fluids
confined to mesopores,161–163 giving rise to inhomogeneous
density distributions within the pore space, may significantly
complicate molecular transport.154,164,165 Nevertheless, the the-
oretical approaches developed so far, including those discussed
in Section 2, can successfully be used to predict general patterns.
To demonstrate their validity, in this section we briefly discuss
the results of a few case studies obtained using PFG NMR. In
particular, we are going to demonstrate how the parameters of
eqn (12) are determined by structural organization of real
materials and by thermodynamical conditions under which the
experiments have been performed.
3.2.1 Diffusion in a continuous space of nanopores with
embedded voids. Before we start considering porous materials,
which may be classified as truly hierarchical ones, let us first
consider microporous materials containing isolated mesopores.
These materials, obtained for example by steaming or acidic treat-
ment of parent zeolites, have often been considered as providing
transport improvements. This common believe, however, has
been questioned by already first direct microscopic diffusion
measurements reported by Kortunov et al.166 In their work,
diffusion in zeolite Y before and after hydrothermal treatment,
leading to the formation of mesoporous voids in the zeolite
framework, has been studied and no reduction of the transport
limitations was noted.
With the progress attained in synthesis of well-ordered porous
materials, particularly convenient conditions for an in-depth
study of structure-mobility correlations in such systems has
become possible.167–169 As an example, which particularly suits
these purposes, we may refer to studies performed using PIB-IL
material.73,170 It consists of regularly arrayed spherical pores
with diameters of about 16 nm connected by worm-like cylind-
rical micropores with diameters up to 2 nm. Because (i) the
diffusivities of the molecules in the cylindrical micropores are
sufficiently high (namely of the order of 1010 m2 s1) and
(ii) the large mesopores are isolated from each other, this
material may serve as an ideal system for verifying the transport
mechanisms and the emergence of anti-correlations in the flight
direction statistics.
The experimental data of the effective diffusivities of cyclo-
hexane at room temperature obtained by PFG NMR are shown
in Fig. 9 as a function of the external gas pressure.93 Notably,
due to the requirement of equilibrium, the same gas pressure P
is attained in the mesoporous voids for P o Pc, where Pc is the
capillary condensation pressure.73,171 At the same time, the
micropores contain already at this pressures a high-density
Fig. 7 Different patterns of the concentration dependence of intracrystalline
diffusivities: (I) n-hexane in NaX at 358 K; (II) ortho- (full triangle), meta- (square),
and para-xylenes (triangle) in NaX at 393 K; (III) ammonia (circle) and water
(full circle) in NaX at 298 K; (IV) acetonitrile in NaX at 393 K; (V) ethane (circle) at
173 K and propane (triangle) at 413 K in NaCaA.148,149 This image has been
reproduced with permission from ref. 148, published by Elsevier.
Fig. 8 Typical concentration dependence of the diffusivities of guest mole-
cules in mesopores measured upon increasing pore filling. This particular case
refers to cyclohexane in Vycor random porous glass with a mean pore diameter
of 6 nm measured at room temperature. Different regimes result as an interplay
of surface diffusion (1), surface diffusion of multi-layered molecules (2), diffusion
of multi-layered molecules combined with Knudsen diffusion in the gaseous
phase (3), and diffusion in the capillary-condensed phase (4).
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condensed phase. The pressure dependence of the diffusivities
resembles the typical pattern observed for mesoporous materials,
with the formation of the maximum at intermediate pressures.54,94
This maximum unequivocally points out a notable contribution of
gas phase diffusion to total mass transfer. The enhancement factor
is found to be only of about 2, in full agreement with the theoretical
prediction for the system containing isolated mesopores.
If mass transfer in the mesopores occurs as uncorrelated
Knudsen flights, due to the highly ordered structure of PIB-IL the
experimental data can be readily compared also quantitatively
with the theoretical predictions. Indeed, pmicro and pmeso in
eqn (12) are known from the thermodynamical conditions and
structural information, Dmicro can be measured independently,
and Dmeso in this regime is, with a high accuracy, given by
DKnudsen = d%v/8. The thus calculated data are shown in Fig. 9
together with the experimental data and are found to be in an
almost perfect agreement, evidencing, thus, the validity of both
the theoretical analysis performed and the establishment of
the uncorrelated Knudsen regime. Additional diffusion studies
using ordered multi-porous materials with different geometries
of their sub-pore spaces is a challenging task for further experi-
mental explorations with the aim to clarify finer details of the
parameters in eqn (12).
3.2.2 Diffusion in mesoporous zeolite nanosheet assemblies.
The second example is provided to demonstrate an order-of-
magnitude enhancement of the intra-particle diffusivities upon
incorporation of transport mesopores to the parent microporous
material. It refers to the NaX type of zeolites with cyclohexane as
a guest molecule. At full saturation of the micropores by cyclo-
hexane in NaX, their diffusivities at room temperatures are
found to be of the order of 1012 m2 s1. Thus, only a continuous
network of the incorporated transport pores can give rise to a
substantial transport improvement of the zeolite particles. Such
a network has indeed been added during the synthesis in the
presence of an organosilane template as demonstrated in
Fig. 10.172 The presence of transport pores was confirmed by
the PFG NMR experiments yielding an almost ten-fold enhance-
ment of the intra-crystalline diffusivities for the experimental
conditions corresponding to full loading of the micropores by
cyclohexane, whereas the transport pores remained filled by the
gaseous phase. The contribution of gas phase diffusion to Deff
was evidenced by diffusion experiments performed at different
temperatures. They resulted in an apparent activation energy for
diffusion in hierarchical NaX (29 kJ mol1) in between the
activation energies for diffusion in purely microporous NaX
(15 kJ mol1) and the heat of adsorption (60 kJ mol1). It may
be mentioned, that analogous patterns may be expected for
loosely compacted materials, in which thermodynamics can play
the decisive role in determining global dynamics.173
3.2.3 Diffusion in a bi-continuous space of micro- and
mesopores. While the previous results have just demonstrated
the benefit of the introduction of the transport pathways, more
detailed and insightful experiments would require considering
a series of experiments based on one and the same micro-
porous material with a systematic variation of the geometry of
the mesopore network.58,174,175 This can be done, for example,
by gradual increase of the amount of organosilane surfactants
acting as a template for the formation of mesopores during
zeolite synthesis.16,29,105,176 In this sub-section, we consider
three different specimens of calcium-exchanged zeolite LTA
(see Fig. 11) prepared exactly in this way: one purely microporous
(NaCaA-0) and two microporous ones with mesopores traversing
the whole crystal body, with total volumes of 0.110 cm3 g1
(NaCaA-2) and 0.218 cm3 g1 (NaCaA-5), respectively.105 The size
of the mesopores is about 5 nm. The mean crystal size of about
11 mm remains, essentially, the same in all samples.
The diffusivities of ethane measured using PFG NMR at
different temperatures are shown in Fig. 11 as an Arrhenius
plot. The amount of ethane provided was equal to 3 molecules
per super-cage of the zeolite. For the purely microporous
material, both the diffusivities and the activation energy
for diffusion were found to be in good agreement with the
experimental data reported earlier.177 Most remarkably, for the
mesoporous NaCaA materials the diffusivities can be either
slower (at low temperatures) or faster (at high temperatures) than
the diffusivities in the parent material! Thus, this experimental
finding provides the most direct support for the theoretical founda-
tion provided in the theoretical section. Indeed, the diffusion data
of Fig. 11 reproduce qualitatively the behavior seen in Fig. 5.
With this perfect match between experiment and theory, it is
now straightforward to associate the different patterns revealed
by Fig. 11 with the corresponding transport regimes as discussed
in the preceding sections. Thus, transport reduction at low
temperatures reflects the occurrence of the regime of blocked
mesopores with negligible mass transfer through the mesopores
(see Section 2.3.4). In this case, the larger the amount of the
mesopores, the lower should be the diffusivity through the space
of micropores due to the higher tortuosity brought about by the
Fig. 9 Effective diffusivities of cyclohexane in PIB-IL material. PIB-IL is
composed of spherical voids with a diameter of 16 nm interconnected by
small micropores with about 2 nm pore diameter as a function of gas
pressure.93 The inset shows cartoon-like structures of PIB-IL, with the left
and the right panels showing, respectively, coexistence of the gas-filled
and liquid-filled mesopores with the micropores containing condensed
phase. This image has been reproduced with permission from ref. 93,
published by American Chemical Society.
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presence of the (now essentially impermeable) mesopores.
Exactly this behavior is seen in the experiment.
With increasing temperature, increasing density of ethane
in the gaseous phase of the mesopores gives rise, via the term
Fig. 10 Diffusion in purely microporous zeolite NaX and in zeolite NaX containing a network of transport pores.172 (a) Shows the SEM image of the two
materials with (b) the respective nitrogen sorption isotherms. (c) Shows the diffusion attenuation measured using PFG NMR with slopes being proportional
to the effective diffusivity according to eqn (14). This image has been reproduced with permission from ref. 172, published by John Wiley and Sons.
Fig. 11 Diffusion in purely microporous zeolite NaCaA and in two specimens of zeolite NaCaA containing a mesopore network. (a) Shows the SEM
images of the three materials, (b) presents the respective nitrogen sorption isotherms, (c) shows, in an Arrhenius plot, the diffusivities of ethane in the
purely microporous NaCaA-0 (circles) and in the two mesoporous zeolites NaCaA-2 (squares) and NaCaA-5 (triangles). This image has been reproduced
with permission from ref. 58, published by Elsevier.
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pmesoDmeso in eqn (12), to higher apparent activation energies.
The latter is mainly determined by the heat of adsorption,
controlling the increase of pmeso in pmesoDmeso, with increasing
temperature. The diffusivity data observed with NaCaA-2 do not
exceed the diffusivities in the purely microporous specimen
which may, possibly, indicate onset of the regime of anti-correlated
Knudsen flights (see Section 2.3.2). For NaCaA-5, however, with the
higher amount of the mesopores, mass transfer through the
mesopores is clearly seen to occur in the uncorrelated Knudsen
regime (see Section 2.3.2), with effective diffusivities notably
exceeding the diffusivities in the purely microporous samples.
To provide an independent proof for the increasing tortuosity of
the mesopore space with decreasing amount of the organosilane
template added during synthesis, and to introduce an additional
tool for the characterization of hierarchical pore systems, PFG NMR
experiments using cyclohexane as a tracer molecule have been
performed. The use of probe molecules with different size and
functionality has already been proven to provide an exciting
opportunity to probe different properties of interest.178 In our case,
the kinetic diameter of cyclohexane is sufficiently large to exclude
entering the micropore space in the NaCaA zeolite. Thus,
cyclohexane can diffuse only in the mesopores. The data of
Fig. 12 nicely illustrate that the diffusivity of cyclohexane indeed
decreases (respectively, the tortuosity increases) with decreasing
mesopore volume. It is also instructive to see the opposing
tendencies of transport in exclusively the micropores (as recorded
with ethane and blocked mesopores) and the mesopores (as
recorded with cyclohexane), respectively.
3.3 Tracer exchange and near-equilibrium sorption
measurements
Besides direct measurements of the mean square displace-
ments, NMR provides other means for assessing the rates of
molecular propagations in porous solids. As an example, a large
pool of NMR-based imaging approaches are proven to be a
versatile tool to probe spatial distributions of fluids within
porous materials and to follow their evolution with time.143,180
The application of these methods is however limited due to the
spatial resolution exceeding tens of micrometers. Here, for
instructive purposes, we shall briefly mention only two other
approaches. Rationalizing their working principles of which
may help to better understand the relationships between the
equilibrium and non-equilibrium techniques of diffusion
measurements.
In the so-called NMR Tracer Desorption (‘Tracer-Exchange’)
technique (see, e.g. Section 11.4.3 in ref. 5) the experiments are
performed in the spirit of Fig. 1b. They are conducted under
equilibrium conditions, but by creating a non-equilibrium
apparent density profiles by labeling some part of the mole-
cules and by following their equilibration. Note that labeling is
done in a way to not perturb the thermodynamic equilibrium.
In porous materials, such a labeling can naturally be done
based on different diffusivities, smaller ones in the pore spaces of
porous materials, and faster ones in the bulk phases surrounding
the porous particles.154,181,182 The two pools of molecules with
differing diffusivities can easily be distinguished in the NMR
spin-echo diffusion attenuation functions. Indeed, different
diffusivities give rise to different slopes in ln S vs. q2t plots with
the weights determined by the populations of the molecules in
the two pore spaces as demonstrated in Fig. 13a.154 The results
show, essentially, the release of cyclohexane from porous
silicon particles driven by simple diffusion in the absence of
any gradients in concentration or chemical potential. The thus
obtained data can be analyzed using equations analogous to
eqn (5) and (6).
Another example refers to transient adsorption experiments
in a Vycor porous glass monolith with well-defined shape.179
Here, the experiments are performed under the occurrence of a
gradient in the chemical potential and refer, therefore, to the
situations depicted by Fig. 1a. Because the pressure step used
is, however, very small, the main component of that gradient is
given by the difference in the excess molecular concentration.
In this case, the effect of intermolecular interaction¶ may be
neglected and the density equilibration will predominately be
controlled by normal diffusion. This line of arguing is corroborated
by the experimental data showing that, in this case, the uptake
curves recorded under quasi-non-equilibrium conditions are
seen to be in an excellent agreement with the prediction of Fick’s
diffusion equation with the diffusivity independently measured
under equilibrium using PFG NMR.
4 Classification, simulation, and
resulting diffusivities
In most practical cases, technological use of hierarchical porous
solids occurs under non-equilibrium conditions either under the
Fig. 12 Diffusivities of ethane (diffusing in only micropores) and cyclo-
hexane (diffusing in only mesopores) in the NaCaA zeolites under study.58
The amount of ethane was equal to 2 molecules per super-cage of the
zeolite and the volume of added cyclohexane was equal to the mesopore
volume. This image has been reproduced with permission from ref. 58,
published by Elsevier.
¶ More precisely, here the variation of the intermolecular interaction with variation
of concentration is assumed. Indeed, the intermolecular interaction are always
present and they determine the absolute value of the molecular diffusivity.
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occurrence of concentration gradients or under transient
conditions. In this respect, understanding the relationships
between the messages obtained using equilibrium techniques
of diffusion measurements discussed in the preceding section
and their non-equilibrium counterpart is of vital importance.
Any knowledge-driven optimization of technological processes
involving porous solids requires understanding of the funda-
mentals of the diffusion processes in these complex objects and
of the elementary processes occurring within the hierarchical
porous solids. They thus become one of the key elements in
overall process design. Last, but not least, assessment of the
various transport mechanisms and a complete characterization
of their interaction must be based on a combined application
of different techniques which, once again, requires a solid
understanding of their correlations.
It is the goal of this section to introduce a lattice model
allowing for a transport-based classification scheme for different
bi-porous hierarchical materials. It will be used to cover different
situations and to highlight correlations between diffusivity
measurements performed along different routes using dynamic
Monte Carlo simulations.183,184 These considerations may,
ultimately, also aid as a tool for selecting the materials of
choice for specific applications. Before we consider different
types of materials, we summarize briefly some relevant details
of the simulation procedure (for an extended description of the
simulation details we refer to ESI‡).
In order to model the hierarchical porous materials a simple
cubic lattice is employed.185 It is subdivided in mesoporous and
microporous domains, which in what follows will be referred to
by the subscripts ‘meso’ and ‘micro’, respectively. The distinct
porous spaces in the material are modeled by attributing
specific transport properties to guest particles corresponding
to their host domain, such as local diffusivity and equilibrium
concentration. Additionally, surface barriers between the two
domains can be introduced.
Random movement of the individual particles is simulated
to occur completely unaffected by the presence of other particles.
The simulations do, therefore, strictly refer to the conditions of
self-diffusion or tracer exchange. These, however, are exactly
the conditions under which, in Section 3, PFG NMR has been
shown to operate and to provide unique information about the
propagation rates over quite different length scales. Even under
non-equilibrium conditions, self- or tracer diffusivities may
serve as an informative first-order estimate as it has been
discussed in Section 3.3. This is in particular true at low
concentrations when mutual molecular interaction becomes
negligibly small so that the transport and self-diffusivities coincide.
In the following we refer to this case and drop the distinction
between equilibrium and non-equilibrium measurements in the
sense that in all cases mass transfer of non-interacting molecules is
considered. Depending on the procedure of measurement, pore
space hierarchy shall be shown to give rise to different diffusivities.
Establishing correlations between them will be one of the goals of
our consideration.
4.1 Scenarios considered
In the simulations, diffusivities have been determined following
three different procedures, with the resulting diffusivities corre-
spondingly specified:
 Microscopic diffusivity Dmsd.
The ‘microscopic diffusivity’ Dmsd has been calculated by
considering the mean square displacements and by applying
eqn (8). For this purpose, the trajectories of each individual
particle have been followed in the simulations. By choosing
periodic boundary conditions, any limitation of the trajectories
to a finite simulation grid, was avoided. The thus determined
Fig. 13 (a) Normalized spin-echo diffusion attenuations for cyclohexane in porous silicon powder for different diffusion times increasing from top to
bottom.154 Cyclohexane was given in amount to fill both intra- and inter-particle pore spaces. The solid lines show eqn (14) approaching the intra-porous
component with the intercept of the vertical axis being the relative fraction (1  m(t)) of cyclohexane molecules which have never left the intra-particle
space during the diffusion time. The inset shows (1m(t)) as a function of time. (b) Adsorption kinetics for cyclohexane in Vycor porous glass monolith upon
small pressure step in the surrounding gas as indicated in the inset, which shows the respective sorption isotherm.179 The solid line is the solution of a Fick’s
diffusion equation (for the particular geometry of the monolith) with the independently measured diffusivity of cyclohexane within the porous glass. This
image has been reproduced with permission from ref. 154 and 179, published by Royal Society of Chemistry and Nature Publishing Group, respectively.
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diffusivity resembles that resulting from the PFG NMR diffusion
measurements.
 Flux diffusion coefficient Dflux.
According to Fick’s first law given by eqn (1), applying a
concentration gradient dc/dx leads to the occurrence of a directed
flux j of particles from the regions of higher concentration to lower
ones. By quantizing this flux, i.e. by counting the number of






the diffusivity, which in what follows will be referred to as Dflux,
was obtained using eqn (1). For this purpose, the concentration
gradient as established across the system was inserted into
eqn (1). This approach resembles flux measurements through
membranes for assessing molecular diffusion rates.
 Uptake diffusion coefficient Duptake.
As a measure of the time constant of molecular uptake or
release, one may use the first statistical moment defined by the
relation eqn (4). By recording the uptake curve during filling of
the model system, the ‘uptake diffusion coefficient’ was calcu-
lated with eqn (6). This approach resembles the assessment of
diffusivities in uptake/release experiments.
As a first result of our simulations, in all cases considered the
microscopic diffusivity and flux diffusion coefficient were found to
coincide. This result may be rationalized by simple effective
medium arguments. Since the fluxes are a function of only the
difference in concentration, rather than of the absolute concentra-
tions, simulation grids of continuously decreasing population may
be put together. Thus one is able to create the situation where, by
means of the law of mass conversation, Fick’s first law may be
converted into Fick’s second law (our eqn (1)–(3)). The probability
distribution of molecular displacements, which results as a
solution of Fick’s second law for an initial particle distribution
given by Dirac’s delta function, is then known to be given by a
Gaussian, with the mean square displacement following the
Einstein relation, eqn (8), and with a diffusivity, appearing in
this equation, being identical with the ‘flux diffusion coefficient’
appearing in Fick’s first law. We took this coincidence in
diffusivities Dmsd and Dflux attained along quite different routes
of calculation as a proof of consistency of our simulations.
The simulations of the transport processes in materials with
combined micro- and mesoporosities were considered for two
representative situations:
 Fast-exchange regime.
In micro-mesoporous materials the guest molecules diffuse
in micro- and mesopores and alternate between them. Thus,
three different time-scales naturally emerge. A first one is
associated with time required for the diffusing species to
traverse the entire particle with inner micro- and mesoporosity.
It shall be denoted t. The remaining ones, ti, where i = ‘micro’
or ‘meso’, are reflecting average lifetimes of the molecules in





This situation is typically attained if the diffusivities in micro-
pores are relatively fast and/or characteristic length of micro-
porous domains is relatively short.
Concerning, e.g., uptake, under this condition the particles
frequently alternate between different domains before global
equilibration may occur, as exemplified in Fig. 14. The main
peculiarity of this regime is that the system-averaged (effective)
diffusivity can be described by eqn (12). In simulations, pmeso
and pmicro denote the relative number of particles residing in
the meso- and microporous domain, respectively, which are
found as pi ¼ riVi
	P
i
riVi for domain i, where ri denotes the
fluid density and Vi the volume of the corresponding domain.
As representative estimates, ti can be designated as the
uptake time constants in the respective domains. In the
absence of surface barriers, in this case, by inserting eqn (6)
into eqn (16), the fast-exchange regime is seen to be characterized









where the effective sizes Ri of the domains i can be approximated
by Ri = 3Vi/Si with Vi and Si denoting the volume and surface area of
the domains i.
 Slow-exchange regime.
In the opposite limiting case of slow exchange, the average
lifetimes ti of particles in one of the domains or in both
domains can be of the order of t or even larger. This may
lead to situations where the particle density in mesopores
may already approach equilibrium with the bulk phase, while
density relaxation in the microporous domains will still be far
from equilibrium. In this case, as shown in Fig. 14, the particles
very infrequently change the domains. Such a condition is
most frequently encountered if the diffusivities in micropores
appear to be relatively slow. In this case and in the absence of
Fig. 14 Schematic representation of the fast- (left panel) and slow-
exchange (right panel) regimes in a model bi-porous material composed
of micro- (in gray) and mesoporous (in white) domains during molecular
(’particle’) uptake from the left side. Particle distribution at a certain instant
of time is shown in blue, the trajectories of three individual particles are
displayed in brown, green and yellow.
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 Case studies with surface barriers.
It has found growing evidence that, in addition to complex
structure and to complex phase equilibria, the occurrence of
surface barriers at the micropore/mesopore interfaces may
strongly affect the transport.61,186–194 Thus, it may happen that
sole the material structure and local diffusion rates in the
domains would allow fast exchange, but the blockages on the
interfaces between the pore spaces will prohibit it. Therefore,
effects arising from these barriers were also covered.
In order to model these different scenarios, the particles
residing in the domains with micro- and mesoporosities were
allowed to diffuse with different local diffusivities. For the fast-
exchange regime (as well as in the simulations with surface
barriers), the diffusivities in the mesopores were assumed to
exceed those in the micropores by a factor of 10. For approaching
the slow-exchange regime, a factor of 104 was used. To model the
surface barriers, the probability for particles to pass through any
interface between the micro- and mesoporous regions was set to
104 (for both directions). The complete set of parameters used
in the simulations may be found in the ESI.‡
4.2 Topology classes of the host material
In order to relate the topology of the material to the measured
diffusion coefficients, it is useful to identify generic classes which
exhibit qualitatively similar transport patterns. The different
approaches so far suggested for such classifications were, in general,
chosen from the perspective of the given purpose.195 Thus, classifi-
cation has e.g. been based on structural aspects,196,197 which are
accessible by a variety of experimental techniques.33 Alternatively,
structural characterization by the hierarchy factor has been proven to
serve as a powerful key number for characterizing the efficiency of
catalytic reactions.198 In what follows, we will base our consideration
on a classification scheme shown in Table 1. For the purposes of our
work, this subdivision is done based on the generic transport
properties of the four classes of materials shown, which cover all
different experimental situations.
The four classes presented in Table 1 and which, in what
follows, are referred to by the bold characters (A, B, C, D) were
identified by considering the inter-connectivities of the two
domains containing micro- and mesoporosities. In Section 2.3 this
inter-connectivity has been identified as a crucial property deciding
about the transport properties in materials with combined
porosities and, thus, about their technological performance
and application.199 Direct quantification of this influence is far
from being trivial200–208 and remains a hot topic of current
research. However, for the purposes of this work, it is sufficient
to consider, quite generally, the ideal situations as shown in
Table 1. In real materials, different inter-connectivities will give
rise to different tortuosities of the respective subspaces. This
may alter transport, but this effect will be of only quantitative,
but not qualitative nature.
For simplicity, we are going to consider identical pore space
volumes, namely containing 50% micropores and 50% meso-
pores. Moreover, only two cases of pore space equilibrium
densities shall be considered, namely identical densities and
a density ratio rmicro/rmeso = 5.
4.3 Identical fluid densities in micro- and mesopores
In this scenario, the equilibrium concentrations within the
domains were considered to be identical. This may resemble
situations of, e.g., liquid intrusion. Since the domain volumes
in our models are as well identical, the relative number of
particles in the domains under equilibrium are equal, so that
pmicro = pmeso. In the absence of hierarchy, both domains would
equally contribute to the macroscopic observables. This facilitates
the investigation of the impact of the presented hierarchies on
overall transport.
4.3.1 Fast micropore diffusion. As a representative case for
the diffusive behavior in all four model systems, Fig. 15a shows
the dynamics in A. The results obtained reveal that the meso-
and microporous domains fill essentially in parallel (Tmeso B
Tmicro). The same pattern was obtained for all other geometries
from B to D. The build-up of the diffusive flux through the
material, as measured on the empty side, follows with some
delay, correlating with the build-up of the fluid densities in
both domains. The simulation snapshots on the right-hand
side of the figure demonstrate that the fluxes through both
domains contribute significantly to the total flux, i.e. no one of
them can be neglected ( j = jmeso + jmicro). This becomes clear
from the perspective of the individual particles. All of them,
during their migrations from the high- to low-concentration
parts of the system, alternate many times between the micro-
and mesopore spaces.
Let us now consider which diffusivities will be delivered by
the different techniques of diffusion measurements under
these conditions. For this purpose, we will use the diffusivity–
correlation plots as shown in Fig. 16. They demonstrate the
correlations between the microscopic diffusivity Dmsd (recall
that Dflux = Dmsd) and the macroscopic diffusivity Duptake. In this
type of presentation, two coinciding diffusivities will appear as
a symbol on the diagonal line. Exactly this behavior is found for
all four geometries A–D in the regime of fast exchange regime.
This finding is found to be in good agreement with the
discussion in Section 2.
4.3.2 Slow micropore diffusion. In order to approach the
regime of slow exchange in our model systems, the local
diffusivity in the microporous domain was selected to be much
smaller than the diffusivity in the mesopores, Dmicro { Dmeso.
On considering the results of Fig. 15b obtained for A, the
mesopores are seen to fill notably faster than the microporous
domain. In particular, it is found that at the instant t of time
when the density in the mesopores is already equilibrated, the
micropores only contain about 40% of the equilibrium density.
Further uptake is explicitly controlled by the slow dynamics in
the micropore space. Hence, the time constant of uptake is
predominantly determined by the filling of the microporous
domain, i.e. T B Tmicro.
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In addition, the total flux is seen to attain its equilibrium
magnitude simultaneously with equilibration of the mesopore
densities. Thus, the mesopores act as highways for the particles
moving through the material, while the contribution of the
micropores is negligible ( j B jmeso). The relationship between
the different diffusivities, as shown in Fig. 16b with the position
of the label A, confirms these findings. The diffusivity based on
the measurement of the mean square displacement (the ‘micro-
scopic diffusivity’ Dmsd) is seen to notably exceed the ‘uptake
diffusivity’. This is an immediate consequence of the fact that
uptake is controlled by the small diffusivity in the micropores,
while Dmsd is, essentially, controlled by the contribution of the
‘fast’ molecules in the mesopores to overall mass transfer. The
latter is also true with the flux and, correspondingly, with
the ‘flux diffusion coefficient’ (which we have already seen to
coincide quite in general with the ‘microscopic diffusivity’).
It is important to emphasize that a reduction of Dmicro does
not automatically lead to a transition to the limiting case of
slow exchange. This is exemplified with Fig. 18 for geometry B.
Here, the behavior appears to be totally different as compared
to Fig. 15b. Thus, similar to the fast exchange case, the
domains fill almost synchronously and both contribute to
the total flux. The diffusivity–correlation plot Fig. 16b with the
position of the label B, which is obtained on the diagonal, as well
corroborates the occurrence of the fast molecular exchange
between micro- and mesopores. Due to the particular geometry
with isolated mesopores considered, irrespective of fast dynamics
in the individual mesopores, the long-scale mean square
displacements and the overall rate of uptake are controlled by
the slow micropore dynamics. This situation corresponds to the
‘anti-correlated Knudsen’ regime discussed in Section 2.3.2.
Although this class B represents hierarchical materials in the
structural sense, the arguments given above may be considered in
favor of not classifying the material of class B as truly hierarchical
ones on considering their transport properties. Indeed, consider a
cartoon in Fig. 17 demonstrating two hierarchy levels in A and B.
In the case of low micropore diffusivities, adding the second level
of larger mesopores in geometry A leads to a notable transport
improvement. In contrast, in geometry B the addition of the second
level of larger mesopores leaves the overall transport almost
unaffected.
Fig. 19a displays the dynamics for C. On considering the
mesopore space, it resembles A. Hence, the results obtained
appear to be similar. The fast equilibration of the mesopores is
succeeded by a slow filling of the microporous space, which,
thus, essentially determines the overall uptake time (T B Tmicro).
The flux is seen to be directly linked to the equilibration in the
mesopores, which are acting as transport highways ( j B jmeso).
Finally, the label C in the diffusivity–correlation plot, Fig. 16b, is
found to be located near that for A, strengthening the similarity
between the dynamics of the two topologies in the slow exchange
case. In complete analogy, for D a close similarity with B is
noted. This is demonstrated, in particular, by Fig. 19b. Here, the
flux and the rate of long-range molecular propagation are found
Table 1 Generic classes of hierarchical porous materials studied in the dynamics Monte Carlo simulations. The classification scheme was based on the
connectivity properties of the micro- and mesoporous domains composing the entire material. The three bottommost rows show the relationships
between overall uptake time T and overall flux j and those in the two sub-domains as revealed by the simulations. Black, red, and blue font colors indicate
the situations of fast-, slow-, and intermediate exchange, respectively
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to be controlled by the slow dynamics in the micropores. The
difference in the diffusivities with those of B is only quantita-
tive, see Fig. 16b, related to the different tortuosities of the two
sub-spaces.
4.3.3 Effect of surface barriers. Surface barriers at the
interfaces between the micro- and mesoporous domains can slow
down the exchange of particles between the two sub-spaces
significantly. Hence, the regime of slow exchange can be attained
by sole alteration of the interface permeability, without any
need for varying the micropore diffusivity as considered in the
preceding Section 4.3.2. The results presented in the present
section were obtained in exactly this way, by introducing
transition probabilities between the different domains, but
keeping the micropore diffusivity relatively fast, namely with
the same jump rate as considered in Section 4.3.1 for modeling
the fast exchange regime.
Fig. 15 Uptake dynamics for the geometry A in the regimes of fast (a) and slow (b) exchange for the case of identical equilibrium fluid densities in the
micro- and mesopores. The figure displays the average relative fluid concentrations separately for the micro- and mesopores during uptake and the
average relative flux dynamics obtained from the simulations with applied concentration gradient. The relative uptake for the mesoporous domains
rmeso/rmeso,eq (empty triangles) and for the microporous domains rmicro/rmicro,eq (filled triangles) are plotted against the total uptake. The symbols are
chosen to be equidistant in time, thus, the uptake rate is proportional to the distance between two subsequent symbols in the graph. The bottom panel
shows the snapshots of the density maps for cross-sectional cuts obtained at selected filling stages as indicated in the figure. (0.25, 0.5, and 0.75). The
particle densities in these snapshots are represented in shades of blue from bright (low density) to dark (high density). The green circles in the figure refer
to the flux j/jeq, where jeq is the steady state flux, obtained in simulations with the applied concentration gradient. Snapshots of the respective density
distributions at selected relative fluxes are shown on the right panel. The dotted black line indicates is the total uptake.
Fig. 16 Correlation of the diffusivities (shown by the symbols A, B, C, and D) obtained in the four different pore space arrangements A–D in Table 1 by
considering the mean square displacements and in uptake experiments for identical equilibrium fluid densities in the micro- and mesopores. The results
were obtained under the following conditions: (a) relatively fast diffusion in the micropores (Dmicro/Dmeso = 0.1), (b) relatively slow diffusion in the
micropores (Dmicro/Dmeso = 10
4), and (c) relatively fast diffusion (Dmicro/Dmeso = 0.1) with surface barriers corresponding to the transition probabilities
pmeso-micro = pmicro-meso = 10
4 on the interface of the mesopores with the microporous space.
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For A, the overall behavior shown in Fig. 20a was found to
reconcile the results obtained for the same topology for the
slow exchange case (Fig. 15b). The only difference seen are the
pathways of the density equilibration in the microporous
domains. While in the slow exchange case the slow micropore
diffusion prohibits fast density equilibration within these domains,
fast density homogenization facilitated by fast diffusion is observed
with surface barriers. In the latter case, however, a concentration
step at the interface is formed.
For B, which could not be brought into the slow exchange
regime by adjusting the local micropore diffusivity, this regime
can now be attained. As demonstrated by Fig. 20b, the behavior
becomes dramatically different as compared to that in Fig. 18.
First, it is seen that uptake in the micropores proceeds notably
faster than in the mesopores. Second, the onset of the flux
build-up is shifted towards lower total densities. This is
enforced by the occurrence of the surface barrier, which
provide a more efficient build-up of the particle flux through
the micropores as compared to the situation without surface
barriers. At the later stages, the total flux behavior is deter-
mined by both domains with the weights given by the parti-
cular details of geometry and dynamics. Although the
mesopores add significantly to the flux, their contribution is
less pronounced than in the regime of fast exchange. This is
evident in Fig. 16c, revealing that Duptake o Dmsd. It is worth
noting that a further impairment of molecular exchange between
the domains with higher surface barriers will asymptotically
shift transport in B towards that observed for A in Fig. 20a, but
with interchanged micro- and mesopores.
On considering C and D it may be noted that their transport
behaviors, as shown in Fig. 21, resemble those observed in
Fig. 19 for the case of slow micropore diffusion. Here, and
quite generally for the case of surface barriers, the latter
affects overall transport less efficiently than slow diffusion in
the micropores. Indeed, if the effective diffusion properties will
scale with the volume of microporous domains, the effect of
interface permeability scales only with its surface area.
4.4 Different fluid densities in micro- and mesopores
In many practical applications, fluid densities in regions containing
pores with different pore sizes will be different. Also, the ratio of the
diffusivities in the two domains may vary. Obviously, because
overall transport is determined by the properties of all different
sub-spaces, the ‘weights’ of their contributions to the total behavior
may vary with changing density, porosity, or diffusivity. In order to
highlight how this may affect the conclusions drawn so far, we have
performed simulations by considering different fluid densities in
the two domains, given by the concentration ratio rmicro/rmeso = 5.
In this particular case, the ‘weight’ of the transport pores was
decreased, while that of the micropores increased. Indeed, the
simulation results confirm this prediction. As an example, by
comparing Fig. 15b with Fig. 22 flux for the slow exchange case
is now seen to be controlled by not only the mesopores, but also by
the micropores. Nonetheless, for the concentration ratio studied
the overall qualitative behavior remains unchanged, which is seen
in the similar behavior of the diffusivity–correlation plot shown in
Fig. 23. The two graphs, Fig. 16 and 23, can be used as a guide
showing how the transport behavior may change upon variation of
the system parameters.
4.5 Case studies with the diffusivity correlation plots
The diffusivity–correlation plots, Fig. 16 and 23, have been intro-
duced for a better visualization of the output of our simulations.
Within these plots, the results attained with each individual
system appear as a single point, with the abscissa and ordinate
values given by the microscopic and uptake diffusivities.
Fig. 17 Two hierarchy levels for mesopores (in white) introduced into
microporous material (in gray) for geometries A (a) and B (b).
Fig. 18 Uptake dynamics for geometry B in the regime of slow exchange
for the case of identical equilibrium fluid densities in the micro- and
mesopores. See the legend to Fig. 15 for further specification.
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Fig. 24a summarizes the main features of such representations
in a single map. We recollect, in particular:
 The values of both the microscopic diffusivities Dmsd
(abscissa) and the uptake diffusivities Duptake (ordinate) are in
between the diffusivities in the micro- and mesopores.
 Data points appearing on the diagonal (Duptake = Dmsd)
signal fast exchange. This means, in particular, that the micro- and
mesoporous domains within the material are filled in parallel with
each other, i.e. with similar time constants (Tmicro B Tmeso) and
fluxes ( jmicro B jmeso) (where, for simplicity, equal total
amounts of guest molecules under equilibrium conditions
has been implied).
 Data points shifted to the right lower corner refer to slow
exchange conditions, with notably different time constants of
pore space filling (Tmicro { Tmeso) and fluxes ( jmicro { jmeso).
Rise in the tortuosity of the mesopore space (white arrow in
the bottom) is able to shift the microscopic diffusivity (and with
it the flux diffusivity) to lower values, corresponding with an
Fig. 19 Uptake dynamics for geometries C and D in the regime of slow exchange for the case of identical equilibrium fluid densities in the micro- and
mesopores. See the legend to Fig. 15 for further specification.
Fig. 20 Uptake dynamics for geometries A and B in the presence of surface barriers for the case of identical equilibrium fluid densities in the micro- and
mesopores. See the legend to Fig. 15 for further specification.
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enhanced hold-up time in the mesopores and, hence, access
probability into the micropores. In addition to the absolute values
of the diffusivities, the diffusivity correlation plots are thus seen to
provide also information about the rate of interchange between the
different domains of pore spaces. Two show cases may serve for
illustrating the potential benefit of such possibilities.
4.5.1 Catalytic conversion. The relevance of the rate of inter-
change between the different pore spaces becomes particularly
obvious on considering the interplay of diffusion and reaction.
This interplay is exemplified with Fig. 24b showing simulation
results of fluxes through a membrane of structure A with
intrinsic reactivity. Fluxes have been determined as a function
of the diffusion rate in the micropores and, thus, of the exchange
rate between the two pore spaces. Simulation details are given in
the ESI.‡ This has already been the message of Fig. 16a and b that
the microscopic diffusivities (and, therefore, the flux diffusivities)
shown there for A almost coincide. Hence, the total flux is seen to
remain essentially unaffected by an increase of the micropore
diffusion rates and, thus, by an increase of the exchange rate.
The exchange rate, however, appears to be crucial for the efficiency
of the intrinsic reaction: while under slow exchange conditions
the vast majority of the molecules pass the membrane without
being converted, the fraction of converted molecules is seen to
dramatically increase with increasing exchange rates.
This increase in the exchange rate corresponds, within the
frame of the diffusivity–correlation map of Fig. 24a, with data
points moving from the lower margin upwards to the Duptake =
Dmsd diagonal. Fast exchange conditions are immediately seen
to be crucial for high conversion rates since only in this case a
sufficiently large amount of reactant molecules is able to penetrate
into the space of micropores, i.e. into the reactive zone initiating
their conversion. The reason for being under the slow exchange
conditions may, e.g., be the occurrence of surface barriers or too
slow micropore diffusion. Under these circumstances, moving
the point upwards along the red line in Fig. 24a could be
technologically demanding. We may note that, equivalently,
enhanced reactivities could alternatively be obtained by enhancing
the mesopore tortuosity, i.e. by following the direction of the blue
arrow coinciding with the direction of increasing tortuosity shown
in the bottom of the representation.
Fig. 24b does also include a representation of the fraction
of the micropore space used by the educt molecules to react
Fig. 21 Uptake dynamics for geometries C and D in the presence of surface barriers for the case of identical equilibrium fluid densities in the micro- and
mesopores. See the legend to Fig. 15 for further specification.
Fig. 22 Uptake dynamics for geometry A in the regime of slow exchange
for the case of low fluid density in mesopores. See the legend to Fig. 15 for
further specification.
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within the membrane, which can be associated with the effec-
tiveness factor. This fraction is seen to drop, in the fast exchange
limit, to essentially zero. This means that the rate of exchange is
so high, that the major part of the guest molecules is converted
in already the very first layer of the membrane. Under such
conditions, obviously, reducing the membrane thickness would
lead to significant flux (and, hence, conversion) enhancement,
without any significant loss in the fraction of conversion.
4.5.2 Membrane separation. Separation of molecular mix-
tures may be based on differences in the diffusivities of the
individual components, notably in the differences of the flux
diffusion coefficients (which coincide with the values of Dmsd as
appearing from the diffusivity correlation plots). As a result of
the intimate host–guest interaction, diffusion within the
micropores much more significantly contributes to mass
separation based on different transport behavior of the two
molecular species. For ensuring such an intimate contact,
short-cuts along the mesopores have to be excluded since, in
this way, molecules might pass the membrane without having
got into the separation-efficient space of micropores. Such
shortcuts are, obviously, excluded to occur with geometries B
and D. Such configurations may be found in, e.g., mixed-matrix
membranes, in which polymer matrix with slow diffusion rates
may be considered as an analogue of the microporous regions
and dispersed zeolite or MOF particles with higher diffusion
rates as the analogues of the mesoporous domains.209,210
The benefit of the mesopores for transport enhancement
in such pore arrangements has been found, however, to be
Fig. 23 Correlation of the diffusivities (shown by the symbols A, B, C, and D) obtained in the four different pore space arrangements A–D in Table 1 by
considering the mean square displacements and in uptake experiments for the ratio rmicro/rmeso = 5 of the fluid densities in the micro- and mesopores.
All other parameters used in the simulations were the same as for Fig. 16.
Fig. 24 (a) The diffusivity–correlation map for the diffusivities obtained from the uptake experiments and from the equilibrium measurements
of the mean square displacements. The diagonal line shows the fast-exchange limit. All experimental situations are found below this line, the
area above represents non-physical situations. The two arrows show two possible ways of approaching the fast-exchange line from a point in the
slow exchange region. (b) The results of a case study of a catalytic conversion in a membrane reactor of geometry A for different exchange
regimes. The triangles show the total relative flux (normalized to that at the fast exchange regime) constituted by the converted (circles) and
unconverted (not shown) particles. The rectangles indicate the fraction of the micropore space participating in the reaction (analogue of the
effectiveness factor).
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only moderate. Therefore, for ensuring sufficiently high separa-
tion rates, pore space geometries A and C are to be preferred.
5 Conclusions
The advent of a multitude of new porous materials, promoted by
technological requirement, and the fascinating prospects of
their exploitation as tailored host materials for fundamental
research, is accompanied by a corresponding multitude of new
questions concerning guest dynamics. With the ultimate goal
being the establishment of structure–dynamics correlations for
these materials, the task may most effectively be accomplished
by identifying generic material classes sharing similar dynamics
and by studying their various transport properties at different
time- and length scales inherent in different experimental
methods. The thus compiled information may be of direct
relevance at different stages of technological process design.
Primarily, the structure–dynamics relations may be used as a
knowledge-based guide for material selection and design. It may be
equally important on the material characterization stage, both
concerning structure and transport. Indeed, the information
obtained for different time and length scales and for different
experimental conditions provides a means for establishing correla-
tions between the experimental results delivered by different experi-
mental techniques. This is often a crucial aspect due to various
experimental limitations allowing to obtain only a very limited
spectrum of information. From a more fundamental perspective,
this information may help to select an appropriate experimental
technique and to design an experimental procedure to address
specific questions of interest. The present review may be considered
as a first step in providing such a generalization.
To approach the goal stated in the preceding paragraph, we
have started with overviewing different experimental approaches,
which are routinely applied for transport characterization of porous
materials, with a special emphasize on their ‘pros’ and ‘cons’.
Based on first experimental studies available in the literature, we
have highlighted the potentials of microscopic equilibrium
measurement techniques for the exploration of the most relevant
questions in the context of in-depth transport characterization of
hierarchical micro-mesoporous materials. In particular, we have
shown that the pulsed field gradient NMR technique, which is
proven to be a powerful and versatile technique of diffusion
measurement in porous materials, has provided the first experi-
mental evidence of enhanced transport in these materials by direct
measurements and has delivered a set of experimental results,
obtained with hierarchical materials with well-defined organization
of their pore spaces for a broad range of thermodynamic condi-
tions, which has stimulated the developments of theoretical
approaches to tackle this complex problem.
In the second part of the review, we have demonstrated that
already the earliest theoretical developments have notably
contributed to a better understanding of mass transfer phenomena
in complex micro-mesoporous materials. It turned out that con-
sidering diffusion from the microscopic perspective by analyzing
the molecular trajectories, rather than the macroscopic fluxes, has
provided an efficient way to rationalize the transport patterns
resulting from specific structural hierarchy patterns. Thus,
by a minute analysis of the correlations between subsequent
displacements, this approach has been employed for demon-
strating that in hierarchical materials with smaller and larger
mesopores overall fluid diffusivities are promoted by the
presence of the larger mesopores depending, essentially, on
only their volume fraction rather than on their topology. In
such cases, the gain in mobility by the presence of the larger
mesopores, quite in general, remained rather limited.
The situation has been found to change notably when the
diffusivity in the continuous micropore space was dramatically
slowed down as, e.g., in the micropores of a zeolitic bulk phase.
In this case, the incorporation of a network of mesopores has
been shown to lead to an enhancement of intracrystalline
diffusion over orders of magnitude while, for dispersed meso-
pores, separated from each other, again only a rather modest
mobility increase was noted. These studies proved that trans-
port enhancement through networks of mesopores is only
possible if they are accessible for mass transfer. If this is not
the case, the presence of the mesopores would even lead to a
notable decrease in the intracrystalline diffusivities. Hence,
with increasing time on stream, the technological benefit of
nanoporous materials with hierarchical pore spaces in compar-
ison with their purely microporous equivalent might even be
worsened due to, e.g., coke deposition. The main conclusions
following the theoretical analysis were shown to be nicely
corroborated by the diffusion measurements in selected mate-
rials with hierarchical porosities, such as mesoporous zeolites.
Even the rather limited information available so far, includ-
ing both experimental findings and theoretical predictions, has
helped to make a transport classification of hierarchical porous
materials. In complete analogy with the classification schemes
based on structure hierarchies, as described e.g. in ref. 211, we
have based our scheme on four classes of model micro-
mesoporous materials which generalize all possible structure
organizations. This dynamics-aided classification has naturally
resulted by considering the inter-connectivities of the different
sub-spaces of the entire pore network. As an important point, the
uptake times relevant for different sub-spaces of the entire pore
space have been identified to decide on the occurrence of three
different transport regimes, in which the overall transport is
controlled (i) by transport in both micro- and mesopore spaces,
(ii) by transport in only one of the pore spaces, and (iii) by the
occurrence of surface barriers at the interface between the micro-
and mesopores. As one of the main conclusions of the work, the
parameters controlling the overall uptake time and the overall
flux has been established for each geometry class.
With the vast information obtained by the microscopic
techniques of diffusion measurements, it remained very important
to correlate their messages with those obtained using the techniques
most frequently used in lab experiments. In first instance, the uptake
measurements are most routinely performed. To provide this link,
diffusivity–correlation maps for the diffusivities obtained using
the uptake measurements and the diffusivities resulting from the
assessment of the mean square displacements under equilibrium
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conditions were compiled. The maps have been obtained for
different transport regimes, thus they may be used either to
establish the transport-controlling parameters by means of
diffusivity measurements or as a guide for structure design.
The latter, however, proves to be an application-dependent
problem. An exploration of the correlations between the trans-
port maps and the application-relevant process efficiencies is a
challenging task for future research.
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Diffusion and Molecular Exchange in Hollow Core−Shell Silica
Nanoparticles
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ABSTRACT: The diffusion behavior of small molecules in
hollow core−shell nanocapsules was studied using pulsed field
gradient NMR. By purposefully selecting the liquid saturating
the hollow core and the porous shell and the solvent between
the nanocapsules, two different situations corresponding to the
excluded and admitted molecular exchange between the intra-
and intercapsule liquids at the external boundary of the
nanoparticles were covered. In the former case, corresponding
to the reflective boundary condition for the molecules
approaching the nanocapsule boundary, restricted diffusion
in the complex pore space formed by the hollow core and the
mesoporous shell was observed. The time-dependent diffusivities measured in the experiment were inter-related with the
geometry of the intraparticle pore space. The thus assessed structural information was found to be in a good agreement with that
provided by electron microscopy. In the case of the molecular exchange occurring between the two pools of molecules in the
nanocapsules and between them, the diffusive dynamics of only the molecules remaining in the nanocapsules during the entire
observation times was studied.
■ INTRODUCTION
In recent years, hollow core−shell nanoparticles (HCSN) have
attracted increasing attention and have been applied in many
important areas, such as catalysis, drug/gene delivery, and
medical imaging.1,2 The interest in hollow mesoporous silica
spheres in particular stems from the high level of tunability of
shell thickness, mesopore size, void diameter, and particle
size.3,4 The combination of these properties offers the
possibility for a targeted encapsulation of a variety of substances
(i.e., drugs, catalyst, enzymes, dyes, etc.) within their hollow
core, thus making the core−shell composites very attractive for
drug storage and delivery carriers or for high-performance
catalysts. Combined with the possibility of further surface
functionalization, HCSN may easily be optimized for many
existing and potential applications.5 Owing to their high
potential, the synthesis of hollow core−shell nanoparticles
has attracted widespread attention.6−13 Notably, the progress
attained in the fabrication of these materials in turn required
development of new approaches devoted to their structural,
transport, and functional characterization.
Among different properties, diffusive transport of molecular
species encapsulated in HCSNs plays an important role for
many processes. Under certain conditions, it even may be the
rate-limiting step. In particular, translational dynamics of
molecules within the nanoparticles, which evidently is a
function of their internal pore structure, determines the rates
of chemical reactions occurring within the particles and of drug
release rates to the surrounding medium. Despite its
importance, translational dynamics in core−shell objects has
been scarcely studied.14,15 Pulsed field gradient NMR (PFG
NMR) is known to be a powerful technique to directly probe
translational motion of molecules on the length scale from
several hundreds of nanometers to hundreds of micro-
meters.16,17 Due to the appropriate length scale and due to
its noninvasive nature, PFG NMR turns out to be well suited to
assess molecular transport in HCSNs. At the same time, its
application to HCSNs with the particle sizes up to several
micrometers is a challenging task concerning both technical and
theoretical aspects. The main goal of this work was to explore
the potentials of PFG NMR to deliver the transport−structure
relationship for small, micrometer-sized HCSNs.
The measurements of the time-dependent diffusivities
resulting from restricted diffusion of molecules confined in
porous materials using PFG NMR have long been used as a
tool for material characterization. The same methodology has
also been widely applied to determine emulsion size
distributions18−21 and, in addition, vesicle permeability.22−24
Later, these studies have been extended to double emulsions, in
which the inner part of the emulsion possessed an internal
substructure and the observation of intercompartment water
exchange was reported.25 In full analogy, the hollow core−shell
nanoparticles also have composite inner structures composed of
a cavity and of a surrounding porous shell. The bimodal
Received: June 29, 2015
Revised: August 26, 2015
Published: September 1, 2015
Article
pubs.acs.org/Langmuir
© 2015 American Chemical Society 10285 DOI: 10.1021/acs.langmuir.5b02367
Langmuir 2015, 31, 10285−10295
structure of HCSNs makes the diffusion process in them very
complex and its understanding very challenging.
Translational dynamics of molecules in HCSNs has been
rarely addressed in the literature.26−28 Wassenius et al. have
studied diffusion of oil in the latex core−shell particles with the
average particle size of about 3 μm. This pioneering work has
illuminated several severe problems which precluded any
accurate structural analysis. Thus, in that work, special care
had to be made to distinguish between the intrinsic molecular
displacements within the particles and the molecular displace-
ments caused by the particle migrations in the solvent. Second,
by measuring the oil diffusivities as a function of the
observation time, only a crude estimate of the particle radii
was possible. This difficulty originated from the occurrence of
diffusion during the application of the magnetic field gradient
pulses which is not easy to take into account. Finally, although
some evidence for the occurrence of notably slower diffusion of
the oil molecules in the shell was reported, any quantitative
conclusion were prevented by the relatively fast exchange
between the core and the shell and relatively broad
distributions of the latex particle sizes and the shell thicknesses.
In light of the problems highlighted in the work by
Wassenius et al., the present study was devoted to a detailed
analysis of the PFG NMR results obtained for fluids in HCSNs
with well-defined structural properties. For the data analysis,
the respective theoretical models were extended to capture the
particular geometry of HCSNs considered in this work. In
addition, dynamic Monte Carlo simulations were used in the
situations where the analytical derivations were too demanding.
In what follows, we first explain the preparation procedure of
HCSNs and recapitulate shortly the basics of PFG NMR
relevant to the present study. Thereafter, we show what types
of structural and dynamic information are accessible by the
PFG NMR diffusion measurements for two different
experimental situations in which molecular exchange between
the two pools of molecules within the nanocapsules and in the
surrounding solvent was either allowed or prohibited.
■ MATERIALS AND METHODS
Material Preparation. Nonhollow mesoporous silica spheres with
a diameter of about 1500 nm were synthesized using a modified
literature protocol29 and turned hollow by employing a hydrothermal
post-treatment step. In brief, n-hexadecylamine was dissolved in a
mixture of water and isopropanol in the presence of mesitylene. After
the complete dissolution of n-hexadecylamine, tetraethyl orthosilicate
(TEOS) was added and the whole sol was stirred for 16 h. For the
hydrothermal post-treatment, as-synthesized mesoporous silica spheres
were dispersed in a mixture of ethanol, mesitylene, and water. The
dispersion was hydrothermally treated for 4 days at 140 °C. The
resulting product was collected and washed with acetone, ethanol, and
water, dried at 70 °C under vacuum, and calcined at 550 °C for 6 h to
remove the surfactant.
The particle dimensions and morphology were characterized by
electron microscopy. Based on the scanning electron microscopy
(SEM) investigations, the mean diameter of the hollow mesoporous
silica spheres (HMSS) was found to be 1511(±51) nm. It was proven
to not change upon hydrothermal treatment. However, as revealed by
FIB-SEM images shown in Figure 1, it was found that the
hydrothermal treatment gave rise to the formation of the hollow
interior in the silica particles and of a mesoporous shell with a
relatively uniform thickness of about 300 nm.
The pore size distribution in the shell was obtained through
nitrogen sorption measurements at 77 K using QuadraSorb
(Quantachrome Instruments), and the results are shown in Figure 2.
To obtain the pore size distribution from the measured isotherms, a
NLDFT equilibrium desorption branch kernel was used.30 The data
reveal the presence of mesopores with a relatively broad size
distribution and with a maximum in the pore size distribution curve
at 12 nm. The absence of a plateau for the adsorption isotherm in the
high relative pressure range made it difficult to give an exact value for
the mesopore volume. However, as no pores with dimensions in the
50 nm or larger range were observed by electron microscopy, the
mesopore volume was estimated to be 0.1 cm3/g. Using this value, a
shell porosity ϕsh ≈ 0.2 was estimated.
After the synthesis, HMSSs were loaded with perfluoro-15-crown-5-
ether (PFCE),31 the substance which has often been used as a contrast
agent in magnetic resonance imaging.32 Its choice was dictated by the
fact that it is strongly hydrophobic, allowing easy selection of an
immiscible solvent to prevent PFCE release from the capsules. In
addition, a relatively weak PFCE−HMSS interaction precludes any
strong nuclear magnetic relaxation weighting effects, which otherwise
may notably complicate the data analysis. To load HMSSs with PFCE,
the particles were first dried in a Schlenk tube under vacuum for 4 h at
120 °C. After cooling down to room temperature, PFCE was added in
excess to ensure complete filling of the HMSSs and allowed to diffuse
into HMSSs. The excess PFCE was removed afterward. Two different
samples were prepared. In one of them, the intraparticle volume was
filled as well with PFCE. In the second sample, the intraparticle space
was filled with dimethyl sulfoxide (DMSO), which is very poorly
miscible with PFCE. For the diffusion measurements, the nanocapsule
solutions were placed in 7 mm o.d. NMR glass tubes and, before the
Figure 1. Electron micrography images showing HMSSs (a) and their
cross-sectional view (b). The schematic in (c) sketches the internal
structure of HMSSs and introduces notions used in the manuscript: Rp
and Rc for the radii of the nanocapsules and the hollow core,
respectively, Dsh and D0 for the diffusivities in the mesoporous shell
and in the core, respectively, and ϕsh for the shell porosity.
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measurements, were left to sediment for at least 1 h. For the solutions
with excess PFCE, the sample was gently centrifuged and the excess
bulk PFCE above the sediment was removed. Thus, PFCE remained
only in the nanocapsules and in the free space formed between the
nanocapsules.
Basics of Diffusion NMR. The phenomenon of NMR is based on
the occurrence of precessional motion for nuclear spins placed in a
magnetic field. The precession frequency ω0, also called the Larmor
frequency, is directly proportional to the strength B0 of the magnetic
field, ω0 = γ B0, where γ is the gyromagnetic ratio of the nuclear spin.
In the pulsed field gradient technique of NMR, a short pulse of the
magnetic field gradient g with a duration δ is used to encode
positionally the nuclear spins in the sample. Typically, linear gradients
created in the direction z of the constant magnetic field B0 are used.
The net effect of this pulse is that, during this period of time, the spins
acquire additional phase increments Δφ = γδgz. After letting for the
spin-bearing molecules diffuse for a well-defined period of time td, the
second gradient pulse with the same magnitude, but effectively
decrementing the phase acquired during the first gradient pulse, is
used to decode the spin positions. Because of diffusion, the dephasing
may be incomplete. Hence, if all spins are initially brought into
coherence by means of a resonant radio frequency pulse, the intensity
S of the NMR signal measured after the application of the two gradient
pulses becomes
= ⟨ ⟩+ −S q t S t( , ) (0, ) eiq z t t z td d [ ( ) ( )]d (1)
where the wavenumber q = γδg has been introduced and ⟨...⟩ denotes
averaging over all spins in the sample. In eq 1, in addition to the term
responsible for the signal attenuation due to diffusion, the prefactor
S(0, td) taking into account the signal decrease due to the transverse
and longitudinal nuclear magnetic relaxations was added. Because S(0,
td) can be measured independently, in what follows we will consider
only the normalized spin−echo diffusion attenuations E(q, td) ≡ S(q,
td)/S(0, td).
For the normal diffusion processes, i.e., with the probabilities P(Δz,
td) for having displacements Δz = [z(t + td) − z(t)] weighted
according to Gaussian distribution, eq 1 results in
= −E q t q t D( , ) exp{ }d 2 d (2)
where D is the (self-)diffusivity. It interrelates the mean-square-
displacements ⟨z2(td)⟩ measured along the magnetic field gradient
direction and the diffusion time td
⟨ ⟩ =z t Dt( ) 22 d d (3)
Diffusion in confined spaces, such as that occurring in HNSSs
considered in this work, evidently cannot be described by the laws
underlying normal diffusion. Indeed, correlations in the subsequent
displacements, resulting from the specific boundary conditions at the
internal pore walls or at the external boundary of the core−shell
particles, give rise to strong deviations from the Gaussian distribution
for the displacements, which is inherent to purely stochastic processes.
These deviations cause respective alterations of the diffusion
attenuation functions E(q, td).
The most simple consideration may be performed for enclosed
pores and for sufficiently long diffusion times, such that all molecules
may traverse the entire pore space. In this case, the probability to find
a molecule at a certain position within a pore will be simply
proportional to the density distribution ρ(z). Because the initial and
the final positions of the molecules become decoupled, this results in
∫ ∫ρ ρ= ′ ′ = | |− ′E q t z z z e z S q( , ) ( )e d ( ) d ( )iqz iqz fd 2 (4)
where Sf(q) is the so-called structure factor.
17 Thus, for the simplest
case of a spherical cavity with a radius a, ρ(z) = (3/4a3)(a2 − z2), and
≡ = −S q S q a qa qa qa
qa
( ) ( , )
3[ cos( ) sin( )]
( )f sp 3 (5)
Because the only quantity accessible in this regime is the pore size a,
it may most easily be found by analyzing E(q, td) in the small-q limit.
By expanding eq 5 in a series and considering the first nonvanishing
term one finds
≈ − ⟨ ⟩ = −E q t q z t q a( , ) exp{ ( ) /2} exp{ /5}d 2 2 d 2 2 (6)
To be consistent with eq 2, the effective diffusivity Deff(td) =
⟨z2(td)⟩/(2td) may be introduced. With Deff(td) = a
2/(5td) eq 5 may be
further rewritten as
= −E q t q t D t( , ) exp{ ( )}d 2 d eff d (7)
Quite generally, HMSSs may also be considered as spherical
’cavities’ if reflective boundary conditions at the external particle
boundaries are considered. With the diffusion times from several
milliseconds to several hundreds milliseconds covered by PFG NMR,
the requirement of long diffusion times is easily fulfilled. Thus, the
preceding discussion turns out to be also equally applicable for
HMSSs. As it will be shown in the subsequent sections, the only
difference will be that, for HMSSs with the complex internal ’cavity’
structure, a will refer to an effective ’cavity’ size, which will be a
function of not only the HMSS size, but also the geometry of its
internal pore space.
At this point, it is important to mention that eq 4 captures the
experimentally measured NMR signal diffusion attenuations only if, in
addition to the requirement of long diffusion times, spreading of the
nuclear spin phases during the gradient pulses due to molecular
diffusion is negligible. In other words, if the diffusive displacements of
the spin-bearing molecules, s ≈ (D0δ)1/2, are notably shorter than the
characteristic pore length ls. In our case, the latter may be taken as the
HMSS core diameter or the shell thickness. In the literature, this often
is referred to as the short gradient pulse approximation (SGP).
Otherwise, as noted by Mitra and Halperin,33 the density distribution
in eq 4 should be replaced by the apparent one. In this case, positional
encoding and decoding of the nuclear spins will be performed in
accordance with their center-of-mass positions zcm(δ) acquired during
the application of the gradient pulses. With increasing δ, zcm(δ) is
displaced toward the pore center. Henceforth, the apparent center-of-
mass density distribution function becomes narrower as compared to
the real one, ρ(z). Thus, if the experimentally measured NMR
diffusion attenuations are approached by eq 6, this effect will lead to an
underestimation of the confinement sizes. The correction for this
narrowing can be done exactly only for simple pore geometries,34 like
for spherical pores. For more complex pore space shapes, such as
studied in our work, random walk simulations provide the easiest route
for the analysis.
Some predictions may, however, be done for the so-called motional
narrowing regime.17 This regime is approached when s > ls and the
dephasing length lg = (D0 δ/q)
1/3, i.e., the length required for spins to
displace in order to acquire the phase shift of 2π, is larger than the
characteristic length ls. Under these conditions, E(q, td) for a spherical











Although eq 8 was derived for the constant gradient version of the
Hahn spin−echo pulse sequence, in the motional narrowing regime
the stimulated echo pulse sequence behaves effectively as the former
one. If s ≫ ls ≈ 2a, D0 in eq 8 can be approximated by the average
diffusivity in the nanocapsules and the apparent restriction size may be
obtained by fitting eq 8 to the experimental data.
PFG NMR Experiments. For the diffusion studies, two NMR pulse
sequences shown in Figure 3 were used. The 19F NMR diffusion
measurements were performed by varying the gradient intensity g and
by keeping all other temporal parameters constant. In this way, the
effects of the magnetic nuclear relaxations accounted for by the factor
S(0, td) were defactorized and the diffusivities Deff were determined by
fitting eq 6 to the experimental data. Typical parameters used were g =
35 T/m, δ = 600−1000 μs, the duration τ between the first and the
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second radio frequency pulses in both pulse sequences τ = 1.4 ms, and
the diffusion time td was varied from 3 ms to 2 s depending on the
experimental conditions. The high intensities of the magnetic field
gradient pulses with short rise and fall times used in this work36
ensured the assessment of very low diffusivities. The NMR pulse
sequence repetition time for the signal accumulation and phase cycling
was 7 s; typically, 512 accumulations were performed to obtain a
satisfactory signal-to-noise ratio. All measurements were conducted at
25 °C. Because 19F atoms were detected, only the PFCE molecules
were traced in the experiments. The diffusivity in bulk PFCE at 25 °C
was measured to D = 1.4 × 10−10 m2/s.
■ RESULTS AND DISCUSSION
PFCE-Filled Hollow Nanoparticles in DMSO. Figure 4
shows the normalized NMR spin−echo diffusion attenuations
measured for PFCE in HMSSs for different diffusion times td.
Their shape is captured neither by eq 2 nor by eq 5. This
indicates the occurrence of a distribution of the diffusivities
over the sample. It is rather improbable that this distribution is
related to the mesopore size distribution shown in Figure 2.
Indeed, already with the shortest diffusion times used in this
work, the PFCE molecules travel distances notably exceeding
the pore sizes, resulting thus in a well-averaged diffusivity
within individual HMSSs. However, some structural nonun-
iformity (in the shell porosity, the shell thickness, or in the
particle size) still may lead to a distribution of the effective
diffusivities over the whole ensemble of the nanocapsules.
Irrespective of the underlying reason, one may analyze the
average effective diffusivity Deff which is readily obtained from
the low-q part of E(q, td) . Indeed, by assuming any arbitrary
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Importantly, for sufficiently long diffusion times, such that
the molecules are able to explore the entire pore space within
the nanocapsules, the thus determined Deff will be proportional
to the average nanocapsule size.37 In what follows, we will omit
the overbar and use Deff as an equivalent quantity.
The effective diffusivities determined in this way for different
diffusion times using the stimulated echo and 13-interval pulse
sequences are shown in Figure 5. As the most significant
finding, it is found that Deff varies proportionally to the
reciprocal diffusion time td
−1. This reveals that, for the range of
td studied, the regime of completely restricted diffusion is
established. To recall, for the enclosed volumes with spherical
symmetry and in the limit of long times, Deff = a
2/(5td).
Second, it turns out that Deff measured using the stimulated
echo pulse sequences are found to be slightly higher than those
measured using the 13-interval pulse sequences. Formally, the
latter signals a larger apparent restrictions size a′ probed by the
stimulated echo pulse sequence. Before proceeding further, let
us first establish the meaning of the size a′ measured in the
PFG NMR experiments.
In the SGP approximation and by assuming reflecting
boundary conditions at the external boundary of HMSSs, where
the direct contact to the DMSO phase is provided, the spin−
echo diffusion attenuation function may readily be obtained.
Figure 3. Schematics of the stimulated echo (a) and 13-interval (b)
pulse sequences used for the diffusion studies. The gradient separation
time Δ defines the diffusion times td = Δ − δ/3 (a) and td = Δ + 7τ/2
− δ/6 (b) for the two pulse sequences.
Figure 4. Normalized spin−echo diffusion attenuations obtained for
the PFCE-filled nanocapsules surrounded by DMSO obtained using
the stimulated echo pulse sequences shown in Figure 3a. The duration
δ of the gradient pulses was 600 μs. The different curves refer to the
different diffusion times shown in the inset. The solid lines show fit of
eq 6 to the experimental data at small-q values.
Figure 5. Effective diffusivities Deff of PFCE as a function of diffusion
time measured using the stimulated (filled circles) and 13-interval
(filled squares) pulse sequences in the sample where the intracapsule
space was filled with PFCE and the extra-capsule space with DMSO.
The lines show the best fit of the function a2/(5td) to the experimental
data with a = 697 nm (upper line) and a = 656 nm (lower line).
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Using eq 4, E(q, td) results as
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where the function Ssp(q, r) is given by eq 5. In the small-q
approximation it has the same functional dependence as given
by eq 6, but with a replaced by a0 (the subscript 0 in this


















a0 is shown in Figure 6 as a function of shell porosity. It is
interesting to note that, as revealed by the inset graph in Figure
6, a0 passes through the minimum if the shell thickness is varied
keeping the porosity constant.
As revealed by the data of Figure 6, the apparent restriction
size a0 for large porosities is found to be very close to the radius
Rp of the nanocapsules. Even for relatively low porosities of
about ϕsh = 0.2, typical for HMSSs used in this work, a0 ≈ 620
nm, which is only 15% smaller than Rp. The apparent radii of
the HMSS particles, resulting from the PFG NMR experiments,
are found to be slightly larger than those predicted by eq 13.
This is especially puzzling noting that so far we have not taken
into account the diffusion effects occurring during the gradient
pulses. Indeed, with the gradient pulse duration of δ = 600 μs
and with the diffusivity of pure PFCE, D0 = 1.4 × 10
−10 m2/s,
the displacements s of the PFCE molecules during δ are found
to be on the order of s = (2δD0)
1/2 ≈ 400 nm. In the porous
shell, the diffusivity Dsh is expected to be lower, hence s in the
shell will be shorter, but still notable as compared to the shell
thickness of 300 nm. For the measurements performed using
the 13-interval pulse sequence, the effective encoding/decoding
times are not simply the times during which the gradient pulses
are applied, but they are on the order of τ + δ. Therefore, the
respective displacements s will be longer by a factor of about
1.8. Let us estimate how strong the dephasing effect can be
along with the application of the gradient pulses under the
experimental conditions of our experiments.
As already discussed in the preceding section, the size a′
resulting from the NMR diffusion experiments in the regime of
completely restricted diffusion will be smaller than a0 due to
diffusion occurring during the gradient pulses. Recall that, in
this case, E(q, td) results as the Fourier transform of the center-
of-mass density distributions within the nanocapsules.33 Figure
7a exemplifies such density distributions obtained for different
δ using the random walk simulations. Notably, the average
mean square distribution width ⟨zcm
2 (δ)⟩ decreases with
increasing δ. Exactly this quantity ⟨zcm
2 (δ)⟩ (or related to it
the effective size a′ = 5⟨zcm2 (δ)⟩/2) determines the initial
attenuation of E(q, td) as given by eq 6.
Figure 7b shows a′/Rp as a function of relative displacements
sr = (2δD0)
1/2/(2Rp) in the nanocapsules with different
porosities of the shell and with different diffusivities in the
shell. Note that, for zero values of sr, a′ = a0, where a0 is given
by eq 13. With increasing sr, a′ decreases and this decrease is
stronger for larger diffusivities in the shell and for larger
porosities ϕsh. These two findings can be explained by noting
the occurrence of more effective narrowing of the center-of-
mass distribution functions with increasing either diffusivity or
porosity.
It may be shown that the motional narrowing regime sets in
only at times δ notably longer than those used in our
experiments. This is exemplified by the solid line in Figure 7b
showing the predictions of eq 8 for a selected set of parameters
ϕsh = 0.5 and Dsh/D0 = 0.2 (this estimate for the diffusivity in
the shell is based on the comparison with Vycor porous glass
which, with a similar porosity of 27%, yields D/D0 ≈ 0.16
38).


















where Dav is the mean diffusivity in the nanocapsules. For the
calculations in Figure 7b, Dav was reasonably approximated by
Dav = V
−1(ϕshVshDsh + VcDc), where Vsh and Vc are the volumes
of the shell and core parts, respectively, and V is the volume of
free space in the nanocapsules. As expected, the thus calculated
values for a′/Rp agree with the data obtained in simulations
only for sr > 1.
Using ϕsh = 0.2 and Dsh = 0.2 D0 and with sr ≈ 0.27, for the
experiments performed using the stimulated echo pulse
sequence, a is found to be a ≈ 0.77Rp = 577 nm, which is
notably smaller than the experimentally measured a′ = 697 nm
(see Figure 5). The same is valid for the measurements
performed using the 13-interval pulse sequence with sr ≈ 0.5. In
this case, the value predicted, a ≈ 0.65Rp = 487 nm, is again
smaller than the measured one, namely, a′ = 656 nm. The
underlying reasons leading to this discrepancy between the
Figure 6. Apparent relative confinement size a0/Rp probed in the
NMR diffusion experiments in the regime of completely restricted
diffusion as a function of shell porosity ϕsh in the case if the short
gradient pulse approximation is applicable. The calculations using eq
13 are done for Rp = 750 nm and Rc = 450 nm. The inset shows a0/Rp
as a function of Rc/Rp for two porosities indicated in the figure.
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experimentally determined and theoretically estimated diffusion
patterns remains so far unclear. To clarify this issue, first of all
accurate measurements of Dsh and of ϕsh have to be performed.
This can, in particular, be done combining NMR cryoporom-
etry and diffusion studies.39
PFCE-Filled Hollow Nanoparticles in PFCE. Diffusion
within Nanocapsules. The NMR spin−echo diffusion
attenuation functions measured using the stimulated echo
pulse sequence for PFCE in the sample with the excess PFCE
are shown in Figure 8. Their shapes are found to be markedly
different as compared to those for the sample with DMSO
between the nanocapsules. Primarily, this is related to the fact
that both pools of the PFCE molecules contained in HMSSs
and between the nanocapsules contribute to the total 19F NMR
signal measured. Because the PFCE diffusivities in bulk PFCE
and in HMSSs differ notably, this gives rise to two different
slopes in E(q, td) plotted in the coordinates ln E vs q
2td. Quite
generally, the sole fact of the observation of the two
populations of molecules having different diffusivities reveals
that the molecular exchange between these two pools is slow on
the time scale of the diffusion experiments performed from
several milliseconds to several seconds. Otherwise, only one
single slope corresponding to a single, average diffusivity for all
molecules in the sample should result.37
In the presence of the molecular exchange between two
molecular ensembles with different diffusivities D0 in the PFCE
phase between HMSSs (here we neglect that, in the pore space
formed between the nanocapsules, the diffusivity may slightly
differ from the diffusivity in bulk liquid) and Dn in HMSSs, the
shape of E(q, td) results as the sum






τ τ′ = − − Δ −p p R Rexp{ ( ) }i i i i2, 1, (15)
and the index i refers to different relative populations pi of the
molecules which have different lifetimes in the bulk PFCE
between HMSSs (τb) and in HMSSs (τn) during the diffusion
time td (τb + τn = td).
40,41 The diffusivities Di, in this case,
represent the simple averages Di = td
−1 (D0τb + Dnτn). Note that
generally one also has to take into account the nuclear magnetic
relaxation weighting if the bulk and confined PFCE molecules
have different relaxation properties. This is cared for by eq 15,
in which R2,i and R1,i, the transversal and longitudinal nuclear
magnetic relaxation rates, respectively, also have to be
considered as the average values. Among these different
ensembles i, only two can accurately be analyzed and their
properties can be assessed based on the measured E(q, td).
These two ensembles are the fractions pb and pn of the PFCE
molecules which have never left their initial phases, namely, the
bulk PFCE phase and the nanocapsules interior, respectively.
The solid line in Figure 8a shows eq 2 with the diffusivity D0
of bulk PFCE. Because its slope and the slope of the fast
decaying part in the experimentally measured E(q, td) are very
close (differing only for a small tortuosity factor of the
intercapsule space42), this fast-diffusing component may
evidently be associated with the PFCE molecules never leaving
the intercapsule space during the entire observation times td.
The most interesting component for us is the component with
the slowest diffusivity Dn and with the population pn, which is
associated with the PFCE molecules never leaving the
intracapsule space during td. Its behavior is demonstrated
separately in Figure 8b. The effective diffusivities Dn obtained
by approaching eq 2 to the experimental data at q2td > 5.0 ×
1010 s/m2 are shown in Figure 9a.
As revealed by the data of Figure 9a, for the short diffusion
times up to about 20−30 ms a well-pronounced regime of
completely restricted diffusion is observed. The apparent
restriction size a′, which one obtains following the commonly
used procedure, i.e., by fitting the function a′2/(5td) to the
experimental data as shown in Figure 9a, is a′ = 390 nm. This
value is notably smaller than the analogous size of about 700
nm if DMSO is applied in the intercapsule space (see Figure 5).
This difference results from the different boundary conditions.
Indeed, in the present case, the molecular exchange at the
external boundary is not prohibited. As far as a molecule leaves
its parent HMSS, during the rest of the diffusion time it
Figure 7. (a) Center-of-mass density profiles for HMSSs obtained using random walk simulations. The different curves refer to different relative
average displacements sr shown in the inset occurring during the magnetic field gradient pulses. Reflecting boundary conditions at the external
boundary of the HMSS particles were applied. The parameters used in simulations were as follows: the porosity of the shell ϕsh = 0.5, the diffusivity
Dsh in the shell Dsh = 0.2D0, where D0 is the diffusivity in the core part. The solid line shows eq 10. (b) Relative apparent restriction size a′/Rp
resulting from the data of (a) as a function of sr for HMSSs with the structural parameters shown in the inset. The solid line shows the prediction of
eq 8 calculated for ϕsh = 0.5 and Dsh/D0 = 0.2.
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acquires sufficiently long displacements in the bulk liquid.
Hence, it contributes to the measured E(q, td) with a notably
higher diffusivity. Thus, only molecules which, during the entire
observation time td, never leave their parent HMSS particle
have to be considered. Thus, averaging in eq 1 shall be
performed over only this particular ensemble of molecules. For
spherical geometry, this problem has been addressed by Price et
al. in the SPG approximation.43 It has been shown that the
absorbing boundary condition renders the result notably
different from that given by eq 5. In particular, the diffusion

















For small-q values eq 16 reduces to
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in contrast to Deff = a
2/(5td) relevant for reflecting boundary
case. Correcting for this, one obtains a′ = 480 nm, which is still
notably smaller than a0 ≈ 620 nm.
In line with the analysis performed in the preceding section,
let us analyze how the diffusion effects during the gradient
pulses affect the results of the PFG NMR experiments. This
study as well has been performed using Dynamic Monte Carlo
simulations. The result obtained for a particular set of
geometrical and dynamic parameters is shown Figure 10. In
contrast to the data of Figure 7a and b, in this case the
analogous quantities were obtained considering only the
ensemble of the random walkers which have never left their
parent HMSSs during the observation times. The mean square
width of the distribution function in Figure 10a determines the
initial decay of the diffusion attenuation functions E(q, td)
measured in the experiments via
π
≈ − ⟨ ⟩
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The thus assessed apparent confinement sizes are shown in
Figure 10b as a function of relative mean-squared displace-
ments sr acquired during the gradient pulses. The results
obtained reveal that the diffusion effect due to the finite
duration of the magnetic field gradient pulses is appreciably
stronger for the absorbing boundary case than for the reflective
one. The underlying reason for this is the suppression of the
density distribution modes within the shell due to absorption at
the HMSS boundaries. Thus, due to faster diffusion in the core,
the coarse-graining of the density profiles proceeds more
efficiently.
With the parameters used in the experiments, namely, with
the duration of the magnetic field gradient pulses δ = 1 ms, sr is
found to be about 0.35. With ϕsh = 0.2 and Dsh/D0 = 0.2, the
results of Figure 10b yield the apparent nanocapsule size a ≈
0.37, Rp = 277 nm. The experimentally found value is a′ ≈ 480
nm. Once again, as in the case of DMSO applied as the solvent,
we find that theory predicts notably smaller apparent restriction
sizes as those found in the experiment.
Escape from Nanocapsules. In what follows, we are going
to analyze the release kinetics of the PFCE molecules from
HMSSs, which in our case is quantified by the function pn
obtained from the experimental data of Figure 8. For further
purposes, pn can be decomposed to two parts, pn = f np0n, where
p0n is the relative volume of the intracapsule space and f n is the
survival probability of the molecules in the intracapsule space.
p0n can be estimated by assuming random packing of the
nanocapsules in the sediment and by taking the shell porosity
ϕsh = 0.2. In this way, p0n is found to be ∼0.5 and f n can readily
be found from pn obtained in the experiment. The thus
obtained survival probabilities are shown in Figure 9b.
The analysis of the survival probabilities in this regime can be
based on the solution of the Fick’s diffusion equation with the
appropriate initial and boundary conditions and by taking into
account different porosities and different mass transfer rates
within HMSSs. The solution of this problem is given in the
Appendix. Let us first estimate the longest survival mode
predicted for the diffusion-controlled release of the molecules
Figure 8. (a) Normalized spin−echo diffusion attenuations obtained
for the PFCE-filled nanocapsules in PFCE measured using the
stimulated echo pulse sequences. The duration of δ of the gradient
pulses was 1 ms. The different symbols refer to the different diffusion
times shown in the insets. The solid line shows eq 6 with the diffusivity
of bulk PFCE. (b) Same as (a), but with the enlarged region of high
gradient intensities. The solid lines show the terms in eq 15 with the
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from the nanocapsules. This mode is given by the first term (n
= 1) of eq 34, fs ∝ exp {−t/τ1}, with τ1 = (D0x12)−1. For ϕsh =
0.2 and Dsh/D0 = 0.2, the longest relaxation time τ1 is found to
be τ1 ≈ 5.3 ms. This mode (only the slope given by τ1, the
vertical position is aligned arbitrarily) is shown in the inset of
Figure 9b by the solid line and is in a reasonable agreement
with the experimental data obtained with the shortest diffusion
time td < 5 ms (because only few experimental points are
available in this regime and because of possible nuclear
magnetic relaxation weighting, we did not analyze the weight
of the slowest mode in eq 34). Importantly, the diffusion theory
predicts that the major part of the PFCE molecules should
escape their initial HMSSs already during the shortest diffusion
time of about 3 ms used in the experiment. Quite surprisingly,
however, the data of Figure 9b reveal the existence of much
longer relaxation modes than predicted by the diffusion theory.
At long diffusion times td > 30 ms, the diffusivities Dn in
Figure 9a start to deviate from the td
−1 dependency characteristic
for completely restricted diffusion. For td > 200 ms, the
diffusivities form the well-defined plateau with D∞ ≈ 7.5 ×
10−13 m2/s. One has to note, however, that only less than 1% of
the PFCE molecules contribute to the formation of D∞. The
root-mean-square displacements (2D∞td)
1/2 covered by these
molecules vary from about 0.4 to 1.7 μm for the diffusion times
ranging from 0.1 to 2 s, respectively, where the plateau is
observed. This reveals that this ensemble represents those
molecules, which either never leave their initial HMSSs (this
option is, however, not supported by the diffusion theory) or
migrate between neighboring HMSSs through some contact
points between them without performing any significant
excursion in the intercapsule space. Interestingly, the time-
dependent fraction of such molecules is accurately captured by
a function b/td, where b is a constant. The origin of this
functional dependence remains yet unclear and its clarification
will be the focus of further studies.
Figure 9. (a) Effective diffusivities Dn of the slow-diffusing PFCE molecules as a function of diffusion time measured using the stimulated echo pulse
sequences in the sample where both intra- and extra-capsule spaces contain PFCE. The line shows the best fit of the function a2/(5td) to the
experimental data at short diffusion times with a = 390 nm. The horizontal line shows D = 7.5 × 10−13 m2/s. (b) Survival probabilities f n of the
molecules in the nanocapsules contributing to the formation of Dn in (a) as a function of time td. The solid line shows the function b/td with b = 6.0
× 10−3 approaching the long-time behavior fn. The inset shows the same experimental data, but only for short diffusion times. The line in the inset
shows the function exp(−t/t1) with t1 = 5.3 ms (the vertical position is arbitrary).
Figure 10. (a) Center-of-mass density profiles for HMSSs obtained using random walk simulations. The different curves refer to different relative
average displacements sr indicated in the inset acquired during the magnetic field gradient pulses. Absorbing boundary conditions at the external
boundary of HMSSs were applied. The parameters used for the simulations were as follows: the porosity of the shell ϕsh = 0.5, the diffusivity Dsh in
the shell Dsh = 0.2D0, where D0 is the diffusivity in the core part. (b) Relative apparent restriction size a′/Rp as a function of sr for HMSSs with the
structural parameters shown in the inset.
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■ CONCLUSIONS
We present a detailed study of the diffusion behavior of small
molecules confined in hollow mesoporous silica core−shell
nanoparticles using the pulsed field gradient technique of
NMR. The relatively small sizes of the silica spheres of 1.5 μm
and of the shell thickness of about 300 nm rendered the
experiments and analysis of the results obtained very
challenging. So far, similar investigations with hollow core−
shell particles of a comparable size has been performed only
using the oil-filled polysterene capsules in water solution.26
Although that work has illuminated potentials of PFG NMR for
probing translational dynamics in such small objects and for
interrelating the thus obtained dynamic information with the
structural properties of the core−shell particles, several critical
issues precluding accurate data analyses have been identified.
In this work, by profiting from the availability of HMSSs with
the well-defined geometry of their inner pore space, we have
elaborated on the main ideas proposed in ref 26 to establish
more accurate relationships between the information delivered
by PFG NMR and the structural properties of the porous
core−shell particles. For this purpose, two different types of
diffusion experiments were performed. In the first of them,
completely restricted diffusion of perfluoro-crown-ether within
HMSSs was studied. This condition was ensured by filling the
extra-particle space by dimethyl sulfoxide, which is very poorly
miscible with perfluoro-crown-ether. In the second type of the
experiments, the intraparticle molecules were allowed to freely
exchange with those in the space surrounding the particles.
In contrast to the commonly used models for restricted
diffusion in simple cavities, the theoretical analysis of the
quantities measured using the PFG NMR method were
performed by explicitly taking into account the existence of
the mesoporous shell. In this way, the equation interrelating the
geometric properties of the nanocapsules, including the particle
and the core diameters and the shell porosity, and the time-
dependent diffusivity for the molecules entrapped inside the
HMSS particles was derived. This equation was obtained under
assumptions of (i) short magnetic field gradient pulses, i.e., by
considering no significant diffusion during the application of
the magnetic field gradient pulses, and of (ii) long diffusion
times controlled in the experiments by the separation between
the gradient pulses, corresponding to the molecular displace-
ments comparable with the size of the HSMS particles. Because
of the small size of HMSSs used in this work and the relatively
high diffusivities of the liquid in HMSSs, the latter condition
has always been fulfilled in our experiments. In contrast, as it
has already been pointed out in ref 26, with the currently
available magnetic field gradient strength the former require-
ment of the short gradient pulses could not be satisfied.
To study the effect of diffusion and of the finite gradient
pulse lengths we used random walk simulations. The
simulations were performed for different pulse lengths, shell
porosities, shell thicknesses, and diffusivities in the mesoporous
shell. For the HMSS particles studies, a notable effect of the
gradient pulse length on the spin−echo signal intensity was
established. Interestingly, this finding suggests a potential
option to probe local translational dynamics of the molecules
inside small core−shell particles. Indeed, if for the shortest
diffusion times of about milliseconds accessible by PFG NMR
the regime of completely restricted diffusion is already
established, the mean square displacements measured using
this technique solely reflect the compartment size and do not
bear any information on the molecular mobilities. The PFG
NMR experiments in this case can be performed by varying the
gradient pulse length δ, but keeping the product δg and all
other time parameters of the NMR pulse sequence constant. In
this way, the apparent restriction size probed in the
experiments becomes a function of the local translation
dynamics both in the core and in the shell parts of the porous
core−shell particles.
For the case of completely restricted diffusion within HMSSs,
the analysis of the experimentally measured time-dependent
diffusivities performed by taking account of the diffusion effects
during the gradient pulses revealed the apparent particle sizes
considerably exceeding ones, which were theoretically predicted
on the basis of structural information provided by electron
micrography and gas sorption. Similar findings were also found
for the experiments performed under the occurrence of the
molecular exchange at the external boundary of HMSSs. In this
case, by labeling the molecules by their molecular diffusivities,
namely, by the fast diffusivity in the extra-particle space formed
between HMSSs and by the considerably slower diffusivity
inside HMSSs, the diffusion behavior of the molecules
remaining in HMSSs during the whole observation times
from 3 ms to 2 s was traced. The analysis of the time-dependent
diffusivities as well yielded the nanocapsule sizes larger than
those obtained using electron microscopy. We anticipate that
this behavior may, in particular, be caused by the formation of
the perfluoro-crown-ether containing bridges at the contact
points between HMSSs allowing for an efficient molecular
exchange between them. Thus, some part of molecules may
appear to be confined not in individual HMSSs, but in their
agglomerates. Experimental proof of this hypothesis is a subject
of our future studies.
In addition to the diffusion behavior, the molecular exchange
between intra- and extra-particle pools of molecules was
studied. The analysis of the experimental results, namely, of the
survival probabilities of the molecules in HMSSs, was based on
the solution of two coupled Fick’s diffusion equations with the
initial and boundary conditions relevant for the particular
structure of the hollow core-porous shell particles. By
comparing the theoretical predictions for the diffusion-
controlled release rates with the experimentally obtained
ones, we concluded that, already for the shortest experimental
time of about 3 ms accessible in our experiments, the majority
of the perfluoro-crown-ether molecules initially residing within
HMSSs leave their parent nanocapsules. The release kinetics for
the rest of the molecules, which still reside in the parent
HNSSs, was found to deviate strongly from the predictions of
the diffusion theory. Presumably, the latter may also be caused
by the agglomeration of HMSSs.
■ APPENDIX
The molecular exchange between the molecular ensembles in
HMSSs (see the schematics in Figure 1) and in the medium
surrounding HMSSs was analyzed by solving a set of two
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where uc = rcc and us = rcs, cc, and cs are the concentrations in
the inner core and the outer shell. No surface resistances at the
internal, between the inner core and the mesoporous shell, and
external, between the mesoporous shell and the bulk liquid,
boundaries were assumed. The initial conditions are cc = c0 and
cs = ϕshc0 for t = 0. To provide the concentration continuity and
the flux balance at the interface between the core and shell, the
two conditions have to be fulfilled for all t > 0





























The solution of this problem will be performed in line with
the solutions of similar problems of heat transfer in a composite
sphere using the Laplace transformation method given by
Carslaw and Jag̈er.44 With u ̃ = ∫ 0∞u e−pt dt and introducing new
variables qc
2 = p/D0 and qs
2 = p/Dsh, the Laplace transformation
of eqs 20 and 21 result in the ordinary differential equations
∂ ̃


























The general solutions of these two equations are
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The requirement of a finite concentration in the capsule
center (u ̃c(r = Rc) = 0) demands B1 = 0. By imposing the flux
balance and the concentration continuity requirements, given
by eqs 22 and 23, and the absorbing boundary condition at r =
Rp (ũs(r = Rp) = 0), the Laplace transformed concentrations
become
ϕ̃ = −c c
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To find cc and cs, we use the Laplace Inversion Theorem.
Applied to the second terms of eqs 28 and 29, it gives integrals
whose integrands have simple poles at λ = 0 (giving
contributions of −c0 and −ϕshc0) and at λ = −D0xm2 , where
±xm (m = 1, 2, ···) are the roots of equation
ϕ
− +
+ − + =
D xR xR
D kxR kx R R
( cot( ) 1)
( cot( ( )) 1) 0
c c
sh sh p c
0
0 (33)
together with the common roots of sin(Rcx) = 0 and sin(k(Rp −
Rc)x) = 0. Here, the notion k = (D0/Dsh)
1/2 has been used. For
irrational k(Rp − Rc)/Rp, the latter two equations have no
common roots. In this case, the survival probability (relative
fraction of the total concentration remaining in the nanocapsule












where an are the numerical constants determined by the
residues of eqs 28 and 29 at the poles, a0 = ∑n = 1∞ an−1, and xn





The authors declare no competing financial interest.
■ ACKNOWLEDGMENTS
The authors thank DFG (the German Science Foundation) for
the financial support. Gregor Neusser, Christine Kranz and the
Focused Ion Beam Center UUlm (Insititue of Analytical and
Bioanalytical Chemistry), supported by FEI Company (Eind-
hoven, Netherlands), the German Science Foundation
(INST40/385-F1UG), and the Struktur- und Innovationsfonds
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&Material Membranes
An Untrodden Path: Versatile Fabrication of Self-Supporting
Polymer-Stabilized Percolation Membranes (PSPMs) for Gas
Separation
Sebastian Friebe,*[a] Alexander Mundstock,[a] Daniel Schneider,[b] and Jergen Caro[a]
Abstract: The preparation and scalability of zeolite or
metal organic framework (MOF) membranes remains
a major challenge, and thus prevents the application of
these materials in large-scale gas separation. Additionally,
several zeolite or MOF materials are quite difficult or
nearly impossible to grow as defect-free layers, and re-
quire expensive macroporous ceramic or polymer sup-
ports. Here, we present new self-supporting zeolite and
MOF composite membranes, called Polymer-Stabilized
Percolation Membranes (PSPMs), consisting of a pressed
gas selective percolation network (in our case ZIF-8, NaX
and MIL-140) and a gas-impermeable infiltrated epoxy
resin for cohesion. We demonstrate the performance of
these PSPMs by separating binary mixtures of H2/CO2 and
H2/CH4. We report the brickwork-like architecture featuring
selective percolation pathways and the polymer as a stabi-
lizer, compare the mechanical stability of said membranes
with competing materials, and give an outlook on how
economic these membranes may become.
New nanoporous materials, especially metal-organic frame-
works (MOFs), have gained a lot of interest during the last few
years in gas storage and adsorption for different industry-rele-
vant separation problems.[1] Although there are some pioneer-
ing methods of crystallizing these materials as thin supported-
coatings, such as layer-by-layer deposition, spraying, micro-
wave-assisted synthesis, reactive seeding, or counter-diffu-
sion,[2] their defect-free preparation on suitable ceramic or
polymer supports is still one of the most challenging tasks.[3]
Furthermore, almost all industry-relevant separation processes
use tubular geometries.[4] Consequently, one of the key chal-
lenges of modern membrane science and technology is the
development of new membrane concepts.
For example, Mixed-Matrix Membranes (MMMs) consisting of
a continuous polymer matrix and embedded filler particles
(such as silica, carbon, zeolites, or MOFs), is one of the most
promising solutions to this problem.[5] The resulting composite
material—the MMM—combines all the positive features of
both components, namely the high separation performance of
the filler material,[6] and the mechanical/chemical stability of
the polymer.[7] The reverse side of the coin is that the polymer-
ic matrix often features lower flux and selectivity compared to
separation-active filler materials. Nevertheless, to achieve
a good separation performance, the homogeneous distribution
of the highest possible amount of filler is required for good
gas-separation capabilities of the MMM.[8] As a consequence of
the increased percentage of filler, the MMMs may suffer from
brittleness[9] or unselective pathways.[10] Therefore, MMMs with
filler loadings around 50 % or higher, alongside conserved sep-
aration capabilities, are rather seldom.[11]
In this article, we demonstrate an approach to prepare
a new type of composite membranes with extremely high filler
loadings (+90 vol %), and therefore a permeation performance
that is determined completely by the nanoporous fillers. These
so-called Polymer-Stabilized Percolation Membranes (PSPMs)
consist of a percolation network of a nanoporous component
(zeolite, MOF) obtained by pressing, and a gas-impermeable
polymer in the inter-crystalline space for cohesion. A similar
concept was already applied for the non-selective transport
pathways in nanotube membranes.[12] Typically, the preparation
(see Figure 1) starts with uniaxial pressing of zeolite or MOF
powders into disk-like pellets with 18 mm diameter and varia-
ble heights (from 1 mm up to 1 cm for example). Afterwards,
they are coated with an epoxy resin (EPO-TEK 353ND) and
transferred to a vacuum oven. Under vacuum (2 kPa) and at
medium temperature (40–60 8C) the epoxy resin becomes
more fluidic and infiltrates into the inter-crystalline space. After
hardening at 150 8C, the excess epoxy resin on the two sides is
removed by polishing, thereby opening the percolation paths
for molecules permeating through the pellet. Tubular geome-
tries, such as hollow fibers or capillaries, can be prepared by
drilling holes into the molded cylindrical body (Figures SI1 in
the Supporting Information).
Following this concept, the pressed powders then form
a percolation network, which is stabilized by the epoxy resin in
the inter-crystalline space. A simulated composite of 90 %
spherical filler particles with sizes of roughly 3.5 mm (compara-
ble to NaX) and 10 % epoxy resin is shown in Figure 2. The
composite was simulated with a kinetic Monte Carlo method,
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and is in good agreement with the initial hypothesis (see SI4
for further detailed information).
To clarify, if the used materials for PSPM fabrication re-
mained crystalline after the membrane formation, they were
investigated with X-ray diffraction. The measurements in
Figure 3 indicate that all used materials (ZIF-8, MIL-140, zeoli-
te X) remained stable during the PSPM formation, as well as
the subsequent mechanical (polishing) and chemical stress
(epoxy resin, water), which is crucial for a high separation ca-
pability.
To demonstrate that the powder pellets form a percolation
network, and that the epoxy resin is only located in the inter-
crystalline space for stabilization of the pellet, we investigated
the corresponding PSPMs with scanning electron microscopy
(SEM) and energy-dispersive X-ray spectroscopy (EDXS) (see
Figure 4). By comparing the EDXS images in Figure 4, the per-
colation paths through the PSPMs are clearly visible. In particu-
lar, the NaX-PSPM and ZIF-8-PSPM (c.f. Figure 4 D, F) indicate
a homogeneous percolation network stabilized by epoxy resin
inside the free space.
Consequently, our PSPMs were tested for gas separation per-
formance of binary H2/CO2 and H2/CH4 mixtures (Figure 5). It is
clear from these results that the neat epoxy resin is impermea-
ble for all gases under study. Consequently, the separation per-
formance of the PSPMs is solely a result of the used filler mate-
rial and the quality of the formed percolation network. Before
Figure 1. Schematic representation of the fabrication process of the PSPMs
from the synthesized powders.
Figure 2. Simulated PSPM consisting of 10 % epoxy resin (left, red) and 90 %
separation-active filler with an average particle size of 3.5 mm (right, green).
Figure 3. XRD patterns of the prepared PSPMs, and the neat epoxy resin for
comparison.
Figure 4. SEM/EDXS images of the MIL-140-PSPM (A and B), NaX-PSPM (C
and D) and ZIF-8-PSPM (E and F). Color code: percolation network (green;
electron transitions Zr-Lb/a : 4 p/3 p ! 2 s, Na-Kb/a : 3 p/2 p ! 1 s, Zn-Kb/a : 3 p/
2 p ! 1 s), stabilizing polymer (red). For the corresponding carbon element
maps see Figure SI2-1.
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the permeation studies, the membranes were activated at
150 8C in a N2 stream for 3 hours, thereby removing the re-
maining pore water from the polishing step, as already shown
for other systems.[13] Comparing the three PSPMs, NaX features
the best separation performance, although the pore size is
twice that of MIL-140 and ZIF-8 (NaX&7.0 a, MIL-140&3.2 a,
ZIF-8&3.4 a).[2f, 14a,c] The H2/CH4 separation exhibit a similar pat-
tern to that of the H2/CO2 separation, but with slightly lower
selectivities, which can be attributed to the weaker interaction
of the non-polar CH4 molecule with the porous framework.
Nevertheless, the overall separation performance of all PSPMs
is quite good for both binary mixtures. Moreover, in compari-
son to the permeation results for the corresponding supported
layer membranes (NaX: a(H2/CO2)&9.0; a(H2/CH4)&5.2; ZIF-8:
a(H2/CO2)&6.1; a(H2/CH4)&10.3),[2f, 14a,c] the PSPMs feature simi-
lar mixed gas selectivities (SEMs of the supported NaX and ZIF-
8 layer membranes are given in Figure SI2-2).
Additionally, to compare these results to other state-of-the-
art membranes and the corresponding supported membrane
layers (see Figure SI2-2), we also prepared two Robeson plots.
The Robeson plots display the gas mixture selectivity versus
the permeability (thickness-normalized permeance) of the pre-
ferred gas mixture component.[15] Since the latter parameters
show a trade-off relationship, the mixture selectivity is more or
less limited at a given permeability for polymer materials (Ro-
beson upper boundary).
As a result of this correlation, promising materials for gas
separation should exceed this trend line. Figure 6 shows the
Robeson plots for our PSPMs of each material compared to the
corresponding supported membranes for the H2/CO2 and
H2/CH4 gas mixtures. Although the effective thickness of a com-
posite pellet with an impermeable matrix can be much higher
(porosity and tortuosity), thus greatly underestimating the
actual permeability, we assumed the membrane thickness to
be roughly 100 mm (about one tenth of the pellet thickness).
The mixed gas selectivity performance of all PSPMs is far
above the Robeson upper boundary for the H2/CO2 separation,
showing the potential of this new preparation approach. The
PSPMs are also promising candidates for the H2/CH4 separation.
The plots also show that the selectivity value depends on the
filler used and the resulting quality of the percolation network,
whereas the permeability can be affected by the filler shape
and pore size. Furthermore, if comparing the separation
Figure 5. Mixed gas separation factors a (columns) and and permeances
(symbols) for a binary H2/CO2 and a binary H2/CH4 mixture for all membranes
under study (membranes were activated at 150 8C in N2 stream for 3 hours
beforehand).
Figure 6. Robeson plots for a binary H2/CH4 (left) and a binary H2/CO2 mixture (right), for all membranes under study, data for the supported membranes
were included for comparison.[2f, 14a,c] The permeability values were calculated using an approximate thickness of &100 mm for the separation-active part
within the PSPM composite.
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capabilities of these PSPMs with results for the supported crys-
tallized membranes of the same material, the PSPMs feature
comparable performances.[2f, 14a,c] In addition, they are compati-
ble with other state-of-the-art membranes, such as those re-
ported in ref. [16] . Moreover, the measured data of the NaX-
PSPM were exemplarily compared to simulated values for the
90/10 NaX/epoxy resin model system. The corresponding
values of the separation capabilities are in fair accordance with
the simulated permeation results, which supports the correct-
ness of our values (see Table SI4-1). Slight deviations may
occur due to the fact that the simulation is solely based on dif-
fusion effects and does not consider adsorption of gases at the
membrane surface as well as inside the composite.
Due to the fact that quite a lot of these fillers are commer-
cially available in large-scale from various vendors, the prepara-
tion is even cheaper, since it does not require any layer synthe-
sis. Exemplarily, we demonstrate the price efficiency of two
PSPMs with fillers from common vendors and their crystallized,
supported counterparts (Table SI3-1&2).
Secondly, this preparation method allows for the fabrication
of separation-active layers from materials, which could not be
crystallized as dense supported-membranes up to now. Conse-
quently, it opens up completely new possibilities in terms of
material diversity for membrane based gas separation. This
concept should also be applicable for creating multi-species
membranes by simply pressing versatile materials, ideally with
complementary characteristics, into PSPMs.
Additionally, commercial supported MOF or zeolite mem-
branes oftentimes suffer from mechanical instability, difficult
handling and almost no processability.[3] The PSPMs on the
other hand show mechanical properties surpassing commonly
used ceramic supports, as characterized by measurements with
a piston-on-three-ball device to analyze the breaking force (a-
Al2O3 &45 N, EPO-TEK-353 ND &350 N, MIL-140-PSPM
&180 N). Therefore, these PSPMs are easy to handle and exhib-
it great processability (drilling, cutting, and milling). This is the
third benefit of the new PSPM architecture in comparison to
commonly used approaches.
In conclusion, we have introduced a new versatile process
for the fabrication of self-supporting Polymer-Stabilized Perco-
lation Membranes (PSPMs) for gas separation, and demonstrat-
ed the permeation performance on the binary H2/CO2 and
H2/CH4 mixtures. This new composite architecture does not
only display comparable separation capabilities to commonly
used supported zeolite and MOF layers, but also allows for the
preparation of so-far unknown molecular sieve membranes
that cannot be synthesized as dense layers.
The separation performance of the PSPMs is attributed to
the separation-active percolation network, which is stabilized
by a gas-impermeable epoxy resin in the inter-crystalline
space. Selectivity of our PSPMs is comparable with the selectiv-
ity of pure supported zeolite or MOF membranes. The compar-
ison with the Robeson upper boundary shows that our new
percolation membranes are close to, or even above, the trend
line for state-of-the art membrane materials. Furthermore, this
new process features versatile benefits in comparison to
common methods of membrane fabrication, such as lower
costs, unrivaled mechanical stability, and good processability.
In future work, the preparation process of PSPMs could be
used to manufacture the first multi-component molecular-
sieve membranes consisting of at least two porous materials in
combination with gas-permeable stabilizers (e.g. PBI, Matrimid).
When using a gas transport-active polymer, the abrasion and
polishing steps could be avoided, making this concept even
more economic. Additionally, the fabrication of multi-channel
tubular hollow fibers is also within one’s reach.
Experimental Section
The starting powder materials for the preparation of the PSPMs
were either prepared following procedures reported elsewhere,[13]
or bought from commercial vendors (BasoliteSZ1200 from Sigma–
Aldrich). The epoxy resin (EPO-TEK 353 ND) was also commercially
available (Epoxy Technology Inc.). For the preparation of the pel-
lets, we used a hydraulic press (Enerpac), an oven including
a vacuum pump (Memmert), and a polishing machine Techprep
(Allied High Tech Products). The XRD analysis was performed with
a Bruker D8 Advance, and electron microscopy was carried out
with a Jeol JSM-6700 F equipped with an X-ray detector INCA 300
(Oxford Industries, for further information see SI1).
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Abstract
Diffusion behavior of Brownian particles in confined spaces was studied for the displacements
notably shorter than the confinement size. The confinements, resembling structure of porous solids,
were modeled using a spatially-varying potential field with an infinitely large potential representing
the solid part and zero potential in the void space. Between them, a smooth transient mimicking
the interaction potential of the tracer molecules with the pore walls was applied. The respective
Smoluchowski equation describing diffusion of tracer particles in the thus created force field was
solved under certain approximations allowing for a general analytical solution. The time-depended
diffusion coefficient obtained was found to agree with that obtained earlier using the Fick’s diffusion
equation, but with a different numerical constant. Numerical solution of the Smoluchowski equation
with selected interaction potentials was used to clarify the origin of this discrepancy. The conditions




Diffusion, or Brownian motion of small matter constitutes, is an ubiquitous phenomenon
in nature and often plays a key role in various practical applications. Under equilibrium
conditions and in spatially-homogeneous and isotropic systems, the Green’s function, i.e.
the probability density that a particle displaces by a vector r within a time interval t,
is a well-known Gaussian function [1]. As a consequence, the mean square displacements
(MSD) 〈r2(t)〉 are found to grow linearly with the observation time. This regime is often
referred to in the literature as normal diffusion. In many cases, however, diffusion takes
place in inhomogeneous media, with the most prominent examples being water transport
in biological cells or fluid transport in porous solids. Under these conditions, some part of
the space becomes inaccessible for the diffusing species, causing the process of diffusion to
deviate from the normal patterns on the length scale comparable to a characteristic size ξ
of the structural inhomogeneities. Concerning porous solids, ξ may be regarded to be of the
order of an average pore size. Quite generally, over these particular length and corresponding
to it time scales MSD grow more slowly than in the case of normal diffusion, i.e. 〈r2(t)〉 ∝ tk
with 0 < k < 1 (k may also be a function of time). This regime is commonly referred to as
sub- or anomalous diffusion. For permeable media, with the porosities above the percolation
threshold, the normal diffusion behavior is recovered for displacements notably exceeding ξ
[2, 3]. The time-dependent MSD contains thus essential information about the pore space,
rendering their measurement a powerful tool of structural analysis. The developments of
theoretical models allowing for the extraction of structural information encoded in MSDs
become thus an important task [4, 5]. Better understanding of the structure-dynamics
relationships may further serve as a basis for predicting molecular transport in practical
applications involving porous solids, including oil recovery, water infiltration, and cellular
transport [6].
A major impact on the establishment of the structure-dynamics relationships for fluids
in different classes of porous solids has been provided by the diffusion measurements using
nuclear magnetic resonance (NMR). The pulsed field gradient technique of this method
(PFG NMR) supplies the most direct way to non-perturbatively and non-invasively trace
MSDs [7–9]. It is essentially based on encoding and subsequent decoding of the nuclear
spin positions via their precessional frequencies coming forth in a magnetic field. For this
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purpose, short pulses of the magnetic field gradients are typically used. The two encoding
and decoding pulses are separated by a well-defined time interval t (also referred to as
diffusion or observation time) during which the molecules diffuse. In PFG NMR, the time
t can be varied in a wide range from about one to several thousands of milliseconds. This
allows to cover the most interesting length scale from tens to thousands of nanometers,
which overlaps with the characteristic length scales typical for variety of industrially- and
biologically-relevant heterogeneous media.
The signal intensity S measured using PFG NMR turns out to be a spatial Fourier
transform of the Green’s function. Thus, if the molecules during the time interval t perform
purely stochastic, translational motion, S has a simple, exponential form







where q is the wave number defined by the experimentally-controlled parameters and
S0 is the signal intensity obtained without applying the magnetic field gradients (q = 0).
Alternatively, Eq. (1) may also be considered as a first term in the expansion if the Green’s
function deviates from the Gaussian shape [9].
It is more convenient to define the effective diffusion coefficient De via the Einstein
equation,
De(t) = 〈r2(t)〉/6t, (2)
instead of using the experimentally measured quantity 〈r2(t)〉. For the molecular dis-
placements
√
〈r2(t)〉 << ξ, De coincides with the bulk self-diffusivity D0 of the fluid under
study. In porous materials, however, De is found to decrease with increasing time for the dif-
fusion times t ∼ ξ2/D0. As mentioned earlier, the time dependence results as a consequence
of the reflecting boundary conditions for the molecular fluxes at the pore walls. Hence,
one may expect De to scale as a function of the surface area. In the context of the PFG
NMR diffusion measurements for fluids confined in porous solids, a notable progress in un-
derstanding of the relationships between the structural parameters of porous media and the
time-dependent diffusivities was put forward in Refs. [10–12]. In particular, by considering
the classical Fick’s diffusion equation in a space with the dimension d and with the boundary
condition posing zero gradient of the Green’s function at the pore walls it was shown that,
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for sufficiently short diffusion times, De is indeed determined by the surface-to-pore volume













This result has further been confirmed in a number of the subsequent theoretical works
(see, e.g., [5, 13]). Eq. (3) has provided a convenient route for determining S/Vp for porous
materials with different geometries of their pore spaces by measuring the time-dependent
diffusivity using PFG NMR [14–21]. In turn, these measurements could serve for validation
of the theoretical predictions. However, the data obtained experimentally using PFG NMR
can be affected by the surface relaxivities, which act as a sink for the nuclear magnetization.
Hence the boundary conditions become altered precluding straightforward data analysis.
While Eq. 3 was obtained by solving the diffusion equation with the specific boundary
conditions imposed at the pore walls, an alternative to it approach can be based on the
analysis on the Smoluchowski diffusion equation [22]. The difference between these two ap-
proaches may be traced back to the corresponding Langevin equations. If the Fick’s equation
is obtained by considering only the stochastic noise term in the Langevin equation, the latter
for the Smoluchowski equation contains an additional external force field f(r). The porous
solids can be modeled as composed of two sub-spaces with zero and infinitely large potentials
U(r) with a smooth transition between them described by a certain interaction potential
between the particles and the pore wall. Close to the pore walls the particles experience a
potential change, i.e. they are subject to a force f(r) = −∂U(r)/∂r. Exactly this force field,
which appears in the Smoluchowski equation, replaces effectively the boundary conditions
in the classical diffusion equation approach.
Describing diffusive dynamics of confined fluids by using the Smoluchowski diffusion
equation may be beneficial under conditions of either very tight confinements, such as for
fluids in nanoscale pores of a few nanometers diameter [23], or of spatially-extended confining
potentials, such as for particles trapped in optical traps [24]. In the context of the time-
dependent diffusivities as obtained using PFG NMR, this approach has been partly addressed
in the literature and its potentials have been highlighted [25–28]. In this work, we focused
specifically on the short-time diffusion behavior, as exemplified by Eq. (3) resulting from the
Fick’s diffusion equation. Because with the Smoluchowski diffusion equation the interaction
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of molecules with the solid can be described on a more fundamental level, the main goal
of this work was to analyze the short-time diffusion behavior within this approach. In
particular, we aimed at establishing the conditions under which Eq. (3) can also be obtained
in this way and to compare the approximations needed to be done within the two routes.
THEORETICAL ANALYSIS
In this work, the impact of the solid on the confined molecules was described by means
of an effective potential U(r). Within the solid, which is impermeable for the Brownian
particles, U(r) → ∞, while in the pore space U(r) → 0. At the pore walls, the potential
falls to zero within a surface layer of the thickness a0, which can be of the order of a few
molecular sizes. The transition is considered to be smooth. In addition, only stationary
fields U(r) are considered. This implies that the particle mass is considered to be negligibly
small as compared to the mass of the solid, thus the motion of the latter can be ignored.
The probability density W (r; t) for the molecular displacements, namely the Green’s
function, satisfies the Smoluchowski equation
∂
∂t










W (r; t), (4)
where D0 is the diffusivity in free fluid, f = −∂U(r)/∂r is the force induced by the
interaction potential near the pore walls, k is the Boltzmann constant, and T is temperature.
Because the differential operator on the right hand side of Eq. (4) is not self-adjoint, the
mathematical treatment becomes increasingly complex. To simplify the problem, a new
function Ψ(r, t), which is related to W (r, t) as






can be introduced. With Eq. (5), the Smoluchowski equation Eq. (4) becomes
∂
∂τ









where τ = D0t and Ũ(r) = U(r)/kT .
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where the statistical integral Z is given by
Z =
∫
d3r exp {−U(r)/kT} . (9)
The integration on the right hand side of Eq. (9) yields a straightforward result Z = Vp.
The Boltzmann factor in the integral on the right hand side of Eq. (8) takes into account
the equilibrium distribution of the particles at t = 0. The effective diffusivity De is related
to the MSDs via Eq. (2).































It is interesting to emphasize here that, according to Eq. (10), the initial rate of change
of the diffusivity De is determined by only the molecules which initially were located within
the layer of the thickness a0 close to the pore walls. Otherwise, f(0) = 0 and the integral
in Eq. (10) is zero as well for all times. Thus, because at initial times these particles are
found to be under a continuous action of the force induced by the interaction potential,
one may anticipate that the rate dDe/dt may deviate from the predictions of the classical
diffusion equations, where there are no net forces. On the other hand, the time-dependence
is determined not only by the force acting at initial times, but also by the statistics of the
surface re-visits. In particular, by assuming that the forces act only instantaneously during
the reflection instances (elastic collisions) and by assuming that the re-visits statistics is
described by the Green’s function for a half-space, Eq. (3) has been shown to follow from
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Eq. (11) [28]. Whether this finding is also applicable for arbitrary potential fields will be in
the focus of the subsequent analysis.
By substituting W (r1, r0; t) in Eq. (11) with






























Notably, Ψ(r1, r0; t) satisfies Eq. (7). The formal solution of Eq. (7) is




Ψ(r1, r0; 0), (14)
where the Liouville operator L̂1 is given by










The subscript ’1’ in Eq. (15) implies that the differentiation is performed over the final
position coordinates r1. By noting that W (r1, r0; 0) = δ(r1 − r0), where δ(x) is the Dirac
delta function, Eq. (13) becomes






















δ(r1 − r0). (16)
The major difficulty in evaluating Eq. (16) is imposed by the necessity to calculate the
function


















which cannot be performed for the general case. Let us, therefore, consider an approx-
imation in which the terms containing the potential energy in the operator L̂1 given by
Eq. (15) are neglected. Thus, we assume that L̂1 = ∆1.
Under this condition, W̃ (r1, r0; t) results as the Green’s function for free diffusion, i.e.
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The approximation considered turns out to be reasonable only for sufficiently large pores









In Eq. (19), τ0 is the characteristic time to diffuse through the surface layer with the non-
zero potential and τR is the characteristic time to diffuse over the distances comparable to the
pore size R. Note that the behavior of 〈f(t)f(0)〉 is determined by only the particles which
are found within the surface layer of thickness a0 near the pore walls at t = 0 (anywhere
except this layer f(0) = 0). Thus, the condition given by Eq.19 ensures, on one hand, that
the statistics of the particle trajectories between two successive encounters of the surface
layers is described by Eq. (18). On the other hand, it assures that the surface orientation at
these points, where the particle encounters the surface layer, does not change appreciably.
With Eq. (18), the force-force autocorrelation function simplifies to





























Let us fix r0 and introduce a local coordinate system with the z(r0)-axis being perpendic-
ular and with the x(r0)- and y(r0)-axes being parallel to the closest pore wall, respectively.
We may further assume that the potential U(r) varies only along z(r0), but not along x(r0)
and y(r0). For the condition given by Eq. (19), Eq. (20) can now be integrated over the
coordinates of the final position vector r1 which are parallel to x(r0) and y(r0):





























Note that, under the condition set by Eq. (19), the newly introduced curvilinear coordi-
nate system {x̃i(r0), ỹi(r0), z̃i(r0)} is a function of only the initial position vector r0, but not
of r1. Indeed, as it has been pointed out earlier, the global surface curvature in the short
time approximation is neglected.
The scalar product in the brackets in the integral on the right side hand of Eq. (21)
is non-zero only in the vicinity of the pore walls, i.e. for |z̃i(r0)| < a0 where ∂U(r)/∂r is
non-zero. Hence, due to D0t >> a
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2kT = 1. (23)
Integration over x̃i(r0) and ỹi(r0) yields the total surface area S of the pore walls,
∫
dx̃0(r0)dỹ0(r0) = S. (24)
With Eqs. (9), (23), and (24), 〈f(t)f(0)〉 can now be readily obtained:


















Although the functional form of this expression is compliant with that given by Eq. (3)
obtained earlier using the Fick’s diffusion equation, they differ by a numerical constant in
the term containing
√
D0t. In order to enlighten the origin of this discrepancy, i.e. to
elucidate whether this is caused by the particular approximations used or does represent the
fundamental difference between the two approaches, we solved numerically both the Fick’s
and Smoluchowski equations with the appropriate boundary conditions. The respective
results are presented in the next section.
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FIG. 1: The Green’s functions obtained by numerical solution of the (a) Fick’s and (b) Smolu-
chowski diffusion equation with the reflective boundary conditions at the planes located at z = ±1.
The initial density distribution was δ(z − z0) with z0 = 0. The time instances for which the
solutions are shown are indicated in the inset. The black solid line in (b) shows the interaction
potential used for the calculations.
NUMERICAL ANALYSIS
The numerical analysis was performed for the slit-like geometry of the pore space, i.e.
diffusion occurring between two infinite planes was considered. This reduced the problem to
only one spatial dimension without loss of generality. To solve the Fick’s equation, reflective
10

























































FIG. 2: The same as in Fig. 1, but for z0 = −0.7.
Neumann boundary conditions at the pore walls were applied. The Smoluchowski diffusion
equation was numerically solved using several interaction potentials, which all have shown
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are shown. The parameters used for the Lennard-Jones potential were ǫ = 1/4 and
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FIG. 3: Time derivative of the instantaneous diffusion coefficient Dinst obtained by numerically
solving the Smoluchowski diffusion equation with the interaction potential given by Eq. 27. The
horizontal line shows the theoretical prediction obtained with Eq. 29.
σ = 1/10.
The initial conditions corresponded to the unit densities in the form of the δ-functions
located at certain positions in the pore space. To obtain the solution, a variable-grid implicit
finite difference method was used. Some typical resulting solutions, namely the propagators,
are shown in Figs. 1 and 2. With these propagators, MSDs were obtained as the Boltzmann-
weighted averages over all initial positions.
In order to validate the convergence of the numerical solutions, the limiting cases for
which analytical solutions are known were used. We have considered, in particular, zero-








The time derivative of Dinst is just proportional to the dispersion of the external force
[26]. This can be rationalized by recalling the definition of the force-force autocorrelation
function, Eq. (11). For the one-dimensional case it is found to be
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FIG. 4: Normalized diffusivity resulting as the numerical solutions of the Fick’s (open circles) and
Smoluchowski (filled circles) diffusion equations as a function of the parameter τ . The solid and







The dispersion 〈f 2(z)〉 is readily obtained with Eq. 27 and can be calculated with known
σ and ǫ. As demonstrated by Fig. 3, the results obtained by the numerical solutions of the
Smoluchowski equation and by direct calculation for the potential field given by Eq. 27 are
found to be in excellent agreement, validating thus the accuracy of the numerical solutions.
Finally, the diffusivities obtained for the short diffusion times using the data of Figs. 1
and 2 are shown in Fig. 4 as a function of the dimensionless parameter τ = (S/V )
√
D0t/π,
determining the functional form of Eqs. 3 and 26. Note that, for the one-dimensional
case S/V = 2/L, where L is the separation between the confining planes. In the case of
the confining potential (given, e.g., by Eq. 27) L2 is the dispersion of the mean square
displacements for t → ∞ and can be calculated exactly. As the main conclusion, the
numerical analysis performed shows that the diffusivities obtained within both approaches
are identical and both are described by Eq. 3. This reveals that the analytical result for the
short-time behavior given by Eq. 26 contains incorrect numerical constant resulting from
the approximations used upon the derivations.
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DISCUSSION
The short-time diffusion behavior, as given by Eq. (3), was derived by Mitra et al. by
solving the Fick’s diffusion equation [10]. The existence of the impermeable pore walls
was accounted for by considering reflective boundary conditions at the pore walls, i.e.
∂W (r; t)/∂rn=0. In contrast, this work treats the confinements on a more fundamental
level by introducing an interaction forces between the particles and solid. Under this con-
dition, namely in the presence of an external, spatially-varying force field, the problem is
described by the Smoluchowski diffusion equation [1]. The penalty for using this way of
modeling the confinements is the complexity of the Smoluchowski equation, which cannot
be solved generally for an arbitrary potential field. Hence, the analysis shall be based on
certain approximations.
As such an approximation, we derived the short-time diffusion behavior by neglecting all
potential-dependent terms in the Liouville operator given by Eq. (15). The result obtained
in this way may be considered as a rigorous upper-bond solution for the numerical constant
in the term containing
√
D0t in Eq. (26). This can be shown by taking into account the
terms in the operator L̂1 given by Eq. (15), which were neglected upon the derivation of























is always negative. This means that the amplitude of the Green’s function, as given
by Eq. (17), decreases with increasing time faster as compared to the truncated Green’s
function given by Eq. (18). The faster the Green’s function attenuates, the higher is the
effective diffusivity. The latter implies a lower numerical constant in Eq. (26).
It is interesting to note that the difference between the numerical pre-factors in Eqs. 3 and
26 is exactly the factor 2. An analogous difference has already been noted in similar contexts
[29–32]. In particular, it resulted (i) when the effect of the sharp, adsorbing boundaries on
diffusion was modeled by the method of images [32] or (ii) when a statistical mechanics
derivation of a hydrodynamic boundary condition for the diffusion equation was obtained
[31]. In the latter case, the omission of the higher-order density projections terms also
led to a two-fold underestimate of a respective coefficient [30]. In a similar manner, the
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truncation of the Liouville operator in our case left it with only the term resulting in the
propagator for free diffusion, Eq. (18). Under this approximation, the inward net flux
due to the confining potential turns out to be as twice as large than that obtained with the
impermeable boundaries. Thus, one may expect that accounting for the two neglected terms
in the square brackets of Eq. 15 should diminish the flux correspondingly and to result in
Eq. (3).
In this respect, it is instructive to see under which conditions Eq. (3) can be obtained
from the Smoluchowski equation. This can be done phenomenologically. Because we are
concerned with the time intervals satisfying Eq. (19), the Brownian particles can displace
by the distances
√
D0t much smaller than the typical curvature R of the pore walls (near-
field approximation). Hence, diffusion parallel to the pore walls remains unaltered by the
presence of the solid matrix and is described by the Green’s function for free diffusion. In
this case, the integration over the x̃1(r0) and ỹ1(r0) in Eq. (20) can be performed. On the
other hand, the times considered are much longer than the typical times τ0 ≈ a20/D0, which
the particles spend within the surface layers where they interact with the pore walls. This
means that, during these time intervals, thermodynamic equilibrium is established. With
this assumption, the functional form of the Green’s function in the direction collinear with
z̃1(r0) can reasonably be approached by the Green’s function obtained for free diffusion in


















With Eqs. (31) and (11), Eq. (3) is readily obtained.
The condition expressed by Eq. (19) is, thus, an important prerequisite for the estab-
lishment of the short-time diffusion regime described by Eq. (3). In the opposite case, i.e.
with the displacements being shorter than or of the order of a0, the simple ansatz given
by Eq. (31) is not validated. In this case, notably different functional forms for De may
be expected. Indeed, the flux reflected due to the confining potential determines the rate
of change of De. Under continuous action of the external force, the net flux will not scale
anymore with
√
D0t, which is the property of the purely diffusive dynamics, but will be
determined by the force field. The most illustrative example for this scenario may be pro-
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vided by considering an one-dimensional harmonic potential U(x) = fx2/2. The analytical
solution for the Green’s function for this potential is well known [22] and the short-time












This finding demonstrates the effect of the absence of the diffusive randomization, leading
to a totally different short-time asymptotic.
CONCLUSIONS
Diffusion behavior of fluids in porous solids can be described by considering the confining
potential induced by the pore walls on the tracer particles. This interaction potential re-
sults in an additional force exerted on the Brownian particles close to the pore walls within
a surface layer of the thickness a0. Thus, due the occurrence of the external force field
one may expect some deviations from the diffusion behavior predicted for non-interacting
particles near impermeable walls for short diffusion times. In this work, this problem was
addressed using the respective Smoluchowski diffusion equation with the force field created
by the porous solid. Only the short-time diffusion behavior, namely when the particle dis-
placements were notably longer than a0, but still were substantially short to neglect by the
curvature of the pore walls, was analyzed. A general solution for the time-dependent diffu-
sivity was derived, which, however, was obtained under certain approximations. Otherwise,
the problem appears to be intractably complex. The thus obtained solution, Eq. 26, was
found to differ by a numerical constant from that obtained by solving the classical diffusion
equation with reflective boundary conditions applied at the pore walls. Numerical solution of
the Smoluchowski equation with selected interaction potentials allowed to identify the origin
of this discrepancy, which was shown to result as a consequence of the assumptions made.
It was argued that the results obtained within these two approaches should merge if, dur-
ing the time intervals considered, thermodynamic equilibrium is established. The findings
presented in this work may be of relevance for a broad class diffusion problems occurring in
the presence of spatially-varying potential fields, such as ion diffusion near charged objects,
diffusion of colloids in optical traps and viscoelastic media.
16
ACKNOWLEDGEMENTS
The work is supported by the German Science Foundation (DFG). We thank Klaus Kroy,
University of Leipzig, for the fruitful discussions.
References
[1] D. T. Gillespie, E. Seitaridou, Simple Brownian Diffusion: An Introduction to the Standard
Theoretical Models, Oxford University Press, Oxford, UK, 2012.
[2] J. P. Bouchaud, A. Georges, Anomalous diffusion in disordered media - statistical mechanisms,
models and physical applications, Phys. Rep. 195 (4-5) (1990) 127–293.
[3] A. Bunde, S. Havlin, Fractals and Disordered Systems, 2nd Edition, Springer-Verlag, Berlin,
Heidelberg, New York, 1996.
[4] M. Kac, Can one hear shape of a drum, American Mathematical Monthly 73 (4P2) (1966) 1.
[5] D. S. Grebenkov, Nmr survey of reflected brownian motion, Rev. Mod. Phys. 79 (3) (2007)
1077–1137.
[6] E. L. Cussler, Diffusion: Mass Transfer in Fluid Systems, 3rd Edition, Cambridge University
Press, Cambridge, 2009.
[7] R. Kimmich, NMR: tomography, diffusometry, relaxometry, Springer-Verlag, Berlin Heidel-
berg, 1997.
[8] W. S. Price, NMR Studies of Translational Motion, University Press, Cambridge, 2009.
[9] P. T. Callaghan, Translational Dynamics and Magnetic Resonance, Oxford University Press,
New York, 2011.
[10] P. P. Mitra, P. N. Sen, L. M. Schwartz, P. Ledoussal, Diffusion propagator as a probe of the
structure of porous-media, Phys. Rev. Lett. 68 (24) (1992) 3555–3558.
[11] P. P. Mitra, P. N. Sen, L. M. Schwartz, Short-time behavior of the diffusion-coefficient as a
geometrical probe of porous-media, Phys. Rev. B 47 (14) (1993) 8565–8574.
[12] L. L. Latour, P. P. Mitra, R. L. Kleinberg, C. H. Sotak, Time-dependent diffusion-coefficient
of fluids in porous-media as a probe of surface-to-volume ratio, J. Magn. Reson. A 101 (3)
17
(1993) 342–346.
[13] D. S. Novikov, E. Fieremans, J. H. Jensen, J. A. Helpern, Random walks with barriers, Nat.
Phys. 7 (6) (2011) 508–514.
[14] M. D. Hurlimann, K. G. Helmer, L. L. Latour, C. H. Sotak, Restricted diffusion in sedimentary-
rocks - determination of surface-area-to-volume ratio and surface relaxivity, J. Magn. Reson.
A 111 (2) (1994) 169–178.
[15] G. H. Sorland, Short-time pfgste diffusion measurements, J. Magn. Reson. 126 (1) (1997)
146–148.
[16] L. Gjerdaker, G. H. Sorland, D. W. Aksnes, Application of the short diffusion time model
to diffusion measurements by nmr in microporous crystallites, Microporous Mesoporous Mat.
32 (3) (1999) 305–310.
[17] M. L. Johns, L. F. Gladden, Surface-to-volume ratio of ganglia trapped in small-pore sys-
tems determined by pulsed-field gradient nuclear magnetic resonance, J. Colloid Interface Sci.
238 (1) (2001) 96–104.
[18] J. P. Butler, R. W. Mair, D. Hoffmann, M. I. Hrovat, R. A. Rogers, G. P. Topulos, R. L.
Walsworth, S. Patz, Measuring surface-area-to-volume ratios in soft porous materials using
laser-polarized xenon interphase exchange nuclear magnetic resonance, J. Phys.-Condes. Mat-
ter 14 (13) (2002) L297–L304.
[19] K. Szutkowski, J. Klinowski, S. Jurga, Nmr studies of restricted diffusion in lyotropic systems,
Solid State Nucl. Magn. Reson. 22 (2-3) (2002) 394–408.
[20] G. W. Miller, M. Carl, J. F. Mata, G. D. Cates, J. P. Mugler, Simulations of short-time
diffusivity in lung airspaces and implications for s/v measurements using hyperpolarized-gas
mri, IEEE Trans. Med. Imaging 26 (11) (2007) 1456–1463.
[21] M. Bogdan, A. Parnau, C. Badea, I. Ardelean, Time-dependent diffusion studies on miglyol
molecules confined in permeable polymeric capsules, Appl. Magn. Reson. 34 (1-2) (2008) 63–
69.
[22] M. Doi, S. Edwards, The Theory of Polymer Dynamics, Oxford University Press, Oxford,
1986.
[23] X. Feng, W. H. Thompson, Smoluchowski equation description of solute diffusion dynamics
and time-dependent fluorescence in nanoconfined solvents, J. Phys. Chem. C 111 (49) (2007)
18060–18072.
18
[24] G. Volpe, G. Volpe, Simulation of a brownian particle in an optical trap, American Journal
of Physics 81 (3) (2013) 224–230.
[25] D. B. Chang, R. L. Cooper, A. C. Young, C. J. Martin, B. Ancker-Johnson, Restricted diffusion
in biophysical systems: Theory, J. Theor. Biol. 50 (2) (1975) 285–308.
[26] N. F. Fatkullin, Contribution to the theory of diffusion attenuation of spin-echo signals in
media with random obstacles, J. Exp. Theor. Phys. 98 (6) (1990) 2030–2037.
[27] A. I. Maklakov, N. F. Fatkullin, N. K. Dvoyashkin, Stimulated spin-echo study for self-diffusion
of liquid molecules in random obstacle media, J. Exp. Theor. Phys. 101 (3) (1992) 901–912.
[28] R. Valiullin, V. Skirda, Time dependent self-diffusion coefficient of molecules in porous media,
J. Chem. Phys. 114 (1) (2001) 452–458.
[29] A. Buonocore, A. G. Nobile, L. M. Ricciardi, A new integral-equation for the evaluation of
1st-passage-time probability densities, Advances in Applied Probability 19 (4) (1987) 784–800.
[30] J. Schofield, I. Oppenheim, Mode-coupling and tagged particle correlation-functions - the
stokes-einstein law, Physica A 187 (1-2) (1992) 210–242.
[31] M. Fuchs, K. Kroy, Statistical mechanics derivation of hydrodynamic boundary conditions:
the diffusion equation, J. Phys.-Condes. Matter 14 (40) (2002) 9223–9235.
[32] S. Sturm, J. T. Bullerjahn, K. Kroy, Intramolecular relaxation in dynamic force spectroscopy,
Eur Phys J-Spec Top 223 (14) (2014) 3129–3144.
19
Bibliography
[1] M. E. Davis. “Ordered porous materials for emerging applications”. In: Nature
417.6891 (2002), pp. 813–821. doi: 10.1038/nature00785.
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During our collaboration with P. A. Monson, I used the Nvidia CUDA and the OpenMP
APIs to implement the static and dynamic mean field theory as well as grand canonical
and kinetic Monte Carlo simulations for lattice gas models for parallel computation
on a specifically purchased GPU server. This enabled to study the sorption in large
three-dimensional porous model systems hardly investigated before. Initially, however,
simple ordered channel-like geometries were considered. In Pub. 2.1, I studied the filling
dynamics of closed end nanocapillaries, finding two distinct mechanisms of capillary
uptake depending on the rate of mass transfer and thermal fluctuations. One of the
mechanisms was shown to be reminiscent to the classical Stefan problem. Next, in Pub.
2.2, I applied the mean field theory and Monte Carlo simulations to study network effects
on the dynamics of capillary condensation and evaporation in long ordered channels with
recurring features. Increasing the complexity of the considered pore spaces, during long
discussions, R. Valiullin and I developed a novel consistent statistical theory for phase
transitions in disordered porous solids, where I contributed mathematical modeling as
well as large-scale Monte Carlo and statistical simulations, resulting in Pub. 2.3.
Next to the adsorption studies and as part of a large consortium of research groups
and companies in the frame of the European Union 7th Framework M4CO2 project,
I started working on modeling molecular transport in composite porous materials. In
collaboration with J. Kärger and R. Valiullin, I developed a discrete kinetic Monte Carlo
approach to simulate molecular diffusion in biporous solids with modifiable coarsening
of the pore structure and the molecular motion. Implementation of the approach for
parallel computation on GPUs enabled to study large composite structures up to 100
microns. In Pub. 3.1, I used this computational model to prove the presented theory
quantifying the mass transfer modification by mesoporous transport pores embedded in
microporous materials. Then, I employed the developed approach to elucidate the effects
of different types of pore hierarchies on mass transport in micro-mesoporous solids, de-
veloped a classification of biporous materials based on their pore hierarchy, and proposed
an approach to quantify the molecular exchange rates between the different porosities by
comparison of transport diffusion and self-diffusion, all presented in Pub. 3.2. For Pub.
3.3, I used the statistical simulations to mimic PFG-NMR measurements with hollow
core-shell nanoparticles in order to gain insight into the diffusion processes leading to the
experimental results and to show that structural information of the nanoparticles can be
derived from the time-dependent molecular intraparticle self-diffusion. Then, I applied
the kinetic Monte Carlo approach to mixed matrix membranes with embedded metal
organic framework filler particles to study the relationship of filler shape and orientation
versus permeation and separation performance. Exemplarily, in Pub. 3.4 this was used
to support results obtained from permeation experiments for a newly developed com-
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posite membrane. Next to the statistical modeling, I implemented numerical solvers for
Fick’s and Smoluchowski diffusion equations to back up analytical solutions addressing
the short-time diffusion of Brownian particles in confining potentials, shown in Pub. 3.5.
Besides my main contributions providing scientific modeling and implementation of
existing models to generate exploitable results, I was always involved in scientific dis-
cussion, decision making, and dissemination.
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