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Your memory is a monster; you forget - it doesn't. It simply files 
things away. It keeps things for you, or hides things from you - and 
summons them to your recall with will of its own. You think you 
have a memory; but it has you! 





Diploide Saccharomyces cerevisiae Zellen können widerstandsfähige Sporen bilden, um 
Mangelbedingungen zu überdauern. Sporulation bezeichnet eine Zelldifferenzierung, bei der 
meiotische Teilungen und Sporenbildung verknüpft sind. Eingeleitet wird die 
Sporenbildung beim Übergang in Meiose II an den Spindelpolkörpern, den 
Zentrosomenäquivalenten der Hefe. Eingebettet in die Kernmembran werden diese während 
der Meiose zweimal durch einen vorwiegend konservativen Mechanismus verdoppelt. 
Daraus resultieren drei Generationen von Spindelpolkörpern in Meiose II: Der erste stammt 
aus dem vorangegangenen Zellzyklus, der zweite wird während der meiotischen Prophase 
gebildet und die beiden Spindelpolkörper der dritten Generation entstehen vor Eintritt in 
die zweite meiotische Teilung. Zu Beginn der Meiose II formen sich an den 
zytoplasmatischen Plaques der Spindelpolkörper die sogenannten meiotischen Platten. 
Diese ermöglichen die Bildung der Prosporenmembranen, welche um die Ausstülpungen 
des Kerns herum wachsen und sich nach Zusammenbruch der Meiose II-Spindeln schließen. 
Die Sporenwand wird anschließend im Lumen der entstandenen Doppelmembran 
aufgebaut. Zuletzt kollabiert die Mutterzelle um die Sporen und formt den Ascus. Hefezellen 
sind in der Lage entsprechend der Nahrungsbedingungen Asci mit weniger als vier Sporen 
zu bilden indem sie weniger Proteine der meiotischen Platten produzieren. Ermöglicht wird 
diese Regulation durch die Polarität der Meiose II-Spindeln, durch welche meiotische 
Platten bevorzugt an den jüngeren Spindelpolkörpern geformt werden. Dieser Prozess stellt 
sicher, dass Asci mit nur zwei Sporen keine Schwesterchromatiden enthalten und trägt 
damit entscheidend zur Aufrechterhaltung der genetischen Vielfalt und Überlebensfähigkeit 
einer Population bei. Dennoch ist wenig über den zugrundeliegenden Mechanismus 
bekannt. 
In dieser Arbeit habe ich verschiedene synthetische Methoden entwickelt, um den Einfluss 
des „Mitotic Exit Networks“ (MEN) auf meiotische Spindelpolarität und Sporenzahlkontrolle 
zu erforschen. Das MEN ist ein konservierter Signaltransduktionsweg, der essentielle 
Funktionen während des vegetativen Wachstums erfüllt indem er die Aufteilung des 
Genoms mit der Zytokinese koordiniert. Außerdem kontrolliert er die Ausbildung der 
mitotischen Spindelpolarität während der Metaphase. Die Funktionen des MEN in der 
Meiose sind weitgehend unbekannt, da es an verlässlichen Methoden zur Herstellung von 
sporulationsspezifischen Mutanten mangelte, die nötig gewesen wären, um die für den 
Zellzyklus essentiellen Komponenten des MEN zu untersuchen. Zur Lösung dieses Problems 
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habe ich zwei verschiedene Ansätze zur Kontrolle der Proteinmengen durch konditionale 
Degradationssequenzen (Degrons) gewählt. Erstens wurde ein photosensitives Degron 
etabliert, welches auf der Fusion eines synthetischen C-terminalen Degrons an die LOV2 
Photosensor-Domäne des Phototropin 1 aus Arabidopsis thaliana basiert. Im Dunkeln ist das 
Degron maskiert während konformationelle Änderungen der LOV2-Domäne unter Blaulicht 
zur Aktivierung des Degrons und Abbau des markierten Zielproteins führen. Zweitens 
wurde ein bestehendes System zur Protein-Destabilisierung weiterentwickelt, welches die 
Tabak-Ätz-Virus-Protease verwendet, um ein geschütztes Degron zu aktivieren. In 
vorangegangenen Arbeiten ermöglichte die Regulation der Biosynthese dieser Protease 
durch einen meiosespezifischen Promotor die Aufklärung von Proteinfunktionen während 
der Sporulation. Zur Entwicklung eines effizienteren Systems habe ich zwei parallele 
Strategien verfolgt: Durch gerichtete Evolution wurde eine Variante der Protease erzeugt, 
welche durch eine verringerte Substratspezifität die Verwendung potenterer Degrons 
zulässt. Davon unabhängig habe ich eine meiosespezifische Deaktivierung der 
Zielgenexpression kombiniert mit einer Steigerung der Proteaseproduktion während der 
Sporulation. 
Dieser Ansatz konnte erfolgreich genutzt werden, um meiosespezifische Mutanten aller 
wesentlichen Komponenten des MEN zu erzeugen. So konnte gezeigt werden, dass dieser 
Signalweg die altersabhängige Entscheidung beeinflusst, an welchen Spindelpolkörpern 
meiotische Platten gebildet werden. Außerdem fand ich eine funktionelle Diversifizierung 
der MEN Komponenten während der Sporulation. Die vorgelagerte Kinase Cdc15 trägt zur 
Regulation der Anzahl von meiotischen Platten und der Schließung der 
Prosporenmembranen bei. Für die Spindelpolkörper-Auswahl zu Beginn der Meiose II sind 
sowohl Cdc15 als auch die nachgelagerten Komplexe aus Dbf2 bzw. Dbf20 und Mob1 
notwendig. Nach den meiotischen Teilungen werden diese Komplexe für den Aufbau der 
Sporenwände und damit eine zuverlässige Weitergabe der haploiden Genome benötigt. 
Zusammengefasst zeigen diese Ergebnisse eine entwicklungsspezifische Plastizität des MEN: 
Das Signalnetzwerk wird nicht für das Durchlaufen der meiotischen Teilungen benötigt, 
verschiedene Komponenten wirken aber während bestimmter Schritte in der Sporenbildung 





Diploid cells of Saccharomyces cerevisiae can form stable spores to ensure survival under 
poor nutritional conditions. Sporulation is a coupled developmental program of meiotic 
divisions and spore formation. The latter process is initiated at onset of meiosis II at the 
spindle pole bodies (SPBs), the yeast centrosome equivalents. The SPBs are embedded in the 
nuclear envelope and duplicate twice during meiosis in a mostly conservative fashion. Thus, 
three generations of SPBs are present in meiosis II. The first SPB inherited from mitosis, the 
second formed in meiotic pro-phase and the two youngest SPBs generated prior to meiosis 
II. At the onset of meiosis II the cytoplasmic faces of the SPBs are modified by meiotic 
plaques. They serve as nucleation platform for the prospore membranes, which grow 
around the nuclear lobes and close after meiosis II spindle breakdown. The spore wall is 
then formed in the lumen of the double-layered prospore membrane. Finally, the former 
mother cell collapses and forms the spore-containing ascus. Cells are able to adjust the 
spore numbers according to the available nutrients by reducing meiotic plaque protein 
levels to generate asci with less than four spores. This regulation is facilitated by meiosis II 
spindle polarity, which directs meiotic plaque formation towards the younger SPBs. Yet, the 
underlying mechanisms are poorly understood, although this process significantly 
contributes to preservation of genetic variability and population fitness by ensuring 
encapsulation of non-sister chromosomes in asci with only two spores.  
Here, I developed different synthetic tools to study the role of the mitotic exit network 
(MEN) in meiotic spindle polarity and spore number control of S. cerevisiae. The MEN is a 
conserved signaling cascade essential for vegetative growth. It coordinates mitotic exit with 
genome segregation and cytokinesis and establishes mitotic spindly polarity in metaphase. 
However, the meiotic functions of this network are mainly unknown due to the lack of 
reliable methods for creation of meiosis-specific mutants of the mainly essential proteins of 
the MEN. To overcome this obstacle, I pursued two different approaches to control the 
abundance of a protein with sequences inducing conditional degradation (degrons). 1. I 
established a photo-sensitive degron module which combines the LOV2 photoreceptor 
domain of Arabidopsis thaliana phototropin 1 attached to a synthetic C-terminal degron. In 
the dark, this degron is sterically inaccessible. Upon blue-light illumination, structural 
rearrangements of the LOV2 domain lead to activation of the degron and degradation of the 
target protein it is fused to. 2. I improved an established system for protein destabilization, 
which employs tobacco etch virus (TEV) protease to activate a cryptic degron. Control of 
protease production by a meiosis-specific promoter has been used previously to study 
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protein functions during sporulation. To develop a more efficient system, I followed two 
strategies in parallel: by directed evolution, I created a TEV protease variant with a higher 
substrate tolerance, allowing usage of stronger degrons. Independently, I combined 
transcriptional shut-off of the target gene upon initiation of meiosis with elevated protease 
levels during sporulation. 
The latter approach was used successfully to create meiosis-specific mutants of all core 
MEN components. I could demonstrate a role of the MEN in age-based selection of SPBs for 
meiotic plaque modification. Moreover, I found functional diversification of MEN 
components during sporulation. The upstream kinase Cdc15 is involved in regulation of 
meiotic plaque numbers and prospore membrane closure, while Cdc15 and the downstream 
kinase complexes consisting of Dbf2/20-Mob1 are all necessary for SPB selection at the 
onset of meiosis II. After the meiotic divisions, efficient genome inheritance requires 
Dbf2/20-Mob1 during subsequent spore wall formation. Together, these data reveal a 
developmental-specific plasticity of the signaling network. In contrast to mitosis, execution 
of meiosis does not require the MEN but faithful genome inheritance requires concerted 
action of different MEN components at distinct steps of spore formation.  
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1.1 Polarity in Asymmetric Cell Divisions 
Polarity, a situation of biased, directed asymmetry, is fundamental process in cell biology. 
The establishment and maintenance of cell polarity is pivotal for many forms of cell 
differentiation and is most obvious in asymmetric cell division (Macara & Mili, 2008; Li, 
2013; Roubinet & Cabernard, 2014). A well-studied prokaryotic example is the bacterium 
Caulobacter crescentus which divides into a surface-bound, stalked cell and one free-
swimming swarmer cell relying on polar distribution of cell fate determinants (Tsokos & 
Laub, 2012). In higher eukaryotes, best-studied examples of cell polarity and asymmetric cell 
division are embryonic development and stem cell division. In the Caenorhabditis elegans 
zygote, symmetry is broken by the paternally introduced centrosome. This leads to 
polarization of different factors, the par (partitioning phenotype) proteins and the small 
GTPase Cdc42, along an anterior-posterior cell axis (Goldstein & Hird, 1996; Wallenfang & 
Seydoux, 2000; Gotta et al, 2001; Munro et al, 2004; Bienkowska & Cowan, 2012). 
Polarization is a prerequisite for the following oriented, asymmetric zygotic divisions and 
thus leads finally to formation of different cell lineages and tissues during animal 
development (Rose & Gönczy, 2014). Homologous factors have been shown to be critical for 
cell polarity establishment in many different organisms, not only during asymmetric cell 
division but also in neuronal polarity, tissue proliferation and cell motility (Goldstein & 
Macara, 2007). 
To study the fundamental principles of cell polarity, the unicellular yeast S. cerevisiae has 
proven as a useful model system (Bi & Park, 2012). It is highly accessible to genetic 
manipulations, easy to cultivate and many well-established techniques and tools are 
available complemented by a large number of knowledge resources (Mager & Winderickx, 
2005; Duina et al, 2014). S. cerevisiae cells divide asymmetrically by budding and spindle 
position has to be coordinated with the polarity axis of the cell and with cytokinesis to 
ensure proper genome segregation. Spindle orientation depends on the yeast centrosome 
equivalents, the spindle pole bodies (SPB). These are multi-layered, macromolecular 
structures embedded in the nuclear envelope by the central plaque. An inner plaque 
organizes nuclear microtubules and an outer plaque organizes cytoplasmic microtubules 
(Bullitt et al, 1997; Wigge et al, 1998; O’Toole et al, 1999; Adams & Kilmartin, 1999). This 
outer plaque is linked to the central plaque via the coiled-coil protein Cnm67 and contains 
Nud1, Spc72 and the γ-tubulin complex of Spc97, Spc98 and Tub4 (Knop & Schiebel, 1998; 
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Elliott et al, 1999; Schaerer et al, 2001). SPBs duplicate in a mostly conservative way in 
prophase, resulting in one SPB composed of mainly old and the other composed of mainly 
new material (Adams & Kilmartin, 1999; Menendez-Benito et al, 2013). The new SPB is 
inherited by the mother cell, while the old one is segregated to the bud. Differential SPB 
inheritance depends on Kar9, which exploits spindle polarity in early metaphase and orients 
the old SPB towards the bud. Establishment of mitotic spindle polarity is achieved by the 
interplay between initial symmetry breaking caused by Kar9 sumoylation, Cdk1-Clb4 
phosphorylation of Kar9 and intrinsic differences between the old and the new SPB in astral 
microtubule organization. Cdk1-Clb5 and spindle assembly checkpoint-dependent direct 
phosphorylation of Kar9 by the mitotic exit network complex Dbf2-Mob1 stimulates its 
localization to the old SPB (Leisner et al, 2008; Hotz et al, 2012a, 2012b; Hüls et al, 2012; 
Juanes et al, 2013). Kar9 then mediates interaction of astral microtubules with polarized 
actin filaments, resulting in orientation of this SPB towards the bud neck where the 
microtubule plus ends are transferred to Bud6 (Yin et al, 2000; Beach et al, 2000; Liakopoulos 
et al, 2003; Hwang et al, 2003). Subsequently, a second, dynein-dependent mechanism 
translocates the old SPB into the bud (Adames & Cooper, 2000; Heil-Chapdelaine et al, 2000; 
Lee et al, 2003; Carvalho et al, 2004). 
In anaphase, the spindle position checkpoint (SPOC) is a surveillance mechanism, which 
integrates the signals of mitotic progression with SPB position and inhibits mitotic exit and 
cytokinesis until the daughter cell has received its genetic material (Piatti et al, 2006; 
Scarfone & Piatti, 2015). This is accomplished by inhibition of the mitotic exit network 
(MEN) until passage of one SPB into the bud (Figure 1; Falk et al, 2016). As long as both 
SPBs reside in the mother cell, the upstream MEN GTPase Tem1 is inhibited by its GAP 
(GTPase activating protein)-complex Bfa1-Bub2 (Geymonat et al, 2002; Fraschini et al, 2006; 
Caydasi et al, 2012). This complex is held active by the mother cell-specific SPOC kinase 
Kin4, which prevents inhibitory phosphorylation of the complex by the polo-like kinase 
Cdc5 (Pereira & Schiebel, 2005; Gryaznova et al, 2016). Once one SPB enters the bud, Kin4 is 
inhibited by bud-specific Lte1 and Cdc5 inactivates Bfa1-Bub2 (Bertazzi et al, 2011). GTP-
bound Tem1 and Cdc5 then recruit the Ste20-like kinase Cdc15 to the MEN scaffold protein 
Nud1 at the SPB outer plaque. Subsequently, Cdc15 recruits and activates a complex of the 
NDR kinase Dbf2 and its coactivator Mob1 (Asakawa et al, 2001; Visintin & Amon, 2001; 
Mohl et al, 2009; Valerio-Santiago & Monje-Casas, 2011; Rock & Amon, 2011; Falk et al, 
2016). Dbf2 has a less intensively studied but partially functional redundant paralog, Dbf20 
(Toyn et al, 1991). Activation of the Dbf2/20-Mob complexes leads to release of the 
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phosphatase Cdc14 from the nucleolus where it is kept inactive during the rest of the cell-
cycle by Net1. Cdc14 then counteracts Cdk1 and thereby allows the cell to exit mitosis, 
initiate cytokinesis and reenter G1 phase (Visintin et al, 1998, 1999; Mohl et al, 2009). 
Figure 1: Coordination of mitotic exit with spindle position by the MEN. The upper part depicts the 
Kin4-dependent inhibitory (red) and Lte1-dependent activating (green) zones of MEN signaling in early and 
late anaphase. SPBs are shown in blue. The lower part shows SPOC and MEN signaling before and after entry 
of one SPB into the bud. See text for details. 
Beside release of Cdc14, the MEN has additional roles during the cell cycle in directing Kar9 
localization towards the old SPB in early metaphase and after mitotic exit, the MEN kinases 
localize to the bud neck and regulate proteins required for cytokinesis like Chs2, Cyk3, Hof1 
and Inn1 (Meitinger et al, 2010, 2013; Hotz et al, 2012a; Oh et al, 2012). 
1.2 Spindle Polarity and Spindle Pole Body Inheritance During 
Sporulation of S. cerevisiae 
Diploid S. cerevisiae cells deprived for a fermentable carbon source as well as a nitrogen 
source enter the developmental program of sporulation if a non-fermentable carbon source 
such as acetate is available. During sporulation, the mother cell undergoes both meiotic 
divisions and the haploid genomes are encapsulated into spores contained in the remnants 
of the former mother cell called ascus (Figure 2; Neiman, 2011). This whole process is 
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controlled by a transcriptional cascade consisting of early-, mid- and late-sporulation 
transcripts. The master regulator of initiation of meiosis is the transcription factor Ime1, 
which is regulated on transcriptional, post-transcriptional and post-translational levels 
(Sherman et al, 1993; Shefer-Vaida et al, 1995; Sagee et al, 1998; Colomina et al, 1999). Ime1 
activates the early-sporulation genes initiating pre-meiotic S-phase, chromosome replication 
and recombination (Chu et al, 1998). The gene product of the early gene IME2 activates the 
transcription factor Ndt80 responsible for induction of the mid-sporulation genes thereby 
controlling progression through meiosis and initiation of spore formation (Xu et al, 1995; 
Chu & Herskowitz, 1998; Chu et al, 1998; Benjamin et al, 2003). At the end of meiosis II, the 
late-sporulation genes are induced, which are essential for spore wall formation as well as 
spore and ascus maturation (Chu et al, 1998).  
Figure 2: Sporulation of S. cerevisiae. The first four pictograms show the nucleus and associated structures. 
Homologous chromosomes are shown in black/white, SPBs in blue. Dashed lines represent meiotic spindles, 
solid lines astral microtubuli. MPs are represented by thick black bars, the PSMs are shown in light brown and 
the LEPC as black caps. The spore wall (continuous circles) and its precursors (dashed circles) are shown in 
dark brown. See text for details. 
The process of spore formation is initiated at the SPBs. At transition from meiosis I to 
meiosis II, SPBs lose their ability to nucleate cytoplasmic microtubules. Spc72 and the γ-
tubulin complex are replaced by the meiotic plaque (MP), consisting of Mpc54, Mpc70, 
Spo74 and Ady4 (Knop & Strasser, 2000; Nickas et al, 2003). The MP serves as nucleation 
platform and anchor for de novo formation of the prospore membrane (PSM), which grows 
by vesicle fusion around each nuclear lobe and parts of the cytoplasm (Neiman, 1998; 
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Nakanishi et al, 2006). The edge of the growing PSMs is covered by the leading edge protein 
coat (LEPC) consisting of Ssp1, Ady3, Irc10 and Don1 (Knop & Strasser, 2000; Nickas & 
Neiman, 2002; Lam et al, 2014). Ssp1 is necessary for localization of the other proteins to the 
leading edge and required to maintain the PSM opened until end of meiosis II (Moreno-
Borchart et al, 2001; Maier et al, 2007; Diamond et al, 2009; Paulissen et al, 2016). After 
completion of meiosis II, the LEPC is removed and the PSMs close by self-fusion and 
subsequently the four layers (mannan, β-glucan, chitosan and dityrosine) of the spore wall 
are synthesized consecutively in the lumen of the PSM (Coluccio et al, 2004; Diamond et al, 
2009). This thick spore wall confers high resistance against diverse environmental stresses 
to the spores. As a last step in sporulation the mother cell maturates to the ascus (Eastwood 
et al, 2012). 
Yeast cells react on varying nutrient amounts by adjusting the number of spores per ascus 
(spore number control; Taxis et al, 2005; Gordon et al, 2006; Eastwood et al, 2012). A 
decreasing amount of the non-fermentable carbon source leads to a step-by-step decrease of 
asci containing four spores (tetrad) and an increase of asci with three (triad), two (dyad) or 
one (monad) spores (Davidow et al, 1980; Taxis et al, 2005). This is achieved by linkage of 
MP protein levels to nutrient availability; meiotic spindle polarity then directs MP formation 
to selected SPBs (Taxis et al, 2005). Meiotic spindle polarity and thus, selection of specific 
SPBs and their associated genomes for spore encapsulation is based on the different ages of 
the SPBs in meiosis II. The oldest SPB is the one, the cell inherited from mitotic growth. It 
gets duplicated in meiotic S-phase — the second oldest SPB forms. At the transition to 
meiosis II the two SPBs duplicate again producing the two youngest ones. In general, 
younger SPB are preferred over the older ones for modification with an MP (Taxis et al, 
2005; Gordon et al, 2006). During dyad formation, this results in modification of the two 
youngest SPBs with MPs (Figure 3). If three spores are formed, the second oldest SPB also 
becomes modified by an MP. If just one spore is produced by a cell, one of the two youngest 
SPB will be modified by an MP (Taxis et al, 2005). Of the two youngest SPBs, the SPB 
originating from duplication of the oldest seems to be moderately preferred over the other 
one for assembly of an MP (Gordon et al, 2006). This complex selection pattern has the 
consequence that the two genomes of a dyad originate from two different meiosis II 
spindles and the resulting spores have an opposite mating type. This maximizes intra-ascus 




Figure 3: Non-sister dyad formation and spindle polarity during sporulation of S. cerevisiae. A cell 
initiating meiosis starts with one spindle pole body inherited from the last mitotic cell cycle (1; dark blue). In 
meiotic pro-phase, this SPB duplicates, leading to the second oldest SPB (2; dark yellow). Dashed lines 
represent meiotic spindles, solid lines astral microtubules. After meiosis I, both SPBs duplicate again, the two 
youngest SPBs are formed (3a and 3b; light blue and light yellow with respect to their origin). When dyads are 
formed, modifications of SPBs with meiotic plaques (black caps) as a prerequisite for spore formation occur 
preferentially at the youngest SPBs. This results in the formation of non-sister dyads since each of the 
youngest SPBs is associated with chromatids of distinct homologous chromosomes. 
The mechanism controlling spore numbers is hardly understood. The decision how many 
spores are formed takes place after commitment to meiosis, a time point at the onset of 
meiosis I preceding meiotic plaque formation at meiosis II (Simchen, 2009; Jungbluth et al, 
2012). After commitment to meiosis, activity of the Ras/cAMP/PKA pathway is crucial for 
reduction of spore numbers at low acetate concentrations. Furthermore, the potential PKA 
target Ady1 affects localization of MP proteins to the SPB (Deng & Saunders, 2001; 
Jungbluth et al, 2012). Intracellular CO2/bicarbonate levels have a positive influence on 
spore numbers independently from the Ras/cAMP/PKA pathway (Jungbluth et al, 2012).  
Less is known about how spindle polarity is established and maintained in meiosis. It was 
shown that sporulating cells with a temperature-sensitive variant of Nud1 fail in age-
dependent selection of SPBs but are not affected in spore number control indicating an 
independent regulation of spindle polarity and spore numbers (Gordon et al, 2006). 
Furthermore, the ability to form astral microtubules in meiosis I impacts on age-dependent 
formation of MPs at the second oldest SPB and the youngest SPB originating from it 
(Gordon et al, 2006). It is likely that factors involved in polarity establishment and 
cytokinesis during vegetative growth play a role in the creation of distinct SPB identities. 
One candidate is the mitotic exit network since it fulfills similar functions during mitosis. 
During sporulation, activity of the MEN kinases is mainly restricted to meiosis II and 
independent of Tem1 as well as of Nud1 (Attner & Amon, 2012). Hence, no SPB localization 
could be observed for the remaining components. Several studies have shown that at least 
Cdc15 functions in PSM growth and closure as well as spore wall formation (Kamieniecki et 
al, 2005; Pablo-Hernando et al, 2007; Diamond et al, 2009; Attner & Amon, 2012). In contrast 
to mitosis, Dbf20 exhibits higher activity than Dbf2 and its association with Mob1 is Cdc15 
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dependent (Attner & Amon, 2012). Yet, direct functional characterization of the latter 
components suffered from the lack of methods to create reliable sporulation-specific 
mutants. 
1.3 Conditional Mutants as a Cell Biological Tool 
In reverse genetics, the most widespread initial approach to study the function of a gene 
product is deletion of the respective open reading frame. However, there are limits to this 
strategy: if a gene is essential for growth or the analyzed process or its product have 
multiple roles during a developmental process, constitutive mutants are pointless. These 
problems can be solved by conditional mutants, which show the desired defect only upon 
change from permissive to repressive conditions. One strategy for creating a conditional 
mutant is the substitution of the endogenous promoter with a promoter regulated by 
addition of external compounds such as galactose or tetracyclines (Gossen & Bujard, 1992; 
Mumberg et al, 1994). Other methods directly control protein activity. A prominent example 
is the use of temperature-sensitive mutants to study the cell cycle of S. cerevisiae (Hartwell 
et al, 1973). Engineered variants of some proteins can also be inhibited by chemical 
compounds (Bishop et al, 2000). A more generally applicable approach uses genetically 
encoded tags fused to target genes, which destabilize the protein upon application of a 
specific signal like heat or chemical compounds (Dohmen et al, 1994; Schneekloth et al, 
2004; Nishimura et al, 2009). These tools rely on the ubiquitin-proteasome system (UPS), an 
enzymatic cascade, which finally ends with degradation of the target protein by the 26S 
proteasome (Ravid & Hochstrasser, 2008). The small protein ubiquitin is activated by a 
ubiquitin-activating enzyme (E1) and transferred to a ubiquitin-conjugating enzyme (E2). 
The degradation-inducing sequence (degron) is recognized by specific ubiquitin-protein 
ligases (E3), which mediate the transfer of ubiquitin to an accessible lysine of the target 
protein. Addition of further ubiquitin moieties to the previously attached ubiquitin 
generates a poly-ubiquitin chain, which is recognized by the 26S proteasome resulting in 
unfolding and degradation of the target protein. A highly conserved branch of the UPS, best 
studied in yeast, is the so-called Arg/N-end rule pathway. In this pathway, single N-terminal 
residues serve as N-degrons with varying destabilization properties (Varshavsky, 2011). 
These N-degrons are either directly recognized (Arg, Lys, His, Leu, Phe, Tyr, Trp and Ile) by 
an Arg/N-end rule specific E3 (Ubr1 in S. cerevisiae) or require one (Glu and Asp) or two 
(Gln and Asn) modifications to induce degradation. The most efficient N-degron has been 




Figure 4: The TEV protease induced instability (TIPI) system. (A) Structure of the bidirectional TIPI tag. 
The tag consists of a C-terminal degron cODC1, followed by the TEV protease recognition sequence ENLYFQ-
F; the phenylalanine residue downstream of the cleavage site constitutes an N-degron completed by an 
accessible lysine and the affinity domain SF3b381-424 whose interaction domain p14 is attached to the TEV 
protease. (B) Function of the TIPI system. The sequence encoding the bidirectional TIPI tag can be fused to the 
3’-end of the target gene, preserving its native promoter, or to its 5’-end, introducing a constitutively active 
promoter. In the example, the bidirectional TIPI tag is flanked by GFP and RFP, respectively and fused C-
terminally to the target protein. Upon induction of TEV protease the tag is cleaved. This activates the degrons 
and mediates proteasomal degradation of attached proteins. Scheme from Jungbluth et al, 2010, modified. 
A recently developed, versatile method for conditional control of protein stability is the 
tobacco etch virus (TEV) protease induced instability system (TIPI; Jungbluth et al, 2010; 
Taxis et al, 2009). The TIPI system employs an improved version of the highly specific and 
widely used protease of the tobacco etch virus fused to the p14 affinity domain (pTEV+; 
Taxis et al, 2009). Its production can be controlled by a regulatable promoter or a promoter 
only active in distinct developmental stages. Additionally, this method uses a tag fused to a 
target protein and containing one or two distinct cryptic degrons. Upon TEV protease 
cleavage, these degrons become activated (Figure 4). The respective TEV protease 
recognition site (ENLYFQ-F) resides in the center of the tag. It is cleaved between the 
glutamine at position P1 and the phenylalanine at position P1’ once the protease is 
produced. The phenylalanine is at the same time part of the N-terminal TIPI-degron TDegF 
and acts after proteolysis as an N-degron, an accessible lysine is contained in the 
downstream sequence. The deprotected degron and any attached protein are degraded by 
the 26S proteasome in an ubiquitin-dependent manner (Taxis et al, 2009). Furthermore, the 
affinity domain SF3b281-424 is included in the tag, which recruits the pTEV+ protease via 
interaction with the p14 domain (Taxis et al, 2009). The sequence upstream of the cleavage 
site contains the C-degron cODC1 derived from the murine ornithine decarboxylase (ODC) 
C-terminus (Jungbluth et al, 2010). It consists of an unstructured stretch of 37 amino acids 
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with a cysteine-alanine (CA) motif 19 amino acids upstream to the terminus. This degron is 
recognized directly by the proteasome without need of further modification (Takeuchi et al, 
2008). In this set up, the two degrons inactivate each other until both are separated by TEV 
protease cleavage. This bi-directional tag can be fused to the N-terminus or C-terminus of 
target proteins but can also be inserted internally (Jungbluth et al, 2010). One example of 
developmental-specific usage of the TIPI system is control of pTEV+ expression by the 
promoter of the early-meiotic gene IME2 (Jungbluth et al, 2010, 2012). pTEV+ expression 
upon early meiotic stages led to target protein depletion specifically during sporulation. 
This system was employed to study the role of genes in meiosis, which are essential for 
vegetative growth. Though, this approach often needed adaptation to the specific target 
protein by using constitutive promoters with varying strength for control of target gene 
expression as well as introduction of high copy numbers of the pTEV+ encoding constructs. 
Optogenetics is a rapidly emerging field that aims to employ light of various wavelengths to 
control protein and cellular activity. Light as signal is exceptionally fast and can be 
regulated precisely in both, quality and quantity. This allows frequent changes between on- 
and off-states. The spatial resolution is hardly achieved by other signals like chemicals or 
changes in temperature. Moreover, light allows for defined experimental conditions without 
the need of externally added compounds. Thus, light may be an ideal signal to induce 
protein depletion during the highly sensitive process of yeast sporulation, which is easily 
compromised by temperature shifts or addition of nutrients and chemicals. Different 
naturally occurring protein domains acting as light sensors can be employed to use light as 
a synthetic signal to study cell biological processes (Möglich & Moffat, 2010; Shcherbakova 
et al, 2015). Well-characterized and widely used sensor modules comprise the LOV (light 
oxygen voltage), BLUF (blue-light-utilizing flavin adenine dinucleotide), cryptochrome and 
phytochrome domains of plants and bacteria. These photoreceptors sense different 
wavelengths of light, ranging from the ultraviolet to the near infrared spectrum. The 
common feature of these domains is the transformation of the light-input into a structural 
output. This process relies on excitation of a chromophore, either a complexed cofactor or 
part of the protein itself (Shcherbakova et al, 2015). For example, in the LOV2 domain of 
phototropin 1, a flavin mononucleotide (FMN) forms a thioether bond with a cysteine 
sidechain of the protein leading to detachment and unfolding of a C-terminal (Jα) helix 
within microseconds (Harper et al, 2003). By exploiting the different features of these photo-
sensor domains, a variety of synthetic modules were created, facilitating light control of 
protein activity on diverse cellular levels (Yin & Wu, 2013). The catalytic center of an 
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enzyme can be blocked in the dark and released by light (Wu et al, 2009). It is possible to 
control protein localization to a distinct cell compartment by light-dependent 
heterodimerization (Strickland et al, 2012). Coupling of photo-sensitive homodimerization to 
DNA-binding and transcriptional activation can be used to regulate gene expression 
(Shimizu-Sato et al, 2002). In addition, light-mediated indirect clustering of signal peptides 
can trigger signal transduction by transmembrane receptors (Bugaj et al, 2015). We 
developed a photo-sensitive degron module, which consists of a fusion between parts of the 
cODC1 degron to the Jα-helix of Arabidopsis thaliana LOV2. This degron enables direct 
control of protein stability by blue-light and is a reliable tool for probing gene function 
during meiosis (Renicke et al, 2013a; Renicke & Taxis, 2016). Another group created a 
similar degron module by combining the LOV2 domain of Avena sativa with a different 




1.4 Aims of this Thesis 
A major focus of this study was the elucidation of molecular determinants of age-based 
selection of spindle pole bodies for modification with meiotic plaques. As candidates for this 
age-based selection the core mitotic exit network components, the kinase Cdc15, the kinase 
Dbf2, its paralog Dbf20 and their activator Mob1 were analyzed during sporulation of S. 
cerevisiae. To enable functional characterization of the MEN core cascade and genetic 
interactions of its members, methods for meiosis-specific depletion of the target proteins by 
conditional degrons ought to be developed. One strategy was combination of a 
photoreceptor domain with a well-characterized degron to enable light-induced protein 
destabilization. A second strategy was based on a system for degron activation upon 
production of and cleavage by a protease, which had already been established for meiosis-
specific protein depletion. This system should be enhanced at several levels: by mutational 
creation of a protease variant with a broader target spectrum to allow usage of more 
efficient degrons as well as by combination of meiosis-specific target gene downregulation 
with raised protease levels. By one or several of these techniques, the single MEN 
components and combinations of them should be targeted allowing to assess the sporulation 
performance of the resulting mutants. Then, further characterization should provide 
information on genome inheritance, SPB selection, prospore membrane formation and 
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Light perception is indispensable for plants to
respond adequately to external cues and is linked
to proteolysis of key transcriptional regulators. To
provide synthetic light control of protein stability,
we developed a generic photosensitive degron
(psd) module combining the light-reactive LOV2
domain of Arabidopsis thaliana phot1 with the
murine ornithine decarboxylase-like degradation se-
quence cODC1. Functionality of the psd module was
demonstrated in the model organism Saccharo-
myces cerevisiae.Generation of conditional mutants,
light regulation of cyclin-dependent kinase activity,
light-based patterning of cell growth, and yeast
photography exemplified its versatility. In silico
modeling of psd module behavior increased under-
standing of its characteristics. This engineered
degron module transfers the principle of light-regu-
lated degradation to nonplant organisms. It will be
highly beneficial to control protein levels in biotech-
nological or biomedical applications and offers the
potential to render a plethora of biological processes
light-switchable.
INTRODUCTION
Plants are fundamentally dependent on quantitative and qualita-
tive light perception to respond in an adequate way. Usually, they
possess several photoreceptors that cover a broad range of
wavelengths and intensities. In previous years, it has become
more and more apparent that light regulation of plant behavior
is performed by proteolysis of key regulators. The central player
of this signaling cascade is the ubiquitin-protein ligase COP1
that is under negative control of several light-perceiving path-
ways. Active COP1 targets a vast amount of proteins for degra-
dation by the ubiquitin-proteasome system including several
transcription factors that are positive regulators of light-respon-
sive pathways (Ito et al., 2012; Lau and Deng, 2012). Light has
been recognized in recent years as an almost ideal external
signal to regulate intracellular processes with unmatched spatio-
temporal precision. The synthetic approach using genetically en-Chemistry & Biology 20,coded proteins to control protein activity by light is generally
referred to as optogenetics (Christie et al., 2012). So far, several
light-induced expression systems have been developed that
allow regulation of protein abundance (Kennedy et al., 2010;
Levskaya et al., 2005; Shimizu-Sato et al., 2002; Sorokina
et al., 2009), whereas light-dependent manipulation of protein
stability has been largely neglected. The only available method
involves intracellular formation of reactive oxygen species,
which may induce unwanted side effects (Bulina et al., 2006).
Until now, a synthetic tool that catches the essentials of light-
regulated proteolysis and could be generally used to study it in
other model organisms is not available.
A detailed reconstitution of the plant system of light-regulated
degradation is very challenging, as different components act
together in several pathways (Lau and Deng, 2012). However,
already a simple fusion of a light-perceiving domain that regu-
lates activity of a degradation-inducing sequence would be a
very valuable tool to regulate protein stability by light. A well-
studied protein domain for generation of such a synthetic,
light-reactive module is the light oxygen voltage (LOV2) domain
from phototropin (Christie et al., 1999; Herrou and Crosson,
2011). The LOV2 domain has been used extensively to control
protein activity by light or to regulate protein-protein interactions
due to its favorable features that make it suitable for usage in all
kingdoms of life (Strickland et al., 2008; Wu et al., 2009; Pham
et al., 2011; Strickland et al., 2012; Lungu et al., 2012). This
domain consists of a flavin mononucleotide-binding core
domain and the Ja-helical extension at the carboxy-terminus.
Upon irradiation with blue light, a cysteine of the core domain
forms a covalent adduct with the excited flavin mononucleotide
(FMN). This induces a conformational change within the core
followed by dissociation and unfolding of the Ja helix (Harper
et al., 2003). We reasoned that this conformational change could
be used to unmask a degradation-inducing sequence called
degron, thereby controlling protein stability by light. One degron,
compatible with such an activation mechanism, is that of murine
ornithine decarboxylase (ODC). The active ODC degron induces
ubiquitin-independent proteasomal degradation if attached to
the carboxy-terminus of a protein. It consists of an unstructured
peptide 37 amino acids long comprising a cysteine-alanine
motif, which is involved in recognition by the proteasome and
therefore important for degradation (Jariel-Encontre et al.,
2008). This degradation mechanism is conserved in yeasts, ver-
tebrates, and plants (DeScenzo and Minocha, 1993; Hoyt et al.,
2003).619–626, April 18, 2013 ª2013 Elsevier Ltd All rights reserved 619 13
Figure 1. Development of a psd
(A) Schematic design of the psdmodule in the dark
and lit states. In darkness, the cODC1 degron is
inactive and the fusion protein is stable. Upon
irradiation by blue light, the degron is activated
and induces proteasomal degradation of the
fusion protein.
(B) Realization of the psd module. Different con-
structs were tested for the ability to work as a psd
using the target protein RFP. Construct a was
derived by inserting seven amino acids from
the cODC degron (MSCAQES, ODC7) between
P616 and D617 of AtLOV2; construct b was
derived by fusing 23 amino acids from cODC1
(MSCAQESITSLYKKAGSENLYFQ, ODC23) after
P616 (psd module; the full sequence of the
construct can be found in Figure S1); construct c
was derived by fusing the same sequence after
E614, closer to the Ja helix; and construct d was
derived by using the full cODC1 degron (positive
control, ODC36). The relative position of the
cysteine-alanine (CA) motif to the Ja domain can
be approximated from the drawing. AtLOV2 alone
fused to RFP (construct e) was used as negative
control. RFP fluorescence was observed by
microscopy in dark and lit conditions.
See also Figure S1.
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Development of a Light-Reactive Degradation Domain
We constructed a conditional degron responsive to blue light
by fusing the Arabidopsis thaliana LOV2 domain (AtLOV2) of
phototropin 1 with parts of a synthetic ODC-like degron (Jung-
bluth et al., 2010). The degron sequence was attached to the
LOV2 domain such that one requirement for activation of the
ODC-like degron, an unstructured region of at least 16 amino
acids in length upstream of the cysteine-alanine motif, is met
only upon unfolding of the Ja helix of AtLOV2. Thus, blue-light
irradiation of AtLOV2 results in activation of the ODC-like degron
and leads to proteasomal degradation of the whole construct
(Figure 1A). Several fusions of AtLOV2 with the degron were
constructed, differing in length of the degron sequence and its
attachment point to AtLOV2 (Figure 1B, constructs a–c). All
fusions were placed close to the end of the Ja helix (amino
acids P616 or E614) and compared in their ability to act as a
light-regulatable degron with constructs d (AtLOV2 fused to
full-length degron) and construct e (AtLOV2 alone) in Saccharo-
myces cerevisiae. Only construct b resulted in efficient blue light-
control of protein abundance (Figure 1B). This construct was
termed the photosensitive degron (psd) module, and the
sequence is given in Figure S1 (available online).
Basic Characterization of the psd Module
Blue-light-induced depletion of red fluorescent protein (RFP)-
psd was observed within 4 hr, whereas abundance of RFP-
AtLOV2 was not affected (Figure 2A). Efficient target protein
destabilization depended on the presence of the cODC1 degron
and its cysteine-alanine motif; even low amounts of blue light
induced depletion of the RFP-psd fusion protein (Fig-
ure S2A). Saturation was achieved at light fluxes as low as
5 mmol m2 s1, as higher fluence rates did not increase the620 Chemistry & Biology 20, 619–626, April 18, 2013 ª2013 Elsevierdepletion rate (data not shown). Reappearance of the target pro-
tein after light-induced depletion was tested by exposure of
RFP-psd-containing cells to blue light and retransfer of the cells
into darkness. The tester protein was depleted by light and
partially recovered in darkness within 1 hr, whereas abundance
of RFP-AtLOV2 was not affected (Figure 2B). Mutations within
the LOV2 domain that inhibit FMN adduct formation (C53A;
dark state mutant) or freeze the domain in the lit state (I149E)
(Wu et al., 2009) inhibit light-induced destabilization or induce
light-independent depletion of the psd module (Figure S2B).
Moreover, we measured depletion kinetics of RFP-psd upon
irradiation with blue light. We found rapid decrease of the tester
protein to less than 10% of the starting levels within 2 hr (deple-
tion half-time ± SEM, 38 ± 1 min), whereas protein amounts of
the RFP control were only slightly reduced (Figure 2C; Fig-
ure S2C). This demonstrates that the performance of the psd
module equals that of a conditional degron based on the same
destabilization sequence (Jungbluth et al., 2010). To obtain
data comparable to other degrons, we measured the half-life
of RFP-psd using a cycloheximide chase experiment. We found
a half-life of 157 ± 6 min (SEM) for RFP-psd in cells kept in dark-
ness and 21 ± 1 min in cells exposed to saturating amounts of
blue light (Figure 2D; Figure S2D). The >7-fold change in stability
between dark and lit conditions demonstrates robustness of
light-induced destabilization by the psd module. The difference
between depletion half-time and half-life of RFP-psd illustrates
the influence of ongoing protein synthesis: The more target pro-
tein is made, the longer it takes to deplete it. Usage of weaker
promoters than ADH1, like CYC1, will be a way to obtain even
faster depletion of a target protein. Another possibility is to drive
expression of the construct by a regulatable promoter. In this
way, target gene expression can be shut down concomitantly
with destabilization of the target protein. Thus, depletion can
be expected to be close to the time we found for theLtd All rights reserved 14
Figure 2. Light Control of Protein Stability with the psd Module
(A) Blue light activates the psd module. Fluorescence microscopy images of
yeast cells expressing PADH1-RFP-AtLOV2 or PADH1-RFP-psd (plasmid based)
pregrown in the dark were incubated in the absence or presence of blue light
(LED lamp, 470 nm, 10 mmol m2 s1) for 4 hr. Scale bar, 4 mm.
(B) Reversibility of psd-module-induced target protein depletion. Yeast cells
expressing PADH1-RFP or PADH1-RFP-psd (plasmid based) were grown in liquid
medium in the dark. After removal of the first sample (t = 0 hr), cells were
Chemistry & Biology
Optogenetic Tool to Control Protein Degradation
Chemistry & Biology 20,cycloheximide-chase experiment. For further characterization of
the light-induced degron, its blue light specificity was tested. As
expected, we found no significant change of target protein level
in the presence of red light (Figures S2E and S2F).
Next, we assessed the possibility to visualize blue light expo-
sure of yeast cells on a macroscopic level. Yeast cells producing
high amounts of RFP-psd were grown on plates in the presence
or absence of blue light. We found robust fluorescence in cells
exposed to darkness and no fluorescence in cells exposed to
blue light (Figure S3A). Quantification revealed that the dark/lit
ratio of RFP-psd is similar in cells producing high or low amounts
of RFP-psd (Figure S3B), showing that the protein synthesis rate
does not influence the light response of the psd module consid-
erably. To monitor the response of the psd module to various
light intensities, a gradient of blue light was applied on cells pro-
ducing RFP-psd. We observed a decrease in fluorescence upon
increasing exposure to blue light. Quantification of the fluores-
cence reveals a direct dependency of RFP fluorescence to
blue light illumination (Figure 3A; Figure S3C).
Furthermore, we were interested in obtaining a yeast strain
that allows to reproduce images directly on a yeast cell lawn.
We reasoned that induction of adenine auxotrophy by Ade2
depletion, which results in accumulation of a red pigment that
is produced from an intermediate of the adenine biosynthesis
pathway (Sharma et al., 2003), is a way to implement yeast
photography. We generated conditional adenine auxotrophy
by light-induced degradation of Ade2-RFP-psd (Figure S3D); us-
age of a gradient of blue light resulted in a gradual change of the
yeast lawn color from pale to red (Figure S3E). Spatial resolution
of pigment accumulation is high enough to allow photography on
yeast lawns (Figure 3B). Imaging on bacterial lawns has been
achieved before, which requires the addition of S-gal (3,4-cyclo-
hexenoesculetin-b-D-galactopyranoside) to the medium to visu-
alize the image (Levskaya et al., 2005). Using the Ade2-RFP-psd
strain does not require the addition of an external compound;
thus, the cells form a photosensitive screen with incorporated
development of the image in vivo. Overall, the psdmodule allows
the creation of fluorescence images or photographs based onexposed to blue light (LED lamp, 465 nm, 30 mmol m2 s1). After 4 hr of light
exposure, cells were transferred to the dark. Samples taken at the indicated
time points were subjected to alkaline lysis and immunoblotting. Antibodies
against tRFP and Tub1 (loading control) were used for detection (negative
control; neg c). Please note that even though the RFP-AtLOV2 fusion protein is
seven amino acids shorter than RFP-psd, it runs slightly slower in SDS-PAGE.
(C) Kinetics of psd-module-induced target protein depletion after exposure to
blue light. Yeast cells expressing PADH1-RFP or PADH1-RFP-psd (plasmid
based) were grown in liquid medium in the dark. After removal of the
first sample (t = 0 hr), cells were exposed to blue light (LED lamp, 465 nm,
30 mmol m2 s1). Curves are the means of RFP and RFP-psd protein amounts
obtained from six immunoblots (representative result shown in Figure S2C).
Error bars indicate SEM.
(D) Measurement of psd-module-induced target protein destabilization. Yeast
cells expressing PADH1-RFP-psd (plasmid based) were grown in liquid medium
in the dark. After removal of the first sample (t = 0 hr), cycloheximide (chx) was
added to stop protein synthesis; cells were kept in the dark or exposed to blue
light (LED lamp, 465 nm, 30 mmol m2 s1) for the rest of the experiment.
Curves are the means of RFP-psd protein amounts obtained from nine inde-
pendent measurements. Error bars indicate SEM. The representative result is
shown in Figure S2D.
See also Figure S2.
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Figure 3. Characterization of psd Module
Behavior on a Macroscopic Level
(A) Input-output characteristics of the psd module
in a plate assay. A neutral density gradient (up-
permost image on the left) was used to generate a
blue light gradient (465 nm; intensity from 0.04 to
3.54 mmol m2 s1), which was applied on cells
expressing PTDH3-RFP-psd (plasmid based).
Yeast cell growth is shown in the middle image on
the left (bar size, 1 cm), RFP fluorescence intensity
is represented as a heat map (lower left image).
Background corrected fluorescence (right graph,
red curve) was plotted together with calculated
blue light intensity (blue curve).
(B) Yeast photography. The RFP-psd module was
inserted chromosomally at the 30 end of ADE2
(YDS91). Cells were grown for 3 days at 25C on
solid medium and irradiated by blue light (465 nm,
10 mmol m2 s1) using a mask with an inverted
black-and-white image of the ‘‘Alte Universita¨t’’ in
Marburg, Germany (right image). The resulting
yeast photograph is shown on the left side. Bar
size, 1 cm.
See also Figure S3.
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opportunity to store information in a community of cells in a
nonpersistent way.
Cell Cycle Progression Driven by Light
To implement cell cycle control by light, we fused the psd mod-
ule to dominant-active versions of two regulators of the cyclin-
dependent kinase Cdc28. One is Clb2, lacking the degradation
box (24RLALNNVTN34) sequence (Surana et al., 1993); the other
is a shortened version of the cyclin B/Cdc28 inhibitor Sic1, lack-
ing the SCFCdc4-dependent degradation sequence located
within the N-terminal 105 amino acids (Berset et al., 2002).
Thus, the endogenous cell-cycle-dependent regulation of Clb2
or Sic1 stability was replaced by light-dependent regulation via
the psdmodule (Figure S4A), which should allow external control
of mitosis and G1/G2 transition, respectively (Nasmyth, 1996).
As expected, cells expressing the Clb2 or the Sic1 construct
grew very well in the presence of blue light due to low levels of
Clb2Ddb-3myc-psd or DNSic1-3myc-psd but accumulated these
Cdc28 regulators and failed to grow in the dark (Figure 4A; Fig-
ures S4B and S4C). Analysis of cell cycle stages revealed that
construct-bearing and control cells behave essentially the
same during blue light exposure (Figure 4B; Figure S4D). After
5 hr in darkness, the majority of clb2Ddb-3myc-psd-expressing
cells exhibited a defect inmetaphase to anaphase transition (Fig-
ure 4B). Cells were mostly large budded with short spindles
localized at the bud neck (Figure S4D). This matches the pheno-622 Chemistry & Biology 20, 619–626, April 18, 2013 ª2013 Elsevier Ltd All rights reservedtype reported for cells overproducing an
amino-terminal truncated version of
Clb2 (Ghiara et al., 1991); however, it
has been reported as well that similar mu-
tants arrest as large budded cells with
elongated spindles classified as telo-
phase (Surana et al., 1993) or mitotic
exit defect (Wa¨sch and Cross, 2002).These differences might arise due to the usage of different strain
backgrounds, Clb2 constructs, or experimental conditions,
which affect the exact point at which the cells arrest in the cell
cycle. Cells expressing DNsic1-3myc-psd were mostly large
budded with multiple buds after 5 hr in darkness (Figure 4B; Fig-
ure S4D), which is the typical phenotype of cells arrested during
G1/S transition due to cyclin B/Cdc28 complex inhibition (Dirick
et al., 1995; Hodge and Mendenhall, 1999).
Photo-Switchable Mutants
To create conditional mutants, which are switched between
permissive and restrictive conditions by light, we fused the
RFP-psd module chromosomally to CDC5, CDC14, PMA1, and
MCM1 and the 3myc-psd module to CDC48, UFD1, NPL4,
SEC62, and SEC63. All these genes are essential for the growth
of yeast (Giaever et al., 2002). The membrane protein Sec63
localizing in the endoplasmatic reticulum was included to serve
as an internal control, as its C terminus faces the ER lumen.
Therefore, no change in abundance is expected for this
construct upon illumination with blue light. Cdc14 and Pma1
taggedwith RFP-psd localized as reported for the green-fluores-
cent-protein-tagged proteins (Figure S5A; Huh et al., 2003),
whereas for the other proteins tagged with RFP-psd, no clear
localization was observed (data not shown). We found blue
light-dependent growth inhibition in the cases of cdc5-RFP-
psd, cdc14-RFP-psd, cdc48-3myc-psd, ufd1-3myc-psd, npl4-
3myc-psd, sec62-3myc-psd, and mcm1-RFP-psd, whereas16
Figure 4. Control of Cell Cycle Events by Light
(A) Serial dilutions (1:5; first spot about 2,400 cells) of control (YDS28), clb2Ddb-
3myc-psd, and DNsic1-3myc-psd (plasmid-encoded) cells were spotted on
YPD plates and incubated 3 days at 25C in absence or presence of blue light
(465 nm, 20 mmol m2 s1).
(B) The same yeast strains as in (A) were pregrown under blue light and then
exposed to blue light (465 nm, 30 mmol m2 s1) for 5 hr or kept in darkness
over the same time and finally used for image acquisition. Differential inter-
ference contrast and fluorescence images (RFP-Tub1) were used to catego-
rize cell cycle stages according to the examples shown in the lower left. Scale
bar, 3 mm. Circular graphs (outer ring: 5 hr darkness; inner ring: growth
exposed to blue light) show the mean distribution of cell cycle stages obtained
from four biological replicates counting at least 100 cells for each replicate.
See also Figure S4.
Figure 5. Generation of Conditional Mutants Using the psd Module
(A) The gene encoding for the psd module together with RFP or 3myc was
fused chromosomally to the 30 end of CDC5 (YCT1316), CDC14 (YCT1315),
MCM1 (YDS120), PMA1 (YCT1338), CDC48 (YDS175), UFD1 (YDS187), NPL4
(YDS191), SEC62 (YDS174), and SEC63 (YDS188). Serial dilutions of cells
(1:5 dilutions; first spot about 2400 cells) were spotted on YPD plates and
incubated three days at 25C in absence or presence of blue light (465 nm,
20 mmol m2 s1).
(B) Blue-light induced cell patterning. sec62-RFP-psd mutant cells (YDS82)
were spread on solid medium and blue light (465 nm, 7 mmol m2 s1) was
applied for 3 days. The star-shapedmask (shown in the left image) was used to
block light in the center of the plate. Growth of the yeast cells is shown on the
right side. Bar size, 1 cm.
See also Figure S5.
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not affected by light (Figure 5A). Immunoblotting experiments
using 3myc-psd-tagged variants showed a decrease in target
protein abundance for all mutants except Sec63-3myc-psd (Fig-
ure S5B). Then, we analyzed the cell cycle stages based on cell
and spindle morphology for cells bearing Cdc5-3myc-psd,
Cdc14-3myc-psd, and Cdc48-3myc-psd grown in darkness or
under blue light. All three mutants showed distinct changes in
the distribution of the cell cycle stages after blue light exposure,
especially Cdc48 depletion, which resulted in an almost com-
plete arrest at metaphase to anaphase transition (Figure S5C).
To investigate specificity of light-induced degradation, we
measured the abundance of interaction partners upon depletion
of essential proteins tagged with the psd module. A slight
decrease in protein levels was observed for Kin4 and Spc72
upon loss of Cdc5, whereas no change was detectable in all
other cases (Figure S5D). This indicates that, in the majority ofChemistry & Biology 20,cases, destabilization of one complex subunit does not induce
degradation of the other members. Furthermore, we tested
whether the light sensitivity of the sec62-RFP-psd mutant could
be used for light-based growth patterning.We spread themutant
evenly on a plate and projected a star-shaped pattern on the cell
lawn. The sec62-RFP-psdmutant cells grew only in the area pro-
tected from blue light by the mask (Figure 5B).
Simulation of psd Module Behavior
In an attempt to increase our understanding of psd module
behavior, we performed in silico modeling using the computer-
aided design software TinkerCell (Chandran et al., 2009). The
model includes protein synthesis and takes into account conver-
sion from dark to lit state and its back reaction (light conversion619–626, April 18, 2013 ª2013 Elsevier Ltd All rights reserved 623 17
Figure 6. In Silico Modeling of psd Module
Behavior
(A) Graphical representation of the TinkerCell
model for light-induced degradation of the psd
module. A detailed description of the model and
the values used for our simulations can be found in
the Experimental Proceduressection. For genera-
tion of the graphs, total amounts of PSD (PSDdark +
PSDlit) were calculated.
(B) Simulated amounts of PSDtotal synthesizedwith
different promoter strength (PP1 = 1; 2; 4; 8) at
increasing light intensities corresponding to light
fluxes from 0 to 30 mmol m2 s1.
(C) Light response of the psd module. Normalized
PSDtotal amounts at different light intensities [0.04
to 3.54 mmol m2 s1 plotted as k(hn) values]
simulated with TinkerCell compared to mean
values of normalized fluorescence in cells exposed
to a blue-light gradient (n = 3). Error bars, SD. The
representative experiment is shown in Figure 3A
and Figure S3C).
See also Figure S6 and Table S3.
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[dark]), as well as endogenous and light-induced degradation
(Figure 6A). To validate the model, we compared the experimen-
tally obtained depletion half-time with the in silico data and found
similar values (38 ± 1 min versus 36.5 min; Figure S6A). Then, we
simulated the influence of increasing promoter strength on the
protein level of the psd module (PSDtotal) in dark (PSDdark) and
lit (PSDlit) states at different light conditions. We found increasing
amounts of PSDtotal with increasing promoter strength (Fig-
ure 6B). However, the ratio of PSDtotal in darkness to PSDtotal
at saturating light conditions is independent from the promoter
strength, and for all conditions, a ratio of 7.8 was obtained.
Experimentally, we found, for a very strong promoter, a ratio of
7.0 (PTDH3-RFP-psd) and, for a promoter with intermediate
strength (PADH1-RFP-psd), a ratio of 9.4 in plate assays (Figures
S3A and S3B). An unpaired t test did not show a statistically sig-
nificant difference in the two measurements, which suggests
that the experimentally obtained data, as well as the simulation,
are in agreement with an independence of the psd module
response from protein synthesis rate.
Next, we simulated the response to different illumination inten-
sities and compared it to our plate measurements (Figure 3A).
We found good agreement of the simulated light response with
the in vivo measurements (Figure 6C). This argues for a direct,
nonlinear dependency of target protein abundance on illumina-
tion strength invoked by the features of the AtLOV2 domain [light
conversion, k(dark), k(leak)] and the degradation rates.
A high ratio between the number of molecules in darkness and
the number ofmolecules under illumination is important for appli-
cability of the psd module. To direct future developments of the
photosensitive degron, its behavior was simulated using param-
eters that change properties of the light response or degradation
characteristics. We followed psd module behavior in silico using
different values for dark state recovery rate k(dark) and lit state
conversion in darkness k(leak). Minimization of k(leak) increased624 Chemistry & Biology 20, 619–626, April 18, 2013 ª2013 Elsevierthe dark/lit ratio moderately because of the lower degradation
rate in darkness (Figure S6B). The dark state reversion rate
k(dark) influences the number of target molecules in darkness
but also competes with light conversion under illumination.
The calculations resulted in an optimal value for k(dark) of
0.42 min1, which equals a dark recovery half-time of 100 s
(Figure S6C) and is close to the 70 s [k(dark) = 0.59 min
1] of
AtLOV2. However, the simulation predicted a substantial impact
of the psd-independent and psd-dependent degradation
rates, k(degENDO)/k(degLOV), on the dark/lit ratio. Slight increase
of k(degLOV) raised the dark/lit ratio considerably, indicating a
more efficient psd module (Figure S6D). In total, the in silico
modeling points to the cODC-like degron as the most promising
target for further improvement of the psd module.
In the present study, the psd module was used to control the
stability of target proteins using light as a transducer. It comple-
ments already existing modules for control of gene expression
by light (Levskaya et al., 2005; Shimizu-Sato et al., 2002; Wang
et al., 2012), providing a complete toolbox to control the synthe-
sis and stability of a selected protein. Significantly, the usage of a
phytochrome/phytochrome-interacting protein-based expres-
sion system that reacts on irradiation by red and far red light (Shi-
mizu-Sato et al., 2002; Sorokina et al., 2009) in combination with
the psdmodule allows independent regulation of production and
stability of a target protein. Thus, target protein levels can be
controlled very precisely using three different light sources.
A slight drawback on general usage of the psd module for
manipulation of protein stability might be that the time necessary
for depletion of a target protein is longer compared to other
methods for induced protein degradation (Nishimura et al.,
2009), asking for further development of the psd module to alle-
viate this constraint. However, we demonstrated that the psd
module is ready to be used for many different applications. No
requirement of temperature or specialized medium has to be
met, as is the case for other methods. The target proteins thatLtd All rights reserved 18
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biological functions like cell cycle control, secretion, transcrip-
tion, and biosynthesis, which demonstrates the ease with which
the psd module can exert light control on a variety of cellular
behaviors.
SIGNIFICANCE
A highly versatile optogenetic tool to regulate protein stabil-
ity was engineered by fusing the light-reactive domain LOV2
from Arabidopsis thaliana with a degradation signal derived
from murine ornithine decarboxylase. We demonstrated in
Saccharomyces cerevisiae that this generic photosensitive
degron (psd) module can be used to control the stability of
soluble and membrane proteins with their carboxy-termini
exposed to the cytosol or nucleoplasm. It allowed creation
of conditional mutants, control of the cell cycle, shaping of
yeast growth into any chosen pattern, or reproduction of
images on a cell lawn. The psd module is smaller (20 kDa)
than commonly used fluorescent proteins and responds to
blue light at intensities that are orders of magnitude lower
than those used for fluorescence imaging. Hence, usage of
the psd module should not lead to unwanted side effects
for the majority of cell biological applications. Besides,
evolutionary conservation of the degradation sequence
implies that the psdmodule is functional in other eukaryotes
as well. There, high spatial resolution of light might enable
applications based on themacroscopic patterning of protein
activities or cell growth, which could provide an attractive
alternative to template-based approaches currently used
for tissue engineering (Kaji et al., 2011). In summary, the
psd module reconstructs the essence of light-regulated
proteolysis from plants in a simple model organism, thus
offering precise light control of protein levels in biotechno-
logical or biomedical applications.
EXPERIMENTAL PROCEDURES
Yeast Strains, Growth Conditions, and Plasmids
The Saccharomyces cerevisiae strains are derivatives of the S288C strain
ESM356 (Pereira et al., 2001). All strains are listedwith their relevant genotypes
in Table S1. Standard preparations of media were used for growth (Sherman,
2002). Yeast strains with chromosomally encoded psd module fusions were
constructed by chromosomal tagging using PCR products (Janke et al.,
2004) obtained with pCT337 or pDS96 as template. Cells were transformed
with plasmids and PCR products by the lithium acetate method (Schiestl
and Gietz, 1989). Low-fluorescence medium (Taxis et al., 2006) was used to
grow yeast cells in liquid cultures. Blue light irradiation of yeast cells was
performed using CLF floraLED modules (470 nm; CLF Plant Climatics,
Wertingen, Germany) and high-power LED stripes (465 nm; revoART,
Borsdorf, Germany). Very high doses of blue light have been reported to
induce slow growth in yeast (Ninnemann et al., 1970). However, growth was
not influenced at fluence rates (465 nm or 470 nm, 5–30 mmol m2 s1) used
for our experiments (data not shown).
Plasmids were constructed by standard procedures (Ausubel et al., 1995),
and details and sequences of the used vectors are available on request; yeast
plasmids are listed in Table S2. Yeast cells for light-based patterning and serial
dilution experiments were grown on yeast extract peptone dextrose (YPD) or
synthetic complete medium (Sherman, 2002) in the presence or absence of
blue light (465 nm or 470 nm, 20 mmol m2 s1) at 25C. The neutral density
gradient (8.8 cm; optical density 0.04–2.0), whichwas used to generate graded
blue light intensities, was purchased from Thorlabs (Dachau, Germany). YeastChemistry & Biology 20,cells expressing PTDH3-RFP-psd (plasmid based) were spread on solid
medium and incubated at 30C for 3 days to obtain the light response. Yeast
cells without plasmid (ESM356-1) grown under the same conditions were used
to obtain background fluorescence. A common inkjet printer was used to
transfer the inverted image of the ‘‘Alte Universita¨t’’ on a transparency foil,
which then was used for illumination. Images were taken with a Canon Power-
shot A620 digital camera.
TinkerCell Simulations
The model was generated using the computer-aided design tool TinkerCell
(Chandran et al., 2009). It contains a preset module for protein production
(pp1), which describes gene expression, mRNA stability, and translational ef-
ficiency, as well as endogenous degradation of PSDdark (degENDO). We
added conversion of PSDdark to PSDlit by light (hn) or dark conversion (leak).
Decrease of PSDlit is described by dark state recovery (dark), endogenous
degradation (degENDO), and light-induced degradation (degLOV). The total
amount of PSD (PSDtotal = PSDdark + PSDlit) was used to generate the graphs.
The reactions are all first order or pseudo-first-order reactions; therefore, all
conversion rates could be calculated using values from literature or our exper-
iments (Table S3). For first-order reactions, the conversion constants can be
calculated with the formula k = ln(2)/t(1/2). The values for the simulations
were either obtained from literature [k(dark) = 0.59 min
1, assuming a dark state
recovery half-time of 70 s; Terazima, 2011; or k(leak) = 0.0118 min
1, assuming
that 2% of the LOV2 molecules exhibit an unfolded Ja in darkness; Yao et al.,
2008] or measured [k(degENDO) = 0.0025 min
1, corresponding to a half-life of
273 min of the protein RFP-LOV2; data not shown; or k(degLOV) =
0.033 min1, corresponding to a half-life of 21 min for RFP-LOV2-cODC).
The light conversion rate k(hn) = 0.0404 min
1 (at 1 mmol m2 s1) was calcu-
lated from the quantum yield of FMN (0.26 [Drepper et al., 2007] multiplied
by the FMN cross-section of 4.3 3 1017 cm2 at its lmax = 450 nm; Islam
et al., 2003) and the number of photons (for a light flux of 1 mmol m2 s1,
this is 6.023 3 1013 cm2 s1). We used the TDH3 promoter for expression
of RFP-psd in the light response experiment on plate; therefore, the values
for expression, mRNA characteristics, and protein numbers of TDH3 (mRNA
synthesis rate, 188.1 mRNA hr1; mRNA half-life, 18 min; 89 mRNA molecules
per cell, and 169,000 protein molecules per cell) were used for the initial sim-
ulations. As we found that psd module behavior is, in most aspects, indepen-
dent from protein synthesis rates (Figure 6B), we kept these values for the
other simulations as well.
Descriptions of microscopy, quantitative measurements, and immunoblot-
ting are available in the Supplemental Information.
SUPPLEMENTAL INFORMATION
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Figure S1, Related to Figure 1 
Amino acid sequence of the psd-module (AtLOV2-cODC1; size 20 kDa). The sequence of 
the J helix is highlighted in blue, that of the cODC1 degron in orange. The cysteine-
alanine motif is shown in bold letters. The cysteine residue, which was mutated to alanine 




Figure S2, Related to Figure 2 
(A) Abundance of RFP-psd after exposure of the cells with distinct amounts of blue light. 
Yeast cells expressing PADH1-RFP-psd, PADH1-RFP-psdCA, and PADH1-RFP-AtLOV2 
23
 4 
(plasmid based) were grown overnight on solid media in the absence or presence of blue 
light (LED lamp, 470 nm, intensity as indicated in the figure). Equal amounts of cells were 
taken from the plate and lysed by alkaline lysis. Conditions for immunoblotting as 
described for Figure 2B. Please note that RFP-AtLOV2 is seven amino acids shorter than 
RFP-psd, but due to the different amino acid composition of the very C-terminus it runs 
slightly slower in SDS-PAGE.  
(B) Dark and lit state mutants of the LOV2 domain render the psd-module insensitive to 
light exposure. Yeast cells in logarithmic growth phase expressing the dark state mutant 
PADH1-RFP-AtLOV2C53A-cODC1 and the lit state mutant PADH1-RFP-AtLOV2I149E-cODC1 
(plasmid based) were exposed for four hours to blue light (LED lamp, 465 nm, 30 µmol m-2 
s-1) or kept in the dark. Numbering of the mutated residues started at the beginning of 
AtLOV2 domain. Equal amounts of cells were lysed by alkaline lysis and total protein 
extracts used for immunoblotting (as in Figure 2B).  
(C) Kinetics of psd-module induced target protein depletion after exposure to blue light. 
Yeast cells expressing PADH1-RFP or PADH1-RFP-psd (plasmid based) were grown in liquid 
medium in the dark. After removal of the first sample (t=0 hours), cells were exposed to 
blue light (LED lamp, 465 nm, 30 µmol m-2 s-1). Samples were taken at the indicated time 
points, subjected to alkaline lysis and immunoblotting. Antibodies against tRFP and Tub1 
(loading control) were used for detection (negative control; neg c). Please note that RFP 
(26 kDa) and RFP-psd (47 kDa) do not have the same molecular weight, but are shown 
next to each other to facilitate comparison.  
(D) Measurement of psd-module induced target protein destabilization. Yeast cells 
expressing PADH1-RFP-psd (plasmid based) were grown in liquid medium in the dark. After 
removal of the first sample (t=0 hours), cycloheximide was added to stop protein synthesis; 
cells were kept in the dark or exposed to blue light (LED lamp, 465 nm, 30 µmol m-2 s-1) for 
the rest of the experiment. Other experimental conditions as in Figure 2B.  
(E) Stability of RFP-psd is not influenced by red light. Yeast cells expressing PADH1-RFP-
AtLOV2 and PADH1-RFP-psd (plasmid based) were grown in the presence or absence of 
red light (675 nm, 7 µmol m-2 s-1). Other experimental conditions as in Figure 2B.  
(F) Quantification of the results shown in (E). The graph shows the mean protein amount 




Figure S3, Related to Figure 3 
(A) Observation of RFP-psd abundance on macroscopic level. Yeast cells grown in a patch 
expressing PADH1-RFP-psd, PTDH3-RFP-psd, and PADH1-RFP-AtLOV2 (plasmid based) were 
kept in the absence or presence of blue light (470 nm, 20 µmol m-2 s-1) for 8 hours. Digital 
images of the yeast patches and the fluorescence were taken using a fluorescence image 
analyzer.  
(B) Quantification of the results shown in (A). The mean RFP fluorescence of eight 
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biological replicates is shown; error bars, standard error of the mean.  
(C) RFP fluorescence image (left side) of the experiment used for light-dose response 
shown in Figure 3A. The area for quantification is indicated by the yellow box. The neutral 
density gradient used during illumination is shown in the middle, yeast growth on the plate 
is shown on the right. Bar size 1 cm.  
(D) Yeast cells missing the enzyme phosphoribosylaminoimidazole carboxylase (Ade2) are 
defective in adenine biosynthesis and accumulate the intermediate 5'-phosphoribosyl-5-
aminoimidazole (AIR) in the cells, which is toxic for yeast. Detoxification requires oxidation 
of AIR by P450 monooxygenases as well as transport into the vacuole and results in 
pigment accumulation as indicated by red colony morphology. The RFP-psd module was 
inserted chromosomally at the 3' end of ADE2. Growth of the cells for three days at 25 °C 
in patches with blue light (465 nm, 20 µmol m-2 s-1) illumination resulted in formation of the 
red pigment, whereas control cells stayed pale. Images of the patches were taken with a 
digital camera.  
(E) Experimental conditions as in Figure 3B. A neutral density gradient (right image) was 
used to generate graded blue light intensities for illumination of Ade2-RFP-psd cells 




Figure S4, Related to Figure 4 
Control of cell cycle events by light.  
(A) The scheme illustrates the modifications within CLB2 and SIC1 to obtain optogenetic 
variants of these cell cycle regulators.  
(B) Clb2db -3myc-psd accumulates in cells kept in the dark. Cells expressing clb2db-
3myc-psd (plasmid based) were pre-grown in liquid medium exposed to blue light (465 nm, 
30 µmol m-2 s-1), followed by an incubation period of 4 hours under blue light or in 
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darkness, before samples were taken and subjected to immunoblotting using anti-myc and 
anti-tubulin antibody.  
(C) NSic1-3myc-psd accumulates in cells kept in the dark. Cells expressing Nsic1-3myc-
psd were treated as described in (B).  
(D) Microscopy images used to obtain data shown in Figure 4B. Examples of control cells, 
Clb2db-3myc-psd, and NSic1-3myc-psd cells kept under blue light or in the dark for five 
hours. Overlays are DIC images and maximum projections of RFP-Tub1 images (shown in 






Figure S5, Related to Figure 5 
Creation of conditional mutants using the psd-module. The kinase Cdc5 and the 
phosphatase Cdc14 are essential for the exit of mitosis. The AAA-ATPase Cdc48 and its 
complex partners Npl4 and Ufd1 are involved in ubiquitin-mediated protein degradation, 
the transcription factor Mcm1 in expression of genes during transition from G1 to G2, the 
plasma membrane H+-ATPase Pma1 in pH homeostasis, and the membrane proteins 
Sec62 and Sec63 in protein translocation into the endoplasmic reticulum.  
(A) Localization of essential proteins tagged with RFP-psd. Fluorescence microscopy 
images of the tagged proteins. RFP (left) and differential interference contrast (DIC; right) 
images are shown. Cdc14 and Pma1 show a clear localization in the nucleolus and at the 
plasma membrane, respectively. Scale bar: 3 µm.  
(B) Immunodetection analysis of 3myc-psd tagged proteins. Samples were taken at 0 
hours of cells grown in the dark and after 4 hours of blue-light exposure. The yeast strains 
YDS28 (control), YCR134 (Cdc5-3myc-psd), YDS177 (Cdc14-3myc-psd), YDS175 
(Cdc48-3myc-psd), YDS171 (Mcm1-3myc-psd), YDS170 (Pma1-3myc-psd), YDS174 
(Sec62-3myc-psd), YDS187 (Ufd1-3myc-psd), YDS191 (Npl4-3myc-psd), and YDS188 
(Sec63-3myc-psd) were used to obtain the immunoblots. Conditions as in Figure 2B. 
Please note that we show all the proteins at the same level to facilitate comparison 
between them, although they have different molecular weights.  
(C) Cdc48-3myc-psd, Cdc14-3myc-psd, and Cdc5-3myc-psd cells show an increase of 
distinct cell cycle stages if exposed to blue light. The yeast strains YDS28 (control), 
YDS175 (Cdc48-3myc-psd), YDS177 (Cdc14-3myc-psd), and YDS176 (Cdc5-3myc-psd) 
were pre-grown in the dark, exposed to blue light (465 nm, 30 µmol m-2 s-1) for four hours 
or kept in dark for the same time period. DIC and fluorescence images (RFP-Tub1) were 
used to categorize cell cycle stages according to the examples shown on the right side of 
the figure. The graph shows the mean distribution of cell cycle stages obtained from four 
biological replicates counting at least 100 cells for each replicate. Statistically significant 
changes (pairwise t-tests) between dark and lit conditions are indicated by a line. Scale 
bar: 3 µm.  
(D) Generally, the psd-module does not induce depletion of interaction partners. 
Immunodetection analysis of 3myc-psd tagged proteins and 6HA tagged proteins that are 
subunits of a complex. Samples were taken at 0 hours of cells grown in the dark and after 
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4 hours of blue-light exposure (465 nm, 30 µmol m-2 s-1). The yeast strains YCR134 (Cdc5-
3myc-psd/Spc72-6HA), YCR135 (Cdc5-3myc-psd/Kin4-6HA), YCR137 (Sec62-3myc-
psd/Sec63-6HA), YCR136 (Sec62-3myc-psd/Sec63-6HA), YCR144 (Mcm1-3myc-
psd/Snf5-6HA), YCR143 (Mcm1-3myc-psd/Snf6-6HA), YCR155 (Cdc48-3myc-psd/Ufd1-
6HA), YCR149 (Cdc48-3myc-psd/Npl4-6HA), and YDS28 (control, neg c) were used to 
obtain the immunoblots. Conditions as in Figure 2B. Please note that we show all the 
proteins at the same level to facilitate comparison between them, although they have 





Figure S6, Related to Figure 6 
(A) Predicted kinetics of protein depletion using the PSD module (blue diamonds) match 
experimentally obtained values (red triangles). Experimental data were taken from Figure 
2C. Simulation of PSD amounts was performed at saturating light levels (k(hν) = 1.2 min-1 
corresponding to a light flux of 30 µmol m-2 s-1) over time.  
(B) The lit state conversion rate in darkness k(leak) influences the molecule number in 
darkness. The graph shows the PSDtotal dark/lit ratio at k(leak) values varied from 0 to 
0.0198 min-1; the k(leak)=0.0118 of AtLOV2 is indicated by a dashed line.  
(C) The dark state recovery rate k(dark) influences the dark/lit ratio of molecule numbers. 
The curve was obtained from a simulation varying k(dark) from 0 to 2 min-1. The maximum 
ratio (7.95) at k(dark)=0.42 min-1 is indicated by a pointed line, the dark recovery rate of 
AtLOV2 (k(dark)=0.59 min-1) results in a ratio of 7.8 (indicated by a dashed line).  
(D) Decreasing the k(degENDO)/k(degLOV) ratio makes the psd-module more efficient. PSDtotal 
dark/lit ratio plotted against k(degENDO)/k(degLOV). The graph was obtained from a simulation of 
changes in k(degENDO) from 0 to 0.033 min-1. The k(degENDO)/k(degLOV) ratio of 0.076 of the psd-
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module is indicated by a dashed line. 
Tables 
Table S1. Yeast Strains, Related to Experimental Procedures 
 
Name Genotype Source 
ESM356-1 MATa ura3-53 leu21 his3200 trp163 Pereira et al., 2001 
YDS28 ESM356-1 PHIS3-mCherry-TUB1::TRP1 Jungbluth et al., 2010 
YCT1315 ESM365-1 cdc14-RFP-AtLOV2-cODC1::kanMX this study 
YDS177 YDS28 cdc14-3myc-AtLOV2-cODC1::kanMX this study 
YCT1316 ESM365-1 cdc5-RFP-AtLOV2-cODC1::kanMX this study 
YDS176 YDS28 cdc5-3myc-AtLOV2-cODC1::kanMX this study 
YDS175 YDS28 cdc48-3myc-AtLOV2-cODC1::kanMX this study 
YCT1338 ESM365-1 pma1-RFP-AtLOV2-cODC1::kanMX this study 
YDS170 YDS28 pma1-3myc-AtLOV2-cODC1::kanMX this study 
YDS174 YDS28 sec62-3myc-AtLOV2-cODC1::kanMX this study 
YDS171 YDS28 mcm1-3myc-AtLOV2-cODC1::kanMX this study 
YDS187 YDS28 ufd1-3myc-AtLOV2-cODC1::kanMX this study 
YDS188 YDS28 sec63-3myc-AtLOV2-cODC1::kanMX this study 
YDS191 YDS28 npl4-3myc-AtLOV2-cODC1::kanMX this study 
YDS91 ESM365-1 ade2-RFP-AtLOV2-cODC1::kanMX this study 
YCR134 YDS28 cdc5-3myc-AtLOV2-cODC1::kanMX SPC72-6HA::HIS3MX6 this study 
YCR135 YDS28 cdc5-3myc-AtLOV2-cODC1::kanMX KIN4-6HA::HIS3MX6 this study 
YCR136 YDS28 sec62-3myc-AtLOV2-cODC1::kanMX SEC66-6HA::HIS3MX6 this study 
YCR137 YDS28 sec62-3myc-AtLOV2-cODC1::kanMX SEC63-6HA::HIS3MX6 this study 
YCR143 YDS28 mcm1-3myc-AtLOV2-cODC1::kanMX SNF6-6HA::HIS3MX6 this study 
YCR144 YDS28 mcm1-3myc-AtLOV2-cODC1::kanMX SNF5-6HA::HIS3MX6 this study 
YCR149 YDS28 cdc48-3myc-AtLOV2-cODC1::kanMX NPL4-6HA::HIS3MX6 this study 





Table S2. Plasmids, Related to Experimental Procedures 
 
Name Genotype Source 
pRS315 LEU2 ARS209/CEN2 ori bla Sikorski and Hieter, 1989 
pCT320 pRS315 PADH1-tagRFP this work 
pCT322 pRS315 PADH1-tagRFP-AtLOV2 this work 
pCT334 pRS315 PADH1-tagRFP-AtLOV2-cODC1 this work 
pDS87 pRS315 PADH1-tagRFP-AtLOV2-cODC1CA this work 
pDS90 pRS315 PTDH3-tagRFP-AtLOV2-cODC1 this work 
pCT337 tagRFP-AtLOV2-cODC1::kanMX ori bla this work 
pDS96 3myc-AtLOV2-cODC1::kanMX ori bla this work 
pDS97 pRS315 PADH1-Nsic1-3myc-AtLOV2-cODC1 this work 
pDS101 pRS315 PCLB2-clb2db-3myc-AtLOV2-cODC1 this work 
pDS118 pRS315 PADH1-tagRFP-AtLOV2C53A-cODC1 this work 
pDS119 pRS315 PADH1-tagRFP-AtLOV2I149E-cODC1 this work 
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Table S3. Values Used for In Silico Simulations, Related to Figure 6 and Figure S6 
Name Value Source 
dark state recovery k(dark) 0.59 min-1 Terazima, 2011 
conversion of PSDdark to PSDlit in darkness k(leak) 0.0118 min-1 Yao et al., 2008 
endogenous degradation rate k(degENDO) 0.0025 min-1 This study 
light-induced degradation k(degLOV) 0.033 min-1 This study 
light conversion rate k(hν) at 1 µmol m-2 s-1 0.0404 min-1 This study 
quantum yield FMN 0.26 Drepper et al., 2007 
FMN cross section at λmax (450 nm) 4.3*10-17 cm2 Islam et al., 2003 
TDH3 mRNA synthesis rate 188.1 hr-1 Holstege et al., 1998 
TDH3 mRNA half-life 18 min Holstege et al., 1998 
TDH3 mRNA molecules/cell 89 Holstege et al., 1998 







Microscopy and Image Processing 
Live-cell imaging of yeast cells was performed as described (Jungbluth et al., 2010) using 
a Zeiss Axiovert 200 equipped with a Hamamatsu camera, DAPI, EGFP and rhodamine 
filter sets and a 63x Plan Apochromat oil lens (NA 1.4). DIC images were collected in a 
single plane, fluorescence images in a single plane or as z-stack with 0.5 µm intervals 
using the image acquisition software Volocity 5.03 (Perkin Elmer). The software ImageJ 
was used for image processing and fluorescence quantification (Collins, 2007). 
Immunoblotting, Quantitative Measurements, and Statistics 
Immunoblotting experiments with samples obtained from yeast were performed as 
described (Jungbluth et al., 2010).  
Measurements to characterize the psd-module in yeast cells were performed with at least 
four biological replicates measured on two different days. The figures show representative 
results (immunoblotting, growth test, fluorescence measurements of cells grown on solid 
medium, and microscopy images) or mean results (Figure 2C, 2D, 3A upper right panel, 
4B, 6C, Figure S2F, S3B, S5C). Error bars show the standard error of the mean (s.e.m.) 
or standard deviation (indicated in figure legends). Statistical analysis (pairwise t-test) was 
done with the QuickCalcs online calculator (www.graphpad.com/quickcalcs/index.cfm). 
The fluorescence of yeast cells grown on solid media was measured using the 
fluorescence image analyzer Fujifilm LAS-4000 equipped with a 16-bit CCD-camera, white 
light (to image growth of yeast cells), green light-emitting LEDs (emission maximum 520 
nm) and an emission filter set (575 nm-DF20) suitable for RFP observation. The cells were 
incubated before imaging in the presence or absence of blue light as described in the 
figure legends. Linear fluorescence profiles of yeast cell lawns were obtained by the use of 
the program ImageJ. A rectangular area (Figure S3C; 88×19 mm) in the center of the plate 
was selected and mean gray values were quantified using the “plot profile” option. 
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Development of an optogenetic tool to regulate protein stability in vivo 
Christian Renicke1 and Christof Taxis1, 2 
1. Introduction 
The introduction of the green fluorescent protein as a genetically encoded marker for 
the observation of physiological events in living organisms revolutionized life-
sciences (1, 2). Recently, the biologist's toolbox was expanded by another branch in 
which light is used to precisely manipulate cellular functions via genetically 
expressed photoactuators. Both approaches, aiming at either observation or 
regulation of cellular processes, are referred to as optogenetics (3, 4). The second 
strategy requires a bifunctional protein which comprises a sensor-domain for photo-
reception and an effector-domain facilitating a specific output. Light as signal has 
certain advantages compared to e.g. small molecule approaches to regulate cell 
behavior or protein activities. Mainly, these are the unmatched temporal and spatial 
control as well as precise regulation of quantity and quality of light. However, many 
biological systems rely on and react to light as an important environmental cue. This 
has to be considered for experimental design of an optogenetic approach. 
In recent years, many different tools have been developed using light to influence 
protein activity by either regulating synthesis, localization, activity or stability, which 
has been described in depth by several reviews (5-7). These tools fall into two broad 
classes: The first consists of naturally occurring photoactuators that need minimal 
adjustments to be used in heterologous systems like the channelrhodopsins that 
revolutionized neuronal studies at all levels; from single cell measurements in 
isolated neurons up to behavioral studies in whole animals (8). Although such 
photoactuators might be directly transferable into the experimental organism of 
choice, generation of improved variants by knowledge-based site-specific 
mutagenesis or directed evolution is a way to improve applicability of these tools. 
This offers researchers the opportunity to use an experimental setup that is optimized 
for their needs (9). The second class are synthetic, modular photoactuators that 
provide a novel cellular function by controlling the activity of an effector-domain with 
a photoreceptor. In general, an in-depth understanding of the light-induced changes 
in the photoreceptor and the regulation mechanism of the effector domain is 
necessary to succeed in such an approach. This has been very successfully utilized 
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to achieve site-specific regulation of protein activities like a small GTPase or actin 
filament formation (10, 11). 
Some generalizable trends became evident that have been employed effectively for 
several approaches. One example is the development of tools for light-regulation of 
transcription, which took advantage of the characterization of proteins that change 
their association with a photoreceptor in dependence of its signaling state (12-18). 
Another way to control protein abundance generically is to regulate the degradation 
of a target protein. Light-control of protein stability has been established by regulating 
the activity of a degradation sequence with a photoreceptor domain (19, 20) or by 
uncaging of a small chemical compound (21). In all three methods, the ubiquitin-
proteasome system, which is the main proteolytic machinery in eukaryotes (22), is 
used for proteolysis of the target protein. Thus, these methods are restricted to target 
proteins that reside in the nucleus or the cytosol of an eukaryotic cell. 
The LOV2 domains of Arabidopsis thaliana and Avena sativa phototropin1 have been 
used to regulate function of an effector domain in several optogenetic tools (7, 23). 
This is somewhat similar to its original role in plant phototropism, in which the domain 
regulates the activity of an adjacent kinase domain in the protein phototropin1 (24). 
The family of LOV2 domains are well studied photoreceptors; they use a flavin 
mononucleotide (FMN) cofactor as primary light-sensing molecule. After excitation of 
FMN by blue-light, a covalent bond is formed between the carbon atom at position 4a 
of FMN and the sulphur of a cysteine residue. This adduct formation induces 
conformational rearrangements in the LOV2 domain that lead to the unfolding of a C-
terminal helix, the so called Jα helix (23). The structural change at the C-terminus of 
the LOV2 domain upon excitation with blue-light has been used to regulate 
accessibility and activity of synthetic degrons. The LOV2 domain of A. sativa 
phototropin1 and a degradation sequence consisiting of four amino acids was used 
to generate the so called blue-light inducible degradation construct which has been 
shown to mediate light-control of protein stability in mammalian cell culture and 
zebrafish embryos (19). In another implementation, the degron is a synthetic variant 
of the C-terminal degron of murine ornithine decarboxylase (ODC), which is called 
cODC1 (25) linked to the LOV2 domain of A. thaliana phototropin1 (Figure 1A and 
(20)). The ODC degron belongs to the few known degrons that induce proteasomal 
degradation independent of ubiquitylation, a common prerequisite for proteins to be 
degraded by the proteasome. It has been shown to be useful for in vivo 
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destabilization of proteins in budding yeast, tobacco plants, and mammalian cell 
culture or to study protein degradation in vitro (26-30). 
Figure 1: The photo-sensitive degron (psd) module. A) The psd module consists of the A. 
thaliana phototropin1 LOV2 domain (amino acids 460 to 616) with a C-terminal extension of 
23 amino acids from the synthetic degron cODC1 (letters in bold) containing the crucial CA 
motif (underlined). This degron was derived from the murine ornithine decarboxylase C-
terminal degradation sequence. B) Activation mechanism of the psd module exemplified in 
the yeast Saccharomyces cerevisiae. The gene encoding the psd module can be used to 
extend the target gene at the 3'-end. This leads to the formation of a fusion protein that is 
stable in darkness. Exposure of the yeast cells with blue-light leads to a structural change in 
the LOV2 core domain and unfolding of a C-terminal α helix, which exposes and activates 
the cODC1 degron. This induces proteasomal degradation of the target. Subsequently, target 
protein levels drop until a new equilibrium between ongoing biosynthesis and degradation 
has been reached. 
To induce degradation, two requirements have to be met for ODC derived degrons: a 
stretch of 37 amino acids without secondary structure has to be present at the very 
C-terminus of the protein and a cysteine-alanine motif must reside roughly in the 
center of the sequence. The cysteine residue has been shown to be required for 
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proteasome association and the lack of secondary structure is important for induction 
of proteolysis (31-33). Thus, it can be assumed that light-induced unfolding of the Jα 
helix is not only necessary for exposure but also for activation of the degron (Figure 
1B).  
The photosensitive degron module has been developed and characterized in the 
yeast Saccharomyces cerevisiae. There, it was applied successfully to regulate 
growth, secretion, cell cycle events and enzymatic activity by blue-light and recently, 
it was shown to work in the nematode Caenorhabditis elegans as well (20, 34).  
In this chapter, we discuss practical aspects of using the psd module in yeast, point-
out problems that might arise and strategies to circumvent these obstacles. 
Furthermore, we provide guidelines for usage of the psd module variants with 
different destabilization characteristics and we describe typical applications and 
experimental designs, e.g. target protein inactivation by light during the 
developmental program of sporulation and observation of target protein depletion by 
live-cell imaging. 
2. Methodology 
2.1. Yeast strains, plasmids and growth conditions 
No specialized yeast strain is necessary to control protein stability by light. The psd 
module can be inserted at a chromosomal locus at the 3' end of a gene by standard 
procedures or the desired fusion gene may be created on plasmid (20, 35). The latter 
approach might require a yeast strain lacking the target gene but in turn provides the 
opportunity to uncouple target gene expression from intrinsic regulation by 
substitution of the original promoter. No specialized requirements are necessary for 
medium composition. We used all kinds of standard solid medium for plate assays 
(36). Clear plastic cell culture flasks with a ventilated cap were used to grow cells in 
liquid cultures. In this case, coloring of a medium might be an issue due to absorption 
of relevant wavelengths resulting in decreased light penetration. Therefore, low 
fluorescence medium was used to grow yeast cells in shaking cultures (37). It might 
be noteworthy that low fluorescent medium is quite similar to synthetic complete 
medium, however the latter contains riboflavins that are used as essential cofactor by 
the LOV2 domain. In yeast strains or under growth conditions in which riboflavins are 
limiting due to reduced biosynthesis, addition of flavinmononucleotide to the medium 
might be a way to ensure availability of the cofactor.  
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2.2. Illumination conditions 
Common light emitting diodes (LED), either high-power blue-light LEDs or RGB 
LEDs, connected to a dimmer were used to illuminate yeast cells. In general, the 
light-intensity was adjusted to a photon flux of 30 µmol m-2 s-1 at the level of the cells 
with an optometer (e.g. P2000, equipped with light-detector D-9306-2, Gigahertz-
Optik, Türkenfeld, Germany). Lightproof boxes with LEDs mounted to the lid were 
used to expose the cells to specific illumination conditions. The interior of the boxes 
was lined with reflective film to increase light-yield. For live-cell and time-lapse 
microscopy experiments, a single blue-light LED was placed in the transmitted light 
path to allow specific illumination of the sample. During recording of fluorescence 
images, the LED was switched off. A light-flux of up to 30 µmol m-2 s-1 does not 
influence the growth rate of wild type cells, even very light-sensitive yap1Δ mutant 
cells were still proliferating under these conditions. Moreover, the presence of a psd-
module construct did not result in decreased growth rate under these conditions (20, 
37). 
2.3. Detection of target proteins in yeast cells 
Standard techniques were applied to quantify the target protein content in yeast cells 
(38). Target protein abundance in yeast cultures was analyzed by immunoblotting. 
Whole cell extracts were prepared by alkaline lysis and trichloroacetic acid 
precipitation (39). SDS-PAGE and blotting was performed following standard 
procedures (40, 41). Fluorescence microscopy was used for single-cell 
measurements of target protein levels modified with a fluorescent protein and the psd 
module (20), whereas quantification at population scale was done by fluorimeter 
measurements (37). 
3. Results and Discussion 
3.1. Regulation of protein abundance by light 
Control of protein levels by light requires the fusion of the psd module to the carboxy-
terminus of the target, which has to reside in the nucleus or the cytosol to be 
accessible for proteasomal degradation. In addition, successful regulation depends 
on the intrinsic stability of the target protein. Regulation of protein abundance with the 
psd module works best for stable proteins with a long half-life. If a protein has a very 
short half-life, it may not be further destabilized by the psd module. For such proteins 
it might be more advisable to control the gene expression of the target by light (42). 
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The half-lives of the diverse psd module variants that are available range from 6 to 
20 minutes at destabilizing conditions (20, 37 and Table 1). The half-lives of most 
yeast proteins have been measured (43), which might help in finding the most 
promising method for initial experiments. 
In yeast, a target gene can be expanded conveniently at the 3'-end by homologous 
recombination with PCR generated cassettes (35), a technique suitable for 
generation of chromosomally integrated gene fusions with the psd module as well 
(20). Furthermore, this does not interfere with the naturally evolved regulation of 
target gene-expression, which preserves the normal response to changes in the 
environment. An alternative is the usage of a strain with a deletion of the target gene 
complemented with a plasmid bearing the psd module-modified target gene. In such 
a construct, it might be worth to exchange the promoter of the target gene with a 
regulatable promoter like PGAL1 or the variants PGALL or PGALS that have reduced 
expression strength (35). Such dual control allows transcriptional repression 
concomitantly with protein destabilization, however it requires a switch in growth 
medium in case a GAL1 promoter variant is used to regulate the expression of the 
target gene. 
Figure 2: Construction of a light-sensor using the psd-module. Yeast cells expressing PTDH3-
RFP-psd (plasmid based) were spread on solid medium and incubated at 30 °C for 24 hours. 
Blue-light (465 nm, 10 µmol m-2 s-1) was applied on parts of the plate using a mask (upper left 
panel). Please note that the rim of the plate was not illuminated due to the usage of a hood to 
block lateral light. RFP fluorescence (lower left image) and yeast cell growth (upper right 
image) were imaged with a fluorescence image analyzer and a digital camera, respectively. 
The graph (lower right panel) shows the line plot of fluorescence (measured along the yellow 
line) after background subtraction. The magnified area is indicated in the fluorescence 
image. Background fluorescence was obtained from cell-free areas. 
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Light exhibits unique advantages compared to other signals that may be applied to 
switch conditional mutants to the inactive state. One advantage is spatial control of 
illumination, which can be used to regulate the abundance of a target very precisely 
(Figure 2). 
Such spatial control has also been used for light-regulation of enzymatic activity to 
implement yeast photography (20), which shows convincingly that enzymatic activity 
can be regulated with high spatial precision. This is not only achievable on a 
macroscopic scale, even experiments on the microscopic level could benefit from 
selective-illumination approaches: a specific protein might be inactivated in a fraction 
of the cells, whereas both, light-exposed and undisturbed cells are observed at the 
same time. The proof-of-principle for such an experimental setup has been achieved 
with a chemical biology method for the regulation of protein stability (21). 
3.3. Application of the psd module to generate conditional mutants 
Regulation of protein abundance by light is a powerful approach to create conditional 
mutants. The psd module has been used to exert light-control over proteins with 
diverse cellular functions. Among others, the abundance of the Polo-like kinase 
Cdc5, the phosphatase Cdc14, the AAA-ATPase Cdc48, the iron-sulfur cluster 
biogenesis factor Yae1 or Sec62, a subunit of the translocon necessary for import 
into the endoplasmic reticulum has been regulated by light (20, 44). Indirectly, 
reversed regulation has been achieved with constitutively active variants of cyclin-
dependent kinase regulators modified with the psd module in an otherwise wild type 
background. In this case, accumulation of the modified regulators in darkness leads 
to a block in cell cycle progression at a distinct step in each case (20). The psd 
module can be employed to create conditional mutants by inactivating proteins during 
vegetative growth. Moreover, it is also a useful tool to investigate a developmental 
process. In yeast, the differentiation program of sporulation is coupled to the meiotic 
cell divisions; it is induced by starvation conditions and leads to the generation of up 
to four spores containing haploid genomes from a diploid mother cell (45). Usage of a 
conditional mutant to inactivate a protein during meiosis has the advantage that 
perturbation of the vegetative growth phase is minimized and inactivation is 
reversible. With the psd module, inactivation of the target protein is induced by blue-





Figure 3: Generation of conditional mutants with the psd module. A) Depletion of Cdc5-RFP-
psd and Cdc14-RFP-psd by blue light after induction of sporulation leads to block of spore 
formation. Diploid yeast cells (genotypes indicated in the figure) were subjected to 
sporulation conditions at 25 °C for two days in absence or presence of blue light (470 nm, 20 
µmol m-2 s-1) Images show cells in differential interference contrast and HOECHST 33342 
stained DNA in the DAPI channel. Scale bar: 5 µm. B) Depletion of Sec62-RFP-psd leads to 
a reversible block in sporulation. Cells were exposed for 48 h to sporulation conditions as 
described in A and then subjected to additional 48 h of incubation in darkness.  
Light-induced depletion of Cdc5-psd, Cdc14-psd, and Sec62-psd during meiosis 
suggested that target protein activity is lost quickly after induction of the sporulation 
program, resulting in specific defects in progression through different phases of the 
meiotic divisions or spore formation. Inactivation of the Polo-like kinase Cdc5 
resulted in cells that were mostly arrested during early phases of meiosis I, 
inactivation of Cdc14 blocked cells at the metaphase to anaphase transition of 
meiosis I, whereas cells with reduced Sec62 levels finished most likely both meiotic 
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divisions but were unable form refractive spores (Figure 3A and B and our 
unpublished observations). Interestingly, the cells which were arrested in sporulation 
due to Sec62 depletion were able to complete the developmental program when 
placed into darkness after 48 h blue-light incubation (Figure 3B). This behavior 
demonstrated nicely the reversibility of target protein depletion by protein 
biosynthesis. Similarly, reappearance of a target has been observed previously by 
following a fluorescent protein modified with the psd module (20). 
3.4. Detection of target proteins modified with the psd module 
During regulation of protein stability with the photo-sensitive degron, it is important to 
follow the abundance of the target protein before and after the transition from 
permissive to restrictive conditions. Commonly available methods can be used to 
record the changes over time, like fluorescence microscopy (Figure 4), fluorimeter 
measurements and immunoblotting (20, 37). Although not tested by us, methods like 
flow cytometry or mass spectrometry are also applicable for this purpose (46, 47). 
For fluorescence-based approaches, the target protein has to be modified with a 
fluorescent tag in addition to the psd module. In yeast, modification can be done by 
choosing an appropriate cassette plasmid that contains the gene for the fluorescent 
protein of choice N-terminally fused to the psd module (20). Modification of a target 
with such an approach has been used to observe the disappearance of the target 
protein in vivo after illuminating the cells with blue-light (Figure 4). 
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Figure 4: Live-cell microscopy of Cdc14-RFP-psd. Images of cells containing Cdc14-RFP-
psd were recorded before and after illuminating the cells with blue-light (465 nm; 30 µmol m-2 
s-1) for the times indicated in the figure (scale bar 2 µm). The fluorescence signals show the 
typical nucleolar localization of Cdc14 at the beginning of the experiment (marked by 
arrowheads in the overlay of fluorescence and DIC channel), which disappear already after 
two hours of blue-light exposure. 
Fluorimeter measurements or immunoblotting may require more time and several 
steps of sample preparation but offer advantages regarding signal-to-noise ratio, 
specificity or sensitivity. In case of immunoblotting, the target protein is modified with 
a smaller tag. The decision for one of these methods can be made largely on the 
available equipment and the specific experimental requirements. 
3.2. Variants of the psd module 
A mutagenesis-based approach was done to create improved variants of the psd-
module (37). Firstly, mutations were tested in the setting of the psd module, which 
have been described in the literature to improve the switching behavior of 
homologous LOV2 domains. Secondly, we made mutants by random mutagenesis 
and selected variants with interesting characteristics. Finally, we combined both 
approaches and merged promising mutations into one construct (Figure 5). Our 
efforts resulted in variants with improved switching behavior, which is in case of the 
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psd module the abundance of the target protein in cells kept in darkness divided by 
its abundance in blue-light illuminated cells. In addition, we identified variants with a 
threefold decrease in half-life under destabilizing conditions. However, the latter 
variants showed decreased stability in darkness as well. An overview of selected psd 
module variants is given in table 1.  
Figure 5: Mutagenesis strategies to improve the psd module. A) Site-directed mutagenesis 
was used to generate variants of the psd module containing mutations that have been shown 
to change the signaling characteristics of homologous LOV2 domains. These variants were 
then tested for their dark/light switching behavior and their half-lives in cells kept in darkness 
or exposed to blue-light. B) Random mutagenesis was used to generate a library of psd 
module variants. Fluorescence measurements were used to quantify abundance of the red 
fluorescent protein that is fused to the psd module in cells grown in darkness and in cells 
exposed to blue-light. Interesting clones were analyzed as described in A. Site-directed 
mutagenesis was used to combine promising mutations in one construct followed by further 
characterization. 
The diversification of psd module characteristics has consequences for its usage: the 
choice of psd module variants is depending on the characteristics of the target 
protein. It is probably best to modify a target protein that is highly abundant and is 
required in high levels to sustain its specific cellular function with the original psd 
module or one of the variants with high switching ratio (K121M N128Y G138A and 
K92R E132A E155G). The latter two variants showed reduced half-lives at restrictive 
conditions (37), which was crucial to obtain a yeast strain in which the cyclin-
dependent kinase Cdc28 could be inactivated by light (Figure 6).  
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Figure 6: Inactivation of the yeast cyclin-dependent kinase Cdc28 by blue-light. Yeast strains 
with cdc28-psd variants (as indicated in the figure) and an isogenic control strain were 
streaked on solid YPD medium and incubated for two days in darkness or exposed to blue-
light (465 nm, 30 µmol m-2 s-1) at 30 °C. 
Target proteins that are required only in low amounts need a psd module variant that 
leads to minimal levels at restrictive conditions. Examples are variants with half-lives 
of 10 minutes and below (K92R E132A E139N N148D E155G and K121M N128Y) in 
blue-light illuminated cells (37). The abundance of a specific yeast protein has been 
measured by different approaches (46, 48-50), the results of these efforts might be 
helpful in deciding which psd module variant is appropriate for successfully creating 
the desired mutant; alternatively, several psd module variants can be tested for a 
specific target. 
4. Concluding remarks 
Light-regulation of protein stability has high potential as an easy-to-implement tool 
that can be used to great effect. Light as signal provides outstanding features, 
especially spatial precision and modulation of illumination strength. It has been 
shown that this can be used to gradually tune the activity of an enzyme in yeast (20). 
Such tunability offers novel experimental design to e.g. gain information about 
network behavior after reducing the amounts of single nodes or to determine cellular 
thresholds for a protein's function. Importantly, the psd module induces changes in 
protein levels fairly fast, which allows to record dynamic behavior of a system in a 
reasonable time. One way to improve the method would be to combine it with light-
repressible transcription (51) or light-activated gene silencing (13) to control protein 
abundance twofold through biosynthesis as well as stability. Variants of the psd 
module that react to different wavelengths would also be of advantage. However, 
currently no photoreceptors with a compatible activation mechanism are known that 
are excited by longer wavelengths. Such variants could be used in analogy to the 
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multi-colored family of fluorescent proteins; target proteins modified with psd modules 
that respond to different excitation-wavelengths could be used to destabilize several 
proteins in the same cell at distinct time points. 
Overall, photoactuators from the optogenetic toolbox offer ample opportunities to 
influence cells on molecular level and to interfere with regulatory processes in a 
merely non-invasive way. Regulation of protein abundance by light with the photo-
sensitive degron is a valuable addition to this package that complements the existing 
tools. While light has been used for centuries to observe biological systems using 
microscopy, recent years have shown that it is also a versatile signal to control 
cellular events in a precise way.  
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Table 1: Characteristics of psd module variants1 
name Half-life in 
darkness (min) 
Half-life in 30 µmol 





Wild type psd module 123 ±21 20 ±1 11 
K92R E132A E155G 102 ±41 12 ±0.4 22 
K121M N128Y G138A 92 ±28 13 ±1 22 
K92R E132A E139N N148D 
E155G 
66 ±10 10 ±0.4 16 
K121M N128Y 44 ±8 9 ±0.3 14 
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Abstract
Site-specific proteases are important tools for in vitro and in vivo cleavage of proteins. They are widely used for
diverse applications, like protein purification, assessment of protein–protein interactions or regulation of protein
localization, abundance or activity. Here, we report the development of a procedure to select protease variants with
altered specificity based on the well-established Saccharomyces cerevisiae adenine auxotrophy-dependent red/white
colony assay. We applied this method on the tobacco etch virus (TEV) protease to obtain a protease variant with
altered substrate specificity at the P1’ Position. In vivo experiments with tester substrates showed that the mutated
TEV protease still efficiently recognizes the sequence ENLYFQ, but has almost lost all bias for the amino acid at the
P1’ Position. Thus, we generated a site-specific protease for synthetic approaches requiring in vivo generation of
proteins or peptides with a specific N-terminal amino acid.
Citation: Renicke C, Spadaccini R, Taxis C (2013) A Tobacco Etch Virus Protease with Increased Substrate Tolerance at the P1' position. PLoS ONE 8(6):
e67915. doi:10.1371/journal.pone.0067915
Editor: Mark J van Raaij, Centro Nacional de Biotecnologia - CSIC, Spain
Received April 10, 2013; Accepted May 22, 2013; Published June 24, 2013
Copyright: © 2013 Renicke et al. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits
unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.
Funding: This work was supported by the DFG grants GK1216 "Intra- and Intercellular Transport and Communication" and TA320/3-1. The funders had no
role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.
Competing interests: The authors have declared that no competing interests exist.
* E-mail: taxis@biologie.uni-marburg.de
Introduction
The tobacco etch virus (TEV) protease is an important
enzyme for life science research. Its high specificity and
robustness make it ideal for diverse applications. It is used in
vitro for protein purification and in vivo to test for protein–
protein interactions, for induced proteolysis and to generate
conditional mutants [1-6]. The biological function of the
protease is to proteolyse the viral polyprotein into single
proteins during tobacco etch virus biogenesis. The canonical
recognition sequence of the protease is given as ENLYFQ-G/S,
although with low stringency at several positions [7]. Especially
glycine or serine at the seventh position (P1' position) of the
recognition sequence can be replaced by another amino acid
(except proline), after which at least partial substrate
proteolysis has been observed [8].
This tolerance at the P1' position is crucial for one of the in
vivo techniques based on the TEV protease, the TEV protease
induced protein instability (TIPI) system. There, the protease is
used to cleave a tag called cODC1-TDegF, which is fused to
the target protein. This results in the activation of two
degradation sequences (degrons) which induce proteasomal
degradation of the degrons and the target [9]. After proteolysis,
the degron called TDegF releases an N-degron, which is a
destabilizing amino acid exposed at the amino-terminus of a
protein [5]. In Saccharomyces cerevisiae, 12 of the 20
fundamental amino acids are classified as destabilizing if
exposed at the amino-terminus of a protein. They are either
directly recognized by the ubiquitin-protein ligase Ubr1 (primary
destabilizing amino acids arginine, phenylalanine, leucine,
isoleucine, histidine, tyrosine, tryptophan, lysine) or after one or
two enzymatic modifications (secondary destabilizing amino
acids aspartate, glutamate and tertiary destabilizing amino
acids glutamine, asparagine). An accessible lysine residue
results in polyubiquitylation of the substrate and subsequently
in degradation by the 26S proteasome [10]. Recently, it was
found that some amino acids originally considered as
stabilizing residues become destabilizing upon acetylation at
the α-amino group of their N-terminal residues (methionine,
alanine, valine, serine, threonine, cysteine). However, this
modification of the N-terminal amino acid takes place only if the
second amino acid is not a basic one. Acetylated amino acids
are recognized and polyubiquitylated by the ubiquitin-protein
ligase Doa10 resulting in proteasomal degradation [11].
The second degron activated by TEV protease proteolysis of
the cODC1-TDegF tag is the C-degron cODC1, which is a
synthetic degron based on the features of the C-terminal
degron of murine ornithine decarboxylase (cODC). Two
features are essential for the activity of the synthetic degron: a
37 amino acid-long unstructured peptide at the very carboxy-
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terminus of a protein and a cysteine-alanine motif, which has to
be present roughly in the middle of this unstructured region.
This degron is directly recognized and degraded by the
proteasome, without the involvement of polyubiquitylation [12].
The cODC1 degron was fused N-terminally to the TDegF
degron to engineer a degradation tag with two degrons that
protect each other from proteasomal degradation. This
bidirectional degradation tag can be placed internally or at
either terminus of the target protein. Proteasomal degradation
is activated in either case by a single cleavage step by the TEV
protease [9].
Overall, three characteristics are important for TIPI: TEV
protease production which depends mainly on the expression
strength of the promoter chosen for protease production;
substrate proteolysis by the TEV protease, which is influenced
by protease-substrate interaction and recognition of the
cleavage sequence, and the destabilization strength of the
activated degron (Figure 1A). During the initial development of
the method, the proteolysis rate of the substrate by the TEV
protease has been increased by fusing the interacting domains
of p14 and SF3B155381-424 to the protease and the substrate,
respectively. Furthermore, shortening of the protease removed
a TEV protease recognition sequence present at the C-
terminus that reduces activity of the full length protease by
competitive inhibition [5,13]. This engineered variant of the TEV
protease has been named pTEV+ protease. A systematic test
of all amino acids at the P1' position of the recognition
sequence has not been undertaken in the context of the TIPI
system for the shortened TEV protease, although this position
influences both the proteolysis rate and the strength of the N-
degron. Work in bacteria has shown that arginine, which is the
strongest N-degron [14], decreases substrate proteolysis by
the TEV protease considerably if present at the P1' position [8].
Recently, random mutagenesis followed by a screen was
performed to find a TEV protease variant with efficient
proteolysis of the recognition sequence ENLYFQ-D [15], which
is cleaved by the TEV protease in vitro and in vivo with
intermediate to high efficiency, depending on the experimental
conditions [5,8]. The TEV protease variant obtained by this
screen was found to be less active against the recognition
sequence ENLYFQ-S and showed slightly increased activity
towards ENLYFQ-D [15].
A powerful genetic technique, which could be used to screen
in yeast for TEV protease variants with specific properties, is
the adenine auxotrophy-based red/white colony assay.
Generation of a red pigment in the yeast vacuole can be
observed visually in yeast colonies in this assay if the N-
succinyl-5-aminoimidazole-4-carboxamide ribotide synthetase
(Ade1) or the phosphoribosylaminoimidazole carboxylase
(Ade2) is not functional. This screen has been used among
many other purposes to identify genetic interactions, study
chromosome stability, or examine protein function [16-18]. In
most cases, assays used a procedure that indicated the
presence of the ADE1 or ADE2 gene. However, we reasoned
that it should be possible to use this assay in the context of the
TIPI system to visualize protein stability, as it has been done
for another degron as well [19].
Here, we report a detailed analysis of the influence of
different amino acids at the P1' position of the recognition
sequence on the processivity of a shortened TEV protease
variant. Furthermore, we describe the development of an Ade2-
based assay that can be used to search for protease mutants
with changed substrate preference or for conditions that
influence substrate proteolysis. Combining this procedure with
random mutagenesis, we obtained a TEV protease variant with
increased in vivo processivity of recognition sequences
containing large, branched and positively charged amino acids
at the P1' position. This TEV protease mutant showed almost
no P1' position preference within the context of the TIPI system
and might be a valuable tool for other experiments requiring
site-directed proteolysis as well.
Results
In vivo proteolysis of substrates with different
recognition sequences by the pTEV+ protease
First, we wanted to know to which extent different amino
acids at the P1' position of the recognition sequence influence
proteolytic activity of the pTEV+ protease, which has higher
processivity due to removal of the last 8 amino acids and
increased substrate affinity by the p14-SF3B155381-424 domains.
We expressed tester substrates (cyan fluorescent protein
(CFP)-TDegX-red fluorescent protein(RFP); X = amino acid at
the P1' position) containing all 20 fundamental amino acids at
the P1' position in yeast cells and followed their proteolysis
after induction of pTEV+ protease synthesis using the
galactose-inducible GAL1 promoter. We observed that only
proline was not processed at all, presence of the other amino
acids at this position led to complete or partial proteolysis.
Such incomplete proteolysis was found for the constructs with
arginine, isoleucine, leucine, lysine, or valine at the P1'
position. In these cases full length CFP-TDegX-RFP was
detected four hours after induction of pTEV+ protease
production, whereas no full length tester substrate was
observable for the other constructs. In general, a higher degree
of proteolysis was obtained with smaller amino acids at the P1'
position compared to larger amino acids, aromatic to aliphatic
and negatively to positively charged ones (Figure 1B). The
pattern we found is in good agreement with the data obtained
with full-length TEV protease without a domain to increase
substrate affinity [8].
To measure the combined effect of proteolytic efficiency and
destabilization strength, we quantified the stability of the RFP
part of the tester substrates after induction of pTEV+ protease
production. This revealed that amino acids that are classified
as stabilizing according to the "classical" view [10] showed only
a slight decrease of RFP fluorescence. A similar decrease was
also observed for the uncleavable CFP-TDegP-RFP substrate
(Figure 1C), which suggests declined tester substrate synthesis
at later time points. Due to the presence of histidine at the P2'
position, no acetylation and subsequent destabilization via the
Doa10 pathway is expected for these amino acids. Exposure of
a destabilizing residue at the N-terminus resulted in complete
depletion of X-RFP in most cases. To measure differences
between the constructs, we calculated depletion efficiencies
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Figure 1.  Activation of the N-degron is rate limiting during substrate depletion by the TIPI system.  A) TIPI efficiency is
influenced by three factors, synthesis of the TEV protease by the galactose-inducible GAL1 promoter, proteolysis of the recognition
sequence, and degradation of the target protein by the ubiquitin-proteasome system. A reporter protein consisting of two fluorescent
proteins (cyan and red) fused together by the TDegX sequence containing the TEV protease recognition sequence (X= amino acid
at position P1') and the N-degron sequence. Please note that we follow the original classification of stabilizing and destabilizing
residues without considering N-degrons that are produced by N-acetylation. In our constructs, histidine follows X, which prevents
acetylation of X in case of Met, Ala, Ser, Cys, Thr, and Val. B) In vivo analysis of the P1' specificity of the pTEV+ protease.
Processing of the tester constructs CFP-TDegX-RFP (plasmid based) was observed after induction of pTEV+ protease production
(PGAL1-pTEV+ in strain YCT1169) by addition of galactose (2% final concentration). Total cell extracts were fractionated by SDS-
polyacrylamide electrophoresis, followed by immunoblotting with antibodies directed against GFP, tRFP and Tub1 (loading control).
C) Quantification of X-RFP depletion. RFP fluorescence (same constructs as in B) was measured by a fluorimeter after induction of
pTEV+ protease synthesis (left graph) and the depletion efficiency of the different substrates was calculated (right graph). Curves
are mean values of at least four measurements, normalized to initial RFP fluorescence. Depletion efficiency is represented by the
area above each curve (error bars: SEM). D) C-terminal truncation of the TEV protease at position 224 does not influence its
activity. The abundance of the tester substrate CFP-TDegF-RFP was followed over time after expression of different pTEV protease
variants by fluorimeter measurements (conditions as in C). The plasmid pDS7 was used to express the substrate in yeast strains
YCT1243 and YCT1244; error bars represent standard deviation; each construct was measured at least five times.
doi: 10.1371/journal.pone.0067915.g001
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that reflect how fast a substrate is processed and degraded.
For most destabilizing amino acids at the P1' position,
depletion efficiencies between 60 and 70% were reached
(Figure 1C). Remarkably, the tertiary N-degron asparagine at
the P1' position was found to be among the residues with
highest depletion efficiency (Figure 1C), although the
transformation of this amino acid into an N-degron requires two
additional modifications after TEV protease cleavage [10].
Furthermore, we observed that constructs with lysine,
isoleucine, leucine, glutamate, and arginine at the P1' position,
which were processed by the pTEV+ protease with low
efficiency (Figure 1B), exhibited depletion efficiencies around
50% or below (Figure 1C). The correlation between TEV
protease cleavage and depletion efficiency as well as the high
depletion efficiency of asparagine suggest that the rate-limiting
step during substrate depletion is proteolysis by the TEV
protease. Moreover, our analysis showed that the strongest N-
degron (arginine) at the P1' position is severely disfavored for
cleavage by the TEV protease. Next, we tested whether further
shortening of the TEV protease (stop codon at position 224 of
the TEV protease sequence compared to stop codon at
position 234) would increase processivity of the protease.
However, we found no difference between the two proteases
towards TDegF containing substrates (Figure 1D) as well as
substrates with TDegR and TDegP (data not shown).
Screen for a TEV protease variant with improved
recognition of arginine at the P1' position
To increase the proteolysis rate of a TEV protease
recognition sequence with arginine at the P1' position, we set
up a screening procedure which allowed us to select for a TEV
protease with efficient proteolysis of the recognition sequence
ENLYFQ-R. We fused two variants of the bidirectional degron
green fluorescent protein (GFP)-cODC1-TDegX-RFP (X=F, R)
to the Ade2 enzyme which is necessary to produce adenine
(Figure 2A). Upon induction of pTEV+ protease synthesis in
these strains, the cells containing the phenylalanine construct
showed an adenine auxotrophy phenotype. The cells were red
on adenine-containing medium and unable to grow on adenine-
free medium, whereas control cells or cells bearing the arginine
construct were adenine prototroph (Figure 2B). This
demonstrates that only efficient proteolysis of the degron
construct induces depletion of the modified Ade2 and evokes
the adenine auxotrophy phenotype. This clear Ade− phenotype
in cells bearing the TDegF construct indicated that screening
for a TEV protease that efficiently processes the recognition
sequence ENLYFQ-R might be possible.
We used PCR-based random mutagenesis and homologous
recombination in yeast to generate a pool of plasmids
containing pTEV+ protease mutants in the ade2-GFP-cODC1-
TDegR-RFP strain. The plasmids of transformants which
showed a red colony phenotype on TEV protease production-
inducing galactose plates were rescued from yeast into
Escherichia coli, retransformed and tested with a patch assay
as well as immunoblotting for efficient Ade2 depletion (Figure
2C and data not shown). Plasmids of confirmed transformants
were sequenced and used as template for further rounds of
mutagenesis, in total about 1200 clones were screened. All of
the tested pTEV+ protease alleles, obtained from the last round,
encoded for a protein with a single amino acid exchange. In
these mutants, the arginine at position 345, which corresponds
to R203 in the TEV protease sequence, was changed to
glycine. The ade2-GFP-cODC1-TDegR-RFP strain transformed
with a plasmid containing the R345G mutant was subjected to
a serial dilution growth assay. The strain showed adenine
auxotrophy upon production of the mutated protease, as
expected (Figure 2D). This demonstrated that the chosen
strategy to obtain a pTEV protease with efficient proteolysis of
the recognition sequence ENLYFQ-R was successful.
Subsequently, we will refer to this mutant version as pTEV2
protease.
P1'-dependent substrate selectivity of the pTEV2
protease
To test whether the pTEV2 protease has an altered substrate
preference, we assessed the efficiency of proteolysis of all 20
fundamental amino acids at the position P1'. Again, we used
the CFP-TDegX-RFP constructs to follow proteolysis. We
found that all recognition sequences with amino acids other
than proline at the P1' position were processed efficiently, most
constructs were completely processed two hours after
induction of pTEV2 synthesis. Substrates with aspartate,
glutamate, isoleucine, threonine, and valine showed residual
amounts of the full length tester construct after two hours,
arginine and phenylalanine also after four hours (Figure 3A). In
comparison to the results obtained with the pTEV+ protease,
constructs with arginine, isoleucine, leucine, lysine or valine at
the P1' position were cleaved more efficiently by the pTEV2
protease, indicating that the pTEV2 protease has lost almost all
preference for the amino acid at the P1' position. The arginine-
containing construct was moderately better cleaved by the
pTEV2 protease, whereas the cleavage of the phenylalanine-
containing construct was somewhat decreased (Figure 3B).
Overall, we found that exchange of a single amino acid in the
TEV protease resulted in improved proteolysis of substrates
with aliphatic or positively charged amino acids at the P1'
position of the TEV recognition sequence in vivo.
Moreover, we were interested to follow the fate of the X-RFP
part upon production of the pTEV2 protease. We measured the
RFP fluorescence of all 20 constructs and found no change in
behavior for tester substrates bearing proline or stabilizing
amino acids at the P1' position. However, several constructs
containing destabilizing residues were depleted much faster
upon induction of pTEV2 protease synthesis; their depletion
rates were now much more similar to each other. Tyrosine or
asparagine at the P1' position induced fastest depletion,
whereas substrates with glutamate or isoleucine were slowest.
Constructs with the other destabilizing amino acids induced
efficient depletion within two to three hours, especially leucine,
lysine and arginine were improved considerably (Figure 3C).
Our measurements with the CFP-TDegX-RFP substrates
revealed that the pTEV2 protease allows generation of some
N-degrons with much higher efficiency.
Structural analysis of Ubr1 has revealed that a leucine
instead of a histidine at the P2' position is favored for
recognition of type 1 substrates by the UBR box present in
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Figure 2.  Generation of a TEV protease that cleaves efficiently the recognition sequence ENLYFQ-R.  A) Scheme of the
construct used for the screening procedure: The bidirectional degron module GFP-cODC1-TDegX-RFP (X = F or R) was fused to
the phosphoribosylaminoimidazole carboxylase Ade2. Cleavage by the TEV protease leads to activation of the C-degron cODC1
and the N-degron TDegX resulting in proteasomal degradation of Ade2-GFP-cODC1 as well as TDegX-RFP. B) Test for adenine
biosynthesis in cells bearing different degron constructs fused chromosomally to ADE2. The yeast strains (ESM356-1, YCT1266,
and YCR8) were grown in patches on solid media (YPD, YP+galactose, yeast nitrogen base + 2% glucose, and yeast nitrogen base
+ 2% galactose; from left to right). C) Scheme illustrating the mutagenesis and selection procedure to obtain a TEV protease which
efficiently processes the recognition sequence ENLYFQ-R (left side). The plate is an example to show the difference in color of
clones with efficient proteolysis of ENLYFQ-R (red colonies) and clones with insufficient proteolysis (white colonies). Please note
that the high degree of red colonies was obtained because the R345G mutant was generated already in the first round of
mutagenesis and enriched in subsequent rounds. D) Expression of pTEV2 protease (plasmid-based, R345G mutant) using the
GAL1 promoter induces the adenine auxotrophy phenotype in ade2-GFP-cODC1-TDegR-RFP cells (YCR6). Serial dilutions (1:10)
were grown on solid media as in B.
doi: 10.1371/journal.pone.0067915.g002
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Figure 3.  In vivo analysis of the P1' Specificity of the pTEV2 protease.  A) Processing of the tester constructs CFP-TDegX-
RFP (plasmid encoded) was observed after induction of pTEV2 protease production (PGAL1-pTEV2 in yeast strain YCR56).
Conditions as in Figure 1B. B) Quantification of the P1' Specificity of the pTEV2 protease. Decrease of full length tester construct
after two hours was normalized to initial values and relative efficiency normalized to proline was calculated (cleavage efficiency =
([X]2h/[Pro]2h×100-100) ×(−1)), assuming that the recognition sequence with proline at the P1’ Position is not cleaved at all. For each
construct two immunoblotting experiments were quantified. Values for constructs with Arg and Phe at the P1’ Position cleaved by
the pTEV+ protease obtained at the same time are shown as reference. Yeast strains YCR56 (pTEV2 protease production) or
YCT1169 (pTEV+ protease production) harboring plasmid-based constructs were used for the measurements. C) Quantification of
X-RFP depletion. The RFP fluorescence was analyzed by fluorimeter measurements after induction of pTEV2 protease synthesis
(upper graph, conditions as in Figure 1C) and the depletion efficiency was calculated (error bars: SEM of at least three
experiments). Same constructs as in B. The difference between the arginine construct cleaved by pTEV2 and pTEV+ protease is
very significant (unpaired t test; p = 0.007).
doi: 10.1371/journal.pone.0067915.g003
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Ubr1 [20]. Therefore, we assessed whether we could further
improve depletion efficiency of the construct with arginine at
the P1' position by a change of the P2' position. The TEV
protease recognition sequence in the CFP-TDegR-RFP tester
substrate was changed from ENLYFQ-RH to ENLYFQ-RL and
substrate behavior after induction of protease production was
measured. First, we analyzed proteolysis of the RH and RL
constructs by both proteases, but did not find a striking
difference. Furthermore, the experiment showed that increased
proteolysis of the RH and RL constructs by the pTEV2
protease is not due to increased protease production, as
protein levels were comparable for both proteases (Figure 4A).
Then, we measured depletion of the RFP part of the construct.
Again, we did not observe a significant change in depletion of
the RL-containing constructs upon proteolysis of the substrates
by the pTEV+ or pTEV2 protease (Figure 4B). These results
strengthen the view that proteolysis by the TEV protease is the
rate limiting step during substrate degradation by the TIPI
system. The only exceptions might be substrates with
glutamate or isoleucine at the P1' position, which are cleaved
better by the pTEV2 protease than arginine or phenylalanine-
containing substrates (Figure 3B), but which showed a lower
depletion efficiency (Figure 3C). Indeed, glutamate and
isoleucine have been categorized as the weakest N-degrons
[14].
Predicted structural impact of the R203G mutation
Finally, we were interested to know whether the R203G
mutation has a structural impact on the TEV protease that
could explain the changes in substrate preferences. We
Figure 4.  Influence of the P2' residue on substrate degradation.  A) Analysis of tester construct proteolysis and depletion as
well as TEV protease production by immunoblotting. Tester constructs (plasmid based): CFP-TDegXY-RFP, XY=RH, RL, X
corresponds to the P1' position, Y to the P2' position; proteases: pTEV+ (yeast strain YCT1169), pTEV2 (YCR56). Conditions as in
Figure 1B; antibodies directed against tRFP, GFP, TEV, and Tub1 (loading control) were used to obtain the immunoblot. B) The
RFP fluorescence of the tester constructs CFP-TDegXY-RFP was followed over time after induction of TEV protease synthesis by
fluorimeter measurements (three measurements for each construct; error bars indicate the standard error of the mean; same
constructs as in A).
doi: 10.1371/journal.pone.0067915.g004
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generated a homology model of the R203G mutant using the
published structure of the TEV protease [21]. This revealed no
obvious difference within the structure. The mutated residue
R203 is located quite far from the catalytic center; it is part of a
loop near the C-terminus connecting two beta-sheets with the
core of the protease. These two beta-sheets are part of a lid-
like structure which is closing the catalytic grove.
Subsequently, we performed molecular docking of peptides
containing different recognition sequences with the TEV
protease and the R203G mutant, but no striking differences
were observed concerning binding of the peptides or hydrogen
bond formation to residues forming the catalytic center (data
not shown). However, we noticed that two arginines (R49, R50)
are located between the catalytic center and R203 (Figure 5A).
Together, these three residues might create a positively
charged surface patch, whereas the R203G mutant would
decrease the charge in this area. Indeed, electrostatic surface
calculations predicted that the positive charge is reduced in the
mutant in this area (Figure 5B), which might allow easier
access of a substrate with a positively charged amino acid at
the P1' position to the catalytic center.
Discussion
Here, we studied in detail the usability of the TEV protease
as a tool to generate N-degrons for protein destabilization. We
found that substrates with the aromatic amino acids
phenylalanine, tyrosine and tryptophan or the tertiary N-degron
glutamine at the P1' position of the recognition sequence show
quickest depletion kinetics among the 20 tested substrates.
Furthermore, we present a screening procedure depending on
the destabilization of Ade2. This allowed us to select a TEV
protease variant that showed, within the context of the TIPI
system, a higher in vivo processivity of branched aliphatic and
Figure 5.  Structural comparison of the TEV protease with the R203G mutant.  A) Ribbon structure of the TEV protease (green)
was overlaid with the mutant (dark cyan). The structure of the R203G mutant, which corresponds to R345G in the pTEV+ protease,
was obtained by homology modeling using an x-ray structure of the TEV protease as template. Views from three different sides are
shown. The residues of the catalytic triad H46, D81, and C151 are indicated (TEV protease: blue; mutant: magenta). The two
arginine residues close to the catalytic center (R49, R50) are shown in yellow (TEV protease) and light magenta (G203 mutant). The
R203 residue is shown in orange, the G203 in red. The two β-sheets, which are mentioned in the text that close the catalytic center
are marked by asterisks. B) Surface charge distribution of the TEV protease compared to the R203G mutant. Surface charges were
calculated using the software package MolMol. Positive charge is represented by blue color, negative charge by red color.
doi: 10.1371/journal.pone.0067915.g005
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positively charged amino acids at position P1'. Structural
analysis suggested that better accessibility of the active site
might be responsible for the increased substrate tolerance of
the mutated TEV protease. This TEV protease variant might be
useful to generate peptides or proteins carrying specific amino
acids at the N-terminus by site-specific proteolysis.
It is interesting to compare the apparent strength of N-
degrons generated by the TIPI system or the ubiquitin fusion
technique [22]. The same amino acids seem to destabilize
quite differently (Figure 6), depending on the method used to
measure the half life and the way the N-degron is generated. A
possible explanation is that in one or both of the methods the
rate-limiting step is not the recognition of the N-degron but its
generation. Such a view is supported by the observation that
Ubr1 binds peptides having arginine or phenylalanine at the N-
terminus with the same affinity in vitro [23] as well as by our
observation that changing the amino acid at the P2' position to
leucine, which increases the affinity of the active N-degron with
Ubr1, does not enhance tester protein depletion. Moreover, the
differences in depletion efficiency we found for the tester
substrates with destabilizing amino acids activated by the
pTEV2 protease were not very pronounced and can be
explained at least in part by differences in cleavage efficiency.
This is best seen for the amino acids glutamate and glutamine.
No matter if the ubiquitin fusion technique or the TIPI system is
used, glutamine always appears to be the stronger N-degron
over glutamate (Figure 6), although glutamine needs to be
converted to glutamate before arginylation creates the species
recognized by Ubr1. The TIPI system makes it possible to
detect the relation between cleavage and degradation
efficiency, as the uncleaved species is stable, whereas the
ubiquitin fusion technique destabilizes the uncleaved species
via the ubiquitin fusion degradation pathway [24].
Notably, shortening of the TEV protease and addition of the
p14-SF3B155381-424 interaction domains did not change the
specificity of the TEV protease. The activity gain observed in
the variant with shortened C-terminus originates most likely
from release of auto-inhibition due to absence of the very C-
terminal located TEV protease recognition sequence [13]. But,
the increased processivity of the variant with the interaction
domains can be assumed to stem from prolonged protease-
substrate interaction. The finding that both changes do not
influence the selectivity of the TEV protease towards its
substrate strengthen the view that size and structure of the
catalytic center govern substrate preference of the TEV
protease [25].
Unclear is how many amino acids after the autolysis-site 219
have to be present for full activity of the protease. The amino
acids from 221 to 235 have intrinsic flexibility and were not
found in the x-ray structures [13,21], but at least a few of these
residues are essential for TEV protease activity. Removing the
C-terminus up to position 219 leads to almost complete loss of
proteolytic activity [26,27], whereas truncation after position
224 resulted in a fully active protease in vivo. Although highly
flexible, these residues might be important for the correct
folding of two beta-strands near the C-terminus that form a kind
of lid which closes the catalytic center.
Our screen resulted in a pTEV protease variant that is almost
insensitive to changes at the P1' position of the recognition
sequence within the context of the TIPI system. Our analysis
revealed that for the TIPI system, a TEV protease recognition
site with tyrosine or glutamine at position P1' induces depletion
of the substrate with highest efficiency. However, the latter
residue might not be ideal in all circumstances; glutamine is a
tertiary N-degron that requires the efficient execution of two
additional enzymatic reactions before the N-degron is
recognized by Ubr1. These steps might not always be
executed efficiently during a developmental process or in all
cell types.
Even though the pTEV2 protease has an extended substrate
tolerance, we did not find negative effects of high pTEV2
protease production in yeast. Additionally, the modified
Figure 6.  Comparison of the apparent N-degron strength generated and measured by different methods.  Apparent N-
degron strength ordered from high to low destabilizing activity. Pulse chase data were obtained by Bachmaier et al., 1989,
fluorescent timer-based measurements by Khmaelinski et al., 2012, fluorescence-based measurements during this study. A color
code indicates whether an amino acid is a primary (dark cyan), secondary (blue) or tertiary (red) destabilizing residue at the amino-
terminus of a protein, or if it is stabilizing (gold) in the absence of N-acetylation.
doi: 10.1371/journal.pone.0067915.g006
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protease might not only be useful for in vivo applications, also
in vitro applications might benefit from it. Due to the substrate
extension, peptides or proteins with a defined N-terminal amino
acid might be produced in higher yields and/or using less TEV
protease.
Recently, a random mutagenesis-based approach has been
undertaken to increase the processivity of the TEV protease
towards the recognition sequence ENLYFQ-D, which is
cleaved in bacterial cells with moderate efficiency. In this study,
three related TEV protease mutants with up to 14 amino acid
exchanges were found. These enzymes displayed enhanced
activity towards the non-native substrate combined with
decreased proteolysis of the canonical recognition sequence
ENLYFQ-S [15]. Most of the mutations are quite far from the
catalytic center, which suggests that the substrate selectivity of
the TEV protease can be influenced by small changes in the
whole protein. Interestingly, one of the mutations, which is
present in two of the mutants, is near the catalytic center
(R50K) and quite close to the arginine 203, which was mutated
to a glycine in case of the pTEV2 protease. Although the amino
acids present at the P1' position in the two screens are quite
different (aspartate versus arginine), it is tempting to speculate
that the electrostatic surface in this region of the protease has
an important influence on substrate selectivity. Indeed,
bioinformatic analysis of the chymotrypsin family of serine
proteases, which is related to the family of 3C cysteine
proteases the TEV protease belongs to [28], has shown that
substrate specificity is conferred by the catalytic cleft and
neighboring surface loops that are thought to stabilize the
specific fold of the substrate binding pocket [29].
The selection procedure we developed allows in principle to
customize substrate selection by any protease that can be
expressed in yeast without toxic effects. Several other selection
procedures have been developed in bacteria or yeast
previously [15,25,30-33]. Compared to these selection
procedures, the Ade2-based assay offers two in vivo selection
methods (growth/non-growth on adenine-free medium or
appearance of red color on adenine-containing medium), which
allows a certain flexibility in the set-up of the screen.
Importantly, no toxic compound has to be added to the cells, as
it is the case for yeast methods based on uracil auxotrophy/5-
FOA resistance [34]. Yet, the selection procedures using Ura3
and Ade2 could also be combined to screen for two different
selection criteria simultaneously. In principle, the screening
procedure can also be reversed to search for protease
inhibitors or protease-inhibiting peptides. It might be feasible to
exchange the TEV protease with another viral protease and
use the adenine-based screening to search in yeast cells for
compounds that decrease protease activity.
Materials and Methods
Yeast strains, growth conditions and plasmids
The Saccharomyces cerevisiae strains are derivatives of the
S288C strain ESM356 [35]. All strains are listed with their
relevant genotypes in Table 1. Standard preparations of media
were used for growth [36]; low-fluorescence medium [37] was
used to grow yeast cells for fluorimeter measurements. Yeast
strains with chromosomally encoded ADE2-GFP-cODC1-
TDegF-RFP and ADE2-GFP-cODC1-TDegR-RFP were
constructed using PCR products [38] obtained with pCT314
and pCR20 as template, respectively. Yeast transformations
with plasmids and PCR products were performed using the
lithium acetate method [39].
Plasmids were constructed by standard procedures [40],
details and sequences of the used vectors are available on
request; plasmids are listed in Table 2. Serial dilution
experiments were performed as described [9] with minimal or
complex medium supplemented with glucose or galactose. The
expression of the pTEV protease variants is repressed on
glucose and induced on galactose containing medium. Images
were taken with a Canon Powershot A620 digital camera.
Immunoblotting and calculation of pTEV2 protease
cleavage efficiency
Immunoblotting experiments were performed as described
using antibodies directed against GFP (Santa Cruz
biotechnology, Santa Cruz, USA), tRFP (Biocat, Heidelberg,
Germany), TEV protease (a kind gift of M. Ehrmann,
(University of DuisburgEssen), tubulin (a kind gift of M. Knop,
University of Heidelberg), and HRPO-coupled antibodies
directed against mouse or rabbit IgG (Santa Cruz
biotechnology, Santa Cruz, USA). The pTEV2 protease
cleavage efficiency for the different amino acids at the P1'
position was measured using immunoblots. The amount of full-
length tester substrate was measured for each construct at the
different time points and normalized to initial amounts (=100%).
These values were normalized to proline (=no cleavage) to
generate the graph.
Quantitative fluorescence measurements
The RFP fluorescence was measured in yeast as follows.
Cells were grown in liquid low fluorescence medium
supplemented with 2% raffinose until the logarithmic growth
phase was reached. Galactose (2% final concentration) was
added to the cultures after removal of the first sample (t=0
hours) to induce protease production. Equal amounts of cells
were taken at the indicated time points, treated with sodium
azide (10 mM final concentration), and stored on ice until the
end of the assay. Finally, samples were transferred to a black,
flat-bottom 96-well microtiter plate (Greiner Bio-One, Germany)
and the RFP fluorescence was measured with a microplate
Table 1. Yeast strains used in this study.
Name Genotype Source
ESM356-1 MATa ura3-53 leu2Δ1 his3Δ200 trp1Δ63 [35]
YCT1169 ESM356 ura3::PGAL1-p14D122Y-TEV234STOP::kanMX [5]
YCT1243 ESM356 ura3::PGAL1-p14D122Y-myc-TEV234STOP::kanMX This study
YCT1244 ESM356 ura3::PGAL1-p14D122Y-myc-TEV224STOP::kanMX [9]
YCR56 ESM356 ura3::PGAL1-p14D122Y-TEVR203G 234STOP::kanMX This study
YCT1266 YCT1169 ADE2-GFP-cODC1-TDegF-mKate::hphNT1 This study
YCR8 YCT1169 ADE2-GFP-cODC1-TDegR-mKate::hphNT1 This study
YCR6 ESM356 ADE2-GFP-cODC1-TDegR-mKate::hphNT1 This study
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reader (Safire, TECAN, Crailsheim, Germany). Excitation
conditions: 10 flashes of light with a wavelength of 555 nm;
fluorescence was observed at a wavelength of 585 nm.
Depletion efficiency was obtained from the mean curve by
calculating the area above each curve. A depletion efficiency of
100% would be correlating to a curve with 0% RFP
fluorescence at all time points, a depletion efficiency of 0%
would be a curve with 100% RFP fluorescence at all time
points. The higher the value for the depletion efficiency, the
faster the construct is depleted from the cell.
Generation of pTEV+ protease variants and red/white
colony assay
Random mutagenesis of the pTEV+ protease was performed
by standard procedure [40]. The mutagenic PCR was
performed with taq polymerase in the presence of different
manganese chloride concentrations (0 mM, 0.62 mM, and 1.25
mM) and a two-fold excess of dCTP and dTTP. In the first two
rounds of mutagenesis, the plasmid pCT310 was used as
template and the oligos p14end_for
(TGTACTATAATGCCAACAGGG) and rec2-seq
(GCGTGACATAACTAATTACATG) for PCR. Homologous
recombination in yeast was used to clone the mutagenized
PCR product into the TEV protease expression vector pCR29.
A third round of mutagenesis was performed using the best
performing clone of the first two screens (plasmid pCR30X2) as




AATTGAGTCGCTTCC). Again, homologous recombination
was used to clone the PCR product into plasmid pGREG566
[43] to obtain the pTEV2 protease expressing plasmid
pCR39X20. The yeast transformants of each screening round
were grown on non-inducing, selective medium (yeast extract
peptone dextrose (YPD) containing 100 µg/ml Nourseothricin
(pCR29) or 200 µg/ml Geneticin (pGREG566)). After two days
at 30 °C, transformants were replicated on yeast extract
peptone (YP) +galactose plates and incubated for two more
days at 30 °C to induce the red colony phenotype.
Development of dark-red colonies required additional
incubation of the plates at 4 °C for several days. In total, about
1200 clones were screened in the red/white colony assay. After
each round of mutagenesis, plasmids of positive clones were
rescued in E. coli, retransformed into the yeast strain YCR6
and tested by a patch assay (as shown in Figure 2B) and
immunoblotting for efficient Ade2-GFP-cODC1-TDegR-RFP
depletion. Plasmids of confirmed positive clones were selected
for sequencing. Positive clones obtained in the last round of
mutagenesis were tested in a serial dilution growth test (Figure
2D).
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Table 2. Plasmids used in this study.
Name Features Source
pRS414 TRP1 ARS/CEN [41]
pDS7 PADH1-yeCFP-TDegF-mKATE in pRS414 [5]
pDS18 PADH1-yeCFP-TDegM-mKATE in pRS414 [5]
pDS21-L PADH1-yeCFP-TDegL-mKATE in pRS414 This study
pDS21-N PADH1-yeCFP-TDegN-mKATE in pRS414 This study
pDS21-P PADH1-yeCFP-TDegP-mKATE in pRS414 This study
pDS21-E PADH1-yeCFP-TDegE-mKATE in pRS414 This study
pDS21-K PADH1-yeCFP-TDegK-mKATE in pRS414 This study
pDS21-T PADH1-yeCFP-TDegT-mKATE in pRS414 This study
pDS21-S PADH1-yeCFP-TDegS-mKATE in pRS414 This study
pDS21-G PADH1-yeCFP-TDegG-mKATE in pRS414 This study
pDS21-Y PADH1-yeCFP-TDegY-mKATE in pRS414 This study
pDS21-C PADH1-yeCFP-TDegC-mKATE in pRS414 This study
pDS21-I PADH1-yeCFP-TDegI-mKATE in pRS414 This study
pDS21-R PADH1-yeCFP-TDegR-mKATE in pRS414 This study
pDS21-W PADH1-yeCFP-TDegW-mKATE in pRS414 This study
pDS21-D PADH1-yeCFP-TDegD-mKATE in pRS414 This study
pDS31 PADH1-yeCFP-TDegH-mKATE in pRS414 This study
pDS33 PADH1-yeCFP-TDegV-mKATE in pRS414 This study
pDS30 PADH1-yeCFP-TDegA-mKATE in pRS414 This study
pDS32 PADH1-yeCFP-TDegQ-mKATE in pRS414 This study
pCR41 PADH1-yeCFP-TDegRL-mKATE in pRS414 This study
pRS313 HIS3 ARS/CEN [41]
pCT310 PGAL1-YFP-p14D122Y-TEV234STOP in pRS313 This study
pRS41N natNT2 ARS/CEN [42]
pCR30X2 PGAL1-GFP-p14D122Y-TEVR203G 234STOP in pRS41N This study
pFA6a-hphNT1 hphNT1 [38]
pCT314 GFP-cODC1-TDegF-mKate::hphNT1 in pFA6a-hphNT1 [9]










pCR29 PGAL1-GFP-p14D122Y-TEV234STOP in pRS41N This study
pCR39X20 PGAL1-GFP-p14D122Y-TEV234STOP in pGREG566 This study
pGREG566 PGAL1-GFP::HIS3 kanMX URA3 ARS/CEN [43]
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Running title: The MEN controls meiotic SPB inheritance 
 




Age-based inheritance of centrosomes in eukaryotic cells is associated with faithful 
chromosome distribution during asymmetric cell divisions. During Saccharomyces 
cerevisiae ascospore formation, such an inheritance mechanism regulates 
encapsulation of selected haploid genomes into spores. Here, we present evidence 
for involvement of the mitotic exit network (MEN) in this process and functional 
diversification of MEN components during sporulation. The kinase Cdc15 as well as 
the kinase complexes Dbf2/20-Mob1 are necessary for age-based selection of 
spindle pole bodies (yeast centrosome equivalents) at the onset of meiosis II. After 
the meiotic divisions, efficient genome inheritance requires Dbf2/20-Mob1 during a 
late step in spore maturation, most likely at a later step than the previously reported 
function of Cdc15 in cytokinesis. In conclusion, the meiotic functions of the MEN are 
far more complex than previously thought. In contrast to the mitotic roles of the 
pathway, execution of meiosis does not rely on the MEN, whereas faithful genome 
inheritance requires MEN signaling at several steps during spore formation, 





Differential inheritance of centrosomes or corresponding structures can be observed 
in many organisms ranging from simple, unicellular fungi to mammals (Pereira et al, 
2001; Yamashita et al, 2007; Wang et al, 2009; Conduit & Raff, 2010; Januschke et 
al, 2011; Izumi & Kaneko, 2012; Salzmann et al, 2014). The underlying spindle 
polarity is based on distinct functional qualities of the spindle poles and important for 
high fidelity of genome inheritance during asymmetric cell divisions (Miller & Rose, 
1998; Piel et al, 2000; Beach et al, 2000; Liakopoulos et al, 2003; Rebollo et al, 2007; 
Rusan & Peifer, 2007; Wang et al, 2009; Januschke et al, 2013; Lerit & Rusan, 
2013). One of the best-studied model organisms for spindle polarity is the yeast 
Saccharomyces cerevisiae. Cells of S. cerevisiae divide asymmetrically by budding. 
Alignment of the mitotic spindle with the mother-daughter axis requires coordinated 
interactions of astral microtubules (aMT) with polarized actin cables at the bud neck 
and the bud cortex (Shaw et al, 1997; Beach et al, 2000; Sheeman et al, 2003; 
Liakopoulos et al, 2003). The intrinsic result of spindle polarity in S. cerevisiae is an 
age-based inheritance mechanism of the spindle pole bodies (SPB), the sole 
microtubule organizing centers equivalent to centrosomes of higher eukaryotes. The 
predominantly conservative SPB duplication between G1 and S phase results in an 
older SPB and a younger SPB, which consists mostly of newly synthesized proteins 
(Adams & Kilmartin, 1999; Menendez-Benito et al, 2013). This younger SPB is 
retained in the mother cell whereas the old SPB migrates into the bud (Pereira et al, 
2001). 
During gametogenesis of S. cerevisiae, which is called sporulation, the situation is 
even more complex due to the higher number of genomes that have to be faithfully 
distributed. In this developmental program, spore formation is coupled to the meiotic 
cell divisions resulting in the formation of four haploid genomes encapsulated by 
spore walls and contained within the remnants of the former mother cell, then called 
ascus (Esposito & Klapholz, 1981). During the meiotic divisions, SPBs are duplicated 
twice, which results in four SPBs of three different generations: one old, one of 
intermediate age, and two young SPBs. The meiotic divisions show no obvious 
asymmetry; yet, establishment of meiotic spindle polarity has been demonstrated by 
an age-based hierarchy of SPB inheritance during spore formation (Taxis et al, 
2005). Sporulation is initiated in cells deprived for a fermentable carbon source as 
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well as a nitrogen source in the presence of a non-fermentable carbon source such 
as acetate (Freese et al, 1982). Timing and progression of meiosis and spore 
formation is controlled by a transcriptional cascade; early, middle, mid-late and late 
gene expression events can be distinguished (Kawaguchi et al, 1992; Chu et al, 
1998). Initiation of spore formation takes place at the cytoplasmic faces of SPBs, 
which are modified by meiotic plaques (MP) at the onset of meiosis II (Davidow et al, 
1980; Knop & Strasser, 2000; Nickas et al, 2003). These structures are composed of 
the essential components Mpc54, Mpc70/Spo21, Spo74 as well as the auxiliary, 
stabilizing factor Ady4 and substitute the γ-tubulin complex and its receptor Spc72 
responsible for aMT nucleation (Knop & Schiebel, 1998; Knop & Strasser, 2000; 
Nickas et al, 2003). 
The meiotic plaque serves as nucleation platform and anchor for de novo formation 
of the prospore membranes (PSM), which derive from fusion of secretory vesicles 
and grow around the nuclear lobes including parts of the cytoplasm (Neiman, 1998; 
Nakanishi et al, 2006; Mathieson et al, 2010). A protein coat consisting of Ssp1, 
Ady3, Irc10 and Don1 covers the leading edge of the growing PSM (Knop & Strasser, 
2000; Nickas & Neiman, 2002; Lam et al, 2014). The protein Ssp1 is essential for 
formation of the PSM; it is required for localization of the other proteins to the leading 
edge and to maintain the opening of the PSM until end of meiosis II (Moreno-
Borchart et al, 2001). The cytokinetic event of PSM closure occurs after spindle 
breakdown and depends on the removal of Ssp1 from the leading edge (Maier et al, 
2007; Diamond et al, 2009; Paulissen et al, 2016). Finally, the four spore wall layers 
(mannan, β-glucan, chitosan and dityrosine) are synthesized within the lumen of the 
PSM, resulting in protection of spores against harsh environmental conditions, 
whereas the remnants of the mother cell mature to form the ascus (Coluccio et al, 
2004, 2008; Eastwood et al, 2012). 
Spindle polarity plays an essential role for spore number control. This means that 
sporulating S. cerevisiae cells regulate the number of MPs and thus, spores in 
response to the available nutrients. Reduction of e.g. acetate leads to a decrease in 
MP protein levels, which results in modification of selected SPBs with an MP and the 
formation of less than four spores per cell (Davidow et al, 1980; Nickas et al, 2004; 
Taxis et al, 2005; Gordon et al, 2006). In this case, SPB inheritance is not random 
but linked to the age of the SPB: the two young SPBs are preferred over the older 
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ones and the oldest SPB has the least chance to be incorporated into a spore. This 
mechanism maximizes intra-ascus mating by the inheritance of non-sister genomes 
originating from the two different meiosis II spindles. Thus, beneficial 
heterozygosities are preserved, which provide fitness advantages at population level 
(Taxis et al, 2005). 
How meiotic cells are able to discriminate between the different SPBs and generate a 
signal for MP formation is still an open question. Once the process is initiated, MP 
components self-organize into the mature MP, which is thought to be a crystal-like 
structure reminiscent of the central plaque of the SPB (Bullitt et al, 1997; Taxis et al, 
2005). The current model is that the crystal-like structure develops rapidly due to a 
positive feedback mechanism until saturation is reached. MP formation happens in a 
consecutive fashion with a delay at older SPBs (Taxis et al, 2005). Besides this 
stepwise MP formation, age-based selection of SPBs relies on the outer plaque 
proteins Nud1 as well as Spc72; potentially, these proteins link presence of aMT to 
differences between the SPBs (Gordon et al, 2006). 
During vegetative growth of S. cerevisiae, several factors and pathways are involved 
in establishment and maintenance of cell and spindle polarity. Among them is the 
mitotic exit network (MEN), an equivalent to the metazoan hippo tumor suppressor 
pathway (Hergovich & Hemmings, 2012). In mitosis, the essential function of the 
MEN takes place in late anaphase by integration of temporal cues of mitotic 
progression with spatial signals of spindle positioning to control the release of Cdc14 
to the cytoplasm (Shou et al, 1999; Visintin et al, 1999; Bardin et al, 2000; Adames et 
al, 2001; Hu et al, 2001). The main role of the phosphatase Cdc14 is to counteract 
Cdk1 activity, thereby allowing the cell to exit mitosis and to reenter G1 phase 
(Jaspersen et al, 1998; Visintin et al, 1998; Mohl et al, 2009). However, the MEN 
fulfills functions also before and after mitotic exit: during metaphase, it is required for 
establishment of spindle polarity by targeting Kar9 localization to aMTs nucleated at 
the old SPB; after exit from mitosis, it acts directly on several proteins at the bud neck 
to promote cytokinesis (Meitinger et al, 2010, 2013; Hotz et al, 2012a, 2012b). 
The core MEN consists of the small GTPase Tem1, the PAK-like kinase Cdc15, the 
downstream NDR (nuclear Dbf2-related) kinases Dbf2 and Dbf20, Mob1 and the 
SPB outer plaque protein Nud1. Thereby, Mob1 forms complexes with the paralogs 
Dbf2 and Dbf20 and acts as a coactivator; Nud1 serves as signaling scaffold 
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(Gruneberg et al, 2000; Lee et al, 2001; Mah et al, 2001; Visintin & Amon, 2001; 
Rock et al, 2013). Until late anaphase, Tem1 is kept in its inactive GDP-bound form 
by the bipartite GAP (GTPase activating protein) Bfa1-Bub2 (Geymonat et al, 2002; 
Fraschini et al, 2006; Caydasi et al, 2012). To activate the MEN, the polo-like kinase 
Cdc5 inhibits the GAP activity of Bfa1-Bub2 by phosphorylation, a function which is 
antagonized by the spindle position checkpoint kinase Kin4 (Hu et al, 2001; Hu & 
Elledge, 2002; Geymonat et al, 2003; Park et al, 2004; Pereira & Schiebel, 2005; 
Maekawa et al, 2007; Kim et al, 2012). As the daughter cell-directed SPB enters the 
bud, Kin4 is inhibited by Lte1, which localizes bud-specific (Geymonat et al, 2009; 
Bertazzi et al, 2011; Falk et al, 2011). This triggers activation of Tem1 and Cdc5 at 
the daughter-localized SPB and leads to SPB recruitment of Cdc15, which activates 
the Dbf2-Mob1 kinase complex resulting in sustained release of Cdc14 from the 
nucleolus to the cytoplasm (Asakawa et al, 2001; Visintin & Amon, 2001; Mohl et al, 
2009; Valerio-Santiago & Monje-Casas, 2011; Rock & Amon, 2011; Gryaznova et al, 
2016; Falk et al, 2016). 
During sporulation, MEN activity has been detected mostly during the second meiotic 
division (Attner & Amon, 2012). Phenotypic analyses on Cdc15 mutants showed 
participation in PSM formation, exit from meiosis II and cytokinesis (Kamieniecki et al, 
2005; Pablo-Hernando et al, 2007; Diamond et al, 2009; Attner & Amon, 2012). 
Furthermore, several mechanistic differences between mitotic and meiotic cell 
divisions exist: Firstly, the requirement for Nud1 and SPB localization is lost (Attner & 
Amon, 2012). Secondly, the GTPase Tem1 and its GAP complex Bfa1-Bub2 are 
dispensable for activation of the kinases Cdc15 and Dbf2/20-Mob1 and spore 
formation (Gordon et al, 2006; Attner & Amon, 2012). Thirdly, Dbf20 is the 
predominantly active NDR kinase and needs Cdc15 activity to associate with the 
Mob1 coactivator (Attner & Amon, 2012). 
Here, we report multiple meiotic roles of the MEN in regulation of SPB inheritance, 
meiotic plaque numbers and cytokinesis during sporulation of S. cerevisiae. At the 
transition from meiosis I to meiosis II, Cdc15 exhibits an inhibitory function on MP 
formation, while the terminal Dbf2-Mob1 and Dbf20-Mob1 kinase complexes are 
involved in establishment of meiotic spindle polarity. After meiosis II, Cdc15 functions 
independently in PSM closure, whereas Dbf2-Mob1 and Dbf20-Mob1 are necessary 




Enhancement of a system for sporulation-specific protein depletion 
Most of the proteins of the MEN fulfill essential roles in vegetative growth of S. 
cerevisiae. Therefore, a reliable and generic system to create loss-of-function 
mutants of essential proteins during meiosis was necessary. We decided to use the 
meiosis-specific variant of the tobacco etch virus (TEV) protease induced protein 
instability system (TIPI) that involves activation of a degradation-inducing sequence 
(degron) by a TEV protease with enhanced processivity (pTEV+) to downregulate 
MEN components specifically during sporulation (Taxis et al, 2009; Jungbluth et al, 
2010, 2012). However, we changed the existing method in two points: we replaced 
the constitutive promoters (PADH1 or PCYC1) with a promoter that is active only during 
vegetative growth (PMCD1; Klein et al, 1999; Clyne et al, 2003) and exchanged the 
CYC1 terminator of the pTEV+ construct by the DIT1 terminator. This terminator 
confers about fourfold higher expression levels of a tester construct than the CYC1 
terminator in logarithmically growing cells and is enhanced under diverse starvation 
conditions (Yamanishi et al, 2013; Ito et al, 2013). We envisioned that these changes 
should lead to robust downregulation of target proteins specifically during meiosis; 
the chromosomal tagging construct PMCD1-GFP-TDegF-3HA was termed sid-tag 
(sporulation-induced depletion) (Figure 1A). To check the effect of the terminator 
exchange in combination with the meiosis-specific IME2 promoter, we compared 
meiotic expression of a PIME2-GFP-pTEV+ construct with terminator sequences of 
either CYC1 or DIT1. Indeed, the expression of the PIME2-GFP-pTEV+-TDIT1 construct 
was two- to threefold higher than that of the PIME2-GFP-pTEV+-TCYC1 construct 
(Figure 1B). A PIME2-pTEV+-TDIT1 construct was integrated at two chromosomal loci 
(HIS3 and TRP1) to ensure efficient meiotic production of the pTEV+ protease.  
The essential MEN kinase Cdc15 was used as target to benchmark the modified 
system during sporulation and vegetative growth. Remarkably, Cdc15 was efficiently 
depleted shortly after induction of meiosis (Figure 1C). Compared to a logarithmically 
growing culture, protein levels were already reduced in the pre-sporulation culture 
(0 h). Similar observations have been made before with the MCD1 promoter; it may 
be that the number of M-phase cells is reduced in cultures growing in medium 
containing the poor carbon source acetate (Klein et al, 1999). As expected, Cdc15 
depletion resulted in a massive sporulation phenotype; cells were able to perform the 
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meiotic divisions but did not form spore-containing asci (Figure 1D). Instead, cells 
arrested with either two or four nuclei or contained no distinct nuclei. This observation 
was in agreement with earlier studies, which suggested a role for Cdc15 in exit of 
meiosis II, prospore membrane growth and closure as well as spore wall maturation 
(Kamieniecki et al, 2005; Pablo-Hernando et al, 2007; Diamond et al, 2009; Attner & 
Amon, 2012). In contrast, chromosomal fusion of the sid-tag to CDC15 did not impair 
vegetative growth or localization of sid-Cdc15 to the spindle pole body (SPB) in 
mitotic anaphase (Figure 1E). These results imply that the modifications of the 
meiosis-specific TIPI system increased the usability of the method. 
Dbf2-Mob1 and Dbf20-Mob1 are required for efficient spore formation 
To gather information about a putative function of the Dbf2-Mob1 and Dbf20-Mob1 
complexes during sporulation, we first sought to examine the meiotic localization of 
Dbf2 and Dbf20 fused to GFP. In line with previous results on Cdc15 and Mob1 
localization and the lack of Nud1 requirement for meiotic MEN activity (Attner & 
Amon, 2012), we did not observe specific localization of Dbf2 and Dbf20 during the 
course of sporulation (Supplementary Figure S1). 
We then investigated the role of the Dbf2-Mob1 and Dbf20-Mob1 complexes during 
sporulation by creation of depletion mutants for the single proteins (Dbf2↓, Dbf20↓ 
and Mob1↓) or different combinations (Dbf2↓ Dbf20↓, Dbf2↓ Mob1↓, Dbf20↓ Mob1↓ 
and Dbf2↓ Dbf20↓ Mob1↓). The efficiency of protein depletion and pTEV+ expression 
was checked by Western blot analysis during the initial time points of sporulation for 
the single mutants. This revealed a considerable decrease for all targets within the 
first four hours (Supplementary Figure S2A). During vegetative growth, no negative 
effect was observed in any of the strains (Supplementary Figure S2B and C). 
Subsequently, we used these strains to assess spore formation and spore number 
control. In short, a reduction of spore numbers compared to the control strain was 
observable for the Mob1↓ mutant, all double mutants and the triple mutant (Figure 
2A, Supplementary Figure S3). This reduction was most pronounced at the highest 
acetate concentration that we tested (1 %); the mutants displayed a decrease in the 
number of tetrads and an increase of dyads and monads. At 0.1 % acetate, the 
control strain formed mostly triads and dyads; the Dbf2↓ Mob1↓ and Dbf2↓ Dbf20↓ 
Mob1↓ strains showed clear reduction of these species coupled with increased 
numbers of monads and cells with no detectable nuclei. At 0.01 % acetate, the Dbf2↓ 
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Mob1↓ and Dbf20↓ Mob1↓double mutants as well as the Dbf2↓ Dbf20↓ Mob1↓ triple 
mutant showed a decrease in asci with more than one spores and an increase of 
cells without stained nuclei in comparison with the control. While most mutants 
showed an impact on spore numbers, they still reacted to lowered acetate 
concentration by a decrease in sporulation efficiency (Figure 2B). In summary, the 
results indicate a redundant role of the MEN kinases Dbf2 and Dbf20 in spore 
formation and imply additional Cdc15 targets during sporulation. Surprisingly, the 
Dbf2↓ Dbf20↓ double mutant and the Mob1↓ mutant showed no significant difference 
to the control strain in sporulation efficiency, whereas the triple mutant did. In 
conclusion, our data suggest some independent functions of Dbf2/20 on the one 
hand and Mob1 on the other hand. 
The reduction of spore numbers in the mutants could be evoked by decreased levels 
of MP proteins. Therefore, we measured the levels of Mpc54-9Myc, Mpc70-9Myc and 
Spo74-9Myc during sporulation in the Mob1↓, Dbf2↓ Dbf20↓ and the Dbf2↓ Dbf20↓ 
Mob1↓ mutants. This revealed no significant changes of the MP protein amounts in 
the terminal MEN kinase mutants as well as in the Cdc15↓ mutant (Supplementary 
Figure S4). Thus, we could exclude reduction of MP protein levels as reason for 
impaired spore formation. 
The MEN influences meiotic genome inheritance and SPB selection 
Next, we investigated genome inheritance during yeast meiosis in a subset of MEN 
mutants. In dyads, the preference for the young SPBs for modification with a MP 
leads to nearly exclusive packaging of genomes from different meiosis II spindles. 
This results in the formation of non-sister dyads, containing homologous and not 
sister chromosomes in the two spores (Davidow et al, 1980; Okamoto & Iino, 1981; 
Nickas et al, 2004; Taxis et al, 2005; Gordon et al, 2006). To investigate whether 
genome inheritance was disturbed in the MEN mutants, we used a yeast strain that 
allows assessment of sister-chromosome segregation (Gordon et al, 2006). This 
diploid strain harbors a centromere-linked gene encoding for RFP on one copy of 
chromosome V and one for GFP on the other. Both genes are expressed only after 
prospore membrane closure. The two different fluorescent proteins permit 
discrimination of non-sister and sister dyads, depending on the fluorescent label 
distribution within the spores of a dyad (Figure 3A). Due to the complete lack of 
spores in the Cdc15↓ mutant, we performed this experiment with the Mob1↓ single 
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mutant, the Dbf2↓ Dbf20↓ double mutant and the Dbf2↓ Dbf20↓ Mob1↓ triple mutant. 
We observed a fraction of sister-dyads below 5 % in the control strain comparable to 
the results of an earlier study (Gordon et al, 2006). Both, the Mob1↓ and the Dbf2↓ 
Dbf20↓ strains produced significantly more sister-dyads, while the Dbf2↓ Dbf20↓ 
Mob1↓ mutant exhibited a further increased fraction of sister-dyads. Additionally, the 
assay allowed detection of chromosome segregation defects indicated by spores with 
either both or no fluorophores. Yet, no increase of cells with missegregated 
chromosomes was found in the mutant strains (Supplementary Figure S5). Thus, 
inactivation of the terminal MEN kinase modules interferes with faithful genome 
inheritance but not chromosome segregation. As in the sporulation assay, the data 
suggest that Dbf2/20 and Mob1 act to some extent separately from each other, as 
the triple mutant showed an additive effect compared to the Mob1↓ single and Dbf2↓ 
Dbf20↓ double mutants. 
The observed phenotype could be due to a defect in age-based inheritance of SPBs 
caused by a changed pattern of MP formation. To test this possibility, we used a 
strain with the moderately slow maturating tagRFP-T (maturation half-time: ~100 min; 
Shaner et al, 2008) as fluorescent timer fused to the integral SPB component Spc42 
together with Mpc54-YFP as MP marker. This allowed correlation of SPB age with 
MP formation. Due to the maturation kinetics of tagRFP-T, three modification patterns 
were distinguished in cells with two mature MPs: modification of the two third 
generation SPBs, modification of a first or second generation and one third 
generation SPB and modification of the first and second generation SPBs.  
For a completely random selection, the expected fractions would be 16.7 % for 
modification of only the third generation SPBs, 16.7 % for selected first and second 
generation SPBs, while selection of one first or second generation SPB together with 
one third generation SPB would occur in 66.7 % of the cells. However, selection of 
SPBs for modification with MPs has been shown to be highly regulated; the two third 
generation SPBs are by far preferred over the older ones. In unperturbed cells with 
two meiotic plaques, about 95 % of the cells modify the two youngest SPBs with MPs 
(Taxis et al, 2005; Gordon et al, 2006). We found similar values for the control strain 
in our experiments (Figure 3B). Strikingly, all four tested mutants exhibited 
significantly lower percentages of cells with meiotic plaques at the youngest SPBs. In 
the Mob1↓ mutant, 25 % of the cells showed modification of one older and one 
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younger SPB, in the Dbf2↓ Dbf20↓ double mutant 17 % and in the Dbf2↓ Dbf20↓ 
Mob1↓ triple mutant 18 % of cells displayed this pattern. This phenotype was even 
more severe in the Cdc15↓ mutant (30 %) accompanied by MP formation at the 
oldest SPBs in 17 % of the cells, a situation rarely found in the other strains. In 
summary, the results demonstrate a role for the MEN in SPB selection during 
sporulation. Moreover, our data imply additional Cdc15 targets beside Dbf2, Dbf20 
and Mob1. 
Multiple roles of the MEN at different steps of spore formation  
To investigate the influence of Cdc15, Dbf2, Dbf20 and Mob1 on numbers of mature 
MPs, we performed fluorescence microscopy and followed the number of bright 
Mpc54-YFP signals during a sporulation time course. In accordance with a previous 
study that used Mpc70 as marker for meiotic plaques (Pablo-Hernando et al, 2007), 
we found robust localization of Mpc54 at SPBs in the Cdc15↓ strain, but no formation 
of refractive spores (Figure 4A). This could be explained by previously described 
defects in exit from meiosis II and PSM closure (Kamieniecki et al, 2005; Pablo-
Hernando et al, 2007; Diamond et al, 2009). Remarkably, Cdc15 depletion led to a 
drastic increase in the number of cells with four mature MPs. In contrast, the kinetics 
of MP formation and number of MPs formed were comparable in cells deficient for 
the terminal MEN components and the control strain (Figure 4B). Most cells formed 
two or three meiotic plaques due to exposure of the cells to low acetate conditions. 
However, the majority of cells depleted for Mob1, Dbf2 and Dbf20 or Dbf2, Dbf20 and 
Mob1 failed in formation of refractive spores; at the end of the time course only about 
20 % of the cells contained spores compared to around 60 % in the control (Figure 
4B). This suggests that Cdc15 functions partially via Dbf2, Dbf20 and Mob1 in 
cytokinesis. Additionally, Cdc15 is required for control of MP numbers independently 
from Dbf2, Dbf20 and Mob1. 
To follow PSM formation directly, we used a strain with the leading edge protein 
Don1 fused to GFP. Again, the Cdc15↓ mutant strain formed no refractive spores but 
accumulated cells with faint Don1-GFP signals staining whole PSMs (Supplementary 
Figure S6). This localization pattern has been attributed to cells that are about to 
close the PSM (Taxis et al, 2006; Maier et al, 2007). In contrast, PSM numbers were 
not affected by Cdc15 depletion regarding slightly more asynchronous cultures 
between the experiments. During similar experiments with the Mob1↓, Dbf2↓ Dbf20↓ 
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and Dbf2↓ Dbf20↓ Mob1↓ mutants under conditions favoring low spore numbers, we 
observed a comparable development of PSMs in all strains. Unlike control cells, just 
a minority of mutant cells formed refractive spores during the experiment, whereas 
the number of cells without Don1-GFP signals increased at the last time points 
(Figure 5). Thus, cells with reduced activity of the Dbf2-Mob1 or Dbf20-Mob1 
complexes are probably defective at an early step in spore maturation rather than 
PSM closure. 
A negative role of Nud1 in spore formation 
The temperature-sensitive nud1-2 allele induces a severe defect in SPB inheritance 
(Gordon et al, 2006). However, pronounced defects in SPB selection and genome 
inheritance were already found at permissive temperatures. Therefore, we 
investigated Nud1 function by using a sporulation-induced depletion mutant. The 
protein was fully functional during vegetative growth and quickly depleted upon 
induction of sporulation (Supplementary Figure S7A, B, and C). Surprisingly, in 
contrast to the nud1-2 allele, depletion of Nud1 induced higher spore numbers per 
ascus accompanied by a modest increase of unsporulated cells (Figure 6A, 
Supplementary Figure S7D). We considered that SPB-associated Nud1 might be 
inaccessible for degradation resulting in depletion of only cytoplasmic Nud1, whereas 
a small fraction of SPB-associated Nud1 might be sufficient for its function. Hence, 
we applied the depletion system on the SPB protein Cnm67, which links Nud1 to the 
central plaque (Schaerer et al, 2001). No side effects were found during vegetative 
growth and sporulation-induced depletion kinetics of Cnm67 were comparable to 
those of Nud1 (Supplementary Figure S7A, B, and C). Depletion of Cnm67 
completely blocked spore formation with most cells mono-nucleated or without nuclei 
(Supplementary Figure S7E). Successful Cnm67 depletion makes it less likely that 
residual Nud1 fractions at the SPB are causing the observed phenotype in Nud1↓ 
cells. Subsequently, we performed a genome inheritance assay with the Nud1↓ strain 
and found a nearly random distribution of sister and non-sister dyads as reported for 
the nud1-2 allele (Figure 6B; Gordon et al, 2006). Furthermore, we observed an 
increase of cells with missegregated chromosomes V (Figure 6C). Thus, Nud1 
seems to fulfill a negative role during spore formation but is necessary for efficient 
establishment of meiotic spindle polarity and chromosome segregation. 
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Both, Cnm67 and Nud1 possess putative phosphorylation consensus sites for either 
Cdc15 ([S/T]X[R/K]) or Dbf2/20-Mob1 (RXXS) and have been shown to be 
hyperphosphorylated in a cell cycle-dependent manner (Gruneberg et al, 2000; 
Schaerer et al, 2001; Mah et al, 2005; Mok et al, 2010; Keck et al, 2011). We 
analyzed Nud1 and Cnm67 during sporulation in the Cdc15↓, Mob1↓, Dbf2↓ Dbf20↓ 
and Dbf2↓ Dbf20↓ Mob1↓ mutants by Western blotting (Supplementary Figure S8). 
Only the Mob1↓ strain showed differences to the control; Nud1 abundance was 
increased at 0 h and during sporulation. Interestingly, a similar increase in Nud1 
levels was not observed in the triple mutant. These results make it unlikely that the 
altered sporulation behavior of the MEN mutants is caused by changes in Nud1 or 
Cnm67 levels. Though, due to the limitations of a standard SDS-PAGE, we cannot 
rule out that e.g. posttranslational modifications of Nud1 or Cnm67 may alter affinity 
for meiotic plaque proteins. 
A major function of Nud1 is the nucleation of aMT together with the γ-tubulin complex 
receptor Spc72 (Knop & Schiebel, 1998; Gruneberg et al, 2000). As Spc72 has an 
influence on meiotic SPB selection (Gordon et al, 2006), we investigated aMT 
association to SPBs during anaphase I using Bik1-3GFP as marker, which is a 
microtubule plus end tracking protein (Markus & Lee, 2011; Su et al, 2011; Hanson et 
al, 2016). In most cells with an anaphase I spindle both SPBs were occupied with 
aMTs (Figure 6D). A smaller fraction of cells showed aMTs only at the older SPB, 
whereas cells with aMTs at the second oldest SPB as well as cells without aMTs 
were rarely found. 
Hyperactivation of the MEN during sporulation 
To obtain further insights in MEN signaling during sporulation, we used a Cdc15 
gain-of-function mutant; in mitosis, expression of a truncated allele of CDC15 
(CDC15ΔC, corresponding to amino acids 1 to 750) leads to hyperactivation of the 
MEN cascade (Bardin et al, 2003; Rock & Amon, 2011). We used this allele under 
control of the meiosis-specific SPO74 promoter and added a photo-sensitive degron 
module to minimize Cdc15ΔC levels during vegetative growth by blue-light 
dependent destabilization of the hyperactive kinase (Renicke et al, 2013). 
Considerable amounts of the construct accumulated specifically during meiosis and 
were sufficient to complement the Cdc15↓ phenotype (Supplementary Figure S9A 
and B). Presence of Cdc15ΔC during meiosis in addition to the endogenous wild-type 
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protein led to a decrease in spore formation and sporulation efficiency (Figure 7A). 
Compared to control cells, levels of the meiotic plaque protein Mpc54 were 
increased, the amounts of Spo74 were reduced whereas Mpc70 was unaffected 
(Figure 7B; Supplementary Figure S9C). Additionally, we observed a decrease of 
Nud1 levels while no changes were found for Cnm67 (Figure 7C; Supplementary 
Figure S9D). A genome inheritance assay revealed no effect of Cdc15ΔC 
(Supplementary Figure S9E). Thus, hyperactivation of the MEN during sporulation 
impinges on spore formation, most likely through limitation of Spo74, but does not 
cause aberrant SPB inheritance. 
The MEN regulators Cdc5 and Kin4 in meiosis 
Previously, it has been shown that during sporulation Tem1 and its GAP complex 
Bfa1-Bub2 are dispensable for MEN activation (Kamieniecki et al, 2005; Gordon et 
al, 2006). We thought that the mitotic antagonists Cdc5 and Kin4 were promising 
candidates as meiotic regulators of the MEN (D’Aquino et al, 2005; Pereira & 
Schiebel, 2005; Maekawa et al, 2007; Gryaznova et al, 2016; Falk et al, 2016). Cdc5 
has been shown in vivo to act directly on Cdc15 and to be required for Cdc14 release 
also in meiosis II while Kin4 was able to phosphorylate Cdc15 in vitro (Lee & Amon, 
2003; Clyne et al, 2003; Ptacek et al, 2005; Sourirajan & Lichten, 2008; Attner et al, 
2013). Due to its functions prior meiosis II (Lee & Amon, 2003; Clyne et al, 2003; 
Sourirajan & Lichten, 2008; Jungbluth et al, 2010; Attner et al, 2013; Li et al, 2015), 
functional characterization of Cdc5 in late steps of meiosis is challenging. Hence, we 
focused on localization analysis of an YFP marked variant. During mitosis, Cdc5-YFP 
localized as previously described (Supplementary Figure S10A; Shirayama et al, 
1998; Song et al, 2000; Park et al, 2004). During sporulation, colocalization with 
Spc42-RFP and Don1-CFP allowed discrimination between cells prior to meiotic 
divisions, in meiosis I, in meiosis II, cells with prospores as well as those with 
refractive spores. No distinct signals were observed in cells in G1 phase and pre-
meiotic S-phase, while Cdc5 was found in the nucleus and at the SPBs from meiosis 
I until late meiosis II; afterwards, the distinct signals disappeared (Figure 8A). 
Localization of Cdc5 to the nucleus and SPBs from meiosis I to early meiosis II was 
reported previously and corresponds to its early MEN-independent meiotic functions 
(Lee et al, 2003; Clyne et al, 2003; Sourirajan & Lichten, 2008; Shirk et al, 2011; 
Attner et al, 2013). Additionally, we looked at cells with less than four distinct Don1-
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CFP signals at SPBs or leading edges of PSMs. Cdc5-YFP signals were frequently 
observed at all four SPBs disregarding the number of Don1-CFP signals (Figure 8B). 
Thus, it is rather unlikely that Cdc5 is a direct meiotic activator of the MEN with 
respect to SPB selection. 
The kinase Kin4 displayed no specific localization during sporulation, whereas the 
localization during vegetative growth was found to be as reported in the literature 
(Supplementary Figure S10B and C; D’Aquino et al, 2005; Pereira & Schiebel, 2005). 
We generated a sid-KIN4 mutant strain that allowed efficient depletion of the protein 
during sporulation; the tag had no impact on mitotic function of Kin4 (Supplementary 
Figure S11A, B, and C). Remarkably, the Kin4 depletion caused severe reduction of 
spore numbers accompanied by a pronounced increase in cells with no nuclei, which 
resulted in a drastic decrease in sporulation efficiency (Figure 8C; Supplementary 
Figure S11D). This shows that Kin4 is necessary for efficient spore formation, 
although no meiotic function for the canonical Kin4 target Bfa1-Bub2 was found 
(Kamieniecki et al, 2005; Gordon et al, 2006), which suggests another meiotic target 
involved in spore formation. Assays to investigate sister dyad formation and 
chromosome segregation revealed no changes for this mutant (Figure 8D and E). 
Thus, participation of Kin4 in MEN regulation of SPB selection and cytokinesis is 
rather unlikely. 
Discussion 
During sporulation of diploid S. cerevisiae cells, spindle polarity results in preferential 
inheritance of newly formed SPBs if less than four spores are formed (Gordon et al, 
2006). The decision how many and which SPBs and their associated genomes will 
be incorporated into spores takes place at the onset of meiosis II by formation of 
meiotic plaques at selected SPBs (Knop & Strasser, 2000; Taxis et al, 2005). Our 
results demonstrate that the MEN functions in this regulatory step in two ways: 
Cdc15, Dbf2, Dbf20 and Mob1 work together in age-based selection of SPBs for 
modification with meiotic plaques. Independently, Cdc15 is involved in control of MP 
numbers. Finally, we observed further functional diversification during PSM closure 
and spore maturation. 
Parallels between mitotic and meiotic functions of the mitotic exit network 
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In mitosis, the MEN is required for establishment of spindle polarity (Hotz et al, 
2012a, 2012b), exit from mitosis and cytokinesis and its activation mechanism is 
tightly linked to the SPB by its scaffold protein Nud1 (reviewed in Juanes & Piatti, 
2016). During the developmental program of sporulation, a rewiring of the MEN takes 
place. Activity of the MEN kinases is independent of SPB localization, Dbf20 is more 
abundant and exhibits higher activity than Dbf2 and its association with Mob1 is 
Cdc15-dependent (Attner & Amon, 2012). Similar to mitosis, the MEN is involved in 
anaphase II release of Cdc14, in exit of meiosis II and cytokinesis (Kamieniecki et al, 
2005; Pablo-Hernando et al, 2007; Diamond et al, 2009; Attner & Amon, 2012). 
This study provides evidence that Dbf2/20-Mob1 are involved in spore formation. In 
contrast to Cdc15 inactivation, depletion of the terminal MEN kinases did not result in 
complete failure of sporulation, but in random spore abortion. This implies that Cdc15 
does not rely exclusively on Dbf2/20-Mob1. The sporulation assays confirmed that 
Dbf2 and Dbf20 act redundantly, whereas Mob1 might have Dbf2/20-independent 
functions during sporulation. Moreover, Don1 localization experiments suggest two 
roles of the MEN after exit of meiosis II. Accumulation of faint Don1-GFP on whole 
PSMs in Cdc15↓ cells indicates a defect in PSM closure, most likely due to a failure 
in removal of Ssp1 from the leading edge of the PSM (Maier et al, 2007; Diamond et 
al, 2009; Paulissen et al, 2016). Disappearance of Don1-GFP signals from the PSMs 
with subsequent spore maturation defects in cells depleted for Dbf2, Dbf20 and Mob1 
points to a defect in spore wall assembly (Coluccio et al, 2004). 
Another independent function of Cdc15 was found in regulation of MP numbers. MP 
protein levels were unchanged, yet, MP numbers were drastically increased in the 
Cdc15↓ strain. This is reminiscent of the phenotype found for an ADY1 deletion 
mutant. There, MP levels were not affected but MP numbers were strongly reduced 
(Deng & Saunders, 2001; Jungbluth et al, 2012). Although opposing in their effects, 
both mutants seem to impact on the ability of MP components to form a mature MP. 
Establishment of mitotic spindle polarity depends on regulation of Kar9 localization by 
the MEN towards the old SPB (Leisner et al, 2008; Hotz et al, 2012a, 2012b). Our 
results indicate that also meiotic spindle polarity is regulated by the MEN. However, it 
is unlikely that Kar9 is involved in this process since it is not required for faithful SPB 
selection (Gordon et al, 2006). Although Cdc15 and Dbf2/20-Mob1 are not found at 
the SPBs (Supplementary Figure S1; Attner & Amon, 2012), they contribute to the 
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selection of the younger SPBs for MP formation. This function correlates with a 
subtle increase in activity of Dbf2/20-Mob1 at the transition from meiosis I to meiosis 
II reported by a previous study (Attner & Amon, 2012). Thus, similar to mitosis, low 
activity might be sufficient for MEN function in SPB selection, whereas high activity 
seems to be required for cytokinesis after meiosis II (Visintin & Amon, 2001; Bardin et 
al, 2003; Hotz et al, 2012a, 2012b). 
SPB selection was clearly affected in all MEN mutants that we tested, however 
Cdc15 depletion resulted in the strongest phenotype. This could imply a functional 
separation between Cdc15 and Dbf2/20-Mob1, similarly to the distinct phenotypes in 
late sporulation. Yet, we cannot rule out that potential differences in depletion 
efficiencies had an impact on our experiments, especially for earlier meiotic 
functions. The effects on SPB selection of Dbf2/20-Mob1 mutants were lower than 
that of Nud1 mutants (Figure 7B; Gordon et al, 2006). Strikingly, Cdc15 depletion 
caused similar randomization of SPB selection as Nud1-2 inactivation (Figure 3B; 
Gordon et al, 2006), which could place Cdc15 as upstream regulator of this process. 
Surprisingly, we found a positive effect of Nud1 depletion on spore numbers 
conversely to that of the nud1-2 allele (Gordon et al, 2006), pointing to an inhibitory 
function of Nud1 on MP formation. We cannot fully explain the phenotypic differences 
of the two mutants. Similar to meiosis-specific Nud1 depletion, it can be assumed 
that Nud1-2 dissociates from the SPB at restrictive temperature as shown in 
vegetatively growing cells (Gruneberg et al, 2000). However, the timing of Nud1 
inactivation as well as experimental conditions were different, which could account 
for the dissimilar sporulation results. Remarkably, effects on genome inheritance 
were comparable for both mutants (Figure 7B; Gordon et al, 2006). Although, it has 
been published by different groups that Nud1 localizes to the SPB during meiosis II, 
the number of SPBs with Nud1 signals varied in these reports (Knop & Strasser, 
2000; Nickas et al, 2004; Attner & Amon, 2012). Thus, an inhibitory function of Nud1 
on MP formation cannot be excluded by the available experimental data. 
A negative effect of Nud1 on spore formation might also explain the unexpected 
phenotypic enhancement observed in most experiments for the Mob1↓ mutant 
compared to the Dbf2↓ Dbf20↓ double mutant, as Nud1 levels were increased in cells 
depleted for Mob1. Functional connection of Mob1 to Mps1 that is involved in SPB 
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homeostasis might provide an explanation for these findings (Winey et al, 1991; Luca 
& Winey, 1998; Elserafy et al, 2014; Burns et al, 2015). 
Regulation of the MEN during sporulation 
An interesting question is the intrinsic activation mechanism of the MEN. Lack of the 
GTPase Tem1 as well as its GAP Bfa1-Bub2, essential for signal integration and 
MEN function in mitosis, have no obvious effect on sporulation (Gordon et al, 2006; 
Attner & Amon, 2012). The main mitotic Tem1 function is localization of Cdc15 to the 
SPB, consequently Nud1-dependent SPB association is dispensable for meiotic MEN 
activity (Visintin & Amon, 2001; Rock & Amon, 2011; Attner & Amon, 2012). 
Recently, a mechanism for activation of the core mammalian Hippo-pathway 
consisting of Mst2, Lats1 and hMob1 has been proposed in which hMob1 acts as 
scaffold for the kinases (Ni et al, 2015). There, the Cdc15 ortholog Mst2 
autophosphorylates multiple residues within its linker region to allow hMob1 docking. 
This leads to a conformational change allowing recruitment of the NDR kinase Lats1 
and formation of a ternary complex, which then permits direct activation of Lats1 by 
Mst2. The high conservation of Hippo signaling provokes the question of a similar 
activation mechanism in budding yeast meiosis. Like Mst2, Cdc15 is capable of 
autophosphorylation and is required for Dbf2/20-Mob1 interaction (Jaspersen et al, 
1998; Asakawa et al, 2001; Ptacek et al, 2005; Attner & Amon, 2012). Moreover, the 
Nud1 independent activation of Dbf2/20-Mob1 (Attner & Amon, 2012) suggests a 
comparable mechanism for the MEN in meiosis. 
Known upstream regulators of the MEN during mitosis are the kinases Cdc5 and 
Kin4 (D’Aquino et al, 2005; Pereira & Schiebel, 2005; Maekawa et al, 2007; 
Gryaznova et al, 2016; Falk et al, 2016). We observed SPB and nuclear localization 
of the Polo-like kinase Cdc5 during the meiotic divisions until prospores became 
visible. A comparable localization pattern was correlated with Cdc5 functions during 
meiotic SPB duplication (Attner et al, 2013). Analysis of Cdc5, Spc42, and Don1 
localization did not reveal a connection between SPB localization of Cdc5 with the 
number of PSMs. Thus, it is unlikely that Cdc5 localization is directly linked to MEN-
dependent SPB selection. The data on depletion of the mitotic Cdc5 antagonist Kin4 
indicate that this kinase is required for efficient sporulation but not for SPB selection 
and genome inheritance. Differences between Kin4 and MEN mutants in the latter 
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assays and the dispensability of Bfa1-Bub2 for spore formation (Gordon et al, 2006) 
suggest that Kin4 acts in a different pathway. 
Is meiotic SPB selection regulated by a dynamic process? 
Two opposing processes could occur at the transition from anaphase I to metaphase 
II: removal of aMTs and formation of MPs. Differences in aMT nucleation between 
the old and the new SPB have been observed in mitosis and impact on mitotic 
spindle polarity (Juanes et al, 2013). During meiosis, a short time window might exist 
in which the two older SPBs still possess aMTs while the new SPBs do not (Figure 
6D). A necessity to remove aMT before MP formation would explain the slight delay 
in MP maturation at older SPBs (Taxis et al, 2005). Limiting amounts of MP 
components and a positive feedback loop in MP maturation then might result in the 
observed SPB selection patterns. Nud1 or Cdc15 inactivation impinge on this 
process to a similar extend (Figure 6B; Gordon et al, 2006); Nud1 directly functions in 
aMT nucleation (Knop & Schiebel, 1998; Gruneberg et al, 2000). Whether Cdc15 
impacts on aMT dynamics during meiosis or is part of another pathway remains an 
open question. 
Material & Methods 
Yeast strains and plasmids. 
All yeast strains used in this study are derivatives of SK1 strains YKS32 (Knop & 
Strasser, 2000) and LH177 (Huang et al, 2005) and their relevant genotypes are 
described in Supplementary Table S1. PCR-based manipulation of target genes at 
the chromosomal locus was performed as previously described (Janke et al, 2004; 
Taxis & Knop, 2012). Yeast transformation was done by the lithium acetate method 
(Schiestl & Gietz, 1989). Correct integration of the PCR products was tested by PCR 
on chromosomal DNA and if applicable by immunodetection of the fusion proteins. 
Genetic manipulations were introduced into haploid strains; diploids were obtained by 
mating of respective haploids. Alternatively, diploids were obtained by tetrad 
dissection of heterozygous strains and subsequent mating of haploids. For creation 
of YCR329, the PIME2-pTEV+-TDIT1::kanMX4 cassette of pCR107 was amplified with 
primers containing homologous sequences for HIS3 or TRP1. For creation of 
YCR370, the kanMX4 resistance markers of YAB12 and a MATα haploid of YCT716 
were substituted by the PCR-amplified hphNT1 cassette of pFA6a-hphNT1. 
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Standard protocols were used for yeast cultivation (Sherman, 2002). In general, 
strains with stable integrations were grown on YPD, selection for antibiotics 
resistances was performed on YPD (1 % yeast extract, 2 % peptone, 2 % glucose) 
supplemented with 100 µg/l ClonNAT, 200 µg/l G418 or 300 µg/l HygromycinB, 
selection for auxotrophy markers was done on synthetic complete (SC) medium with 
2 % glucose lacking uracil, leucine, histidine, tryptophan or lysine. Growth assays 
were performed with 1:5 serial dilutions using an initial OD600 of 0.008. For 
fluorescence microscopy of vegetatively growing cells, low fluorescence medium 
(LFM) with 2 % glucose was used (Usherenko et al, 2014). 
Plasmids were constructed by standard methods (Ausubel et al, 2001) and are listed 
with their respective genotypes in Supplementary Table S2. Yeast codon-optimized 
yomNeonGreen (Shaner et al, 2013) was synthesized by GeneArt (Life technologies, 
Carlsbad, USA). To create pCR93, pmTurquoise2-C1 (Goedhart et al, 2012) was 
used as template to create three cassettes with overlapping linker sequences by 
PCR; these fragments were then joined and cloned into the TADH1-containing 
backbone of pYM12 by Gibson assembly (Gibson et al, 2009). For creation of pCR87 
and pCR124 from pKT178-yomTagRFP-T and pKT146-yomTagRFP-T (Lee et al, 
2013) the open reading frames of the genes were changed by site-directed 
mutagenesis within a linker sequence to make the plasmids compatible with S3-
primers (Janke et al, 2004). pCR118 was created by ligation of a PCR product 
containing the first 2250 base pairs of CDC15 into pDS89, subsequent site-directed 
mutagenesis of the psd coding region to yield the psdE139N variant (Usherenko et al, 
2014) and finally replacement of the ADH1 promoter by the one of SPO74 from 
pCR6. 
Sporulation experiments 
Synchronous sporulation in liquid culture was performed as described before (Taxis 
et al, 2005). For the plasmid-based experiments of sporulation-specific expression of 
CDC15ΔC-psdE139N, the glycerol step was skipped and SC instead of YP medium 
was used; liquid pre-cultures were grown in ventilated, clear cell culture flasks and 
illuminated by blue light LEDs (465 nm) with a photon flux of 30 µmol m-2 s-1; cells 
were incubated in the dark during sporulation. For live-cell microscopy, cells were 
attached to poly-L-lysine coated glass-bottom dishes (MatTek Corporation, Ashland, 
USA) 4 h after induction of sporulation, washed twice with 0.01 % potassium acetate 
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(KOAc) and covered with 0.1 % KOAc or water. Total sporulation was checked after 
2 days. 
To assess spore numbers, sporulation on solid medium with 1 %, 0.1 % and 0.01 % 
KOAc and DNA staining with Hoechst 33342 were performed as previously described 
(Jungbluth et al, 2012). Experiments on sister dyad formation were done in the same 
way skipping cell fixation and DNA staining. 
Microscopy 
Microscopy was performed with an Axiovert 200M inverse microscope (Zeiss, 
Oberkochen, Germany) equipped with a 1394 ORCA ERA CCD camera (Hamamatsu 
Photonics, Hamamatsu City, Japan), filter sets for DAPI, cyanGFP, EGFP, YFP and 
rhodamine (Chroma Technology, Bellows Falls, USA) and a Zeiss 63x Plan 
Apochromat oil lens (NA 1.4). Single-plane bright field or phase contrast images of 
the cells and z-stacks (0.5 µm or 0.3 µm z-spacing) in the appropriate fluorescence 
channels were recorded using the image acquisition software Volocity 5.3 
(PerkinElmer, Waltham, USA). 2×2 binning was used for time course experiments. 
Images were exported as 16-bit TIFFs and further processed and evaluated in 
ImageJ (Schneider et al, 2012). For analysis of protein localization, image stacks 
(0.3 µm z-spacing) of the fluorescent channels were deconvolved: first, point spread 
functions for each channel were computed by the ImageJ plugin PSF Generator 
using the Richards & Wolf model (Kirshner et al, 2013); image deconvolution was 
then performed on the z-stacks by the ImageJ plugin DeconvolutionLab with 25 
iterations of the Richardson-Lucy algorithm (Vonesch & Unser, 2008). Composites for 
evaluations were prepared using maximum projections of the fluorescence channels 
and bicubic image scaling. No image manipulations other than adjustment of 
histogram and background subtraction were applied. SPB distances were measured 
in ImageJ by the “3D Distance Tool” 
(https://imagej.nih.gov/ij/macros/tools/3D_Distance_Tool.txt) with stacks of 0.3 µm 
spaced images covering whole cells. 
Immunoblotting 
Samples from liquid cultures were treated by alkaline lysis with subsequent TCA 
precipitation and subjected to immunoblotting as previously described (Jungbluth et 
al, 2010). For quantification of meiotic plaque proteins and Nud1 and Cnm67, protein 
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samples of the time course (4-10 h, samples taken every hour) were pooled before 
subjecting them to SDS-PAGE. Proteins were detected by primary antibodies specific 
for either hemagglutinin (HA; Sigma-Aldrich, St. Louis, USA), Myc (Cell Signaling 
Technology, Danvers, USA), TEV protease (a kind gift of M. Ehrmann, University of 
Duisburg-Essen, Germany) or Tub1 (loading control; Abcam, Cambridge, UK), 
HRPO-coupled secondary antibodies against mouse or rabbit IgG (Dianova, 
Hamburg, Germany; Santa Cruz Biotechnology, Santa Cruz, USA) with a Chemostar 
professional imaging device (INTAS, Göttingen, Germany). Representative images 
were prepared by inverting grey values and adjusting brightness and contrast. 
Quantification of the signals was done using 16-bit images and ImageJ. Protein 
levels were corrected for tubulin signals and normalized to the respective controls. 
Quantitative fluorescence measurements 
Sodium azide was immediately added to samples from liquid cultures to a final 
concentration of 10 mM and samples were stored on ice until the end of the 
experiment. Then, samples were transferred into a black, flat-bottom 96-well 
microplate and fluorescence intensity was recorded with a plate reader (Synergy Mx, 
BioTek, Winooski, USA); wavelengths were set to 485 nm excitation and 525 nm 
emission. A control strain (YKS32 with pRS426) was used to subtract background 
fluorescence. 
Data evaluation and statistical tests 
Data evaluation and visualization was performed in R (R Core Team, 2015). 
Fractions of different cell species were calculated in percent of total cells. Stacked 
bar plots were created with mean values. Box plots show the median, first and third 
quartiles, notches span maximum 1.5-fold of interquartile range, data points outside 
this range are shown as separate points. Numbers of independent biological 
replicates are stated in the figure descriptions (“n”).  
Sporulation efficiency as a simplified measure of sporulation performance was 
calculated by the following formula: 
sporulation efficiency = 
cell fractionmonads + 2 × cell fractiondyads + 3 × cell fractiontriads + 4 × cell fractiontetrads
4
 
Weighted changes in the fractions of cell species for Figure 3 were computed for 
each experiment as followed: 
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weighted changecell species =  log2
cell fractionmutant
cell fractioncontrol
 × |cell fractionmutant– cell fractioncontrol| 
Median values of the different cell species per strain were used to create a heat map 
for every acetate concentration. 
Tests for statistical significance of differences were performed according to data type 
and structure: Fisher’s exact test was used for categorical data with more than two 
categories. Categorical data with only two categories were transformed to continuous 
relative values. Shapiro-Wilk test was applied to check for normality. Accordingly, a 
Welch two-sample t-test or the exact Wilcoxon-Mann-Whitney test of the “coin” R-
package (Hothorn et al, 2008) was used to check for statistical significant differences. 
For testing differences in meiotic plaque protein levels and initial amounts of Nud1 
and Cnm67, two-sided one-sample t-tests against 100 % were performed. 
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Figure 1 – Enhanced sporulation-induced protein depletion 
A – Principle of sporulation-induced protein depletion (sid). The sid-tag is fused 
to the 5’-end of the target gene and substitutes the original promoter with the mitosis-
specific MCD1 promoter and the GFP-TDegF (TEV protease dependent degron)-
3HA-tag. At one or more chromosomal loci, a functional cassette of meiosis-specific 
IME2 promoter, pTEV+ gene and DIT1 terminator is integrated. During vegetative 
growth, the target gene is expressed and stable. Upon switch to sporulation 
conditions, the MCD1 promoter is downregulated and pTEV+ is produced after 
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initiation of meiosis. TEV cleavage of TDegF leads to activation of an N-degron and 
degradation of the target protein by the ubiquitin-proteasome system. 
B – Terminator dependency of GFP-pTEV+ production during sporulation. 
Diploid yeast cells with high-copy plasmids bearing either PIME2-GFP-pTEV+-TCYC1 or 
PIME2-GFP-pTEV+-TDIT1 were subjected to sporulation conditions. Expression of the 
constructs was followed by fluorimeter measurements, an empty vector control 
allowed background subtraction (TCYC1: n = 2, TDIT1: n = 9, means ± SEM). 
C – Sporulation-induced depletion of Cdc15. Diploid sid-CDC15 cells with four 
integrated copies of PIME2-pTEV+-TDIT1 were subjected to sporulation in. Samples for 
immunoblotting were taken at the indicated time points as well as during mid-log 
growth phase, a strain without sid-tag served as negative control. Anti-HA, anti-TEV, 
and anti-Tub1 (loading control) antibodies were used for detection. 
D – Sporulation of the Cdc15 depletion mutant. The Cdc15 depletion strain 
(Cdc15↓) was sporulated together with a control strain on solid sporulation medium 
with 1 %, 0.1 % and 0.01 % acetate. Cells were classified according to their 
morphology and number of nuclei. Bar plot shows average results of at least 6 
biological replicates. Scale bar: 5 µm. 
E – Characterization of the sid-CDC15 strain during vegetative growth. sid-
CDC15 cells were subjected to a serial dilution growth assay (left) as well as 




Figure 2 –Dbf2-Mob1 and Dbf20-Mob1 are required for efficient sporulation. 
A – Impaired spore formation in strains with deficiencies in MEN kinase 
complexes. Depletion mutants for the indicated proteins were sporulated together 
with a control strain as described for Figure 1D. Cells were classified according to 
numbers of spores and nuclei. For each cell category and experiment, log2-fold 
changes relative to the control strain were calculated and multiplied with the absolute 
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value of the difference to the control. Median values for the biological replicates (n ≥ 
6) of the single strains were computed and these values were then translated into a 
heat map with negative changes colored blue and positive changes red. As 
reference, reference sporulation profiles of the control are shown below (means of all 
experiments). 
B – MEN kinase mutants show reduced sporulation efficiency. Sporulation 
efficiencies were calculated for the experiments described in A. Statistical 
significance of the differences was checked by Wilcoxon-Mann-Whitney tests against 




Figure 3 – The MEN is required for efficient genome inheritance during meiosis.  
A – Faithful chromosome inheritance depends on the MEN. Indicated mutants 
were created in a strain background heterozygous for the spore-autonomous 
markers CENV∷PYKL050C-RFP and CENV∷PYKL050C-GFP, which allows discrimination 
between sister and non-sister chromosome inheritance by fluorescence microscopy. 
Left part of the panel depicts the different possibilities of SPB modification with two 
meiotic plaques and images of the resulting dyads together with the theoretical 
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probabilities for sister and non-sister dyad distribution in case of random SPB 
selection. For the graph on the right, strains were sporulated on solid sporulation 
medium with 0.1 % acetate and different dyad types were evaluated. Statistical 
significance of differences was tested by Wilcoxon-Mann-Whitney tests (n ≥ 12; ∗∗: p 
≤ 0.01, ∗∗∗: p ≤ 0.001). 
B – MEN kinases are involved in age-based SPB selection during meiosis. Live-
cell microscopy images of cells with Spc42-tagRFP-T (marker for SPB age) and 
MPC54-YFP (MP marker). Cells with two bright Mpc54-YFP signals were classified 
according to the SPB generations the MPs resided; three classes could be clearly 
distinguished: MPs at the youngest SPBs (green), the oldest SPBs (red) and at one 
younger and one older SPB (yellow). Differences to the control were all highly 
significant (Fisher’s exact test, p ≤ 0.001, Control: 1137 cells, Cdc15↓: 132 cells, 
Mob1↓: 379 cells, Dbf2↓ Dbf20↓: 430 cells, Dbf2↓ Dbf20↓ Mob1↓: 349 cells from at 
least 4 independent biological replicates). The right bar depicts distribution of cell 
types for a theoretical random situation. Example images show cells in brightfield 
channel (BF), Spc42-RFP signals in false colors (arrow heads mark the youngest 
SPBs), Mpc54-YFP signals and merges of the two fluorescence channels, cell 
outlines are shown as broken white lines (scale bar: 5 µm).  
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Figure 4 – Functional separation of Cdc15 and the Dbf2-Mob1 and Dbf20-Mob1 
complexes. 
A – Cdc15 is restricts meiotic plaque numbers and is essential for completion 
of sporulation. Meiotic plaque and spore formation was observed in Cdc15↓ cells 
compared to control cells. Conditions as in Figure 3B. Cells were classified according 
to the number of punctuate bright Mpc54-YFP signals and presence of refractive 
spores. On the left stacked bar plots of all cell classes are shown, on the right only 
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the fractions of cells with Mpc54-YFP signals (n = 5). Examples show cells brightfield 
as well as YFP signals (scale bar: 5 µm). 
B – Dbf2, Dbf20 and Mob1 are involved in a late step of sporulation. Meiotic 
plaque formation was followed over time in the indicated mutants. The upper panel 
shows plots of all cell classes while the lower panel shows only the fractions of cells 
with meiotic plaques (Control, Mob1↓ and Dbf2↓ Dbf20↓: n = 4; Dbf2↓ Dbf20↓ Mob1↓: 




Figure 5 – Mob1↓, Dbf2↓ and Dbf20↓ mutants show a defect at a step that is 
post-meiotic and prior to spore wall formation. PSM formation in Mob1↓, Dbf2↓ 
Dbf20↓, Dbf2↓ Dbf20↓ Mob1↓ mutants and a control strain during a sporulation time 
course under conditions favoring low spore numbers. Don1-GFP was used as marker 
for the leading edge of PSMs. By correlation of fluorescent and brightfield images 
cells prior to meiosis I (no distinct Don1-GFP signals; blue), prior to meiosis II (Don1-
GFP at precursor vesicles; yellow), in meiosis II with one to four donuts (Don1-GFP 
signals at the leading edges of PSMs; light to dark green), cells at/after closure of the 
PSMs (Don1-GFP signals at whole PSMs; light grey) and cells with refractive spores 
(dark grey) could be distinguished. Left panel shows fractions of all cell classes, right 




Figure 6 – Dual role of the SPB component Nud1 during sporulation 
A – Spore numbers are positively affected by Nud1 depletion. Sporulation on 
solid medium with indicated acetate concentrations was performed with a Nud1↓ and 
a control strain. Cell types were evaluated in respect to numbers of nuclei and spores 
(n ≥ 4). 
B – Nud1 is essential for SPB selection. An experiment analogous to the one 
described for Figure 3A was performed with a Nud1↓ and a control strain. Dyads with 
one spore of each color (non-sister dyads) and with both spores containing the same 
fluorophore (sister-dyads) were counted. Statistical significance of differences was 
tested by a Welch two-sample t-test (n ≥ 8; ∗∗∗: p ≤ 0.001). 
C – Chromosome segregation defects in the Nud1↓ mutant. Dyads of the same 
experiment as in B were evaluated regarding chromosome segregation defects (two-
colored or non-colored spores). Statistical significance of the difference was checked 
by a Wilcoxon-Mann-Whitney test (n ≥ 8; ∗∗: p ≤ 0.01). 
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D – SPB age-dependent nucleation of aMTs during anaphase I. Cells bearing the 
spindle and aMT marker Bik1-4GFP as well as Spc42-tdTomato were subjected to 
sporulation. Fluorescence images of cells in anaphase I (SPB distance ≥ 2 µm) were 
classified according to aMT presence at no SPB, at the oldest SPB, at the second 
oldest SPB or both. Example images for each category are shown on the left (scale 
bar 5 µm); the graph shows fractions of the different classes as grey bars (lower 
axis). The SPB distance (upper axis) is indicated for each cell (total 206 cells; red 
bars represent median values).  
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Figure 7 – Hyperactivation of MEN interferes with spore formation and 
regulation of protein levels of Nud1 and meiotic plaque components. 
A – Meiosis-specific production of Cdc15ΔC results in slightly reduced spore 
numbers. Sporulation of a diploid strain transformed with either an empty vector 
(Control) or a plasmid bearing a truncated CDC15 construct (Cdc15ΔC) under control 
of the mid-sporulation-specific promoter of SPO74. Sporulation was performed as 
described for Figure 1D. Left panel shows the means of the different cell classes, 
114
  
right panel sporulation efficiencies (n ≥ 4; ∗: p ≤ 0.05 in a Wilcoxon-Mann-Whitney 
test). 
B – Aberrant meiotic plaque protein levels in response to Cdc15ΔC. Strains with 
the meiotic plaque components Mpc54, Mpc70 and Spo74 tagged with 6HA were 
transformed with the same plasmids as in A and subjected to sporulation in liquid 
medium (1 % acetate). Samples collected at 4 h, 5 h, 6 h, 7 h, 8 h, 9 h and 10 h post-
induction were pooled and subjected to western blot analysis. Anti-HA antibody was 
used to detect the meiotic plaque proteins; anti-Myc antibody visualized production of 
the Cdc15ΔC construct, anti-Tub1 antibody served as loading control. Upper panel: 
Western blot signals. Lower panel: quantified meiotic plaque protein levels corrected 
for Tub1 and normalized to the respective controls (n = 4; means ± SEM; ∗: p ≤ 0.05 




Figure 8 – Analysis of the MEN upstream regulators Cdc5 and Kin4 during 
sporulation. 
A – Localization of Cdc5 during meiosis. Live-cell imaging was performed with a 
strain bearing Cdc5-YFP, Spc42-RFP and Don1-CFP under sporulation conditions. 
Correlation between Spc42-RFP, Don1-CFP and brightfield images enabled 
assignment of cells to five different stages: G0/S phase, meiosis I, meiosis II and 
post-meiotic stages with or without refractive spores (scale bar: 5 µm). 
B – Cdc5 localization in cells with less than four PSMs. Representative images of 
cells with less than four distinct Don1-CFP signals. Meiosis II cells at an early stage 
(left panel) and late stage (right panel) are shown (scale bar: 5 µm).  
C – Impaired spore formation in a Kin4↓ strain. Sporulation of a Kin4↓ strain was 
compared to a control strain as described for Figure 1D (n ≥ 6). 
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D – Sister dyad formation is not affected by Kin4-depletion. The experiment was 
performed with a Kin4↓ and a control strain as described for Figure 3A. Dyads with 
one spore of each color (non-sister dyads) and with both spores containing the same 
fluorophore (sister-dyads) were counted. No statistically significant differences to the 
control were found (Wilcoxon-Mann-Whitney; n ≥ 11). 
E – Kin4 depletion does not affect chromosome segregation. Dyads of the same 
experiment as in D were evaluated regarding chromosome segregation defects (two-
colored or non-colored spores). Differences to the control were not statistically 
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Supplementary Figure S1 – Live-cell imaging of Dbf2-GFP and Dbf20-GFP 
localization during sporulation. Strains with an RFP-TUB1 fusion integrated at the 
TRP1 locus and either no further modification (Control), DBF2-GFP (YAL47) or 
DBF20-GFP were subjected to sporulation conditions and images were taken hourly 
from 4 h to 9 h. Cells were classified to the different sporulation stages according to 
spindle and cell morphology. Images of cells in mitotic anaphase are included as 
reference (left panels). Cell outlines are indicated as broken lines. Scale bars: 5 µm 




Supplementary Figure S2 – Sporulation-specific protein depletion and 
vegetative characterization of sid-DBF2, sid-DBF20 and sid-MOB1. 
A – Meiotic depletion of Dbf2, Dbf20 and Mob1. Depletion strains for Dbf2, Dbf20 
and Mob1 were subjected to sporulation in liquid medium with 1 % acetate. Samples 
were collected hourly from 0 h to 6 h. Additionally, samples from mid-log cultures in 
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YPD were taken. Samples of different time points from a strain with only the PIME2-
pTEV+-TDIT1 construct were used as control (C). Fusion proteins were detected by 
anti-HA antibodies, TEV protease production was monitored by anti-TEV antibody 
and anti-Tub1 signals served as loading controls. 
B – Vegetative growth of strains with different combinations of sid-DBF2, sid-
DBF20 and sid-MOB1. Serial 1:5 dilutions of indicated mutants and the same control 
as in A were spotted on YPD plates and images were taken after two days incubation 
at 30 °C. 
C – Mitotic localization of the fusion proteins. Cultures of the same strains as in B 
were grown to mid-log phase in LFM with 2 % glucose and images were taken in 




Supplementary Figure S3 – Sporulation profiles for the different Dbf2↓, Dbf20↓ 
and Mob1↓ strains. The indicated mutants were sporulated together with a control 
strain with only PIME2-pTEV+-TDIT1 (C) on solid sporulation medium with three different 
acetate concentrations (1 %, 0.1 % and 0.01 %). Cells were classified according to 
morphology and number of nuclei. Stacked bars represent the means of at least six 




Supplementary Figure S4 – Meiotic plaque protein levels in the Cdc15↓, Mob1↓, 
Dbf2↓ Dbf20↓ and Dbf2↓ Dbf20↓ Mob1↓ mutants. MPC54, MPC70 and SPO74 
were endogenously tagged with 9Myc in the Mob1↓, the Dbf2↓ Dbf20↓ and the Dbf2↓ 
Dbf20↓ Mob1↓ strains as well as in a control strain (C). Strains were then subjected 
to sporulation in liquid medium (1 % acetate) and samples were taken every hour 
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from 5 h to 10 h after induction of sporulation. Western blot analysis was performed 
with pooled samples. A strain without modifications was used as negative control 
(neg. C). Meiotic plaque proteins were detected using anti-Myc antibody and signals 
of an anti-Tub1 antibody served as loading control. The left panel shows the Western 
blot signals, the right panel quantifications of protein amounts corrected for Tub1 and 
normalized to the control (means of four biological replicates ± SEM).  
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Supplementary Figure S5 – Chromosome segregation in dyads of the Mob1↓, 
Dbf2↓ Dbf20↓ and Dbf2↓ Dbf20↓ Mob1↓ strains. The experiments shown in Figure 
3A were evaluated with regard to chromosome V missegregation events. Dyads with 
either one red and one green or both red or green colored spores were classified as 
faithful segregation events while dyads with one or two spores without or with both 
fluorophores were counted as missegregation events and fractions of total dyad 




Supplementary Figure S6 – Defects of the Cdc15↓ mutant in PSM closure and 
spore maturation. Time course analysis of PSM formation in a Cdc15↓ and a control 
strain under high acetate conditions (5-13 h). Don1-GFP was used as marker for the 
leading edge of PSMs. By correlation of fluorescent and brightfield images cells prior 
to meiosis I (no Don1-GFP signals; blue), prior to meiosis II (Don1-GFP at precursor 
vesicles; yellow), in meiosis II with one to four donuts (Don1-GFP signals at the 
leading edges of PSMs; light to dark green), cells at/after closure of the PSMs (Don1-
GFP signals at whole PSMs; light grey) and cells with refractive spores (dark grey) 
could be distinguished. Upper panel shows fractions of all cell classes, lower panel 
only cells with donuts (Control: n = 2, Cdc15↓: n = 3; scale bar: 5 µm). Please note 
that in contrast to the control the Cdc15↓ strain bore the DON1-GFP fusion only 






Supplementary Figure S7 – Sporulation-specific protein depletion, vegetative 
characterization, and sporulation of the sid-NUD1 and sid-CNM67 strains. 
A – Sporulation-induced depletion of sid-Nud1 and sid-Cnm67. Depletion 
mutants of Nud1 and Cnm67 were sporulated together with a control strain (C) in 
liquid 1 % acetate. Samples were collected at the indicated time points. The fusion 
proteins were detected by anti-HA antibody, pTEV+ production was followed with 
anti-TEV antibody and anti-Tub1 antibody was used for loading control. 
B – Vegetative growth of the sid-NUD1 and sid-CNM67 strains. Serial 1:5 
dilutions of the strains of A were spotted in on solid YPD medium and images were 
taken after 2 days at 30 °C. 
C – Mitotic localization of sid-Nud1 and sid-Cnm67. The same strains as in A 
were grown to mid-log phase in LFM + 2 % glucose and images in brightfield (BF) 
and GFP channels were taken. Scale bar: 5 µm. 
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D – Sporulation efficiencies of the Nud1↓ strain under different acetate 
concentrations. Sporulation efficiencies for the experiments shown in Figure 7A 
were calculated as described before. No statistical significant differences to the 
control were found in Wilcoxon-Mann-Whitney tests (n ≥ 4; p ≥ 0.05). 
E – Sporulation profiles of the Cnm67↓ mutant strain. A Cnm67↓ and control (C) 
strain were sporulated on solid medium with 1 %, 0.1 % and 0.01 % acetate. Cells 
were counted according to cell morphology and number of nuclei. Means of at least 3 
biological replicates are shown.  
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Supplementary Figure S8 – Levels of the SPB outer plaque proteins Nud1 and 
Cnm67 during sporulation in Cdc15↓, Mob1↓, Dbf2↓ Dbf20↓ and Dbf2↓ Dbf20↓ 
Mob1↓ strains. The SPB protein Nud1 and in parallel Cnm67 were fused to 9Myc in 
the indicated depletion mutants and a control with only PIME2-pTEV+-TDIT1 (C). Strains 
were sporulated in liquid 1 % acetate and samples were collected at 0 h as well as 
every hour from 4 h to 10 h. The initial sample and pooled 4-10 h samples were 
subjected to immunoblotting. Anti-Myc antibody was used for detection of Nud1-9Myc 
and Cnm67-9Myc, respectively, anti-Tub1 antibody served as loading control. The 
upper panel shows the immunoblot signals; for the graphs in the lower panel, signals 
were quantified, corrected for Tub1 and normalized to the 0 h control values. Bars 
represent the means of at least three biological replicates ± SEM, statistical 
significances of differences to the control were checked by either one-sample t-tests 
against 100 % for 0 h values or two-sample t-tests against control for values from 




Supplementary Figure S9 – Sporulation-specific production and functional 
analysis of Cdc15ΔC. 
A – Sporulation-specific production of Cdc15ΔC-3myc-psd. A strain with 
plasmid-borne CDC15ΔC-3myc-psd under control of the SPO74 promoter or an 
empty vector (C) was subjected to sporulation in liquid 1 % acetate and darkness. 
Samples were collected at the indicated time points. The Cdc15-3myc-psd construct 
was detected using anti-Myc antibody, anti-Tub1 antibody served as loading control. 
B – Complementation of the Cdc15↓ phenotype with Cdc15ΔC. A Cdc15↓ strain 
transformed with either an empty vector (−) or a plasmid with the PSPO74-CDC15ΔC-
3myc-psd construct (Cdc15ΔC) was subjected to sporulation on solid medium with 
1 % acetate. A control strain (C) with an empty vector was used as reference for wild-
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type sporulation. Cells were counted according to their morphology and number of 
nuclei. The plot shows means of at least four biological replicates. 
C – Mpc70 levels in the presence of Cdc15ΔC during sporulation. An MPC70-
6HA strain carrying either an empty vector (C) or the PSPO74-CDC15ΔC-3myc-psd 
construct (Cdc15ΔC) was sporulated in liquid 1 % acetate. A strain without 
modifications was used as control for antibody specificity (Neg. C). Samples were 
collected at 4 h, 5 h, 6 h, 7 h, 8 h, 9 h and 10 h and pooled. Anti-HA antibody was 
used to detect Mpc70-6HA. Cdc15ΔC-3myc-psd levels were detected by anti-Myc 
antibody and anti-Tub1 antibody served as loading control. The upper panel shows 
the Western blot, the lower panel shows quantified protein levels of four biological 
replicates which were corrected for Tub1 and normalized to the control. Differences 
were found not to be statistical significant in an unpaired t-test (p ≥ 0.05). 
D – Cnm67 levels in the presence of Cdc15ΔC during sporulation. Experiment 
was performed exactly as in C with the exception that a CNM67-6HA strain was 
used. The upper panel shows the Western blot, the lower panel shows quantified 
protein levels of four biological replicates which were corrected for Tub1 and 
normalized to the control. Differences were found not to be statistical significant in an 
unpaired t-test (p ≥ 0.05). 
E – Sister-dyad formation in the presence of Cdc15ΔC. strains as in A were 
sporulated on solid medium with 0.1 % acetate. Heterozygous, spore-autonomous 
markers CENV∷PYKL050C-RFP and CENV∷PYKL050C-GFP allowed assessment of sister 
dyad formation. Dyads with one GFP-containing and one RFP-containing spore were 
counted as non-sister dyads; asci with two spores with identical fluorophores were 
classified as sister-dyads. Differences in the fraction of sister dyads were found not to 




Supplementary Figure S10 – Mitotic localization of Cdc5 and localization of 
Kin4 during mitosis and sporulation.  
A – Mitotic localization of Cdc5. Diploid strains shown in Figure 6A with either 
Spc42-RFP and Don1-CFP (C) or additionally Cdc5-YFP were grown to mid-log 
phase in LFM + 2 % glucose and subjected to fluorescence microscopy. Shown are 
images from brightfield (BF) and the different fluorescence channels together with a 
color merge of the fluorescence images. Cell outlines are marked as broken lines. 
Filled triangles point to the younger SPB. Scale bar: 5 µm. 
B – Mitotic localization of Kin4. Kin4-YFP localization was checked in a strain with 
Spc42-RFP and Don1-CFP fusions, a strain without Kin4-YFP served as control (C). 
Cells were grown to mid-log phase in LFM + 2 % glucose and subjected to 
fluorescence microscopy. Images from brightfield (BF) and the different fluorescence 
channels are shown together with a color merge of the fluorescence images. Cell 
outlines are marked as broken lines. Filled triangles point to the younger SPB. Scale 
bar: 5 µm. 
C – Localization of Kin4 during sporulation. Same strains as in B were subjected 
to sporulation conditions and images were taken at 0 h and hourly between 5 h and 
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10 h after induction of sporulation. Sporulation stages were assigned according to 
SPB signals of Spc42-RFP and Don1-CFP at the leading edge of the PSMs. For the 
control, cells in G0/S phase as well as with refractive spores are shown to account for 
spore wall autofluorescence in the CFP channel. Scale bar: 5 µm.  
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Supplementary Figure S11 – Sporulation-specific protein depletion, vegetative 
characterization, and sporulation efficiency of the sid-KIN4 strain. 
A – Sporulation-specific depletion of sid-Kin4. Sporulation in liquid 1 % acetate 
was performed with a sid-Kin4 and a control strain (C). Samples were collected at the 
indicated time points. Anti-HA antibody was used for detection of the fusion protein, 
anti-TEV antibody allowed observation of pTEV+ levels and anti-Tub1 antibody 
served as loading control. 
B – Mitotic localization of sid-Kin4. The strains of A were grown to mid-log phase 
in LFM + 2 % glucose. Images were taken in the brightfield (BF) and GFP channel. 
Scale bar: 5 µm. 
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C – Vegetative growth of the sid-KIN4 strain. Serial 1:5 dilutions of the same 
strains as in A were spotted on YPD solid medium and images were taken after 2 
days at 30 °C. 
D – Sporulation efficiencies of the Kin4↓ strain under various acetate 
concentrations. Sporulation efficiencies of the experiment of Figure 6B were 
calculated as described before. Statistical significance of differences to the control 





Supplementary Table S1 - Yeast strains used in this study. 
Strain Relevant genotype Source 
YKS32 MATa/MATα lys2/lys2 ura3/ura3 ho::hisG/ho::LYS2 LEU2/leu2::hisG (Knop & 
Strasser, 2000) 
LH177 MATa/MATα his3/his3 ura3/ura3 leu2/leu2 trp1/trp1 lys2/lys2 ho::hisG/ho::hisG (Huang et al, 
2005) 
YAB12 MATa lys2 ura3 ho::hisG MNN1::PYKL050C-RedStar::kanMX4 A kind gift of M. 
Knop 
YCT716 YKS32 MNN1/MNN1::PYKL050c-GFP::kanMX4 (Gordon et al, 
2006) 
YKS53 YKS32 DON1-GFP::kanMX4/DON1-GFP::kanMX4 (Knop & 
Strasser, 2000) 
YCR77 MATa/MATα his3/his3 ura3/ura3 leu2/leu2 trp1/trp1 lys2/lys2 ho::LYS2/ho::LYS2 This work 
YCR330 MATa/MATα lys2/lys2 ura3/ura3 ho::LYS2/ho::LYS2 leu2::hisG/leu2::hisG This work 
YAL19 YCR77 TRP1::PHIS3-mCherry-TUB1::trp1 This work 
YAL47 YAL19 DBF2-yeGFP::KanMX4 This work 
YAL48 YAL19 DBF20-yeGFP::KanMX4 This work 
YCR329 YKS32 his3::PIME2-pTEV+-TDIT1::kanMX4::his3/his3::PIME2-pTEV+-TDIT1::kanMX4::his3 
trp1::PIME2-pTEV+-TDIT1::kanMX4::trp1/t trp1::PIME2-pTEV+-TDIT1::kanMX4::trp1 
This work 
YAA146 YCR329 leu2/leu2 ho::LYS2/ho::LYS2 This work 
YCR332 YCR329 natNT2::sid-CDC15/natNT2::sid-CDC15 This work 
YCR356 YCR329 MPC54-yeGFP::hphNT1/MPC54 This work 
YCR357 YCR356 natNT2::sid-CDC15/natNT2::sid-CDC15 This work 
YCR370 YCR77 MNN1::PYKL050C-RedStar::hphNT1/MNN1::PYKL050C-GFP::hphNT1 This work 
YCR575 YAA146 natNT2::sid-CDC15/natNT2::sid-CDC15 This work 
YCR358 YCR332 DON1-yeGFP::hphNT1/DON1 This work 
YCR333 YCR329 natNT2::sid-MOB1/natNT2::sid-MOB1 This work 
YCR359 YCR329 natNT2::sid-DBF2/natNT2::sid-DBF2 This work 
YCR344 YCR329 natNT2::sid-DBF20/natNT2::sid-DBF20 This work 
YCR363 YCR329 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 
This work 
YCR447 YCR329 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-MOB1/natNT2::sid-
MOB1 
This work 
YCR450 YCR329 natNT2::sid-DBF20/natNT2::sid-DBF20 natNT2::sid-MOB1/natNT2::sid-
MOB1 
This work 
YCR446 YCR329 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 natNT2::sid-MOB1/natNT2::sid-MOB1 
This work 
YCR481 YAA146 MNN1::PYKL050C-RedStar::hphNT1/MNN1::PYKL050C::GFP::hphNT1 This work 
YCR482 YCR481 natNT2::sid-MOB1/natNT2::sid-MOB1 This work 
YCR483 YCR481 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 
This work 
YCR525 YCR481 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 natNT2::sid-MOB1/natNT2::sid-MOB1 
This work 
YCR555 YCR329 MPC54-myCitrine::hphNT1/MPC54 
SPC42-yotagRFP-T::spHIS3MX6/SPC42 
This work 
YCR556 YCR555 natNT2::sid-MOB1/natNT2::sid-MOB1 This work 





Strain Relevant genotype Source 
YCR558 YCR555 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 natNT2::sid-MOB1/natNT2::sid-MOB1  
This work 
YCR536 YCR329 DON1-yeGFP::hphNT1/ DON1-yeGFP::hphNT1 This work 
YCR537 YCR537 natNT2::sid-MOB1/natNT2::sid-MOB1 This work 
YCR538 YCR537 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 
This work 
YCR539 YCR537 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 natNT2::sid-MOB1/natNT2::sid-MOB1 
This work 
YCR484 YCR77 MPC54/MPC54-6HA::HIS3MX6 This work 
YCR540 YCR329 MPC54/MPC54-9MYC::hphNT1 This work 
YCR541 YCR540 natNT2::sid-CDC15/natNT2::sid-CDC15 This work 
YCR542 YCR540 natNT2::sid-MOB1/natNT2::sid-MOB1 This work 
YCR543 YCR540 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 
This work 
YCR544 YCR540 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 natNT2::sid-MOB1/natNT2::sid-MOB1 
This work 
YCR485 YCR77 MPC70/MPC70-6HA::HIS3MX6 This work 
YCR545 YCR329 MPC70/MPC70-9MYC::hphNT1 This work 
YCR546 YCR545 natNT2::sid-CDC15/natNT2::sid-CDC15 This work 
YCR547 YCR545 natNT2::sid-MOB1/natNT2::sid-MOB1 This work 
YCR548 YCR545 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 
This work 
YCR549 YCR545 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 natNT2::sid-MOB1/natNT2::sid-MOB1 
This work 
YCR486 YCR77 SPO74/SPO74-6HA::HIS3MX6 This work 
YCR550 YCR329 SPO74/SPO74-9MYC::hphNT1 This work 
YCR551 YCR550 natNT2::sid-CDC15/natNT2::sid-CDC15 This work 
YCR552 YCR550 natNT2::sid-MOB1/natNT2::sid-MOB1 This work 
YCR553 YCR550 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 
This work 
YCR554 YCR550 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 natNT2::sid-MOB1/natNT2::sid-MOB1 
This work 
YCR606 YCR77 NUD1/NUD1-6HA::HIS3MX6 This work 
YCR607 YCR329 NUD1/NUD1-9MYC::hphNT1 This work 
YCR608 YCR607 natNT2::sid-CDC15/natNT2::sid-CDC15 This work 
YCR609 YCR607 natNT2::sid-MOB1/natNT2::sid-MOB1 This work 
YCR610 YCR607 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 
This work 
YCR611 YCR607 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 natNT2::sid-MOB1/natNT2::sid-MOB1 
This work 
YCR612 YCR77 CNM67/CNM67-6HA::HIS3MX6 This work 
YCR613 YCR329 CNM67/CNM67-9MYC::hphNT1 This work 
YCR614 YCR613 natNT2::sid-CDC15/natNT2::sid-CDC15 This work 
YCR615 YCR613 natNT2::sid-MOB1/natNT2::sid-MOB1 This work 





Strain Relevant genotype Source 
YCR617 YCR613 natNT2::sid-DBF2/natNT2::sid-DBF2 natNT2::sid-DBF20/natNT2::sid-
DBF20 natNT2::sid-MOB1/natNT2::sid-MOB1 
This work 
YAA9 YKS32 SPC42-tdTomato::hphNT1/SPC42-tdTomato::hphNT1 BIK1/BIK1-
4yeGFP::KanMX6 
 
YCR686 YCR481 natNT2::sid-KIN4/natNT2::sid-KIN4 This work 
YCR689 YAA146 MPC54-myCitrine::hphNT1/MPC54 
SPC42-yotagRFP-T::spHIS3MX6/SPC42 
This work 
YCR690 YCR689 natNT2::sid-CDC15/natNT2::sid-CDC15 This work 
YCR699 YCR481 natNT2::sid-NUD1/natNT2::sid-NUD1 This work 
YAA187 YAA146 natNT2::sid-CNM67/natNT2::sid-CNM67 This work 
YAA216 YAA146 natNT2::sid-NUD1/natNT2::sid-NUD1 This work 
YAA215 YAA146 natNT2::sid-KIN4/natNT2::sid-KIN4 This work 
YAA249 YCR330 DON1-3mTurquoise2::KanMX4/DON1 
SPC42-yotagRFP-T::KanMX4/SPC42 
This work 
YAA250 YAA249 KIN4-yomNeonGreen::NatNT2/KIN4 This work 





Supplementary Table S2 - Plasmids used in this study. 
Plasmid Relevant genotype Source 
pRS315 OriR bla CEN6/ARS209 LEU2 (Sikorski & Hieter, 
1989) 
pRS426 OriR bla 2µm URA3 (Christianson et al, 
1992) 
pFA6a-kanMX4 OriR bla KanMX4 (Wach et al, 1994) 
pFA6a-hphNT1 OriR bla hphNT1 (Janke et al, 2004) 
pFA6a-NatNT2 OriR bla NatNT2 (Janke et al, 2004) 
pYM12 OriR bla yeGFP∷KanMX4 (Janke et al, 2004) 
pYM15 OriR bla 6HA∷HIS3MX6 (Janke et al, 2004) 
pYM20 OriR bla 9MYC∷hphNT1 (Janke et al, 2004) 
pYM25 OriR bla yeGFP∷hphNT1 (Janke et al, 2004) 
pCM29 OriR bla myCitrine∷SpHIS5 (van der Felden et 
al, 2014) 
pCM49 OriR bla tdTomato::hphNT1 (Maeder et al, 
2007) 
pSM1023 OriR bla 4yeGFP::kanMX6 (Khmelinskii et al, 
2007) 
pAK010 OriR bla TRP1 PHIS3-mCherry-TUB1 (Gibeaux et al, 
2013) 
pMJ11 OriR bla ura3::PIME2-pTEV+-TCYC1::kanMX::ura3 (Jungbluth et al, 
2010) 
pCT289 OriR bla natNT2::PADH1::GFP-TDegF-3HA (Taxis et al, 2009) 
pDS37 OriR bla 2µm URA3 PIME2-GFP-pTEV+-TCYC1 (Jungbluth et al, 
2010) 
pDS89 OriR bla CEN6/ARS209 LEU2 PADH1-3MYC-psd (Renicke et al, 
2013) 
pCR6 OriR bla CEN6/ARS209 hphNT1 PSPO74::GFP-pTEV+ This work 
pCR65 OriR bla natNT2::PMCD1-GFP-TDegF-3HA This work 
pCR81 OriR bla 2µm URA3 PIME2-pTEV+-TDIT1 This work 
pCR87 OriR bla yomTagRFP-T::KanMX4 This work 
pCR93 OriR bla 3mTurquoise2::KanMX4 This work 
pCR95 OriR bla yomNeonGreen∷NatNT2 This work 
pCR107 OriR bla ura3::PIME2-pTEV+-TDIT1::kanMX::ura3 This work 
pCR118 OriR bla LEU2 PSPO74-CDC151-2250-3MYC-psdE139N This work 
pCR122 OriR bla myCitrine::hphNT1 This work 





Supplementary Table S3 - Overview of yeast strains used in experiments. 
Figure Strains 
Figure 1B YKS32 [pRS426] or [pDS37] or [pCR81] 
Figure 1C, D, E YCR329, YCR332 
Figure 2 YCR329, YCR359, YCR344, YCR333, YCR363, YCR447, YCR450, YCR446 
Figure 3A YCR481, YCR482, YCR483, YCR525 
Figure 3B Controls: YCR555, YCR689; Mutants: YCR690, YCR556, YCR557, YCR558 
Figure 4A YCR689, YCR690 
Figure 4B YCR555, YCR556, YCR557, YCR558 
Figure 5 YCR536, YCR537, YCR538, YCR539 
Figure 6A YAA146, YAA216 
Figure 6B, C YCR481, YCR699 
Figure 6D YAA9 
Figure 7A YCR370 [pRS315] or [pCR118] 
Figure 7B YCR77 [pRS315]; YCR484 [pRS315] or [pCR118]; YCR486 [pRS315] or [pCR118] 
Figure 7C YCR77 [pRS315], YCR606 [pRS315] or [pCR118] 
Figure 8A, B YAA249, YAA252 
Figure 8C YAA146, YAA215 
Figure 8D, E YCR481, YCR686 
S. Figure 1 YAL19, YAL47, YAL48 
S. Figure 2A YCR329, YCR359, YCR344, YCR333 
S. Figure 2B, C YCR329, YCR359, YCR344, YCR333, YCR363, YCR447, YCR450, YCR446 
S. Figure 3 YCR329, YCR359, YCR344, YCR333, YCR363, YCR447, YCR450, YCR446 
S. Figure 4 YKS32, YCR540, YCR541, YCR542, YCR543, YCR544, YCR545, YCR546, YCR547, YCR548, 
YCR549, YCR550, YCR551, YCR552, YCR553, YCR554 
S. Figure 5 YCR481, YCR482, YCR483, YCR525 
S. Figure 6 YKS53, YCR358 
S. Figure 7A, B, C YAA146, YAA187, YAA216 
S. Figure 7D YAA146, YAA216 
S: Figure 7E YAA146, YAA187 
S. Figure 8 YKS32, YCR607, YCR608, YCR609, YCR610, YCR611, YCR613, YCR614, YCR615, YCR616, 
YCR617 
S. Figure 9A YCR370 [pRS315] or [pCR118] 
S. Figure 9B YCR77 [pRS315], YCR575 [pRS315] or [pCR118] 
S. Figure 9C YCR77 [pRS315], YCR485 [pRS315] or [pCR118] 
S. Figure 9D YCR77, YCR612 [pRS315] or [pCR118] 
S. Figure 9E YCR370 [pRS315] or [pCR118] 
S. Figure 10A YAA249, YAA252 
S. Figure 10B, C YAA249, YAA250 
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In this study, I used the model eukaryote Saccharomyces cerevisiae as a platform for 
development of synthetic biology tools to regulate protein abundance. These tools were used to 
analyze the role of a conserved signaling pathway during gametogenesis. With the photo-
sensitive degron (psd) module, I expanded the optogenetics toolbox with a technique for precise 
regulation of protein degradation by blue light. For enhancement of a second method, the TEV 
protease induced protein instability (TIPI) system, I created a TEV protease variant with a high 
tolerance for different residues at the P1’ position of its recognition sequence. Optimization of a 
meiosis-specific variant of this system enabled detailed characterization of the core mitotic exit 
network during S. cerevisiae sporulation; Using the latter method, I could demonstrate 
developmental-specific remodeling of this signal transduction pathway and function in several 
consecutive steps of spore formation. 
6.1 Development of Synthetic Tools for Targeted Protein Depletion 
Conditional mutants are of major significance for a detailed understanding of molecular and 
cellular biology. I worked on two different systems for construction of conditional mutants. 
Both strategies were aimed on regulation of protein stability by synthetic degrons and were 
designed to be applicable during sporulation of S. cerevisiae. 
The photo-sensitive degron module, consisting of a fusion of the synthetic degron sequence 
cODC1 to the C-terminal Jα-helix of the A. thaliana LOV2 domain, is activated by blue light 
and leads to degradation of target proteins. I characterized the depletion kinetics of this degron, 
its spatial regulation, light-dose dependency and target spectrum in vegetative cell growth 
(Renicke et al, 2013a). Furthermore, I could demonstrate its function in sporulation by using the 
Polo-like kinase Cdc5, Sec62 as part of the ER translocation machinery and the phosphatase 
Cdc14 as proof-of-principle targets (Renicke & Taxis, 2016). However, this type of degron was 
not able to evoke the expected sporulation defects when applied on the MEN kinase Cdc15 
(Kamieniecki et al, 2005; Pablo-Hernando et al, 2007; Diamond et al, 2009; Attner & Amon, 
2012). Thus the strategy of constructing conditional MEN mutants with the help of this tool 
was rejected. Another reason for employment of a strategy, directly controlled by entry into 
meiosis, was that sporulation of yeast cultures is not synchronous and light-induced depletion 
therefore leads to a population carrying heterogeneous defects. Later a set of psd variants with 
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faster depletion kinetics has been created by other members of the group (Usherenko et al, 
2014). Due to promising results with the TIPI system and the described disadvantage of the psd 
module, these variants were not tested with the different MEN components during meiosis. 
Though, a psd variant with shorter half-live was only used to minimize the levels of a 
hyperactive Cdc15 mutant prior to induction of sporulation. 
Nevertheless, the psd-module has proven to be a useful expansion of the optogenetics toolkit. It 
was the first method to control protein stability by light using a genetically introduced, generic 
tag which did not involve generation of reactive oxygen species accompanied by unspecific 
negative side-effects (Liao et al, 1994; Bulina et al, 2006; Shu et al, 2011). It has been already 
applied in S. cerevisiae to study iron-sulfur cluster biogenesis (Paul et al, 2015) and to 
characterize a novel, atypical E3 ligase (Lutz et al, manuscript in preparation). In addition, the 
degron was used to regulate swimming locomotion of Caenorhabditis elegans (Hermann et al, 
2015). However, the full potential of this degron has not been exploited yet: the high spatial 
precision offered by light enables manipulation of single cells side-by-side with unperturbed 
cells in a microscopic set up useful for tissue engineering and the study of cell-cell interactions 
(Kaji et al, 2011). Moreover, the direct connection between light intensity and depletion 
efficiency provides a straight-forward strategy to investigate thresholds and dosage effects 
within complex signaling networks. To enhance the potential of the psd system, modules, 
which react to longer wavelengths of light could be the engineered to enable independent 
destabilization of several targets. However, this will be challenging since the FMN cofactor 
limits the LOV2 domains to short wavelengths. Although phytochromes are available covering 
the whole spectrum of visible and near-infrared light, their mode of structural rearrangements 
does not fit to activation of degrons that have been characterized so far (Christie, 2007; Bae & 
Choi, 2008; Rockwell et al, 2015). 
In contrast to the psd, the TIPI system offers higher flexibility. TEV protease production can be 
activated not only by extrinsic but also by intrinsic signals. Use of a meiosis-specific promoter 
for pTEV+ expression allowed to exclusively deplete proteins in cells undergoing meiosis 
(Jungbluth et al, 2010, 2012). This prevented any misleading data from premature depletion of 
target proteins and was successfully employed to study effects of the cAMP/PKA pathway on 
spore number control (Jungbluth et al, 2012). However, the lower expression levels of the 
meiosis-specific IME2 promoter compared to the GAL1 promoter used for vegetatively growing 
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cells frequently required introduction of several gene copies of the PIME2-pTEV+ construct on 
high copy plasmids (Jungbluth et al, 2010, 2012). Beside the need of an additional 
transformation step and continuous selective pressure, the number of plasmid copies per cell 
varies considerably if 2µ vectors are used (Christianson et al, 1992). Differences in pTEV+ levels 
can cause heterogeneous effects in the cell population thereby hindering interpretation of the 
data. To address these issues, I sought to improve this system by two parallel strategies; by 
generation of a TEV protease variant with a higher tolerance for the strongest N-degron 
arginine at position P1’, and by elevation of TEV protease production from stable 
chromosomally integrated expression constructs combined with additional meiosis-specific 
transcriptional target gene shut-off.  
For the first strategy, I combined random PCR-mutagenesis of the TEV protease encoding gene 
with a colony color-based screen to probe for efficient cleavage of a target sequence containing 
arginine at the P1’ position (cODC1-TDegR; Renicke et al, 2013b). This led to identification of a 
protease variant, pTEV2, with a single point mutation (R203G) which was able to efficiently 
process the cODC1-TDegR construct. Additional experiments showed that this variant had 
almost lost its selectivity for P1’ position. Structural modeling by Dr. Roberta Spadaccini 
revealed that the amino acid exchange occurred within a hydrophobic surface patch distant 
from the catalytic center, reducing the charge of this region. In the wild type protease this 
patch might prevent access of peptides with a positively charged amino acid at position P1’ 
while the reduced charge could permit their access to the catalytic center. However, no 
pronounced impact of the expected N-degron strength on tester construct depletion was 
observed for the constructs efficiently cleaved by the TEV protease. Thus, the limiting step in 
protein depletion by the TIPI system is probably protease processivity rather than N-degron 
strength. Even if changes in specificity of pTEV2 had little impact on the value of the TIPI 
system, TEV2 may be beneficial for other applications. It offers much higher flexibility in the 
choice of the residue at position P1’. This protease could be used in vivo to regulate maturation 
and secretion of active proteins with native N-termini from pro-proteins or proteins fused to an 
inhibitory domain (Rogers & Overall, 2013; Cesaratto et al, 2015; Fernandez-Rodriguez & Voigt, 
2016). The TEV2 protease might be also useful for affinity purification of proteins where TEV 
protease is routinely employed to remove affinity and solubility tags from recombinant 
proteins (Waugh, 2011; Pina et al, 2014). The complete removal of a tag and creation of proteins 
with native N-termini can be critical especially in the field of peptide and protein therapeutic 
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agents (Mooney et al, 2015; Panteleev & Ovchinnikova, 2015; Rodríguez et al, 2015; Zhang et al, 
2015). The structural insights on substrate selectivity of the TEV protease obtained by our and 
other studies may also contribute to a better understanding of the molecular basis of substrate 
specificity and pave the way for rational design of customized protease variants (Phan et al, 
2002; Verhoeven et al, 2012; Yi et al, 2013; Renicke et al, 2013b; Carrico et al, 2016). 
Three major changes of the TIPI system finally led to significant enhancement of sporulation-
specific depletion of target proteins: 1. Exchange of the constitutive promoters previously used 
in the N-terminal TDegF construct for expression of the resulting fusion gene against the 
promoter of MCD1, a gene encoding a mitosis-specific subunit of the cohesion complex. MCD1 
is not expressed during meiosis and has been employed for creation of sporulation-specific 
mutants before (Klein et al, 1999; Clyne et al, 2003; Jungbluth et al, 2010). 2. Exchange of the 
CYC1 terminator in the meiosis-specific PIME2-pTEV+-TCYC1 expression construct against the 
more efficient DIT1 terminator (Yamanishi et al, 2013; Ito et al, 2013). 3. Stable chromosomal 
integration of the resulting construct at two different loci (TRP1, HIS3) to further increase 
pTEV+ expression. This combination enabled successful creation of sporulation-specific loss-of-
function mutants of the core MEN components Cdc15, Dbf2, Dbf20 and Mob1 during meiosis. 
In addition to its demonstrated function during sporulation, this method may provide a blue-
print for adaptation of the TIPI system for different developmental programs in yeast but also 
other eukaryotes where transcriptomic data allow selection of appropriate promoters. 
6.2 Functions of the Mitotic Exit Network During Sporulation 
The improved, meiosis-specific TIPI system allowed to efficiently deplete Cdc15, which 
completely blocked spore formation. This resembled the previously published data obtained by 
mutants based on chemical inhibition or solely transcriptional repression (Kamieniecki et al, 
2005; Pablo-Hernando et al, 2007; Attner & Amon, 2012). I also succeeded in generating single, 
double and a triple mutant for the three downstream components Dbf2, Dbf20 and Mob1. The 
triple mutant showed a severe sporulation defect, although less pronounced than the Cdc15 
depletion phenotype. The single Dbf2 and Dbf20 mutants displayed almost no phenotype, 
consistent with earlier proposed redundant meiotic functions (Attner & Amon, 2012) whereas 
the single Mob1 and the different double mutant showed intermediate phenotypes. The Dbf2 
Dbf20 depletion strain exhibited a weaker phenotype than different strains depleted for Mob1. 
Further experiments with the Mob1 single, the Dbf2 Dbf20 double and the Dbf2 Dbf20 Mob1 
149
  
triple mutants as well as the Cdc15 single mutant revealed that the decreased spore formation 
was not due to reduction of meiotic plaque levels and Dbf2, Dbf20 as well as Mob1 are required 
for correct chromosome inheritance. Moreover, I found all core MEN components to be 
involved in age-based SPB selection. However, the effect of Cdc15 depletion was more severe 
compared to depletion of the downstream components. Additionally, Cdc15 was found to 
influence the meiotic plaque numbers in sporulating cells. Further functional diversification of 
MEN proteins was observed at the later stages of spore formation. As reported before 
(Kamieniecki et al, 2005; Pablo-Hernando et al, 2007; Attner & Amon, 2012), Cdc15 depleted 
cells arrested at the end of meiosis II before prospore membrane closure. Depletion of the 
downstream components blocked spore formation probably by interfering with spore wall 
assembly. These data demonstrate that the MEN functions in regulation of distinct steps of 
sporulation. In vitro phosphorylation experiments have shown that the kinase activities of the 
Dbf2-Mob1 and Dbf20-Mob1 complexes rely on Cdc15 phosphorylation (Attner & Amon, 2012). 
Thus, the function of these complexes at the end of sporulation in spore wall formation is 
probably Cdc15-dependent. The independent Cdc15 function in PSM closure is most likely 
regulation of Ama1-dependent removal of Ssp1 from the LEPC while a role of Cdc15 in the 
Sps1/Spo77 pathway for Ssp1 removal needs further investigation (Maier et al, 2007; Diamond 
et al, 2009; Slubowski et al, 2014; Paulissen et al, 2016). In summary, the presented results 
implicate that the core MEN pathway is subject of significant functional diversification during 
sporulation compared to its rather linear function in mitosis. 
The additive phenotypes observed in spore formation and chromosome inheritance between 
the Dbf2 Dbf20 Mob1 triple mutant and the Dbf2 Dbf20 as well as the Mob1 mutant are still 
puzzling. They could be caused just by a stoichiometric effect of providing the basal levels of 
otherwise depleted proteins with a high concentration of complex partners. Yet, the observed 
phenotypes may also point to independent functions of the NDR (nuclear Dbf2-related) kinases 
Dbf2 and Dbf20 and their canonical coactivator Mob1. In S. cerevisiae beside the MEN, a second 
hippo-like pathway exists, the RAM (regulation of ace2 and morphogenesis) network, which is 
required during vegetative growth for cell morphogenesis and polarization as well as daughter 
cell separation after cytokinesis (Weiss, 2012). Especially the NDR kinase of this network Cbk1 
and its coactivator Mob2 are similar to Dbf2/20 and Mob1, respectively. Mob1 has been found 
in a high-throughput yeast-2-hybrid screen to interact with Cbk1 (Ito et al, 2001). Furthermore, 
it has been shown in vitro and in vivo that Mob1 can form heterodimers with Mob2 (Mrkobrada 
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et al, 2006). No biological function of these interactions has been clearly identified. Yet, in 
Drosophila melanogaster and human cells some flexibility in the interactions of different NDR-
kinases with different MOB coactivators has been reported suggesting overlapping functions 
(Devroe et al, 2004; He et al, 2005). However, in S. cerevisiae, depletion of the RAM-specific 
Ste20-like kinase Kic1, activating the Cbk1-Mob2 complex in mitosis, has not been found to 
significantly impair sporulation (Master thesis of Ann-Kathrin Allmann, 2015). Further studies 
targeting Cbk1 and Mob2 directly will be required to assess the possibility of sporulation-
specific cross-talk between the two pathways. 
One putative target of the MEN in regulation of age-based SPB selection may be the SPB outer 
plaque protein Nud1. Especially Cdc15 depletion caused a nearly identical defect in this process 
like the one observed for inactivation of a temperature-sensitive Nud1 mutant (Nud1-2; Gordon 
et al, 2006). Surprisingly, experiments on meiosis-specific depletion of Nud1 indicated an 
inhibitory function of this protein on spore formation (Master thesis of Ann-Kathrin Allmann, 
2015). This was an unexpected result as the Nud1-2 mutant was reported to reduce spore 
numbers (Gordon et al, 2006). The reason for these different results could be a consequence of 
the different types of mutants. The temperature-sensitive mutant was shifted to the restrictive 
temperature already 90 minutes after induction of meiosis. Therefore, inactivation of Nud1 may 
have occurred already in cells prior to meiosis or in meiotic pro-phase. In contrast, sporulation-
induced depletion of Nud1 only affects meiotic cells and depends on production of sufficient 
amounts of TEV protease and subsequent cleavage, ubiquitylation and proteasomal 
degradation. In contrast to the differences found in spore formation, the effects of both mutants 
on genome inheritance were similar. An inhibitory role of Nud1 could also explain the stronger 
phenotypes I found in most experiments for the Mob1 mutant compared to the Dbf2 Dbf20 
double mutant. Nud1 levels in the Mob1 depletion strain were significantly elevated compared 
to the control and other mutant strains. Several studies have reported localization of Nud1 to 
meiosis II SPBs (Knop & Strasser, 2000; Nickas et al, 2004; Attner & Amon, 2012). However, 
these studies differed in the number of SPB-localized Nud1 signals. Thus, these data do neither 
exclude nor support an inhibitory function of Nud1 at specific SPBs.  
Further investigations will be required to assess the exact role of Nud1 on age-based SPB 
selection and spore formation. Colocalization experiments with a fluorescent timer fused at the 
SPBs and an additional meiotic plaque marker could be performed to elucidate a putative 
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connection between SPB age, meiotic plaque formation and Nud1 localization. Furthermore, 
NUD1 could be overexpressed during sporulation by an early meiosis-specific promoter (e.g. 
PIME2) or the inducible CUP1 promoter used for meiotic overexpression before (Taxis et al, 2005). 
Another approach may be the constitutive, meiosis-specific tethering of Nud1 to the SPB by a 
meiosis-specific production of a Nud1-Cnm67 chimera. Constitutive targeting of proteins to the 
SPB by fusion to Cnm67 has been reported for vegetative cells (Park et al, 2004; Caydasi & 
Pereira, 2009; Caydasi et al, 2010; Valerio-Santiago & Monje-Casas, 2011; Scarfone & Piatti, 
2015; Ratsima et al, 2016). To maximize the effect, this could be done in the sporulation-specific 
Cnm67 depletion mutant, which was successfully complemented by CNM67 expressed under 
control of the mid-sporulation-specific SPO74 promoter (Master thesis of Ann-Kathrin Allmann, 
2015). Nud1 and Cnm67 bear several possible consensus sites for phosphorylation by Cdc15 
([ST]X[RK]) as well as Dbf2/20-Mob1 (RXXS) and it has been experimentally shown that Cdc15 
directly phosphorylates Nud1 during mitotic exit (Mah et al, 2005; Mok et al, 2010; Rock et al, 
2013). Thus, meiosis-specific expression of Cnm67 and Nud1 variants with mutated MEN kinase 
consensus sites in the strains depleted for the native proteins could be used to monitor directly 
whether the two SPB outer plaque components are targets of the different kinases. Together, 
these experiments would provide more detailed information about the function of Nud1 and 
Cnm67 in age-based SPB selection. 
In mitosis, Cdc5 and Kin4 are central regulators of MEN activity (D’Aquino et al, 2005; Pereira 
& Schiebel, 2005; Maekawa et al, 2007; Gryaznova et al, 2016; Falk et al, 2016). Therefore, a 
putative role of these kinases in MEN regulation during sporulation was investigated during in 
the context of a master thesis (Ann-Kathrin Allmann, 2015). Kin4 depletion somewhat 
resembled the Dbf2 Dbf20 Mob1 triple depletion phenotype during spore formation. However, 
in contrast to this mutant, I observed no elevated frequency of sister dyads upon depletion of 
Kin4. Therefore, it is unlikely that this kinase plays a role in MEN activation during meiosis. 
The same might be true for Cdc5, for which no correlation between SPB localization and PSM 
formation has been observed. 
A possibility to address the open questions of meiotic upstream regulators of the MEN as well 
as its downstream targets might be affinity purification of the MEN components and associated 
proteins followed by mass-spectrometry to identify these interaction partners. Similar 
approaches are commonly used to reveal protein interaction networks during vegetative 
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growth (Krogan et al, 2006; Breitkreutz et al, 2010; Gavin et al, 2011). To specifically identify 
interactions during sporulation, epitope-tagged Cdc15, Dbf2, Dbf20 and Mob1 can be produced 
under control of a meiosis-specific promoter like PIME2 or PSPO74. Usage of Ime2-GFP as a 
meiotic marker would allow fluorescence activated cell sorting (FACS) and thus, selection of 
only sporulating cells for downstream processing of the samples. Many interactions could only 
be of transient. Thus, chemical in vivo cross-linking may be required (Guerrero, 2005; Vasilescu 
& Figeys, 2006). The parallel usage of different promoters, active at different time points during 
sporulation may even allow rough correlation of interactions with the different steps of 
sporulation. In summary, this strategy could significantly contribute to an in-depth 
understanding of MEN signaling during sporulation and might provide a basis for detailed 
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AIR   5'-phosphoribosyl-5-aminoimidazole 
aMT   astral microtubule 
BF   brightfield 
BLUF   blue-light-utilizing flavin adenine dinucleotide 
CFP   cyan fluorescent protein 
dCTP   deoxycytosine triphosphate 
DIC   differential interference contrast 
dTTP   deoxythymidine triphosphate 
E1   ubiquitin-activating enzyme 
E2   ubiquitin-conjugating enzyme 
E3   ubiquitin-protein ligase 
ER   endoplasmatic reticulum 
FACS   fluorescence-activated cell sorting 
FACS   fluorescence-activated cell sorting 
FMN   flavin mono nucleotide 
GAP   GTPase activating protein 
GDP   guanosine triphosphate 
GFP   green fluorescent protein 
GTP   guanosine diphosphate 
HRPO   horseradish peroxidase 
KOAc   potassium acetate 
LED   light-emitting diode 
LEPC   leading edge protein coat 
LFM   low fluorescence medium 
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LOV   light oxygen voltage 
MEN   mitotic exit network 
MP   meiotic plaque 
NDR   nuclear Dbf2-related 
ODC   ornithine decarboxylase 
PCR   polymerase chain reaction 
Protein↓  protein depletion 
psd   photo-sensitive degron 
PSM   prospore membrane 
RAM   regulation of ace2 and morphogenesis 
RFP   red fluorescent protein 
SDS-PAGE  sodium dodecyl sulfate 
SEM   standard error of the mean 
sid   sporulation-induced protein depletion 
SPB   spindle pole body 
SPOC   spindle position checkpoint 
TCA   trichloroacetic acid 
TDegX   TEV protease dependent degron with residue X at position P1’ 
TEV   tobacco etch virus 
TIPI   tobacco etch virus protease induced protein instability 
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