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The Germanium Detector Array (Gerda) experiment, located underground at the INFN
Laboratori Nazionali del Gran Sasso (LNGS) in Italy, deploys high-purity germanium de-
tectors to search for the neutrinoless double β-decay (0νββ) of 76Ge. An observation of
this lepton number violating process, which is expected by many extensions of the Stan-
dard Model, would not only generate a fundamental shift in our understanding of particle
physics, but also unambiguously prove the neutrino to have a non-vanishing Majorana mass
component.
A ﬁrst phase of data recording lasted from November 2011 to May 2013 - resulting
in a total exposure (deﬁned as the product of detector mass and measurement time) of
21.6 kg·yr. Within this thesis a thorough study of this data with special emphasis on the
development and scrutiny of an active background suppression technique by means of a
signal shape analysis has been performed. Among several investigated multivariate ap-
proaches, particularly a selection algorithm based on an artiﬁcial neural network is found
to yield the best performance; i.a. the background index close to the Q-value of the 0νββ-
decay could be suppressed by 45 % to 1 · 10−2 cts/(keV·kg·yr), while still retaining a con-
siderably high signal survival fraction of (83± 3) % leading to a signiﬁcant improvement
of the experimental sensitivity. The eﬃciency is derived by a simulation and further vali-
dated by substantiated consistency checks availing themselves of measurements taken with
diﬀerent calibration sources and physics data. No signal is observed and a new lower limit
of T 0ν1/2(90 %C.L.) > 2.2 · 1025 yr for the half-life of neutrinoless double β-decay of 76Ge is
established.
Suche nach dem neutrinolosen Doppelbeta-Zerfall in Gerda Phase I
unter Verwendung einer Pulsformdiskriminierungs-Technik
Das Germanium Detector Array (Gerda) Experiment, welches sich unterirdisch am INFN
Laboratori Nazionali del Gran Sasso (LNGS) in Italien beﬁndet, verwendet hochreine
Germanium-Detektoren, um nach dem neutrinolosen Doppelbeta-Zerfall (0νββ) in 76Ge
zu suchen. Eine Beobachtung dieses leptonenzahl-verletzenden Prozesses, der in vielen Er-
weiterungen des Standard Modells vorhergesagt wird, würde nicht nur unser Verständ-
nis bezüglich der Teilchenphysik fundamental wandeln, sondern auch den Nachweis einer
Majorana-Natur der Neutrinos mit nicht verschwindender Massen-Komponente erbringen.
Die erste Phase der Messungen dauerte von November 2011 bis Mai 2013 an - mit einem
resultierenden Produkt aus Detektormasse und Messzeit von 21, 6 kg·yr. Im Rahmen dieser
Arbeit wurden die hierbei gewonnen Daten einer sorgfältigen Studie mit besonderem Augen-
merk hinsichtlich der Entwicklung und Prüfung einer Technik zur aktiven Unterdrückung
des Untergrundes, die sich auf der Pulsformanalyse des Detektorsignals begründet, unter-
zogen. Im Vergleich mit verschiedenen untersuchten multivariaten Ansätzen, erzielte dabei
insbesondere ein Selektionsalgorithmus basierend auf einem künstlichen Neuronalen Netz-
werk die besten Ergebnisse; u.a. konnte der Untergrundindex in der Nähe des Q-Wertes des
0νββ-Zerfalls um 45 % auf 1 · 10−2 cts/(keV·kg·yr), bei einer verbleibenden Signaleﬃzienz
von (83± 3) %, reduziert und somit zu einer erheblichen Verbesserung der experimentellen
Signiﬁkanz beitragen werden. Die Eﬃzienz wurde hierbei mittels einer Simulation berechnet
und zusätzlich noch durch mehrere fundierte Konsistenztests, die sich auf Messungen mit
verschiedenen Kalibrationsquellen sowie Physikdaten stützen, bestätigt. Es gibt keinen Hin-
weis auf ein Signal und die Berechnung einer neuen unteren Schranke für die Halbwertszeit
des neutrinolosen Doppelbeta-Zerfalls von 76Ge ergibt T 0ν1/2(90 %C.L.) > 2, 2 · 1025 yr.

Contents
1 Introduction 1
2 Neutrino Physics 5
2.1 The Standard Model of particle physics . . . . . . . . . . . . . . . . . . 6
2.1.1 The concept of antiparticles . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 The neutrino and the weak interaction . . . . . . . . . . . . . . . . 8
2.2 Neutrino Oscillations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 The solar neutrino problem . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Neutrino ﬂavour mixing . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.3 Implication on neutrino masses . . . . . . . . . . . . . . . . . . . . . 16
2.2.4 Conﬁrmation and experimental approaches . . . . . . . . . . . . . . 17
2.2.5 Measurements of absolute neutrino mass . . . . . . . . . . . . . . . 19
2.3 Double beta-decay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Majorana Neutrinos . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Neutrinoless double beta-decay . . . . . . . . . . . . . . . . . . . . . 24
2.3.3 Experimental constraints for 0νββ-decay . . . . . . . . . . . . . . . 27
2.3.4 Current status of 0νββ-experiments . . . . . . . . . . . . . . . . . 28
3 The GERDA Experiment 31
3.1 Setup description and detection principle . . . . . . . . . . . . . . . . . 33
3.2 Germanium detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.1 Semiconductor properties . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.2 Interaction of particles with matter . . . . . . . . . . . . . . . . . . 39
i
ii Contents
3.2.3 Germanium as detector material . . . . . . . . . . . . . . . . . . . . 43
3.2.4 High Purity Germanium (HPGe) diodes . . . . . . . . . . . . . . . . 45
3.2.5 Mounting scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.6 Signal read-out . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.7 Signal time structure . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3 Geana - an independent analysis software . . . . . . . . . . . . . . . . . 54
3.4 Calibration with 228Th source . . . . . . . . . . . . . . . . . . . . . . . 55
3.5 Run conﬁgurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.1 First steps: The Commissioning Runs . . . . . . . . . . . . . . . . . 58
3.5.2 Final detector array for Phase I . . . . . . . . . . . . . . . . . . . . 58
3.5.3 Future Perspective: Phase II . . . . . . . . . . . . . . . . . . . . . . 60
3.6 Gerda Phase I physics data . . . . . . . . . . . . . . . . . . . . . . . . 61
3.6.1 Experimental energy spectrum . . . . . . . . . . . . . . . . . . . . . 61
3.6.2 Composition of backgound . . . . . . . . . . . . . . . . . . . . . . . 64
3.6.3 Physics reach and motivation for PSD . . . . . . . . . . . . . . . . . 66
4 Pulse shape analysis of semi-coaxial detectors 69
4.1 TMVA - Toolkit for Multivariate Data Analysis . . . . . . . . . . . . . 70
4.1.1 Implemented classiﬁers . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.1.2 Preanalysis and -processing . . . . . . . . . . . . . . . . . . . . . . . 76
4.1.3 Training, testing and evaluation . . . . . . . . . . . . . . . . . . . . 76
4.2 Adaption to the Gerda Experiment . . . . . . . . . . . . . . . . . . . . 78
4.2.1 Input variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.2 Selection of training/testing samples . . . . . . . . . . . . . . . . . . 80
4.2.3 Splitting of Phase I data into several sets . . . . . . . . . . . . . . . 81
4.3 Evaluation of training/testing results . . . . . . . . . . . . . . . . . . . 84
4.3.1 Properties of the input variables . . . . . . . . . . . . . . . . . . . . 84
Contents iii
4.3.2 Background rejection vs. signal eﬃciency . . . . . . . . . . . . . . . 90
4.3.3 Selection and setting of classiﬁer . . . . . . . . . . . . . . . . . . . . 93
4.3.4 Classiﬁer response and overtraining . . . . . . . . . . . . . . . . . . 94
4.4 Application to calibration data . . . . . . . . . . . . . . . . . . . . . . . 96
4.4.1 Energy dependency . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.4.2 Fixing of PSD cut parameter . . . . . . . . . . . . . . . . . . . . . . 98
4.4.3 Time dependency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.5 Application to blinded background data . . . . . . . . . . . . . . . . . . 102
5 Systematic studies using Gerda data 105
5.1 Classiﬁer response distributions . . . . . . . . . . . . . . . . . . . . . . 107
5.2 Survival fraction at 2νββ region . . . . . . . . . . . . . . . . . . . . . . 108
5.3 Survival fraction at Compton edge . . . . . . . . . . . . . . . . . . . . . 111
5.4 Measurements with 56Co calibration source . . . . . . . . . . . . . . . . 113
5.4.1 Training and evaluation of extended 228Th calibration data-set . . . 114
5.4.2 Application of PSD cut to 56Co calibration data . . . . . . . . . . . 116
5.4.3 Survival fraction of γ-lines . . . . . . . . . . . . . . . . . . . . . . . 117
5.5 Comparison with alternative PSD methods . . . . . . . . . . . . . . . . 120
5.5.1 Likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.5.2 Pulse asymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.5.3 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6 Monte Carlo simulation 127
6.1 Choice of data subset . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.2 Determination of source position . . . . . . . . . . . . . . . . . . . . . . 131
6.2.1 Geometry and input parameters for MaGe . . . . . . . . . . . . . . 131
6.2.2 Comparison of spectral and γ-line intensities . . . . . . . . . . . . . 133
iv Contents
6.2.3 Output used for signal modeling . . . . . . . . . . . . . . . . . . . . 135
6.3 Pulse shape simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.3.1 Geometry and input parameters for ADL . . . . . . . . . . . . . . . 139
6.3.2 Electronics response . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.3.3 Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.4 Training / testing of the ANN . . . . . . . . . . . . . . . . . . . . . . . 146
6.4.1 Event topology and distribution of simulated input samples . . . . . 147
6.4.2 Evaluation of results from data and MC . . . . . . . . . . . . . . . . 152
6.5 Application to calibration from data and MC . . . . . . . . . . . . . . . 153
6.5.1 Energy dependency . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.5.2 PSD cut parameter and survival fraction . . . . . . . . . . . . . . . 156
6.5.3 Classiﬁer response distributions . . . . . . . . . . . . . . . . . . . . 158
6.6 Application to 0νββ-signal from MC . . . . . . . . . . . . . . . . . . . . 160
6.6.1 Eﬃciency ε0νββ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.6.2 Volume dependency . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.6.3 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . 165
7 Evaluation of the half-live T 0ν1/2 in
76Ge 169
8 Summary and conclusion 181
A Calculation of statistic uncertainty 185
B Addendum to ﬁgures 187
Bibliography 209
Danksagung 221
1. Introduction
Ever since its postulation in the early 30s of the last century by W. Pauli [Pau30],
the neutrino has attracted the interest of a whole ﬁeld of research - the fundamen-
tal particle physics. However, due its small cross section almost three decades had
to pass until a ﬁrst experimental proof of existence could be accomplished [Rei53].
Thereby as object of past, present and certainly also future experimental as well as
theoretical eﬀorts, the neutrino is attributed a key part in even several respects. So,
for example, a detailed scrutiny of their peculiar nature and properties would not
only facilitate a validation of the so-called Standard Model (SM) on the diﬀerent
interaction processes, in which the neutrino initially has been included six-fold (elec-
tron, muon and tau neutrino plus their anitparticles) as massless particle, but also
allow to introduce further extensions to the so far collected information.
Despite the successes that could be achieved within the commonly entrenched
explanatory models that durably managed to interpret a wide variety of phenomena
with remarkable precision, the neutrino always remained in the focus of experimental
interest with respect to many still unresolved puzzles, namely as one famous exam-
ple, the Solar neutrino problem. With the detection of neutrinos originating from
the internal fusion processes of the sun the theoretically derived and well established
standard solar model (SSM) could be tested. Surprisingly, all experiments conducted
on that topic observed a signiﬁcant lack of detected electron neutrinos of about a
factor of three below the expectations. This discrepancy impressively supported hy-
pothetical assumptions on neutrino ﬂavor transitions, also known as neutrino ﬂavour
oscillations previously concluded in [Pon67][Gri69], which have been in the past sys-
tematically conﬁrmed by a series of experimental studies on neutrinos from the sun,
the atmosphere and reactors as well as accelerators [Fuk01][Ahm02][Ara06][Ard06]
[Kim08][Wan09][Mic06]. Since such a mixing of the neutrino's weak interacting states
can - by theory - only occur, if the rest masses do indeed diﬀer from each other, the
observed oscillations imply, in terms of the neutrino itself, non-vanishing rest masses
that are distinct from zero.
But this discovery reaches well beyond only solar neutrinos. When regarding cos-
mic scales on the one hand, it impacts the gravitational theory about the evolution of
the universe, whereas on a subatomic level also the so far very substantial and robust
SM of elementary particle physics is crucially aﬀected. Thus a quantitative speciﬁca-
tion of the neutrino mass spectrum is assigned a high importance to the way for new,
advanced theories beyond the known Standard Model. Eventhough the gathered re-
sults about neutrino ﬂavor oscillations have provided values of the squared mass
diﬀerences ∆m2 of the neutrino mass eigenstates, they do neither contain any infor-
mation on the absolute scale nor the order of the diﬀerent masses. In order to access
the absolute mass scale, researchers instead have to revert to alternative (in-)direct,
more or less model-dependend approaches such as cosmological considerations based
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on Cosmic Microwave Background (CMB) and Large Scale Structures (LSS) in the
Universe, supernovae observations or particle interactions involving either neutrinos
or antineutrinos, like the single β-decay. Apparently for several isotopes this single
β-decay mode is energetically forbidden but the simultaneous occurrence of two β-
decays (2νββ) is allowed. Up to the present day this process has been observed in
11 nuclei with corresponding half-lives in the range of 1018 − 1024 yr [Bar11].
For the special case of the neutrinoless double β-decay (0νββ), predicted in
several theoretical treatments [Bil12][Ver12][Rod11][Gom12], even additional partic-
ulars on a possible Majorana mass component of the neutrino can be attained,
while still allowing for an indirect measurement on the absolute mass of neutrinos to
cast light on the hierarchy of neutrino masses. In such a process, lepton number is
no longer conserved anymore but instead violated by two units. Hence an evidence
for that extremely rare process would require physics in contrast with the Standard
Model, with far reaching repercussions. Consequently, a large interest to search for
the hypothetical 0νββ-decay engendered and a still growing number of experimental
programs based on diﬀerent detection techniques and isotopes are currently taking
measurements or will start soon collecting ﬁrst data.
The experimental signature of the neutrinoless double β process can be detected
as a monoenergetic peak at the Q-value of the decay. Prior to the latest results
of the Gerda experiment published in [Ago13a] and in this thesis, the two most
sensitive experiments performed with the candidate nucleus 76Ge (Z = 32), that
undergoes a second order reaction into 76Se (Z = 34) with an endpoint energy
of Qββ = 2039.061± 0.007 keV [Mou10], were provided by the Heidelberg-Moscow
(HdM) [Kla01] and the International Germanium Experiment (Igex) [Aal02][Aal04].
Both of them found no indication for the 0νββ-decay, yielding lower 90 % conﬁdence
limits on the half-life for the neutrinoless process in germanium of T 0ν > 1.9 · 1025 yr
and T 0ν > 1.6 · 1025 yr, respectively. In 2004 a subgroup of the HdM Collaboration
published a claim to have seen evidence of (28.75 ± 6.86) 0νββ events converting
to a half-life of T 0ν = 1.19+0.37−0.23 · 1025 yr and - under the assumption of light neu-
trino exchange - a corresponding eﬀective Majorana electron neutrino mass range
|mββ| = 0.24− 0.58 eV with a central value at 0.44 eV [Kla04]. The uncertainty
on the mass interval arises hereby predominantly from estimated inaccuracies in
the calculations of the nuclear matrix elements (NME). This result has been even
strengthened in a later work by an additional pulse shape analysis of the detector
signals [Kla06]. Several inconsistencies associated to the latter publication have been
pointed out in [Sch13] though.
Until recently, despite several experimental attempts, the claimed evidence for
the neutrinoless double β-decay from [Kla04] has not been unambiguously scruti-
nized. The currently most sensitive experiments on the trail to either validate or
falsify the discovery by parts of HdM are KamLand-Zen [Gan13] and the Enriched
Xenon Observatory Exo-200 [Aug12], both of them using 136Xe as ββ emitter, and
the Gerda experiment [Ack13] employing 76Ge. Taking into account that strongly
error-proned NME calculations are necessary to relate the diﬀerent isotopes, the two
3former setups availing themselves of 136Xe can only allow for an examination of the
claim on a model dependent basis. As Gerda instead uses the same isotope and
deploys also mostly the very same detectors from HdM and Igex, this particular
experiment represents the only endeavour of relevant sensitivity performance able to
perform a direct, model independent test.
The Gerda experiment is located at the Laboratori Nazionali del Gran Sasso
(LNGS) of INFN in Italy and operates high-purity germanium (HPGe) diodes of
semi-coaxial as well as Broad Energy Germanium (BEGe) type made from isotopi-
cally modiﬁed material with 76Ge being enriched to a percentage of ≈ 86 %. Each
detector is mounted in a low-mass copper support and submersed inside a cryostat
containing 64m3 cryogenic liquid argon (LAr), serving as both coolant medium for
the enriched germanium crystals and shield against external background from γ radi-
ation. Finally the shielding is complemented by an additional 3m of ultra-pure water
that is instrumented with photo multipliers to detect the Cerenkov light generated
by muons traversing the setup. The measurements are planned to proceed in several
steps with consecutively increasing ββ emitter masses and more and more stringent
demands on the background level. In a ﬁrst period of data taking continuing from
November 2011 to May 2013 denoted as Phase I, a total exposure of 21.6 kg·yr
has been collected. Simultaneously, the background level has been determined to
amount at roughly 1 · 10−2 keV·kg·yr, which marks an order of magnitude improve-
ment if compared to predecessor experiments. Both properties combined, allow to
make a statistically conclusive statement of high probability on the assertion for
the observation of the 0νββ-decay in [Kla04]. The obtained result has been lately
published in [Ago13a] and will be discussed in detail within this thesis.
Generally, the sensitivity of a counting experiment searching for the neutrinoless
double β-decay can be drastically improved by an eﬀective suppression of the ob-
structive background originating from close-by or rather distant radiation sources,
provided that the signal eﬃciency still remains comparably high. This can, amongst
other methods, be achieved by means of a carefully chosen experimental site located
deep underground, massive shielding of the detectors from the environment or active
muon- and LAr-veto techniques. Interestingly, it has been proven in the past, that a
thoughtfull data selection in addition with an enhanced pulse shape discrimination
(PSD) of the detector signals also provides a powerfull tool to signiﬁcantly reduce
the background level. The working principle is thereby based on the explicit distinc-
tion of events that deposit the entire released energy within a small volume ≈ 1mm
(= single site event, SSE), as known to be the case for the 0νββ-decay, from those
where the ionization takes place in several spatially well separated interaction points
(= multi site event, MSE). Albeit being aware of the pivotal importance of reliable
event selection tools being implemented in the analysis chain, within the Gerda
experiment until lately no working pulse shape discrimination technique has been
on hand for the semi-coaxial detector type, which does - considering the combined
exposure of 19.2 kg·yr - in fact constitute the major contribution to the Phase I data
(the residual part of only 2.4 kg·yr is attributed to the diodes of BEGe geometry).
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Therefore the development and subsequent validation of an enhanced discrimi-
nation algorithm - called Artiﬁcial Neural Network (ANN) - with special regard to
the adaption on the semi-coaxial HPGe detector type is the main goal of the work
presented in this thesis. To avoid biases in the event selection for the 0νββ-scrutiny,
a blind analysis has been performed. The universally promising successes when be-
ing applied to Gerda data obtained during Phase I or from an enhanced simulation
approach in the context of systematic consistency checks, which all conﬁrmed the
robustness and plausibility of the multivariate classiﬁcation method, made the stud-
ies outlined in the framework of the current thesis the preferred and oﬃcial PSD
algorithm used for the ﬁnal 0νββ-analysis of the experiment. It will be ultimately
shown, that the deployment of the neural network based pattern recognition pro-
gram on the experimental measurement indeed permitted to perspicuously improve
the sensitivity of Gerda setup.
Considering the neutrino to have such an important impact on our knowledge
of particle physics that reaches far beyond the Standard Model, the ﬁrst chapter 2
is exclusively dedicated to provide a brief overview of past and recent progresses in
neutrino physics with special emphasis on searches for neutrinoless double beta-decay
along with the therefore necessary experimental requirements.
In a next step the general concept of the Gerda experiment, as the detection
principle of a semiconductor in combination with the interaction processes of particles
in matter up to the ﬁnal detector response to radiation as well as the time course of
the commissioning period and the Phase I data taking are addressed in chapter 3.
Chapter 4 focusses on the multivariate ANN recognition technique, its explicit
adaption to the data acquisition (DAQ) output and the training/testing with exper-
imental charge traces. The performance improvements achieved with this approach
are evaluated on the basis of regularly obtained 228Th calibration measurements for
the time resolved monitoring of the energy scale along with the Phase I physics runs.
Subsequently, in chapter 5 detailed validation test on the 0νββ-signal eﬃciency
of the pulse shape algorithm using experimental data only are prosecuted with focus
on diﬀerent aspects, such as a possible energy or volume dependency eﬀects. In
particular, 2νββ from the neutrino-accompanied decay mode and multi Compton
scattered event are used as proxy for SSEs and MSEs. Additionally classiﬁer response
distribution of diﬀerent event classes (signal- or background-like) as well as special
calibration set taken with a 56Co source are investigated and discussed.
Further eﬀorts related to dedicated Monte Carlo + FEM simulations concerning
the energy depositions inside the active volume along with the corresponding signal
induced on the detector read-out electrode, are described in the following chapter 6.
The second last chapter 7 presents the extracted results on the half-life T 0ν1/2 on
the neutrinoless double β-decay of 76Ge and its implication on the claimed discovery
in [Kla04] particularly with respect to the substantial contribution from the pattern
recognition analysis developed throughout this work before the ﬁndings of the thesis
are ﬁnally recapitulated in chapter 8.
2. Neutrino Physics
The era of neutrino physics was already heralded far back in the year 1896 and
has its seeds in the accidental discovery of the natural radioactivity by A.H. Bec-
querel [Bec96]. At this time he observed the so-called β-decay, where due to the
electroweak interaction a neutron is converted into a proton under emanation of an
electron. However, under the assumption of such a two-body-decay, subsequent ex-
periments conducted by J. Chadwick resulted in a clear conﬂict to several laws
of conservation. Instead of the expected discrete energy of the emanated electron,
the β-decay showed a continuous energy spectrum [Cha14]. Hence the energy as
well as the momentum were not preserved. The second, not less profound inconsis-
tency arises from the spin conservation of the decaying atomic nuclei, which was also
violated.
In order to solve this problem W. Pauli came upon an - as he said himself -
desperate remedy and postulated an additional, third particle participating in the
now three-body-decay with a small but not necessarily vanishing rest mass [Pau30].
Such a hypothetical particle could carry the missing energy (or momentum) and
should, to also provide for the conservation of charge and angular momentum, have
no electrical charge and be of spin 1
2
. The neutrino was born! Based on Pauli's idea
four years later, in 1934, the italian nuclear physicist E. Fermi gave the neutrino
a theoretical background by formulating a ﬁrst mathematical framework of the β-
decay that allowed an explanation of the observed data and has endured with only
little modiﬁcation into the present [Fer34]. In his theory a new weak force, so called
because it was remarkably weaker than the electromagnetic force, transfers a neutron
into a proton and creates instantly an electron and an anti-neutrino:
n→ p+ e− + ν . (2.1)
But due to the small cross section of the neutrino not less than 29 years had to
pass until a ﬁrst experimental proof could be accomplished. In their Nobel Prize re-
warded Savannah River experiment F. Reines and C.L. Cowan availed themselves
of the induced inverse β-process, consisting of the capture of an anti-neutrino by a
nucleus with an instant emission of a positron p+ ν → n+ e+ [Rei53].
particle
ﬂavour electr.
colour spin
1 2 3 charge
quarks
u c t +2/3
r,b,g 1/2
d s b -1/3
leptons
e µ τ -1
- 1/2
νe νµ ντ 0
Table 2.1: Fundamental particles
of the Standard Model: quarks (`up'
and `down', `charm' and `strange',
`top' and `bottom') + leptons (`elec-
tron', `muon', `tau' and their corre-
sponding neutrinos).
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In the past tremendous eﬀorts have been taken to draw more and more secrets
from the mysterious nature of the neutrino. The following chapter is dedicated to give
a brief summary of the experimental approaches and the thereby collected insight
into this elusive particle we still know so little about. There are several excellent
textbooks on particle physics, for more general reviews the reader is therefore referred
to the literature [Gri09][Pov08].
2.1 The Standard Model of particle physics
Since its development in the early 1970s the Standard Model managed to successfully
explain a wide variety of phenomena in the huge ﬁeld of particle physics by laying
down a simple rule: everything in the universe - or in the most general sense -
matter is made from a few basic building blocks of fundamental particles, governed
by four fundamental forces. A visual overview of the Standard Model is given in
table 2.1 by arranging the fundamental particles according to their electrical charge
Q (horizontal).
As fundamental particles 12 fermions could be identiﬁed, all of them with spin 1
2
,
which occur in two basic types called quarks and leptons. Both groups are of the same
size with six particles each, where two particles are aﬃned in three pairs depending
on their masses (vertical), also known as ﬂavours or generations, respectively. In
any case, the lightest and most stable particles are assigned to the ﬁrst generation.
Apart from that, the second and third generation are made up of the heavier and
less stable particles. In addition, quarks also come in three diﬀerent colours and only
combine in such ways as to form colourless objects.
The interaction between diﬀerent fundamental particles is mediated by four fun-
damental forces, each resulting from the exchange of a corresponding boson - the force
carrier particle. The electromagnetic force is carried by the photon γ, the strong force
is exchanged by the gluon g, and the W± and Z0 bosons are responsible for the weak
force. Eventhough based on the very same principle, the fundamental forces exhibit
completely disparate properties as e.g. coupling constants and ranges. However,
the fourth fundamental force, gravity with its pursuant force-carrying particle, the
graviton, that applies for all massive particles, could not yet be implemented into
the Standard Model.
2.1.1 The concept of antiparticles
In addition the Standard Model assigns every particle an appendant antiparticle, with
the same mass but opposite electric charge. The existence of antimatter was ﬁrst
theoretically demanded by quantum mechanics and its relativistic generalization1
1Schrödinger's equation describes particles in nonrelativistic quantum mechanics; in the rela-
tivistic extension, particles of spin 0 are expressed by the Klein-Gordon equation, particles of spin
1
2 by the Dirac equation and particles of spin 1 by the Poca equation.
2.1. The Standard Model of particle physics 7
of the Schrödinger equation, resulting in the Dirac equation that acts on the four
component wave function ψ = (ψ1, ψ2, ψ3, ψ4) [Dir28]
(−i~c γ · ∇+ γ0mc2)ψ(r, t) = i~ ∂
∂t
ψ(r, t) , (2.2)
where γ = γk for k = 1, 2, 3 and γ0 denote coeﬃcients, which - when utilizing the
Minkowski metric glm - have to obey the condition
{γl, γm} = γlγm + γmγl = 2glm =

2 for l = m = 0
−2 for l = m = 1, 2, 3
0 for l 6= m
. (2.3)
It turns out that this can be fulﬁlled for matrices with a minimum size of 4× 4 (here
given in the standard Bjorken and Drell convention [Bjo64]):
γ0 =
(
1 0
0 −1
)
, γk =
(
0 σk
−σk 0
)
(2.4)
with the 2× 2 Pauli spin matrices indicated by σk
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.5)
The relativistic quantum mechanical wave equation provides not only a descrip-
tion of elementary spin-1
2
particles but also holds a troubling feature: for every
positive-energy solution it admits a second solution with negative energy. This can
be demonstrated by using the ansatz
ψ∓(r, t) = u e±i(pr−Et)/~ =
(
uA
uB
)
e±i(pr−Et)/~ (2.6)
in form of plane waves, where u signiﬁes a 4-dimensional spinor composed of two two-
component vectors uA and uB. Therefore, after applying the quantum prescription
−i~∇ → p and i~ ∂
∂t
→ E equation 2.2 becomes
(cγ · p + γ0mc2)u = Eu (2.7)
yielding the two equations
uA =
cσ · p
E −mc2uB , uB =
cσ · p
E +mc2
uA . (2.8)
Substituting the second of these into the ﬁrst and vice versa gives
(E −mc2)(E +mc2)uA,B − c2(σ · p)2uA,B = 0 . (2.9)
Since (σ · p)2 = (σ · p)(σ · p) = p · p+ iσ · (p× p) = p2 and uA,B 6= 0, the equation
2.9 is only satisﬁed for the eigenvalues
E = ±
√
p2c2 +m2c4 . (2.10)
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This circumstance of negative energies has been interpreted as positive-energy states
of a diﬀerent particle with inverted time dependence t→ −t, the antiparticle. Such a
symmetry operation or charge conjugation C, aﬀects the sign of all quantum charges,
including e.g. the electrical charge, the lepton number or the ﬂavour charges. In
contrast, the mass, spin, energy or momentum of a particle remain unchanged. Using
the normalization factorN =
√
(E +mc2)/c the four canonical solutions of the Dirac
equation are ﬁnalized to
u(1) = N

1
0
pzc
E+mc2
(px+ipy)c
E+mc2
 , u(2) = N

0
1
(px−ipy)c
E+mc2−pzc
E+mc2
 (2.11)
and
v(1) = N

(px−ipy)c
E+mc2−pzc
E+mc2
0
1
 , v(2) = −N

pzc
E+mc2
(px+ipy)c
E+mc2
1
0
 . (2.12)
It is customary to use the letter u for particles and v for antiparticles, respectively.
In the late 1931, a ﬁrst evidence of antimatter could be supplied with the discovery
of the positron e+ as the antiparticle of the electron [And33].
2.1.2 The neutrino and the weak interaction
For they do not carry electric charge or colour, neutrinos interact with quarks and
leptons through the weak force only, which is either described by the charged-currend
(CC) interaction from W± boson exchange or by the neutral-current (NC) inter-
action evoked from the Z0 boson. All phenomena based on both weak interaction
modes are ultimately ascribable to the three elementary processes depicted in ﬁgure
2.1. Please notice that for these scenarios time ﬂows horizontally to the right.
The diagram 2.1a) for purely leptonic charged current interaction then reads:
A negative lepton l− (either e−, µ− or τ−) converts under emission of a W− (or
absorption of a W+) into the corresponding neutrino νl of the same generation. In
a) l−
W−
νll b) q
−1/3
W−
q+2/3
Time −→
c) f
Z0
f
Figure 2.1: The three basic types of weakly interaction: a) purely leptonic charged current
vertex, b) non-leptonic charged current vertex and c) neutral current vertex for fermions.
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all reactions the weak force therefore underlies another conservation law: at each
interaction vertex the creation or annihilation of a lepton is always associated with
the creation or annihilation of an antilepton of the same ﬂavour and one can write
Ll = N(l)−N(l) +N(νl)−N(νl) = const. , (2.13)
where l = e, µ or τ and the Ll's are called lepton family numbers. However, recent
experiments indicate a cross-generational mixing among the leptons with the con-
sequence that only the sum L = Le + Lµ + Lτ referred to as the lepton number is
conserved as a whole. A closer look at this eﬀect known as neutrino oscillation and
its impact on neutrino physics will be postponed to the next section 2.2.
The same interpretation schema also applies to non-leptonic processes as for the
fundamental charged vertex in ﬁgure 2.1b) with a d, s or b quark of charge −1
3
that
transforms into a u, c or t quark of charge +2
3
, respectively. Again the diﬀerence of
charge and mass is mediated by an outgoing W− (or incoming W+). In any case
both quarks do carry the same colour, but in conformity with the ﬁrst example of
purely leptonic reactions, the coupling to W± does not have to take place strictly
within a particular ﬂavour.2 To solve this quandary N. Cabibbo suggested in 1963
an tentative explanation [Cab63], which was later extended to a third generation of
quarks by M. Kobayashi and T. Maskawa [Kob73]. According to the main idea,
instead of (
u
d
)
,
(
c
s
)
,
(
t
b
)
, (2.14)
the weak interaction couples to diﬀerent pairs(
u
d′
)
,
(
c
s′
)
,
(
t
b′
)
, (2.15)
where d′, s′ and b′ designate linear combinations that are related to the physical d,
s and b quarks by the 3× 3 Cabibbo-Kobayashi-Maskawa (CKM) matrix:d′s′
b′
 =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
ds
b
 . (2.16)
The square of the magnitude of the matrix elements |Vqq′ |2 measures the transition
probability from a quark q to a quark q′. Furthermore the CKM mixing matrix
VCKM containing the nine (complex) elements is unitary and can thus be reduced to
only four parameters: the three mixing angles θ12, θ23, θ13 and one phase factor δ.
Thereby one possible standard parameterization has become
VCKM =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12s23s13eiδ −c12c23 − s12s23s13eiδ c23c13
 . (2.17)
2Such a cross-generation, or strangeness-changing, coupling could be seen for example in the
decay Λ→ p+ e+ νe of the lambda, where a s quark is converted into a d quark.
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Here cij and sij denote cos θij and sin θij, respectively. Due to various experiments the
matrix elements are well known and speciﬁed to the following magnitudes [Ber12]:
VCKM =
0.9743 0.2253 0.00350.2252 0.9734 0.0412
0.0087 0.0404 0.9991
 . (2.18)
In weak decays quark transitions are predominantly observed within a family (thus
the diagonal elements of the matrix VCKM diﬀer only by a few percent from unity),
but also to a smaller degree between two diﬀerent families, like from the second to
the ﬁrst generation (speciﬁed by the nonzero entries of Vus and Vcd ). Whereas other
transition probabilities, like from the third to the second - or even from the third
to the ﬁrst - generation, are already suppressed by several orders of magnitude and
much more unlikely to happen.
Last but not least, ﬁgure 2.1c) shows the primitive vertex of the missing neutral
current interaction, where f can be any quark or lepton and Z0 mediates neither
charge nor mass. More complicated processes can be constructed by combining
several replications of this vertices to so-called Feynman diagrams. An example of
such a Feynman graph is given in ﬁgure 2.2 for the already mentioned β-decay of
the neutron (n→ p+ e− + νe).
dl
νe
ul
W−
e−
(n)
d
(p)
(n)
u
Figure 2.2: Feynman diagram for the β-decay
of the neutron, which consists of two d and one u
quarks. Mediated by the weak force, the d quark
is converted into an u quark under the instant
emission of an electron e− and an anti-electron-
neutrino νe. The diﬀerence of charge is compen-
sated by the charged weak boson W−.
As a huge beneﬁt, the usage of Feynman diagrams allows a quantum dynamical
formulation of important physical quantities such as, in case of decays, lifetime or
decay rate. According to Fermi's Golden Rule two speciﬁcations are needed for
this calculation [Dir27][Fer50]: the probability amplitudeM of the perturbation be-
tween the ﬁnal and initial states, which was already introduced under the notation
`transition matrix element', and the phase space available. The latter contains all the
kinematic information about the masses, momenta or energies of the particles and
reﬂects the fact that a given process will as well depend on the number of possible
ﬁnal states. On the contrary, the amplitude is purely dynamical and can be mathe-
matically evaluated by employing the Feynman Rules on the for the decay relevant
Feynman graphs [Fey49].
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One of the fundamental components of the Feynman Rules for weak interactions
is, that each internal line of the diagram is associated with a factor
M∝ −i(gµν − qµqν/M
2c2)
q2 −M2c2
q2M2c2
=
igµν
M2c2
(propagator for W± and Z0) (2.19)
that contributes to the overall probability amplitude. Here M means either the
mass MW or MZ of the two weak exchange bosons. The term qµ → i~∂µ speciﬁes
the momentum of the line in four-vector notation:
∂µ ≡ ∂
∂xµ
with ∂0 =
1
c
∂
∂t
, ∂1 =
∂
∂x
, ∂2 =
∂
∂y
and ∂3 =
∂
∂z
. (2.20)
Since the momenta are usually much smaller than M2c2, the corresponding terms
can be neglected to further simplify the propagator factor in equation 2.19.
Furthermore the matrix element is also aﬀected by the vertices of the diagram.
A unique property of the weak interaction is parity (mirror symmetry) violation
[Wu57], meaning that its reactions are not invariant under space inversion. Generally
speaking, the operator of an interaction mediated by the exchange of a spin-1 particle
shows a vector as well as an axial vector nature. In the special case of parity violating
interactions it is observed that both, the vector part and the axial vector part, are
present. The closer the strengths cV and cA of the two parts, the stronger the
parity violation becomes, reaching its maximum when both contributions are of
equal magnitude. So far experiments are consistent with charged current interactions
occurring under the condition of maximum parity violation for cV = −cA, the so
called vector minus axial vector (V −A) coupling. Though, following Feynman's
Rules, each vertex ploughs in another contribution to the probability amplitude,
written as
M∝ −igw
2
√
2
γµ(1− γ5) (W± weak vertex factor) (2.21)
By analogy to the coupling constants ge from quantum electrodynamics (QED) and
gs from quantum chromodynamics (QCD), gw =
√
4piαw characterizes the `weak
coupling constant'.3 The term γµ(1− γ5) with
γ5 ≡ iγ0γ1γ2γ3 =
(
0 1
1 0
)
, (2.22)
where γµ and γµγ5 alone would express a purely vector coupling (as present in
QED as well as QCD) or axial vector coupling, respectively, introduces the maximal
3The observed lifetime of the muon decay µ→ e−+νµ+νe allowed a determination of the `weak
ﬁne structure constant' to αw = 129.5 , which is nearly by a factor 5 larger than the `electromagnetic
ﬁne structure' α = 1137 . The point-like and feeble appearance of the weak interaction can therefore
not be caused due to the coupling but arises instead from the propagator term. In contrast to the
gravitational, electromagnetic or strong force that are all conveyed by massless exchange bosons,
the force-carriers of the weak interaction exhibit with 80 GeV/c2 (W±) and 91 GeV/c2 (Z0) heavy
masses, so that for typical energies far below Mc2 equation 2.19 becomes extremely small.
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parity violating nature of the weak interaction. In case of non-leptonic transitions
between quarks, the weak vertex contribution is corrected by the additional factor
|Vqq′ |2 arising from the CKM matrix of equation 2.17 to also account the probability
cross-generational coupling.
On the other side, the partly parity violating neutral current interaction is a
combination of V −A and V +A coupling depending on the charge of the involved
particles. The coupling of the Z0 boson therefore changes to
M∝ −igz
2
γµ(cfV − cfAγ5) (Z0 weak vertex factor) (2.23)
In the Glashow-Weinberg-Salam (GWS) formulation [Gla61][Wei67][Sal68], in prin-
ciple allowing for an uniﬁcation of the electromagnetic and weak interactions into a
single electroweak force, the values for the diﬀerent coupling coeﬃcients cfV and c
f
A
could be aﬃliated to one fundamental parameter θw, namely the `weak mixing angle'
or `Weinberg angle' (see table 2.2). The corresponding weak coupling constants gz
and gw are interwined with the `electromagnetic coupling constant' ge = e
√
4pi/~c
and therefore with the electromagnetic force as follows:
gw =
ge
sin θw
, gz =
ge
sin θw cos θw
. (2.24)
Solely the neutrino represents an exception and interacts exclusively via V −A
coupling for both modes, CC and NC. As an example of a characteristic property
that underlies changes under spatial inversion, the helicity
h =
σ · p
|σ| · |p| = ±1 (2.25)
has been a convenient quantity measured by many experiments on parity violation.
The scalar product of the axial vector σ (spin), which retains its orientation under
mirror reﬂection, and the vector p (momentum), that instead reverses its direction,
is a pseudoscalar and inverts the sign when the parity operator acts on it. In [Gol58]
the corresponding helicity of the electron-neutrino νe has been measured from weak
nuclear decays, yielding that neutrinos νL are always left-handed (with h = −1) and
antineutrinos νR right-handed (with h = 1). The indices L and R are supposed to
indicate the handedness of the neutrino. As a consequence, in the Standard Model
of particle Physics neutrinos are therefore considered to be massless.
particle
ﬂavour
cfV c
f
A
1 2 3
quarks
u c t −1
2
− 4
3
sin2 θw −12
d s b −1
2
+ 2
3
sin2 θw −12
leptons
e µ τ −1
2
+ 2 sin2 θw −12
νe νµ ντ -12 −12
Table 2.2: Coupling strengths for
the coeﬃcients cfV and c
f
A accord-
ing to the Glashow-Weinberg-Salam
(GWS) theory. The parameter θw
denotes the `weak mixing angle' or
`Weinberg angle'.
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2.2 Neutrino Oscillations
Even though the Standard Model allowed to successfully elucidate various aspects of
particle physics, many important issues remained to be unresolved to this day. There
is, for example, a large number of arbitrary empirical parameters that can not be
derived by the model and had to be introduced ad hoc to delineate various unforeseen
phenomena. Furthermore there is yet no suﬃcient answer to the question on `how
to calculate the masses of the fermions and quarks?' or even `why there are exactly
three generations of fermions (instead of four or even ﬁve...)?'. In spite of its many
successes, the mere amount of controversial subjects lead to the assumption, that
todays Standard Model is far from being a `ﬁnal' theory. And indeed, ﬁrst deﬁnite
evidence for physics beyond the Standard Model came up with the emergence of
several experiments which indicated a solar neutrino problem as will be discussed
in the subsequent pages.
2.2.1 The solar neutrino problem
Solar neutrinos: Stars derive their radiation energy from nuclear fusion, where
four hydrogen atoms convert into one alpha particle (helium-4 nuclei of two protons
and two neutrons). In heavy stars with higher temperature the route is dominated
by the so-called Carbon-Nitrogen-Oxygen (CNO) cycle facilitating the process to be
further catalyzed by these three elements. Whereas, in relatively light stars with
lower temperature, like the sun, the mechanism is predominantly driven by the pp-
chain, which - in simpliﬁed terms - takes place in the four following steps:
• At the beginning, a pair of protons conﬂates into a deuteron, composed by a
proton and a neutron, under the simultaneous creation of a positron and an
electron-neutrino. The other way around, the outgoing positron can optionally
be replaced by an incoming electron.
p+ p → d+ e+ + νe
p+ p+ e− → d+ νe (2.26)
• Up next, the deuteron joins with another proton to create a helium-3 nucleus
consisting of two protons and a neutron. The resulting energy is released in
the form of a photon.
d+ p→ 3He + γ (2.27)
• In the third step, the helium-3 has three alternatives: it can pick up a free
proton or another helium-3 nucleus to make an alpha particle. Also possible is
a helium-3 that reacts with an alpha particle (produced in one of the previous
reactions) generating beryllium-7.
3He + p → α + e+ + νe
3He + 3He → α + p+ p
3He + α → 7Be + γ (2.28)
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• Finally, the beryllium can either combine with an electron, creating lithium,
which in turn absorbs a proton, decaying into two alpha particles, or else
conjoin with a proton, making boron that instead changes to an excited state
of beryllium-8 and decays from there (as well) into two alpha particles:
7Be + e− → 7Li + νe
7Li + p → α + α
7Be + p → 8B + γ
8B → 8Be∗ + e+ + νe
8Be∗ → α + α
(2.29)
Whereas all other reaction products suﬀer interaction when working their way
out from the core to the surface, the neutrino, due to its extremely small cross-
section, endures its passage through the sun unaltered. Consequently, neutrinos
bear an exciting opportunity and are the obvious probe to study the process in the
center of the sun.
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Figure 2.3: Solar neutrino energy spec-
trum from the pp-chain as derived by
the BS05(AGS,OP) Standard Solar Model
[Bah05]. The neutrino ﬂuxes are presented
for a distance of 1AU corresponding to the
distance between earth and sun. from the
sun in units of [cm−2s−1MeV−1] for the
continuous and [cm−2s−1] for the mono-
energetic neutrino sources. Further contri-
butions from the CNO-cycle are not con-
sidered.
The solar neutrino spectrum predicted by the Solar Standard Model BS05(AGS,
OP) [Bah05] for a given distance of the earth from the sun of one astronomical unit
(AU) is plotted in ﬁgure 2.3. Thereby, as explained above, the pp-chain holds ﬁve
reactions yielding neutrinos with the initial reaction 2.26 (p + p → d + e+ + νe)
contributing by far the biggest share. Unfortunately, these neutrinos carry relatively
low energies of a range up to 0.42 MeV, where most detectors of present and past
neutrino experiments (apart from e.g. Gallex [Ham99] or Gno [Alt00]) are insen-
sitive to. Thus most experiments are compelled to resort to the far less abundant
electron-neutrinos emerging from the boron-8 decay. So did the Davis experiment
(Nobel Prize awarded in 2002) in the Homestake mine in South Dakota, consisting of
a huge chlorine tank to measure the solar neutrinos [Dav68]. The detection principle
was based on
νe +
37Cl→ 37Ar + e , (2.30)
where a chlorine atom reacts with a neutrino and transmutes into argon. The col-
lected number or argon atoms for a particular time interval then allows to draw
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inferences about the solar neutrino ﬂux. In contradiction to predictions from the
Standard Solar Model (SSM) [Bah68] the experiment revealed a deﬁcit by nearly a
factor of three and marked the begin of the solar neutrino problem. Subsequently, the
observation was also further strengthened by other neutrino experiments related to
the ﬂux of solar pp-neutrinos (e.g. Gallex [Ham99], Gno [Alt00], Sage [Abd99]).
2.2.2 Neutrino ﬂavour mixing
The problem of the distinct missing neutrino ﬂux was resolved by a simple explana-
tion - often referred to as the famous neutrino oscillation - suggested by B. Pon-
tecorvo [Pon67][Gri69]. In principle he proposed that the electron-neutrinos νe
produced inside the sun can convert in ﬂight into diﬀerent generations (e.g. muon-
or tau-neutrinos) after a characteristic length scale. So, analogous to quark mixing as
already mentioned in section 2.1.2 also neutrino ﬂavour changes can occur requiring
in contrariety to the Standard Model that neutrinos do have non vanishing mass >0.
Thus neutrinos interact in a given ﬂavour eigenstate νl (l = e, µ, τ), but propagate
as a linear superposition of mass eigenstates νi (i = 1, 2, 3) with masses mi. Their
interrelation is deﬁned by the unitary Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
mixing matrix Uli [Mak62]
νl =
3∑
i=1
Uliνi or
νeνµ
ντ
 =
Ue1 Ue2 Ue3Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3
ν1ν2
ν3
 . (2.31)
Hence the individual lepton numbers Ll are not preserved, while the full lepton
number L = Le +Lµ +Lτ conservation is still valid. Similar to equation 2.17 for the
quark sector of the Standard Model, the PMNS matrix can be expressed in terms
of one phase factor (δ), often referred to as the Dirac phase responsible for CP
violation and three mixing angles (θ12, θ23, θ13):
U =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12s23s13eiδ −c12c23 − s12s23s13eiδ c23c13
D (2.32)
with cij, sij as shortcuts for the sines sin θij and cosines cos θij. But in diﬀerence to the
mixing for quarks, which is rather small so that the CKM matrix almost represents a
unity matrix and cross-generational transformation is largely suppressed, for leptons
mixing takes place to a signiﬁcant degree, where at least two of the mixing angles be-
ing quite large along with a smaller contribution from θ13 (see table 2.4). In addition
the expression includes as well an diagonal phase matrix D = diag(1, eiα, ei(β+δ)) con-
taining the two Majorana phases α and β. Note that these phases are, however,
only physical, i.e. diﬀerent from zero, if neutrinos act - in disagreement with the
Standard Model - indeed as Majorana particles (further explanation can be found in
section 2.3.1).
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2.2.3 Implication on neutrino masses
Considering three (known) fermion families, the general formula for the oscillation
probability P (να → νβ) of a neutrino with ﬂavour α and total energy E to transform
into a diﬀerent ﬂavour β after traveling a certain distance L = c · t, also called
baseline, is deﬁned by
P (να → νβ) =
∑
i
∑
j
UαiU
∗
αjU
∗
βiUβjexp
(
−i∆m
2
ijL
2E
)
. (2.33)
Thereby the development in time has been derived by applying the Schrödinger
equation, explicitly. Further the quantity ∆m2ij = m
2
i−m2j denotes the corresponding
three-fold mass splittings (out of which only two are independent of each other
though, since ∆m231 = ∆m
2
21 + ∆m
2
32). If also accounting for Re(UαiU
∗
αjU
∗
βiUβj)
being symmetric and Im(UαiU∗αjU
∗
βiUβj) being antisymmetric under the interchange
of i and j along with the unitary of U , the transition probability can be subsequently
re-expressed as [Rod11][Cot07]
P (να → νβ) = δαβ − 4
∑
i>j
Re
(
UαiU
∗
αjU
∗
βiUβj
)
sin2
∆m2ijL
4E
+ 2
∑
i>j
Im
(
UαiU
∗
αjU
∗
βiUβj
)
sin
∆m2ijL
2E
. (2.34)
Moreover, when neutrinos propagate through matter additional issues can emerge
due to elastic scattering via the charged current that only applies for the electron-
neutrino. Depending on the energy of the beam and the density of the matter, the
oscillation probability is therefore enhanced by the Mikheyev-Smirnov-Wolfenstein
(MSW) eﬀect [Wol78][Mik86].
In order for neutrino oscillations to take place, the masses have to be unequal to
guarantee ∆m2ij 6= 0, or in other words at least one of them must be nonzero. Un-
fortunately, equations 2.33 or 2.34 also particularly exemplify that neutrino ﬂavour
transitions and hence all experiments based on them (some will be outlined in the
next passage 2.2.4) are only sensitive to to the three mixing angles, the Dirac phase δ
as well as the two independent mass diﬀerences (including their sign) and do neither
contain information about the absolute mass scale nor the order (hierarchy) of the dif-
ferent masses. Thereby the oscillation data and the possible mass spectra/orderings
are independent on whether neutrinos are Dirac or Majorana particles. Of special
interest are, however, the following three conceivable constellations (of which the
former two are depicted in ﬁgure 2.4) for the mass eigenstates:
• normal hierarchy (NH) with m1 < m2 < m3
• inverted hierarchy (IH) with m3 < m1 < m2
• quasi-degeneracy (QD) with m1' m2 ' m3, i.e. the mass of the lightest
neutrino being large compared to the mass diﬀerences.
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2.2.4 Conﬁrmation and experimental approaches
The components of the PMNS matrix elements, like in particular the mixing pa-
rameters θ12, θ23, θ31 or the phase diﬀerence ∆m2ij ·L/E related to the squared mass
splittings, the propagated distance and the energy of the neutrino, can be experimen-
tally extracted from measurements of the transition propability. Several such eﬀorts
have been performed to study the variation with respect to distinct distances L and
energies E and by that exploiting the advantage to isolate and access only particular
correlated oscillation parameters. Therefore researches can draw on diﬀerent suitable
neutrino sources as summarized in table 2.3.
source ﬂavour E [MeV] L [km]
solar νe ∼ 1 108
atmospheric νe,µ, νe,µ ∼ 103 104
reactor νe ∼ 1 1− 102
accelerator νµ, νµ ∼ 103 1− 103
Table 2.3: Characteristic values of
the ﬂavour sensitivity, the kinematic
energies E and length scales L for
various neutrino sources [Ber12].
Solar neutrinos (as already discussed) provided subsequent evidence of neu-
trino oscillations when, in 2001, the Super-Kamiokande collaboration proclaimed
their results on neutrino ﬂuxes [Fuk01]. Unlike the Davis experiment that origi-
nally established the solar neutrino problem the detection principle based on elastic
neutrino-electron scattering ν + e → ν + e in puriﬁed water was not only sensitive
to electron-neutrinos but to all neutrino ﬂavours. Since muon- and tau-neutrinos
νµ,τ exhibit smaller cross-sections, their detection eﬃciency though was suppressed
(by a known factor) to that of the electron-neutrino νe. The outgoing electron can
then be veriﬁed by the emitted Cherencov radiation. Under the assumption that all
neutrinos coming from the sun were still electron-neutrinos, the result revealed 45%
of the predicted solar ﬂux and the deﬁcit was attributed to the ﬂavour mixing and
less eﬃcient counting of the νµ's and ντ 's. From there the last piece of the puzzle was
to identify what exact fraction of the νe's had converted into the diﬀerent ﬂavours
in order to ﬁnally derive the overall neutrino ﬂux and compare with those calculated
from the SSM. This could be ﬁrst obtained in 2002 at the Sudbury Neutrino Obser-
vatory (SNO) [Ahm02] using heavy water D2O, which allowed to measure not only
the total but also the separate electron neutrino ﬂux by the reactions
νe + d → p+ p+ e
ν + d → n+ p+ ν
ν + e → ν + e . (2.35)
The results perfectly conﬁrmed the interim conclusions, since the sum of the remod-
eled neutrino ﬂuxes from all three ﬂavours e, µ, τ matched the theoretical predictions,
and provided all the information needed to determine the parameter elements for a
conversion of an electron-neutrino to muon- or tau-neutrino, namely the mixing angle
θsol ≈ θ12 and mass splitting ∆m2sol ≈ ∆m221.
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Atmospheric neutrinos as one terrestrial source arise predominantly from the
decay of muons and pions, produced by preceding cosmic ray interactions in the
upper atmosphere.
pi+ → µ+ + νµ with µ+ → e+ + νe + νµ ,
pi− → µ− + νµ with µ− → e− + νe + νµ . (2.36)
So one would obviously expect a number of muon neutrinos that is twice as high as the
corresponding number for electron-neutrinos. Anyhow, the Kamiokande experiment
(predecessor to the Super-Kamiokande collaboration) counted almost equal rates for
the two neutrino ﬂavours, suggesting that the muon-neutrinos must convert into
the only remaining ﬂavour: the tau-neutrino [Hir92]. Furthermore the Kamiokande
detector was able to track the direction of the incoming neutrinos and by that to
investigate the dependence of the propagated distance L from the source on the
transition propability, which lead to the ﬁrst undeniable conﬁrmation of neutrino os-
cillations. Neutrinos created in the atmosphere feature much (orders of magnitudes)
higher energies than neutrinos supplied from the sun (see table 2.3) involving that
transitions between the second and the third generation (νµ ↔ ντ ) become dominant,
thus: θatm ≈ θ23 and ∆m2atm ≈ ∆m232.
Accelerator and reactor neutrinos: are emanated from ﬁxed sources and
are therefore ideally suited for high precision measurements on neutrino oscillation.
Depending on the length scales or energies one could perform detailed investigations
on the sinusoidal ﬂavour variation as motivated in equation 2.34 in order to scan the
distinct matrix element parameters (for example the mixing angle θ31 responsible
for the oscillation between the electron and the tau ﬂavour, that remains up to
now the most poorly known). Some experiments monitoring the disappearance of
antineutrinos from nuclear reactors are KamLand [Ara06], DoubleChooz [Ard06],
Reno [Kim08] or DayaBay [Wan09], not to forget about Minos that aims to looks
at accelerator-generated neutrinos from Fermilab [Mic06], and many others.
parameter best ﬁt 3σ range
sin2 θ12 / 10−1 3.07 2.59− 3.59
sin2 θ23 / 10−1
NH 3.86 3.31− 6.37
IH 3.92 3.35− 6.63
sin2 θ13 / 10−2
NH 2.41 1.69− 3.13
IH 2.44 1.71− 3.15
∆m221 / 10
−3(eV/c2)2 7.54 6.99− 8.18
|∆m232| / 10−3(eV/c2)2
NH 2.43 2.19− 2.62
IH 2.42 2.17− 2.61
Table 2.4: Best ﬁt values
and uncertainties at the 3σ
range for the free parameters
of the PMNS matrix (except
for the CP violating phase
δ) obtained from the three
ﬂavour oscillation global anal-
ysis in [Fog12]. The shortcuts
NH and IH signify if either
normal or inverted mass hier-
archy is assumed.
Conclusively, the angle θ12 and ∆m221 ≈ ∆m2sol are accountable for solar neu-
trino or long-baseline reactor neutrino oscillations, whereas atmospheric neutrinos
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are instead governed by θ23 or ∆m232 ≈ ∆m2atm representing the same parameters
which long-baseline accelerator neutrinos are sensitive to. It is worth mentioning
that the sign of the (atmospheric) mass-squared diﬀerence is unknown, deﬁning the
mass ordering according to: NH for ∆m2atm > 0 and IH for ∆m
2
atm < 0. Moreover,
short-baseline reactor neutrino or long-baseline νµ → νe oscillations are dominated
by θ13 (if non-zero) and ∆m231. Thereby a non-zero value for θ13 would further
provide a connection between the solar and atmospheric sector and has become an
intensively studied object in the ﬁeld of neutrino research, as leptonic CP violation
in oscillations would cancel out if it was indeed zero [Rod11] (compare with equation
2.32).
In table 2.4 the state of the art from the combined results of the neutrino ex-
periments on the parameters of the PMNS matrix are collected. Especially more
recent publications such as [Dwy12][An12][Kim12][Abe12] allowed to scrutinize the
numbers up to a relatively good precision, which implies that ν3 almost consists
of a two-component blend of νµ and ντ with only a tiny residue from νe, whereas
(approximately) ν2 is equally composed of all types and ν1 is dominated by the
electron-ﬂavour. It also appears that the mass spectrum of the three neutrinos is
created by a doublet of relatively close-by states and a third isolated neutrino state.
Two possible scenarios for normal and inverted hierarchy are depicted in ﬁgure 2.4.
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Figure 2.4: Schematic sketch of the neu-
trino mass scale conﬁguration as suggested
by measurements on neutrino oscillation.
Currently the experimental results do not
allow to distinguish between normal (left)
and inverted (right) hierarchy. Also de-
lineated in diﬀerent grey shadings is the
ﬂavour composition consisting of νe, νµ and
ντ for the neutrino mass eigenstates ν1, ν2
and ν3.
2.2.5 Measurements of absolute neutrino mass
Despite its impact on neutrino physics, the observation of neutrino oscillation only
allowed an indirect evidence of ﬁnite neutrino rest-masses. To gain further knowledge
about the absolute mass scale thus other direct and model independent approaches
have to be evoked. Therefore, during the current subsection and the upcoming
section 2.3, dedicated to the double β-decay, the most relevant approaches pursued
on that matter are intended to be described in more or less detail.
Cosmology: As neutrinos are so abundant and known to carry mass, they po-
tentially aﬀect the evolution of the universe and cosmological observations play there-
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fore a powerful role to set bounds on the sum of the mass eigenstates mν =
∑
mνi
with i = 1, 2, 3. Currently the most stringent constraints on neutrino proper-
ties could be derived by analyzing the anisotropies of the cosmic microwave back-
ground (CMB) radiation delivered from the Wilkinson Microwave Anisotropy Probe
(WMAP) satellite experiment [Lim11]. In combination with the distribution of large-
scale structure/growth of matter perturbations newest cosmological observations lead
to a present upper limit of
∑
mνi< 0.24 eV/c
2 at 68% conﬁdence level [Mor12].
Supernovae, since most of the energy produced is radiated in short time range
as a huge beakout burst of neutrinos, do represent a diﬀerent, not less promising
approach to study neutrino properties. In case of the famous supernova SN1987A, a
gravitational collapse event discovered in 1987 on February 24th in the Large Magel-
lanic Cloud (LMC) outside our Galaxy, two water Cerenkov detectors, Kamiokande-
II (Japan) [Hir87] and Irvine-Michigan-Brookhaven IMB experiment (USA) [Bio87],
as well as the Baksan scintillator detector (Russia) [Ale87] were in operation and
observed an unusual high neutrino event rate within a time window of ≈10 s sev-
eral hours before the optical detection of the stellar explosion.4 Because neutrinos
interact via the weak force only and can escape easily right after the core collapse,
whereas photons suﬀer interactions within the stellar envelope and are therefore
trapped until the shock wave emerges from the surface, neutrinos arrive at earth
ﬁrst. Also neutrinos with non-vanishing rest mass do have a traveling speed which is
smaller than that of light resulting in a distance and energy dependent time-of-ﬂight
delay[Pir81]. Already a few weeks after the discovery of SN1987A an upper limit of
mνe < 11 eV/c
2 could be set on the electron-neutrino mass [Bah87], assuming that
the observed events all originated with electron-antineutrinos and disregarding any
neutrino ﬂavour-mixing.
Single β-decay: Investigations on absolute neutrino masses can be performed
on any decay involving either neutrinos or antineutrinos. Such a reaction is for
example provided by the already mentioned single β-decay
A
ZX → AZ+1Y + e− + νe , (2.37)
of a mother nucleus X(A,Z) into its progeny Y (A,Z + 1) with same mass number
A but atomic number Z increased by one, while simultaneously ejecting an electron
and an antineutrino.
The resulting mass diﬀerence between the initial and the ﬁnal state determines
the released decay energy to Qβ = MXc2 −MY c2 −mec2 for the leptons minus the
electron mass me, when neglecting the recoil-energy of the nuclei. Thus, the Q-value
equals the maximal kinetic energy Ee,max of the electron for massless neutrinos. In
case of an electron-neutrino with non-vanishing mass mνe > 0 the maximum kinetic
energy is instead decreased by Ee,max = Q−mnuec2 though. Consequently the study
of the end-point of the continuous energy spectra of the electron emitted by the
4The LSD (France) also reported observations, which were controversially evaluated by the
community, because the events were recorded several hours early [Agl87].
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β-decay (e.g. with a so-called Kurie-plot) can shed light on the eﬀective electron-
neutrino mass given as a superposition of mass eigenstates and hence deﬁned by the
incoherent sum m2νl =
∑ |Uli|2m2νi with i = 1, 2, 3 and l = e, µ, τ .
For the analysis the fraction of events in the relevant energy interval δE close
to the end-point of the electron spectrum is approximately inverse proportional to
the third power of the Q-value ∝ (δE/Q)3 [Ran12] and it is therefore experimentally
preferred to employ β-decaying isotopes with the lowest end-point energies possible.
Two suitable isotopes meeting this requirement are the hydrogen isotope tritium
(3H) with Q = 18.6 keV and rhenium (187Re) with 2.47 keV, respectively. So far the
most accurate results based on single β-decay, have been reported by the Mainz and
Troisk experiments, which evaluated upper boundaries of mνe < 2.3 eV/c
2 [Kra05]
and mνe < 2.05 eV/c
2 [Lob03], respectively.
Future setups currently under construction, such as the Karlsruhe Tritium Neu-
trino (Katrin) experiment [Wei02] or the Microcalorimeter Array for a Rhenium
Experiment (Mare) [Gat06], are designed to further improve the sensitivity to the
sub-eV neutrino mass range.
2.3 Double beta-decay
The double β-decay as one of the rarest known nuclear decay processes, was ﬁrst the-
oretically proposed by M. Goeppert-Mayer in [Goe35]. However, for 35 isotopes
X(A,Z) the single β-decay is forbidden or strongly suppressed since the neighbour-
ing nuclei Y (A,Z + 1) exhibits a higher binding energy, but the double β-decay is
allowed:
A
ZX → AZ+2Y + 2e− + 2νe (2νββ) (2.38)
where a pair of protons undergoes a simultaneous single β-decay emanating two
electrons and two electron-neutrinos (see corresponding Feynman graph in ﬁgure
2.5a) on the left-side).
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Figure 2.5: Feynman
diagrams for the double
β-decay with a) 2νββ
and b) 0νββ under ex-
change of a Majorana
neutrino.
As the neutrinos carry away an indeterminate part of the released energy, the
sum of the electron energies displays a continuous spectrum up to the Q-value, Qββ.
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Apparently this second-order process of the weak interaction only happens for even-
even but not for even-odd or odd-odd nuclei and has been, so far, directly monitored
for in total 11 isotopes, all listed in table 2.5. In the special case of 48Ca, the single β-
decay 48Ca → 48Sc with Qββ = 278 keV is indeed energetically allowed, albeit highly
forbidden due to the large diﬀerence of angular momenta between the initial and
ﬁnal state [Bru00]. For 100Mo and 150Nd the so-called two-neutrino double β-decay
was also veriﬁed for the transition to the 0+ excited state of the daughter nucleus
[Bar13].
A
ZX
A
Z+2Y
Qββ T
2ν
1/2 Nat.ab. G0ν
[keV] [1020yr] [%] [10
−14
yr ]
48Ca 48Ti 4273.7 0.44 0.187 6.35
76Ge 76Se 2039.1 16.0 7.8 0.623
82Se 82Kr 2995.5 0.92 9.2 2.7
96Zr 96Mo 3348 0.23 2.8 5.63
100Mo 100Ru 3035.0 0.071 9.6 4.36
116Cd 116Sn 2809.1 0.285 7.6 4.62
128Te 128Xe 866 2.0×104 31.7 0.164
130Te 130Xe 2530.3 6.9 34.5 4.09
136Xe 136Ba 2457.8 22.0 8.9 4.31
150Nd 150Sm 3367.3 0.082 5.6 19.2
238U 238Pu 1.1×103 20 99.3 -
Table 2.5: List of the dou-
ble β-decay candidates observed
to date and their correspond-
ing characteristics (without er-
rors). Values for half-lifes T 2ν1/2
of 2νββ taken from [Bar13] rep-
resent averages or recommenda-
tions concluded from a combi-
nation of previous experiments.
The phase space factors G0ν
for 0νββ have been scaled to
gA=1.25 and can be found along
with the Q-values as well as nat-
ural abundances in [Rod11] (for
128Te in [Suh98][Sci09]).
Table 2.5 also states the rate or half-life T 2ν1/2 derived from experimental data,
which can be - according to Fermi's Golden Rule - mathematically written as
(T 2ν1/2)
−1 = G2ν(Qββ, Z)|M2ν |2 , (2.39)
where G2ν(Qββ, Z) and M2ν represent the four-particle phase-space factor and the
nuclear matrix element for the neutrino-accompanied double β-decay, respectively.
The underlying process does preserve the lepton number conservation, thus can not
distinguish whether the neutrino is of Dirac or Majorana nature, and neither depends
on any charge conjugation properties nor on the neutrino mass [Avi08].
2.3.1 Majorana Neutrinos
The following paragraph is anticipated to provide a brief exposition on the math-
ematical formulation of the neutrino that holds in contrast to charged fermions,
apart from the general Dirac theory of spin 1
2
particles, also an alternative so-called
Majorana description.
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Neutrinos are neutral particles, which entirely interact via the electroweak force
described by the SU(2)L×U(1) gauge symmetry.5 Herein the subscript L denotes the
phenomenology that, according to all accumulated experiences from experiments, the
charged weak current is of purely left-handed nature. It is also experimentally well
known, that solely left-handed neutrinos participate in the weak interactions [Gol58].
Hence right-handed neutrino components are not considered in the theory and the
lepton sector of the Standard Model is formed by doublets and singlets
ψlL =
(
νlL
lL
)
, lR with l = e, µ, τ . (2.40)
As already mentioned in section 2.1.1, in the relativistic quantum theory fermions
are described by four-component spinors ψ, which obey the Dirac equation 2.2. For
m > 0 the solution in form of plane waves
ψ− = u ei(pr−Et) and ψ+ = v e−i(pr−Et) . (2.41)
yields the four linearly independent basic spinor ﬁelds u(1), u(2) for particles and
v(1), v(2) for antiparticles, given in equations 2.11 and 2.12. On the other hand, for
massless fermions only two of the basic Dirac spinors remain independent of each
other. Hereby a particle is transformed into its antiparticle and vice-versa via charge
conjugation. This antiparticle ﬁeld thus has to satisfy the Dirac equation and is
deﬁned by [Avi08][Gro90][Bil87]
ψC = Cψ
T
with ψ = ψ†γ0 and C = iγ2γ0 . (2.42)
By further applying the chiral projection operator
PL,R =
1
2
(1∓ γ5) , (2.43)
the left- and right-handed parts ψL = PLψ and ψR = PRψ can be easily obtained.
Parity and charge conjugation: So far only left-handed neutrinos νL and
right-handed antineutrinos νR have been be experimentally veriﬁed, which can thereby
not be displayed as the charge-conjugate particle of the other. This is due to the fact
that the C operator does not aﬀect the spin and momentum, and thus the helicity,
of a particle. Strictly speaking, νL and νR are instead intertwined by the combined
operation CP of charge plus parity conjugation (νL)CP = νR, where explicitly the
parity operator P is responsible for the change in the chirality [Kla95]. Herefrom
two possible scenarios for the mass term mψψ of particles in the eﬀective Lagrangian
can be concluded:
• The charge-conjugate particles of νL, νR represent independent, not yet ex-
perimentally observed particles and the neutrino is said to be of Dirac type
5The corresponding group of the weak hypercharge U(1) is required by the uniﬁcation of the weak
and the electromagnetic interactions in the Glashow-Weinberg-Salam model [Gla61][Wei67][Sal68].
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entailing four distinct physical states νD = νL + νR and νCD = ν
C
L + ν
C
R . Follow-
ing the Standard Model (SM) ansatz of Yukawa coupling to the Higgs-ﬁeld to
generate particle masses, a Dirac mass term for the neutrino in the Lagrangian
then reads
−LD = MDνDνD = MD(νL + νR)(νL + νR) = MDνRνL + h.c. , (2.44)
whereMD signiﬁes the Dirac mass and the termsMDνLνL andMDνRνR vanish
according to the deﬁnition of the projection operator PL,R and with γ0 ﬂipping
the chirality. Thus the lepton number is conserved.
• The neutrino represents his own charge-conjugate particle (or antiparticle),
equivalent to νCL = νL and ν
C
R = νR (as suggested in 1937 by E. Majorana
[Maj37]). In this case one deﬁnes the neutrino to be of Majorana type with
only two distinguishable states and since
(ψL)
C =(PLψ)
C = CPLψ
T
=PR(Cψ
T
)=PRψ
C =(ψC)R with (ψL)
C≡(ψC)L
(2.45)
(the same of course also applies for inverted handedness) the corresponding
Majorana mass term of the Lagrangian becomes:
−LM = 1
2
MML νLν
C
L +
1
2
MMR ν
C
RνR + h.c. (2.46)
with the Majorana masses MML and M
M
R acting as coupling parameters. Such
a possible coupling between the neutrino and the antineutrino ﬁeld would, in
any way, imply that the lepton number is not preserved.
As neutrinos are known to have mass (from oscillation measurements) but no electric
charge, in its most general form the mass term of the Lagrangian containing all
possible transitions therefore becomes
− LY uk = MDνRνL + 1
2
MML νLν
C
L +
1
2
MMR ν
C
RνR + h.c.
=
1
2
(νL, νCR )
(
MML M
D
MD MMR
)(
νCL
νR
)
+ h.c. (2.47)
2.3.2 Neutrinoless double beta-decay
As one conceivable approach to gain insight concerning the possible Dirac or Majo-
rana nature of the neutrino, the neutrinoless double β-decay (0νββ) was ﬁrst consid-
ered in [Fur39]. The process is thereby deﬁned as the transition of a mother nucleus
X(A,Z) into its progeny Y (A,Z + 2) with proton number increased by two units
under the emission of two electrons e− but (in diﬀerence to the neutrino-accompanied
2νββ mode) without any electron antineutrinos νe:
A
ZX → AZ+2Y + 2e− (0νββ) (2.48)
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The experimental signature of the proposed decay mode would be a line at the
summed electron energy spectrum appearing at the Qββ value (as shown in ﬁgure
3.3) and, since the lepton number is violated corresponding to ∆L=2, undoubtedly
require the presence of physics beyond the SM. For this reason a huge amount of
experimental (a brief outline will be given in subsection 2.3.4) and theoretical eﬀorts
have been endeavoured in order to establish and predict this process.6
It should be noted that via the blackbox or Schechter-Valle theorem [Sch82],
all possible realizations of the 0νββ-decay do involve the existence of a Majorana
neutrino mass. However, in [Due11] the Majorana mass term induced by radiative
corrections, was recently pointed out to be only in the range of 10−24 eV and thus
many orders of magnitude too small to account for the mass scales implied by neu-
trino oscillation experiments. As a consequence, if the neutrinoless decay mode is
observed, other mechanisms mediating the 0νββ process have to be considered.
Thereby the standard assumption, where the exchange of a light Majorana neu-
trino generates the decay, is not only the simplest theoretical treatment, but also
presumably the best motivated one and will be hence exclusively discussed in the
following though. Anyhow, there are still several more possible contributions, with
the underlying physics being driven by the exchange of particles associated to either
heavy Majorana neutrinos (here the heavy neutrinos are considered to be responsible
for light neutrino mass via the famous seesaw mechanism), R-parity violating SUSY,
left-right symmetric theories, Higgs triplets or leptoquarks, that might dominate the
process instead. Also conceivable is an extended number of particles in the ﬁnal
states (e.g. modes with additional Majoron emission) and many other examples (for
more information on that topic and a review on how to distinguish the diﬀerent
mechanism from another, the reader is further referred to [Rod11]).
The Feynman diagram for neutrinoless double β-decay based on light Majorana
neutrino exchange in the nucleus is sketched in ﬁgure 2.5b). When the right-handed
electron anti-neutrino is emitted at one vertex, it can be decomposed into the mass
eigenstates νi (i = 1, 2, 3) and helicity eigenstates:
νe,R = νe
1
2
(1 + γ5) =
3∑
i=1
Uei(νi,h=+1 +
mi
E
νi,h=−1) . (2.49)
Here U denotes the mixing matrix, mi are the mass eigenvalues and E represents
the neutrino energy. Thus the neutrino contains a mixture of a ﬁrst, almost total
positive plus a second, strongly suppressed (by the factor mi/E) negative helicity
component, whereas the latter one can be - in turn - absorbed at the other vertex.
Clearly, such a process is only possible, if the neutrino is not only a massive (therefore
not in a pure helicity state) particle, but also of Majorana nature (tantamount with
being identical to its antiparticle).
6There are several similar processes called neutrinoless double β+-decay (0νβ+β+), β+-decay
electron capture (0νβ+EC) or double electron capture (0νECEC) of bound state electrons e−b , which
can be searched for and those discovery would also imply the non-conservation of lepton number.
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Hence an observation of the neutrinoless double β-decay would unambiguously
prove neutrinos to be Majorana particles, while simultaneously providing access to
the absolute mass scale, for its half-life is directly related to the neutrino mass by
(T 0ν1/2)
−1 = G0ν(Qββ, Z)|M0ν |2
(
mββ
me
)2
, (2.50)
with the phase space integral G0ν , the nuclear matrix element M0ν for the two
electrons and the electron mass me. Furthermore, the eﬀective coupling strength,
namely the Majorana mass or eﬀective electron neutrino mass, is deﬁned as the
the coherent sum over all neutrino mass eigenvalues
mββ = |
3∑
i=1
U2eimi| Eq. 2.32= |c212c213m1 + s212c212m2e2iα + s213m3e2iβ| . (2.51)
As the phase space factor can on the one side be calculated with good accuracy,
the nuclear matrix element, unfortunately, is on the contrary less well understood and
accompanied by a high uncertainty preventing a precise extraction of the absolute
neutrino mass from the observed rate T 0ν1/2. Several theoretical models have been de-
ployed to improve the reliability of theM0ν calculations, some of which are the Inter-
acting Shell Model (ISM) [Men09][Men11], the Quasiparticle Random Phase Approx-
imation (QRPA, either with UCOM corrections for short range correlation of Jastrow
type) [Sim09][Suh10][Fae12], the Interacting Boson Model (IBM) [Bar09a][Iac11], the
Generating Coordinate Method (GCM) [Rod10] and the projected Hartree-Fock-
Bogoliubov (pHFB) method [Rat10] (references from e.g. [Sch13][Rod11]).
Without going further into detail concerning the working principles of the in-
dividual procedures, ﬁgure 2.6 compares recent results from the NME calculations
of the diﬀerent methods for the seven most used isotopes in double β-decay experi-
ments. Following this attempts the uncertainty of the nuclear matrix element for a
given isotope still remains to be in the order of a factor 2-3 though.
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Figure 2.6: Nuclear matrix element cal-
culations for 0νββ and light neutrino ex-
change. Values are compared for diﬀerent
techniques: ISM [Men09][Men11], IBM (re-
sults are scaled by 1.18 to estimate the dif-
ference between Jastrow and UCOM short
range correlations, also an error is set to
be of 30%) [Bar09a][Iac11], GCM [Rod10],
pnQRPA (=proton-neutron Quasi-particle
Random Phase Approximation) [Suh10],
SRQRPA (=Self-consistent Renormalized
Quasi-particle Random Phase Approxima-
tion) [Fae12] and pHFB [Rat10].
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2.3.3 Experimental constraints for 0νββ-decay
A way to encounter the half-life of neutrinoless double β-decay - and therefore the
eﬀective neutrino mass - can be achieved in counting experiments. When assuming
a direct proportionality to the detector massMdet, the number of background events
is hereby related to
Nbkg = Mdet · t ·B ·∆E , (2.52)
where next to the measurement time t also the background index B (typically in
units of cts/(keV · kg · yr)) and the width ∆E of the searched energy window, which
depends on the experimental energy resolution, enter the equation.
Up to now, all observations of event counts in the region of interest (ROI) around
Qββ made in diﬀerent, independently from each other pursued experimental ap-
proaches were consistent with the expected background contribution Nbkg - except
one. In [Kla04] part of the Heidelberg-Moscow collaboration went public claiming to
have evidence of a signature for 76Ge at a 4σ level. The corresponding half-life was
speciﬁed to T 0ν1/2 = 1.19
+0.37
−0.23 · 1025 yr and has been scrutinized in various subsequent
experiments ever since (see next section 2.3.4).
However in case of Nbkg 1, the number of counted signal events Nsig can be
converted to the half-life T 0ν1/2 for the 0νββ-decay of a given isotope X(A,Z) with
mass number A according to
T 0ν1/2 =
ln 2 ·NAvg
Nsig ·mA εdet · η ·Mdet · t for Nbkg  1 . (2.53)
Here NAvg denotes the Avogadro constant, εdet the signal detection eﬃciency, η the
mass fraction of the isotope and mA the molar mass of the isotope. If instead
Nbkg1 is the case, the e.g. 90 % conﬁdence limit (C.L.) on the half-life is given by
the slightly diﬀerent expression
T 0ν1/2(90%C.L.) >
ln 2
1.64
NAvg
mA
εdet · η ·
√
Mdet · t
B ·∆E for Nbkg  1 . (2.54)
Equations 2.53 and 2.54 already suggest several requirements experiments in
search for neutrinoless double β decay should meet. It is of crucial importance to
have for instance a high exposure Mdet · t, which can be either accomplished by
having very long run times t (usually in the range of several years) or by increasing
the detector mass Mdet as well as the mass of the investigated 0νββ isotope (due to
naturally high abundance, enrichment, ...).
If a signiﬁcant background is present, meaningNbkg  1, another important issue
arises with keeping its contribution in form of the background index B as small as
possible. Therefore several experiments have developed and continuously enhanced
various rejection methods, some of which are active veto techniques, mostly based on
detection of scintillation light, or purely non-hardware analysis routines extracting
information from the measured signal shapes that will be further discussed in the next
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chapter 3 as well as in the course of the whole thesis in context of their application
in the Germanium Detector Array (Gerda) experiment. Another way to ensure
low background experiments goes along with a prescreening and puriﬁcation of the
materials used for the construction, a graded shielding concept with the 0νββ isotope
in the inner, most pure region and a carefully chosen setup site.
But, since there exists the proportionality T 0νββ ∝ 1/Q5ββ between the half-life and
the Qββ value of the decay [Avi08], also the choice of the 0νββ isotope has an impact
on the experimental sensitivity. However, despite their endpoint-energies most of the
isotopes listed in table 2.5 take part in (current and past) ββ research programs.
Apart from the speciﬁcations on the experiments indicated by equations 2.53
and 2.54, there exist two general strategies for a source-detector setup:
Detector and source are identical. This can be for example realized by means
of semiconductor detectors, scintillating materials or gas and liquid Time Projection
Chambers (TPC). Having the detector acting simultaneously as source oﬀers two
advantageous opportunities: the electrons created in the double β-decay can get
completely absorbed in the detector, resulting in a high eﬃciency. Also inferences
on the nature (background- or signal-like) of the observed events can be drawn.
This is because the energy emitted from a double β-decay is deposited locally within
the detector, whereas background (say from closeby naturally present radioactive
contaminants or in particular, radioactive isotopes occurring in the decay chain of
238U and 232Th) interacts with the detector material (via Compton scattering, pair
production, etc.) and thus results in several, non-localized energy depositions.
Detector and source are distinct parts. In such experiments the decaying
isotope is conﬁned in thin foils placed between the detectors, providing the possibility
to easily exchange the source and test several isotopes of interest. Also the escaping
electrons of the decay can be tracked allowing to study their kinematical behaviour
and by that reaching a very high background suppression. However, some of the
disadvantages for this kind of experiments, where the source is not intrinsic to the
detector, are the very low source masses and the often poor energy resolution.
2.3.4 Current status of 0νββ-experiments
Since the beginning of this millennium, mainly a handfull of experiments conduced
to set new limits in the 0νββ search and many more are either currently in the
period of data taking, assembled or in process of planning. An overview about
the chronology sequence along with the used source material, masses and detection
techniques of past, present and future contributions is collated in table 2.6. A more
detailed overview can be further found in [Avi08][Bar11][Sch13].
So far, Heidelberg-Moscow (HdM) and the International Germanium Experi-
ment (Igex), both operating enriched high purity germanium detectors, were the
most sensitive approaches in the search for the neutrinoless double β-decay in the
isotope 76Ge and set quite similar 90% C.L. limits at T 0ν1/2(
76Ge)>1.9 · 1025 yr [Kla01]
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or T 0ν1/2(
76Ge)>1.57 · 1025 yr [Aal02], respectively. A subgroup of the HdM Col-
laboration reported post hoc in 2004 positive observation of the 0νββ-decay with
T 0ν1/2(
76Ge) = 1.19+0.37−0.23 · 1025 yr [Kla04]. In a later publication this claim has been
even strengthened to T 0ν1/2(
76Ge) = 2.23+0.44−0.31 · 1025 yr [Kla06] and explained due to an
subsequently applied pulse shape discrimination. Anyhow, the latter analysis holds
various known inconsistencies criticized by the scientiﬁc community that have been
repeatedly pointed out in e.g. [Chk08][Sch13].
For other isotopes apart from 76Ge the best limits on the half-life of the 0νββ
process have been achieved so far for 130Te, 100Mo and 136Xe.
Thereby the scrutiny in the former isotope 130Te was conducted by the Cuori-
cino experiment, which operated an array of 62 tellurium oxide (TeO2) crystals
with a total mass of 40.7 kg (corresponding to 11.3 kg of 130Te) at cryogenic tem-
peratures <10mK as bolometers. Due to the very low heat capacitance, an energy
deposition inside the crystal results in a temperature rise of typically 0.1mK/MeV
that in turn was read-out by neutron transmutation doped germanium thermistors.
Applying the described technique yielded a reasonably good energy resolution of
about FWHM = 6−10 keV close to ' 2.6MeV, the Q-value of the isotope. After a
data recording period between 2003-2008 with a total exposure of 19.75 kg · yr and a
background of 0.17 cts/(keV·kg·yr) at Qββ, no signal was observed. Instead a lower
limit of T 0ν1/2(
130Te)>2.8 · 1024 yr (at 90% C.L.) that is not sensitive enough to either
refute or approve the HdM result, was found [And11].
In a diﬀerent approach based on a tracking method, namely the Nemo-3 exper-
iment, the measurement was performed by means of thin foils made out of seven
diﬀerent enriched 0νββ candidate isotopes (9 kg in total) located inside a drift
chamber within a magnetic ﬁeld. Furthermore, the drift region is surrounded by
a calorimeter consisting of several plastic scintillator blocks with photomultiplier
tube (PMT) read-out to monitor the individual particle energies. While the track
reconstruction allows for a remarkably enhanced background reduction down to a
level of 1.2 · 10−3 cts/(keV·kg·yr) and an at least modest energy resolution around
FWHM ≈ 15 %/√E[MeV] for electrons, the detection principle suﬀers on the other
side from a very poor 0νββ reconstruction eﬃciency of only 8 %. Again the limits on
the individual isotopes obtained by the collaboration, with T 0ν1/2(
100Mo)>1.0 · 1024 yr
and T 0ν1/2(
82Se)>3.2 · 1023 yr (each of them at 90% C.L.) being the most stringent
ones, were not sensitive enough to scrutinize the HdM claim [Sim12].
Currently, two new-generation experiments are taking data, but reported re-
cently ﬁrst results though: the Enriched Xenon Observatory Exo-200 as well as
KamLAND-Zen - both are using 136Xe as ββ emitter and both of them yield ex-
perimental limits (at 90% C.L.) precise enough to test the HdM discovery. The
Exo experiment, for instance, is a liquid xenon time projection chamber (TPC)
of 40 cm diameter and length, ﬁlled with a total of 175 kg of liquid Xe. Since
there is a strong anti-correlation present between the measured ionization signal
and the scintillation light amplitude, a combination of these two quantities fa-
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cilitates a greatly improved energy resolution as good as ≈4 % at the Qββ-value
of 136Xe. When deploying topological as well as temporal cuts, the background
could be reduced to ' 1.5 · 10−3 cts/(keV·kg·yr), which leads on to a half-life limit
of T 0ν1/2(
136Xe)>1.6 · 1025 yr for a (by then) collected exposure of 32.5 kg·yr [Aug12].
KamLand-Zen, on the other hand, operates 13 tons of xenon-doped liquid scintil-
lator (' 290 kg of 136Xe) inside a 25µm thick nylon balloon ﬁlled with a radius
of 1.54m. An additional outer balloon with 13m diameterthe and ﬁlled with liq-
uid scintillator serves as an active shield, whereas the energy (FWHM ≈ 10 % at
2.5MeV, the Q-value of 136Xe) and position (resolution ≈ 15 cm/√E(MeV)) of the
decay are reconstructed by surrounding PMTs. Compared to other experiments,
the energy resolution is the poorest but redeemed by the large mass of target ma-
terial, thus high exposure of 89.5 kg·yr and the low background level, resulting in
T 0ν1/2(
136Xe)>1.9 · 1025 yr [Gan13]. However, a comparison of two diﬀerent double
β isotopes, here 136Xe and 76Ge in order to enable a statement on the Heidelberg-
Moscow claim, relies always on nuclear matrix element calculations though and is
therefore strongly model-dependent.
In the near future, many other experiments with eagerly awaited results, like
Candles, Cuore, Sno+, SuperNemo, Next or Cobra, are in queue to resolve
the Majorana nature of the neutrino. And also a new experimental 76Ge eﬀort, named
GERmanium Detector Array (Gedra), designed to improve the present limit by an
order of magnitude, is already in process, using in a ﬁrst phase the same germanium
detectors as HdM and Igex, whereas in a second phase new ones will be added. Since
the work presented in this thesis has been carried out within this very approach, the
next chapter 3 will be dedicated for a detailed overview on the Gerda experiment.
Experiment Isotope AZX Mass [kg] Detection method Start-end Ref.
Igex 76Ge 6.4 semiconductor detector 1991-2000 [Aal02]
HdM 76Ge 11 semiconductor detector 1990-2003 [Kla04]
Cuoricino 130Te 11 bolometer 2003-2008 [And11]
Nemo-3 100Mo, 82Se 7.8 calorimeter+tracking 2003-2011 [Sim12]
Exo-200 136Xe 100 liquid TPC 2011-200? [Aug12]
KamLand-Zen 136Xe 304 liquid scintillator 2011-200? [Gan13]
Gerda I(II) 76Ge 15(35) semiconductor detector 2011-200? [Ack13]
Candles 48Ca 0.35 scintillation crystal 2011-200? [Oga12]
Cuore(-0) 130Te 200(10) bolometer 2012-200? [Gor12]
Majorana 76Ge ∼ 30 semiconductor detector 2013-200? [Wil12]
Sno+ 150Nd 44 liquid scintillator 2013-200? [Har12]
SuperNemo 82Se ∼ 100 calorimeter+tracking 2014-200? [Bar12]
Next 136Xe 100 gas TPC 2015-200? [Mon12]
Cobra 116Cd ? semiconductor detector ? [Old12]
Table 2.6: Selection of past, present and future 0νββ-decay experiments along with their
target isotopes and corresponding masses, detection techniques as well as time scales.
3. The GERDA Experiment
The Germanium Detector Array (Gerda) experiment is designed to search for the
neutrinoless double β-decay in the 76Ge isotope and has been ﬁrst proposed in 2004
[Abt04] with the aim to either conﬁrm or reject the claim of positive evidence for
the lepton violating 0νββ-process by part of the Heidelberg-Moscow (HdM) Collab-
oration [Kla04][Kla06]. An inauguration with a completed experimental setup could
be celebrated in November 2010, subsequently a commissioning phase was aspired
for ﬁrst data collection with yet non-enriched germanium detectors.
Phases and physics reach: To achieve the best learning curve possible, the ex-
periment is planned to proceed in several steps with consecutively increasing ββ emit-
ter masses and more and more stringent demands on the background level. Hence,
the ﬁrst ground was broken in November 2011, almost one year after commissioning,
when Phase I launched with the successful installation of the enriched conventional
p-type high-purity germanium (HPGe) detectors from the previous HdM and Igex
experiments (combined = 17.7 kg). The determined background index was deter-
mined to be at roughly 1 · 10−2 counts/(keV·kg·yr) (after applying the PSD algorithm
developed and presented in the framework of this thesis), showing an order of mag-
nitude improvement compared to all preceding experiments. Note that this would
facilitate a statistically conclusive statement of high probability regarding neutrino-
less double β-decay with a lifetime as asserted by [Kla04] within about one year.
On this basis, only recently, after a total exposure of 21.6 kg·yr, the data taking was
interrupted and the results attained from a blind analysis, which will be discussed
in great depth in the following chapters, were presented in [Ago13a].
The next step, Phase II, is currently in preparation, but scheduled to already
start in 2014 featuring another new set of ∼20 enriched detectors of Broad Energy
Germanium (BEGe) type, whose total mass amounts to 20.8 kg and thus allows to
supplementary increase the overal exposure on a notable level. Additionally the
background index is anticipated to further improve by a factor of ∼10 with the
aid of several precautions, e.g. a liquid argon scintillation light veto and enhanced
pulse shape discrimination (PSD) techniques will be provided. According to [Abt04],
this second phase is foreseen to be accomplished with an accumulated exposure of
100 kg·yr, which would yield a sensitivity in the range of ∼2 · 1026 yr corresponding
to an eﬀective neutrino mass |mββ| of (0.09−0.29) eV.
Future prospects for an ultimate 76Ge experiment, capable of conquering the
(15− 20)meV mass range, include a merging of the diﬀerent 0νββ Collaborations
in a world-wide conjoint eﬀort towards a conceivable Phase III. The measured and
expected sensitivities of the ﬁrst two experimental phases as well as an hypothetical
1 ton experiment on the eﬀective Majorana mass |mββ| are emphasized as red lines
in ﬁgure 3.1 as a function of the lightest neutrino mass mmin. Both possible mass
orderings, normal (blue) and inverted (orange) hierarchy, are displayed. For the
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Figure 3.1: Eﬀective Majorana mass
|mββ | as a function of the lightest neutrino
mass mmin for the case of normal (blue)
and inverted (orange) mass hierarchy. Dis-
tributions within a 3σ range are calculated
for values from [Fog12] (see summary of ta-
ble 2.4), whereas the darker areas exclude
the experimental errors to give prominence
to the eﬀect of the CP -violating Majorana
phases. Diﬀerent sensitivities of the ﬁrst
two Gerda phases and a future 1 ton ex-
periment as well as the HdM claim are in-
dicated by red and blue lines, respectively.
calculation of the colored bands, mixing parameters obtained from the three ﬂavour
oscillation global analysis in [Fog12] (collected in table 2.4) and equation 2.51 have
been used. In case of normal mass hierarchy (NH), the neutrino masses m2,3 are
associated with the smallest mass mmin = m1 by the relations [Bil12]
m2 =
√
m21 + ∆m
2
sol and m3 =
√
m21 + ∆m
2
sol + ∆m
2
atm , (3.1)
whereas for the scenario of inverted mass hierarchy (IH) with mmin = m3 one can
conclude that
m1 =
√
m23 + ∆m
2
atm and m2 =
√
m23 + ∆m
2
atm + ∆m
2
sol . (3.2)
Three important regimes can be recognized: hierarchical (mmin<10−3), cancellation
(mmin ∼ 10−2, requires normal mass ordering) and quasi-degenerate (mmin > 10−1).
Additionally the regions which are disfavored by 0νββ-experiments (most stringent
limit so far from Gerda Phase I) or cosmology [Mor12] as well as the HdM claim
[Kla04] are marked as gray shades and a blue line, respectively. As one can see,
only a future Phase III of the Gerda experiment would - in case of evidence for
the 0νββ-signal - enable access to an unambiguous clariﬁcation about whether the
neutrino mass hierarchy is of normal or inverted nature.
The setup description as well as the detection principle of the Gerda experiment
are reviewed in section 3.1 along with the main properties, mechanisms and appli-
cation procedures of semiconducting germanium detectors in the following section
3.2. Subsequently in section 3.3 a brief discussion of the data processing ﬂow of the
software framework, called Geana, used for the analysis presented in this work, is
provided. The procedure performed to monitor the long term energy resolution and
data quality performance of the measurements is introduced in section 3.4. Finally
the diﬀerent run conﬁgurations during the ﬁrst phase, Phase I, of the experiment are
summarized and the resulting physics data are discussed in terms of the expected
sensitivity of the experiment in the last two sections 3.6 and 3.5 of this chapter.
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3.1 Setup description and detection principle
As illustrated in ﬁgure 3.2 a), the experiment site is chosen to be located at Hall A of
the INFN Laboratori Nazionale del Gran Sasso (LNGS) in a depth of 1400m, where
the surrounding rocks correspond to an average of about 3400m of water equivalent
(m.w.e.) from all directions. Functioning as a vast shielding against cosmic rays,
the Gran Sasso massif allows to suppress the ﬂux of muons compared to that at the
surface by about six orders of magnitude.
Figure 3.2 b) shows a schematic view of the experimental setup, where the Ge-
detector array is deployed naked and submersed in 64m3 of liquid argon (LAr), which
serves as closeby shield against radioactivity from external sources and as cooling
medium at the same time. Using this design, instead of installing the detectors
alternatively in a customary vacuum cryostat (as it has been done in HdM and
Igex), provides the beneﬁt of further reducing the background to a signiﬁcantly
lower level. Both, the germanium crystals and the LAr coolant, are contained in
a low-activity stainless steel cryostat (232Th and 238U are far below 1mBq/kg) of
4.16m diameter and 5.88m height (if the neck is not included). A coating of high-
purity copper covers the inner surface of the cryostat walls and marks the very next
shield layer for the sake of a low background environment.
The shielding consisting of several components is ﬁnally completed by an outer
water tank of 10m diameter and 8.3m height (corresponding to a nominal capacity of
590m3) ﬁlled with puriﬁed H2O, which is envisaged to reduce the neutron ﬂux arising
from the huge amount of rocks/concrete surrounding the laboratory. Additionally
the water is used as an active scintillation veto against remnant high-energy muons
  
a)                                     b)
clean room and
lock system 
steel cryostat filled
with 64 m3 of LAr
internal
copper shield
germanium
detector array
water tank with
Cherencov µ-veto
Gerda in Hall A 
Figure 3.2: a) Location of the Gerda experiment in Hall A at the Laboratori Nazionale
del Gran Sasso (LNGS) underground laboratory. b) Schematic view of the Gerda ex-
periment with the enriched germanium detector array not in scale. The main parts, as
discussed in the text, are superscribed.
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by the detection of their Cherencov light with 66 photomultiplier tubes. Since the
suppression due to the water tank is expected to be less eﬃcient for muons entering
from the top, a second part of the veto system composed of 36 plastic scintillator
panels is arranged on the roof of the Gerda setup to also suﬃciently shield the neck
region of the cryostat (for more information regarding this topic see [Kna09][Rit11]).
The mounting scheme of the germanium detectors holds as well some challenging
requirements, as the holder structure has to be constructed out of as little material
as possible to minimize sources of radiation near the crystals. On the other hand,
still a save suspension and suﬃcient support of the cables for detector bias and read-
out has to be accomplished (a detailed study on this issue is given in [Bar09b]).
On this basis, low mass detector holders made of only selected high radiopurity
materials (about 80 g copper, 10 g PTFE and 1 g silicon) have been developed, which
can be connected to strings and assembled in an array. The detector handling, or
in particular, the installation and lowering into the LAr, is thereby performed using
a lock system located in a clean-room (class 10.000) on top of the cryostat/water
tank structure. For a description `in-depth' about the design, construction and ﬁrst
operational results of the Gerda experiment [Ack13] is recommended.
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sum of electron energies from the neutrino-
accompanied and neutrinoless double β-
decay in 76Ge. The energy spectrum of
the 2νββ-decay (here: scaled according to
the golden data set of Phase I, for more
information on the diﬀerent data sets see
upcoming section 3.6.1) is continuous since
neutrinos that escape do carry parts of
the total energy with them, whereas the
signature of the 0νββ-decay (here: nor-
malized by the current upper limit on the
half-life T 0ν1/2) is a monoenergetic line at
Qββ = 2039 keV (see inset at top right).
Howbeit, according to the detection scenario, the 0νββ-signal is caused by a full
absorption of the two ejected electrons inside the active detector material. In ﬁgure
3.3 a Monte Carlo simulation1 of the expected double β-decay distribution of 76Ge
is shown true to scale for the golden data set of the ﬁrst phase of data taking
within the Gerda experiment, including six of the enriched of the enriched HPGe
detectors from the Heidelberg-Moscow and Igex experiments with an exposure-
averaged FWHM energy resolution of 4.8 keV (the terminology of the diﬀerent data
sets will be explained in section 3.6.1). The continuous 2νββ-spectrum features an
1Monte Carlo simulations for the Gerda experiment are performed with Mage, a general and
ﬂexible Geant4 based framework that has been developed in a joint eﬀort with the Majorana
Collaboration [Ago03][All06][Bos11].
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energy deﬁcit towards the Qββ-value of the germanium isotope, since the neutrinos
escape with parts of the total energy released by the decay. In event of the hy-
pothetical 0νββ-decay, where no neutrino are left to escape, the measured electron
energy amounts instead to a monoenergetic peak at Qββ = 2039 keV. Hereby the
signature is normalized with respect to the ratio of the known half-life T 2ν1/2 for the
neutrino-accompanied decay to the currently best upper limit T 0ν1/2 for the concurrent
neutrinoless mode. In order to resolve the two distributions, the region of interest
(ROI) close to the 0νββ-signal has to be kept quasi background free. Unfortunately
in spite of all possible precautions an irreducible background will be always present
due to the 2νββ-decays occurring up to the energy of Qββ. In this respect the plot
also stresses the importance of the energy resolution, which is for the Gerda exper-
iment obviously suﬃcient enough to distinguish the peak from the high energy tail
of the broad spectrum (see inset at the top right).
3.2 Germanium detectors
When operating high-purity germanium detectors (HPGe) for the neutrinoless dou-
ble β-decay search, several absolutely essential advantages engender straightaway
(remember that still the most stringent experimental limits were achieved with this
detection technique):
As detector material for semiconductors, germanium does not only provide a
prominent spectroscopic performance with an excellent energy resolution of ∼0.1%
at Qββ and several powerful background rejection techniques (for instance pulse
shape analysis, segmentation) but is as well available in neato intrinsic radio-purity.
Also a very high detection eﬃciency is on hand, since the germanium crystals act
simultaneously as detector and as source for the 0νββ-decay. Not to forget about
HPGe detectors being a well known, commonly used technique, thus well established
for long-term γ-ray spectroscopy experiments. All in all, reasons enough to particu-
larly thematise aspects like the functional principle, material properties or the main
mechanisms of signal formation and read-out of semiconducting germanium detec-
tors in the following section. A detail-rich review on semiconductors or radiation
detection and measurement techniques in general, that covers - if not pointed out
otherwise - most of what will be presented below, can be found in [Kno89].
3.2.1 Semiconductor properties
Band structure: In principle solids can be classiﬁed into three diﬀerent types
depending on their conduction properties: insulator, semiconductor and conductor
(like any metal). The ability of conduction is thereby deﬁned by the periodic lattice
of the crystalline substance, which evokes allowed energy bands for electrons that
exist within that solid. A simpliﬁed depiction of the two main distinguishable band
structures corresponding to the non-metallic types of solid is shown in ﬁgure 3.4. Here
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those electrons that are bound to speciﬁc lattice sites inside the material via covalent
bonding are represented by the lower band, namely the valence band. In the next
higher-lying, so-called conduction band electrons can instead freely migrate through
the crystal and contribute therefore to the electrical conductivity of the material.
Furthermore the two bands are separated by a forbidden bandgap of distinct size,
determining the material to be of non-, semi- or conducting type.
Typically for an insulator the width of the bandgap, or to be precise, the bandgap
energy Eg is bigger than 5 eV, whereas semiconductors exhibit considerably less gabs
in the range of ∼1 eV. The amount of electrons is just enough to completely ﬁll
all available sites of the valence band, so that in absence of thermal excitation,
at zero temperature, insulators as well as semiconductors are characterized by a
conﬁguration where the valence band is fully occupied and the conduction band is
completely empty. Thus neither of them would feature any electrical conductivity.
In a metal, the other way around, electrons can easily drift throughout the substrate
with only very few additional energy needed (no bandgap has to be crossed), since the
highest occupied energy band is not entirely ﬁlled. As a result, conductors usually
show very high electrical conductivities.
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Figure 3.4: Simpliﬁed
model of the band struc-
ture in a) insulators and
b) semiconductors. For
the latter, the thermal
energy is just adequate
to promote electrons to
the higher-lying conduc-
tion band under the si-
multaneous creation of
an appendant hole in the
valence band.
Charge carriers: However, at non-zero temperature T > 0K, electrons of a
non-metal share a certain thermal energy, such that some valence electrons do indeed
gain suﬃcient energy to be lifted into the conduction band. So from a physical
point of view, an electron which is normally part of a covalent bond experiences an
excitation, leaves the speciﬁc bonding site and can move unopposed inside the crystal.
In this excitation process, not only an electron in the formerly empty conduction
band, but also a vacancy or hole, representing a net positive charge, in the otherwise
full valence band is generated. The combination of both is usually called an electron-
hole pair.
The thermal equilibrium concentration n0 of the electrons in the valence band
can be derived by integrating over the product of the density of conduction electron
states and the probability that an available state at energy E is occupied. Of course
the same argumentation also applies for the calculation of the hole density p0. Using
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the Fermi-Dirac distribution function f(E, T ) for electrons and 1− f(E, T ) for holes
with the approximations
f(E, T ) =
1
e(E−EF)/kBT + 1
≈ e−(E−EF)/kBT for E > EF
1− f(E, T ) = 1
e(EF−E)/kBT + 1
≈ e−(EF−E)/kBT for E < EF (3.3)
then yields [Hun11]
n0 · p0 = 4
(
kBT
2pi~2
)3
(m∗n ·m∗p)3/2 e−Eg/kBT , (3.4)
where T is the absolute temperature, kB the Boltzmann constant, EF the Fermi
energy deﬁning the energy level of 50% occupation and m∗n,p the eﬀective mass
characteristic of the used material for the electron or hole. As elucidated by the
exponential term of equation 3.4 the electron-hole concentration due to thermal ex-
citation is crucially dependent on the ratio of the bandgap energy Eg to the absolute
temperature T . Consequently, substrates with a large bandgap (like insulators) will
have a low charge concentration n0 · p0 due to thermal energy and therefore show a
negligible electrical conductivity. But in the special case of materials with relatively
small bandgaps, suﬃcient energy can be procured to cause a conductivity signiﬁcant
enough to be classiﬁed as semiconductor.
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Figure 3.5: Schematics
for the a) n-type and
b) p-type semiconductor
created by an impurity
with one surplus or fewer
valence electron occupy-
ing a substitutional site
in the crystal along with
the corresponding donor
and acceptor levels.
Eﬀect of dotation: A completely pure semiconductor, where each electron
that is raised into the conduction band leaves a hole in the valence band, is called
an intrinsic semiconductor. In practice, such a kind of material is impossible to gen-
erate, leaving the residual impurities, whatever rare they may be, to dominate the
electrical properties of a real material. This as well accounts for germanium semi-
conductors, which are available in the highest practical purity. But it is also possible
to take advantage of this circumstance via adding surplus electrons or holes resulting
from deliberate contamination to increase the conductivity. In a solid doped with a
donor impurity or atom with one extra valence electron, the number of lightly bound
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electrons is excessed, generating a n-type superconductor. These loose electrons
can occupy quite high energy levels within the initially forbidden bandgap making
it easier to energetically lift them into the conduction band. Vice versa acceptor
impurities feature one fewer valence electron compared to the surrounding atoms, so
that covalent bonds remain unsaturated and result in a vacancy similar to a hole.
As the energy diﬀerences between the top of the valence band and the acceptor sites
are typically quite small, a large fraction of these vacancies gets ﬁlled by thermally
excited electrons. Hence in this kind of semiconductors, that is said to be of p-type,
conduction partly happens in the valence band. The inﬂuence of n- or p-type dota-
tion on the energy levels of the donor and acceptor sites as well as the Fermi niveau
is illustrated in ﬁgure 3.5.
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Figure 3.6: Schematic
energy band diagram of
a n-p junction in ther-
mal equilibrium. With
respect to one another,
valence as well as con-
diction band edges are
shifted across the junc-
tion by the potential dif-
ference VC resulting from
the contact between n-
and p-type material.
N-p junction: In order to construct a convenient radiation detector composed
of a semiconductor, a junction as shown in ﬁgure 3.6 between n- and p-type material
is required. Due to the strikingly increased density of conduction electrons in the n-
type material on the left and of holes in the p-type material on the right, respectively,
a net diﬀusion across the junction from regions of high concentration to those of lower
concentration takes place to compensate the sharp gradient of electric potential. As
the electron-hole pairs quickly annihilate, they leave positively and, likewise on the
opposite side of the n-p interface, negatively charged immobile ions. That is why,
in regions nearby the junction (where free charges do not exist anymore), neutrality
becomes extinct with a net positive space charge on the n-side and a net negative
space charge on the p-side. The more charge is accumulated the more increases the
resulting electric ﬁeld and the tendency for further diﬀusion decreases continuously.
At equilibrium, when the ﬁeld is just about suﬃcient to suppress additional net
diﬀusion across the interface, a region of stationary charge imbalance, called depletion
layer, is established.
Consequently, any electron-hole pair, which is created by ionizing radiation de-
positing energy within the depleted layer, will drift in the electric ﬁeld fromwards
the region of charge imbalance. With their motion, inﬂuence charges engender at the
contacts and an electrical signal is created making n-p junctions a very attractive
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detection technique. But still, eventhough such an unbiased semiconductor diode
functions as a detector, it would show a very poor performance for several reasons.
For instance, the contact potential VC in the order of ∼1V resulting from the junction
of the n- and p-type semiconductor material is by far too small and generates electric
ﬁelds of insuﬃcient strength, so that charge carriers can get lost to a non-negligible
extend owing to trapping or recombination. Besides incomplete charge collection,
the performance of an unbiased interface is also limited by the very small depletion
region as well as the high capacitance involving fatal noise behaviour. This can be
eluded by operating the semiconductor diode reverse biased with an applied external
voltage Vbias that is large compared with the contact potential (Vbias  VC). In case
of reverse biasing, the natural potential diﬀerence from one side of the junction to
the other is then greatly enhanced by a factor (VC + Vbias)/VC ≈ Vbias/VC such that
only minority carriers (meaning holes on the n-side or electrons on the p-side) are
conducted across the junction. In this way, the n-p junction serves as a rectifying
device that allows a relatively unimpeded ﬂow of current in one direction but eﬀec-
tively blocks charge movements in the opposite direction. As an additional positive
eﬀect, also the width d of the depletion layer, which conﬁnes the active volume of
the detector, is noticeably increased. The eﬀect is directly proportional to the square
root of the external bias voltage and can be estimated by the relation
d ≈
√
2 ·  · Vbias
e · P =
√
2 ·  · Vbias · µ · ρ , (3.5)
where  is the dielectric constant, µ the mobility and ρ = 1/(µ · e · P ) the resis-
tivity, which depends on the impurity concentration P of the material. To achieve
the largest depletion thickness possible for a given applied voltage, it is therefore
favourable to have a very high resistivity, tantamount to a very low concentration
of impurities. A large applied voltage is not only advantageous for the size of the
depletion layer, but also positively aﬀects the detector capacitance
C =

d
≈
√
e ·  · P
2 · Vbias =
√
 · ρ
2 · Vbias (3.6)
to become as small as possible and thus allows to measure an ionization induced
charge signal well above the noise level. Here equation 3.6 is only valid prior to the
conﬁguration of full depletion, when the depletion depth covers the entire provided
material [Kno89].
3.2.2 Interaction of particles with matter
When a particle - heavy-charged, light-charged or uncharged, like a photon - passes
through the active volume of a n-p junction, the ultimate eﬀect is a deposition of
energy and the subsequent production of electron-hole pairs along the track that
can be detected by the semiconducting diode. However, diﬀerent particles show also
diﬀerent interaction mechanisms with matter and signiﬁcantly varying processes of
energy deposition, making it necessary to regard them separately.
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Heavy-charged particles, like for instance α's, interact mainly electromag-
netically and loose their energy through processes like ionization and excitation of
atoms. Thereby the average energy loss per unit length dE/dx strongly depends on
the product of the number density N and atomic number Z of the absorber as well
as on the charge z of the primary particle and can be expressed by the Bethe formula
−dE
dx
=
4pie4z2
mec4
NZ
(
ln
2mev
2
I
− ln(1− β2)− β2
)
. (3.7)
Here I denotes the average ionization and excitation potential of the absorber atom.
The other quantities e, me and v describe the charge, rest mass and velocity of the
electron, respectively, whereas β = v/c is simply used as short cut for the ratio of
the velocity and the speed of light c. Since the particle randomly undergoes various
microscopic interactions, energy loss symbolizes a statistical process, where the width
of energy distribution varies with the passed distance. Anyhow, several implications
are revealed by the above expression: First, materials with high atomic number plus
density will eventuate in the most eﬀective stopping power and, secondly, particles
with greater charge will suﬀer a more enhanced absorption rate than less charged
ions of the same velocity. The progression of the speciﬁc energy loss −dE/dx versus
particle energy is illustrated in ﬁgure 3.7 for a helium-4 or α ion along its track in
germanium. An explicit maximum for energies around 1MeV can be seen. Also
plotted in ﬁgure 3.7 is a calculation of the average range curve with respect to the
particle energy, where a continuous-slowing-down approximation has been performed
by integrating the reciprocal of the total stopping power [Ber05]. Typical energies of
α particles emitted in an radiative process vary between mostly 1−10MeV, yielding
very short penetration depths in the range of ∼10µm.
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Figure 3.7: Stopping power and range
as a function of energy in germanium
as absorber. The total energy loss of
a heavy charged helium-4 ion (green)
and a lightly charged electron (black)
are depicted, in case of the electron
also the particular contributions, col-
lisional (blue) and radiative (orange),
are shown. Further the diﬀerent gray
shades display the respective range-
energy curves of the α and e particle.
For the calculations data from [Ber05]
(online database) was used, assuming a
density of 5.32 g/cm3 for germanium.
Light-charged particles as electrons or positrons do in principle show the same
interaction mechanisms like heavy-charged particles. In direct comparison they lose
energy at a much lower rate though (at least for moderate energies below 100MeV,
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see ﬁgure 3.7). Hence, in order to derive the average energy loss per unit length
evoked by collisions equation 3.7 has to be modiﬁed and is written
−
(
dE
dx
)
col
=
2pie4NZ
mev2
(
ln
mev
2E
2I2(1− β2) − ln 2 ·
(
2
√
1− β2 − 1 + β2
)
+ (1− β2) + 1
8
(
1−
√
1− β2
)2)
(3.8)
with E representing the electron energy. For an increasing energy, electrons more and
more tend to additionally experience radiative processes in form of bremsstrahlung
or electromagnetic radiation when being accelerated, equivalent to any kind of de-
ﬂections or scattering. The speciﬁc energy loss caused by radiation is then
−
(
dE
dx
)
rad
=
NEZ(Z + 1)e4
137mec4
(
4ln
2E
mec2
− 4
3
)
. (3.9)
By summing both contributions up, one can calculate the total stopping power for
electrons (dE/dx) = (dE/dx)col + (dE/dx)rad. In ﬁgure 3.7 the total speciﬁc energy
loss and its separate contributions from the collisional and radiative processes as
well as the average penetration depth of the electron are depicted as a function of
E for germanium as stopping material. An electron, for example, ejected during
a hypothetical 0νββ-decay that carries an initial energy of Qββ = 2.039MeV will
traverse a mean distance of ∼2.5mm until it is completely halted.
Photons or γ-rays are emitted when excited nuclear states, evoked by the decay
of a parent nuclide, transition into lower-lying levels. Because the daughter nucleus
deexcitates into its ground state after one or several state-to-state transitions between
quantized energy levels, the radiated γ particles do carry characteristic, well-deﬁned
energies assignable to a speciﬁc isotope. In principle the interaction with matter is
dominated by three major mechanisms, whose cross-sections are energy dependent:
• In case of lower energies photoelectric absorption plays the most important
role. In this process the incident γ undergoes an interaction with an atom by
transferring its entire energy to an orbital electron, which is ipso facto freed
from the atomic bound. As a consequence a photoelectron gets ejected with a
kinetic energy Ee = hν + Eb, given by the incident photon energy hν minus
the binding energy Eb of the electron in its original shell, and the absorber
atom is ionized. Thereby the vacancy in the electron shell is rapidly ﬁlled by
electron rearrangement and the redundant energy - in turn - released in form
of either an Auger electron or a characteristic radiation (= X-ray ﬂuorescence
that can create, when being reabsorped, further Auger electrons). In the end,
the process of photoelectric absorption is ultimately reducible to the liberation
of photoelectric electrons along with several low-energy electrons. Assuming an
ideal scenario, where the entire kinetic energy of the electrons is fully absorbed
in the detector, the corresponding signal in the recorded spectrum will show
up as a full energy peak (FEP) equal to the incident photon energy.
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Figure 3.8: Total photon cross sections
as a function of energy with germanium
as absorber material. Data are taken from
[Ber10] (online database). The main con-
tributions, here emphasized in diﬀerent
colour code, are the photoelectric eﬀect (or-
ange, dominant for energies >10−1 MeV),
Compton scattering (green, dominant for
energies <10−1 MeV and <10MeV) and
pair production (blue, dominant for ener-
gies >10MeV).
• For intermediate energy regions the predominant interaction mechanism is the
Compton scattering between a photon and an electron accompanied by a par-
tial energy transfer. The amount of energy conveyed in this process is closely
related to the angle θ by which the γ is deﬂected compared to its incident direc-
tion. When availing the conservation of energy and momentum, the correlation
hν ′ = hν ·
(
1 +
hν
mec2
(1− cos θ)
)−1
(3.10)
in terms of the original photon energy hν and the outgoing photon energy hν ′
can be derived, where mec2 represents the rest mass of the electron. Equation
3.10 also allows to draw conclusions on the energy that is transferred from the
γ to the recoil electron. Since the diﬀerence of incoming and outgoing photon
energy becomes maximal for a scattering angle of θ= pi, one obtains a maxi-
mum possible electron energy according to Ee,max|θ=pi = 2hν/(mec2 +2hν). In a
radiation detector usually all scattering angles occur and a continuous energy
distribution, ranging from zero up to the predicted maximum, will arise. In
practice this behaviour is directly observable as a Compton edge (CE) in the en-
ergy spectrum. Apart from the so far explained single Compton scattering, the
gap between Compton edge and full energy peak can be, to some extend, ﬁlled
by an additional event type of so-called multiple Compton scattering (MCS)
events.
• The third physical interaction, pair production, can only occur in the electric
ﬁeld near the atomic nuclei and corresponds to the complete disappearance of
the incident photon. In its place, an electron-positron pair with a rest mass
of 2mec2 is produced. Therefore a minimum γ energy of at least 1.022MeV
is required to make this process energetically possible. Any abundant energy
above this critical value appears in form of kinetic energy equally shared among
the electron and positron. As the positron is not a stable particle, it will
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annihilate with another electron once its kinetic energy is reduced to a certain
point due to thermalization. The result are two annihilation γ's of energy
mec
2 = 0.511MeV each, moving in exact opposite direction to preserve the
conservation of mommentum. From now on three diﬀerent border cases, which
occur quite frequently, are conceivable: If the entire energy of both annihilation
γ's is deposited in the detector, events arise that accumulate to the full energy
peak discussed previously. In another detection prospect, only the energy of
one γ is completely absorbed but the other escapes without any interaction in
the active material, resulting in the single escape peak (SEP) that appears at
an energy of mec2 = 0.511MeV below the FEP in the spectrum. If even both
annihilation γ's manage to escape unaltered, another, so-called double escape
peak (DEP), reduced by an energy of 2mec2 = 1.022MeV with respect to the
FEP, is engendered. Events where the photons are instead partially translated
into electron energy, e.g. via Compton scattering, rather contribute to a broad
continuum.
In ﬁgure 3.8 the contributions of the above described three major interaction types
to the total photon cross section are depicted explicitly for germanium as a function
of energy.
3.2.3 Germanium as detector material
76Ge is one of the few isotopes that undergoes the double β-decay and is there-
fore favourably used as source (and detector material) in the Gerda experiment to
search for the, next to the two neutrino emitting, also hypothetically possible, but
much rarer neutrinoless decay mode. Apart from 0νββ-research, germanium is also
a reasonable choice for common high-resolution radiation detectors because of its
advantageous semiconductor characteristics (some have been already mentioned at
the beginning of this section). In table 3.1 the main properties of natural germanium
relevant for γ-spectroscopy are summarized.
Atomic number Z 32
Density [g/cm3] 5.32
Band gap Eg [eV] 0.665
Pair creation energy Epair [eV] 2.96
Fano factor F 0.129
Dielectric constant  [F/m] 1.4× 10−10
Electron mobility µe [cm2V−1s−1] 3.6× 104
Hole mobility µh [cm2V−1s−1] 4.2× 104
Table 3.1: Properties of nat-
ural germanium [Kno89]. The
Fano factor F , electron-hole
pair creation energy Epair and
mobilities µe,h are given for the
liquid nitrogen temperature of
77K, whereas all other values
are valid for room temperatures
at T = 300K.
By featuring a higher atomic number and density, germanium yields increased
absorption coeﬃcients for all signiﬁcant interaction processes of the main particles
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in matter compared with silicon, which is predominantly used for the majority of
conventional applications. This behaviour can be directly retrieved from equations
3.7, 3.8 or 3.9 for heavy- and lightly-charged particles, but also accounts in particular
for γ-radiation that is converted into electron energy via the tree main processes pho-
toelectric absorption, Compton scattering and pair production. As also mentioned
earlier, out of all conceivable detector materials, germanium can be manufactured
in the very purest conditions and techniques capable of reducing the impurity level
to approximately ∼1010 atoms/cm3 have been developed. According to equation 3.5
this immediately allows the largest widths of a depletion layer for a given bias voltage
possible. Typically the maximum applicable high voltage is limited by breakdown of
the diode blocking to regions up to about 5 kV, depending on the particular detector,
so that depletion depths of several centimeters can be achieved. The combination
of its superior absorption characteristics and the considerably larger active volumes
thus provides a remarkable detection eﬃciency for germanium semiconductors.
Further from equation 3.6 follows, that operating germanium also oﬀers the
smallest value for the capacitance (since it is producible with very low impurity
concentration P ) and therefore the best noise level when using the largest applied
voltage possible up to the point where the detector becomes fully depleted.
As noted in table 3.1, for germanium the energy diﬀerence of Eg = 0.67 eV be-
tween the conduction band and the valence band is comparatively small and already
in the order of a region where thermal excitation is relevant in a way that the
detector properties will be signiﬁcantly deteriorated. Because of this thermally in-
duced leakage current spoiling the energy resolution performance, detector handling
at room-temperature is impossible. By implication, a reduction of the operational
temperature is absolutely necessary and normally accomplished by cooling mediums
like liquid nitrogen (LN2), with a temperature of 77K, or liquid argon (LAr) of
T = 87K.
But in the exceptionally low width of the energy gap, even if compared with other
semiconducting materials or compounds like Si (Eg =1.12 eV), InP (Eg =1.35 eV)
and GaAs (Eg =1.43 eV), also lies the reason for the excellent energy resolution.
The less energy is needed to promote an electron into the conduction band, the
bigger the mean number and smaller the ﬂuctuation or variance of charge carriers
(here electron-hole pairs), which are generated within a single energy deposition,
becomes. As a result the signal-to-noise ratio is improving with the amount of created
information carriers. Thereby the ionization process is limited by the discrete
atomic shell structure. Furthermore, careful measurements of the energy resolution
have also manifested the process, that gives rise to the creation of the individual
charge carriers, to be not completely independent and thus not predictable by pure
Poisson estimations. As a measure for the deviation of the observed statistical
ﬂuctuations as well as the number of charge carriers from a simple Poisson process,
the so-called Fano factor F has been introduced. The net result is a statistical limit
on the full width half maximum (FWHM) resolution Rstatistical for measuring the
particle energy E as
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Rstatistical = 2.35
√
F · Epair
E
, (3.11)
where the factor of 2.35 relates the standard deviation σ to the FWHM = 2.35 · σ.
On average, in a semiconductor the pair excitation energy Epair has been empirically
found to be about 3−4 times larger than the band gap energy Eg. This circumstance
is attributed to the requirement on the conservation of energy and momentum with
the excess energy thermalizing via additional phonon emission [Ali75].
Supplementary, the relatively high mobilities for electron as well as holes in
germanium facilitate charge carriers to move very rapidly in a given electric ﬁeld,
which prevents trapping and recombination. By that complete charge collection in
even large detector volumes can be enabled.
3.2.4 High Purity Germanium (HPGe) diodes
High Purity Germanium (HPGe) diodes are usually operated in a fully depleted
mode, where the electrical contacts are provided by introducing abundant doping
impurities at the surface of the semiconductor. This can be either managed with
evaporation, diﬀusion or ion implantation.
For a p-type material, a n+ layer of high donor concentration acts as the ﬁrst
n-p junction and is formed by doping the germanium with interstitial lithium atoms
via diﬀusion onto the appropriate parts of the detector, resulting in a fast falling
concentration proﬁle starting from saturation at the surface. This creates a conduc-
tive contact, which is typically rectifying, meaning majority charge carriers (here
electrons) can move unhindered, and initiates the depletion caused by the applied
positive bias voltage. The n+ layer itself represents a roughly 1mm wide inactive
region at the outer surface that can not be depleted and is therefore also called dead
layer. However, as one important advantage this thick electrode allows to eﬀectively
absorb external contaminations arising from α-, β- or low energy γ-radiation, as their
penetration depths are comparatively shorter than the width of the dead layer (see
ﬁgure 3.7). The second, hole-collecting p+ contact is used as read-out electrode and
serves simultaneously as blocking junction for the minority carriers. In practice, the
p+ layer is generated by ion-implantation of boron atoms onto the surface with a
very thin thickness in the order of several 0.1µm. Hence it does (diﬀerent from the
n+ layer) not in the least prevent incident external radiation from depositing energy
in the detector.
In the alternative case of n-type materials, the two doped layers are arranged
inversely. Apart from these general considerations, HPGe detectors are available in
a number of diﬀerent geometries from which particularly two special conﬁgurations
are deployed in the Gerda experiment.
Coaxial conﬁgration: The need for the largest active volumes possible with
manageable depletion voltage, favours a cylindrical detector geometry where the core
of the crystal is either removed completely (true-coaxial) or partially (semi-coaxial),
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leaving a central bore. The p+ and n+ contacts are then located inside the bore-
hole and on the mantle, respectively, such that the depleted zone grows from the
outer surface inwards when applying the reverse bias voltage. An additional groove
separates the conductive wrap-around lithium layer from the boron implanted hole.
The capacitance C, which has a huge eﬀect on the energy resolution, strongly
depends on the shape and dimensions of the detector, like the height h or the in-
ner, outer radii r1, r2. When comparing a fully depleted true-coaxial diode with a
cylindrical capacitor, one retrieves
C =
2pih
ln(r2/r1)
. (3.12)
To minimize the capacitance, the radius r1 of the central core is usually reduced to
a minimum, consistent with feasible fabrication techniques for a suitable electrical
contact. In case of semi-coaxial detectors, the capacitance is slightly diﬀerent though,
but equation 3.12 still represents a reasonable approximation.
Within the period of commissioning and Phase I of the Gerda experiment, in
total a number of 13 coaxial HPGe detectors have been employed, ﬁve made from
natural germanium and eight from material isotopically enriched in the isotope 76Ge
(see also section 3.5.1). Out of these, all have been operated in preceding exper-
iments from Heidelberg-Moscow, Igex as well as Genius-TF and were originally
detector
total 76Ge total outer inner bore hole dead bias
name
mass abundance height radius radius depth layer voltage
[kg] [%] h [mm] r2 [mm] r1 [mm] [mm] [mm] [kV]
ANG1 0.958 85.9(29) 68 29.25 6.75 51 1.8 4.0
ANG2 2.833 86.6(25) 107 40 7 94 2.3 3.5
ANG3 2.391 88.3(26) 93 39 7.5 83 1.9 3.5
ANG4 2.372 86.3(13) 100 37.5 7 89 1.4 3.5
ANG5 2.746 85.6(13) 105 39.25 6.25 94 2.6 2.5
RG1 2.110 85.51(10) 84 38.75 6.75 73 1.5 4.5
RG2 2.166 85.51(10) 84 38.75 6.5 72 2.3 4.0
RG3 2.087 85.51(10) 81 39.5 6.5 71 1.4 3.3
GTF32 2.321 7.8(1) 71 44.5 6 41.5 − 3.0
GTF42 2.467 7.8(1) 82.5 42.5 5.75 42.5 − −
GTF45 2.312 7.8(1) 75 43.5 5.75 43 − 3.0
GTF110 3.046 7.8(1) 105 42 5.75 69 − 3.5
GTF112 2.965 7.8(1) 100 42.5 5.75 63 − 3.0
Table 3.2: Characteristics for the Phase I enriched and natural detectors of coaxial conﬁg-
uration. Values for the isotopic abundances in 76Ge are taken from [Ack13] with their 1σ
uncertainties being given within parentheses. All other numbers for total masses, dimen-
sions and bias voltages can be found in [Bar09b].
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manufactured by Ortec. Before their application in Gerda, the detectors passed
through a complete refurbishment at Canberra Olen, including a change of the elec-
trode geometries and surface treatments to optimize the operational performance in
LAr [Bar09b]. All main current dimensions, total masses and abundances in 76Ge of
the speciﬁc detectors after the modiﬁcations are reporteded in table 3.2 along with
the applied bias voltages during operation.
Moreover, a schematic cross section of a semi-coaxial detector is depicted at the
top of ﬁgure 3.9 a) with a color proﬁle of the weighting potential overlayed. The latter
constitutes the induced signal at the read-out electrode for an energy deposition with
subsequent (electron-hole) charge drifting at a given position in the diode [He01] and
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Figure 3.9: a) Schematic cross section of a semi-coaxial (top) and a BEGe (bottom)
detector, where the p+ and n+ layers are drawn in gray and black, respectively (thicknesses
not to scale). Also shown is the insulating groove separating the electrodes and an overlayed
weighting potential [He01] with indicated color proﬁles. Further the read-out with a charge
sensitive preampliﬁer is sketched for the case of the semi-coaxial detector. b) Photographic
image of the ANG4 (top) and the GD32C (bottom) detector (exemplarily for the semi-
coaxial and BEGe conﬁguration) mounted upside down in a low-mass holder. c) String of
three enriched semi-coaxial crystals (RG1, ANG4 and RG2) that is inserted into the copper
mini-shroud. d) Finally closed detector string with a three channel CC2 preampliﬁer stored
inside a copper box about 30 cm above the uppermost diode. The detectors are connected
to the ampliﬁer and the bias voltage supply by Teﬂon insulated copper stripes.
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is deﬁned by the electric ﬁeld distribution based on the detector geometry. As can
be seen, the weighting ﬁeld peaks at the inner p+ contact (grey) and decreases with
a low gradient towards the outer n+ layer (black). Hence a large portion of the
volume, where electrons and holes both have signiﬁcant inﬂuence, contributes to the
current signal. The marked length of the diameter (at the bottom) corresponds to
two times the outer radius r2 of a coaxial detector.
BEGe conﬁguration: In order to increase the active mass, an additional set of
∼30 new germanium detectors assigned for Phase II has been produced, of which ﬁve
have already been operated for part of Phase I (see table 3.3 and the corresponding
caption for further information regarding characteristics like total mass, dimensions,
isotopic abundances or bias voltages). For this purpose a special geometry called
Broad Energy Germanium (BEGe) type was chosen, whereas the name refers to the
exceptionally wide energy range the detector is sensitive to. Like the coaxial variant
from above, the BEGe detectors are fabricated from HPGe enriched in the isotope
76Ge, but instead of a bore hole the p+ layer is represented by a point like contact on
one of the ﬂat surfaces of the cylinder. Again the electrode is separated from the n+
contact by an insulating groove. A schematic illustration of the corresponding cross
section and the distribution of its weighting potential can be found at the bottom
of ﬁgure 3.9 a). One salient drawback of this conﬁguration making it mandatory to
produce the detector with a strongly reduced height to still achieve a full depletion,
is the much smaller active volume.
detector
total total
diameter
dead bias
name
mass height
[mm]
layer voltage
[kg] [mm] [mm] [kV]
GD32B 0.717 32.2 71.8 1.0 4.0
GD32C 0.743 33.2 72 0.8 4.0
GD32D 0.723 32 72.2 0.7 4.0
GD35B 0.812 32 76.6 0.8 3.5
GD35C 0.635 26.4 74.8 0.8 3.5
Table 3.3: Characteristics for
the ﬁve enriched BEGe detectors
deployed during part of Phase I
(values taken from [Ago13b]). All
diodes feature an uniform isotopic
abundance of f76 = 87.7(13) % in
76Ge with the region of 1σ uncer-
tainty given within parentheses.
But the resulting planar assembly also holds one main advantage over the semi-
coaxial geometry: due to a much higher inhomogeneity of the electric ﬁeld and a
therefore large weighting potential gradient, BEGe detectors feature an enhanced
pulse shape discrimination (PSD) performance. This is because the charge carriers
drift through volumes of extremely varying ﬁeld strengths, whereby electrons mostly
pass regions of low weighting (blue) and thus hardly contribute to the signal forma-
tion. On the other hand, holes are caused to approach the p+ electrode through
the volume of the highest weighting potential (red), along very similar trajectories,
notwithstanding of the location where the energy is deposited. As a result, the
maximum amplitude A of the current pulse can be regarded as almost directly pro-
portional to the energy E for a localized deposition. Mathematically, the current
pulses can be easily extracted by diﬀerentiation from the measured charge pulses.
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However, events with several non-localized energy depositions reveal a diﬀerent,
distinguishable signal-time structure. This behaviour oﬀers the use of the ratio A/E
as a powerfull PSD technique to decide whether an event is of single site (SSE) or
multi site (MSE) topology [Ago11a][Bud09][Ago13b].
3.2.5 Mounting scheme
During the implementation of Phase I, the detectors of both conﬁgurations were
mounted upside down (meaning borehole and groove structure do point downwards)
in low-mass holders as exemplarily shown in the two photographic images of ﬁgure
3.9 b) for the ANG4 detector of semi-coaxial type (top) and the GD32C detector of
BEGe geometry (bottom). To realize the signal contact, a conical copper piece, called
Chinese hat, is pressed by a silicon spring onto the p+ contact at the estuary of the
bore hole (not visible for this camera angle). High voltage, in turn, is applied to the
n+ layer on the facing page of the diode. The bias contact is thereby accomplished
with the assistance of a copper strip that is clamped with adjustable force by a
electrically insulated copper disc. Withal the whole mounting procedure is performed
in the glove box of the clean room. To ensure as less contamination of the background
level as possible, also only selected high radiopurity materials - mostly copper (∼80 g)
but also some minor PTFE (∼10 g) and silicon (∼1 g) contributions - were used for
the star-shaped design of the support structure. From the combined result of γ-ray
spectroscopy and Monte Carlo simulations, an upper limit on the BI contribution
could be estimated to ≤10−3 cts/(keV·kg·yr), which is compatible with the demands
conﬁned for Gerda Phase I.
The single detectors, each stored in a custom made holder, are then connected
to strings via bayonet joints at the very top and bottom of the support structure and
further assembled into an array. For the sake of vividness, in ﬁgure 3.9c) one of the
assembled strings, consisting of three diodes (RG1, ANG4 and RG2), is depicted.
Also shown at the lower picture margin is a 60µm thin and cylindrically formed
copper foil that is intended to enclose the string to act as a mini-shroud. In the
original design of the experiment the mini-shroud was not purposed though, but has
been compulsorily introduced during the commissioning phase in order to mitigate
an unforeseen, 42K induced background of high intensity. Hereby the charged potas-
sium ion emerges directly in LAr due to the decay of the cosmogenic-activated 42Ar
isotope with a half-life of T1/2 = 32.9 yr and is subsequently drifting in the electric
ﬁeld (resulting from the applied bias voltages) towards the germanium detector ar-
ray. After several validation runs with changing conﬁgurations, the 42K background
was found to be minimized when deploying the Cu foil grounded and, in so doing,
separating the inner part electrically as well as physically from the outer volume.
Figure 3.9d) displays a picture taken from the ﬁnally mounted and strung en-
riched detectors after being inserted into the mini-shroud. At this very moment
the closed string is right about to be lowered into the cryostat ﬁlled with the liquid
coolant below the clean room/glove box facility.
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3.2.6 Signal read-out
The front-end electronics serve as connective between germanium detectors operated
in LAr and the data acquisition (DAQ) system. In order to meet the requirements in
stability and low noise, the read out in HPGe spectroscopy is preferably accomplished
by DC-coupled charge sensitive preampliﬁers (CSP), which integrate the collected
charge on the feedback capacitor that is, in turn, transformed into a voltage pulse.
Conclusively, the output voltage from the preampliﬁer exhibits an amplitude V0, and
a decay time constant τ , given respectively by
V0 =
Qdet
Cfb
and τ = Rfb ·Cfb , (3.13)
where Qdet denotes the charge released by the detector, Cfb the feedback capacitor
and Rfb the feedback resistor. Due to constraints arising from the experimental setup
(e.g. the long distance between detectors and the cryogenic coolant) the CSPs are en-
tirely deployed within LAr in vicinity to the germanium crystals with the minimum
allowed distance being restricted by their radioactivity. In particular, the front-
end electronics developed for the Gerda experiment (called CC2 with Cfb≈1 pF,
Rfb≈500MΩ) [Rib10] is custom made from only screened components of suﬃciently
low background contamination and placed about 30 cm above the uppermost detector
of the string. Each device holds three separate channels and is located inside a small
copper box that acts as electrical shielding (see ﬁgure 3.9d) at the top picture mar-
gin). Typical values for the sensitivity realized with this speciﬁc device are, according
to equation 3.13 along with Epair =2.96 eV, in the range of V0/E≈50mV/MeV. The
read-out electrodes of the detectors are connected to the ampliﬁer by Teﬂon insulated
copper stripes (with a cross section of 2.0×0.4mm2) that have to be ﬁxed tightly
to avoid further noise induced by microphonics (the same scheme applies for the
electrical contacts between n+ electrode and bias voltage supply).
Starting from the copper box housing the CC2, thin coaxial cables with a length
of ∼10m from Habia (type SM50) for the analog preampliﬁer output and otherwise
from Sami RG178 as well as Teledyne Reynolds 167-2896 for the high voltage supply
are used until they enter welded BNC feedthroughs that provide a seal between
the cryostat/lock system and the outer environment. Another coaxial cable type,
RG178, of the same length transmits the signals onwards to the electronics cabinet
located adjacent to the clean room where they are further ampliﬁed and digitzed
by 14-bit ﬂash-ADCs (FADC) before being saved to disk for energy reconstruction
and oﬀ-line analysis. The stored raw data comprises for each event and detector
channel two sets of traces, both aligned such that the beginning of the pulse leading
edge is centered. To reduce the data rate and readout time, a ﬁrst compressed trace,
with relatively low sampling rate of 25MHz and length 160µs is recorded. It will
be afterwards used for operations within the oﬀ-line data processing, as for example
energy reconstruction, which involve the integration of the pulse. The second, with
4µs four times shorter trace is sampled with an increased frequency of 100MHz and
thus well suited for the analysis of the signal time-structure.
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Figure 3.10: Trace from the FADC out-
put as recorded by the ANG4 detector
in January 2012 during a calibration with
228Th within Run 28 with 100MHz sam-
pling rate, 4µs length and an energy of
2614.4 keV. The shape is characteristic for
a charge signal (blue) induced by the col-
lection of electron hole pairs previously cre-
ated through interactions of charged parti-
cles or γ rays within the active material of
the diode. Mathematically the correspond-
ing current pulse (orange) represents the
ﬁrst derivative of the charge signal.
Typically the recorded charge pulses are composed of a rising part with fast
(rise) times of ∼1µs, determined by the charge collection inside the semiconductor
as given by equation 3.15, plus a superimposed exponential decay tail with long
(decay) times τ of ∼100µs, resulting from the charge sensitive preampliﬁer CC2
(see equation 3.13, i.e. product of feedback resistance and capacitance). An example
for such an induced charge trace at the output of the FADC with high-frequency
(100MHz) and short-length (4µs) is illustrated in ﬁgure 3.10 as well as its ﬁrst
derivative which corresponds to the current signal. For the chosen interval the long
exponential decay tail is not visible yet. This particular signal was measured by the
ANG4 detector in January 2012 shortly after beginning of Gerda Phase I during
a calibration run with a close-by 228Th source2 and lies within the full energy peak
(FEP) of the thorium spectrum (energy reconstruction yields a value of 2614.4 keV).
The corresponding energy spectrum can be found in ﬁgure 3.13 of section 3.5.2.
Besides this visual impression of the charge and current pulses recorded in Gerda,
a more detailed discussion concerning the formation of the signal time structure will
be pursued in the next section 3.2.7.
3.2.7 Signal time structure
The mechanism of signal formation when an incoming radiation generates within
the detection apparatus free charge carriers that are caused to drift towards the elec-
trodes by an applied electric ﬁeld (holes and electrons travel to contacts of opposite
polarity) can be numerically described by the Ramo-Shockley theorem. Accordingly
the charge Q and current I induced on an electrode are written as [He01]
Q(t) = −q0 × [φw(rh(t))− φw(re(t))]
I(t) = dQ(t)/dt = q0 × [Ew(rh(t)) · vh(t)− Ew(re(t)) · ve(t)] , (3.14)
2Such calibrations are regularly performed in Gerda in order to track the energy resolution or
instabilities of single germanium detectors and to reconstruct the respective energy scales. More
details are provided in section 3.4.
52 3. The GERDA Experiment
where re(t), rh(t) denote the instantaneous position and ve(t), vh(t) the instanta-
neous velocity of the moving electron or hole within the device as a function of time
t. Further q0 is the total charge carried by both charge carriers, the quantities Ew(r)
and φw(r) represent the position-dependent weighting ﬁeld and weighting potential,
respectively. The latter satisﬁes the Poisson equation ∇2φw(r) = 0 and can be cal-
culated for each electrode when solving the boundary conditions φw(r) = 1 for the
corresponding and φw(r) = 0 for all other electrodes.
In case of the semi-coaxial detector geometry, the relevant one for the work
presented in this thesis, it is extremely diﬃcult to calculate an analytical expression.
But the above equation 3.14 can be in good approximation simpliﬁed to a radial
symmetry when limiting the considerations to a true coaxial conﬁguration, and the
charge as a function of time is found to be [Kno89]
Q(t) =
q0 · a
Vbias
[
(r0+ve·t)2−(r0−vh·t)2
]
+
q0 · b
Vbias
[
ln
(
1+
ve ·t
r0
)
+ln
(
1− vh ·t
r0
)]
(3.15)
with the shortcuts
a =
enA
4
and b =
Vbias − a(r22 − r21)
ln(r2/r1)
. (3.16)
In addition also the interaction radius r0 and the applied bias voltage Vbias responsible
for the electric ﬁeld
Efield(r0) = 2ar0 +
b
r0
(3.17)
enter the equation. For a detector made of mildly p-type bulk material nA represents
the acceptor concentration of the remaining low-level impurity. Obviously the time
structure of the charge signal Q(t) depends on predictions made for the motion of
the electrons and holes as reﬂected in ve and vh. Since the electric ﬁeld Efield of a
coaxial HPGe diode, changes with respect to the radius r0 within the detector, also
the velocity vd of the drifting carriers will show some variation while the charges are
collected. This correlation can be ﬁtted with suﬃcient accuracy by the empirical
derived function
vd =
µ0 · Efield
[1 + (Efield/E0)c]
1/c
− µn · Efield (3.18)
as proposed in [Can75]. The last term is additionally added to account for the
diﬀerential mobility of the electrons at very high electric ﬁelds. Here µ0 symbolizes
the mobility at low Efield values and is along with c, E0, µn an adjustable parameter
evaluated experimentally from drift velocity measurements.
In practice not only the electric ﬁeld, but also the crystal structure turned out
to have an eﬀect on the motion and trajectories of charge carriers. It can be due to
charge trapping and detrapping or actually diﬀerent physical properties (e.g. distinct
energy levels for the electrons) depending on the orientation in the crystal. As pic-
tured in ﬁgure 3.11 (small inset left top) germanium crystals exhibit a face-centered
cubic (fcc) lattice with the main crystallographic axes 〈001〉, 〈100〉, 〈110〉 and 〈111〉
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direction parameter electrons holes
〈100〉
c 0.72 0.744
µ0 [cm2/(Vs)] 40180 66333
E0 [V/cm] 493 181
µn [cm2/(Vs)] 589 −
〈111〉
c 0.87 0.580
µ0 [cm2/(Vs)] 42420 107270
E0 [V/cm] 251 100
µn [cm2/(Vs)] 62 −
Table 3.4: Fit parameters
from experimental data for the
drift velocities along the 〈100〉
and 〈111〉 directions in ger-
manium. Values are taken
from [Mih00][Reg77] and valid
for T = 77K of liquid nitrogen,
close to the temperature of LAr.
of the corresponding tetrahedron structure highlighted in red colour. The resulting
ﬁt parameters for the experimental dependence of drift velocities vd on the applied
electric ﬁeld Efield along the 〈100〉 and 〈111〉 directions are summarized in table 3.4
and plotted according to equation 3.18 for electrons as well as holes in ﬁgure 3.11. At
low ﬁeld strengths, the charge velocity increases linearly, at high values, well into the
region where HPGe detectors are operated, it reaches a state of saturation though.
Also visible is the eﬀect of the lattice orientation with respect to the applied ﬁeld
(e.g. of the 〈111〉 direction the drift velocity is systematically lower than for 〈100〉).
  
〈111〉
〈010〉
〈110〉〈100〉
〈001〉 Figure 3.11: Schematic view of the unit
cell for the face centered cubic lattice
of a germanium crystal (small inset left
top). The main crystallographic axes of the
tetrahedron structure are marked with red
arrows. Also shown for the two directions
〈111〉 and 〈100〉 within the lattice are the
drift velocities vd for electrons (blue) and
holes (orange) as a function of the electric
ﬁeld Efield at T = 77K. Calculations have
been performed with equation 3.18, the val-
ues used for the experimentally derived ﬁt
parameters are reported in table 3.4 and
taken from [Mih00][Reg77].
During the drifting procedure of the generated electron-hole pairs, the charge
carriers will be gradually collected at the electrodes, inducing a signal that feature
a speciﬁc time structure. But in contrast to the BEGe conﬁguration, charge-time
signals of detectors with semi-coaxial geometry do vary drastically in their shape,
even if the event is of SSE topology with a localized energy deposition. Primarily this
is because of the rather homogeneous weighting potential (at least if compared with
a BEGe type detector) which favours both, holes as well as electrons to contribute to
the signal. But also the orientation of the crystal axes within the diode will slightly
aﬀect the time behaviour. All in all, the ambiguous signal formation of semi-coaxial
diodes massively spoils the discrimination performance in pulse shape analysis.
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3.3 Geana - an independent analysis software
The stored binary raw data format including the traces sampled either in 25MHz or
100MHz rate, are further used for an oﬀ-line digital signal processing. Therefore two
diﬀerent software frameworks, namely Gelatio (GErda LAyouT for Input/Output)
[Ago11b][Ago12][Zav12] and Geana (GErda ANAlysis) [Miz13], have been indepen-
dently developed and used for cross checks to verify their reliability. From these two
the latter has been used for the data analysis presented in the framework of this
thesis and will be thus brieﬂy presented in the following.
The Geana software is provided as C source code (C++ compatible) with the
data processing ﬂow being composed of several main steps. First the incoming
traces from the FADC are checked for their polarity which is, if needed, changed
to always have positive charge pulses with a rising or leading edge. Afterwards the
low-frequency traces are further analyzed by calculating the average value, the root-
mean-square deviation (RMS) and the linear slope before the rising part so that a
baseline restoration of the signal can be performed. Hereby it is as well important to
detect possible so-called pile-up events generated by the superposition of multiple
physical pulses that can occur if high detection rates are present, for instance during
a calibration measurement with radioactive sources, while they are almost negligible
in the physics data sets.
Additional information concerning the events, such as the signal position or be-
ginning of the leading edge are also extracted to track the data quality. Since the
trace exhibits, owing to the charge-sensitive preampliﬁer, a certain decay slope with
the corresponding decay time τ∼100µs that creates a small overshoot in the cur-
rent signal shape, another so-called polezero correction based on an inverse highpass
ﬁlter is needed to deconvolve the exponential declining tail from the pulse form. For
noise reduction the signal is further integrated with a moving average (MWA) ﬁlter,
whereas the smoothing parameters are chosen such that they enhance the identiﬁca-
tion eﬃciency for pile-up or single physical events.
Finally the energy reconstruction of the spectrum is then accomplished by using
an approximated Gaussian ﬁlter, where the incoming traces are ﬁrst diﬀerentiated
and then integrated for several times by a multiple-pass moving average ﬁlter (here:
four times). The width of this ﬁlter, also called shaping time, is thoughtfully opti-
mized for each detector channel to achieve the best energy resolution possible and lies
typically in the range of 5− 10µs. One of the tremendous advantages of such moving
average ﬁlters is that they can be included according to the recursive implementation
y[i] = y[i− 1] + x[i+ p]− x[i− q] , (3.19)
which still keeps the data processing very fast [Smi99]. Notice that in the above
equation 3.19 two sources of data are used to calculate the output y[i] at the i-th
entry: points x[i+p], x[i−p] from the input and previously calculated points y[i−1] =
1
M
∑M−1
j=0 x[i − 1 + j] from the output signal. Hereby M with p = (M − 1)/2 and
q = p+1 describes the number of samples in the moving average that is related to the
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already mentioned shaping time. However, the maximum amplitude of the gaussian
shaped output signals are eventually proportional to the respective event energies
and can be therefore used to compute the absolute energy scale when comparing
with known characteristic features of a calibration spectrum.
Apart from the analyzing procedures described yet, the Geana framework also
allows to eﬃciently identify and tag corrupted signals that are either (i) produced by
non-physical processes, like cross-talk, electromagnetic noise and discharges, or (ii)
not properly processed along the data analysis chain, as for example pile-up events.
In principle the ﬁrst event type (i) can be easily rejected due to their anomalous
shape, extremely long/short rise times or the saturation of the dynamic range of
the FADC, whereas the second class (ii) of multiple superimposed physical pulses
features an salient non-ﬂat baseline or several leading edges.
Physical events that pass the set of quality cuts are further excluded from the
analysis if they occur simultaneously within a time period of 8µs with a positive
detection of the muon-veto system. Another quality cut which addresses the single-
site or multi-site topology of the signal, as implied by the coincident energy deposition
within more than one HPGe detector, can be applied on the data. The output can
be afterwards stored in either ASCII or binary ﬁle format.
3.4 Calibration with 228Th source
To monitor the energy resolution and track a possible degraded performance or even
instability of the single germanium detectors, regular calibration measurements with
radioactive γ sources provide the necessary information. In Gerda the calibration
is performed by dedicated intervals of data taking, which involve the introduction
of three 228Th sources into the cryostat that are brought into close vicinity to the
crystals in the LAr (every one or two weeks) and their removal during physics runs.
Thereby from the sub-decay chain following the decay of 228Th only the contribu-
Figure 3.12: Technical drawing of the
CF360 cluster ﬂange mounted above the
cryostat neck (for a view from top). The
three electro-mechanical, vacuum-sealed
units of the source insertion system (SIS)
are shown. Also insinuated are the con-
nections of the 3-string (left) and 1-string
(right) lock to the ﬂange. The inscrip-
tions in red label the location of the sources
S1, S2 and S3 as well as the four detector
strings positions in the experimental setup
of Phase I.
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tions from the 212Bi and 208Tl progenies do emit high energetic γ rays or electrons
that can reach the detectors. For a reconstruction of the energy scale the seven most
prominent γ-lines of the resulting spectrum at the energies of 510.8 keV, 583.2 keV,
727.3 keV, 860.6 keV, 1620.5 keV, 2103.5 keV and 2614.5 keV are then used with the
latter denoting rearwards the full energy peak (FEP) from the thallium decay fol-
lowed by the corresponding single escape peak (SEP) of an energy reduced by 511 keV
and the analog FEP from bismuth. To preserve disk space, energy thresholds in cal-
ibrations are set to a higher value than for normal physics runs. For the ﬁt of the
gamma lines, a Gaussian combined with a constant coeﬃcient and sigmoid function
(to also account for the slope in the background distribution) is used, the calibration
function is provided by a second order polynomial. A typical calibration measure-
ment with 228Th sources is shown in ﬁgure 3.13 of section 3.5.2 for the six enriched
semi-coaxial detectors used in the Phase I data analysis. The location of the seven
γ-lines used for energy calibration within the energy spectrum are indicated as grey
lines and labelled at the top of the plot.
Calibration measurements can be only achieved by accessing the detectors via
the main CF360 cluster ﬂange mounted on top of the cryostat in the clean room.
The ﬂange along with a DN630 shutter acts as resealable closure to prevent the con-
tamination of the cryostat's interior with environmental impurities and is moreover
used when deploying the detector strings from the attached glove box into the liq-
uid argon. Practically this procedure is accomplished by three electro-mechanical,
vacuum-tight systems aﬃxed directly on top of the cluster ﬂange which store the
228Th sources and can be individually decoupled and lowered through the neck of
the cryostat. A technical drawing of the ﬁnal apparatus with the three units of the
source insertion system (SIS) for a view from top is given in ﬁgure 3.12. The sub-
striptions in red denote the location of the sources (here S1, S2 and S3, respectively)
and the four detector strings deployed during Phase I. Also visible are the connec-
tions for the tubes of the 3-string (left) and 1-string (right) lock to the cluster ﬂange.
Some of the most relevant general properties of the 228Th sources, like their origi-
nal activity, installation date or average distance to the closest detector stings, are
further listed in table 3.5. Besides the mechanical parts, also a specially developed
control software for status monitoring is on hand [Tar12].
Source
Original Date of Date of Distance
activity measurement installation to string
[kBq] [yyyy-mm-dd] [yyyy-mm-dd] [mm]
S1 25 2010-04-09 2011-06-20
130 (S1)
178 (S2)
S2 17.7 2010-04-30 2011-06-20 135 (S3)
S3 26.5 2010-02-01 2010-11-08 138 (S4)
Table 3.5: List of
the three 228Th cali-
bration sources installed
in Gerda along with
their original activities
and distances to the clos-
est detector strings.
To guarantee a background contribution resulting from the calibration sources
that is negligible during the physics data taking of the experiment, additional tan-
talum absorbers with a height of 60mm and a diameter of 32mm are employed as
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shielding. In [Fro12] Monte Carlo simulations have been pursued in attempting to
educe the γ background from the sources when being shielded and located in their
parking position at the very top of the cryostat, approximately 5m above the array
of Ge-diodes. The resulting estimation lies well within the requirements of Gerda
Phase II and yielded a value of 4.3±0.1(stat)±0.1(syst) · 10−5 cts/(keV·kg·yr).
3.5 Run conﬁgurations
In total a number of 14 semi-coaxial enrGe and natGe detectors were placed at disposal
for operation in the Gerda experiment with the enriched ones being provided by
the HdM (ANG1− 5) and the Igex (RG1− 3) collaborations. Out of the six diodes
made of natural germanium supplied from the Genius-TF experiment, only three
have been measured in the underground setup during Phase I. Additionally ﬁve more
crystals of new BEGe type from a set of 30 diodes originally produced for Phase II
have already been used for parts of the ﬁrst experimental phase. A list of all the
detectors deployed in Gerda down to the present day is compiled in tables 3.2 and
3.3. The next sections are intended to give a short overview of the changing run
conﬁgurations, including the diﬀerent installed detectors and arrangement of strings
in the Gerda cryostat.
Channel Run number and date of start
mapping 1− 13 14− 15 16− 19 20− 23 24− 32 35− 46
by DAQ Jul 2010 Jun 2011 Jul 2011 Aug 2011 Nov 2011 Jul 2012
0 GTF45 RG1 RG1 RG1 ANG1 ANG1
1 GTF32 ANG4 ANG4 ANG4 ANG2 ANG2
2 GTF122 RG2 RG2 RG2 ANG3 ANG3
3 GTF32 GTF32 ANG4 ANG4
4 GTF45 GTF45 ANG5 ANG5
5 GTF112 GTF112 RG1 RG1
6 GTF110 RG2 RG2
7 GTF42 RG3 RG3
8 GTF112 GTF112
9 GTF45 GD32B
10 GTF32 GD32C
11 GD32D
12 GD35B
13 GD35C
Table 3.6: List of all run conﬁgurations since the beginning of the commissioning up to
the end of Phase I of the Gerda experiment. Thereby the detectors are sorted according
to their channel ID mapping in the DAQ system. Concerning the last two columns, runs
with number 25 or higher are already considered for the physics data of Phase I.
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3.5.1 First steps: The Commissioning Runs
Starting from June 2009 a string equipped with three of the non-enriched GTF
detectors has been deployed for the ﬁrst Gerda commissioning run. As previ-
ously reported in section 3.2.5, the ﬁrst taken background data revealed an un-
expected energy line at 1525 keV, which originates from the consequent decay chain
42Ar→42K→42Ca in the LAr and represents the full energy peak of the latter decay.
Assuming this radiation process to occur in close vicinity to the detector surface,
the maximal released electron energy of 3525 keV is high enough to signiﬁcantly con-
tribute to the background near the Qββ-value at 2039 keV and thus spoils the scrutiny
of the existence of the 0νββ-decay. Subsequent runs with varying setups have been
performed to investigate possible methods to reduce the 42K induced background, It
was found that the contributions can be mitigated most eﬃciently, if a mini-shroud
made of thin copper is installed around the detectors (already shown in picture 3.9c)
when explaining the mounting procedure). Further investigations also included dif-
ferent polarities that were applied to the shroud to either attract or repel the 42K
ions created in the decay of 42Ar or string positions within the cryostat to scan the
environment for possible located sources of contamination.
The next Runs 14+15 were dedicated to the commissioning of the ﬁrst enriched
coaxial detectors and allowed to draw new inferences (e.g for possible improvements)
from the taken data. A picture of the corresponding diodes, namely the RG1, ANG4
and RG2, can be found in ﬁgure 3.9b).
In the following the piecewise implemention of an increasing number of germa-
nium diodes was aspired. Lastly the Gerda Run 20 was recorded using a total of
8 detectors conglomerated of 3 enriched and 5 further GTF crystals of natural iso-
topic composition. To accomplish the increased amount of detectors, the hitherto
1-string arm was expanded by a second string lock with a two-fold string array on
the opposite side of the cryostat port (confer with ﬁgure 3.12). Details of the sev-
eral run conﬁgurations and their chronological development until the end of Phase I
are assembled in table 3.6 along with the channel ID mapping for each detector as
recorded by the DAQ.
3.5.2 Final detector array for Phase I
Oﬃcially Phase I of the Gerda experiment was launched contemporaneous with the
data acquisition of Run 25, where in total 11 crystals, three of natural and eight of
enriched 76Ge composition, have been employed. This increased amount of detectors
could only be managed by supplementary complementing the two-fold string arm,
used since Run 20 (confer with previous section 3.5.1), to a three-fold string array.
The 1-string arm on the contrary remained unaltered. A detailed run conﬁguration
along with the channel mapping in the DAQ is shown in the second last column
of table 3.6. Out of these initially eight enriched detectors, two, the ANG1 and
RG3, developed an unstable performance (high leakage currents) early after the
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beginning of the data taking and were thus not considered for the Phase I data-set.
However, for some time they have been further used as veto to reject multi-site
events. Accordingly the total mass available for physics analysis amounts to 14.6 kg
with an average enrichment in 76Ge of about 86 % (see table 3.2). A measurement
taken with the 228Th sources in January 2012 during Run 28 in ﬁgure 3.13 for the
remaining six enriched semi-coaxial detectors the present work is focussed on. All
peaks are described well by a Gaussian and an additional error function to account
for the background. When ﬁtting the γ-line at 2614 keV, values between 4.2 keV and
5.3 keV, that can be translated to a mass weighted average of 4.5 keV at Qββ [Ack13],
have been obtained for the FWHM .
String
Detectors of Phase I
position
3-string 1-string
S2 S3 S4 S1
top GTF112 RG1 ANG3
GD32B
GD32C
middle ANG2 ANG4 ANG5 GD32D
bottom ANG1 RG2 RG3
GD35B
GD35C
Table 3.7: String assignment of the
enriched semi-coaxial detectors during
the Gerda measurements lasting from
November 2011 to May 2013. In July
2012 ﬁve more crystals of BEGe geom-
etry have been employed later on in the
course of data taking and operated for
only part of the Phase I run time.
With Run 33 the 1-string arm, housing the two GTF45 and GTF32 detectors of
natural germanium composition, was removed to clear space for 5 enriched BEGe
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Figure 3.13: Energy spectra of calibration measurement with 228Th sources taken in
January 2012 during Run 28 for the six semi-coaxial germanium detectors used for physics
data. Two diodes (ANG1 and RG3) are not accounted for analysis due to high leakage
currents. The seven most prominent γ-lines resulting from the subsequent decays of 208Tl
or 212Bi and availed of for the energy calibration, are marked with gray lines as well as
labelled according to their energies.
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detectors which have been installed and operated for data taking since Run 35 (see
last column of table 3.6). One of the BEGe detectors, namely the GD35C at the
bottommost position, also showed in the following an unstable behaviour (with re-
spect to the energy calibration) and has no longer been used. Further details of the
string conﬁguration are collected in table 3.7 and visualized in ﬁgure 3.14. Since
March 2013 the RG2 had to be operated below its full depletion voltage and was
additionally omitted, but still further operated to suppress multi-site events. Due to
temperature-induced instabilities, a fraction of 5 % of the data had to be discarded
as well. As a result, the total exposure considered for the analysis of Phase I data
that has been collected until May 2013 amounts to 21.6 kg·yr of enriched germanium
detector mass that eﬀectively yields 215.2±7.6mol of 76Ge within the active volume.
Figure 3.14: Schematic drawing of the
Phase I setup, whereas the 1-string (right)
housing the ﬁve detectors of BEGe conﬁg-
uration was only inserted for parts of the
Phase I data taking. All other semi-coaxial
detectors were mounted at the 3-string
(left). Both string arms have been oper-
ated at diﬀerent heights with the 1-string
arm being slightly lifted to a higher posi-
tion. Visual output obtained with graphic
viewer OpenGLImmediateX provided by
the Geant4 software. (The green struc-
ture at the bottom margin signiﬁes one of
the PMTs used for the muon-veto.)
3.5.3 Future Perspective: Phase II
A future second phase, Phase II, is planned to start in May 2014 and is currently
in preparation. Several changes in the setup will be provided, like ∼ 25 further (in
total ∼30) custom-made BEGe diodes of enriched germanium that will be addition-
ally deployed to exceed the overall exposure, a whole new lock-system to handle the
increased number of detectors and an enhanced electronics hardware optimized in
terms of the challenging experimental demands. To further reduce the background
by another order of magnitude to the required level of 10−3 cts/(keV·kg·yr) an im-
proved support structure and signal/high voltage contacting mechanism [Bod15] for
the crystals consisting of not only purer but also less material has been developed.
Supplementary a LAr scintillation veto instrumented with photomultipliers will be
installed close to the germanium array within the cryostat of the Gerda experiment
[Weg14]. The detected light can then be used in anticoincidence with the germanium
crystals to eﬀectively suppress those background events that also deposit energy in
the liquid argon. This technique was investigated earlier in a dedicated test facil-
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ity, named LArGe, and has proven to show an impressive and stable background
reduction performance [Hei11].
Regarding all these precautions in combination with a reﬁned and enhanced pulse
shape analysis, a sensitivity on the half-life T 0ν1/2 for the neutrinloess double β-decay
in 76Ge of ∼2 · 1026 yr, corresponding to a scan of the eﬀective neutrino mass |mββ|
down to the ∼10meV range, is aspired.
3.6 Gerda Phase I physics data
In neutrinoless double β-decay experiments the main focus lies on the possible pres-
ence of a peak at the corresponding Qββ-value of the decay (for 76Ge it is 2039 keV).
All other parts of the energy spectrum are instead considered as background, which
can not only eﬀectively deteriorate the detection eﬃciency on the hypothetical 0νββ-
signal, but also have to be well understood before being able to draw unambiguous
conclusions out of the spectral shape. Therefore in [Ago13c][Bec14][Hem14] the dis-
tribution of the physics data has been carefully investigated by means of Monte Carlo
simulations to determine and evaluate the various background contributions. With
also considering constraints set on the basis of material screenings or observed promi-
nent structures in the spectral shape, a background model has been developed that
describes the measured spectrum in a wide energy region with high accuracy. Both,
the experimental observations as well as the theoretical expectations, are intended
to be discussed in the upcoming section along with the resulting predictions on the
sensitivity of the Phase I of the Gerda experiment.
3.6.1 Experimental energy spectrum
Figure 3.15 compares the overall energy spectrum acquired during the whole Phase I
data taking for the two detector types of enriched semi-coaxial (top) and BEGe
(bottom) geometry in the energy range up to 6000 keV. Several salient features can
be identiﬁed:
• At energies below roughly 500 keV the spectra are dominated by the cosmogenic
decay of 39Ar. Because of diﬀerences in detector geometries as well as n+ layer
thicknesses, the particular spectral shape varies largely for the semi-coaxial and
BEGe type diodes.
• The subsequent energy region between 500 and 1500 keV exhibits a predomi-
nant continuous spectrum caused by the neutrino-accompanied double β-decay.
• A number of γ-lines, resulting from a contamination with diﬀerent radioactive
isotopes, can be identiﬁed. Along the whole spectrum characteristic energy
peaks attributed to the decays of 40K, 42K, 208Tl and 214Bi, to a smaller extend
also particular lines from 60Co, 214Pb and 228Ac, are visible. All prominent
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features can be correctly reconstructed at the expected energies within their
statistical uncertainty. By means of the most prominent line at 1524.6 keV,
resulting from 42K, an exposure weighted average FWHM energy resolution
of 4.5 keV for the semi-coaxial and 3.1 keV for the BEGe detectors is found.
Hence for physics data, the interpolated values of the FWHM at Qββ for the
two diﬀerent detector types are determined to 4.8± 0.2 keV and 3.2± 0.2 keV,
respectively, which occurs to be about 10 % larger compared with the corre-
sponding resolutions obtained from calibration measurements [Ago13a]. This
broadening is assumed to be caused by ﬂuctuations of the energy scale between
two calibration runs.
• For higher energies, several close-by, peak-like distributions appear at 4.7MeV,
5.4MeV and 5.9MeV due to α-decays of 226Ra, 222Rn and 218Po in the vicinity
of the detectors. The by far most prominent structure however results from
the corresponding decay of 210Po with a maximum energy of 5.3 keV. Because
of the short ranges of α particles in absorber materials (as explained in section
3.2.2) the only possible origins of this radiation can be identiﬁed on the p+
surface or groove of the detector as well as in the close-by LAr.
Marked as green shaded area is the region of interest (ROI) with the energy interval
∆E ranging from 1930 to 2190 keV used for the determination of the background in-
dex BI and the 0νββ analysis. Two windows at 2099−2109 keV and 2114−2124 keV
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Figure 3.15: Energy spectra taken during whole Phase I with all the enriched semi-coaxial
(top) and BEGe (bottom) detectors being summed up, corresponding to a total exposure of
19.2 kg·yr or 2.4 kg·yr, respectively. The ROI of 230 keV width, from which the background
index BI is determined, is represented by the green shaded area, the vertical red line
indicates the blinding region of Qββ ± 5 keV. Additionally some the most prominent γ-
lines are marked with gray lines.
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are removed from the ROI owing to known γ-lines resulting from 208Tl and 214Bi
contaminations, respectively. To avoid bias in the signal search a small region of
10 keV for semi-coaxial and 8 keV for BEGe detectors centered around Qββ has been
blinded (red solid line) for the whole progress of the analysis techniques. In case of
the coaxial geometry, this results in a net width of 230 keV for the evaluation of the
background.
As diﬀerent detectors experience diﬀerent surroundings, for instance during their
fabrication or storing before commissioning, and because the experimental conditions
do change, depending on what is intended to be investigated, their energy spectra
and hence their background might vary (between single diodes as well as over time).
A careful selection of data sets thus can eﬀectively optimize the result.
Concerning the storage, the enriched semi-coaxial detectors share the same his-
tory, since they all have been kept underground after their deployment in the HdM
or Igex experiments, showing therefore a low intrinsic activity. But with contin-
ual operations regarding the source insertion system (SIS) during Run 34 and the
subsequent deployment of the ﬁve enriched BEGes at the beginning of Run 35, the
experimental setup, however, changed during the ongoing data taking of Phase I. In
succeeding measurements a correlated increase of the BI could be observed, while
apart from the time period of Run 34− 35, right before and after the insertion of the
BEGes in July 2012, the rate in the ROI has always been stable within uncertainties.
Set
Exposure Events BI
δE
eﬃciency εMdet · t in ROI [ 10−3cts
keV·kg·yr
]
[keV]
[kg·yr] [cts]
Golden 17.9 76 18±2 4.8 0.688±0.031
Silver 1.3 19 63+16−14 4.8 0.688±0.031
BEGe 2.4 23 42+10−8 3.2 0.720±0.018
Table 3.8: Parameter list
for the three Phase I data
sets. The total exposure,
the number of events within
the ROI, the BI, energy
resolution and the eﬃciency
are given [Ago13a].
For further analysis of the background intensity and the 0νββ-signal, the Phase I
run time is therefore divided into three diﬀerent subsets with similar characteristics
based on the detector type as well as the BI evaluated in the energy region close
to Qββ. Accordingly data from the BEGe detectors form one set, whereas a second
subset, hereinafter known as the golden data set, includes the major part of the data
from the semi-coaxial detectors except the two Runs 34+35 with higher background
levels when the SIS has been changed and BEGe detectors were inserted; in the
following this short, intermediate period is referred to as the silver data set. Table
3.8 lists the number of background events and the corresponding background indices
along with the total exposures for the three data sets. Also given is the respective
eﬃciency
ε = f76favεdet , (3.20)
which accounts for the fraction f76 of 76Ge atoms (reported in tables 3.2 and 3.3), the
active volume fraction fav and the probability εdet that a 0νββ-decay occurring in the
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active volume of a detector also deposits its entire released energy, thus contributing
to the full energy peak at Qββ. For the latter Monte Carlo simulations deliver 0.92
for semi-coaxial and 0.90 for BEGe detectors. If an additional pulse shape analysis
is applied to the data, another fourth factor εPSD, stating the signal acceptance of
the method, has to be considered.
3.6.2 Composition of backgound
For the Gerda background model explained in [Ago13c][Bec14][Hem14] all back-
ground components, that were either identiﬁed in the energy spectra (see ﬁgure
3.15) or known to be present in the close vicinity of the diodes because of previous
screening measurements, have been simulated with the Mage framework based on
Geant4. Other potential sources lacking any direct evidence of existence, are in-
stead not further considered in the analysis though. Also contributions arising from
the cryostat or the water tank have been disregarded, as it has been shown that
they contribute with a negligible small value, less than 10−4 cts/(keV·kg·yr), to the
background index BI [Bar09c]. The Gerda setup, the Phase I detectors along with
the speciﬁc dimensions (as reported in tables 3.2 and 3.3) and their arrangement into
the four strings are correctly implemented in the simulation software.
Decay Source Location
2νββ 76Ge detector volume
β 42K homogeneous in LAr, n+ surface, p+ surface
β, γ 214Bi detector assembly, radon shroud, mini-shroud,
γ
214Pb n+ surface, p+ surface, LAr close to p+ surface
40K detector assembly
208Tl detector assembly,
212Bi radon shroud, heat exchanger
60Co detector volume, detector assembly
228Ac detector assembly, radon shroud
α
210Po
p+ surface
226Ra
222Rn LAr in bore hole
Table 3.9: Source and
location of the simulated
background components.
For the p+ dead lay-
ers diﬀerent thicknesses
up to 1000 nm in steps
of 100 nm were assumed.
The 226Ra (222Rn) decay
comprises a decay chain
with the isotopes 226Ra,
222Rn, 218Po and 214Po
(222Rn, 218Po and 214Po)
[Ago13c].
Since energy spectra from sources with rather equal distances in the same order
of magnitude to the detectors also exhibit quite similar shapes, e.g for γ radiation
in terms of the ratio between peak intensity and Compton continuum, the vari-
ous origins of contamination that are represented by the diverse components of the
experimental setup can hardly be unraveled. Instead simulations of representative
source locations, like in the detector assembly (meaning the support structure), the
mini-shroud, the radon shroud and the heat exchanger at the cryostat neck have
been performed to account for possible sources at close-by, medium and far dis-
tances. Additionally other parts of the experiment, as the detector volume itself,
the p+ (with varying thicknesses) and n+ surface of the diode or an homogeneous
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distribution inside the LAr, have been considered as well. All simulations conducted
for the diﬀerent 2νββ, β, γ or α decay modes (considered isotopes: 40K, 42K, 60Co,
208Tl,210Po, 212Bi,214Bi, 214Pb, 228Ac, 222Rn, 226Ra) and positions are collected in
table 3.9. Finally the obtained energy spectra have been folded for each detector
with a Gaussian distribution of the energy dependant FWHM =
√
a2 + b2 · E as
extracted from the experimental data.
A global model that describes the background in a wide energy region in astonish-
ing agreement with the measurement, was attained by ﬁtting the diﬀerent simulated
contributions of table 3.9 to the experimental energy spectra using a Bayesian ﬁt.
For the speciﬁc calculations the Bayesian Analysis Toolkit BAT [Cal09] has been
applied. Therein the posterior probability of the model and its parameters when
ﬁtting binned distributions is deﬁned as
P (λ|n) = P (n|λ)P0(λ)∫
P (n|λ)P0(λ)dλ (3.21)
with P0(λ) representing the prior probability of the parameters and P (n|λ) being
the likelihood written as the product of the probability of the data for a given model
in each bin
P (n|λ) =
∏
i
P (ni|λi) =
∏
i
e−λiλnii
ni!
. (3.22)
Here ni denotes the observed number of events and λi the expected number of events
in the i-th bin, respectively. For diﬀerent data sets (of suﬃcient statistics) from
Phase I, namely the golden and BEGe set, a minimum ﬁt with only taking a
minimal amount of well motivated close background origins into account, as well as
a maximum ﬁt with additional sources from medium and far distances, have been
carried out in the energy range from 570 keV to 7500 keV with a 30 keV binning.
The analysis hereby considers parts of the Phase I data including all measurements
acquired until March 2013 with the end of Run 43, corresponding to an exposure of
16.7 kg·yr for the six enriched semi-coaxial and 1.8 kg·yr for the four BEGe detectors.
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Figure 3.16: Background decomposition
for the golden data set with the six work-
ing semi-coaxial germanium detectors ac-
cording to the best ﬁt minimum model.
The gray shaded area represents the exper-
imental energy spectrum measured until
March 2013 with an exposure of 16.7 kg·yr,
the lines in diﬀerent colours the 2νββ, β, α
or γ contributions of the respective isotopes
and the black solid line the total sum of all
background sources. By courtesy of Nesli-
han Becerici-Schmidt, who provided access
to the simulation spectra and ﬁt results.
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As a result both models allow to describe the experimental data sets very well
within reasonable statistical ﬂuctuations while only showing some minor diﬀerences.
This is basically due to strong correlations present between the several background
sources from diﬀerent distances, which could not be distinguished in the maximum
ﬁt. However, it was found in compliance with the two models that the predominant
fraction of the background originates from close sources, especially from the n+ and
p+ surfaces, explaining the - all in all - rather equivalent ﬁt results. Figure 3.16
shows the minimum model ﬁt retrieved for the golden data set with semi-coaxial
germanium detectors of Phase I. The measured data is depicted as gray shaded area,
the various considered contributions as lines of diﬀerent colours and the total sum as a
black solid line. For the region of interest between 1930 keV and 2130 keV the Gerda
background model predicts an approximately ﬂat energy distribution composed of
β-rays from 42K and 214Bi, Compton events of γ-rays from 208Tl and degraded α
events. Also an expectation for the background index in the blinded energy window
around Qββ could be derived and yields, when for example applying the minimum ﬁt
model, mean values of BIgolden = 18.5×10−3 cts/(keV·kg·yr) for the golden data
set of the semi-coaxial detectors and BIBEGe = 38.1×10−3 cts/(keV·kg·yr) for the
BEGe diodes, respectively.
3.6.3 Physics reach and motivation for PSD
By availing the predicted background index for the blinded region close to the Qββ-
value of the double β-decay, several assumptions on the experimental sensitivity can
be pursued for a given total exposure Mdet · t and eﬃciency ε. Lets discuss the
following hypothetical scenario for the by far predominant golden data set of the
six working enriched semi-coaxial detectors, where after unblinding an event number
of Nobs within the since then non-accessible window at Qββ ± 5 keV is observed.
Using the theoretical predictions on background index BIgolden derived by Monte
Carlo simulations, that converts (if no further pulse shape analysis is applied to
the data yielding εPSD =1) in an average number of Nbkg = 3.09 cts for the expected
background events within the blinded 10 keV energy window, the 90%C.L. conﬁdence
intervals on the value Nobs = 0, 1, 2, ... have been inferred by conducting the Feldman-
Cousins approach as reported in [Fel98]. Anyhow, by knowing the boundaries of
the conﬁdence belt, also the expected corresponding upper limit on the half-life at
(90%C.L.) can be calculated with equation 2.53 via
T 0ν1/2(90%C.L.) >
ln 2 · NAvg
Nobs(90%C.L.) · mmol ε·Mdet·t (3.23)
when applying the values for the total exposure, the eﬃciency (both given in table
3.8) and the molar mass mmol = 75.6 g of the enriched detectors, which enter the
formula as well. The obtained results of these computations can be found in table
3.10 along with the respective probabilities for detecting Nobs events when assuming
a Poisson distribution. For reasons of clarity, hereby only cases with a probability
>0.0001 are listed.
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Ultimately the sensitivity, deﬁned as the average upper limit on the half-life that
would be attained by an ensemble of experiments with the expected background
Nbkgd and no true signal, can be concluded to 1.49× 1025 yr. Anyways, in almost
64.4 % of all possible outcomes of this example case the upper 90%C.L. limit is
turning out to be worse than T 0ν1/2 > 2.0× 1025 yr and thus not suﬃcient enough to
refute the Heidelberg-Moscow claim of the observation for the 0νββ-signal.
But when analyzing the shape of the detector signals with the aim to reject
background events, this situation can be turned to good account though. To investi-
gate the actual impact on the experimental sensitivity, two diﬀerent approaches have
been assumed, where in a ﬁrst ansatz (i) the signal acceptance of the PSD technique
is kept quite high at εPSD = 0.9 resulting in a moderate background suppression of
50 % with on average Nbkgd =1.66 remaining background events in the region around
Qββ ± 5 keV. In a competing strategy (ii) the background rejection is drastically en-
Number
Without pulse shape analysis With pulse shape analysis
of
εPSD = 1 εPSD = 0.9 (0.7)
observed
BI = BIgolden BI = BIgolden× 0.5 (0.2)
signals
Nbkg(Qββ±5 keV) = 3.09 Nbkg(Qββ±5 keV) = 1.66 (0.62)
Nobs Probability
Upper T 0ν1/2 Probability
Upper T 0ν1/2
limit [1025 yr] limit [1025 yr]
0 0.0365 0.82 8.24 0.1909 (0.5157) 1.24 (1.80) 4.92 (2.63)
1 0.1207 1.70 3.99 0.3162 (0.3415) 2.78 (3.69) 2.19 (1.28)
2 0.1999 2.77 2.44 0.2617 (0.1131) 4.25 (5.24) 1.44 (0.91)
3 0.2207 4.12 1.64 0.1445 (0.0250) 5.76 (6.76) 1.06 (0.70)
4 0.1827 5.27 1.28 0.0598 (0.0041) 6.92 (7.92) 0.88 (0.60)
5 0.1210 6.67 1.10 0.0198 (0.0005) 8.24 (9.26) 0.74 (0.51)
6 0.0668 8.15 0.83 0.0055 (0.0001) 9.81 (10.79) 0.62 (0.44)
7 0.0316 9.20 0.74 0.0013 10.86 0.56
8 0.0131 10.66 0.64 0.0003 12.32 0.46
9 0.0048 11.98 0.57 0.0001 13.64 0.45
10 0.0016 13.18 0.51
11 0.0005 14.49 0.47
12 0.0001 15.51 0.44
Table 3.10: Results from Feldman-Cousins calculations [Fel98] on the upper 90%C.L.
limit for the Poisson signal mean in case of Nobs = 0, 1, 2, ... observed events and a known
mean background of Nbkg. As example case here the golden data set of the enriched semi-
coaxial detectors is considered. Also listed is the Poisson probability of a particular outcome
and the corresponding upper 90%C.L. limit on the half-life T 0ν1/2 of the 0νββ-decay. Three
diﬀerent scenarios are assumed: no PSD with εPSD = 1 and BI = BIgolden, (i) moderate
PSD with εPSD =0.9 and BI=BIgolden×0.5 as well as (ii) strong PSD with εPSD =0.7 and
BI=BIgolden × 0.2.
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hanced yielding a survival fraction of 20 % leaving only Nbkgd =0.62 residual counts
in the blinded energy window at the expense of a decreased signal acceptance of
εPSD = 0.7. For both cases the outputs received from the calculations are likewise
collected in table 3.10.
With respect to a data analysis without using any pulse shape discrimination cut,
a signiﬁcant increase of the sensitivity is observed. The average upper 90%C.L. limit
on the half-life thereby improves for option (i) by about 10 % to 1.64× 1025 yr and for
option (ii) by about 7 % to 1.59× 1025 yr. Obviously the version with a higher signal
eﬃciency and less background reduction holds the better performance and is more
favourable. Another important side-eﬀect is the shift of the probability distribution
in terms of the expected half-life to the advantage of the experiment. Again alter-
native (i) seems to be the more beneﬁting choice showing only a residual fraction of
49.3 % of all possible outcomes with a limit worse than T 0ν1/2(90%C.L.) > 2.0× 1025 yr,
which is an actual improvement by 23.5 % if compared to an analysis without pulse
shape considerations. In the above discussion only conservative conjectures have
been made; still in some individual cases the implication of studies on the topology
of events can actually acquire a huge relevance for the ﬁnal result of the experiment.
In the preceding sections the ﬁeld of pulse shape discrimination (PSD) and its
importance have been stressed repeatedly. Also it was shortly mentioned that such
an analysis based on the ratio of the maximum amplitude A of the current pulse over
the energy E, is already in place for the diodes of BEGe type and has been proven
to be a simple and very eﬀective PSD method [Ago11a][Bud09][Ago13b]. The 0νββ-
signal acceptance at Qββ after applying a ﬁxed cut on the single A/E parameter is
thereby determined to εPSD = 0.92 ± 0.02 using events in the double escape peak
(DEP) of the 2615 keV γ-ray from the calibration data with the 228Th sources and
cross-checked with the 2νββ-decays of 76Ge as well as MC simulations. Background
events at this energy range are, on the contrary, eﬃciently suppressed, exhibiting a
survival fraction of only 20 %.
Since the major part of the Phase I measurements results from the golden data
set, also a working and reliable pulse shape analysis technique for the semi-coaxial
crystals with suﬃcient potential is crucially needed for the success of the Gerda
experiment to either determine the actual value or to set a new upper limit on the
half-life of the neutrinoless double β-decay in 76Ge. But their detector geometry
diﬀers extremely from that of the BEGe diodes and hence shows diﬀerent electric
ﬁeld distributions with the corresponding weighting proﬁles, where electrons and
holes both contribute to the signal formation. As a consequence pulses in the bulk
volume exhibit a variety of diﬀerent shapes and the A/E parameter by itself is
not a useful variable for coaxial detectors. This work is therefore dedicated to the
development of an eﬀective analysis algorithm for this particular detector geometry,
as will be discussed throughout chapter 4, and its veriﬁcation in terms of reliability or
performance on the basis of several consistency checks with physical data in chapter
5 as well as by means of Monte Carlo simulations in chapter 6.
4. Pulse shape analysis of semi-coaxial detectors
As shown in chapter 3, the occurrence of background events resulting from closeby
radioactive sources could be signiﬁcantly mitigated by operating the germanium de-
tector array naked in a low-mass support structure and submersed in liquid argon
instead of in a customary massive vacuum cryostat. In combination with the applica-
tion of prescreened, puriﬁed material for the construction of the setup, the shielding
based on several layers consisting of LAr, ultra-pure copper and an enormous wa-
ter tank as well as the carefully chosen experimental site located deep underground,
where the surrounding rocks act as an eﬀective absorber against cosmic rays, enabled
to establish a very low background level that is an order of magnitude lower with
respect to any previous experiment.
Additionally advanced software tools provide access to oﬀ-line data analysis rou-
tines for a constant monitoring of the experimental performance in terms of energy
resolution and stability. It has been proven that a carefull postprocessing and track-
ing of the data quality can reduce non-physical events due to diﬀerent origins like
cross-talk, electromagnetic noise, discharges or pile-ups. In a further powerful back-
ground suppression method, true physical events that pass this preceding quality cuts
are excluded from the analysis if they come in coincidence within a 8µs time period
of a valid detection signal from the muon-veto system or if they cause a simultaneous
energy deposition in more than one HPGe detector. Thus by this simple software
related applications the sensitivity of the scrutiny for the neutrinoless 0νββ-decay
is eﬀectively enhanced without employing any complicated, cost-intensive hardware
components.
But with remaining background indices of (18± 2) · 10−3 cts/(keV·kg·yr) for the
golden and (63+16−14) · 10−3 cts/(keV·kg·yr) for the silver data set of the enriched
semi-coaxial diodes, there is still some room left to improve the sensitivity of the
Gerda experiment by means of an elaborated pulse shape analysis technique that
yields an increased background reduction. In this chapter the development and
application of multivariate analysis (MVA) techniques, which are integrated in the
TMVA package [Hoe07][Vos07] described in the ﬁrst section 4.1, to data obtained
during Phase I is discussed. The chosen Artiﬁcial Neural Network (ANN) method,
as the classiﬁer with the best performance, can be applied for a powerfull separation
of so-called single site events (SSE) that deposit energy similar to the hypothetical
0νββ-signal within a small volume of the detector, from those of multi-site topology
(MSE) with the energy being deposited at several locations, like typical background
from e.g. photons interacting via multiple Compton scattering.
Beyond the ﬁrst presented performance of the ANN-based pulse shape analy-
sis discrimination (PSD) technique, in [Ago13d], this work focuses on a thorough
systematic study of the input parameters and the classiﬁcation potential after their
integration in the multivariate analysis program (section 4.2), before in the next
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section 4.3 the training results of the diﬀerent implemented MVA methods are eval-
uated. Finally section 4.4 and 4.5 present detailed systematic tests with respect to
performance and log term stability using data from calibration and physics runs.
4.1 TMVA - Toolkit for Multivariate Data Analysis
The software package Toolkit for Multivariate Analysis (TMVA) is an open source
product1 and provides a generic scheme where a large variety of sophisticated mul-
tivariate classiﬁcation techniques can be trained, evaluated and tested in parallel.
Since they all experience their training and testing on the same independent data
sets, meaningfull comparisons between the various methods can be drawn for a par-
ticular scope of usage with a given problem. MVA classiﬁcation algorithms are
thereby not only commonly utilized within their originally intended ﬁeld of applica-
tion, high-energy physics (HEP), but also play a fundamental role in a wide area of
today's natural science, sociology or even commercial applications (e.g. image anal-
ysis, ﬁnancial movements, ...) and will be in case of the analysis presented within
the framework of this thesis consequently deployed - for the ﬁrst time ever - with
the aim to scrutiny the neutrinoless double β-decay. In doing so, impeding events
induced by any source but the signal of interest is desired to be rejected and thus
the classiﬁcation is performed in respect of the two diﬀerent categories signal and
background.
However the framework consists of object-oriented implementations in C++/
ROOT source code for each of the oﬀered discrimination techniques, which are, as
of version 4.1.2 (the one used in this work):
• Rectangular cut optimization
• Projective likelihood estimation
• Multi-dimensional likelihood estimation (PDE range-search, k-NN)
• linear and nonlinear discriminant analysis (H-Matrix, Fisher, FDA)
• Artiﬁcial Neural Networks (three diﬀerent implementations)
• Support Vector Machine
• Boosted/Bagged Decision Trees and
• Predictive learning via rule ensembles.
Although all the above mentioned methods diﬀer e.g. in terms of their response
to (non-)linear correlations and vulnerability to overtraining owing to too many
1TMVA is distributed either separately via http://tmva.sourceforge.net or as part of the
ROOT package [Bru08].
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variables with too few classiﬁcation power, they still commonly rely on an advance-
ment from one-dimensional cut-based discrimination patterns towards multivariate
supervised learning techniques that make use of user-supplied data sets with known
event classiﬁcation. Hereby the data can be either provided in form of ROOT trees
or ASCII text ﬁles. Both data processing frameworks developed for the Gerda
experiment do oﬀer the one or the other format and are therefore suitable for an
implemention into the TMVA framework. For a deeper discussion of the used soft-
ware package for multivariate data analysis the reader may be referred to [Hoe07],
nontheless the following section 4.1.1 is intended too very brieﬂy describe the basic
working principles and advantages of the various implemented classiﬁers according
to the quoted reference. At this point it should be mentioned however that, depend-
ing on the underlying problem, all algorithms require at least some minor speciﬁc
adjustment to access the maximum classiﬁcation performance. This of course also
includes an individual optimization of the preprocessing (section 4.1.2) and training
procedures for the user-supplied data sample sets (section 4.1.3).
4.1.1 Implemented classiﬁers
Rectangular Cut optimization is the most commonly used and by far simplest
technique for separating two event types from a mixed sample. Hereby the discrim-
ination is achieved by an ensemble of rectangular cuts on the input variables, where
- in contrast to all other classiﬁers - only a binary respone (signal or background) is
returned. TMVA additionally oﬀers an optimization that maximizes the background
rejection for a given signal eﬃciency by using multivariate parameter ﬁts (Monte
Carlo sampling or a Genetic Algorithm are both available).
Projective likelihood estimation consists of constructing a model out of one
dimensional probability density functions (PDFs) that reproduces the input variables
for the training sample the best. For a given event i, the likelihood LS(B)(i) for being
of signal (S) or background (B) type is obtained by multiplying the corresponding
normalized probability densities pS(B),k(xk(i)) of all k = 1, ..., nvar input variables
LS(B)(i) =
nvar∏
k=1
pS(B),k(xk(i)) with
+∞∫
−∞
pS(B),k(xk)dxk = 1, ∀k . (4.1)
The unknown parametric form of the PDFs is empirically derived from the his-
togrammed variable distributions in the training data with non-parametric functions
as ﬁtted polynomial splines or by utilizing an unbinned kernel density estimator.
Further scaling by the sum of the signal and background likelihood then yields the
response value yL(i) = LS(i)/(LS(i) + LB(i)).
Multi-dimensional likelihood estimation generalizes of the preceding pro-
jective likelihood classiﬁer to nvar dimensions, where nvar again denotes the used
number of input variables. In the PDE Range Search, or in short PDE-RS, the
estimation for an observed event i from the training sample is deduced by counting
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the (normalized) number nS(B)(i, V ) of sourrounding signal and background events
within a deﬁned volume V . The ﬁnal classiﬁcation yPDE−RS(i, V ) is then conducted
according to the majority of the nearest training events via the ratio
yPDE−RS(i, V ) =
1
1 + (nB(i, V )/NB) · (NS/nS(i, V )) , (4.2)
where NS(B) represents the total number of signal or background events in the whole
data training set.
Similar to the PDE-RS, the second multi-dimensional k-Nearest Neighbour (k-
NN) approach, as well compares a given event to reference data of the training set
and searches for a ﬁxed number of adjacent events with closest distances (see ﬁgure
4.1 for an example classiﬁcation with two of the nvar discriminating input variables
xk, k = 1, .., nvar). As a probability density estimator (PDE) then again acts the
fraction of signal or background events in the vicinity. For both options the inﬂuence
of each reference event can be additionally weighted with respect to their distance
by applying a number of oﬀered kernel functions.
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Figure 4.1: Working principle of the k-Nearest
Neighbour algorithm for two of the nvar discriminat-
ing input variables xk with k = 1, .., nvar. The plot
represents a projection upon the two-dimensional
coordinate planes, where the ﬁlled red and blue cir-
cles denote either signal or background events. In
this particular example, the k-NN method searches
for the 12 points in the nearest neighbourhood (black
hollow circle) with the closest distance to the query
event i , shown as black ﬁlled circle.
Linear and non-linear discriminant analysis: In the linear standard method
of Fisher discriminants event classiﬁcation is obtained by determining a hyperplane in
the input variable phase space such that the projection of their output classes upon
the corresponding axis results in the best possible separation of signal and back-
ground from each other, whereas events of the same topology are collected in a close
vicinity. Mathematically the discrimination of events is based on the overall sample
means xk and class-related sample means xS(B),k of each input variable k = 1, ..., nvar
as well as the total covariance matrix C of the sample that can be partitioned
into a sum of a within-class matrix Wkl =
∑ 〈xS(B),k − xS(B),k〉〈xS(B),l − xS(B),l〉 =
CS,kl +CB,kl and a between-class matrix Bkl = 12
∑
(xS(B),k − xk)(xS(B),l − xl) - each
of them describing the distribution of the events with respect to the means of their
own class or the overall sample means. The response of the Fisher algorithm for
event i is then given by
yFisher(i) = F0 +
nvar∑
k=1
Fkxk(i) (4.3)
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with the Fisher coeﬃcients
Fk =
NSNB
NS +NB
nvar∑
l=1
W−1kl (xS,l − xB,l) , (4.4)
the number NS(B) of the signal or background events in the training sample and the
oﬀset F0 shifting the sample mean yFisher to zero.
Alternatively the H-Matrix method computes for each event i a multivariate
signal(background) χ2S(B)(i) estimator using the corresponding sample means xS(B)
and the inverse covariance matrix C−1S(B) (also called H-Matrix)
χ2S(B)(I) =
nvar∑
k,l=1
(xk − xS(B),k)C−1S(B),kl(xl − xS(B),l) . (4.5)
From this yH(i) = (χ2B(i) − χ2S(i))/(χ2S(i) + χ2B(i)) is adduced as classiﬁcation pa-
rameter.
An intermediate solution designed for only partially non-linear or relatively sim-
ple problems is oﬀered with the Function Discriminant Analysis (FDA), where any
desired function with adjustable parameters is ﬁtted to the training sample data,
requiring the function value to be as close as possible to `1' for signal or `0' for
background events.
Artiﬁcial neural networks (ANN) represent any simulated combination of
connected nodes, also called neurons, with each generating a certain output response
according to a particular (non-linear) function at a given set of weighted input param-
eters. Thus for a particular event i a neural network can be regarded as a mapping
from a multi-dimensional space of k = 1, ..., nvar input variables xk(i) onto a ﬁnal
one-dimensional response value yANN(i). Thereby the performance of an ANN is
deﬁned by the speciﬁc arrangement of the neurons, the weights assigned to the inter-
neuron-connections and by the response resulting from the overall neuron response
function ρ.
In principle artiﬁcial neural networks consisting of n neurons exhibit a maximum
of n2 possible connections. However in case of multi-layer perceptrons, as one con-
ceivable realization of an ANN, this complexity is reduced by arranging the neurons
in layers with the only allowed connections being from a given layer to the following
one in forward direction without cycles or loops. The resulting layout scheme then
consists of a ﬁrst input layer composed of nvar neurons with k = 1, ..., nvar input vari-
ables, a terminating output layer that holds the response value yANN and a variable
number of intermediate so-called hidden layers. An example of such an feed-forward
architecture is shown in ﬁgure 4.2 for a multilayer perceptron with two hidden layers.
In fact all three implementations in TMVA concerning neural networks are of this
type and oﬀer a conﬁgurable user-deﬁned number of layers between input and output
as well as neurons within each of these layers.
The neuron response function ρ transforms the input signals with weights w(l−1)ij
from the incoming i = 1, ..., n connections of the j-th neuron in layer number l
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Figure 4.2: Multilayer percep-
tron with an input layer that
consists of a number of nvar in-
put variables and an output layer
given by one neuron that yields
the response value yANN. Ex-
emplarily the middle part of the
here shown feed-forwarded neural
network structure is constructed
by two hidden layers each hold-
ing nvar +1 or nvar neurons. The
gray shaded inset at the right bot-
tom depicts the j-th neuron ylj in
layer l with n input connections
that carry a weight of w
(l−1)
ij .
into the neuron output y(l)j (see gray shaded inset on the bottom right in ﬁgure
4.2). Ultimately ρ can be often divided into a ﬁrst Rn 7→ R synapse function κ
and a second R 7→ R neuron activation function α. Within TMVA the latter are
implemented optionally in the following forms
κ : (y
(l)
1 , ..., y
(l)
n |w(l)0j , ..., w(l)nj )→

w
(l)
0j +
∑n
i=1 y
(l)
i w
(l)
ij Sum
w
(l)
0j +
∑n
i=1(y
(l)
i w
(l)
ij )
2 Sum of squares
w
(l)
0j +
∑n
i=1 |y(l)i w(l)ij | Sum of absolutes
(4.6)
and
α : x→

x Linear
e−x
2/2 Radial
1/(1 + e−kx) Sigmoid
(ex − e−x)/(ex + e−x) Tanh
. (4.7)
Hence, for a given arrangement of nodes the training of a neural network is per-
formed by optimizing the interconnecting weights and α, κ functions such that the
discrimination power between events of background or signal topology is maximized.
By way of example, the output of an ANN consisting of, for the sake of simplicity,
only a single hidden layer with a hyperbolic tangent activation function α(1) and an
output layer represented by a linear activation function α(2) results in the classiﬁer
response
yANN =
nh∑
j=1
tanh
(
nvar∑
i=1
xiw
(1)
ij
)
·w(2)j1 , (4.8)
if a simple sum is applied for the synapse function κ. Here nvar and nh specify
the number of neurons in the input and the hidden layer, respectively, Further the
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weight w(1)ij accounts for the connections between the i-th input-layer neuron and the
j-th hidden-layer neuron and subsequently w(2)j1 for the connection between the j-th
hidden-layer neuron and the ﬁnal output neuron.
Support Vector Machine as a non-linear discrimination algorithm aligns a
hyperplane in a transformed variable space that separates signal and background
data and relies only on a minimal subset of all training events (support vectors) in
close vicinity. In order to deﬁne a non-linear metric in the variable space, several
(Polynomial, Gaussian and Sigmoidal) kernel functions are on hand.
Boosted/bagged decision trees (BDT) are binary structured classiﬁers where
at each branching consecutive split decisions (passed/failed) are performed on one
single discriminating input parameter at a time. As depicted in ﬁgure 4.3 the phase
space of the training sample is hereby continuously divided according to cut on the
variable with the maximum separation power for the given node until a ﬁnal so-called
leaf node is reached that classiﬁes an event i as either signal-like or background-like,
depending on the majority of training events that end up in it.
lc) < i(lxlc) > i(lx
mc) < i(mxmc) > i(mx
nc) < i(nxnc) > i(nx
Root        node
B S S
B S
 
Figure 4.3: Schematic view of a decision
tree. Starting from the root node (green)
the i-th event of the data, described by
the parameter set xk(i) with k = 1, ..., nvar
discriminating input variables, passes a se-
quence of binary split criterions ck. Thereby
at each node the parameter that results
in the best separation power between the
two event classes is used, until the branch
reaches a leaf node that is either classiﬁed
as signal S or background B.
Since single decision trees tend to suﬀer from low statistics, the procedure is often
extended to a forest of decision trees by the concept of `boosting' with the advantage
of an enhanced performance and a higher stability in respect of ﬂuctuations. All
individual trees are derived from the very same training data set by reweighting the
events. Hereby in the most popular algorithm implemented in TMVA, the adaptive
boost (AdaBoost), events that have been misclassiﬁed during the building of the last
(n− 1)-th decision tree are allocated a higher event weight αn = (1− errn−1)/errn−1
correlated to the misclassiﬁcation rate errn−1 in all leaf nodes, for the training of the
following n-th tree. As opposed to performing boosting with the aim to construct an
ensemble of decision trees, bagging represents a resampling technique that randomly
draws events out of the parent sample to construct diﬀerent training samples.
Predictive learning via rule ensembles (Rule-Fit) makes use of an ensem-
ble of so-called rules, each deﬁned by series of cuts, that can be for example easily
extracted from every node (except the root node) of the above mentioned decision
trees. When applied on a given discriminating input argument, the return value of
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a rule is non-zero only if the whole sequence of cuts is satisﬁed. The classiﬁcation
function yRule−Fit(i), as response of the Rule-Fit algorithm, is composed as linear
combination of the rule ensembles with additional coeﬃcients (rule weights) that
maximizes the separation performance for signal and background events.
4.1.2 Preanalysis and -processing
The interaction between the user-dependent input and the automatized TMVA clas-
siﬁcation machinery consists at the beginning of a ﬁrst preanalysis and -processing of
the data. In the preanalysis the linear correlation coeﬃcients and an interim ranking
(later superseded by a classiﬁer-speciﬁc version) of the input variables are derived.
In addition also a preprocessing can be applied on the training/testing events
prior to forwarding them to a multivariate method. Besides the normalization of
the input variables, two possible transformations are oﬀered: decorrelation via the
square-root of the covariance matrix or via a principal component decomposition.
For both of them the decorrelation only succeeds for linearly correlated and Gaus-
sian distributed parameters. Eliminating linear correlations from the data samples
can enhance the separation power of some classiﬁers that do not take variable cor-
relations into account. For strongly non-linear problems, it is instead likely that
the performance becomes even worse with linear correlation and the appropriate
methods without any prior decorrelation should be applied. Thus all multivariate
analysis methods can be in principle distinguished into two diﬀerent types with one
intrinsically considering non-linear correlations between input variables in the clas-
siﬁcation (as for example ANN and BDT) and the other doing not (presented by
the Likelihood-, Fisher- and cuts-related methods). It is therefore expected that the
diﬀerent algorithms show very diﬀerent performances when applied for a certain pur-
pose. Ultimatively, there is no speciﬁc answer to the question what classiﬁer should
be optimally used for a given set of (non-)correlated input parameters. However, as
a transparent and easy graspable guide, an assembly of several relevant properties
of the MVA methods, such as for instance their performance behaviour with respect
to the degree of correlation between the supplied variables, is provided in table 4.1.
4.1.3 Training, testing and evaluation
After the preprocessing for each classiﬁer a dedicated weight ﬁle in XML format that
contains the performed transformations is created when the training has converged.
Reading the weight ﬁles also provides all the information needed for the later ap-
plication of the trained classiﬁer on the data of unknown composition. Hereby the
events pass through the corresponding decorrelation schemes with which the original
training data has been transformed.
However, once the training has been ﬁnished, the emphasis is put on the extrac-
tion of the achieved performances and the results from the diﬀerent classiﬁers become
subject of evaluation aspects. One important issue is, for instance, the ranking of
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the variables according to their classiﬁcation power. By only determining and ex-
cluding weakly-separating input parameters a signiﬁcant gain in the robustness and
performance for the methods can be attained already. But also the classiﬁers tend
to be less sensitive for overtraining which occurs within a machine learning problem
when too many parameters of a model dependent algorithm have to be adjusted to
too few data points. Consequently, the various oﬀered multivariate methods exhibit
a diﬀerent predisposition for overtraining. Linear discriminants, like for example Fis-
cher or H-Matrix, can hardly suﬀer from overtraining, where on the contrary boosted
decision trees are easily overtrained without the appropriate measures of precaution
due to their large number of nodes. As a problematic outcome, overtraining causes a
deceptive increase of the classiﬁcation capability - if measured in the training sample
over the objectively acquirable one that can be ascertained with an independent test
sample. In order to detect this eﬀect and to measure the actual impact it is con-
venient to compare the classiﬁcation distributions obtained from training and test
samples for eventual discrepancies. Despite their robustness on overtraining or less
classifying variables often the speed of the algorithm during the training procedure
or application on data of unknown composition is as well of crucial importance (es-
pecially if the computing is slowed down due to a high number of discriminating
parameters feeded into the program). The classiﬁcation properties of both aspects
are also compiled in table 4.1 in order to give a complete but brief and strongly sim-
pliﬁed overview of the respective advantages and drawbacks inhered by the diﬀerent
formalisms.
After all, the preferable algorithm to be used for a certain purpose highly de-
pends on the problem on hand, but can be easily estimated for the aim of this
work to improve the sensitivity of the Gerda experiment when analyzing the back-
Criteria
Classiﬁer
Cuts
Likeli- PDE-
k-NN
H-
Fisher ANN SVM BDT
Rule-
No or linear
hood RS Matrix Fit
Perfor- correlations ◦◦ ◦ ◦ ◦ ◦◦ ◦◦ ◦◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦◦ ◦◦ ◦ ◦ ◦
mance Non-linear ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
correlations
Speed
Training ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦◦ ◦ ◦ ◦◦
Response ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦◦ ◦◦ ◦ ◦ ◦
Robust- Overtraining ◦ ◦ ◦ ◦◦ ◦◦ ◦◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦◦ ◦ ◦ ◦ ◦ ◦◦
ness Weak variables ◦ ◦ ◦ ◦◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦◦ ◦◦ ◦ ◦ ◦ ◦◦
Table 4.1: Collection of diﬀerent classiﬁers properties concerning the performance in case
of no, linear or non-linear correlations between the feeded input variables, the speed of
the training procedure or application of the deduced algorithm on the data of unknown
composition and robustness in terms of overtraining and weakly discriminating parameters.
The circles represent the attributed degrees good = ◦ ◦ ◦, fair = ◦◦ and bad = ◦
(adopted from [Hoe07][Vos07]).
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ground rejection as a function of the signal eﬃciency (as will be done in subsection
4.3.2 ). This and many other control plots, as the MVA-output distributions of the
training/test samples, variable distributions or correlation matrices, will be provided
in the following sections for the speciﬁc application of the TMVA package on the
experimental data of Gerda Phase I.
4.2 Adaption to the Gerda Experiment
In order to success fully adapt the open-source TMVA software discussed in the
last section 4.1 several issues have to be thoroughly considered, like for instance
the proper choice of meaningful (in the sense of discrimination power) input vari-
ables, the provision of training or test samples which represent a realistic proxy for
signal-like or background-like events and, ﬁnally, the carefull splitting of the overall
data into several distinct sets for reasons of changes in the setup or diﬀerent bound-
ary conditions (e.g. BEGe and semi-coaxial detector geometry). These facets are
intended to elucidated in the subsequent three subsections 4.2.1, 4.2.2 and 4.2.3.
4.2.1 Input variables
Since all the recorded information on an event occurring within the bulk volume
of the enriched semi-coaxial detectors of the Gerda experiment is contained in the
charge trace digitized by the FADC, it is reasonable to also use these samples as input
variables for the multivariate data processing. Naturally the high-frequency-short-
window option with a sampling rate of 100MHz and a length of 4µs is preferable to
the alternative low-frequency-big-window alternative with 25MHz and 160µs for
the pulse shape analysis. If considering the electrical ﬁeld distribution of the semi-
coaxial detector geometry, where electron and holes both contribute to the charge
collection with the result that huge diﬀerences can arise even at the very beginning
or end of the pulse depending on the carrier drift, a restriction to only parts (low,
middle or top) of the leading edge is hardly feasible and most certainly results in an
signiﬁcant deterioration of the selection performance. To not lose any discrimination
power, it is further aspired to utilize the entire pulse or, to be exact, the whole rising
part of the sampled trace in the MVA analysis. Therefore several steps are performed
to prepare the corresponding samples of the trace before forwarding them as input
parameters to the TMVA framework:
• At the beginning, a baseline subtraction is applied on the complete trace length
using the information as mean or RMS of the samples obtained from the ﬁrst
20µs before the trigger. In case that there is a slope in the baseline, as caused
due to pile-up, the event is declined. As already mentioned in section 3.3 this
eﬀect is induced by a high detection rate and thus this selection eﬀects practi-
cally only calibration data that are used for the training or testing samples.
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• In the next step the pulse is slightly smoothed with a moving window averaging
of 80ns integration time corresponding to 8 samples. The purpose of this
procedure is to reduce the noise and therefore also a possible later eﬀect of
the energy dependent signal-to-noise ratio on the discrimination pattern of the
multivariate analysis tools. With averaging over a number of 8 samples, a fair
compromise between an eﬃcient noise reduction and only a small sacriﬁce on
information was chosen.
• To further remove the energy dependence, the maximum pulse height, that
is directly correlated to the energy deposited within the active volume of the
detector (see section 3.3), is normalized to one.
• Finally, the times t when the pulse reaches 1, 3, 5, ..., 99 % of the full height are
determined for a step size of 2 %. Hereby in particular the time position where
the pulse height yields a value of A1 =0.5, equivalent to 50 % of the maximum
amplitude, serves as reference and is set to zero: t(A1 = 0.5) = 0. In order to
increase the precision of the rise time determination, which is strongly limited
owing to the 100MHz sampling frequency, a (linear) interpolation is applied
between two bins when determining the corresponding time points.
An example for the selection of the input parameters is depicted in ﬁgure 4.4 for two
pulses representing single site (SSE) and multi site (MSE) candidate events (blue
and red solid lines) measured with the ANG4 detector in a calibration phase during
Run 28 (after applying the MWA). The reference time tSSE,MSE(A1 = 0.5) = 0 at
50 % of the maximum pulse amplitude is marked by the respective ﬁne dotted lines.
Additionally shown is the determination of the input parameters feeded into the
TMVA algorithm for the pulse height A2 = 0.2 at 20 % of the pulse amplitude with
the corresponding times tSSE(A2) (blue dashed line) and tMSE(A2) (red dashed line).
The thus resulting 50 timing informations at the diﬀerent heigths of each charge
pulse are used as input for the multivariate data analysis.
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Figure 4.4: Physics data pulses obtained
with the ANG4 detector in a calibration
measurement during Run 28 for SSE (blue
solid line) and MSE (red solid line) event
candidates (after applying a mowing windo
average of 80 ns). Given by ﬁne dotted lines
is the reference time tSSE,MSE(A1 = 0.5)
at 50 % of the maximum pulse amplitude.
Also shown is the determination of the in-
put parameters for the TMVA algorithm at
a pulse height of A2 = 0.2 with the respec-
tive times tSSE(A2) (blue dashed line) and
tMSE(A2) (red dashed line).
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4.2.2 Selection of training/testing samples
Common to all investigated multivariate pattern recognition programs provided by
the TMVA software is the use of calibration data, approximately taken once per
week to train the algorithm. The spectrum obtained from calibration measurements
with 228Th sources (see section 3.4) contains a full energy peak (FEP) at 2614.5 keV
from the 208Tl decay as part of the thorium decay chain. Associated to this energy
line is the double escape peak (DEP) at 1592.5 keV that comprises (apart from some
almost negligible bremsstrahungs) exclusively events of single site topology, while
the single escape peak (SEP) at 2103.5 keV and the full energy peaks (FEP) - the
second one present in the spectrum at 1620.7 keV originates from the decay of 212Bi
as another channel of the thorium chain - are dominantly MSE.
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Figure 4.5: Energy spectrum of the com-
bined six enriched semi-coaxial germanium
diodes and 70 individual calibration runs
taken during Gerda Phase I with an ap-
plied anti-coincidence cut (blue line). The
DEP of the 208Tl decay at 1592.5 keV and
the FEP of the 212Bi decay at 1620.7 keV
used as training samples for the MVA are
both revisualized strongly enhanced in the
inset on the top margin. Also shown is the
spectrum of events that are measured in
coincidence with an energy deposition of
511 keV in a second detector (orange).
An example spectrum in the energy range from 1000 keV to 2750 keV is given
in ﬁgure 4.5, where all calibration runs performed during Gerda Phase I - in total
a number of 70 individual data sets - are summed up for the six enriched semi-
coaxial germanium diodes after applying an anti-coincidence cut (blue line). The
γ-lines discussed above are altogether clearly visible as the four most prominent
peak structures with the energetically highest line, the FEP of 208Tl, being at the
right margin of the histogram.
With respect to the direct application as multivariate training and/or testing
samples, the 208Tl DEP events within the interval 1592.5 keV ± 1·FWHM serve
as the only available proxy for SSE and such being the case as signal data set,
whereas multi site events of the adjacent full energy line of 212Bi in the equivalent
interval around 1620.7 keV are selected as background data set. Both peaks are
revisualized enhanced in the small inset on top of ﬁgure 4.5. The choice of the
peaks in close vicinity i.a. also accounts for a possible impact of the singal-to-
noise ratio on the classiﬁcation output, despite the adopted counter measures as
averaging or normalizing. However it should be reminded of the one problematic
disadvantage coming along with the non-eludable DEP, which is that the distribution
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of the associated events is not exactly homogeneous inside the detector bulk volume
as it is for 0νββ-decays. This is because the two escaping 511 keV photons result in
the events locations being predominantly situated at the corners.
Another noteworthy critical issue arising with the choice of the singal and back-
ground event classes is, that both samples are not perfectly pure but rather a mix-
ture of SSE and MSE due to the Compton events under the energy lines. A possible
strategy to encounter this Compton induced background was found by applying a
coincidence cut, where only events are kept that deposit simultaneously an energy
of 511 keV corresponding to the rest mass of an electron in a second detector of the
germanium array. The resulting spectrum is plotted in ﬁgure 4.5 as well (orange
histogram). Obviously events contained in the double and single escape peak are
eﬀectively isolated, while eﬀectively suppressing all other γ-lines and the Compton
continuum. On average the improvement for the signal-to-background ratio S/B
yields a factor of ≈6 for the DEP and ≈10 for the SEP (as new proxy in barter for
the rejected FEP of 212Bi). Besides the acceptable drawback of utilizing signal and
background samples from then distant peaks for the training, which may introduce
an energy dependency in the multivariate analysis, this electron-triggering proce-
dure only allows very small (for some detectors even too small) training samples sizes
and is therefore declined. Dedicated investigations on that issue ﬁnally revealed that
based on a such reduced amount of samples the classiﬁcation methods become not
only less performing but necessarily also more proned to overtraining. A list of the
resulting event number per data set is stated in table 4.2 for each detector channel.
But events evoked by Compton scattering of γ-rays also bear exciting opportuni-
ties since they contain a large fraction of SSE that spans a wide energy range. They
are thus suitable for characterizing the PSD methods, especially their energy depen-
dencies. Likewise the neutrinoless variant of the double β-decay, the 2νββ-decay is
homogeneously distributed and hence also allows a cross check of the of the pulse
shape analysis in terms of the signal detection eﬃciency. Both consistency checks
are - among others - presented in the succeeding chapter 5.
4.2.3 Splitting of Phase I data into several sets
Similar to the case of the 0νββ analysis or determination of the background index
BI, where the data was splitted into a so-called golden and silver sample (already
mentioned in section 3.6.1), for the development of the multivariate PSD techniques
the Phase I measuremens have been - again - grouped in several, to be more pre-
cise three, diﬀerent intervals with the aim to obtain the optimal results from the
TMVA classiﬁcation algorithms. This splitting does thereby of course account for
the training/testing phases with supplied samples of known composition from the 70
calibration runs as well as for the subsequent application on the data of unknown
composition. As for the pulse shape analysis presented in this thesis, the separation
of the measurements into diﬀerent subsets sharing the same characteristics involves
two diﬀerent motives:
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• Change in the setup conﬁguration: With the insertion of the BEGe diodes
at the beginning of July 2012 and some preceding modiﬁcations regarding the
SIS, the detector assembly as well some electronics have been signiﬁcantly
altered. In a following short period of measurements several changes in the
behaviour of the germanium crystals could be identiﬁed, including an increased
level of background events and, as for the BEGe's only, a so far unobserved
time dependent shift of the A/E pulse shape parameter [Ago13d].
• Diﬀerent length of calibration runs: The duration of the (bi-)weekly cal-
ibrations, performed to monitor the energy resolution and performance stabil-
ity of the germanium detectors, varies over the total time span of the Gerda
Phase I data taking. Since the combined individual calibration measurements
are intended to serve as input sample for the training of the event recognition
methods, this would yield in a higher weighting or importance of single data
sets or time intervals recorded with more statistics.
Figure 4.6 compares the number of events within the regions ±1·FWHM around
the DEP of 208Tl at 1592.5 keV (blue) and FEP of 212Bi at 1620.7 keV (red), used as
classiﬁcation samples for the multivariate data analysis, of each calibration run as a
function of time. For all of the shown six semi-coaxial detectors, the chronological
sequence is deﬁned by a higher event number level in the ﬁrst half of the overall time
span - that peaks at the beginning of July owing to intensiﬁed characterization mea-
surements for the recently deployed BEGe detectors - if compared with the remaining
second part of Phase I. Also marked is the resultant separation applied to the three
data-sets into a ﬁrst, second and third part of similar behaviour (black arrows and
labeling). The ﬁrst period with on average longer calibration measurements extends
from the start of data taking to July 2012, where the detector array as well as sev-
eral more hardware components have been changed (pI), the second period (pII)
lasts for the four weeks after the modiﬁcations and the third period (pIII) represents
the rest of Phase I with in general shorter calibration runs. Diﬀerent from the other
detectors, for RG2 the second period spans until November 2012 when its operating
voltage was reduced. By this splitting pattern a fair compromise between isolating
data-set of diﬀerent boundary conditions and accumulating still suﬃcient statistics
for the training process of the algorithms could be preserved (for each period at least
≈4500 events are available per detector and event class).
In table 4.2 the event numbers of the signal- and background-like proxy samples
are summarized for the three periods pI, II+III if a pure anticoincidence cut is applied
and for the unsplitted data-set in case of a coincidence cut where an additional energy
amount of 511 keV is deposited in a second detector. Due to a stronger intensity of
the 1620.7 keV FEP of 212Bi as proxy for MSEs compared to the 1592.57 keV DEP
of 208Tl of predominantly SSEs, the size of the background samples is systematically
higher for all data-sets. Potential variations in the event numbers with respect to the
single detectors (especially for the RG1+2 diodes with a shift to smaller values) on the
contrary arise - among other things - because of the diﬀerent crystal dimensions and
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positions within the array, which do have naturally an impact on the anticoincidence
performance. Further also the relative distances of the three 228Th calibration with
respect to the germanium detectors do have a signiﬁcant eﬀect on the measured event
rate (as will be discussed in section 6.2).
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Figure 4.6: Number of events within the energy intervals ±1·FWHM around the DEP
of the 208Tl decay (blue) and FEP of the 212Bi decay (red) for each single calibration run
of the Phase I data taking as a function of time (here: separately for the six semi-coaxial
detectors). The splitting of the data into three individual sets is denoted by black arrows.
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Detector
Training
Number of events in data set
sample pI pII pIII
All + 511 keV
coincidence
ANG2
signal 21465 7184 17198 2034
background 32535 10262 25700 3548
ANG3
signal 20919 8675 19332 1307
background 27217 10816 25502 1954
ANG4
signal 16472 6019 18668 1772
background 22961 7971 23201 3103
ANG5
signal 20967 7739 23503 1980
background 29705 10733 31404 3366
RG1
signal 12523 4403 11041 1255
background 15761 5585 13319 2088
RG2
signal 13351 10216 7873 294
background 15771 12486 9758 510
Table 4.2: Event num-
bers of signal or back-
ground training sam-
ples of the multivari-
ate pulse shape analy-
sis for the three diﬀer-
ent data-sets and detec-
tors. For each detec-
tor, event class and sub-
set a statistic of at least
≈4500 examples is col-
lected. Also the num-
bers for a scenario with
combined data-sets and
an applied 511 keV co-
incidence cut are listed.
4.3 Evaluation of training/testing results
4.3.1 Properties of the input variables
As already mentioned during the discussion of the TMVA pattern recognition soft-
ware in section 4.1, the supplied input variables will much likely show a more or less
pronounced separation potential into either signal or background for a given event.
This characteristic can be directly reﬂected in a diﬀerence of importance or ranking
of the various parameters - here times t in units of [%] when the charge pulse has
reached a certain percentage of its maximum amplitude - for the construction of the
classiﬁcation boundaries of the oﬀered algorithms. Also relevant for the success or
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Figure 4.7: Linear correlation coeﬃcients between the nvar = 50 input variables used for
the a) signal and b) background training samples of the ANG5 detector in period pI.
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failure of a particular classiﬁer is the correlation strength and nature (linear or non-
linear) present among the diﬀerent discriminating variables, which can engender a
signiﬁcantly degraded performance for some methods, as for example the projective
likelihood or any Linear Discriminant Analysis (LDA). Both issues are intended to
be investigated in the following.
Usually the correlation cor(X, Y ) between two random input parameters X, Y
with means X, Y and variances σ(X), σ(Y ) is measured by
cor(X, Y ) =
cov(X, Y )√
σ(X)σ(Y )
=

−1 exact linear with positive slope
−0 no linear relation
−1 exact linear with negative slope
(4.9)
with the covariance
cov(X, Y ) =
nvar∑
i=1
(Xi −X)(Yi − Y ) . (4.10)
Per deﬁnition the coeﬃcient cor(X, Y ) is symmetric in X and Y and lies between an
interval of [−1, 1] that quantiﬁes a linear relationship. While zero holds for entirely
independent variables, the converse is in general not true though, since non-functional
or functional relations of higher orders may be not, or only barely, accounted for in
the value of cor(X, Y ).
Method Time [% of maximum amplitude]
unspeciﬁc ANG2 ANG3 ANG4 ANG5 RG1 RG2
ranking pI, pII, pIII pI, pII, pIII pI, pII, pIII pI, pII, pIII pI, pII, pIII pI, pII, pIII
1 1, 1, 1 85, 87, 87 85, 87, 87 87, 87, 85 85, 87, 87 91, 93, 95
2 3, 3, 3 87, 89, 89 83, 89, 85 85, 89, 87 83, 89, 85 93, 91, 93
3 91, 5, 5 83, 85, 85 87, 85, 89 83, 85, 89 81, 85, 89 89, 89, 1
4 5, 7, 7 81, 83, 83 81, 83, 83 81, 83, 83 87, 83, 83 87, 95, 91
5 93, 95, 95 79, 81, 81 87, 81, 81 89, 81, 81 79, 81, 81 85, 87, 3
6 89, 97, 9 89, 1, 3 89, 91, 81 79, 91, 79 77, 1, 79 95, 85, 89
7 7, 9, 93 1, 3, 1 77, 79, 79 77, 79, 91 89, 91, 91 83, 83, 5
8 87, 93, 97 77, 5, 79 1, 77, 1 75, 77, 77 75, 3, 77 81, 81, 87
9 9, 91, 11 3, 79, 5 3, 75, 77 91, 75, 75 1, 5, 75 79, 1, 7
10 85, 11, 91 75, 7, 7 75, 3, 3 73, 73, 73 3, 79, 1 77, 79, 9
: : : : : : :
46 37, 53, 67 95, 49, 45 47, 55, 27 33, 35, 37 95, 53, 45 41, 41, 35
47 53, 49, 57 97, 93, 93 49, 49, 29 95, 39, 41 49, 45, 47 33, 35, 37
48 55, 55, 55 51, 95, 95 95, 51, 39 35, 37, 39 97, 95, 95 35, 39, 39
49 97, 51, 65 99, 97, 97 97, 97, 97 97, 97, 97 99, 97, 97 97, 97, 97
50 99, 99, 99 49, 99, 99 99, 99, 99 99, 99, 99 51, 99, 99 99, 99, 99
Table 4.3: Method unspeciﬁc ranking of the nvar =50 input variables (here: time values at
diﬀerent heights of the pulse amplitude) for the six semi-coaxial detectors and three data
subsets pI, pII, pIII. Only the ten best and ﬁve worst ranked parameters are listed.
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Figure 4.7 displays the corresponding computation outcome according to equa-
tion 4.9 of the correlation among the nvar = 50 input parameters used in this thesis
for the a) signal and b) background training samples. Due to a general similarity in
the correlation matrices of the diﬀerent detectors or data subsets, here the results
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Figure 4.8: Method unspeciﬁc variable ranking of the input variables. The discriminating
time values at diﬀerent heights of the charge pulse are plotted as a function of their sepa-
ration potential in signal- or background-like events. Further the three diﬀerent data-sets
are marked with hollow blue circles (pI), orange rectangles (pII) and green triangles (pIII).
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are exemplarily shown for the ANG5 and the ﬁrst period pI only. Unsurprisingly
adjacent times t(A) at almost the same heights A feature a rather strong (linear)
dependence, whereas far-distant variables, each from the very beginning or ending
of the leading edge of the charge pulse, seem to be almost non-linearly correlated
or even completely decoupled. However, to make an unambiguous statement about
the eﬀect on the diﬀerent classiﬁer algorithms that may suﬀer from non-linear re-
lationships between the discriminating parameters, it is crucial to also inspect the
analogous scatter plots with respect to their separation performance.
During the preanalysis and training/testing procedure the TMVA classiﬁca-
tion package provides access to rankings - either of general, method unspeciﬁc or
algorithm-based nature - referring to the variable discrimination power between sig-
nal and background. The analogous calculations of the ﬁrst preliminary ranking are
collected in table 4.3 for the six semi-coaxial detectors and three diﬀerent subsets pI,
pII+pIII. For reasons of clarity only values for the 10 most and 5 least important
variables are stated. Further a visual impression of the variable importance is given
in ﬁgure 4.8, where the diﬀerent input parameters are depicted as a function of their
ranking. The data-sets are thereby represented by hollow blue circles (pI), orange
rectangles (pII) and green triangles (pIII), respectively.
In consistence with all detectors, clearly those time values at very low or very
high amplitude, corresponding to regions around the starting and close to the ending
point of the pulse rising structure, are assigned the best ranking positions. On the
contrary, input variables located in vicinity to the middle part of the rising ﬂank
at, roughly 50 % of the maximum amplitude, are signiﬁcantly less relevant for the
classiﬁcation decision. Such a behaviour makes insofar intuitively perfectly sense,
as the reference point t(A = 0.5) = 0 was chosen to lie exactly in this region that
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Figure 4.9: a) Time distribution when passing the 1 % (@ A=0.01) and 87 % (@ A=0.87)
pulse height for 228Th calibration events with energies in the interval ±1·FWHM centered
around the 1592.5 keV DEP (blue solid line) or 1620.7 keV FEP (red solid line) and b)
corresponding scatter plot of the two input variables with the same color code. Values are
exemplarily shown for the ANG5 detector and period pI only.
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is therefore naturally expected to contain very little information. For the diﬀerent
data-sets slight variances for the weakly-classifying parameters with shifts to times
that correspond to higher or lower pulse heights, but no general systematic eﬀects
can be observed. Solely the ANG5 germanium detector exhibits an remarkably stable
behaviour over time.
Figure 4.9 a) shows, as an example of the separation power, the distribution
for the two event classes signal and background of the semi-coaxial ANG5 diode
from 228Th calibration measurements of period pI with energies in the interval
±1·FWHM centered around the 1592.5 keV DEP (blue solid line) and 1620.7 keV
FEP (red solid line). Exemplarily those input variables from the bottom or top
of the rising edge of the highest importance/ranking with times at 1 % and 87 %
pulse height (see table 4.3) are presented. Additionally the corresponding scatter
plot (with the same color code: blue for SSE-like and red for MSE-like) is given in
ﬁgure 4.9 b) on the right side. The respective correlation coeﬃcients can be derived
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Figure 4.10: Method speciﬁc variable ranking of the input variables for four diﬀerent
multivariate classiﬁcation methods: a) multilayer perceptron (MLP), b) boosted/bagged
decision trees, c) Likelihood estimator and d) Fisher discriminant. Exemplarily the ANG5
detector is shown, where the three diﬀerent data-sets are - similar to ﬁgure 4.8 - indicated
by hollow blue circles (pI), orange rectangles (pII) and green triangles (pIII).
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to cor(t(A = 0.01), (t(A = 0.87)) = 0.047 for the signal and = 0.037 for the back-
ground training sample. Thus the input parameters are neither linearly correlated
(or at most marginally), nor independent. Much rather the distribution is based
on a non-functional relationship and it is therefore assumed that the training with
diﬀerent classiﬁer methods, which suﬀer more or less under a degraded separation
performance in case of non-linear input variables, may exhibit strongly varying re-
sults on, for instance, the classiﬁcation power, event response distribution or ranking
of the time input parameters. The former two issues will be soon discussed in the
upcoming subsections 4.3.2 and 4.3.4 dealing with the resulting relations between
background suppression versus signal eﬃciency as well as the risk of overtraining for
the single classiﬁers.
As for the latter assumption concerning the importance of the various time values
being dependent on the investigated pattern recognition algorithm, a method speciﬁc
ranking can be accessed by the training output of the TMVA analysis package. The
determined relations between time parameters and selection power are depicted in
ﬁgure 4.10 for four of the multivariate classiﬁcation techniques - namely the a) mul-
tilayer perceptron as special case of a neural network (MLP), the b) boosted/bagged
decision tree (BDT), the c) likelihood and the d) Fisher algorithm - provided by
the open source program. Again the combination of the ANG5 along with period
pI is adduced as a reference for the comparison. The corresponding input variable
importance Ii with i = 1, ..., nvar = 50 of the four depicted methods has been thereby
derived according to the following rules:
• In case of the MLP neural network structure a method speciﬁc ranking is
implemented that uses the sum over the squared weights w(1)ij of the connections
between the nvar variable's neurons in the input layer and the nh-dimensional
ﬁrst hidden layer
Ii = x
2
i
nh∑
j=1
(
w
(1)
ij
)2
, (4.11)
where xi denotes the sample mean of the i-th parameter.
• The importance Ii is calculated within the BDT algorithm by counting how
often a classiﬁcation parameter i occurs for the splitting of the decision tree
nodes during the growing of the forest. At each child node also a weighting
according to the squared separation gain and the number of the containing
events is applied [Bre84].
• For the likelihood method, the ranking of a certain variable i is determined
by comparing the separation ability of the full nvar-dimensional variable set
with the discrimination power obtained by removing the i-th variable from the
sample.
• The working principle of the Fisher discriminant analysis is based on simulta-
neously maximizing the between-class dispersion, while minimizing the within-
class separation. Hence a suitable measure of the discrimination power of a
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variable is given by the diagonal quantity Bkk/Ckk, where Bkl represents the
between-class matrix and Ckl the within-class matrix from section 4.1.1.
It somehow appears for several of the other methods - such as cut-based analysis,
PDE-RS, K-NN, H-Matrix or FDA - that the multivariate processing instead does
not provide any ranking informations at all. However, from ﬁgure 4.10 that covers
four of the investigated algorithms a clearly disparate behaviour is visible. The
last Fisher classiﬁer d) shown at the lower right of the ﬁgure, as representative for
those methods that are strongly susceptible to non-linearly correlated input variables,
features a distribution of the time parameters at diﬀerent pulse height as a function
of the importance Ii where - again - very low and relatively high values are ranked
the best. In general the pattern closely resembles the previously discussed ranking
for the method unspeciﬁc case. On the contrary the relationship between the input
values and their ranking of ﬁrst feed-forward artiﬁcial neural network algorithm a)
displayed at the upper left of the ﬁgure, does reﬂect a complete diﬀerent picture.
No systematic ordering can be observed and all discrimination input parameters are
equally contributing to the classiﬁcation decision. The two remaining estimators, the
c) likelihood as well as the b) decision tree method, serve as intermediate examples
for which somehow the strict structure seems to be piecewise smoothed down towards
a random dispersion of the time parameters.
4.3.2 Background rejection vs. signal eﬃciency
After the training with the input variables, the classiﬁers are subjected to evalua-
tion with the aim to ﬁgure out their performances. Thereby the training and the
subsequent testing of the attained classiﬁcation rules is performed on statistically in-
dependent data samples to ensure an unbiased validation. Per default in the TMVA
software program the user supplied background or signal data sets containing the
discriminating parameters is divided in half such that one obtains equal samples
sizes for the train- and test-procedure. Given the fact of the relatively large number
of input variables used in the pulse shape analysis presented in this work, it is rea-
sonable to retain a suﬃcient amount of events for the training sequence though, in
order to mitigate against the eﬀect of overtraining (for more details see next section
4.3.4). Hence, the fraction was altered such that the data sample is cutted in parts
of 2
3
(for training) and 1
3
(for testing), which is considered to represent a good com-
promise between unrestrained pattern recognition process (no lack of statistics) and
still gaining a meaningful statement when comparing with the test set.
With the aim to ease the choice of the optimal classiﬁer to be used for a speciﬁc
problem, it is extremely adjuvant to compute and display the respective background
rejection as a function of the signal eﬃciency derived from a cut on the output of
the diﬀerent multivariate algorithms. This kind of depiction belongs to the class
of so-called Receiver Operating Characteristic (ROC) diagrams that show in their
standard form the true positive rate on the vertical axis versus the false positive rate
of a sequence of diﬀerent possible cut positions.
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Figure 4.11 illustrates the corresponding smooth ROC curves for the six semi-
coaxial detectors and the eight classiﬁer results of period pI that feature the best
performances. Here the horizontal axis is slightly diﬀerent form the standard nota-
tion (signal eﬃciency = 1−false positive rate) and accordingly the north-east corner
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Figure 4.11: Background rejection as a function of the signal eﬃciency obtained by cutting
on the diﬀerent multivariate analysis outputs from the training for the events of the test
sample. The corresponding results for the six semi-coaxial detectors and the ﬁrst period pI
are displayed along with the ranking of the classiﬁers according to their performance.
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is the place to be. Thus a suitable quantity to conduce a meaningful descending
order of the classiﬁcation capacity is the net area of the background rejection ver-
sus signal eﬃciency function (the larger the area the better the overall potential).
As can be seen in consistence for all detectors, the artiﬁcial neural network (ANN)
and boosted/bagged decision tree (BDT) algorithms yield the highest suppression
power for events of background-like topology, while simultaneously retaining those
originating from the signal sample with a slight preference for the method based on
multilayer perceptrons. Systematically all other six multivariate techniques, like pro-
jective likelihood or the multi-dimensional likelihood estimation (k-NN + PDE range
search) and (non-)linear discriminant analysis (H-Matrix, Fisher + FDA), perform
considerably less. Classiﬁer methods not shown in ﬁgure 4.11 have been neglected
either due to an distinctly worse discrimination ability - that accounts for rectangular
cut optimization and predictive learning via rule ensembles - or because of an highly
unstable behaviour - as it is the case for the support vector machine algorithm. For
both cases the origin of the insuﬃcient classiﬁer outcome may be owing to a general
working principle that simply does not reﬂect the requirements of the given problem
Period
Method ranking from top (= best) to bottom (= worst)
ANG2 ANG3 ANG4 ANG5 RG1 RG2
pI
ANN ANN ANN ANN BDT ANN
BDT BDT BDT BDT ANN BDT
k-NN k-NN k-NN k-NN PDE-RS PDE-RS
PDE-RS PDE-RS PDE-RS PDE-RS Fisher k-NN
Fisher Fisher Fisher Likelihood Likelihood Fisher
Likelihood Likelihood Likelihood Fisher k-NN H-Matrix
H-Matrix H-Matrix H-Matrix H-Matrix H-Matrix Likelihood
FDA FDA FDA FDA FDA FDA
pII
ANN ANN BDT ANN BDT ANN
BDT BDT ANN BDT ANN BDT
k-NN k-NN k-NN k-NN k-NN PDE-RS
PDE-RS Likelihood PDE-RS PDE-RS PDE-RS k-NN
Fisher PDE-RS Fisher Likelihood Likelihood Likelihood
Likelihood Fisher Likelihood Fisher H-Matrix H-Matrix
H-Matrix H-Matrix H-Matrix H-Matrix Fisher FDA
FDA FDA FDA FDA FDA Fisher
pIII
BDT ANN ANN ANN ANN ANN
ANN BDT BDT BDT BDT BDT
PDE-RS k-NN k-NN k-NN k-NN PDE-RS
k-NN Fisher PDE-RS PDE-RS PDE-RS Fisher
Fisher PDE-RS Fisher Likelihood Fisher H-Matrix
Likelihood Likelihood Likelihood Fisher H-Matrix k-NN
H-Matrix H-Matrix H-Matrix H-Matrix Likelihood Likelihood
FDA FDA FDA FDA FDA FDA
Table 4.4: Ranking of the diﬀerent classiﬁer algorithms according to the net area of
the background rejection versus signal eﬃciency function for the semi-caxial germanium
detectors and all three data periods pI, pII and pIII of Gerda Phase I.
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as well as a not elaborate enough tuning of the algorithms during the adaption or
a general inconsistency in to the Gerda Phase I data (as will be discussed in theu
pcoming subsection 4.3.3).
An overview on all three periods pI, pII and pIII of the data subsets is given in
table 4.4, where the methods are ranked from top (= best performance) to bottom
(= worst performance) for each of the six investigated detectors. Also for the two
other data-sets, the ANN and BDT estimators do again yield the best results, even
the ranking of the remaining algorithms shows, in general, huge similarities for all
three periods with only some minor changes in a few individual cases.
4.3.3 Selection and setting of classiﬁer
Due to the systematic success of the artiﬁcial neural network being predominantly
the top ranked classiﬁer in terms of background rejection as a function signal eﬃ-
ciency across all evaluated semi-coaxial germanium diodes and data-sets of Gerda
Phase I it was chosen to be the pulse shape discrimination method used for the 0νββ-
analysis. As another beneﬁt a quite similar multilayer perceptron approach, based
on a slightly diﬀerent adaption to the Gerda experiment, has already emerged to
represent a powerfull method for an active background suppression in [Vol12] within
an independent investigation, but was somehow not further pursued for the ﬁnal
studies on the Phase I physics data. Even already within the Heidelberg-Moscow
experiment, the ANN algorithm has been as well studied and yielded consistently
very promising results back then [Maj99].
In case of the diﬀerent multivariate algorithms provided by the TMVA package,
also several tuning options are on hand allowing to adapt the method in the context
of a particular problem of interest. For most of the decision algorithms presented in
this section, the proposed default values tested and optimized by the TMVA software
developers already guaranteed a fast training process (even when applying the high
number of nvar =50 input variables) and yielded in general a stable classiﬁer response.
Moreover, individual changes in the setting of the multivariate methods usually did
not result in signiﬁcant improvements on the discrimination performance. The used
booking options of the neural network architecture that turned out to perform the
best on the Gerda data are speciﬁed in the following:
• From the three neural network implementations available in TMVA, the so-
called TMlpANN algorithm is selected due to its superiour performance. (This
particular method interfaces the ROOT class TMultiLayerPerceptron).
• The number of training cycles was chosen to be 200, which represents a good
compromise that allows not only an adequate processing time consume but also
on the other hand a suﬃcient number of epochs to achieve a stable training
result.
• The event fraction in the training tree used for cross validation is set to 1
3
.
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• For the multilayer perceptron architecture with an input layer of nvar neurons
corresponding to the 50 input variables and a single output neuron holding
the classiﬁer response value, two additional interjacent hidden layers, each
with a number of nvar and nvar − 1 nodes, were speciﬁed. This constitutes a
fair tradeoﬀ between a suﬃcient precision that increases with the amount of
neurons or hidden layers and an acceptable demand on computing power/time.
• In the course of the learning process for each of the supplied N training events
xa = (x1, ..., xnvar)a, for a = 1, ..., N , the neural network response yANN,a is
calculated and compared with the known output yˆa∈{0, 1} (where 0 signiﬁes
background events and 1 likewise signal events). Accordingly an error function
E, as a measure for the agreement of the ANN qualiﬁer value with the desired
one, is deﬁned by
E(x1, ..., xN |w) =
N∑
a=1
Ea(xa|w) =
N∑
a=1
1
2
(yANN,a − yˆa)2 , (4.12)
with w representing the ensemble of adjustable weights in the multilayer per-
ceptron. In the analysis presented in this work, the so-called Broyden-Fletcher-
Goldfarb-Shannon (BFGS) learning algorithm that speciﬁcally relies on the sec-
ond derivative of the error function E was used to optimize the classiﬁcation
performance of the neural network [Bro70][Fle70][Gol70][Sch70]. One beneﬁt
arising with this BFGS method is the reduced number of iterations within
the training procedure, whereby the computing time per iteration is directly
proportional to the squared number of synapses.
4.3.4 Classiﬁer response and overtraining
When training a speciﬁc machine learning algorithm with user supplied data of known
event class, it is of crucial importance to also carefully check for and - in the event
of detection - eliminate any kind of overtraining. During the building of a classiﬁca-
tion pattern of a multivariate algorithm overtraining occurs if the handled problem
has too few degrees of freedom due to too many model parameters of a method
that have to be adjusted to too few data points. The susceptibility for such kind
of mistraining therefore also highly depends on the used MVA technique. As has
already been summarized in table 4.1 Fisher and H-Matrix - or any linear - discrimi-
nant does hardly suﬀer from overtraining, whereas BDTs are easily aﬀective to be at
least partially overtrained without adopting the appropriate counter measures (e.g.
pruning/cutting down the large number of insigniﬁcant nodes within the tree that
do not add any or only little information on the ﬁnal decision rules). For the case of
multilayer perceptrons the convergence of the error estimator between the training
and test sample, freezing the training procedure after the minimum value has been
passed.
In general overtraining results in a seeming increase of the classiﬁcation power,
if measured on the training sample, and to an eﬀective decrease in the performance
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when comparing with an independent test sample. Thus, a convenient strategy to
recognize overtraining and estimate its eﬀect on the classiﬁcation result, is to make
a comparison between the discrimination sensitivity derived from the training and
test sets. Such a test on the artiﬁcial neural network has been performed for each of
ANN Response
0 0.2 0.4 0.6 0.8 1
R
el
at
iv
e 
in
te
ns
ity
 [%
]
0
5
10
0
5
10
15
0
5
10
ANN Response
0 0.2 0.4 0.6 0.8 1
R
el
at
iv
e 
in
te
ns
ity
 [%
]
0
10
20
0
5
10
0
5
10
 
 
 
 
ANN Response
0 0.2 0.4 0.6 0.8 1
R
el
at
iv
e 
in
te
ns
ity
 [%
]
0
5
10
0
5
0
5
10
ANN Response
0 0.2 0.4 0.6 0.8 1
R
el
at
iv
e 
in
te
ns
ity
 [%
]
0
5
0
5
10
0
5
10
15
ANN Response
0 0.2 0.4 0.6 0.8 1
R
el
at
iv
e 
in
te
ns
ity
 [%
]
0
5
10
0
5
0
5
10
ANN Response
0 0.2 0.4 0.6 0.8 1
R
el
at
iv
e 
in
te
ns
ity
 [%
]
0
5
10
15
0
5
0
5
10
ANG2 ANG3
ANG4 ANG5
 RG1  RG2
pI
pII
pIII
pI
pII
pIII
pI
pII
pIII
pI
pII
pIII
pI
pII
pIII
pI
pII
pIII
signal
signal
ground
back-
ground
back-
Testing:
Training:
Figure 4.12: Artiﬁcial neural network output distributions of the supplied signal (blue)
and background (red) events for all six semi-coaxial detectors and data periods pI, pII and
pIII. Results from the training procedure are displayed as hollow circles, whereas dispersions
with ﬁlled and hatched area originate from the testing sample.
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the semi-coaxial detectors and data periods of Phase I and is depicted in ﬁgure 4.12.
Shown with ﬁlled and hatched area are the ANN classiﬁer response distributions
based on the test sample, whereas hollow circles represent the corresponding disper-
sion from the training sample. Further those events originating from the supplied
signal or background data-sets are displayed in blue and red color, respectively. By
convention the data are assigned to a discriminating qualiﬁer such that signal-like
events accumulate at large (≈1) and background-like events on the contrary at small
(≈ 0) classiﬁer output values. Ultimately two things can be concluded from ﬁgure
4.12 on the classiﬁer output distributions:
• No overtraining is observed. This accounts for each single germanium diode, in
particular the RG1+2 detectors that feature systematically lower data statis-
tics, as well as all three data periods with pII being by far the shortest one.
• In terms of the general shape or even the absolute qualiﬁer value, the response
of the artiﬁcial neural network on theGerda Phase I data is in close agreement
for all six semi-coaxial crystals and periods pI, pII and pIII.
Both points abet the assumption that the training based on the multilayer perceptron
algorithms results in a reliable and overall consistent classiﬁcation performance.
When cutting on the output and keeping only those events that are compareably
larger, the requirement selects a set from the overall signal and background samples
with eﬃciencies or rejectons that increase/decrease with the respective cut position.
The associated relations between the background suppressions and signal eﬃciencies
has already been shown in ﬁgure 4.11 for the eight best performing classiﬁers.
4.4 Application to calibration data
As has already been mentioned, calibration data from the Gerda experiment have
been used for the training of the multivariate analysis algorithms, where two distinct
energy intervals of 1592.5 keV ±1·FWHM around the DEP from the 208Tl decay
and 1620.7 keV ±1·FWHM around the FEP from the 212Bi decay serve as proxy for
a signal- and background-like event topology. A clear, albeit not complete, separa-
tion with a partial overlap of the sample types could be achieved. To conﬁrm the
robustness of the ANN classiﬁcation with respect to diﬀerent observational proper-
ties, as for example energy and time stability, or to quantify the actual impact of
the discrimination performance on a data-set of mixed event type, in this section an
application of the trained multilayer perceptron on the whole energy range of the
calibration data is aspired.
4.4.1 Energy dependency
Figure 4.13 displays the resulting qualiﬁer distribution from the Compton continuum
composed of a mixture of single site + multi site events at diﬀerent energies, which
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can be conveniently compared to estimate a possible energy dependence of the selec-
tion. Here the corresponding neural network response of six diﬀerent energy regions
(1375, 1550, 1845, 1955, 2155 and 2300 ± 25 keV) is shown for the ﬁrst data time
interval pI and all semi-coaxial germanium diodes (at the respective upper half of the
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Figure 4.13: ANN response distributions resulting from Compton events at six diﬀerent
energy regions for the semi-coaxial detectors and period pI of Phase I (without (upper half)
and with (lower half) applied energy correction). In case of the ANG2 also the quantities
important for the empirically derived energy correction are marked.
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ﬁgure). A corresponding depiction for the two remaining data periods can be found
in the appendix B.1.1. For most detectors, except the ANG2, a systematic drift
of variable intensity is visible. In particular the right falling edge of the dispersion
is continuously shifted to lower qualiﬁer values for increasing energies. The by far
largest variation - about twice as big than for any other diode - is thereby featured
by the RG2 (assumably owing to the also poorest energy resolution attributed to the
very same detector).
In general such a behaviour can be easily explained by a fraction within the
Compton events of signal-like topology that drastically declines for an increasing
energy (e.g. due to energy dependent bremsstrahlung eﬀects, to only name one
possible reason). Hence, the higher the energy interval of the considered slice is
chosen, the less important the share of SSEs associated with larger ANN response
values would appear, resulting in a seeming drift to the left - as observed. Anyhow,
by means of detailed Monte Carlo simulation (MCS) eﬀorts (as will be presented in
chapter 6) revealing the percentual amount of single site events to remain almost
constant with the energy (see ﬁgure 6.10), it was principally shown that this is
actually not the case though - suggesting the presence of a general, yet unresolved
energy dependency.
Consistently this dependency also emerges for all three data periods pI, pII and
pIII and implies that a systematic energy adjustment is required. Thus an energy
dependent empirical correction of the qualiﬁer according to
ANN Respone(E) = r(E) + (ANN Respone− r(E)) · w(E@DEP)
w(E)
(4.13)
has been deduced and retroactively applied on the classiﬁer response. Hereby the
quantities r(E) and w(E) (both indicated in ﬁgure 4.13 for the ANG2) denote the
energy dependent ANN response value at the leading edge and width of the distri-
bution at a particular height, which was set to a ﬁxed value of 25 % of the maximum
amplitude. For the calculations the interpolated values at the position of the dou-
ble escape peak (DEP) with energy 1592.5 keV have been used as reference points,
respectively. The ﬁnally adjusted ANN output is additionally plotted in ﬁgure 4.13
(lower half). As can be seen a steady energy correction of suﬃcient performance
could be successfully accomplished for each single detector.
4.4.2 Fixing of PSD cut parameter
Figure 4.14 a) shows a scatter plot of the corrected qualiﬁer value inferred from
the artiﬁcial neural network classiﬁer versus the energy for an overall region that
spans from 1000 keV to 2750 keV. Since a remarkably similar behaviour is observed
for each of the diﬀerent data-sets combinations of detector and time interval, here
exemplarily only data for the ANG2 and period pI are presented for reasons of clarity
and comprehensibility. Anyhow, a detailed overview of all detectors and periods
pI, pII+pIII is still be given in the appendix B.1.2. Clearly the ANN response
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distribution peaks for the double escape peak (DEP) with events of mainly single
site topology at higher qualiﬁer values, while for full energy peak (FEP) events
at 1620.7 keV and 2614.5 keV or single escape peak (SEP) events at 2103.5 keV of
predominantly multi site character the intensity is deﬂected to lower values.
The qualiﬁer threshold for the pulse shape cut is determined for each detector
and each period individually and ﬁxed such that 90 % of the events located in the
DEP are kept. For the statistical uncertainty universal values of ±2 % for the periods
pI+III and ±3 % for the shortest period pII with lower statistics have been derived (a
detailed description of the performed error computation, that will be hereinafter also
used troughout this whole thesis, can be found in the appendix A). In case of ANG2
the resulting position of the cut at an response value of 0.354 is marked in ﬁgure 4.14
a) as grey solid line, for all other detectors and data periods the concluded cut values
vary between 0.314 and 0.410. A complete list of the derived qualiﬁer thresholds is
given - among other pulse shape suppression properties - in table 4.5.
Figure 4.14 b) shows a 228Th calibration spectrum with (green) and without
(red) pulse shape selection corresponding to a projection of the scatter plot in ﬁgure
4.14 a) for the ANG2 and pI on the energy axis. Analogous plots for the other
data intervals and detectors are additionally depicted in the appendix B.1.3. For the
analysis of the ANN classiﬁer suppression performance on background-like events,
the survival fraction of MSE in the SEP at 2103.5 keV and FEP at 2614.5 keV are
studied when applying the discrimination threshold derived from the neural network
on the calibration spectrum. Thereby the survival is explicitly deﬁned as the fraction
of the peak content remaining after the PSD cut, i.e. the Compton events under the
γ-line are subtracted by scaling linearly the event counts from energy regions below
and above the peak. Table 4.5 states the corresponding fractions for the diﬀerent
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Figure 4.14: a) ANN classiﬁer response versus energy for 228Th calibration events of
ANG2 and period pI. The gray solid line at 0.354 illustrates the position where 90 % of
the DEP events are retained. b) Corresponding 228Th calibration spectrum with (green)
or without (red) a PSD cut for the ANG2 and pI, where (as deﬁned by the gray line of the
left ﬁgure) the cut is ﬁxed for a survival fraction of 90 % in the DEP (see inset).
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detectors and periods as they are calculated based on his method. Obviously roughly
65 % from those events of multi site topology can be eﬀectively rejected, while still
keeping 90 % of the DEP intensity that serves as proxy for the 0νββ-signal eﬃciency.
The last column concerning the calibration data additionally lists the number of
events in the region ±25 keV centered around the Qββ-value of 76Ge where for 228Th
calibration measurements only a Compton continuum of mixed MSE and SSE type
without any γ-line is present.
Detector Period
ANN Calibration data Background data
threshold SEP FEP @Qββ 2νββ 42K ROI
ANG2
pI 0.354 32.0± 0.5 31.6± 0.1 56.2 69.0± 0.9 27± 6 3/5
pII 0.316 48.0± 0.8 40.1± 0.1 62.8 − − 0/1
pIII 0.314 45.9± 0.4 39.5± 0.1 62.1 72.3± 0.7 40± 5 5/8
ANG3
pI 0.359 34.8± 0.5 35.7± 0.1 60.0 80.3± 0.6 51± 6 8/11
pII 0.382 36.9± 0.8 38.0± 0.1 58.3 − − 2/3
pIII 0.356 38.1± 0.5 44.1± 0.1 62.1 79.7± 0.5 44± 6 4/6
ANG4
pI 0.345 35.9± 0.6 37.1± 0.1 59.3 80.9± 0.7 46± 7 2/2
pII 0.390 33± 1 38.5± 0.1 58.1 − − 0/1
pIII 0.376 34.8± 0.5 35.0± 0.1 58.3 83.0± 0.5 44± 6 2/4
ANG5
pI 0.351 30.2± 0.5 33.9± 0.1 58.7 77.3± 0.8 42± 7 2/11
pII 0.382 28.7± 0.8 29.7± 0.1 52.5 − − 1/2
pIII 0.361 33.6± 0.5 36.7± 0.1 59.4 78.1± 0.6 31± 4 6/16
RG1
pI 0.362 40.5± 0.7 35.9± 0.1 59.6 77.3± 0.8 47± 7 2/5
pII 0.365 45± 1 47.4± 0.2 61.2 − − 2/3
pIII 0.397 37.4± 0.7 39.0± 0.1 58.0 77.5± 0.6 41± 8 2/4
RG2
pI 0.392 34.1± 0.7 39.1± 0.1 56.6 82.5± 0.6 50± 7 11/12
pII 0.410 31.2± 0.8 33.5± 0.1 54.9 74± 1 37± 11 3/3
pIII 0.357 46.9± 0.9 44.1± 0.1 62.6 76± 1 58± 8 2/2
Table 4.5: Cut threshold as well as survival fractions of the neural network pulse shape
discrimination along with the statistical errors (as explained in the appendix A) in units
of [%] for diﬀerent event classes and detectors (under the condition of keeping 90 % of the
DEP events. Values for calibration and physics data from the three periods pI, pII and pIII
are listed. The SEP at 2103.5 keV, FEP at 2614.5 keV from the calibration measurements
and the 42K γ-line, that signiﬁes the 1524.7 keV full energy peak present in the background
runs, serve as event candidates of multi site topology. Due to the statistics of the physics
data being quite small in the middle period pII, the latter number is not always stated.
The denotation 2νββ names the energy interval between 1000 keV and 1400 keV, which
predominantly consists of single site events originated by the neutrino-accompanied double
β-decay. Calculated statistical errors for the survival fraction of the region at ±25 keV
centered around Qββ of mixed event type are usually smaller than 0.1 %. The last column
lists event counts of the physics data before and after the PSD cut within the ROI of
230 keV width around the hypothetical 0νββ-signal.
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4.4.3 Time dependency
As discussed in section 4.2.3, the training was performed for the three periods pI,
pII and pIII individually by combining all calibration data that lie within the corre-
sponding time intervals. However, the derived pulse shape discrimination rules can
then also be applied to every single calibration in order to look for possible drifts
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Figure 4.15: Survival fractions of the double escape peak (blue hollow circles) and the
single escape peak (red hollow circles) for individual calibrations of the entire Phase I.
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in time. Figure 4.15 compares the double escape peak survival fraction (blue hollow
circles) for the entire Phase I time span from November 2011 to May 2013 and all
six semi-coaxial germanium detectors. Signiﬁcantly shorter calibration runs with
rather poor statistics are thereby excluded. As can be seen, all plots show a stable
performance in time within statistical uncertainties at a value of roughly 90 %. Also
depicted are the equivalent entries (red hollow circles) for events with energies around
the single escape peak position. In contrast to the time independent survival fraction
of the DEP, for several detectors (e.g. ANG2) the rejection of MSE is instead not
stable. Especially visible is the deterioration starting in July 2012 right after the
commissioning of the new BEGe detector type. This time behaviour is attributed to
diﬀerent changes in the Gerda setup (BEGe insertion or modiﬁcation of the source
insertion system). Also remarkable is a further change of the SEP survival fraction
at the end of 2012 for the RG2 detector that is related to a decreased operational
voltage.
4.5 Application to blinded background data
The consistent behaviour of the pulse shape discrimination on the calibration mea-
surements, where preferably those events of multi site character in the single escape
and full energy peaks are cutted, while 90 % of the single site events within the
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Figure 4.16: a) Energy spectrum of the combined physical data from the semi coaxial
germanium detectors with (green) and without (red) neural network PSD selection, whereas
the region of interest (ROI) between 1930 keV and 2190 keV is shown enhanced in the small
inset at the upper right of the ﬁgure. The blinded energy window around Qββ that ranges
from 2034 keV up to 2044 keV is indicated as blue shaded area. b) Scatter plot of the
neural network qualiﬁer value for events with energies within the ROI close to Qββ . Events
rejected by the ANN cut are marked with black dots and those that are accepted with
the green equivalent. The range of the classiﬁer threshold is given as gray shaded region.
Further intervals not considered in the analysis owing to two γ peaks at 2103.5 keV and
2119 keV are denoted with orange shaded areas.
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double escape peak are on the contrary kept, is one key aspect for the analysis
of the neural network classiﬁcation performance. To check whether the ANN dis-
crimination pattern further conﬁrms its robustness on the physics data used for the
0νββ-analysis, qualiﬁer thresholds for the diﬀerent detectors and time intervals have
been subsequently applied on the Gerda Phase I background data.
Figure 4.16 a) illustrates the energy spectrum of all semi-coaxial germanium de-
tectors summed up before (red) and after (green) the ANN selection. For energies
up to 1400 keV the distribution is dominated to a great extend by events of sin-
gle site character resulting from the neutrino accompanied 2νββ-decay of the 76Ge
detector material. Also visible is the full energy peak at 1524.7 keV of basically
multi site topology originated by the 42K ions in the surrounding liquid argon as,
albeit already migrated by an enclosing copper-made mini-shroud (see section 3.2.5
or 3.5.1), the most prominent line of the spectrum. Table 4.5 lists the survival frac-
tions for both event types of (i) mainly signal-like nature in the 2νββ-part of the
energy spectrum between 1000 keV to 1400 keV and (ii) background-like class from
the FEP γ-line of the potassium isotope 42K. Similar to the application on the cal-
ibration measurements also for the physics data an eﬀective suppression of MSE in
the energy peak can be achieved, while still retaining the majority of the SSE from
the 2νββ dispersion. A closer, systematical study on the survival fraction of the
two neutrino spectrum and its consistency with the predictions from the background
model for the enriched semi-coaxial detectors of Phase I presented in section 3.6.2
and [Ago13c][Bec14] will be postponed to the next chapter in 5.2 as one of several
investigated crosschecks based on the experimental data in the context of the clas-
siﬁer reliability. Also shown in the ﬁgure as blue shaded area is the blinded ±5 keV
energy window at 2039 keV and the adjacent region of interest (ROI) around Qββ
that spans from 1930 keV to 2190 keV (small inset at the upper left). The last column
of table 4.5 states the number of events in this very same ROI energy interval with a
total width of 230 keV after subtracting the blinded energy window 2034−2044 keV
and two regions 2099−2109 keV (SEP of 208Tl) and 2114−2124 keV (γ-line from
214Bi) with and without the cut derived from the artiﬁcial neural network algorithm.
Hereby about 45 % of the events are classiﬁed as background.
The distribution of the qualiﬁer for all events in the 230 keV window around Qββ
- minus the blinded energy interval and the two excluded peak regions with 10 keV
each - added up for all semi-coaxial crystals is shown in ﬁgure 4.16 b). Events that
are rejected by the ANN qualiﬁer threshold are marked as black dots and those that
are accepted as green dots. Also regions not considered in the analysis due to γ-
lines or the blinding procedure are indicated by blue and orange shaded areas. The
range of variety in the classiﬁer cuts determined for a 90 % survival fraction of the
DEP events from the calibration spectrum is further signiﬁed with the gray shaded
interval.
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5. Systematic studies using Gerda data
The consistent description of the neural network based pulse shape discrimination,
developed as an eﬃcient background suppression technique for the semi-coaxial ger-
manium detectors of Gerda Phase I, is one basic prerequisite for the 0νββ-analysis
of the physics data. Since the multivariate supervised learning method is supplied
with training data that covers the calibration measurements performed every one or
two weeks, a conﬁrmation whether the ANN algorithm exhibits an equivalent pat-
tern recognition performance on the physics data from the background runs is still
due. Naturally only in case of a validation of its robustness on both data sources
an application of the classiﬁer selection rules for the data identiﬁcation is justiﬁed.
Hence throughout this chapter the performance of the ANN classiﬁcation in terms
of diﬀerent observational properties are investigated, as for example the speciﬁc re-
sponse distributions of events with predominantly multi site or single site topology
from calibration and background data in the ﬁrst section 5.1.
On the other hand, for the pulse shape analysis presented in this thesis the
survival fraction of the 208Tl double escape peak at an energy of 1592.5 keV from
the calibration spectra serves as eﬃciency for 0νββ-events. However, it is commonly
known that for these DEP events the energy deposition within the detector material
is not homogeneously distributed as the probability for the two 511 keV photons
to escape is larger close to the mantle and especially in the edges of the top and
bottom side of the cylindrical diode geometry. Therefore it is indeed conceivable
that the artiﬁcial neural network estimator is possibly rather ﬁnding those events at
the outer surface instead of selecting the desired SSE ones or at least a partial volume
dependent discrimination is introduced. In doing so, the DEP survival fraction would
not be a relyable measure for the eﬃciency of the ANN cut on the 0νββ-decay, which
is occurring homogeneously inside the whole detector bulk.
As another candidate of also single site nature and an additional homogeneous
distribution in the enriched germanium, 2νββ events from the physics data bear
an exciting opportunity. Hence a comparison between their pulse shape selection
eﬃciency and the preset fraction of 90 % survival rate in the DEP, as will be drawn
in detail in section 5.2, represents a powerfull test.
Interestingly, events at the Compton edge of the 2614.5 keV full energy peak of
208Tl, featuring a distribution in the detector volume similar to the double escape
peak, can be as well deployed as a further SSE rich sample for a supplementary
consistency check on the classiﬁer stability in a wide energy range. Thereby the
considered energy interval for the Compton events spans from 2300− 2400 keV and
is insofar higher than Qββ. Accordingly, comparing the survival fraction of the SSE-
like part of the distribution with that of 90 % for the DEP located below Qββ allows
to scrutinize for an energy dependence of the PSD eﬃciency (see section 5.3).
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butions, pIII
ANN distri-
Figure 5.1: ANN response for the semi-coaxial diodes of period pIII. Distributions of
the 228Th calibration events of the DEP (blue ﬁlled area) and SEP (red hatched area) are
shown along with the survival fraction in the double escape peak versus the cut position
(green), where the grey vertical line marks the threshold corresponding to a rate of 90 %.
Contributions from the Compton continuum are subtracted statistically using events in
energy side bands. Also displayed are the qualiﬁer values of physics data events from the
230 keV window around Qββ (black), the 1524.7 keV FEP of 42K (orange) as well as the
interval 1000− 1400 keV dominated by the 2νββ-decay with subtracted MSE part (cyan).
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In section 5.4 another approach, where a new 56Co source has been inserted
into the Gerda experiment in order to perform the corresponding calibration mea-
surements and to verify or falsify a possible energy dependence of the multilayer
perceptron selection eﬃciency, is presented. The valuable advantage coming with
the respective cobalt spectrum originates in several DEPs - 3 of them in vicinity to
the hypothetical 0νββ-signal - and high number of SEP as well as FEP γ-lines.
Apart from the neural network analysis presented in this work, two further pulse
shape algorithms based on very diﬀerent techniques have been developed and are
conveniently used as independent cross checks in section 5.5. As will be addressed,
it turned out that both of the competing methods - one is a likelihood classiﬁcation,
the other a PSD identiﬁcation by means of the pulse asymmetry - identify in good
agreement with the ANN approach a very similar set of events as either signal- or
background-like.
5.1 Classiﬁer response distributions
Like already explained in the last chapter 4, the neural network pulse shape analysis
for the semi-coaxialGerda Phase I detectors relies on the so-called supervised learn-
ing method. Therefore the algorithm is trained with user supplied data samples of
known classiﬁcation data - here events that occur in the 208Tl DEP at 1592.5 keV and
the 212Bi FEP at 1620.7 keV from the various individual calibration measurements.
Hence, it should be implicitly examined if the multivariate classiﬁer also shows the
same selection performance or in other terms output dispersions for the physics data
used in the 0νββ-analysis.
Figure 5.1 displays the ANN response of the DEP (blue ﬁlled area) and SEP
(red hatched area) events for the semi-coaxial detectors obtained from calibration
runs taken during the third period pIII. For both peaks the distributions from the
subjacent Compton continuum has been priorly subtracted statistically using events
in the energy side bands. (Please note, that owing to this procedure negative entries
- especially for bins which contain only few statistics, i.e. with regard to the DEP
distribution in the region of low neural network qualiﬁer values - may occur.) Obvi-
ously an eﬃcient separation between these two representatives of the multi site and
single site event class could be achieved.
Furthermore also qualiﬁer outputs for diﬀerent samples from physics data taking,
like on the one hand 2νββ events in the energy interval between 1000 keV to 1400 keV
of the spectrum (cyan) and on the other hand those located in the FEP γ-line of 42K
at 1524.7 keV (orange), are depicted. To ease the cognoscibility, a slight smoothing
has been applied to both curves that come along with relatively poor statistics.
Hereby the events from the latter full energy peak attributed to the isotope 42K are
of predominantly multi site character and when comparing the shape with the SEP
dispersion, as an MSE equivalent from the calibration data, a quite well agreement
can be determined. This stands in contrast to the A/E parameter used for the
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pulse shape method particularly designed for the BEGe detector geometry for which,
however, distinct but not yet completely understood diﬀerences in the single escape
and full energy peak output distributions have been perceived though.
In case of the former event type from the 1000− 1400 keV region, that originates
to a large extend due to the neutrino-accompanied double β-decay and consists thus
of mostly SSE character, the same picture is observed - thereby the less dominant
MSE part has been priorly subtracted corresponding to the predictions given by the
Gerda background model in [Ago13c][Bec14] (see also the next section 5.2 for more
details about the exact percentual numbers on the multi site event/single site event
composition) by using the SEP sample as a proxy for background-like events. Also
their distribution exhibits a large accordance with the one for the 208Tl calibration
DEP events of signal-like topology. It is therefore reasonable to assume the same
classiﬁer response behaviour for the two data sources from calibration as well as
background measurements and so an application of the ANN cut on the physics data
is ultimately justiﬁable.
Also shown in the ﬁgure is the qualiﬁer response on events in the region of
interest represented by a 230 keV window around Qββ (black) and the neural network
threshold determined according to a 90 % survival fraction in the double escape peak
(grey vertical line). Additionally the green curve illustrates the DEP survival rate in
units of [%] as a function of the cut position (right scale). Equivalent plots concerning
the other two data periods pI and pII can be conveniently found in section B.2.1 of
the appendix.
5.2 Survival fraction at 2νββ region
The survival fraction of those events resulting from the homogeneously distributed
2νββ-decay is well suited for a comparison of the single site and explicitly the 0νββ
eﬃciency of the neural network pulse shape discrimination. In order to not only ex-
clude the γ-line at energies of 1460.8 keV and 1524.7 keV originated by the decay of
the isotopes 40K and 42K, respectively, but to also avoid multi site events from above
the Compton edge attributed to the 42K potassium FEP, the considered range has
been chosen to extend between 1000− 1300 keV. For lower energy regions it is instead
assumed that the electronic noise may deteriorate or at least distort the discrimi-
nation between SSE and MSE noticeably. According to the spectral decomposition
derived within the Gerda background model from references [Ago13c][Bec14] and
shortly presented in section 3.6.2 of this thesis, in this particular interval the data
set is composed by fraction of f2νββ = 0.76± 0.01 from 2νββ-decays.
The remaining 24 % however are Compton events that predominantly arise either
from the 1460.8 keV or 1524.7 keV γ-lines owing to 40K- and 42K-decays or from 214Bi
with the accordingly ensued Compton continuum. Hence, in order to estimate the
suppression of the events not coming from 2νββ-decays, it is a good approximation
to deploy the pulse shape survival fraction εCompton from the corresponding Compton
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region of the calibration data. For those intervals of distinct energy lines within the
calibration spectrum, i.e. at 1078.6 keV from 212Bi and 1093.9 keV from 208Tl, the
energy dependent survival fraction is additionally required to be interpolated from
the side bands to the respective left and right of the peak.
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Figure 5.2: Survival rate of the 228Th calibration data as a function of energy after ap-
plying the artiﬁcial neural network selection for all semi-coaxial detectors and time periods
pI, pII, pIII. Hereby for each bin the ratio of the content before to after the ANN cut has
been computed.
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Figure 5.2 histograms the Compton eﬃciency derived from the artiﬁcial neural
network algorithm with a ﬁxed survival fraction of 90 % in the DEP, as a function of
energy for all semi-coaxial germanium diodes and time periods pI, pII+pIII. Hereby
for each bin the ratio of the content before to after the ANN cut has been computed.
As can be seen, typical values for Compton range between 0.5 to 0.7 for the diﬀerent
detectors and are in most cases slightly higher if compared with the numbers quoted
in table 4.5 for a ±25 keV window around Qββ due to a small energy dependence.
Also visible is the correspondent, opposing sensitivity of the developed pulse shape
discrimination on the various γ-lines containing almost exclusively events of multi
site (low eﬃciency) or single site (high eﬃciency) type, which have not yet been
disentangled from the energy dependent eﬃciency curve and again emphasize the
consistency of the ANN method.
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Figure 5.3: Multivariate artiﬁcial neu-
ral network selection on the physics data
for the combined semi-coaxial detectors
(before the cut in red and after the cut
in green) and the expected eﬀect on the
Gerda Phase I background model pre-
dicted in [Ago13c][Bec14] (black and gray).
Overlayed is also the extracted pulse shape
discrimination eﬃciency ε2νββ for 2νββ
events (blue hatched histogram with right
side scale).
Figure 5.3 shows the physics data for the combined semi-coaxial detectors from
November 2011 up to March 2013 of the golden subset (red) overlayed with the
appendant background model (black) derived in [Ago13c][Bec14]. Further depicted
are the same distributions after applying the PSD cut (in green for the data and
in gray for the model). Concerning the background model, the predominant 2νββ-
fraction is scaled by the DEP survival rate of 0.9 while the rest is adjusted according
to εCompton taken from the 228Th calibration data for each detector as well as time
period and weighted by the respective exposures. Note that both pairs of histograms
agree roughly in the energy range from 1000 keV to 1300 keV. This observation can
be quantitatively conﬁrmed when calculation the 2νββ PSD eﬃciency using
εdata = f2νββ · ε2νββ + (1− f2νββ) · εCompton . (5.1)
The distribution of the resulting eﬃciency of 2νββ events is also illustrated as blue
hatched histogram in ﬁgure 5.3. The average value for the survival rate in the range
of 1000− 1300 keV has been determined to ε2νββ = 0.85 ± 0.02, where the error
is mainly dominated by the systematic uncertainty of the Compton eﬃciency. To
estimate this eﬀect, a ﬂuctuation of the central value by 10 %, as the typical absolute
variation of εCompton between 1000 keV and 2000 keV, is assumed.
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As a result, the obtained eﬃciency ε2νββ exhibits a value close to the DEP survival
fraction of εDEP = 0.9. This strongly supports the assumption that there are no
signiﬁcant systematic eﬀects related to the diﬀerences of the DEP and 2νββ event
distribution within the detector volumes.
5.3 Survival fraction at Compton edge
228Th calibration events at the Compton edge (CE) from the 2614.5 keV full energy
peak of the 208Tl-decay, i.e. in the region close to 2380 keV, are enhanced in events
of single site topology and distributed similar to those from the associated double
escape peak of thallium in the detector. Ultimately, the qualiﬁer distribution for
these CE events can be roughly approximated as a linear combination of the DEP
dispersion and the one from multiple Compton scattered γ-ray events (MCS) of
multi site character. In particular events with an energy larger than the Compton
edge, for instance in an interval reaching from 2420 kev to 2460 keV, consists nearly
entirely of MCS. To allow a meaningful comparison, the total event counts of both
distributions in the qualiﬁer region starting from zero up to the maximum of the
multi Compton scattered dispersion are used for normalization. Figure 5.4 presents
the two corresponding normalized CE (magenta) and MCS (red) curves along with
the classiﬁer output from the calibration DEP (blue ﬁlled area) for all semi-coaxial
detectors of the ﬁrst data period pI. Hereby the former speciﬁcally contains events
that occur within an energy window of (2350± 25) keV.
Period
Survival fraction of MCS subtracted CE [%]
ANG2 ANG3 ANG4 ANG5 RG1 RG2
pI 90± 6 89± 6 92± 5 91± 6 90± 7 90± 7
pII 89± 8 91± 6 90± 7 87± 8 89± 8 86± 7
pIII 90± 6 92± 5 89± 6 92± 5 88± 6 93± 6
Table 5.1: Survival frac-
tions for the SSE part of
the Compton edge (CE)
obtained by subtraction of
the multi Compton scat-
tered (MCS) distribution.
Further the resulting distribution after subtraction of the multi Compton scat-
tered part (cyan) is shown in the ﬁgure as well (as observed already for the DEP
curve, some bins do have entries ≤0 owing to statistical ﬂuctuations). Note that this
MCS subtracted Compton edge curve yields a quite acceptable agreement with the
ANN response dispersion of the double escape peak. This statement also accounts
for the remaining data intervals pII and pIII as can be ascertained with the respec-
tive plots provided in the appendix B.2.2. The vertical gray line additionally marks
the cut threshold derived for the pulse shape discrimination under the condition of
keeping 90 % of the DEP events and serves as orientation to estimate the classiﬁer
eﬃciency for the remodeled SSE part of the CE. Therefore the survival fraction is
explicitly deﬁned as the part above the selection cut. Its value has been determined
for each of the six single detectors and three time periods, as listed in table 5.1, and
varies between 0.86 and 0.93 with statistical errors in the range of 0.05− 0.08.
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Figure 5.4: Neural network qualiﬁer distributions for events at the Compton edge (ma-
genta) as a linear combination of multi Compton scattered (red hatched area) and DEP
(blue ﬁlled area) dispersions. Also shown is the Compton edge after subtraction of the
MSC part consisting of purely multi site events (cyan). For the comparison, the qualiﬁer
interval from zero up to the maximum of the MCS distribution is used to normalize the
curves. In general a good agreement of the resulting SSE part with the double escape peak
dispersion is observed. The respective ANN threshold according to a 90 % eﬃciency in the
DEP is emphasized as vertical gray line as well.
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Consequently, no systematic shift relative to the double escape peak survival
rate of 0.90, for example due to an energy dependence of the eﬃciency, is visible.
When alternatively using SEP events instead of the multi Compton scattered ones as
proxy for with the aim to model the multi site event contribution, consistent values
are obtained.
5.4 Measurements with 56Co calibration source
After the cessation of the Phase I data taking up to Run 46 in May 2013 and a
sequencing roughly one-month-long Run 47 including 4 additional calibration mea-
surements with the three 228Th sources, the Gerda setup was drastically changed in
the beginning of 2013. In principle two major operations have been performed: on
the one side the 5 detectors of BEGe type hosted by the 1-string arm were removed
from the germanium crystal array, while on the other side a new 56Co calibration
source with an activity of about 3 kBq was inserted in the S2 position of the SIS
(see section 3.4). Subsequently throughout the next Run 48 special calibration mea-
surements with the cobalt source being in close vicinity to the semi-coaxial detector
array were taken.
The main advantage of such a 56Co spectrum is motivated by the increased
number of γ-lines with respect to an equivalent measurement utilizing 228Th, where
in principle up to almost 50 diﬀerent peaks can be recognized - among them also
two, in terms of event statistics, usable double escape peaks at energies of 1576 keV
and 2231 keV rather close to Qββ. Further there are two additional, but weaker,
DEP at 2180 keV and 2251 keV. A study of the survival fractions for the respective
γ-lines distributed over the whole energy range and in particular a comparison of the
DEPs at diﬀerent energy regions, one in vicinity to the hypothetical 0νββ-signal at
2039 keV, would thus allow to scrutiny a possible energy dependency of the neural
network discrimination cut.
Therefore in subsection 5.4.1 the ANN classiﬁer is ﬁrst trained again with a
now extended data set consisting of pIII, the last period of the Phase I data taking,
and Run 47 performed right before the 56Co calibration measurement. This is done
to test whether the Gerda data pass through any kind of changes concerning the
behaviour towards the qualiﬁer response. Primarily the stability of the eﬃciency
for the DEP of 208Tl within the transition between pIII and the four calibration
measurements of Run 47 is validated in order to decide if it is reasonable to also
classify the cobalt sample using the very same recognition rules obtained by the
training on the extended data set.
In case of conﬁrmation not only the classiﬁcation pattern, but also the cut
threshold derived according to a 90 % survival fraction of the double escape peak
from the thorium spectra can be applied on the 56Co data, as will be shown in sub-
section 5.4.2. Subsequently subsection 5.4.3 ﬁnally discusses the resulting eﬃciency
rates of the most prominent SEP, FEP and DEP energy lines of the cobalt spectrum
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and its implication on the systematic uncertainty of the ANN estimator. At this
point, however, the reader is reminded that the following approach only involves
ﬁve out of the originally six enriched semi-coaxial Gerda Phase I detectors, as RG2
had to be operated below its full depletion voltage since March 2013 and is thus
disqualiﬁed for any further analysis.
5.4.1 Training and evaluation of extended 228Th calibration data-set
Common to the procedure described in the last chapter 4, the neural network training
has been again performed with events occurring within ±1·FWHM around the 208Tl
DEP at 1592.5 keV and the 212Bi FEP at 1620.7 keV as input samples of known event
classiﬁcation, meaning either background- or signal-like. In diﬀerence to previous
computations, for this speciﬁc application the combined 228Th calibration runs from
the last period of Phase I plus Run 47 are intended to be deployed though.
Figure 5.5 a) illustrates the resulting scatter plot of the qualiﬁer output as a
function of the energy within the interval 1000− 2750 keV after application of the
trained pattern recognition rules on this extended calibration data set pIII+Run 47.
Exemplarily here only the RG1 detector is shown, but as usual an extention to all
other semi-coaxial crystals is provided in the appendix B.2.3. The corresponding cut
threshold for an eﬃciency εDEP = 0.9 of the thallium DEP is further emphasized as
horizontal gray line.
A projection of this scatter plot for the RG1 on the energy axis yields the corre-
sponding one-dimensional energy spectrum shown in ﬁgure 5.5 b) for the two possi-
bilities with (green) and without (red) pulse shape selection cut. The small inset at
the top left depicts a blow-up of the close-by DEP and FEP double peak structure
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Figure 5.5: a) ANN classiﬁer response versus energy for 228Th calibration data of RG1
and period pIII+Run 47. The horizontal gray line signiﬁes the cut position where 90 %
of the DEP events are sustained. b) Corresponding projected 228Th calibration spectrum
before (red) and after (green) application of the pulse shape discrimination with a 90 %
survival rate of the DEP (as can be ascertained by the small inset at the top left).
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around approximately 1600 keV. For an overview of all ﬁve semi-coaxial that still
worked during the relevant time period of pIII and Run 47 the reader is advised to
have recourse to the appendix B.2.4.
Table 5.2 summarizes the most important classiﬁer properties, like the cut param-
eter position as well as the survival fractions along with the statistical uncertainties
(in units of [%]) in case of the SEP at 2103.5 keV and the FEP at 2614.5 keV or in the
±25 keV region centered around the Qββ-value, for the ﬁnal time span pIII of Phase I
combined with the new Run 47. (The error estimation been prosecued as speciﬁed
in the appendix A.) In general no sizeable discrepancies between the extended data
sample and the third period pIII only are observed (compare with table 4.5 from
section 4.4.2 about the application of the PSD on Phase I data), which implies that
the Run 47 data exhibits a similar behaviour concerning the classiﬁcation algorithm.
Detector
ANN 228Th calibration data
threshold SEP FEP @Qββ
ANG2 0.316 47.9± 0.4 45.2± 0.1 64.0
ANG3 0.354 39.1± 0.5 41.6± 0.1 61.9
ANG4 0.385 34.8± 0.5 37.2± 0.1 59.3
ANG5 0.368 32.1± 0.4 37.5± 0.1 59.1
RG1 0.401 36.6± 0.7 37.2± 0.1 56.5
Table 5.2: Position of the
ANN classiﬁer cut threshold
along with the resulting sur-
vival fractions in units of [%] for
the 228Th calibration SEP/FEP
of 208Tl and a ±25 keV win-
dow around Qββ - when re-
taining 90 % of the DEP events
- from data collected during
pIII+Run 47.
By applying the derived pulse shape selection on every single calibration mea-
surement, the time dependency of the DEP eﬃciency and speciﬁcally a conceivable
drift after the end of Phase I, during the four calibration measurements of the fol-
lowing Run 47, can be easily scrutinized (similar to what has already presented in
section 4.4.3 for the entire Phase I measurements). Figure 5.6 opposes the respective
survival fractions for the double escape peak (blue hollow circles) and single escape
peak (red hollow circles) as a function of time, including the ﬁnal oﬃcial data
interval pIII used for the 0νββ-analysis together with Run 47. Hereby the plot is
shown for all remaining ﬁve enriched semi-coaxial germanium detectors, where for
all of them no evidence of any kind of time dependencies of the ANN classiﬁer on
the DEP eﬃciency can be observed within the given statistical uncertainties.
Thus it is consequently assumed that there are no considerable changes in the
data quality in terms of the response on the multivariate selection algorithm during
the chronological sequence of the Gerda data taking until the end of Run 47 that
i.e. also marks the beginning of the cobalt calibration measurements with the freshly
inserted new 56Co source. Hence in the following pulse shape analysis on the cobalt
data the classiﬁcation pattern as well as cut threshold derived for each detector
according to a 90 % survival rate of the DEP from the thorium spectra will be
justiﬁably applied on the 56Co data.
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5.4.2 Application of PSD cut to 56Co calibration data
Transferring the very same, unaltered recognition rules from the training on the 228Th
event sample to the data set obtained with the cobalt calibration source creates the
scatter plot of the ANN qualiﬁer response versus energy depicted in ﬁgure 5.7 a)
for the RG1 detector only. Equivalent plots of the remaining germanium diodes,
which however all show very similar distributions, can be found additionally in the
appendix B.2.5 though. Thereby the most striking feature of the 56Co measurement
- the huge number of γ-lines allocated over the whole 1000− 2750 keV wide energy
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Figure 5.6: Survival fractions in units of
[%] of the double escape peak (blue hol-
low circles) and single escape peak (red hol-
low circles) for individual 228Th calibration
runs of the last Phase I data period, pIII,
and the succeeding Run 47. Within the sta-
tistical uncertainties there is no dependen-
cies of the DEP eﬃciency are visible for any
of the ﬁve semi-coaxial detectors over the
whole regarded time span.
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range - is already revealed by the color code of the two-dimensional histogram, where
the predominant energy peaks with higher event density are illustrated in red shades.
Further the gray horizontal line highlights the PSD cut threshold ﬁxed with the aid
of the 228Th calibration data discussed in the last subsection according to retain 90 %
of the DEP events.
The corresponding projection on the energy axis results in the cobalt energy
spectrum of the RG1 presented in ﬁgure 5.7 b) for the two options of before (red)
and after (green) the application of the pulse shape discrimination cut (marked in
the left ﬁgure) on the qualiﬁer output. Again the most obvious token of the spectral
dispersion is given by the various monoenergetic spikes. Apparently both double
escape peaks at energies of 1576 keV and 2231 keV, albeit being the ones of larger
statistics out of the in total four DEPs provided by the cobalt spectrum, rather seem
to be representants of less prominent energy lines and are therefore expected to carry
a quite high statistical error.
5.4.3 Survival fraction of γ-lines
For the 56Co analysis the survival rate of the diﬀerent energy peaks of the spectrum
is studied. Hereby the survival is explicitly deﬁned as the fraction of the γ-line
content remaining after the neural network cut derived from previous thorium cali-
bration runs taken during period pIII+Run 47. In particular the peaks are ﬁtted by
a Gaussian folded with a linear slope and a sigmoid function, both accounting for the
background consisting of Compton events, each to determine the respective intensi-
ties. Using the alternative counting method in order to derive the line content, while
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Figure 5.7: a) Neural network qualiﬁer output as a function of energy for 56Co calibration
data taken during Run 48 for the RG1 detector. The cut position on the ANN response,
where a fraction of 90 % of the DEP events from the 228Th calibrations of the combined
third period pIII of Phase I and Run 47 are kept, is marked by the gray horizontal line. b)
Respective one-dimensional 56Co spectrum after the projection on the energy axis for the
two options of with (green) and without (red) pulse shape selection cut.
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excluding those events that originate from the underlying Compton continuum by
subtracting linearly scaled event numbers from energy regions below and above the
peak position (as presented in subsection 4.4.2 for a ﬁrst evaluation of the developed
ANN pulse shape), is instead regarded as a less favourable procedure for the given
data sample though. This is mostly due to two reasons: First of all the robustness
of the calculation is strongly constrained by the statistics, which is for some of the
γ-lines quite - if not even too - poor. On the second matter, the 56Co spectrum
consists in parts of a row of close-by accumulated peaks, such that a subtraction of
Compton induced events with the aid of energy side bands to the left or right of the
peak vicinity, as proxy for the background continuum, can not be accomplished any
more. Hence, computing the eﬃciency of the ANN estimator on the various γ-lines
based on a parameter ﬁtting algorithm is considered as the more relyable approach.
Table 5.3 states the ﬁnally extracted survival fractions (in units of [%]) for the
16 most prominent γ-peaks of the 56Co calibration spectrum and diﬀerent detectors.
Apart from the double escape peak, the list as well includes lines of full energy peak
and single escape peak type, all randomly distributed over the whole investigated
energy range starting from 1000 keV up to 2750 keV. Furthermore the corresponding
survival fractions of the individual γ-lines are plotted in ﬁgure 5.8 as function of
energy for the ﬁve diﬀerent semi-coaxial detectors to also give a visual impression.
Energy of
Type
Survival fraction [%]
γ-line [keV] ANG2 ANG3 ANG4 ANG5 RG1
1037.8 FEP 37.5± 0.9 50.2± 0.6 43.7± 0.5 52.4± 0.4 45.2± 0.4
1175.1 FEP 39± 3 44± 2 41± 2 44± 2 42± 1
1238.3 FEP 37.1± 0.3 43.3± 0.2 38.3± 0.2 40.9± 0.4 41.5± 0.1
1360.2 FEP 36± 1 41± 1 35.1± 0.9 36± 1 38.5± 0.7
1576.5 DEP 80± 13 89± 10 87± 8 94± 11 88± 6
1771.4 FEP 35.4± 0.5 35.3± 0.4 31.0± 0.3 30.5± 0.4 32.9± 0.3
1810.8 FEP 39± 6 33± 4 30± 3 32± 4 27± 3
1963.7 FEP 35± 5 33± 3 29± 3 30± 4 32± 2
2015.2 FEP 36± 2 35± 1 30.1± 0.9 29± 1 30.7± 0.8
2034.8 FEP 34.9± 0.8 34.2± 0.6 30.6± 0.5 29.8± 0.5 31.2± 0.4
2087.5 SEP 42± 3 34± 2 29± 1 28± 2 31± 1
2113.1 FEP 41± 7 31± 5 32± 4 33± 5 28± 4
2212.9 FEP 34± 6 32± 10 31± 4 27± 11 30± 3
2231.5 DEP 89± 15 91± 10 87± 7 90± 10 84± 6
2598.5 FEP 34.5± 0.5 33.3± 0.4 29.9± 0.3 29.2± 0.3 28.1± 0.2
2691.0 SEP 44± 4 42± 4 38± 3 33± 3 36± 2
Table 5.3: Survival fractions of the neural network pulse shape selection algorithm for
the 16 most prominent DEP, SEP and FEP γ-lines of the 56Co calibration spectrum in the
energy range of 1000− 2750 keV and diﬀerent detectors.
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Applying the neural network selection the diodes evidently exhibit eﬃciencies
between εDEP = 0.80 and 0.94 for the two usable DEPs that are, when also taking
their statistical uncertainties into account, in good agreement with the ﬁxed survival
rate of 90 % of the thallium double escape peak from the thorium calibrations. A
close-up of both peak structures consisting of predominantly single site events is
provided in ﬁgure 5.9 a) for the lower-energetic line at 1576 keV and b) for the
higher-energetic line at 2231 keV with all ﬁve germanium crystals being summed up.
Again the spectral distribution is shown in its original form before (red) and after
(green) performing the ANN classiﬁer cut.
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Figure 5.8: Survival fractions in units of
[%] of the 16 most prominent 56Co calibra-
tion energy peaks within a considered in-
terval reaching from 1000 keV to 2750 keV
for the semi-coaxial diodes. Investigated
are γ-lines of full energy peak, single escape
peak and double escape peak type, respec-
tively. Note the increased eﬃciency of the
ANN classiﬁer around ε=0.9 on the DEPs
at energies of 1576 keV and 2231 keV.
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Another crucial issue that is revealed in table 5.3 and can be more particularly
observed in ﬁgure 5.8 appears as a slight energy dependency of the survival rates for
low-energy γ-lines smaller than roughly 1500 keV of mainly multi site character while
for higher values no correlations are present at all. This concerns almost every single
detector, except ANG2. As already assumed earlier, the pulse shape discrimination
is deteriorated towards smaller energy values due to an decreased signal-to-noise
ratio.
5.5 Comparison with alternative PSD methods
For the recently ﬁnished Phase I of the Gerda experiment two more PSD methods
have been independently developed as discussed in [Ago13d]. While the neural net-
work algorithm, as subject of this thesis, is used oﬃcially for the 0νββ-analysis, they
instead serve as cross checks for the event selection of the ANN. Eventhough based
on very diﬀerent techniques, it turns out as a matter of fact that all three methods
reject a very similar set of events as background. However, no systematic errors for
the signal eﬃciency has been evaluated for both of the concurrent approaches that
will be brieﬂy presented in the following.
5.5.1 Likelihood
A second PSD analysis uses the projective likelihood algorithm implemented in
TMVA (a short description was given in section 4.1). The training is prosecuted
with 8 input variables calculated from the charge pulse trace, where each parameter
is given by the sum of four consecutive pulse heights of 10ns bin width after base-
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Figure 5.9: Parts of the 56Co calibration spectrum summed up for all semi-coaxial detec-
tors with (green) and without (red) pulse shape discrimination. Energy regions centered
around the a) low-energetic DEP at 1576 keV and the b) high-energetic DEP at 2231 keV
are shown, respectively. On the right side also the two additional double escape peaks with
lower statistics are visible at adjacent energies of 2180 keV and 2251 keV.
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line subtraction and energy normalization. To ﬁx the reference point, the considered
pulse is further centered around the time value at which the derivative of the original
trace, i.e. the current trace, is maximal.
Unlike the neural network method, the likelihood classiﬁer is trained with a data
sample split in only two periods from before (pI) and after (pII) June 2012. As a
further diﬀerent approach - instead of the DEP interval - Compton edge events in the
energy region between 2350− 2370 keV consisting of a mixture of MSE and SSE are
used for the signal-like proxy sample. The background data set is provided by the
energy window reaching from 2450 keV to 2570 keV that contains almost exclusively
multiple Compton scattered photons and hence traces of pure multi site topology.
On the basis of these two training samples a likelihood function LS for being of
signal event type and LB for being of background event type according to equation
4.1 is calculated (see subsection 4.1.1 dedicated to the classiﬁer methods implemented
in the TMVA software). The ﬁnal qualiﬁer response value assigned to a respective
event i of unknown classiﬁcation is then deﬁned by
yL(i) =
LS(i)
LS(i) + LB(i) . (5.2)
Figure 5.10 a) depicts for the ANG3 detector and ﬁrst half pI of the calibration
data a scatter plot of the likelihood qualiﬁer output versus energy. No energy de-
pendencies are considered. The diﬀerent population densities at either very low or
very high classiﬁer values demonstrate the eﬀective separation of the double escape
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Figure 5.10: a) Likelihood response as a function of energy for the ANG3 detector of
the ﬁrst half pI of the splitted 228Th calibration data set. b) Corresponding projected
likelihood response for the 228Th calibration DEP (blue ﬁlled area) and SEP (red hatched
area) with the cut being marked as gray line. The distributions resulting from the Compton
continuum are thereby disentangled by statistically subtracting events from the energy side
bands. Also shown are qualiﬁer values of the physics data from events in the ROI around
Qββ (black), the
42K γ-line at 1525 keV (orange) and the 2νββ-rich interval 1000− 1400 keV
(cyan). The latter two distributions have been slightly smoothed due to statistical reasons.
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peak events at an energy of 1592.5 keV and, for example, the single escape events
at an energy of 2103.5 keV. For the cut position a ﬁxed parameter corresponding
to about 80 % survival fraction for DEP events is assumed. In particular the value
varies slightly for the diﬀerent detectors and periods pI, pII.
Additionally ﬁgure 5.10 b) shows the corresponding projected likelihood response
of the ﬁrst period pI of the ANG3 for diﬀerent event classes from calibration and
background measurements. In general the distribution for physics data from the
42K line (orange) and the SEP dispersion (red hatched area) extracted from the
calibration runs, both of MSE character, are in good agreement. Consistently also
the events of the 1000− 1400 keV energy interval, to a great part originated by 2νββ-
decays, are clearly enhanced in SSE and exhibit, as expected, a distribution similar
to that of the DEP events.
Detector Period
Calibration Background
SEP @Qββ 2νββ 42K ROI
ANG2
pI 47 57 61 35 1/3
pII 50 56 57 37 4/10
ANG3
pI 49 58 60 36 2/7
pII 52 61 64 40 3/11
ANG4
pI 52 60 65 54 2/2
pII 50 62 71 51 2/5
ANG5
pI 45 57 62 42 0/9
pII 40 51 61 31 3/20
RG1
pI 50 63 63 59 1/5
pII 51 62 65 46 2/7
RG2
pI 49 60 70 46 6/8
pII 51 61 63 50 7/9
Table 5.4: Survival fractions
(without statistical errors) in
units of [%] and event counts in
ROI (last column) of the projec-
tive likelihood algorithm for the
diﬀerent detectors and periods
pI, pII. The cut is thereby set
to retain about 80 % of the DEP
events. Numbers are given for
calibration and physics (back-
ground) data, where Run 33 is
discarded, with the meaning of
the columns being identical to
table 4.5 for the ANN classiﬁer.
Values taken from [Ago13d].
Table 5.4 lists for the diﬀerent semi-coaxial detectors and two periods pI+ pII
the survival fractions of the SEP and to allow a complete overview also the ones
from several other data subsets. A rejection rate of about 65% is achieved for the
events within the region of interest (ROI) marked by a 230 keV window around
Qββ. Eventual diﬀerences in the total event number in the ROI to smaller values, if
compared with the corresponding table 4.5 for the neural network classiﬁer, arise for
some detectors, since for the likelihood evaluation the whole Run 33 is discarded.
5.5.2 Pulse asymmetry
A third approach uses only two variables as discrimination parameters for the semi-
coaxial detectors to select single site events. In chapter 3 it has already been discussed
that the A/E parameter alone does not serve as a powerful quantity for a pulse shape
selection. But if the amplitude-to-energy ratio is instead combined with the pulse
asymmetry deﬁned as
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As =
∑i=nm
i=0 I(i)−
∑i<200
i=nm
I(i)∑i<200
i=nm
I(i)
, (5.3)
the event discrimination becomes, however, much more eﬀective though. Hereby
I(i) denotes the height of the current pulse, equivalent to the diﬀerentiated charge
pulse, at time sample i and nm represents the respective position of the maximum.
In total an overall window of 200 samples, corresponding to a time interval of 2µs,
around the trigger position at the beginning of the leading edge of the charge trace
is analyzed.
To achieve an optimal noise reduction, a moving window averaging based on
diﬀerent integration times of 0 (no ﬁlter), 20, 40, 80, 160 and 320ns for the charge
pulse are prosecuted. Afterwards for each shaping time, the two parameters A/E
and As are derived to compute the empirically derived relation
yAsym =
A
E
· (c+ As) (5.4)
that exhibits an surprisingly enhanced PSD performance. Since current pulses of
SSEs might feature more than only one maximum, the As is further shaped with
larger integration times to avoid any ambiguities.
The cut threshold is optimized by comparing the DEP survival rate εDEP from
228Th calibration runs with the fraction of physics data events fbkg from 1700 keV to
2200 keV without the blinded window around Qββ retained after the PSD selection.
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Figure 5.11: a) Asymmetry response versus energy for the ANG3 detector and the second
half pII of the splitted 228Th calibration data set. b) Corresponding projected qualiﬁer
response distributions for the 228Th calibration DEP (blue ﬁlled area) and SEP (red hatched
area) - with statistically subtracted Compton continuum - as well as the 1525 keV line of
42K (orange) and the energy interval 1000− 1400 keV of mostly 2νββ events (cyan) from
the physics data. The latter two dispersions have been thereby slightly smoothed owing to
their small statistics. Also shown are qualiﬁer values of the physics data from events in the
ROI around Qββ (black) and the region accepted by the cut (gray area).
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In order to determine the lower cut value, the quantity
S =
εDEP√
fbkg + 3/Nbkgd
, (5.5)
with Nbkgd being the total number of background events, is required to be maxi-
mized, whereas the upper cut is set to ≈+ 4σ of the Gaussian width of the DEP
qualiﬁer distribution. A scan of all combinations of shaping times and values for c in
the interval of 1−4 is conducted to attain the highest possible value for S. The term
3/Nbkg in equation 5.5 is intentionally added to avoid an optimization towards zero
background. Using the described optimization procedure then yields DEP survival
fractions that very between roughly 70 % and 90 %, depending on the respective de-
tector and time period before (pI) and after (pII) insertion of the BEGes. Moreover,
about 75 % of the events in the energy interval 1700− 2200MeV are rejected.
Detector Period
Calibration Background
DEP SEP 2νββ 42K ROI
ANG2
pI 69 32 52 28 0/5
pII 70 40 50 33 4/9
ANG3
pI 90 51 74 55 5/11
pII 69 22 49 23 4/9
ANG4
pI 78 28 63 41 1/2
pII 78 45 66 41 1/5
ANG5
pI 81 33 65 39 1/11
pII 67 16 65 39 1/18
RG1
pI 92 64 78 65 2/5
pII 69 23 55 38 2/7
RG2
pI 86 38 71 44 4/12
pII 86 38 65 56 3/5
Table 5.5: Survival fractions
(without statistical errors) in
units of [%] of the asymmetry
based PSD method for the dif-
ferent periods pI, pII and de-
tectors. The rate of the DEP
and SEP events from the 228Th
calibrations retained after the
cut is listed in the third and
fourth column. Further num-
bers + event counts in ROI are
given for physics data, equiva-
lent to the last columns of table
4.5 for the ANN classiﬁer and
table 5.4 for the likelihood esti-
mator [Ago13d].
All properties of interest, as for instance the survival fractions of events from
the DEP and SEP of the 228Th calibration runs or from the 42K γ-line and the
2νββ-dominated energy region 1000− 1400 keV of the physics data, are summarized
in table 5.5. The last columns states the number of events within the ROI at Qββ
before and after the asymmetry cut. About 72 % of the events within the region of
interest are rejected.
Figure 5.11 a) shows for the ANG3 detector and the second time period, pII, a
scatter plot of the asymmetry classiﬁer as a function of the energy. For the presented
228Th calibration data, a separation between the single site events of the DEP and
multi site events at the energy of the FEP or SEP can be observed.
Further ﬁgure 5.11 b) provides the respective response disperions of the DEP
(blue ﬁlled area) and SEP (red hatched area) calibration events after statistically
subtracting the Compton events below the peaks. Additionally the PSD qualiﬁer
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distributions for the physics data in the 230 keV window around Qββ (black), from
the 1525 keV potassium line (cyan) and the interval 1000− 1400 keV consisting of
predominantly 2νββ events (orange) are also overlayed. Finally the grey area signiﬁes
the range accepted by the PSD.
It has been observed that the qualiﬁer distribution of physics data within the
region of interest (ROI) has a larger spread to higher asymmetry classiﬁer values than
the one of events associated with a predominantly multi site character. This is also
the reason why events close to Qββ are actually rejected more eﬃciently compared to
those from typical MSE proxies as the single escape or the full energy peak (see table
5.5). A possible explanation for the anyhow stronger suppression of the background
achieved by this particular approach, is deduced by the circumstance that the physics
data contain a large fraction of events, which are not of multi site topology, but may
arise from for example p+ surface events close to the bore hole. Further aﬃrmative
indication regarding this hypothesis is implied by the maximal background model
of the Gerda experiment [Ago13c] (or see subsection 3.6.2) being also compatible
with a signiﬁcant fraction of p+ events. Finally a dedicated pulse shape simulation
performed on that matter has proven the selection to correspond indeed to a volume
cut, where preferably those events close to the p+ contact layer and in the center of
the detector bulk are removed.
5.5.3 Comparison
When cross checking the event identiﬁcation of the neural network algorithm with
the two other PSD methods on the basis of a likelihood estimator or the pulse
asymmetry, respectively, a huge overlap for the three independently cutted data sets
can be determined. In fact it is ascertained that each of the event within the region
of interest close to Qββ rejected by the ANN classiﬁer is at least also cutted by one,
in almost 95 % of the cases by even both of the competing methods (see ﬁgure 5.12).
This, however, gives conﬁdence that the pulse shape selection is meaningful.
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Figure 5.12: Scatter plot of the neu-
ral network classiﬁer response for events
within the ROI given by a 230 keV energy
window close to Qββ (all semi-coaxial de-
tectors combined). Events accepted by the
ANN cut are denoted by green dots and
those that are instead rejected by black
dots. Further the red circles and diamonds
signify events rejected by the likelihood or
asymmetry based method, respectively. In-
tervals not considered in the analysis are
marked as blue (blinded region) or orange
(two γ-lines at 2103.5 keV and 2119.5 keV)
shaded areas.
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6. Monte Carlo simulation
Key for the success of a counting experiment for the search of the neutrinoless double
β-decay, like the Gerda setup within which the work presented in this thesis has
been carried out, is to eﬀectively suppress background that originates from diﬀerent
close-by or far distant radiation sources. This may be either achieved by passive
shielding via, in the speciﬁc example of the Gerda underground experiment, several
surrounding layers of - from the outside to the inside of the setup close to the detector
array - rock, water, massive copper plates attached to the cryostat vessel and liquid
argon in combination with the usage of only prescreened materials. Other possible
methods, based on an active shielding are further provided as muon- and LAr-veto
hardware components (see chapter 3).
Previous studies on germanium semiconductors in [Pet93][Ell06][Abt08] have im-
pressively proven, that a carefull data selection by means of pulse shape algorithms
can also signiﬁcantly reduce the obstructive background index resulting in a highly
improved experimental sensitivity. Most of these investigations were conducted on
the basis of so-called segmented detectors with the outer contact being divided into
several isolated areas though, which as a result provide the advantage of an enhanced
anti-coincidence cut between the distinct segments. The explicit application of an
artiﬁcial neural network method, has been - besides this thesis - already considered
in [Maj99] and [Vol12] in the past. Thereby both approaches yielded very encourag-
ing results concerning the suppression power for background-like events of multi site
topology.
In the course of chapter 4 an independent pulse shape analysis procedure utilizing
the ANN algorithm has been developed with special emphasis on its application for
Gerda Phase I. Apart from ﬁrst promising results of the neural network method
presented there, further consistency checks have been conducted in the subsequent
chapter 5 availing on calibration and physics measurements. However, all eﬀorts
made so far were restricted to experimentally obtained data only. Hence, in the
present chapter a detailed Monte Carlo simulation (MCS) of the neural network
algorithm will be prosecuted in order to explicitly derive its eﬃciency ε0νββ on the
homogeneously distributed neutrinoless double β-decay.
In doing so, a data subset, suitable for an easy reconstruction of the experimental
parameters of relevance within the simulations, is ﬁrst identiﬁed in section 6.1. Since
the multivariate classiﬁer is trained with calibration samples, the source position,
that describes the measured Gerda data subset the best, has to be determined in a
next step throughout section 6.2, before in section 6.3 the thus obtained interaction
points of energy deposition within the semi-coaxial detectors can be subsequently
used for a detailed pulse shape modelling. Sections 6.4 and 6.5 compare results from
the training/testing and the application to the overall calibration spectrum attained
from Monte Carlo + Finite Element Method (FEM) computations with those from
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the experimental measurements. A conclusion regarding the survival fraction of
events arising from the 0νββ-decay is then given in the following section 6.6, where
the trained pattern recognition rules with a cut according to an eﬃciency of 90 % for
the 208Tl DEP are applied on a homogeneously distributed, simulated neutrinoless
double β-signal. Finally the last section 6.6.3 is solely dedicated to an estimation of
the systematic uncertainties concerning the performed simulation studies (i.e. owing
to the source position, electronic response, noise or crystal axis).
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Figure 6.1: Scatter plot of the energy interval 1000− 2750 keV versus time for the ANG2
and the 11 calibration measurements between January 23th 2012 within Run 28 and May
22nd 2012 within Run 32 (top half). The lower half depicts the corresponding count rate -
after statistically subtracting background events from the energy side bands - in units of
[s−1] for the 208Tl FEP at 2614.5 keV (blue). An anti-coincidence cut is applied to the data.
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6.1 Choice of data subset
To allow a meaningful comparison of the ﬁnal simulation results on the artiﬁcial
neural network performance with the ones obtained from real experimental measure-
ments, a data sample taken within the duration of Phase I is needed that fulﬁls two
important requirements:
• First of all the data subset has to provide enough statistics, such that, during
the supervised leaning procedure of the ANN algorithm with the two training
samples of either signal- or background-like event class, no overtraining will
occur. Thus a combination consisting of several individual calibration mea-
surements is required.
• As a second condition, the data collection has to be comprised of similar ex-
perimental parameters for each of the data sets in terms of the detector conﬁg-
uration, the duration of the calibration measurements (to avoid an increased
importance of short time intervals with recorded higher statistics) and the
228Th source positions S1, S2 and S3 (see ﬁgure 3.12 in section 3.4).
Taking into consideration that the three source positions have been arbitrarily altered
for most of the individual runs to equally scan all detectors in the array for an optimal
energy calibration, an easily reproducible setup conﬁguration for the Monte Carlo
simulations seems highly unlikely.
When perusing the list of the in total 70 performed single calibration runs of
Phase I and their particular setup states, the most suitable data subset is, however,
found with the 11 consecutive measurements gathered between Run 28 (start: Jan-
uary 24th 2012) and Run 32 (stop: May 22nd 2012) in the course of the ﬁrst time
interval pI of the three periods. (The splitting of the Gerda data into three dif-
ferent subsets pI, pII and pIII has been already discussed and explained in detail
throughout subsection 4.2.3).
position
source location
duration
according to SIS [mm]
[%]
S1 S2 S3
1 4950 5500 5500 54
2 5150 5150 5150 46
Table 6.1: Source locations of S1, S2 and
S3 for the 11 calibration runs between Jan-
uary 24th 2012 and May 22nd 2012. Values
in units of [mm] account for the absolute
distance to the respective parking positions.
In particular the considered almost one dozen calibration runs with an average
length of roughly 1− 11
2
hours are collected with only two ﬁxed locations for each
of the sources S1, S2 and S3 as listed in table 6.1 along with the corresponding
percentage share of the total time (last column). The SIS used for the insertion
and removal of the thorium sources (priorly addressed in section 3.4) is thereby
equipped with a positioning readout system, which traces the absolute spacing to
the parking positions in units of [mm]. By that the relative distance of the sources
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to one another is known indeed, but the respective distance to the detector array
instead still remains to be determined though. Therefore in the next section 6.2 a
sequence of comprehensive simulation campaign with varying locations of the tree
228Th calibration sources are impelled to derive their exact position with respect to
the 3-string arm deployed with the semi-coaxial germanium diodes.
Energy [keV]
1000 1500 2000 2500
Co
un
ts/
(ke
V)
10
210
310
410
 
Energy [keV]
1000 1500 2000 2500
Co
un
ts/
(ke
V)
10
210
310
410
 
 
 
Energy [keV]
1000 1500 2000 2500
Co
un
ts/
(ke
V)
10
210
310
410
 
Energy [keV]
1000 1500 2000 2500
Co
un
ts/
(ke
V)
10
210
310
410
 
Energy [keV]
1000 1500 2000 2500
Co
un
ts/
(ke
V)
10
210
310
410
 
Energy [keV]
1000 1500 2000 2500
Co
un
ts/
(ke
V)
10
210
310
410
 
ANG2 ANG3
ANG4 ANG5
 RG1  RG2
Pos 1
Pos 2
Separation:
Figure 6.2: Separated energy spectra of the two 228Th source positions 1 (blue) and 2
(orange) from table 6.1 for the combined 11 calibration measurements taken from January
24th 2012 to May 22nd 2012 and the six semi-coaxial germanium detectors.
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Figure 6.1 shows for each of the 11 calibration runs (with the setup conﬁguration
considered for the Monte Carlo simulation on the ANN classiﬁer) a scatter plot of the
energy interval 1000− 2750 keV as a function of time (top half). The rearrangement
of the source location can be clearly observed by the corresponding change in the
population density illustrated by the colour code ranging from blue (low region) to
red (high region, i.e. at γ-lines or Compton edge) shades. Here the measured data
are presented exemplarily for the ANG2, since this detector apparently exhibits the
most distinct variations when altering the positions of S1, S2 and S3. Conveniently
the exact time of the source adjustment can be identiﬁed by, for example, the count
rate within the full energy peak (FEP) of the 208Tl-decay at the energy of 2614.5 keV,
as histogrammed in the lower half of ﬁgure 6.1 after a statistical subtraction of the
background using events in energy side bands to the left and right of the γ-line.
Consequently, by tracking the rate of the high energetic peak, also the separate
energy spectra can be easily computed for the diﬀerent source locations.
Figure 6.2 illustrates the, when applying the above described method, disen-
tangled energy spectra of the two positions 1 (blue) and 2 (orange) stated in table
6.1 for the combined 11 calibration runs obtained in Run 28− 32 and all six semi-
coaxial detectors. For the data quality selection, previously an anti-coincidence cut
has been performed. These separated experimental data will be further used in the
next section 6.2 to derive the exact source distance to the germanium diode array.
6.2 Determination of source position
In compliance with the procedure applied to the experimental data, also for the pulse
shape simulations events located in the 2614.5 keV DEP of 208Tl at 1592.5 keV and
from the 1620.7 keV FEP of 212Bi from the thorium calibration data are planned to
be provided as signal and background class samples for the ANN training procedure.
Since the location for the interaction points of energy deposition within the detectors
of the array has a huge impact on the measured charge trace and thus on the out-
come of the PSD algorithm, it is of crucial importance to retrospectively identify the
relative positions 1+2 of the three 228Th sources during the taken calibration mea-
surements, which are unfortunately unknown. Therefore a detailed event simulation
scan, including all the physical processes involved in the passage of γ-rays or charged
particles through matter, was performed using the MaGe framework [Bos11], a
software package based on Geant4 [Ago03][All06]. In doing so, the ﬁnally found
best ﬁtting source locations and the provided corresponding event interaction points
within the germanium crystals due to their radiation can be afterwards ideally used
as input coordinates for the subsequent pulse shape simulation (see section 6.3).
6.2.1 Geometry and input parameters for MaGe
For the simulation campaign with variable source position, all parts of the Gerda
setup were implemented in the MaGe software code as realistic as possible. This
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includes the massive vault of rock sourrounding Hall A of the LNGS underground
laboratory in Italy, as the experimental site, and other large scale hardware com-
ponents, like the outer water tank, inner liquid argon cryostat and the clean room
located close-by to the experiment. But also ﬁner geometry structures, e.g. for the
cabling or the support holders compounded of several individual parts, are consid-
ered. It is commonly known though, that only the cryostat interior and those objects
in vicinity to the detectors, will noticeably aﬀect the simulation results.
Figure 6.3 depicts a schematic view of the relevant geometrical parts taken into
account when performing the MCS. As already mentioned in subsection 3.5.2, the
ﬁnal Gerda Phase I detector array consists of a three-fold string unit with in to-
tal nine semi-coaxial germanium diodes and one further 1-string arm housing two
additional detectors. The latter has been removed and redeployed with ﬁve BEGe
crystals of new geometry type at the beginning of Run 35 in the middle of the Phase I
ongoings. Since for the simulations only calibration measurements between Run 28
and Run 32 are of importance, the former setup with an aggregate amount of 11 de-
tectors, of which eight are manufactured of germanium highly enriched in the isotope
76Ge, is considered. Out of these enriched semi-coaxial crystals, six diodes worked
stable throughout the Phase I measurements and are thus considered for the ﬁnal
0νββ-analysis. For the respective geometrical dimensions of the diﬀerent detectors
within the array, the conﬁguration parameters listed in table 3.2 have been used.
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Figure 6.3: Schematic drawing of the 3-
string (left) and 1-string (right) array setup
of the Phase I measurements as present be-
fore the insertion of ﬁve new BEGe detec-
tors in Run 35. In total 11 semi-coaxial
detectors are deployed, eight enriched in
the isotope 76Ge, out of which six are used
for the 0νββ-analysis. Also visible are the
simulated three 228Th calibration sources
(white color code) on top of their massive
thantal absorbers (gray cylinders), here lo-
calized all at the same height. Graphi-
cal output created with OpenGLImmedi-
ateX by Geant4.
Also visible in ﬁgure 6.3 are the three 228Th calibration sources, each on top of
a thantal absorber with a diameter of 35mm and a height of 60mm, here denoted
by the gray cylinders, that acts as eﬀective shielding while being lifted up into the
parking position, roughly 5.2m above the detector array. The thorium sources it-
selves are of only moderate size of around a few millimeters expansion from where
the event simulation is homogeneously emanated, respectively. In order to properly
conduct the Monte Carlo simulation, several properties concerning the calibration
sources, besides their explicit geometries, have been incorporated:
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• As is well known, the three sources at S1, S2 and S3 exhibit diﬀerent radiation
activities. Hereby the most recent values obtained before their installation into
the Gerda experiment can be found in table 3.5 in units of [kBq] - that also
enter the simulations - along with the respective date of the measurement.
• For the two diﬀerent adjustments of the three sources, a speciﬁc relative dis-
tance according to 550mm between the more highly situated S1 and S2=S3 is
taken into account for position 1, whereas for position 2 they are instead all set
to the same height S1=S2=S3.
• With the change from position 1 to position 2 the source S1 is constantly low-
ered by a ﬁxed value of 200mm, vice versa S2 and S3 are lifted by 350mm.
• The duration of the sources at the two positions 1+2 are weighted pursuant to
the experimentally derived numbers stated in the last column of table 6.1.
• To scan all possible source locations, the vertical oﬀsets between S1, S2 + S3
(with the ﬁxed relative distances described above) and the detector structure
are varied from far above the upper edge towards the lower edge of the ger-
manium crystal array and beyond in steps of 4 cm. In a reasonable region of
roughly 10 cm width, where the event simulations features characteristics close
to the experimental measurement, the step size is further reduced to 1 cm and
additional computations are performed to collect more statistics. For instance,
the explicit example given in ﬁgure 6.3 illustrates the corresponding source lo-
cations for position 2 with S1=S2=S3 at a height of +220mm deﬁned within
the MaGe internal coordinate system. Also shown in the left margin of the
ﬁgure is, for reasons of orientation, the scale of the vertical axis.
• For the consecutive decay chain of 228Th only contributions arising from the
208Tl and 212Bi isotopes are simulated, as these represent the only decay chan-
nels that emit high energetic γ radiation or electrons being able to reach the
detectors.
6.2.2 Comparison of spectral and γ-line intensities
With the aim to select those calibration source positions from the simulations that
describe the measurements the best, it is intended in this subsection to compare the
spectral shape of the Monte Carlo results with the one from the experimental data.
Apparently the count rate of individual γ-lines or the overall energy spectrum, is
very sensitive to the location of the thorium radiation origin. Therefore a reasonable
way to deﬁne the correct relative distance of the three 228Th sources to the detector
array can be accessed by the fractional share of particular single germanium diodes
of the total event count number of all combined crystals.
In the process of the proposed analysis method the four most prominent line
structures at the energies of 1592.5 keV for the 208Tl double escape peak, 1620.7 keV
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Figure 6.4: Fractional part of the six semi-coaxial detectors on the total event count num-
ber from all combined germanium diodes versus the simulated 228Th calibration source posi-
tion of S1. Both of the two diﬀerent source locations are depicted, with S2=S3=S1−550mm
for position 1 (upper part) and S1=S2=S3 for position 2 (lower part). Horizontal solid lines
denote the respective count ratios from the experimental data for the four predominant γ-
lines at the 208Tl DEP (blue), the 212Bi FEP (orange), the 208Tl SEP (green), the 208Tl FEP
(red) as well as the spectrum within the energy interval 1000− 2750 keV (gray). Hollow
circles represent the equivalent values from the Monte Carlo campaign.
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for the 212Bi full energy peak, 2103.5 keV for the 208Tl single escape peak and
2614.5 keV for the 208Tl full energy peak as well as the whole spectrum within the in-
terval 1000− 2750 keV are investigated separately for the two diﬀerent positions 1+2.
When counting the contents of the monoenergetic γ-lines, the Compton events under
the peak are speciﬁcally subtracted by scaling linearly the event contributions from
energies below and above the peak. Further only the six enriched semi-coaxial de-
tectors that are also considered for the ﬁnal 0νββ-analysis of the Gerda experiment
are regarded for this studies.
Figure 6.4 contrasts the results for the above suggested computation of the real
data and diﬀerent simulation runs performed with varying source locations for the
semi-coaxial detectors of interest as well as the two diﬀerent positions 1 (upper half)
and 2 (lower half). Hereby for each diode the fraction of counts on the total sum over
all detectors - that of course amounts by deﬁnition to 100 % - is plotted as a function
of the calibration source positions. As reference S1 is chosen and its corresponding
vertical alignment in z-direction according to theMaGe output is denoted. Whereas
the relation S2=S3=S1−550mm applies for the ﬁrst position, in the second position
the sources are all at the same height yielding S1=S2=S3. Values calculated from
the experimental measurements are illustrated as horizontal lines given with a colour
code that signiﬁes the corresponding numbers attributed to the 208Tl DEP (blue),
the 212Bi FEP (orange), the 208Tl SEP (green), the 208Tl FEP (red) and the spectrum
(gray). Equivalent results from the simulations are signiﬁed instead by hollow circles
subjected to the same colour denotation. Prior to all calculations an anti-coincidence
selection has been exercised on the data and MCS.
In conformance with all semi-coaxial detectors and both separated data sets ow-
ing to a readjustment of the source, the locations that match the data the best
can be roughly identiﬁed to S1= 250mm or S2= S3= −300mm for position 1 and
S1= S2= S3= 50mm for position 2. Some data sets, as for example, the second posi-
tion of the ANG2+4 or the ﬁrst position of RG1, do thus also imply slightly diﬀerent
locations shifted to either higher or lower values depending on the considered case.
It is assumed though that this minor discrepancies are related to a skewed/twisted
orientation of the detector array hosted by the 3-string arm towards the three tho-
rium calibration sources during the Phase I data taking of the Gerda experiment
if compared with the simulations. Another conceivable eﬀect explaining this diﬀer-
ences may also be introduced due to pile-up rejected events in the experimentally
obtained calibration data, which have not (yet) been considered within the simula-
tions since the embedded relative error is considered to be negligible small at the
very low %-level. Taking this circumstance into account, the systematic uncertainty
of the source position is estimated to be of the order ±40mm in vertical direction.
6.2.3 Output used for signal modeling
Figure 6.5 displays for all six semi-coaxial detectors of Phase I considered in the
0νββ-analysis the simulated 228Th calibration spectrum (blue) appertained to the
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Figure 6.5: 228Th calibration spectrum from measurements taken between January 24th
2012 to May 22nd 2012 (orange) and fromMonte Carlo calculations conducted with the most
concurring source locations at S1= 250mm, S2= S3= −300mm for position 1 and S1=
S2= S3= 50mm for position 2. For all semi-coaxial detectors the simulated spectra have
been individually smeared by a Gaussian distribution with an energy dependant FWHM
corresponding to the experimental resolution. A small inset on the top left margin shows
a close-up of the 208Tl DEP at 1592.5 keV and the 212Bi FEP at 1592.5 keV used as signal
and background samples for the training of the ANN classiﬁer, respectively.
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set of source locations for S1, S2+ S3 and the two positions 1 + 2, which features
the highest conformity with the data (as ﬁgured out in the last subsection 6.2.2).
Further the corresponding experimental measurement is overlayed (orange). To give
a meaningful comparison, the histograms are thereby scaled by means of the total
event number in the overall energy range.
With due regard to the fact that the energy spectra received from the Monte
Carlo simulations exhibit an inﬁnitely accurate resolution, they have to be addi-
tionally smeared with realistic values though for reasons of comparability. For this
purpose a Gaussian distribution with an energy dependant FWHM derived for each
detector individually from the data obtained between January 24th 2012 to May 22nd
2012 has been folded into the MCS spectra.
In general, for all diﬀerent diodes and source setups (position 1 is shown in the
upper half, position 2 in the lower half of the ﬁgure) a good agreement between the
two spectral shapes can be observed. This resemblance does not only account for
the coarse shape, but also applies in detail for single γ-line structures at diﬀerent
energies. Exemplarily, the small inset on the top left margin depicts a close-up of the
energy interval containing the 208Tl double escape peak at 1592.5 keV and the 212Bi
full energy peak at 1620.7 keV. Since events from an energy window of ±1·FWHM
width centered around these two lines will serve as signal and background training
samples for the supervised learning process of the neural network classiﬁer, this
particular region and a possible diﬀerence between the data and MC is of peculiar
interest. Consequently no sizeable discrepancies among the two data sets have been
identiﬁed. Thus it is assured that the interaction points of energy deposition, also
provided by the MaGe software along with the corresponding events within the
energy spectra, describe the experimental data very well and can be reasonably used
as input for the pulse shape modelling discussed in the next section.
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Figure 6.6: Points of energy distribu-
tion within the Phase I detector array as
present in Run 28− 32 according to the
MaGe output resulting from the Monte
Carlo simulation with the optimal 228Th
source position, that ﬁts the experimental
data the best. Interaction location within
the six semi-coaxial diodes considered for
the 0νββ-analysis are illustrated with red
dots, black dots signify those interactions
taking place in the remaining crystals.
Figure 6.6 hereby visualizes the obtained corresponding interaction locations
inside the individual semi-coaxial diodes of the Phase I germanium detector array
setup before the insertion of the BEGe crystals in Run 35 for the events simulated
with the deduced correct calibration source positions. Energy depositions occurring
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within the detectors considered for the ﬁnal Gerda 0νββ-analysis (namely ANG2,
ANG3, ANG4, ANG5, RG1 and RG2) are emphasized by red dots. Interaction points
with energy deposited in one of the other GTF diodes made of natural germanium
or those of enriched germanium composition discarded due to an unstable behaviour
are instead marked as black dots.
6.3 Pulse shape simulation
This section describes the procedure employed for the pulse shape simulations per-
formed in order to determine the eﬃciency of the neural network selection developed
in this thesis on the 0νββ-signal. Therefore the found interaction locations inside
the germanium detectors as illustrated in ﬁgure 6.6 are used as input for a subse-
quent simulation of the associated pulse shapes. The explicit computation of the
electric ﬁeld inside the Ge crystal, the dynamics of the electron/hole charge carriers
generated inside the active detector volume and the induced signals on the electrodes
by the charge movement have been conducted with a modiﬁed version of the IKP
Detector Simulation and Optimization approach, called Agata Data Library (ADL)
package, placed at the disposal in [Bru12] by courtesy of the Agata Collaboration.
Particularly the most recently supplied release 3.0 is utilized.
The ADL software is based on a library programmed in C and provides access to a
simulation of the position sensitive detector feedback to γ-ray interactions. In general
the source code for the electric ﬁeld simulation inside the detector volume thereby
relies on a Finite Element Method (FEM) to solve the partial diﬀerential equations,
like for instance the Poisson equation [Akk12]. Conveniently these calculations can
be adapted to any user speciﬁed detector geometry mapped by an as well variable
3D grid, making the ADL software also a very advantageous tool for other HPGe
experiments of diﬀerent setup construction besides its original purpose of use within
the Agata collaboration.
In Gerda semiconducting germanium detectors of p-type are deployed, where
the p-n junction is formed at the border of the roughly 1mm thick donor-doped
surface mantle, the so-called n+ layer. Typically at applied operational bias voltages,
which are usually higher than the detector speciﬁc depletion voltages, the inner bulk
material is fully depleted of free charges and thus becomes an active volume, while
the outer n+ layer or dead-layer mostly retains electrons in the conduction band
(anode). On the contrary, the very thin acceptor-doped p+ layer, covering for semi-
coaxial detectors the whole surface of the inner bore hole, represents the read-out
electrode (cathode). Accordingly the system of equations with the set of boundary
conditions, as given by the potentials Vcathode and Vanode = Vbias on the conductive
electrodes, is deﬁned by:
∇2φ(r) = −ρ(r)/
φ|cathode = Vcathode
φ|anode = Vanode . (6.1)
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Here r denotes the position within the crystal, φ(r) the electric potential, ρ(r) the
charge density distribution proportional to the net p-type impurity distribution in
the active volume and  the absolute permitivity of germanium. Further the potential
present at the surface surrounding the regarded electrode is given by the quantities
φ|cathode and φ|anode, respectively. The results at each point in the given detector
volume are then stored in matrices and later on recalled again when generating the
time evolution of the position dependent pulse shape response as concluded by the
Shockley-Ramo theorem, equation 3.14, and the trajectories of the electrons/holes
through the weighting ﬁeld distribution towards the electrodes. Thereby the move-
ment of charge carriers within the active volume is computed by using the 4-th order
Runge Kutta integration method with adaptive stepsize (a detailed explanation of
the exact working principle can be looked up online at [Pre95]).
For the speciﬁc usage on the Gerda experiment, the ADL software was ﬁrst
adapted, validated and successfully used within the work presented in [Sal15]. As
one ﬁeld of application, elaborate simulations have been accomplished in the context
of the Heroica characterization measurements for the newly commissioned BEGe
detector type. It was found that the anticipated simulated pulse shapes describe the
behaviour of the experimental data, i.e. A/E cut eﬃciency or rise time distributions,
with suﬃcient agreement.
6.3.1 Geometry and input parameters for ADL
With the aim to ensure the pulse shape simulations being prosecuted as true to the
original as possible, a number of empirically established features and presupposed
input parameters from theoretical considerations have been implemented into the
signal modelling algorithm, as will be successively addressed in the following list:
• Each of the six enriched semi-coaxial germanium detectors has been added
individually to the source code according to the corresponding geometries and
dimensions, i.e. in terms of height, diameter, dead layer thicknesses, depth and
radius of bore hole or all groove parameters, as collected in table 3.2.
• A grid size of 0.5mm, which represents a fair compromise between the length
of computation time and accuracy of the implemented structures, was cho-
sen. Both, the detector geometry as well as the electrical ﬁeld calculations
are deﬁned and performed over this user-supplied 3-dimensional mash with the
given spatial distance between two adjacent vertices, whereas the values for
the subsequent charge carrier transportation generating the pulse shapes are
interpolated for consecutive points of the rectangular grid.
• As the only unavailable detector parameter, the impurity concentration of
the Ge crystal is needed to be derived retroactively from the characteristi-
cal behaviour of the single diodes. Therefore a conservative estimation is made
by comparing the experimentally measured depletion voltages of the Gerda
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Phase I diodes from [Bar09b] with respective simulations performed for varying
numbers of impurity concentrations. In particular the lowest possible values
for which the detector volume is just about completely depleted are taken as
input parameters. A similar procedure has been ﬁrst proposed in [Gon03] and
already successfully deployed multiple times within the Gerda Collaboration
[Ago11c][Ago13b].
• Since no further information are available (as already mentioned in the pre-
ceding item), a homogeneous impurity concentration is formally - but not nec-
essarily correctly - assumed to be distributed in the germanium, eventhough
the program would in principle also allow to import a gradient progression
within the volume. It is known that the distribution of space charge across the
height and radius of the crystal volume noticeably aﬀects the computation of
the electric ﬁeld and thus the resulting charge trace used for the ANN pulse
shape selection algorithm. On that score, it is of basic importance that these
data are acquired and considered in more detail in future investigations.
• For the bias voltage Vbias = Vanode applied on the detector anode during the data
taking of Phase I, the numbers given in the last column of table 3.2 enter the
FEM calculations. On the other hand, for the cathode a value of Vcathode = 0V
is assumed.
• The parameters for the charge carrier mobilities are taken from [Bru06a][Bru06b]
[Bru06c]. Note that the electron as well as hole velocity anisotropy in HPGe
detectors (as deployed in theGerda experiment) do create signiﬁcant rise time
eﬀects and hence relevant for the support of the neural network pulse shape
analysis by dedicated simulations.
• The interaction points as provided from the MaGe Monte Carlo software for
the optimal source locations are used as input positions of energy deposition for
the pulse shape simulations with the ADL package. Owing to the circumstance
that both source codes underlie a diﬀerent coordinate system, an additional
transformation of the 3-dimensional vector positions is performed for reasons
of compatibility.
• In case of a multi site event, arising due to several non-localized energy depo-
sitions taking place at diﬀerent position within the active detector volume, the
ADL simulation software is capable of processing the trajectories of the dif-
ferent created electron-hole pairs simultaneously. The ﬁnally resulting charge
pulse of the detector event is then reconstructed by an energy weighted sum
over all individual traces corresponding to each of the interaction points.
The general geometry and dimensions of the six semi-coaxial crystal structures inte-
grated into the ADL program are shown along with the corresponding electric ﬁeld
potential simulated with due consideration to the above discussed input conditions
in ﬁgure 6.7. The provided output contains, likewise to the measured data pulses
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used for the PSD, a trace consisting of a number of 400 samples with a total length
of 4µs. Consequently, each sample accounts for a time interval of 10ns width.
Figure 6.7: Electrical ﬁeld potential of the Gerda Phase I detectors simulated with the
ADL software program [Bru12] (originally developed by the Agata Collaboration) for a
vertical section of one half of the detector passing through the symmetry axis. All six
semi-coaxial diodes used for the 0νββ-analysis presented in [Ago13a] and this thesis are
displayed. For the corresponding germanium crystal geometries and applied bias voltages,
the values as quoted in table 3.2 are used.
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6.3.2 Electronics response
Still the electric ﬁeld simulation and the thereon based computations of the detector
traces, do not take the impact of the read-out electronic hardware, such as the
charge sensitive preampliﬁer, the digital sampling device or even the cabling from
the detector array to the FADC-input channels, into account. A prerequisite to be
able to compare the simulated charge pulse with the measured ones is, however, to
also determine and include this missing electronics response function into the signal
modelling. Previous works dealing with a similar issue, concluded empirically that
a low-pass ﬁlter applied on the raw simulated trace, i.e. in [Ago13b] particularly
a three-fold moving average ﬁlter of 30ns is used, already allows to reproduce the
eﬀect originated from the electronics in satisfying agreement with the experimental
data.
For the analysis presented in this thesis a diﬀerent, more substantial, approach is
anticipated though. For this purpose a comparison of the average charge trace from
predominantly single site events of the double escape peak (DEP) occurring within
an energy region of ±1·FWHM centered around 1592.5 keV is prosecuted. Therefore
the individual traces are ﬁrst aligned according to their reference point at 50 % height
of the maximal amplitude and subsequently summed up. Events attributed to the
Compton continuum under the γ-line are further disentangled from the pulse form
by subtracting a linearly scaled number of energy weighted traces from regions below
and above the peak.
Figure 6.8 (top half) depicts the resulting normalized pulse shapes for the ex-
perimental measurements (without any shaping, e.g. by a moving window average
ﬁlter) taken in Run 28− 32 (orange solid line) and the corresponding simulated sam-
ple as given by the original output of ADL software (blue solid line). In order to
conveniently contrast the two average charge traces with each other, they are further
shifted with respect to the beginning of the leading edges. Clearly a for diﬀerent
detectors more or less divergent course of the two curves can be observed especially
at the uppermost region close to the end of the leading edge for higher rise times.
Systematically, the averaged charge trace obtained from the simulations exhibits a
much steeper slope.
In order to derive a general transformation function that can be afterwards also
applied on single pulses provided by the ADL program, a Discrete Fourier Transform
(DFT) over the whole trace length with 400 samples input has been performed for
the averaged data and MC sets. The eventuated distributions are plotted for the
frequency range up to 50MHz in the lower half of ﬁgure 6.8 with the same color
assignment as used previously. For the experimental measurement the frequency
interval above about 10MHz is exclusively characterized by a white noise, also named
Johnson-Nyquist noise, created by the random thermal motion of charge carriers
inside an electrical conductor, with a constant power spectral density. By applying
the inverse DFT on the ratio of the data and MC contributions and thus converting
the waveform from the frequency domain back into the time domain, the wanted
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Figure 6.8: Top half : Average charge traces from predominantly SSEs within an energy
region of ±1·FWHM centered around the calibration DEP at 1592.5 keV for the data taken
in Run 28− 32 (orange) and the corresponding performed simulations that do not consider
any eﬀects arising from the electronic devices (blue). Also shown are the electronics response
(gray) extracted by the Fourier Transform and the resulting pulse form after being convolved
with the signals derived from the Monte Carlo calculations (green dashed). Bottom half :
DFT noise spectrum as a function of frequency for the experimental measurement (orange)
and MC (blue), respectively, along with the ratio of these two curves (gray).
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electronic response function can be conveniently extracted (both displayed as gray
solid lines):
electronics response = inverse DFT of
DFT(data)
DFT(MC)
. (6.2)
Each of the simulated detector signals is consequently convolved with this un-
wrapped response function. The corresponding averaged pulse form is additionally
overlayed in the upper part of the ﬁgure for the time domain (green dashed line)
showing now an astonishing agreement with the trace derived from the experimental
data, as desired.
6.3.3 Noise
To reproduce the electronic noise present in the experimental data, that is as well
not considered in the preceding simulations with the ADL program, signals are
taken from experimentally recorded baselines, i.e. non-triggered charge pulses with
100MHz sampling frequency and a total length of 16 · 103 entries.
However, the approach of course requires the noise behaviour of the physics and
the individual thorium calibration runs - as object of the performed Monte Carlo
calculations - to be quite similar in terms of their amplitudes as well as temporal
progresses. That this is actually the case can be easily demonstrated by ﬁgure 6.9,
where the summed up power spectrum of the Fourier transformed charge traces as
a function of time is compared for the background data (black) and the (bi-)weekly
conducted measurements with closeby 228Th calibration sources (red) for the diﬀerent
semi-coaxial detectors. Here the diﬀerent data points denote average values taken
in steps of 3hours, which corresponds to the length/time span of the stored single
raw data ﬁles. The integration interval is thereby chosen to lie between 1− 10MHz,
since for this region the by far dominant contributions to the noise spectrum are
observed (common to the Discrete Fourier computation presented in ﬁgure 6.8 for
the averaged charge pulses of the 208Tl double escape peak events from Run 28− 32).
Higher frequencies do, on the contrary, feature a negligible small constant spectral
power density originated by white noise only and are thus not further considered.
Apparently for all presented detectors, both data samples resemble each other in
signiﬁcant features, like for instance the time dependency, though the calibration
measurements exhibit systematically higher values for the amplitude (especially for
the ANG4) that exceed those for the background runs by roughly 20 % at maximum.
Also observed is an abrupt and non-periodic recurrently increase of limited duration
for the noise power integral showing up simultaneously, but in more of less intensity,
for all six semi-coaxial diodes. This eﬀect is attributed to a sharp, strong peak at
2.7MHz with an unstable temporary nature in the frequency domain of the noise
spectrum and, albeit not yet understood though, assumed to be most likely generated
during the read-out process.
A critical issue, also necessarily to be included into this considerations, is the sig-
niﬁcant time instability of the noise behaviour observed throughout the data taking
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of Gerda Phase I apart from the already evident detector dependencies. Hence for
each germanium crystal a dedicated library of traces from only those physics runs
measured between January 24th 2012 to May 22nd 2012, the respective time interval
considered for the simulations presented is this chapter, is created.
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Figure 6.9: Integral between 1− 10MHz of the Fourier transformed charge traces recorded
during the constantly ongoing data taking of the physics (black) and the regularly performed
short 228Th calibration (red) runs versus the entire Phase I period. Each data point signiﬁes
an average value taken for a time span of 3 hours. All six semi-coaxial detectors are shown.
By courtesy of Bernhard Schwingenheuer.
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To also account for possible crosstalk eﬀects among the diﬀerent detector chan-
nels, only the ﬁrst half of the overall record length is devoted. This can be regarded
as an adequate and eﬀective measure, since the trigger is adjusted in such way, that
the rise of the leading edge takes place in the second part of the trace.
Further the amplitude of the noise is normalized according to the experimen-
tal signal-to-noise ratio before being added to the simulated event signal with the
convolved electronics response (previously derived in the last subsection 6.3.2 from
averaged single site events originated in the 228Th double escape peak). The ﬁnally
generated output of the combined computations with the MaGe and ADL software
is an ASCII ﬁle of signals similar to those that are experimentally obtained with the
digital data acquisition system. Conveniently it is therefore possible to apply the
very same analysis tools and ANN selection principles on both of the investigated
data sets, experimental as well as simulated, to allow a meaningfull comparison and
estimation of the 0νββ eﬃciency.
6.4 Training / testing of the ANN
Common to the event classiﬁcation procedure presented in chapter 4 as the oﬃcial
pulse shape analysis technique for the Gerda Phase I measurements, the supervised
learning of the neural network algorithm with the simulated charge traces and the ref-
erence data from Run 28− 32 is also conducted by supplied training/testing samples
ideally consisting of signal- as well as background-like topology. Therefore likewise
thorium calibration events originating from the 208Tl double escape peak within the
interval 1592.5 keV ±1·FWHM as proxy of predominantly single-site character and
the 212Bi full energy peak at 1620.7 keV in the equivalent energy range of mainly
multi-site nature, respectively, are chosen to serve as example classes.
Detector
Training
Number of events
sample
data
MC
Run 28−32
ANG2
signal 11943 24101
background 17801 39411
ANG3
signal 12371 28015
background 15775 38240
ANG4
signal 9005 24506
background 12351 38345
ANG5
signal 11057 25602
background 15481 40226
RG1
signal 6976 18940
background 8333 26338
RG2
signal 6480 13666
background 7592 16447
Table 6.2: Event number of signal
or background training samples of
the multivariate pulse shape analy-
sis for the experimental data taken
from January 24th 2012 to May 22nd
2012 (e.g. Runs 28− 32) as well
as the simulations performed with
the MaGe and ADL software. The
corresponding values are listed for
all six semi-coaxial detectors. Fur-
ther the collected statistics is in
both cases expected to be suﬃcient
enough to avoid the occurrence of
overtraining (compare with table 4.2
for the single periods pI, pII and pIII
of Gerda Phase I).
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The resulting event numbers of the input samples ultimately used for the training
and testing procedure of the six semi-coaxial detectors are summarized in table 6.2
for both, the experimental and simulated, data sets. When comparing the values
with those of the three separate periods pI, pII and pIII of Phase I given in table 4.2,
it becomes explicit that the statistics for the experimental measurements gathered
during Run 28− 32 is roughly of the same order of magnitude and thus just as
suﬃcient enough to not suﬀer from any eﬀects originated by overtraining.
For the MC the number of simulated 208Tl and 212Bi decays was chosen such, that
the training samples sizes are on average even more than twice as big if compared
with the measured data. This amount of processes event computations is assumed to
represent a fair compromise between the eﬀective calculation time accumulated by
the diﬀerent process steps accomplished with the MaGe, ADL or TMVA program
one the one hand and preventing the occurrence of overtraining due to too less
statistics on the other hand.
6.4.1 Event topology and distribution of simulated input samples
Since the event simulation performed with the MaGe software provides detailed
information of the interaction points inside the active detector volume, a quantitative
description of the diﬀerent event topologies is facilitated by deploying the spatial
distribution of the individual locations of energy deposition as a signiﬁcant and
unambiguous measure.
As has already been mentioned, the main idea of the pulse shape analysis ap-
proach used for the Phase I data, is based on the assumption that the time evolution
of the charge traces from background events is signiﬁcantly diﬀerent to those of sig-
nal events. For example, in case of a 0νββ-decay, as subject of the scrutiny within
the Gerda experiment, the two emitted electrons create a charge cloud of only very
small expansion (usually in the order of ∼1mm) where its entire energy is deposited.
Such localized interactions inside the germanium detector are referred to as single
site events (SSE). On the contrary, an incident background radiation originated by
closeby naturally present radioactive contaminations, for instance in the detector
support structure, the cabling or the surrounding liquid argon, interacts with the
active germanium material via various modes of action (like Compton scattering,
pair production, photoelectric absorption, etc. as addressed in subsection 3.2.2).
This event type is accordingly generated by several separated, non-localized energy
depositions and thus called multi site event (MSE).
The resulting diﬀerences in the drift paths and time dependent movements of
the electron/hole charge carriers is directly conveyed in the ﬁnal pulse shapes of
the above described two event topologies owing to their diverse signal formation
processes. These individualities in the time structure of the charge singals can then
be directly exploited by the neural network classiﬁer to extract and eﬀective event
selection algorithm. So much for the theory the applied pulse shape discrimination
relies on.
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Figure 6.10: Top half: Simulated event distribution as a function of energy from 1000 keV
to 2750 keV and the energy weighted root-mean-square (RMS) for the various interaction
points of energy deposition within the active volume for the six semi-coaxial detectors.
Therefore the locations of the three thorium calibration sources that yielded the best agree-
ment with the experimental measurement of Run 28− 32 are used. Bottom half: Fraction
of signal-like SSEs of the total event number in units of [%] as a function of the energy.
Hereby the share of single site events in the spectral course is deﬁned by the distribution
with RMS < 1mm.
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To check whether the data samples from the 208Tl DEP at 1592.5 keV and the
212Bi FEP at 1620.7 keV selected for the training of the ANN estimator do actually
represent an expressive, veridical sample of signal-like SSEs and background-like
MSEs, respectively, the position sensitive information obtained from the simulation
of the 228Th calibration spectrum performed with MaGe program can give some
revelatory indications.
Figure 6.10 (top half) histograms the frequency of occurrence as a function of
energy in the interval 1000− 2750 keV and the energy weighted root-mean-square
RMS =
√
1∑
iEi
∑
i
[(xi − x)2 + (yi − y)2 + (zi − z)2] ·Ei (6.3)
for each event generated by the Monte Carlo calculations. In the above relation the
i various interaction points (xi, yi, zi) with energy deposition Ei inside the detector
volume are attributed to a barycenter r = (x, y, z). Hereby those locations of the
three thorium calibration sources that correspond the most to the experimental mea-
surements of Run 28− 32 (see subsection 6.2.2) are utilized. From the 3-dimensional
depiction, the share of single site events in the spectral course can be easily recognized
by the distribution within the ﬁrst ∼1mm on the RMS axis, whereas higher values
for the spread of the energy deposits are more likely attributed to a detected multi
site event. Interestingly, for the Compton continuum generally a rather constant,
almost energy independent, partition of the two event topologies is observed.
However, regions in vicinity to the monoenergetic lines of the 228Th spectrum
exhibit a diﬀerent, less uniform systematics reﬂecting their dissimilar event composi-
tion. This property is, considering the chosen binning and logarithmic scaling of the
z-axis, more particularly visible for the 4−5 most prominent γ-lines. On one side, the
double escape peak that serves as signal sample for the supervised classiﬁer learning
procedure, features in accordance with the expectations an enhanced fraction of SSE.
On the other side, all other predominant peaks - e.g. the adjacent FEP from 212Bi,
used as background proxy for the ANN training, and the 208Tl SEP at 2103.5 keV as
well as FEP at 2614.5 keV - show a broadened distribution up towards higher values
for the RMS and hence a tendency to an increased spread of interaction points with
energy deposition, which is in good agreement with the made assumptions where
they are of basically MSE nature.
The impression that the monoenergetic γ-lines - apart from the Compton contin-
uum and bremsstrahlung eﬀects - do indeed consist of events of either singe site (for
DEP) or multi site (for SEP and FEP) topology, is further supported by the lower
half of ﬁgure 6.10 illustrating the fraction of signal-like SSEs with RMS ≤ 1mm of
the total event number in units of [%] as a function of the energy. Again the double
escape peak at an energy of 1592.5 keV shows a much higher share of events with
localized energy deposition, especially if compared to the reduced fraction of the
other single escape or full energy peaks composed of predominantly background-like
events resulting from non-localized interaction locations inside the detector material.
It should be reminded though that the γ-line intensities depend on the bin size of the
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Figure 6.11: Simulated distribution of energy weighted barycenters of interaction points
with energy deposition within the six semi-coaxial germanium diodes as a function of the
detector height and the radial distance from the center. Both γ-lines used for the train-
ing/testing of the artiﬁcial neural network classiﬁer, the DEP at 1592.5 keV of 208Tl (top
half) and the FEP at 1620.7 keV of 212Bi (bottom half), are shown. Eﬀects from the Comp-
ton continuum have been statistically subtracted by linearly scaling events from the energy
side bands below and above the peak. The number of counts is further normalized by the
volume and hence given in units of [cm−3].
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spectrum, which exceeds with a width of 35 keV by far the experimentally achieved
resolution (exposure weighted average =4.8 keV) folded into the Monte Carlo com-
putations, resulting in an alleviation of the peak amplitudes within this particular
depiction. Anyhow, the increased amount of SSEs contained within the DEP is also
already visible with respect to the Compton continuum assembled of a mixture of
single site and multi site events.
Consequently, the conducted Monte Carlo simulations do qualitatively and quan-
titatively support the pulse shape discrimination approach developed in this thesis
and applied for the oﬃcial 0νββ-analysis of the Gerda Phase I data. In particular
it has been proven, that events originated from the 208Tl double escape peak and the
nearby 212Bi full energy peak indeed serve as reasonably proper proxy samples for
the signal and background event classes supplied for the training process of the ANN
algorithm, though still suﬀering from an underlying Compton continuum of mixed
composition.
At this point it should be also mentioned that the relatively constant and energy
independent fraction of single site events characterizing the Compton continuum
also implies the validity of the energy correction procedure employed on the neural
network classiﬁer output. As previously explained in subsection 4.4.1 most of the
detectors featured a systematic drift of the classiﬁer variable intensity for diﬀerent
energy regions. To be more precise, the right falling edge of the ANN response distri-
bution is continuously shifted to lower qualiﬁer values for increasing energies. Apart
from a general energy dependency introduced by the multivariate pattern recognition
method such a behaviour can be in general also simply accounted for by a SSE share
that decreases with the energy. Consistently, the higher the considered slice of the
energy interval, the less dominant the part of signal-like events attributed to larger
qualiﬁer values would become in the context of the overall Compton dispersion and
appear like a drift of the to the left, as observed for the data. Since the Monte Carlo
computations revealed the percentual amount of single site events to be nearly con-
stant with energy for all germanium crystals, whereas the experimental data instead
revealed an energy dependent behaviour that as well varies from detector to detector,
this can not be the case though, making the adapted energy correction a reasonable
and compulsive practice.
Another critical issue arising with the choice of the training or testing samples for
event classes and that can be easily investigated by means of the data obtained from
the Monte Carlo simulations, is that the distribution of the associated signal event
class proxy may apparently not be exactly homogeneous inside the detector material,
as it is for the 0νββ-decay under investigation. According to the particle interaction
processes in matter, for the DEP used as SSE sample the chance of the two 511 keV
photons to escape is larger at the corners. Thus conceivably a volume dependency
of the classiﬁer is introduced such that instead of ﬁnding single site events, much
rather those situated at the outer surface are selected. In order to give a visual cross
check the distribution of the energy weighted barycenters of the individual events
as retrieved from the MaGe Monte Carlos are shown as a function of the detector
152 6. Monte Carlo simulation
height and the radial distance from the center in ﬁgure 6.11 for the two γ-lines used
for the supervised learning of the neural network: the DEP at the 1592.5 keV of 208Tl
(upper half) and the FEP at the 1620.7 keV of 212Bi (lower half). The corresponding
pictures are thereby provided for all six semi-coaxial diodes with the eﬀect from the
Compton continuum being disentangled by statistically subtracting events from the
energy side bands to the left and right. Further the quantity plotted on the z-axis
has been scaled to the volume normalized number of counts in units of [cm3].
As expected, the DEP events are - eventhough not strikingly diﬀerent from ho-
mogeneity - verily preferably located in vicinity to the outer surface of the detector,
since there the annihilation photons have a higher probability to escape from the
active volume. On the opposite, events from the FEP tend to have their barycenter
being situated in the middle of the detector bulk. Taking these distributions of the
deployed training samples into consideration, a volume dependent sensitivity on the
event selection by the ANN classiﬁer is assumed to be indeed a critical issue to some
extent (for more details on the quantitative outcome see the upcoming section 6.6.2).
6.4.2 Evaluation of results from data and MC
When performing the training of a speciﬁc multivariate classiﬁcation method, or
as in the present situation the artiﬁcial neural network algorithm, with speciﬁcally
supplied data samples of known event class, it is peculiarly important to thoughtfully
check the result of the supervised learning process for any kind of overtraining. In
case of occurrence this eﬀect would lead to a seeming increase of the classiﬁcation
sensitivity over the actually achievable performance and is therefore needed to be
avoided.
A potential strategy to detect overtraining is, for example, provided by a simple
comparison of the discrimination sensitivity extracted from the training with those
obtained from the dedicated test set. Such a test on the ANN is depicted in ﬁgure
6.12 for each of the semi-coaxial detectors and sample sets from experimental data
taken in Run 28− 32 (upper half) as well as Monte Carlo calculations (lower half).
Marked with ﬁlled and hatched area are the classiﬁer response distributions based on
the test sample. Hollow circles instead denote the corresponding dispersion from the
training sample. Further events originating from the supplied signal or background
samples are illustrated in blue and red color, respectively.
Obviously no overtraining can be observed for any of the enriched germanium
crystals. This accounts for the measured data as well as for the conducted simula-
tions. Interestingly it also turns out, that regarding the general shape or even the
absolute qualiﬁer value the response of the neural network on the simulated event
samples is continually in acceptable agreement with the recorded data from the ex-
periment. All in all the ﬁrst results on the training/testing phase give grounds to the
assumption that the undertaken Monte Carlo approach renders it possible to reﬂect
the properties of the Gerda measurements suﬃciently close to reality.
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6.5 Application to calibration from data and MC
As discussed in the preceding sections, the training/testing of the multivariate neu-
ral network classiﬁer has been conducted with sought out energy intervals from the
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Figure 6.12: ANN response distribution of the signal (blue) and background (red) event
class samples for the experimental data from Run 28− 32 (upper half) and the simulations
(lower half). Results from the training procedure are presented as hollow circles, those that
instead engender from the corresponding testing sample set as ﬁlled and hatched areas.
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228Th calibration sample set of experimental measurements during Run 28− 32 and
of Monte Carlo calculations. In particular a ±1·FWHM wide region around the
DEP from the 208Tl decay at 1592.5 keV and the FEP from the 212Bi decay at
1620.7 keV is used as event class proxy of signal- and background-like character.
The results of the supervised learning procedure have been presented in the last
section, where for both user supplied sample sets, from Gerda data and simulation,
surprisingly resembling separation features for the input events of multi site and
single site topology could be attained. In a next step, the following section is intended
to address the subsequent application on the whole, overall energy interval of the
calibration spectrum. To also give a meaningfull statement about the ANN event
classiﬁcation obtained with the simulated calibration set, again a comparison with
the results from similarly evaluated experimental data will be drawn.
6.5.1 Energy dependency
Likewise to what has already been done for the evaluation of the Gerda Phase I
pulse shape selection in subsection 4.4.1, the energy dependency of the calibration
events derived from the Monte Carlo computations and the experimental reference
from Run 28− 32 is as well studied.
In case of the data taken between January 24th 2012 to May 22nd (in principle
a smaller subset of the ﬁrst period pI of Phase I) the qualiﬁer intensity of the multi-
variate classiﬁer output is characterized by the very same energy dependency pattern
as already determined in previous considerations of the three time intervals pI, pII
and pIII of the Gerda measurements. Hereby, again, a drift of the variable distri-
bution, where the falling edge is more and more shifted to smaller response values
for increasing energies, is systematically observed for all detectors. The respective
depiction can be found in the appendix B.3.1.
Concerning possible energy dependend systematics from Monte Carlo calcula-
tions, ﬁgure 6.13 (top half) illustrates the generated qualiﬁer distribution from Comp-
ton events at six diﬀerent energy regions 1375, 1550, 1845, 1955, 2155 and 2300 ±
25 keV and all semi-coaxial germanium diodes. While for the measured data a linear
correlation of the ANN response for SSE as a function of energy is empirically well
established, simulated calibration events on the other side do not bear the same, con-
sistent description for the various detectors. Some germanium diodes, like ANG2 or
RG2, even do not hold any energy dependence at all. Others, in turn, are described
by a signiﬁcant energy dependent response proﬁle, which applies for both, single site
and also multi site events, such that the left rising edge is as well more and more
shifted to lower qualiﬁer values at higher energies.
Eventhough showing an astonishing resemblance in the general ANN classiﬁer
distributions of the measured data, it appears that the simulations conducted with
theMaGe and ADL software programs are not capable to reﬂect the experimentally
found energy dependencies. The reasons for that inconsistency could not be resolved
up to the present day though. Still, the transformation as deﬁned by equation 4.13
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is adapted retroactively on the simulated calibration events of each single detector to
correct for the observed energy eﬀect and results in the qualiﬁer dispersions displayed
in the bottom half of ﬁgure 6.13.
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Figure 6.13: Simulated artiﬁcial neural network classiﬁer output distributions originated
by Compton events at six diﬀerent energy regions before (upper half) and after (lower
half) adaption of the energy correction transformation described by equation 4.13 for the
semi-coaxial germanium detectors.
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6.5.2 PSD cut parameter and survival fraction
Figures 6.14 a) + c) show a scatter plot of the corrected qualiﬁer value assigned to the
228Th calibration events as derived from the pattern recognition rules of the artiﬁcial
neural network classiﬁer versus the energy within the interval 1000− 2750 keV for
the experimental spectrum obtained in Run 28− 32 (top half) and the corresponding
simulations (bottom half), respectively. Owing to the circumstance that the diﬀer-
ent semi-coaxial detectors all closely resemble each other in all signiﬁcant features,
here exemplarily only ANG4 is presented. For the sake of completeness, a detailed
overview of all germanium crystals is anyhow entered up in the appendix B.3.2 for
the measured data and in B.3.4 for the Monte Carlo calculations. Clearly it can
be nicely seen, that both sample sets, the simulations along with the experimental
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Figure 6.14: Left: ANN classiﬁer response as a function of energy for 228Th calibration
events of the ANG4 detector for a) the experimental data of Run 28− 32 (top half) and c)
the attendant simulations. The gray solid line denotes in both cases the position where 90 %
of the DEP events are retained. Right: Corresponding 228Th calibration spectrum before
(green) or after (red) applied PSD cut as deﬁned by the gray line of the left ﬁgure, where
the cut is ﬁxed for a survival fraction of 90 % in the DEP (see inset). Again the same diode,
ANG4, is shown for the two sample sets attained from b) the conducted measurements (top
half) and d) the performed Monte Carlo calculations (bottom half).
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reference data, do for the considered energy region agree well in terms of the general
distribution or absolute position of the pulse shape selection output, which peaks,
as desired, in each case for the DEP at 1592.5 keV consisting of mostly single site
events at higher response values. Whereas for the other γ-lines of predominantly
multi site character, like the 212Bi or 208Tl FEPs at 1620.7 keV and 2614.5 keV as
well as the thallium SEP at 2103.5 keV, systematically population densities shifted
to lower classiﬁer regions are observed.
Further the ANN classiﬁer threshold for the pulse shape discrimination that
retains 90 % of those events ascribed to the double escape peak of thorium, used
as proxy for the eﬃciency on the 0νββ-signal under investigation, is determined for
each detector + sample set and additionally marked in ﬁgures 6.14 a) + c) as gray
horizontal lines. Again remarkably consistent cut values could be identiﬁed for the
measurements and the corresponding Monte Carlo approach, verifying the precision
of the simulations. A list of the computed qualiﬁer thresholds (and other pulse shape
suppression properties) is thereby provided in table 6.3.
Detector
sample ANN 228Th Calibration
0νββ
set threshold SEP FEP @Qββ
ANG2
data 0.359 27.7± 0.6 26.8± 0.1 52.8 −
MC 0.336 31.2± 0.4 33.2± 0.1 54.5 84.1
ANG3
data 0.344 37.1± 0.7 37.5± 0.1 60.0 −
MC 0.362 36.0± 0.4 33.2± 0.1 57.7 82.3
ANG4
data 0.385 30.4± 0.7 32.7± 0.1 54.5 −
MC 0.344 33.2± 0.4 39.0± 0.1 54.5 80.9
ANG5
data 0.369 30.4± 0.7 34.0± 0.1 57.0 −
MC 0.356 30.4± 0.4 24.3± 0.1 52.5 81.2
RG1
data 0.406 36.0± 0.9 39.5± 0.1 56.6 −
MC 0.363 36.7± 0.5 40.7± 0.2 59.8 84.4
RG2
data 0.413 34± 1 32.6± 0.1 54.2 −
MC 0.402 31.0± 0.6 37.1± 0.1 56.7 82.8
Table 6.3: Cut threshold as well as survival fractions of the neural network PSD along
with the statistical errors in units of [%], under the condition of retaining 90 % of the 208Tl
DEP events, for the six semi coaxial detectors. Values for the 228Th calibration spectrum
obtained from experimental data taken in Run 28− 32 (equivalent to the time interval from
January 24th 2012 to May 22nd) and from the Monte Carlo simulations discussed in the
present chapter are stated. The thallium SEP at 2103.5 keV and FEP at 2614.5 keV, as the
two most prominent γ-lines, serve as event candidates of multi site topology. The two last
columns list the survival fraction for the region at ±25 keV centered around Qββ of mixed
event type as well as for the homogeneously distributed simulated 0νββ-decay inside the
active detector volume, both with calculated statistical errors that are usually much smaller
than 0.1 % and therefore not further considered.
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Figures 6.14 b) + c) depict each a 228Th calibration spectrum before (green) and
after (red) pulse shape selection corresponding to a projection of the scatter plots
presented in ﬁgures 6.14 a) + c) (left side) for the ANG4 and for the experimental
measurement obtained during the time span between January 24th 2012 to May 22nd
(top half) and the respective simulations (bottom half) on the energy axis. Please
note the roughly two times higher statistics of the with theMaGe and ADL software
programs remodelled data. Analogous plots for the other germanium detectors are
additionally shown in the appendices B.3.3 for the experimental measurements and
B.3.6 for the Monte Carlo computations. Already on a ﬁrst glance the quite similar
suppression performances of the two diﬀerent sample sets can be assessed.
In a more detailed, quantitative analysis of the ANN classiﬁer selection power
on events of either signal- or background-like topology, the survival fraction of MSE
in the SEP at 2103.5 keV and FEP at 2614.5 keV are investigated when adapting
the neural network based PSD threshold on the calibration spectrum. As usually,
the survival is explicitly assumed to be the fraction of the peak content remaining
after the ANN selection cut. In particular, the Compton continuum under the γ-
line is disentangled by subtracting linearly scaled event counts from energy regions
below and above the peak. The obtained results on the corresponding single escape
and full energy peak fractions of the diﬀerent detectors are hereby listed in table
6.3 for the experimental data and the Monte Carlo calculations (again the statisti-
cal uncertainties have been calculated according to the procedure presented in the
appendix A). Eﬀectively both cases feature very similar suppression factors, where
about 60− 70 % of the γ-line events designated to be of multi site character can be
eﬀectively rejected under the condition of still keeping 90 % of the DEP intensity. In
addition the second last column states the survival fraction of those events occurring
in the ±25 keV wide region centered around the Qββ = 2039 keV and thus from the
Compton continuum of mixed MSE and SSE type.
6.5.3 Classiﬁer response distributions
The consistent description of the neural network based pulse shape discrimination
developed and presented in the framework of this thesis as an eﬃcient background
suppression technique by a dedicated Monte Carlo approach aimed for a detailed
evaluation of the eﬃciency ε0νββ on the hypothetical 0νββ-signal, is one basic aspect
for the validation of the reliability of the multivariate supervised learning method.
Hence a direct comparison between the selection performance, or in other words, the
classiﬁer response distributions for events with predominantly multi site or single site
topology from calibration measurements performed every one or two weeks and those
from simulations can give some further indications whether the trained selection rules
for the pulse shape identiﬁcation are justiﬁed as a veritable reﬂection of the actual
experimental data.
In order to facilitate such a confrontation of the two diﬀerent data sets, ﬁgure
6.15 displays for all six semi-coaxial detectors the ANN response of the double es-
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Figure 6.15: ANN response for the six semi-coaxial diodes. Distributions for the 228Th
calibration events of the DEP (blue ﬁlled area) and SEP (red hatched area) from Monte
Carlo calculations are shown along with the survival fraction in the double escape peak
versus the cut position (green), where the grey vertical line marks the threshold according
to a rate of 90 %. Also displayed are the equivalent γ-line dispersions (orange and cyan) from
the experimental data of Run 28− 32. Hereby contributions from the Compton continuum
are subtracted statistically using events in energy side bands. Additionally the simulation
output of a homogeneously distributed 0νββ-signal (see section 6.6) is illustrated (black).
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cape peak (blue ﬁlled area) and the single escape peak (red hatched area) events
extracted from the Monte Carlo calculations together with the overlayed equivalent
curves from the combined experimental 228Th calibrations taken during Run 28− 32
(cyan and orange) that can be conveniently used as reference. Contributions from
the subjacent Compton continuum have been hereby priorly subtracted statistically
using events in the energy side bands of the respective γ-line. Obviously the diﬀer-
ent distributions attributed to the DEP of mostly single site type and the SEP of
predominantly multi site character do, with respect to the general shape, intensity
as well as absolute classiﬁer output values, agree to a considerable extend with each
other. Therefore it appears highly reasonable to assume the simulated neural net-
work response behaviour for the thorium calibration measurements to reproduce the
experimentally gained data in reasonable accurateness.
Also shown in ﬁgure 6.15 are the DEP survival rate in units of [%] as a function
of the cut position (green, right scale) and the explicit neural network threshold
determined corresponding to a 90 % survival fraction in the double escape peak
(grey vertical line). Additionally the qualiﬁer dispersion from a simulation of ho-
mogeneously distributed 0νββ-events inside the active detector material in order to
estimate the ANN classiﬁer eﬃciency ε0νββ on the neutrinoless double β-decay (see
the upcoming section 6.6) is illustrated (black).
6.6 Application to 0νββ-signal from MC
The consistent performance of the pulse shape discrimination on the simulated and
experimentally measured 228Th calibrations, where by preference those events of
multi site topology in the single escape and full energy peaks are cutted, while 90 % of
the SSEs within the double escape peak are on the contrary retained, has impressively
substantiated the validity of the simulation eﬀorts discussed in the present chapter.
In the last part of the Monte Carlo study presented in this thesis, the validated PSD
is ﬁnally applied to simulated 0νββ-decays of 76Ge distributed inside the detector
volume. The primary aim herein is the evaluation of the 0νββ-signal acceptance by
the neural network selection cut along with the corresponding uncertainties.
Therefore another Monte Carlo simulation has been performed, where the 76Ge
neutrinoless double β-decays are ﬁrst generated uniformly in the active detector vol-
ume using the Decay0 generator [Pon00] and afterwards propagated with the Geant4
[Ago03][All06] based MaGe framework [Bos11]. In the following steps the obtained
interaction points along with the respective amounts of deposited energy are feeded
into the ADL pulse shape modelling program and subsequently classiﬁed with the
pattern recognition rules attained from the previous training (as performed in section
6.4) of the ANN method with Monte Carlo calculated sample sets for the signal-like
DEP at 1592.5 keV or the background-like FEP at 1620.7 keV from the thorium
spectrum. In order to ensure the consecutive processes of the whole pulse shape
simulation chain being conducted in conformity with the preceding computations for
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the calibration measurements by the three 228Th sources and as close to the real
experimental data, the very same assumptions as already mentioned in subsections
for the MaGe software as well as for the ADL program do serve again as input
parameters for the 0νββ-signal generation.
The resulting distribution of the artiﬁcial neural network response on the simu-
lated neutrinoless double β-decay within the energy range of Qββ±1·FWHM (black)
is supplementary superimposed in ﬁgure 6.15 upon the other single site DEP and
multi site FEP event class dispersins from Monte Carlo calculations and real exper-
imental data of Run 28− 32. It is perceived that the pulse forms pertaining to the
0νββ-signal are (similar to the DEP dispersions) indeed systematically assigned to
higher qualiﬁer values reserved - by deﬁnition - for those events of rather signal-like
topology. Anyhow, one can also apparently discern clear divergences between the
general shapes of the double escape peak, that serves as proxy for SSEs as well as
reference to determine the exact position of the PSD cut threshold, and the hypo-
thetical 0νββ-decay with the latter being slightly shifted to lower regions (indicating
an decreased eﬃciency of the ANN classiﬁer on the neutrinoless signal in relation to
the double escape peak).
6.6.1 Eﬃciency ε0νββ
Figure 6.16 b) depicts the spectral distribution in the reconstructed energy range
from 1000 keV to 2100 keV of the internal 0νββ events before (red) and after (green)
the adaption of the ANN-based PSD cut under the condition of keeping 90 % of the
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Figure 6.16: a): Simulated survival fraction in units of [%] for the six semi-coaxial
germanium diodes along with the interval εPSD = 90+5−9 % actually considered in [Ago13a] for
the 0νββ-analysis of Gerda Phase I. The combined average eﬃciency, weighted according
to the active detector mass and enrichment fraction of the 76Ge isotope, is marked as gray
horizontal line. b): Simulated spectum of the neutrinoless 0νββ-decay homogeneously
distributed inside the semi-coaxial ANG4 detector before (red) and after (green) applying
the neural network pulse shape cut. A close-up on the full energy peak at Qββ in the energy
interval 2000− 2050 keV is shown in the small inset on the top left margin.
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DEP line intensity. Owing to the resemblance of the spectral distribution observed
for each of the diﬀerent semi-coaxial detectors, here only the simulated data for
ANG4 are visualized to give an example. A detailed overview of all detectors is still
provided in the appendix B.3.6 for the reader.
As expected, the 0νββ-spectrum exhibits a sharp peak at Qββ = 2039 keV (see
close-up in the small inset at the top left margin). Already from the very ﬁrst sight
it can be identiﬁed, that the vast majority of the peak intensity is still retained after
the pulse shape cut. A second dominant feature is represented by a tail extending
to low energies that occurs due to those events for which a noticeable part of the
total energy is either deposited in the dead layer and thus lost outside the active
volume or completely escaped from the detector.1 Regarding the signiﬁcant chance
of the electrons created during the 0νββ-decay process to also emit a bremsstrahlung
photon, naturally not all of the events located in the peak at Qββ and in the low
energy tail are of SSE type. In principle the multi site event contamination for the
neutrinoless decay mode is assumed to be in a quite similar order when compared
to the one of the double escape peak of 208Tl at 1592.5 keV. However, since the
energy of the 0νββ-signal is distinctly higher with respect to the DEP, consequently
the probability for the occurrence of bremsstrahlung and on that note of an multi
site event with a non-localized energy deposition is enhanced. Hence, the eﬀect is
approximately equivalent to an increase of the spatial extend of the energy deposits
as γ-rays from bremsstrahlung of higher energy interact in farther distance to the
main interaction site (i.e. the electron-positron pair creation vertex for the DEP or
the 0νββ-decay vertex). This aspect has been already discussed and quantitatively
investigated in, for instance, [Bud09][Ago11b]. Accordingly the neural network pulse
shape discrimination cut survival probability is - already for that reason - supposed
to be slightly lower than the ﬁxed eﬃciency of 90 % for the double escape peak and
may thus give a reasonable explanation for the 0νββ-event distribution to be slightly
displaced to lower ANN classiﬁer output values in ﬁgure 6.15.
However, the resulting survival fractions in units of [%] for the FEP of the 0νββ-
decay of 76Ge at Qββ after applying the threshold of the neural network cut are sum-
marized in the last column of table 6.3 for each of the single semi-coaxial-detectors.
The absolute statistical uncertainties are hereby far below 0.1 %. Additionally ﬁgure
6.16 a) gives also a visual impression of the diﬀerent ANN selection eﬃciencies on the
six individual germanium diodes (orange hollow circles) along with the systematic
uncertainty interval εPSD = 90
+5
−9 % of the survival fraction used for the oﬃcial anal-
ysis of the Gerda Phase I results recently published in [Ago13a] (light blue hatched
area). The value is thereby estimated on the basis of the speciﬁed acceptance rate
for events within the DEP and the systematic consistency considerations employed
in the preceding chapter 5.
1The resulting decrease on the signal eﬃciency is thereby already covered with the quantity εdet
from equation 3.20 used for the half-life calculation on the neutrinoless double β-decay by means
of equation 2.54. Basically it accounts for the probability that a 0νββ-decay, taking place in the
active volume of a detector, actually releases its entire energy in it and therefore contributes to the
full energy peak at Qββ .
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Systematically the derived values are found to be 5− 10 % below the ﬁxed 90 %
acceptance of the events originated from the double escape peak, which settles the
threshold position on the classiﬁer value. This diﬀerence can be attributed to various
reasons and caused either by the increased appearance of bremsstrahlung in the
0νββ-signal at Qββ compared to the DEP at 1592.5 keV with lower energy (as already
discussed) or due to simulation artefacts generated by the adjustments introduced to
overcome the deﬁciencies of the simulations (i.e. positions of 228Th sources, electronic
response, noise or impurity concentrations) and possible uncertainties concerning the
particle interactions computed within theMaGe Monte Carlo program or the signal
formation process of the ADL software. A detailed discussion of the most reasonable
contributions to the systematic error is intended to be issued in the concluding
subsection 6.6.3 of this chapter. Another conceivable explanation for the deﬁcit in
the 0νββ survival fraction may be found in a volume dependency of the ANN cut
originated by the inhomogeneous DEP event distribution with a slightly preferred
arrangement at the outer surface regions of the detector and will be investigated in
the next subsection 6.6.2 though.
Further illustrated in ﬁgure 6.16 a) is the combined eﬃciency on the neutrino-
less double β-decay from all six semi-coaxial detectors as concluded by the conducted
simulations (gray horizontal line). The individual contributions from the germanium
crystals are thereby each weighted according to the respectice active masses and en-
richment fractions concerning the 76Ge isotope. An average value of ε0νββ = 83 %,
still located within the anticipated interval for εPSD, is obtained. The corresponding
statistical error can be derived to a number below 0.2 % and is therefore not consid-
ered in the following analysis since the various systematic uncertainties are found to
be by far dominant.
6.6.2 Volume dependency
It is highly instructive to investigate a possible volume eﬀect of the pulse shape
selection as one conceivable origin for the loss in the 0νββ eﬃciency in comparison
to that of the DEP.
For this purpose ﬁgure 6.17 depicts the distribution of the average survival frac-
tion in units of [%] when adapting the ANN cut thresholds listed in table 6.3 (for MC
data sample) on the simulated homogeneous neutrinoless double β-signal inside the
active volume as a function of the respective height (z-direction) and radius of the
individual six semi-coaxial detectors. Bins in the scatter plot which do not contain
any information and thus remain unﬁlled (white) are either attributed to the bore
hole or the dead layer on the outer n+ surface of the crystal geometry. Please note
that counter-intuitively and very occasionally values inside the bore hole of the de-
tector are still allowed though, since here the disperion of the energy barycenters of
individual events are shown. Regions with a relatively low mean acceptance, where
the neural network algorithm can not clearly identify SSEs, are signiﬁed by violet,
blue and green color code, while those areas of high acceptances up to 100 % are
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on the other hand highlighted in red, orange and yellow shades (see color bar with
assigned scale at the right axis).
Obviously, a conspicuous volume dependency is present for the applied pulse
shape discrimination. In particular those events occurring close to the p+ contact
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Figure 6.17: Distribution of the survival fraction in units of [%] for a homogeneously
simulated 0νββ-signal inside the active detector volume as function of the height and radius
when applying the neural network cuts as listed in table 6.3 (for the MC sample). All six
semi-coaxial germanium crystals are shown.
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at the inner bore hole of the cylindric geometry of the germanium crystal and to a
slightly lower extend in the inner center of the radially projected detector volume
are increasingly removed.
One potential argument has already been mentioned before in subsection 6.4.1,
where the inhomogeneous distribution of the DEP events used as signal-like proxy
sample for the learning process of the ANN, due to a higher probability of annihilation
photons to escape from the active volume, has been pointed out. In such case the
classiﬁer is eventually trained to select those events in vicinity to the outer surface
of the detector instead of the desired SSEs. In [Vol12] this aspect has been explicitly
investigated by additionally performing the training of the multivariate classiﬁer with
a special sample consisting of intentionally homogeneously distributed DEP events.
It was found that the volume eﬀect, albeit being noticeably mitigated, can still not
completely suppressed though. Hence, another not yet identiﬁed causing for the
volume eﬀect is assumed.
At this point it should be also referred to the independently developed and
completely alternative PSD method based on the combination of the two input pa-
rameters represented by the A/E-value and the pulse asymmetry. An explanation on
the corresponding working principle has been priorly given in subsection 5.5.2. Dedi-
cated simulations conducted in order to validate the empirically derived classiﬁcation
algorithm, surprisingly revealed a volume selection of events that is in astonishing
accordance with the one retained by the neural network approach presented in this
thesis [Ago13d][Sal13]. However, the aﬀected net region is directly related to the
overall survival probabilities stated in table 6.3 and responsible for the decreased
eﬃciency on the neutrinoless double β-decay.
6.6.3 Systematic uncertainties
The most reasonable items assumed to have a sizable impact and thus considered as
contribution to the systematic uncertainty of the neutrinoless double β-decay eﬃ-
ciency ε0νββ are intended to summarized in table 6.4 along with the correspondingly
deduced absolute numbers. In general the diﬀerent errors arise, for instance, due
to uncertainties in the Monte Carlo simulations regarding either the accuracy of
the implemented geometry model for the experimental setup or the precision on the
tracking of particles and the particle interaction processes themselves. Other possi-
ble reasons engender by virtue of several input parameters entering the simulation
chain that were guessed in the consequence of lacking information and therefore may
be wrong, whereas in the best case they at least contain some intrinsic errors. In the
following it is intended to brieﬂy itemize the predominant contributions:
• For the uncertainty related to the MSC of the interaction points within the de-
tector material by means of theMaGe software two conceivable origins can be
identiﬁed: (i) a deﬁcient implementation of the experimental geometry within
the source code (detector dimensions, material composition or displacements)
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and (ii) explicitly the interaction procedure of radiation in matter (see sub-
section 3.2.2) conducted by Geant4. Both items combined are evaluated to
introduce an absolute error of roughly ±2 %, where the geometrical share is
considered to be less prominent as the various sizes, shapes or substance of
the diﬀerent setup components are very well known and carefully integrated
into the program. The second contribution owing to the particle tracking is
extracted from [Ama05][Poo05][Cir10] that have systematically validated the
uncertainty of electromagnetic physics processes supplied by the Geant4 soft-
ware for γ-rays and e± to be at the low-percent level in the energy range
relevant for γ-spectroscopy and the analysis performed with the Gerda data.
• The source position during the data taking of the 228Th calibration runs is one
further critical, in fact as it tuns out even the most important, issue concerning
the systematic uncertainties on the neutrinoless double β-decay survival frac-
tion. Since the neural network is trained with samples from the 208Tl double
escape peak and the 212Bi full energy peak of the calibration measurements,
the particular location of S1, S2 + S3 relative to the germanium detector array
and the resulting event distribution in the active crystal volumes does have an
incisive eﬀect on the outcome of the learning process and the subsequent appli-
cation of the selection rules on the 0νββ-signal. The concreate consequence on
the absolute number is quantiﬁed by repeating the very same analysis with a
diﬀerent assumption on the position of the three thorium sources. In particular
a vertical shift of ±40mm, equal to the systematic error on the z-position es-
tablished in subsection 6.2.2 (by a comparison of the γ-line and overall spectral
intensities), is taken into account. It was thus evaluated that ε0νββ alternates
with the uncertainty of ±2 %.
• As explained in subsection 6.3.2 the computations conducted on the pulse shape
simulation are not capable to realistically reproduce the implication of the
electronic devices (cabling, charge sensitive pre-ampliﬁer, etc.) counted among
the experimental read-out supply on the time formation of the charge trace.
Hence, in the absence of a better alternative, a feasible but not necessarily
correct electronics response or transformation function has been generated by
a comparison of the average single site pulses from the MC and the measured
data. To estimate the accruing eﬀect, the training and classiﬁcation of the
ANN method has been redone with the plain, unchanged simulation output
from the ADL pulse shape modeling and yielded the absolute contribution to
the systematic uncertainty of ±1 %.
• An additional point not integrated in the simulation of the charge signals is
the electronic noise. In subsection 6.3.3 it has been conveniently reproduced
by deploying the corresponding experimental baseline traces that are usually
recorded during the Phase I physics runs. A dedicated Fourier analysis has
further validated that the obtained information resembles the calibration data
within detector speciﬁc uncertainty bounds of roughly 20 % at maximum (see
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ﬁgure 6.9) and can be therefore still comprehensively used for all sample sets.
By performing the simulation and neural network classiﬁcation on diﬀerent
assumptions for the noise amplitude, this systematics is transferred to a neg-
ligible small value of ±0.1 % for the absolute noise-related uncertainty on the
eﬃciency on the neutrinoless double β-signal.
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Figure 6.18: Distribution of the survival fraction in units of [%] for a homogeneously
simulated 0νββ-signal inside the active detector volume as function of the x- and y-direction
for the neural network cuts listed in table 6.3. The resulting data are depicted for a top
view on all six semi-coaxial germanium crystals.
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• The ADL pulse shape simulation program has been fed with numbers for the
impurity concentration of the single diodes which are not known, but retroac-
tively tracked back with the aid of formerly measured voltages for a full deple-
tion of the detector volume from [Bar09b]. Values between 0.6 · 1010 atoms/cm3
for the ANG5 with the (by far) smallest depletion voltage of 1000V and
1.2 · 1010 atoms/cm3 for the RG1 with the highest depletion voltage of 4200V
could be iteratively inferred in the course. However, this method is highly
inaccurate and an empirically assessed uncertainty of about 20 % on the indi-
vidual detector impurities remains to be unresolved. In terms of the survival
fraction on the neutrinoless double β-decay this can be directly conferred into
a systematical error of ±1 %.
• Besides the volume dependency for the ANN classiﬁer cut already shown in
the preceding subsection (see ﬁgure 6.17), also a pattern structure that is di-
rectly connected to the crystallographic symmetry of the detector material,
that apparently inﬂuences the signal time structure on a signiﬁcant level, has
been observed. Figure 6.18 illustrates the distribution of the average survival
fraction in units of [%] according to the cut thresholds stated in table 6.3 (for
MC data sample) on the simulated homogeneous 0νββ-events inside the ac-
tive volume as a function of the respective x- and y-directions (top view) of
the individual six semi-coaxial detectors. Again the color code covers the op-
tical spectrum from blue up to red shades respectively denoting regions with
increasing acceptances on the neutrinoless double β-signal and reveals clearly
the symmetry eﬀects related to the structure of the 76Ge crystal lattice. The
impact on the classiﬁcation pattern derived by the multivariate analysis tech-
nique during the training and the theron based event selection is studied such
that the orientation of the axis is rotated in steps of 15 ◦ within a range of 90 ◦
until the symmetry repeats itself again. This can be easily accomplished within
the ADL program by only applying some minor changes. In doing so, for the
systematic uncertainty a contribution in the order of ±1 % could be assigned.
The possible deviations from the mean value ε0νββ = 83 % of the 0νββ-signal eﬃ-
ciency seen are combined quadratically. Consequently the total systematic uncer-
tainty of the contributions listed above and reported in table 6.4 sums up to ±3 %.
Item
Systematical
uncertainty
Setup geometry & particle tracking ±2 %
Source position ±2 %
Electronics response ±1 %
Noise ±0.1 %
Impurity concentration ±1 %
Crystal axis orientation ±1 %
Table 6.4: Absolute systematic
uncertainties on the survival frac-
tion ε0νββ = 83 % of the neutrinoless
double β-decay events when apply-
ing the ANN pulse shape selection
on the simulated data. Here these
items expected to introduce the rel-
evant contributions are discussed.
7. Evaluation of the half-live T 0ν1/2 in
76Ge
Within Phase I of the Gerda experiment, located at the Laboratori Nazionali del
Gran Sasso (LNGS) of INFN in Italy, eight refurbished semi-coaxial detectors from
the Heidelberg-Moscow experiment (HdM) [Kla01] and the International Germa-
nium Experiment (Igex) [Aal02] enriched in the isotope 76Ge have been operated
starting from November 2011 until May 2013 with the aim to search for the ex-
tremely rare process of the neutrinoless double β-decay with an endpoint energy of
Qββ = (2039.061±0.007) keV [Mou10]. In the course of data taking also ﬁve newly
produced detectors of BEGe type have been additionally deployed in July 2012. Two
of the semi-coaxial diodes featured soon after the beginning of the measurement a
large leakage current and have been discarded though. Also one of the BEGes exhib-
ited an unstable behaviour concerning the energy calibration and has been hence as
well excluded from the analysis. Further a fraction of 5 % of the data is not used due
to temperature instabilities. Therefore, with the cessation of Phase I, ﬁnally a sum of
492.3 live days has been collected and can be directly transferred to a total exposure
of 21.6 kg·yr considered for the estimation on the half-live T 0ν1/2 of the 0νββ-decay
in the germanium isotope. Hereby the region of interst around Qββ used for the
background estimate entering the analysis spans from 1930 keV to 2190 keV exclud-
ing (apart from the blinded window) the intervals (2104± 5) keV and (2104± 5) keV
due to sizable contributions from known γ-lines of 208Tl or 214Bi, respectively. The
remaining energy range is (has been), within the framework of this thesis, often
referred to as 230 keV window or ROI (acronym for region of interest).
To avoid biases in the event selection for the 0νββ-analysis, a blind analysis, with
the interval Qββ ± 5 keV being hidden until the data handling and all selection cuts
are frozen, has been performed. For a more detailed description of the experiment
the reader is referred to [Ack13] or chapter 3 of this thesis.
The energy stability performance is thereby monitored with the aid of dedicated
calibration runs that have been performed on a (bi-)weekly basis by deploying three
228Th sources of suﬃcient activity in close distance to the detectors. The deposited
energy is retroactively reconstructed oine by a digital ﬁlter with semi-Gaussian
shaping. From a comparison with the calibration measurements and the known
extrapolation on the energy scale, an exposure-weighted average energy resolution
(FWHM) of the physics data with (4.8±0.2) keV for semi-coaxial detectors and
(3.2±0.2) keV for BEGe is expected at Qββ. Thereby the individual resolutions have
been stable within 0.1 keV during the entire period of data taking for all detectors.
Data selection
A 0νββ-decay would in case of occurrence almost always deposit the whole released
energy localized in only one detector. Hence solely those events with an energy
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deposition in a single germanium crystal are considered, resulting in a background
suppression of about 15 % at Qββ with practically no eﬃciency loss for the neutri-
noless double β-signal. In a second data quality cut all HPGe detector events that
happen in coincidence within 8µs with a signal from the muon-veto are rejected lead-
ing to a further background reduction of roughly 7 %. By excluding events that are
either preceded or followed by another one within 1ms in the same detector channel
allows to furthermore eﬀectively reject background engendering from the 214Bi-214Po
cascade in the 222Rn decay chain and eﬀects less than 1 % of the events close to
Qββ. Thereby the dead time owing to the muon-veto and BiPo cuts is negligible,
considering the low counting rate in the Gerda experiment.
The data are divided into three subsets according to the diﬀerent background
indices (BI), a quantity deﬁned as the number of counts per keV·kg·yr, observed in
the ROI around Qββ. In particular a ﬁrst one covers the whole data collected with
the BEGe detectors (2.4 kg·yr exposure), where a second, so-called silver subset
contains only a short data period from the semi-coaxial germanium crystals of ex-
ceptionally high background index at the time when the diodes of BEGe type have
been deployed (1.3 kg·yr exposure). The remaining of the semi-coaxial data is col-
lected in a third data set, also denoted as golden data set, with the by far highest
statistics (17.9 kg·yr exposure).
Background composition
In order to extract a possible neutrinoless double β-process at the Qββ-value or,
in case of no event observation, to derive a lower limit on the half-life of the 0νββ-
signal, it is crucial to understand the diﬀerent contributions observed in the energy
spectrum and, by their identiﬁcation, to develop a strategy for an eﬀective back-
ground suppression.
When analyzing the the energy spectrum obtained during Gerda Phase I, sev-
eral γ-peaks due to 40K and 42K decays as well as the decay chains of 226Ra and 228Th
are visible. The spectral shape between the detector dependent trigger threshold of
40− 100 keV towards 570 keV is thereby characterized by β-decays of 39Ar, whereas
further up between 570 keV and 1700 keV the predominant contribution arises from
double β-decays accompanied by neutrino emission (2νββ). Higher energy inter-
vals above 3MeV are, on the contrary, basically determined by α-decays on the p+
layer of the detector (either inner bore hole for semi-coaxial or point-like contact
for BEGe geometry) generated from 210Po and to a smaller extend also from the se-
quential decays of the 226Ra chain. However, around 2MeV, at the region of interest
close to Qββ, a mixture of the above mentioned contributions can be observed (see
for instance subsection 3.6.1 on the experimental measurements of Phase I).
A detailed decomposition of the described energy spectrum was done in [Ago13c]
(subsection 3.6.2 provides also a brief description of the attained background model)
considering physics data recorded until March 2013 that amount to a total exposure
of 16.70 kg·yr for the six semi-coaxial detectors and 1.8 kg·yr for the germanium crys-
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tals of BEGe type. Hereby the background distribution has been ﬁtted for an energy
range of 570− 7000 keV to a compositing model consisting of the already mentioned
radiative contaminations at diﬀerent locations, i.e. distances to the germanium diode
array. Despite the circumstance that the exact positions of the various contributions
can not be disentangled from the available statistics, several other important prop-
erties have been ascertained:
• The Gerda Phase I background is engrossed by those sources in vicinity to
the detectors or even on the detector surface (mainly α-, β- or 42K-events.)
• It is validated that no peak is expected within the blinded energy window at
Qββ ± 5 keV to originate from any of the conceivable radiative contaminations.
• Also the spectral shape can be in good approximation identiﬁed as a constant
intensity in the regoin of interest at Qββ.
Pulse shape discrimination
Concerning the general sensitivity of a counting experiment searching for the neu-
trinoless double β-decay, one important key aspect is the minimization of the back-
ground index present close to the Q-value, provided that the 0νββ-signal eﬃciency is
still kept high. Using an enhanced pulse shape analysis tailored to meet the individual
experimental requirements has been repeatedly proven in the ﬁeld of γ-spectroscopy
with HPGe detectors to be an ideally suited method for that purpose.
Assuming that the energy loss of electrons created in the course of the 0νββ-decay
by means of bremsstrahlung is small, the total ionization takes place in localized pro-
cesses of negligible spatial distance within the detector volume resulting in so-called
single site events (SSE). Vice versa, possible background engendering from Comp-
ton scattered photons does predominantly exhibit energy depositions at several well
separated interaction points and thus yields typically multi site events (MSE). Con-
sequently the time behaviour of the induced current signal on the read-out electrode
will diﬀer for the two described event classes, whereby this feature allows for an
opportunity to discriminate the obstructive background events. As third event type,
surface events, that represent a large fraction of the overall induced background of
Gerda Phase I, come along as well with distinct pulse form and are insofar easily
distinguishable. A detailed overview on the applied pulse shape selection techniques
of the ﬁnal data analysis is i.a. given in [Ago13d]. Depending on the detector type,
two diﬀerent methods have been developed, thoughtfully validated and ﬁxed before
the unblinding of the energy spectra was prosecuted in June 2013.
In case of the BEGe detectors, the ratio of the maximum height A of the current
pulse over the deposited energy E serves as an easily graspable, powerful and well
understood discrimination parameter. As proxy for the pulse shape of 0νββ decays
acts the DEP of 2614.5 keV photons induced by the 208Tl-decay from the calibration
data. While for the accepted range of 0.965 < A/E < 1.07 the signal eﬃciency is
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determined to (92± 2) %, a background suppression at Qββ of more than 80 % is
achieved. A cross check with the corresponding survival fraction of 2νββ-decays
within the energy interval 1000− 1400MeV revealed, in nice accordance with the
numbers attained for the double escape peak, a value of (90± 5) %.
On the other hand, for the semi-coaxial detector type, the A/E quantity does
not represent a useful discriminant for an eﬃcient event selection. This is ascribable
to the geometry-speciﬁc weighting potential ﬁelds with, if compared to the BEGe
diodes, a characteristically lower gradient and a hence larger relevant part of volume
for the detector signal. As a result a position dependent charge collection and thus
pulse shape when moving from the inner p+ surface to the outer n+ surface is
engendered, since both charge carriers, electrons and holes, are contributing to the
signal formation.
Instead a diﬀerent approach developed in the framework of this thesis and based
on the neural network algorithm TMlpANN provided by the TMVA software package
[Hoe07][Vos07], is employed to select single site events. As explained in chapter 4,
in particular a feed-forward multi-layer perceptron with two hidden layers of 51 and
50 neurons, respectively, is utilized for which the times where the charge pulses
reach 1 %, 3 %, ..., 99 % of the maximum height act as input variables. The training
of the multivariate classiﬁer, that relies on the supervised learning method, is
conducted with user-supplied signal or background class samples from calibration
data containing, on one side, 208Tl DEP events at 1592.5 keV being conspicuous for
their predominantly SSE character and, on the other side, 212Bi FEP events at the
1620.7 keV of mostly MSE topology. Also the learing process is performed for each
detector and three separate time periods of similar conditions individually.
In order to ﬁnalize the cut on the classiﬁer output of the neural network, the
pulse shape discrimination has been tuned such that a survival fraction of 90 %
for the DEP is retained. The corresponding threshold values on the ANN qualiﬁer
have been priorly computed in subsection 4.4.2, where they are also summarized
in table 4.5. Hereby the pulse shape selections are especially intended to facilitate
the ultimate sensitivity for a T 0ν1/2-limit for the neutrinoless double β-decay. As the
expected background counts at Qββ are very few, only a moderate rejection is needed
while it is preferred to keep the 0νββ-eﬃciency high.
After the introduction of the pulse shape discrimination procedure for the oﬃcial
0νββ-analysis, several cross checks based on experimental data from the gathered
Gerda Phase I calibration and physics runs - availing on Compton edge (CE) and
neutrino-accompanied double β-decay (2νββ) events - as well as a complementary
measurement with a 56Co source have been subsequently performed throughout chap-
ter 5. Regarding the diﬀerent deviations from the survival fraction of 90 % for the
DEP seen, the eﬃciency and overall systematic uncertainty of the ANN classiﬁer
on the neutrinoless double β-signal was in summary estimated to εPSD = 90
+5
−9 %.
Thereupon this value has been used for the determination of the ﬁrst result on the
0νββ-decay in 76Ge from the Gerda experiment presented in [Ago13b].
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All of the so far performed consistency studies are, however, based on calibration
and physics data and thus experimental measurements only. In chapter 6 of this
thesis therefore detailed Monte Carlo + Finite Element Method (FEM) calculations
have been prosecuted, considering all pivotal conditions of the experiment (as for
instance: setup geometry, particle interaction in matter, source position, impurity
concentration in the germanium crystal, electronics response, noise or operational
voltage). Finally the performed simulation eﬀorts yielded an average eﬃciency on
the hypothetical neutrinoless decay mode of
ε0νββ = (83± 3) % ,
which is noticeably declined compared to the value for εPSD derived from the ex-
perimentally recorded data. The reason has been identiﬁed as signiﬁcant volume
dependencies present for the multivariate pattern recognition algorithm - most likely
introduced by the DEP events used as signal training sample being inhomogeneously
distributed within the active detector region (since the probability for the two 511 keV
photons to escape is larger in the corners). Hence in a conservative approach, here-
inafter the second, considerably smaller value ε0νββ inferred from the simulation
computations is ultimately assumed for the eﬃciency of the neural network method
on the 0νββ-process aimed to be scrutinized.
Results
After the analysis methods discussed above have been ﬁnally frozen, the events
in the blinded interval around Qββ ± 5 keV were processed in June 2013.
Set
Exposure Events BI
δE
eﬃciency ε Nexp NobsE in ROI [ 10−3cts
keV·kg·yr
]
[keV]
[kg·yr] [cts]
Without pulse shape analysis
Golden 17.9 76 18±2 4.8 0.688±0.031 3.3 5
Silver 1.3 19 63+16−14 4.8 0.688±0.031 0.8 1
BEGe 2.4 23 42+10−8 3.2 0.720±0.018 1.0 1
With pulse shape analysis
Golden 17.9 45 11±2 4.8 0.571± 0.032 2.0 2
Silver 1.3 9 30+11−9 4.8 0.517± 0.032 0.4 1
BEGe 2.4 3 5+4−3 3.2 0.663±0.022 0.1 0
Table 7.1: List of parameters used for the 0νββ-analysis. Numbers are stated for the
three data sets (golden, silver, BEGe) with and without pulse shape discrimination.
Hereby E signiﬁes the exposure, ε the total 0νββ-decay eﬃciency and δE the energy reso-
lution (FWHM). Additionally the event number observed in the ROI, the corresponding
background index BI, and the expected(observed) counts Nexp(Nobs) within the blinded
region Qββ ± 5 keV ares shown in the last two columns.
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Table 7.1 lists all parameters relevant for the 0νββ-analysis, i.e. the exposure
E = Mdet · t, the number of background events in the 230 keV window as the region
of interest (ROI), the background index (BI), the energy resolution δE and the
exposure-weighted average eﬃciency ε of all three subsets with and without pulse
shape discrimination (parts of the numbers have already been mentioned earlier in
this thesis within table 3.8 of subsection 3.6.1 in the context of a brief introduction to
the Gerda experiment). Also stated is the number of events Nexp in the inaccessible
range of 10 keV width as expected by theGerda background model derived by means
of Monte Carlo simulations and presented in [Ago13c] along with the experimentally
determined counts Nobs after the unblinding of the corresponding energy interval.
Furthermore ﬁgure 7.1 displays the combined energy spectrum obtained from all
enriched HPGe detectors (semi-coaxial + BEGe) before (ﬁlled red) and after (ﬁlled
green) adaption of the neural network or A/E parameter based event selection cuts.
The region of interest, i.e. the 230 keV-window with the excluded two intervals of
±5 keV width from known γ-lines marked by orange shaded areas (lower panel) as
well as a more narrow interval zoomed to Qββ (upper panel) are shown.
Apparently for the combined data set seven events are observed in total in the
formerly blinded range Qββ ± 5 keV if the PSD is disregarded. Table 7.2 reports
the details of these events including also the most important results from the pulse
shape analysis. Compared to the total number of 5.1± 0.5 counts predicted by the
background model [Ago13a], no excess of events beyond the expected contribution
is seen (see last two columns of table 7.1).
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Figure 7.1: Combined energy spectrum from all enriched semi-coaxial and BEGe detectors
with (green shaded) and without (red shaded) applied pulse shape discrimination. The re-
gion used for the background estimation, namely between 1930 keV and 2190 keV excluding
the intervals (2104± 5) keV and (2119± 5) keV (both orange shaded) from known γ-lines,
(lower half) and a zoom close the FEP of the 0νββ-decay (upper half) is depicted. The
formerly blinded energy range at Qββ ± 5 keV is illustrated as blue shaded area.
175
In fact this statement is even further strengthened when additionally applying
the pulse shape analysis. After the cut, of the six events from the semi-coaxial
detectors, three are classiﬁed as SSE, the rest is rejected as background. A cross
check with the two alternative discrimination strategies (likelihood and asymmetry)
exposed that for ﬁve out of the six events the same class identiﬁcation as either
signal or background is yielded by at least one other method. The one event from
the BEGe data is as well discarded by the A/E cut and no events remained in the
Qββ ± σE,k region for this particular subset with σE,k = δEk/2.35 being given by
the known energy resolution. Hence, the expected background counts and observed
number of events are consistent not only for the combined data set but also in all
individual subset sets, with or without neural network as well as A/E pulse shape
discrimination, such that no indication for a 0νββ-decay signal and a half-life limit
is inferred.
Data
Detector
Energy
Date
ANNorA/E PSD
set [keV] response passed
golden ANG5 2041.8 18 Nov 2011, 22:52 0.347 no
silver ANG5 2036.9 23 Jun 2012, 23:02 0.521 yes
golden RG2 2041.3 16 Dec 2012, 00:09 0.685 yes
BEGe GD32B 2036.6 28 Dec 2012, 09:50 0.750 no
golden RG1 2035.5 29 Jan 2013, 03:35 0.696 yes
golden ANG3 2037.4 02 Mar 2013, 08:08 0.211 no
golden RG1 2041.7 27 Apr 2013, 22:21 0.368 no
Table 7.2: List of
all events within
Qββ ± 5 keV. The
corresponding cut
thresholds of the
ANN classiﬁer can
be found in table
4.5.
According to equation 2.53, the observed signal count N0νk for each of the three
data sets k = golden, silver, BEGe would (for no veriﬁcation of a signal) enable
to quantify a lower limit on the decay rate, corresponding to the inverse half-life
1/T 0ν1/2, of the process via the relation:
N0νk =
ln 2 ·NAvg · Ek · εk
mA ·T 0ν1/2
, (7.1)
with NAvg denoting the Avogadro constant. Further Ek = Mdet · t represents the ex-
posure, mA = 0.0756 kg the molar mass of the enriched material and εk the eﬃciency
with reference to the individual data subsets. Based on the already stated equation
3.20, the latter quantity is thereby deﬁned as the product of the (set dependent) en-
richment fraction f76, the active volume fraction of the detectors fav, the probability
εdet of the 0νββ-events to deposit their entire released energy when occurring in the
active volume and - if the pulse shape discrimination is applied on the data - the
selection eﬃciencies εPSD on the ANN or A/E method discussed above.
As described in [Sch14] the analysis to estimate the 0νββ-signal strength and a
frequentist coverage interval has been conducted corresponding to a proﬁle likelihood
approach on the diﬀerent Gerda Phase I data samples with four free parameters.
In doing so, for each of the three subsets the energy spectra have been ﬁtted to a
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normalized function f(E|bk, 1/T 0ν1/2), which consists of a constant term bk attributed
to the background as well as a Gaussian peak, with the mean position being centered
at Qββ ± 0.2 keV and a width equal to the standard deviation σE,k = δEk/2.35 of
the energy resolution δEk, to also account for a possible 0νββ-signal. The latter is
thereby common to the diﬀerent data samples. For the background interpolation the
240 keV wide window ranging from a lower energy of 1930 keV up to a maximum value
of 2190 keV is used including the now unblindend region around Qββ but without
regarding the intervals (2104± 5) keV and (2119± 5) keV removed due to known γ-
lines arising from the decays of the isotopes 208Tl, 214Bi. Following this assumptions
yields the expression:
f(E|bk, 1/T 0ν1/2) =
1
240 keV · bk +N0νk
(
bk +
N0νk (1/T
0ν
1/2)√
2pi ·σE,k
exp
(E −Qββ)2
2σ2E,k
)
, (7.2)
where N0νk (1/T
0ν
1/2) is described by equation 7.1. The (unbinned extended) likelihood
L is then given by
L(bk, εk, ..., 1/T 0ν1/2) =
∏
k
µNkk · e−µk
Nk!
∏
events
f(E|bk, 1/T 0ν1/2)
∏
k
[
1√
2pi ·σε,k
exp
(εk − εk)2
2σ2ε,k
]
... (7.3)
Hereby the product is calculated over all events with Nk and µk =
∑
k(bk · 240 keV+
N0νk ) signifying each the total number of observed or expected events in the k-th data
set, respectively. Concievable systematic errors owing to, for example, the detector
parameters or on the resolution, the peak position and all eﬃciencies have been
taken into consideration by additional nuisance parameters in the proﬁle likelihood.
The corresponding correction term is in equation 7.3 enclosed by squared brackets
and implied for the uncertainty σε,k on the eﬃciency only due to reasons of clarity
though, but has been of course also performed in the calculations similarly for all
other contributions as well. Correspondingly, the proﬁle likelihood is found to be
λ(1/T 0ν1/2) =
max
bk, ε, ...
L(bk, εk, ..., 1/T 0ν1/2)
max
bˆk, εˆk, ..., 1/Tˆ
0ν
1/2
L(bˆk, εˆk, ..., 1/Tˆ 0ν1/2)
. (7.4)
For the likelihood ratio only physically allowed regions have been evaluated, requiring
1/T 0ν1/2≥ 0 (equatable to N0νk ≥ 0).
To derive an upper boundary on the (inverse) half-live, an approximation based
on the so-called Wilk theorem has been conducted. Thereby, according to [Wil38],
for high statistics the −2 ln of the ratio of the maximum likelihood can be regarded
asymptotically as a χ2 distribution with p degrees of freedom equal to the diﬀerence
in dimensionality of the two parameter spaces. Following this approach, the 90 %
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coverage limit for one degree of freedom (as it is the case in the above considerations)
can be explicitly deﬁned as the 1/T 0ν1/2 value for which the relation −2 · lnλ, with λ
being given by the proﬁle likelihood from equation 7.4, fulﬁls the condition χ2 <
2.705, i.e. has changed by a number of 2.705. Further the coverage of this method
has been veriﬁed using toy Monte Carlo spectra.
With the pulse shape discrimination being applied, the best ﬁt value obtained
is 1/T 0ν1/2 = 0 (tantamount to N
0ν = 0) emphasizing that no excess above the back-
ground has been found. The corresponding 90 % coverage limit for the half-live of
the neutrinoless double β-decay on 76Ge could be concluded to
T 0ν1/2 (90 % C.L.) > 2.2 · 1025 yr (with PSD) , (7.5)
which actually marks the world's most stringent value achieved in an 0νββ-experiment
so far.1 (Please note that the derived value is hereby actually sligtly diﬀerent to the
one previously published in [Ago13a] by the Gerda Collaboration due to another
applied ﬁtting algorithm as well as a decreased estimation for the signal eﬃciency.) If
transferred to the number of signal events at Qββ ± 5 keV, this is directly consistent
with N0ν<3.2 counts. Naturally, the quoted limit is weakened due to the uncertain-
ties on the various input parameters (especially the eﬃciency of εPSD = 0.83± 0.03
for the neural network) folded in the ﬁnal result. However, the eﬀect is found to be
very small, since in case of not considering the systematical errors the limit would
only improve by roughly 1 %. The respective median sensitivity for the 90 % con-
ﬁdence interval is determined to 2.4 · 1025 yr, given the background levels and the
eﬃciencies collected in table 7.1.
Alternatively, also a Bayesian calculation has been pursued with the same like-
lihood ﬁt function as well as sampling method for the systematic error estimation.
A ﬂat prior in 1/T 0ν1/2 ranging between 0 and 10
−24 yr−1 is assumed and the toolkit
BAT is utilized to run the combined analysis on thee diﬀerent data sets. The eval-
uated posterior distribution again peaks at 1/T 0ν1/2 = 0 that reverts into the 90 %
credible limit of T 0ν1/2 > 1.9 · 1025yr (including folded systematic uncertainties). For
the corresponding median sensitivity a value of 2.0 · 1025 yr is found.
The impact of the pulse shape analysis method developed and presented in the
framework of this thesis on the ﬁnal half-live limit for the 0νββ-decay from Gerda
Phase I, can be easily demonstrated by redoing an frequentist analysis analogous to
the one described above, except for simply discounting the ANN selection cut on the
semi-coaxial detectors. A result with a signiﬁcantly decreased 90 % coverage limit of
T 0ν1/2 (90 % C.L.) > 1.4 · 1025 yr (without PSD) (7.6)
1When extending the statistics by further measurements, prosecuted after Phase I and introduc-
ing an extra exposure of 1.064 kg·yr, this result can be even strengthened to a new lower boundary
on the isotope 76Ge of T 0ν1/2 (90 % C.L.) > 2.3 · 1025 yr. It is worth mentioning though, that this
additional data set has not experienced a blinded procedure, making the analysis result potentially
biased.
178 7. Evaluation of the half-live T 0ν1/2 in
76Ge
is yielded. Comparing this value with the immensely improved number obtained in
equation 7.5 for an applied neural network pattern recognition algorithm, impres-
sively stresses the notably importance of this work.
Comparison to other experiments
To estimate the result on the T 0ν1/2-limit obtained withinGerda Phase I in the context
of other experiments searching for the 0νββ-decay of 76Ge, a hypothesis test using
the half-life of 1.19+0.37−0.23 · 1025 yr from the by parts of the Heidelberg-Moscow (HdM)
Collaboration claimed signal [Kla04] (hypothesis H1) is performed. When rescaling
the corresponding number of counts, Gerda would expect (5.4± 1.3) events in the
energy interval centered around Qββ ± 2σE,k above a background level of (2.0± 0.3)
after the PSD cuts. This can be compared with the actually detected three events
inside the respective energy window, whereby none of them is located in close vicin-
ity to the central position of the neutrinoless double β-decay at Qββ ± σE,k though
(see tables 7.1 and 7.2).
In a frequentist analysis, 10.000 toy spectra have been generated individually for
the golden, silver and BEGe data set with Poisson distributed background and
signal strengths. Only about 1.9 % of the best ﬁtted inverse half-life 1/T 0ν1/2 from the
proﬁle likelihood calculations on each of these realizations yielded the experimental
result
∑
kNk ≤ 0 from Gerda Phase I. Hence the publicated observation of the
0νββ-decay is strongly refuted with 98.1 % probability. Instead the limit found by
Gerda is consistent with those derived from the HdM [Kla01] (earlier publication,
before claim) as well as Igex [Aal02][Aal04] collaboration, which both also found
no indication for a signal, respectively, and sets a new boundary mark in the quest
of the neutrinoless double β process related to a possible Majorana nature of the
neutrino.
Moreover a Bayesian analysis is as well carried out. Therefore the Bayes factor,
deﬁned as the ratio p(data|H1) = p(data|H0) between the posterior probability of the
hypothesis model H1 with the value of T 0ν1/2 from [Kla04] and the opposing hypothesis
model H0, representing the background-only or no-singal assumption supported by
the Gerda experiment, has been computed. The factor, including all uncertainties,
is ultimately concluded to 0.024 (compare with p(N0ν = 0|H1) = 0.019 from the
proﬁle likelihood analysis above) and thus also clearly disfavours any indication of a
peak at Qββ.
At this point it should be mentioned, that the unambiguous, model independent
disproof of the claim from 2004 for the discovery of the neutrinoless double β-decay
with high probability could not have been accomplished without the employment
of the neural network based pulse shape discrimination method on the semi-coaxial
detectors developed and presented in the framework of this thesis. After all the result
from Gerda Phase I derived without the ANN selection algorithm, is signiﬁcantly
less conclusive, even still compatible with the publication in [Kla04] and thus does
not allow for a meaningfull statement on that matter (compare with equation 7.6).
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While only those experiments availing themselves of the same isotope do actualy
facilitate a model-independent test of the claimed neutrinoless double β-signal in
76Ge, nuclear matrix element (NME) calculations can be used to compare the result
obtained within this work to recent limits on the half-lives concluded by means of
ββ emitter sources accounted to other elements. The two most stringent boundaries
concerning the isotope 136Xe have been thereby provided by the KamLand-Zen
and Exo-200 experiments. As already mentioned in subsection 2.3.4 none of them
observed a signal, but instead they found 90 % conﬁdence level limits of 1.9 · 1025 yr
[Gan13] and 1.6 · 1025 yr [Aug12] for the half-life, respectively.2
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Figure 7.2: Comparison of recent 90 %
C.L. T 0ν1/2 limits for
76Ge and 136Xe along
with the correlations of the half-lives for
selected NME calculations under the as-
sumption of light neutrino exchange. The
diﬀerent regarded methods are taken from
[Rod10] (EDF), [Men09] (ISM), [Suh10] (pn-
QRPA), [Bar13] (IBM), [Sim13] (QRPA),
[Mus13] (SkM-HFB-QRPA) and no axial
vector quenching is considered: gA = 1.25.
Also shown are the corresponding estima-
tions on the eﬀective neutrino mass mββ
when assuming values of 0.2 eV (blue dia-
monds), 0.3 eV (green dots) and 0.4 eV (or-
ange stars). Graphics adapted from [Sch14].
Figure 7.2 depicts the diﬀerent experimental lower limits on T 0ν1/2 for
76Ge (value
of this work is labeled in red) and 136Xe together with the correlations for a selection
of diﬀerent predictions on the NME, assuming that the exchange of light Majorana
neutrinos is the leading mechanism. As can be assured by equation 2.50 in this case,
the ratio of the 0νββ half-lives is directly proportional to the square of the ratio be-
tween the nuclear matrix elementsM0ν(76Ge)/M0ν(136Xe). The computations have
been thereby already partly reported in subsection 2.3.2 and are here in particular
extracted from [Rod10] (EDF), [Men09] (ISM), [Suh10] (pnQRPA), [Bar13] (IBM),
[Sim13] (QRPA), [Mus13] (SkM-HFB-QRPA).
Also depicted are the model-dependent estimations on the eﬀective electron neu-
trino mass mββ for three diﬀerent absolute values of 0.2 eV (blue diamonds), 0.3 eV
(green dots) and 0.4 eV (orange stars). No axial vector quenching is assumed, i.e. the
ratio of the vector and axial-vector coupling constant obeys the standard parameter-
ization gA = 1.25 (for a brief review on that matter see also [Smo10]). Furthermore
2Only recently, at the time of writing, Exo-200 announced an updated result using an exposure
increased by a factor of 3.8 and thus yielding a sensitivity improvement from 0.7 · 1025 yr with
respect to the former publication to now 1.9 · 1025 yr. However, the derived 90 % C.L. half-live
limit is only T 0ν1/2 > 1.1 · 1025 yr [Alb14], hence the following discussen is restricted to the previously
published value.
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the recently reevaluated phase space factor from [Kot12] enter the computations.
Conclusively the range for the upper limit on the eﬀective electron neutrino mass
mββ obtained from the analysis of Gerda Phase I data pursued in the framework of
this thesis is concluded to 0.3− 0.5 eV.
8. Summary and conclusion
In the event of neutrinoless double β-decay (0νββ), a process that is theoretically
predicted to occur in many extensions of the Standard Model of particle physics,
lepton number conservation is violated. Hence a large interest for a quantitative
determination of this, if existent, very rare second order decay mode engendered,
resulting in a growing number of past, present and future experimental programs in
order to solidify the base for advanced theories beyond the known physical explana-
tory models on particle interactions. Moreover, its detection would directly prove
the Majorana nature of at least a part of the neutrino mass and even shed light upon
the neutrino mass hierarchy by allowing for an indirect measurement on the absolute
scale. By using predictions for the nuclear matrix element (NME), indeed an eﬀec-
tive neutrino mass can be evaluated under the assumption of light Majorana neutrino
exchange to be the dominating mechanism leading to the process. The experimental
signature of the 0νββ-signal is traceable as a narrow peak at the Q-value of the
decay. However, none of the recent attempts have found evidence for such a process
- except one. In [Kla04] part of the HdM Collaboration went public claiming the
observation for the neutrinoless double β-decay of 76Ge, specifying the corresponding
half-live to T 0ν1/2 = 1.19
+0.37
−0.23 · 1025 yr, which could not be unambiguously scrutinized
yet.
TheGerda apparatus located at the Laboratori Nazionali del Gran Sasso (LNGS)
of INFN in Italy operates high-purity germanium (HPGe) diodes of mainly semi-
coaxial and to a small extend also Broad Energy Germanium (BEGe) type made
from isotopically modiﬁed material enriched to a fraction of ≈86 % in 76Ge. Since
the same isotope as in [Kla04] is employed, the experiment is ideally suited to con-
ﬁrm or disproof the above mentioned report of discovery in a model independent
approach. In a ﬁrst period of data taking from November 2011 to May 2013 also
referred to as Phase I, a total exposure of 21.6 kg·yr has been collected. Key for the
success to either determine a possible neutrinoless double β-process or, in case of no
observation, derive a lower limit on the half-life of the signal, is a relyable strategy
for an eﬀective background suppression and thus enhancement of the experimental
sensitivity.
On that account, in the framework of this thesis a pulse shape selection technique,
based on the Artiﬁcial Neural Network (ANN) method, was introduced and applied
to the Gerda Phase I data as an essential part of the oﬃcial 0νββ-analysis recently
presented in [Ago13a]. The development of the selection algorithm has been pursued
with special emphasis on the semi-coaxial HPGe detector type, that constituted with
a net exposure of 19.2 kg·yr the by far predominant part of the total statistics. The
working principle relies on the time dependence of the detector current pulse that
can be utilized to conveniently identify background contributions. Signal-like events
related to a 0νββ-decay deposit their entire released energy within a small, localized
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volume if the emitted electrons lose only little energy by bremsstrahlung (single site
event, SSE). On the contrary, in background-like events, resulting for instance from
photons interacting via multiple Compton scattering, ionization often takes place at
several, spatially well separated locations within the detector (multi site event, MSE).
Conclusively, the pulse shape will be in general diﬀerent for these two event classes.
To avoid biases in the event selection, a blind analysis has been performed with a
±5 keV wide energy window centered around Qββ = 2039 keV being kept hidden.
Diﬀerent multivariate algorithms based on a supervised learning method were
studied and optimized with regard to yield the best possible selection performance
on the Gerda Phase I data. According to the criteria of achieving the most eﬀec-
tive background rejection, while retaining a considerably high signal eﬃciency, an
approach consisting of a feed-forward multi-layer perceptron was established. For
the training process, the pattern recognition structure has been supported by user-
supplied sample sets of known event composition attained from 228Th calibration
measurements regularly performed on a (bi-)weekly basis with the aim to track the
data quality as well as energy resolution stability of the diﬀerent germanium crys-
tals. The data was thoughtfully divided into three subsets of similar properties with
respect to e.g. the experimental setup conﬁguration or the induced background level
close to Qββ within the physics runs. Hence, the learing procedure was pursued for
not only each detector, but also the separate intervals of Phase I individually. Special
care has been further laid on investigating the possible occurrence of overtraining
and it could be - with the usage of a dedicated test sample set - ascertained that
indeed no such eﬀects are present.
In a ﬁrst step, the event identiﬁcation performance of the developed estimator
was scrutinized by extending the analysis on the overall calibration spectrum and the
physics data. Given the graded shielding design and the novel technique of submerg-
ing the germanium detectors directly into liquid argon (LAr) applied in Gerda, only
very few background counts are expected at Qββ. Consequently, a moderate rejec-
tion with still maintaining a high share of the 0νββ-eﬃciency, is preferably envisaged.
Therefore the cut on the classiﬁer output of the neural network has been ﬁxed by de-
termining the detector speciﬁc threshold value where 90 % of the calibration double
escape peak (DEP) events from 208Tl, that are conspicuous for their predominantly
SSE character and thus approximately serve as reference for the neutrinoless double
β-decay, are kept. An additional inspection in the context of the DEP intensity after
application of the ANN cut revealed a stable behaviour in time. It was further esti-
mated that, under this condition for the classiﬁer threshold, on average about 65 %
of those γ-line events of exclusively multi site topology can be eﬀectively rejected.
The corresponding eﬀect on the physics data is typically compared in the energy
interval used for the 0νββ-analysis between 1930− 2190 keV around Qββ - with the
blinded window as well as the two intervals 2104± 5 keV (SEP of 208Tl line) and
2119± 5 keV (214Bi line) being removed - also denoted as region of interest (ROI).
Thereon the background identiﬁcation fraction was quantiﬁed to 45 % resulting in
a background index BI of roughly 1 · 10−2 keV·kg·yr, which marks an order of mag-
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nitude improvement if compared to predecessor experiments. This unprecedented
low background count rate as a prerequisite for the so far as well outstanding sen-
sitivity achieved within the Gerda experiment has been thereby rendered possible
especially on account of the PSD selection outlined within this thesis.
As an integral component of this work, also several consistency checks were
conducted on the experimental data with special focus on a veriﬁcation of the de-
veloped selection algorithm and an extraction of the systematic uncertainty on the
0νββ-eﬃciency. That included, amongst other methods, a comparison of the neural
network rules with two independently proposed PSD algorithms based on a like-
lihood and current pulse asymmetry approach, respectively. Eventhough availing
themselves of very diﬀerent techniques, they were found to identify a remarkably
similar set as background: each event in the ROI identiﬁed by the ANN qualiﬁer
as MSE is at least rejected by one, almost 95 % of them are refuted by both of
the alternative methods. In another essential conjecture made for the pulse shape
analysis presented in this dissertation, the calibration DEP from 208Tl was employed
as signal proxy for the training epoch of the multivariate classiﬁer. Since the prob-
ability of the two 511 keV photons to escape is larger at the outer surface of the
detector volume, the distribution of the double escape peak events is diﬀerent to the
homogeneously occurring neutrinoless decay mode and thus introducing a conceiv-
able volume eﬀect into the PSD algorithm. As a consequence the survival fractions
attributed to the DEP and the 0νββ-signal might diﬀer from each other to a notice-
able degree. The quantitative impact has been particularly examined by the SSE-rich
energy range 1000− 1300 keV, which consists according to the Gerda background
model in [Ago13b] to 75 % of homogeneously distributed 2νββ events. As a result,
the eﬃciency of the neural network algorithm on the neutrino accompanied double
β-decay was evaluated to be (85± 2) %. Furthermore an important validation using
the Compton edge (CE) region along with multi Compton scattered (MCS) γ-ray
events has been conducted allowing for an extraction of a clean SSE distribution at
an energy above Qββ. The corresponding survival fraction was hereby determined to
range between (86− 93) % for the diﬀerent semi-coaxial crystals and data sets and
led to the conclusion that no sizable energy dependencies are present. After the ces-
sation of the Phase I measurements, a supplemental calibration spectrum has been
taken with a 56Co source providing access to two usable DEPs of suﬃcient statistics
in vicinity to Qββ. Subsequently applying the multivariate selection rules on them,
has yielded eﬃciencies varying from (80− 94) % depending on the diﬀerent detector
channels and further supports the absence of any energy related eﬀects on the ANN
selection cut.
In summary, the above described comprehensive accordance gives reasonable con-
ﬁdence that the identiﬁcation of background events by the neural network recognition
pattern is indeed meaningful. Apart from these complementary studies on experi-
mentally gained measurements only, also a detailed Monte Carlo + Finite Elemente
Method (FEM) campaign has been launched, in order to compute the interaction
points attributed to energy depositions inside the active detector volume as well as
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the corresponding signal traces induced on the read-out electrode by the movement
of the charge carriers. The simulations were carried out within the Geant4 based
MaGe and the ADL frameworks incorporating all fundamental conﬁgurations of the
experimental setup. In virtue of the revealed signiﬁcant volume dependency, the ef-
ﬁciency of the multivariate ANN method on the 0νββ-signal has been conservatively
concluded to ε0νββ = (83± 3) % - as inferred from the simulation eﬀorts with the
diﬀerent observed systematic uncertainties being quadratically combined.
Owing to the promising results on the robustness and relyability when being
adapted to the Gerda Phase I data or simulation computations, the multivariate
classiﬁcation method presented in the framework of this thesis became the preferred
and oﬃcial PSD algorithm used for the ﬁnal 0νββ-analysis of the experiment. After
processing the blinded window at Qββ in total seven events were observed: of the six
counts from the semi-coaxial detectors, three were classiﬁed as SSE by the neural
network selection - which is consistent with expectations, where no excess above a
ﬂat background contribution and thus no indication for a 0νββ-signal is found. A
lower half-life limit of
T 0ν1/2 (90 % C.L.) > 2.2 · 1025 yr
for the neutrinoless double β-decay of 76Ge has been established representing the
most precise measurement so far. Hereby the derived value sligtly deviates from the
one published in [Ago13a] by the Gerda Collaboration owing to a diﬀerent applied
ﬁtting algorithm as well as a decreased estimation for the signal eﬃciency. Therefore
the result does not support the previous discovery publicated in [Kla04], but instead
strongly rejects the long-standing claim in a frequentist hypothesis test with about
98.1 % probability. However, this statement could in particular be accomplished due
to the application of the neural network based pulse shape discrimination method
developed and presented in the framework of this thesis. Not considering the ANN
selection cut in the 0νββ-analysis, would have instead yielded a drastically decreased
90 % coverage limit of T 0ν1/2 > 1.4 · 1025 yr though, which surely does neither allow for
a conﬁrmation nor a disproof on the claimed observation.
Assuming the exchange of a light Majorana neutrino as the dominating mecha-
nism of the process, the lower limit on T 0ν1/2 can be further adduced to calculate an
upper limit on the eﬀective Majorana neutrino mass yielding
|mββ| < 0.3− 0.5 eV .
Conclusively, the results found by Gerda Phase I call for a further exploration of
the neutrinoless double β-decay and the eﬀective Majorana neutrino mass. Therefore
a second period of the experiment, Gerda Phase II, is pursued to start commission-
ing within the present year 2014 aiming for a sensitivity increased by a factor of
∼10 corresponding to T 0ν1/2 > 1− 2 · 1026 yr. As the semi-coaxial detector type is ex-
pected to again contribute a notable part of the overall ββ-emitter mass, multivariate
event discrimination techniques are expected to continuously play a major role in
the 0νββ-analysis.
A. Calculation of statistic uncertainty
The statistical error σε on the γ-line net survival fraction ε remaining after applying
the pulse shape discrimination (PSD) cut has been computed according to a counting
approach (i.e. no ﬁt of the spectrum is performed).
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As uncorrelated parameters thereby n, denoting the number of events in the
peak energy window around ± 3 ·σ accepted by the PSD, and n∗, representing the
corresponding number of events in the same energy interval rejected by the PSD, have
been assumed to perform the calculations. Further the same variables for the side
bands at either lower or higher energy regions with respect to the γ-line position,
used for the subtraction of the Compton continuum, are assigned to b = b1 + b2 and
b∗ = b∗1 + b
∗
2 (see ﬁgure A.1, where again the superscript (star sign) implies whether
the quantity is approved or refuted by the pulse shape selection). This leads to
the following net count in the peak structure after the Compton events have been
subducted:
s = n− τ · b ,
s0 = (n+ n
∗)− τ · (b+ b∗) . (A.1)
Here s0 and s signify each those event numbers before and after deploying the selec-
tion algorithm with τ being the ratio of the energy window widths for n(n∗) = k =
± 3 ·σ and b(b∗) = l1 + l2 (often the interval for the energy side bands is chosen twice
as large, such that τ = 0.5). Hence the survival fraction is found to be given by
ε =
s
s0
=
n− τ · b
(n+ n∗)− τ · (b+ b∗) . (A.2)
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Since for the independent variables no correlations have to be considered, the
uncertainty (standard deviation) can be derived by the usual error propagation
σε =
√(
∂ε
∂n
·∆n
)2
+
(
∂ε
∂b
·∆b
)2
+
(
∂ε
∂n∗
·∆n∗
)2
+
(
∂ε
∂b∗
·∆b∗
)2
. (A.3)
When additionally availing oneselves of the so-called quotient rule f ′ = (u/v)′ =
(u′ · v − u · v′)/v2 the single partial derivatives in equation A.3 can be easily written
as
∂ε
∂n
=
s0 − s
s20
∂ε
∂b
= −τ · (s0 − s)
s20
∂ε
∂n′
= − s
s20
∂ε
∂b′
= −τ · s
s20
. (A.4)
Conclusively, the ﬁnal formula for the statistical error on the survival fraction is
then deﬁned by
σε =
√
(s0 − s)2 · n+ τ 2 · (s0 − s) · b+ s2 · n∗ + τ 2 · s2 · b∗
s40
. (A.5)
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Figure B.1: ANN response for Compton events at six diﬀerent energy regions without
(upper half) and with (lower half) applied energy correction. Distributions are shown for
the semi-coaxial detectors and period pII of Phase I data taking.
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Figure B.2: ANN response for Compton events at six diﬀerent energy regions without
(upper half) and with (lower half) applied energy correction. Distributions are shown for
the semi-coaxial detectors and period pIII of Phase I data taking.
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B.1.2 ANN Response versus Energy
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Figure B.3: ANN classiﬁer response versus energy distribution for 228Th calibration events
of the semi-coaxial detectors and period pI. The horizontal gray line illustrates the position
where 90 % of the DEP events are retained.
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Figure B.4: ANN classiﬁer response versus energy distribution for 228Th calibration events
of the semi-coaxial detectors and period pII. The horizontal gray line illustrates the position
where 90 % of the DEP events are retained.
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Figure B.5: ANN classiﬁer response versus energy distribution for 228Th calibration events
of the semi-coaxial detectors and period pIII. The horizontal gray line illustrates the position
where 90 % of the DEP events are retained.
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B.1.3 ANN cut on calibration
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Figure B.6: 228Th calibration spectrum without (red) or with (green) PSD cut for the
semi-coaxial detectors and pI of Phase I data taking, where the cut is ﬁxed for a survival
fraction of 90 % in the DEP (see inset).
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Figure B.7: 228Th calibration spectrum without (red) or with (green) PSD cut for the
semi-coaxial detectors and pII of Phase I data taking, where the cut is ﬁxed for a survival
fraction of 90 % in the DEP (see inset).
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Figure B.8: 228Th calibration spectrum without (red) or with (green) PSD cut for the
semi-coaxial detectors and pIII of Phase I data taking, where the cut is ﬁxed for a survival
fraction of 90 % in the DEP (see inset).
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B.2 Chapter 5
B.2.1 ANN Response distributions
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Figure B.9: ANN response distributions for the semi-coaxial detectors of period pI. 228Th
calibration events of the DEP (blue ﬁlled area) and SEP (red hatched area) are shown
along with the survival fraction in the double escape peak versus the cut position (green),
where the grey vertical line marks the threshold corresponding to a number of 90 %. Also
displayed are the qualiﬁer values of physics data events from the ROI (black), the FEP of
42K (orange) as well as the interval 1000− 1400 keV dominated by the 2νββ-decay (cyan).
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Figure B.10: ANN output distributions for the semi-coaxial detectors of period pII. 228Th
calibration events of the DEP (blue ﬁlled area) and SEP (red hatched area) are shown along
with the survival fraction in the double escape peak versus the cut position (green), where
the grey vertical line marks the threshold corresponding to a number of 90 %. Also displayed
are the qualiﬁer values of physics data events from the ROI (black), the FEP of 42K (orange)
as well as the interval 1000− 1400 keV dominated by the 2νββ-decay (cyan).
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B.2.2 Survival fraction at Compton edge
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Figure B.11: ANN response for events at the Compton edge (CE, magenta) as a linear
combination of multi Compton scattered (MCS, red hatched area) and DEP (blue ﬁlled
area) distributions. Also shown is the CE after subtraction of the MCS part (cyan). The
respective ANN threshold according to a 90 % eﬃciency in the DEP is emphasized as
vertical gray line. Data are attributed to period pII.
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Figure B.12: ANN response for events at the Compton edge (CE, magenta) as a linear
combination of multi Compton scattered (MCS, red hatched area) and DEP (blue ﬁlled
area) distributions. Also shown is the CE after subtraction of the MCS part (cyan). The
respective ANN threshold according to a 90 % eﬃciency in the DEP is emphasized as
vertical gray line. Data are attributed to period pIII.
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B.2.3 ANN Response on calibration versus Energy for pIII+Run 47
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Figure B.13: ANN classiﬁer response versus energy distribution for 228Th calibration
events of the semi-coaxial detectors and period pIII+Run 47. The horizontal gray line
illustrates the position where 90 % of the DEP events are retained.
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B.2.4 ANN cut on calibration for pIII+Run 47
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Figure B.14: 228Th calibration spectrum without (red) or with (green) PSD cut for the
semi-coaxial detectors and period pIII+Run 47, where the cut is ﬁxed for a survival fraction
of 90 % in the DEP (see inset).
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B.2.5 ANN Response on 56Co calibration versus Energy
1
10
210
310
Energy [keV]
1000 1500 2000 2500
A
N
N
 R
es
po
ns
e
0
0.2
0.4
0.6
0.8
1
1
10
210
310
Energy [keV]
1000 1500 2000 2500
A
N
N
 R
es
po
ns
e
0
0.2
0.4
0.6
0.8
1
1
10
210
310
Energy [keV]
1000 1500 2000 2500
A
N
N
 R
es
po
ns
e
0
0.2
0.4
0.6
0.8
1
1
10
210
310
Energy [keV]
1000 1500 2000 2500
A
N
N
 R
es
po
ns
e
0
0.2
0.4
0.6
0.8
1
1
10
210
310
410
Energy [keV]
1000 1500 2000 2500
A
N
N
 R
es
po
ns
e
0
0.2
0.4
0.6
0.8
1
ANG2 ANG3
ANG4 ANG5
 RG1
Co56Energy,
ANN vs.
Figure B.15: ANN response versus energy distribution for 56Co calibration events of the
semi-coaxial detectors and Run 48. The horizontal gray line illustrates the position where
90 % of the DEP events from the 228Th calibrations of period pIII+Run 47 are retained.
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B.2.6 ANN cut on 56Co calibration
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Figure B.16: 56Co calibration spectrum without (red) or with (green) PSD cut for the
semi-coaxial detectors and Run 48, where the cut is ﬁxed for a survival fraction of 90 % in
the DEP from the 228Th calibrations of period pIII+Run 47 (see inset).
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B.3 Chapter 6
B.3.1 Energy dependency for data of Run 28− 32
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Figure B.17: ANN response for Compton events at six diﬀerent energy regions without
(upper half) and with (lower half) applied energy correction. Distributions are shown for
the semi-coaxial detectors and Run 28− 32 of Phase I data taking.
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B.3.2 ANN Response versus Energy for Run 28− 32
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Figure B.18: ANN classiﬁer response versus energy distribution for 228Th calibration
events of the semi-coaxial detectors and Run 28− 32. The horizontal gray line illustrates
the position where 90 % of the DEP events are retained.
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B.3.3 ANN cut on calibration for Run 28− 32
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Figure B.19: 228Th calibration spectrum without (red) or with (green) PSD cut for the
semi-coaxial detectors and Run 28− 32, where the cut is ﬁxed for a survival fraction of
90 % in the DEP (see inset).
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B.3.4 ANN Response versus Energy from MC
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Figure B.20: ANN classiﬁer response versus energy distribution for 228Th calibration
events of the semi-coaxial detectors and the simulated data set. The horizontal gray line
illustrates the position where 90 % of the DEP events are retained.
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B.3.5 ANN cut on calibration for MC
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Figure B.21: 228Th calibration spectrum without (red) or with (green) PSD cut for the
semi-coaxial detectors and the simulated data set, where the cut is ﬁxed for a survival
fraction of 90 % in the DEP (see inset).
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B.3.6 ANN cut on 0νββ-signal from MC
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Figure B.22: Simulated 0νββ spectrum without (red) or with (green) PSD cut for the
semi-coaxial detectors. A close-up on the full energy peak at Qββ in the energy interval
2000− 2050 keV is shown in the small inset on the top left margin.
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