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摘要
在过去的60多年中，变点问题一直是统计学、计量经济学、信号处理和生物信
息等研究邻域的热点问题之一。本文将考虑回归系数在某些未知时刻突然发生变化
的线性回归模型。早期的文献中提出的方法都是要先检测出变点个数，再估计推断
变点时刻。近几年，在研究回归模型的结构变化中出现一种不同的方法，即将带有
惩罚的变点问题转化为变量选择问题来处理，这种方法能够同时对变点个数、变点
时刻和回归系数进行估计，而且精度更高。本文就是基于Qian和Su(2015)提出的组
融合Lasso方法，考虑在贝叶斯框架下，对具有多个变点的线性回归模型进行收缩估
计。
在本文中，我们提出贝叶斯自适应组Lasso方法估计变点模型中的变点个数与变
点位置，并且使用针板先验进行组变量选择。具体的做法为考虑具有l2惩罚的最小
二乘优化问题，给出其对应的贝叶斯解释，选择一个零膨胀混合先验，推导出其相
应参数的后验分布，并结合MCMC抽样算法，对获得的后验抽样样本采用后验中位
数估计参数。最后，我们分别对单个变点和多个变点的情形做模拟研究，并将本文
提出的贝叶斯自适应组Lasso方法与Qian和Su(2015)提出的组融合Lasso方法的估计结
果作比较，随机模拟表明，本文提出的方法估计效果明显有优势。
关键词：变点估计；贝叶斯Lasso；针板先验
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Abstract
Over the past 60 years, change-point problem is one of the hot issues in statistics,
econometrics, signal processing, bioinformatics and so on. In this paper, we consider a
linear regression model where the coefficients suddenly change at one unknown time. The
early literatures give the method that firstly determine the number of change-points, and
then estimate the locations of change-points. In recent years, there appears a differen-
t method to study the structural changes in linear regression models, which converts the
change-point problems with penalty into variable selection problems. This method can si-
multaneously estimate the number and locations of change-points, and the coefficient of
regression with higher precision. Based on the method of group fused Lasso, proposed
by Qian and Su(2015), this paper dose the shrinkage estimation of regression model with
multiple change-points under the Bayesian framework.
In this paper, we propose the method of Bayesian adaptive group Lasso to estimate the
number and locations of change-points in linear regression, and use spike and slab prior for
group variable selection. The specific approach is to consider the least squares optimization
problem with l2 penalty, give its corresponding Bayesian interpretation by choosing mixture
priors with point mass at zero, infer its posterior distribution, and estimate the parameters of
posterior distribution using posterior median with MCMC sampling algorithm. Finally, we
study the cases of one-break and multi-breaks respectively, and compare the results of the
method of Bayesian adaptive group Lasso and the method of group fused Lasso. Simulation
shows that our proposed method outperforms the later one.
Key Words: Change-Point Estimation; Bayesian Lasso; Spike and Slab Prior
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第一章 引言
1.1 研究背景
结构突变(变点)问题是统计学中的一个经典分支，其基本定义是在一个序列或
过程中，当某个统计特性(分布类型、分布参数)在某个未知时刻受系统性因素而非
偶然性因素影响发生变化，我们就称该时间点为变点。变点问题的统计推断就是根
据具体的背景，利用统计量或统计方法将该变点位置估计出来，并对该估计量的性
质进行统计分析。变点问题的研究主要解决以下三方面：第一，假设检验问题，即
检测变点是否存在；第二，变点的估计问题，即对变点个数的估计、变点时刻的估
计以及变点性质的研究等；第三，变点模型在实际生活中的应用。
目前，变点问题的相关研究被广泛地应用到众多领域，不但在最早产生变点问
题的工业自动控制领域中有很多重要的研究，而且在经济、图像处理、农业、神经
科学、欺诈检测、信号处理和生物信息等各领域也有大量的应用研究。如在经济理
论中，对股票的价格进行研究分析时，现实中存在着诸多因素导致股票价格波动，
而投资者最关心的是哪些突发事件会引起股票价格的变化。因此，对变点问题进行
统计推断是一个非常有意义的理论研究方向。
在本文中，我们将考虑回归系数在某些未知时刻突然发生变化的线性回归模
型。Perron(2005)详述了近30年来变点问题研究的方法，在该文章中指出，早期的变
点问题研究大部分考虑单个变点的情形。如Andrews(1993)考虑了误差项"i为独立同
分布的线性回归模型中参数稳定性与结构变点的检测；Andrews和Ploberger(1994)考
虑了线性回归模型中单个变点的指数型和平均型检测，并研究了他们在Pitman局
部替代方案下的最优性；Bai(1994)利用最小二乘方法考虑具有单个变点的线性模
型中未知变点的检测与估计及其大样本性质。随着变点问题研究的发展，实际
问题中可能存在多个变点，因此对多个变点问题的研究也越来越多。Bai(1997)采
用最小二乘方法研究了线性回归模型中多个变点的检测与估计及其大样本性
质。Bai和Perron(1998)研究了在不同误差假设条件下部分回归系数发生变化的多变
点检测与估计，并得到了变点估计量的渐近分布。而且，Bai和Perron(2000)表示，
当存在多个变点时，多重结构变化检测往往比单一结构变化检测更强大。
在考虑了具有多个变点的模型拟合问题时，常见的估计多个变点的方法
主要是基于动态规划(Dynamic Programming，简称DP)算法的最小二乘拟合(参
见Bai和Perron，2003)。Zhang等(2015)在研究线性回归模型中多个变点估计时指
出了DP算法的一些不足：一是DP算法不能精确地估计变化点的数量。特别地，如
果我们仅知道变点总数的上限m，那么DP算法将总是返回m个变点。因此，DP算
法不能找到真实的变点总数，除非它是事先知道的。二是DP算法的解决方案不
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第一章引言
具有稀疏结构，因此，该模型不能轻易解释。三是DP算法的计算复杂度高。基
于DP算法的变点估计方法以及早期的文献中提出的方法都是要先检测出变点个数，
再估计推断变点时刻。近几年，在研究回归模型的结构变化中出现了一种不同的
方法，它能够同时对变点个数、变点时刻和回归系数进行估计，而且估计精度更
高。Harchaoui和Levy-Leduc(2010)首次提出了这种方法，即带有l1惩罚项的变点检测
方法，该方法的主要思想是将带有惩罚项的变点估计问题转化为线性回归模型的变
量选择问题来解决。
模型与变量选择是现代统计学的热点问题。在1980年之前，统计学家对
模型选择的方法主要是信息准则方法，包括AIC准则(Akaike Introduction Criteri-
on)、Mallow的Cp准则、贝叶斯信息准则(Bayesian Information Criterion)等。这些方
法则是先给定相应的损失函数，在所有变量中选择一个最优子集使该损失函数
值达到最小。在处理高维数据时，上述的方法则面临着巨大的计算量或者其
他原因而使得难以实现模型估计。Tibshirani(1996) 提出了一种新的变量选择方
法——Lasso(Least Absolute Shrinkage and Selection Operator)，这种方法是一种压缩
估计，它将模型回归系数的绝对值函数作为惩罚来压缩回归系数，使一些回归系数
变小，有些甚至被压缩为零。这一方法在获得参数估计的同时实现变量的选择，较
好的解决回归分析中的多重共线性问题，并且能够很好地解释结果。最初的Lasso方
法采用二次规划来求解，但该方法表现并不是很好。Efron(2004)提出的最小角回
归(Least Angle Regression)算法是一种解决Lasso问题稀疏解的快速有效方法。
近年来，为了解决现实中各式各样的问题，越来越多的研究者将Lasso方法
进行广泛地应用和推广。Tibshirani等(2005)提出了融合Lasso(Fused Lasso)，以便
分析其预测变量在某种意义上有序的数据。Zou(2006)提出自适应Lasso(Adaptive
Lasso)方法进行变量选择，这一方法是对不同的系数进行加权惩罚，并且该方
法的估计量具有神谕性(Oracle)。自适应Lasso方法解决了Lasso方法不能通时满足
稀疏性和连续性的缺点。在众多回归问题中，所要选择的重要变量不仅仅是
一个单一的变量，有可能是以组的形式出现。为了解决具有组结构的变量选
择问题，Yuan和Lin(2006)提出了组Lasso(Group Lasso)方法以便在回归中选择分组
变量(因子)进行准确预测。Wang和Leng(2008)提出了自适应组Lasso(Adaptive Group
Lasso)方法，它与自适应Lasso相似，但具有以分组方式选择变量的能力。自适应
组Lasso方法也具有神谕性，故在数据维数较高时，该方法仍能够有效地完成变量选
择和参数估计。
随着Lasso方法的广泛应用和推广，越来越多的研究者将Lasso方法应用到变
点问题的解决，现在有许多的学者基于融合Lasso、自适应Lasso与组Lasso方法应
用在线性回归模型、面板数据模型、时间序列模型等中的变点检测与变点估计，
如Zhang(2015)提出了稀疏组Lasso(Sparse Group Lasso)方法来解决多个变点估计问
题，Qian和Su(2015)提出通过组融合Lasso(Group Fused Lasso)方法估计具有多重结
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构变化的回归模型，Qian和Su(2016)提出自适应组融合Lasso(Adaptive Group Fused
Lasso)方法估计面板数据模型中的变点个数与变点位置。而这些方法的主要思想就
是：把带有惩罚项的变点检测问题转化为变量选择问题来处理，这是目前研究变点
问题的一种新方法。
Tibshirani(1996)提出了线性回归参数的Lasso估计可以解释为贝叶斯后验模
型估计，具体为：当回归系数的先验分布为独立双指数分布(Double Exponen-
tial Distribution)时，Lasso方法得到的回归系数估计结果与其极大后验众数估计
结果是相一致。基于双指数分布可以表示为带有指数分布的正态分布比例混
合，Park和Casella(2008)提出了使用条件拉普拉斯先验的完全贝叶斯分析，并采
用Gibbs抽样算法进行参数后验估计。Kyung等(2010)后来扩展了这个模型，并提出
了一个可以适应各种Lasso变化的完全贝叶斯公式，包括组Lasso，融合Lasso和弹性
网(Elastic Net)。Leng等(2014)也扩展了这个模型，提出了一个自适应Lasso的完全贝
叶斯公式。在贝叶斯框架下，自适应组Lasso方法为估计具有多重变化结构的回归模
型提供了一个新的研究方向。在本文中，我们的目标是通过贝叶斯理论的模型与变
量选择的方法，即贝叶斯自适应组Lasso(Bayesian Adaptive Group Lasso)方法来研究
具有多个变点的线性回归模型，并期望通过该方法对变点个数、变点时刻与回归系
数进行估计，以获得更高的估计精度。
1.2 研究思路
基于贝叶斯自适应组Lasso方法估计多变点模型的主要思想是：先将变点模型转
化为变量选择模型来求解，再考虑变量选择模型的参数估计，最后通过估计的系数
参数，确定变点个数和变点位置。其具体操作为先考虑具有l2型惩罚的最小二乘优
化问题，对于这一优化问题可以采用Lasso方法求解，进行稀疏变量的选择。而对于
贝叶斯的解释，我们可以通过一个多元拉普拉斯先验，给出一个完全贝叶斯分层模
型，然后推导出其相应参数的后验分布，再根据MCMC算法对参数的后验分布进行
抽样，最后利用抽出的后验样本获得参数的后验点估计和区间估计。
采用带有拉普拉斯先验的贝叶斯Lasso方法虽然能够对模型中不重要的
解释变量的回归系数进行更大的压缩，使其与零更接近，但估计的参数不
会直接压缩为零，因此，贝叶斯Lasso方法在变量选择时也面临着阈值选择
问题。为了解决这一问题，Mitchell和Beauchamp(1988)提出一个针板先验(Spike
and Slab Prior)的重要子类零膨胀(Zero Inflated)混合先验用于贝叶斯变量选择方
法。Johnstone和Silverman(2004)，Yuan和Lin(2005)在变量选择和估计中，回归系数
的先验选取为一个点质量为零和双指数分布的混合分布，即针板先验，并表明
所得到的经验贝叶斯估计与lasso估计是密切相关的。Xu和Ghosh(2015)提出一个点
质量为零和多元拉普拉斯分布的混合先验进行组变量选择，在估计参数时采用后
验中位数进行估计，文中证明了边缘后验中位数是一个软阈值估计，并且可以自
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动选择变量。因此，在本文中，我们将引入Xu和Ghosh(2015)提出的方法，同时结
合Qian和Su(2015)提出的组融合Lasso方法与Zou(2006)提出的自适应Lasso方法，对
具有针板先验的贝叶斯自适应组lasso方法的理论模型进行研究。后文将具体的给出
变点模型建立与后验分布的抽样过程。
1.3 文章结构
本文利用贝叶斯Lasso方法，即自适应组Lasso方法研究线性回归模型的
多变点问题。研究模拟的结果显示，我们给出的贝叶斯自适应组Lasso方法
与Qian和Su(2015)提出的组融合Lasso方法相比较，具有很强的竞争力。本文的结
构如下：
第一章为引言部分，介绍了课题的选题背景以及与该课题相关的研究理论，简
要介绍本文的研究思路并对论文的框架进行简要的概述；
第二章对基础方法的理论进行介绍，包括贝叶斯理论、MCMC抽样算法、贝叶
斯Lasso以及扩展的贝叶斯Lasso等内容；
第三章是本文理论方法的核心，首先介绍具有多重结构变化的线性回归模型，
然后给出带有针板先验的贝叶斯自适应组Lasso方法的建模过程，推导出贝叶斯分层
模型中各个参数的满条件后验分布并进行Gibbs抽样；
第四章为本文的算法实现和数据的模拟研究，通过几个模拟比较评价贝叶斯
自适应组Lasso方法在估计多变点回归模型的效果，并将Qian和Su(2015)提出的组融
合Lasso方法同本文提出的贝叶斯自适应组Lasso方法在不同情况的估计结果进行比
较分析。
第五章是对全文主要工作进行总结概述，并对一些主要的相关结论与研究不足
进行讨论。
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2.1 贝叶斯基本原理
我们首先介绍本篇文章中需要用到的贝叶斯定理及MCMC抽样方法。
2.1.1 贝叶斯思想
贝叶斯统计起源于英国统计学家贝叶斯发表的论文“论有关机遇问题的求
解”，文中提出了贝叶斯公式以及基于该公式推导出的一种统计推断方法。在20 世
纪之前，贝叶斯的方法在理论上和实际应用中还是出现了各种各样的问题，因此并
未被大家普遍接受。直到20世纪50年代，以Robbins为代表，提出了经验贝叶斯方
法，把该方法同经典方法相结合，引起了统计界的广泛关注，并迅速发展，成为统
计学科的热点。
贝叶斯统计的核心是贝叶斯定理(或贝叶斯公式)，它是关于随机事件A和B的条
件概率和边缘概率之间关系的一则定理，其表达式为：
P (AjB) = P (BjA)P (A)
P (B)
(2.1)
贝叶斯推断便是将(2.1)式实例化的一个过程。贝叶斯学派的最基本观点为：在
进行观察以获得样本之前，对参数就有一些事前认识，将该参数视为一个随机变
量，使用一个概率分布来描述参数，称这个分布为先验分布。当我们获得了样本数
据与先验分布时，则可通过贝叶斯定理来确定参数的后验分布。比如，我们考虑一
个未知参数为，观测数据为Y的统计模型，根据贝叶斯定理，我们可得到其相应的
后验分布：
P (jY ) = P (Y j)P ()
P (Y )
其中P (Y j)是似然函数，P ()为参数的先验信息确定的先验分布，P (Y )是随机变
量Y的边际分布，可由积分P (Y ) = R

P (Y j)P ()d(其中为所在的参数空间)计
算得。
随着贝叶斯理论的发展，先验分布的形式越来越复杂，由贝叶斯方法获得的后
验分布P (jY )通常是复杂的、高维的或者非标准形式的，对于这样的后验分布直接
进行积分计算是非常困难的，抽样算法便由此产生。
2.1.2 MCMC算法
分析后验分布是贝叶斯分析中重要得一步骤，而当前常用的一种方法是后验
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模拟算法为马尔科夫链蒙特卡罗(Markov Chain Monte Carlo，简称MCMC)方法。这
种方法是通过避免独立性假设，提供了迭代过程近似为从复杂后验密度(包括高维
度设置)中抽样。在每个步骤中，该算法尝试找到具有较高后验概率的参数值，使
得近似移动更接近目标(后验)密度。MCMC方法本质上是使用马尔科夫链的蒙特卡
罗积分，即以他们的样本平均值逼近感兴趣的函数的期望。具体地，记为未知参
数，y为样本观测值，则函数f()的后验均值为：
E[f()] =
Z
f()p(jy)d
其中p(jy)为参数的后验分布。假设我们可以从后验分布p(jy)中抽取ft; t =
1; 2; :::; Ng，其估算公式如下：
E[f()]  1
N
NX
t=1
f(t)
通常在估计的时候，去掉前m个迭代值，使用后(N-m)个迭代结果来估计，即函
数f()的抽样均值可近似为：
E[f()]  1
N  m
NX
t=m+1
f(t)
事实上，马尔科夫链需要运行足够长的时间，以确保模拟确实来自于参数的后
验分布，然后，我们可以说该马尔科夫链已经收敛了。下面我们将进一步研究两种
最常用的MCMC方法，即Gibbs抽样方法和Metropolis-Hastings算法。
Gibbs抽样方法 从MCMC方法的原理中可以构造出不同的抽样方法，Gibbs抽
样则是最简单且应用最广的方法之一。Geman和Geman(1984)将Gibbs 抽样方法应用
在图像模型中，对模糊图像进行恢复。后来，Gelfand和Smith(1990)提出Gibbs抽样
方法在边际密度中进行计算，从这之后，该方法广为流传。Gibbs抽样方法的一个优
势是可以将复杂的高维问题分解为较低维问题来解决。
我们假设有一个参数是p维向量 = (1; 2; : : : ; p)，其联合密度函数为p() =
p(1; 2; : : : ; p)，我们想从该联合分布中抽取N个样本，记(t) = ((t)1 ; (t)2 : : : ; (t)p ) 为
第t次抽样，则Gibbs抽样的迭代过程为：
(1) 给定初始值(0) = ((0)1 ; (0)2 : : : ; (0)p )(初始值可以随机确定，也可以通过一些
其他算法来确定)；
(2)从满条件分布p(1j(t 1)2 ; (t 1)3 ; : : : ; (t 1)p )中抽取(t)1 ；
从满条件分布p(2j(t 1)1 ; (t 1)3 ; : : : ; (t 1)p )中抽取(t)2 ；
...
从满条件分布p(pj(t 1)1 ; (t 1)2 ; : : : ; (t 1)(p 1))中抽取(t)p ；
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(3)当抽取到向量(t) = ((t)1 ; (t)2 ; : : : ; (t)p )时，则令t = t+ 1，并转到第(2)步，直
到i = N (N为给定的迭代总数)为止。
无论初始值(0)如何选择，当N !1时，(N)的抽样分布收敛于目标分布p()。
Metropolis-Hastings抽样方法 MCMC方法中的另一个更为一般化的抽样算法
是Metropolis-Hastings(M-H)算法，该算法用于从难以直接抽样的概率分布中获取随
机样本序列。M-H算法是先由Metropolis提出的，后由Hastings加以推广得到的。实
际上，Gibbs抽样是M-H抽样方法的一个特例，同时M-H抽样方法还包括其他的抽样
方法，如Metropolis抽样，随机游动M-H抽样，独立性抽样等。
令p(jy)表示为非标准化后验密度，不能直接进行抽样。我们同样考虑是p维参
数向量 = (1; 2; : : : ; p) 的一般情形。记q(j(t 1))为近似密度，称为建议密度。建
议密度的目的在算法的前一次迭代中随机生成。
该算法由两个基本阶段组成：首先，获取建议密度的抽样，其次，抽样是接受
或拒绝的。则M-H算法重复以下步骤(2)到(5)的顺序：
(1)给定初始值(0) = ((0)1 ; (0)2 ; : : : ; (0)p )；
(2)在迭代第t次时，从建议密度q(j(t 1))中抽取样本，其中(t 1)是前面步骤
的参数值；
(3)计算接受概率：
a(; (t 1)) = minf1; p(
)=q(j(t 1))
p((t 1))=q((t 1)j)g
(4)抽取u  U(0; 1)，如果u  a(; (t 1))，(t) = ，否则(t) = (t 1)；
(5)返归步骤(2).
迭代算法(重复步骤(2)到(5))多次，直到给定的迭代总数为止。在马尔科夫链收
敛后获得的模拟仅被视为后验分布中的近似样本，用于后验推断。
2.2 贝叶斯Lasso
下面我们介绍本篇文章中需要用到的在贝叶斯框架下的Lasso，自适应Lasso与
组Lasso的完全贝叶斯公式与后验分布。
2.2.1 贝叶斯Lasso
下面考虑一般的线性回归模型
y = X + " (2.2)
其中y是n  1维响应变量，X = (x1; x2; : : : ; xp)是n  p维协变量矩阵，是p  1维
未知回归系数向量，p > 1为整数，"是误差项且独立同分布(i:i:d:)于高斯分布" 
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N(0; 2In)，2为未知参数。不失一般性，我们假设响应变量y已中心化，预测变量
是标准化的，即：
nX
i=1
yi = 0;
nX
i=1
xij = 0;
nX
i=1
x2ij = n; j = 1; : : : ; p
正则化方法是在最小二乘的优化函数上施加一个约束条件，我们考虑以下约束
优化问题：
min

ky  Xk22; 使得 P ()  t (2.3)
其中k  k2是l2范数，P ()是一个惩罚函数，t  0是一个常数。上述优化问题相当于
以下目标函数的最小化，
ky  Xk22 + P() (2.4)
其中惩罚函数P() > 0相当于(2.3)式中的约束条件P ()  t，参数是一个调整参
数来控制惩罚程度，称为正则化参数。当P() = kk2时，优化问题(2.4)式就转化
为Hoerl和Kennard(1970)提出的岭回归(Ridge Regression)问题。岭回归提高了预测效
果，但不能为回归系数产生零值。
当P() = 
Pp
j=1 jjj时，优化问题(2.4)式变为Tibshirani(1996)提出Lasso问题：
^ = argmin

ky  Xk22 + 
pX
j=1
jjj
与岭回归不同，Lasso能使一些系数压缩为零，正则化参数控制整体模型稀疏度和回
归系数的收缩，正则化参数的较大值会产生稀疏模型。
我们知道回归系数的后验分布为：
(jy) / f(yj; 2)(j2)(2)
回归系数是由给定样本数据y条件下的后验众数估计所得。Tibshirani(1996)指出，
当假定回归系数的先验分布为独立双指数分布时，Lasso的估计可以被认为一种贝
叶斯后验的众数估计(Bayesian Posterior Mode Estimate)。Park和Casella(2008)提出假
设回归系数的先验分布为拉普拉斯先验(Laplace Prior)：
(j2) =
pY
j=1

2
p
2
expf jjjp
2
g
Andrews和Mallows(1974)提出拉普拉斯先验可以表示为一个带有指数混合分布的正
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