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Abstract 
Iris segmentation is the difficult and essential step in iris recognition systems. The integrodifferential operator and Hough transform are 
widely used for segmenting iris texture of iris images. Both algorithms offer good segmentation accuracy but are computationally 
complex. However, a large portion of the computation time is consumed to identify initial centers of iris and pupil circular boundaries. 
This paper addresses simple solution for this problem by means of localizing the initial center of the pupil. The circular Gabor filter (CGF) 
is utilized to localize the initial pupil center. Performance studies have been evaluated using the UBIRIS.v1 iris image database. Results 
show that the proposed algorithm accelerates the segmentation process using the traditional integrodifferential operator and Hough 
transform, and simultaneously improves the segmentation accuracy.       
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1. Introduction 
Iris is regarded one of the most reliable biometrics, which are used for personal identification. Comparable to other 
biometrics (e.g. face, palm-print, fingerprint etc), iris provides high recognition accuracy as well as significant unique 
features can be extracted from the iris. The patterns of the iris offer rich textural  details and high degree of freedom [1]. 
Although, the iris is an internal organ and well protected from external environmental effects, the iris image can be 
adequately taken from a distance [2]. All these aspects attract lots of attention for developing robust iris recognition 
systems. Iris is the annular portion of the eye which enclosed by sclera (outer boundary) and surrounds the pupil (inner 
boundary). However, any iris segmentation algorithm must be able to localize both of these boundaries. Success of iris 
recognition systems is essentially depending on the accuracy of the iris segmentation algorithm. In the past years, several 
iris segmentation algorithms have been designed, such as [3-5]. Unfortunately, most of these algorithms are developed for 
segmenting iris images in a constrained environment, in which the subjects are required to stand close to the camera and 
stare their eyes. Recently, research interest has moved towards less intrusive recognition systems. These systems are user-
friendly as well as increase system security, where the images are acquired without the subjects’ knowledge. On the other 
hand, this kind of system produces images with varying quality in terms of reflections, camera angle and contrast. 
Furthermore, a visible wavelength (VW) illumination is used instead of near infrared (NIR) illumination. Such illuminations 
are less risky to human eyes, but acquiring images under VW illuminations may introduce new types of noise, including 
specular reflection. The UBIRIS.v1 iris image database [6] represents a good example of such imaging settings. Commonly, 
iris’ image also contains undesired elements such as pupil, eyelids, and eyelashes which may compromise the correct iris 
segmentation. Proenca and Alexandre [7] proposed an iris segmentation method based on clustering algorithm and Hough 
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transform to detect both of the iris and pupil boundaries in less constrained imaging systems. Puhan et al. [8] utilized 
Fourier spectral density as a means of localizing inner and outer boundaries of the iris. Geodesic active contour had been 
used by Shah [9] to delineate the iris texture in the iris image. Vatsa et al. [10] applied a curve evaluation approach for 
segmenting iris in non-ideal iris images. Authors in [11, 12] proposed an algorithm based on active contour models to 
extract both inner and outer boundaries of the iris for non-frontal iris images. In the other approaches [13-16], iris 
segmentation techniques are proposed to identify the pupil and iris limits. A detailed literature survey of state-of-the-art iris 
segmentation algorithms is covered in [17]. The majority of the iris segmentation methods in the literature are edge 
detection methods, as a consequence, exhaustive search is required to identify the circle parameters of the pupil and iris 
boundaries [3-5, 7, 9, 11, 12, 18]. The two well-known methods, integrodifferential operator and Hough transform which 
reported by Daugman [18] and Wildes [5], respectively, represent the essential nucleus for most algorithms in the literature. 
Both algorithms achieve good performance but greatly suffer from the heavy computation as well as memory requirements.  
Considerable time is required for computing the circle parameters of the iris and pupil using the integrodifferential operator 
[18]. Similarly, all edge pixels must be scanned with varying radiuses to identify the centers and radiuses of the iris and 
pupil circles using the Hough transform [5].   In order to tackle these challenging drawbacks, a new algorithm has been 
proposed in this paper to restrict the searching area for iris and pupil circles parameters. First, the initial pupil center which 
located near to the real pupil and iris centers is localized by means of the CGF. Next, iris and pupil boundaries are 
accurately localized using the modified integrodifferential operator or Hough transform. The remainder of this paper is 
organized as follows. In Section 2, materials and methods are described. Results and discussion are presented in Section 3. 
Conclusions are provided in Section 4. 
2. Materials and Methods 
As described above, the literature contains several iris segmentation algorithms. The two major methods that most of 
these algorithms based on are integrodifferential operator [18] and Hough transform [5]. These two techniques accomplish 
high performance but unfortunately are highly time-consuming. Pupil and iris boundaries are modeled as two circles, which 
means that significant time must be spent to identify centers and radiuses. In this paper, we adapted the integrodifferential 
operator and Hough transformation algorithms not only to speed up the segmentation process but also to improve their 
global convergence. The proposed segmentation algorithm localized the pupil and iris boundaries as follows. 
2.1. Pupil Center Localization 
Iris and pupil textures are homogenous in terms of fundamental frequency and also their boundaries are circular in shape. 
According to these simple premises, the CGF is the optimal choice to detect the iris and pupil regions, because its ability to 
capture spatial localization and spatial frequency simultaneously. Gabor filter [19] is a sinusoidal function modulated by a 
2-D Gaussian function. Zhang [20] derived the CGF filter from the original filter as follows: 
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where ı is the scale factor of the CGF. To stand out the iris area, the original iris image was scaled down into 20% of the 
original size (150×200 pixels) and then convoluted with the CGF.  The frequency F and scale factor ı were selected 
according to the following constraint: 
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where b is the spatial frequency bandwidth in octaves, and the spatial frequency bandwidth of the human visual cortical 
cells ranges from 0.5 to 2.5 octaves. Next, the resulting image was normalized and binarized in order to highlight the iris 
region. Subsequently, the pupil area was localized within the iris area using the CGF as well; the center of the delimited 
pupil area was considered as the initial pupil center. Fig 1. shows the major processing procedures of the proposed initial 
pupil center localization algorithm. 
 
(a)     (b)     (c)  
Fig. 1. Flow chart of the initial pupil center localization algorithm (a) original image, (b) filtered image using CGF and (c) position of initial pupil center. 
2.2. Iris and Pupil Boundary Detection 
The real centers of the pupil and iris are assumed to be in (17×17 pixels) square area around the initial pupil center that 
was detected in the previous Subsection 2.1. As mentioned above, iris segmentation methods based on integrodifferential 
operator and the Hough transform search for the pupil and iris circles over the entire image domain. By restricting the 
searching area for the pupil and iris centers in a small area (17×17 pixels) of the image, the localization of the iris and pupil 
boundaries will be speeded up. We applied our initial pupil center localization algorithm on both integrodifferential operator 
and Hough transform [5, 18] in order to examine how much the adapted algorithms are fast and accurate.  
Daugman [18] proposed the integrodifferential operator as a means of localizing the circular pupil and iris boundaries. 
The integrodifferential operator is defined as: 
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    This operator searches for the maximum change in pixel values along a circular path, with varying the radius r and center 
(x0,y0) of the circular contour ds, over the whole image domain (x,y). The image is smoothed by Gaussian function G, where 
the symbol * denotes the convolution. It's clear that considerable time is required to identify the circle parameters of iris and 
pupil boundaries. The computational complexity of this method can be calculated based on the number of steps that the 
operator requires to localize both circles of iris and pupil. Assume that N, M and Ri are length, width of the image, and the 
range of potential radiuses for the iris circle, respectively. Thus, (N*M*Ri) steps are required to identify the iris circle using 
this method. If we assumed that the center of the pupil is in (11×11 pixels) area around the iris center, as a result (11*11*Rp) 
steps are required to identify the pupil circle; where Rp is the range of potential radiuses for the pupil circle. Thus (N*M*Ri + 
11*11*Rp) steps are necessary to localize both the inner and outer boundaries of the iris using the integrodifferential 
approach. 
Wildes [5] utilized the Hough transformation technique to compute the parameters of iris and pupil circles. Using the 
edge map of the image which can be created by any edge detector (e.g Sobel, Canny etc), Wildes passed the Hough 
transform through each edge point for calculating the center and radius of the potential circle. Based on this description, the 
complexity of this approach relies on the number of edge points in the edge map and the range of iris and pupil radiuses. 
The total (Nedge*Ri + Pedge*Rp + 2* (N*M))  steps are required to calculate the parameters of the iris and pupil circles, where 
Nedge, Pedge, and N*M are the number of edge points in the edge map, the number of edge points which used for pupil 
detection, and the number of convolution processes to produce the edge map, respectively. Ri and Rp as defined above. 
In this paper, we improved both the integrodifferential operator and Hough transformation methods by restricting the 
searching area for circle parameters around the initial pupil center which has been localized in the previous Subsection. For 
integrodifferential method, the circle parameters were detected by searching for the maximum change in pixel values along 
a circular path and the center of the circle within (17×17 pixels) area centered at the initial pupil center. Using the Hough 
transformation method, the pupil/iris circle was detected by choosing the circle which passes through the large number of 
746   Abduljalil Radman et al. /  Procedia Engineering  41 ( 2012 )  743 – 748 
edge points with an emphasis that its center within (17×17 pixels) area around the initial pupil center. Hence, the proposed 
technique saves much computation time and at the same time enhances the segmentation accuracy. This method takes 
(17*17*Ri + 11*11*Rp + 1.2* (N*M)) steps to compute the iris and pupil circle parameters, where N*M represents the 
number of convolution processes which is required to identify the initial pupil center in the worst case. 
3. Results and Discussion 
The experimental results were evaluated using the visible spectral range iris images in UBIRIS.v1 database. The images 
in this database were collected in two separate sessions, 1214 images in the first session and 662 images in the second 
session. The images contain considerable reflection, poor focus, and significant occlusion by eyelids and eyelashes. The 
UBIRIS.v1 database contains images with heterogeneous characteristics which make it reasonable for testing iris 
segmentation algorithms. Few low quality images of both first and second sessions were ignored in our experiments. We 
consider a correct segmentation when the iris and pupil boundaries obtained through the proposed method fall with the ones 
obtained by human visual inspection as suggested by [7, 8]. Fig 2. and Fig 3. show examples of incorrect and correct 
segmentation results, respectively. 
 
Fig. 2. Samples of incorrect segmentation results. 
(a)     (b)   
Fig. 3. Examples of correct iris segmentation results using (a) modified integrodifferential operator and (b) modified Hough transform. 
Examples of the accurate iris segmentation in the presence of specular and lighting reflections, eyelid and eyelash 
occlusion, and heavy pigmentation are shown in Fig 3. Revealing that the robustness of the proposed algorithm in visible 
wavelength iris segmentation. Furthermore, results from Fig 3. (a and b) prove that the integrodifferential operator and 
Hough transform achieve high accuracy when the initial center is localized by our method. 
 To compare the computational complexity of the proposed algorithm with the original ones in [5, 18]; the major steps to 
achieve iris segmentation of the image in Fig 1. are computed. However, we assumed that the range of iris radiuses varies 
between 40 and 55 pixels and the pupil radiuses from 8 to 16 pixels, for all iris images in UBIRIS.v1 (150×200 pixels). 
Based on the computational complexity discussion in the previous Section; Table 1. shows the computational complexity of  
the integrodifferential operator, the Hough transformation and the proposed methods for segmenting an iris image in Fig 1. 
As described above, the Hough transformation method depends on the edge map of the image. In this paper, the edge map 
was produced using the Canny edge detector, only the vertical edges were considered for the iris boundary detection while 
both vertical and horizontal edges are computed for the pupil boundary detection. The number of edge points (Nedge) was 
747 pixels, whilst those have been used for the pupil detection (Pedge) were 3435 pixels.   
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                Table 1. Complexity comparison 
Method Computational complexity Complexity  (number of steps) 
Integrodifferential operator [18] N*M*Ri + 11*11*Rp 481089 
Hough transform [5] Nedge*Ri + Pedge*Rp + 2* (N*M) 102867 
Proposed 17*17*Ri + 11*11*Rp + 1.2* (N*M) 41713 
 
As shown in Table 1. the proposed method has significantly low number of computation steps due to the limited search 
for the centers of iris and pupil boundaries. In other words, few processes are required to compute the circle parameters of 
the iris and pupil boundaries; consequently, the segmentation process is speeded up. To verify the effectiveness of the 
proposed algorithm, we compare the iris segmentation accuracy of the proposed method with existing methods. The 
segmentation accuracies for existing method are obtained from [7, 8]; Table 2. shows the segmentation accuracy results.   
                Table 2. Iris segmentation accuracy results 
Method Segmentation accuracy (%) 
 Session 1 Session 2 
Daugman (integrodifferential operator) [18] 95.22 88.23 
Wildes (Hough transform) [5] 98.68 96.68 
Proenca and Alexandre [7] 98.02 97.88 
Puhan [8] 98.49 (limbic) and 94.47 (pupil) 98.75 (limbic) and 87.17 (pupil) 
Proposed (modified integrodifferential operator) 99.67 99.35 
Proposed (modified Hough transform) 99.42 98.53 
 
From Table 2., it’s clear that the proposed algorithm offers quite high segmentation accuracy as compared to existing 
algorithms. Moreover, the proposed method also presents high accuracy with the degrade images in session 2 which 
encouraging its use in a non-cooperative iris segmentation environments. Results from Tables 1 and 2, prove that the 
proposed algorithm achieves excellent segmentation accuracy with noisy iris images and simultaneously has lower 
computational complexity than the algorithms based on the integrodifferential operator and the Hough transform. 
4. Conclusions 
Considerable effort has been spent for segmenting iris from iris images. Automatic iris segmentation still far from being 
fully resolved especially for the visible spectral rang images. The traditional iris segmentation methods are found to be 
computationally time-consuming. In response to the computational complexity issue, this paper presents an efficient 
algorithm for localizing the initial pupil center. This method obtains small and refined area for detecting iris and pupil circle 
parameters, which means fast segmentation process. The circular Gabor filter has been utilized for detecting the initial pupil 
center. Experimental results, on the UBIRIS.v1 visible wavelength iris image database, have shown that the proposed 
method not only accelerate the traditional iris segmentation algorithms but also enhance the segmentation accuracy for both 
pupil and iris boundaries. 
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