The Zwicker tone is an auditory aftereffect. For instance, after switching off a broadband noise with a spectral gap, one perceives it as a lingering pure tone with the pitch in the gap. It is a unique illusion in that it cannot be explained by known properties of the auditory periphery alone. Here we introduce a neuronal model explaining the Zwicker tone. We show that a neuronal noise-reduction mechanism in conjunction with dominantly unilateral inhibition explains the effect. A pure tone's ''hole burning'' in noisy surroundings is given as an illustration.
The Zwicker tone is an auditory aftereffect. For instance, after switching off a broadband noise with a spectral gap, one perceives it as a lingering pure tone with the pitch in the gap. It is a unique illusion in that it cannot be explained by known properties of the auditory periphery alone. Here we introduce a neuronal model explaining the Zwicker tone. We show that a neuronal noise-reduction mechanism in conjunction with dominantly unilateral inhibition explains the effect. A pure tone's ''hole burning'' in noisy surroundings is given as an illustration. DOI Zwicker [1] discovered an intriguing auditory aftereffect in 1964, now called the Zwicker tone. The typical sound generating it is a broadband noise containing a spectral gap, which is presented for several seconds. After the noise has been switched off, a faint, almost pure, tone is audible for 1 up to 6 s. It is decaying and has a sharp pitch in the spectral gap [1, 2] , where no stimulus was available.
Both the localization of the Zwicker tone in the brain and its origin are long-standing open problems. Here we present a neuronal model explaining both. Through computer simulations based on our model of first processing stages of the auditory pathway following the cochlea, we show that both noise reduction and dominantly unilateral, in short, asymmetric inhibition along the tonotopic (frequency) axis are inherent properties of parts of the auditory system so as to allow the Zwicker tone to arise. We also explain why quite a few noise configurations ( Fig. 1 ) do or do not generate a Zwicker tone [2, 3, 6, 7] . Furthermore, we have successfully tested the model in psychoacoustic experiments described in [5] . All cases of Fig. 1 are explained by the model, as has been verified through extensive simulations.
The Zwicker tone, as an almost pure tone, has a totally different quality from its generating noise. In Zwicker's experimental setup [1] of Fig. 1(b) , the tone was disjoint from the spectral range of the noise generating it. That is why Zwicker called it a ''negative'' afterimage. We now show that this aftereffect is double negative in that it is due to both noise reduction and asymmetric inhibitionand not to habituation, as in the visual system. Surprisingly, the Zwicker tone is inherently asymmetric. In the presence of broadband noise with a spectral gap, it exists above the lower band edge but not below the upper band edge of the gap; cf. Fig. 1(b) . Neither does it exist at the high-pass edge in Fig. 1(f) .
The Zwicker tone has been found neither in the cochlea nor in the auditory nerve and cannot be explained by known properties of the auditory periphery either. Hence it is thought to have its origin in the central auditory system but it is not clear yet where precisely. It has been demonstrated to some extent in a primary auditory cortex both physiologically [8] and through magnetoencephalographic methods [9] .
To explain the Zwicker tone by means of a neuronal model of the early auditory system, we start with a few facts, which are widely assumed to be basic. First, neurons are tonotopically ordered along a frequency axis [5] , motivated by the hole burning concept of the noise-reduction model presented here. As the gap decreases, the Zwicker tone is first perceived less clearly (c) until it is no longer audible (g). Habituation with symmetric lateral inhibition can only explain cases (a), (g), and (h) of Fig. 1 . To account for cases 1(b) and 1(f), we are bound to assume that inhibition between neurons is effective from low to high frequencies but not, or hardly, conversely. In short, it must be asymmetric. The range (half width at half maximum) of the asymmetric inhibition is taken to be 0.8 octaves.
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Let us now consider a pure tone at a low-pass noise edge; see Fig. 1(e) . The pure tone habituates the neurons in its tonotopic surroundings even more than noise alone does. With asymmetric inhibition, a Zwicker tone is therefore bound to be above the pure tone. In experiment, however, we have found one below the pure tone (provided its amplitude is high enough). Why is that?
Without noise, no Zwicker tone [2] . Until now we did not exploit the fact that noise plays a key role. We define noise to be a sound of roughly constant amplitude over a broad frequency range (exceeding about 0.3 octaves) and with a duration greatly exceeding 100 ms. The deficiencies of the above habituation argument are overcome by a model that incorporates noise detection but drops habituation. Asymmetric inhibition is a key element dangling in the background. In addition, we assume a tonotopic array of noise-detection neurons: only with noisy input around their best frequency do they become active and inhibit ''output neurons'' projecting to higherorder centers; cf. Fig. 2(d) . They are slow in responding so as to catch the noise characteristics. That is to say their inhibition lasts longer than any other integration time in the auditory brain stem and, thus, is of the order of seconds after the noise has been switched off. We analyze threefold evidence in favor of a noise-reduction mechanism: physiological, psychophysical, and computational.
The first possible origin of the Zwicker tone is the dorsal cochlear nucleus (DCN). Here one finds strong lateral inhibition [13, 14] and several types of neurons [15, 16] . We list them according to the shape of their receptive field, i.e., their firing rate plotted as a function of a pure tone's frequency f and intensity I: type I with a V-shaped response domain in the f; I plane, the ''V'' pointing at the best frequency, type II with the same receptive field but now flanked by inhibitory sidebands [17] so that their activity is suppressed by broadband noise, and type IV responding to broadband noise. Moreover, type II neurons inhibit their tonotopic type IV companions [16] so that the latter do not function in the presence of a pure tone that is strong enough. Though the DCN structure is not yet completely known, we tentatively associate type II with ''feature detectors'' and type IV with ''noise detectors''; see Fig. 3 for the complete setup. Type IV neurons are known to have time constants of the order of seconds [14] , so they are hypothesized to be responsible for the duration of the Zwicker tone in our model. Noise-detection neurons may, and we suppose will, inhibit the output neurons. In fact, broadband noise causes additional inhibition of DCN neurons that could not be detected without noise [18] .
We now return to psychophysical experiments that cannot be explained by habituation, e.g., a pure tone at a noise edge; see Fig. 1(e) . The noise-reduction model, on Firing rates of the output neurons before (horizontal dotted line, spontaneous rate), during (dashed line) and immediately after (solid line) the sound presentation are shown. As in (e) and (f), they are the result of a numerical simulation of a single run of 1000 neurons with best frequencies between 0.2 and 16 kHz; for simulation details, see [10, 11] . Downward arrows indicate Zwicker tones predicted by the model. In case (c), habituation predicts a Zwicker tone (crossed arrow) to the right of the pure tone whereas in experiment there is one to the left. Their distribution of firing rates is shifted to the left as we go from (e) to (f), which is due to the pure tone's ''hole burning'' in (f); see Fig. 3 and the text below.
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the other hand, provides a solution. As shown in Fig. 2(f) , during sound presentation noise-detection neurons react against the noise, except where they are inhibited by the pure tone. In the tone's tonotopic neighborhood hole burning arises because the pure tone excites featuredetector neurons, which inhibit the noise detectors. Hence, the latter are not active in the neighborhood of the pure tone, neither before nor after the sound has been switched off. Conversely, noise detectors farther to the left on the frequency axis are active during the stimulus and also for a second or so after its termination. Shortly after the termination, the corresponding output neurons still feel inhibition from noise detectors, fire less and, thus, generate less (asymmetric) inhibition to their right. Hence the output neurons fire there at a higher rate than the spontaneous one and generate a Zwicker tone below the pure tone. Further computational evidence for the case of a pure tone at a low-pass noise edge is provided by Fig. 4 . It explains the characteristics of the Zwicker tone, in particular, position, low amplitude, and being a pure tone. It is a critical test since it rules out all previous explanations such as symmetric inhibition and habituation, plausible as they look at first sight.
For a pure tone embedded in white noise [ Fig. 1(d) ], hole burning is even more true and explains why a Zwicker tone is perceived. If only a pure tone is present, as in Fig. 1(i) , noise-detection neurons are not excited and no aftereffect occurs. Figures 1(f) and 1(j) are mirror images of 1(a) and 1(e) but no Zwicker tone arises because inhibition is asymmetric so that neurons ''to the left'' do not notice what happens above the frequency edge.
We now describe the biophysical model that we used to compute all the responses in Figs. 2 and 4 . Single neurons have been modeled by the spike-response model [12] ; details can be found in [10, 11] . The membrane potential v i t of neuron i at time t is taken to be
where J ij is the synaptic efficacy between neuron j and i, ft j g is the set of firing times of neuron j while t i t is neuron i's most recent firing time preceding t. Neuron i spikes at time t i if and only if v i t i with v 0 i t i > 0. The postsynaptic potential "t vanishes for t < 0 and is given by "t : t= syn exp1 ÿ t= syn elsewhere.
The refractory function describes absolute refractory behavior for 0 < t ref through t : ÿ1 and   FIG. 4 (color) . Numerical simulation of a Zwicker tone. Firing rates (color coded) of 1000 output neurons are a function of time and the neurons' best frequency. Frequencies are equidistant on a logarithmic scale. The stimulating sound is low-pass noise plus a pure tone at the edge, 1700 Hz; cf. Figs. 1(e) and 2(f). Sound is on between 3 and 6 s. Feature detectors respond to the pure tone, causing a ''hole burning'' in the noise-detector layer since noise-detector neurons are inhibited by feature detectors; cf. Figs. 2 and 3 . The Zwicker tone, brought about by the mechanism described in the main text, is perceived below the pure tone and is indicated by an arrow head, pointing at the yellow strip. Data are binned. A bin consists of the rates of a neuron and its two left and right neighbors. Each data point is an average over its bin and 250 ms. Fig. 2(d) , with best frequency (arrow) as horizontal axis. The horizontal bar indicates half an octave, which has been emulated here by 80 neurons. The feature detectors (type II) are active, if there is a steeply rising edge, i.e., a rising spectral intensity as frequency increases. Feature detectors asymmetrically inhibit noise-detection neurons, which, in turn, inhibit corresponding output neurons; see [10] for the details of the synaptic connectivity (dashed lines).
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Habituation is taken into account by an additional refractory function hab t ÿv hab expÿt= hab , where hab is the neuron's habituation time constant and v hab is the habituation strength.
To get a realistic input, the basilar membrane has been modeled as a set of fourth-order linear gamma-tone filters so as to account for the slopes of the spectra at the edges as shown by the dashed lines in Fig. 1 . The amplitude of the basilar membrane calculated by these filters is coupled to the stereocilia of a Meddis inner-haircell model. This peripheral part was simulated by using the software package LUTEAR [19] . Its output consists of probabilities for spikes of the auditory-nerve fibers, an inhomogeneous Poisson process.
In conclusion, the Zwicker tone is a psychoacoustic aftereffect providing essential information on mechanisms in the auditory system that cope with noise. We have presented, and analyzed, a model explaining psychoacoustic experiments that eliminate the usual habituation argument. In so doing, we have provided strong evidence for our hypothesis that a neuronal noisereduction mechanism in conjunction with asymmetric inhibition generates the aftereffect. Furthermore, the model fully explains all Zwicker-tone experiments known at present and summarized in Fig. 1 . We suggest that type IV neurons in the DCN play the noise-reduction role.
The Zwicker tone as a transient auditory sensation is often thought of as a short-term tinnitus. Tinnitus, on the other hand, is a long-term auditory phantom percept. Central tinnitus and Zwicker tone are related in that both can be perceived as a pure tone that is generated in the central auditory system. Both can be induced by a ''spectral gap'' in the auditory-nerve activity. A common type of central tinnitus develops over days following peripheral hearing loss, and the perceived pitch of the illusionary pure tone often matches frequencies of the hearing loss-similar to the relation between a notchednoise stimulus and the Zwicker tone. In contrast to the latter, central tinnitus might be the result of a persistent activation of a noise-reduction mechanism. By incorporating synaptic learning rules into our current model of the Zwicker tone, we hope to gain further insights into the mechanism underlying the generation of tinnitus, which can lead to new strategies for central tinnitus therapies.
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