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Re´sume´ – Les me´thodes classiques d’estimation dense de la vitesse (de type flot optique) s’appuient sur l’estimation des
de´rive´es spatio-temporelles de l’image. Celles-ci sont difficiles a` estimer dans le cas d’occlusion d’une partie des acquisitions.
Les approches issues de l’assimilation de donne´es s’appuient sur un mode`le d’e´volution temporelle, qui permet de re´pondre a` ce
proble`me des donne´es manquantes. Nous proposons donc une nouvelle approche pour estimer un champ de vitesse apparent, a`
partir d’une se´quence d’images, en utilisant une me´thode d’assimilation de donne´es variationnelle. Pour cela un Mode`le Image est
construit, dans lequel sont assimile´es les observations de la se´quence d’images. Cette approche permet une estimation optimale
de la vitesse, meˆme si les observations sont partiellement manquantes comme c’est fre´quemment le cas en imagerie satellite.
1 Introduction
Les approches classiques de calcul de mouvement appa-
rent sur une se´quence d’images reposent sur l’e´quation de
conservation du niveau gris. Cette unique e´quation n’est
toutefois pas suffisante pour calculer les deux composantes
de la vitesse : une contrainte supple´mentaire est ne´ces-
saire. En ge´ne´ral, on utilise une hypothe`se de re´gularite´
du champ de vecteurs vitesse. De nombreux auteurs ont
utilise´ ce type d’approche pour le calcul du mouvement
rigide [1, 2] ou du mouvement fluide [3, 4]. L’inconve´nient
majeur de ces approches est qu’elles reposent sur l’esti-
mation pre´alable des de´rive´es spatiales et temporelle des
images. Or, une estimation fiable de ces de´rive´es devient
difficile lorsque le bruit est tre`s important, voire devient
impossible dans le cas d’occlusion partielle. Les me´thodes
d’interpolation (spatiale ou temporelle) peuvent e´liminer
ces proble`mes de donne´es manquantes, mais elles sont sou-
vent peu conformes a` la re´alite´ de l’e´volution du phe´no-
me`ne observe´.
On de´signe sous l’appellation ge´ne´rique assimilation de
donne´es “l’ensemble des me´thodes permettant de combi-
ner, de fac¸on optimale, les diffe´rents types d’information
auxquels on a acce`s : information mathe´matique sur les
processus de´crits par le mode`le et information physique des
observations” [5]. Tre`s utilise´es dans le cadre des syste`mes
de pre´vision des phe´nome`nes environnementaux (me´te´oro-
logie, oce´anographie, hydrologie, etc), les techniques d’as-
similation offrent un cadre me´thodologique permettant de
de´terminer l’e´tat d’un syste`me complexe en combinant,
aussi pre´cise´ment que possible, les observations distribue´es
en temps et en espace et les simulations du mode`le dyna-
mique. Elles sont donc particulie`rement bien adapte´es au
proble`me des donne´es manquantes.
La communaute´ scientifique du traitement d’image s’est
inte´resse´e re´cemment au potentiel des me´thodes d’assimi-
lation de donne´es [6]. Ces nouvelles approches passent par
la de´finition de ce que nous nommons ici unMode`le Image,
qui de´crit l’e´volution du phe´nome`ne observe´ dans l’espace
image. CeMode`le Image est construit en simplifiant le mo-
de`le de´crivant la physique du phe´nome`ne observe´, et en le
“projetant” dans l’espace image, afin de de´crire le mouve-
ment apparent dans ces images. Nous e´tudions dans cet
article, le proble`me de l’estimation des vitesses en assimi-
lant des observations images dans un Mode`le Image, au
moyen d’une approche variationnelle.
Dans cette pre´sentation nous rappelons d’abord le prin-
cipe de l’assimilation de donne´es variationnelle (paragra-
phe 2), nous expliquons ensuite comment construire le
Mode`le Image pour estimer la vitesse apparente a` partir
de se´quences d’images (3) puis nous appliquons cette ap-
proche au traitement d’images de tempe´rature de l’oce´an
(4), dans un premier temps en utilisant des simulations
re´alise´es par un mode`le de circulation oce´anographique et
dans un second temps en utilisant des images acquises par
satellite.
2 Assimilation variationnelle
L’assimilation de donne´es variationnelle s’appuie sur les
me´thodes de controˆle optimal [7]. Lorsqu’on s’inte´resse a`
l’e´tude de phe´nome`nes dynamiques, que ce soit en phy-
sique ou dans des acquisitions images, on mode´lise de fa-
c¸on assez ge´ne´rale l’e´volution de ces phe´nome`nes par une
e´quation du type :
∂X
∂t
(x; t) + F (X,K)(x; t) = ~0 ∀x ∈ Ω, ∀t > 0 (1)
X(x; t = 0) = X0(x) ∀x ∈ Ω. (2)
Le vecteur X, appele´ variable d’e´tat, mesure, a` un instant
t, une ou des quantite´s physiques en un point x du do-
maine spatial Ω. L’e´quation (1) exprime que la variation
en temps de la variable d’e´tat est fonction d’un mode`le
F , connu a priori, qui de´pend de l’e´tat a` l’instant t et au
point x et e´ventuellement de variables de controˆle, note´es
K, inde´pendantes de X. L’e´quation (2) donne la condition
initiale pour t = 0.
Le cadre de´crit par les e´quations (1) et (2) est toute-
fois insuffisant lorsqu’on veut mode´liser des phe´nome`nes
physiques complexes comme c’est le cas en me´te´orolo-
gie, oce´anographie, hydrologie, etc. En effet, la variable
d’e´tat X regroupe un grand nombre de composantes et
le mode`le est hautement non line´aire. On cherche alors
a` ame´liorer ou corriger les simulations en les confrontant
a` des mesures, souvent incomple`tes, des variables d’e´tats.
C’est-a`-dire qu’en plus des e´quations (1) et (2), la variable
d’e´tat doit ve´rifier une troisie`me contrainte appele´e e´qua-
tion d’observation. En ge´ne´ral, on inte`gre e´galement les
erreurs a` ce syste`me d’e´quations. Celles-ci sont repre´sen-
te´es par un bruit gaussien et on reformule le proble`me par
le syste`me :
∂X
∂t
(x; t) + F (X)(x; t) = εm(x; t) ∀x ∈ Ω, ∀t > 0
X(x; t = 0)−X0(x) = εb(x) ∀x ∈ Ω
Y (x; t)−H(X)(x; t) = εo(x; t) ∀x ∈ Ω,∀t > 0
(3)
L’ope´rateur d’observation H exprime ge´ne´ralement une
projection (observation d’une partie des variables d’e´tat)
mais il peut aussi repre´senter une observation indirecte,
c’est-a`-dire une mesure qui n’est pas directement incluse
dans le vecteur d’e´tat mais fonction de celui-ci. εm, εb,
εo mode´lisent respectivement les bruits de mode´lisation,
d’estimation et de mesure. Ce sont trois vecteurs ale´a-
toires gaussiens, inde´pendants entre eux, et de matrice
de covariance respective Q(x; t), B(x) et R(x; t). Le prin-
cipe de l’assimilation variationnelle de donne´es [7, 8, 9] est
de construire une fonctionnelle dont le minimum est une
solution du syste`me d’e´quations (3). Cette fonctionnelle
s’e´crit :
J =∫
Ω
∫ τ
0
∫
Ω
∫ τ
0
(Xt + F (X))
T (x; t)Q−1 (Xt + F (X))) (x′; t′)
+
∫
Ω
∫
Ω
(X(x, 0)−X0(x))T B−1 (X(x′, 0)−X0(x′))
+
∫
Ω
∫ τ
0
∫
Ω
∫ τ
0
(Y −H(X))T (x; t)R−1 (Y −H(X))) (x′; t′),
(4)
ou` [0, τ ] de´signe l’intervalle de temps comprenant l’en-
semble des observations a` prendre en compte. La me´thode
d’assimilation 4D-VAR vise a` de´terminer la trajectoire op-
timale du mode`le sur une feneˆtre de temps donne´e, les
observations e´tant distribue´es a` la fois en espace et en
temps. Dans le cas ge´ne´ral l’e´tat du mode`le a` un ins-
tant donne´ de´pend a` la fois de l’e´tat initial X0 et des
variables de controˆle K. En pratique, K est fixe´ ; l’e´tat
initial est estime´ en minimisant J afin de permettre au
mode`le d’avoir la trajectoire la plus proche possible de
l’ensemble des observations disponibles. Pour de´terminer
le minimum de J , il est ne´cessaire de connaˆıtre le gradient
de cette fonction par rapport aux conditions initiales. On
utilise les me´thodes adjointes pour de´terminer ce gradient
[10]. Il existe de nombreux algorithmes pour effectuer la
minimisation, nous avons choisi parmi les plus populaires,
M1QN3, une me´thode de quasi-Newton de´veloppe´e a` l’IN-
RIA qui a l’avantage d’eˆtre fournie comme une routine
“preˆte a` l’emploi” [11].
3 Mode`le Image
Nous utilisons une version simplifie´e de l’approche pre´sen-
te´e dans la section pre´ce´dente pour estimer la vitesse appa-
rente en utilisant comme observations une se´rie d’images.
Il nous faut donc construire un Mode`le Image dans lequel
nous allons assimiler ces observations, afin de de´terminer
la vitesse initiale correspondant au mieux aux observa-
tions.
Pour de´finir ce Mode`le Image, il faut identifier les compo-
santes du vecteur d’e´tat X, c’est-a`-dire re´pondre aux deux
questions :
1. Que cherche-t-on a` estimer ?
2. Quelles sont les observations disponibles dans les
images ?
Dans cet article, nous souhaitons estimer la vitesse ap-
parente v = (u, v) ; u et v sont donc deux composantes
du vecteur d’e´tat. Les observations image peuvent eˆtre de
diffe´rents types : images originales ou re´sultats d’un trai-
tement de plus ou moins haut niveau. Ainsi Papadakis
et al. [12] utilisent pour le suivi de courbes, deux algo-
rithmes : l’un pour estimer la courbe (seuillage), l’autre
pour estimer la vitesse apparente (corre´lation). Dans cette
e´tude, nous utilisons la valeur de l’intensite´ I en chaque
pixel de l’image originale. Le vecteur d’e´tat choisi est donc
X(x, y, t) = (I(x, y, t), u(x, y, t), v(x, y, t))T .
Le Mode`le Image correspond alors a` l’e´volution de ce vec-
teur d’e´tat :
dX
dt
= F (X,K)⇔
 dI/dt = FI(I, u, v,K)du/dt = Fu(I, u, v,K)
dv/dt = Fv(I, u, v,K)
La de´finition des ope´rateurs FI , Fu et Fv de´pend, bien en-
tendu, du type de phe´nome`ne observe´. Dans cette e´tude,
nous utilisons pour FI l’e´quation d’advection-diffusion pour
les fluides incompressibles, simplifie´e en la supposant va-
lide en 2D. Cette e´quation s’e´crit alors :
dI
dt
= κ∆I ⇔ ∂I
∂t
+ v · ∇I = κ∆I, (5)
ou` κ est le coefficient de diffusion, suppose´ connu.
Pour de´finir les ope´rateurs Fu et Fv, nous faisons l’hypo-
the`se que la vitesse e´volue peu par rapport a` la fre´quence
d’acquisition des images, par conse´quent :
∂u
∂t
=
∂v
∂t
= 0 (6)
et Fu et Fv sont identiquement nuls. Le Mode`le Image est
ainsi compose´ des e´quations (5) et (6).
En pratique, on fait trois simplifications de l’e´quation (4) :
le mode`le est conside´re´ parfait (Q = 0), on ne prend pas en
compte l’erreur sur la condition initiale (B = 0) et les ob-
servations sont conside´re´es inde´pendantes (R diagonale).
La fonctionnelle a` minimiser s’e´crit :
J(X0) =
∫
Ω
∫ τ
0
‖H ·X(X0, t)− Y (t) ‖2 dx dy dt, (7)
L’observation e´tant l’intensite´ de niveau de gris Iobs dans
les images, l’ope´rateur d’observation H devient un simple
ope´rateur de projection H = (1, 0, 0)T et l’e´quation (7)
s’e´crit :
J(I0, u0, v0) =
∫
Ω
∫ τ
0
(I − Iobs)2dx dy dt. (8)
Nous avons fait l’hypothe`se que le mode`le e´tait parfait, ce
n’est en ge´ne´ral pas le cas, on ajoute alors a` cette fonc-
tionnelle un terme de re´gularite´ sur la forme du champ
de vitesse, afin de faciliter la convergence du syste`me vers
la solution optimale. Une premie`re possibilite´ s’appuie sur
l’hypothe`se de re´gularite´ propose´e par Horn et al. [1] et la
fonctionnelle devient :
J1(I0, u0, v0) =
∫
Ω
∫ τ
0
[(I−Iobs)2+α(|5u|2+|5v|2)]dx dy dt.
(9)
Une seconde possibilite´ s’appuie sur la re´gularisation div−
curl a` l’ordre 2 qui a e´te´ propose´e par Corpetti et al. [4]
dans le contexte des mouvements fluides, il en de´coule la
fonctionnelle :
J2(I0, u0, v0) =
∫
Ω
∫ τ
0
[(I − Iobs)2+
(α| 5 divv|2 + β| 5 curlv|2)]dx dy dt.
(10)
Il est important de constater que le terme de re´gulari-
sation n’est pas utilise´ de la meˆme fac¸on que pour flot
optique en traitement d’image. Dans ce cas, le terme ad-
ditionnel de re´gularisation est ne´cessaire pour calculer la
composante du vecteur vitesse orthogonale au gradient de
l’image. Dans l’approche par assimilation de donne´es ce
n’est pas le cas, ainsi lorsque les observations sont en par-
faite ade´quation avec le mode`le, le terme de re´gularisation
devient inutile.
4 Application
L’application choisie, pour illustrer ce travail, est l’estima-
tion de la vitesse de circulation apparente a` la surface de
l’oce´an, a` partir de se´quences d’images de tempe´rature de
surface. Nous disposons, pour cette e´tude, de se´quences
d’images synthe´tiques ge´ne´re´es a` partir d’un mode`le tridi-
mensionnel de la dynamique oce´anique et de la “ve´ritable”
vitesse simule´e par ce mode`le1. Nous pouvons donc com-
parer l’estimation obtenue par notre approche et la ve´rite´
mode`le.
La figure 1 montre : sur la ligne du haut trois images de
tempe´rature de surface, simule´es par le mode`le tridimen-
sionnel, sur lesquelles a e´te´ ajoute´ un bruit gaussien ; sur la
ligne centrale le masque utilise´ pour simuler une occlusion
sur l’image du milieu ; sur la ligne du bas on peut com-
parer visuellement la ve´rite´ mode`le (a` gauche) au re´sultat
obtenu en utilisant la fonctionnelle de couˆt J1 (au centre)
et la fonctionnelle J2 (a` droite). On peut constater que la
fonctionnelle J2, bien adapte´e aux mouvements fluides et
donc a` l’application oce´anographique, permet une estima-
tion de la vitesse tre`s proche du re´sultat recherche´. Sur
1Nous remercions Marina Le´vy du LOCEAN de nous avoir fourni
ces simulations re´alise´es graˆce au mode`le OPA.
Fig. 1 – Haut : trois images centre´es sur un tourbillon.
Centre : Masques simulant une occlusion (en blanc la par-
tie masque´e). Bas : Ve´rite´ mode`le, vitesse estime´e avec J1,
vitesse estime´e avec J2.
cet exemple l’erreur moyenne sur l’estimation de la norme
de la vitesse est de l’ordre de 12% et l’erreur angulaire
moyenne est de 0, 3 radian.
le tableau 1 permet de quantifier les erreurs d’estimation
de la vitesse de surface sur une portion simule´e de l’Oce´an
Atlantique de 495 × 545km. Pour cette estimation : cinq
images ont e´te´ utilise´es, une occlusion de 77% de la troi-
sie`me image a e´te´ simule´e.
Les trois mesures d’erreurs utilise´es sont :
1. erreur angulaire
φ = arcos(vestime,vreel),
2. erreur euclidienne
λ =
√
(||vestime|| − ||vreel||)2,
3. erreur en vorticite´
ζ =
√
(curlvestime − curlvreel)2
ou`
curlv =
∂v
∂x
− ∂u
∂y
.
Notons que la me´thode de minimisation de J est ite´ra-
tive, a` chaque e´tape on se rapproche de l’estimation op-
timale. Une connaissance a priori du re´sultat, appele´e
ici guess permet une e´valuation plus rapide et souvent
meilleure. Lorsque les donne´es sont particulie`rement brui-
te´es, ce guess devient obligatoire. On peut utiliser pour le
calculer une approche de type flot optique traditionnelle.
Dans cet exemple, nous avons opte´ pour l’approche pro-
pose´e par Suter [13] qui a deux avantages : elle s’appuie
e´galement sur une re´gularisation div−curl a` l’ordre 2, elle
ne re´sout l’e´quation du flot optique qu’en certains points
de controˆle : en dehors la vitesse est interpole´e par champ
de vecteurs spline ce qui permet d’obtenir une estimation
meˆme dans les zones ou` les donne´es sont manquantes [14].
|φ|(rd) λ(m/s) ζ
J1 0,414 0,09 0,10
J1 + guess 0,401 0,15 0,08
J2 0,403 0,09 0,11
J2 + guess 0,396 0,08 0,08
Tab. 1 – Comparaison des vitesses re´elles et estime´es, sa-
chant que la vitesse de surface re´elle est en moyenne de
0, 5m/s.
La figure 2 permet d’illustrer le re´sultat de la me´thode sur
des donne´es re´elles. Il s’agit d’images de tempe´rature de
surface acquises par les satellites NOAA/AVHRR sur une
portion de la Mer Noire en juillet 1998. On peut constater
que la re´gularisation div − curl autorise les discontinuite´s
naturelles dans le champ de vitesses estime´.
Fig. 2 – Deux images de tempe´rature d’une se´quence sa-
tellite (haut), vitesses re´sultats (centre) et leurs modules
(bas) estime´es avec J1 (gauche) et avec J2 (droit).
5 Conclusion
Les techniques d’assimilation de donne´es offrent un cadre
me´thodologique prometteur pour le traitement d’image.
Nous proposons ici une approche originale pour estimer
un champ de vitesse apparent, a` partir d’une se´quence
d’images, en utilisant une me´thode d’assimilation de don-
ne´es variationnelle. On construit un Mode`le Image, dans
lequel on assimile les observations acquises par satellite.
Cette approche permet une estimation optimale de la vi-
tesse, meˆme si les observations sont partiellement man-
quantes. Le Mode`le Image propose´ est simple, il peut eˆtre
affine´ en utilisant une version simplifie´e d’un mode`le phy-
sique de transport adapte´ aux observations.
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