The model of three competitive populations with Gompertz growth is studied. The periodic solutions are ruled out by generalized Dulac criteria. On the basis of the analysis, we obtain conditions that ensure the asymptotic behavior of the model is simple.
Introduction
The analysis of population growth is an important component of many clinical and biological studies. The per capita growth rate of a population is generally viewed as a function of population density. Namely, the dynamics of the population is described byẋ = xf (x) , where x is the density of population at time t. Mostly, the per capita growth function f (x) is chosen as the logistic growth r(1 − x/K), where r is the intrinsic growth rate and K is the carrying capacity. On the basis of the logistic growth of each population in the absence of others, the fundamental competition model of populations of Lotka-Volterra type is modeled bẏ
a ij x j , i = 1, . . . , n.
However, the logistic growth does not fit well for some populations. For example, the Gompertz growthẋ = x ln(K/x) provides an excellent fit to empirical growth curves for avascular tumors and vascular tumors in their early stages [1, 25] . Indeed, many data have shown that per capita growth functions of populations are well fitted by logarithmic regressions, for example, the Gompertz model has been almost universally used to describe the growth of microorganisms [8, 17] , some creature [9, 10] , and the innovation diffusion such as digital cellular telephones [2, 15, 20] , and the references cited therein. On the basis of the Gompertz growth for each population in the absence of others, we propose the following competition model for three populations:
,
, 1) where N i denotes the density of the population, k i represents the carrying capacity of ith population, a ij , i = j , is the competition coefficient of population j on the population i.
It is easy to see that (1.1) is a competitive system. The theory of competitive (and cooperative) systems was initiated by M.W. Hirsch in a series of well-known papers, e.g., [11, 12] . Contributions to this theory were also made by H.L. Smith [23, 24] . According to the theorem of M.W. Hirsch in [12] , there exists an invariant manifold (i.e., carrying simplex) which is homeomorphic to the two-dimensional simplex and attracts all orbits except the origin. Therefore, the dynamical behavior of a three-dimensional competitive system is similar to that of the twodimensional system. That is to say, there may exist heteroclinic orbits [21, 28] , limit cycles [13, 18, 19, 26] . Furthermore, the generalization of the Poincaré-Bendixson theorem holds in three dimension competitive system [11, 24] and a periodic orbit of a competitive system in R 3 must contain a steady state inside a certain topological closed ball on the surface of which lies the periodic orbit, see Theorem 2.4 in [23] . These results will play a major role in the global analysis of the competitive systems.
In this paper, we only analyze system (1.1) for some ranges of the parameters such that the asymptotic behavior of the model is simple. In other words, we consider the case in which there are no periodic solutions. Busenberg and van den Driessche [3, 4] provided the method to rule out the existence of periodic solutions of higher dimensional systems, which plays the fundamental role in this paper. Meanwhile, we exploit the method proposed by Li and Muldowney [16] to provide the sufficient conditions of the global stability of the positive equilibrium.
For simplicity, we scale system (1.1) with the following transformations:
Then system (1.1) takes the form:
where
We restrict our attention to the closed positive cone R 3 + and denote the open positive cone by int R 3 + . The following feasible region,
can be shown to be positively invariant with system (1.2). Moreover, it is easy to show that system (1.2) is dissipative and the global attractor is contained in Γ. Therefore, in the rest of the paper we will study the dynamics of (1.2) in the region Γ and formulate our results accordingly. The paper is organized as follows. In the next section, we analyze the existence and local stability of all equilibria. The global stability is analyzed for two cases with different ranges of the parameters in Sections 3 and 4. The paper ends with a brief discussion in Section 5.
Existence and local stability analysis of equilibria
Firstly, we analyze the existence of equilibria. Set 0 ln 0 = 0 ln ∞ = 0. Obviously, system (1.2) has the equilibria O(0, 0, 0) which is a repeller, and always has the axial equilibria 
Then we study the existence of the positive equilibrium
A routine computation yields
Hence, from the Cramer's rule it follows that (2.2) has a unique positive solution ( Now, we analyze the local stability of the equilibria. Set
It is easy to compute the eigenvalues of the variational matrix J(x) at the associated equilibria. Table 1 shows the local stability property for all boundary equilibria if they exist. Next, we analyze the local stability of the positive equilibrium E. Set
Then we have the following result. Proof. Firstly, we show that −1 is an eigenvalue of variational matrix of (1.2) at E with associated eigenvector (x * 1 , x * 2 , x * 3 ) t . A routine computation shows that the Jacobian matrix J * at E is 
Saddle with two-dimensional unstable manifold
Saddle with one-dimensional unstable manifold
LAS represents that the corresponding equilibrium is locally asymptotically stable.
Hence −1 is an eigenvalue of J * with associated eigenvector (x * 1 , x * 2 , x * 3 ) t . Next, we compute the other two eigenvalues of J * . Expanding and reducing the characteristic polynomial of J * because −1 is an eigenvalue of J * , we obtain
, it is easy to verify that
Clearly, if Δ < 0 then E is a saddle with one-dimensional unstable manifold. In the case when Δ > 0, it follows that E is locally asymptotically stable if B 123 < A 123 and E is a saddle with one-dimensional stable manifold if B 123 > A 123 . Thus we complete the proof. 2
Strong/weak interspecific competitions
In this section, we consider the cases in which all of the interspecific competitions are strong, i.e., b ij > 1 for all i = j , or all of the interspecific competitions are weak, i.e., b ij < 1 for all i = j . We prove that almost all trajectories converge to one of the axial equilibria in the first case. In the second case, we show that the positive equilibrium E is globally stable in the interior of R 3
+ if E exists, and that almost all trajectories converge to one of the planar equilibria if E does not exist. Exploiting the method of Busenberg and van den Driessche [3, 4] , we obtain Proof. It is easy to see that f = (f 1 , f 2 , f 3 ) is a continuous field in the interior of R 3 + , where
Motivated by paper [6, 27] , we consider the vector field
which is smooth on compact subsets contained in the interior of R 3 + . After some algebra, we obtain:
and
Suppose that there exists a periodic solution
Then L is a periodic orbit and we can construct the following conical surface S:
Since (1.2) is a competitive system, it follows from the nonordering principle [24] that for any two points x, y ∈ L, x = y, x, y are unrelated, i.e., x − y / ∈ int R 3 + or y − x / ∈ int R 3 + . Hence the surface S does not cross itself.
Given
is a normal vector of the surface S at each point of the segment (0, x(t 0 ) ). Normalizing the vector N , we have the unit normal vector:
curl g · n = 0 on the surface S.
(3.5)
where ε is sufficiently small such that Σ is disjoint from the periodic orbit L. Let Y be the intersection of surface Σ and the cone S (bounded by S). It is clear that Σ divides the surface S into two parts:
Thus S is a surface with ∂S = L. On the surface Y , the outward normal vector is N = − (1, 1, 1) . Hence, the outward unit normal vector n on Y is n = − 1 √ 3
(1, 1, 1). On the surface Y , we have:
From the assumption, we immediately have either
Since S 1 and Y smooth enough to apply Stokes' theorem, it follows that
From the definition of g, it follows that:
From (3.5), (3.7) and (3.8), we have
Thus (3.9)-(3.11) lead to a desired contradiction. We complete the proof. In the case in which all the interspecific competitions are weak, i.e., b ij < 1 for all i = j , obviously, equilibria E 1 , E 2 , E 3 are all saddle points with one-dimensional stable manifold. From Lemma 2.1, the positive equilibrium E is locally stable if E exists. Furthermore, E exists if and only if any two of the following three inequalities hold:
If system (1.2) has no positive equilibrium, then parameters must satisfy any one inequality of (3.12). In particularly, E 12 is locally stable if the third inequality holds, and E 13 (or E 23 ) is locally stable if the first (or the second) inequality holds. Therefore, from Theorem 3.1 and the generalized Poincaré-Bendixson theorem [11, 24] , we obtain the following results. 
Almost weak interspecific competitions
In this section, we consider the case in which almost all of the interspecific competitions are weak. In other words, one interspecific competition is strong and the others interspecific competitions are weak, i.e., only one of the b ij is great than unit and the others b ij are less than unit for all i = j . Without loss of generality, we suppose that
We provide the sufficient conditions such that the positive equilibrium E is globally stable in the interior of R 3 + if system (1.2) is permanent.
Global stability of boundary equilibria
In this subsection, we analyze the global stability of boundary equilibria. The following result deals with the global stability behavior of the boundary equilibria. 
. By [24, Proposition 4.3] , B must contain a steady state of (1.2). However, boundary equilibria E i , E 1j , i = 1, 2, 3, j = 2, 3, are the all steady states of (1.2) and E i / ∈ B, E 1j / ∈ B. We conclude that no nontrivial periodic orbit exists. Since system (1.2) has no positive equilibrium and positive solutions are dissipative, by the Poincaré-Bendixson theory for three-dimensional competitive systems, every positive solution must approach to an equilibrium. Therefore, we conclude that all ω limit sets of system (1.2) must be in the boundary of R 3 + . 2
It is easy to see that system (1.2) has no positive equilibrium if v 2 , v 3 are defined in (3.13) and the parameters satisfy any one of the following conditions: 
A geometric approach to global-stability problems
Suppose (4.1) holds. A route computation yields that system (1.2) has a unique positive equilibrium E, which is locally asymptotically stable from Lemma 2.1 if v 2 , v 3 are defined in (3.13) and the parameters satisfy
To analyze the global stability of the positive equilibrium E under (4.7), we give a brief outline of this geometrical approach developed in [16] in this subsection.
(4.8)
Denote by x(t, x 0 ) the solution to (4.8) such that x(0, x 0 ) = x 0 . We make the following two assumptions:
(H 1 ) There exists a compact absorbing set K ⊂ D.
(H 2 ) Equation (4.8) has a unique equilibriumx in D.
The equilibriumx is said to be globally stable in D if it is locally stable and all trajectories in D converge tox. For n 2, by a Bendixson criterion we mean a condition satisfied by f which precludes the existence of nonconstant periodic solutions of (4.8). The classical Bendixson's condition div f (x) < 0 for n = 2 is robust under C 1 local perturbations of f . For higher dimensional systems, the C 1 robust properties are discussed in [16] and the references cited therein.
A point x 0 ∈ D is wandering for (4.8) if there exists a neighborhood U of x 0 and T > 0 such that U ∩ x(t, U ) is empty for all t > T . Thus, for example, all equilibria and limit points are nonwandering. The following global-stability principle is established in Li and Muldowney [16] for autonomous systems in any finite dimension.
Theorem 4.3. Suppose that assumptions (H 1 ) and (H 2 ) hold. Assume that (4.8) satisfies a Bendixson criterion that is robust under C 1 local perturbations of f at all nonequilibrium nonwandering points for (4.8). Thenx is globally stable in D provided it is stable.
The following Bendixson criterion is given in [16] and shown to have the robustness required by Theorem 4.3. Let x → P (x) be an n 2 × n 2 matrix-valued function that is C 1 for x ∈ D. Assume that P −1 (x) exists and is continuous for x ∈ K, the compact absorbing set. A quantitȳ q 2 is defined as
where It is shown in [16] that, if D is simply connected, the conditionq 2 < 0 rules out the presence of any orbit that gives rise to a simple closed rectifiable curve that is invariant for (4.8), such as periodic orbits, homoclinic orbits, and heteroclinic cycles. Moreover, it is robust under C 1 local perturbations of f near any nonequilibrium point that is nonwandering. In particular, the following global-stability result is proved in Li and Muldowney [16] . 
The permanence of the system
In the following subsections, we suppose that (4.7) holds. Obviously, the assumption (H 2 ) holds. The boundedness of Γ (1.3) and the permanence of system (1.2) imply that system (1.2) has a compact absorbing set D ⊂ K (see [5] ), namely, the assumptions (H 1 ) is satisfied. Therefore, in this subsection, we give the following permanence result. where, r i , i = 1, 2, 3, are positive constants to be defined. In the interior of R 3 + , we have:
In order to prove permanence, it is enough to show, by applying a permanence result in Hofubaer [14] , that there exists a positive solution (r 1 , r 2 , r 3 ) of the following systems of inequalities, which are just Ψ (x) > 0 at the all boundary equilibria E i , i = 1, 2, 3, and E 1j , j = 2, 3: such that the third inequality holds. Furthermore, (4.14) holds if and only if 
Global stability of the positive equilibrium
Now we consider the global stability of the positive equilibrium E if (4.7) holds and obtain simple sufficient conditions such that E is globally asymptotically stable. Since the assumptions (H 1 ) and (H 2 ) hold under conditions (4.1) and (4.7), it follows from Theorem 4.4 that Proof. The Jacobian matrix J (x) = ∂f ∂x associated with a general solution (x 1 (t), x 2 (t), x 3 (t)) to (1.2) is (2.6) and its second additive compound matrix J [2] 
where h i (x) are defined in (2.5) and
and the matrix B = P f P −1 + P ∂f ∂x [2] P −1 in (4.10) can be written as
(4.21)
After some algebra, we obtain
It is easy to see that m i (x) < 0 from (4.1) and (4.18). Since (4.17) and (1.3) hold, it follows that there exists T > 0 such that 
The conclusion now follows from Theorem 4.4. 2
Discussion
In this paper, we have studied the qualitative properties of model for three competitive species with the Gompertz growth. First, positive periodic solutions are ruled out by the method of generalized Dulac criteria in R 3 [3, 4] when the case in which the interspecific competitions are strong/weak. Using the generalized Poincaré-Bendixson theorem [11, 24] , we immediately obtain the global stability. Almost all trajectories converge to one of the axial equilibria if all the interspecific competitions are strong, that is to say, there is no long term coexistence of three or even two species. Meanwhile, if the interspecific competitions are weak, the unique positive equilibrium is globally stable whenever it exists, and trajectories converge to one of the planar equilibria if system has no positive equilibrium. Further, if almost all the interspecific competitions are weak, we have proved that the positive equilibrium E is globally stable whenever the system is permanent by utilizing the geometrical approach to global stability problem developed in Li and Muldowney [16] . Whereas one of the planar equilibria is globally stable if the condition of permanence is not satisfied from the theory of competitive system [23, 24] . We would like to point out here that our global analysis of model (1.2) under permanence in Section 4 is not complete. We only provide sufficient condition for the global stability of the positive equilibrium E. We expect that some different Liapunov function can be constructed to improve the sufficient conditions. and extend the definition over 2 R n by linearity. The matrix representation with respect to the standard basis in 2 R n is called the second additive compound matrix of A. This is an n 2 × n 2 matrix and satisfies the property (A + B) [2] = A [2] + B [2] . In the special case when n = 2, we have A [2] 2×2 = tr A. In general, each entry of A [2] is a linear expression of those of A. For instance, when n = 3, the second additive compound matrix of A = (a ij ) is For detailed discussions of compound matrices and their properties we refer to [22] and the references cited therein.
