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Quasi-periodic solutions of forced Kirchhoff
equation
Riccardo Montalto
Abstract. In this paper we prove the existence and the stability of small-
amplitude quasi-periodic solutions with Sobolev regularity, for the 1-
dimensional forced Kirchhoff equation with periodic boundary condi-
tions. This is the first KAM result for a quasi-linear wave-type equa-
tion. The main difficulties are: (i) the presence of the highest order
derivative in the nonlinearity which does not allow to apply the clas-
sical KAM scheme, (ii) the presence of double resonances, due to the
double multiplicity of the eigenvalues of −∂xx. The proof is based on
a Nash-Moser scheme in Sobolev class. The main point concerns the
invertibility of the linearized operator at any approximate solution and
the proof of tame estimates for its inverse in high Sobolev norm. To this
aim, we conjugate the linearized operator to a 2× 2, time independent,
block-diagonal operator. This is achieved by using changes of variables
induced by diffeomorphisms of the torus, pseudo-differential operators
and a KAM reducibility scheme in Sobolev class.
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1. Introduction and main results
We consider the Kirchhoff equation in 1-dimension with periodic boundary
conditions
∂ttv −
(
1 +
∫
T
(∂xv)
2 dx
)
∂xxv = δf(ωt, x) , x ∈ T , (1.1)
where T := R/(2piZ) is the 1-dimensional torus, δ > 0 is a small parameter,
f ∈ Cq(Tν ×T,R) and ω ∈ Ω ⊆ Rν , with Ω bounded. Our aim is to prove the
existence and the linear stability of small-amplitude quasi-periodic solutions
with Sobolev regularity, for δ small enough and for ω in a suitable Cantor
like set of parameters with asymptotically full Lebesgue measure.
The Kirchhoff equation has been introduced for the first time in 1876 by
Kirchhoff, in dimension 1, without forcing term and with Dirichlet boundary
conditions, namely
∂ttv −
(
1 +
∫ pi
0
|∂xv|2 dx
)
∂xxv = 0 , v(t, 0) = v(t, pi) = 0 , (1.2)
to describe the transversal free vibrations of a clamped string in which the
dependence of the tension on the deformation cannot be neglected. It is a
quasi-linear PDE, namely the nonlinear part of the equation contains as
many derivatives as the linear differential operator. The Cauchy problem
for the Kirchhoff equation (also in higher dimension) has been extensively
studied, starting from the pioneering paper of Bernstein [9]. Both local and
global existence results have been established for initial data in Sobolev and
analytic class, see [2], [3], [23], [24], [32], [40], [42] and the recent survey [41].
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Concernig the existence of periodic solutions, Kirchhoff himself observed that
the equation (1.2) admits a sequence of normal modes, namely solutions of
the form v(t, x) = vj(t) sin(jx) where vj(t) is 2pi-periodic. Under the presence
of the forcing term f(t, x) the normal modes do not persist1, since, expand-
ing v(t, x) =
∑
j vj(t) sin(jx), f(t, x) =
∑
j fj(t) sin(jx), all the components
vj(t) are coupled in the integral term
∫
T(∂xv)
2 dx and the equation (1.2) is
equivalent to the infinitely many coupled ODEs
v′′j (t) + j
2vj(t)
(
1 +
∑
k
k2|vk(t)|2
)
= fj(t) , j = 1, 2, . . . .
The existence of periodic solutions for the Kirchhoff equation, also in higher
dimension, has been proved by Baldi in [4], both for Dirichlet boundary con-
ditions (v = 0 on ∂Ω) and for periodic boundary conditions (Ω = Td). This
result is proven via Nash-Moser method and thanks to the special structure
of the nonlinearity (it is diagonal in space), the linearized operator at any ap-
proximate solution can be inverted by Neumann series. This approach does
not imply the linear stability of the solutions and it does not work in the
quasi-periodic case, since the small divisors problem is more difficult.
In general, the presence of derivatives in the nonlinearity makes uncertain
the existence of global (even not periodic or quasi-periodic) solutions, see for
example the non-existence results in [34], [37] for the equation vtt−a(vx)vxx =
0, a > 0, a(v) = vp, p ≥ 1, near zero.
Concerning the existence of periodic solutions, the first bifurcation result is
due to Rabinowitz [44], for fully nonlinear forced wave equations with a small
dissipation term
vtt − vxx + αvt + εf(t, x, v, vt, vx, vtt, vtx, vxx) = 0 , x ∈ T , α 6= 0
with frequency ω = 1 (2pi-periodic solutions). Then Craig [20] proved the
existence of small-amplitude periodic solutions, for a large set of frequencies
ω, for the autonomous pseudo differential equation
∂ttv − ∂xxv = a(x)v + b(x, |D|βv) , β < 1
and Bourgain [18] obtained the same result for the equation ∂ttv−∂xxv+mv+
(∂tv)
2 = 0. The above results are based on a Newton-Nash-Moser scheme and
a Lyapunov-Schmidt decomposition.
For the water waves equations, which are fully nonlinear PDEs, we mention
the pioneering work of Iooss-Plotnikov-Toland [29] about existence of time
periodic standing waves, and of Iooss-Plotnikov [30], [31] for 3-dimensional
travelling water waves. The key idea is to use diffeomorphisms of the torus T2
and pseudo-differential operators, in order to conjugate the linearized opera-
tor to one with constant coefficients plus a sufficiently smoothing remainder.
This is enough to invert the whole linearized operator (at any approximate
solution) by Neumann series. Very recently Baldi [5] has further developed
the techniques of [29], proving the existence of periodic solutions for fully
1this is true except in the case where f is uni-modal, i.e. f(t, x) = fk(t) sin(kx) for some
k ≥ 1
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nonlinear autonomous, reversible Benjamin-Ono equations. We mention also
the recent paper of Alazard and Baldi [1] concerning the existence of periodic
standing-wave solutions of the water waves equations with surface tension.
These methods do not work for proving the existence of quasi-periodic solu-
tions and they do not imply the linear stability.
Existence of quasi-periodic solutions of PDEs (that we shall call in a broad
sense KAM theory) with unbounded perturbations (the nonlinearity contains
derivatives) has been developed by Kuksin [35] for KdV and then Kappeler-
Po¨schel [33]. The key idea is to work with a variable coefficients normal form
along the KAM scheme. The homological equations, arising at each step
of the iterative scheme, are solved thanks to the so called Kuksin Lemma,
see Chapter 5 in [33]. This approach has been improved by Liu-Yuan [38],
[39] who proved a stronger version of the Kuksin Lemma and applied it to
derivative NLS and Benjamin-Ono equations. These methods apply to dis-
persive PDEs like KdV, derivative NLS but not to derivative wave equation
(DNLW) which contains first order derivatives in the nonlinearity. KAM the-
ory for DNLW equation has been recently developed by Berti-Biasco-Procesi
in [10] for Hamiltonian and in [11] for reversible equations. The key ingre-
dient is to provide a sufficiently accurate asymptotic expansion of the per-
turbed eigenvalues which allows to impose the Second order Melnikov con-
ditions. This is achieved by introducing the notion of quasi-To¨plitz vector
field which has been developed by Procesi-Xu [43] and it is inspired to the
To¨plitz-Lipschitz property developed by Eliasson-Kuksin in [25], [26]. Exis-
tence of quasi-periodic solutions can be also proved by imposing only first
order Melnikov conditions. This method has been developed, for PDEs in
higher space dimension, by Bourgain in [16], [17], [19] for analytic NLS and
NLW, extending the result of Craig-Wayne [21] for semilinear 1-dimensional
wave equation. This approach is based on the so-called multiscale analysis
of the linearized equations and it has been recently improved by Berti-Bolle
[13], [12] for NLW, NLS with differentiable nonlinearity and by Berti-Corsi-
Procesi [14] on compact Lie-groups. It is especially convenient in the case of
high multiplicity of the eigenvalues, since the second order Melnikov condi-
tions are violated. As a consequence of having imposed only the first order
Melnikov conditions, this method does not provide any information about the
linear stability of the quasi-periodic solutions, since the linearized equations
have variable coefficients. Indeed there are very few results concerning the
existence and linear stability of quasi-periodic solutions in the case of mul-
tiple eigenvalues. We mention Chierchia-You [22], for analytic 1-dimensional
NLW equation with periodic boundary conditions (double eigenvalues) and
in higher space dimension Eliasson-Kuksin [26] for analytic NLS.
All the aforementioned KAM results concern semi-linear PDEs, namely PDEs
in which the order of nonlinear part of the vector field is strictly smaller than
the order of the linear part. For quasi-linear (either fully nonlinear) PDEs,
the first KAM results have been recently proved by Baldi-Berti-Montalto in
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[6], [7], [8] for perturbations of Airy, KdV and mKdV equations, by Feola-
Procesi [28] for fully nonlinear reversible Schro¨dinger equation and by Feola
[27] for quasi-linear Hamiltonian Schro¨dinger equation. For the water waves
equations with surface tension, the existence of quasi-periodic standing wave
solutions has been recently proved by Berti-Montalto in [15].
The key analysis of the present paper concerns the linearized operator ob-
tained at any step of the Nash-Moser scheme. The main purpose is to reduce
the linearized operator to a 2 × 2 time independent block diagonal opera-
tor. This cannot be achieved by implementing directly a KAM reducibility
scheme, since the constant coefficients part of the linearized operator has the
same order as the non-constant part, implying that the loss of derivatives
accumulates quadratically along the iterative scheme. In order to overcome
this problem, we perform some transformations which reduce the order of
the derivatives in the perturbation but not its size. We use quasi-periodic
reparametrization of time and pseudo differential operators to reduce the lin-
earized operator to a diagonal operator plus a one smoothing remainder, see
(1.14). At this point we perform a KAM reducibility scheme that reduces
quadratically the size of the remainder at each step of the iteration. Note
that, because of the double multiplicity of the eigenvalues |j|2, j ∈ Z of the
operator −∂xx, the linearized operator cannot be completely diagonalized.
This problem is overcome by working with a 2×2 block diagonal normal form
along the iteration, which is obtained by pairing the space Fourier modes j
and −j. This strategy has been also developed by Feola [27] for quasi-linear
Hamiltonian NLS. We will explain more precisely our procedure in Section
1.1.
We now state precisely the main results of this paper. Rescaling the variable
v 7→ δ 13 v and writing the equation (1.1) as a first order system, we get the
PDE {
∂tv = p
∂tp =
(
1 + ε
∫
T |∂xv|2 dx
)
∂xxv + εf(ωt, x) ,
ε := δ
2
3 (1.3)
which is a Hamiltonian equation of the form{
∂tv = ∇pH(ωt, v, p)
∂tp = −∇vH(ωt, v, p)
(1.4)
whose Hamiltonian is
H(ωt, v, p)
:=
1
2
∫
T
(
p2 + |∂xv|2
)
dx+ ε
(1
2
∫
T
|∂xv|2 dx
)2
− ε
∫
T
f(ωt, x)v dx . (1.5)
In (1.4), ∇pH and ∇vH denote the L2-gradients of the Hamiltonian H with
respect to p and v.
We look for quasi-periodic solutions (v(ωt, x), p(ωt, x)), v, p : Tν × T → R
of the equation (1.3). This is equivalent to find zeros (v(ϕ, x), p(ϕ, x)) of the
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nonlinear operator
F (ε, ω, v, p) :=
(
ω · ∂ϕv − p
ω · ∂ϕp−
(
1 + ε
∫
T |∂xv|2 dx
)
∂xxv − εf
)
(1.6)
in the Sobolev space Hs(Tν+1,R2) = Hs(Tν+1,R)×Hs(Tν+1,R) where
Hs(Tν+1,R) (1.7)
:=
{
v(ϕ, x) =
∑
`∈Zν
j∈Z
v̂j(`)e
i(`·ϕ+jx) : ‖v‖2s :=
∑
`∈Zν
j∈Z
〈`, j〉2s|v̂j(`)|2 < +∞
}
,
〈`, j〉 := max{1, |`|, |j|}, |`| := maxi=1,...,ν |`i|. From now on we fix s0 :=
[(ν + 1)/2] + 1, where for any real number x ∈ R, we denote by [x] its
integer part, so that for any s ≥ s0 the Sobolev space Hs(Tν+1) is compactly
embedded in the continuous functions C0(Tν+1).
We assume that the forcing term f ∈ Cq(Tν ×T,R) has zero average, namely∫
Tν+1
f(ϕ, x) dϕ dx = 0 . (1.8)
Now, we are ready to state the main Theorems of this paper.
Theorem 1.1. There exist q := q(ν) > 0, s := s(ν) > 0 such that: for any
f ∈ Cq(Tν×T,R) satisfying the condition (1.8), there exists ε0 = ε0(f, ν) > 0
small enough such that for all ε ∈ (0, ε0), there exists a Cantor set Cε ⊆ Ω of
asimptotically full Lebesgue measure i.e.
|Cε| → |Ω| as ε→ 0 ,
such that for any ω ∈ Cε there exist v(ε, ω), p(ε, ω) ∈ Hs(Tν+1,R), satisfying∫
Tν+1
v(ε, ω)(ϕ, x) dϕ dx =
∫
Tν+1
p(ε, ω)(ϕ, x) dϕ dx = 0 , (1.9)
such that F (ε, ω, v(ε, ω), p(ε, ω)) = 0 , where the nonlinear operator F is de-
fined in (1.6) and
‖v(ε, ω)‖s , ‖p(ε, ω)‖s → 0 as ε→ 0 . (1.10)
Remark 1.1. The condition (1.8) on the forcing term f is an essential re-
quirement to get the above existence result. Indeed, if (1.8) does not hold
and if (v, p) solves F (ε, ω, v, p) = 0, integrating with respect to (ϕ, x), we get
immediately a contraddiction.
We now discuss the precise meaning of linear stability. The linearized PDE
on a quasi-periodic function (v(ωt, x), p(ωt, x)), associated to the equation
(1.3), has the form {
∂tv̂ = p̂
∂tp̂ = a(ωt)∂xxv̂ +R(ωt)[v̂]
(1.11)
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where
a(ωt) := 1 + ε
∫
T
|vx(ωt, x)|2 dx , (1.12)
R(ωt)[v̂] := −2εvxx(ωt, x)
∫
T
vxx(ωt, x)v̂ dx . (1.13)
In order to state precisely the next Theorem, let us introduce, for any s ≥ 0,
the Sobolev spaces
Hs(Tx,R) :=
{
u(x) =
∑
j∈Z
uje
ijx : ‖u‖2Hsx :=
∑
j∈Z
〈j〉2s|uj |2 < +∞
}
,
Hs0(Tx,R) :=
{
u ∈ Hs(Tx,R) :
∫
T
u(x) dx = 0
}
,
where 〈j〉 := max{1, |j|}.
Theorem 1.2. (Linear stability) There exist µ¯ > 0, depending on ν, such
that for all S > s0 + µ, there exists ε0 = ε0(S, ν) > 0 such that: for all
ε ∈ (0, ε0), for all v = (v, p) ∈ HS(Tν+1,R2) with ‖v‖s0+µ¯ ≤ 1, there exists
a Cantor like set Ω∞(v) ⊂ Ω such that, for all ω ∈ Ω∞(v), for all s0 ≤ s ≤
S − µ the following holds: for any initial datum (v̂(0), p̂(0)) ∈ Hs(Tx,R) ×
Hs−10 (Tx,R) the solution t ∈ R 7→ (v̂(t, ·), p̂(t, ·)) ∈ Hs(Tx,R)×Hs−10 (Tx,R)
of the equation (1.11), with initial datum v̂(0, ·) = v̂(0), p̂(0, ·) = p̂(0) is stable,
namely
sup
t∈R
(
‖v(t, ·)‖Hsx + ‖p(t, ·)‖Hs−1x
)
≤ C(s)(‖v̂(0)‖Hsx + ‖p̂(0)‖Hs−1x ) .
Remark 1.2. Note that the linear stability can be proved only for initial data
p̂(0) with zero-average in x. Indeed, the equation (1.11) projected on the zero
Fourier mode is the ODE {
v˙0(t) = p0(t)
p˙0(t) = 0
whose solutions are
p0(t) = p
(0) , v0(t) = v
(0) + p(0)t , v(0), p(0) ∈ R , ∀t ∈ R .
Hence, if p(0) 6= 0, |v0(t)| → +∞ as t→ ±∞ and we do not have the stability.
1.1. Ideas of the proof
In this section we explain in detail the main ideas of the proof. Because of
the special structure of the nonlinear operator F defined in (1.6), it is conve-
nient to perform the decomposition (3.1), (3.2), in order to split the equation
F (ε, ω, v, p) = 0 into the equations (3.4), (3.5). The equation (3.5) arises
by projecting the nonlinear operator F on the zero Fourier mode in x and
it is a constant coefficients PDE which can be easily solved by imposing a
diophantine condition on the frequency vector ω (see Lemma 3.1). Hence,
we are reduced to find zeros of the nonlinear operator F defined in (3.7)
which is obtained by restricting F to the space of the functions with zero
average in x. Theorems 1.1, 1.2 then follow by Theorem 3.1, which is based
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on a Nash-Moser iteration on the nonlinear map F on the scale of Sobolev
spaces Hs0(Tν+1,R2), see (2.2). The main issue concerns the invertibility of
the linearized operator L = ∂(u,ψ)F(u, ψ) in (4.1) at any approximate solu-
tion and the proof of tame estimates for its inverse (see Theorem 6.1). This
information is obtained by conjugating L to a 2× 2 time-independent block
diagonal operator. Such a conjugacy procedure is the content of Sections 4,
5.
Regularization of the linearized operator. The goal of Section 4 is to reduce
the linearized operator L in (4.1) to the operator L4 in (4.52) which has the
form
h = (h, h) 7→ ω · ∂ϕh + imT |D|h +R4h , (1.14)
where m ∈ R is close to 1, T :=
(
1 0
0 −1
)
, |D| = √−∂xx and R4 is a
Hamiltonian (see Section 2.2.1) and 1-smoothing operator. More precisely
the operator R4 satisfies |R4|D||s < +∞, see Lemma 4.5, where the block-
decay norm | · |s is defined in (2.80). This regularization procedure is splitted
in three parts.
1. Symmetrization and complex variables. In Section 4.1, we symmetrize the
highest order non-constant coefficients term a(ϕ)∂xx in (4.1), by conjugating
L with the transformation S, defined in (4.9). The conjugated operator L1,
defined in (4.13), has the form(
û
ψ̂
)
7→
(
ω · ∂ϕ + a0(ϕ) −a1(ϕ)|D|
a1(ϕ)|D|+R(1) ω · ∂ϕ − a0(ϕ)
)(
û
ψ̂
)
where a1, a0 are real valued Sobolev functions in H
s(Tν ,R), with a1−1 , a0 =
O(ε) and R(2) is an arbitrarily regularizing operator of the form (2.101). In
section 4.2, we introduce the complex variables h = 1√
2
(û + iψ̂) and the
operator L1 transforms into L2 defined in (4.25) which has the form(
h
h
)
7→
((
ω · ∂ϕ + ia1(ϕ)|D|+ iR(2)
)
h+
(
a0(ϕ) + iR(2)
)
h
complex conjugate
)
,
with R(2) := 12R(1).
2. Change of variables. In Section 4.3, we reduce to constant coefficients the
highest order term ia1(ϕ)|D| in the operator L2. Note that it depends only on
time. This is due to the special structure of the equation, since the nonlinear
term is diagonal in space. To reduce to constant coefficients ia1(ϕ)|D|, we
conjugate L2 by means of the reparametrization of time Ah(ϕ, x) := h(ϕ +
ωα(ϕ, x)) induced by the diffeomorphism of the torus Tν , ϕ 7→ ϕ + ωα(ϕ).
Since ω is diophantine, choosing α(ϕ) as in (4.33), the transformed operator
L3 defined in (4.34) is(
h
h
)
7→
((
ω · ∂ϑ + im|D|+ iR(3)
)
h+
(
b0 + iR(3)
)
h
complex conjugate
)
where m ∈ R is a constant m ' 1, b0 = O(ε) is a real valued Sobolev
function in Hs(Tν ,R) and R(4) is a one-smoothing operator still satisfying
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the estimates (4.44). Actually R(4) is arbitrarily smoothing, since it has the
form (2.101), but we only need that it is one-smoothing.
3. Descent method. In Section 4.4, we perfom one step of descent method, in
order to remove the zero-th order term from the operator L3. Since the opera-
tor R(3) is already one-smoothing, we need just to remove the multiplication
operator h 7→ b0(ϕ)h. For this purpose we transform L3 by means of the
symplectic transformations V = exp(iV (ϕ)|D|−1), V (ϕ) =
(
0 v(ϕ)
−v(ϕ) 0
)
where v : Tν → R is a real valued Sobolev function. Choosing v as in (4.51),
the transformed operator L4 in (4.52) is the sum of a diagonal operator and
a 1-smoothing operator R4, such that R4|D| has finite block-decay norm.
2× 2-block diagonal reducibility scheme. Once (1.14) has been obtained, we
perform a quadratic KAM reducibility scheme which conjugates the operator
L4 to the 2 × 2 block diagonal operator L∞ (see Theorems 5.1, 5.2). The
reason for which we cannot completely diagonalize the operator L4 is the
following: since we deal with periodic boundary conditions, the eigenvalues of
the operator m|D| are double, therefore the second order Melnikov conditions
for the differences m|j| − m| ± j| are violated. This implies that after the
first step of the KAM iteration, the correction to the diagonal part im|D|
is an operator of the form iD̂, D̂ = diagj∈ND̂j , where D̂j is a linear
self-adjoint operator span{eijx, e−ijx} → span{eijx, e−ijx} which we identify
with the 2 × 2 self-adjoint matrix of its Fourier coefficients with respect to
the basis {eijx, e−ijx}. The self-adjointness of the 2× 2 blocks is provided by
the Hamiltonian structure. In order to deal with these 2 × 2 block diagonal
operators, it is convenient to introduce a 2×2 block representation for linear
operators. We develop this formalism in Section 2.3. We remark that the
problem of the double multiplicity of the eigenvalues has been overcome for
the first time by Chierchia-You [22], for analytic semilinear Klein-Gordon
equation with periodic boundary condition. We also mention that the 2× 2-
block diagonal reducibility scheme, adopted in Section 5, has been recently
developed by Feola [27] for quasi-linear Hamiltonian NLS equation.
One of the main task in the KAM reducibility scheme is to provide, along
the iterative scheme, an asymptotic expansion of the perturbed 2× 2 blocks
of form (
m|j| 0
0 m|j|
)
+O(ε|j|−1) . (1.15)
This expansion allows to show that the required second order Melnikov non-
resonance conditions are fullfilled for a large set of frequencies ω. The as-
ymptotic (1.15) is achieved since the initial remainder R0 is 1-smoothing
and this property is preserved along the reducibility scheme (see (5.17) in
Theorem 5.1). This is the reason why we performed the regularization pro-
cedure of Section 4 up to order O(|D|−1). We use the block-decay norm | · |s
(see (2.80)) to estimate the size of the remainders along the iteration. This
is convenient since the class of operators having finite block-decay norm is
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closed under composition (Lemma 2.7), solution of the homological equation
(Lemma 5.1) and projections (Lemma 2.11).
Linear stability. A final comment concerns Theorem 1.2 which is proved in
Section 9.1. Using the splitting (3.1), (3.2), the linearized equation (1.11) is
decoupled into the two systems (9.2), (9.3). The system (9.2) is a constant
coefficients ODE which can be solved explicitly, hence it is enough to study
the stability for the PDE (9.3), which is obtained by (1.11), restricting the
vector field to the zero average functions in x. All the transformations we
perform along the reduction procedure of Sections 4, 5 are To¨plitz in time
operators (see Section 2.1), hence they can be regarded as time dependent
quasi-periodic maps acting on the phase space (functions of x only). Hence,
by the procedure of Sections 4, 5, the linear equation (9.3), transforms into
the PDE (9.4), whose vector field is a time independent 2× 2 block-diagonal
operator. Thanks to the Hamiltonian structure, such a vector field is skew self-
adjoint, implying that all the Sobolev norms of the solutions remain constant
for all time. This is enough to deduce the linear stability.
To conclude the introduction, we make some comments concerning possible
extensions and generalizations of the results obtained in this paper.
1. It would be interesting to study the existence of quasi-periodic solutions
for equations of the form
∂ttu− ∂xxu+mu+ εf(ωt, x, u, ux, uxx) = 0 , m ≥ 0 (1.16)
where
f : T× T× R3 → R
is a q-times differentiable function. The analysis of the linearized opera-
tor associated to this equation, would be much more complicated, since
the highest order term depends also on the space variable x (whereas in
our case, it depends only on time). Indeed, the linearized equation asso-
ciated to (1.16), written as a first order system in complex coordinates,
will have the form
∂th+ i
(
1 + εa(ωt, x)
)
(
√
−∂xx +m)h+ . . . ,
where . . . stand for terms of order smaller or equal than 0. The reduction
to constant coefficients of the term
(
1+εa(ωt, x)
)
(
√−∂xx +m) involves
Pseudo differential operators and Fourier integral operators much more
complicated than the ones used in the present paper.
2. Another possible generalization concerns the possibility to extend our
result in high space dimension. It is well known that the reducibility
of quasi-periodically forced wave-type equations is a difficult matter in
dimension greater or equal than two. The main reason is that, if
µj ∼ |j| =
√
j21 + . . .+ j
2
d , j = (j1, . . . , jd) ∈ Zd with d ≥ 2, the
second order Melnikov conditions
|ω · `+ µj − µj′ | ≥ γ〈`〉τ
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for any (`, j, j′) ∈ Zν × Zd × Zd with (`, |j|, |j′|) 6= (0, |j|, |j|) are vi-
olated. Of course one could try to combine the reduction in decresing
orders with a multiscale approach (developed in [12] for semilinear Klein
Gordon equation) in which it is required to impose only the first order
Melnikov non resonance conditions. In any case this approach does not
provide the linear stability of the quasi-periodic solutions.
2. Functional setting
We may regard a function u ∈ L2(Tν × T,C) of space-time also as a ϕ-
dependent family of functions u(ϕ, ·) ∈ L2(Tx,C) that we expand in Fourier
series as
u(ϕ, x) =
∑
j∈Z
uj(ϕ)e
ijx =
∑
`∈Zν
j∈Z
ûj(`)e
i(`·ϕ+jx) , (2.1)
where
uj(ϕ) :=
1
2pi
∫
T
u(ϕ, x)e−ijx dx ,
ûj(`) :=
1
(2pi)ν+1
∫
Tν+1
u(ϕ, x)e−i(`·ϕ+jx) dϕ dx .
We also consider the space of the L2 real valued functions that we denote
by L2(Tν+1,R), L2(Tx,R). We define for any s ≥ 0 the Sobolev spaces
Hs(Tν+1,C), Hs(Tx,C) as
Hs(Tν+1,C) :=
{
u ∈ L2(Tν×T,C) : ‖u‖2s :=
∑
(`,j)∈Zν×Z
〈`, j〉2s|ûj(`)|2 < +∞
}
,
Hs(Tx,C) :=
{
u ∈ L2(Tx,C) : ‖u‖2Hsx :=
∑
j∈Z
〈j〉2s|ûj |2 < +∞
}
where 〈`, j〉 := max{1, |`|, |j|}, 〈j〉 := max{1, |j|} and for any ` ∈ Zν , |`| :=
maxi=1,...,ν |`i|. In a similar way, we define the Sobolev spaces of real values
functions Hs(Tν+1,R), Hs(Tx,R). When no confusion appears, we simply
write L2(Tν+1), L2(Tx), Hs(Tν+1), Hs(Tx). For any s ≥ 0 we also define
Hs0(Tν+1) :=
{
u ∈ Hs(Tν+1) :
∫
T
u(ϕ, x) dx = 0
}
, (2.2)
Hs0(Tx) :=
{
u ∈ Hs(Tx) :
∫
T
u(x) dx = 0
}
. (2.3)
and L20(Tν+1) = H00 (Tν+1), L20(Tx) = H00 (Tx). We define the spacesHs0(Tν+1,C2) :=
Hs0(Tν+1,C)×Hs0(Tν+1,C) andHs0(Tx,C2) := Hs0(Tx,C)×Hs0(Tx,C) equipped,
respectively, by the norms ‖(h, v)‖s := max{‖h‖s , ‖v‖s} and ‖(h, v)‖Hsx :=
max{‖h‖Hsx , ‖v‖Hsx}. Similarly we define Hs0(Tν+1,R2) := Hs0(Tν+1,R) ×
Hs0(Tν+1,R) and Hs0(Tx,R2) := Hs0(Tx,R) × Hs0(Tx,R) and the norms are
defined as in the complex case.
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For a function f : Ωo → E, ω 7→ f(ω), where (E, ‖ · ‖E) is a Banach space
and Ωo is a subset of Rν , we define the sup-norm and the lipschitz semi-norm
as
‖f‖supE,Ωo := sup
ω∈Ωo
‖f(ω)‖E , ‖f‖lipE,Ωo := sup
ω1,ω2∈Ωo
ω1 6=ω2
‖f(ω1)− f(ω2)‖E
|ω1 − ω2| (2.4)
and, for γ > 0, we define the weighted Lipschitz-norm
‖f‖Lip(γ)E,Ωo := ‖f‖
sup
E,Ωo
+ γ‖f‖lipE,Ωo . (2.5)
To shorten the above notations we simply omit to write Ωo, namely ‖f‖supE =
‖f‖supE,Ωo , ‖f‖
lip
E = ‖f‖lipE,Ωo , ‖f‖
Lip(γ)
E = ‖f‖Lip(γ)E,Ωo If f : Ωo → C, we sim-
ply denote ‖f‖Lip(γ)C by |f |Lip(γ) and if E = Hs(Tν+1) we simply denote
‖f‖Lip(γ)Hs := ‖f‖Lip(γ)s . Given two Banach spaces E,F , we denote by L(E,F )
the space of the bounded linear operators E → F . If E = F , we simply write
L(E).
Notation: The notation a ≤s b means that there exists a constant C(s) > 0
depending on s such that a ≤ C(s)b. The constant C(s) may depend also on
the data of the problem, namely the number of frequencies ν, the diophantine
exponent τ > 0 appearing in the non-resonance conditions, the forcing term
f . If the constant C does not depend on s or if s = s0 = [(ν + 1)/2] + 1, we
simply write al b.
We recall the classical estimates for the operator (ω · ∂ϕ)−1 defined as
(ω · ∂ϕ)−1[1] = 0 , (ω · ∂ϕ)−1[ei`·ϕ] = 1
i(ω · `)e
i`·ϕ , ∀` 6= 0 , (2.6)
for ω ∈ Ωγ,τ , where for γ, τ > 0,
Ωγ,τ :=
{
ω ∈ Ω : |ω · `| ≥ γ|`|τ , ∀` ∈ Z
ν \ {0}
}
. (2.7)
If h(·;ω) ∈ Hs+2τ+1(Tν+1), with ω ∈ Ωγ,τ , we have
‖(ω·∂ϕ)−1h‖s ≤ γ−1‖h‖s+τ , ‖(ω·∂ϕ)−1h‖Lip(γ)s ≤ γ−1‖h‖Lip(γ)s+2τ+1 . (2.8)
Denote by N, the set of the strictly positive integer numbers N := {1, 2, 3, . . .}
and we set N0 = {0} ∪ N. Given a function h ∈ L20(Tν+1), we can write
h(ϕ, x) =
∑
`∈Zν
j∈Z\{0}
ĥj(`)e
i(`·ϕ+jx) =
∑
`∈Zν
j∈N
ĥj(`, x)e
i`·ϕ , (2.9)
where
ĥj(`, x) := ĥj(`)e
ijx + ĥ−j(`)e−ijx , ∀j ∈ N . (2.10)
It is straightforward to see that if h ∈ Hs0(Tν+1), one has
‖h‖2s =
∑
`∈Zν
j∈N
〈`, j〉2s‖ĥj(`)‖2L2 . (2.11)
We now recall the following classical interpolation result.
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Lemma 2.1. Let u, v ∈ Hs(Tν+1) with s ≥ s0. Then, there exists an increasing
function s 7→ C(s) such that
‖uv‖s ≤ C(s)‖u‖s‖v‖s0 + C(s0)‖u‖s0‖v‖s .
If u(·;ω), v(·;ω), ω ∈ Ωo ⊆ Rν are ω-dependent families of functions in
Hs(Tν+1), with s ≥ s0 then the same estimate holds replacing ‖ · ‖s by
‖ · ‖Lip(γ)s .
Iterating the above inequality one gets that, for some constant K(s),
for any n ≥ 0,
‖uk‖s ≤ K(s)k‖u‖k−1s0 ‖u‖s (2.12)
and if u(·;ω) ∈ Hs, s ≥ s0 is a family of Sobolev functions, the same inequal-
ity holds repacing ‖ · ‖s by ‖ · ‖Lip(γ)s .
We also recall the classical Lemmas on the composition operators. Since the
variables (ϕ, x) have the same role, we present it for a generic Sobolev space
Hs(Tn). For any s ≥ 0 integer, for any domain A ⊆ Rn we denote by Cs(A)
the space of the s-times continuously differentiable functions equipped by the
usual ‖ · ‖Cs norm. We consider the composition operator
u(y) 7→ f(u)(y) := f(y, u(y)) .
The following Lemma holds:
Lemma 2.2. (Composition operator) Let f ∈ Cs+1(Tn×R,R), with s ≥ s0 :=
[n/2] + 1. If u ∈ Hs(Tn), with ‖u‖s0 ≤ 1, then ‖f(u)‖s ≤ C(s, ‖f‖Cs)(1 +
‖u‖s). If u(·, ω) ∈ Hs(Tn), ω ∈ Ωo ⊆ Rν is a family of Sobolev functions
satisfying ‖u‖Lip(γ)s0 ≤ 1, then, ‖f(u)‖Lip(γ)s ≤ C(s, ‖f‖Cs+1)(1 + ‖u‖Lip(γ)s ).
Now we state the tame properties of the composition operator u(y) 7→
u(y+p(y)) induced by a diffeomorphism of the torus Tn. The Lemma below,
can be proved as Lemma 2.20 in [15].
Lemma 2.3. (Change of variable) Let p := p(·;ω) : Rn → Rn, ω ∈ Ωo ⊂ Rν
be a family of 2pi-periodic functions satisfying
‖p‖Cs0+1 ≤ 1/2 , ‖p‖Lip(γ)s0 ≤ 1 (2.13)
where s0 := [n/2] + 1. Let g(y) := y + p(y), y ∈ Tn. Then the composition
operator
A : u(y) 7→ (u ◦ g)(y) = u(y + p(y))
satisfies for all s ≥ s0, the tame estimates
‖Au‖s0 ≤s0 ‖u‖s0 , ‖Au‖s ≤ C(s)‖u‖s + C(s0)‖p‖s‖u‖s0+1 . (2.14)
Moreover, for any family of Sobolev functions u(·;ω)
‖Au‖Lip(γ)s0 ≤s0 ‖u‖Lip(γ)s0+1 , (2.15)
‖Au‖Lip(γ)s ≤s ‖u‖Lip(γ)s+1 + ‖p‖Lip(γ)s ‖u‖Lip(γ)s0+2 , ∀s > s0 . (2.16)
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The map g is invertible with inverse g−1(z) = z + q(z) and there exists a
constant δ := δ(s0) ∈ (0, 1) such that, if ‖p‖Lip(γ)2s0+2 ≤ δ, then
‖q‖s ≤s ‖p‖s , ‖q‖Lip(γ)s ≤s ‖p‖Lip(γ)s+1 . (2.17)
Furthermore, the composition operator A−1u(z) := u(z + q(z)) satisfies the
estimate
‖A−1u‖s ≤s ‖u‖s + ‖p‖s‖u‖s0+1 , ∀s ≥ s0 (2.18)
and for any family of Sobolev functions u(·;ω)
‖A−1u‖Lip(γ)s ≤s ‖u‖Lip(γ)s+1 + ‖p‖Lip(γ)s+1 ‖u‖Lip(γ)s0+2 , ∀s ≥ s0 . (2.19)
2.1. To¨plitz in time linear operators
Let R : Tν 7→ L(L20(Tx)), ϕ 7→ R(ϕ), be a ϕ-dependent family of linear
operators acting on L20(Tx). We regard R also as an operator (that for sim-
plicity we denote by R as well) which acts on functions u ∈ L20(Tν × T) of
space-time, i.e. we consider the operator R ∈ L(L20(Tν × T)) defined by
(Ru)(ϕ, x) := (R(ϕ)u(ϕ, ·))(x) .
The action of this operator on a function u ∈ L20(Tν+1) is given by
Ru(ϕ, x) =
∑
j,j′∈Z\{0}
Rj′j (ϕ)uj′(ϕ)eijx
=
∑
`,`′∈Zν
j,j′∈Z\{0}
Rj′j (`− `′)ûj′(`′)ei(`·ϕ+jx) (2.20)
where the space Fourier coefficients Rj′j (ϕ) and the space-time Fourier coef-
ficients Rj′j (`) of the operator R are defined as
Rj′j (ϕ) :=
1
2pi
∫
T
R(ϕ)[eij′x]e−ijx dx , ϕ ∈ Tν , j, j′ ∈ Z \ {0} , (2.21)
Rj′j (`) :=
1
(2pi)ν
∫
Tν
Rj′j (ϕ)e−i`·ϕ dϕ , ` ∈ Zν , j, j′ ∈ Z \ {0} . (2.22)
We shall identify the operator R = R(ϕ) with the infinite-dimensional ma-
trices of its Fourier coefficiens(
Rj′j (ϕ)
)
j,j′∈Z\{0}
,
(
Rj′j (`− `′)
)
`,`′∈Zν
j,j′∈Z\{0}
(2.23)
and we refer to such operators as To¨plitz in time operators.
If the map ϕ ∈ Tν 7→ R(ϕ) ∈ L(L20(Tx)) is differentiable, given ω ∈ Rν , we
can define the operator ω · ∂ϕR as
ω·∂ϕR =
(
ω·∂ϕRj
′
j (ϕ)
)
j,j′∈Z\{0} =
(
iω·(`−`′)Rj′j (`−`′)
)
`,`′∈Zν
j,j′∈Z\{0}
. (2.24)
We also define the commutator between two To¨plitz in time operators R =
R(ϕ) and B = B(ϕ) as [R(ϕ),B(ϕ)] := R(ϕ)B(ϕ)− B(ϕ)R(ϕ), ϕ ∈ Tν .
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Given a To¨plitz in time operator R, we define the conjugated operator R by
Ru := Ru¯ . (2.25)
One gets easily that the operator R has the matrix representation(
R−j′−j (ϕ)
)
j,j′∈Z\{0}
, ϕ ∈ Tν . (2.26)
An operatorR is said to be real if it maps real-valued functions on real valued
functions and it is easy to see that R is real if and only if R = R.
We define also the transpose operator RT = R(ϕ)T by the relation
〈R(ϕ)[u] , v〉L2x = 〈u , R(ϕ)T [v]〉L2x , ∀u, v ∈ L20(Tx) , ∀ϕ ∈ Tν (2.27)
where
〈u, v〉L2x :=
∫
T
u(x)v(x) , dx , ∀u, v ∈ L2(Tx) . (2.28)
Note that the operator RT has the matrix representation
(RT )j′j (ϕ) = R−j−j′(ϕ) , ∀j, j′ ∈ Z \ {0} , ∀ϕ ∈ Tν . (2.29)
An operator R is said to be symmetric if R = RT .
We define also the adjoint operator R∗ = R(ϕ)∗ by(R(ϕ)[u] , v)
L2x
=
(
u , R(ϕ)∗[v])
L2x
, ∀u, v ∈ L20(Tx) , ∀ϕ ∈ Tν , (2.30)
where
(· , ·)
L2x
is the scalar product on L2(T), namely(
u , v
)
L2x
:= 〈u , v〉L2x =
∫
T
u(x)v(x) dx , ∀u, v ∈ L2(Tx) . (2.31)
An operator R is said to be self-adjoint if R = R∗. It is easy to see that
R∗ = RT and its matrix representation is given by
(R∗)j′j (ϕ) = Rjj′(ϕ) , ∀j, j′ ∈ Z \ {0} , ∀ϕ ∈ Tν .
In the following we also deal with smooth families of real operators ϕ 7→
G(ϕ) ∈ L(L20(Tx,R2)), of the form
G(ϕ) :=
(
A(ϕ) B(ϕ)
C(ϕ) D(ϕ)
)
, ϕ ∈ Tν (2.32)
where A(ϕ), B(ϕ), C(ϕ), D(ϕ) ∈ L(L20(Tx,R)), for all ϕ ∈ Tν . Actually G
may be regarded as an operator in L(L20(Tν+1,R2)), according to the fact that
A,B,C,D are To¨plitz in time operators. By (2.27), the transpose operator
GT with respect to the bilinear form
〈(u1, ψ1) , (u2, ψ2)〉L2x := 〈u1, u2〉L2x + 〈ψ1 , ψ2〉L2x , (2.33)
∀(u1, ψ1), (u2, ψ2) ∈ L20(Tx,R2), is given by
GT =
(
AT CT
BT DT
)
. (2.34)
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Then it is easy to verify that G is symmetric, i.e. G = GT if and only if
A = AT , B = CT , D = DT . It is also convenient to regard the real operator
G in the complex variables
z :=
u+ iψ√
2
, z =
u− iψ√
2
, (2.35)
u =
z + z√
2
, ψ =
z − z
i
√
2
. (2.36)
The transformed operator R has the form
R =
(
R1 R2
R2 R1
)
, (2.37)
R1 :=
A+D − i(B − C)
2
, R2 :=
A−D + i(B + C)
2
.
Note that the operator R satisfies
R : L20(Tν+1)→ L20(Tν+1) , R(ϕ) : L20(Tx)→ L20(Tx) , ∀ϕ ∈ Tν (2.38)
where L20(Tν+1), resp. L20(Tx) are the real subspaces of L20(Tν+1,C2), resp.
L20(Tx,C2) defined as
L20(Tν+1) :=
{
(z, z) : z ∈ L20(Tν+1,C)
}
, (2.39)
L20(Tx) :=
{
(z, z) : z ∈ L20(Tx,C)
}
. (2.40)
For the sequel, we also introduce for any s ≥ 0, the real subspaces of
Hs0(Tν+1,C2) and Hs0(Tx,C2)
Hs0(Tν+1) := Hs0(Tν+1,C2) ∩ L20(Tν+1) , (2.41)
Hs0(Tx) := Hs0(Tx,C2) ∩ L20(Tx) . (2.42)
2.2. Hamiltonian formalism
We define the symplectic form W as
W[u1,u2] := 〈u1, Ju2〉L2x , J =
(
0 1
−1 0
)
, (2.43)
for all u1,u2 ∈ L20(Tx,R2) .
Definition 2.1. A ϕ-dependent linear vector field X(ϕ) : L20(Tx,R2)→ L20(Tx,R2)
is Hamiltonian, if X(ϕ) = JG(ϕ), where J is given in (2.43) and the operator
G is symmetric. The operator
L = ω · ∂ϕI2 − JG(ϕ) : H10 (Tν+1,R2)→ L20(Tν+1,R2) , I2 :=
(
Id0 0
0 Id0
)
where Id0 : L
2
0(Tν+1) → L20(Tν+1) is the identity, is called Hamiltonian op-
erator.
Definition 2.2. A ϕ-dependent map Φ(ϕ) : L20(Tx,R2)→ L20(Tx,R2) is sym-
plectic if for any ϕ ∈ Tν , for any u1,u2 ∈ L20(Tx,R2),
W[Φ(ϕ)u1 , Φ(ϕ)u2] =W[u1,u2] ,
or equivalently Φ(ϕ)TJΦ(ϕ) = J , for all ϕ ∈ Tν .
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Under a symplectic transformation Φ = Φ(ϕ), assuming that the map
ϕ ∈ Tν 7→ Φ(ϕ) ∈ L(L20(Tx,R2)) is differentiable, a linear Hamiltonian
operator L = ω · ∂ϕI2 − JG(ϕ) transforms into the operator L+ = Φ−1LΦ =
ω · ∂ϕI2 − JG+(ϕ) with
G+(ϕ) := Φ(ϕ)
TG(ϕ)Φ(ϕ) + Φ(ϕ)TJω · ∂ϕΦ(ϕ) . (2.44)
Note that for all ϕ ∈ Tν , G+(ϕ) is symmetric, because G(ϕ) is symmetric and
ω ·∂ϕ[Φ(ϕ)T ]JΦ(ϕ)+Φ(ϕ)TJω ·∂ϕΦ(ϕ) = 0 for all ϕ ∈ Tν and then L+ is still
a Hamiltonian operator. Actually the conjugation (2.44) can be interpreted
also from a dynamical point of view. Indeed, consider the quasi-periodically
forced linear Hamiltonian PDE
∂th = JG(ωt)h , t ∈ R , ω ∈ Rν . (2.45)
Under the change of coordinates h = Φ(ωt)v, the above PDE is transformed
into the equation
∂tv = JG+(ωt)v (2.46)
which is still a linear Hamiltonian PDE.
2.2.1. Hamiltonian formalism in complex coordinates. In this section we ex-
plain how the real Hamiltonian structure described above, reads in the com-
plex coordinates introduced in (2.35), (2.36). According to (2.37), under the
change of coordinates (2.35), (2.36), a linear Hamiltonian vector field JG(ϕ),
transforms into
R(ϕ) = −i
(
R1(ϕ) R2(ϕ)
−R2(ϕ) −R1(ϕ)
)
, (2.47)
where the operators Ri = Ri(ϕ), i = 1, 2 are defined as
R1 :=
A+D − iB + iBT
2
, R2 :=
A−D + iB + iBT
2
(2.48)
(recall that the operator R is defined in (2.25)). Note that the operators
R1(ϕ), R2(ϕ) are linear operators acting on complex valued L
2 functions
L20(Tx,C), moreover since G(ϕ) is symmetric, A(ϕ) = A(ϕ)T , B(ϕ) = C(ϕ)T ,
D(ϕ) = D(ϕ)T , then it turns out that
R1(ϕ) = R1(ϕ)
∗ , R2(ϕ) = R2(ϕ)T , ∀ϕ ∈ Tν . (2.49)
Since the operator R in (2.4) has the form (2.37), it satisfies the property
(2.38). Furthermore, one has that R(ϕ) is the linear Hamiltonian vector field
associated to the real Hamiltonian
H(z) := 〈G(ϕ)[z] , z〉L2x , G(ϕ) :=
(
R2(ϕ) R1(ϕ)
R1(ϕ) R2(ϕ)
)
, (2.50)
namely
H(z, z) =
∫
T
R1(ϕ)[z]z dx+
1
2
∫
T
R2(ϕ)[z]z dx+
1
2
∫
T
R2(ϕ)[z] z dx . (2.51)
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Indeed, G(ϕ) is symmetric, since by (2.49), R
T
1 = R
∗
1 = R1 and R
T
1 = R1,
then
R(ϕ)[z] = −iJ∇zH(z) = −iJG(ϕ)[z] , z ∈ L20(Tx) , (2.52)
where ∇zH := (∇zH,∇z¯H) with
∇zH = 1√
2
(∇ηH− i∇ψH) , ∇z¯H := ∇zH = 1√
2
(∇ηH+ i∇ψH)
(recall (2.35), (2.40)). The symplectic formW in (2.43), reads in the complex
coordinates (2.35) as
Γ[z1, z2] = i
∫
T
(z1z2 − z1z2) dx = i〈z1 , Jz2〉L2x , ∀z1, z2 ∈ L20(Tx) . (2.53)
Definition 2.3. Let Φi = Φi(ϕ), ϕ ∈ Tν , i = 1, 2 be ϕ-dependent families of
linear operators L20(Tx,C)→ L20(Tx,C). We say that the map
Φ(ϕ) =
(
Φ1(ϕ) Φ2(ϕ)
Φ2(ϕ) Φ1(ϕ)
)
, ϕ ∈ Tν
is symplectic if
Γ[Φ(ϕ)[z1],Φ(ϕ)[z2]] = Γ[z1, z2] , ∀z1, z2 ∈ L20(Tx) , ∀ϕ ∈ Tν
or equivalently Φ(ϕ)TJΦ(ϕ) = J , for all ϕ ∈ Tν .
It is well known that if R(ϕ) is an operator of the form (2.4), (2.49),
namely by (2.52) R(ϕ) is a linear Hamiltonian vector field associated to the
quadratic Hamiltonian H in (2.51), the operators exp(±R(ϕ)) are symplectic
maps.
Definition 2.4. If R(ϕ) is a Hamiltonian vector field like in (2.4), (2.49), we
define the Hamiltonian operator in complex coordinates as
L = ω · ∂ϕI2 −R(ϕ) = ω · ∂ϕI2 + iJG(ϕ) : H10(Tν+1)→ L20(Tν+1) .
Under the action of a smooth family of symplectic map Φ(ϕ), ϕ ∈ Tν , a
Hamiltonian operator L transforms into the Hamiltonian operator L+ =
Φ−1LΦ = ω · ∂ϕI2 + iJG+(ϕ) where
G+(ϕ) := Φ(ϕ)
TG(ϕ)Φ(ϕ) + Φ(ϕ)TJω · ∂ϕΦ(ϕ) , ∀ϕ ∈ Tν .
Note that the operator G+(ϕ) is symmetric and it has the same form as G(ϕ)
in (2.50). Arguing as in (2.45), (2.46), under the transformation v = Φ(ωt)h,
the PDE
∂th = −iJG(ωt)h , ω ∈ Rν , t ∈ R , (2.54)
transforms into the PDE
∂th = −iJG+(ωt)h . (2.55)
In the following, we will consider also quasi-periodic reparametrizations of
time, namely operators of the form
Ah(ϕ, x) = h(ϕ+ ωα(ϕ), x) ,
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where α : Tν → R is a sufficiently smooth function and such that ‖α‖C1 is
sufficiently small. The transformation A is invertible and its inverse A−1 has
the form
A−1h(ϑ, x) = h(ϑ+ ωα˜(ϑ), x)
where ϑ 7→ ϑ+ ωα˜(ϑ) is the inverse diffeomorphism of ϕ 7→ ϕ+ ωα(ϕ). The
conjugated operator is A−1LA = ρL+, where L+ = ω · ∂ϕ + iJG+(ϑ) with
ρ(ϑ) := A−1[1 + ω · ∂ϕα](ϑ) , G+(ϑ) := 1
ρ(ϑ)
G(ϑ+ ωα˜(ϑ)) . (2.56)
Note that L+ is still a Hamiltonian operator. From a dynamical point of
view, under the reparametrization of time
τ = t+ α(ωt) , t = τ + α˜(ωτ) ,
setting v(t) := A(ωt)h := h(t+α(ωt), x), the PDE (2.54) is transformed into
∂τv = −iJG+(ωτ)v . (2.57)
2.3. 2× 2 block representation of linear operators
We may regard a To¨plitz in time operator given by (2.20) as a 2 × 2 block
matrix (
Rj
′
j (`− `′)
)
`,`′∈Zν
j,j′∈N
, (2.58)
where for all ` ∈ Zν , j, j′ ∈ N the 2× 2 matrix Rj′j (`) is defined by
Rj
′
j (`) :=
(
Rj′j (`) R−j
′
j (`)
Rj′−j(`) R−j
′
−j (`)
)
. (2.59)
The 2× 2 matrix Rj′j (`) can be regarded as a linear operator in L(Ej′ ,Ej),
where for all j ∈ N, the two dimensional space Ej is defined as
Ej := span{eijx, e−ijx} . (2.60)
Note that for any j ∈ N, the finite dimensional space Ej is the eigenspace of
the operator −∂xx corresponding to the eigenvalue j2. We identify the space
L(Ej′ ,Ej) of the linear operators from Ej′ onto Ej with the space of the
2× 2 matrices of their Fourier coefficients, namely
L(Ej′ ,Ej) '
{
M =
(
Mk
′
k
)
k=±j
k′=±j′
}
' Mat(2× 2) . (2.61)
Indeed if M ∈ L(Ej′ ,Ej), its action is given by
Mu(x) =
∑
k=±j
k′=±j′
Mk
′
k uk′e
ikx , ∀u ∈ Ej′ , u(x) = uj′eij′x + u−j′e−ij′x .
(2.62)
If j = j′, we use the notation L(Ej) = L(Ej′ ,Ej) and we denote by Ij the
identity operator on the space Ej , namely
Ij : Ej → Ej , u 7→ u . (2.63)
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According to (2.9), (2.58), (2.62), we may write the action of a To¨plitz in
time operator on a function h(ϕ, x) as
Rh(ϕ, x) =
∑
`,`′∈Zν
j,j′∈N
Rj
′
j (`− `′)[ĥj′(`′)]ei`·ϕ . (2.64)
We denote by [R] the 2× 2 block-diagonal part of the operator R, namely
[R] := diagj∈NRjj(0) (2.65)
and its action on a function h(ϕ, x) is given by
[R]h(ϕ, x) =
∑
`∈Zν , j∈N
Rjj(0)[ĥj(`)]e
i`·ϕ .
If Rj
′
j (`) = 0, for any (`, j, j
′) 6= (0, j, j), we have R = [R] and we refer to
such operators as 2× 2 block-diagonal operators.
For any M ∈ L(Ej′ ,Ej), we define the transpose operator MT ∈ L(Ej ,Ej′)
by
(MT )k
′
k := M
−k
−k′ , k = ±j′ , k′ = ±j , (2.66)
the conjugate operator M ∈ L(Ej′ ,Ej) by
(M)k
′
k := M
−k′
−k , k = ±j , k′ = ±j′ , (2.67)
the adjoint operator M∗ ∈ L(Ej ,Ej′) as
M∗ := M
T
. (2.68)
Given an operator A ∈ L(Ej), we define its trace as
Tr(A) := Ajj +A
−j
−j . (2.69)
It is easy to check that if A,B ∈ L(Ej), then
Tr(AB) = Tr(BA) . (2.70)
For all j, j′ ∈ N, the space L(Ej′ ,Ej) defined in (2.61), is a Hilbert space
equipped by the inner product given for any X,Y ∈ L(Ej′ ,Ej) by
〈X,Y 〉 := Tr(XY ∗) . (2.71)
This scalar product induces the L2-norm
‖X‖ :=
√
Tr(XX∗) =
( ∑
|k|=j
|k′|=j′
|Xk′k |2
) 1
2
. (2.72)
Actually all the norms on the finite dimensional space L(Ej′ ,Ej) are equiv-
alent.
Given a linear operator L : L(Ej′ ,Ej)→ L(Ej′ ,Ej), we denote by ‖L‖Op(j,j′)
its operatorial norm, when the space L(Ej′ ,Ej) is equipped by the L2-norm
(2.72), namely
‖L‖Op(j,j′) := sup
{
‖L(M)‖ : M ∈ L(Ej′ ,Ej) , ‖M‖ ≤ 1
}
. (2.73)
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We denote by Ij,j′ the identity operator on L(Ej′ ,Ej), namely
Ij,j′ : L(Ej′ ,Ej)→ L(Ej′ ,Ej) , X 7→ X . (2.74)
For any operator A ∈ L(Ej) we denote by ML(A) : L(Ej′ ,Ej)→ L(Ej′ ,Ej)
the linear operator defined for any X ∈ L(Ej′ ,Ej) as
ML(A)X := AX . (2.75)
Similarly, given an operator B ∈ L(Ej′), we denote by MR(B) : L(Ej′ ,Ej)→
L(Ej′ ,Ej) the linear operator defined for any X ∈ L(Ej′ ,Ej) as
MR(B)X := XB . (2.76)
The following elementary estimates hold:
‖ML(A)‖Op(j,j′) ≤ ‖A‖ , ‖MR(B)‖Op(j,j′) ≤ ‖B‖ . (2.77)
For any j ∈ N, we denote by S(Ej), the set of the self-adjoint operators form
Ej onto itself, namely
S(Ej) :=
{
A ∈ L(Ej) : A = A∗
}
, (2.78)
which we identify with the set of the 2×2 self-adjoint matrices. Furthermore,
for any A ∈ L(Ej) denote by spec(A) the spectrum of A. The following
Lemma can be proved by using elementary arguments from linear algebra,
hence the proof is omitted.
Lemma 2.4. Let A ∈ S(Ej), B ∈ S(Ej′), then the following holds:
(i) The operators ML(A), MR(B) defined in (2.75), (2.76) are self-adjoint
operators with respect to the scalar product defined in (2.71).
(ii) The spectrum of the operator ML(A)±MR(B) satisfies
spec
(
ML(A)±MR(B)
)
=
{
λ± µ : λ ∈ spec(A) , µ ∈ spec(B)
}
.
We finish this Section by recalling some well known facts concerning
linear self-adjoint operators on finite dimensional Hilbert spaces. Let H be a
finite dimensional Hilbert space of dimension n equipped by the inner product
(· , ·)H. For any self-adjoint operator A : H → H, we order its eigenvalues as
spec(A) :=
{
λ1(A) ≤ λ2(A) ≤ . . . ≤ λn(A)
}
. (2.79)
Lemma 2.5. Let H be a Hilbert space of dimension n. Then the following
holds:
(i) Let A1, A2 : H → H be self-adjoint operators. Then their eigenvalues,
ranked as in (2.79), satisfy the Lipschitz property
|λk(A1)− λk(A2)| ≤ ‖A1 −A2‖L(H) , ∀k = 1, . . . , n .
(ii) Let A = ηIdH + B, where η ∈ R, IdH : H → H is the identity and
B : H → H is selfadjoint. Then
λk(A) = η + λk(B) , ∀k = 1, . . . , n .
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(iii) Let A : H → H be self-adjoint and assume that spec(A) ⊂ R\{0}. Then
A is invertible and its inverse satisfies
‖A−1‖L(H) = 1
mink=1,...,n |λk(A)| .
2.4. Block-decay norm for linear operators
In this Section, we introduce the block-decay norm for linear operators. Given
a To¨plitz in time operator R as in (2.20), recalling its 2× 2 block represen-
tation (2.58), (2.59), we define its block-decay norm as
|R|s := supj′∈N
( ∑
`∈Zν , j∈N
〈`, j − j′〉2s‖Rj′j (`)‖2
) 1
2
, (2.80)
where ‖ · ‖ is defined in (2.72). For a family of To¨plitz in time operators
R = R(ω) ∈ L(Hs0(Tν+1)), ω ∈ Ωo, given γ > 0, we define the norm
|R|Lip(γ)s := |R|sups + γ|R|lips , (2.81)
|R|sups := sup
ω∈Ωo
|R(ω)|s , |R|lips := sup
ω1,ω2∈Ωo
ω1 6=ω2
|R(ω1)−R(ω2)|s
|ω1 − ω2| .
For families of linear operators R(ω), ω ∈ Ωo of the form
R =
(R1 R2
R2 R1
)
, (2.82)
where R1,R2 ∈ L
(
Hs0(Tν+1)
)
are To¨plitz in time operators of the form
(2.20), we define
|R|s := max{|R1|s, |R2|s} , |R|Lip(γ)s := max{|R1|Lip(γ)s , |R2|Lip(γ)s } . (2.83)
In the following, we state some properties of this norm. We prove such prop-
erties for operators R ∈ L(Hs0(Tν+1)). If R is an operator of the form (2.82)
then the same statements hold with the obvious modifications. To state the
following lemma we need the following definition. For all m ∈ R we define
the operator |D|m as
|D|m(1) = 0 , |D|m(eijx) = |j|meijx ∀j 6= 0 . (2.84)
Lemma 2.6. (i) The norm | · |s is increasing, namely |R|s ≤ |R|s′ , for s ≤ s′.
(ii) |R|s ≤ |R|D||s and the operator ω ·∂ϕR (see (2.24)) satisfies |ω ·∂ϕR|s ≤
|R|s+1.
(iii) For any j ∈ N, the 2×2 block Rjj(0) (see (2.59)) satisfies supj∈N ‖Rjj(0)‖l
|R|0, where ‖ · ‖ is defined in (2.72). Moreover the operator [R] defined by
(2.65), satisfies |[R]|s ≤ |R|s.
(iv) Items (i)-(iii)hold, replacing | · |s by | · |Lip(γ)s and ‖ · ‖ by ‖ · ‖Lip(γ).
Proof. The proof is elementary. It follows directly by the definitions (2.80),
(2.81), hence we omit it. 
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Lemma 2.7. Let R, B be operators of the form (2.20). Then
|RB|s ≤s |R|s|B|s0 + |R|s0 |B|s . (2.85)
If R = R(ω), B = B(ω) are Lipschitz with respect to the parameter ω ∈ Ωo ⊆
Ω, then the same estimate holds replacing | · |s by | · |Lip(γ)s .
Proof. According to the matrix representations (2.58), (2.59), the operator
RB has the 2× 2 block representation
RB =
(
[RB]j
′
j (`− `′)
)
`,`′∈Zν
j,j′∈N
, [RB]j
′
j (`) =
∑
`′∈Zν
k∈N
Rkj (`− `′)Bj
′
k (`
′) .
By the Cauchy Schwartz inequality, ‖Rkj (`−`′)Bj
′
k (`
′)‖ ≤ ‖Rkj (`−`′)‖‖Bj
′
k (`
′)‖,
then for all j′ ∈ N, we get∑
`∈Zν
j∈N
〈`, j − j′〉2s‖[RB]j′j (`)‖2 ≤
∑
`∈Zν
j∈N
( ∑
`′∈Zν
k∈N
〈`, j − j′〉s‖Rkj (`− `′)‖‖Bj
′
k (`
′)‖
)2
.
(2.86)
Using that 〈`, j−j′〉s ≤s 〈`−`′, j−k〉s+〈`′, k−j′〉s, we get (2.86) ≤s (A)+(B)
where
(A) :=
∑
`∈Zν
j∈N
( ∑
`′∈Zν
k∈N
〈`− `′, j − k〉s‖Rkj (`− `′)‖‖Bj
′
k (`
′)‖
)2
, (2.87)
(B) :=
∑
`∈Zν
j∈N
( ∑
`′∈Zν
k∈N
〈`′, k − j′〉s‖Rkj (`− `′)‖‖Bj
′
k (`
′)‖
)2
. (2.88)
By the Cauchy-Schwartz inequality, using that since s0 = [(ν + 1)/2] + 1 >
(ν + 1)/2, the series
∑
`′∈Zν ,k∈N〈`′, k − j′〉−2s0 = C(s0), one has
(A)l
∑
`∈Zν
j∈N
∑
`′∈Zν
k∈N
〈`− `′, j − k〉2s‖Rkj (`− `′)‖2〈`′, k − j′〉2s0‖Bj
′
k (`
′)‖2
l
∑
`′∈Zν
k∈N
〈`′, k − j′〉2s0‖Bj′k (`′)‖2
∑
`∈Zν
j∈N
〈`− `′, j − k〉2s‖Rkj (`− `′)‖2
l sup
j′∈N
∑
`′∈Zν
k∈N
〈`′, k − j′〉2s0‖Bj′k (`′)‖2 sup
k∈N
∑
`∈Zν
j∈N
〈`− `′, j − k〉2s‖Rkj (`− `′)‖2
(2.80)
l |R|2s|B|2s0 .
By similar arguments, one gets (B)l|R|2s0 |B|2s and hence the claimed estimate
follows by taking the supremum over j′ ∈ N in (2.86). The estimate in |·|Lip(γ)s ,
follows by applying the estimate (2.85) to
R(ω1)B(ω1)−R(ω2)B(ω2)
ω1 − ω2 =
(R(ω1)−R(ω2))B(ω1)
ω1 − ω2 +
R(ω2)(B(ω1)− B(ω2))
ω1 − ω2
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and passing to the sup for ω1, ω2 ∈ Ωo with ω1 6= ω2. 
For all n ≥ 1, iterating the estimate of Lemma 2.7 we get
|Rn|s0 ≤ [C(s0)]n−1|R|ns0 , |Rn|s ≤ nC(s)n|R|n−1s0 |R|s , ∀s ≥ s0 , (2.89)
for some constant C(s) > 0, and the same bounds also hold for the norm
| · |Lip(γ)s if R = R(ω) is Lipschitz with respect to the parameter ω.
Lemma 2.8. Let R satisfy |R|s < +∞, with s ≥ s0. Then for all u ∈
Hs0(Tν+1), the following estimate holds
‖Ru‖s ≤s |R|s‖u‖s0 + |R|s0‖u‖s .
If R = R(ω), u = u(·, ω) are Lipschitz with respect to the parameter ω ∈
Ωo ⊆ Rν , then the same estimate holds replacing | · |s by | · |Lip(γ)s and ‖ · ‖s
by ‖ · ‖Lip(γ)s .
Proof. The proof is similar to the one of Lemma 2.7, hence it is omitted. 
Lemma 2.9. Let a ∈ Hs(Tν). Then the multiplication operator R : h(ϕ, x) 7→
a(ϕ)h(ϕ, x) satisfies |R|s l ‖a‖s . If a = a(·;ω) is a Lipschitz family in
Hs(Tν), then the same estimate holds, replacing ‖ · ‖s by ‖ · ‖Lip(γ)s and | · |s
by | · |Lip(γ)s .
Proof. The operator R admits the 2× 2-block representation
R = (Rjj(`− `′))`,`′∈Zν
j∈N
, Rjj(`) := â(`)Ij , ∀` ∈ Zν , ∀j ∈ N
(recall (2.63)). Since ‖Ij‖ =
√
2, by (2.80), one has |R|s l ‖a‖s. The estimate
for |R|Lip(γ)s follows similarly. 
Lemma 2.10. Let Φ = exp(Ψ) with Ψ := Ψ(ω), depending in a Lipschitz way
on the parameter ω ∈ Ωo ⊆ Rν , such that |Ψ|D||Lip(γ)s0 ≤ 1, |Ψ|D||Lip(γ)s <
+∞, with s ≥ s0. Then
|(Φ±1− Id)|D||s ≤s |Ψ|D||s , |(Φ±1− Id)|D||Lip(γ)s ≤s |Ψ|D||Lip(γ)s . (2.90)
The differential ∂ΨΦ of the map Ψ 7→ Φ±1 = exp(±Ψ) in the direction Ψ̂
satisfies for any |Ψ|s0 ≤ 1 the estimate
|∂ΨΦ±1[Ψ̂]|s ≤s
(|Ψ̂|s + |Ψ|s|Ψ̂|s0) . (2.91)
Moreover the map Φ≥2 = Φ− Id−Ψ, satisfies
|Φ≥2|D||s ≤s |Ψ|D||s|Ψ|D||s0 , (2.92)
|Φ≥2|D||Lip(γ)s ≤s |Ψ|D||Lip(γ)s |Ψ|D||Lip(γ)s0 , (2.93)
|∂ΨΦ≥2[Ψ̂]|s ≤s
(|Ψ|s0 |Ψ̂|s + |Ψ|s|Ψ̂|s0) . (2.94)
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Proof. Let us prove the estimate (2.90) for Φ. We write
Φ− Id = Ψ +
∑
k≥2
Ψk
k!
.
For any k ≥ 2 one has
|Ψk|D||s
Lemma 2.7≤ C(s)
(
|Ψk−1|s|Ψ|D||s0 + |Ψk−1|s0 |Ψ|D||s
)
(2.89)
≤s (k − 1)C(s)k
(
|Ψ|s|Ψ|k−2s0 |Ψ|D||s0 + |Ψ|k−1s0 |Ψ|D||s
)
Lemma 2.6−(ii)
≤ 2(k − 1)C(s)k|Ψ|D||s|Ψ|D||k−1s0
|Ψ|D||s0≤1≤s 2(k − 1)C(s)k|Ψ|D||s . (2.95)
Hence
|(Φ− Id)|D||s
(2.95)
≤ |Ψ|D||s
(
1 + 2
∑
k≥2
(k − 1)C(s)k
k!
)
≤s |Ψ|D||s .
The same inequatity holds for the inverse Φ−1 = exp(−Ψ).
Now let us prove the estimate (2.91). For any k ≥ 1, one has that
∂Ψ(Ψ
k)[Ψ̂] =
∑
i+j=k−1
ΨiΨ̂Ψj .
For any i+ j = k − 1
|ΨiΨ̂Ψj |s
Lemma 2.7≤ C(s)2
(
|Ψi|s|Ψ̂|s0 |Ψj |s0 + |Ψi|s0 |Ψ̂|s|Ψj |s0 + |Ψi|s0 |Ψ̂|s0 |Ψj |s
)
(2.89)
≤ 2kC(s)k+1
(
|Ψ̂|s + |Ψ|s|Ψ̂|s0
)
. (2.96)
Hence
|∂ΨΦ[Ψ̂]|s ≤
∑
k≥1
|∂Ψ(Ψk)[Ψ̂]|s
k!
(2.96)
≤
∑
k≥1
2kC(s)k+1
k!
(
|Ψ̂|s + |Ψ|s|Ψ̂|s0
)
≤s |Ψ̂|s + |Ψ|s|Ψ̂|s0 , (2.97)
which is the estimate (2.91). The estimates (2.92)-(2.94), can be proved ar-
guing as above, using that Φ≥2 =
∑
k≥2
Ψk
k! . 
Given N ∈ N, we define the smoothing operator ΠNR, for any operator R
as in (2.20)(
ΠNR
)j′
j
(`− `′) :=
{
Rj′j (`− `′) if |`− `′| ≤ N
0 otherwise,
(2.98)
or equivalently, using the block-matrix representation (2.58), (2.59)(
ΠNR
)j′
j
(`− `′) :=
{
Rj
′
j (`− `′) if |`− `′| ≤ N
0 otherwise.
(2.99)
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Lemma 2.11. The operator Π⊥N := Id−ΠN satisfies
|Π⊥NR|s ≤ N−b|R|s+b , |Π⊥NR|Lip(γ)s ≤ N−b|R|Lip(γ)s+b , b ≥ 0, (2.100)
where in the second inequality R is Lipschitz with respect to the parameter
ω ∈ Ωo ⊆ Rν .
Proof. The proof follows easily by the definitions (2.80), (2.81) and hence it
is omitted. 
Lemma 2.12. Let us define the operator
Rh(ϕ, x) := q(ϕ, x)
∫
T
g(ϕ, x)h(ϕ, x) dx , q , g ∈ Hs0(Tν+1) , s ≥ s0 .
(2.101)
Then
|R|s ≤s ‖g‖s0‖q‖s + ‖g‖s‖q‖s0 . (2.102)
Moreover if the functions g and q are Lipschitz with respect to the parameter
ω ∈ Ωo ⊆ Rν , then the same estimate holds replacing | · |s by | · |Lip(γ)s and
‖ · ‖s by ‖ · ‖Lip(γ)s .
Proof. A direct calculation shows that for all ` ∈ Zν and for all k, k′ ∈ Z\{0}
Rk′k (`) =
∑
`′∈Zν
q̂k(`− `′)ĝ−k′(`′) .
Using definition (2.72) we get that for all ` ∈ Zν , j, j′ ∈ N,
‖Rj′j (`)‖2 =
∑
k=±j
k′=±j′
|Rk′k (`)|2 ≤
( ∑
k=±j
k′=±j′
|Rk′k (`)|
)2
≤
( ∑
`′∈Zν
∑
k=±j
k′=±j′
|q̂k(`− `′)||ĝ−k′(`′)|
)2
.
l
( ∑
`′∈Zν
‖q̂j(`− `′)‖L2‖ĝj′(`′)‖L2
)2
(2.103)
where the last inequality holds, since, recalling (2.10), for any k = ±j, k′ =
±j′, |q̂k(` − `′)| ≤ ‖q̂j(` − `′)‖L2 and |ĝ−k′(`′)| ≤ ‖ĝj′(`′)‖L2 . Now for all
j′ ∈ N,∑
`∈Zν
j∈N
〈`, j − j′〉2s‖Rj′j (`)‖2
(2.103)
≤
∑
`∈Zν
j∈N
( ∑
`′∈Zν
〈`, j − j′〉s‖q̂j(`− `′)‖L2‖ĝj′(`′)‖L2
)2
.
(2.104)
Using that 〈`, j− j′〉s ≤s 〈`− `′, j〉s + 〈`′, j′〉s, one gets (2.104) ≤s (A) + (B),
where
(A) :=
∑
`∈Zν
j∈N
( ∑
`′∈Zν
〈`− `′, j〉s‖q̂j(`− `′)‖L2‖ĝj′(`′)‖L2
)2
, (2.105)
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(B) :=
∑
`∈Zν
j∈N
( ∑
`′∈Zν
〈`′, j′〉s‖q̂j(`− `′)‖L2‖ĝj′(`′)‖L2
)2
. (2.106)
By the Cauchy-Schwartz inequality, using that
∑
`′∈Zν 〈`′〉−2s0 = C(s0) (re-
call that s0 = [(ν + 1)/2] + 1 > (ν + 1)/2), one gets
(A) ≤s
∑
`∈Zν
j∈N
∑
`′∈Zν
〈`− `′, j〉2s‖q̂j(`− `′)‖2L2〈`′〉2s0‖ĝj′(`′)‖2L2
(2.11)
≤s ‖q‖s‖g‖s0 .
By similar arguments one can prove that (B) ≤s ‖q‖s0‖g‖s and the claimed
estimate follows by taking the sup over j′ ∈ N in (2.104). The Lipschitz
estimates follow by applying (2.102) to
R(ω1)−R(ω2)
ω1 − ω2 =
q(ω1)− q(ω2)
ω1 − ω2 〈·, g(ω1)〉L2x + g(ω2)
〈g(ω1)− g(ω2)
ω1 − ω2 , ·
〉
L2x
and passing to the sup for ω1, ω2 ∈ Ωo with ω1 6= ω2. 
As we already mentioned, a To¨plitz in time operator R in (2.20) may be
regarded as ϕ-dependent family acting on the space of functions depending
only on the x-variable
R(ϕ) = (Rj′j (ϕ))j,j′∈Z\{0} ,
and it admits the block representation
R(ϕ) = (Rj′j (ϕ))j,j′∈N , Rj′j (ϕ) =
(
Rj′j (ϕ) R−j
′
j (ϕ)
Rj′−j(ϕ) R−j
′
−j (ϕ)
)
∀ϕ ∈ Tν , ∀j, j′ ∈ N .
The 2× 2 matrix Rj′j (ϕ) may be regarded as a linear operator in L(Ej′ ,Ej),
given by
Rj
′
j (ϕ)[u] =
∑
k=±j
k′=±j′
Rk′k (ϕ)uk′eikx , ∀u(x) = uj′eij
′x + u−j′e−ij
′x ∈ Ej′ .
For the operator R(ϕ), we denote by |R(ϕ)|s,x the block-decay norm (only
with respect to the x-variable)
|R(ϕ)|s,x := sup
j′∈N
(∑
j∈Z
〈j − j′〉2s‖Rj′j (ϕ)‖2
) 1
2
. (2.107)
If R is an operator of the form (2.82), we define
|R(ϕ)|s,x := max{|R1(ϕ)|s,x, |R2(ϕ)|s,x} . (2.108)
The following Lemma holds:
Lemma 2.13. Let R be a To¨plitz in time operator. Then the following holds:
(i) Let s ≥ 1. If for any ϕ ∈ Tν , |R(ϕ)|s,x < +∞, then for any u ∈ Hs0(Tx)
‖R(ϕ)u‖Hsx ≤s |R(ϕ)|1,x‖u‖Hsx + |R(ϕ)|s,x‖u‖H1x .
(ii) |R(ϕ)|s,x l |R|s+s0 .
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Proof. The proof of item (i) is similar to the one of Lemma 2.8, hence it
is omitted. Item (ii) follows since, expanding Rj
′
j (ϕ) =
∑
`∈Zν R
j′
j (`)e
i`·ϕ,
applying the Cauchy-Schwartz inequality and using that
∑
`∈Zν 〈`〉−2s0 =
C(s0), one has that for all j
′ ∈ N,∑
j∈N
〈j − j′〉2s‖Rj′j (ϕ)‖2 l
∑
`∈Zν
j∈N
〈j − j′〉2s〈`〉2s0‖Rj′j (`)‖2 l |R|s+s0 ,
which implies the claimed estimate passing to the supremum on j′ ∈ N. 
3. A reduction on the zero mean value functions
For any function u ∈ L2(T), we define
pi0u :=
1
2pi
∫
T
u(x) dx , pi⊥0 := Id− pi0 (3.1)
and
Π0 :=
(
pi0 0
0 pi0
)
, Π⊥0 :=
(
pi⊥0 0
0 pi⊥0
)
. (3.2)
Given a function v ∈ Hs(Tν+1), v(ϕ, x) = ∑j∈Z vj(ϕ)eijx, we write
v(ϕ, x) = v0(ϕ) + v⊥(ϕ, x) , (3.3)
v0(ϕ) := pi0v(ϕ, x) , v⊥(ϕ, x) := pi⊥0 v(ϕ, x) =
∑
j 6=0
vj(ϕ)e
ijx .
Then according to the splitting (3.3), applying the projection Π0, Π
⊥
0 to
the nonlinear map F defined in (1.6) and setting u := pi⊥0 v, ψ := pi
⊥
0 p, the
equation F (v, p) = F (ε, ω, v, p) = 0 is decomposed in{
ω · ∂ϕu− ψ = 0
ω · ∂ϕψ −
(
1 + ε
∫
T |∂xu|2 dx
)
∂xxu− εf⊥ = 0 ,
(3.4)
{
ω · ∂ϕv0 − p0 = 0
ω · ∂ϕp0 − εf0 = 0
(3.5)
(we have used that ∂xv = ∂xv⊥ = ∂xu in (3.4)). The above two systems
are completely decoupled, hence they can be solved separately. In the next
lemma, we solve explicitly the second system (3.5). We use the hypothesis
(1.8) on the forcing term f(ϕ, x).
Lemma 3.1. Let γ, τ > 0 and q > 2τ . Then, for all ω ∈ Ωγ,τ (see (2.7)), there
exists a solution v0(·;ω, ε) , p0(·;ω, ε) ∈ Hq−2τ (Tν ,R) of the system (3.5) with∫
Tν p0(ϕ) dϕ =
∫
Tν v0(ϕ) dϕ = 0 and satisfying the estimates
‖v0‖s l εγ−2‖f‖s+2τ , ‖p0‖s l εγ−1‖f‖s+τ , ∀0 ≤ s ≤ q − 2τ . (3.6)
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Proof. Since ∫
Tν
f0(ϕ) dϕ =
∫
Tν+1
f(ϕ, x) dϕ dx
(1.8)
= 0 ,
the second equation in (3.5) can be solved by taking p0 := ε(ω·∂ϕ)−1f0 where,
since ω ∈ Ωγ,τ , the operator (ω · ∂ϕ)−1 is well defined by (2.6). Then we can
solve the second equation in (3.5) by defining v0 := (ω·∂ϕ)−1p0=ε(ω·∂ϕ)−2f0 .
Clearly
∫
Tν v0(ϕ) dϕ =
∫
Tν p0(ϕ) dϕ = 0 and the claimed estimates follow by
applying (2.8). 
In all the rest of the paper, we will study the equation (3.4) on the
zero mean value functions in x. We will find zeros of the nonlinear operator
F(ε, ω, ·) : Hs0(Tν+1,R2)→ Hs−20 (Tν+1,R2) (recall (2.2)), defined as
F(ε, ω, u, ψ) :=
(
ω · ∂ϕu− ψ
ω · ∂ϕψ −
(
1 + ε
∫
T(∂xu)
2 dx
)
∂xxu− εf⊥
)
. (3.7)
Note that, setting u := (u, ψ), F(u) = F(ε, ω,u), one has
F(u) = ω · ∂ϕu− J∇uHε(u) , J :=
(
0 1
−1 0
)
, (3.8)
where J∇uHε is the Hamiltonian vector field
J∇uHε =
(
0 1
−1 0
)(∇uHε
∇ψHε
)
=
(−∇ψHε
∇uHε
)
generated by the Hamiltonian
Hε(u, ψ) := 1
2
∫
T
(
ψ2 + |∂xu|2
)
dx+ ε
(1
2
∫
T
|∂xu|2 dx
)2
− ε
∫
T
f⊥u dx , (3.9)
defined on the phase space H10 (Tx,R) × L20(Tx,R). The Hamiltonian Hε is
simply the restriction of the Hamiltonian H in (1.5) to the space of the
functions with zero average in x. We look for the zeros of (3.7) by means of
an implicit function Theorem of Nash-Moser type. The Theorem 1.1 will be
deduced by Lemma 3.1 and by the following Theorem
Theorem 3.1. There exist q := q(ν) > 0, s := s(ν) > 0 such that: for any
f ∈ Cq(Tν × T,R), there exists ε0 = ε0(ν, f) > 0 small enough such that for
all ε ∈ (0, ε0), there exists a Cantor set Cε ⊆ Ω of asimptotically full Lebesgue
measure i.e.
|Cε| → |Ω| as ε→ 0 ,
such that for any ω ∈ Cε there exists u(ε, ω) = (u(ε, ω), ψ(ε, ω)) ∈ Hs0(Tν+1,R2)
satisfying F(ε, ω,u(ε, ω)) = 0 where the nonlinear operator F is defined in
(3.7) and
‖u(ε, ω)‖s → 0 as ε→ 0 .
Theorem 3.1 is based on a Nash-Moser iterative scheme implemented in Sec-
tion 7. he key ingredient in the proof—which also implies the linear stabil-
ity of the quasi-periodic solutions—is the reducibility of the linear operator
L = L(u) = ∂uF(u) obtained by linearizing (3.7) at any approximate (or
exact) solution u = (u, ψ). This is the content of Sections 4, 5. The proof
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of the invertibility of L and the tame estimates for its inverse is provided
in Section 6. The measure estimate of the set Cε of the good parameters is
provided in Section 8.
4. Regularization of the linearized operator
For any family ω ∈ Ωo(u) 7→ u(·;ω) := (u(·;ω), ψ(·;ω)) ∈ HS0 (Tν+1,R2), we
consider the linearized operator L = L(u) = L(ω,u(ω)) := ∂uF(ε, ω,u(ω)) :
Hs0(Tν+1,R2) → Hs−20 (Tν+1,R2) for 2 ≤ s ≤ S − 2 (recall (2.2)). It has the
form
L[û, ψ̂] :=
(
ω · ∂ϕû− ψ̂
ω · ∂ϕψ̂ − a(ϕ)∂xxû+Rû
)
(4.1)
where
a(ϕ) := 1 + ε
∫
T
|∂xu(ϕ, x)|2 dx , Rû := 2ε∂xxu
∫
T
(∂xxu) û dx. (4.2)
Along this section, we will always assume the following hypothesis, which will
be verified along the Nash-Moser nonlinear iteration of Section 7.
• Assumption. The function u := (u, ψ) depends in a Lipschitz way on
the parameter ω ∈ Ωo := Ωo(u) ⊂ Ωγ,τ with γ ∈ (0, 1), τ > 0 (recall
(2.7)) and for some µ := µ(τ, ν) > 0, for some S ≥ s0 + µ, the map
ω ∈ Ωo(u) 7→ u(·;ω) ∈ HS0 (Tν+1,R2) satisfies
‖u‖Lip(γ)s0+µ ≤ 1 and εγ−1  1 (4.3)
where we recall that s0 := [(ν+1)/2]+1, so that H
s0(Tν+1) is compactly
embedded in C0(Tν+1). We remark that in Sections 4-7, the constant
τ > 0 is independent from the number of frequencies ν. It will be fixed
as a function of ν only in Section 8 for the measure estimates (see (8.2)).
The function a and the operator R in (4.2) depend only on the first com-
ponent u of the function u = (u, ψ). We denote by ∂ua[h], ∂uR[h] their
derivatives with recpect to u in the direction h.
Note that, since a(ϕ) is a real valued function and R is symmetric, the op-
erator L is Hamiltonian in the sense of the definition 2.1. Let us give some
estimates on a and R defined in (4.2).
Lemma 4.1. Assume (4.3), with µ = 2. Then for any s0 ≤ s ≤ S − 2 the
following holds:
‖a− 1‖s ≤s ε‖u‖s+1 , ‖a− 1‖Lip(γ)s ≤s ε‖u‖Lip(γ)s+1 , (4.4)
‖∂ua[h]‖s ≤s ε(‖h‖s+1 + ‖u‖s+1‖h‖s0+1) . (4.5)
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The operator R in (4.2) has the form (2.101), with q and g satisfying the
estimates
‖q‖s ≤s ε‖u‖s+2 , ‖g‖s ≤s ‖u‖s+2 , (4.6)
‖q‖Lip(γ)s ≤s ε‖u‖Lip(γ)s+2 , ‖g‖Lip(γ)s ≤s ‖u‖Lip(γ)s+2 , (4.7)
‖∂uq[h]‖s ≤s ε‖h‖s+2 , ‖∂ug[h]‖s ≤s ‖h‖s+2 . (4.8)
Proof. The estimates (4.4), (4.5) follow by the definition (4.2) and by the
interpolation Lemma 2.1, using the condition (4.3). The estimates (4.6)-(4.8)
follow since R is an operator of the form (2.101), with q := 2ε∂xxu and
g := ∂xxu. 
Notation. In the following, with a slight abuse of notations, for any function
a(ϕ), we simply denote by a = a(ϕ), the multiplication operator h(ϕ, x) 7→
a(ϕ)h(ϕ, x), acting on the space of functions with zero average in x.
4.1. Symplectic symmetrization of the highest order
We start by symmetrizing the highest order of the operator
L =
(
ω · ∂ϕ −1
−a∂xx +R ω · ∂ϕ
)
.
Let us consider the transformation
S = S(ϕ) :=
(
β(ϕ)|D|− 12 0
0 β(ϕ)−1|D| 12
)
(4.9)
where β : Tν → R is a Sobolev function close to 1 to be determined (recall
also the definition (2.84)). The inverse of the operator S (acting on Sobolev
spaces of zero average functions in x) is given by
S−1 = S(ϕ)−1 :=
(
β(ϕ)−1|D| 12 0
0 β(ϕ)|D|− 12
)
. (4.10)
Using that for any function a = a(ϕ) depending only on time, the comm-
mutators [a, |D|m] = 0, [a,R] = 0 where R is defined in (4.2) and since
−∂xx = |D|2, we have
S−1LS =
(
ω · ∂ϕ + β−1(ω · ∂ϕβ) −β−2|D|
aβ2|D|+ β2|D|− 12R|D|− 12 ω · ∂ϕ + βω · ∂ϕ(β−1)
)
. (4.11)
We choose β(ϕ) so that β−2(ϕ) = a(ϕ)β2(ϕ), namely we define
β(ϕ) :=
1
[a(ϕ)]
1
4
. (4.12)
Since βω · ∂ϕ(β−1) = −β−1 ω · ∂ϕβ, we get that
L1 := S−1LS =
(
ω · ∂ϕ + a0 −a1|D|
a1|D|+R(1) ω · ∂ϕ − a0
)
, (4.13)
where
a0 :=
ω · ∂ϕβ
β
, a1 :=
√
a , R(1) := β2|D|− 12R|D|− 12 . (4.14)
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Since β(ϕ) is a real-valued function and the operators |D|± 12 are real op-
erators, the operator S is real. A direct verification shows that it is also
symplectic (see Definition 2.2). Hence the transformed operator L1 is still
real and Hamiltonian (see Definition 2.1). Now we give some estimates on
the coefficients of the operator L1.
Lemma 4.2. Assume (4.3), with µ = 2. Then for any s0 ≤ s ≤ S − 2 the
following holds: the maps S±1 : Hs+ 120 (Tν+1,R2)→ Hs0(Tν+1,R2) satisfy the
estimates
‖S±1h‖s ≤s ‖h‖s+ 12 + ‖u‖s+1‖h‖s0+ 12 , h ∈ H
s+ 12 (Tν+1,R2) . (4.15)
For any family h(·;ω) ∈ Hs+ 120 (Tν+1,R2), ω ∈ Ωo,
‖S±1h‖Lip(γ)s ≤s ‖h‖Lip(γ)s+ 12 + ‖u‖
Lip(γ)
s+1 ‖h‖Lip(γ)s0+ 12 . (4.16)
The functions a0, a1 defined in (4.14) satisfy the estimates
‖a1 − 1‖s , ‖a0‖s ≤s ε(1 + ‖u‖s+2) , (4.17)
‖a1 − 1‖Lip(γ)s , ‖a0‖Lip(γ)s ≤s ε(1 + ‖u‖Lip(γ)s+2 ) , (4.18)
‖∂uak[h]‖s ≤s ε
(
‖h‖s+2 + ‖u‖s+2‖h‖s0+2
)
, k = 0, 1 . (4.19)
The remainder R(1) in (4.14) has the form (2.101), with q = q1, g = g1
satisfying the estimates
‖q1‖s ≤s ε‖u‖s+2 , ‖g1‖s ≤s ‖u‖s+2 , (4.20)
‖q1‖Lip(γ)s ≤s ε‖u‖Lip(γ)s+2 , ‖g1‖Lip(γ)s ≤s ‖u‖Lip(γ)s+2 , (4.21)
‖∂uq1[h]‖s ≤s ε
(
‖h‖s+2 + ‖u‖s+2‖h‖s0+2
)
, ‖∂ug1[h]‖s ≤s ‖h‖s+2 . (4.22)
Proof. The estimates (4.15)-(4.19) follow by the definitions (4.9), (4.10),
(4.12), (4.14), by the estimates (4.4) and by Lemmata 2.1, 2.2. Let us prove
the estimates (4.20)-(4.22). By (4.2), (4.14), using that |D|− 12 is symmetric,
one has that R(1)h = q1
∫
T g1 h dx with
q1 := 2εβ
2(|D|− 12 ∂xxu) , g1 := |D|− 12 ∂xxu . (4.23)
One can estimate the function β in (4.12) by using Lemma 2.2 and the es-
timate (4.4). Applying the interpolation Lemma 2.1, the claimed estimates
follow. 
Lemma 4.3. The operators S±1 defined in (4.9), (4.10) can be regarded as an
operator acting on the Sobolev space of the functions in x, namely for any
s ≥ 1, for any ϕ ∈ Tν ,
S(ϕ) ∈ L
(
H
s− 12
0 (Tx,R
2), Hs0(Tx,R)×Hs−10 (Tx,R)
)
,
S(ϕ)−1 ∈ L
(
Hs0(Tx,R)×Hs−10 (Tx,R), Hs−
1
2
0 (Tx,R
2)
)
.
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Proof. By the definition of the function β(ϕ) in (4.12), using the estimate
(4.4) on a(ϕ), the Lemma 2.2 and the ansatz (4.3), one gets ‖β±1‖L∞(Tν)l1 .
Moreover ‖|D| 12h‖Hsx ≤ ‖h‖Hs+12x , ‖|D|
− 12h‖Hsx ≤ ‖h‖Hs− 12s and then the
Lemma follows. 
4.2. Complex variables
Now we consider the complex variables z := û+iψ̂√
2
introduced in (2.35), (2.36)
in order to write the operator L1 defined in (4.13) in complex coordinates.
More precisely, we consider the transformations
B := 1√
2
(
1 1
1
i − 1i
)
B−1 = 1√
2
(
1 i
1 −i
)
(4.24)
and we get that the conjugated operator L2 := B−1L1B is given by
L2 =
(
ω · ∂ϕ + ia1|D|+ iR(2) a0 + iR(2)
a0 − iR(2) ω · ∂ϕ − ia1|D| − iR(2)
)
, (4.25)
with R(2) := R(1)2 . Since a1 and a0 are real valued functions and R(1) (and
then R(2)) is symmetric and real, the operator L2 is a Hamiltonian operator
in complex coordinates, in the sense of the Definition (2.4). Note that the
transformations B±1 satisfy for all s ≥ 0
B : Hs0(Tν+1)→ Hs0(Tν+1,R2) , B−1 : Hs0(Tν+1,R2)→ Hs0(Tν+1) , (4.26)
B : Hs0(Tx)→ Hs0(Tx,R2) , B−1 : Hs0(Tx,R2)→ Hs0(Tx) (4.27)
where we recall that the real subspace Hs0(Tν+1), resp. Hs0(Tx) ofHs0(Tν+1,C2),
resp. Hs0(Tx,C2), is defined in (2.41).
4.3. Change of variables
The aim of this Section is to reduce to constant coefficients the highest order
term a1(ϕ)|D| in the operator L2 defined in (4.25). In order to do this, let us
consider a diffeomorphism of the torus Tν of the form
ϕ ∈ Tν 7→ ϕ+ ωα(ϕ) ∈ Tν ,
where α : Tν → R has to be determined. This diffeomorphism of the torus
induces on the space of functions h(ϕ, x) a linear operator
(Ah)(ϕ, x) := h(ϕ+ ωα(ϕ), x) , (4.28)
whose inverse has the form
A−1h(ϑ, x) := h(ϑ+ ωα˜(ϑ), x) , (4.29)
where ϑ→ ϑ+ ωα˜(ϑ) is the inverse diffeomorphism of ϕ→ ϕ+ ωα(ϕ). One
has
A−1(ω ·∂ϕ)A = A−1[1+ω ·∂ϕα]ω ·∂ϑ , A−1|D|A = |D| , A−1aA = A−1[a]
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where we recall that a denotes the multiplication operator h→ ah. Recalling
that I2 :=
(
Id0 0
0 Id0
)
, where Id0 : L
2
0 → L20 is the identity and defining
ρ := A−1[1 + ω · ∂ϕα] , (4.30)
we get
A−1I2L2AI2
=
(
ρω · ∂ϑ + iA−1[a1]|D|+ iA−1R(2)A A−1[a0] + iA−1R(2)A
A−1[a0]− iA−1R(2)A ρω · ∂ϑ − iA−1[a1]|D| − iA−1R(2)A
)
.
We want to choose the function α so that the coefficient ρ in front of ω · ∂ϑ
is proportional to the coefficient A−1[a1] in front of the operator |D|. To this
aim it is enough to solve the equation
m
(
1 + ω · ∂ϕα(ϕ)
)
= a1(ϕ) m ∈ R . (4.31)
Integrating on Tν we fix the value of m as
m :=
1
(2pi)ν
∫
Tν
a1(ϕ) dϕ (4.32)
and then, since ω ∈ Ωo ⊆ Ωγ,τ , recalling the definitions (2.6), (2.7) we get
α(ϕ) = (ω · ∂ϕ)−1
[a1
m
− 1
]
(ϕ) . (4.33)
Note that, since the function a1 is real valued, m is real and then α is a real
valued function. We have A−1I2L2AI2 = ρL3 , with
L3 :=
(
ω · ∂ϑ + im|D|+ iR(3) b0 + iR(3)
b0 − iR(3) ω · ∂ϑ − im|D| − iR(3)
)
, (4.34)
b0 := ρ
−1A−1[a0] , R(3) := ρ−1A−1R(2)A . (4.35)
Note that the operator L3 is still Hamiltonian in the sense of the definition
(2.4), since m ∈ R, |D| is a symmetric real operator, b0 is a real valued
function and R(3) is a real and symmetric operator, implying that (R(3))∗ =
(R(3))T = R(3).
Lemma 4.4. There exists a constant σ = σ(τ, ν) > 2 such that if (4.3) holds
with µ = σ, then for all s0 ≤ s ≤ S − σ the following estimates hold:
|m− 1|l ε , |m− 1|Lip(γ) l ε , |∂um[h]|l ε‖h‖s0+2 . (4.36)
The transformations A±1 : Hs0(Tν+1,C)→ Hs0(Tν+1,C) satisfy
‖A±1h‖s ≤s ‖h‖s + ‖u‖s+σ‖h‖s0+1 , (4.37)
‖A±1h‖Lip(γ)s ≤s ‖h‖Lip(γ)s+1 + ‖u‖Lip(γ)s+σ ‖h‖Lip(γ)s0+2 , (4.38)
‖∂u(A±1h)g‖s ≤s εγ−1
(
‖h‖s+σ‖g‖s0+σ + ‖h‖s0+σ‖g‖s+σ
+ ‖u‖s+σ‖h‖s0+σ‖h‖s0+σ
)
. (4.39)
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The function ρ defined in (4.30) satisfies
‖ρ±1−1‖s ≤s ε(1+‖u‖s+σ) , ‖ρ±1−1‖Lip(γ)s ≤s ε(1+‖u‖Lip(γ)s+σ ) , (4.40)
‖∂uρ±1[h]‖s ≤s ε
(‖h‖s+σ + ‖h‖s+σ‖h‖s0+σ) . (4.41)
The function b0 defined in (4.35) satisfies
‖b0‖s ≤s ε(1 + ‖u‖s+σ) , ‖b0‖Lip(γ)s ≤s ε(1 + ‖u‖Lip(γ)s+σ ) , (4.42)
‖∂ub0[h]‖s ≤s ε
(
‖h‖s+σ + ‖u‖s+σ‖h‖s0+σ
)
. (4.43)
The remainder R(3) defined in (4.35) satisfies the estimates
|R(3)|D||s ≤s ε(1 + ‖u‖s+σ) , |R(3)|D||Lip(γ)s ≤s ε(1 + ‖u‖Lip(γ)s+σ ) , (4.44)
|∂uR(3)[h]|s ≤s ε
(
‖h‖s+σ + ‖u‖s+σ‖h‖s0+σ
)
. (4.45)
Proof. The estimates (4.36) follow by the formula (4.32) and using the es-
timates (4.17), (4.19). The transformation A has been also used in [6], [7],
[8], [15], [28]. The proof of the estimates (4.37)-(4.41) can be done by using
Lemma 2.3 as in these papers. For a detailed proof see for instance [28], Pages
25-26.
Let us prove the estimates (4.44), (4.45). One has
R(3)h = ρ−1A−1R(2)Ah (4.25)= 1
2
ρ−1A−1R(1)Ah (4.23)= q3
∫
T
g3 h dx ,
with
q3 :=
1
2
ρ−1A−1(q1) , g3 := A−1(g1) .
Therefore, the functions q3 and g3, can be estimated by using (4.20), (4.22),
(4.37)-(4.41) and Lemma 2.1. The estimates in (4.44) then follow by apply-
ing Lemma 2.12. The estimate for ∂uR(3)[h] follows by differentiating the
expression of R(3), q3, g3 given above and applying again Lemma 2.12. 
4.4. Descent method
Introducing the notation
T :=
(
Id0 0
0 −Id0
)
(4.46)
we can write the operator L3 in (4.34) as
L3 = ω · ∂ϕI2 + imT |D|+B0 +R3 , (4.47)
where
B0(ϕ) :=
(
0 b0(ϕ)
b0(ϕ) 0
)
, R3 := i
( R(3) R(3)
−R(3) −R(3)
)
. (4.48)
Our aim is to eliminate from the operator L3 the terms of order |D|0, namely,
since R(3) is an operator of the form (2.101) (then arbitrarily regularizing),
we only need to remove the multiplication operator by the matrix valued
function B0(ϕ).
36 Riccardo Montalto
For this purpose, we consider the operator
V = V(ϕ) := exp(iV (ϕ)|D|−1) , V (ϕ) := ( 0 v(ϕ)−v(ϕ) 0
)
, (4.49)
where v : Tν → R is a real valued function to be determined. Note that V is
symplectic, since iV (ϕ)|D|−1 is a Hamiltonian vector field. We write
V = I2 + iV |D|−1 + V≥2 , V≥2 :=
∑
k≥2
ik
k!
V k|D|−k ,
hence
L3V = V
(
ω · ∂ϕI2 + imT |D|
)
+ [imT |D|, iV |D|−1] +B0 +B0(V − I2)
+ [imT |D|,V≥2] + iω · ∂ϕ(V − I2) +R3V . (4.50)
The term of order |D|0 is given by
[imT |D|, iV (ϕ)|D|−1] +B0(ϕ) =
(
0 −2mv(ϕ) + b0(ϕ)
−2mv(ϕ) + b0(ϕ) 0
)
.
In order to remove it, we choose
v(ϕ) :=
b0(ϕ)
2m
(4.51)
and we get
L4 := V−1L4V = ω · ∂ϕI2 + imT |D|+R4 , (4.52)
R4 := V−1
(
B0(ϕ)(V−I2)+[imT |D|,V≥2]+ω·∂ϕ(V−I2)
)
+V−1R3V . (4.53)
Note that, since L3 is Hamiltonian and V is symplectic, we have that L4 is
still a Hamiltonian operator. In the next lemma we provide some estimates
on the transformation V and on the remainder R4.
Lemma 4.5. There exists σ = σ(τ, ν) > σ > 0, where σ is the loss of
derivatives in Lemma 4.4, such that if (4.3) holds with µ = σ, then for
any s0 ≤ s ≤ S − σ, V±1 : Hs0(Tν+1) → Hs0(Tν+1) (recall (2.41)) and the
following estimates hold:
|(V±1 − I2)|D||s ≤s ε(1 + ‖u‖s+σ) , (4.54)
|(V±1 − I2)|D||Lip(γ)s ≤s ε(1 + ‖u‖Lip(γ)s+σ ) , (4.55)
|∂uV±1h|s ≤s ε(‖h‖s+σ + ‖u‖s+σ‖h‖s0+σ) , (4.56)
|R4|D||s ≤s ε(1 + ‖u‖s+σ) , |R4|D||Lip(γ)s ≤s ε(1 + ‖u‖Lip(γ)s+σ ) , (4.57)
|∂uR4[h]|s ≤s ε(‖h‖s+σ + ‖u‖s+σ‖h‖s0+σ) . (4.58)
Proof. Proof of (4.54)-(4.56). By Lemma 2.9 one has
|(V |D|−1)|D||s = ‖V ‖s ≤ ‖v‖s
(4.36),(4.42)
≤s ε(1 + ‖u‖s+σ) . (4.59)
By (4.3) we have that |(V |D|−1)|D||s0 = ‖V ‖s0 l ε ≤ 1, for ε small enough,
then Lemma 2.10 can be applied and the claimed estimate (4.54) follows.
Quasi-periodic solutions of forced Kirchhoff equation 37
The estimate (4.56) follows by applying the estimate (2.91) and using that
by (4.51), (4.36), (4.43), ||D|−1|s ≤ 1
|∂uV |D|−1|s l ‖∂uv[h]‖s ≤s ε(‖h‖s+σ + ‖u‖s+σ‖h‖s0+σ) .
Proof of (4.57), (4.58). The claimed estimates follow by the definition
(4.53), by applying Lemmata 2.6, 2.7, 2.9, 2.10. and by the estimates (4.42)-
(4.45) and (4.54)-(4.56). 
Lemma 4.6. Assume (4.3) with µ = σ+s0. Then for any s0 ≤ s ≤ S−σ−s0
for any ϕ ∈ Tν , V±1(ϕ) : Hs0(Tx)→ Hs0(Tx) (recall (2.42)) and
|V±1(ϕ)|s,x ≤s 1 + ‖u‖s+σ+s0 .
Proof. The claimed estimate follows by applying Lemma 2.13-(ii) and by the
estimates (4.54). 
5. 2× 2 block-diagonal reduction
The goal of this section is to block-diagonalize the linear Hamiltonian oper-
ator L4 obtained in (4.52). We are going to perform an iterative Nash-Moser
reducibility scheme for the linear Hamiltonian operator
L0 := L4 = ω · ∂ϕI2 +D0 +R0 : H10(Tν+1)→ L20(Tν+1) , (5.1)
where
D0 = i
(
D(1)0 0
0 −D(1)0
)
, D(1)0 := m|D| = diagj∈Z\{0}m|j| (5.2)
and R0 := R4 is a Hamiltonian operator of the form
R0 = i
(
R(1)0 R(2)0
−R(2)0 −R
(1)
0
)
, R(1)0 =
(R(1)0 )∗ , R(2)0 = (R(2)0 )T (5.3)
satisfying, by (4.57), for any s0 ≤ s ≤ S − σ¯ the estimates
|R0|D||Lip(γ)s ≤s ε(1 + ‖u‖s+σ) , |∂uR0[h]|s ≤s ε
(
‖h‖s+σ + ‖u‖s+σ‖h‖s0+σ
)
,
(5.4)
where σ is the loss of derivatives given in Lemma 4.5. We define
N−1 := 1 , Nν := N
χν
0 ∀ν ≥ 0 , χ := 3/2 (5.5)
(then Nν+1 = N
χ
ν , ∀ν ≥ 0) and
a := 6τ + 4 , b := a + 1 . (5.6)
We assume that (4.3) holds with µ = σ¯ + b, so that by (5.4)
|R0|D||Lip(γ)s0+b l ε , |∂uR0[h]|s0+b l ε‖h‖s0+σ¯+b . (5.7)
For the reducibility Theorem below, we use the 2× 2 block representation of
linear operators, given in Section 2.3. According to (2.58) and recalling also
(2.65), the operator D(1)0 can be written as
D(1)0 = diagj∈NmjIj , (5.8)
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where Ij : Ej → Ej is the identity, Ej = span{eijx, e−ijx} is the two dimen-
sional space (2.60) and the real constant m satisfies the estimates (4.36). We
also recall the definition of the space S(Ej) given in (2.78) which is isomor-
phic to the space of the 2×2 self-adjoint matrices, the definition of the norm
‖ ·‖Op(j,j′) given in (2.73), the identity Ij,j′ in (2.74), the definition of ML(A)
in (2.75) and the definition of MR(B) in (2.76). Now we are ready to state
the following
Theorem 5.1. (KAM reducibility) Let γ ∈ (0, 1) and τ > 0. Assume (4.3)
with µ = σ¯ + b and with S ≥ s0 + σ + b. There exist N0 = N0(S, τ, ν) > 0
large enough, δ0 = δ0(S, τ, ν) ∈ (0, 1) small enough, such that, if
εγ−1 ≤ δ0 (5.9)
then:
(S1)ν For all ν ≥ 0, there exists an operator
Lν := ω · ∂ϕI2 +Dν +Rν (5.10)
Dν = i
(
D(1)ν 0
0 −D(1)ν
)
, D(1)ν := diagj∈NDνj , (5.11)
Dνj := D
ν
j (ω) = D
0
j (ω) + D̂
ν
j (ω) , D
0
j := mjIj , ∀j ∈ N , (5.12)
(with D̂0j = 0) defined for all ω ∈ Ωγν(u), where Ωγ0(u) := Ωo = Ωo(u),
and for ν ≥ 1, Ωγν = Ωγν(u) is defined by
Ωγν :=
{
ω ∈ Ωγν−1 : ‖A−ν−1(`, j, j′)−1‖Op(j,j′) ≤
〈`〉τ
γ〈j − j′〉 ,∀(`, j, j
′) 6= (0, j, j) ,
|`| ≤ Nν−1 , ‖A+ν−1(`, j, j′)−1‖Op(j,j′) ≤
〈`〉τ
γ〈j + j′〉 ,
∀(`, j, j′) , |`| ≤ Nν−1
}
, (5.13)
where the operators A±ν−1(`, j, j
′) : L(Ej′ ,Ej)→ L(Ej′ ,Ej) are defined
by
A−ν−1(`, j, j
′) := ω · `Ij,j′ +ML(Dν−1j )−MR(Dν−1j′ ) , (5.14)
A+ν−1(`, j, j
′) := ω · `Ij,j′ +ML(Dν−1j ) +MR(D
ν−1
j′ ) . (5.15)
For ν ≥ 0, for all j ∈ N, the 2×2 self-adjoint block D̂νj ∈ S(Ej) satisfies
‖D̂νj ‖Lip(γ) l εj−1 ∀j ∈ N . (5.16)
The Hamiltonian remainder Rν : Hs0(Tν+1)→ Hs0(Tν+1) satisfies ∀s ∈
[s0, S − σ − b],
|Rν |D||Lip(γ)s ≤
|R0|D||Lip(γ)s+b
Naν−1
, |Rν |D||Lip(γ)s+b ≤ |R0|D||Lip(γ)s+b Nν−1 . (5.17)
Moreover, for any ν ≥ 1,
Lν = Φ−1ν−1Lν−1Φν−1 , Φν−1 := exp(Ψν−1) , (5.18)
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where Ψν−1 is Hamiltonian, Φν−1 is symplectic and they satisfy Ψν−1,Φ±1ν−1 :
Hs0(Tν+1)→ Hs0(Tν+1),
|Ψν−1|Lip(γ)s , |Ψν−1|D||Lip(γ)s ≤ |R0|D||Lip(γ)s+b γ−1N2τ+1ν−1 N−aν−2 . (5.19)
(S2)ν For all j ∈ N, there exists a Lipschitz extension to the whole parameter
space Ωo, D˜
ν
j (·) : Ωo → S(Ej) of Dνj (·) : Ωγν → S(Ej) satisfying, for
ν ≥ 1,
‖D˜νj − D˜ν−1j ‖Lip(γ) l j−1|Rν−1|D||Lip(γ)s0 lN−aν−2εj−1 . (5.20)
(S3)ν Let ui(ω) = (ui(ω), ψi(ω)), i = 1, 2 be Lipschitz families of Sobolev
functions in Hs0+σ¯+b(Tν+1,R2), defined for ω ∈ Ωo satisfying (4.3)
with µ = σ¯ + b. Then there exists a constant K0 > 0 such that, for
ν ≥ 0, ∀ω ∈ Ωγ1ν (u1) ∩ Ωγ2ν (u2), with γ1, γ2 ∈ [γ/2, 2γ],
|Rν(u1)−Rν(u2)|s0 ≤ K0N−aν−1ε‖u1 − u2‖s0+σ+b, (5.21)
|Rν(u1)−Rν(u2)|s0+b ≤ K0Nν−1ε‖u1 − u2‖s0+σ+b . (5.22)
Moreover, for ν ≥ 1, ∀j ∈ N,∥∥(D̂νj (u2)− D̂νj (u1))− (D̂ν−1j (u2)− D̂ν−1j (u1))∥∥
≤ |Rν−1(u2)−Rν−1(u1)|s0 , (5.23)
‖D̂νj (u2)− D̂νj (u1)‖l ε‖u1 − u2‖s0+σ+b . (5.24)
(S4)ν Let u1,u2 like in (S3)ν and 0 < ρ < γ/2. For all ν ≥ 0
εK1N
τ
ν−1‖u1 − u2‖sups0+σ+b ≤ ρ =⇒ Ωγν(u1) ⊆ Ωγ−ρν (u2) , (5.25)
where K1 is a suitable constant depending on τ and ν.
5.1. Proof of Theorem 5.1
Proof of (Si)0, i = 1, . . . , 4. Properties (5.10)-(5.17) in (S1)0 hold by
(5.1)-(5.3) with D0j defined in (5.12) and D̂
0
j (ω) = 0 (for (5.17) recall that
N−1 := 1, see (5.5)). Moreover, since m is a real function, D0j is self-adjoint.
Then there is nothing else to verify.
(S2)0 holds, since the function m(ω) = m(ω, u(ω)) is already defined
for all ω ∈ Ωo = Ωo(u).
(S3)0 follows by the estimate (5.7) and by the mean value Theorem, by
taking K0 > 0 large enough.
(S4)0 is trivial because, by definition, Ω
γ
0(u1) := Ωo =: Ω
γ−ρ
0 (u2).
5.2. The reducibility step
We now describe the inductive step, showing how to define a symplectic
transformation Φν := exp(Ψν) so that Lν+1 = Φ−1ν LνΦν has the desired
properties. To simplify notations, in this section we drop the index ν and
we write + for ν + 1. At each step of the iteration we have a Hamiltonian
operator
L = ω · ∂ϕI2 +D +R (5.26)
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where
D := i
(
D(1) 0
0 −D(1)
)
, D(1) := diagj∈NDj , (5.27)
Dj ∈ S(Ej), ∀j ∈ N (recall the definiton (2.78)) and R is a Hamiltonian
operator, namely it has the form
R = i
(
R(1) R(2)
−R(2) −R(1)
)
, R(1) = (R(1))∗ , R(2) = (R(2))T . (5.28)
Let us consider a transformation
Φ := exp(Ψ) , Ψ := i
(
Ψ(1) Ψ(2)
−Ψ(2) −Ψ(1)
)
, (5.29)
with Ψ(1) = (Ψ(1))∗, Ψ(2) = (Ψ(2))T . Writing
Φ = I2 + Ψ + Φ≥2 , Φ≥2 :=
∑
k≥2
Ψk
k!
, (5.30)
we have
LΦ = Φ
(
ω · ∂ϕI2 +D
)
+
(
ω · ∂ϕΨ + [D,Ψ] + ΠNR
)
+ Π⊥NR
+ω · ∂ϕΦ≥2 + [D,Φ≥2] +R(Φ− I) . (5.31)
We want to determine the operator Ψ so that
ω · ∂ϕΨ + [D,Ψ] + ΠNR = [R], (5.32)
where, recalling the notation (2.65),
[R] := i
(
[R(1)] 0
0 −[R(1)]
)
, [R(1)] := diagj∈N(R(1))jj(0) . (5.33)
We recall that, according to (2.58), the operator (R(1))jj(0), j ∈ N is identified
with its 2× 2 matrix representation
(R(1))jj(0) =
(
(R(1))k′k (0)
)
k,k′=±j .
Since R(1) is self-adjoint, all the 2× 2 blocks (R(1))jj(0) are self-adjoint and
then also [R(1)] is self-adjoint.
Lemma 5.1. (Homological equation) For all ω ∈ Ωγν+1 (see (5.13)), there
exists a solution Ψ of the homological equation (5.32), which is Hamiltonian
and satisfies
|Ψ|D||Lip(γ)s lN2τ+1γ−1|R|D||Lip(γ)s . (5.34)
Moreover if γ/2 ≤ γ1, γ2 ≤ 2γ, and if ui(ω) = (ui(ω), ψi(ω)) ∈ Hs0+σ+b(Tν+1,R2),
i = 1, 2 are Lipschitz families, then for all s ∈ [s0, s0 + b], for all ω ∈
Ωγ1ν+1(u1) ∩ Ωγ2ν+1(u2)
|Ψ(u1)−Ψ(u2)|s (5.35)
≤s N2τ+1γ−1
(
|R(u1)|s‖u1 − u2‖s0+σ+b + |R(u1)−R(u2)|s
)
.
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Proof. Recalling (5.28), (5.29), the equation (5.32) is splitted in the two equa-
tions
iω · ∂ϕΨ(1) + [Ψ(1),D(1)] + iΠNR(1) = i[R(1)] , (5.36)
iω · ∂ϕΨ(2) − (D(1)Ψ(2) + Ψ(2)D(1)) + iΠNR(2) = 0 . (5.37)
Using the decomposition (2.58), the equations (5.36), (5.37) become, for all
j, j′ ∈ N, ` ∈ Zν such that |`| ≤ N ,
ω · `(Ψ(1))j′j (`) + Dj(Ψ(1))j
′
j (`)− (Ψ(1))j
′
j (`)Dj′ = i(R
(1))j
′
j (`)− i[R(1)]j
′
j ,
(5.38)
ω · `(Ψ(2))j′j (`) + Dj(Ψ(2))j
′
j (`) + (Ψ
(2))j
′
j (`)Dj′ = i(R
(2))j
′
j (`) . (5.39)
By the Definitions (5.14), (5.15), the equations (5.38), (5.39) can be written
in the form
A−(`, j, j′)(Ψ(1))j
′
j (`) = i(R
(1))j
′
j (`)− i[R(1)]j
′
j ,
A+(`, j, j′)(Ψ(2))j
′
j (`) = i(R
(2))j
′
j (`) .
Then, since ω ∈ Ωγν+1, we can define, ∀(`, j, j′) ∈ Zν × N × N , (`, j, j′) 6=
(0, j, j) , |`| ≤ N ,
(Ψ(1))j
′
j (`) = iA
−(`, j, j′)−1(R(1))j
′
j (`) , (5.40)
with the normalization (Ψ(1))jj(0) = 0, and ∀(`, j, j′) ∈ Zν×N×N , |`| ≤ N ,
(Ψ(2))j
′
j (`) = iA
+(`, j, j′)−1(R(2))j
′
j (`) . (5.41)
Since
‖A−(`, j, j′)−1‖Op(j,j′) ≤ 〈`〉
τ
γ〈j − j′〉 , ‖A
+(`, j, j′)−1‖Op(j,j′) ≤ 〈`〉
τ
γ〈j + j′〉 ,
(recall (2.73)) we get immediately that
‖(Ψ(i))j′j (`)‖ ≤ Nτγ−1‖(R(i))j
′
j (`)‖ , i = 1, 2 . (5.42)
Now, let ω1, ω2 ∈ Ωγν+1. As a notation for any function f = f(ω), we write
∆ωf := f(ω1)− f(ω2) .
By (5.40), one has
∆ω(Ψ
(1))j
′
j (`) = i
{
∆ωA
−(`, j, j′)−1
}
(R(1))j
′
j (`;ω1)
+ iA−(`, j, j′;ω2)−1
{
∆ω(R
(1))j
′
j (`)
}
. (5.43)
The second term in the above formula satisfies
‖A−(`, j, j′;ω2)−1
{
∆ω(R
(1))j
′
j (`)
}‖ ≤ Nτγ−1‖∆ω(R(1))j′j (`)‖ , (5.44)
hence it remains to estimate only the first term in (5.43). We have
∆ωA
−(`, j, j′)−1 (5.45)
= −A−(`, j, j′;ω1)−1
{
∆ωA
−(`, j, j′)
}
A−(`, j, j′;ω2)−1 ,
therefore
‖∆ωA−(`, j, j′)−1‖Op(j,j′) ≤ N
2τ
γ2〈j − j′〉2 ‖∆ωA
−(`, j, j′)‖Op(j,j′) . (5.46)
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Moreover
∆ωA
−(`, j, j′) = (ω1 − ω2) · ` Ij,j′ +ML(∆ωDj)−MR(∆ωDj′) (5.47)
and using that, by (5.12), (5.16)
Dj(ω) = m(ω) jIj + D̂j(ω) , with ‖D̂j‖Lip(γ) l εj−1 , ∀j ∈ N , (5.48)
we get
ML(∆ωDj)−MR(∆ωDj′) = (∆ωm) (j − j′)Ij,j′ +ML(∆ωD̂j)−MR(∆ωD̂j′) .
By (4.36), (5.48) and using the property (2.77) one gets
‖ML(∆ωDj)−MR(∆ωDj′)‖Op(j,j′)lεγ−1〈j − j′〉|ω1 − ω2| . (5.49)
Recalling (5.47), we get the estimate
‖∆ωA−(`, j, j′)‖Op(j,j′) l
(
〈`〉+ εγ−1〈j − j′〉
)
|ω1 − ω2| ,
which implies, by (5.46), for εγ−1 ≤ 1 that
‖∆ωA−(`, j, j′)−1‖Op(j,j′) ≤ N2τ+1γ−2|ω1 − ω2| .
By (5.43), (5.44), we get the estimate
‖∆ω(Ψ(1))j
′
j (`)‖ ≤ Nτγ−1‖∆ω(R(1))j
′
j (`)‖ (5.50)
+N2τ+1γ−2‖(R(1))j′j (`;ω1)‖ .
Thus (5.42), (5.50) and the definition (2.80) imply
|Ψ(1)|D||Lip(γ)s lN2τ+1γ−1|R(1)|D||Lip(γ)s .
The estimate of Ψ(2) in terms of R(2) follows by similar arguments and then
(5.34) follows.
Now we prove the estimate (5.35). As a notation, we write ∆12A := A(u1)−
A(u2), for any operator A depending on u. We prove the estimate (5.35)
for the operator Ψ(1). The estimate for Ψ(2) is analogous. By (5.40), for all
j, j′ ∈ N, ` ∈ Zν , (`, j, j′) 6= (0, j, j), |`| ≤ N one has
∆12(Ψ
(1))j
′
j (`) = i
{
∆12A
−(`, j, j′)−1
}
(R(1))j
′
j (`;u1) (5.51)
+ iA−(`, j, j′;u2)−1
{
∆12(R
(1))j
′
j (`)
}
.
Since ω ∈ Ωγ1ν+1(u1) ∩ Ωγ2ν+1(u2) and γ/2 ≤ γ1, γ2 ≤ 2γ, we have
‖A−(`, j, j′;u2)−1
{
∆12(R
(1))j
′
j (`)
}‖ ≤ Nτγ−1‖∆12(R(1))j′j (`)‖ . (5.52)
Moreover, arguing as in (5.45), (5.46) (replacing ω1 resp. ω2 by u1 resp. u2),
one has
‖∆12A−(`, j, j′)−1‖Op(j,j′) ≤ N
2τ
γ2〈j − j′〉2 ‖∆12A
−(`, j, j′)‖Op(j,j′) . (5.53)
By the definition (5.14), we get
∆12A
−(`, j, j′) = ML(∆12Dj)−MR(∆12Dj′)
(5.48)
= (∆12m)(j − j′) Ij,j′ +ML(∆12D̂j)−MR(∆12D̂j′) , (5.54)
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therefore by (4.36), (2.77), (5.24)
‖∆12A−(`, j, j′)‖Op(j,j′) l ε〈j − j′〉‖u1 − u2‖s0+σ+b . (5.55)
Then (5.53), (5.55), εγ−1 ≤ 1 imply that
‖{∆12A−(`, j, j′)−1}(R(1))j′j (`;u1)‖lN2τγ−1‖(R(1))j′j (`;u1)‖‖u1 − u2‖s0+σ+b
and recalling (5.51), (5.52), we obtain the estimate
‖∆12(Ψ(1))j
′
j (`)‖lN2τγ−1
(
‖(R(1))j′j (`;u1)‖‖u1−u2‖s0+σ+b+‖∆12(R(1))j
′
j (`)‖
)
.
This last estimate imply the estimate (5.35) for ∆12Ψ
(1), by using the defini-
ton of the norm | · |s in (2.80). The estimate for ∆12Ψ(2) follows by similar
arguments and then the proof is concluded. 
By (5.31), (5.32), (5.33), we get
L+ := Φ−1LΦ = ω · ∂ϕI2 +D+ +R+ , (5.56)
where
D+ := D + [R] ,
R+ := (Φ−1 − I2)R+ Φ−1
(
Π⊥NR+ ω · ∂ϕΦ≥2 + [D,Φ≥2] +R(Φ− I2)
)
.
Lemma 5.2 (The new 2×2 block-diagonal part). The new block-diagonal part
is
D+ := D+[R] = i
(
D(1)+ 0
0 −D(1)+
)
, D(1)+ := D(1) +[R(1)] = diagj∈ND+j ,
where
D+j := Dj + (R
(1))jj(0) = mjIj + D̂j + (R
(1))jj(0) = mjIj + D̂
+
j ,
D̂+j := D̂j + (R
(1))jj(0) , ∀j ∈ N , (5.57)
and
‖D+j −Dj‖Lip(γ) l j−1|R|D||Lip(γ)s0 . (5.58)
Moreover, if ui(ω) = (ui(ω), ψi(ω)), i = 1, 2 are families of Sobolev functions,
for all ω ∈ Ωγ1ν (u1) ∩ Ωγ2ν (u2), γ/2 ≤ γ1, γ2 ≤ 2γ, for all j ∈ N,
‖(D̂+j (u1)− D̂+j (u2))− (D̂j(u1)− D̂j(u2))‖L2 l |R(u1)−R(u2)|s0 . (5.59)
Proof. Notice that, since R(1)(ϕ) is selfadjoint, the operators (R(1))jj(0) :
Ej → Ej are self-adjoint for all j ∈ N, i.e. (R(1))jj(0) ∈ S(Ej). Since Dj , D̂j
are self-adjoint, we get that D+j , D̂
+
j are self-adjoint for all j ∈ N. Further-
more, by Lemma 2.6
‖D+j −Dj‖Lip(γ) = ‖D̂+j − D̂j‖Lip(γ) = ‖(R(1))jj(0)‖Lip(γ)
≤ j−1supk∈N‖(R(1))kk(0)k‖Lip(γ) ≤ j−1|R|D||Lip(γ)s0 ,
which is the estimate (5.58).
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Since, by (5.57) we have
(
D̂+j (u1)−D̂+j (u2)
)−(D̂j(u1)−D̂j(u2)) = (R(1))jj(0;u1)−
(R(1))jj(0;u2) , the estimate (5.59) follows since, applying again Lemma 2.6,
for all j ∈ N
‖(R(1))jj(0;u1)− (R(1))jj(0;u2)‖l |R(1)(u1)−R(1)(u2)|s0 .

5.3. The iteration
Let ν ≥ 0 and let us suppose that (Si)ν are true. We prove (Si)ν+1. To
simplify notations, in this proof we write | · |s for | · |Lip(γ)s .
Proof of (S1)ν+1. Since the self-adjoint 2× 2 blocks Dνj ∈ S(Ej) are
defined on Ωγν , the set Ω
γ
ν+1 is well-defined and by Lemma 5.1, the following
estimates hold on Ωγν+1
|Ψν |D||s ≤s N2τ+1ν γ−1|Rν |D||s
(5.17)
≤s N2τ+1ν N−aν−1γ−1|R0|D||s+b , (5.60)
and in particular, by (5.7), (5.9), (5.6), (5.5), taking δ0 small enough,
|Ψν |D||s0 ≤ 1 . (5.61)
By (5.61), we can apply Lemma 2.10 to the map Φ±1ν := exp(±Ψν) and using
also Lemma 2.6-(ii) we obtain that
|Φ±1ν − I2|s ≤ |(Φ±1ν − I2)|D||s ≤s |Ψν |D||s . (5.62)
By (5.56) we get Lν+1 := Φ−1ν LνΦν = ω · ∂ϕI2 + Dν+1 +Rν+1, where
Dν+1 := Dν + [Rν ] and
Rν+1 := (Φ−1ν − I2)[Rν ]
+ Φ−1ν
(
Π⊥NνRν + ω · ∂ϕΨν,≥2 + [Dν ,Ψν,≥2] +Rν(Φν − I2)
)
. (5.63)
Note that, since Rν is defined on Ωγν and Ψν is defined on Ωγν+1, the remain-
der Rν+1 is defined on Ωγν+1 too. Since the remainder Rν : Hs0(Tν+1) →
Hs0(Tν+1) is Hamiltonian, the map Ψν : Hs0(Tν+1) → Hs0(Tν+1) is Hamil-
tonian, then Φν : H
s
0(Tν+1) → Hs0(Tν+1) is symplectic and the operator
Lν+1 : Hs0(Tν+1)→ Hs−10 (Tν+1) is still Hamiltonian.
Now let us prove the estimates (5.17) for Rν+1. Applying Lemmata 2.6,
2.7 and the estimates (5.61), (5.60), (5.62), we get
|(Φ−1ν − I2)[Rν ]|D||s , |Φ−1ν Rν(Φν − I2)|D||s
≤s N2τ+1ν γ−1|Rν |D||s|Rν |D||s0 (5.64)
and
|Φ−1ν Π⊥NνRν |D||s ≤s |ΠNνRν |D||s +N2τ+1ν γ−1|Rν |D||s|Rν |D||s0 . (5.65)
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Then, it remains to estimate the term Φ−1ν
(
ω · ∂ϕΦν,≥2 + [Dν ,Φν,≥2]
)|D| in
(5.63). A direct calculation shows that for all n ≥ 2
ω · ∂ϕ(Ψnν ) + [Dν ,Ψnν ] =
∑
i+k=n−1
Ψiν(ω · ∂ϕΨν + [Dν ,Ψν ])Ψkν
(5.32)
=
∑
i+k=n−1
Ψiν([Rν ]−Rν)Ψkν , (5.66)
therefore using (5.61), (5.60), (2.89) and that |Ψν |s
Lemma 2.6−(ii)
≤ |Ψν |D||s
we get that for all n ≥ 2∣∣∣(ω · ∂ϕ(Ψnν ) + [Dν ,Ψnν ])|D|∣∣∣
s
≤ n2C(s)n
(
(|Ψν |D||s0)n−1|Rν |D||s + (|Ψν |D||s0)n−2|Ψν |D||s|Rν |D||s0
)
≤ 2n2C(s)nN2τ+1ν γ−1|Rν |D||s|Rν |D||s0 , (5.67)
for some constant C(s) > 0. Thus∣∣∣(ω · ∂ϕΨν,≥2 + [Dν ,Ψν,≥2])|D|∣∣∣
s
≤
∑
n≥2
1
n!
∣∣∣(ω · ∂ϕ(Ψnν ) + [Dν ,Ψnν ])|D|∣∣∣
s
(5.67)
≤ N2τ+1ν γ−1|Rν |D||s|Rν |D||s02
∑
n≥2
C(s)nn2
n!
≤s N2τ+1ν γ−1|Rν |D||s|Rν |D||s0 . (5.68)
The estimates (5.62), (5.68) and Lemma 2.7 imply that∣∣∣Φ−1ν (ω · ∂ϕΨν,≥2 + [Dν ,Ψν,≥2])|D|∣∣∣
s
≤s N2τ+1ν γ−1|Rν |D||s|Rν |D||s0 . (5.69)
Collecting the estimates (5.64)-(5.69) we obtain the estimate
|Rν+1|D||s ≤s |ΠNνRν |D||s +N2τ+1ν γ−1|Rν |D||s|Rν |D||s0 , (5.70)
which implies (using the smoothing property (2.100) and (5.9), (5.17) )
|Rν+1|D||s ≤s N−bν |Rν |D||s+b +N2τ+1ν γ−1|Rν |D||s|Rν |D||s0 , (5.71)
|Rν+1|D||s+b ≤ C(s+ b)|Rν |D||s+b . (5.72)
Hence
|Rν+1|D||s+b
(5.72),(5.17)
≤ C(s+ b)|R0|D||s+bNν−1 ≤ |R0|D||s+bNν ,
for N0 := N0(s, b) > 0 large enough and then the second inequality in (5.17)
for Rν+1 has been proved. Let us prove the first inequality in (5.17) at the
step ν + 1. We have
|Rν+1|D||s
(5.72),(5.17)
≤s N−bν Nν−1|R0|D||s+b +N2τ+1ν N−2aν−1γ−1|R0|D||s0+b|R0|D||s+b
≤ |R0|D||s+bN−aν ,
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provided
Nb−aν N
−1
ν−1 ≥ 2C(s) , γ−1|R0|D||s0+b ≤
N2aν−1N
−a−2τ−1
ν
2C(s)
,
which are verified by (5.5), (5.6), (5.7) and (5.9), taking N0 large enough and
δ0 small enough.
The estimate (5.16) for D̂ν+1j follows by a telescopic argument, since D̂
ν+1
j =∑ν
k=0 D̂
k+1
j − D̂kj and applying the estimates (5.58), (5.17), (5.7).
Proof of (S2)ν+1 We now construct a Lipschitz extension of the function
ω ∈ Ωγν+1 7→ Dν+1j (ω) ∈ S(Ej), for all j ∈ N. We apply Lemma M.5 in
[36]. Note that the space S(Ej), defined in (2.78), is a Hilbert subspace of
L(Ej) equipped by the scalar product defined in (2.71). By the inductive
hypothesis, there exists a Lipschitz function D˜νj : Ωo → S(Ej), satisfying
D˜νj (ω) = D
ν
j (ω), for all ω ∈ Ωγν . Now we construct a self-adjoint extension
of the self-adjoint operator Dν+1j = D
ν
j + [D]
ν
j , where [D]
ν
j := (R
(1)
ν )
j
j(0). By
(5.58), for all j ∈ N, one has that
‖[D]νj ‖Lip(γ) = ‖Dν+1j −Dνj ‖Lip(γ) l j−1|Rν |D||Lip(γ)s0
(5.17)
l N−aν−1|R0|D||s0+bj−1
(5.7)
l N−aν−1εj
−1
and then by Lemma M.5 in [36] there exists a Lipschitz extension [D˜]νj : Ωo →
S(Ej) of [D]νj : Ωγν → S(Ej) still satisfying the above estimate. Therefore we
define D˜ν+1j := D˜
ν
j + [D˜]
ν
j .
Proof of (S3)ν+1. As a notation we write ∆12A := A(u1) − A(u2), for
any operator A = A(u) depending on u. Now we will estimate the operator
∆12Rν+1, where Rν+1 is defined in (5.63). Moreover, we define
Rν(s) := max{|Rν(u1)|s, |Rν(u2)|s} , ∀s ∈ [s0, s0 + b] .
Note that, by (5.17) and (5.7) and by Lemma 2.6-(ii), one gets
Rν(s0)l εN−aν−1 , Rν(s0 + b)l εNν−1 . (5.73)
By (5.34), (5.35), (5.73), (5.21), (5.22), Lemma 2.6-(ii), one has
|∆12Ψν |s0lN2τ+1ν N−aν−1εγ−1‖u1 − u2‖s0+σ+b , (5.74)
|∆12Ψν |s0+b lN2τ+1ν Nν−1εγ−1‖u1 − u2‖s0+σ+b , (5.75)
|Ψν(u1)|s0 , |Ψν(u2)|s0 lN2τ+1ν N−aν−1εγ−1 , (5.76)
|Ψν(u1)|s0+b , |Ψν(u2)|s0+b lN2τ+1ν Nν−1εγ−1 . (5.77)
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By the estimates (5.62) (applied to Φν = Φν(ui), i = 1, 2 ), (5.76)-(5.77) and
using also (2.91), one gets
|Φ±1ν (ui)− I2|s0 lN2τ+1ν N−aν−1εγ−1 , (5.78)
|Φ±1ν (ui)− I2|s0+b lN2τ+1ν Nν−1εγ−1 , (5.79)
|∆12Φ±1ν |s0 lN2τ+1ν N−aν−1εγ−1‖u1 − u2‖s0+σ+b , (5.80)
|∆12Φ±1ν |s0+b lN2τ+1ν Nν−1εγ−1‖u1 − u2‖s0+σ+b . (5.81)
We estimate separately the terms of ∆12Rν+1, where, by (5.63)
Rν+1 = (Φ−1ν − I2)[Rν ] + Φ−1ν Hν , (5.82)
Hν := Π⊥NνRν + ω · ∂ϕΨν,≥2 + [Dν ,Ψν,≥2] +Rν(Φν − I2) .
In the following we will use that by (5.5), (5.6), (5.9) (choosing δ0 small
enough)
N2τ+1ν N
−a
ν−1εγ
−1 ≤ 1 , ∀ν ≥ 0 . (5.83)
Lemma 2.6-(iii), Lemma 2.7 and the estimates (5.78)-(5.81), (5.73), (5.21),
(5.22), (5.83) imply that
|∆12
{
(Φ−1ν − I2)[Rν ]
}|s0 , |∆12{Rν(Φν − I2)}|s0 (5.84)
lN2τ+1ν N
−2a
ν−1ε
2γ−1‖u1 − u2‖s0+σ+b ,
|∆12
{
(Φ−1ν − I2)[Rν ]
}|s0+b , |∆12{Rν(Φν − I2)}|s0+b (5.85)
lNν−1ε‖u1 − u2‖s0+σ+b .
Moreover by (2.100), (5.21), (5.22) one gets
|Π⊥Nν∆12Rν |s0 lN−bν Nν−1ε‖u1 − u2‖s0+σ+b , (5.86)
|Π⊥Nν∆12Rν |s0+b lNν−1ε‖u1 − u2‖s0+σ+b . (5.87)
It remains to estimate only the term ∆12
{
ω · ∂ϕΦν,≥2 + [Dν ,Φν,≥2]
}
, where
we recall that Φν,≥2 =
∑
n≥2
Ψnν
n! . By (5.66), for all n ≥ 2 we have
∆12
{
ω · ∂ϕΨnν + [Dν ,Ψnν ]
}
=
∑
i+k=n−1
∆12
{
Ψiν([Rν ]−Rν)Ψkν
}
. (5.88)
Iterating the interpolation estimate of Lemma 2.7 and using (5.21), (5.22),
(5.73), (5.74)-(5.77), we have that for all i+ k = n− 1,
|∆12
{
Ψiν([Rν ]−Rν)Ψkν
}|s0
≤ nC(s0)n
(
N2τ+1ν N
−a
ν−1εγ
−1
)n−2
N2τ+1ν N
−2a
ν−1ε
2γ−1‖u1 − u2‖s0+σ+b
(5.83)
≤ nC(s0)nN2τ+1ν N−2aν−1ε2γ−1‖u1 − u2‖s0+σ+b (5.89)
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and
|∆12
{
Ψiν([Rν ]−Rν)Ψkν
}|s0+b
≤ nC(s0 + b)n
(
N2τ+1ν N
−a
ν−1εγ
−1
)n−1
Nν−1ε‖u1 − u2‖s0+σ+b
(5.83)
≤ nC(s0 + b)nNν−1ε‖u1 − u2‖s0+σ+b . (5.90)
Hence∣∣∣ω · ∂ϕΦν,≥2 + [Dν ,Φν,≥2]∣∣∣
s0
(5.88)
≤
∑
n≥2
1
n!
∑
i+k=n−1
∣∣∆12{Ψiν([Rν ]−Rν)Ψkν}∣∣s0
(5.89)
≤ N2τ+1ν N−2aν−1ε2γ−1‖u1 − u2‖s0+σ+b
∑
n≥2
n2C(s0)
n
n!
lN2τ+1ν N
−2a
ν−1ε
2γ−1‖u1 − u2‖s0+σ+b (5.91)
and∣∣∣ω · ∂ϕΦν,≥2 + [Dν ,Φν,≥2]∣∣∣
s0+b
(5.88)
≤
∑
n≥2
1
n!
∑
i+k=n−1
∣∣∆12{Ψiν([Rν ]−Rν)Ψkν}∣∣s0+b
(5.90)
≤ Nν−1ε‖u1 − u2‖s0+σ+b
∑
n≥2
n2C(s0 + b)
n
n!
lNν−1ε‖u1 − u2‖s0+σ+b . (5.92)
Collecting the estimates (5.86), (5.87), (5.91), (5.92) and recalling the defini-
tion of Hν in (5.82), one gets
|∆12Hν |s0 l
(
N−bν Nν−1ε+N
2τ+1
ν N
−2a
ν−1ε
2γ−1
)
‖u1 − u2‖s0+σ+b (5.93)
|∆12Hν |s0+b lNν−1ε‖u1 − u2‖s0+σ+b . (5.94)
Arguing as in the proof of (5.17) one can obtain that for i = 1, 2
|Hν(ui)|s0 lN−bν Nν−1ε+N2τ+1ν N−2aν−1ε2γ−1 , (5.95)
|Hν(ui)|s0+b lNν−1ε , (5.96)
thus, by (5.82), writing Φ−1ν Hν = Hν + (Φ−1ν − I2)Hν , using Lemma 2.7, and
the estimates (5.78)-(5.81), (5.83)-(5.85), (5.93)-(5.96), one obtains
|∆12Rν+1|s0 ≤ C(τ, ν)
(
N−bν Nν−1ε+N
2τ+1
ν N
−2a
ν−1ε
2γ−1
)
‖u1 − u2‖s0+σ+b
≤ K0N−aν ε ,
and
|∆12Rν+1|s0+b ≤ C(τ, ν)Nν−1ε‖u1 − u2‖s0+σ+b ≤ K0Nνε‖u1 − u2‖s0+σ+b
by (5.5), (5.6), taking N0 large enough and εγ
−1 small enough. Then the
estimate (5.21), (5.22) has been proved at the step ν + 1. The estimates
(5.23), (5.24) follow by (5.59), (5.21) and by a telescopic argument.
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Proof of (S4)ν+1 We have to prove that, if
K1N
τ
ν ε‖u1 − u2‖s0+σ+b ≤ ρ , (5.97)
for a suitable constant K1 = K1(τ, ν) > 0, then
ω ∈ Ωγν+1(u1) =⇒ ω ∈ Ωγ−ρν+1(u2) .
By the definiton (5.13), we have Ωγν+1(u1) ⊆ Ωγν(u1), and by the inductive
hypothesis Ωγν(u1) ⊆ Ωγ−ρν (u2), hence
ω ∈ Ωγν+1(u1) =⇒ ω ∈ Ωγ−ρν (u2) ⊆ Ωγ/2ν (u2) . (5.98)
Then for all j ∈ N, the 2×2 matrices Dνj (u2) = Dνj (ω, u2(ω)) are well defined
on Ωγν+1(u1). We set for convenience
∆12A
−
ν (`, j, j
′) := A−ν (`, j, j
′;u2)−A−ν (`, j, j′;u1) .
By (5.98), on the set Ωγν+1(u1), both the operators A
−
ν (`, j, j
′;u1) and A−ν (`, j, j
′;u2)
are well defined. By the estimate (5.55),
‖∆12A−ν (`, j, j′)‖Op(j,j′) l ε〈j − j′〉‖u1 − u2‖s0+σ+b . (5.99)
Now we write
A−ν (`, j, j
′;u2) = A−ν (`, j, j
′;u1) + ∆12A−ν (`, j, j
′)
= A−ν (`, j, j
′;u1)
{
Ij,j′ + A
−
ν (`, j, j
′;u1)−1∆12A−ν (`, j, j
′)
}
. (5.100)
For all |`| ≤ Nν , we have
‖A−ν (`, j, j′;u1)−1∆12A−ν (`, j, j′)‖Op(j,j′)
≤ ‖A−ν (`, j, j′;u1)−1‖Op(j,j′)‖∆12A−ν (`, j, j′)‖Op(j,j′)
(5.99)
l
〈`〉τ
γ〈j − j′〉ε〈j − j
′〉‖u1 − u2‖s0+σ+b l 〈`〉τεγ−1‖u1 − u2‖s0+σ+b
lNτν εγ−1‖u1 − u2‖s0+σ+b
(5.97)
≤ ργ−1 . (5.101)
Since ρ ≤ γ/2, we get that the operator Ij,j′+A−ν (`, j, j′;u1)−1∆12A−ν (`, j, j′)
is invertible and by Neumann series we get∥∥∥(Ij,j′ + A−ν (`, j, j′;u1)−1∆12A−ν (`, j, j′))−1∥∥∥
Op(j,j′)
≤ γ
γ − ρ . (5.102)
By (5.100), (5.102) we get
‖A−ν (`, j, j′;u2)−1‖Op(j,j′) ≤
γ
γ − ρ‖A
−
ν (`, j, j
′;u1)−1‖Op(j,j′)
≤ γ
γ − ρ
〈`〉τ
γ〈j − j′〉 ≤
〈`〉τ
(γ − ρ)〈j − j′〉 . (5.103)
By similar arguments one can also prove that on the set Ωγν+1(u1) the fol-
lowing estimate holds
‖A+ν (`, j, j′;u2)−1‖Op(j,j′) ≤
〈`〉τ
(γ − ρ)〈j + j′〉 . (5.104)
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Summarizing we have proved that if ω ∈ Ωγν+1(u1), then (5.103), (5.104) hold,
implying that ω ∈ Ωγ−ρν+1(u2) (recall the definition (5.13)). This concludes the
proof of (S4)ν+1.
5.4. Conjugation to a 2× 2-block diagonal operator
In this Section we prove that the operator L0 in (5.1) can be conjugated to
the 2×2, time independent, block-diagonal operator L∞ in (5.116). This will
be proved in Theorem 5.2 and it is a consequence of the KAM reducibility
Theorem 5.1. First, we state some auxiliary results.
Corollary 5.1. (KAM transformation) ∀ω ∈ ∩ν≥0Ωγν the sequence
Φ˜ν := Φ0 ◦ Φ1 ◦ · · · ◦ Φν (5.105)
converges in | · |Lip(γ)s to an operator Φ∞ and∣∣Φ±1∞ − I2∣∣Lip(γ)s ≤s |R0|D||Lip(γ)s+b γ−1 . (5.106)
Moreover Φ±1∞ is symplectic.
Proof. The proof is similar to the one of Corollary 4.1 in [6] and hence it is
omitted. 
By Theorem 5.1-(S2)ν , for all j ∈ N, the sequence of the 2 × 2 blocks
(D˜νj )ν≥0 (defined for ω ∈ Ωo) is a Cauchy sequence in S(Ej) (recall (2.78))
with respect to ‖ · ‖Lip(γ), then, it converges to a limit D∞j (ω) ∈ S(Ej), for
any ω ∈ Ωo. We have
D∞j (ω) := lim
ν→+∞ D˜
ν
j (ω) = D˜
0
j (ω) + D̂
∞
j (ω). (5.107)
D̂∞j (ω) :=
∑
ν≥0
D˜ν+1j (ω)− D˜νj (ω) .
It could happen that Ωγν0 = ∅ (see (5.13)) for some ν0. In such a case the
iterative process of Theorem 5.1 stops after finitely many steps. However, we
can always set D˜νj := D˜
ν0
j , ∀ν ≥ ν0, and the functions D∞j : Ωo → S(Ej) are
always well defined.
Corollary 5.2. (Final blocks) For all ν ≥ 0, j ∈ N,
‖D∞j − D˜νj ‖Lip(γ) lN−aν−1εj−1 , ‖D̂∞j ‖Lip(γ) l εj−1 . (5.108)
Proof. The bound (5.108) follows by a telescoping argument, applying the
estimate (5.20). 
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Now we define the Cantor set
Ω2γ∞ := Ω
2γ
∞(u)
:=
{
ω ∈ Ωo : ‖A−∞(`, j, j′;ω)−1‖ ≤
〈`〉τ
2γ〈j − j′〉 , ∀(`, j, j
′) ∈ Zν × N× N ,
(`, j, j′) 6= (0, j, j) , ‖A+∞(`, j, j′;ω)−1‖ ≤
〈`〉τ
2γ〈j + j′〉 ,
∀(`, j, j′) ∈ Zν × N× N
}
, (5.109)
where the operators A±∞(`, j, j
′) = A±∞(`, j, j
′;ω) = A±∞(`, j, j
′;ω, u(ω)) :
L(Ej′ ,Ej)→ L(Ej′ ,Ej) are defined by
A−∞(`, j, j
′) := ω · `Ij,j′ +ML(D∞j )−MR(D∞j′ ) , (5.110)
A+∞(`, j, j
′) := ω · `Ij,j′ +ML(D∞j ) +MR(D
∞
j′ ) . (5.111)
Lemma 5.3. (Cantor set)
Ω2γ∞ ⊂ ∩ν≥0Ωγν . (5.112)
Proof. It suffices to show that for any ν ≥ 0, Ω2γ∞ ⊆ Ωγν . We argue by induc-
tion. For ν = 0, since Ωγ0 = Ωo, it follows from the definition (5.109) that
Ω2γ∞ ⊆ Ωγ0 . Assume that Ω2γ∞ ⊆ Ωγν for some ν ≥ 0 and let us prove that
Ω2γ∞ ⊆ Ωγν+1. Let ω ∈ Ω2γ∞ . By the inductive hypothesis ω ∈ Ωγν , hence by
Theorem 5.1, the self-adjoint matrices Dνj (ω) ∈ S(Ej) are well defined for all
j ∈ N and Dνj (ω) = D˜νj (ω). By the definitions (5.14), (5.15), also the matri-
ces A±ν (`, j, j
′;ω) are well defined. Since ω ∈ Ω2γ∞ , A−∞(`, j, j′;ω) is invertible
and we may write
A−ν (`, j, j
′;ω) = A−∞(`, j, j
′;ω) + ∆−∞(`, j, j
′;ω)
= A−∞(`, j, j
′;ω)
(
Ij,j′ + A
−
∞(`, j, j
′;ω)−1∆−∞(`, j, j
′;ω)
)
where
∆−∞(`, j, j
′;ω) := ML
(
Dνj (ω)−D∞j (ω)
)−MR(Dνj′(ω)−D∞j′ (ω)) .
By the property (2.77) and by the estimate (5.108)
‖∆−∞(`, j, j′;ω)‖Op(j,j′) lN−aν−1εj−1 . (5.113)
Moreover, one has that for all |`| ≤ Nν , j, j′ ∈ N, with (`, j, j′) 6= (0, j, j)
‖A−∞(`, j, j′;ω)−1∆−∞(`, j, j′;ω)‖Op(j,j′) l
NτνN
−a
ν−1
2γ〈j − j′〉ε ≤
1
2
, (5.114)
by (5.6), and for δ0 in (5.9) small enough. Therefore the operator A
−
ν (`, j, j
′;ω)
is invertible, with inverse given by the Neumann series. For all |`| ≤ Nν ,
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j, j′ ∈ N with (`, j, j′) 6= (0, j, j′)
‖A−ν (`, j, j′;ω)−1‖Op(j,j′) ≤
‖A−∞(`, j, j′;ω)−1‖Op(j,j′)
1− ‖A−∞(`, j, j′;ω)−1∆−∞(`, j, j′;ω)‖Op(j,j′)
(5.114)
≤ 2‖A−∞(`, j, j′;ω)−1‖Op(j,j′)
(5.109)
≤ 〈`〉
τ
γ〈j − j′〉 .
By similar arguments, one can also obtain that for any (`, j, j′) ∈ Zν ×N×N
with |`| ≤ Nν
‖A+ν (`, j, j′;ω)−1‖Op(j,j′) ≤
〈`〉τ
γ〈j + j′〉
and then the lemma follows. 
To state the main result of this section we introduce the operator
D∞ := i
(
D(1)∞ 0
0 −D(1)∞
)
, D(1)∞ := diagj∈ND∞j , (5.115)
where the 2× 2 self-adjoint blocks D∞j ∈ S(Ej) are defined in (5.107). Fur-
thermore, we introduce, for ω ∈ Ωo, the operator
L∞(ω) := ω · ∂ϕI2 +D∞(ω). (5.116)
Then L∞(ω) is a ϕ-independent block-diagonal bounded linear Hamiltonian
operator L∞(ω) : Hs0(Tν+1)→ Hs−10 (Tν+1), for any s ≥ 1.
Theorem 5.2. Under the same assumptions of Theorem 5.1, the following
holds:
(i) For all ω ∈ Ω2γ∞ and s ∈ [s0, S − σ¯ − b], the transformations Φ±1∞ :
Hs0(Tν+1)→ Hs0(Tν+1) satisfy the estimates
|Φ±1∞ − I2|Lip(γ)s ≤s εγ−1(1 + ‖u‖Lip(γ)s+σ¯+b) . (5.117)
(ii) On the set Ω2γ∞ , the Hamiltonian operator L0 in (5.1) is conjugated to
the Hamiltonian operator L∞ by Φ∞, namely for all ω ∈ Ω2γ∞ ,
L∞(ω) = Φ−1∞ (ω)L0(ω)Φ∞(ω) . (5.118)
Proof. (i) Since Ω2γ∞(u)
(5.112)
⊆ ∩ν≥0Ωγν(u), the estimate (5.106) holds on the
set Ω2γ∞ , and ∀s0 ≤ s ≤ S − σ¯ − b ,
|Φ±1∞ − I2|Lip(γ)s ≤sγ−1|R0|D||Lip(γ)s+b
(5.4)
≤s εγ−1(1 + ‖u‖Lip(γ)s+σ¯+b) ,
which is the claimed estimate (5.117).
(ii) By (5.18), (5.105) we get
Lν = Φ˜−1ν−1L0Φ˜ν−1 = ω · ∂ϕI2 +Dν +Rν , Φ˜ν = Φ0 ◦ . . . ◦ Φν . (5.119)
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Note that, for all ν ≥ 0,
|D(1)∞ −D(1)ν |Lip(γ)s
Lemma 2.6−(ii)
≤ |(D(1)∞ −D(1)ν )|D||Lip(γ)s
= sup
j∈N
j‖D∞j −Dνj ‖Lip(γ)
(5.108)
l εN−aν−1
ν→+∞→ 0 (5.120)
and for any s ∈ [s0, S − σ¯ − b]
|Rν |Lip(γ)s
Lemma 2.6−(ii)
≤ |Rν |D||Lip(γ)s
(5.17),(5.4)
l εN−aν−1
(
1+‖u‖Lip(γ)s+σ¯+b
) ν→+∞→ 0 .
Hence, |Lν −L∞|Lip(γ)s ν→+∞→ 0 for all s0 ≤ s ≤ S − σ¯ − b. Since, by Lemma
5.1, Φ˜±1ν
ν→+∞→ Φ±1∞ in the norm | · |Lip(γ)s , formula (5.118) follows by passing
to the limit in (5.119). 
Corollary 5.3. Assume (4.3) with µ = σ + b + s0, then for any s0 ≤ s ≤
S − σ − b − s0, for any ϕ ∈ Tν , the maps Φ±1∞ (ϕ) : Hs0(Tx) → Hs0(Tx) and
they satisfy the estimates
|Φ±1∞ (ϕ)|s,x ≤s 1 + ‖u‖s+σ+b+s0 .
Proof. The claimed estimate follows by Lemma 2.13-(ii) and by the estimate
(5.117). 
6. Inversion of the operator L
We define
W1 := SB(AI2)VΦ∞ , W2 := SB(AI2)ρVΦ∞ (6.1)
(recall the Definitions (4.9), (4.28), (4.49), (4.30) and Corollary 5.1). By Sec-
tions 4, 5, the operator L in (4.1) may be written as
L =W2L∞W−11 , (6.2)
where the operator L∞ is given in (5.116).
Lemma 6.1. There exists µ0 := µ0(τ, ν) > 0, µ0 ≥ σ¯ + b such that if (4.3)
holds with µ = µ0, then the operators W1 and W2 defined in (6.1) satisfies
for any s0 ≤ s ≤ S − µ0, m = 1, 2
Wm : Hs+
1
2
0 (T
ν+1)→ Hs0(Tν+1,R2) , W−1m : Hs+
1
2
0 (T
ν+1,R2)→ Hs0(Tν+1)
‖W±1m h±‖Lip(γ)s ≤s ‖h±‖Lip(γ)s+µ0 + ‖u‖
Lip(γ)
s+µ0 ‖h±‖
Lip(γ)
s0+µ0 , m = 1, 2
for any Lipschitz family of Sobolev functions h+(·;ω) ∈ Hs+µ00 (Tν+1), h−(·;ω) ∈
Hs+µ0(Tν+1,R2), ω ∈ Ω2γ∞(u).
Proof. The lemma follows by the estimates (4.16), (4.37), (4.38), (4.55),
(4.40), (5.117) and applying also Lemma 2.8. 
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For all ` ∈ Zν , for all j ∈ N, for all ω ∈ Ωo = Ωo(u), we define the 2 × 2
matrix B∞(`, j;ω) = B∞(`, j;ω, u(ω)) as
B∞(`, j;ω) := ω · ` Ij + D∞j (ω) (6.3)
(recall (2.63), (5.107)). Then we define the set
Λ2γ∞(u) :=
{
ω ∈ Ωo(u) : ‖B∞(`, j;ω)−1‖ ≤ 〈`〉
τ
2γ j
, ∀(`, j) ∈ Zν ×N
}
. (6.4)
We prove the following
Lemma 6.2 (Invertibility of L∞). For all ω ∈ Λ2γ∞(u), the operator L∞ is
invertible and its inverse L−1∞ : Hs+2τ+10 (Tν+1) → Hs0(Tν+1) satisfies the
tame estimate
‖L−1∞ h‖Lip(γ)s l γ−1‖h‖Lip(γ)s+2τ+1
for any Lipschitz family h(·;ω) ∈ Hs+2τ+10 (Tν+1), ω ∈ Λ2γ∞(u)
Proof. By (5.115), (5.116) the operator L∞ has the form
L∞ =
(
L(1)∞ 0
0 L(1)∞
)
, L(1)∞ := ω · ∂ϕ + iD(1)∞ ,
then it suffices to prove that L(1)∞ is invertible and its inverse satisfies the
claimed estimate. Let ω ∈ Λ2γ∞(u), and let h ∈ Hs+τ0 (Tν+d). Using the block-
representation (2.64), we have
[L(1)∞ ]−1h(ϕ, x) =
∑
(`,j)∈Zν×N
B∞(`, j;ω)−1[ĥj(`)]ei`·ϕ , (6.5)
where the 2 × 2 self-adjoint matrices B∞(`, j;ω) are defined in (6.3). Using
(2.11), we get
‖[L(1)∞ ]−1h‖2s ≤
∑
(`,j)∈Zν×N
〈`, j〉2s‖B∞(`, j;ω)−1ĥj(`)‖2L2
(6.4)
l
∑
(`,j)∈Zν×N
〈`, j〉2s〈`〉2τγ−2‖ĥj(`)‖2L2 l γ−2‖h‖2s+τ . (6.6)
Now let us consider a Lipschitz family of Sobolev functions ω ∈ Λ2γ∞(u) →
h(·;ω) ∈ Hs+2τ+10 . Then, for any ω1, ω2 ∈ Λ2γ∞(u) one has that
[L(1)∞ (ω1)]−1h(ω1)− [L(1)∞ (ω2)]−1h(ω2)
= [L(1)∞ (ω1)]−1
(
h(ω1)− h(ω2)
)
+
(
L(1)∞ (ω1)− L(1)∞ (ω2)
)
h(ω2) . (6.7)
Arguing as in (6.6), the first term in (6.7) satisfies∥∥∥[L(1)∞ (ω1)]−1(h(ω1)− h(ω2))∥∥∥
s
l γ−1‖h(ω1)− h(ω2)‖s+τ
l γ−2‖h‖Lip(γ)s+τ |ω1 − ω2| . (6.8)
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Now we estimate the second term in (6.7). One has that(
L(1)∞ (ω1)−1 − L(1)∞ (ω2)−1
)
h(ω2)
=
∑
(`,j)∈Zν×N
(
B∞(`, j;ω1)−1 −B∞(`, j;ω2)−1
)
ĥj(`;ω2)e
i`·ϕ .
Since
B∞(`, j;ω1)−1 −B∞(`, j;ω2)−1
= B∞(`, j;ω1)−1
(
B∞(`, j;ω2)−B∞(`, j;ω1)
)
B∞(`, j;ω2)−1 ,
using that ω1, ω2 ∈ Λ2γ∞(u), one has that∥∥∥B∞(`, j;ω1)−1 −B∞(`, j;ω2)−1∥∥∥
≤ 〈`〉
2τ
γ2j2
∥∥∥B∞(`, j;ω2)−B∞(`, j;ω1)∥∥∥ . (6.9)
Furthermore, by (5.107), (5.12) one gets
‖B∞(`, j;ω2)−B∞(`, j;ω1)‖
≤ |ω1 − ω2||`|+ |m(ω1)−m(ω2)|j + ‖D̂∞j (ω2)− D̂∞j (ω1)‖
(4.36),(5.108)
l
(|`|+ εγ−1j)|ω1 − ω2| . (6.10)
The estimates (6.9), (6.10) (using that εγ−1 ≤ 1) imply that∥∥∥B∞(`, j;ω1)−1 −B∞(`, j;ω2)−1∥∥∥l 〈`〉2τ+1γ−2|ω1 − ω2| . (6.11)
Therefore∥∥∥(L(1)∞ (ω1)−1 − L(1)∞ (ω2)−1)h(ω2)∥∥∥2
s
(2.11)
≤
∑
(`,j)∈Zν×N
〈`, j〉2s
∥∥∥(B∞(`, j;ω1)−1 −B∞(`, j;ω2)−1)ĥj(`;ω2)∥∥∥2
L2
(6.9)
l γ−4
∑
(`,j)∈Zν×N
〈`, j〉2s〈`〉4τ+2‖ĥj(`;ω2)‖2L2 |ω1 − ω2|2 (6.12)
which implies (recalling (2.11)) that∥∥∥(L(1)∞ (ω1)− L(1)∞ (ω2))h(ω2)∥∥∥
s
l γ−2‖h‖sups+2τ+1|ω1 − ω2| . (6.13)
Hence, by (6.7), (6.8), (6.13), one gets
γ‖[L(1)∞ ]−1h‖lips l γ−1‖h‖Lip(γ)s+2τ+1 . (6.14)
Recalling (6.6) and the definition of the norm ‖ · ‖Lip(γ)s in (2.5), the lemma
follows. 
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Theorem 6.1 (Invertibility of L). Let γ ∈ (0, 1) and τ > 0. There exists a
constant
µ1 = µ1(τ, ν) ≥ µ0 ≥ σ + b (6.15)
where µ0 is given in Lemma 6.1, such that for any Lipschitz family u(·;ω) ∈
HS0 (Tν+1,R2), S ≥ s0 + µ1, satisfying
‖u‖Lip(γ)s0+µ1 ≤ 1 (6.16)
there exists a constant δ1 = δ1(S, τ, ν) > 0 (possibly smaller than the constant
δ0 given in Theorem 5.1) such that if
εγ−1 ≤ δ1 , (6.17)
then for all ω ∈ Ω2γ∞(u) := Ω2γ∞(u)∩Λ2γ∞(u) (see (6.4), (5.109)), the operator
L defined in (4.1) is invertible and its inverse L−1 : Hs+µ10 (Tν+1,R2) →
Hs0(Tν+1,R2) satisfies ∀s0 ≤ s ≤ S − µ1 the tame estimate
‖L−1h‖Lip(γ)s ≤s γ−1
(‖h‖Lip(γ)s+µ1 + ‖u‖Lip(γ)s+µ1 ‖h‖Lip(γ)s0+µ1) , (6.18)
for any Lipschitz family h(·;ω) ∈ Hs+µ10 (Tν+1,R2), ω ∈ Ω2γ∞(u).
Proof. The estimate (6.18) follows by (6.2) and by Lemmata 6.1, 6.2. 
7. The Nash-Moser iteration
Our next goal is to prove Theorem 3.1. It will be a consequence of Theorem
7.1 below where we construct iteratively a sequence of better and better
approximate solutions of the operator F(u) = F(ε, ω,u), defined in (3.7),
and of the Sections 8, 9.
We consider the finite-dimensional subspaces
Hn :=
{
u ∈ L20(Tν+1,R2) : u = Πnu
}
where Πn is the projector
Πnu := (Πnu,Πnψ) , Πnh(ϕ, x) :=
∑
|(`,j)|≤Nn
ĥj(`)e
i(`·ϕ+j·x) (7.1)
with Nn = N
χn
0 (see (5.5)). We also define Π
⊥
n := Id − Πn. The projectors
Πn, Π
⊥
n satisfy the following classical smoothing properties for the weighted
norm ‖ · ‖Lip(γ)s , namely ∀s, b ≥ 0,
‖Πnu‖Lip(γ)s+b ≤ Kbn‖u‖Lip(γ)s , ‖Π⊥nu‖Lip(γ)s ≤ K−bn ‖u‖Lip(γ)s+b . (7.2)
In view of the Nash-Moser Theorem 7.1 we introduce the constants
κ := 6µ1 + 19 , b1 := 2µ1 + 4 + κ(1 + χ
−1) + 1 , (7.3)
a1 := κχ
−1 − 2µ1 , χ := 3
2
(7.4)
where µ1 := µ1(τ, ν) > 0 is given in Theorem 6.1.
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Theorem 7.1. (Nash-Moser) Let γ ∈ (0, 1) and τ > 0. Assume that f ∈
Cq(Tν × T,R), with q ≥ s0 + b1. There exist δ ∈ (0, 1) small enough and
N0 > 0, C∗ > 0 large enough such that if
εγ−1 ≤ δ (7.5)
then:
(P1)n For all n ≥ 0, there exists a function un := (un, ψn) : Gn ⊆ Ω → Hn,
ω 7→ un(ω) = (un(ω), ψn(ω)), with
‖un‖Lip(γ)s0+µ1 ≤ 1 , (7.6)
u0 := 0, where Gn are Cantor like subsets of Ω defined inductively by:
G0 := Ωγ,τ , Gn+1 := Ω2γn∞ (un) , ∀n ≥ 0 , (7.7)
(recall (2.7)) where γn := γ(1 + 2
−n) and the set Ω2γn(un) is given in
Theorem 6.1, with Ωo(un) = Gn. There exists a constant C ′∗ > C∗ such
that for all n ≥ 1, the difference hn := un − un−1 satisfies
‖hn‖Lip(γ)s0+µ1 ≤ C ′∗εγ−1N−a1n . (7.8)
(P2)n For all n ≥ 0, ‖F(un)‖Lip(γ)s0 ≤ C∗εN−κn .
(P3)n For all n ≥ 0, ‖un‖Lip(γ)s0+b1 ≤ C∗εγ−1Nκn , ‖F(un)‖
Lip(γ)
s0+b1 ≤ C∗εNκn .
All the Lip norms are defined on Gn.
Proof. To simplify notations, in this proof we write ‖ ·‖s instead of ‖ ·‖Lip(γ)s .
Step 1: Proof of (P1, 2, 3)0. They follow, since by (3.7),
F(0) =
(
0
εf⊥(ϕ, x)
)
, ‖F(0)‖s ≤ ε‖f‖s
and taking C∗ > max{‖f‖s0Nκ0 , ‖f‖s0+b1}.
Step 2: Assume that (P1, 2, 3)n hold for some n ≥ 0, and prove (P1, 2, 3)n+1.
We are going to define the successive approximation un+1. By (P1)n, one
has ‖un‖s0+µ1 ≤ 1, moreover the smallness condition (7.5) implies the small-
ness condition (6.17) of Theorem 6.1, by taking δ < δ1 = δ1(S, τ, ν) with
S = s0 +µ1 +b1. Then Theorem 6.1 can be applied to the linearized operator
Ln = L(un) = ∂uF(un) , (7.9)
implying that for all ω ∈ Gn+1 = Ω2γn∞ (un), the operator Ln is invertible
and its inverse satisfies ∀s0 ≤ s ≤ s0 + b1, ∀h ∈ Hs+µ10 (Tν+1,R2), the tame
estimate
‖L−1n h‖s ≤s γ−1
(
‖h‖s+µ1 + ‖un‖s+µ1‖h‖s0+µ1
)
. (7.10)
Specializing the above estimate for s = s0, using (7.6), one gets
‖L−1n h‖s0 ≤s0 γ−1‖h‖s0+µ1 . (7.11)
(7.12)
We define the successive approximation
un+1 := un + hn+1 , hn+1 := −Πn+1L−1n Πn+1F(un) ∈ Hn+1 (7.13)
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where Πn is defined in (7.1). We now show that the iterative scheme in (7.13)
is rapidly converging. We write
F(un+1) = F(un) + Lnhn+1 +Qn
where Ln := ∂uF(un) and
Qn := Q(un,hn+1) , Q(un,h) := F(un + h)−F(un)− Lnh , (7.14)
h ∈ Hn+1. Then, by the the definition of hn+1 in (7.13), writing Πn+1 =
Id−Π⊥n+1, we have
F(un+1) = F(un)− LnΠn+1L−1n Πn+1F(un) +Qn
= Π⊥n+1F(un) +Rn +Qn , (7.15)
where
Rn := [Ln , Π⊥n+1]L−1n Πn+1F(un) = [Πn+1 , Ln]L−1n Πn+1F(un) . (7.16)
We first note that, for all ω ∈ Gn, by (P2)n and by the smallness condition
(7.5), one has that
‖F(un)‖s0γ−1 ≤ 1 . (7.17)
Lemma 7.1. On the set Gn+1, defining
Bn := ‖F(un)‖s0+b1 + ε‖un‖s0+b1 , (7.18)
we have
Bn+1 ≤s0+b1 N2µ1+6n+1 Bn , (7.19)
‖F(un+1)‖s0 ≤s0+b1 N2µ1+4−b1n+1 Bn +N2µ1+6n+1 εγ−2‖F(un)‖2s0 . (7.20)
Proof. We first estimate hn+1 defined in (7.13).
Estimates of hn+1. By (7.13) and (7.2), (7.10) (applied for s = s0 + b1),
(7.11), (7.6), we get
‖hn+1‖s0+b1 ≤s0+b1 γ−1
(‖Πn+1F(un)‖s0+µ1+b1
+ ‖un‖s0+µ1+b1‖Πn+1F(un)‖s0+µ1
)
(7.2)
≤s0+b1 N2µ1n+1γ−1
(‖F(un)‖s0+b1 + ‖un‖s0+b1‖F(un)‖s0) ,
(7.17)
≤s0+b1 N2µ1n+1
(
γ−1‖F(un)‖s0+b1 + ‖un‖s0+b1
)
(7.21)
‖hn+1‖s0 ≤s0 γ−1Nµ1n+1‖F(un)‖s0 . (7.22)
Now we estimate the terms Qn in (7.14) and Rn in (7.16).
Estimate of Qn. By (7.14), (3.7), (2.1), (7.6), (7.2), we have the quadratic
estimate
‖Q(un,h)‖s ≤s εN6n+1
(
‖h‖s‖h‖s0 + ‖un‖s‖h‖2s0
)
, (7.23)
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∀h ∈ Hn+1, ∀s ≥ s0. Then the term Qn in (7.14) satisfies, by (7.23), (7.21),
(7.22), (7.17)
‖Qn‖s0+b1 ≤s0+b1 N2µ1+6n+1 ε
(
‖F(un)‖s0+b1γ−1 + ‖un‖s0+b1
)
, (7.24)
‖Qn‖s0 ≤s0 N2µ1+6n+1 εγ−2‖F(un)‖2s0 . (7.25)
Estimate of Rn. Now we estimate the term Rn defined in (7.16). By (7.9),
(4.1), Lemma 2.1, (7.2), (7.6) the operator Ln satisfies the estimates
‖[Ln,Π⊥n+1]h‖s0 ≤s0+b1 N−b1+2n+1 ε
(
‖h‖s0+b1 + ‖un‖s0+b1‖h‖s0+2
)
,
‖[Ln,Π⊥n+1]h‖s0+b1 = ‖[Πn+1,Ln]h‖s0+b1
≤s0+b1 N2n+1ε
(
‖h‖s0+b1 + ‖un‖s0+b1‖h‖s0+2
)
.
The above estimates, together with the estimates (7.10), (7.11), (7.2) and
using also (7.17) imply
‖Rn‖s0 ≤s0+b1 N2µ1+4−b1n+1 ε
(
‖F(un)‖s0+b1γ−1 + ‖un‖s0+b1
)
, (7.26)
‖Rn‖s0+b1 ≤s0+b1 N2µ1+4n+1 ε
(
‖F(un)‖s0+b1γ−1 + ‖un‖s0+b1
)
. (7.27)
Estimates of un+1. By (7.13) and by the estimates (7.21) one gets
‖un+1‖s0+b1 ≤s0+b1 N2µ1n+1
(
‖un‖s0+b1 + ‖F(un)‖s0+b1γ−1
)
. (7.28)
Finally, by (7.15), (7.24), (7.25), (7.26), (7.27), (7.28), (7.2), εγ−1 ≤ 1 and
recalling the definition (7.18), we deduce the estimates (7.20), (7.19). 
The estimates (7.20), (7.19), together with (7.3), (7.4), (P2)n, (P3)n, (7.5),
taking δ1 small enough and N0 large enough, imply (P2)n+1, (P3)n+1.
The estimate (7.8) at the step n+ 1 follows since
‖hn+1‖s0+µ1
(7.2)
≤ Nµ1n+1‖hn+1‖s0
(7.22)
≤ C(s0)N2µ1n+1γ−1‖F(un)‖s0
(P2)n≤ C(s0)C∗N2µ1n+1N−κn εγ−1
which implies the claimed estimate, by (7.4) and taking C ′∗ = C(s0)C∗.
The estimate (7.6) at the step n+ 1 follows since
‖un+1‖s0+µ1 ≤
n+1∑
k=0
‖hk‖s0+µ1
(7.8)
≤ C ′∗εγ−1
∑
k≥0
N−a1k ≤ C ′εγ−1 ≤ 1
by taking δ in (7.5) small enough. Then (P1)n+1 follows and the proof is
concluded. 
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8. Measure estimates
In this Section we estimate the measure of the set
G∞ := ∩n≥0Gn (8.1)
where the sets . . . ⊆ Gn+1 ⊆ Gn ⊆ . . . ⊆ G0 are given in Theorem 7.1-(P1)n.
First, let us define the constants
τ∗ := ν + 2 , τ := 2τ∗ + ν + 1 , (8.2)
γ∗ := 5γ , γ∗n := γ
∗(1 + 2−n) , ∀n ≥ 0 (8.3)
and recall also that the constants
γn = γ(1 + 2
−n) , ∀n ≥ 0 , (8.4)
are given in Theorem 7.1-(P1)n. We prove the following
Theorem 8.1. One has
|Ω \ G∞|l γ .
we write
Ω \ G∞ = (Ω \ G0)
⋃
n≥0
(Gn \ Gn+1) . (8.5)
Since G0 = Ωγ,τ , see (7.7), it follows by standard volume estimates
Ω \ G0 = O(γ) . (8.6)
For any n ≥ 0, we define the set
Ω
(I)
γ∗,τ∗(un) :=
{
ω ∈ Gn : |ω · `+m(un)j| ≥ γ
∗
n〈j〉
〈`〉τ∗ , (8.7)
∀(`, j) ∈ (Zν × N0) \ {(0, 0)}
}
where we recall that the constant m(un) = m(ω, un(ω)) satisfies the estimates
(4.36) (recall also that N0 = {0} ∪ N = {0, 1, 2, . . .}). For all n ≥ 0, we make
the splitting
Gn \ Gn+1 = A(1)n ∪ A(2)n , (8.8)
where
A(1)n := (Gn \ Gn+1) ∩ Ω(I)γ∗,τ∗(un) , (8.9)
A(2)n := (Gn \ Gn+1) ∩ (Gn \ Ω(I)γ∗,τ∗(un)) . (8.10)
Estimate of A(1)n .
By (8.9), using the inductive definition of the sets Gn given in (7.7) and
recalling (6.4), (5.109), one has that for all n ≥ 0,
A(1)n =
⋃
(`,j)∈Zν×N
Q`j(un)
⋃ ⋃
`∈Zν
j,j′∈N
(`,j,j′) 6=(0,j,j)
R−`jj′(un)
⋃ ⋃
`∈Zν
j,j′∈N
R+`jj′(un)
(8.11)
Quasi-periodic solutions of forced Kirchhoff equation 61
where
Q`j(un) :=
{
ω ∈ Gn ∩ Ω(I)γ∗,τ∗(un) : the operator B∞(`, j;ω, un(ω))
is not invertible or it is invertible and
‖B∞(`, j;ω, un(ω))−1‖ > 〈`〉
τ
2γnj
}
, (8.12)
R−`jj′(un) :=
{
ω ∈ Gn ∩ Ω(I)γ∗,τ∗(un) : the operator A−∞(`, j, j′;ω, un(ω))
is not invertible or it is invertible and
‖A−∞(`, j, j′;ω, un(ω))−1‖Op(j,j′) >
〈`〉τ
2γn〈j − j′〉
}
, (8.13)
R+`jj′(un) :=
{
ω ∈ Gn ∩ Ω(I)γ∗,τ∗(un) : the operator A+∞(`, j, j′;ω, un(ω))
is not invertible or it is invertible and
‖A+∞(`, j, j′;ω, un(ω))−1‖Op(j,j′) >
〈`〉τ
2γn〈j + j′〉
}
, (8.14)
where we recall that by (5.110), (5.111), (6.3)
B∞(`, j;ω, un(ω)) := ω · `Ij + D∞j (ω, un(ω)) , ` ∈ Zν , j ∈ N , (8.15)
A−∞(`, j, j
′;ω, un(ω)) := ω · ` Ij,j′ +ML(D∞j (ω, un(ω))) (8.16)
−MR(D∞j′ (ω, un(ω))) ,
for all ` ∈ Zν , j, j′ ∈ N, (`, j, j′) 6= (0, j, j) and
A+∞(`, j, j
′;ω, un(ω)) := ω · ` Ij,j′ +ML(D∞j (ω, un(ω))) (8.17)
+MR(D∞j′ (ω, un(ω)))
for ` ∈ Zν , j, j′ ∈ N.
First we need to establish several auxiliary Lemmas.
Lemma 8.1. For all n ≥ 1,
sup
j∈N
∥∥∥D̂∞j (un)− D̂∞j (un−1)∥∥∥l εN−an−1 , ∀ω ∈ Gn , (8.18)
where D̂∞j (un) = D̂
∞
j (ω, un(ω)) is given in (5.107) and a is defined in (5.6).
Proof. We first apply Theorem 5.1-(S4)ν with ν = n, γ = γn−1, γ − ρ = γn,
and u1, u2, replaced, respectively, by un−1, un, in order to conclude that
Ωγn−1n (un−1) ⊆ Ωγnn (un) . (8.19)
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The smallness condition in (5.25) is satisfied because σ+ b < µ1 (see (6.15))
and so
K1N
τ
n−1ε‖un − un−1‖s0+σ+b ≤ K1Nτn−1ε‖un − un−1‖s0+µ1
≤ K1Nτn−1ε‖un − un−1‖s0+µ1
(7.8)
≤ C ′∗K1ε2γ−1Nτn−1N−a1n
≤ γn−1 − γn =: ρ = γ2−n
for εγ−1 small enough, N0 large enough and using that a1 > τ (see (7.3),
(7.4), (6.15), (5.6)). Then, by the definitions (7.7), (6.4), (5.109), we have
Gn ⊆ Gn−1∩Ω2γn−1∞ (un−1)
(5.112)
⊆
⋂
ν≥0
Ωγn−1ν (un−1) ⊂ Ωγn−1n (un−1)
(8.19)
⊆ Ωγnn (un).
Next, for all ω ∈ Gn ⊂ Ωγn−1n (un−1)∩Ωγnn (un) both the operators D̂nj (un−1)
and D̂nj (un) are well defined and applying the estimate (5.24) with ν = n,
we deduce that
sup
j∈N
∥∥∥D̂nj (un)− D̂nj (un−1)∥∥∥ (5.24)l ε‖un − un−1‖s0+σ+b
(6.15)
l ε‖un − un−1‖s0+µ1
(7.8)
l εN−a1n . (8.20)
Moreover by (5.107), (5.108) (with ν = n), for all j ∈ N, we get∥∥∥D̂∞j (un−1)− D̂nj (un−1)∥∥∥+ ∥∥∥D̂∞j (un)− D̂nj (un)∥∥∥l εN−an−1 . (8.21)
Therefore, for all ω ∈ Gn, ∀j ∈ N,∥∥∥D̂∞j (un)− D̂∞j (un−1)∥∥∥ ≤ ∥∥∥D̂nj (un)− D̂nj (un−1)∥∥∥+ ∥∥∥D̂∞j (un−1)− D̂nj (un−1)∥∥∥
+
∥∥∥D̂∞j (un)− D̂nj (un)∥∥∥
(8.20),(8.21)
l ε(N−an−1 +N
−a1
n )l εN
−a
n−1 , (8.22)
since by (7.3), (7.4) one has a1 > µ1, and by (6.15) µ1 ≥ σ + b
(5.6)
≥ a. Then
the claimed estimate is proved. 
Lemma 8.2. For εγ−1 small enough, for all n ≥ 1, |`| ≤ Nn−1,
Q`j(un) ⊆ Q`j(un−1) , R±`jj′(un) ⊆ R±`jj′(un−1). (8.23)
Proof. We prove that R−`jj′(un) ⊆ R−`jj′(un−1). The proof of the other inclu-
sions is analogous. For all j, j′ ∈ N, |`| ≤ Nn−1, (`, j, j′) 6= (0, j, j), ω ∈ Gn,
we write
A−∞(`, j, j
′;un) = A−∞(`, j, j
′;un−1)
(
Ij,j′ + A
−
∞(`, j, j
′;un−1)−1∆∞(j, j′, n)
)
,
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where
∆∞(j, j′, n) := ML
(
D∞j (un)−D∞j (un−1)
)
(8.24)
−MR
(
D∞j′ (un)−D∞j′ (un−1)
)
.
Note that
∆∞(j, j′, n)
(5.12),(5.107)
=
(
m(un)−m(un−1)
)
(j − j′)Ij,j′
+ML
(
D̂∞j (un)− D̂∞j (un−1)
)
−MR
(
D̂∞j′ (un)− D̂∞j′ (un−1)
)
. (8.25)
By (8.25), (4.36), (2.77), (8.18) one gets
‖∆∞(j, j′, n)‖Op(j,j′) l ε〈j − j′〉N−an−1 . (8.26)
Hence for |`| ≤ Nn−1 we get∥∥∥A−∞(`, j, j′;un−1)−1∆∞(j, j′, n)∥∥∥
Op(j,j′)
≤ 〈`〉
τ
2γn−1〈j − j′〉‖∆∞(j, j
′, n)‖Op(j,j′)
(8.26)
l εγ−1Nτ−an−1 ≤
1
2
for εγ−1 small enough and since a > τ (see (5.6)). Then for all |`| ≤ Nn−1,
for all j, j′ ∈ N, the operator A−∞(`, j, j′;un) is invertible by Neumann series
and
‖A−∞(`, j, j′;un)−1‖Op(j,j′) ≤ ‖A−∞(`, j, j′;un−1)−1‖Op(j,j′)
(
1 + Cεγ−1Nτ−an−1
)
≤ 〈`〉
τ
2γn−1〈j − j′〉
(
1 + Cεγ−1Nτ−an−1
)
.
Since by the definition of γn,
γn−1 − γn
γn
=
1
1 + 2n
,
it follows that for εγ−1 sufficiently small
Cεγ−1Nτ−an−1 ≤
γn−1 − γn
γn
.
Hence
‖A−∞(`, j, j′;un)−1‖Op(j,j′) ≤
〈`〉τ
2γn〈j − j′〉
which implies the claimed inclusion R−`jj′(un) ⊆ R−`jj′(un−1) in (8.23). 
Corollary 8.1. For any n ≥ 1 (i) Q`j(un) = ∅, for all |`| ≤ Nn−1,
(ii) R−`jj′(un) = ∅, for all |`| ≤ Nn−1, (`, j, j′) 6= (0, j, j),
(iii) R+`jj′(un) = ∅, for all |`| ≤ Nn−1.
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Hence for any n ≥ 1,
A(1)n
(8.11)
=
⋃
|`|>Nn−1
j∈N
Q`j(un)
⋃ ⋃
|`|>Nn−1
j,j′∈N
(`,j,j′)6=(0,j,j)
R−`jj′(un)
⋃ ⋃
|`|>Nn−1
j,j′∈N
R+`jj′(un) .
(8.27)
Proof. By definition, R±`jj′(un), Q`j(un) ⊂ Gn and, by (8.23), for all |`| ≤
Nn−1, we have R±`jj′(un) ⊆ R±`jj′(un−1) and Q`j(un) ⊆ Q`j(un−1). On the
other hand again by definition R±`jj′(un−1) ∩ Gn, Q`j(un−1) ∩ Gn = ∅. As a
consequence, ∀|`| ≤ Nn−1, R±`jj′(un) , Q`j(un) = ∅. 
Lemma 8.3. For all n ≥ 0 the following statements hold:
(i) If Q`j(un) 6= ∅, then ` 6= 0 and j l |`|.
(ii) If R−`jj′(un) 6= ∅, then ` 6= 0 and |j − j′|l |`|, j, j′ l |`|τ
∗
.
(iii) If R+`jj′(un) 6= ∅, then ` 6= 0 and j, j′ l |`|.
Proof. We prove item (ii). The proofs of items (i) and (iii) are similar. The
statement follows by the following claim:
• Claim If εγ−1 is small enough and
〈`〉τ∗ ≤ 〈j − j′〉min{j, j′} (8.28)
then for all ω ∈ Gn∩Ω(I)γ∗,τ∗(un) (recall (8.7)), the matrix A−∞(`, j, j′) =
A−∞(`, j, j
′;ω, un(ω)) is invertible and
‖A−∞(`, j, j′)−1‖Op(j,j′) ≤
〈`〉τ
2γn〈j − j′〉 .
Proof of the claim. By (5.110), (5.107), (5.12), (5.8), we can write
A−∞(`, j, j
′) = I∞(`, j, j′) + ∆∞(j, j′) , (8.29)
where
I∞(`, j, j′) :=
(
ω · `+m(j − j′)
)
Ij,j′ , ∆∞(j, j′) := ML(D̂∞j )−MR(D̂∞j′ ) .
Since ω ∈ Ω(I)γ∗,τ∗(un), for any (`, j, j′) 6= (0, j, j), the operator I∞(`, j, j′) is
invertible and its inverse satisfies the bound
‖I∞(`, j, j′)−1‖Op(j,j′) ≤ 〈`〉
τ∗
γ∗n〈j − j′〉
. (8.30)
Moreover the operatorial norm of the operator ∆∞(j, j′) satisfies
‖∆∞(j, j′)‖Op(j,j′)
(2.77),(5.108)
l ε
(1
j
+
1
j′
)
l
ε
min{j, j′} . (8.31)
The estimates (8.30), (8.31) imply that
‖I∞(`, j, j′)−1∆∞(j, j′)‖Op(j,j′) l ε〈`〉
τ∗
γ∗n〈j − j′〉min{j, j′}
≤ 1
2
,
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by (8.28) and for εγ−1 small enough. Hence by (8.29), the matrix A−∞(`, j, j
′)
is invertible by Neumann series and
‖A−∞(`, j, j′)−1‖Op(j,j′) ≤ 2‖I∞(`, j, j′)−1‖Op(j,j′)
(8.30)
≤ 2〈`〉
τ∗
γ∗n〈j − j′〉
≤ 〈`〉
τ
2γn〈j − j′〉 ,
since by (8.3), (8.4) we have τ < τ∗ and γ∗n > 4γn.
By the definition (8.13), the claim implies that if ω ∈ Gn ∩Ω(I)γ∗,τ∗(un) and if
the condition (8.28) holds, then ω /∈ R−`jj′(un), hence if R−`jj′(un) 6= ∅, then
〈j − j′〉min{j, j′} < 〈`〉τ∗ . (8.32)
For ` = 0, since 〈`〉 = max{|`|, 1} = 1, the above condition becomes 〈j −
j′〉min{j, j′} < 1 which is violated since 〈j − j′〉min{j, j′} = max{|j −
j′|, 1}min{j, j′} ≥ 1, therefore R0jj′(un) = ∅ for any j 6= j′. Finally, by
(8.32), we may easily deduce that
j, j′ l 〈`〉τ∗ .
By similar arguments, it can be proved that if R−`jj′(un) 6= ∅, then |j−j′|l〈`〉
and the proof is concluded. 
Combining Corollary 8.1 and Lemma 8.3, recalling the formulae (8.11),
(8.27), we get
A(1)0 =
⋃
` 6=0
j∈N
jl|`|
Q`j(u0)
⋃ ⋃
` 6=0
j,j′∈N
(`,j,j′)6=(0,j,j)
|j−j′|l|`|
j,j′l〈`〉τ∗
R−`jj′(u0)
⋃ ⋃
6`=0
j,j′∈N
j,j′l|`|
R+`jj′(u0) , (8.33)
A(1)n =
⋃
|`|>Nn−1
j∈N
jl〈`〉
Q`j(un)
⋃ ⋃
|`|>Nn−1
6`=0
j,j′∈N
(`,j,j′) 6=(0,j,j)
j,j′l〈`〉τ∗
R−`jj′(un)
⋃ ⋃
|`|>Nn−1
6`=0
j,j′∈N
j,j′l〈`〉
R+`jj′(un)
(8.34)
∀n ≥ 1. The measure of the resonant sets on the right hand side of the latter
identities now are estimated separately:
Lemma 8.4. For εγ−1 small enough, if Q`j(un) , R±`jj′(un) 6= ∅, then
|Q`j(un)| , |R±`jj′(un)|l γ〈`〉−τ .
Proof. We prove the estimate of the set R−`jj′(un). The other estimates can
be proven arguing similarly. Recall that for all j ∈ N, the 2× 2 blocks D∞j =
mj Ij + D̂
∞
j ∈ S(Ej), are self-adjoint and Lipschitz continuous with respect
to the parameter ω. We set
spec(D̂∞j (ω)) :=
{
r
(j)
1 (ω), r
(j)
2 (ω)
}
with r
(j)
1 (ω) ≤ r(j)2 (ω) , (8.35)
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By Lemma 2.5-(i) the functions ω 7→ r(j)k (ω) are Lipschitz with respect to ω,
since
|r(j)k (ω1)− r(j)k (ω2)| ≤ ‖D̂∞j (ω1)− D̂∞j (ω2)‖ ≤ ‖D̂∞j ‖lip|ω1 − ω2|
(5.108)
l εγ−1j−1|ω1 − ω2| . (8.36)
Setting also
spec(D∞j (ω)) :=
{
λ
(j)
1 (ω), λ
(j)
2 (ω)
}
with λ
(j)
1 (ω) ≤ λ(j)2 (ω) ,
by Lemma 2.5-(ii) we have that
λ
(j)
k (ω) = m(ω) j + r
(j)
k (ω) , k = 1, 2 . (8.37)
By the definition (5.110) and by Lemmata 2.4, 2.5-(ii) the operator A−∞(`, j, j
′) :
L(Ej′ ,Ej) → L(Ej′ ,Ej) is self-adjoint with respect to the scalar product
(2.71) and
spec
(
A−∞(`, j, j
′;ω)
)
=
{
ω · `+ λ(j)k (ω)− λ(j
′)
k′ (ω) , k, k
′ = 1, 2
}
.
Therefore, recalling the definition (8.13) and by Lemma 2.5-(iii) we get
R−`jj′(un) ⊆
2⋃
k,k′=1
R˜`jj′(k, k
′) , (8.38)
where
R˜`j,j′(k, k
′) :=
{
ω : |ω · `+ λ(j)k (ω)− λ(j
′)
k′ (ω)| <
2γn〈j − j′〉
〈`〉τ
}
.
We estimate the measure of the set R˜`jj′(k, k
′) defined above for all k, k′ =
1, 2. Since, by Lemma 8.3-(ii), ` 6= 0, we can write
ω =
`
|`|s+ v , with v · ` = 0 .
and we define
φ(s) := |`|s+ λ(j)k (s)− λ(j
′)
k′ (s) , (8.39)
where for any j ∈ N, for all k = 1, 2
λ
(j)
k (s) := λ
(j)
k
( `
|`|s+ v
)
.
According to (8.37), (8.36)
λ
(j)
k (s) = m(s) j + r
(j)
k (s) , |r(j)k |lip l εγ−1j−1 . (8.40)
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One gets
|φ(s1)− φ(s2)| ≥ |`||s1 − s2| − |m(s1)−m(s2)||j − j′|
− (|r(j)k |lip + |r(j′)k′ |lip)|s1 − s2|
(4.36),(8.40)
≥
(
|`| − εγ−1〈j − j′〉
)
|s1 − s2|
Lemma 8.3−(ii)
≥ |`|
2
|s1 − s2|
for εγ−1 small enough. The above estimate implies that∣∣∣{s : `|`|s+ v ∈ R˜`jj′(k, k′)}∣∣∣l 4γ〈j − j′〉〈`〉τ+1
and by Fubini Theorem we get
|R˜`jj′(k, k′)|l 4γ〈j − j
′〉
〈`〉τ+1 .
The claimed estimate follows by recalling (8.38) and using that by Lemma
8.3-(ii), |j − j′|l |`|. 
Lemma 8.5. For all n ≥ 0, we get
|A(1)n |l γN−1n−1 .
Proof. We prove the estimate for A(1)n in (8.34) with n ≥ 1. The estimate for
A(1)0 in (8.33) follows similarly. One has
|A(1)n |l
∑
|`|>Nn−1
j∈N
jl〈`〉
|Q`j(un)|+
∑
|`|>Nn−1
j,j′∈N
(`,j,j′)6=(0,j,j)
|j−j′|l〈`〉
j,j′l〈`〉τ∗
|R−`jj′(un)|+
∑
|`|>Nn−1
j,j′∈N
j,j′l〈`〉
|R+`jj′(un)|
Lemma 8.4
l γ
( ∑
|`|>Nn−1
j∈N
jl〈`〉
1
〈`〉τ +
∑
|`|>Nn−1
j,j′∈N
j,j′l〈`〉τ∗
1
〈`〉τ +
∑
|`|>Nn−1
j,j′∈N
j,j′l〈`〉
1
〈`〉τ
)
l γ
∑
|`|>Nn−1
( 1
〈`〉τ−1 +
1
〈`〉τ−2τ∗ +
1
〈`〉τ−2
) (8.2)
l γN−1n−1 (8.41)
which is the claimed estimate. 
Estimate of A(2)n . By the same arguments used to prove Lemma 8.5, one may
deduce that the sets A(2)n defined in (8.10) satisfy the lemma below.
Lemma 8.6.
|A(2)n |l γN−1n−1 , ∀n ≥ 0 .
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Proof of Theorem 8.1. The theorem follows by (8.5), (8.6), (8.8), by Lemmata
8.6, 8.5, using that the series
∑
n≥0N
−1
n−1 < +∞, since Nn = Nχ
n
0 , N−1 := 1
with N0 > 1.
9. Proof of the main Theorems concluded
Proof of Theorem 3.1. Set γ = εa, with 0 < a < 1. Then εγ−1 = ε1−a and
hence the smallness condition (7.5) is fullfilled by taking ε small enough. By
the estimate (7.8) we deduce that the sequence (un)n≥1 is a Cauchy sequence
with respect to the norm ‖ · ‖Lip(γ)s0+µ1 on the set G∞ defined in (8.1), then it
converges to a limit u∞, which satisfies the estimate
‖u∞‖Lip(γ)s0+µ1 l εγ−1 l ε1−a
ε→0→ 0 . (9.1)
Moreover, by Theorem 7.1-(P2)n, we deduce that for all ω ∈ G∞, F(u∞) = 0
and by Theorem 8.1, since γ = εa, we get
|Ω \ G∞| → 0 as ε→ 0 .
Proof of Theorem 1.1. Recalling the splitting (3.4), (3.5), if (v0(ϕ), p0(ϕ))
are the solution of the equation (3.5) found in Lemma 3.1, and by applying
Theorem 3.1, we get that for any ω ∈ G∞ the function (v∞, p∞) = (v0, p0) +
u∞ satisfies F (v∞, p∞) = 0. Furthermore, choosing γ = εa, with 0 < a < 1/2,
by (3.6)
‖v0‖s l ε1−2a ε→0→ 0 , ‖p0‖s l ε1−a ε→0→ 0 ,
hence, (1.10) follows by recalling (9.1). Finally (1.9) follows since∫
Tν+1
v∞(ϕ, x) dϕ dx =
∫
Tν
v0(ϕ) dϕ ,
∫
Tν+1
p∞(ϕ, x) dϕ dx =
∫
Tν
p0(ϕ) dϕ
and by Lemma 3.1, v0 and p0 have zero average in ϕ, this concludes the proof
of Theorem 1.1.
9.1. Linear stability
In this section we prove Theorem 1.2. The linearized equation on a quasi-
periodic Sobolev function v(ωt, x) = (v(ωt, x), p(ωt, x)), with v, p ∈ HS(Tν+1,R)
has the form (1.11). Since the linearized vector field
L(ωt) :=
(
0 1
a(ωt)∂xx +R(ωt) 0
)
(recall (1.12), (1.13)) preserves the space of the functions with zero average
in x, the equation (1.11) can be splitted into the two systems{
∂tv̂0 = p̂0
∂tp̂0 = 0
(9.2)
{
∂tû = ψ̂
∂tψ̂ = a(ωt)∂xxû+R(ωt)[û] ,
(9.3)
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where, recalling (3.1), v̂0 = pi0v̂, p̂0 = pi0p̂, û = pi
⊥
0 v̂, ψ̂ = pi
⊥
0 p̂. By assump-
tion, the initial datum p̂(0) has zero average in x, hence the solution of the
system (9.2) is given by v̂0(t) = const, p̂0(t) = 0, for all t ∈ R, implying that
the system projected on the zero Fourier mode in x is stable. It remains to es-
tablish the stability for the system projected on the x-zero average functions
(9.3). By Lemma 4.3, by (4.27), by Lemmata 4.6, 5.3, using also Lemma 2.13,
there exists µ > 0 such that for S > s0 + µ, for any s0 ≤ s ≤ S − µ, for any
ω ∈ Ω2γ∞ (see (5.109)), the linear and continuous maps T1(ωt) := S(ωt) ◦ B
and T2(ωt) := V(ωt) ◦ Φ∞(ωt) satisfy
T1(ωt) : Hs−
1
2
0 (Tx)→ Hs0(Tx,R)×Hs−10 (Tx,R) ,
T1(ωt)−1 : Hs0(Tx,R)×Hs−10 (Tx,R)→ Hs−
1
2
0 (Tx) ,
T2(ωt)±1 : Hs−
1
2
0 (Tx)→ Hs−
1
2
0 (Tx) .
Setting Ah(t, x) = h(t + α(ωt), x), A−1h(τ + α˜(ωτ), x), where α and α˜ are
given in Section 4.3, by the results of Sections 4.1-4.4, by Theorem 5.2 and
using the arguments of Section 2.2, we get that a curve û(t) = (û(t), ψ̂(t)) ∈
Hs0(Tx,R)×Hs−10 (Tx,R) is a solution of the PDE (9.3) if and only if
h(t) =
(
h(t)
h(t)
)
= T2(ωt)−1 ◦A−1 ◦ T1(ωt)−1û(t) ∈ Hs−
1
2
0 (Tx)
is a solution of the PDE {
∂th = −iD(1)∞ h
∂th = iD(1)∞ h
(9.4)
where D(1)∞ is defined by (5.115), (5.107) . Using that D(1)∞ is a 2 × 2-
block diagonal operator, it is straightforward to verify that the commutator
[D(1)∞ , |D|s] = 0. Furthermore, using the self-adjointness of D(1)∞ one sees by a
standard energy estimate that ∂t‖h(t, ·)‖2Hsx = 0, implying that
‖h(t, ·)‖Hsx = const , ∀t ∈ R .
Arguing as in the proof of Theorem 1.5 in [6] one concludes that ‖û(t, ·)‖Hsx×Hs−1x ≤s‖û(0, ·)‖Hsx×Hs−1x for all t ∈ R, which proves the linear stability of (9.3) and
the proof of Theorem 1.2 is concluded.
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