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Abstract
First class constraints in a canonical formalism of a gauge theory might generate
transformations which map a state to its physically equivalent state. This is called
Dirac’s conjecture. There are two examples which may be candidates of counter-example
of the conjecture. One is the toy model found by Cawley, and another is the bilocal
model proposed by the author. A quantum analysis of the bilocal model shows that
the model has the critical dimension of spacetime, which is surprisingly equal to four.
The derivation, however, is based on the assumption that true symmetry of the system
is generated by the first class constraints, which holds if Dirac’s conjecture is satisfied.
In the present paper we give detailed and mathematically rigorous analysis of Dirac’s
conjecture in general gauge theories, which involves new concept like semi-gauge invari-
ance. We find the condition for the conjecture to hold. This is a set of equations for the
generating function of the transformation, expressed in terms of Poisson brackets and
M-brackets introduced in the paper. The above condition reduces the range of gauge
theories where Dirac’s conjecture holds. Along with the general prescription described
in the paper we find that the bilocal model satisfies the above condition with some
exceptions. Some examples are used to illustrate our method.
1 Introduction
In 1964 Dirac conjectured that, in the canonical theory of all gauge models, every 1st class
constraint may generate a transformation which maps a state into its physically equivalent
one [1, 2]. In those days no counter-examples were known, though there has also been known
no general proof of the conjecture. In 1980’s there were some controversies among authors [3,
4, 5, 6], some of which claimed there is counter-example, while the others claimed the validity
of the conjecture. One of origins of the disagreement may be in the luck of unique definition
of hamiltonian, and they discussed in such a way that one definition is more appropriate than
others. In a word the problem of Dirac’s conjecture has not been defined in a mathematically
rigorous manner.
In the present paper we establish the clear connection between transformations in the
lagrangian and the hamiltonian formalisms, in general gauge theories, based on the simplest
definition of canonical hamiltonian. There we use general solution of velocity variables to the
defining equation of canonical momenta. Apart from the Poisson-bracket we introduce the
concept of M-bracket using Hessian matrices, which has informations on the degeneracy of a
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system having gauge symmetries. Dirac’s conjecture is then examined in a mathematically
unambiguous way, and we give the conditions for the transformation in the phase space which
maps a state into its physically equivalent one. This makes us know what are the true physical
symmetries of gauge theories.
Before proceeding to the discussions of Dirac’s conjecture, it may be appropriate to explain
the motivation for being interested in it, since all of the physically viable models at present
may satisfy it. In a bilocal particle model [7, 8, 9, 10, 11] proposed by the author, however,
the lagrangian has two guage degrees of freedom, while in the canonical theory there are three
1st class constraints, which may at first sight imply the breakdown of Dirac’s conjecture. The
phase space constraints generate sl(2,R) algebra which is the only one subalgebra of Virasolo
algebra of string model. This fact may imply that the bilocal particle is only one physically
meaningful sub-entity of string. An analisys of the quantume theory of the model indicates
that it has critical dimension of spacetime being equal to four. This is implied from the
assumption that the physical symmetry of the model is sl(2,R). The assumption is fulfilled
if Dirac’s conjecture holds. However, there exists at least one counter-example found by
Cawley[3, 4], which does not satisfy Dirac’s conjecture. What is the true physical symmetry
of the bilocal particle? This is a critical question in the bilocal model to be answered, though
the problem of Dirac’s conjecture for general gauge theories is interesting in its own right.
Fortunately, along with the general discussions presented here, Dirac’s conjecture in the bilocal
model is shown to hold with some exception.
We restrict ourselves in the present papre to the gauge models which have only 1st class
constraints, and not have 2nd class ones. The 2nd class constraints are important in a gauge
theory, since the 1st class constraints become 2nd class after gauge fixing. There are super
symmetric theories which have intrinsic 2nd class constraints, where 1st class ones are not
covariantly seperated from 2nd class ones [12, 13]. In these theories the existence of 2nd class
constraints gives rise difficult problems in the canonical theory. We left the problem of 2nd
class constraints to future publications.
2 Lagrangian theory
Let us start with a general guage theory. The action for the coordinate variables qA, (A =
1, 2, .., N) and the velocity variables uA, (A = 1, 2, .., N) is
I =
∫
dτL(q, u). (2.1)
The Euler-Lagrange equations (ELE) are
[EL]A
def
=
d
dτ
∂L
∂uA
− ∂L
∂qA
=MABu˙
B + ωA = 0, (2.2)
with
MAB
def
=
∂WA
∂uB
, ωA
def
=
∂WA
∂qB
uB − ∂L
∂qA
, WA
def
=
∂L
∂uA
, (2.3)
where dots denote derivatives with respect to time, τ , and the repeated indices stand for
summations over the indices, A = 1, .., N . The matrix MAB(q, u) is called Hessian. (In a field
2
theory the indices include the spacial coordinates, the derivatives stand for the functional
derivatives and the summations are integrals over spacial coordinates.) It is possible to
consider the lagrangian as a function of (q, q˙), but the discussions below become more clear
if the ELE’s are 1st order differential equations of (q, u) with respect to τ . The base space is
spanned by independent variables (q, u), and we denote [EL]A = 0 together with q˙
A− uA = 0
as [EM] = 0. The classical orbit is represented by a solution to the equations [EM] = 0.
In a gauge theory the Hessian is not a regular matrix, and the initial value problem
of the ELE’s has not always solutions for arbitrary initial values of (q, u). The system of
linear algebraic equations Mu˙ + ω = 0 has solutions for u˙’s if and only if R
def
= rank M =
rank (M ,ω). Not only the initial values but the values at any point on the solution orbit must
satisfy the above condition in order that the system has solutions, otherwise the ELE’s contain
contradiction. This is the problem of integrability of the ELE’s, and was extensively discussed
in ref.[6]. The authors of ref.[6] obtained the conditions for the suitable time development
operator which is compatible with the constraints, in a step by step method.
In the present paper, we give a simple closed expression of the conditions of the initial
values, which must hold for the integrability. First note that the general solution for u˙’s to
the equation Mu˙ + ω = 0 is obtained by the standard sweep out method. We can find
the regular matrix Q, whose coefficients are functions of (q, u), and by which the Hessian
transformes to the form
R︷ ︸︸ ︷ N−R︷ ︸︸ ︷
QMC =


1
01
. . .
0 1
N
0 0



 R}
N−R
, (2.4)
where C is a constant matrix which may interchange columns of the matrices to which C
acts from right. Since C can be set to unity by properly arranging the order of the variables
(q, u), we set C = 1 in what follows. Then the general solution to Mu˙ + ω = 0 is the sum
of a special solution and linear combination of the solution to the homogeneous equations
Mu˙ = 0. Thus we have
u˙a = −Namvm −QaBωB, (1 ≤ a ≤ R) (2.5)
u˙m = vm(q, u), (R + 1 ≤ m ≤ N) (2.6)
where vm are arbitrary functions of (q, u). Here and hereafter we use the rule that repeated
indices of first alphabets a, b, .. are summed over 1 ∼ R, and those of later alphabetsm,n, .. are
summed over R+1 ∼ N . (2.5) and (2.6) are solution to the algebraic equations,Mu˙+ω = 0,
if and only if rank M = rank (M ,ω), which means QmAωA = 0, (R + 1 ≤ m ≤ N). These
constraints are expressed in terms of the eigen vectors of the Hessian with zero eigen value,
z(m), (m = R + 1, .., N), as
z(m) · ω = 0, (R + 1 ≤ m ≤ N), (2.7)
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where the components of z(m) are defined by
z(m)A
def
= QmA, (m = R + 1, .., N). (2.8)
The vectors z(m), (m = R + 1, .., N) are linearly independent because Q is regular.
Since the conditions (2.7) must be satisfied at all time, the arbitrary order of derivatives
of z(m) · ω with respect to τ must vanish. These are written as
Dk−1(z(m) · ω) = 0, (m = R + 1, .., N ; k = 1, 2, ..) (2.9)
D
def
= uA
∂
∂qA
− (QaBωB + vnNan) ∂
∂ua
+ vn
∂
∂un
, (2.10)
where we use (2.6). The conditions (2.9) are classified in three cases, where they are (1)
identities, (2) conditions for the arbitrary functions vm, (3) new constraints for (q, u). We
do not consider the case (2), because it occurs when there are 2nd class constraints in the
canonical formalism. In the case (3), denote the independent equations among (2.9) as
ℓ
(k)
i (q, u) = 0, (i = 1, .., Nk; k = 1, 2, ...) (2.11)
and call them kth order lagrangian constraints (LC) [14].
If (2.11) are satisfied for the initial values of (q, u), then they are satisfied at all points on
the solution orbit as is seen by their construction. Thus the necessary and sufficient condition
for the initial value problem of the ELE’s to have solutions is that all of the kth order LC’s
are satisfied for the initial values of (q, u).
Now let us consider transformations of (q, u) with arbitrary infinitesimal parameters, ǫ’s,
containing the velocity variables:
δqA = ǫA(q, u), δuA =
d
dτ
(δqA), (2.12)
which keeps the relations q˙A = uA. This map is, in general, not a transformation in the
velocity-coordinate space because it contains u˙’s through δu’s. However, this type of trans-
formations is frequently considered in a wide class of gauge models because there are cases
where the transformed lagrangian contains u˙ dependent terms only as τ -derivative of some
function, which have no effect on the action. It is easily shown that the necessary and sufficient
condition for the existence of such a function is
MAC
∂ǫC
∂uB
= MBC
∂ǫC
∂uA
. (2.13)
In fact (2.13) is the integrability condition for the existence of the function E such that
WA
∂ǫA
∂uB
=
∂E
∂uB
. (2.14)
The variation of lagrangian has the form
δL
def
= ∆L+
dE
dτ
, (2.15)
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where
∆L =
∂L
∂qA
ǫA +
(
WA
∂ǫA
∂qB
− ∂E
∂qB
)
uB (2.16)
does not depend on u˙. The transformations defined by (2.12) with infinitesimal parameters
satisfying (2.13) are called lagrangian transformations [14], or LTR for short. Let us call E
the asocciated function of ǫa, which is determined up to arbitrary additive functions of q’s.
For example the transformation defined by
δqA = εmz
(m)A, δuA =
d
dτ
δqA (2.17)
is a LTR, since (2.13) holds because z(m) are eigen vectors of the Hessian with zero eigen
value. The variation of the lagrangian under the transformation is
∆L = −εmz(m) ·ω. (2.18)
Note r.h.s. of (2.18) vanishes if LC’s hold. Let us call, in general, the LTR under which
∆L vanishes up to LC’s as semi-gauge transformation, or SGTR for short. If ∆L = 0 the
transformation is called gauge transformation, or GTR for short. The concept of the SGTR
plays an essential role in determining the physically equivalent classes of states in a gauge
theory as is shown below.
Now let us consider relation between the physical states and variables describing them.
Since the lagrangian dynamics determines the time development of state, the velocity variables
um, (R + 1 ≤ m ≤ N) whose time developments are arbitrary can not be used to describe
any states. Therefore we assume that they are unphysical variables. The corresponding
coordinate variables qm, (R + 1 ≤ m ≤ N) should also be unphysical. Hence the two sets
of variables (q, u) and (q′, u′) are called physically equivalent if they are different only by the
m-th components, R + 1 ≤ m ≤ N , and write as
(q, u)a = (q′, u′)a (1 ≤ a ≤ R) ⇐⇒ (q, u) P∼ (q, u′). (2.19)
The values of the unphysical variables are set freely, and the time development of them are
described by the free parameters vm in (2.6).
A subtle but an important point should be noted here. There are cases in which LC’s
determine the values of the unphysical variables in terms of the physical ones. However,
as is shown at the last of the next section, the unphysical variables have the gauge degrees
of freedom, and we can set arbitrary values for the unphysical variables though the values
of physical variables change according to the GTR. The latter may be written by the same
symbols. In a word the values of the unphysical variables can be set freely. This is not the
case in the model which have 2nd class constraints.
For example, A0 in the Maxwell model is unphysical variable since ELE’s do not determine
the time development of u0 = A˙0. The LC is the Gauss law which is a Poisson equation for A0,
and completely determines the value of A0 if one sets a boundary condition for A0 at infinity.
The initial value problem in this case is determined by the ELE’s of the physical variables
A, u and the equations A0 = c, u0 = c˙ with arbitrary function c, which are subjected
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to the LC. The state described by A, A0 is physically equivalent to the state described by
A+∇Λ, A0 + ∂0Λ + η, with arbitray Λ and η, since η is regarded as the variation of c.
According to Dirac the physical equivalence is extended in such a way that two variables
are physically equivalent if they describe points on the solution orbits of ELE’s, which have
physically equivalent initial values in the sense of (2.19).
In the present paper we explore the transformations by which a state maps to its physically
equivalent state. Let us call such transformation physically equivalent transformation, or
PETR for short. The simplest example of PETR is of the form
δLq
a = 0, δLq
m = ǫm(q), (2.20)
δLu
A =
d
dτ
δLq
A. (a : 1 ∼ R, m : R + 1 ∼ N) (2.21)
This is a LTR because ǫm do not depend on u, and is a PETR because it moves only the
unphysical components qm, um, (R + 1 ≤ m ≤ N). Another example of PETR is the gauge
transformation. This fact is proven as follows. Let us denote O1 the solution orbit of ELE, O2
the gauge transform of O1 and O
′
2 arbitrary transform of O2. Assuming three orbits start from
the same point and end at another point, the values of the action, I1, I2 and I
′
2, calculated
along the orbits O1,O2 and O
′
2, satisfy I
′
2 = I1+O(ǫ
2, ǫ2g), I2 = I1+O(ǫ
2
g), where ǫ is parameter
of arbitray transformation and ǫG is that of gauge transformation. Hence I2 = I
′
2 +O(ǫ
2), so
the action has stationary value on O2, which means O2 to be a solution orbit to ELE. Thus
we see a gauge transformation is a PETR.
In many examples the set of PETR is wider than that of GTR. As is shown in the next
section, transformations generated by the 1st class constraints correspond to the SGTR in
the Lagrangian formalism. Dirac’s conjecture is rephrased in the Lagrangian formalism as
all SGTR is PETR, and the validity of it is spoiled by the rare example [3, 4] mentioned in
Introduction.
3 Canonical theory
Canonical theory is obtained by the unique map from the velocity-coordinate space spanned
by (q, u) to the phase space spanned by (q, π). The map is defined by
Φ : (q, u) 7→ (q, π), πA =WA(q, u) def= ∂L
∂uA.
(A = 1, .., n) (3.1)
(q, π)’s are called canonical variables, and let us call Φ velocity- momentum map.
In a gauge theory Φ is not surjection, i.e., the image of Φ is not whole phase space. Thus
there exists functions ϕn(q, π) satisfying
(q, π) ∈ Im Φ⇐⇒ ϕn(q, π) = 0, (n = 1, .., N1) (3.2)
where N1 = N − R. The condition ϕn(q, π) = 0 is called primary constraints. Denoting the
image of Φ by P1, the points in P1 satisfy ϕ(q, π) = 0 and for such (q, π) there exist (q, u)
satisfying πA −WA(q, u) = 0.
Furthermore Φ is not injection in a gauge theory, i.e., WA(q, u) = WA(q, u
′) do not always
imply u = u′. Regarding πA =WA(q, u) to be defining equation of u, they have solutions only
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if (q, π) ∈ P1. Denote the general solution of them as
uA = UˆA(q, π), (q, π) ∈ P1. (A = 1, .., N) (3.3)
We see πA = WA(q, Uˆ(q, π)) on P1, but u
A 6= UˆA(q,W (q, u)) in general.
We assume that Uˆ(q, π) can be extended from P1 to the whole phase space, preserving
continuity and differentiability, and we use the same simbol UˆA. Using the extended UˆA we can
write ϕn explicily. This is proved as follows. If we expand lagrangian around u = u0 = Uˆ(q, π)
L(q, u) = L(q, u0) + (u− u0)AWA(q, u0) + 1
2
(u− u0)A(u− u0)BMAB(q, u0)
+O
(
(u− u0)3
)
, (3.4)
then πA −WA(q, u) = 0 become
0 = (πA −WA(q, u0))− (u− u0)BMAB(q, u0) + O
(
(u− u0)2
)
. (3.5)
Since the first term of r.h.s of the above equation vanishes if (q, π) ∈ P1, the term is of
order (u− u0). Hence the necessary and sufficient condition for the above equations to have
solutions for small u − u0 is rankM = rank(M ,pi −W ). With the regular matrix Q used
in sweeping outM , the condition becomes rankQM = rank(QM ,Q(pi−W )). This means
the nth components of Q(pi−W ) vanish for R < n ≤ N . Hence the functions of the primary
constraints are found to be
ϕn(q, π) =
[
z(n) · (pi −W (q, u))]
u=Uˆ(q,pi)
, (R < n ≤ N) (3.6)
where z’s are the eigen vectors of the Hessian with zero eigen value, defined by (2.8). Note the
equations πA−WA(q, Uˆ(q, π)) = 0 serve as primary constrains, but they are not independent
to each others, while the functions defined by (3.6) are independent because Q is a regular
matrix. In what follows an equation, R(q, π) = 0, holding modulo primary constraints, is
written as
R(q, π) = 0 mod ϕ. (3.7)
For example we have
πA −WA(q, Uˆ(q, π)) = 0 mod ϕ. (3.8)
For a function Fˆ (q, π) on the whole phase space the function on the velocity-coordinate
space, defined by F (q, u)
def
= Fˆ (q,W (q, u)) is called pull-back of Fˆ , and denote FˆPB. In what
follows we will frequently use the function defined by
UApb(q, u)
def
= UˆA(q,W (q, u)) = UˆAPB(q, u). (3.9)
Also a relation F (q, u) = 0 derived by F (q, u) = Fˆ (q,W (q, u)) = 0 is called pull-back of
Fˆ = 0. For example the pull-back of a primary constraint is identity.
Throughout the paper, we use the following definition for the hamiltonian,
H
def
= πAUˆ
A(q, π)− L(q, Uˆ(q, π)), (3.10)
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and nothing is added. The hamiltonian is a function on the whole phase space. Then we see
∂H
∂qA
=
(
− ∂L
∂qA
+ (πB −WB(q, u))∂Uˆ
B
∂qA
)∣∣∣∣∣
u=Uˆ
= − ∂L
∂qA
∣∣∣∣
u=Uˆ
mod ϕ, (3.11)
∂H
∂πA
= UˆA + (πB −WB(q, u))∂Uˆ
B
∂πA
∣∣∣∣∣
u=Uˆ
= UˆA mod ϕ. (3.12)
An orbit O in the velocity-coordinate space is mapped by Φ to an orbit Oˆ in the phase space.
Since π =W (q, Uˆ(q, π)) on Oˆ, by differentiating it with respect to τ we have
π˙A =
[
∂WA
∂qB
q˙B +MBAu˙
B
]
u=Uˆ
= − ∂H
∂qA
+
[
[EL]A + (q˙
B − uB)∂WA
∂qB
]
u=Uˆ
, (3.13)
where we used (3.11). Apart from the above equations, it is necessary to get equations deter-
mining q˙A in terms of canonical variables, for obtaining equations of motion in the canonical
theory. As Dirac did almost all authors derive them from variational principle for constrained
hamiltonian system. Although the hamiltonian is defined as a function of q, q˙ and π, its varia-
tion behaves as if it is a function of only q, π because of the definition of momenta. In the case
of regular system the above procedure is done through the Legendre transformation which
is a mathematically unambiguous tool. But in the constrained system this seems logically
obscure. For this reason, Kamimura [14] developed a theory called generalized canonical for-
malism where the base space is spanned by q, q˙, π, and introduced the concept of generalized
canonical quauntity (GCQ) the derivatives of which with respect to q˙ vanish on the primary
constrained space. In this framework, however, the Poisson brackets among GCQ’s are not
always GCQs.
In the present paper the hamiltonian is defined not by q˙ but by Uˆ(q, p) which is well-
defined function because the concept of the general solution is mathematically sound. Since
the variational method in determining the equations for q˙ can not be used here, we get the
relation by requiring that the pull-back of the canonical equations of motion becomes the
ELE’s and the relation q˙ = u. The valid choice turns out to be
q˙A = UˆA(q, π). (3.14)
Then, from (3.12)∼ (3.14), the canonical equations of motion are
π˙A = − ∂H
∂qA,
q˙A =
∂H
∂πA
. (3.15)
In fact the pull-back of (3.15) is
[EL]A(Upb) = q˙
A − UApb = 0, (3.16)
where Upb is defined by (3.9). The above equations are the ELE’s and the relations q˙
A − uA,
where u’s are replaced by Upb’s, and which are equivalent to the ELE’s, since the change of
u→ Upb is a matter of notation.
For an arbitrary function Fˆ (q, π, τ), (3.15) is written as
dFˆ
dτ
=
∂Fˆ
∂τ
+ {Fˆ , H}, (3.17)
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where the Poisson bracket is defined by
{Fˆ , Gˆ} def= ∂Fˆ
∂qA
∂Gˆ
∂πA
− ∂Fˆ
∂πA
∂Gˆ
∂qA
. (3.18)
In what follows we use the simple notation
Fˆ∼
def
=
∂Fˆ
∂τ
+ {Fˆ , H}. (3.19)
Then the canonical equation of motion is written as d/dτFˆ = Fˆ∼.
For the complete correspondence between the solution orbits of the lagrangian and the
hamiltonian formalism, the solution orbit in the phase space should not go out of P1. This
requires ϕn
∼ = 0 up to the primary constraints. There are three cases for the requirement.
(1) they are satisfied identically, (2) they restrict the form of Uˆ(q, π), (3) new constraints for
the canonical variables occur. The second cases are related to the models having second class
constraints, and we do not consider them in the present paper. In the third cases we write
the independent relations among ϕn
∼ = 0 as χn = 0, and call them secondary constraints.
The time derivative of χn must also vanish up to the primary and the secondary constraints,
and this process continues until there remains no conditions. The new constraints are defined
iteratively, in the obvious notation, as follows:
χ(k+1) = (χ(k))∼ mod (χ(0), .., χ(k−1)), χ(0) = ϕ, (3.20)
and call χ(k) = 0 as k-th order secondary constraints.
We can show that the canonical equations of motion supplemented with all of the primary
and the secondary constraints are equivalent to the ELE’s with all of the LC’s. To see this it
is sufficient to show that the pull-black of the k-th order secondary constraints are equivalent
to the k-th order LC’s. For proving it let us calculate (π−W )∼. We see after rather lengthy
calculations
{πA −WA(q, Uˆ(q, π)), H} =
[−ωA + (πB −WB)KAB +MABJB]u=Uˆ(q,pi) (3.21)
where
KA
B def= {πA, UˆB},
JB
def
= UˆC{πC , UˆB}+ πD{qC , Uˆ [D}{πC , UˆB]} − {qB, UˆC} ∂L
∂qB
+ {UˆB , UˆC}WC .(3.22)
Multiplying zA(m)(q, Uˆ(q, π)), the components of the eigenvectors of Hessian with zero eigen-
value, to (3.21), we see
ϕm
∼ = −z(m) · ω
∣∣∣
u=Uˆ(q,pi)
mod ϕ (3.23)
Thus we obtain
ϕm
∼
∣∣∣
PB
(q, u) = −(z(m) · ω)(q, Upb). (3.24)
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For a functions F (q, u) and Fˆ (q, π), if the relation F (q, Upb) = FˆPB(q, u) holds, then we also
call F the pull-back of Fˆ when it is not misleading. Then (3.24) means that the pull-backs
of 1st order secondary constraints are the 1st order LC’s.
In order to extend the above result to higher order constraints, we use the following rela-
tion. That is, for functions F (q, u, τ) and Fˆ (q, π, τ) which satisfy F (q, Upb, τ) = FˆPB(q, u, τ),
the following relation holds.
F˙ (q, Upb, τ) = Fˆ
∼
PB(q, π, τ) mod [EM](Upb), (3.25)
where mod [EM](Upb) means that the relation holds if [EL](Upb) = 0 and q˙−Upb = 0. (3.25)
is proved as follows. Differentiating F (q, Upb, τ) = Fˆ (q,W (q, u), τ) with respect to τ , we have
F˙ (q, Upb, τ) =
[
∂Fˆ
∂τ
+ q˙A
(
∂Fˆ
∂qA
+
∂Fˆ
∂πB
∂WB
∂qA
(Upb)
)
+
∂Fˆ
∂πB
U˙ApbMAB(Upb)
]
PB
=
[
∂Fˆ
∂τ
+
∂Fˆ
∂qA
UApb +
∂Fˆ
∂πA
∂L
∂qA
(Upb)
]
PB
mod [EM](Upb). (3.26)
On the other hand, from (3.11) and (3.12) we see
UApb =
∂H
∂πA
∣∣∣
PB
, − ∂L
∂qA
(Upb) =
∂H
∂qA
∣∣∣
PB
. (3.27)
Then we see
F˙ (q, Upb, τ) =
[
∂Fˆ
∂τ
+
∂Fˆ
∂qA
∂H
∂πA
− ∂Fˆ
∂πA
∂H
∂qA
]
PB
mod [EM](Upb), (3.28)
which proves (3.25).
The higher order LC’s are obtained by differentiating the 1st order one with respect to τ
and using [EM] = 0. Therefore from (3.24) and (3.25) we get the conclusion that the pull-back
of the k-th order secondary constraints are equivalent to the k-th order LC’s.
According to Dirac let us define the concept of the 1st class and the 2nd class constraints.
Denoting the all constraints φi, and putting
X ij
def
= {φi, φj}
∣∣∣
φ=0
, (3.29)
there exists a regular matrix A satisfying
AXA−1 =
(
0 0
0 m
)
, detm 6= 0. (3.30)
Every function φi is written as linear combination of functions φ
(1)
n = An
iφi, (n = 1, .., Nc− r)
and φ
(2)
n = Aa
iφi, (a = r + 1, .., Nc), where r is the rank of X and Nc is the number of all
constraints. The constraints φ
(1)
n = 0 are called to belong to 1st class and φ
(2)
n = 0 to 2nd
class.
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Now let us consider the transformations in the canonical theory. For an arbitrary function
Q of the canonical variables x = (q, π), we call the transformation defined by
δQx = {x,Q} (3.31)
as hamiltonian transformation, or HTR for short. This is the infinitesimal version of the
canonical transformations defined by Goldstein[15], especially that of the type F2(q, π
′) he
called. By the definition we see the infinitesimal parameters ǫˆA = δQq
A satisfy
∂ǫˆA
∂πB
=
∂ǫˆB
∂πA
. (3.32)
Putting KA
def
= πB∂ǫˆ
B/∂πA, we see
∂KA
∂πB
=
∂ǫˆB
∂πA
+ πγ
∂2ǫγ
∂πB∂πA
. (3.33)
Hence, by (3.32), ∂KA/∂πB is symmetric under exchange of A and B, which means there
exists function Eˆ(q, π) satisfying KA = ∂Eˆ/∂πA. That is
πB
∂ǫˆB
∂πA
=
∂Eˆ
∂πA
, (3.34)
where Eˆ is determined only up to additive function of only q. Then Q−πA ǫˆA+Eˆ is a function
of only q’s. In fact we see
∂
∂πA
(Q− πAǫˆA + Eˆ) = {qA, Q} − ǫˆA = 0. (3.35)
Hence we can write
Q = πAǫˆ
A − Eˆ, (3.36)
since the additive q-dependence can be absorbed into Eˆ.
Let us consider the transformation in the lagrangian variables defined by
δqA = ǫ(q, u), δuA = ǫ˙(q, u), ǫ(q, u) = ǫˆ(q,W (q, u)), (3.37)
which is the pull-back of the HTR defined by (3.31). The function E(q, u)
def
= Eˆ(q,W (q, u))
is the asosiated function to ǫ(q, u) in the above transformation. In fact
∂E
∂uA
=
[
∂Eˆ
∂πB
∂WB
∂uA
]
pi=W
=
[
πC
∂ǫˆC
∂πB
∂WB
∂uA
]
pi=W
=WC
∂ǫC
∂uA
. (3.38)
Thus we find that the pull-back of a HTR is a LTR. We call the lagrangian transformation
(3.37) the puff-back of the hamiltonian transformation (3.31), since δLq
A is the pull-back of
δQq
A.
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Next let us consider the relation between the variation of the hamiltonian under HTR and
that of lagrangian under LTR. We can prove
δQH = −∆L(q, Uˆ (q, π)) mod ϕ, (3.39)
where ∆L is defined by (2.16), which is the variation of lagrangian, dropping out total deriva-
tive with respect to time. We give a proof of (3.39) in Appendix.
Consider the HTR generated by a linear combination of 1st class constraints,
Q = dmφm. (3.40)
We call such a HTR as Dirac transformation, or DTR for short. If the HTR in (3.39) is DTR,
then by the construction of the secondary constraints we see that l.h.s of (3.39), i.e., Q∼, is
a linear combination of the primary and the secondary constraints. Since the pull-back of
the primary constraints is identity and that of the secondary constraints are LCs, as proved
before, the pull-back of (3.39) vanishes up to lagrangian constrains. Thus we arrive at the
first important conclusion that the pull-back of a DTR is a SGTR.
The HTR, the pull-back of which is a GTR, is generated by Q satisfying
Q∼ = 0 mod ϕ. (3.41)
This is easily seen by (3.39), since l.h.s. of (3.39) vanishes up to primary constraints and the
pull-back of the equation gives ∆L = 0. We call the HTR generated by such a Q as canonical
gauge transformation, or CGTR for short.
Let us give detailed relations among transformations in the lagrangian and the canonical
formalism, which are used in the next section. First note that for a HTR generated by Q,
δLu
A 6= δQUˆ(q, π)
∣∣∣
PB
, (3.42)
where δL is the LTR which is the pull-back of the HTR. The off-shell relation between δLu
A
and δQUˆ
A is very complicated. Fortunately we need only the on-shell one for discussing
Dirac’s conjecture in the next section, and we can prove the following simple relation. If a
lagrangian transformation δL is the pull-back of a DTR δQ, then the following relation holds.
δLu
A
∣∣∣
u=Upb
≡
[
δQUˆ
A +
∂Q∼
∂qA
]
PB
mod (ℓ, [EM])(Upb). (3.43)
The proof is as follows. From (3.25) we see
δLu
A
∣∣∣
u=Upb
= (δQq
A)∼
∣∣∣
PB
mod [EM](Upb). (3.44)
Hence we have
δLu
A
∣∣∣
u=Upb
= {{qA, Q}, H}
∣∣∣
PB
mod [EM](Upb)
=
[{{qA, H}, Q}+ {qA, {Q,H}}]
PB
mod [EM](Upb)
=
[{
UˆA + (πB −WB(q, Uˆ(q, π))∂Uˆ
B
∂πA
, Q
}
+
∂Q∼
∂πA
]
PB
mod [EM](Upb),
(3.45)
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where we used the Jacobi identity for the equality of the second line. The term of πB −
WB(q, Uˆ) is a linear combination of primary constraints. Since Q generatats a DTR, this term
vanishes except primary constraints, i.e., is a linear combination of secondary constraints. The
pull-back of it is a LC, and we obtain (3.43).
For expressing the variation of an arbitrary function of (q, u) in terms of canonical quantity
let as introduce the following brackets
{Fˆ , Gˆ}M def= MAB(q, Uˆ(q, π)) ∂Fˆ
∂πA
∂Gˆ
∂πB
, (3.46)
{Fˆ , Gˆ}EM def= MAB(q, Uˆ(q, π)) ∂Fˆ
∂πA
{UˆB, Gˆ}M. (3.47)
Let us call {Fˆ , Gˆ}M as M-bracket and {Fˆ , Gˆ}EM as EM-bracket, which involve informations on
the degeneracy of a gauge model through Hessian, and play an important role in the problem
of Dirac’s conjecture.
If F (q, u) = Fˆ (q,W (q, u)), then we can prove
δLF
∣∣∣
u=Upb
=
[
δQFˆ + {Fˆ , Q∼}M
]
PB
mod (ℓ, [EM])(Upb). (3.48)
This can be proved as follows. Varying F (q, u) = Fˆ (q,W (q, u)) and substituting u by Upb,
we see
(δLF )(q, Upb) =
[
∂F
∂qA
δLq
A +
∂F
∂uA
δLu
A
]
u=Upb
=
[(
∂Fˆ
∂qA
+
∂WB
∂qA
(Upb)
∂Fˆ
∂πB
)
δQq
A +
∂WB
∂uA
(Upb)
∂Fˆ
∂πB
(
δQUˆ
A +
∂Q∼
∂πA
)]
PB
mod (ℓ, [EM])(Upb),
where we used (3.43) for δLu
A. Hence,
(δLF )(q, Upb) =
[
∂Fˆ
∂qA
δQq
A +
∂Fˆ
∂πB
(
∂WB
∂qA
δQq
A +
∂WB
∂uA
δQUˆ
A
)
u=Upb
+MAB(Uˆ(q, π))
∂Fˆ
∂πB
∂Q∼
∂πA
]
PB
mod (ℓ, [EM])(Upb).(3.49)
On the other hand πB = WB(q, Uˆ(q, π)) mod ϕ, and δQϕ = {ϕ,Q} = 0 mod (ϕ, χ) for DTR
δQ. Hence
δQπB
∣∣∣
PB
= δQWB(q, Uˆ(q, π))
∣∣∣
PB
=
(
∂WB
∂qA
δQq
A +
∂WB
∂uA
δQUˆ
A
)
u=Upb
mod (ℓ, [EM]) (3.50)
Substituging the above equation to (3.49), we see
(δLF )(q, Upb) =
[
∂Fˆ
∂qA
δQq
A +
∂Fˆ
∂πB
δQπB +MAB(q, Uˆ(q, π))
∂Fˆ
∂πB
∂Q∼
∂πA
]
PB
mod (ℓ, [EM])(Upb), (3.51)
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which proves (3.48).
In the next section we will encounter the functiton satisfying
F (q, Upb) = Fˆ (q,W (q, u)), (3.52)
instead of F (q, u) = Fˆ (q,W (q, u)). In this case the relation (3.48), changes as
δLF
∣∣∣
u=Upb
=
[
δQFˆ + {Fˆ , Q∼}EM
]
PB
mod (ℓ, [EM])(Upb). (3.53)
This relation can be proved in the similar way as (3.48).
As we close the section, let us show that if a model contains 1st class constraints and does
not 2nd class ones, then there exist CGTR. The generator of a DTR is written as
Q = ζ iϕi + ǫ
(k)
i χ
i
k. (3.54)
Since 2nd class constraints are absent, there are coefficients, ckij, satisfying
ϕi
∼ = c0ijχ
j
1, χki
∼ = ckijχ
k+1
j , (k = 1, 2, ..). (3.55)
Hence we have
Q∼ = (ǫ
(1)
i
∼ + c0jiζ
j)χj1 +
∑
k=2
(ǫ
(k)
i
∼ + ck−1,ijǫ
(k−1)
j )χ
k
i mod ϕ. (3.56)
If
ǫ
(1)
i
∼ + c0ijζ
j = 0, ǫ
(k)
i
∼ + ck−1,ijǫ
(k−1)
j = 0, (3.57)
then Q∼ = 0 mod ϕ. The pull-back of (3.57) is
ǫ˙
(1)
i + c0ijζ
j = 0, ǫ˙
(k)
i + ck−1,ijǫ
(k−1)
j = 0, (k = 2, 3, ..) (3.58)
which iteratively determine ǫ
(k)
i , (k = 1, 2, ..) except their constant modes, if ζ
i are given.
Thus there exists CGTR in the model with 1st class constraints. The pull-back of the CGTR
is a GTR.
4 Dirac’s conjecture
Before proceeding to the problem of Dirac’s conjecture let us review the Dirac theory of the
constrained hamiltonian system. The canonical equations of motion are obtained by requiring
that for variation of the canonical variables the time integral of pq˙ − HT to have minimum
value, where
HT = H + λ
mϕm, (4.1)
and λ’ s are Lagrange multipliers. H is defined to be pq˙ − L, hence is a function of q, q˙, p.
Though q˙ is not uniquely determined by the equation p = ∂L/∂q˙, the ambiguity is absorbed
into the Dirac variables explained below. Hence H is treated as if it is a function of only q, p.
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Figure 1: Time development in phase space
Taking into account the 1st order secondary constraints, the above procedure leads to
linear equations for λm, and substituting the solutios to them back into HT we get
HT = H + v
mϕ[1]m + λ
m
s ϕm, (4.2)
where ϕ
[1]
m are 1st class primary constraints and λm = λms are special solutions to {ϕm, ϕn}λn+
{ϕm, H} = 0, and vm are completely arbitray quantities. If there are no second class con-
straints then the special solutions λms are absent, so we omit the third term in r.h.s. of (4.2).
Thus the variational problem with constraints is transformed to the system of differential
equations which are the canonical equations of motion defined by the modified hamiltonian
HT = H + v
mϕm, (4.3)
where ϕm are the 1st class primary constraints. Finally we must include secondary constraints,
requiring {ϕm, HT} = {{ϕm, HT}, HT} = · · · = 0, to the system of the differential equations.
The modified hamiltonian HT and v
m are called total hamiltonian and Dirac variables,
respectively. In many gauge theories the original hamiltonianH contains the terms like umϕm,
where um are unphysical variables. This fact may be one of origins for misunderstandings
or controversies on the problem of canonical theories. Moreover in many gauge theories H
containes the terms like qmχm, where q
m are unphysical variables and χm = 0 are secondary
constraints. Combining the above fact and the reason explained shortly, Dirac conjectured
that ϕm in (4.3) can be extended to all first class constraints including secondary ones.
Now return to the problem of Dirac’s conjecture. The solution orbit in the phase space to
the canonical equations of motion is uniquely determined if one gives Dirac variables. Hence
two states at a time are physically equivalent if there are two solution orbits connecting the
initial common state to the two states, which are determined by two sets of different Dirac
variables.
Let us consider an solution orbit, O1, to the canonical equations of motion and its image,
O2, of a transformation generated by Q ∼ O(ǫ). Let H ′ be the time development generator
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of the mapped variable. Then from the equation written at the right-top of Fig.1, we see
{q,H ′ − H} = {q, {H,Q}} + O(ǫ2), where the Jacobi identity is used. This means H ′ =
H + {H,Q}. If the transformtion is a CGTR, the new “hamiltonian” H ′ is differ from H
only by the Dirac variables. Assuming the two orbits cross at some point, they are physically
equivalent. However, the set of physically equivalent orbits are wider than that obtained by
CGTR.
A natural idea to incorporate the possible set of physically equivalent states might be
treating the primary and the secondary constraints on the same footing. Thus Dirac made the
conjecture that a transformation generated by linear combination of all 1st class constraints
including secondary ones is a PETR. This amounts to assume that the hamiltonian defined by
HE = H + viφi is the correct hamiltonian of the system, where φi are all 1st class constraints.
It seems hard to get the correct set of physically equivalent class of states along the above
arguments. Therefore, in the present paper, based on the definition of the physical equivalence
in the lagrangian theory and the relations of transformations between the lagrangian and the
hamiltonian theories, we seek for the condition for a DTR to be PETR.
We assume that the initial point does not move under the transformations considered
here. Then the PETR is the transformation which preserves LC’s and ELE’s. It is important
to note that the meaning of the preservation above should be so relaxed that the two states
represented by (q, u) and (q′, u′) satisfying (q, u)
P∼ (q′, u′) defined in Section 2 are the same
states. Therefore we define that a LTR satisfying
δLℓ
P∼ 0 mod (ℓ, [EM]), (4.4)
δL[EL]
P∼ 0 mod (ℓ, [EM]), (4.5)
is PETR. In the phase space a HTR is defined to be PETR if the pull-back of it is PETR in
the above sense. For the 1st order LC’s, the condition (4.4) is a special case of (4.5), while
for 2nd and higher order LC’s those conditions are independent of (4.5).
Now let us seek for the condition that a DTR is PETR. Since a LC is the pull-back of a
secondary constraint, we see, from (3.48),
δLℓ
∣∣∣
u=Upb
= [{χ,Q}+ {χ,Q∼}M]PB mod (ℓ, [EM])(Upb), (4.6)
where χ is the secondary constraint the pull-back of which is ℓ.
Next let us calculate the the variation of ELE. From (3.48) we see
(δLWA)(Upb) = [δQπA + {πA, Q∼}M]PB mod (ℓ, [EM])(Upb). (4.7)
Hence from (3.25)(
d
dτ
δLWA
)
(q, Upb) = [(δQπA)
∼ + {πA, Q∼}∼M]PB mod (ℓ, [EM])(Upb), (4.8)
where mod (ℓ, [EM]) means that the equation holds if the quantities inside the bracket and
their time derivatives vanish.
From (3.11) we see (
∂L
∂qA
)
(Upb) = −
[
∂H
∂qA
]
PB
. (4.9)
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Hence from (3.53)(
δL
∂L
∂qA
)
(Upb) = −
[
δQ
(
∂H
∂qA
)
+
{
∂H
∂qA
, Q∼
}
EM
]
PB
mod (ℓ, [EM])(Upb). (4.10)
From (4.8) and (4.10) we get
δL[EL]A(q, Upb) =
[
d
dτ
(δLWA)− δL
(
∂L
∂qA
)]
u=Upb
=
[
{{πA, Q}, H}+ {{πA, Q∼}M, H}
+{{H, πA}, Q} − {{πA, H}, Q∼}EM
]
PB
mod (ℓ, [EM])(Upb)
=
[
{πA, Q∼}+ {πA, Q∼}∼M − {πA∼, Q∼}EM
]
PB
mod (ℓ, [EM])(Upb),
(4.11)
where we used the Jacobi identity in the second line.
The function defined by Qξ = ξ
m(q)πm with infinitesimal parameters, ξ
m, (m ≥ R + 1),
generate a PETR. Thus we arrive at the conclusion that if there exist such ξm that Qˆ
def
= Qξ+Q
satisfies
{χi, Qˆ}+ {χi, Qˆ∼}M = 0 mod(ϕ, χ), (4.12)
for all secondary constraints, χ’s, and
{πA, Qˆ∼}+ {πA, Qˆ∼}∼M − {πA∼, Qˆ∼}EM = 0 mod (ϕ, χ), (4.13)
then the DTR generated by Q is PETR. (4.12) is the condition for the preservation of LC.
If the constraints are closed not only with respect to Poisson bracket but with respect to
M-bracket, then (4.12) is satisfied with ξm = 0. Let us say that this kind of constraints
belonging to class IA, and the DTR generated by them is of class IA DTR. The preservation
of LC is automatically satisfied for class IA DTR. On the other hand (4.13) is the condition
for the preservation of ELE, and it restricts the variation parameters along with the constraint
structure.
Since two states which are described by the same coordinates, (qA, uA), except that the
m-components, (qm, um), (m ≥ R + 1), are different from each other with finite values, are
physically equivalent, we can extend the conditions (4.12) and (4.13) as[
{χi, Qˆ}+ {χi, Qˆ∼}M
]
qm=Ξm
= 0 mod(ϕ, χ), (4.14)
[
{πA, Qˆ∼}+ {πA, Qˆ∼}∼M − {πA∼, Qˆ∼}EM
]
qm=Ξm
= 0
mod (ϕ, χ). (4.15)
If there exist such Ξm, (m ≥ R + 1), that at qm = Ξm the above equations hold, then the
DTR is PETR.
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5 Examples
5.1 Maxwell model in D-dimensions
For the dynamical variables q = (Ai(x), A0(x)), u = (ui(x), u0(x)) the lagrangian is
L =
∫
dD−1x L,
L = −1
4
FµνF
µν =
1
2
miju
iuj + niu
i + L0, (5.1)
where
mij = δij , ni = ∂iA
0, ui = ∂0A
i,
L0 = −1
2
A0∂i∂
iA0 − 1
4
FijF
ij. (5.2)
Here we use the metric convention: ηµν = diag(−++ · · ·+). We use the time variable τ = x0.
W and the Hessian are
W i = ui + ∂iA0, W0 = 0,
Mµν(x,x
′) =
(
δijδ
D−1(x− x′) 0
0 0
)
. (5.3)
ELE’s and the LC are
0 = [EL]i = u˙i − ∂iu0 − ∂jFji, (i ≤ D − 1) (5.4)
0 = [EL]0 = ∂
i(ui − ∂iA0) def= ℓ, (LC) (5.5)
0 = A˙µ − uµ. (5.6)
From (5.4), ℓ˙ vanishes, hence 2nd and higher order LC’s are absent. The LC, (5.5), is the
Gauss law, and is the Poisson equation for A0, which has the unique solution if one sets a
boundary condition for A0. However, the time derivative u0 = A˙0 are arbitrary, and according
to our definition, A0 is an unphysical variable.
Under the transformation
δAi = ∂iε, δA0 = η, δuµ =
d
dτ
(δAµ) (5.7)
with arbitrary parameters, ε(x, τ), η(x, τ), the lagrangian varies as
δL =
∫
dD−1x (η − ε˙)ℓ+ T.D.. (5.8)
Hence (5.7) is a LTR, and also is a SGTR.
Primary constraint in the canonical theory is
ϕ
def
= π0 = 0. (5.9)
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The general solution to π =W is
Uˆ i = πi − ∂iA0, Uˆ0 = θ(A, π), (5.10)
where θ is an arbitrary function. Using them, hamiltonian is given by
H =
∫
dD−1x
(
1
2
πiπ
i +
1
4
FijF
ij + A0χ+ θϕ
)
, (5.11)
where
χ
def
= ∂iπ
i. (5.12)
1st order secondary constraint is χ = 0, and 2nd and higher order secondary constraints are
absent.
The canonical equations of motion are
A˙i = πi − ∂iA0, A˙0 = θ(A, π), π˙i = ∂jFji π˙0 = −∂iπi. (5.13)
Substituting πµ = W µ(A, u) into the above equations, we get the pull-back of them as
A˙i = ui, A˙0 = θ(A,W (A, u)), u˙i = ∂iA˙0 + ∂
jFji, ℓ = 0. (5.14)
If we write
Upb
def
= θ(A,W (A, u)), (5.15)
then (5.14) coincide with the Euler-Lagrange equations, the relations A˙µ − uµ = 0 and the
LC, expressed in (5.4) ∼ (5.6), where u0 is replaced by Upb.
Writing a generator of DTR as
Q = −
∫
dD−1x (ǫχ + ηϕ), (5.16)
we have
δQAi = ∂iǫ, δQA0 = η, (5.17)
Q∼ = −(ǫ∼ − η)χ mod ϕ. (5.18)
If η = ǫ∼ the HTR generated by Q is CGTR, and the pull-back of it is the GTR, δLAµ = ∂µǫ.
The constraints, ϕ and χ, are of 1st class, but they do not close with respect to M-bracket,
hence do not belong to class IA. Putting Qˆ = ξπ0 +Q, we have
{χ, Qˆ}+ {χ, Qˆ∼}M = ∆(ǫ∼ − η − ξ) mod (ϕ, χ), (5.19)
{πi, Qˆ∼}+ {πi, Qˆ∼}∼M − {πi∼, Qˆ∼}EM = ∂i(ǫ∼ − η − ξ)∼ mod (ϕ, χ). (5.20)
Hence the conditions for PETR, expressed in (4.12)-(4.13), are satisfied by choosing ξ = ǫ∼−η.
Thus we see every DTR in the Maxwell model is PETR.
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5.2 Relativistic particle
Dynamical variables of relativistic particle with mass m in D-dimensional Minkowski space-
time are the coordinate xµ, (µ = 0, 1, , .., D−1), and the velocity variables uµ, (µ = 0, 1, , .., D−
1). We use the vector notation in D-dimensions as x,u. The lagrangian is
L =
1
2e
u2 − 1
2
m2e, (5.21)
where e is the einbein and τ parametrizes an orbit of the particle. Including the einbein we
write the coordinate and the velocity variables as qA = (xµ, e) and uA = (uµ, u), respectively.
Hessian and W are
MAB =
(
1
e
ηµν 0
0 0
)
, WA =
(
1
e
uµ
0
)
. (5.22)
ELE and 1st order LC are
[EL]
def
=
d
dτ
(u
e
)
= 0, ℓ
def
=
1
2
(
u2
e2
+m2
)
,= 0. (5.23)
2nd and higher order LC’s are absent. If m 6= 0 the LC can be solved for e as e =√−u2/m, and substituting it back into the lagrangian we get the usual action I = ∫ dτL =
−m ∫ √−dx2. Lagrangian of the form (5.21) is useful, since it can be used even in the case
of m = 0. The einbein, e, is unphysical because the lagrangian does not contain u = e˙.
Under the transformation,
δx = ǫu, δe = η, δu =
d
dτ
δx, δu =
d
dτ
δe, (5.24)
with arbitrary ǫ and η, the lagrangian varies as
δL =
(
d
dτ
(eǫ)− η
)
ℓ+
d
dτ
(ǫL). (5.25)
Hence the transformation is a LTR, and also is a SGTR.
Writing the canonical momenta of x and e as pi and π, respectively, the primary constraint
is
ϕ
def
= π = 0. (5.26)
The general solution for uA to equation πA =WA(x, e,u, u) is
u = Uˆ
def
= epi, u = Uˆ
def
= θ(x,pi, e, p), (5.27)
where θ is an arbitrary function. Using them the hamiltonian is written as
H = eχ+ θπ, χ
def
=
1
2
(pi2 +m2). (5.28)
1st order secondary constraint is χ = 0, and 2nd order and higher order secondary constraints
are absent.
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The canonical equations of motion are
x˙i = eπi, e˙ = θ, π˙i = 0 mod ϕ, π˙ = −χ. (5.29)
Substituting πi = ui/e, π = 0 into the above equations, we get the pull-back of them as
d
dτ
(
ui
e
)
= 0, χ = 0, x˙i = ui, e˙ = θ. (5.30)
If we write u′
def
= θ(q,W (q, u)), then (5.30) coincide with the ELEs, the relations q˙A− uA = 0
and the LC, where u’s are replaced by u′’s.
Writing a generator of DTR as
Q = εχ+ ηϕ, (5.31)
we have
δQx = εpi, δQe = η, (5.32)
Q∼ = (ε∼ − η)χ mod ϕ. (5.33)
Putting Qˆ = ξπ +Q, we see
{χ, Qˆ}+ {χ, Qˆ∼}M = (ε∼ − η − ξ)pi2, mod(ϕ, χ) (5.34)
{pi, Qˆ∼}+ {pi, Qˆ∼}M − {pi∼, Qˆ∼}∼EM =
(
1
e
(ε∼ − η − ξ)pi
)
∼
mod(ϕ, χ). (5.35)
In the massless case, the constraints, ϕ and χ close with respect to M-bracket, so belong to
class IA, while in the massive case, they do not. For both cases, the conditions for PETR,
(4.12) and (4.13), are satisfied by choosing ξ = ε∼ − η. Thus we see every DTR of the
relativistic particle is PETR.
5.3 Bilocal particle
The model consists of two relativistic particles, and hidden symmetries extending the reparametriza-
tions and a global symmetry were found[7]. Dynamical variables are q = (xµk , ek), u =
(uµk , uk), (k = 1, 2) , and lagrangian is
L =
1
2e1
u1 · u1 + 1
2e2
u2 · u2 + κ(u1 · x2 − u2 · x1), (5.36)
where κ is a parameter of the model with dimension of mass square. ELE’s and LC’s are
[EL]k
def
=
d
dτ
(
uk
ek
− 2κskxk′
)
= 0, (ELE) (5.37)
ℓk
def
= uk · uk = 0, (k = 1, 2) (LC) (5.38)
uk = x˙k, uk = e˙k, (k = 1, 2) (5.39)
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where we put
sk
def
= (−1)k, k′ def= 3− k. (5.40)
Hessian and W are
MAB =
(
1
ek
δjkηµν 0
0 0
)
,
W k =
uk
ek
− κskxk′, Wk = 0. (5.41)
Using (5.37), the time derivative of ℓk are given as
ℓ˙k = 4κeksku1 · u2 mod [EL]. (5.42)
Hence if κ 6= 0 we have a 2nd order LC,
ℓ0
def
= u1 · u2 = 0. (5.43)
3rd and higher order lagrangian constraints are absent. Since the lagrangian does not contain,
the variables ek, (k = 1, 2) are unphysical.
Under the transformation defined by
δLxk = εkuk +
ε0
ek′
uk′, δLek = ηk, (5.44)
δuk =
d
dτ
δxk, δuk =
d
dτ
δek, (5.45)
the lagrangian varies as
δL =
1
2
(
d
dτ
(εkek)− 4κskε0ek − ηk
)
ℓk +
ε˙0 − 2κe1e2(ε1 − ε2)
e1e2
ℓ0 + T.D.. (5.46)
Hence the transformation is LTR, and also is SGTR.
Denoting the canonical conjugates to xk, ek, (k = 1, 2) as pik, πk, (k = 1, 2), the primary
constraints in the canonical theory are
ϕm
def
= πm = 0. (m = 1, 2) (5.47)
The general solutions of uk = Uˆ k, uk = Uˆk, (k = 1, 2) to the equations πA =WA(q, u) are
Uˆ k = ek(pik + κskxk′), Uˆk = θk(x,pi, e, π), (5.48)
where θk are arbitrary functions. Using them the hamiltonian is written as
H = ekχk + θkπk, χk
def
=
1
2
(pik + κskxk′)
2, (k = 1, 2). (5.49)
1st order secondary constraints are χ1 = χ2 = 0, and if κ 6= 0 there is a 2nd order secondary
constraint,
χ0
def
= (pi1 − κx2) · (pi2 + κx1) = 0, (5.50)
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while 3rd and higher order secondary constraints are absent. The pull-backs of the three
secondary constraints, χi = 0, (i = 0, 1, 2), are equivalent to the three LCs, ℓi = 0, (i = 0, 1, 2).
Note that no χ0 term exists in the hamiltonian.
The Poisson brackets between χi, (i = 0, 1, 2) are
{χ1, χ2} = −2κχ0, {χk, χ0} = 4κskχk (k = 1, 2). (5.51)
Using the normalised basis defined by χ′1 = χ1/2κ, χ
′
−1 = χ2/2κ, χ
′
0 = −χ0/4κ, the Poisson
brackets gives the familiar sl(2,R) algebra:
{χ′n, χ′m} = (n−m)χ′n+m. (n,m = 0,±1) (5.52)
The canonical equations of motion are
x˙k = Uˆ k, e˙k = θk, (5.53)
p˙ik = −ek′(pik′ + κsk′xk). (5.54)
Using (5.53), (5.54) can be written in terms of Uˆ k as
d
dτ
(
Uˆ k
ek
− 2κskxk′
)
= 0, (5.55)
which, along with (5.53), coincide with the ELE’s and the relations q˙A − uA = 0, expressed
in (5.37) and (5.39), where u and u are replaced by Uˆ and θ, respectively.
Wtiting a generator of DTR as
Q = ǫ0χ0 + ǫkekχk + ηkπk, (5.56)
we have
δQxk = ǫkek(pik + κskxk′) + ǫ0(pik′ − κskxk), δQpik = κskδxk′, δQek = ηk,(5.57)
Q∼ = Akχk + A0χ0 mod ϕ, (5.58)
Ak
def
= (ǫkek)
∼ − 4κskekǫ0 − ηk, A0 def= ǫ0∼ − 2κe1e2(ǫ1 − ǫ2). (5.59)
M-brackets among the constraints are
{ϕi, ϕj}M = {ϕi, χj}M = {ϕi, χ0}M = 0, (i, j = 1, 2) (5.60)
{χi, χj}M = 1
ei
δijχi, {χ0, χi}M = 1
ei
χ0, {χ0, χ0}M =
2∑
i=1
χi
ei
, (5.61)
hence the constraints are of class IA. Thus the preservation of the LCs are satisfied automat-
ically. The preservation of ELE, are written as
{pi, Qˆ∼}+ {pi, Qˆ∼}∼M − {pi∼, Qˆ∼}EM
=
[
(Ak − ξk)Uˆ k
e2k
+ A0
Uˆ k′
e1e2
]
∼
= 0 mod (ϕ, χ) (5.62)
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with Qˆ = ξmπm + Q. The first term in the parenthesis of r.h.s. can be zero by choosing
ξk = Ak, (k = 1, 2), while the second term can be zero if, using the extended conditions for
PETR,
ǫ0
∼ − 2κΞ1Ξ2(ǫ1 − ǫ2) = 0. (5.63)
Since Ξk are arbitrary, the above equation can be satisfied for arbitrary ǫi, (i = 0, 1, 2) except
the case of ǫ1 = ǫ2. Therefore we get the conclusion that a DTR in the bilocal particle model
is a PETR, except the transformation with ǫ1 = ǫ2.
5.4 Cawley model
As a counter-example to Dirac’s conjecture Cawley found the following model [3, 4]. Dy-
namical variables are (q1, q2, q3) and the corrensponding velocity (u1, u2, u3), and lagrangian
is
L = u1u2 − 1
2
q3(q2)
2. (5.64)
ELE’s and 1st order LC are
[EL]1
def
= u˙2 = 0, [EL]2
def
= u˙1 + q3q2 = 0, (5.65)
ℓ1
def
= q2 = 0. (5.66)
There is a 2nd order LC,
ℓ2
def
= u2 = 0, (5.67)
while 3rd and higher order lagrangian constraints are absent. W and Hessian are
W1 = u2, W2 = u1, W3 = 0, Mij =

 0 1 01 0 0
0 0 0

 . (5.68)
Since the lagrangian does not contain u3, the variable q3 is unphysical.
Under the transformation
δq1 = ǫ2, δq2 = 0, δq3 = η, (5.69)
lagrangian varies as
δL = −ǫ¨2ℓ1 + T.D., (5.70)
where O(ℓ1)
2 term is dropped. Hence the transformation is LTR, and is also SGTR.
Denoting the canonical momenta corresponding to qi, (i = 1, 2, 3) as πi, (i = 1, 2, 3), the
primary constraint is
ϕ
def
= π3 = 0. (5.71)
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The general solution for u’s to the equations πi = Wi(q, u) is
u1 = Uˆ1
def
= π2, u2 = Uˆ2
def
= π1, u3 = Uˆ3
def
= θ, (5.72)
where θ is an arbitrary function. Using them, hamiltonian is written as
H = π2χ2 +
1
2
q3(χ1)
2 + θϕ, χ1
def
= q2, χ2
def
= π1. (5.73)
1st order secondary constraint is χ1 = 0. There is a 2nd order secondary constraint, χ2 = 0,
while 3rd and higher order secondary constraints are absent. The pull-back of χ1 and χ2 are
ℓ1 and ℓ2, respectively.
Canonical equations of motion are
q˙1 = π2, q˙2 = χ2, q˙3 = θ, (5.74)
π˙1 = 0, π˙2 = −q3χ1, π˙3 = −1
2
χ21. (5.75)
Writing the generating function Q of DTR as
Q = ǫ1χ1 + ǫ2χ2 + ηϕ, (5.76)
we see
δQq1 = ǫ2, δQq2 = 0, δQq3 = η, (5.77)
δQπ1 = 0, δQπ2 = −ǫ1 δQπ3 = 0, (5.78)
Q∼ = ǫ1
∼χ1 + (ǫ2
∼ + ǫ1)χ2 − 1
2
η(χ1)
2 mod ϕ. (5.79)
All M-brackets among the constraints vanish, i.e., they are of class IA. Hence the preservation
of the LC holds automatically. On the other hand, the preservation of ELE is written, for
example, as
{π2, Q∼}+ {π2, Q∼}∼M − {π2∼, Q∼}EM = ǫ2∼∼ mod (ϕ, χ), (5.80)
which does not vanish. R.h.s. of the above equation does not change even if we add ξπ3 term
to Q. Thus we find that the DTR is not a PETR, i.e., Dirac’s conjecture in the Cawley model
does not hold.
5.5 Frenkel model
A slightly differnt model from Cawley’s one was discussed by Frenkel [5]. The kinetic term of
the lagrangian is changed to be 3rd power of the velocity variables, i.e.,
L = u1(u2)
2 − 1
2
q3(q2)
2. (5.81)
ELE’s are changed as
[EL]1
def
= 2u2u˙2 = 0, [EL]2
def
= 2
d
dτ
(u1u2) + q3q2 = 0. (5.82)
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The 1st and the 2nd order LC’s are the same as those of Cawley model, i.e., ℓ1
def
= q2 =
0, ℓ2
def
= u2 = 0. Hessian and W are
W1 = (u2)
2, W2 = 2u1u2, W3 = 0, Mij =

 0 2u2 02u2 2u1 0
0 0 0

 . (5.83)
Under the transformation
δq1 = ǫ2, δq2 = 0, δq3 = η, (5.84)
the lagrangian varies as
δL = ǫ˙2(ℓ2)
2 − 1
2
η(ℓ1)
2, (5.85)
hence the transformation is LTR, and also a SGTR.
The primary constraint is the same as that of Cawley model:
ϕ
def
= π3 = 0. (5.86)
The general solution for u’s to the equations πi = Wi(q, u) is
u1 = Uˆ1
def
=
π2
2
√
π1
, u2 = Uˆ2
def
=
√
π1, u3 = Uˆ3
def
= θ. (5.87)
Using them hamiltonian is written as
H = π2
√
π1 +
1
2
q3(q2)
2 + θϕ. (5.88)
1st and 2nd order secondary constraints are the same as those of Cawley model:
χ1
def
= q2 = 0, χ2
def
= π1 = 0. (5.89)
Hamiltonian is written in terms of the constraints as
H = π2(χ2)
2 +
1
2
q3(χ1)
2 + θϕ, (5.90)
where the 1st term in r.h.s. of the above equation is different from that of Cawley model.
Writing the generating function Q of DTR as
Q = ǫ1χ1 + ǫ2χ2 + ηϕ, (5.91)
we see
δQq1 = ǫ2, δQq2 = 0, δQq3 = η, (5.92)
δQπ1 = 0, δQπ2 = −ǫ1 δQπ3 = 0, (5.93)
Q∼ = ǫ1
∼χ1 + ǫ2
∼χ2 + ǫ1(χ2)
2 − 1
2
η(χ1)
2 mod ϕ. (5.94)
The preservation of the LC’s holds automatically as in the case of Cawley model. The
preservation of the ELE’s holds also,
{πi, Q∼}+ {πi, Q∼}∼M − {πi∼, Q∼}EM = 0 mod (ϕ, χ), (5.95)
which is not the case in the Cawley model. Thus we find that the DTR is a PETR, i.e.,
Dirac’s conjecture holds in the Frenkel model.
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5.6 Polyakov string
Dynamical variables of the string are the coordinates, xµ, (µ = 0, 1, .., D−1), of the string in
the D-dimensional target space. These variables are functions of 2-dimensional coordinates,
(σ, τ), and the model is regarded as a 2-dimensional field theory. The velocity variables, uµ,
are the τ -derivatives of xµ. Lagrangian is written in the Polyakov form,
L =
1
2
∫
dσ
√
ggαβ∂αx · ∂βx, (5.96)
where gαβ is the world sheet metric (g
def
= det gαβ > 0), and x is the D-dimensional vector
with the components, (x)µ = xµ. Since the 2-dimensional theory has the scale invariance, the
lagrangian is written in terms of two variables among the three components of gαβ . In fact,
denoting a = g00
√
g, b = g01
√
g, the lagrangian is written as
L =
∫
dσ
(
1
2
au2 + bu · x′ + 1 + b
2
2a
x′2
)
, (5.97)
where u = x˙ and x′ are the derivatives of x with respect to τ and σ, respectively. Since the
lagrangin does not contain the velocity variables corresponding to a and b, these variables are
unphysical.
ELE’s and 1st order LC’s are
[EL]
def
=
d
dτ
(au+ bx′) +
(
bu +
1 + b2
a
x′
)
′
= 0, (5.98)
ℓ1
def
= a2u2 − (1 + b2)x′2 = 0, ℓ2 def= au · x′ + bx′2 = 0. (5.99)
Solving (5.99) for a and b, and substituting them back into (5.97), we get the Nambu-Goto
lagrangian, L =
∫
dσ
√
det ∂αx · ∂βx. We can check that ℓ˙i = 0, (i = 1, 2) up to the ELE’s
and the 1st order LC’s, so 2nd and higher order LCs are absent. Hessian and W are
W = au+ bx′, Mµν(σ, σ
′) = aηµνδ(σ − σ′). (5.100)
Under the transformation defined by
δx = ǫ0u+ ǫ1x
′, δa = η1, δb = η2, (5.101)
lagrangian varies as
δL = T.D. mod (ℓ). (5.102)
Hence the transformation is LTR, and also a SGTR.
Denoting the canonical momenta of x and (a, b) as pi and πi, (i = 1, 2), respectively, the
primary constraints are
ϕi
def
= πi = 0, (i = 1, 2). (5.103)
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The general solution for u’s to the equations πA =WA(q, u) is
u = Uˆ
def
=
1
a
(pi − bx′), ui = Uˆ i def= θi(x, a, b,pi, π1, π2), (5.104)
where θi are arbitrary functions. Using them, hamiltonian is written as
H =
∫
dσ
(
1
a
χ0 +
b
a
χ1 + θ
iϕi
)
, (5.105)
χ0
def
=
1
2
(pi2 − x′2), χ1 def= pi · x′. (5.106)
The 1st order secondary constraints are χ0 = χ1 = 0, and 2nd and higher order secondary
constraints are absent. The pull-back of χ0 and χ1 is equivalent to λ1 and λ2
Consider the DTR generated by
Q =
∫
dσ
(
ǫ0χ0 + ǫ1χ1 + η
iϕi
)
. (5.107)
The variations of x, a, b, up to the primary constraints, are
δQx = ǫ0pi + ǫ1x
′, δQai = ηi, (a1 = a, a2 = b), (5.108)
the pull-back of them are the LTR with the redefined parameters, ε0 = aǫ0, ε1 = ǫ1 + bǫ0.
The Poisson brackets among χ’s and ϕ’s are
{χi(σ), ϕj(σ′)} = 0, (5.109)
{χ0(σ), χ0(σ′)} = −2χ1(σ′)δ′(σ − σ′) + χ′1(σ′)δ(σ − σ′), (5.110)
{χ0(σ), χ1(σ′)} = 2χ0(σ′)δ′(σ − σ′)− χ′0(σ′)δ(σ − σ′), (5.111)
{χ1(σ), χ1(σ′)} = 2χ1(σ′)δ′(σ − σ′) + χ′1(σ′)δ(σ − σ′). (5.112)
Using them we have
Q∼ =
∫
dσ
1
a2
(A0χ0 + A1χ1) mod ϕ, (5.113)
where
A0
def
= a2ǫ0
∼ + (abǫ0 − aǫ1)′ − 2ab′ǫ0 + η1, (5.114)
A1
def
= a2ǫ1
∼ + (abǫ1 + aǫ0)
′ − 2ab′ǫ1 − bη1 + abη2. (5.115)
M-brackets among constraints are
{ϕi, ϕj}M = {ϕi, χa}M = 0, (5.116)
{χ0(σ), χ0(σ′)}M = aδ(σ − σ′)pi2(σ), (5.117)
{χ0(σ), χ1(σ′)}M = aδ(σ − σ′)χ1(σ), (5.118)
{χ1(σ), χ1(σ′)}M = aδ(σ − σ′)x′2(σ). (5.119)
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Hence the constraints are not of class IA. Putting Qˆ = ξiπi +Q, we have
Qˆ∼ =
∫
dσ
1
a2
[B0χ0 +B1χ1] mod ϕ, (5.120)
B0
def
= A0 + ξ
1, B1
def
= A1 − bξ1 + abξ2. (5.121)
The condition for DTR to be PETR is, up to ϕ and χ,
{χ0, Qˆ}+ {χ0, Qˆ∼}M = B0x′2 = 0, (5.122)
{χ1, Qˆ}+ {χ1, Qˆ∼}M = B1pi2 = 0, (5.123)
and
{pi, Qˆ∼}+ {pi, Qˆ∼}∼M − {pi∼, Qˆ∼}EM
= (B1pi − B0x′)′ + (B0pi +B1x′)∼
+
{[
1
a
(
B0
a2
)
′
+
b
a
(
B1
a2
)
′
]′
pi +
[
1
a
(
B1
a2
)
′
− b
a
(
B0
a2
)
′
]′
x′
}
′
= 0. (5.124)
(5.122) ∼ (5.124) are satisfied if we choose ξ1 = −A0, ξ2 = −(A1+bA2)/ab, i.e., B0 = B1 = 0.
Thus the DTR is a PETR, i.e., Dirac’s conjecture holds in the Polyakov string .
5.7 Model with 2nd class constraints
In the present paper we have exclusively treated the gauge models which have not 2nd class
constraints. The concept of unphysical variables are based on the absence of them. In the
final subsection we illustrate the effect of them in a model having such constraints.
Dynamical variables are x1, x2 and their velocity variables u1, u2. Lagrangian is
L = u1x2 − u2x1 − 1
2
(x1)
2 − 1
2
(x2)
2. (5.125)
The ELE’s do not determine the time development of the velocity variables, and give LC’s,
ℓ1
def
= 2u2 + x1 = 0, ℓ2
def
= 2u1 − x2 = 0. (5.126)
Wi and Hessian are
W1 = x2, W2 = −x1, Mij = 0. (5.127)
Combining the LC’s and the relations x˙i = ui, (i = 1, 2), we have unique solution,
x1 = A sin
τ
2
+B cos
τ
2
, x2 = A cos
τ
2
− B sin τ
2
, (5.128)
with arbitrary constants, A and B. Hence the variables x’s can not be regarded as unphysical
ones, though there are no ELE’s determining time development of velocity variables.
The primary constraints in the canonical theory are
ϕ1 = π1 − x2 = 0, ϕ2 = π2 + x1 = 0, (5.129)
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with the Poisson bracket,
{ϕ1, ϕ2} = −2. (5.130)
Since Wi do not contain the velocity variables, the general solution to πi = Wi is completely
arbitrary function,
ui = Ui(x, π). (5.131)
Then the hamiltonian is
H =
1
2
(xi)
2 + Uiϕi. (5.132)
From the preservation of ϕi, (i = 1, 2), we have
U2 +
1
2
x1 = 0, U1 − 1
2
x2 = 0. (5.133)
which are the equations determining Ui, and, of course, are not secondary constraints. Sub-
stituting the above equation to (5.132), the hamiltonian becomes
H =
1
2
(xi)
2 +
1
2
x2ϕ1 − 1
2
x1ϕ2. (5.134)
According to the general prescription for the 2nd class constraints, the canonical equations
of motion should be
x˙i = {xi, H}D, H = 1
2
(xi)
2, (5.135)
where Dirac bracket is defined by
{A,B}D def= {A,B} − 1
2
{A,ϕ1}{ϕ2, B}+ 1
2
{A,ϕ2}{ϕ1, B}. (5.136)
Then the canonical equations of motion are
x˙1 =
1
2
x2, x˙2 = −1
2
x1, (5.137)
which have the solution expressed in (5.128).
Since there is no 1st class constraints, we have no DTR nor CGTR. Though the Hessian
matrix vanishes, there is no gauge invariance. The reason for the absence of the unphysical
variables is the existence of the 2nd class constraints.
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Appendix
Here we prove the following relation. If the LTR, δL, is the pull-back of a HTR, δQ, then
δQH = −∆L
∣∣∣
u=Uˆ(q,pi)
mod ϕ, (A. 1)
where ∆L is the variation of lagrangian, defined in (2.16), where total derivatives with respect
to time are dropped.
In order to prove (A. 1) denote the generating function of the HTR in the form of (3.36),
Q = ǫˆAπA − Eˆ(q, π). (A. 2)
Then the LTR is
δLq
A = ǫ(q, u) δLu
A =
d
dτ
(δLq
A) (A. 3)
ǫ(q, u) = ǫˆ(q,W (q, u)), E(q, u) = Eˆ(q,W (q, u)). (A. 4)
L.h.s of (A. 1) is calculated as
δQH = {H, ǫˆAπA − Eˆ}
= ǫˆA{H, πA}+ πA{H, ǫˆA} − {H, Eˆ}
= −ǫˆA ∂L
∂qA
∣∣∣
u=Uˆ(q,pi)
+ πA{H, ǫˆA} − {H, Eˆ}
mod ϕ, (A. 5)
where we used (3.11). The 3rd term of r.h.s is
{H, Eˆ} = ∂H
∂qA
∂Eˆ
∂πA
− ∂H
∂πA
∂Eˆ
∂qA
=
∂H
∂qA
πB
∂ǫˆB
∂πA
− ∂H
∂πA
(
δQπA + πB
∂ǫˆB
∂qA
)
= − ∂H
∂πA
δQπA + πB{H, ǫˆB}
= −UˆA(q, π)δQπA + πB{H, ǫˆB} mod ϕ, (A. 6)
where in the last line we used (3.12). Thus we see
δQH = −ǫˆA ∂L
∂qA
∣∣∣
u=Uˆ
+ UˆA(q, π)δQπA modϕ. (A. 7)
On the other hand from (2.16)) we have
−ǫˆA ∂L
∂qA
∣∣∣
u=Uˆ
=
[
−∆L+
(
WA
∂ǫA
∂qB
− ∂E
∂qB
)
uB
]
u=Uˆ
=
[
−∆L+
(
WA
(
∂ǫˆA
∂qB
− ∂ǫˆ
A
∂πγ
∂Wγ
∂qB
)
−
(
∂Eˆ
∂qB
− ∂Eˆ
∂πγ
∂Wγ
∂qB
))
uB
]
u=Uˆ
=
[
−∆L+
(
WA
∂ǫˆA
∂qB
− ∂Eˆ
∂qB
+ (πA −WA)∂ǫˆ
A
∂πγ
∂Wγ
∂qB
)
uB
]
u=Uˆ
, (A. 8)
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where (3.34) is used. Hence we see
−ǫˆA ∂L
∂qA
∣∣∣
u=Uˆ
= −∆L
∣∣∣
u=Uˆ
− UˆB(q, π)δQπB modϕ. (A. 9)
Substituting the above equation to (A. 7) we get (A. 1).
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