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1. Introduction
Isoperimetric inequalities relate the length of closed curves to the infimal area of
the discs which they bound. Every closed loop of length L in the Euclidean plane
bounds a disc whose area is less than L2/4π, and this bound is optimal. Thus one
has a quadratic isoperimetric inequality for loops in Euclidean space. In contrast,
loops in real hyperbolic space satisfy a linear isoperimetric inequality: there is a
constant C such that every closed loop of length L in hyperbolic space bounds a
disc whose area is less than or equal to C · L.
With a suitable notion of area, a geodesic space X is δ-hyperbolic if and only
if loops in X satisfy a linear isoperimetric inequality (see [BH99], chapter III.H ,
page 417 and page 419). For loops in arbitrary CAT(0) spaces, however, there is a
quadratic isoperimetric inequality (see [BH99], chapter III.H , page 414). Osajda
introduced in [Osa15] a local combinatorial condition called 8-location implying
Gromov hyperbolicity of the universal cover (see [Laz15a]). A related curvature
condition, called 5/9-condition, also implies Gromov hyperbolicity (see [Laz15b]).
Both 8-located complexes and 5/9-complexes satisfy therefore, under the additional
hypothesis of simply connectedness, a linear isoperimetric inequality.
One can also express curvature using a condition called local k-largeness which
was introduced independently by Chepoi [Che00] (under the name of bridged com-
plexes) and by Januszkiewicz-Swiatkowski [JS´06]. A flag simplicial complex is lo-
cally k-large if its links do not contain essential loops of length less than k, k ≥ 4.
Cycles in systolic complexes satisfy a quadratic isoperimetric inequality (see [JS´06]).
In [Els09] explicit constants are provided presenting the optimal estimate on the
area of a systolic disc. In systolic complexes the isoperimetric function for 2-
spherical cycles (the so called second isoperimetric function) is linear (see [JS´07]).
In [CCHO14] it is shown that meshed graphs (thus, in particular, weakly modular
graphs) satisfy a quadratic isoperimetric inequality.
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The purpose of the current paper is to extend the results obtained in [Laz19] on
t-uniform simplicial complexes. We define (s, t)-uniform simplicial complexes and
we show that the lengths of spheres in these complexes are the terms of certain
recurrence relations. Using this result we find a connection between the area and
the length of spheres in such complexes. For the hyperbolic case, we find optimal
constants for the linear isoperimetric inequality in terms of s and t.
We consider certain loops called spheres which are the ”roundest” loops. In-
tuitively, any loop of the same length which is not a sphere contains less area.
Therefore we consider only the lengths of spheres, not of all loops. By this choice
we can find the best constant for the isoperimetric inequality. So we do not prove
the isoperimetric inequality for the simplicial complex. Instead we find the best
candidate for the constant of the isoperimetric inequality. The idea is to get a bet-
ter understanding of how the isoperimetric inequality behaves as the vertices have
more or less neighbours.
Acknowledgements. The author would like to thank Damian Osajda for intro-
ducing her to the subject. This work was partially supported by the grant 346300
for IMPAN from the Simons Foundation and the matching 2015 − 2019 Polish
MNiSW fund.
2. Preliminaries
2.1. Simplicial complexes. Let X be a simplicial complex. We denote by X(k)
the k-skeleton of X, 0 ≤ k < dimX . A subcomplex L in X is called full as a
subcomplex of X if any simplex of X spanned by a set of vertices in L, is a simplex
of L. For a set A = {v1, ..., vk} of vertices of X , by 〈A〉 or by 〈v1, ..., vk〉 we denote
the span of A, i.e. the smallest full subcomplex of X that contains A. We write
v ∼ v′ if 〈v, v′〉 ∈ X (it can happen that v = v′). We write v ≁ v′ if 〈v, v′〉 /∈ X .
We call X flag if any finite set of vertices which are pairwise connected by edges of
X , spans a simplex of X .
A cycle (loop) γ in X is a subcomplex of X isomorphic to a triangulation of S1.
A full cycle in X is a cycle that is full as a subcomplex of X . A k-wheel in X
(v0; v1, ..., vk) (where vi, i ∈ {0, ..., k} are vertices of X) is a subcomplex of X such
that (v1, ..., vk) is a full cycle and v0 ∼ v1, ..., vk. The length of γ (denoted by |γ|)
is the number of edges of γ.
We define the metric on the 0-skeleton of X as the number of edges in the
shortest 1-skeleton path joining two given vertices.
Let σ be a simplex of X . The link of X at σ, denoted Xσ, is the subcomplex
of X consisting of all simplices of X which are disjoint from σ and which, together
with σ, span a simplex of X . We call a flag simplicial complex k-large if there are
no full j-cycles in X , for j < k. We say X is locally k-large if all its links are k-large.
We call a vertex of X k-large if its link is k-large.
Definition 2.1. A simplicial map f : X → Y between simplicial complexes X and
Y is a map which sends vertices to vertices, and whenever vertices v0, ..., vk ∈ X
span a simplex σ of X then their images span a simplex τ of Y and we have
f(σ) = τ . Therefore a simplicial map is determined by its values on the vertex set
of X . A simplicial map is nondegenerate if it is injective on each simplex.
Definition 2.2. Let γ be a cycle in X . A filling diagram for γ is a simplicial map
f : D → X where D is a triangulated 2-disc, and f |∂D maps ∂D isomorphically
onto γ. We denote a filling diagram for γ by (D, f) and we say it is
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• minimal if D has minimal area (it consists of the least possible number of
2-simplices among filling diagrams for γ);
• nondegenerate if f is a nondegenerate map;
• locally k-large if D is a locally k-large simplicial complex.
Lemma 2.1. Let X be a simplicial complex and let γ be a homotopically trivial
loop in X. Then:
(1) there exists a filling diagram (D, f) for γ (see [Che00] - Lemma 5.1, [JS´06]
- Lemma 1.6 and [Pry14] - Theorem 2.7);
(2) any minimal filling diagram for γ is simplicial and nondegenerate (see
[Che00] - Lemma 5.1, [JS´06] - Lemma 1.6, Lemma 1.7 and [Pry14] - The-
orem 2.7).
Let D be a simplicial disc. We denote by C the cycle bounding D and by AreaC
the area of D. We denote by Vi and Vb the numbers of internal and boundary
vertices of D, respectively. Then: AreaC = 2Vi +Vb − 2 = |C|+ 2(Vi − 1) (Pick’s
formula). In particular, the area of a simplicial disc depends only on the numbers
of its internal and boundary vertices.
We call s-polygon a polygon which has s edges. We call s-vertex a vertex which
has s neighbours. Note that in a disc s-vertices are interior vertices. We call an
(s, t)-edge an edge spanned by an s-vertex and a t-vertex.
Definition 2.3. Let X be a flag, simply connected simplicial complex and let γ
be a loop in X . We call X (s,t)-uniform, s, t ≥ 4, if in any minimal filling diagram
(D, f) for γ, for any interior vertex v of D we have |Dv| = s (v is an s-vertex) or
we have |Dv| = t (v is a t-vertex). If s 6= t then
(1) if v is an s-vertex, then its neighbors are either t-vertices or boundary
vertices;
(2) if v is a t-vertex, then its neighbours can be labeled as vi, i ∈ {1, ..., t},
having (v1, ..., vt) as a full cycle, such that at odd indices there are only
t-vertices or boundary vertices, and at the even indices there are only s-
vertices or boundary vertices.
If s = t, the (s, t)-uniform complex is a t-uniform complex.
If t is even, we can construct a surface tiling using s-polygons by starting with
an s-polygon and connecting t/2 such polygons at each vertex. If t ≥ 6 we continue
this process for all boundary vertices as much as we want. The vertices at the
center of the s-polygons have s neighbours. Because the vertices at the intersection
of t/2 s-polygons have 2 · t/2 = t triangles around them, such vertices are t-vertices.
There is no triangle in this construction such that all its vertices are t-vertices.
According to the definition, a minimal filling diagram is a section of such tiling.
Note that such tiling is unique.
If t is odd, each t-vertex may have a single pair of adjacent neighbors which are
also t-vertices. We can construct a surface tiling as above except that now we can
connect only (t − 1)/2 such polygons at each vertex. This implies that at each t-
vertex there is an extra triangle whose vertices are t-vertices (i.e. the extra triangle
does not belong to any s-polygon). Since these extra triangles can be connected in
different ways to the s-polygons (either to a vertex, or to an edge), there are several
ways to construct such tilings. Only in the case s = t we obtain the same tiling, no
matter how we consider the extra triangles.
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For s = t, the s-vertices coincide with the t-vertices. Then the difference consists
only in the role they play. They can be either at the center of a polygon or on the
boundary of a polygon.
Based on the explanations above, we continue the analysis only for the two cases
with unique tiling. The first case is when t is even. The second case is when t is
odd and s = t.
Let X be a (s, t)-uniform simplicial complex and let γ be a loop in X . Let (D, f)
be a minimal filling diagram for γ and let v be a vertex of D. We call the sphere
centered at v of radius n the set of edges spanned by the vertices at distance n from
v, n ≥ 0. We denote it by Ss,tn if v is an s-vertex, or by T s,tn if v is a t-vertex. We
call the area of a sphere the number of triangles inside the sphere. We denote it by
As,tn . We call the length of a sphere the number of edges on the sphere. We denote
it by |Ss,tn |.
If Z is a set of vertices, we denote by |Z| the number of its vertices.
2.2. Homogeneous linear recurrence relations. A homogeneous linear recur-
rence relation of order d with constant coefficients c1, c2, . . . , cd is an equation of
the form
xn = c1xn−1 + c2xn−2 + · · ·+ cdxn−d
A constant-recursive sequence is a sequence satisfying a recurrence relation of
this form. The initial values x0, . . . , xd−1 can be taken to be any values but then
the recurrence relation determines the sequence uniquely.
The characteristic equation of the recurrence relation for the constant-recursive
sequence is
xd − c1xd−1 − · · · − cd−1x− cd = 0
If the roots r1, r2, . . . , rd of the characteristic equation are distinct, then each
solution of the recurrence relation takes the form
xn =
d∑
i=1
kir
n
i = k1r
n
1 + k2r
n
2 + · · ·+ kdrnd (1)
The coefficients ki are determined in order to fit the initial conditions of the recur-
rence relation. If the same roots occur multiple times, the terms in this formula
corresponding to the second and later occurrences of the same root are multiplied
by increasing powers of n. Assume that there are e distinct roots and that each of
these roots, say ri, occurs pi times (i.e.
∑e
i=1 pi = d). Then we have
xn =
e∑
i=1
pi∑
j=1
kij · nj−1 · rni = (k11 + k12n+ · · ·+ k1p1np1−1) · rn1 + . . . (2)
2.3. Combinatorial curvature. According to Descartes’ theorem, the total cur-
vature of a polyhedron is 4π. The curvature for each vertex is the angle defect of
the vertex. And at the edges and faces we have zero curvature.
We study the curvature inside loops in a simplicial complex X . For any loop γ
in X we consider any minimal filling diagram (D, f) for γ. And we consider the
triangulated surface D as the surface for which to compute the curvature. Similar
to polyhedral curvature, the curvature is measured only at the vertices.
If a vertex has 6 neighbours, then the vertex has no angle defect or excess, and
it has zero curvature. If a vertex has less than 6 neighbours, then the vertex has
an angle defect, and positive curvature. If a vertex has more than 6 neighbours,
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then the vertex has an angle excess, and negative curvature. For simplicity, we will
consider the curvature of a t-vertex to be 6− t, instead of (6− t)π
3
.
Below is the combinatorial version of the GaussBonnet Theorem.
Theorem 2.2 (Combinatorial Gauss - Bonnet). Let S be a compact triangulated
surface. Let χ(S) denote the Euler characteristic of S. Let χ(v) denote the number
of triangles containing vertex v. Then the following formula holds
6χ(S) =
∑
v∈∂S
(3− χ(v)) +
∑
v∈intS
(6− χ(v)) (3)
The first term in the right side of (3) is called the geodesic curvature (i.e. the
curvature along a curve), and it’s denoted by kg
kg(∂S) =
∑
v∈∂S
kg(v) =
∑
v∈∂S
(3− χ(v))
The second term in the right side of (3) is called the Gaussian curvature (i.e.
the curvature inside a curve), and it’s denoted by K
K(S) =
∑
v∈intS
K(v) =
∑
v∈intS
(6− χ(v))
So formula (3) becomes
6χ(S) = kg(∂S) +K(S) (4)
The disk diagram D has the Euler characteristic χ(D) = 1, so (4) becomes
6 = kg(∂D) +K(D) (5)
The formula above also holds for any non self-intersecting loop inside D.
3. Constant-recursive sequences in (s,t)-uniform simplicial complexes
The main goal of this section is to find, in terms of t, the best constant for
the linear isoperimetric inequality for an (s, t)-uniform simplicial complex X . We
consider s, t ≥ 6, t even, except s = t = 6. For s = t = 6 we have the 6-uniform
simplicial complex, which is flat and has a quadratic isoperimetric inequality. The
only loops we take into account are the spheres inside the disc of a minimal filling
diagram associated to a loop of X . Namely, we compute the limit of the ratio
As,tn
|Ss,tn |
as n goes to infinity (Theorem 3.4).
In section 3.1, we give examples of (s, t)-uniform simplicial complexes. In section
3.2 we find a connection between the lengths of spheres in (s, t)-uniform simplicial
complexes and the terms of certain constant-recursive sequences (Theorem 3.1).
In section 3.3 we analyze concrete constant-recursive sequences in (s, t)-uniform
simplicial complexes, s, t ≥ 6.
3.1. Examples. We start by presenting a few examples of (s, t)-uniform simplicial
complexes. We present two diagrams for each (s, t)-uniform simplicial complex. In
each diagram we choose a vertex v to be the center of the spheres. On the left side
we present the diagram where v is an s-vertex. On the right side we present the
diagram where v is a t-vertex. For each diagram we represent the spheres up to
radius 4.
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Figure 1. Diagrams of a (6, 6)-uniform simplicial complex
We color the interior of each s-polygon with a different color. This way it is
easier to see what type of vertices and of edges we have on each sphere. With the
exception of Figure 7, in all examples t is even. In figure 7 we color the triangles
that do not belong to any s-polygon at all in gray.
3.2. Recurrence relations in (s,t)-uniform simplicial complexes. We start
by establishing, for s, t ≥ 6, t even, a connection between the lengths of spheres
in (s, t)-uniform simplicial complexes and the terms of certain constant-recursive
sequences. Besides we find other simplices on the spheres that satisfy the same
recurrence relation. Note that we consider only vertices which are ”connected to
edges on the same sphere”. This is necessary to avoid counting the center vertex
of the sphere Ss,t0 .
Theorem 3.1. Let s, t ≥ 6, t even, and let X be an (s, t)-uniform simplicial
complex. Let γ be a loop of X and let (D, f) be a minimal filling diagram for γ.
Let v be an interior vertex of D. Then the lengths of the spheres centered at v are
sequences that satisfy a certain recurrence relation with parameters depending on
T = t− 4 and S = s− 4. Namely,
|Ss,tn | =
T
2
· |Ss,tn−1|+
(
ST
2
− 2
)
· |Ss,tn−2|+
T
2
· |Ss,tn−3| − |Ss,tn−4| (6)
The number of the following simplices follow the same recurrence relation:
• the s-vertices connected to edges on the same sphere (V s,tn )
• the t-vertices connected to edges on the same sphere (W s,tn )
• the (s, t)-edges (Es,tn )
• the (t, t)-edges (F s,tn )
Proof. TBD 
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Figure 2. Diagrams of an (8, 6)-uniform simplicial complex
Figure 3. Diagrams of a (6, 8)-uniform simplicial complex
Figure 4. Diagrams of an (8, 8)-uniform simplicial complex
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Figure 5. Diagrams of a (6, 10)-uniform simplicial complex
Figure 6. Diagrams of a (10, 6)-uniform simplicial complex
Figure 7. Diagrams of a (7, 7)-uniform simplicial complex
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For the rest of the section we will consider the notations introduced in the the-
orem above.
The recurrence relation given in Theorem 3.1 holds for any sequence of conse-
cutive spheres no matter what the center of spheres is (e.g. a vertex, an edge, a
convex loop). Still, the four initial terms of the sequence depend on the center (i.e.
whether v is an s-vertex or a t-vertex, or an edge, ...).
Below we present the initial terms of the lengths of spheres and the number of
simplices mentioned in Theorem 3.1. Because the four initial terms are given, we
can also compute the negative terms. We add an extra column for the index −1,
such that |Ss,t3 | =
T
2
· |Ss,t2 |+
(
ST
2
− 2
)
· |Ss,t1 | +
T
2
· |Ss,t0 | − |Ss,t−1|. Working with
this value is easier when computing the coefficients of the general term.
n −1 0 1 2 3
|Ss,tn | −s 0 s s · T s ·
[
2
(
T
2
)2
+
(
ST
2
− 2
)
+ 1
]
|V s,tn | 0 0 0 s ·
T
2
s ·
[(
T
2
)2]
|W s,tn | −s 0 s s ·
T
2
s ·
[(
T
2
)2
+
(
ST
2
− 2
)
+ 1
]
|Es,tn | 0 0 0 s · T s ·
[
2
(
T
2
)2]
|F s,tn | −s 0 s 0 s ·
[(
ST
2
− 2
)
+ 1
]
Table 1. The initial terms if the center of the spheres is an s-vertex
n −1 0 1 2 3
|T s,tn | −
t
2
· 2 0 t
2
· 2 t
2
· (S + T ) t
2
·
[
2
(
T
2
)2
+ 3
(
ST
2
− 2
)
+ 4
]
|V s,tn | −
t
2
0
t
2
t
2
· T
2
t
2
·
[(
T
2
)2
+
(
ST
2
− 2
)
+ 1
]
|W s,tn | −
t
2
0
t
2
t
2
·
(
S +
T
2
)
t
2
·
[(
T
2
)2
+ 2
(
ST
2
− 2
)
+ 3
]
|Es,tn | −
t
2
· 2 0 t
2
· 2 t
2
· T t
2
·
[
2
(
T
2
)2
+ 2
(
ST
2
− 2
)
+ 2
]
|F s,tn | 0 0 0
t
2
· S t
2
·
[(
ST
2
− 2
)
+ 2
]
Table 2. The initial terms if the center of the spheres is a t-vertex
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Theorem 3.2. Let X be an (s, t)-uniform simplicial complex and let γ be a loop
in X. Let (D, f) be a minimal filling diagram for γ. Let v be an interior vertex of
D. Then the area of a sphere centered at v is equal to
As,tn = 2
( n∑
k=0
|Ss,tk |
)
− |Ss,tn | (7)
Proof. For the proof see [Laz19], Theorem 3.3. 
3.3. Order-4 homogeneous linear recurrences in (s,t)-uniform simplicial
complexes. Using Theorem 3.1, we investigate a certain symmetric order-4 ho-
mogeneous linear recurrence relation. The recurrence relation is
xn = (P −R)xn−1 + (PR − 2)xn−2 + (P −R)xn−3 − xn−4 (8)
with 1 < R, 2 < P , R < P .
The recurrence relation above follows from the order-2 linear recurrence relation
xn = Pxn−1 − xn−1, which was used to obtain the Lucas sequences that appear in
t-uniform simplicial complexes (see [Laz19]). Namely,
xn = Pxn−1 − xn−2 =
= (P −R)xn−1 +Rxn−1 − xn−2 =
= (P −R)xn−1 +R(Pxn−2 − xn−3)− xn−2 =
= (P −R)xn−1 + (PR− 1)xn−2 −Rxn−3 =
= (P −R)xn−1 + (PR− 2)xn−2 + xn−2 −Rxn−3 =
= (P −R)xn−1 + (PR− 2)xn−2 + (Pxn−3 − xn−4)−Rxn−3 =
= (P −R)xn−1 + (PR − 2)xn−2 + (P −R)xn−3 − xn−4
The characteristic equation of the recurrence relation above is a degree 4 recip-
rocal equation
x4 − (P −R)x3 − (PR− 2)x2 − (P −R)x+ 1 = 0
After reordering the equation, we get
(x4 − Px3 + x2) + (Rx3 − PRx2 +Rx) + (x2 − Px+ 1) = 0
x2(x2 − Px+ 1) +Rx(x2 − Px+ 1) + (x2 − Px+ 1) = 0
(x2 − Px+ 1)(x2 +Rx+ 1) = 0
The first polynomial of the equation above has the discriminant D = P 2− 4 and
the roots
a =
P +
√
P 2 − 4
2
, b =
P −√P 2 − 4
2
(9)
Thus ab = 1. Also, a + b = P , a − b = √P 2 − 4 and a2 − b2 = P√P 2 − 4. As
2 < P , we have 0 < b < 1 < a < P .
The second polynomial of the equation above has the discriminant D = R2 − 4
and the roots
c =
−R+√R2 − 4
2
, d =
−R−√R2 − 4
2
(10)
Thus cd = 1. Also c+ d = −R, c− d = √R2 − 4 and c2 − d2 = −R√R2 − 4.
There are 3 cases to be analyzed:
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(a) If 2 < R < P then D > 0 and we have distinct roots, with −P < −R <
d < −1 < c < 0. So
0 < b < |c| < 1 < |d| < a (11)
(b) If R = 2 then D = 0 and c = d = −1. Hence
0 < b < |c| = 1 = |d| < a (12)
(c) If 1 < R < 2 < P then D < 0 and we have distinct complex roots.
In the cases (a) and (c), the roots of the characteristic equation are all distinct
(r1 = a, r2 = b, r3 = c, r4 = d). Then, due to (1) and using the notation A = k1,
B = k2, C = k3, D = k4, each solution of the recurrence relation has the form
xn =
4∑
i=1
kir
n
i = Aa
n +Bbn + Ccn +Ddn (13)
In the case (b), two of the roots of the characteristic equation are duplicate
(r1 = a, r2 = b, r3 = c = d = −1). Then, due to (2) and using the notation
A = k11, B = k21, C = k31, D = k32, each solution of the recurrence relation has
the form
xn =
3∑
i=1
pi∑
j=1
kij · nj−1 · rni = Aan +Bbn + (C + nD)cn (14)
Tables 1 and 2 contain the initial terms of the sequences of simplices on the
spheres. We consider the term x−1 such that
x3 = (P −R)x2 + (PR − 2)x1 + (P −R)x0 − x−1
This will simplify the system of equations we have to solve. We note that the initial
terms of the sequences have only certain kind of values.
We show that A 6= 0 if the initial terms have the form:
x−1 x0 x1 x2
−v1 0 v1 v2
either for v1 > 0 and v2 ≥ 0, or for v1 = 0 and v2 > 0.
In the cases (a) and (c), we apply (13) for −1 ≤ n ≤ 2. We obtain the following
system of equations with the unknowns A,B,C,D:

a−1A+ b−1B + c−1C + d−1D = −v1
a0A+ b0B + c0C + d0D = 0
a1A+ b1B + c1C + d1D = v1
a2A+ b2B + c2C + d2D = v2
Since ab = 1, we have a−1 = b and b−1 = a. Also since cd = 1, we have c−1 = d,
d−1 = c. Then the above system of equations becomes

bA+ aB + dC + cD = −v1 (A1)
A+ B + C + D = 0 (A2)
aA+ bB + cC + dD = v1 (A3)
a2A+ b2B + c2C + d2D = v2 (A4)
From (A1) + (A3) we get (a + b)(A+ B) + (c + d)(C +D) = 0. From (A2), we
get C +D = −(A+B). So we have [(a+ b)− (c+ d)](A +B) = 0.
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However, we know that a + b = P > 0 and c + d = −R < 0. This implies that
(a+ b)− (c+ d) > 0. Hence A+B = 0 and C +D = 0.
We assume by contradiction that A = 0. Then we get that B = 0. We obtain
the system of equations 

dC + cD = −v1 (B1)
C + D = 0 (B2)
cC + dD = v1 (B3)
c2C + d2D = v2 (B4)
From c(B2)− (B1) and d(B2)− (B3), we get (c− d)C = v1. From d(B2)− (B1)
and c(B2) − (B3), we get (d − c)D = v1. This implies that C =
v1
c− d and D =
− v1
c− d. Hence we obtain the formula of the general term xn = v1
cn − dn
c− d . So
x2 = v1
c2 − d2
c− d = v1(c+ d) = −v1R.
If v1 > 0 and v2 ≥ 0, then x2 = −v1R < 0. However, for our initial terms we
have x2 = v2 ≥ 0. So we have reached a contradiction.
If v1 = 0 and v2 > 0, then x2 = −v1R = 0. However, for our initial terms we
have x2 = v2 > 0. So we have reached a contradiction.
This implies that in the cases (a) and (c), for our initial terms, we have A 6= 0.
In the case (b), we apply (14) for −1 ≤ n ≤ 2. We obtain the following system
of equations with the unknowns A,B,C,D:

a−1A+ b−1B + c−1C − c−1D = −v1
a0A+ b0B + c0C = 0
a1A+ b1B + c1C + c1D = v1
a2A+ b2B + c2C + 2c2D = v2
We know that ab = 1. So a−1 = b and b−1 = a. We have c = −1. Then the
above system of equations becomes

bA+ aB − C + D = −v1 (C1)
A+ B + C = 0 (C2)
aA+ bB − C − D = v1 (C3)
a2A+ b2B + C + 2D = v2 (C4)
From (C1)+(C3) we get (a+b)(A+B)−2C = 0. From (C2), we get C = −(A+B).
So we have [(a+ b) + 2](A+B) = 0.
However, we know that a+ b = P > 0. This implies that (a+ b) + 2 > 0. Hence
A+B = 0 and C = 0.
We assume by contradiction that A = 0. Then we getB = 0. From (C1) and (C3)
we have D = −v1. Hence we obtain the general term formula xn = −v1 · n · (−1)n.
So x2 = −v1 · 2 · (−1)2 = −2 · v1.
If v1 > 0 and v2 ≥ 0, then x2 = −2v1 < 0. However, for our initial terms we
have x2 = v2 ≥ 0. So we reached a contradiction.
If v1 = 0 and v2 > 0, then x2 = −2v1 = 0. However, for our initial terms we
have x2 = v2 > 0. So we reached a contradiction.
This implies that in the case (b), for our initial terms, we have A 6= 0.
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In conclusion, in all cases we have A 6= 0.
Further we compute the limit of the ratio between two consecutive terms of the
sequence (xn)n≥0.
In the case (a), relation (11) implies that
lim
n→∞
(
b
a
)n
= lim
n→∞
(
c
a
)n
= lim
n→∞
(
d
a
)n
= 0 (15)
In the case (b), relation (12) implies that
lim
n→∞
(
b
a
)n
= lim
n→∞
(
c
a
)n
= 0 (16)
In the case (c), we note that c and d are conjugate complex numbers. We have
cd = 1. Because cd = |c|2 = |d|2 = 1, we have |c| = |d| = 1. Since a is a real
number and a > 1, we have
∣∣∣∣ ca
∣∣∣∣ < 1 and
∣∣∣∣da
∣∣∣∣ < 1. So
lim
n→∞
(
b
a
)n
= lim
n→∞
(
c
a
)n
= lim
n→∞
(
d
a
)n
= 0 (17)
Hence, in the cases (a) and (c), due to (13), (15) and (17), we get
lim
n→∞
xn
xn−1
= lim
n→∞
Aan +Bbn + Ccn +Ddn
Aan−1 +Bbn−1 + Ccn−1 +Ddn−1
=
= lim
n→∞
an
(
A
an
an
+B
bn
an
+ C
cn
an
+D
dn
an
)
an−1
(
A
an−1
an−1
+B
bn−1
an−1
+ C
cn−1
an−1
+D
dn−1
an−1
) =
= lim
n→∞
a ·
A+B
(
b
a
)n
+ C
(
c
a
)n
+D
(
d
a
)n
A+B
(
b
a
)n−1
+ C
(
c
a
)n−1
+D
(
d
a
)n−1 = a
In the case (b), due to (14) and (16), we get
lim
n→∞
xn
xn−1
= lim
n→∞
Aan +Bbn +
(
C + nD
)
cn
Aan−1 +Bbn−1 +
(
C + (n− 1)D)cn−1 =
= lim
n→∞
an
[
A
an
an
+B
bn
an
+
(
C + nD
) cn
an
]
an−1
[
A
an−1
an−1
+B
bn−1
an−1
+
(
C + (n− 1)D) cn−1
an−1
] =
= lim
n→∞
a ·
A+B
(
b
a
)n
+
(
C + nD
)( c
a
)n
A+B
(
b
a
)n−1
+
(
C + (n− 1)D)( c
a
)n−1 = a
So in all cases we have
lim
n→∞
xn
xn−1
= a =
1
b
> 1 (18)
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We will compute the limit of the ratio of the sum of the initial terms of a certain
sequence and its last term. For this purpose the following theorem will be useful.
Theorem 3.3. Let (yn)n≥0 be a sequence such that 0 ≤ yn ≤ b, n ≥ 0 and such
that lim
n→∞
yn = b, 0 < b < 1. Then
lim
n→∞
n∑
k=0
n∏
i=k+1
yi =
1
1− b
Proof. Because lim
n→∞
yn = b, we have lim
n→∞
n∏
i=n−m+1
yn = b
m, m > 0. Since yn < b,
this implies that
n∏
i=n−m+1
yi < b
m.
Due to the inequality above, for a fixed m, and for any ǫ > 0, there exists a rank
nm such that for any n ≥ nm, we have
n∏
i=n−m+1
yi > b
m − ǫ.
Let m0 > 0. It follows that, for any ǫ > 0 there is a rank nm0 = max(nm) such
that for any m, 0 < m ≤ m0, and for any n ≥ nm0 , we have
n∏
i=n−m+1
yi > b
m − ǫ.
So
m0∑
k=0
n∏
i=n−k+1
yi >
m0∑
k=0
bk − (m0 + 1)ǫ.
Then for n > m0, we have
n∑
k=0
n∏
i=k+1
yi >
n∑
k=n−m0
n∏
i=k+1
yi =
m0∑
k=0
n∏
i=n−k+1
yi >
m0∑
k=0
bk − (m0 + 1)ǫ (19)
We need to show that for any δ > 0, there is a rank n0 such that for any n ≥ n0,
we have
n∑
k=0
n∏
i=k+1
yi >
1
1− b− δ.
For 0 < b < 1, the sequence
∑n
k=0(b
n)n≥0 has the limit lim
n→∞
n∑
k=0
bk =
1
1− b. So
for any δ > 0, there is a rank n0 such that for any n ≥ n0, we have
n∑
k=0
bk >
1
1− b− δ.
We choose m0 ≥ n0. Hence
m0∑
k=0
bk >
1
1− b− δ.
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Let γ =
m0∑
k=0
bk −
(
1
1− b− δ
)
> 0. Let 2m0ǫ = γ. So ǫ =
γ
2m0
. Then, due to (19),
we have
n∑
k=0
n∏
i=k+1
yi >
m0∑
k=0
bk − (m0 + 1)ǫ >
m0∑
k=0
bk − 2m0ǫ =
m0∑
k=0
bk − γ =
=
m0∑
k=0
bk −
[ m0∑
k=0
bk −
(
1
1− b− δ
)]
=
1
1− b− δ
So
lim
n→∞
n∑
k=0
n∏
i=k+1
yi =
1
1− b

Next we compute the limit of the ratio between the sum of the initial terms of
the sequence (xn)n≥0 and the last term. We take into account that, except for x0,
all other terms of the sequence are strictly positive. Hence we obtain
lim
n→∞
n∑
k=0
xk
xn
= lim
n→∞
n∑
k=0
xk
xn
= lim
n→∞
n∑
k=0
n∏
i=k+1
xi−1
xi
To compute the limit above, we introduce the notation yn =
xn−1
xn
. Due to (18),
we get lim
n→∞
yn =
1
a
= b < 1. Theorem 3.3 implies that
lim
n→∞
n∑
k=0
n∏
i=k+1
yi =
1
1− b.
As ab = 1, we get
1
1− b =
a
a− 1. So
lim
n→∞
n∑
k=0
xk
xn
=
a
a− 1 =
1
1− b (20)
Using (9) and (20), we get the limit in terms of P (as computed in [Laz19])
lim
n→∞
n∑
k=0
xk
xn
=
1 +
√
P + 2
P − 2
2
(21)
We note that the limit depends only on the roots a and b (not on c and d).
Therefore, since a and b depend only on P , the limit also depends only on P (not
on R).
Theorem 3.4. In (s, t)-uniform simplicial complexes, s, t ≥ 6, except s = t = 6,
the following inequality holds:
As,tn <
√
T + 8 +
√
T 2 + 8ST
T − 8 +√T 2 + 8ST · |S
s,t
n | (22)
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The inequality can also be expressed as
As,tn <
√
P + 2
P − 2 · |S
s,t
n | (23)
with P =
T +
√
T 2 + 8ST
4
.
Proof. Based on (6) (Theorem 3.1), the lengths of spheres centered at some vertex
v are sequences that fulfill a certain recurrence relation with parameters expressed
in terms of T = t− 4 and S = s− 4. If v is an s-vertex, the lengths of spheres are
the terms of a sequence (xn)n≥0 multiplied by s whose initial terms are:
x−1 x0 x1 x2 x3
−1 0 1 T 2
(
T
2
)2
+
(
ST
2
− 2
)
+ 1
Identifying the coefficients of the recurrence relations (6) and (8), we get P−R =
T
2
and PR− 2 = ST
2
− 2. We obtain the following system of equations:


P −R = T
2
PR =
ST
2
(24)
This implies that P (P − T
2
) =
ST
2
and hence 2P 2 − TP − ST = 0. This equation
has the roots P1,2 =
T ±√T 2 + 8ST
4
. Since we are interested in P > 2, we consider
P =
T +
√
T 2 + 8ST
4
(25)
We know that
lim
n→∞
∑n
k=0 |Ss,tk |
|Ss,tn |
= lim
n→∞
∑n
k=0
(
s · xk
)
s · xn = limn→∞
∑n
k=0 xk
xn
=
1 +
√
P + 2
P − 2
2
(26)
Using (7), (25) and (26), for a sphere Ss,tn we get the limit, when n goes to
infinity, of the ratio between its area and its length. Namely,
lim
n→∞
As,tn
|Ss,tn |
= lim
n→∞
2
(∑n
k=0 |Ss,tk |
)− |Ss,tn |
|Ss,tn |
= lim
n→∞
2 ·
∑n
k=0 |Ss,tk |
|Ss,tn |
− 1 =
= 2 ·
1 +
√
P + 2
P − 2
2
− 1 =
√
P + 2
P − 2 =
=
√
T + 8 +
√
T 2 + 8ST
T − 8 +√T 2 + 8ST

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For a t-uniform simplicial complex, we have s = t. Since S = T = t− 4, and due
to (25), we obtain
P =
T +
√
T 2 + 8ST
4
=
T + T
√
1 + 8
4
=
4T
4
= T = t− 4
We note that in this case the limit of the ratio between the area and the length
of a sphere Ss,tn is the same as the one computed in [Laz19]. Namely,
lim
n→∞
As,tn
|Ss,tn |
=
√
P + 2
P − 2 =
√
t− 2
t− 6
In Figure 8 we show the relation between different (s, t)-uniform simplicial com-
plexes. The graph has s on the horizontal axis and t on the vertical axis. The
points at the grid intersections represent the (s, t)-uniform simplicial complexes.
We obtain valid values only for s ≥ 6, t ≥ 6, t even. The valid values are marked
with dark color on the axes.
Figure 8. Graph of hyperbolas for (s,t)-uniform simplicial complexes
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For fixed values of P , the system of equations given in (24) becomes the equation
of a hyperbola: T (S+P ) = 2P 2. We consider all (s, t)-uniform simplicial complexes
that correspond to a valid (s, t) pair and that lie on the same hyperbola. They
have the same limit of the ratio between sphere area and sphere length. The red
hyperbolas correspond to even values of P ; each of them contains a point that
corresponds to a t-uniform simplicial complex for t even. The green hyperbolas
correspond to odd values of P ; each of them contains a point that corresponds to
a t-uniform simplicial complex for t odd.
On the left side and on the top side, the graph shows the values of the ratio
between sphere area and sphere length for the complexes that lie on each hyperbola.
Similarly, for fixed values of R, the system of equations given in (24) becomes
the equation of a hyperbola. However, the (s, t)-uniform simplicial complexes that
correspond to a valid (s, t) pair lying on such a hyperbola, do not have the same
limit of the ratio between sphere area and sphere length. The magenta hyperbolas
correspond to integer values of R; each of them contains a point that corresponds
to a t-uniform simplicial complex for t even. The cyan hyperbolas correspond to
fractional values of R; each of them contains a point that corresponds to a t-uniform
simplicial complex for t odd.
We consider only the hyperbolas that pass through points which correspond to
t-uniform simplicial complexes.
The red dots correspond to valid (s, t)-uniform simplicial complexes lying on the
red and green hyperbolas. The green dots correspond to valid t-uniform simplicial
complexes for t odd.
The orange and gray dots correspond to (s, t) pairs for t odd. An (s, t)- uni-
form simplicial complex can therefore not be constructed for such values. Assume
that for t odd we consider complexes such that any s-vertex has only t-vertices as
neighbours. Moreover we ignore the restriction that any t-vertex has neighbors of
alternating types. Then, for orange dots, the limit of the ratio between sphere area
and sphere length may have the value on the hyperbola as the upper limit.
One can identify on the graph a few sets of (s, t)-uniform simplicial complexes
with the same limit of the ratio between sphere area and sphere length. Namely,
(s, t)-uniform simplicial complexes lim
n→∞
As,tn
|Ss,tn |
(10, 6), (7, 7)
√
5
(16, 6), (8, 8)
√
3
(24, 6), (9, 9)
√
7
3
(34, 6), (16, 8), (10, 10), (7, 12)
√
2
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4. Curvature inside spheres
In this section we study the Gaussian curvature inside spheres of (s, t)-uniform
simplicial complexes, for s, t ≥ 6, except s = t = 6. More precisely, we study the
average Gaussian curvature for vertices inside spheres, as the spheres get bigger. We
denote the average Gaussian curvature for vertices inside spheres with KAvg(S
s,t
n ).
For (s, t)-uniform simplicial complexes, s, t ≥ 6, the vertices have an angle excess,
which gives us the Gaussian curvature of each vertex:
• K(v) = 6− s, if v is an s-vertex;
• K(v) = 6− t, if v is a t-vertex.
Next we find the general term for the sphere lengths and for the number of s-
vertices and t-vertices on the spheres when the center vertex is an s-vertex. We
should obtain similar results if we considered the spheres around a t-vertex. The
initial terms are given in Table 1 in terms of s, t, S and T . We use the system
of equations given in (24) to express them in terms of P and R. It turns out it is
easier to work with these values.
We consider sequence (xn)n≥0, such that |Ss,tn | = s · xn and we will find the
formula for the general term for xn. Below are the initial terms for the sphere
lengths divided by s in case the center vertex is an s-vertex
x−1 x0 x1 x2 x3
−1 0 1 T 2
(
T
2
)2
+
(
ST
2
− 2
)
+ 1
−1 0 1 2(P −R) 2(P −R)2 + (PR− 2) + 1
As before, we consider the term x−1, in order to simplify the system of equations
we have to solve.
We consider the cases (a) and (c), when R 6= 2 and there are distinct roots. We
use the formula of the general term of the sequence (xn)n≥−1 given in (13) to obtain
the following system of equations for −1 ≤ n ≤ 2 with the unknowns A,B,C,D:

a−1A+ b−1B + c−1C + d−1D = −1
a0A+ b0B + c0C + d0D = 0
a1A+ b1B + c1C + d1D = 1
a2A+ b2B + c2C + d2D = 2(P −R)
Because ab = 1, we have a−1 = b and b−1 = a. Also since cd = 1, we have
c−1 = d, d−1 = c. Then the above system of equations becomes:

bA+ aB + dC + cD = −1 (D1)
A+ B + C + D = 0 (D2)
aA+ bB + cC + dD = 1 (D3)
a2A+ b2B + c2C + d2D = 2(P −R) (D4)
From (D1) + (D3), we get
(a+ b)(A+B) + (c+ d)(C +D) = 0
From (D2), we get C +D = −(A+B). So we have
[(a+ b)− (c+ d)](A+B) = 0
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However, we know that a + b = P > 0 and c + d = −R < 0. This implies that
(a+ b)− (c+ d) > 0. Hence A+B = 0 and C +D = 0.
According to (D3), we have
aA+ (−bA+ bA) + bB + cC + (−dC + dC) + dD = 1
(a− b)A+ b(A+B) + (c− d)C + d(C +D) = 1
(a− b)A+ (c− d)C = 1
Multiplying by c+ d = −R, we get
(a− b)(c+ d)A+ (c2 − d2)C = c+ d
Expressing a, b, c and d in terms of P and R, we get
− (R√P 2 − 4)A− (R√R2 − 4)C = −R (27)
We argue similarly for (D4). It follows that
a2A+ (−b2A+ b2A) + b2B + c2C + (−d2C + d2C) + d2D = 2(P −R)
(a2 − b2)A+ b2(A+B) + (c2 − d2)C + d2(C +D) = 2(P −R)
(a2 − b2)A+ (c2 − d2)C = 2(P −R)
Expressing in terms of P and R, we get(
P
√
P 2 − 4)A− (R√R2 − 4)C = 2(P −R) (28)
Subtracting (27) from (28), we get[
(P +R)
√
P 2 − 4]A = 2P −R
So
A =
2P −R
(P +R)
√
P 2 − 4 (29)
We know that B = −A = − 2P −R
(P +R)
√
P 2 − 4.
Computing similarly, we obtain C and D. Multiplying the result in (D2) by
a+ b = P , it follows that
(a2 − b2)A+ (a+ b)(c− d)C = a+ b
Expressing in terms of P and R, we get
P
√
P 2 − 4A+ P
√
R2 − 4C = P (30)
Subtracting equation (28) from equation (30), we obtain[
(P +R)
√
R2 − 4]C = 2R− P
So
C =
2R− P
(P +R)
√
R2 − 4
We know that D = −C = − 2R− P
(P +R)
√
R2 − 4
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In the case (b), when R = 2 and there are duplicate roots (c = d = −1), we
apply (14) for −1 ≤ n ≤ 2. We obtain the following system of equations with the
unknowns A,B,C,D:

a−1A+ b−1B + c−1C − c−1D = −1
a0A+ b0B + c0C = 0
a1A+ b1B + c1C + c1D = 1
a2A+ b2B + c2C + 2c2D = 2(P −R)
We know that ab = 1. So a−1 = b and b−1 = a. We have c = −1. And we have
R = 2. Then the above system of equations becomes

bA+ aB − C + D = −1 (E1)
A+ B + C = 0 (E2)
aA+ bB − C − D = 1 (E3)
a2A+ b2B + C + 2D = 2P − 4 (E4)
From (E1) + (E3), we get (a + b)(A + B) − 2C = 0. From (E2), we get C =
−(A+B). So we have [(a+ b) + 2](A+B) = 0.
However, we know that a+ b = P > 0. This implies that (a+ b) + 2 > 0. Hence
A+B = 0 and C = 0. The system of equations becomes

bA+ aB + D = −1 (F1)
A+ B = 0 (F2)
aA+ bB − D = 1 (F3)
a2A+ b2B + 2D = 2P − 4 (F4)
From (F3) − b · (F2) we get (a − b)A − D = 1. From (F4) − b2 · (F2) we get
(a2 − b2)A+ 2D = 2P − 4. Expressing them in terms of P we get{ √
P 2 − 4A− D = 1 (G1)
P
√
P 2 − 4A+ 2D = 2P − 4 (G2)
From (G2) + 2(G1) we get (P + 2)
√
P 2 − 4A = 2P − 2, so
A =
2P − 2
(P + 2)
√
P 2 − 4 (31)
We know that B = −A = − 2P − 2
(P + 2)
√
P 2 − 4.
We already know that C = 0. Using (G1) we get D =
2P − 2
P + 2
− 1 = P − 4
P + 2
.
Next we find the general term for the number of s-vertices on the spheres when
the center vertex is an s-vertex.
We consider sequence (xn)n≥0, such that |V s,tn | = s · xn and we will find the
formula for the general term for xn. Below are the initial terms for the number of
s-vertices on the spheres divided by s in case the center vertex is an s-vertex.
x−1 x0 x1 x2 x3
0 0 0
T
2
(
T
2
)2
0 0 0 P −R (P −R)2
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As before, we consider the term x−1, in order to simplify the system of equations
we have to solve.
We consider the cases (a) and (c), when R 6= 2 and there are distinct roots. We
use the formula of the general term of the sequence (xn)n≥−1 given in (13) to obtain
the following system of equations for −1 ≤ n ≤ 2 with the unknowns A,B,C,D:

a−1A+ b−1B + c−1C + d−1D = 0
a0A+ b0B + c0C + d0D = 0
a1A+ b1B + c1C + d1D = 0
a2A+ b2B + c2C + d2D = P −R
Because ab = 1, we have a−1 = b and b−1 = a. Since cd = 1, we have c−1 = d,
d−1 = c. Then the above system of equations becomes:

bA+ aB + dC + cD = 0 (H1)
A+ B + C + D = 0 (H2)
aA+ bB + cC + dD = 0 (H3)
a2A+ b2B + c2C + d2D = P −R (H4)
From (H1) + (H3) we get
(a+ b)(A+B) + (c+ d)(C +D) = 0
From (H2), we get C +D = −(A+B). So we have
[(a+ b)− (c+ d)](A+B) = 0
However, we know that a + b = P > 0 and c + d = −R < 0. This implies that
(a+ b)− (c+d) > 0. Hence A+B = 0 and C+D = 0. According to (H3), we have
aA+ (−bA+ bA) + bB + cC + (−dC + dC) + dD = 0
(a− b)A+ b(A+B) + (c− d)C + d(C +D) = 0
(a− b)A+ (c− d)C = 0
Multiplying by c+ d = −R, we get
(a− b)(c+ d)A + (c2 − d2)C = 0
Expressing a, b, c and d in terms of P and R, we get
− (R√P 2 − 4)A− (R√R2 − 4)C = 0 (32)
We argue similarly for (H4). It follows that
a2A+ (−b2A+ b2A) + b2B + c2C + (−d2C + d2C) + d2D = P − R
(a2 − b2)A+ b2(A+B) + (c2 − d2)C + d2(C +D) = P −R
(a2 − b2)A+ (c2 − d2)C = P −R
Expressing in terms of P and R, we get(
P
√
P 2 − 4)A− (R√R2 − 4)C = P −R (33)
Subtracting (32) from (33), we get[
(P +R)
√
P 2 − 4]A = P −R
So
A =
P −R
(P +R)
√
P 2 − 4 (34)
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We know that B = −A = − P −R
(P +R)
√
P 2 − 4.
Computing similarly, we obtain C and D. Multiplying the result in (H2) by
a+ b = P , it follows that
(a2 − b2)A+ (a+ b)(c− d)C = 0
Expressing in terms of P and R, we get(
P
√
P 2 − 4)A+ (P√R2 − 4)C = 0 (35)
Subtracting equation (33) from equation (35), we obtain[
(P +R)
√
R2 − 4]C = R− P
So
C =
R− P
(P +R)
√
R2 − 4
We know that D = −C = − R− P
(P +R)
√
R2 − 4.
In the case (b), when R = 2 and there are duplicate roots (c = d = −1), we
apply (14) for −1 ≤ n ≤ 2. We obtain the following system of equations with the
unknowns A,B,C,D:

a−1A+ b−1B + c−1C − c−1D = 0
a0A+ b0B + c0C = 0
a1A+ b1B + c1C + c1D = 0
a2A+ b2B + c2C + 2c2D = P −R
We know that ab = 1. So a−1 = b and b−1 = a. We have c = −1. And we have
R = 2. Then the above system of equations becomes

bA+ aB − C + D = 0 (I1)
A+ B + C = 0 (I2)
aA+ bB − C − D = 0 (I3)
a2A+ b2B + C + 2D = P − 2 (I4)
From (I1)+(I3), we get (a+b)(A+B)−2C = 0. From (I2), we get C = −(A+B).
So we have [(a+ b) + 2](A+B) = 0.
However, we know that a+ b = P > 0. This implies that (a+ b) + 2 > 0. Hence
A+B = 0 and C = 0. The system of equations becomes

bA+ aB + D = 0 (J1)
A+ B = 0 (J2)
aA+ bB − D = 0 (J3)
a2A+ b2B + 2D = P − 2 (J4)
From (J3) − b · (J2) we get (a − b)A − D = 0. From (J4) − b2 · (J2) we get
(a2 − b2)A+ 2D = P − 2. Expressing them in terms of P we get{ √
P 2 − 4A− D = 0 (K1)
P
√
P 2 − 4A+ 2D = P − 2 (K2)
24 IOANA-CLAUDIA LAZA˘R
From (K2) + 2(K1) we get (P + 2)
√
P 2 − 4A = P − 2, so
A =
P − 2
(P + 2)
√
P 2 − 4 (36)
We know that B = −A = − P − 2
(P + 2)
√
P 2 − 4.
We already know that C = 0. Using (K1) we get D =
P − 2
P + 2
− 1 = P − 2
P + 2
.
We know the general terms for sphere lengths (29) and (31) and the number of
s-vertices on spheres (34) and (36). Since for case (b) R = 2, the expression from
(31) is similar to the expression from (29), and the expression from (36) is similar
to the expression from (34). Then, since |Ss,tn | = |Vn|+ |Wn|, we can also find the
general term for the number of t-vertices on spheres. Namely, for all the cases (a),
(b) and (c) we get
AW = AS −AV =
2P −R
(P +R)
√
P 2 − 4−
P −R
(P +R)
√
P 2 − 4 =
P
(P +R)
√
P 2 − 4
The Gaussian curvature inside the sphere Ss,tn around an s-vertex is equal to the
sum of the Gaussian curvature of all interior vertices. Inside the sphere Ss,tn we
have
• the total number of vertices = 1 +
n−1∑
k=0
|Ss,tk |
• the number of s-vertices = 1 +
n−1∑
k=0
|V s,tk |
• the number of t-vertices =
n−1∑
k=0
|W s,tk |
The sphere Ss,t0 has length 0, but we still need to count the center vertex, which is
an s-vertex. That’s why the first two expressions above have an extra vertex aded
to the sum.
The curvature inside sphere Ss,tn is
K(Ss,tn ) = (6− s)
(
1 +
n−1∑
k=0
|V s,tk |
)
+ (6− t)
n−1∑
k=0
|W s,tk |
The average curvature for each vertex inside sphere Ss,tn is
KAvg(S
s,t
n ) =
(6− s)
(
1 +
n−1∑
k=0
|V s,tk |
)
+ (6− t)
n−1∑
k=0
|W s,tk |
1 +
n−1∑
k=0
|Ss,tk |
All these sequences follow the same recurrence relation. Due to (21) we have
lim
n→∞
n∑
k=0
xk
xn
=
1 +
√
P + 2
P − 2
2
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So
lim
n→∞
KAvg(S
s,t
n ) = lim
n→∞
(6− s) ·
(
1 +
n−1∑
k=0
|V s,tk |
)
+ (6 − t) ·
n−1∑
k=0
|W s,tk |
1 +
n−1∑
k=0
|Ss,tk |
=
= lim
n→∞
(6− s) ·
(
1 + |V s,tn−1| ·
n−1∑
k=0
|V s,tk |
|V s,tn−1|
)
+ (6− t) · |W s,tn−1| ·
n−1∑
k=0
|W s,tk |
|W s,tn−1|
1 + |Ss,tn−1| ·
n−1∑
k=0
|Ss,tk |
|Ss,tn−1|
=
= lim
n→∞
(6 − s) · (|V s,tn−1|+ 1) + (6− t) · |W s,tn−1|
|Ss,tn−1|+ 1
=
=
(6 − s)AV + (6− t)AW
AS
=
=
(6 − s)(P −R) + (6− t)P
2P −R
As S = s− 4 and T = t− 4, we get 6 − s = 2− S and 6 − t = 2− T . Due to (24)
we have 

P −R = T
2
PR =
ST
2
=⇒


T = 2(P −R)
S =
PR
P −R
.
So
lim
n→∞
KAvg(S
s,t
n ) =
(2− S)(P −R) + (2− T )P
2P −R =
=
(
2− PR
P −R
)
(P −R) + [2− 2(P −R)]P
2P −R =
=
2(P −R)− PR− 2P (P −R− 1)
2P −R =
=
2P − 2R− PR− 2P 2 + 2PR+ 2P
2P −R =
=
4P − 2R− 2P 2 + PR
2P −R =
=
2(2P −R)− P (2P −R)
2P −R =
= 2− P
The (s, t)-uniform simplicial complexes that lie on the same red and green hy-
perbolas in Figure 8 correspond to the same value of P . This implies that they
have the same value for the limit of the average curvature inside spheres Ss,tn as
n→∞.
As before, one can identify on the graph a few sets of (s, t)-uniform simplicial
complexes with the same limit of the average curvature inside spheres. Namely,
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(s, t)-uniform simplicial complexes lim
n→∞
KAvg(S
s,t
n )
(10, 6), (7, 7) −1
(16, 6), (8, 8) −2
(24, 6), (9, 9) −3
(34, 6), (16, 8), (10, 10), (7, 12) −4
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