Line shapes of the K 1 ±K 2 doublet beam re¯ected from a parabolic graded multilayer (PGM) were analysed by ray tracing and rocking-curve measurements using an Si(400)¯at single crystal. The integrated intensity and the intensity ratio of K 2 to K 1 of the re¯ected beam vary with the angle of incidence at the PGM. The rates of these variations are considered to increase with increasing spectral resolution of the PGM. The K 1 and K 2 beams are re¯ected from the PGM in slightly different directions. Therefore, the angular separation between the K 1 and K 2 peaks of the observed diffraction pro®le of a sample becomes smaller than that calculated from the two wavelengths for K 1 and K 2 when the PGM and the sample are arranged in the (+ À) setting, and vice versa when they are in the (++) setting. The magnitude of the shift of the angular separation is close to the experimental uncertainty in the determination of the peak positions when the PGM consists of W/Si bilayers, whereas it is estimated to be three times as large when a PGM of high spectral resolution is used.
Introduction
Laterally graded multilayers are very ef®cient beam conditioners that can convert a divergent beam into a parallel beam or converge the beam at a focal distance in high re¯ectivity. Their quality has improved considerably over the past decade and nowadays they are commercially available as easily attachable optical parts. Intensity gain and uniformity of the re¯ected beam were studied at an early stage in the experimental tests of such multilayers (Schuster & Go È bel, 1995; Gutman & Verman, 1996) . The use of materials such as Ni/Mg or Ni/B 4 C has recently become of interest with respect to the fabrication of multilayers with higher re¯ectivity and narrower line widths (Michaelsen & Go È bel, 1998) . Another area of attention has been the practical application of multilayers to optical components of diffractometer systems (Schuster & Go È bel, 1997; Kogan & Ryan, 1998) .
Parallel-beam optics is widely used in diffraction studies of thin-®lm materials. One of our interests is the accurate measurement of unit-cell parameters of powder and thin-®lm samples by making use of the aberration-free characteristics of parallel-beam optics in the determination of peak positions (Hastings et al., 1984) . A parabolic graded multilayer (PGM) can be used as a highly ef®cient optical component for obtaining the parallel beam from a laboratory X-ray source (Deslattes et al., 1997) . One problem encountered here is a possible uncertainty in the line shape, arising from the presence of two K 1 and K 2 spectral lines in the re¯ected beam from a PGM. A K 2 component can be removed by inserting, for example, a channel-cut crystal monochromator after the PGM. Strict monochromatization, however, results in loss of intensity. Therefore, the use of the K 1 ±K 2 doublet beam represents one approach to the problem when we are concerned with obtaining good counting statistics in a powder diffraction experiment. The intensity ratio and relative positions of the K 1 and K 2 beams are expected to vary with a small shift of the incident angle in instrumental alignment. Examination of these variations is important for precise pro®le-shape modelling and the accurate measurement of unit-cell parameters. The study described herein was conducted by using a ray-tracing technique to interpret correctly the results of rocking-curve measurements.
Ray tracing
Ray tracing is used as a standard technique in the construction of beamlines for synchrotron radiation (West & Padmore, 1987) . Furthermore, it has recently been used in the evaluation of optical parts for laboratory X-ray systems (Verman et al., 1999) . Ray tracing is performed according to a general scheme: (i) de®ne the vector of the incident X-ray; (ii) ®nd the position and incident angle of the X-ray on the re¯ector; (iii) calculate the re¯ectivity of the re¯ected beam; (iv) integrate all X-rays at the detector position (Yamada, 1998) . Fig. 1 shows the geometry for ray tracing, employing a twodimensional Cartesian system (Schuster & Go È bel, 1995) . A surface of the PGM with the parabola parameter p is set perpendicular to an xy plane and can be described by
Basic geometry
In an ideal geometry, an X-ray, emitted from the focus point F of the parabola at (p/2, 0), is incident at the surface of the PGM and re¯ected in a direction parallel to the x axis. In practice, the X-ray focus has a ®nite dimension, the PGM is moved during instrumental alignment and the X-ray focus position is shifted by the indentation of the target surface caused by temperature variation during operation. Moreover, X-rays are dispersed during scattering. In Fig. 1 , the symbol P C represents the central position of the PGM. The X-ray focus has a lateral dimension of s. Its central position is displaced from F to E 0 by Áx and Áy, changing the relative positions of the X-ray focus and the PGM. However, two parameters, a shift of the focal distance from FP C (= f F ) to E 0 P C (= f E 0 ) and a rotation of the PGM by Á C (angle formed by FP C E 0 ), are more likely to be used because they are associated with actual movements of optical parts during the instrumental alignment. The parameters Áx and Áy are related to f E 0 and Á C by
Á C is taken to be positive when the rotation of the PGM increases the incident angle of the X-ray.
X-ray reflection geometry
The surface of the X-ray focus is assumed to be perpendicular to the line E 0 P C (Fig. 1) . Then a set of points E(x E , y E ) on the X-ray focus is given by (Fig. 2 )
The X-ray is emitted from a point E(x E , y E ) at an angle 9, and it is incident at a point P(x P , y P ) on the surface of the PGM at an incident angle H = 9 À . The equation of line EP is
where A = tan 9. From equations (1) and (2), x P and y P are
A nominal value of d spacing at the point P on the PGM, d P , can be calculated by
where ! K is the wavelength.
X-ray scattering from the PGM
The present scattering process involves only a Bragg re¯ection part of the re¯ectivity curve of the PGM. Pro®le shapes of Bragg peaks from the multilayer can be rigorously described either by the so-called Fresnel formalism (Vinogradov & Zeldovich, 1977) or by the dynamical theory for the Bragg case, with absorption as described by Bartels et al. (1986) . Dynamical calculation is, however, time consuming. Thus the computation routine for the dynamical calculation was replaced with the following three distribution functions.
(i) The incident X-ray, consisting of K 1 , K 2 and K components, is approximated by the sum of the three Gaussian functions given by
where E k represents the intensity ratio K 1 :K 2 :K, Á! k is the full width at half-maximum (FWHM) of the kth term and ! k is the speci®c wavelength value. Spectral distributions of K and K lines are known to be Lorentzian (Langford, 1978) . Their line widths are, however, much narrower than that of a re¯ectivity curve and the use of a Gaussian approximation induces virtually no signi®cant difference.
(ii) The PGM has the nominal value of d spacing d P at the point P [equation (3)], at which the X-ray with wavelength ! is incident at an angle H (Fig. 2) . The re¯ectivity curve can be approximated by the distribution function de®ned by
where Ád is the FWHM of P( H , !) d . In Appendix A, it is shown that equation (5) has the right dependence on ! and H , Figure 1 Geometrical arrangement of the X-ray focus and the parabolic graded multilayer (PGM). and serves as a good approximation to a re¯ectivity curve. The parameter Ád can be related to the acceptance angle (ÁÂ) of the PGM for incident X-rays by
where Á H is the angle of deviation from the re¯ection angle H (Fig. 2) and ÁP is the FWHM of P(Á H ) .
The intensity of the scattered X-ray, P( H , Á H ), can then be expressed by
Integration of equation (8) gives
The direction 2 of the scattered X-ray with respect to the x axis is given by (Fig. 2) 2 9 À 2 Á H X 10
Flow of computation
Computation of ray tracing is carried out in the following steps: (i) de®ne the position E(x E , y E ) on the X-ray focus; (ii) de®ne the angle 9 of the X-ray emitted; (iii) ®nd the coordinates of P (x P , y P ) on the surface of the PGM; (iv) ®nd the distance f FP and d P ; (v) ®nd the angle H at P; (vi) calculate P( H , Á H ) for a given Á H . This computation is repeated for all possible points of E, angles 9 and Á H . Although X-ray emission is a random process, uniform distribution was assumed in the present study. X-rays weighted by P( H , Á H ) were integrated at a detector position located at a distance of L from the point P C . Parameters of the PGM used for the computation were p = 0.08776 and f F = 150 mm, with dimensions of the PGM of 60 Â 20 mm.
Experimental and data analysis
Results of the ray tracing were examined by rocking-curve measurements of the beam re¯ected from the PGM. The Xray source was a rotating anode generator, operated at 50 kV and 250 mA, with a Cu target. On the incident-beam side, the optical path contained an X-ray focus (apparent size 10 Â 0.064 mm), an entrance slit (width 0.75 mm) at a distance of 107 mm from the X-ray focus, a PGM (Osmic, Si/W, GO/11) (150 mm) and an antiscatter slit. The diffractometer consisted of two rotary tables (Huber 410 and 420) for the and 2 axes, and an encoder (Heidenhein, ROD 800) for reading the 2 angle. Its equatorial plane was set horizontally and the diffractometer centre was set at a distance of 500 mm from the centre of the PGM. The detector arm had a beam path and a scintillation counter (Rigaku, SC50). An Si(400)¯at crystal analyser was mounted on the axis. Tilts of the PGM and the analyser crystal were carefully aligned. The analyser crystal was rotated at a step interval of 0.002 () for rocking-curve measurements.
Powder diffraction pro®les were also measured with a ±2 step-scanning technique. The powder sample used was the National Institute of Standards and Technology (NIST) Standard Reference Material (SRM) Si 640b. Parallel slits, consisting of W foils (angular aperture 0.057 ), were used as an analyser (Fujinawa et al., 1999) together with Soller slits (angular aperture 2 ). Observed diffraction pro®les were analysed by using the computer program PROFIT (version 3.01; Toraya, 1986) for individual pro®le ®tting and modelling the pro®le shape using the pseudo-Voigt function.
Results and discussion

Reflected-beam profile
The intensity distribution in section of the re¯ected beam varies with distance L. Fig. 3 shows the re¯ected-beam pro®le shapes calculated for L = 500 and 1000 mm. As shown by the idealized geometry in Fig. 4 , the re¯ected beam in a range Áy = y n+1 À y n emerges from the X-ray focus with the opening angle Á9 n , the magnitude of which can be approximated by Á9 n 9 2pÁy/(y 2 n1 + p 2 ). Since the beam intensity in the range Áy is proportional to Á9 n , the pro®le intensity is expected to be higher, for example, by 16% at y = 4.65 mm than that at y = 5.0 mm and lower by 13% at y = 5.35 mm. These values agree with the intensity distribution in Fig. 3 .
The original pro®le shape of the re¯ected beam is trapezoidal. It becomes rounded with increasing L. The FWHM of the re¯ected beam is, however, little increased with increasing L, keeping almost the same FWHM of 1.1 mm even at L = 1000 mm. The parameter ÁP in equation (7) is another factor in determining the pro®le shape, while the X-ray focus size s and the parameter Ád in equation (5) Fig. 5 ; both the observed and the calculated pro®les have slightly higher intensities in the range Á C > 0. The geometry shown in Fig. 4 explains the cause of this asymmetry: a shift of X-ray focus downward from the position F increases the angle Á9 n and, therefore, the re¯ected intensity also increases when Á C > 0, and vice versa when Á C < 0.
Integrated intensity of the reflected beam
A Ád value of $3.1 A Ê can be derived from a comparison of the observed FWHM of 0.071 (Á C ) in Fig. 6 with those in Fig. 5 . It is consistent with the Ád value of 3.5 A Ê that was derived by ®tting equation (5) to the observed re¯ectivity curve of the present PGM (see Appendix A). The integrated intensity I decreases more rapidly with Á C for smaller Ád. The small Ád indicates the small acceptance angle of the PGM and instrumental alignment becomes more sensitive to the Á C when a PGM of high spectral resolution is used. Fig. 7 shows variations of the observed and calculated integrated intensities with changing distance f E 0 . The calculated curves, which are scaled for comparison with the observed curves, lie very close to plots of the observed values. Two factors determine their curvatures: ®rstly, the integrated intensity monotonously decreases with increasing f E 0 because of decreasing Á9 n (Fig. 4) , and secondly, the integrated intensity decreases by defocusing on both sides with respect to the focusing position at f E 0 = 150 mm. The decrement of integrated intensity as a result of the ®rst factor should be proportional to $(150/160)Á9 n , when f E 0 is varied from 150 to 160 mm, and it is estimated to be 6.3%. Since the observed integrated intensity decreased by 8.7% at f E 0 = 160 mm, the second factor (defocusing) is estimated to be 2.4%, indicating that the shift of f E 0 by instrumental misalignment is insensitive to the intensity gain. This result is in accordance with our experience.
The ratio of the integrated intensity of K 2 to K 1 (I K 2 / I K 1 ) varies from 0.499 to 0.494 in the range 140 f E 0 160 mm in Fig. 7 ; a rate of decrease of 0.05% mm À1 is negligibly small.
Figure 5
Variations of the integrated intensity (I) of the re¯ected beam with Á C for various Ád values (s = 0.06 mm and f E 0 = 150 mm).
Figure 3
Pro®le shapes in section of the beam re¯ected from the PGM, calculated for L = 500 and 1000 mm using s = 0.06 mm, Ád = 3.0 A Ê and ÁP = 0.025 .
Figure 4
Geometrical relation of the vertical width of the re¯ected beam, Áy = y n+1 À y n , and the opening angle Á9 n .
Figure 6
Variations of the observed integrated intensity (I) obtained by rockingcurve measurement. Fig. 8 shows the variations of the observed and calculated I K 2 /I K 1 ratios with Á C for various Ád and s values. The I K 2 /I K 1 ratio increases with increasing incident angle at the PGM (Á C > 0), because the K 2 beam more likely satis®es the Bragg condition. Gradients of the plots become steep with decreasing Ád, because the acceptance angle ÁÂ decreases and the Bragg condition operates more selectively for the K 1 and K 2 beams. On the other hand, the gradient only slightly varies with changing s. The observed values lie close to the lines for Ád = 3.0 A Ê ; this Ád value is consistent with those discussed in x4.2.
I Ka 2 /I Ka 1 ratio
Reflection angles of the Ka 1 and Ka 2 beams
Intensities of all X-rays scattered from the PGM at the angle 2 (Fig. 2) were integrated by assuming Ád values of 0.5 and 3.0 A Ê . Fig. 9 shows the distribution functions of the intensity, thus integrated, as a function of the angle 2 for the K 1 and K 2 beams. The two maxima of the distribution functions for K 1 and K 2 are located at nearly the same position for Ád = 3.0 A Ê , whereas they are slightly shifted to opposite directions from each other for Ád = 0.5 A Ê . This angular separation of the two maximum positions indicates that the K 1 and K 2 beams are re¯ected by the PGM in slightly different directions.
The angular separations of the K 1 and K 2 beams, denoted by ÁÉ, were calculated for various Ád and s values (see Table  1 ). The ÁÉ value is greater for larger s and smaller Ád, because (a) the K 1 and K 2 beams emerging from the X-ray focus with a larger lateral dimension s are more likely to satisfy the Bragg condition than the beams from a smaller focus, and (b) the PGM with a smaller Ád will restrict more strictly the direction of the re¯ected beam. The ÁÉ value becomes 0.00245 for Ád = 0.5 A Ê and s = 0.8 mm, and it is very close to an angular separation of 0.00244 () for the K 1 and K 2 beams in the limiting case.
Since the incident angles of the K 1 and K 2 beams at the sample differ by ÁÉ, the angular separations (Á) between the K 1 and K 2 beams relected from the sample will be smaller by ÁÉ than the values simply calculated from the two wavelengths for K 1 and K 2 when the PGM and the sample are arranged in the (+À) setting, and vice versa in the (+ +) setting. Table 2 gives the observed Á values for the 400 re¯ection from a¯at single crystal of Si ( scan) and those for the 111 and 220 re¯ections from Si powder (±2 scan). Differences between the two observed Á values for the (+ +) and (+ À) settings are in agreement with the calculated values of 2 Â ÁÉ = 0.0004 within experimental uncertainty. The magnitudes of ÁÉ are very small in the case of the W/Si PGM and are close to the experimental uncertainties, even with a high-angular-precision goniometer. However, the shift of Á will become signi®cant if we use a PGM of high spectral resolution.
Conclusions
The variations of the parameters I, I K 2 /I K 1 and ÁÉ were described as functions of the instrumental parameters, Á C and f E 0 . Their rates of variation change with the parameters associated with the spectral resolution of the PGM (Ád) and X-ray focus size (s). As has been shown in Figs. 5±8, the parameters I and I K 2 /I K 1 vary sensitively with Á C . On the other hand, they are little in¯uenced by the focal distance f E 0 and can be ignored if we set the PGM at the focal distance within AE1 mm. The in¯uence of the parameter Ád on the rates of variation is much stronger than that of s.
A shift of Á C by approximately À0.01 to 0.01 can be induced by the movement of the X-ray focus by 0.025 mm or the rotation of the micrometer dial of the PGM by AE0.005 mm. It should be noted that the shift of Á C is J. Appl. Cryst. (2) enlarged by 67% when a PGM with f F = 90 mm is used instead of one with f F = 150 mm. Therefore, the stability of the X-ray focus position is important in experiments using a PGM. In the accurate measurement of unit-cell parameters with '(a)/a of the order of p.p.m., Bragg re¯ection positions need to be determined within an uncertainty of AE0.0005 (2) (Toraya, 1993) . In pro®le ®tting, it may be necessary to take into account the distortion of the diffraction pro®le caused by the variations of I K 2 /I K 1 and ÁÉ, particularly when a PGM of high spectral resolution is used.
APPENDIX A Observed and calculated reflectivity curves
The spectral resolution of a PGM depends on the intrinsic properties of layer material, such as the electron density, and the Bragg angle (layer period) (James, 1967) . Its magnitude can be represented by the FWHM of the ®rst-order Bragg peak in the re¯ectivity curve, using the symbol Á2Â; the acceptance angle of the PGM for incident X-rays will be $ÁÂ. The re¯ectivity curve can be modelled by a distribution function with a certain acceptance angle for incident X-rays, such as P( H , !) G exp[À4(ln 2)( H À p ) 2 /ÁÂ 2 ]. In the present study, the function P( H , !) was transformed into P( H , !) d by replacing H À p with d À d p . This transformation also leads to the relation given by equation (6). Fig. 10 shows one observed and two calculated re¯ectivity curves for the ®rst-order Bragg re¯ection from the central position of the PGM used in the present study. The observed re¯ectivity curve was obtained with Cu K 1 radiation with beam sizes of 0.05 Â 1 mm and a nominal angular divergence of 0.1 mrad. The ®rst calculated curve was obtained by the Fresnel formalism, conducted by assuming 100 pairs of W/Si bilayers on an Si substrate with nominal thickness, a beam divergence of 0.01 , and an interface and surface roughness of 2.0 A Ê . The second calculated curve was obtained by ®tting P( H , !) d [equation (5)], assuming a Ád value of 3.5 A Ê . The function P( H , !) d , having an asymmetric pro®le shape, gives a good approximation to the variation of the re¯ectivity curve. Only a small difference between the Fresnel formalism and equation (5) can be seen at the peak top. The difference in the tail on the low-angle side will be diminished if we take into account the increase of total re¯ection intensity.
Figure 8
Variations of the I K 2 /I K 1 ratio with Á C for various Ád and s values ( f E 0 = 150 mm). Filled squares represent observed values.
Figure 9
Distribution functions for the angular divergence of the K 1 and K 2 beams, (a) for Ád = 0.5 A Ê and (b) for Ád = 3.0 A Ê (s = 0.06 mm).
Figure 10
Re¯ectivity curves of the ®rst-order Bragg re¯ection from the PGM. The two solid lines represent re¯ectivity curves calculated by the Fresnel formalism and equation (5), and the open squares represent observed values.
