We consider the problem of minimizing a continuously differentiable function of several variables subject to smooth nonlinear constraints. We assume that the first order derivatives of the objective function and of the constraints can be neither calculated nor approximated explicitly. Hence, every minimization procedure must use only a suitable sampling of the problem functions. These problems arise in many industrial and scientific applications and this motivates the increasing interest in studying derivative-free methods for their solution. The aim of the paper is to extend to a derivative-free context a sequential penalty approach for nonlinear programming. This approach consists in solving the original problem by a sequence of approximate minimizations of a merit function where penalization of constraint violation is progressively increased. In particular, under some standard assumptions, we introduce a general theoretical result regarding the connections between the sampling technique and the updating of the penalization which are able to guarantee convergence to stationary points of the constrained problem. On the basis of the general theoretical result, we propose a new method and prove its convergence to stationary points of the constrained problem. The computational behaviour of the method has been evaluated both on a set of test problems and on a real application. The obtained results and the comparison with other well-known derivative-free softwares show the viability of the proposed sequential penalty approach.
Introduction
In the paper we consider the nonlinear constrained minimization problem
where f : R n → R, g : R n → R m and l, u ∈ ℜ n , with l < u, are vectors of lower and upper bounds on the variables x ∈ ℜ n . We denote by X the set defined by simple bounds on the variables, that is, X = {x ∈ ℜ n : l ≤ x ≤ u}, and by F the feasible set of problem (1), namely,
We note that, by definition, X is a compact set. Furthermore, we assume that f and g are continuously differentiable functions even though their derivatives can be neither calculated nor explicitly approximated. In many engineering problems, the values of the functions defining the objective and constraints of the problem are computed by means of complex simulation programs. For this reason, their analytic expressions are not available. We refer the reader to the survey paper [13] for a detailed discussion on this issue. In the literature, many approaches for derivative-based nonlinear programming have been extended to a derivative-free context. In [16, 14] a pattern search algorithm is used within a sequential augmented Lagrangian approach. In [3] the filter method proposed in [11] is adapted to include a pattern search minimization strategy. In [4] a so-called extreme barrier approach is employed whereas in [5] the use of a progressive barrier approach to the problem is proposed. Finally, in [18] a derivative-free line search technique is used to minimize a smoothed ℓ ∞ exact penalty function. It is worth noting that the methods proposed in [3, 4, 5] do not assume that the functions f and g are differentiable whereas in [16, 14, 18] the functions f and g are assumed to have continuous second derivatives. In order to increase the tools available for the solution of constrained problems when derivatives are not available, we extend the sequential penalty approach to a derivativefree context. When derivatives are available, the sequential penalty approach consists in solving the original problem by a sequence of approximate minimizations of a merit function where the objective function is augmented by a term that penalizes constraints violation. Every minimization is carried out with a given degree of approximation which is increased more and more during the optimization process. After any such approximate minimization the penalization is increased by a simple updating rule. By exploiting information on the derivatives, it is possible to tie the precision level with the penalty parameter updating in such a way that convergence to stationary points of Problem (1) can be guaranteed [10, 8] .
In a derivative-free context, a possible way to overcome the lack of derivative information can be that of using some suitable sampling of the problem functions. To the best of our knowledge, derivative-free methods embedded in a sequential penalty framework have never been proposed. In fact, to enforce convergence to stationary points, this requires a suitable combination of the penalty parameter updating with the sampling technique. In this paper, under some standard assumptions in a constrained context, we introduce a general theoretical result regarding the connections between the mentioned sampling technique and the updating of the penalization which are able to guarantee convergence to stationary points of the constrained problem of a sequential penalty-based model algorithm. On the basis of this general result, it is possible to define new derivative-free methods using different sampling strategies and prove their global convergence. The interested reader can find in ( [19] ) the definition of different methods and their convergence analysis based on the general theoretical result of the paper (Proposition 4). In the paper we focus on a linesearch-based algorithm which appears to be the most promising one. The paper is organized as follows. In Section 2 we introduce the basic assumptions required to prove the general convergence result and we report some preliminary results.
In Section 3 we describe in more detail the sequential penalty approach proposed and we prove the main convergence result of the paper. In Section 4 we introduce the new derivative-free method which belongs to the class of derivative-free line search algorithms [21] , and prove its convergence to KKT points of Problem (1) . In Section 5 we show the results of numerical experiments performed both on a set of test problems and on a real application problem. We also present the comparison with two well-known derivative-free algorithms. Finally, in Section 6 we report some conclusions. The paper also includes two appendices. Appendix A is concerned with the proof of two technical propositions whose results are needed to prove the main convergence theorem of the paper. In Appendix B we report the complete numerical results.
Notation and preliminary results
In this section we introduce some useful notations and assumptions that will be used throughout the paper. Given a vector v ∈ ℜ n , a subscript will be used to denote either one of its components (v i ) or the fact that it is an element of an infinite sequence of vectors (v k ). In case of possible misunderstanding or ambiguities, the ith component of a vector will be denoted by (v) i . We denote by v j the generic jth element of a finite set of vectors. Given two vectors a, b ∈ ℜ n , we denote by y = max{a, b} the vector such that y i = max{a i , b i }, i = 1, . . . , n. Furthermore, given a vector v we denote by v + = max{0, v}.
Definition 1 (Cone of feasible directions) Given a point x ∈ X, let
be the cone of feasible directions at x with respect to the simple bound constraints.
Let L(x, λ) be the Lagrangian function associated with the nonlinear constraints of Problem (1),
We recall the Mangasarian-Fromovitz Constraint Qualification (MFCQ).
Definition 2 A point x ∈ X is said to satisfy the MFCQ if there exists a vectord
where
Definition 3 (Stationary point)
A point x ⋆ ∈ F is said to be a stationary point for Problem (1) if a vector λ ⋆ ∈ R m exists such that (2) and (3) are satisfied.
We recall a result from reference [17] concerning set D(x).
Proposition 2 Let {x k } be a sequence of points such that x k ∈ X for all k. Assume further that x k →x, for k → ∞. Then, given any directiond ∈ D(x), there exists a scalarβ > 0 such that, for sufficiently large k, we have
As an immediate consequence, we have the following corollary.
Corollary 1 Let {x k } be a sequence of points such that x k ∈ X for all k, and
for k sufficiently large.
Now we define the following set of unit vectors
where e i , i = 1, . . . , n, is the ith unit coordinate vector. In particular, in the following proposition, we show that set D contains the generators of the cone of feasible directions D(x) at any point x ∈ X. Proposition 3 Let x ∈ X. We have
Proof. Given x ∈ X, let us consider d ∈ D(x). We can write
where I = {i ∈ {i, . . . , n} :
Then, the thesis follows from (5) and (6) . 2
Penalty function and convergence conditions
In order to solve Problem (1), it is possible to augment the objective function by adding terms that are able to penalize constraints violation, namely
In [10] , function Q(x; ǫ) has been used to define an algorithm for the solution of Problem (1). In particular, in [10] it has been proved that, if one is able to find a global minimizer x * k of the penalty function in correspondence with each penalty parameter of a sequence {ǫ k } such that ǫ k → 0, then the sequence {x * k } converges to a global minimizer x * of the original constrained problem. More practically, in [8, 22] convergence to a stationary point of Problem (1) has been proved under suitable regularity assumptions provided that one is able to find an approximate stationary point of Q(x; ǫ k ), for every k, with higher and higher precision. More in particular, if {x k } is a sequence of points satisfying
where {τ k } is a sequence of scalars such that 0 < τ k+1 < τ k for all k, τ k → 0. Then, provided that {x k } (or, at least, a subsequence) converges to a pointx where the gradients of the active constraints are linearly independent,x is stationary for Problem (1) . In this paper we extend the preceding approach to the case where we cannot use any derivative information on the objective and nonlinear constraint functions defining Problem (1) . Bound constraints on the variables are handled explicitly since their gradients and structure are perfectly known. Hence, we introduce the following sequential penalty function [10] 
where q > 1 and only the nonlinear constraints have been taken into account and consider the problem [7, 8] min l≤x≤u P (x; ǫ).
For every fixed value of the penalty parameter ǫ, function P (x; ǫ) is continuously differentiable under the stated assumptions. Derivative-free methods are based on a suitable sampling technique along a set of directions that are able to convey, in the limit, sufficient knowledge on the problem functions to recover first order information. However, in a constrained context, in which the penalty parameter has to be updated and progressively driven to zero, the updating rule must be connected with the sampling technique. Roughly speaking, the penalty parameter must converge to zero slower than the maximum step size used by the sampling scheme. The proposition that follows states a general result that can be used to prove convergence toward stationary points of the sequence of iterates produced by a derivative-free algorithm used to approximately minimize the penalty function P (x; ǫ) on the set X. Namely, the proposition gives sufficient conditions on the sampling technique performed by the derivative-free algorithm and on the updating of the penalty parameter that are able to guarantee convergence toward a stationary point of Problem (1).
Proposition 4
Let {ǫ k } be a bounded sequence of positive penalty parameters. Let {x k } be a sequence of points such that x k ∈ X, for all k and letx be a limit point of a subsequence {x k } K for some infinite set K ⊆ {0, 1, . . .}. Suppose thatx satisfies the MFCQ and that for each k ∈ K sufficiently large: 
(ii) lim k→∞,k∈K
Thenx is a stationary point for Problem (1).
Proof. The proof can be divided into the following three main parts.
(a) In the first part, the mean value Theorem is applied to condition (9) and some relations are derived which will be used further in the proof.
(b) The second part is to prove that the limit pointx is feasible for Problem (1).
(c) In the last part of the proof, we introduce multipliers functions
and we show that ∇L(x,λ)
, so that the thesis follows from Proposition 3. In this part of the proof we exploit a technical result (Proposition 6 in Appendix A) concerning the boundedness of the sequences {λ l (x k ; ǫ k )}.
Part (a). Let us denoteD = D ∩ D(x)
. By applying the Mean-Value Theorem to (9), we can write
By considering the expression of P (x; ǫ), we can write
Recalling that
Part (b). We prove that g(x) ≤ 0. We consider the sequence of positive penalty parameters {ǫ k }. If this sequence is bounded away from zero, then limit (11) implies that
If, on the contrary, we have that
recalling assumption (i), multiplying relation (12) by ǫ k and taking the limit, we obtain
Recall that, by assumption,x satisfies the MFCQ (see Definition 2) and letd ∈ D(x) be the direction considered in Definition 2, then we can write
From Proposition 3 we haved =
whereβ i ≥ 0, so that using (14) and (16), we obtain
From (15) and (17) it follows
Therefore, sincex satisfies the MFCQ, we obtain g(x) ≤ 0.
Part (c).
By Proposition 6, a subset of K, that we relabel again K, exists such that
whereλ l = 0 for l ∈ I + (x). By simple manipulations, (12) can be rewritten as
Taking the limits for k → ∞ and k ∈ K in relation (18) and recalling (57) from the proof of Proposition 6 previously invoked, we obtain
Recalling thatD = D ∩ D(x), from Proposition 3 we get
which concludes the proof. 2
Following [13] , it can be shown that
bounds a measure of stationarity of the current iterate x k for Problem (7). Hence, limit (10) amounts to requiring that the current measure of stationarity goes to zero faster than the penalty parameter ǫ k .
A derivative-free method for problems with bound constraints
This section is devoted to the introduction and analysis of a derivative-free method for the solution of Problem (1). More precisely, we propose a derivative-free linesearch-type [21] algorithm. As we will see, the theoretical convergence analysis can be derived from the general result of Proposition 4.
The proposed algorithm uses a line search technique which, roughly speaking, performs an approximate minimization of the penalty function along the promising search directions. In this way it is possible to probe and exploit the sensitivity of the objective function along the considered direction. To this aim we compute different stepsizes on each search direction. In particular, at every iteration we compute the following quantities:
-ᾱ i , i = 1, . . . , n, which represent the maximum stepsizes that is possible to take along a the directions without leaving set X; Step 1. (Minimization on the cone{D})
Step 1.1.
Step 1.2.
k and go to Step 1.5.
Step
Step 3. Find x k+1 ∈ X such that P (x k+1 ; ǫ k ) ≤ P (y i+1 k ; ǫ k ). Set k = k + 1 and go to Step 1.
Expansion
Step (ᾱ,α, y, p, γ; α).
Data. δ ∈ (0, 1).
Step 1. Set α =α.
Step 2. Letα = min{ᾱ, (α/δ)}.
Step 3. If α =ᾱ or P (y +αp; ǫ k ) > P (y; ǫ k ) − γα 2 return.
Step 4. Set α =α and go to Step 2.
The following proposition shows the well-definedness of Algorithm DFL and gives some preliminary properties of the produced sequences.
. . , n, be the sequences produced by Algorithm DFL. Then:
(ii) if the monotonically non-increasing sequence of positive numbers {ǫ k } is such that:
then lim
(iii) if the monotonically non-increasing sequence of positive numbers {ǫ k } is such that:
then lim k→∞,k∈K
Proof. In order to prove that Algorithm DFL is well defined, we have to ensure that the Expansion
Step, when performed along a direction d i k , with i ∈ {1, . . . , n}, terminates in a finite number j of steps. This is clearly true since, by the instructions of the Expansion
Step,
and X is a compact set. Now we prove assertion (ii). By (19) , ak ≥ 0 exists such that
For every i = 1, . . . , n we prove (20) by splitting the iteration sequence {k} into two parts, K ′ and K ′′ . We identify with K ′ those iterations where
and with K ′′ those iterations where α i k = 0 is produced by Expansion
Step. Then the instructions of the algorithm imply
Taking into account the compactness assumption on X, it follows from (26) that {P (x k ;ǭ)} tends to a limitP . If K ′′ is an infinite subset, recalling that d
Therefore, (25) and (27) imply (20) . In order to prove (21) , for each i ∈ {1, . . . , n} we split the iteration sequence {k} into two parts, K 1 and K 2 . We identify with K 1 those iterations where Expansion
Step has been performed using the direction d i k , for which we have:
We denote by K 2 those iterations where we have failed in decreasing the objective function along the directions d 
where θ ∈ (0, 1). If K 1 is an infinite subset, from (28) and (20) we get that
Now, let us assume that K 2 is an infinite subset. For each k ∈ K 2 , let m k (we omit the dependence from i) be the biggest index such that m k < k and m k ∈ K 1 . Then we have:
(we can assume m k = 0 if the index m k does not exist, that is, K 1 is empty). As k → ∞ and k ∈ K 2 , either m k → ∞ (namely, K 1 is an infinite subset) or (k+1−m k ) → ∞ (namely, K 1 is finite). Hence, if K 2 is an infinite subset, (31) together with (30), or the fact that θ ∈ (0, 1), yields lim
so that (21) is proved, and this concludes the proof of point (ii). Point (iii). If (22) holds there must exists an infinite subset K ⊆ {0, 1, . . .} such that
Since, from the instructions at Step 2 of the algorithm, the penalty parameter is only updated when the following test
is satisfied. Then the proof of point (iii) follows from (33) and (22) . 2
Now we prove the main convergence result concerning Algorithm DFL. Proof. We recall that, by the instructions of Algorithm DFL, at every iteration k, the following set of directions is considered
At every iteration k, Algorithm DFL extracts information on the behavior of the penalty function along both d
if, instead, the initial stepsizeα i k produces a decrease of the penalty function we have:
and
and a stepsize α i k is produced by the line search such that:
or
As regards the behavior of the penalty function along the opposite direction −d 
or it computes a stepsize α i k such that
If (36) and (37) hold the algorithm does not consider the opposite direction −d 
Now let us consider the following (sub)sequence {x k } K where
The instructions of Algorithm DFL imply that x k ∈ X, for all k, so that, the sequence {x k } K admits limit points. Then, letx ∈ X be a limit point of {x k } K . By using Proposition 5 we have: 
By recalling the definitions of the search direction d i k , i = 1, . . . , n we obtain:
Now by using (45), (46), (47) and Proposition 2 we have that, for sufficiently large k and for all d 
If K = {0, 1, 2, . . .} and lim k→∞ ǫ k =ǭ > 0, point (10) of Proposition 4 follows from (45), (46) and (48). If K = {k : ǫ k+1 < ǫ k } the instructions of Step 2 imply that, for all k ∈ K,
Then by (48) and (49) we obtain (ii) If lim k→∞ ǫ k = 0, then every accumulation point of {x k } K is stationary for Problem (1) , where K = {k : ǫ k+1 < ǫ k }.
Numerical experiments
In this section we report the numerical performance of the proposed sequential penalty derivative-free algorithm DF L both on a set of academic test problems and on a real application arising in the optimal design of an interplanetary trajectory for a space mission. The experimentation on smooth academic problems has been conducted mainly to evaluate the influence of the exponent q of the penalty terms
Since quadratic penalty function methods are subject to ill-conditioning, we decided to experiment with different values of q with 1 < q ≤ 2. The proposed method has been implemented in double precision Fortran90 and all the experiments have been conducted by choosing the following values for the parameters defining Algorithm DFL: γ = 10 −6 , θ = 0.5, p = 2,
As concerns the penalty parameter, in the implementation of Algorithm DFL we use a vector of penalty parameters ǫ ∈ ℜ m and choose
In order to preserve all the theoretical results, the test at Step 2 of Algorithm DFL
As termination criterion, we stop the algorithm whenever max i=1,...,n {α i k , α i k } ≤ 10 −5 . As a consequence of this stopping condition and of the initialization (51), we have that the final values of the penalty parameters are greater than 10 −5 . Finally, we allow a maximum of 5000 function evaluations.
Results on test problems
We selected a set of 50 test problems from the well-known collections [15, 24] . In Table  3 we report the details of the selected test problems. Namely, for each problem we indicate by n the number of variables, by m the number of nonlinear plus general linear constraints, and byn the number of bound constraints on the variables; f 0 denotes the value of the objective function on the initial point, that is f 0 = f (x 0 ); finally, viol 0 is a measure of the infeasibility on the initial point, that is viol 0 = m j=1 g j (x 0 )
+ . In the table we evidenced (by a ' * ' symbol after the name) the problems whose initial points are infeasible with respect to the bound constraints. In those cases we obtained an initial point by projecting the provided point onto the set defined by the bound constraints. First, in order to assess the influence of the exponent q of the penalty terms, we compare two versions of the code with q = 2 and q = 1.1, respectively. We report in Table 4 the final objective function value (f * ) and the final constraint violation (viol * ) for the two versions of the code. By considering the results reported in Table 4 we note that the algorithm with q = 1.1 solves 44 problems out of 50 with a final constraint violation viol * < 10 −4 , whereas, when q = 2, 31 problems are solved with viol * < 10 −4 . However, we remark that the case q = 2 is slightly more efficient in terms of final function value f * possibly at the expense of increased constraint violations. We also performed some experiments with q = 1 (even though in this last case the penalty function is not differentiable and the global convergence theory developed does not hold). The obtained results (which are not reported herein) show that this version of the algorithm is slightly worse than that with q = 1.1 in terms of final constraint violation. On the basis of these results it seems that the choice with q = 1.1 leads to a more efficient version of the algorithm, at least in terms of number of function evaluations and obtained feasibility.
Furthermore, we ran on the same set of test problems other available derivative-free optimization softwares: NOMAD [1, 4, 5, 6] which works directly with function values and COBYLA [23] that constructs models of the objective and constraint functions. Both the codes were run using their default parameter settings, except for the maximum number of function evaluations that has been set to 5000. We report in the appendix a table with the complete results of the two codes. In order to help the reader evaluating the performance of the algorithms, in Table 1 we present some cumulative results: the number of test problems where they converge to a feasible point, that is a point with a feasibility violation less than 10 −4 , and the average number of function evaluations over the set of 23 problems where all the methods converge to a feasible point. On the basis of the above experimentation, we can say that the proposed method has a satisfying computational behavior when compared with other well-known derivative-free optimization softwares. Table 2 : Cumulative results on 1000 runs on the real application problem.
Results on a real application problem
We have considered a real application belonging to a family of hard global optimization problems arising in the definition of a trajectory for a space vehicle. Important references on the subject can be found in [2, 12] . These problems have relatively few variables (a few tens at most), and do not have derivative information since function evaluations require the numerical solution of a system of differential equations. The Advanced Concepts Team at ESA, the European Space Agency, maintains a web site where many instances of trajectory optimization problems are available, in the form of Matlab or C source code [9] . We focus on the the Cassini spacecraft trajectory design problem, characterized by six variables, four black box nonlinear constraints, and lower and upper bounds on the variables. Global optimization issues are out of the scopes of the paper, so that we limited our experiments to perform 1000 runs for each of the three codes (DFL, NOMAD, COBYLA) starting from random unfeasible points. The obtained results are shown in Table 2 , where we report for each algorithm, the number of instances (success runs) where they converge to a feasible point, the average number of function evaluations over the success runs, and the best feasible function value attained.
As concerns the number of feasible points found by the codes, both NOMAD and DFL outperform COBYLA with NOMAD being slightly more efficient than DFL. In terms of computational burden, the best performing code is DFL. Finally, the best code with respect to the best feasible objective function value is COBYLA. The results point out that each method has some good feature which may be useful for the considered application. Hence, the proposed sequential penalty method DFL exhibits good performances as local optimizer applied to a real-world problem. Furthermore, it could be a valuable alternative to be embedded in a global optimization framework.
Concluding remarks
In this paper we have extended a sequential penalty approach for nonlinear programming to a derivative-free context. The extension is not immediate in that the global convergence relies on a suitable connection between the sampling technique and the updating rule for the penalty parameter. The main result of the paper is a general convergence theorem which, under mild assumptions, states sufficient conditions on the sampling technique performed by the derivative-free algorithm and on the updating rule of the penalty parameter that are able to guarantee convergence toward a stationary point of Problem (1). Moreover, we have presented an algorithm based on a derivative-free linesearch strategy whose convergence proof has been derived from the general convergence result. We remark that the generality of Proposition 4 allows to define other convergent derivative-free methods based on different sampling strategies [19] . Finally, the numerical experiments carried out both on standard test problems and on a real application problem show the effectiveness of the proposed method compared to other well-known derivative-free methods.
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A Technical results
First we state a technical result concerning a property of sequences of nonzero scalars which will be used in the proof of the next proposition. 
Proof. The assertion is true if p = 1. We prove the thesis by induction on p. Suppose that there exist an integerî ∈ {1, . . . , p − 1} and a subsetK ⊆ {0, 1, . . .} such that
Two cases can occur:
(ii) there exists at least one unbounded subsequence
In case (i) we can extract a convergent subsequence a 
from which the thesis is proved taking i ⋆ = p and K = K 1 . 2
Proposition 6 Let the assumptions of Proposition 4 be satisfied and define
Then the sequences {λ l (x k ; ǫ k )}, l = 1, . . . , m, are bounded.
Proof. Let us denoteD = D ∩ D(x)
By recalling the expression of λ l (x; ǫ), l = 1, . . . , m, we can rewrite relation (54) as follows
First of all we prove that
In fact
k ∈ (0, 1). Hence, by recalling assumption (10), (57) is proved. By simple manipulations (56) can be rewritten as follows
Now we show that the sequences {λ l (x k ; ǫ k )}, l = 1, . . . , m, are bounded. Let
By contradiction let us assume that there exists at least an index h ∈ {1, . . . , m} such that lim
From Lemma 1 we get that there exist an infinite subset (relabelled again by K) and an index s ∈ {1, . . . , m} such that for k → ∞, k ∈ K, and lim k→∞,k∈K
Note that z s = 1 and |a
Dividing relation (59) by |a 
