Abstract. We study a parametric nonlinear Dirichlet problem driven by a nonhomogeneous differential operator and with a reaction which is "concave" (i.e., (p − 1) − sublinear) near zero and "convex" (i.e., (p − 1) − superlinear) near ±∞. Using variational methods combined with truncation and comparison techniques, we show that for all small values of the parameter λ > 0, the problem has at least five nontrivial smooth solutions (four of constant sign and the fifth nodal). In the Hilbert space case (p = 2), using Morse theory, we produce a sixth nontrivial smooth solution but we do not determine its sign.
1. Introduction. In this paper, we study the following nonlinear boundary value problem (P λ ) −div a (z, Du (z)) = f (z, u (z) , λ) in Ω, u | ∂Ω = 0.
Here Ω ⊆ R N is a bounded domain with a C 2 − boundary ∂Ω, a : Ω × R N → R N is a continuous map which is C 1 on Ω × R N \ {0} and satisfies certain other regularity conditions (see hypotheses (H 0 )) and f : Ω × R × (0, +∞) → R is a reaction term which is Carathéodory in the (z, x) ∈ Ω × R variables (i.e., for all x ∈ R, z → f (z, x, λ) is measurable, and for almost all z ∈ Ω, x → f (z, x, λ) is continuous) and λ > 0 is a parameter. We mention that a special case of the differential operator is the p−Laplacian differential operator. However, we stress that in contrast with the p−Laplacian, the differential operator in (P λ ) needs not to be homogeneous. Concerning the reaction f (z, x, λ) , we assume that x → f (z, x, λ) exhibits (p − 1) − superlinear growth near ±∞, but we do not assume the usual in such cases Ambrosetti-Rabinowitz condition (AR-conditon, for short). Instead, we employ an alternative weaker condition, which incorporates in our framework functions with "slower" growth near ±∞. In addition, our hypotheses on x → f (z, x, λ) imply the presence of "concave" ((p − 1) − sublinear) terms in the reaction. So, on the right hand side of (P λ ) we have the combined effects of "convex" and "concave" nonlinearities (competition phenomena). A special case is the classical "convex-concave" nonlinearity of the form λ |x| q−2 x + |x| r−2 x for all x ∈ R, with 1 < q < p < r < p * , where p * := Such equations with combined (competing) nonlinearities were first investigated in the context of Dirichlet equations driven by the Laplacian, by Ambrosetti-Brezis-Cerami [6] and subsequently by Li-Wu-Zhou [27] . These semilinear works were extended to equations driven by the p− Laplacian by Garcia Azorero-Manfredi-Peral Alonso [19] , Guo-Zhang [21] , Hu-Papageorgiou [23] and Kyritsi-Papageorgiou [25] . In the aforementioned works, the authors either consider only the existence and multiplicity of positive solutions or prove multiplicity results without providing sign information for all the solutions. We should also mention the very recent work of AizicoviciPapageorgiou-Staicu [4] , which is also concerned with equations driven by a nonhomogeneous differential operator and include a (p − 1) − superlinear reaction. However, the hypotheses of [4] preclude the presence of concave terms near the origin (no competition phenomena) and the main multiplicity theorem does not provide sign information for all the solutions. Finally, a comparable study of a more restrictive class of nonlinear parametric periodic problems was recently conducted by the authors in [5] . The aim of this work is to prove a multiplicity theorem for problem (P λ ) , with sign information for all the solutions. In particular, we look explicitly for nodal (i.e., sign changing) solutions. We show that there exists a critical parameter value λ * > 0 such that for all λ ∈ (0, λ * ) problem (P λ ) has at least five nontrivial smooth solutions, four of constant sign (two positive, the other two negative) and the fifth nodal. Note that the lack of homogeneity in the differential operator creates serious technical difficulties and the usual methods to produce nodal solutions fail (see, for example, Aizicovici-Papageorgiou-Staicu [2] ). So, new techniques are needed in order to overcome these obstacles. At the end, we treat the Hilbert space case (i.e., p = 2).
In particular, our results extend and complement the conclusions of the recent work of Marano-Papageorgiou [29] , where a related problem driven by the p-Laplacian is considered. There, a different substitute of the AR-condition is used (see hypothesis (f 4 )), and the method of proof depends heavily on the homogeneity of the p-Laplacian.
Our approach uses variational methods based on the critical point theory and Morse theory. In the next section, for easy reference, we recall some of the main mathematical tools that will be used in the sequel.
2. Mathematical background. Let (X, . ) be a Banach space and (X * , . * ) be its topological dual. By ., . we denote the duality brackets for the pair (X * , X) . Let ϕ ∈ C 1 (X) . A real number c is said to be a critical value of ϕ if there exists x * ∈ X such that ϕ ′ (x * ) = 0 and ϕ (x * ) = c. We say that the functional ϕ satisfies the Cerami condition (the C-condition for short), if the following is true:
every sequence {x n } n≥1 ⊆ X such that {ϕ (x n )} n≥1 is bounded in R and
admits a strongly convergent subsequence. This compactness-type condition is in general weaker than the usual "PalaisSmale condition" (the PS-condition for short). However, the C-condition suffices in order to obtain a deformation theorem and from it to derive the minimax theory for certain critical values of ϕ ∈ C 1 (X) . In particular, we can state the following theorem, known in the literature as the "mountain pass theorem".
In the last part of this paper, in order to distinguish between solutions and study the Hilbert space case (i.e., p = 2), we will use critical groups. So, let us recall their definition. Let X be a Banach space, ϕ ∈ C 1 (X) and c ∈ R. We introduce the following sets
we denote the k th -relative singular homology group of the pair (Y 1 , Y 2 ) with integer coefficients. The critical groups of ϕ at an isolated x 0 ∈ K c ϕ are defined by
where U is a neighborhood of x 0 such that K ϕ ∩ϕ c ∩U = {x 0 } . The excision property of the singular homology implies that this definition is independent of the particular choice of the neighborhood U.
Suppose that ϕ ∈ C 1 (X) satisfies the C−condition and −∞ < inf ϕ (K ϕ ) . Let c < inf ϕ (K ϕ ) . Then, the critical groups of ϕ at infinity are defined by
The second deformation theorem (see, for example, Gasinski-Papageorgiou [20] , p. 628) implies that this definition is independent of the choice of the level c < inf ϕ (K ϕ ) .
If K ϕ is finite, then we define
The Morse relation says that
where 
The notation . will be also used to denote the R N -norm. It will always be clear from the context, which norm we use. For x ∈ R, we set
By |.| N and (., .) R N we denote the Lebesgue measure on R N and the inner product in R N , respectively. If θ : Ω × R → R is a measurable function (for example, a Carathéodory function), then
Finally, we will use the symbol " w −→" to designate weak convergence.
Preliminary results. It what follows
≤ C 0 for all t > 0 and some C, C 0 > 0 and (3.1)
We introduce the following hypotheses on a (z, y) :
Remarks. Comparable conditions on a (.) can be found in PapageorgiouRadulescu [32] . Let us present some straightforward but useful consequences of the above hypotheses. First, we show that for all z ∈ Ω, a (z, .) is strictly monotone. To this end, let y, y
(see (H 0 ) (ii) and (3.1)), hence a (z., ) is monotone. Hence for all z ∈ Ω, G (., 0) and G 0 (., 0) are both strictly convex. Also, we have
(see (H 0 ) (iii) and (3.1)). Moreover, we have
(see (H 0 ) (ii) and (3.1)). From (3.2) and (3.3) and since
Examples. The following maps satisfy hypotheses (H 0 ) :
This map corresponds to the weighted p− Laplacian differential operator.
This map corresponds to the weighted (p, q) − Laplacian differential operator. Such operators are important in quantum physics, see, for example, Benci-FortunatoPisani [8] . Recently, there have been papers dealing with the (p, q) −Laplacian, see Cingolani-Degiovanni [12] , Figueiredo [18] and Medeiros-Perera [30] .
y, with p > 1. This correspond to the generalized p−mean curvature operator.
From Papageorgiou-Rocha-Staicu [33] we have: 
The next proposition was proved by Aizicovici-Papageorgiou-Staicu [4] . Actually, the hypotheses on a (z, x) in [4] are more restrictive (they exclude , for example, the (p, q) − Laplacian differential operator. However, a careful reading of the proof of Proposition 2 in [4] reveals that it remains valid under the present more general hypotheses (H 0 ) , provided we use instead the stronger regularity result of Lieberman ([28] , p.320). So, we can state the following result.
Remarks. This result was first proved for G (z, y) = G (y) = 1 2 y 2 (corresponding to the Laplace differential operator) by Brezis-Nirenberg [10] and was extended to the case G (z, y) = G (y) = 1 p y p , 1 < p < ∞ (corresponding to the p−Laplace differential operator) by Garcia Azorero-Manfredi-Peral Alonso [19] . See also GuoZhang [21] where 2 ≤ p < ∞.
Now we consider the following auxiliary Dirichlet problem
We are interested in the uniqueness of the nontrivial positive and negative solutions of (3.6) , when they exist. To this end, we impose the following conditions of the reaction f (z, x) :
(
is strictly increasing on (−∞, 0), where τ is as in (H 0 ) (v) , while
In what follows, in addition to the Sobolev space W 1,p 0 (Ω) , we also use the Banach space
This is an ordered Banach space with positive cone
This cone has a nonempty interior, given by
where by n (.) we denote the outward unit normal on ∂Ω. Proof. We show the uniqueness of the nontrivial positive solution (when it exists), the proof of the nontrivial negative solution (when it exists) being similar.
So, let u ∈ W 1,p 0 (Ω) be a nontrivial positive solution of (3.6) . Then
. Then, invoking the regularity result of Lieberman ([28] , p.320), we infer that u ∈ C + \ {0} . Moreover, by virtue of hypothesis (H 1 ) (ii), we have div a (z, Du (z)) ≤ 0 a.e. in Ω, hence u ∈ int C + (see Cuesta-Takac [14] , Theorem 2.1). The result of [14] is formulated under a little more restrictive hypotheses on a (z, y) , but it remains valid under the present more general conditions, thanks to the regularity results of Lieberman [28] .
Let γ : L 1 (Ω) → R = R∪ {+∞} be the integral functional defined by
Let u 1 , u 2 ∈ dom γ and set
As in Diaz-Saa [15] (see Lemma 1; see also Benguria-Brezis-Lieb ( [9] , Lemma 4), using Holder's inequality, we have
Since for all z ∈ Ω, G 0 (z, .) is increasing, we have
Moreover, using Fatou's lemma, we show that γ (.) is lower semicontinuous. Finally, γ (.) is not identically +∞ (i.e., dom γ = ∅).
Let u be a nontrivial positive solution of (3.6) . From the first part of the proof we know that u ∈ int C + . Then
0 Ω and r > 0 small. Then u τ + rh ∈ C + and so the Gateaux derivative of γ (.) at u τ in the direction h exists. Moreover, using the chain rule, we have
Let v be another nontrivial positive solution of (3.6) . As above, we have v ∈ int C + and (3.7) holds with u replaced by v. The convexity of γ (.) implies that y → γ ′ (y) is monotone. Hence
x τ −1 is strictly decreasing on (0, ∞) (see (H 1 ) (ii)), from (3.6) we infer that u = v. This proves the uniqueness of the nontrivial positive solution, when it exists. Similarly, for the nontrivial negative solution.
4. Constant sign solutions. In this section we produce four constant sign smooth solutions of (P λ ) for all suitably small λ > 0. The hypotheses on the reaction f (z, x, λ) are the following:
is a Carathéodory function, f (z, 0, λ) = 0 a.e. in Ω and (i) for every ρ > 0 and λ > 0, there exists
and there exist r ∈ (p, p * ) and η ∞ , η ∞ ∈ L ∞ (Ω) such that for every λ > 0, we have
uniformly for a.a. z ∈ Ω; (iii) for every λ > 0, there exists τ 0 = τ 0 (λ) ∈ (r − p) max 1, N p , p * and
, then for all λ > 0 we have
Remarks. Hypothesis (H 2 ) (ii) implies that the primitive F (z, ., λ) (λ > 0) is p−superlinear near ±∞. However, note that we do not use the usual in such cases AR-condition. We recall that the AR-condition states that for every λ > 0, there exists µ = µ (λ) > p and M = M (λ) > 0 such that
From (4.1) we obtain the weaker condition
From (4.2) we infer the much weaker condition
We replace the AR-condition (see (4.1)) by hypothesis (H 2 ) (iii) which is weaker. Indeed, the AR-condition implies (H 2 ) (iii). To see this, note that we may assume that (r − p) max 1, N p < µ and then for all λ > 0, we have
by (4.1) and (4.2) , and so (H 2 ) (iii) holds. This alternative "superlinearity" condition incorporates in our setting "superlinear" nonlinearities with "slower" growth condition at ±∞ which fail to satisfy the AR-condition. Similar conditions can be found in the works of Costa-Magalhães [13] and Fei [17] .
Examples. The following functions satisfy hypotheses (H 2 ) (for the sake of simplicity we drop the z− dependence):
f 3 (x, λ) = λ |x| q−2 x + |x| p−2 xln (1 + |x|) with 1 < q < p < ∞;
Note that f 3 (., λ) does not satisfy the AR-condition. Let
These are Carathéodory functions. We set
and consider the C 1 −functionals ϕ 
From (4.4) we have
On the other hand from (4.3) and (4.6) , we have (4.8)
Adding (4.7) and (4.8) , we obtain
imply that we can find β 0 ∈ (0, β 0 ) and
Using (4.10) in (4.9) we see that
First we suppose that N = p. It is clear from hypothesis (H 2 ) (iii) that without any loss of generality, we may assume that 1 < τ 0 ≤ r < p * . So, we can find t ∈ [0, 1) such that 
for all n ≥ 1 and some C 7 = C 7 (λ) > 0 (see (4.13)), and by using (4.12) we conclude that (4.14) u
for all n ≥ 1 and some
The condition on τ 0 (see (H 2 ) (iii)) implies that tr < p, and so, from (4.14) it follows that
Now assume that N = p. In this case, by definition, p * = +∞, while the Sobolev embedding theorem implies that W
. So, in order to employ the previous argument, we replace p * by θ > r ≥ τ 0 > 1 and choose t ∈ [0, 1) such that
Note that θ(r−τ0) θ−τ0 → r − τ 0 as θ → +∞ = p * . Also, since N = p, from (H 2 ) (iii), we have r − τ 0 < p. Therefore for θ > r large, we will have tr < p (see (4.16) ). With such a θ > r replacing p * in the previous argument, again we arrive at (4.15)). Because of (4.15) , we may assume that
In (4.5) we choose v = u n − u, pass to the limit as n → ∞ and use (4.17). Then With minor straightforward modifications in the previous proof, we also establish the following result. Proof. Hypotheses (H 2 ) (ii),(iv) imply that we can find C 9 (λ) > 0 with C 9 (λ) → 0 + as λ → 0 + and C 10 > 0, such that
For every u ∈ W 1,p 0 (Ω) , we have
We consider the function (4.20) ξ λ (t) = C 11 (λ) t q−p + C 12 t r−p for all t > 0.
Evidently ξ λ ∈ C 1 (0, +∞) and since q < p < r, we have ξ λ (t) → +∞ as t → 0 + and t → +∞.
Therefore, we can find t 0 ∈ (0, +∞) such that
and we get (4.21)
We consider now ξ λ (t 0 ) . By (4.20) and (4.21) and since C 11 (λ) → 0 + as λ → 0 + , it follows that ξ λ (t 0 ) → 0 + as λ → 0 + . Therefore, we can find λ * + > 0 such that To this end, note that by virtue of hypothesis (H 0 ) (v) , given ε > 0, we can find
Let u ∈ int C + and choose t ∈ (0, 1) small, such that
Then we have (4.25)
If we choose ε ∈ 0, 
(see (4.22) and Proposition 6). Here
Invoking the Ekeland variational principle with ε ∈ (0, γ) (see, for example, GasinskiPapageorgiou [20] , p. 579), we can find
Since ε ∈ (0, γ) , from (4.26) it follows that
Let h ∈ W 1,p 0 (Ω) and let u = u ε + th with t > 0. Because of (4.28) , for t > 0 small we have u ∈ B ρ + λ and so, from (4.27) it follows that
Let ε n = 1 n and u n = u εn , for n ≥ 1. Then
Since {u n } n≥1 ⊆ B ρ 
From (4.22)
, we see that
Also from (4.32) , we have
On (4.33) we act with − u − ∈ W 1,p 0 (Ω) and obtain u ≥ 0, u = 0. We have
From nonlinear regularity theory (see [26] , [28] ) we infer that u ∈ C + \ {0} . From (4.34) and hypothesis (H 2 ) (iv) , we have
and since f (., u (.) , λ) = 0, from Theorem 2.1 of Cuesta-Takac [14] it follows that u ∈ int C + . Note that
Hence u is a local C (Ω) , we obtain u 0 ≥ 0, u 0 = 0. We have
As before, nonlinear regularity (see [26] , [28] ) and Theorem 2.1 of [14] together with (H 2 ) (iv) imply that u 0 ∈ int C + .
(b) The proof of this part is similar to that of (a), using this time the functional ϕ λ − .
(c) This part is a direct consequence of (a) and (b) .
Nodal solutions.
In this section we look for nodal (sign-changing) solutions. The idea is to look for extremal constant sign solutions, i.e., a smallest nontrivial positive solution u * and a biggest nontrivial negative solution v * , then look for a nontrivial solution distinct from u * , v * in the order interval
Evidently, such a solution is necessarily nodal. The lack of homogeneity in the differential operator, creates difficulties in the implementation of this strategy and in particular in establishing the existence of extremal constant sign solutions. To overcome these difficulties we consider the following auxiliary Dirichlet problem
Proposition 8. If hypotheses (H 0 ) hold, then problem (5.1) has a unique nontrivial positive solution u ∈ int C + , and, by oddness of (5.1) , v = −u ∈ −int C + is the unique nontrivial negative solution of (5.1) .
Proof. Let ψ
From (3.4) , we have
Because q < p, from (5.3) it follows that ψ + is coercive. Moreover, using the Sobolev embedding theorem, we see that ψ + is sequentially weakly lower semicontinuous. So, by the Weierstrass theorem, we can find u ∈ W 1,p 0 (Ω) such that
As in the proof of Proposition 7 (see (4.25)), we show that
Acting in (5.5) with −u − ∈ W 1,p 0 (Ω) , we obtain u ≥ 0, u = 0. Moreover, as before, nonlinear regularity (see [26] , [28] ) and Theorem 2.1 of [14] , imply that u ∈ int C + .
Evidently, due to the oddness of (5.1) , v = −u ∈ −int C + is a nontrivial negative solution of (5.1) .
Finally, the uniqueness of these constant sign solutions follows from Proposition 3 noting that x → is strictly increasing on (−∞, 0) (recall that τ ∈ (q, p)).
This proposition leads to the existence of extremal constant sign solutions for problem (P λ ) .
Proposition 9.
If hypotheses (H 0 ) and (H 2 ) hold and λ ∈ (0, λ * ), then problem (P λ ) has a smallest nontrivial positive solution u * ∈ int C + and a biggest nontrivial negative solution v * ∈ −int C + .
Proof. For λ ∈ (0, λ * ) , let S λ + be the set of nontrivial positive solutions of problem (P λ ) . From Proposition 7 and its proof, we know that
We consider the following Carathéodory function
We set M + (z, x) = x 0 µ + (z, s) ds and then introduce the C 1 −functional ξ + :
It is clear from (5.6) that ξ + is coercive. Also, it is sequentially weakly lower semicontinuous. Thus, we can find y 0 ∈ W As before (see the proof of Proposition 7), since q < p, we see that
On (5.8) we act with −y
, we obtain y 0 ≥ 0, y 0 = 0. Also, on (5.8) we act with (y 0 − u)
Hence, we have proved that y 0 ∈ [0, u] \ {0} .Then (5.8) becomes
and we conclude
This proves the Claim.
Next, let C ⊆ S λ + be a chain (i.e., a totally ordered subset of S λ + ). Invoking Dunford-Schwartz ( [16] , p.136), we can find {u n } n≥1 ⊂ C such that
Moreover, Lemma 1.1.5 of Heikkila-Lakshmikantam [22] implies that we can choose {u n } n≥1 ⊂ C to be decreasing. We have
So, we may assume that
On (5.9) we act with u n − u, pass to the limit as n → ∞ and use (5.10). It follows that
So, if in (5.9) we pass to the limit as n → ∞ and use (5.11) , we conclude that
hence (see the Claim) u ∈ S λ + and u = inf C.
Since C ⊆ S λ + is an arbitrary chain, invoking the Kuratowski-Zorn lemma, we infer that S λ + has a minimal element u * ∈ int C + . As in Aizicovici-Papageorgiou-Staicu [2] (see Lemma 1 and the proof of Proposition 8), we show that S λ + is downward directed (i.e., if u 1 , u 2 ∈ S λ + , then we can find u ∈ S λ + such that u ≤ u 1 , u ≤ u 2 ). Therefore u * ∈ int C + is the smallest nontrivial positive solution of (P λ ) .
Similarly, let S λ − be the set of nontrivial negative solutions of (P λ ) (λ ∈ (0, λ * )). From Proposition 7 and its proof, we know that
, Lemma 2). So, as for S λ + , we can establish the existence of the biggest nontrivial negative solution v * ∈ −int C + of (P λ ). Now we are ready to produce a nodal solution.
Proposition 10. If hypotheses (H 0 ) and (H 2 ) hold and λ ∈ (0, λ * ) , then problem (P λ ) admits a nodal solution y 0 ∈ C 1 0 Ω . Proof. Let u * ∈ int C + and v * ∈ −int C + be the two extremal constant sign solutions of problem (P λ ) (λ ∈ (0, λ * )) produced in Proposition 9. We introduce the following truncation of the reaction f (z, ., λ) :
This is a Carathéodory function. Let H (z, x, λ) = x 0 h (z, s, λ) ds and consider the
h ± (z, s, λ) ds and consider the
Using (5.12) and reasoning as in the proof of Proposition 9, we obtain
In fact the extremality of v * , u * and (5.12) imply that
Claim. u * ∈ int C + and v * ∈ −int C + are local minimizers of ψ λ . From (5.12) it is clear that ψ λ + is coercive. Also, it is sequentially weakly lower semicontinuous. Therefore, we can find w + ∈ W As before (see the proof of Proposition 7), using (H 2 ) (iv) and the fact that q < p we have
hence w + = 0, and so, w + = u * (see (5.13) ).
Recall that u * ∈ int C + (see Proposition 9) and note that
Therefore u * is a local C 1 0 Ω minimizer of ψ λ . Invoking Proposition 2, we conclude that u * ∈ int C + is a local W 
(the analysis is similar, if the opposite inequality holds). Using the Claim and reasoning as in Aizicovici-Papageorgiou-Staicu [1] (see the proof of Proposition 29), we can find ρ λ ∈ (0, 1) small such that
Since ψ λ is coercive (see (5.12)), it satisfies the C-condition. This fact and (5.15) permit the use of Theorem 1 (the mountain pass theorem). So, we can find
(see (5.12)), we see that y 0 solves (P λ ) and y 0 ∈ C 1 0 Ω (nonlinear regularity). Since y 0 is a critical point of ψ λ of mountain pass type, we have (5.16) C 1 ψ λ , y 0 = 0 (see Chang [11] , p. 89).
On the other hand, hypothesis (H 2 ) (iv) and Proposition 2.1 of Jiu-Su [24] imply that
Comparing (5.16) and (5.17) we infer that y 0 = 0. Since y 0 ∈ [v * , u * ] , y 0 / ∈ {0, v * , u * } , by virtue of extremality of the solution v * , u * , we conclude that y 0 is nodal.
So, summarizing the situation for problem (P λ ) , we can state the following multiplicity theorem.
Theorem 2. If hypotheses (H 0 ) and (H 2 ) hold, then there exists λ * > 0 such that for all λ ∈ (0, λ * ) , problem (P λ ) has at least five nontrivial smooth solutions
6. Hilbert space case (p = 2). In this section, we consider the Hilbert space case (i.e., p = 2, hence the ambient space is H 1 0 (Ω)) and under stronger differentiability conditions on a (z, .) , we show that for all λ ∈ (0, λ * ), problem (P λ ) has at least six nontrivial smooth solutions: two positive, two negative, one nodal and a sixth one for which we cannot determine its sign.
In this case h ∈ C 1 (0, ∞) satisfies 0 < th
≤ C 0 for all t > 0 and some C 0 > 0 and C 1 t ≤ h (t) ≤ C 2 t q0−1 + t for all t > 0 and some C 1 , C 2 > 0, 1 < q 0 ≤ 2 (see (3.1) with p = 2). The new stronger hypotheses on a (z, y) are the following:
(ii) for all (z, y) ∈ Ω × R N :
(iv) the primitive G (z, y) determined by 
We also strengthen the hypotheses on the reaction f (x, z, λ) :
is a measurable, for a.a. z ∈ Ω, f (z, ., λ) ∈ C 1 (R) and is nondecreasing, f (z, 0, λ) = 0 for a.a. z ∈ Ω and (i) |f Proof. From Theorem 2 we know that we can find λ * > 0 such that for all λ ∈ (0, λ * ) , problem (P λ ) has at least five nontrivial smooth solutions u 0 , u ∈ int C + , v 0 , v ∈ −int C + , and y 0 ∈ C 1 0 Ω \ {0} nodal. Let u * ∈ int C + and v * ∈ −int C + be the extremal constant sign solutions produced in Proposition 9. Since y 0 is nodal, y Because f ., y + 0 (.) , λ = f (., u * (.) , λ) (recall that y 0 is nodal and u * ∈ int C + ), from (6.1) and Theorem 2.1 of Cuesta-Takac [14] it follows that u * − y 0 ∈ int C + . Similarly we show that y 0 − v * ∈ int C + . Therefore (Ω) , y 0 for all k ≥ 0 (see (6.2) ). But from Palais [31] (see also Chang [11] , p.14) we have (6.4) C k ψ λ | C 1 0 (Ω) , y 0 = C k ψ λ , y 0 , C k ϕ λ | C 1 0 (Ω) , y 0 = C k (ϕ λ , y 0 ) ∀k ≥ 0. From (6.3) and (6.4) it follows that (6.5) C k ψ λ , y 0 = C k (ϕ λ , y 0 ) for all k ≥ 0.
Then from (5.16) and (6.5) it follows that (6.6) C 1 (ϕ λ , y 0 ) = 0.
Suppose that the spectrum of ϕ (see (6.6) and Proposition 2.5 of Bartsch [7] ). Recall that u 0 ∈ int C + is a critical point of mountain pass type of ϕ + λ . Since
as above, we show that (6.9) C k (ϕ λ , u 0 ) = δ k,1 Z for all k ≥ 0.
In a similar fashion, we have (6.10) C k (ϕ λ , v 0 ) = δ k,1 Z for all k ≥ 0.
Moreover, from Proposition 7, we know that u ∈ int C + and v ∈ −int C + are local minimizers of ϕ λ . Hence 
