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osting by EAbstract Peer-to-peer (P2P) networks existing on a MANET are a natural evolution since both are
decentralized and have dynamic topologies. As MANETs grow in use due to the increasing popu-
larity of wireless mesh and 4G networks, it is expected that P2P applications will remain as a pop-
ular means of obtaining ﬁles. Network coding has been shown as an efﬁcient means of sharing large
ﬁles in a P2P network. With network coding, all ﬁle blocks have the same relative importance. This
paper presents an efﬁcient content distribution scheme that uses network coding to share large ﬁles
in a P2P overlay running on a MANET. Peers request ﬁle blocks from multiple server nodes and
servers multicast blocks to multiple receivers, providing efﬁcient multipoint-to-multipoint commu-
nication. Simulation results show that compared to other common download techniques, the pro-
posed scheme performs very well, having lower download time and energy consumption. Also,
more peers participate in uploading the ﬁle, resulting in greater fairness.
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Peer-to-peer (P2P) networks are implemented in the form of
overlay networks, consisting of upper-layer connections3 6052; fax: +1 613 533 6513.
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lsevierbetween peers, independent of the underlying or substrate net-
work. Overlay networks thus abstract their connectivity to a
higher-level view of the peers that make up the network. The
union of the logical connections that peers form with one an-
other shapes the overlay. Peers communicate via the overlay,
with queries and responses being routed over multiple hops.
Peers self-organize and handle ‘‘churn’’, the term used for
the constant connections and disconnections of peers as they
join and leave the network. As a result, P2P networks must
be fault tolerant. On the Internet, peers exist on the access
links, or ‘‘edge’’ of the network, and many P2P networks in
use today scale to millions of simultaneous users.
In a mobile ad hoc network (MANET) devices form a self-
organizing network with their peers and communicate with
each other in multi-hop ‘‘peer-to-peer’’ mode instead of using
a pre-existing infrastructure. All nodes act as both clients and/
or servers, meaning both clients and servers are mobile and re-
source-constrained. Devices are heterogeneous, resulting in
Fig. 1 An example of a peer-to-peer overlay running on a
MANET.
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mobility, the network topology is constantly changing. As
autonomous and infrastructureless networks, MANETs pose
particularly challenging design problems, especially with re-
gard to lifetime and scalability.
Infrastructureless networks such as MANETs are essential
in some environments, such as in disaster recovery, or military
battleﬁelds, where the communications infrastructure has been
damaged or is non-existent. In other environments, such as at
a company meeting where the participants would like to share
documents, such networks may prove more convenient than
using a wireless LAN. MANETs are used in combined infra-
structure–infrastructureless networks such as wireless mesh
networks and they are also expected to become an important
part of the 4G architecture [1]. Ad hoc nodes will use multi-
hop communication to provide wider networking coverage
and to connect to the ﬁxed-backbone network, thus providing
Internet services to areas without pre-existing infrastructure.
Recently, the Wi-Fi Alliance has announced a new speciﬁca-
tion called ‘‘Wi-Fi Direct’’ that allows devices to connect to
one another directly, without the use of a base station [2].
The code-name for the speciﬁcation was ‘‘Wi-Fi peer-to-peer’’.
Users clearly wish to run P2P applications, without concern
for what type of network they are using, whether it is a wired
network, a MANET, a wireless mesh network or a 4G net-
work. Therefore, it is important to examine the issue of effec-
tively running a P2P overlay in an infrastructureless network
such as a cooperative MANET. If the user is connected to a
partly-infrastructured network, avoiding the base station and
instead communicating with nearby nodes may reduce delay
and energy use since transmissions travel a shorter distance
and require less power. Furthermore, avoiding communication
with the base station may avoid charges from the network
operator. Finally, if there are multiple infrastructured net-
works in an area, such as a university campus, it may be pos-
sible for users of these different networks to join together to
form large, cooperative MANET.
It is a natural evolution for MANETs and P2P networks to
be combined together so that a P2P overlay runs on a cooper-
ative MANET (we use the term P2P-MANET to refer to such
networks), since both types of networks have many similari-
ties. Both types are decentralized networks, dynamically orga-
nize themselves, deal with frequent topology changes, must be
resilient to failure, and perform the routing function.
Despite these similarities, it is unclear that simply adopting
existing P2P overlay techniques and using them in MANETs is
desirable, since there are also differences. P2P networks tend to
be very large-scale with millions of simultaneous users, and are
designed as overlays for deployment on the ‘‘edge’’ of the
Internet, where the nodes generally do not move about. On
the other hand, MANETs tend to have far fewer nodes, the de-
vices are severely resource-constrained in comparison, and the
links between nodes usually have higher delay. Energy con-
sumption is of great concern and users are also geographically
nearby one another.
Most existing P2P algorithms should not be directly applied
to MANETs due to their lack of infrastructure, node mobility
and energy issues. For example, Cramer and Fuhrman [3]
examine how to bootstrap the well-known P2P DHT Chord
[4] in an ad hoc network. They show that the process has a
time complexity that grows linearly with network size and cre-
ates a signiﬁcant trafﬁc load imbalance at the join point.Therefore, it is important that existing P2P algorithms be rede-
signed to take into account the substantially different environ-
ment of MANETs.
P2P computing and mobile computing are immensely pop-
ular today, but the two have generally not been used together.
We envision general-purpose MANETs with many applica-
tions and services on them becoming more common, particu-
larly as they are joined to mesh and 4G networks.
Fig. 1 illustrates an example of a peer-to-peer overlay on a
MANET. The light circles represent nodes participating in the
overlay network, while the dark circles are not part of the over-
lay. The solid lines show how the overlay network is con-
nected, with potentially multiple hops of the underlying
MANET providing the direct overlay connections. The dashed
lines represent the MANET links.
Content distribution is a means of transferring large
amounts of data to interested parties. The use of P2P networks
for content distribution has become more prevalent due to its
high scalability. In a typical client/server model, all users ac-
quire the data from a server. As the number of users attempt-
ing to download the content increases, the uplink bandwidth
of the server becomes congested and the transfer speed to users
drops, and the server may even become unavailable. In a P2P
network, as more users join in order to download the content,
they in turn share their uplink bandwidth. This enables parts
of the data to be replicated throughout the network, and the
system is better able to deal with a large number of simulta-
neous downloading users. P2P content distribution is therefore
more resilient and provides greater availability due to the rep-
lication of content throughout the network [5].
Many P2P networks, particularly ﬁle-sharing networks, exist
to distribute large data ﬁles, or content. In aMANET, due to the
non-existence of stationary, wall-powered servers, content that
is distributed in P2P fashion is preferred over the traditional cli-
ent/server model due to the ease with which a MANET node’s
bandwidth can be overwhelmed and its limited energy. There-
fore, a means by which content can be distributed that reduces
bandwidth requirements and energy consumption is desirable.
Furthermore, from the user’s perspective, being able to down-
load content more quickly is beneﬁcial.
In this paper we introduce a content distribution scheme
that takes advantage of network coding and multipoint-
to-multipoint communication to provide an efﬁcient means
of transferring ﬁles between peers in the network. It reduces
download times, decreases energy consumption, and eliminates
the rarest-block problem. Client peers locate server peers and
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tent in less time than downloading uncoded blocks. Servers
trasnmit blocks via multicast to enable multiple clients to
download simultaneously.
The remainder of the paper is organized as follows. Sec-
tion ‘Background’ provides some background on content dis-
tribution. Section ‘P2P–MANET content distribution’
discusses the proposed content distribution scheme in detail.
In Section ‘Performance evaluation’ we examine the perfor-
mance of the content distribution scheme. Section ‘Conclusion’
provides some conclusions.
Background
Content distribution involves transferring data, or content,
from a set of source nodes to a set of destination nodes. Its def-
inition often includes searching for the content as well, but in
this paper, we do not include this aspect in our deﬁnition of
content distribution, and instead focus only on the content
transfer component.
In the simplest content distribution system, a client contacts a
server and downloads the content from it. However, as the num-
ber of clients grows, the server’s uplink bandwidth becomes a
bottleneck and better techniques become desirable. Taking
advantage of the uplink bandwidth of the clients that are down-
loading is a common way to more quickly distribute content.
One approach is to use application-layer multicasting and
allow all nodes to contribute to the distribution by uploading
the parts of the ﬁle they possess [6]. The difﬁculty with this ap-
proach is the construction of the multicast tree, and whether to
use source-based trees or a shared-tree.
Another approach is to forego multicasting and instead al-
low nodes to connect directly to one another and send content,
as in a P2P overlay. The most popular such approach is
BitTorrent [7]. A downside to this approach is that the overlay
network does not closely reﬂect the underlay, resulting in inef-
ﬁcient use of network links.
Forward Error Correction based on erasure codes can also
be employed [8]. In this approach, sometimes referred to as a
‘‘digital fountain’’, the content is split into k equal length pack-
ets. The original data is encoded by a server, which streams
distinct, encoded packets. Clients accept these packets and dis-
tribute them amongst themselves, until they have received k
distinct packets. In the ideal situation, the client can recon-
struct the data after receiving k packets. In practice, however,
due to the existence of cycles in the topology, clients tend to
receive duplicate packets, and locating the missing data pack-
ets is challenging. Some approaches have been proposed to
overcome this problem [9,10], but they involve additional com-
plications such as bloom ﬁlters or gossip packets.
A generalization of the digital fountain idea involves the
use of network coding. With this approach, both servers and
clients encode data, which mitigates the problem of clients
sending packets that may not be of use to one another, as in
the digital fountain model. Codes are combined with one an-
other by clients, which reduces the chance of a client receiving
redundant data.
Network coding was introduced by Ahlswede et al. [11] and
linear network coding was introduced by Li et al. [12] as a tech-
nique to save bandwidth. There are several tutorial papers cov-
ering practical network coding [13–15]. Network coding is a
form of information spreading in which nodes, instead ofsimply forwarding data packets, combine, or encode, several
packets together using the XOR operation. The idea is to shift
some of the work burden from the network to the nodes’ com-
putational abilities. This is a good tradeoff since network
bandwidth is generally more expensive, i.e., slower, than com-
putation. One major beneﬁt of network coding is that encoded
packets can be further encoded. This allows nodes to encode
data without ﬁrst decoding it, so that they can encode packets
for which they do not yet have the completed data.
The original packets are associated with a set of coefﬁcients
over the ﬁeld. These coefﬁcients are multiplied by the original
packet, s bits at a time, and XORed with the same bit positions
of the other packets to be combined. For example, given two
original messages, M1 and M2, and two coefﬁcients g1 and
g2, the encoded message would be g1M1 XOR g2M2. The linear
combination of the data, interpreted as a set of numbers over a
ﬁnite ﬁeld, is then transmitted in place of the original packets.
The data of size s is considered as a symbol over the ﬁeld F2s .
Therefore, a packet of length L consists of L/s symbols. This
encoded data, known as the information vector, is sent along
with the set of coefﬁcients, known as the encoding vector.
The encoding vector is needed by the receiver to decode the
data.
The coefﬁcients are selected at random, in a completely
independent and decentralized manner. Even with a small ﬁeld
size, such as 28, the probability of selecting linearly dependent
combinations is negligible [14].
With network coding, nodes receiving the encoded packets
do not need to worry about obtaining speciﬁc packets. Instead,
they must obtain a sufﬁcient number of linearly independent,
or ‘‘innovative’’, packets. The encoded packets, along with
the given encoding vectors, are considered as a system of equa-
tions, where the original messages are the unknowns. For a set
of n original messages and m received messages, we therefore
have m equations with n unknowns, and so we must have
mP n to solve the system. Furthermore, there must be at least
n linearly independent equations. Any known technique, such
as Gaussian elimination, may be used to solve the system and
thus recover the original data.
Katti et al. present the ﬁrst implementation of practical net-
work coding to the wireless environment [16,17]. The ap-
proach, called COPE, is for nodes to listen and remember
what packets neighbors have received so that the ‘‘best’’ source
packets are encoded to minimize the number of transmissions.
This opportunistic approach relies only on local information
and exploits coding opportunities in real-time. All nodes in
the wireless network participate. Transmitted packets are
annotated to inform neighbors which packets the transmitter
has heard. When a node sends data, it uses the knowledge of
what its neighbors have received to perform opportunistic cod-
ing. Simulation results as well as multi-node test beds conﬁrm
the beneﬁts of network coding.
Gkantsidis et al. bring practical network coding to the
realm of P2P ﬁle sharing [18–20]. Their system, dubbed Ava-
lanche, is designed to allow nodes to more quickly download
a large ﬁle. The source node along with other peers that have
parts of the ﬁle, encode all the blocks they have available. As
long as a downloading peer gets enough linearly independent
blocks, it can decode them to retrieve the entire ﬁle. The
authors show that even if the server leaves shortly after seeding
one copy, the network will still be able to get a high completion
rate for the ﬁle. They also show that the CPU and I/O
268 A. Mawji and H. Hassaneinrequirements of encoding and decoding add minimal over-
head. Avalanche assumes the use of a centralized tracker which
coordinates the nodes. In a MANET, such a node is impracti-
cal. Furthermore, Avalanche is designed for wired networks
and does not consider energy use.
Small et al. examine the use of network coding in a P2P net-
work [21]. They conclude that peers are not very likely to re-
ceive independent blocks unless the block comes from a peer
that has fully decoded the blocks ﬁrst, meaning it has already
received the entire ﬁle. Dependent blocks are a waste of band-
width. The authors also show that the topology of the network
has an effect on the usefulness of coding. Dependent blocks are
received by nodes due to a common upstream parent and are a
function of the ‘‘aggressiveness’’ of nodes. That is, the more
frequently nodes send blocks to one another, the more likely
they are to be dependent. However, decreasing the frequency
increases delay.P2P–MANET content distribution
We propose an efﬁcient content distribution system for peer-
to-peer computing in mobile ad hoc networks, to our knowl-
edge the ﬁrst one. The proposed scheme takes advantage of
linear network coding to eliminate the rarest-block problem
and multicasting to reduce the number of transmissions where
possible. This results in reduced energy consumption and de-
creases download time.
There are currently two primary techniques for distributing
data in P2P networks. We refer to these as the whole-ﬁle and
the multi-block techniques. In the whole-ﬁle case, a peer, after
locating the content on the network, will attempt to acquire
the data from another peer which possesses the desired con-
tent. We will refer to this node as a server. The client peer will
download the entire content from a single server peer. This is
similar to the traditional client/server model, except that there
may be several servers within the P2P network, and the client
peer, once it has downloaded the entire ﬁle, will itself be avail-
able as a server peer for other nodes.
The multi-block technique splits up the content into many
ﬁxed size blocks of data. A client peer may then download
blocks from any server peer such that all blocks that make
up the ﬁle are eventually downloaded. This allows the client
peer to download the content from several server peers simul-
taneously. An advantage to this technique is that peers which
have only partially downloaded the content may still act as ser-
ver peers for other nodes, able to upload the blocks they pos-
sess. Peers with the entire ﬁle are referred to as seeds.
One issue with this technique is determining which blocks
to download from which server peers. A common problem is
the ‘‘rarest block’’ problem, in which the ﬁle block with the
fewest number of replications network-wide may be difﬁcult
to acquire. Therefore, many multi-block algorithms try to ac-
quire this block ﬁrst in an attempt to ‘‘spread out’’ the copies
of blocks through the network.
Network coding has been shown to improve performance in
wireless environments [16,17] as well as in P2P overlays [18–
20]. In wireless networks, network coding allows nodes to com-
bine packets corresponding to different streams, increasing the
information content of each transfer and as a result, total
throughput. In mobile networks, this also saves device re-
sources, such as energy. In P2P overlays, network codingeliminates the rarest block problem altogether. By encoding
across all available blocks, and then transmitting the encoded
blocks, all blocks become equivalent, and it is simply a matter
for the client peer to acquire enough linearly independent or
‘‘innovative’’ blocks.
Furthermore, in a MANET the use of multicasting becomes
available, and so it is possible for a server peer to multicast its
encoded blocks to many client peers. This allows a single trans-
mission on its part to reach many client peers. Since the blocks
are all identical, there is no need for client peers to locate and
identify speciﬁc blocks. The requisite number of innovative
blocks sufﬁces. In turn, client peers may download from
multiple server peers simultaneously, enabling an efﬁcient mul-
tipoint-to-multipoint content distribution mechanism.System model
We consider a peer-to-peer mobile ad hoc network, in which
the peers are already joined in the overlay and the topology
of the network has been determined. Any bootstrap mecha-
nism and topology control algorithm may be used.
The content to be distributed comes in the form of a fairly
large ﬁle that a client peer wishes to download. We further as-
sume that when a client peer wishes to download a ﬁle, it has
already run a search query and possesses a list of servers that
have at least one encoded block constituting the ﬁle, and also
the value of the cost function for each server. That is, the client
peer wanting to download a particular ﬁle knows of all the ser-
ver peers within the overlay, including how many encoded
blocks each server peer has, and the cost to download each
block from that server peer. We consider the manner in which
the client peer determines this information to be part of the ﬁle
query mechanism portion of the P2P network, not the content
distribution part, and thus outside the scope of this paper.
We assume the cost function used in the network is hop dis-
tance in this paper. Since client peers wish to minimize their
cost, this means that a closer node is preferred to a farther
one. In the event that some incentive system is in place, it
may provide the value for the cost function. For example, if
a credit-based incentive scheme such as the one proposed in
the network simulator [22].
The ﬁle to be distributed is split into k blocks, and clients
must obtain at least k innovative blocks. The blocks sent by a
server are a linear combination of all the blocks it currently has.
Assume the server has m blocks, where m 6 k. For each of
the m blocks the server chooses m different, random coefﬁ-
cients, g11; . . . ; g
1
m
 
; . . . ; gm1 ; . . . ; g
m
m
 
. All operations take
place in a ﬁnite ﬁeld of size 2s. As explained in Section ‘Back-
ground’, even with a ﬁeld size of 28 the probability of selecting
linearly dependent combinations is negligible. In this paper, we
choose a ﬁeld size of 216, i.e., s= 16.
To encode the ﬁle, every s bits of block i are multipled by
the coefﬁcient gji, and all these components are added together
to produce encoded block Bj, i.e., Bj ¼Pm1i¼0 gji  i. We deﬁne
the · operator here to mean that the bits are XORed together,
s bits at a time. The data sent to the client includes the coded
block Bj as well as the coefﬁcient vector, ~gj ¼ gj1; . . . ; gjm
 
.
To recover the original blocks, the client must obtain at
least k linearly independent blocks. These blocks, along with
the associated coefﬁcient vectors are considered as a system
of linear equations, and any way to solve for the unknowns,
Efﬁcient content distribution for peer-to-peer overlays on mobile ad hoc networks 269i.e., the original blocks, such as Gaussian elimination, can be
used.
Efﬁcient multipoint-to-multipoint content distribution scheme
In a P2P ﬁle sharing system the bulk of the network trafﬁc will
consist of the ﬁles being transferred through the network. It is
therefore important to manage the ﬁle downloads to make the
transfer of content as efﬁcient as possible, both in terms of
reducing download times and reducing energy consumption.
We now examine the problem of how to manage downloads
in a completely decentralized fashion, while also trying to re-
duce download times and energy consumption.
There is no centralized authority and no infrastructure in a
P2P-MANET, therefore a tracker node cannot be used.
Instead we make use of multicasting for efﬁcient communica-
tion within the overlay. The proposed algorithm uses the idea
of a server node multicasting blocks, something that is less
practical on the Internet, but more so in MANETs. Clients re-
quest a certain number of blocks from multiple servers depend-
ing on the cost of acquiring them and how many blocks the
servers have, resulting in multipoint-to-multipoint communi-
cation. We also propose the use of network coding to reduce
ﬁle download times. Encoding the ﬁle blocks will likely also
have the effect of reducing the number of blocks that peers
must download, which reduces energy consumption.
Fig. 2 illustrates how such an approach would work. Node
D is the seed node, meaning it has the entire ﬁle. Nodes B, E,
and G are downloading directly from D, which is multicasting
ﬁle blocks to them. Other nodes in turn are downloading from
those nodes. Fig. 2(a) shows a topology-based view of the
downloads, with the arrows indicating the direction of trans-
fer. Fig. 2(b) shows the same information, but using a tree-
based view for clarity. The dotted lines connect the same
nodes, indicating their presence in multiple subtrees. As an
example, Node E is receiving blocks from multiple servers, B
and D, while simultaneously multicasting blocks to multiple
receivers, C and G, illustrating the multipoint-to-multipoint
communication concept.
Multipoint download
We assume that the client has already run a search query and
has determined how many blocks to download from a particu-
lar download path. Given the list of servers, block counts, and
hop distances, the client uses a greedy algorithm to determine(a)Topologyview
Fig. 2 Multipoint-to-multipfrom whom to download, and how many blocks to request
from each server. Because the blocks are encoded, all blocks
have the same level of importance and the peer must simply
download enough innovative blocks.
The steps taken by client c to download a ﬁle are shown in
Algorithm 1. A counter, b, is initialized to k, the total number
of blocks the ﬁle to be downloaded has been split into. Next,
the list of servers is sorted based on cost, with the lowest cost
server appearing ﬁrst. The server at the top of the list, s, is then
sent a download request. The number of blocks requested is
the minimum of the number of blocks remaining to be down-
loaded, b, and the number of blocks the server has, ns. This
number is then deducted from the counter and if more blocks
are needed, the next server on the list is contacted. The algo-
rithm results in c requesting all of the blocks of the ﬁle from
the servers such that the cost is minimized.
Algorithm 1. Client download algorithm
1: b‹ k
2: sort list of servers in order of lowest cost
3: repeat
4: s‹ front of list
5: remove s from list
6: send request for min(b,ns) blocks to s
7: b‹ b  min(b,ns)
8: until b= 0oAs mentioned earlier, the cost function used in this paper is
hop distance. Therefore, the closest server is contacted ﬁrst
and as many blocks as are available are downloaded from it. If
more blocks are required, the next closest server is contacted,
and so on. This is illustrated in Fig. 3. In the ﬁgure, Node A is
attempting to download a ﬁle which consists of 60 blocks. Node
B, within 1 hop, is contacted ﬁrst and 20 blocks are requested
from it, since those are all the blocksBhas.NodeC, 2 hops away,
is then contacted, and 30 blocks are requested from it. Finally,
nodeD, which is 3 hops distant, is contacted. Only 10 blocks re-
main, and so 10 blocks are requested from D instead of the 20
available. The unlabeled nodes donot have any blocks of the ﬁle.
Once the client has obtained the k blocks of the ﬁle, it will
attempt to solve the system of equations. If it has obtained at
least k innovative blocks, then it will be able to obtain the ori-
ginal k unencoded blocks that constitute the ﬁle.(b)Treeview
int content distribution.
Fig. 3 A client downloading blocks from the nearest servers.
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it is expected that most blocks will be linearly independent.
However, it may happen that due to client, server, or inter-
mediate node mobility, or the receipt of too many non-inno-
vative blocks, a client may not be able to decode the entire
ﬁle as expected. In this event, the client performs a new
search query to get an updated list of servers and costs,
and then re-runs Algorithm 1 but does not execute line 1.
This allows the client to obtain the remaining number of
blocks required.
The only message type sent by clients is the download re-
quest, which includes the number of blocks desired by the client.
This message may be sent to multiple servers simultaneously.
Multipoint upload
When a server s receives a request for blocks, it sets up a mul-
ticast group and informs the requesting client c of the address
for the group. Any multicast routing protocol may be used and
the details of this process depend on the multicast algorithm
employed. If s was already uploading blocks, it sends to c
the address of the existing group. All blocks sent by s are sent
via the multicast protocol and are encoded prior to sending. In
this way, a single send can result in the block being received by
multiple clients. Servers do not reject download requests be-
cause they could simply have ignored the search query if they
did not intend to upload.
Algorithm 2 shows the steps s performs when it receives a
download request. The incoming request from c contains the
requested number of blocks, n. s keeps a counter of blocks that
have been requested to be sent, b. Since all the blocks it sends
are encoded, the blocks themselves are indistinguishable.
When a request comes in, b is incremented by n. The particu-
lars of the creation of a multicast group and tree depend on the
multicast protocol employed. All multicast protocols are com-
patible with the proposed algorithm.
Algorithm 2. Server actions
1: function receive-dl-request:
Require: An integer nP 0
2: b‹ b+ n
3: if existing multicast group then
4: send group address to client
5: else
6: create new multicast group
7: send group address to client
8: end if
9: function upload-blocks:
10: repeat
11: generate ~gj
12: encode block Bj ¼Pm1i¼0 gji  i
13: multicast Bj and ~gj to clients
14: b‹ b  1
15: until b= 0
16: release multicast addressTo send the data, s generates a random coefﬁcient vector,
~gj, and then encodes the current coded block Bj. The encoded
block and the vector are then multicast to the group address,
and b is decremented. The process continues for as long as
b> 0. It is important to note that the value of b will increase
when a new client joins the multicast group.Once s has ﬁnished submitting all blocks, i.e. b= 0, it
ceases sending and makes the multicast group address avail-
able for use by others. Download clients, when they have com-
pleted downloading the ﬁle, simply leave the multicast group.
There is no need to inform the server that they have ﬁnished
downloading, since the server keeps its own counter of blocks
remaining to be sent.
Performance evaluation
In this section we evaluate the performance of our proposed
content distribution scheme using the network simulator ns-2
2.33 [23]. We begin by discussing the simulation model and
then present the performance metrics that are used to evaluate
the scheme. This is followed by a detailed discussion and com-
parison of the simulation results.
Simulation model
We are attempting to determine the performance of distribut-
ing fairly large amounts of content. Therefore, we have se-
lected two ﬁle sizes that each client peer is trying to
download: 100 MB and 1 GB in size, split into either 1000 or
10,000 blocks each of size 100 KB.
In all our simulations, we use 100 MANET nodes, with the
number of nodes participating in a P2P overlay varying from
50 to 100 in. increments of 10. The network area is
1500 m · 1500 m, the transmission rate is 54 Mbps. Each
experiment runs for up to four simulation hours, sufﬁcient
time for all peers to download the ﬁle for all systems tested.
MAODV [24] is used as the multicast routing protocol and
AODV [25] is used as the unicast routing protocol.
The two ray ground radio propagation model along with an
omnidirectional antenna are used by all nodes. The random
waypoint mobility model is used, with all nodes evenly distrib-
uted in the simulation area. Nodal velocities are distributed
according to a uniform distribution, with a minimum 1 m/s
and a maximum 3 m/s, and a uniformly distributed pause time
with mean 60 s, thus mimicking a moderate walking pace with
infrequent stops.
Table 1 Energy consumption constants used in simulations.
msend 1.89 lW s/byte
bsend 246 lW s
mrecv 0.494 lW s/byte
brecv 56.1 lW s
bsendctl 120 lW s
brecvctl 29.0 lW s
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Fig. 4 File download completion rate for 100 MB ﬁle.
Efﬁcient content distribution for peer-to-peer overlays on mobile ad hoc networks 271The energy consumption model used in the simulations is
the linear model proposed by Feeney [26]. Each MAC layer
operation takes a certain amount of power as deﬁned by
cost= m · size+ b where m is the incremental cost of the
operation, b is the ﬁxed cost, and size is the amount of data
sent or received. The constants are obtained by physical mea-
surements for a Lucent IEEE 802.11 WaveLAN PC Card from
Feeney [26] and are summarized in Table 1. In our simulations,
nodes leave the overlay when they’ve used 90% of their energy.
We compare our proposed scheme to three other systems.
The ﬁrst is whole-ﬁle scheme discussed in Section ‘P2P–MAN-
ET content distribution’. Client peers determine the lowest
cost server peer, and attempt to obtain the entire ﬁle from it.
The ﬁle is uploaded in blocks, to remain consistent with the
other schemes, though all blocks must be obtained from the
same server. Another popular scheme used in many P2P net-
works today is the ‘‘rarest ﬁrst’’ multi-block scheme, in which
client peers obtain the ﬁle’s blocks from multiple server peers
simultaneously, as discussed in Section ‘P2P–MANET content
distribution’. The server peer is selected according to which-
ever is the lowest cost at the moment of the block request.
The client peer will attempt to obtain the ‘‘rarest’’ block ﬁrst
in order to try and evenly spread out the distribution of blocks.
The third comparison scheme is one similar to Avalanche [18–
20], which uses network coding, but not multicasting. In addi-
tion, there is no tracker available to coordinate peers. Client
peers download encoded blocks simultaneously from multiple
server peers according to whichever are the lowest cost. The
cost function used is distance, so that nearer servers are pre-
ferred over more distant ones.
Simulation parameters
The number of peers in the overlay varies between 50 and 100,
in increments of 10. This allows us to examine the performance
with both low and high numbers of peers. The content consists
of a single ﬁle, of size either 100 MB and 1 GB, depending on
the experiment. The download interval time is 30 s, so a ran-
dom node will start to download the ﬁle 30 s after the previous
one began. This, combined with the varying number of peers,
allows us to examine the performance under several different
trafﬁc intensity levels.
Experiments are run with the number of initial seeds vary-
ing as 1, 5, and 10. Seeds are peers that possess the entire ﬁle
and the initial seeds are randomly placed in the network. As
client peers begin downloading they may then provide blocks
to other users, depending on the system being tested.
Simulation results
In this section, we present and discuss the simulation results
for the numerous cases considered in our experiments. Thesimulation results obtained in all experiments in this paper
have a 95% conﬁdence level based on 10 independent runs.
The conﬁdence intervals are indicated in the ﬁgures below
via error bars.
The main goal of a content distribution scheme is to allow
peers to obtain the content requested. Fig. 4 shows the fraction
of peers that were successful in doing so for the 100 MB ﬁle.
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Fig. 5 File download completion rate for 1 GB ﬁle.
272 A. Mawji and H. HassaneinThe proposed algorithm had near-perfect success rates for all
overlay sizes and seed counts. The use of network coding
and multicasting allows essentially all peers to obtain the ﬁle.
The scheme with network coding but no multicasting also
has a fairly high success rate, though it tends to fall slightlyas the overlay size increases due to the large increase in net-
work trafﬁc. Here, the proposed algorithm succeeds with a
higher rate because its use of multicasting causes a slower in-
crease in trafﬁc as the overlay size increases. The rarest ﬁrst
block technique also performs reasonably well, with a decrease
in success as the overlay size increases, also due to the increase
in trafﬁc. With more peers requesting the content, the network
trafﬁc causes congestion and dropped packets. For the whole-
ﬁle scheme, the success rate starts off lower and falls more se-
verely as the overlay size increases. Since all peers must obtain
the ﬁle only from those that have the entire ﬁle, initially all
peers must obtain the ﬁle from the initial seed nodes. As the
overlay size increases, the excessive trafﬁc causes congestion
around the initial seed nodes, and the success rate falls.
Fig. 5 shows the fraction of peers that were successful in
obtaining the 1 GB ﬁle. Due to the large ﬁle size, the whole-ﬁle
system performed extremely poorly with not a single non-ini-
tial seed peer able to obtain the entire ﬁle. Since it takes a long-
er time for peers to download the ﬁle due to its larger size,
more peers must try to download from the initial seeds. This
causes severe congestion and eventually the seed nodes are
forced to leave the overlay when their remaining energy falls
below 10% of their capacity. The rarest ﬁrst technique also
performed more poorly when downloading a 1 GB ﬁle than
a 100 MB ﬁle because there are more rare blocks to obtain. Ini-
tially, only the seed peers have the rarest blocks, so they are
inundated with requests, causing congestion around those
peers. This reduces the success rate for peers downloading
the ﬁle. The network coding scheme and proposed algorithm
both performed very well, identical to the 100 MB case. Be-
cause all ﬁle blocks are considered equivalent, it is possible
for even some of the earliest downloading peers to obtain
blocks from non-initial seed peers. Therefore, the success rate
continues to remain at a high level.
Figs. 6 and 7 show the average time required to download
the 100 MB and 1 GB ﬁles respectively. Only successful down-
loads are counted in the ﬁgures. The proposed algorithm per-
forms the best, followed by the network coding only
algorithm, and the rarest ﬁrst system. Since no peers are able
to successfully download the 1 GB content using the whole-ﬁle
system, its data are not shown. The ﬁle download times do not
change much as the overlay size increases because though the
trafﬁc increases due to more peers trying to download, the
peers able to supply ﬁle blocks also increases. As more initial
seeds are available, the download time also falls since the avail-
ability of the ﬁle has increased within the network and more
peers are able to supply blocks.
Figs. 8 and 9 show the energy used by the initial seed nodes
for the 100 MB and 1 GB ﬁle sizes respectively. The proposed
algorithm has the lowest energy consumption because of its
use of multicasting enables multiple clients to obtain blocks
with a single data transfer. All multicasting overhead is in-
cluded in the data. The network coding algorithm also per-
forms well because the equivalency of blocks means that
peers that were not initially seeds are able to contribute more
quickly. The rarest ﬁrst and whole-ﬁle systems perform the
most poorly because they require the seed nodes to contribute
many more blocks. As the overlay size increases, all systems
show greater energy use because more peers are attempting
to download the content. As more seeds are available, the
average seeds’ energy consumption falls because there are
more alternatives for clients to choose from.
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Fig. 6 File download time in seconds for 100 MB ﬁle.
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Fig. 7 File download time in seconds for 1 GB ﬁle.
Efﬁcient content distribution for peer-to-peer overlays on mobile ad hoc networks 273For the 1 GB ﬁle size, the whole-ﬁle system nearly always
consumes the maximum possible energy. Since the whole ﬁle
must be obtained from one seed, this node quickly runs out
of energy, before it is able to successfully upload the full ﬁle
to even a single non-seed peer. Even with a greater number
of initial seeds the network congestion is too high, preventing
peers from successfully obtaining the ﬁle and usually causingthe seed to run out of energy. The rarest ﬁrst technique also
runs out of energy for a single seed when the overlay size in-
creases. As more seeds are available, all the systems, other than
whole-ﬁle, are able to reduce energy consumption, as expected.
Figs. 10 and 11 show how many blocks were uploaded, on
average, by peers that are not initially seeds for the 100 MB
and 1 GB ﬁle sizes respectively. In the whole-ﬁle system
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Fig. 8 Energy consumed by initial seeds in Joules for 100 MB
ﬁle.
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Fig. 9 Energy consumed by initial seeds in Joules for 1 GB ﬁle.
274 A. Mawji and H. Hassaneinnon-initial seed peers did not upload any blocks, meaning that
all blocks were uploaded by the initial seeds. The proposed
algorithm’s non-initial seed nodes uploaded fewer blocks than
the network coding algorithm due to the use of multicasting.
This enabled a single block sent to by received by multiple
receivers, reducing the number of sent blocks required. Asthe number of initial seeds increased, the average peer up-
loaded fewer blocks as expected.
With the larger ﬁle size, the rarest ﬁrst scheme caused
non-initial seed peers to upload many more blocks than
either of the two network coding schemes. Because a server
might have the rarest block, it must upload that block many
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Fig. 10 Blocks sent by non-initial seed peers for 100 MB ﬁle.
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Fig. 11 Blocks sent by non-initial seed peers for 1 GB ﬁle.
Efﬁcient content distribution for peer-to-peer overlays on mobile ad hoc networks 275times before it is better spread through the overlay and peers
get this updated information. This accounts for the larger
conﬁdence intervals seen, since a smaller number of peers
upload far more blocks than the other peers. For the case
of 10 initial seed nodes, the seeds uploaded all blocks for
smaller network sizes.Figs. 12 and 13 show the number of blocks sent by initial
seed peers. As expected, the whole-ﬁle system required the
seeds to upload the most, while the proposed algorithm re-
quired them to upload the least. The use of multicasting allows
the proposed algorithm’s seeds to send fewer blocks than using
network coding alone. The very large conﬁdence intervals for
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Fig. 12 Blocks sent by initial seeds for 100 MB ﬁle.
 10000
 100000
 1e+06
 50  60  70  80  90  100
N
um
be
r o
f b
lo
ck
s 
se
nt
Number of P2P overlay nodes
Proposed alg 1 seed
Network coding 1 seed
Rarest first 1 seed
Whole file 1 seed
(a) 1 initial seed
 10000
 100000
 1e+06
 50  60  70  80  90  100
N
um
be
r o
f b
lo
ck
s 
se
nt
Number of P2P overlay nodes
Proposed alg 5 seeds
Network coding 5 seeds
Rarest first 5 seeds
Whole file 5 seeds
(b) 5 initial seeds
 10000
 100000
 1e+06
 50  60  70  80  90  100
N
um
be
r o
f b
lo
ck
s 
se
nt
Number of P2P overlay nodes
Proposed alg 10 seeds
Network coding 10 seeds
Rarest first 10 seeds
Whole file 10 seeds
(c) 10 initial seeds
Fig. 13 Blocks sent by initial seeds for 1 GB ﬁle.
276 A. Mawji and H. Hassaneinthe whole-ﬁle and rarest ﬁrst schemes show that the initial
seeds upload highly varying numbers of blocks. Because the
blocks are not considered equivalent, some seeds may have
rarer blocks than others after a time, for the rarest block
scheme. For the whole-ﬁle scheme, some seed peers are more
centrally located in the network, so those seeds must upload
more blocks.The maximum number of blocks that a peer can send peaks
at just shy of half a million. At that point, it has consumed
more than 90% of its energy and leaves the overlay. In the case
of the 1 GB ﬁle, this level is attained for the rarest ﬁrst system
when a single initial seed is available, and for the whole-ﬁle
system in all cases. This indicates that the burden of sharing
the content is not well distributed through the overlay.
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Fig. 14 Jain’s fairness index for 100 MB ﬁle.
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Fig. 15 Jain’s fairness index for 1 GB ﬁle.
Efﬁcient content distribution for peer-to-peer overlays on mobile ad hoc networks 277Figs. 14 and 15 show Jain’s fairness index values for the
100 MB and 1 GB ﬁle sizes respectively. For the case of
100 MB, the rarest ﬁrst and whole-ﬁle systems exhibit poor
fairness, conﬁrming earlier results. For these systems, the
initial seed peers upload a much larger share of the total
than for the two network coding schemes. The network cod-
ing schemes show that the fairness decreases as the overlaysize increases. This happens because clients attempt to
download as many blocks as possible from a given server.
Therefore, those peers which have more blocks will tend
to upload more, even though all blocks are equivalent. This
is desirable for clients because it means they need to down-
load from fewer servers, and it also increases the chance of
obtaining innovative blocks.
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Fig. 16 Seeds using all their energy for 1 GB ﬁle.
278 A. Mawji and H. HassaneinFor the 1 GB case, the rarest ﬁrst technique has much
greater fairness than the 100 MB case, and it does not change
much as the overlay size increases. This happens because the
larger ﬁle size means that as the simulation progresses, there
are many more blocks that are better spread throughout theoverlay, so that clients spread their download requests more
evenly.
Fig. 16 shows the number of initial seeds that have used
all their energy and left the overlay by the time the simula-
tion ends. The ﬁgure shows only the 1 GB case because no
peers used all their energy with the 100 MB ﬁle. The whole-
ﬁle system caused each seed to consume all its energy when
there were either 1 or 5 initial seeds. With 10 initial seeds
the whole-ﬁle system still exhausted the energy of between
5 and 10 peers. Because these seeds used all their energy be-
fore they had successfully uploaded even a single copy of the
content, no other peer was able to obtain the content. The
rarest ﬁrst scheme also had initial seeds using all their en-
ergy, though in all cases the number was low enough that
other peers were able to obtain the complete content. Nei-
ther of the network coding-based schemes had initial seeds
exceed their energy capacity.Conclusion
This paper proposed an efﬁcient content distribution scheme
for P2P–MANETs. It used network coding in addition to mul-
ticasting to transfer blocks of data between peers. Network
coding created an equivalence of all ﬁle blocks, allowing nodes
to obtain any blocks they could ﬁnd from servers, without con-
cern for locating speciﬁc blocks. This technique eliminated the
rarest block problem. Furthermore, multicasting the blocks al-
lowed servers to efﬁciently deliver them to many receivers and
reduced transmissions at the server node.
The performance of the content distribution scheme was
compared to downloading the entire ﬁle from a single seed,
downloading blocks from multiple servers, and network cod-
ing without multicasting. It was shown that the proposed
scheme consumed less energy, provided speedier downloads,
had a greater success rate than the competing algorithms,
and was fairer in the sense that more peers participated in
uploading blocks.
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