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NON-UNIQUENESS OF WEAK SOLUTIONS TO 2D HYPOVISCOUS
NAVIER-STOKES EQUATIONS
TIANWEN LUO AND PENG QU
Abstract. Through an adaption of the convex integration scheme in the two dimensional case,
the non-uniqueness of C0t L
2
x weak solutions is presented for the two-dimensional hypoviscous
incompressible Navier-Stokes equations.
1. Introduction
In this paper, we consider the 2D incompressible Navier–Stokes equations with fractional
viscosity {
∂tv +∇·(v ⊗ v) +∇p+ ν(−∆)θv = 0,
∇·v = 0, (1.1)
where θ ∈ [0, 1) is a given constant, the velocity field v = v(t, x) is defined on (t, x) ∈ [0,+∞)×T2
with zero spatial means ∫
T2
v(t, x) dx = 0, (1.2)
and we denote T2 = R2/(2πZ2). Here, for u ∈ C∞(T3) the fractional Laplacian is defined via
the Fourier transform as
F((−∆)θu)(ξ) = |ξ|2θF(u)(ξ), ξ ∈ Z2.
When θ = 1, System (1.1) is the 2D Navier-Stokes equations, for which the existence and
uniqueness of weak solutions to the Cauchy problem are well-established (see, for example,
[25]). These weak solutions also satisfy the energy equality. In contrast, recently Buckmaster
and Vicol showed the nonuniqueness of weak solutions to 3D Navier–Stokes equations in [5].
The 3D Navier Stokes equations with fractional viscosity was first considered by J.-L. Lions in
[18] and the existence and uniqueness of weak solutions to the Cauchy problem for θ ∈ [5/4,∞)
was showed in [19]. Moreover, an analogue of the Caffarelli-Kohn-Nirenberg [11] result was
established in [17], showing that the Hausdorff dimension of the singular set, in space and time,
is bounded by 5 − 4θ for θ ∈ (1, 5/4). The existence, uniqueness, regularity and stability of
solutions to the 3D Navier–Stokes with fractional viscosity have been studied in [9, 16, 24, 26–28]
and references therein. On the other hand, for θ ∈ [1, 5/4), the non-uniqueness of weak solutions
to the 3D Navier Stokes equations with fractional viscosity was showed in [21], extending the
results in [5]; while for θ ∈ (0, 1/5), the non-uniqueness of Leray weak solutions was showed in
[8].
The framework of convex integration, applicable to fluid dynamics, was introduced by De
Lellis and Sze´kelyhidi in [12, 13] for the Euler equations. Since then, it was developed in the
series of work in [2–4, 14, 15], over the resolution of the flexible part of Onsager’s conjecture for
the 3D Euler equations; see also [10] for the rigidity part. Recently, the method was extended
to Navier–Stokes equations in [5], by developing a framework of convex integration with inter-
mittence. The ideas in [5] are further developed to treat transport equations, Boussinesq, and
stationary Naiver-Stokes equations in [1, 6, 20, 22, 23].
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The purpose of this note is to show that, for the 2D hypoviscous Navier-Stokes equations
with θ ∈ [0, 1), the C0t L2x weak solutions are not unique. As in [21], we would like to show a
result of h-principle type to this system.
Theorem 1.1. For any given θ ∈ [0, 1) and T ∈ R+, if one has a smooth divergence-free vector
field u = u(t, x) with zero spatial mean on [0, T ] × T2, then for any given ε∗ > 0, there exists a
weak solution v = v(t, x) ∈ C0t L2x to equations (1.1), with zero spatial mean, satisfying
‖v − u‖L∞t L1x ≤ ε∗, (1.3)
supptv ⊆ Nε∗(supptu). (1.4)
Here for weak solutions, we mean solutions in the sense of distribution, and see (2.21) for Nε(·).
Moreover, by choosing u with a compact temporal support, and ε∗ > 0 small enough, we have
Corollary 1.2. System (1.1) admits nontrivial C0t L
2
x weak solutions with compact temporal
supports. Thus, generally, C0t L
2
x weak solutions to the Cauchy problem of (1.1) are not unique.
We now make some comments on the analysis in this paper. We shall adapt the 2D stationary
flow introduced in [7] to an intermittent form, inspired by the the intermittent Beltrami flow
introduced in [5] as the basic building block in the intermittent convex integration scheme
for 3D Navier–Stokes equations. Meanwhile, in the two-dimensional case, it seems that the
method of intermittent jets introduced in [1] or viscous eddies introduced in [6] can not be
applied, due to the 3D nature of its Mikado flow structure. Furthermore, we shall use different
scaling for the parameters due to the Lp estimates for the 2D Dirichlet kernels. At last, we
would like to compare the result of this note with the one of [20]. In [20], the authors present
the 2D intermittent convex integration scheme to show the finite energy weak solutions for
2D Boussinesq equations with diffusive temperature. By taking constant temperature in the
solution, [20] can also provide the non-uniqueness result to (1.1). The new points got in this
note may be given as follows. First, Theorem 1.1 provides a result of the h-principle type.
Secondly, with Theorem 1.1, one can construct solutions with compact temporal supports.
2. Iteration Lemma
In order to prove the above result in the framework of convex integration, one needs an
iteration process on the corresponding Navier–Stokes–Reynolds system{
∂tv +∇·(v ⊗ v) +∇p+ ν(−∆)θv = ∇·R˚,
∇·v = 0, (2.1)
where the Reynolds tensor R˚ is a symmetric trace-free 2 × 2 matrix. Also we would apply
the scheme of intermittent convex integration to add waves with high frequency and strong
concentration to cancel the Reynolds tensor R˚ gradually.
In order to illustrate our analysis in a clearer manner, we would use several parameters to
denote the different scales in the convex integration process. First, for θ ∈ [0, 1) given in the
system (1.1), we denote
θ∗ =


2θ − 1, 1
2
< θ < 1,
0, 0 ≤ θ ≤ 1
2
,
(2.2)
for which, we can easily check that θ∗ ∈ [0, 1). Then we shall choose the index parameter
α ∈ Q+ accordingly satisfying
α ≤ 1− θ∗
8
∈ (0,min{1− θ
4
,
1
8
}]. (2.3)
Now for each q ∈ N, we set
λq = A
(Bq) (2.4)
3to denote the principle frequency for the perturbation waves in the convex integration scheme,
and set
εq = λ
−2β
q (2.5)
to denote the amplitude. Here B ∈ N would be chosen large enough based on α to satisfy
B >
320
α
, (2.6)
and β ∈ R+ would be chosen small enough accordingly to satisfy
0 < β <
1
100B2
. (2.7)
The parameter A ∈ 5N would be chosen at last to be large enough to absorb the absolute
constants in the inequalities and to satisfy
Aα ∈ 5N. (2.8)
We note that under these choices, we have
λq ∈ 5N, λαq ∈ 5N, ∀ q ∈ N. (2.9)
and
ε−1q+1 ≪ ε−1q+2 = λ2βB
2
q ≤ λ
1
50
q . (2.10)
In the main parts of this note, we would try to prove this iteration lemma
Lemma 2.1. For any given θ ∈ [0, 1) and T ∈ R+, if (vq, pq, R˚q) is a smooth solution to (2.1)
on [0, T ]× T2 with
‖vq‖C1t,x ≤ λ
4
q, (2.11)∥∥∥R˚q∥∥∥
L∞t L
1
x
≤ Aεq+1, (2.12)∥∥∥R˚q∥∥∥
C1t,x
≤ λ10q (2.13)
and upslope
∫
T2
vq dx = 0, then there exists a smooth solution (vq+1, pq+1, R˚q+1) to (2.1) with
‖vq+1‖C1t,x ≤ λ
4
q+1, (2.14)∥∥∥R˚q+1∥∥∥
L∞t L
1
x
≤ Aεq+2, (2.15)∥∥∥R˚q+1∥∥∥
C1t,x
≤ λ10q+1 (2.16)
and
supptvq+1 ∪ supptR˚q+1 ⊂ Nεq+1(supptvq ∪ supptR˚q), (2.17)
‖vq+1 − vq‖L∞t L2x ≤ Aε
1
2
q+1, (2.18)
‖vq+1 − vq‖L∞t L1x ≤ ε
1
2
q+1, (2.19)
upslope
∫
T2
vq+1 dx = 0, (2.20)
where for S ⊆ [0, T ] we denote
Nε(S) :=
{
t ∈ [0, T ] | ∃s ∈ S, s.t. |s− t| ≤ ε}. (2.21)
With this iteration lemma we can prove Theorem 1.1 as follows
Proof of the main theorem. Take v0 = u and we shall define p0, R˚0 for the Navier–Stokes–
Reynolds system (2.1) as
R˚0 = R
(
∂tv0 + ν(−∆)θv0
)
+ v0⊗˚v0
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and
p0 = −1
2
|v0|2,
where R would be defined in details in (7.1) later, ⊗˚ denotes the trace-free part of the tensor
product as
f⊗˚g =
(
1
2f1g1 − 12f2g2 f1g2
f2g1
1
2f2g2 − 12f1g1
)
, ∀ f, g ∈ R2.
Then for A large enough one can use Lemma 2.1 to get the sequence {vq} with estimates
(2.14)–(2.20). Therefore, by (2.18), one has
∞∑
q=0
‖vq+1 − vq‖L∞t L2x < +∞,
which shows the strong convergence of {vq} in L∞t L2x to some v(t, x). And by (2.15), this v(t, x)
is a weak solution to (1.1). Meanwhile, by (2.19) and (2.17), one can get (1.3)–(1.4).
Moreover, using (2.11) and (2.18), we have that for each q∗ ∈ N,
∞∑
q=q∗
‖vq+1 − vq‖C0tHβ′x .
∞∑
q=q∗
‖vq+1 − vq‖1−β
′
L∞t L
2
x
(‖vq+1‖β′C1t,x + ‖vq‖β′C1t,x)
.
∞∑
q=q∗
A1−β
′
ε
1−β′
2
q+1 λ
4β′
q+1
.
∞∑
q=q∗
A1−β
′
λ
4β′−β(1−β′)
q+1 .
For β′ < β/(4 + β), this shows that {vq} is a Cauchy sequence in C0tHβ
′
x and thus converges
strongly and v(t, x) is a C0t L
2
x function. Here we use a . b to denote a ≤ Cb for some absolute
constant C independent of the choice of our parameters B, β and A, and would be absorbed by
A if needed. 
For the rest of the paper, we would try to prove Lemma 2.1.
3. Mollification
In order to deal with the possible loss of derivatives in the analysis, we first mollify the
approximate solutions. Denote
ϕℓ(x) =
1
ℓ2
ϕ1(
x
ℓ
), ϕ˜ℓ(t) =
1
ℓ
ϕ˜1(
t
ℓ
)
as the standard 2D and 1D Friedrichs mollifier sequences respectively, with
suppϕ1 ⊆ B1(0), suppϕ˜1 ⊆ (−1, 1).
Then for
ℓ = λ−20q , (3.1)
we can mollify vq and Rq given in Lemma 2.1 as
vℓ =(vq ∗x ϕℓ) ∗t ϕ˜ℓ, (3.2)
R˚ℓ =(R˚q ∗x ϕℓ) ∗t ϕ˜ℓ. (3.3)
Since (vq, pq, R˚q) solves (2.1), we know that (vℓ, pℓ, R˚ℓ) solves{
∂tvℓ +∇·(vℓ ⊗ vℓ) +∇pℓ + ν(−∆)θvℓ = ∇·(R˚ℓ + R˚commutator),
∇·vℓ = 0,
(3.4)
where we can choose
pℓ =(pq ∗x ϕℓ) ∗t ϕ˜ℓ + |vℓ|2 −
(|vq|2 ∗x ϕℓ) ∗t ϕ˜ℓ, (3.5)
R˚commutator =(vℓ⊗˚vℓ)−
(
(vq⊗˚vq) ∗x ϕℓ
) ∗t ϕ˜ℓ. (3.6)
5Using the inductive assumptions (2.11)–(2.13), we have
‖vℓ‖CNt,x . λ
4
qℓ
−N+1 . ℓ−N , ∀N = 1, 2, 3, (3.7)∥∥∥R˚ℓ∥∥∥
CNt,x
. λ10q ℓ
−N+1 . ℓ−N , ∀N = 1, 2, 3, (3.8)∥∥∥R˚ℓ∥∥∥
L∞t L
1
x
≤
∥∥∥R˚q∥∥∥
L∞t L
1
x
≤ Aεq+1, (3.9)
‖vℓ − vq‖L∞t L2x + ‖vℓ − vq‖L∞t L1x . ‖vℓ − vq‖L∞t L∞x . ℓ ‖vq‖C1t,x . λ
−16
q . (3.10)
Moreover, ∥∥∥R˚commutator∥∥∥
L∞t L
∞
x
.ℓ
∥∥vℓ⊗˚vℓ∥∥C1t,x . ℓλ8q,∥∥∥R˚commutator∥∥∥
CNt,x
.ℓ−N+1
∥∥vℓ⊗˚vℓ∥∥C1t,x . ℓ−N+1λ8q .
Thus, for
R˚∗ℓ
def.
= R˚ℓ + R˚commutator,
we have ∥∥∥R˚∗ℓ∥∥∥
L∞t L
1
x
≤ Aεq+1 + ℓλ8q ≤ 2Aεq+1, (3.11)∥∥∥R˚∗ℓ∥∥∥
CNt,x
. ℓ−N + ℓ−N+1λ8q . ℓ
−N , ∀N = 1, 2, 3. (3.12)
Here we use the fact that by our choice of the parameters (2.10) and (3.1), it holds
ℓλ8q ≤ εq+1.
4. 2D Intermittent Stationary Flow
In this section, we shall choose the sequence of waves with high frequency and strong con-
centration to perturb the system and construct vq+1. As presented in [5], the intermittent
Beltrami flow is the basic building block in the intermittent convex integration scheme to prove
the nonuniqueness of weak solutions to 3D Navier–Stokes equations. Meanwhile, in the two-
dimensional case, it seems that the method of intermittent jets introduced in [1] or viscous
eddies introduced in [6] can not be applied, due to the 3D nature of its Mikado flow structure.
Now we shall adapt the 2D stationary flow introduced in [7] to an intermittent form.
First, we specifically choose
Λ+ = {1
5
(3e1 ± 4e2), 1
5
(4e1 ± 3e2)},
Λ− = {1
5
(−3e1 ∓ 4e2), 1
5
(−4e1 ∓ 3e2)},
and denote
Λ = Λ+ ∪ Λ−. (4.1)
Then
Λ ⊂ S1 ∩Q2, 5Λ ⊂ Z2
and
min
ξ,ξ′∈Λ
ξ 6=−ξ′
|ξ + ξ′| ≥
√
2
5
.
Now for each ξ ∈ Λ and any frequency parameter λ ∈ Z+ ∩ 5Z, we may denote the 2D
stationary flow bξ and its potential ψξ as
bξ(x) = bξ,λ(x) := iξ
⊥eiλξ·x and ψξ(x) = ψξ,λ(x) :=
1
λ
eiλξ·x. (4.2)
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It is easy to check that
bξ,λ(x) = ∇⊥ψξ,λ(x), ∇·bξ(x) = 0, ∇⊥· bξ,λ(x) = ∆ψξ,λ(x) = −λ2ψξ,λ(x), (4.3)
bξ,λ(x) = b−ξ,λ(x), ψξ,λ(x) = ψ−ξ,λ(x), (4.4)
and
‖bξ,λ‖CN ≤ λN , ‖ψξ,λ‖CN ≤ λN−1, ∀N ∈ N, (4.5)
where
ξ⊥ =
(−k2
k1
)
, ∇⊥ =
(−∂x2
∂x1
)
.
Moreover, we have
Lemma 4.1 (Geometric lemma). Denote M as the linear space of 2 × 2 symmetric trace-free
matrices. There exists a set of positive smooth functions {γξ ∈ C∞(M) | ξ ∈ Λ}, such that for
each R˚ ∈ M,
γ−ξ(R˚) = γξ(R˚), (4.6)
R˚ =
∑
ξ∈Λ
(γξ(R˚))
2(ξ⊗˚ξ), (4.7)
and
γξ(R˚) . (1 + |R˚|)
1
2 . (4.8)
The proof of this lemma is direct, one may check Appendix A for the details.
Now as in [5], in order to define the intermittent flow we first present the 2D Dirichlet kernel
Dr(x) =
1
2r + 1
∑
k∈Ωr
eik·x ∈ C∞(T2) (4.9)
with r ∈ Z+ and
Ωr = {k = (k1, k2)T | ki ∈ Z,−r ≤ ki ≤ r}.
By a direct calculation, it holds that for 1 < p ≤ ∞,
‖Dr‖Lp . r1−
2
p , ‖Dr‖L2 = 2π. (4.10)
We shall note that these Lp estimates are different from the ones in 3D case as in [5], and this
dimensional dependence is partially the reason for which we shall use different scaling for our
parameters to be chosen later. Now we can define the directed-rescaled Dirichlet kernel with a
temporal shift as
ηξ(t, x) = ηξ,λ,σ,r,µ(t, x) :=
{
Dr(λσ(ξ · x+ µt), λσξ⊥ · x), ξ ∈ Λ+,
η−ξ,λ,σ,r,µ(t, x), ξ ∈ Λ−
(4.11)
with
1
µ
∂tηξ(t, x) = ±(ξ · ∇)ηξ(t, x), ∀ ξ ∈ Λ± (4.12)
and
upslope
∫
T2
η2ξ (t, x) dx = 1, ‖ηξ‖L∞t Lpx . r
1− 2
p , for 1 < p ≤ ∞. (4.13)
Here we use parameters r, µ, σ−1, λ ∈ N with
1≪ r ≪ µ≪ σ−1 ≪ λ (4.14)
and
λσ ∈ 5N,
one may check (7.20) to see the specific choice of these parameters. We shall note that the choice
of these parameters, especially that of µ, are dimensionally dependent and thus are different
from that of [5].
7Finally, we could define the intermittent 2D stationary flow as
Wξ(t, x) =Wξ,λ,σ,r,µ(t, x) := ηξ,λ,σ,r,µ(t, x)bξ,λ(x). (4.15)
Similar as the 3D intermittent Beltrami flow presented in [5], this intermittent flow possesses
several important properties. First, for the frequency projector P[λ1,λ2]:
P[λ1,λ2]f(x) = F−1(1{λ1≤ξ≤λ2}F(f))(x),
where F is the Fourier transform on T2, and for
P≥λf = P[λ,∞)f,
P 6=0f = f −upslope
∫
f dx,
one has
P[λ/2,2λ]Wξ,λ(t, x) =Wξ,λ, (4.16)
P[λ/5,4λ]
(
Wξ,λ⊗˚Wξ′,λ
)
=Wξ,λ⊗˚Wξ′,λ, ∀ ξ + ξ′ 6= 0, (4.17)
P≥(λσ)/2
(
Wξ,λ⊗˚Wξ′,λ
)
= P 6=0
(
Wξ,λ⊗˚Wξ′,λ
)
, ∀ ξ, ξ′ ∈ Λ. (4.18)
Similarly,
P 6=0ηξ = P≥(λσ)/2ηξ. (4.19)
Next, one can get
Lemma 4.2. For any {aξ | ξ ∈ Λ} ⊂ C with a−ξ = aξ, the function
W (t, x) =
∑
ξ∈Λ
aξWξ(t, x) (4.20)
is real valued, and for each R˚ ∈ M, one has∑
ξ∈Λ
(γξ(R˚))
2upslope
∫
T2
Wξ⊗˚W−ξ dx = −R˚. (4.21)
Proof. This result can be checked directly as follows. By (4.4) and (4.11),
W (t, x) =
∑
ξ∈Λ
aξWξ(t, x) =
∑
ξ∈Λ
a−ξηξ(t, x)bξ(t, x) =
∑
ξ∈Λ
a−ξη−ξ(t, x)b−ξ(t, x) =W (t, x),
and
Wξ⊗˚W−ξ = η2ξ (t, x)
(
bξ(x)⊗˚b−ξ(x)
)
= η2ξ (t, x)
(
ξ⊥⊗˚ξ⊥) = η2ξ (t, x)(−ξ⊗˚ξ).
Then by (4.7) and (4.13), one can get (4.21). 
Moreover, after a direct calculation, one can get
Lemma 4.3. If one chooses the parameters as in (4.14), then for any 1 < p ≤ ∞, and K,N =
1, 2, 3, one has
‖Wξ‖L∞t Lpx + ‖∇
N∂Kt Wξ‖L∞t Lpx .λ
N
(
λσrµ
)K
r
1− 2
p , (4.22)
‖ηξ‖L∞t Lpx + ‖∇
N∂Kt ηξ‖L∞t Lpx .
(
λσr
)N(
λσrµ
)K
r1−
2
p . (4.23)
5. Perturbation
To present our perturbation terms, we first define the temporal cutoff as in [21]. Let Φq(t)
be a smooth cut-off function with
0 ≤ Φq ≤ 1,
Φq(t) = 1 on supptR˚
∗
ℓ ,
suppΦq(t) ⊆ Nℓ(supptR˚∗ℓ ),
‖Φq‖CNt . ℓ
−N , ∀N = 1, 2, 3.
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Then we can set the smooth coefficients
aξ(t, x) = A
1
2 ε
1
2
q+1γξ(A
−1ε−1q+1R˚
∗
ℓ (t, x))Φq(t), (5.1)
for ξ ∈ Λ. Obviously,
supptaξ ⊆ Nℓ(supptR˚∗ℓ ), (5.2)
and by (4.21), it is easy to see that∑
ξ∈Λ
a2ξupslope
∫
Wξ⊗˚W−ξ dx = −R˚∗ℓ , (5.3)
namely, noting (4.17),
−R˚∗ℓ =
∑
ξ,ξ′∈Λ
aξaξ′P=0
(
Wξ⊗˚Wξ′
)
. (5.4)
Now we can define the perturbation
wq+1 = vq+1 − vℓ := w(p) + w(c) + w(t), (5.5)
where
w(p)(t, x) =
∑
ξ∈Λ
aξ(t, x)Wξ,λq+1(t, x) =
∑
ξ∈Λ
aξ(t, x)ηξ,λq+1,σ,r,µ(t, x)bξ,λq+1(x), (5.6)
w(c)(t, x) =
∑
ξ∈Λ
∇⊥(aξ(t, x)ηξ,λq+1,σ,r,µ(t, x))ψξ,λq+1(x), (5.7)
w(t)(t, x) =
1
µ
( ∑
ξ∈Λ+
−
∑
ξ∈Λ−
)
PHP 6=0
(
a2ξ(t, x)P 6=0η
2
ξ,λq+1,σ,r,µ(t, x)ξ
)
. (5.8)
Here PH is the Helmholtz–Leray projector
PHf = f −∇
(
∆−1∇·f).
Moreover, it is direct to check that
w(p) + w(c) = ∇⊥
(∑
ξ∈Λ
aξηξψξ
)
, (5.9)
∇·(w(p) + w(c)) = 0, ∇·w(t) = 0, (5.10)
supptwq+1 ⊆
⋃
ξ∈Λ
supptaξ ⊆ Nℓ(supptR˚∗ℓ ). (5.11)
6. A Priori Estimates for the Perturbations
In this section, we derive a priori estimates for the perturbations given above.
Lemma 6.1 (Estimates for the coefficients). For aξ defined in (5.1), one has
‖aξ‖L∞t L2x .A
1
2 ε
1
2
q+1, (6.1)
‖aξ‖CNt,x .ℓ
−2N , ∀N = 1, 2, 3. (6.2)
Proof. By Lemma 4.1 and (3.11)–(3.12), we have
‖aξ‖2L∞t L2x .
∫
T2
Aεq+1 ·
(
1 +
|R˚∗ℓ (t, x)|
Aεq+1
)
dx . Aεq+1 +
∥∥∥R˚∗ℓ∥∥∥
L∞t L
1
x
. Aεq+1
and
‖aξ‖CNt,x .A
1
2 ε
1
2
q+1‖Φq‖CNt +A
1
2 ε
1
2
q+1‖γξ(A−1ε−1q+1R˚∗ℓ )‖CNt,x
.A
1
2 ε
1
2
q+1ℓ
−N +A
1
2 ε
1
2
q+1 · (A−1ε−1q+1)Nℓ−N
.ℓ−2N ,
which leads to (6.1)–(6.2). 
9Now we present an important tool introduced in [5], see also [23].
Lemma 6.2 (Lp product estimate). If f, g ∈ C∞(T2), and g is (T/κ)2 periodic for some
κ ∈ Z+, then
‖fg‖L2(T2) ≤ ‖f‖L2(T2)‖g‖L2(T2) + Cκ−
1
2‖f‖C1(T2)‖g‖L2(T2). (6.3)
Proof. See Lemma 2.1 of [23], and also Lemma 3.6 of [5]. 
Then we can derive the estimates on the perturbations as follows.
Proposition 6.3. If one chooses the parameters as in (4.14), then for 1 < p ≤ ∞ and N =
1, 2, 3, one has
‖w(p)‖L∞t L2x . A
1
2 ε
1
2
q+1 + ℓ
−2(λq+1σ)
− 1
2 , (6.4)
‖w(c)‖L∞t Lpx + ‖w
(t)‖L∞t Lpx . ℓ
−4
(
σ + µ−1
)
r
2− 2
p , (6.5)
‖w(p)‖L∞t Lpx + ‖wq+1‖L∞t Lpx . ℓ
−4r1−
2
p , (6.6)
‖∂tw(p)‖L∞t Lpx + ‖∂tw
(c)‖L∞t Lpx . ℓ
−4λq+1σµr
2− 2
p , (6.7)
‖∇Nw(p)‖L∞t Lpx + ‖∇
Nw(c)‖L∞t Lpx + ‖∇
Nw(t)‖L∞t Lpx . ℓ
−4Nr1−
2
pλNq+1. (6.8)
Proof. Due to (4.11) and (4.15),Wξ(t, ·) is
(
T/(λσ)
)2
-periodic. Thus noting the definition (5.6)
of w(p), and applying Lemma 6.2, one can get
‖w(p)‖L∞t L2x . ‖aξ‖L∞t L2x‖Wξ‖L∞t L2x + (λq+1σ)−
1
2 ‖aξ‖C1t,x‖Wξ‖L∞t L2x ,
which, by (4.22), (6.1)–(6.2), leads to (6.4). Meanwhile, by (4.22),
‖w(p)‖L∞t Lpx . ‖aξ‖C0t,x‖Wξ‖L∞t Lpx . ℓ
−2r
1− 2
p .
Noting furthermore the definitions (5.7)–(5.8) of w(c) and w(t), and using (4.5), (4.23),
‖w(c)‖L∞t Lpx .‖ψξ‖L∞x ‖aξ‖C1t,x
(‖ηξ‖L∞t Lpx + ‖∇ηξ‖L∞t Lpx)
.ℓ−2
(
σr + λ−1q+1
)
r
1− 2
p . ℓ−2σr
2− 2
p ,
‖w(t)‖L∞t Lpx .
1
µ
‖aξ‖2C0t,x‖ηξ‖
2
L∞t L
2p
x
.ℓ−4
1
µ
r2−
2
p ,
which yields (6.5)–(6.6).
Similarly, by (4.22)–(4.23) of Lemma 4.3,
‖∂tw(p)‖L∞t Lpx .‖aξ‖C1t,x
(‖Wξ‖L∞t Lpx + ‖∂tWξ‖L∞t Lpx)
.ℓ−2λq+1σrµ r
1− 2
p
‖∂tw(c)‖L∞t Lpx .‖ψξ‖L∞t,x‖aξ‖C2t,x
(‖ηξ‖L∞t Lpx + ‖∂t∇ηξ‖L∞t Lpx)
.
1
λ
ℓ−4λ2q+1σ
2r2µ r1−
2
p ,
which leads to (6.7).
At last,
‖∇Nw(p)‖L∞t Lpx .‖aξ‖CNt,x
(‖Wξ‖L∞t Lpx + ‖∇NWξ‖L∞t Lpx)
.ℓ−2NλNq+1r
1− 2
p ,
‖∇Nw(c)‖L∞t Lpx .‖aξ‖CN+1t,x
(‖ψξ‖CNt,x(‖ηξ‖L∞t Lpx + ‖∇ηξ‖L∞t Lpx) + ‖ψξ‖C0t,x‖∇N+1ηξ‖L∞t Lpx)
.ℓ−2N−2λNq+1r
1− 2
p ,
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‖∇Nw(t)‖L∞t Lpx .
1
µ
‖a2ξ‖CNt,x
(‖ηξ‖L∞t L2px ‖∇Nηξ‖L∞t L2px )
.ℓ−4N
1
µ
(
λq+1σr
)N
r2−
2
p
.ℓ−4NλNq+1r
1− 2
p ,
which yields (6.8). 
7. Anti-divergence Operator and Estimates on the Reynolds Stress Tensor
As in [13] and [7], we shall define the anti-divergence operator R as
Definition 7.1. For f ∈ C0(T2,R2), set
Rf = ∇g + (∇g)T − (∇·g)Id, (7.1)
where g satisfies
∆g = f −upslope
∫
T2
f dx and upslope
∫
T2
g = 0.
Lemma 7.2 (Lemma 10 of [7], Properties of the anti-divergence operator). For any f ∈ C0(T2,
R2) with upslope
∫
T2
f dx = 0, one has
(Rf(x))T = Rf(x), tr(Rf(x)) = 0, ∀x ∈ T2
and
∇·Rf = f, upslope
∫
T2
Rf(x) dx = 0.
Moreover, with standard Calderon–Zygmund estimates and Schauder estimates, one can get
Lemma 7.3. For 1 < p <∞,
‖R‖Lp→W 1,p . 1, ‖R‖C0→C0 . 1, (7.2)
‖RP 6=0v‖Lp .
∥∥|∇|−1P 6=0v∥∥Lp . (7.3)
And we could use the following lemma to gain a λ−1 weight when we apply R on certain
terms.
Lemma 7.4. For any given 1 < p <∞, λ ∈ Z+, a ∈ C2(T2,R) and f ∈ Lp(T2,R2), one has∥∥|∇|−1P 6=0(aP≥λf)∥∥Lp . λ−1‖a‖C2‖f‖Lp .
Proof. See Lemma B.1 of [5]. In fact,∥∥|∇|−1P 6=0(aP≥λf)∥∥Lp ≤∥∥|∇|−1P≥λ/3((P≤λ/2a)(P≥λf))∥∥Lp + ∥∥|∇|−1P 6=0((P≥λ/2a)(P≥λf))∥∥Lp
.λ−1‖(P≤λ/2a)(P≥λf)‖Lp + ‖(P≥λ/2a)(P≥λf)‖Lp
.λ−1‖a‖L∞‖P≥λf‖Lp + ‖P≥λ/2a‖L∞‖P≥λf‖Lp
.λ−1
(‖a‖L∞ + λ‖P≥λ/2a‖W 1,2+)‖P≥λf‖Lp
.λ−1
(‖a‖L∞ + ‖∇P≥λ/2a‖W 1,2+)‖P≥λf‖Lp
.λ−1
(‖a‖L∞ + ‖∇2a‖L∞)‖f‖Lp . 
Now we shall settle an expression formula for R˚q+1. In fact, noting that both (vℓ, pℓ, R˚
∗
ℓ ) and
(vq+1, pq+1, R˚q+1) solve (2.1), and using the definitions (5.5)–(5.8), one can get
∇·R˚q+1 =∂tvq+1 +∇·(vq+1⊗˚vq+1) +∇pq+1 + ν(−∆)θvq+1
=
(
∂tvℓ +∇·(vℓ⊗˚vℓ) +∇pℓ + ν(−∆)θvℓ −∇·R˚∗ℓ
)
+ ∂t
(
w(p) + w(c) + w(t)
)
+∇·(vℓ⊗˚wq+1 + wq+1⊗˚vℓ)
+∇·(w(p)⊗˚w(p) + (w(c) + w(t))⊗˚wq+1 +w(p)⊗˚(w(c) + w(t)))
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+∇(pq+1 − pℓ) + ν(−∆)θwq+1 +∇·R˚∗ℓ .
Thus, as in [5], if we denote
Rlinear =R
(
∂tw
(p) + ∂tw
(c) + ν(−∆)θwq+1
)
+ vℓ⊗˚wq+1 + wq+1⊗˚vℓ, (7.4)
Rcorrector =
(
(w(c) + w(t))⊗˚wq+1 + w(p)⊗˚(w(c) +w(t))
)
, (7.5)
Roscillation =w
(p)⊗˚w(p) + R˚∗ℓ + ∂tRw(t), (7.6)
we can choose
R˚q+1 = R∇·
(
Rlinear +Rcorrector + (Roscillation − p∗Id) + (pq+1 − pℓ + p∗)Id
)
(7.7)
for p∗ to be chosen later. Then obviously, if we properly choose pq+1, we have
supptR˚q+1 ⊆ supptwq+1 ∪ supptR˚∗ℓ ⊆ N2ℓ(supptRq). (7.8)
For Rcorrector, by (6.5)–(6.6) and (6.8), we have
‖R∇·Rcorrector‖L∞t Lpx .‖Rcorrector‖L∞t Lpx
.
(‖w(c)‖L∞t L2px + ‖w(t)‖L∞t L2px ) · (‖wq+1‖L∞t L2px + ‖w(p)‖L∞t L2px )
.ℓ−8
(
σr + µ−1r
)
r2−
2
p (7.9)
and
‖R∇·Rcorrector‖C1t,x
.(‖w(p)‖C2t,x + ‖w
(c)‖C2t,x + ‖w
(t)‖C2t,x) · (‖w
(p)‖L∞t L∞x + ‖w(c)‖L∞t L∞x + ‖w(t)‖L∞t L∞x )
.ℓ−8rλ2q+1 · ℓ−4r . ℓ−12r2λ2q+1. (7.10)
Meanwhile, for Rlinear by (5.9) and (4.5), (4.23), (6.2), it holds that
‖R(∂tw(p) + ∂tw(c))‖L∞t Lpx =
∥∥∥R∂t∇⊥(∑
ξ∈Λ
aξηξψξ
)∥∥∥
L∞t L
p
x
.
∥∥∥∑
ξ∈Λ
∂t(aξηξ)ψξ
∥∥∥
L∞t L
p
x
.ℓ−2σµr
2− 2
p .
By (6.6), (6.8) and (3.7),
‖R(−∆)θwq+1‖L∞t Lpx . ‖wq+1‖
1−θ∗
L∞t L
p
x
‖∇wq+1‖θ∗L∞t Lpx . ℓ
−4λθ∗q+1r
1− 2
p ,
‖vℓ⊗˚wq+1 + wq+1⊗˚vℓ‖L∞t Lpx . ‖vℓ‖C1t,x‖wq+1‖L∞t Lpx . ℓ
−1r
1− 2
p ,
where θ∗ is defined by (2.2). Thus,
‖Rlinear‖L∞t Lpx . ℓ
−2σµr
2− 2
p + ℓ−4λθ∗q+1r
1− 2
p . (7.11)
Also by (6.8) and (3.7), one has
‖Rlinear‖C1t,x .‖∂tw
(p) + ∂tw
(c)‖C1t,x + ‖wq+1‖C2t,x + ‖vℓ‖C1t,x‖wq+1‖C1t,x
.ℓ−8rλ2q+1 + ℓ
−5rλq+1
.ℓ−8rλ2q+1. (7.12)
At last, we shall get the estimates for Roscillation, which is the main part in the convex
integration scheme. By the definition (5.6) of w(p), and noting (5.3), (4.17), one has
w(p)⊗˚w(p) + R˚∗ℓ =
∑
ξ,ξ′∈Λ
aξ(t, x)aξ′(t, x)Wξ(t, x)⊗˚Wξ′(t, x) + R˚∗ℓ
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=
∑
ξ,ξ′∈Λ
aξaξ′P 6=0
(
Wξ⊗˚Wξ′
)
and
∇·( ∑
ξ,ξ′∈Λ
aξaξ′P 6=0(Wξ⊗˚Wξ′)
)
=∇·( ∑
ξ,ξ′∈Λ
aξaξ′P≥(λq+1σ)/2(Wξ⊗˚Wξ′)
)
=
1
2
∑
ξ,ξ′∈Λ
P 6=0
(
∇(aξaξ′) · P≥(λq+1σ)/2(Wξ⊗˚Wξ′ +Wξ′⊗˚Wξ)
)
+
1
2
∑
ξ,ξ′∈Λ
P 6=0
(
aξaξ′∇·P≥(λq+1σ)/2(Wξ⊗˚Wξ′ +Wξ′⊗˚Wξ)
)
:=
1
2
∑
ξ,ξ′∈Λ
(Eξ,ξ′,1 + Eξ,ξ′,2),
Among these terms, by Lemma 7.4, and noting (4.22),
‖REξ,ξ′,1‖L∞t Lpx .
∥∥∥|∇|−1Eξ,ξ′,1∥∥∥
L∞t L
p
x
.(λq+1σ)
−1‖aξaξ′‖C3t,x
∥∥∥Wξ⊗˚Wξ′∥∥∥
L∞t L
p
x
.ℓ−8(λq+1σ)
−1‖Wξ‖L∞t L2px ‖Wξ′‖L∞t L2px .
ℓ−8
λq+1σ
r2−
2
p . (7.13)
Since we use stationary 2D flow instead of the Beltrami flow in 3D, we shall use a process
slightly different from the one in [5] and [21] to estimate Eξ,ξ′,2, see also Lemma 4 of [7]. Noting
the definition of bξ and ψξ, (4.2), and that ξ, ξ
′ ∈ Λ ⊂ S1, it is direct to check that(
ξ⊥⊗˚ξ′⊥ + ξ′⊥⊗˚ξ⊥)(ξ + ξ′)
=(ξ · ξ′ − 1)(ξ + ξ′)
=(ξ⊥ · ξ′⊥ − 1)(ξ + ξ′).
Thus,
∇·(bξ⊗˚bξ′ + bξ′⊗˚bξ)
=∇·(bξ ⊗ bξ′ + bξ′ ⊗ bξ − bξ · bξ′Id)
=− iλq+1
(
ξ⊥ ⊗ ξ′⊥ + ξ′⊥ ⊗ ξ⊥ − ξ⊥ · ξ′⊥Id)(ξ + ξ′)eiλq+1(ξ+ξ′)·x
=iλq+1(ξ + ξ
′)eiλq+1(ξ+ξ
′)·x
=∇(λ2q+1ψξψξ′),
and
∇·(Wξ⊗˚Wξ′ +Wξ′⊗˚Wξ)
=
(
bξ⊗˚bξ′ + bξ′⊗˚bξ
)∇(ηξηξ′)− ηξηξ′∇(λ2q+1ψξψξ′).
Then for Eξ,ξ′,2, if ξ + ξ′ 6= 0, due to (4.16),
aξaξ′P≥(λq+1σ)/2∇·
(
Wξ⊗˚Wξ′ +Wξ′⊗˚Wξ
)
=aξaξ′P≥(λq+1σ)/2
(
(bξ⊗˚bξ′ + bξ′⊗˚bξ)∇(ηξηξ′)
)
−∇
(
(aξaξ′)P≥(λq+1σ)/2
(
ηξηξ′
(
λ2q+1ψξψξ′
)))
+∇(aξaξ′) · P≥(λq+1σ)/2
(
ηξηξ′
(
λ2q+1ψξψξ′
))
+ aξaξ′P≥(λq+1σ)/2
(∇(ηξηξ′)(λ2q+1ψξψξ′))
13
:=Eξ,ξ′,2,1 + Eξ,ξ′,2,2 + Eξ,ξ′,2,3 + Eξ,ξ′,2,4.
Among these terms, Eξ,ξ′,2,2 can be added to the p∗Id term, Eξ,ξ′,2,3 can be estimated as Eξ,ξ′,1.
Moreover, as (4.19), by the definitions (4.2) and (4.11), for the case ξ + ξ′ 6= 0, we can change
the projector P≥(λσ)/2 in Eξ,ξ′,2,1 and Eξ,ξ′,2,4 into P≥λq+1/10. Then using Lemma 7.4 and noting
(4.23),
‖RP 6=0Eξ,ξ′,2,1‖L∞t Lpx
.
∥∥∥|∇|−1P 6=0(aξaξ′P≥λq+1/10(bξ⊗˚bξ′ + bξ′⊗˚bξ)∇(ηξηξ′))∥∥∥
L∞t L
p
x
.λ−1q+1‖aξaξ′‖C2t,x‖bξ‖L∞t,x‖bξ′‖L∞t,x
(‖ηξ‖L∞t L2px ‖∇ηξ′‖L∞t L2px + ‖∇ηξ‖L∞t L2px ‖ηξ′‖L∞t L2px )
.ℓ−6σr3−
2
p .
Similarly, ∥∥∥RP 6=0Eξ,ξ′,2,4∥∥∥
L∞t L
p
x
. ℓ−6σr
3− 2
p .
Thus, for ξ + ξ′ 6= 0, ∥∥∥REξ,ξ′,2∥∥∥
L∞t L
p
x
.
( ℓ−8
λq+1σ
+ ℓ−6σr
)
r
2− 2
p . (7.14)
Next, for the case ξ + ξ′ = 0 namely, for Eξ,−ξ,2 with ξ ∈ Λ, we have
∇(λ2q+1ψξψξ′) = 0,
and by (4.12)
∇·(Wξ⊗˚W−ξ +W−ξ⊗˚Wξ)
=
(
bξ⊗˚b−ξ + b−ξ⊗˚bξ
)∇(ηξη−ξ)
=2(ξ⊥⊗˚ξ⊥)∇η2ξ =
(
Id− 2ξ ⊗ ξ)∇η2ξ
=
(
∇η2ξ − 2
(
(ξ · ∇)η2ξ
)
ξ
)
=
(
∇η2ξ ∓ 2
1
µ
ξ∂tη
2
ξ
)
for ξ ∈ Λ±.
Thus, for ξ ∈ Λ±,
Eξ,−ξ,2 =P 6=0
(
a2ξP≥(λq+1σ)/2
(∇η2ξ ∓ 2 1µξ∂tη2ξ)
)
=∇(a2ξP≥(λq+1σ)/2η2ξ)− P 6=0((∇a2ξ)P≥(λq+1σ)/2η2ξ)
∓ 2µ−1ξ∂tP 6=0
(
a2ξP≥(λq+1σ)/2η
2
ξ
)± 2µ−1ξP 6=0((∂ta2ξ)P≥(λq+1σ)/2η2ξ).
Noting the definition of w(t), (5.8), (4.19), and that
Id− PH = ∇∆−1∇·,
one has
1
2
∑
ξ∈Λ
Eξ,−ξ,2 + ∂tw(t)
=
(
−
∑
ξ∈Λ
µ−1ξ∇∆−1∇·∂tP 6=0
(
a2ξP≥(λq+1σ)/2η
2
ξ
)
+
1
2
∇(a2ξP≥(λq+1σ)/2η2ξ))
+
(
− 1
2
∑
ξ∈Λ
P 6=0
(∇a2ξP≥(λq+1σ)/2η2ξ)±∑
ξ∈Λ
µ−1ξP 6=0
(
∂ta
2
ξP≥(λq+1σ)/2η
2
ξ
))
:=Eξ,−ξ,2,1 + Eξ,−ξ,2,2.
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Here, Eξ,−ξ,2,1 can be added to the pressure term, and Eξ,−ξ,2,2 can be estimated with Lemma
7.4 as ∥∥∥REξ,−ξ,2,2∥∥∥
L∞t L
p
x
.
ℓ−8
λq+1σ
‖ηξ‖2L∞t L2px
.
ℓ−8
λq+1σ
r
2− 2
p . (7.15)
Thus, combining (7.13), (7.14) and (7.15) yields,∥∥∥R∇·(Roscillation − p∗Id)∥∥∥
L∞t L
p
x
.
( ℓ−8
λq+1σ
+ ℓ−6σr
)
r
2− 2
p , (7.16)
for
p∗ =−
∑
ξ,ξ′∈Λ
ξ+ξ′ 6=0
(aξaξ′)P≥(λq+1σ)/2
(
ηξηξ′
(
λ2q+1ψξψξ′
))
−
∑
ξ∈Λ
µ−1ξ∆−1∇·∂tP 6=0
(
a2ξP≥(λq+1σ)/2η
2
ξ
)
+
1
2
(
a2ξP≥(λq+1σ)/2η
2
ξ
)
.
Also by (6.2), (4.23),
‖R∇·(Roscillation − p∗Id)‖C1t,x
.
∑
ξ,ξ′∈Λ
∥∥Eξ,ξ′,1∥∥C2t,x +
∑
ξ,ξ′∈Λ
ξ+ξ′ 6=0
( ∥∥Eξ,ξ′,2,1∥∥C2t,x + ∥∥Eξ,ξ′,2,3∥∥C2t,x + ∥∥Eξ,ξ′,2,4∥∥C2t,x )
+
∑
ξ∈Λ
‖Eξ,−ξ,2,2‖C2t,x
.‖aξ‖C3t,x‖aξ‖C0t,x(‖∇
3ηξ‖C0t,x + ‖∇
2∂tηξ‖C0t,x)‖ηξ‖C0t,x
· (‖bξ‖C2t,x‖bξ‖C0t,x + λ3q+1‖ψξ‖C2t,x‖ψξ‖C0t,x)
.ℓ−8λ5q+1σ
3r4µ. (7.17)
Summing up (7.9)–(7.10), (7.11)–(7.12) and (7.16)–(7.17), we can get
‖R˚q+1‖L∞t Lpx .ℓ
−8
(
σµ+ σr + µ−1r + (λq+1σ)
−1
)
r2−
2
p + ℓ−4λθ∗q+1r
1− 2
p , (7.18)∥∥∥R˚q+1∥∥∥
C1t,x
.ℓ−12r2λ2q+1 + ℓ
−8λ5q+1σ
3r4µ. (7.19)
At last, we choose the parameters specifically as
r = λ1−6αq+1 , µ = λ
1−4α
q+1 , σ = λ
−(1−2α)
q+1 , (7.20)
with α ∈ Q+ defined in (2.3), and choose 1 < p < 2 such that
(1− 6α)(2 − 2
p
) = α,
namely,
p =
2− 12α
2− 13α ∈ (1, 2) and r
2− 2
p = λαq+1.
Then we can check that r, σ, µ satisfy the requirements in (4.14). By choosing A ∈ 5N large
enough, one can get (2.15) and (2.16). And (6.8) yields (2.14). Meanwhile, by (5.11) and (7.8),
we can get (2.17); by (6.4)–(6.5), we can get (2.18); and by (3.10) and (6.6), we can get (2.19),
which completes the proof of Lemma 2.1.
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Appendix A. Geometric Lemma
In this part, we shall give an elementary proof to Lemma 4.1. In fact, if we set
Γ(s) =
{
s+ 1, s > 0,
1, s ≤ 0,
and
Γ∗(s) = Γ ∗ ϕ˜(s)
with an even function ϕ˜ satisfying
ϕ˜ ≥ 0, ϕ˜ ∈ C∞(R), suppϕ˜ ⊆ (−1, 1).
Then we have
Γ∗ ∈ C∞(R),
1 ≤ Γ∗ ≤ s+ 2, ∀ s ∈ R.
And since
Γ(s) · 1 + Γ(−s) · (−1) = s, ∀ s ∈ R,
we have
Γ∗(s) · 1 + Γ∗(−s) · (−1) = s, ∀ s ∈ R.
Thus, for each
R˚ =
(
R˚11 R˚12
R˚12 −R˚11
)
it is direct to check
−R˚ =(25
14
Γ∗(−R˚11) + 25
48
Γ∗(R˚12)
)(
ξ⊥1 ⊗˚ξ⊥1 + ξ⊥−1⊗˚ξ⊥−1
)
+
(25
14
Γ∗(−R˚11) + 25
48
Γ∗(−R˚12)
)(
ξ⊥2 ⊗˚ξ⊥2 + ξ⊥−2⊗˚ξ⊥−2
)
+
(25
14
Γ∗(R˚11) +
25
48
Γ∗(R˚12)
)(
ξ⊥3 ⊗˚ξ⊥3 + ξ⊥−3⊗˚ξ⊥−3
)
+
(25
14
Γ∗(R˚11) +
25
48
Γ∗(−R˚12)
)(
ξ⊥4 ⊗˚ξ⊥4 + ξ⊥−4⊗˚ξ⊥−4
)
,
where
ξ1 =
1
5
(3e1 + 4e2), ξ2 =
1
5
(3e1 − 4e2), ξ3 = 1
5
(4e1 + 3e2), ξ4 =
1
5
(4e1 − 3e2) ∈ Λ+,
ξ−1 =
1
5
(−3e1 − 4e2), ξ−2 = 1
5
(−3e1 + 4e2), ξ−3 = 1
5
(−4e1 − 3e2), ξ−4 = 1
5
(−4e1 + 3e2) ∈ Λ−.
And we can choose our smooth functions as follows
γξ1(R˚) = γξ−1(R˚) =
√
25
14
Γ∗(−R˚11) + 25
48
Γ∗(R˚12),
γξ2(R˚) = γξ−2(R˚) =
√
25
14
Γ∗(−R˚11) + 25
48
Γ∗(−R˚12),
γξ3(R˚) = γξ−3(R˚) =
√
25
14
Γ∗(R˚11) +
25
48
Γ∗(R˚12),
γξ4(R˚) = γξ−4(R˚) =
√
25
14
Γ∗(R˚11) +
25
48
Γ∗(−R˚12).
Moreover, by the bounds of Γ∗, it is obvious that (4.8) holds.
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