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1. INTRODUCTION 
Distribution functions and density functions provide complete descriptions of the distribution of 
probability for a given random variable. However, they do not allow us to easily make compar- 
isons between two different distributions. The set of moments that uniquely characterizes the 
distribution under reasonable conditions is useful in making comparisons. Knowing the probabil- 
ity function~ we can determine the moments. There are, however, applications wherein the exact 
forms of probability distributions are not known or are mathematical ly intractable so that the 
moments cannot be calculated--as an example, an application in insurance in connection with 
the insurer's payout on a given contract or group of contracts that follows a mixture or compound 
probability distribution. It is this problem that motivates researchers to obtain alternative sti- 
mations for the moments of a probability distribution. Applying the mathematical inequalities, 
some estimations for the moments of random variables were recently studied [1-6]. In this paper, 
we further develop some estimations for the moments of a continuous random variable taking its 
values on a finite interval. 
Set X to denote a continuous random variable (referred to as random variable in what follows 
now) whose probability density function f : I C__ R --+ R+ is a convex function on the interval of 
real numbers I and a, b E I (a < b). 
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Denote by Mr the r th moment of X, r > 0, defined as 
Mr = t~f(t) dt. 
The mean and variance of X are 
b 
= M1 = ] t.f(t)dt, # 
Ja 
(1.1) 
(1.2) 
provided all integrals exist and axe finite, f :  g(t) dt > O, and m <_ g(t) <_ M a.e. on [a, b]. 
It may be noted that inequalities (2.3) and (2.6) are sharp in the sense that the constant 1/4 
cannot be replaced by a smaller one. 
The Griiss type inequality [9] 
= M2 - M~ = r]ff(t - tt)2f(t) dt. (1.3) if2 
In what follows now, when reference is made to the r th moment of a particular distribution, 
we assume that the appropriate integral converges for that distribution. 
2. PREL IMINARIES  
For the integrable mappings m, g, h : [a, b] ~ R, the following identity, inequalities, and results 
hold and are presented for ready reference. 
The Korkine's identity [7] 
(2.1) 
= ~ m(t)m(s)[g(t) - g(s)] [h(t) - h(s)] dt ds 
holds provided all integrals involved in (2.1) exist and are finite. 
The Hblder's integral inequality for double integrals [7] 
where p > 1 and l ip  + 1/q = 1. 
The Griiss integral inequality [8] 
]T(g ' h) I < (~ - ¢)(r - 7) 4 ' (2.3) 
where 
- g(t)h(t) dt - b------~ g(t) dr. ~-a  h(t) dr, (2.4) T(g,h) = b a 
¢, ~, 7, and F axe real numbers uch that ¢ < g(t) < • and 7 < h(t) < F a.e. on [a, b]. 
A premature Griiss inequality that provides asharper bound than the above Griiss inequality [8] 
IT(g, h)l < (~ - ¢) IT(h, h)l 1/2. (2.5) 
- 2 
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3. INEQUAL IT IES  INVOLVING MOMENTS 
The following results for the moments of the random variable X hold. 
THEOREM 3.1. For a random variable X with probability density function f : [a, b] c R --* R +, 
x E [a, b], and r >__ O, 
{ (b -  a ) (b  r -1  - a t - l )  Mr --/zMr-1 _ 2 (b_ "+I 
\ r-P1 
(3.1) 
provided f E Loo [a, b]. 
PROOF. We choose the mappings m(t) = f(t), g(t) = (t - #), and h(t) = t ~-i in Korkine's 
identity (2.1). The left-hand side of (2.1) provides 
Lbf(t)dt f btr- l ( t - -#)f(t)dt-  ~ab(t-- p)f(t)dt ~abtr-lf(t) dt 
= #)f(t) dt since f(t) dt = 1 and (t - t~)f(t) dt = 0 
= tW'(t) dt - ~ t~-~f( t )  dt = Mr - .M ._~,  
(3.2) 
and the right-hand side of (2.1) 
1 b b 
(3.3) 
Observe that 
f b f b(t _ s) (t r - i  - s r- i )  f(t)f(s) dtds 
___ sup ] ( t - s ) ( t r - l - s  r-1 f ( t ) f ( s )d tds  
(t,s)E[a,b] 2 
= (b-a)(b r - l -a  ~-1) since f(t)f(s)dtds = ] ,  
hence, the first part of the moment inequality (3.1). 
The second part of (3.1) follows as 
Lb y b(t _ s) (t r-1 - s r - l )  f(t)f(s) dt ds 
f 
___ sup i f ( t )Y(s) l  ( t -  s) (t r-~ - s r-~) dtds  
(t,s)~[a,bp 
- - - - sup  ,f(t)f(s)[ [2(b-a) (b r~ -ar+l (a+b)(br-ar))l 
(t,s)ela,bp -+ 1 4 
=Hf[[ 2 [2 (b -a ) (br+l r -  ar+l (a+b)(br-  at).)] 
-¥i  4 
Using the Griiss type inequality (2.6), we prove the following theorem. 
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THEOREM 3.2. For a random variable X with probability density function f : [a, b] C R --* R +, 
x E [a, b], and r > O, 
1 
M2r - M 2 _< ~ (b" - a") 2 . (3.4) 
PROOF. We choose in the Grfiss type inequality (2.6): g(t) = f(t) and h(t) = C, t E [a, b]. Thus, 
m = a ~ and M = b r, and 
o < Y t2V(t)dt 
- f~f ( t )dt  
1 
- <_ (b  - 
The following results hold also. 
(since f b f ( t )d t= l )  • 
or  
THEOREM 3.3. For a random variable X with probability density function f : [a, b] C l:l ~ R +, 
for any x C [a, b] and r > O, 
< 
i=0 \~/  
,if[lo~ [ (z -a) r+l  - (x-b)~+l 1 rT1  
,,f,,p [ (x - a)rq+l - (x - b)rq+l ] 1/q 
rq+ 1 
provided f e Loo [a, b], 
1 1 
provided f E Lp[a, b], p > 1, - + - = 1, 
P q 
(3.5) 
PROOF. Applying the binomial expansion 
i=0  
we have 
(x - t)~f(t) dt = z._, (-1)'x~-'M~" (3.6) 
i=O 
Further observe that 
b f b 
] (x - t )~f ( t )d t  < ess sup [ f ( t ) l ]  (x - t )  ~dt 
Ja tE[a,b] J a 
= Iifll~ [(x - a)r+lr71- (x - b) "+1 ] , provided f E L~[a, b], 
and thus, the first inequality in (3.5). 
For proving the second inequality in (3.5), we have from the HSlder's integral inequality (2.2), 
(x - -  t)" f(t) dt <_ fv(t) 
= ilfllp [.(x - a)~q+l - (x -  b)~q+l ] x/a 
rq+ l 
provided f c Lp[a, b], p > 1, and l ip + 1/q = 1. 
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Now observing that 
b _ sup /b  
(x t)~f(t)dt  <__ ] (x-t)  r] f ( t )  dt 
te[~,bl 
= [max(x - a, b - x)F 
we prove the third inequality in (3.5). 
REMARK 3.4. Choosing r = 2 in (3.5) results in the inequality established in Theorem 2.4 by 
Barnett et al. [2]. 
COROLLARY 3.5. The best inequality from (3.5) may be seen for x = (a + b)/2. For r > O, 
i=o \z /  
/ [[f[[~[ (b -a ) rH- - (a -b ) 'H  
< Ilfilp (b -a ) rq+l - (a -b )~q+l ] l /q  
An interesting ease follows from (3.5) when p = q = 2. 
provided f e L~ [a, b], 
1 1 
provided f E Lv[a, b], p > 1, - + - = 1, 
P q 
(3.8) 
COROLLARY 3.6. For a random variable X with probaN1ity density function f : [a, b] C R --* R +, 
x C [a,b], p- -  q--  2, and r >__ O, 
provided f E L2[a,b]. (3.9) 
From (3.8), we can evaluate an upper bound for the variance of X as follows. 
COROLLARY 3.7. For a random variable X with probability densityfunction f : [a, b] c R -~ R. +, 
x E [a,b], p=q=r  = 2, 
provided f e L2[a, b]. (3.1.0) 
4. PERTURBED RESULTS FOR MOMENTS 
We apply the Griiss type inequalities (2.3) to (2.5) to prove results involving the moments. 
THEOREM 4.1. For a random variable X with probability density function f : [a, b] C R -~ R. + 
x E [a,b], m <_ f < M, andr  > O, 
M~ (~-Z_a~r---~)br+l-ar+l ] -< (b -a ) (M-m)V/ IT (h 'h ) ] '2  (4.1) 
where 
T (h ,h )=(b_a) (2r+ l )  \ (b -a ) ( r+ l ) j  (4.2) 
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PROOF. Let g(t) = f(t) and h(t) = t r in the Griiss integral inequality (2.4). Then, 
1 ~bt~f ( t )d t - -1  ~bf ( t )d t .  1 ~ b T(g, h) = b ------a b ----~ ~-a  t r dt 
1 b r+l - a r+l 
= b_aMr  - (b - a)2(r + 1)' 
which is the left-hand side of (4.1), and 
1 lab 1 f~ b 1 f .  b trt ~ dt -  - t r dt. t ~ T (h ,h )= b -a  b a ~-a  dt 
b2r+l-a2r+l ~ br+l_ar+l  ~ 2 
= (b -  a)(2r + 1) -- k,(b--a)--~7])'] " 
Applying inequality (2.5), we prove the theorem. 
COROLLARY 4.2. A reverse inequMity from (4.1) provides the moment estimation for a random 
variable X with probability density function f : [a, b] c R --* R +, x E [a, b], m < f < M, and 
r>0~ 
b r+l - -  a r+l (b - a)(M - m) 
Mr <_ (b -a ) ( r  + l) + 2 ~/IT(h'h)l" (4.3) 
In what follows now, we have a theorem that provides an inequality involving the r th moment 
(r > 0) of X about any arbitrary constant c E [a, b], defined as 
Mr(c) = ~b(t - c)~ f(t) dt. 
THEOREM 4.3. For a random variable X with probability density function f : [a,b] C R --* R +, 
x,c E [a,b], m <_ f N M, and r >_ O, 
Mr(c) - (b - (-~'- a~r~ ]y c)r+l - (a - c)r+l [ <_ (b - a)(i2 - m) v/iT(h ' h)I, (4.4) 
where 
(b - c) 2r+, - (a -  c) _ ( (b -  9r÷1 T(h, h) (4.5) 
(b - a)(2r + i)  \ (b - a)(2r + 1) / 
The proof is similar to that of Theorem 4.1 by letting g(t) = f(t) and h(t) = (t - c) r. 
COROLLARY 4.4. A reverse inequa//ty from (4.4) provides the estimation for Mr(c) of a random 
variable X with probability density function f : [a, b] C R --~ R +, x, c E [a, b], m <_ f <_ M, and 
r>_O, 
b r÷ l  - a r÷ l  (b -- a)(M - m) ~ h)l, (4.6) 
Mr < (b -a ) ( r+ l )  + 2 
where T(h,h) is given by (4.5). 
REMARK 4.5. The best inequality from (4.5) is attained at c = (a + b)/2 as 
Mr (a~_b)  _ (b-a)r+l-(a-b)r+112r+_i~(b__a~(r_+_~) <_ (b-a)(M-2 m) ~ ,  (4.7) 
where 
(b-  a) r+l- (a -  ( (b -  (4.S) 
T(h, h) = 22r+l(b- a)(2r + 1) - 2r+l(b-  a)(r q- 1) ] " 
Below we obtain some results for the probability density functions f (x) that are ditterentiable, 
i.e., for absolutely continuous probability functions f ix). 
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THEOREM 4.6. Let a random variable X have probability density function f : [a, b] C R ~ R +, 
x e [a, b]. Suppose that f is differentiable and is such that lif'l[o~ := supte[a,b] ]f'(t)l < oo. Then, 
for r > 0, 
M~ (~-~¥])1- _ (2-7T~ k ( r~V) )  ) (4.9) 
PROOF. Let g, h : [a, b] ~ ~ be absolutely continuous and h I, g' be bounded. Then, from 
Chebyshev's inequality [10], 
T(g, h) < (b -  a)2 sup lg'(t), h'(t)i. 
12 rein,b] 
Matic, Pe~aric and Ujevic [8] have shown that 
(b -  a) sup Ig'(t)l. Tx/r~,h).  (4.10) IT(g, h)t <_ v~ ,~I~,bI 
Let g(t) = f ( t )  and h(t) = t r. Then, 
sup tg'(t)l = 11/'11~, t6[a,b] 
and from (4.1), (4.2), and (4.10), we get 
COROLLARY 4.7. Let a random variable X have probability density function f : [a, b] C R -~ R +, 
x E [a, b]. Suppose that f is differentiable. Then, from (4.9), the reverse inequality for r > 0 
provides 
br+l -a  r+l ~ ((b-a) (b2r+l -a  2r+1) (br+ 1-  a r+l~2~ 1/2 (4.11) 
M~ <_<_<_<_ (b-a)( r - t -1)  + I I f ' l l~ (2-77-~--~ t, ( , '¥77) )  ) " 
We apply the results from Lupas [11] and Matic, Pe~aric and Ujevic [8] to prove the following 
theorem. 
THEOREM 4.8. Let a random variable X have probability density function f : [a, b] C R --* R +, 
x e [a, b]. Suppose that f is locally absolutely continuous on (a, b) and f '  C L2(a, b). Then, for 
r~O,  
M. br+~-a~+' I @-<')'iS'il~7@-a)(b~:+~-a~'+') { b'~-o'+~'~ (  -~a~-T i) -< lr (2r+1) \ ( r~)  j " (4.12) 
PROOF. For g,h : (a,b) -~ ~ locally absolutely continuous on (a,b), and g',h' e L2(a,b), Lu- 
pas [11] established 
IT(g, h)l < (b - a)_.____i~2 ilg"ll~ h" t 2,  
- -  7,1. 
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COROLLARY 4.9. Let a random variable X have probability density function f : [a, b l C R --* R +, 
x e [a, b]. Suppose that f is locally absolutely continuous on (a, b) and f '  • L2(a, b). Then, 
from (4.12), the reverse inequality for r >_ 0 provides 
br+l - ar+l (b-a)]}f , [ ]21(b-a)(b2r+l-a2r+l)  (b r+ l -a r+ l~ 2 
Mr<_ (b -a ) ( r+ l )  + 7r (2 r+ l )  \ ~ ; -~)  / . (4.14) 
In what follows now, we apply the results from the Griiss type inequalities to develop estima- 
tions for the central moments of X. Let 
8(h(x)) = h(x) - Ad(h), (4.15) 
where 
h(u) du. (4.16) Ad(h) = b - a 
From (2.5), 
T(g, h) = Ad(gh) - A4(g)Ad(h). 
Dragomir and McAndrew [9] established the identity 
T(g, h) = T(8(g), 8(h)). (4.17) 
We now apply (4.15) through (4.17) to obtain the following results. 
THEOREM 4.10. Let a random variabIe X have probability density function f : [a, b] C R ~ R +, 
x E [a, b]. Then, for r >__ O, 
Mr (bbr+l-ar+l-a)(r+l) =]~bs( t r ) ( f ( t )  b=l ) . (4.18) 
PROOF. Let g(t) = f(t) and h(t) = tL Using identity (4.15), we have 
b t~f(t) d t -  Ad(t r) = [tr - ~4 (t~)] f(t) - ~-a  dr, (4.19) 
where 
1 fb  t ~ dt M( t r )  = b -a  Jo 
br+l _ ar+l 
(b - a)(r + 1) 
and 
(4.20) 
8(t r) = t ~ -- M (t~). (4.21) 
From (1.1) and (4.19)-(4.21), 
br+l-ar+l  lab ( 1 ) 
Mr (b -a ) ( r+ l )  = S(t  r) f ( t ) -~_a  dr, 
and taking the modulus, we prove the theorem. 
COROLLARY 4.1 l. Let a random variable X have probability density function f : [a, b] C R--* R +, 
x e [a, b], and f e Loo [a, b]. Then, for r _> 0, 
Mr br+l-ar+l  ( 1 ) o~fa b < f ( . ) -  IS (t~)] dt. (4.22) 
(b - a ) ( r  + 1) - 
REMARK 4.12. We can obtain other estimations for the moments from (4.18) for f C Lp[a,b], 
1/p + 1/q = 1, p > 1. However, they will involve calculation of 
[S (tr)l q dt , where S (t r) = t r (b - a)(r + 1) 
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5. EST IMAT IONS WHEN PROBABIL ITY  DENSITY  
FUNCTION IS  ABSOLUTELY  CONTINUOUS 
We start with the following lemma. 
LEMMA 5.1. Let a random variable X be such that its probability density function f : In, b] -+ N+ 
is absolutely continuous on In, b]. Then, for r >_ 0, 
(:) (_l)ixr_iM ' = (X - -  a )  r+ l  - -  (x  - -  b)  r+ l  "= (b - a)(r + 1) 1 fb fb ~-~-a  J= J,~ (x- t ) rp( t 's ) f ' (s )dsdt '  (5.1) 
where p : [a, b] 2 ~ ]~ is 
E 
p(t, s) := 
s a, 
t s - -  b, 
for all x e [a, b]. 
PROOF. From (3.6), we have the identity 
i f a<s<t  <b, 
ira <_ t < s <_ b, 
Lb(x -- t)~f(t) dt = fi 
,:o b )  
(5.2) 
for all x E [a, b]. 
Further, integrating by parts, 
1L~ 1Lb 
f(t) = b - a f(s) ds + ~-a  p(t, s)f'(s) ds, (5.3) 
for all t e [a, b]. 
On substituting (5.3) in (5.2), we prove the lemma. 
The following theorem holds for the probability density functions which are absolutely contin- 
uous and have essentially bounded derivatives. 
THEOREM 5.2. Let a random variable X be such that its probability density function f : In, b] 
--* R+ is absolutely continuous on [a, b] and f '  e Lo~[a, b], i.e., il/'ll~ := esssuPteIa,b] [f'(t)l < co. 
Then, for r > O, 
- (b - a)(~ + 1) 
fi(i)(- )~  1 ~x~-~M~ (x -a )~+l - (x -b )~+l  
i=0 (5.4) 
II/'ll~ L b < 2(b - a) t(x - t)rj [(t - a) 2 + (b - t) 2] dt, 
for an z e [a, b]. 
PROOF. Applying identity (5.1) from the lemma, we have 
,LbL b 
- (x - t)~p(t, s)f'(s) ds 
b -a  
<- b -a  [(x-t)rp(t,s) l l f ' (s) l  dsdt 
'lf"l~ Lb Lb <- ~-a  i(x-t)~p(t,s)] dsdt. 
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i b  lob I(~ - t)rp( t, ~)1 f ds dt 
___ fjo I(x - tYI (s - a) ds + (b - s) ds dt 
i b [ ( t -~)~ + (b-t )~] = l(x - t)~l 2 dt, 
and hence, the theorem. 
COROLLARY 5.3. Let the probabifity density function f : [a, b] --* •+ be absolutely continuous 
on [a,b] and f '  e n~[a,b]. Then, for ali x • [a,b], 1/p+ 1/q = 1, and even i~tegers r > 2, 
I - ~=o 1) 
where/)(. , . ,  .) is the quazi-incompIete EuIer's Beta mapping 
/~(., .,.) = (u -1 )a - lu~- ldu ,  a ,~ > 0, z>_l .  
PROOF. From (5.4) for even integers r >_ 2, 
b 
f l(x - t)~l [(t - ~)2 + (b - t) 2] ~t 
P b 
= . / .  (X --  t)  r [($ --  a)  2 + (b - t)2] dt (5.6)  
We evaluate the integrals 
zl := (t - ~)~(t - a)2 et 
rCb-a)lCx-,) 
---- (X -- a) r+3 J0 (u -- 1)ru 2 du (5.7) 
- °  ) - - - , r+ l ,3  , 
- -a 
by changing variable to t = (I - u)a + ux, and 
Z ° I2 := (t - x)~(b - t) 2 dt 
f(b-a)/(b-x) 
= (b - x) ~+3 Jo (v - 1)rv 2 dv (5.8) 
b-a  =(x -a ) r+3B(~_x , rq - l ,3  ) , 
by changing variable to t --- (1 - v)a + vx. 
Substituting from (5.7) and (5.8) in (5.6), we get (5.5), and hence, the corollary. 
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COROLLARY 5.4. Let the probability density function f : [a, b] --* R+ be absolutely cont, inuotLs 
on [a, b] and y' e L~[a, b]. Then, fo~ x = (a + b)/2, 1/p + 1/q = 1, aria even in*ege~s r >_ 2, 
r -1 ixr-~M.. , 
,=o (r + 1) (5.9) 
< (-1)'(b - a)'+lllf'l[°° [B (r + 1, 3) + ~(r + 1,3)], 
- -  2r+3 
where B(., .) is the Eu/er's Beta mapping and 
L • (~,~)= u~-~(l+u)~-~du, ~ ~>0, z_>L  
PROOF. In (5.5), set x = (a + b)/2. The left side of (5.9) is then obvious. For the right side, 
) - - - , r+ l ,3  =/~(2 , r+1,3)  - -a  
= f2  ul( u _ 1y du 
/o = ~(~- lyd~+ ~(~-1)  ~d~ 
= B(r + l,3) + q(r + l,3). 
[a,b] and f' e Lp[a,b], i.e., 
I]fqlv := ( fb l f ' ( t ) l "  dt) lip 
Then, for r > O, 
< oo, p E (1, ec). 
~=o (~) ( -1) 'x~-'Mi-  (x-a)È+l-(x-b)~+l(b  a) r + 1) 
(b - a)~/~ I(~ - t)~l * (t - a)~+~ + (b - t)~ +1 ~/' q+ 1 dt , 
for ali x E [a,b], p > 1, and 1/p+ 1/q = 1. 
PROOF. Applying Lemma 5.1, we have 
i=° ( r )  i r-i (x -a ) r+ l - (x -b )  r+l 
i (-1) x M~- (b -a ) ( r+ l )  
_ lb_a fab fa b(x-t)rp(t's)f '(s)dsdt 
g ~-a  [(x - t)rp(t, s)[ If'(s)l ds dr. 
(5.10) 
(5.11) 
The right side of (5.9) becomes 
r+l ) 
= (-1)"(b - a)r+lHf't[oo [B (r + 1, 3) + ~(r + 1, 3)], 
2r+3 
and hence, the corollary. 
We now obtain results where f~ is a Lebesgue p -  integrable mapping, p e (1, c~). 
THEOREM 5.5. Let the probability density function f : [a, b] --* R+ be absolutely continuous on 
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Using Holder's inequality (2.2), 
b-a  I(x-t)rp(t,s) l  If'(s)l dsdt 
<- b -a  ]f'(s)lPdsdt I(x-t)~p(t's)]q dsdt] 1/a ~
(5.12) 1/q 
< b - a (b - a)l/PHf'll p I(x - t)'l q Ip(t, s)] q ds dt] 
= 1 ( j ib  [ ]d r )  b ~(b-  a)VPlIf'II p I(z - t)~] q (t - a)  q÷l  Jr- (b - t )  qA-1 1/q 
- -  q+l  
Thus, (5.11) and (5.12) prove the theorem. 
COROLLARY 5.6. Let the probability density function f : [a, b] --* R+ be absolutely continuous 
on [a,b] and f '  E Lv[a,b ]. Then, for a11 x e [a,b], l /p+ 1/q = 1, and even integers r >_ 2, 
~=o ~ -1  ~-~ - (b -  ~)(~ + 1) 
~-~( i ) (  ) M ,_  (x -a ) r+ l - (x -b )~+l  
PROOF. From (5.10) and for even integers r > 2, 
b f) f~ l(x - t)~p(t, s)[ If'(s)l as dt 
(5.14) 
f ( - -1)qr{~b(t- -x)q~(t  a)q +1 
= (b  - a)X/pllf'llp \ q + 1 - dt 
+~ab( t -x )qr (b - t )q+ldt})  1/q 
We evaluate the integrals 
[1 : :  ( t --  x )qr ( t  --  a) q+l dt 
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Substituting from (5.15) and (5.16) in (5.14), we prove the corollary. 
COROLLARY 5.7. Let the probability density function f : [a, b] -~ R+ be absolutely continuous 
on [a, b] and f '  6 Lv[a, b]. Then, for x = (a + b)/2, l ip  + 1/ q = 1, p > 1, and even integers r >_ 2, 
i=0 r - I  i x r -~M: -  
~-~( i ) (  ) ~ (b-a)r(1-(-1)~+I) 
2~+l(r + 1) 
(-1)~(5 - a)"+l+I/qllf'l[ p 
< [B(rq + 1,q + 2) + ~(rq+ 1,q + 2)] 1/q. 
- 2~+l+l/q(q + 1) 
(5.17) 
P~OOF. In (5.13), let x = (a + 5)/2. The left side of (5.17) is obvious. For the right side, we 
consider 
b-a ) 
f~ -~-Z-~_a,rq + l,q + 2 = f~(2, rq + l,q + 2) 
= f2uq+l (u -  1)q~du 
Jo 
1 2 
= J~O uq+l(u-1)qr du ~ ~l uq+l(u-1)qr d~t 
= B( rq+ l ,q+ 2) + ~( rq+ l ,q+ 2). 
The right side of (5.17) is 
- b-a } 
r+ 2 - b - -  a (b-a) 1/q ~ +(b_x)q q+ B(~_x,qr+l,q+2 ) 
(-1)~(5-a)r+l+Uq[[f'HP 2) @(rq 1,q 
= 2r+l+l/q(q + 1) [B(rq + 1, q + + + + 2)], 
and hence, the corollary. 
An interesting case of p = q = r = 2 from (5.17) results in the following upper bound for the 
variance of X. 
COROLLARY 5.8. Let the probability density function f : [a, b] -~ JR+ be absolutely continuous 
on [a, b] and f '  E L2[a, b]. Then, for x = (a + 5)/2, p = q = r = 2, 
a2 _< #[(a + b) - #] + 0.0833(b - a) 2 + 0.0330(5 - a)7/2Nf'll 2. (5.1s) 
Further, if f is absolutely continuous, f '  e L1 [a, 5], and ]If'l]1 -- jab [if(t)] dt, then we have the 
following theorem. 
THEOREM 5.9. Letting the probability density function f : [a, b] --+ ~+ be absoIutely continuous 
on [a, b], then for r > O, 
(=2 i ___ I l f i l~(5 -  ~)  5______~ + • _ _ _  , 
(5 .19)  
:or ~I ~ e [~, 5]. 
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P~OOF. For r > 0, 
where 
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b ./ b I( x _ t)rP( t, s)l If'(s)l dsdt f 
< sup [l(x-tYIIp(t,s)l] I f ' (s ) ldsdt  
t,sE[a,b] 2
= IlY'lllI, 
I = sup [ j (x -  t)~l Ip(t, ~)11 
t,sE[a,b] 2
< (b - a) sup I(x - tYI 
te[a,b] 
= (b - a)[m~x(l~ - al, Ib - ~)IV [~-'~ I aq-b]  r 
=(b-a)  +~- - -V -  ' 
and hence, the theorem. 
From (5.19), we get the following corollary when x = (a + b)/2. 
COROLLARY 5.10. Let the probability density function f : [a, b] --* •+ be absolutely continuous 
on [a, b]. Then, for r > 0, 
2~+1(r + 1) (5.20) 
< Ill ' I l l  (b - a) ~+1 
- -  "2 r  • 
6. APPL ICAT IONS TO SPECIAL  MEANS 
We consider the following convex mappings that result in the special means. 
6.1. Mapping: f (x )  = x p, p > l, x > O~ a,b e R, O < a < b 
We have arithmetic mean A(a p, b p) = (a n q- bP)/2, a, b > 0 and 
f (a~b)=AV(a ,b ) ,  f (a )+f (b )  =A(a , ,bp  ) 1 ~b 2 ' b - a f (x )  dx = L~(a, b). (6.1) 
PROPOSITION 6.1.1. Let p > 1, q = p/(p - 1), and 0 < a < b. Then, for r >__ 0, 
r ~x~-'M <- -~-~ b)p~+l) (b_a) l /qL~q(a,b)  ' (6.2) ~ ( i ) ( _1 )  , ( (x -  a)p~+ - (x -  1/, 
PROOf. For the convex mapping f (x )  = x p, we apply H51der's integral inequality to get 
b 1/q a)p ~+1 - (z - 
Using (3.6) and since b 
f ~qdx  = (b - 
a)L~q (a, b), 
we prove the required inequality (6.2). 
An upper bound for the variance of X follows from (6.2). 
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COROLLARY 6.1.2. For r = 2 and x = (a + b)/2 in (6.2), 
a2<#[(a+b)_p,]+((b_a)2p+,_(a_b)2p+ 1 ( _~)2)  
- 22p+l(2p + 1) - (b - a)'/qL~q(a, b). (6.3) 
6.2. Mapping: f(x) = 1/x, x > 0, a,b E R, 0 < a < b 
We have 
b-a  i fa~b,  a,b>O, 
logarithmic mean L(a, b) = In b - In a' 
a, i fa=b,  a ,b>0,  
2 
harmonic mean H(a, b) - 1/a + lib' a, b > O, 
azld 
1 1 1 -a- ~ _< f'(x) = ~ _< -~,  for ~U x C [a,b], 
(6.4.) 
f a b =A_l(a,b) ' f (a )+f (b )_H_ l (a ,b )  ' b -a  - -  2 ~ f (x )  dx  = L -  1 (a, b). 
PROPOSITION 6.2.1. Let p > 1, q = p/(p - 1), and 0 < a < b. Then, for r > O, 
r -1  'x r - 'M . <_ -~ ~_ ~ ) (b - a)UqL-Ppq(a, b). (6.5) ~( i ) (  ) . ( (~-  ~)~r+~- (~-  b) ~+~ ~/' 
We prove (6.5) by choosing the mapping f(x) = l /x,  and following the proof of Proposition 6.1. 
An estimation for the variance of X is obtained in the following corollary. 
COROLLARY 6.2.2. For r = 2 and x = (a + b)/2 in (6.5), 
a2<iz [ (a+b)_#]+( (b_a)2p+l_ (a_b)2p+ 1 (~.b)2)  
- 2~$-25P Tr" ~) - (b - a)l/qL-Pq(a, b). (6.6) 
7. APPL ICAT IONS TO BETA D ISTR IBUT IONS 
A random variable X with parameters a and/3 have beta probability density function 
x~-l(1 - x)~-I a ,~ > 0, 0<x<l ,  
f(x) = B(~,~) ' 
where B(., .) denotes the beta function that is defined by B(c~,/3) = f01 z"- l(1 - z) fi-1 dz. 
Denoting by M the value of X for which f(x) is maximum, we have 
~-1  
M--  a, f l>  1. 
c~+/3-  2' 
F~om (4.2), 
and from (4.3), for r > 0, a,/3 > 1, 
~2 
T(h ,h)= (2 r+1) ( r+ l )2 ,  
1 M~<_m 
r+ l  1+ 2(~+/3-  2) V 2r+l j  • 
(7.1) 
(7.2) 
(7.3) 
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Further from (4.2) and (4.11), we have for r >__ 0, c~,/~ > 1, 
1 1 / r 2 
Mr < r +-----~ + 7 ~(2~ + 1)(~ + 1) 211/'112, 
where 
(7.4) 
IlYI[= = ((~ - 1)2B( 2a - 3,2/3 - 1) + (;3 - 1)2B(2a - 1,2/3 - 3) 
-2 (~ - 1)(/3 - 1 )B(2~ - 2, 2~ - 2)) 1/2 . 
For the beta random variables with parameters a =/3, r >__ O, from (7.3), 
and from (7.4), 
where 
! 1 1 r 2 
Mr < V 1)~. 1l/'ll2, (7.6) - ~ +---5 + 7 (2~ + 1)(~ + 
(2r(2~: 2)r(~ - 3)) 1/2, 
Ilf'l12 = (~ - 1) \ r(4a - 4) 
and F(n) = (n - 1)!. 
When r = 1, 2 and a,/3 > 0, the upper bounds for # and ~r 2 from (7.3), 
and from (7.4), 
1( 
#<~ 1+ 
- a+/3 -2  
or2 +/~2 < g 1+ 
- a+/~-2  ' 
(7.7) 
and from (7.8), 
1 [  1 (3  (~-1) r (2~-2) r (2~-a)h l /2 ]  ._<~ 1+-~ g(a(4a-~ / j ,  
1 [ 2 (2 (~-1)F (2c~-2) r (2c~-3) )  1/2] 
~2+u= < g 1+-~ r - -~- - -~ ( l l / ' l l2) ,  
(7.1o) 
(7.8) 
cr2 +/,2 < 3 1+ 11/'112 , 
where 
][f']]2 = ((a - 1)2B( 2a - 3,2/3 - 1) + (/3 - 1)2B(2c~ - 1,2fl - 3) 
-2 (~ - 1)(Z - 1B(2~ - 2 ,2~ - 2)) lj~ . 
For the beta random variables with ~ = ;3, we have from (7.7), 
 (45) ~< ~ 1+ , (7.9) 
1(2-~)  or2 +#2 _< ~ 1+ 
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Table 1. Exact values of ~ and a 2 and upper bounds for c~, B = 2, 3, 4. 
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2 2 0.50 
3 3 0.50 
4 4 0.50 
2 3 0.40 
2 4 0.33 
3 4 0.43 
4 3 O.57 
U. Bound U. Bound 
(7.7) (7.8) 
0.57 0.55 
0.57 0.51 
0.57 0.50 
0.55 0.53 
0.54 0.53 
0.56 0.66 
0.59 0.66 
(72 
0.05 
0.04 
0.03 
0.04 
0.03 
0.03 
0.03 
U. Bound U. Bound 
(7.7) (7.8) 
0.0805 0.0823 
0.0805 0.0836 
0.0805 0.0834 
0.0826 0.0833 
0.0832 0.0835 
0.0819 0.0617 
0.0787 0.0617 
where 
ll/'112 = (~ - 1) (2 r (2~-  )c_ (2_a \  r(4  - 4) - 3)) 1/2- 
The exact  values of # and  a 2 and  the i r  upper  bounds  f rom (7.7) and  (7.8) for some choices 
of a and  t3 are eva luated  in Tab le  1. 
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