Vasculature in and around the cerebral tumor exhibits a wide range of permeabilities, from normal capillaries with essentially no blood-brain barrier (BBB) leakage to a tumor vasculature that freely passes even such large molecules as albumin. In measuring BBB permeability by magnetic resonance imaging (MRI), various contrast agents, sampling intervals, and contrast distribution models can be selected, each with its effect on the measurement's outcome. Using Gadomer, a large paramagnetic contrast agent, and MRI measures of T 1 over a 25-min period, BBB permeability was estimated in 15 Fischer rats with day-16 9L cerebral gliomas. Three vascular models were developed: (1) impermeable (normal BBB); (2) moderate influx (leakage without efflux); and (3) fast leakage with bidirectional exchange. For data analysis, these form nested models. Sizable inhomogeneity in v D , K i , and k b appeared within each tumor. We conclude that employing nested models enables accurate assessment of transfer constants among areas where BBB permeability, contrast agent distribution volumes, and signal-to-noise vary.
Introduction
Microvascular permeability within and around a cerebral tumor can vary widely, and might be an important measure of its aggressiveness (Daldrup et al, 1998a; Roberts et al, 2002) . Furthermore, changes in permeability from leaky toward normal may signal the efficacy of therapeutic intervention (Bhujwalla et al, 2003; Turetschek et al, 2004) . Because it is noninvasive, a magnetic resonance imaging (MRI) measure of permeability can be repeated over time, allowing the continuous monitoring of disease progression and its treatment. In such measurements, various contrast agents, sampling intervals, and contrast distribution models can be selected, each decision affecting the measurement's outcome. The purpose of this paper is to describe the effects of these choices, that is, the 'operating characteristics' of MRI estimates of vascular permeability.
Compartmental theory with varying assumptions has been used to arrive at MRI estimates of vascular permeability. Tofts et al (1999) reviewed and unified these efforts in a compartmental model (the 'consensus model') that was essentially identical to that of earlier work that dealt with physiological markers such as radiotracers (Crone, 1963; Johnson and Wilson, 1966; Lassen and Perl, 1979) . A simplified matrix model similar to that of Patlak (Patlak et al, 1983) , which presents the early-time data as a linear plot, is also extensively used in MRI (Daldrup et al, 1998a, b; Daldrup-Link et al, 2004; Roberts et al, 2002; Turetschek et al, 2004 ). The Patlak model has been applied to MRI data obtained with the contrast agent gadolinium-diethylene-triaminepentaacetic acid (Gd-DTPA) and a rat model of transient cerebral ischemia (Ewing et al, 2003a) . In this work, the Gd-DTPA transfer constants obtained via Patlak plots were shown to be well-correlated with those of 14 Csucrose assayed by quantitative autoradiography (QAR). To our knowledge, this was the first, and thus far the only, comparison of QAR and MRI estimates of blood-brain barrier (BBB) permeability.
The original Patlak model (Patlak et al, 1983 ) assumed that any compartments on the blood side of the BBB fills quickly with magnetic resonance contrast agent (MRCA), then subsequently closely follows the changing plasma concentrationm, and that the MRCA, once across the BBB, remains at or near the site of leakage. Patlak and Blasberg (1985) later revised their model to allow for efflux from the 'irreversible' compartment and linearization of the plotted data; the resultant analysis is essentially identical to the consensus model. The theoretical development of Patlak et al both presages and links current MRI approaches of estimating vascular transfer constant, thus providing a useful framework for model selection.
To apply the techniques previously developed in transient ischemia (Ewing et al, 2003a) to those of an aggressive cerebral tumor model with a broad range of BBB leakiness, it was necessary to use a larger MRCA than Gd-DTPA; to this end, Gadomer, an experimental Gd-labeled MRCA (Schering AG), was selected. Gadomer has a molecular weight of approximately 17 kDa and an effective size in vivo nearly that of albumin.
Theory-Three Models
Consider the middle of our three nested models, the original Patlak model (Model 2) ( Table 1) . It is a model of the blood-brain exchange of an indicator (Patlak and Blasberg, 1985; Patlak et al, 1983 ) that has one very critical, simplifying assumption. This assumption is that there exists an 'irreversible' tissue region beyond the BBB, where the tracer is essentially trapped for the duration of the experiment. The working equation for this system is:
where C p and C t are the plasma and tissue concentrations of the indicator, K i is the unidirectional transfer constant of the indicator from plasma across the barrier into the interstitial fluid, v d is the fractional volume of the rapidly reversible, plasmatracking tissue space, and v a is the fractional volume of the plasma (Table 2 lists definitions and symbols). Since they cannot be estimated separately from the data, v d and v a will hereafter be combined into one volume fraction, v D .
In this and all following expressions, units will follow 'MRI conventions,' in which concentrations are in mL indicator/mL tissue, flows and permeability-surface (PS) products are in min À1 , etc. This is in distinction to the 'radiological conventions,' in which concentrations are in mL indicator/g tissue), and PS products are in mL/g min. Numerically, since the density of brain tissue is very close to 1, the two unit systems produce estimates of transfer constant and distribution volume that are nearly identical.
Patlak et al have introduced a method for linearizing the problem of curve fitting. A graph of the ratio C t (t)/C p (t) versus R 0 t C p (t) dt/C p (t) (generally this abscissa is called 'stretch time') yields a linear relationship, with a slope of K i and an ordinate intercept of v D . Such a graph has become known as the Patlak plot (Gjedde, 1997; Patlak et al, 1983) . For our purposes, this linearization is useful because it makes model testing via F-test comparisons exact (see below).
In a later modification (Patlak and Blasberg, 1985) , a correction for efflux from the 'irreversible' tissue compartment back into blood was obtained:
where the additional term, k b , is the transfer rate from the extravascular 'irreversible' compartment to the plasma compartment and removal by the circulation. This equation is exactly equivalent to that of the 'consensus' model (Tofts et al, 1999) . The equivalence between the consensus model notation and the variables above are as follows: since v D as defined differs slightly from the blood volume itself). Hereafter, the notation of Patlak will be followed because it: (1) takes precedence over the later consensus model; (2) is unified among the three models examined; and (3) is closer to standard scientific usage since, in the main, it uses single-character subscripted variables to represent physical variables. In terms of model testing, introducing k b extends Model 2 by testing its central assumption of no backflux across the BBB. As in the original Patlak treatment, if the quantity C t (t)/C p (t) is plotted versus the efflux-corrected arterial time integral R t 0 e Àk b ðtÀtÞ C p ðtÞdt divided by C p (t), a linear plot should result, with a slope of K i and an intercept of v D . The term k b corresponds to K i /v e , where v e is the extravascular, extracellular space.
The Observation Equations
As detailed elsewhere (Cao et al, 2005) , we assume the fast exchange limit for the protons of water in both tissue and blood. In this case, the observation equation equivalent to equation (1) is
where Hct is the hematocrit, R 1a is the longitudinal relaxation rate of all protons in the artery, R 1t is the longitudinal relaxation rate of all protons in the tissue, and D refers to the subtraction of the precontrast rate from its postcontrast value. Plotting the ratio (1ÀHct)DR 1t (t)/DR 1a (t) versus ( R 
The Effect of Missing Initial Arterial Data
Let us assume that, for some initial period trt 0 , neither tissue nor arterial data are determined, and the measurement is taken up after t 0 . As detailed in 
and a plot of V D 0 versus K i with group data will display a relationship with a slope equal to ð R t 0 0 C p ðtÞdtÞ=ðC p ðt 0 ÞÞ and a y-intercept equal to the actual distribution volume, v D .
Materials and methods

Animal Preparation-9L Tumors in Fischer 344 Rats
Fifteen male Fischer 344 rats (weight 220 to 300 g) were studied in a protocol approved by the Henry Ford Health Systems animal care committee.
The 9L tumor is a well-characterized rat brain tumor model (Moulder and Rockwell, 1984; Wheeler and Wallen, 1980) . Obtained from Dr Kenneth Wheeler, Wake Forest University, the tumor line was originally derived from rat brain after induction by intravenous N-nitrosomethylurea. Cells were maintained by serial passage in vitro using Dulbecco's medium and 10% fetal bovine serum. The rat's head was immobilized using a small animal stereotactic device (Model 902, Kopf Instruments, Tujunga, CA, USA). After a midline incision, the skull was exposed and a burr hole drilled through the skull, taking care not to penetrate the dura. In all, 10,000 9L rat cells were injected at a rate of 1 mL/min into a location 2.5 mm anterior to the bregma, 2.0 mm to the right of the midline, and a depth of 3.0 mm, as described previously (Kim et al, 1995) . After implantation, the animals were returned to their cages for a period of approximately 16 days. Untreated 9L brain tumors are typically 2 to 3 mm in diameter on days 14, and 5 to 6 mm in diameter on day 18 (Brown et al, 1999) .
Magnetic resonance imaging was performed 1672 days after cell implantation. Each rat was anesthetized with 3.0% halothane for induction, and then spontaneously respired with 1.0% to 2.0% halothane in a 2:1 N 2 O:O 2 mixture using a face mask. Body temperature was maintained constant (371C) with a recirculating water pad monitored via an intrarectal type T thermocouple. Femoral arterial and venous PE-50 catheters were inserted to obtain blood samples, record systemic arterial pressure, and inject the MRCA.
Magnetic Resonance Imaging
Magnetic resonance imaging procedures employed a 7 T, 12 cm (clear bore) Magnex magnet with actively shielded gradients of 250 mT/m and 100 ms rise times. The magnet was interfaced with a Bruker Avance console running Paravision V2.1.1. The RF coils were a Bruker volume resonator for transmission and an actively decoupled 2 cm Bruker surface coil for reception. The volume resonator, animal holder, and surface coil formed an imaging unit to be inserted in the magnet. After animal location in the holder, the surface coil was centered over the brain, the holder was located in the volume coil, and the imaging apparatus and animal were located in the magnet. Using a three-plane sequence, the central imaging slice was placed to view the largest lateral extent of the tumor.
Since the change in the longitudinal relaxation rate, R 1 (R 1 ¼ 1/T 1 ) is generally thought to be linear in concentration of MRCA, this measurement is critical in estimating vascular permeability. A T-One by Multiple Read-Out Pulses (TOMROP) (Brix et al, 1990) sequence, developed on a 3 T human system (Gelman et al, 2000) , was adapted to the requirements of the 7 T animal system (Ewing et al, 2003a) .
T-One by Multiple Read-Out Pulses is a Look-Locker sequence (Look and Locker, 1970) , and thus an efficient and unbiased estimate of T 1 (Crawley and Henkelman, 1988) . At least one dummy cycle (N pulses followed by T relax ) was applied before the start of data acquisition. Inversion of the longitudinal magnetization was accomplished using a nonselective hyperbolic secant adiabatic pulse of duration 12 ms. One phase-encode line of 24 small-tip-angle (approximately 181 shaped pulses) gradientecho images (echo time, TE 4 ms) was acquired after each such adiabatic inversion, at 50-ms intervals, for a total recovery time of 1200 ms with a 2-sec relaxation interval between each adiabatic inversion. Matrix size was 128 Â 64, field-of-view (FOV) 32 mm, three 2-mm slices.
All images were obtained with 32 mm FOV. Before the administration of MRCA, a single-slice arterial spin labeling (ASL) perfusion study (Ewing et al, 2003b) (matrix 64 Â 64), a high-resolution T2-weighted image set (repetition time (TR)/TE ¼ 2000/10 ms, 3 CPMG echoes, matrix 256 Â 192 seventeen 0.5-mm slices, 4 accumulations), a T1-weighted high-resolution image set (TR/ TE ¼ 1000/7.5, matrix 256/192, 27 0.5 mm slices, 4 accumulations), and two baseline TOMROP studies were obtained. Magnetic resonance contrast agent (250 mmol/kg) was administered in a 0.2 mL bolus over approximately 4 secs. The dynamic contrast created by the bolus was followed with an echo-planar spin-echo sequence (TR/ TE ¼ 1000/32, matrix 64 Â 64, three 2 mm slices) for a total of 64 scans, with bolus administration beginning on the tenth scan. Immediately after the echo-planar sequence, 10 TOMROP sequences were run, following the tissue concentration of MRCA across a 25-min period. After the last TOMROP study, a postcontrast T1-weighted image, identical to the precontrast study, was acquired. Data from the Echo-Planar study will be reported separately. We note, however, that approximately 1 min separated the administration of the contrast agent and the beginning of the first postcontrast TOMROP acquisition.
Using the postcontrast T1-weighted image, each slice was examined for the presence of tumor; if leakage was seen, the area of leakage was outlined manually, filled, and the volume of tumor in the slice calculated by multiplying the area of leakage by the slice thickness. All such volumes were summed, thus yielding an estimate of total tumor volume.
Data Analysis
Using TOMROP image sets taken at 145-sec intervals, pixel-by-pixel R 1 maps were constructed using a maximum-likelihood procedure constrained to yield nonnegative estimates of the model parameters (Gelman et al, 2000) .
Three 2-mm-thick slices of data on 2 mm centers were available. The slice with the largest extent of tumor was selected for further study. In most, but not all, cases, this was the center slice of the three-slice package. Sagittal DR 1 was measured in the slice where that sinus was most easily visualized and used to estimate the DR 1 of cerebral arterial blood, a practice previously validated (Ewing et al, 2003a) .
As we have noted, the tissue DR 1 was used as a measure of tissue MRCA concentration. Equations (3) and (4) were used to produce pixel-by-pixel estimates of K i and v D , assuming arterial hematocrit to be 0.45. To visually evaluate the linearity of the data in tissue with abnormal BBB permeability, a region of interest (ROI) was selected and demarcated in each animal by examination of the postcontrast T 1 -weighted image. Using sagittal sinus data and ROI DR 1 's, Patlak plots (Models 1 and 2) and effluxcorrected Patlak plots (Model 3) were constructed for each pixel within the ROI. In those cases where the single-slice ASL technique and the slice with the largest extent of tumor coincided, CBF was measured pixel-by-pixel across the brain.
The general characteristics of the transfer constants by the three models are: Model 1,
The summedsquared residuals of the data plotted according to the three models was computed pixel by pixel, and the F-statistic calculated (Bates and Watts, 1988) . The results were then compared 1 versus 2, and 2 versus 3; that is, first a model with no leakage was compared with one with irreversible leakage and then a model with irreversible leakage was compared with one with reversible leakage. The F-statistic was computed and mapped on a pixel-by-pixel basis and also computed for the entire ROI. The ROI uncorrected and efflux-corrected Patlak plots were also examined visually. Because of the continuous decrease in blood concentration of MRCA, the later time data were less reliable than those from earlier times. For this reason, we systematically reduced the data set, point-by-point, until the 2 versus 3 F-test reached a maximum. For instance, we might have started with 11 data points, but found that the Model 2 versus 3 F-test peaked at 9 points. In this case, the parametric estimates from both models for 9 fitted points were used in reporting the data. In all cases, at least six points were used.
Statistical Tests-Model Comparisons
An 'extra sum of squares analysis for nested variables' (Bates and Watts, 1988) was employed to examine which model best resolved the data. In the following, the Patlak model will be referred to as the partial model, and the efflux-corrected model as the full model. The ratio (S e /n e )/ (S f /n f ) was computed, where S e and S f are sum-squared residuals (further described below), the subscript f refers to the full model, and the subscript e refers to the extra variance accounted for by the full model relative to the partial model. The degrees of freedom n e and n f are, in this case, 1 (for the number of extra parameters in the full model), and NÀm, where N is the number of points on the clearance curve, and m is the number of parameters in the partial model (m ¼ 2 for Model 2, m ¼ 3 for Model 3). It is further defined that S e ¼ S p ÀS f , where S p is the sum of the squared residuals of the partial model, and S f is the sum of the squared residuals of the full model. For linear models, the ratio (S e /n e )/(S f /n f ) is distributed as the F-statistic, F ve;vF , with n e and n f degrees of freedom.
In the F-test, the null hypothesis is that the two samples of sum-squared residuals were drawn from the same pool, that is, the two models are equivalent. The failure of this hypothesis leads to acceptance of the larger model (the model with the smaller sum-squared residuals). The probability associated with the F-test (the P-value) is that of a Type I error, for example, the probability of accepting Model 3 when the underlying truth was that of Model 2. In the problem at hand, we placed the threshold for acceptance of the larger model at P ¼ 0.05, Bonferonnicorrected for (two) multiple comparisons. The F-test threshold for each of the model comparisons was, thus, set at Po0.025.
As for reporting other data and comparisons, mean7 standard deviation is given, and standard statistical tests are indicated where employed.
Results
Fifteen animals were studied. Mean tumor age was 15.972.1 days (range 14 to 22 days). As measured by the postcontrast T1-weighted images, mean tumor volume, which varies exponentially with time after implantation, was 70.0764 mm 3 (range 5 to 229 mm 3 ). For the nine animals in which the slice of the CBF study coincided with the tumor slice, mean flow was estimated at 2.070.9 min À1 . To introduce the findings, the data from a single animal studied 16 days postimplantation will be presented. In this case, total tumor volume was 121 mm 3 . Images of the (0.5-mm thick) center slice of the post-Gadomer T1-weighted image (taken approximately 25 mins after injection) and a (2-mm thick) map of CBF are shown in Figure 1 . These images show the heterogeneity of microvascular leakage and CBF, respectively, typical of 9L tumors. This tumor had a mean flow rate (assuming the tissue density to be approximately 1.0) of 1.41 min À1 . The time course of DR 1 in the sagittal sinus blood (Figure 2 , scaled by a factor of 4) and the tumor ROI ( Figure 2 ) were typical of a bolus injection. Since the constant of proportionality is the same for blood and tissue, DR 1 indicates MRCA concentration in both over the duration of the experiment. From these data, a Patlak plot according to equation (3) and efflux-corrected Patlak plot (equation (4)) were made (Figure 3 ). For the former (Model 2), v D and K i were estimated to be 0.170 and 0.00312 min À1 , respectively, whereas, for the efflux-corrected plot (Model 3), they were determined to be 0.0835 and 0.0116 min À1 , respectively. Additionally, k b was estimated to be 0.0798, which yields a v EES of 0.145. The discrepancy in the output between Model 2 and Model 3 is almost certainly related to the curvature of the Model 2-derived Patlak plot beyond the first three points (i.e., after 9 mins real time, the period of negligible Gadomer efflux in this instance). A visual examination of these two plots across the entire duration of the experiment indicates the superiority (better linearity) of the efflux-corrected plot.
The more formal and objective F-test analysis confirms this impression. As indicated in Materials and methods, two comparisons of F-test outcomes were made among the models: Model 1 versus Model 2 and Model 2 versus Model 3. With 10 points to fit, the degrees of freedom for the first test were 1 and 8, and for the second 1 and 7. The F-tests yielded 129 for the first comparison and 164 for the second (Po0.001 for both tests), thus rejecting Model 1 (no leakage of Gadomer) in favor of Model 2 (irreversible leakage) and Model 2 in favor of Model 3 (reversible leakage).
The pixel-by-pixel maps of v D and K i from Model 2 and Model 3, as well as a map of the F-statistic and k b , show considerable heterogeneity within the tumor of this rat (Figure 4) . The parameter k b ( Figure  4F ) should be masked by a map of the F-statistic ( Figure 4E) ; when the F-statistic is not large, k b might not have a meaningful value because the model which generates this parameter is not supported by the data. Not shown but also produced were maps of Model 1 estimates of v D , and the Fstatistic comparing Model 1 with Model 2. As already noted, the regional tumor values of v D and K i differ between Models 2 and 3; the two methods also produce maps which differ in pattern within the tumor. While this impression has not been formally tested, the Model 2 map of v D ( Figure 4A ) resembles the Model 3 map of K i ( Figure 4D ). We suggest that the curvature of the uncorrected Patlak plot produced by appreciable MRCA efflux from the tissue moves the y-intercept of the linear plot upward (compare the intercepts of Models 2 and 3 in Figure 3) .
Finally, the estimate of v D produced by Model 1 was masked to select areas in which there was no advantage of Model 2 over Model 1, which is to say that these were areas within the ROI with little or no Gadomer leakage and relatively normal microvessels. The mean value of v D in these areas with normal BBB function was 0.0312. Assuming hematocrit of 0.45, this yields a plasma volume of 0.014, which is approximately consistent with previously performed estimates of cerebral plasma volume using radiotracers (Bereczki et al, 1992) .
As for the group data, the F-test comparing Model 2 to Model 1 exceeded 10 (Po0.025) in all animals, and Model 3 was always superior to Model 2 for the tumor ROI across the 15 animals. In accordance with this, the mean v D of Gadomer in the group was found to be approximately twofold larger with Model 2 than Model 3, whereas the mean K i of MRCA with Model 2 was approximately 30% of that with Model 3 (Table 1) . As expected, the application of the original Patlak model to data from these experiments yields an overestimation of v D and an underestimation of K i . The Model 3 values for v D (approximately 7%, Table 1 ), transfer constant, and extravascular, extracellular space (around 10%) characterize this tumor as vascular with a moderately leaky BBB (mean plasma flow approximately 11-fold greater than mean influx rate) and a fairly normal extracellular space. The latter space indicates that the tumor is mainly made up of viable, Gadomerexcluding cells and is not necrotic. As shown below, the microvascularity of the tumor might, however, be overestimated because v D was probably biased high, the result of missing the initial part of the arterial input function.
While the two models produce different transfer constants, the estimates are not unrelated. When the K i 's produced by Models 2 and 3 are graphed against each other for the individual experiments ( Figure 5 ) and tested, the two estimates are highly correlated (r ¼ 0.80, P ¼ 0.0003). The intercept of the regression line, 0.002970.0017 (min À1 ), is not significantly different from zero (P40.1), implying that there is a convergence of the influx rate estimates of the two models as K i decreases. We reason that, since the concentration of MRCA in the interstitium is low when influx is low, tissue-to-blood efflux is minimal, and the linearity of Model 2 will be indistinguishable from that of Model 3.
As for the bias introduced into the estimate of v D by missing arterial data, Figure 6 (see appendix), then the slope of this line should estimate the quantity R t 0 0 C p ðtÞdt=C p ðt 0 Þ, and the intercept should approximate the true distribution volume v D . In this case and for the group of animals studied, the y-intercept is 0.01670.013, which is probably closer to the real mean distribution volume of the indicator within the microvascular system of the rat 9L tumor at 16 days after implantation. The slope of the regression plot is 4.971.1, meaning that the ratio of the integrated input function to the first point plasma estimate of the Gadomer concentration-time product is approximately 5:1. Although the estimate of v D is biased high by missing the initial part of the arterial input function, it is notable that, since the plot of Figure 6 uses the full estimate of K i to produce this reasonable group estimate for v D , we can infer that K i is relatively insensitive to this experimental shortcoming.
Discussion
Fifteen rats implanted with an aggressive cerebral 9L tumor were studied using MRI and a large (17 kDa), Gd-tagged MRCA. The aim of the study was to establish the operating characteristics of MRI estimates of the blood-to-tumor transfer constant.
Gadomer is a dendritic Gd chelate containing 24 Gd nuclei per molecule, with a real molecular weight of approximately 17 kDa, but an effective one of approximately 33 kDa. Because of its effective size, it should approximate radioiodinated serum albumin (RISA) when used as a measure of vascular permeability. In an examination of changes in RISA distribution in the RG-2 glioma model induced by administration of dexamethasone, Nakagawa et al (1987) determined a mean K i of 0.023670.0089 ml/ g min in untreated rats, approximately twice the value we report for Gadomer in 9L tumors. The extravascular volume in the RG-2 tumor was 0.1377 0.016 mL/g, in approximate agreement with our 9L estimate, and the plasma volume was estimated to be 0.015570.013 mL/g (Nakagawa et al, 1987) . Using a large-vessel hematocrit of 0.45, our corrected estimate for vascular volume of approximately 0.01670.013 ml/ml yields a small-vessel plasma volume of approximately 0.007270.0059, which is smaller than, but not significantly different from, that of Nakagawa et al. The RG-2 glioma used by Nakagawa is an aggressive, infiltrating, and nonimmunogenic tumor that is typically wellperfused. Except for its lack of immunogenicity, it closely resembles the 9L tumor model in growth rates and survival times.
Other MRI experiments with tumor models have estimated transfer constants for Gadomer. In spontaneous canine mammary tumors, Henderson et al (2000) measured K i of 0.01470.011 min À1 for Gadomer, which is virtually identical to the figure for the 9L cerebral tumor (Table 1) . Ivanusa et al (2001) , working with a mouse fibrosarcoma SA-1 tumor, estimated the PS area product of Gadomer to be 0.011370.005 min À1 . The influx transfer constant is, by definition, related to the extraction fraction via the following:
), where F is the blood flow and V is the volume fraction of the plasma. If, as in our leaky tumors, PS/FVr1, then a Taylor expansion shows that K i EPS and our K i values approximate PS. Thus, Ivanusa's estimate is again virtually identical to our estimate for the 9L cerebral tumor. In contrast, Verhoye et al (2002) , using human xenograft tumors intracerebrally implanted in rats, found Gadomer transfer constants that were roughly 10 times larger than those we estimated for the rat 9L cerebral tumor. As a possible explanation of this discrepancy, implanted xenografts tend to be invaded by new blood vessels that are rather leaky, whereas 9L tumor cells infiltrate the surrounding tissue with its already existing microvascular system and its initially impermeable capillaries.
In a prior MRI study of a rat transient ischemia model with Gd-DTPA, the K i values obtained with simple Patlak plots (Patlak et al, 1983) were highly correlated with autoradiographic (ARG) single-time point estimates of K i for 14 C-sucrose, a molecule similar in size to Gd-DTPA (Ewing et al, 2003a) . A preliminary study on this same ischemia model with Gd-DTPA as the MR contrast agent and 14 Clabeled Gd-DTPA as the ARG tracer corroborate the preceding finding, showing good agreement between the Gd-DTPA influx constants determined by the two different techniques.
In their original publication, Patlak et al clearly stated that the purpose of the multiple-time graph was to check the plotted data for linearity. If linearity was found for all or part of the curve, then influx dominated the distribution process during that period, and the slope of the line was equal to the influx constant. If not found, then this approach cannot be used. Such testing was performed (Ewing et al, 2003a) , with no strong evidence of nonlinearity observed; K i was subsequently evaluated from the line. In the present tumor study, nonlinearity was apparent across the typical time period of an experiment, even when Gadomer-a much larger and presumably less permeable MRCA than Gd-DTPA-was employed. Accordingly, the generalized Patlak graphical approach (Patlak and Blasberg, 1985) was applied. If the variable k b in equations (2) and (4) is understood to equal K i /v e , then the generalized Patlak approach and the consensus model are formally identical. This provides a valuable linkage between the Patlak graphical approach for MRI data and the consensus approach. In fact, the generalized Patlak, the original Patlak, and the hypothesis of no leakage at all form a set of nested models, which we have labeled 3, 2, and 1, respectively, to indicate the number of parameters estimated in each. These series of models collectively form an extended methodology for MRI studies of vascular permeability.
That the underlying models examine the linearity of the blood and tissue data is important, since it considerably simplifies the job of comparison between them, both in statistical theory and in the very necessary visual inspection of the plots. An examination of Figure 3 , for instance, reveals that the data graphed under Model 2 are clearly nonlinear after the first 3 points, whereas those plotted under Model 3 form a straight line over the entire period of the experiment. To look at this in a different way, however, the first three points of Figure 3 plotted via Model 2 form a decent straight line and define a short period of linearity, are virtually identical to those of Model 3, and yield similar values of K i and v D .
Model 3 offers the best resolution of our data and the best estimates of v D and K i . In setting a threshold for the acceptance of an F-test, it was judged that a Type I error (i.e., accepting evidence for nonlinearity when there was none) would not be a damaging error. In the worst case, some additional error might be introduced to the estimates of v D and K i . This outcome was judged to be nonthreatening, and the level of acceptance of this type of error set to 5%, Bonferroni-corrected for multiple comparisons. Our experience with this criterion has generally been positive, with the outcomes matching visual examination.
In our previous study of a transient ischemia model (Ewing et al, 2003a) , the agreement of Model 2 estimates of K i with those of autoradiography did raise the question as to why MRI estimates of v D were much higher than might be reasonably expected for the blood volume of a ischemia-injured tissue, and in fact higher than an estimate produced by dynamic contrast studies conducted immediately before the permeability studies. One possibilitythat enhanced water exchange across a damaged BBB increased the effect of the MRCA-has been ruled out on theoretical grounds (Cao et al, 2005) . Two other possibilities, which are not mutually exclusive, remain.
First, the artifact could be attributed to a significant nonlinearity in the Patlak plot introduced by tissue-to-vascular efflux. The efflux-corrected Model 3 estimates of v D were approximately half those found with uncorrected Model 2. The second likely source of artifact was our decision to use a different MRI sequence to follow the initial period of indicator circulation and uptake, the missing data problem. Our subsequent analysis indicated that the missing blood data could be found in the y-intercept of the Patlak plot and that the estimate of v D from the plot should vary linearly with K i . With the assumption that the arterial concentration-time course varied little from animal to animal, the amount of missing blood data and a better estimate of v D could be evaluated from the tissue-blood findings of the entire group of rats. In this case, this contribution reduced the estimate of v D from 6.7% to 1.6%.
Some consideration of our experimental design is in order. The sampling rate was approximately 145 secs per point for the 25-min period. It was slower than other recent experiments and is not practical if these procedures are to be translated to human brain tumor studies. Moreover, we note from inspection that the first three points-approximately 9 mins (Figure 3 )-of most Patlak plots were coincident for Models 2 and 3, thus defining an interval in which it can be expected that MRCA efflux is negligible and Model 2 estimates of transfer constant can be used. In situations where influx is comparable to that of the current work and MRI data can be obtained at 1-min intervals, then the first 5 to 10 min of data might be linear by Model 2 analysis, and the transfer numbers might be measurable without further modification. This is important to recognize when, for example, to compare multipletime MRI estimates of microvascular permeability in brain tumor models with those of single-time ARG measurements. Sampling 'as fast as possible' might not be ideal, since this complicates the task of estimating the arterial input function, and raises the problem of timing the arrival of indicator in the tissue. We chose to sample slowly enough so that the change in sagittal sinus indicator concentration could be taken as the arterial input function. The validity of this approach depends on several assumptions. First, most of the tissue draining into the saggital sinus is assumed to be normal and no MRCA is lost from the blood into brain en passage through such portions of the brain. Second, it is presupposed that the presence of the tumor itself does not extract sufficient MRCA from the blood to seriously affect the shape of the venous concentration curve. Thirdly, the lag time between MRCA passage through the microvascular networks and sagittal sinus (3 to 6 secs) is assumed to not introduce a significant uncertainty into the timing of the experiment.
The second assumption is particularly important, since it interacts with the first-pass extraction of the MRCA. If there is a large first-pass extraction, it is necessary to sample the tissue curve at high frequency and determine the input function in an artery close to the tissue. This points to the difficulties presented in the current clinical setting, where only small MRCAs (less than 1 kDa) are approved for use in humans. In aggressive tumors, or any other lesion with highly permeable microvessels, quantifying vascular permeability via MRCA uptake and clearance may become extremely difficult because of the necessity for rapid and precise estimates of MRCA concentration in both arterial blood and tissue. This suggests the need for clinically approved macromolecular MR contrast agents.
While the experimental design of permeability studies in an aggressive cerebral tumor has been investigated herein, the need for protocol flexibility in other settings must be emphasized. Among the various neuropathological models, there is almost certainly a broad range of microvascular permeabilities between and within lesions. This necessitates the selection and usage of an MRCA of appropriate size, a duration of study, and analytical models that fit the operating characteristics of the permeability measurement. To its advantage, the expanded or serial Patlak graphical approach offered in the present work linearizes an essentially nonlinear problem, allows the visual examination of data for the period of linearity, formally tests for alternative models, and even evaluates the systematic errors due to missing arterial data.
The Effect of Missing Initial Arterial Data
Suppose that the data do follow the model of equation (1):
This is a reasonable assumption for early time points, well-supported by observation (see Figure  3 ). Let us assume that, for some initial period trt 0 , neither tissue nor arterial data are measured, and then the measurement is taken up after t 0 . The observed relationship between tissue concentration and arterial concentration at t 0 is
This, then, is the apparent zero intercept of the Patlak plot with missing initial data. After t 0 , we begin measuring, and the relationship between the tissue and arterial concentration becomes:
Thus, the integral between 0 and t 0 appears in the yintercept, and v D is over estimated by the amount K i R t 0 0 C p ðtÞdt=C p ðt 0 Þ. If this is true, the apparent distribution volume V D 0 should be related to the true distribution volume via the following relationship:
and a plot of V D 0 versus K i in our sample of 15 studies will display a relationship with a slope equal to R t 0 0 C p ðtÞdt=C p ðt 0 Þ, and a y-intercept of the true distribution volume, v D .
