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Abstract
In the framework of quantum information geometry, we derive, from quantum relative
Tsallis entropy, a family of quantum metrics on the space of full rank, N level quantum states,
by means of a suitably defined coordinate free differential calculus. The cases N = 2, N = 3
are discussed in detail and notable limits are analyzed. The radial limit procedure has been
used to recover quantum metrics for lower rank states, such as pure states.
By using the tomographic picture of quantum mechanics we have obtained the Fisher-
Rao metric for the space of quantum tomograms and derived a reconstruction formula of the
quantum metric of density states out of the tomographic one. A new inequality obtained
for probabilities of three spin-1/2 projections in three perpendicular directions is proposed
to be checked in experiments with superconducting circuits.
1
1 Introduction
In all theories where a probabilistic aspect or interpretation is present, we face the problem of
estimating the distance between two different probability distributions. Thus, by dealing with
the abstract space of probability distributions on some sample space, we abstractly deal with
all theories where probabilities play a relevant role. Probability distributions form a convex
set because any convex combination of probability distributions is again a probability distri-
bution. Those probability distributions which cannot be written as combinations are called
extremal states. From the mathematical point of view, probability distributions constitute a
simplex. The statistical-probabilistic interpretation of quantum mechanics originates from Born
who provided an interpretation of the quantum mechanical wave functions as probability am-
plitudes. When pure quantum states are described by rank-one projectors, it is immediate to
recover that mixed quantum states are indeed a convex body whose extremal states are pure
states. Thus not only probabilities but also probability amplitudes are a convex set. In changing
the point of view from probabilities to probability amplitudes, we shift from a classical descrip-
tion to a quantum description, the most important aspect being now the possibility of describing
interference phenomena.
It is then a natural question to look for distances on the space of probability amplitudes
instead of probability distributions. This question was indeed addressed by Wootters in his doc-
torate dissertation. He found [1] that a natural distance is related with the Fubini-Study metric
on the space of pure states (rays of the Hilbert space associated with any quantum system). In a
relatively recent paper [2] it was also shown that the Fubini-Study metric may be related to some
quantum generalization of the classical Fisher-Rao metric [3] when wave functions are written in
a polar representation and we restrict to a manifold of states characterized by a constant phase.
A notion of Riemannian metrics on the space of density matrices was discussed in [4].
If in addition to the distance (or distinguishability) of two probability distributions we also
consider transformations on the space of probability distributions, for instance coarse graining
transformations, it is quite natural to require that the distinguishability of two distributions does
not increase when two distributions are transformed into two coarser ones.This goes under the
name of monotonicity requirement. For simplices, that is fair probability distributions, Chentsov
[5] has shown that the only metric whose induced distance enjoys this monotonicity condition
is the Fisher-Rao metric [3]. In the infinite dimensional case the unicity of the Fisher-Rao
metric has been proven by Michor in [6]. In the quantum setting, i.e.,working with probability
amplitudes rather than with fair probabilities, D.Petz [7] has shown that metrics satisfying
the monotonicity condition do not have just one representative but there are many of them
characterized by an operator monotone function.
One could say that the presence of a phase in addition to the amplitude spoils the uniqueness.
Very much as for the polar representation of complex wave functions, the polar decomposition
of states in a unitary matrix and a positive one, calls for the combination of a metric along the
unitary orbit and a metric along the positive part. The required invariance under the unitary
group allows for a relative multiplicative function between the two contributions, which has to
be unitarily invariant and depending only on the spectrum of the state which characterizes the
given orbit. By factorizing an overall factor, we are left with a conformal family of metrics,
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each one characterized by a function [8]. The monotonicity requirement further constraints this
function so that it may be associated with a monotone operator function as discovered by Petz
[7].
Probabilistic theories include both Information Theory and Quantum Mechanics. It is there-
fore conceivable that geometry be a common playground for both, giving rise to Geometric
Information theory, which deals with a manifold of probability distributions (probability ampli-
tudes for the quantum case) on some sample space X, considered as a Riemannian manifold M
endowed with a pair of dually related connections [9, 10]. 1.
It is well known that the Hermitian metric on the space of pure states (or the Hermitian
metric on the Hilbert space) may be derived from a potential, what is called the Ka¨hler po-
tential, which gives not only the Fubini-Study metric but also the symplectic structure. It is
therefore natural to ask if the quantum metrics defined on the space of quantum states, or the
space of probability amplitudes, may also be derived from a potential. The search for a gener-
ating potential had been already addressed by Amari [9, 10] in the classical framework. These
potentials often go under different names, such as divergence functions, contrast functions or
distinguishability functions. Because of their properties, which we shall detail in Section 2, many
relative entropies belong to the family and have been used as potential functions. Metric tensors
and connections are obtained by means of a proper Taylor expansion around critical points of
potential functions. Roughly speaking, by taking the Taylor expansion in the neighbourhood of
a critical point, we have
F (x)− F (x0) = 1
2
∂2F
∂xj∂xk
δxjδxk +
1
6
∂3F
∂xj∂xk∂xl
δxjδxkδxl + ... (1.1)
Thus, the second order term may be associated with a metric, while the third order one is related
with a connection.
As we shall see, these potential functions are two-points functions, which may be given very
often the interpretation of cross-entropy, or relative entropy, which roughly speaking represent
a kind of “directed” distance between two probabilities and possess the appealing property of
correlating a posteriori to a priori situations, therefore pointing at dynamics rather than stat-
ics (a property of entropy). This procedure is well established in the classical setting but, for
the quantum case, in order to consider the Taylor expansion we would need a noncommutative
differential calculus, because we should expand around states which are described by noncom-
mutative matrices. In order to circumvent this problem we use exterior differential calculus on
the unitary group and the quotient space of orbits, each orbit being a coadjoint orbit of the
unitary group. In the present paper we use as potential function the Tsallis relative q-entropy.
To the best of our knowledge, the method of calculus is quite novel, and the analysis of quantum
metrics associated with Tsallis entropy is also new. For particular values of the parameter q,
known metrics are retrieved as we shall duly stress in the paper.
We start from the consideration that a simplex of classical probabilities may be “quantized”,
i.e. described in a quantum framework, by associating with every probability vector a coadjoint
orbit of the unitary group acting on the dual space of its Lie algebra. This association, probability
1Also see [11] who was the first to introduce an affine connection on the parameter space manifold, and explained
the role of the embedding curvature of the statistical model in the relevant space of probability distributions.
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vector → density matrix, is provided by the following procedure. A probability vector, say
(p1, p2, ..., pN ) is implemented as a density matrix by setting
ρ(U, ~p) = U

p1 ... 0
0 p2 ...
... ... ...
0 ... pN
U † (1.2)
In this way, we “quantize” the classical simplex by considering the union over it of the cor-
responding coadjoint orbits, each one going through a probability vector identified with the
diagonal elements of a density matrix.
This union of orbits is the space of all quantum states and turns out to be a stratified
manifold [12] with the boundary being a non-smooth manifold and therefore differential geo-
metric considerations will require additional care. We have to distinguish between orbits passing
through density matrices of different ranks and those with different spectra. We shall postpone
to a future paper a more thorough treatment of the subject, here we shall mainly deal with
specific situations and simple examples.
As it is well known, an alternative picture of quantum mechanics is the quantum tomographic
picture (for a recent review see [13, 14] and refs. therein), which in turn can be considered from
the view point of deformation quantization [15, 16] (also see [17] for a derivation of an SU(2)
related star product). Quantum tomograms are fair probability distributions, therefore the
Fisher Rao metric can be defined without ambiguities by means of Chentsov theorem. In section
4 we shall address this problem and compare the tomographic metric with the family of quantum
metrics computed in section 3. Moreover, starting from the observation that there is a one to one
correspondence between quantum states and tomograms through invertible maps (the so called
“quantizer-dequantizer” procedure) we look for a reconstruction formula for quantum metrics
in terms of the tomographic metric. In such a setting, unicity issues of the quantum metric
are addressed. As an example of the tomographic picture of quantum states we present the
expression of the density matrix of spin-1/2 system (qubit state) in terms of three probabilities
of spin-projections on three perpendicular directions. We obtain a new inequality (uncertainty
relation) for these three probabilities and discuss a possibility of its checking in experiments
with superconducting circuits.
The paper is organized as follows. In section 2 we review the description of metrics and dual
connections in terms of potential functions on the space of classical probabilities by introducing
a suitable differential calculus. In section 3 we move to the quantum setting and derive, using
the relative Tsallis entropy, a new family of quantum metrics for N level systems. In section 4 we
introduce the corresponding quantum tomograms and compute the related metric. In section
5 we switch to Gaussian symplectic tomograms, which are probability distributions defined
on an infinite-dimensional statistical manifold, as opposed to the previous situation. The two
appendices are dedicated to the computation of dual connections and curvature for the two-level
case. We finally conclude with a short summary and perspectives.
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2 Metrics from potentials
In this section we shall review the derivation of geometric structures such as a Riemannian
metric and dually related connections on the space of probability distributions [10]. We shall
also introduce a differential calculus which can be readily extended to the quantum case.
Let M be a space of parameters, assumed to be a smooth manifold, characterizing a family
of states of a given system. According to [10] and refs. therein, a metric can be defined on
such a space starting from a potential function F . This is a positive definite, convex function
F :M ×M → R
i) F (x, y) > 0 ∀x 6= y
ii) F (x, y)|x=y = 0
If we further assume F to be differentiable , then dF (x, y)|x=y = 0.
On considering the diagonal immersion i :M →M ×M , condition ii) may be expressed as
i∗F = 0, so that, assuming differentiability, i∗dF = 0.
Being F a function onM×M we shall introduce a differential calculus defined on the product
manifold in terms of bi-forms2. A bi-form γ of degree (p, q) is an element of the F(M ×M)-
module Ωp(M)⊗ Ωq(M) with p, q 6= 0, locally given by
γ(x, y) =
∑
j1..jp;k1,...,kq
f(x, y)j1..jp;k1,...,kqdx
j1 ∧ ... ∧ dxjp ⊗ dyk1 ∧ ... ∧ dykq (2.1)
and exterior derivative
d⊗ 1 : γ ∈ Ωp(M)⊗ Ωq(M)→ Ωp+1(M)⊗ Ωq(M) (2.2)
1⊗ d˜ : γ ∈ Ωp(M)⊗ Ωq(M)→ Ωp(M)⊗ Ωq+1(M) (2.3)
and we shall omit the tensor product when there is no ambiguity. This differential calculus
allows for a coordinate free definition of the metric tensor introduced in Eq. (1.1) as
g(X,Y ) := −i∗
(
(d d˜ F )(Xl, Yr)
)
= −i∗(LXlLYrF ) (2.4)
where LX indicates the Lie derivative. Specifically the vector fields X,Y ∈ X(M) on the left
hand side (LHS) are identified with their image into X(M ×M) on the RHS, according to the
immersion of the F(M)-module X(M) into the F(M ×M)-module X(M ×M) as X → Xl⊕{0}
and Y → {0} ⊕ Yr. Specifically, by using the projections
M ×M πr→ M
↓ πl
M
(2.5)
we have the following relations
il∗(X) = Xl such that LXlπ
∗
rf = 0 LXlπ
∗
l f = π
∗
l (LXf) f ∈ F(M) (2.6)
2See for example [18] pag. 440 def. 9.1
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and analogous relations for Xr. We find that g is symmetric
g(X,Y )− g(Y,X) = −i∗(L[Xl,Yr]F ) = dF [Xl, Yr]diag = 0 (2.7)
and f -linear
g(fX, Y ) = −i∗(π∗l fLXlLYrF ) = f g(X,Y ); g(X,hY ) = −i∗(LXl(π∗rh)LYrF ) = h g(X,Y ).
(2.8)
Positivity follows from i) and ii) because x = y is a minimum. In local coordinates (x, y) on
M ×M we have from (2.4)
gjk = − ∂
2F
∂xj∂yk
|x=y = −i∗
(
∂2F
∂xj∂yk
)
. (2.9)
An affine connection ∇ and its dual are defined on M through the relations
g(∇XY,Z) := −i∗(LXlLYlLZrF ) (2.10)
g(∇∗XY,Z) := −i∗(LZlLXrLYrF ) (2.11)
and the so called skewness tensor3 [10]
T (X,Y,Z) = g(∇XY −∇∗XY,Z), X, Y, Z ∈ X(M). (2.15)
which is symmetric. In local coordinates we have
Γljk(x) = − ∂
3F
∂xj∂xk∂yl
|x=y
Γ∗ljk(x) = −
∂3F
∂yj∂yk∂xl
|x=y
Tljk(x) = Γljk(x)− Γ∗ljk(x) (2.16)
The two connections ∇,∇∗ are easily checked to be torsionless. Indeed we have
0 = g(∇XY −∇YX,Z) = −i∗(LZr(LXlLYl − LYlLXl)F ) (2.17)
and analogously for ∇∗.
Manifolds of interest in information geometry are [10] statistical manifolds P (χ) of probability
densities p(x) on a measure space χ, x ∈ χ, and, in particular, the spaces of parameters of
statistical models. The latter are families of probability densities p(x; ξ) parametrized by a set
of n variables ξ = [ξ1, ..., ξn], so that the map ξ → p(x; ξ) is injective. The space of parameters
is required to carry the structure of a differential manifold and can be equipped with the two
3Let us verify that this is indeed a tensor. For that, it has to be f -linear in all three vector fields. We have
T (fX, Y, Z) = fT (X,Y, Z) + i∗ [Zl(pi
∗
r (f))LXrLYrF ] = fT (X,Y, Z) (2.12)
T (X,Y, hZ) = hT (X,Y, Z)− i∗ [LXl (Yl(pi∗rh)LZr )F ] = hT (X,Y, Z) (2.13)
T (X,uY,Z) = uT (X,Y, Z)− i∗ [(Xl(pi∗l u)LYlLZr −Xr(pi∗ru)LZlLYr )F ] = uT (X,Y, Z) (2.14)
with f, h, u ∈ F(M). The unwanted contribution in each of the equations above being zero either because the
derived function does not depend on the deriving field (Eqs. (2.12) and (2.13)), or (Eq. (2.14)) because it is the
difference of two terms which coincide when evaluated at x = y.
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tensors defined above, the metric g and the skewness tensor T . The triple (Σ, g, T ) is usually
referred to as a statistical model.
As an example, let us consider p ∈ P, {p = p1, ..., pn} with pi ≡ p(xi), i = 1, ..., n the
probability distribution associated to the value xi of a discrete random variable X. We can
define a potential by means of the Shannon entropy H = −∑j pj log pj, and introducing the
relative entropy
H(p, q) =
∑
j
pj(log pj − log qj) p, q ∈ P. (2.18)
As an alternative, we could also consider the potential function
F (p, q) = 4(1 −
∑
j
√
pjqj) (2.19)
It is possible to verify that both these potentials define the same metric on the parameter space,
which in this case is identified with the statistical manifold itself, P. Indeed we have from Eq.
(2.18)
gHjk(p) = −
∂2H(p, q)
∂pj∂qk
|p=q = δjk 1
pk
(2.20)
while from Eq. (2.19)
gFjk(p) = −
∂2F (p, q)
∂pj∂qk
|p=q = δjk 1√
pkqk
|p=q = δjk 1
pk
(2.21)
both yielding the Fisher-Rao metric
g =
∑
j
pjd ln pj ⊗ d ln pj . (2.22)
On the contrary we obtain for the connection
ΓHjkl(x) = (Γ
H)∗jkl(x) = 0
ΓFjkl(x) = (Γ
F )∗jkl(x) = −
1
2p2k
δjlδjk (2.23)
which is flat in both cases. The divergence function in Eq. (2.19) possesses some interesting
properties. We shall come back to it in Section 4.4.
3 Quantum metric from the relative Tsallis entropy
Having in mind the geometric description of Quantum Mechanics, the “potential function”
description turns out to be very convenient also to describe metrics on the space of quantum
states. The states of a given quantum system are characterized in terms of density operators.
The parameter space M is now given by the space of parameters, {ξ}, identifying a family of
states ρ(x, ξ). Analogously to the classical situation analyzed in the previous section we can use
relative entropy functions as the starting potential.
To this end let S(ρ, ρ˜) be the relative Tsallis entropy
S(ρ, ρ˜) = (1− Tr ρqρ˜1−q)(1− q)−1 (3.1)
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with q a positive real parameter and ρ, ρ˜ representing two different quantum states. This is
nothing but an α divergence function with α = 2q− 1 (see [10] for details). As such, it is closely
related to the Re´nyi relative entropy (see [19] for recent applications).
S is a function in F(M ×M), with M the parameter space. The Tsallis entropy can be
regarded as a regularization of the von Neumann entropy, with the logarithm replaced by the
q-logarithm function
logq ρ =
1
1− q (ρ
1−q − 1). (3.2)
Indeed, in the limit q → 1 Eq. (3.1) reproduces the relative von Neumann entropy:
lim
q→1
(1− Tr ρqρ˜1−q)(1 − q)−1 = Tr ρ(ln ρ− ln ρ˜). (3.3)
This function S satisfies conditions stated at the beginning of section 2, that is, it characterizes
as a potential function. Inspired by Petz [7, 20], let us introduce the divergence function
STs(ρ, ρ˜) =
1
q
STs(ρ, ρ˜) (3.4)
which is equal to the Tsallis relative entropy rescaled by a factor of 1/q. This function is
symmetric under the exchange ρ→ ρ˜, and q → (1− q). Moreover, it gives the same q → 1 limit
as STs, but, for q → 0, the expression
lim
q→0
q−1STs(ρ, ρ˜) = Tr ρ˜(ln ρ˜− ln ρ) (3.5)
which is the von Neumann relative entropy with respect to ρ˜. Therefore, we choose to use the
rescaled function STs(ρ, ρ˜) for the rest of the article.
From now on, we shall consider N -level (finite) quantum systems. The space of parameters
M coincides with the space of states itself. This is a stratified manifold, with strata determined
by the rank of the states and given by the union of unitary orbits of SU(N), of different
dimension [12, 21]. We shall study in detail the cases N = 2 and N = 3. Unitary orbits can
be naturally identified with spheres in RN
2−1 only for N = 2, where the total space is therefore
the Bloch ball, while in higher dimensions the embedding of quantum states into a closed ball in
RN
2−1 is not surjective. Unitary orbits have different dimensions and they are not in one-to-one
correspondence with spheres. Therefore the case N = 3 is particularly interesting as an instance
of such a fundamental difference.
The density matrices ρ, ρ˜ can be parametrized in terms of diagonal matrices and unitary
transformations
ρ = Uρ0U
−1, ρ˜ = V ρ˜0V
−1 (3.6)
where U, V ∈ SU(N) are special unitary N × N matrices, with N labeling the levels. Clearly,
the unitary matrices U, V are determined only up to unitary transformations by elements in the
commutant of ρ0 or ρ˜0.The diagonal matrices associated with states, form a simplex, therefore,
if we limit the analysis to faithful states, we can consider the space to be parametrized by
some homogeneous space of SU(N), i.e., SU(N) quotiented by the stability group of the state
times the open “part” of the simplex to which the diagonal part of the state belongs. As the
homogeneous spaces of SU(N) are not parallelizable , we shall consider the differential calculus
we are going to use as carried on the group SU(N) times the open part of the simplex. We
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shall apply it to the subalgebra of covariant tensor fields generated by the functions f(states)
pulled-back to SU(N) times the interior of the simplex.
According to the definition given in eq. (2.4) we have
g = −i∗d d˜STs(ρ, ρ˜) = (q(1− q))−1 i∗ Tr dρq ⊗ d˜ρ˜1−q (3.7)
with exterior derivatives respectively acting on ρ, ρ˜. When acting on functions defined onM×M
they can be defined as follows
d = θjLXj , d˜ = θ˜
jLX˜j (3.8)
with (Xj , θ
j), (X˜j , θ˜
j), dual bases of vector fields and one-forms on each copy of M4. The tensor
product is to be understood in the space of one-forms, providing us with a bi-form, whereas the
trace is defined on the space of N ×N matrices. We now use
dρq = d(Uρq0U
−1) = dUρq0U
−1 + Udρq0U
−1 − Uρq0U−1dUU−1 (3.9)
d˜ρ˜1−q = d(V ρ˜1−q0 V
−1) = dV ρ˜1−q0 V
−1 + V dρ˜1−q0 V
−1 − V ρ˜1−q0 V −1dV V −1 (3.10)
and perform the pullback to the manifold M (which amounts to put ρ˜0 = ρ0 and U = V,U
−1 =
V −1), so to have
gq = (q(1− q))−1 Tr
(
[U−1dU, ρq0]⊗[U−1dU, ρ1−q0 ]+q(1−q)ρ−10 dρ0⊗dρ0
)
≡ gtanq +gtransq (3.11)
which, due to the lack of mixed terms, may be split into “tangent” and “transversal” part to the
orbit of the unitary group. Eq. (3.11) is one of the main findings of the present paper. It is a
general result for N level systems. The approach we have followed in order to obtain the family
of metrics in Eq. (3.11) is not restricted to Tsallis relative entropies but can be generalized to
any other potential function. We shall come back to the subject in a forthcoming paper.
In the next section we shall specialize to definite examples with N = 2, 3. We notice in eq.
(3.11) that we have two distinct contributions, the first one is the tangent contribution to the
orbits of SU(N) in the space of states, at fixed ρ0; this is a purely quantum term, which is related
to the “phase”; the second one instead represents the metric in the direction transversal to the
orbits; this is a “classical” part. Let us notice that the transversal part is certainly degenerate
for pure states.
Let us recall that, for any Lie group n-dimensional Lie group G, realized as group of matrices,
the fundamental Maurer-Cartan one-form g−1dg := θjτ
j yields a basis of left-invariant one forms
θj, j = 1, ..., n, while τ
j, j = 1, ..., n are a basis for the matrix Lie algebra of G. When G is the
unitary group θj are the analogue of phases for the wave functions expressed in polar coordinates.
3.1 The limit q → 1
in order to recover the metric obtained from the relative von Neumann entropy (3.3), it is
instructive to perform the limit q → 1 in Eq. (3.11). The transversal part, related to diagonal
matrices, simply gives
gtrans1 = Tr ρ
−1
0 dρ0 ⊗ dρ0 = Tr ρ0d ln ρ0 ⊗ d ln ρ0 (3.12)
4Notice that when acting on generic p-forms, (3.8) have to be generalized to d = θj ∧ LXj − θj ∧ diXj and
similarly for d˜. Indeed, from the definition LX = iXd+ diX , we have θ ∧ LX = θ ∧ iXd+ θ ∧ diX from which the
result, observing that, on a basis θj ∧ iXj = 1
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whereas the tangential part is given by
gtan1 = lim
q→1
(q(1− q))−1 Tr
(
ρ1−q0 U
−1dUρq0 ⊗ U−1dU − U−1dUρ0 ⊗ U−1dU
)
+ lim
q→1
(q(1− q))−1 Tr
(
U−1dU ⊗ ρ1−q0 U−1dU
)
ρq0 − U−1dU ⊗ U−1dUρ0
)
= lim
q→1
Tr
(
ln ρ0ρ
1−q
0 U
−1dU ⊗ ρq0U−1dU − ρ1−q0 U−1dU ln ρ0ρq0 ⊗ U−1dU
+ U−1dU ln ρ0ρ
1−q
0 ⊗ U−1dUρq0 − U−1dUρ1−q0 ⊗ U−1dUρq0 ln ρ0
)
(3.13)
Performing the limit we finally obtain
g1 = Tr ρ
−1
0 dρ0 ⊗ dρ0 + Tr [U−1dU, ln ρ0]⊗ [U−1dU, ρ0]. (3.14)
We shall come back to this expression later on.
Let us notice that, in the limit q → 0 we get exactly the same result.
The general treatment illustrated in this section is closer in spirit to what is known in
the literature as “nonparametric” description [22]. In what follows we shall consider states
parametrized by real differential manifolds [23] so that they carry a differential calculus.
3.2 Two level systems
For a two level system the relevant group of unitary transformations is SU(2). The matrix
valued one-form U−1dU is the left invariant one-form on the group and can be written in terms
of Pauli matrices and basic left-invariant one forms:
U−1dU = iσjθ
j. (3.15)
The diagonal density matrix ρ0 is characterized in terms of a single real parameter −1 ≤ w ≤ 1,
that is
ρ0 =
1
2
(σ0 +wσ3). (3.16)
with σ0 the identity matrix. We have then
ρq0 =
(
(1+w2 )
q 0
0 (1−w2 )
q
)
(3.17)
and similarly for ρ1−q0 , that is
ρq0 =
1
2
(aq + bq)σ0 +
1
2
(aq − bq)σ3 (3.18)
ρ1−q0 =
1
2
(a1−q + b1−q)σ0 +
1
2
(a1−q − b1−q)σ3 (3.19)
with
aq = (
1 + w
2
)q
bq = (
1− w
2
)q (3.20)
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and analogous expressions for a1−q, b1−q. In the two dimensional case the full density matrix
(3.6) can also be written as
ρ = Uρ0U
−1 =
1
2
(σ0 + w~x · ~σ) (3.21)
with the parameters xi functions of the unitary matrix elements through the relation
Uσ3U
−1 = ~x · ~σ (3.22)
which implies, on taking the square on both sides,
∑
i xixi = 1. The manifold of parameters
is therefore the three dimensional ball B2 with radius equal to 1. This is indeed a stratified
manifold, with two strata, one given by pure states , w2 = 1, the other by the union of unitary
orbits of SU(2), with 0 ≤ w2 < 1, passing through rank two states [12, 21]. On replacing (3.18),
together with (3.15) in the expression for the quantum metric (3.11) we finally arrive at
gq = (q(1− q))−1
(
q(1− q) 1
1− w2 dw⊗ dw+2(aq − bq)(a1−q − b1−q)(θ
1⊗ θ1+ θ2⊗ θ2)
)
(3.23)
where we have used, for the contribution which is tangent to SU(2) orbits, the relation
[U−1dU, ρq0] = (bq − aq)θjǫkj3σk (3.24)
with the analogous one for ρ1−q0 , and σjσk = δjk + iǫ
l
jkσl. Let us recall that, when ρ, ρ˜ com-
mute, they can be simultaneously diagonalized, yielding just the transversal contribution, which
coincides with the Fisher Rao metric. In fact, posing 1+w2 = k1,
1−w
2 = k2 we have∑
j
kjd ln kj ⊗ d ln kj = 1
k1
dk1 ⊗ dk1 + 1
k2
dk2 ⊗ dk2 = 1
1− w2 dw ⊗ dw (3.25)
which coincides with the first term of Eq. (3.23). This result confirms the utility of introducing
the rescaling of 1/q in the definition of the Tsallis entropy. In terms of the parametrization
k1, k2 the metric (3.23) is finally rewritten as
gq =
∑
j
kjd ln kj ⊗ d ln kj + 2k
q
1 − kq2
q
k1−q1 − k1−q2
1− q (θ
1 ⊗ θ1 + θ2 ⊗ θ2) (3.26)
which will be used for higher dimensional comparison.
For two level systems we only have two strata. One is provided by rank two-states, the
other one by pure states, characterized by w2 = 1. In the chosen parametrization Eq. (3.23)
only holds inside the Bloch ball, that is, for invertible density states. In order to recover the
metric g0q for pure states living on the boundary of the Bloch ball, we follow the procedure
described in [24, 25] where a weak radial limit is performed. This amounts to evaluating the
scalar product of two tangential vectors, say Aˆ, Bˆ, at a point ρD strictly inside the Bloch sphere,
yielding gq(Aˆ, Bˆ)|ρD ; thus, only the tangential part of the metric contributes. To be definite
let us choose the density state ρD with k1 > k2. Then, we perform the radial limit along the
radius passing through ρD, up to the pure state ρP with eigenvalue k1 = 1, k2 = 0. This limiting
procedure yields
g0q = (q(1− q))−1 (θ1 ⊗ θ1 + θ2 ⊗ θ2) (3.27)
which is singular for q → 1, 0.
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For q = 1 let us first derive the expression for rank two density states (the case q = 0 can be
treated in the same way). This is obtained by performing the limit in Eq. (3.23) (or directly by
eq. (3.14)) to be
g =
1
1− w2 dw ⊗ dw + 2w ln
1 + w
1− w (θ
1 ⊗ θ1 + θ2 ⊗ θ2) (3.28)
which coincides with the result of [26, 27]. We recognize in Eqs. (3.23), (3.28), the transversal
contribution and the round metric of the sphere S2, with different coefficients. We observe that
for q = 1, 0, in agreement with Eq. (3.27), it is not possible to perform the radial limit procedure
to recover the metric for pure states because the coefficient of the tangential component diverges
for w→ ±1 (namely the radial limit and the limit q → 1, 0 commute and give a negative result).
The one-parameter families of metrics that we have obtained in Eqs. (3.23), (3.28) are in
agreement with the Petz classification theorem [7] that establishes a correspondence between
monotone metrics and operator monotone functions f : [0,∞[→ R, such that f(t) = t f(1/t)
hold for all positive t, with, for the two-levels case, monotone metrics written in the following
form:
g =
1
1− w2 dw ⊗ dw +
w2
(1 + w)f
(
1−w
1+w
)(θ1 ⊗ θ1 + θ2 ⊗ θ2) (3.29)
In order to prove that, it is convenient to pose
t =
1− w
1 + w
. (3.30)
Thus, the function f reproducing Eqs. (3.23), (3.28) is easily checked to be [28, 20]
f(t) =
q
tq − 1
1− q
t1−q − 1(t− 1)
2 (3.31)
for q 6= 1, 0 and
f(t) =
t− 1
ln t
(3.32)
for q = 1, 0, up to a normalization factor of 1/4. Let us observe that the radial procedure
described above can be understood in terms of the function f(t). According to [24, 25] the
radial limit is well defined if and only if f(0) 6= 0. This is indeed the case for q 6= 1, 0 but it is
not verified for q = 1, 0.
Finally, for completeness and to help the comparison with similar computations in informa-
tion geometry [10, 29, 30, 31, 32, 33], we conclude the discussion of the two-dimensional case
with the calculation of dual connections and related curvatures. The results are shown in the
appendices.
Since for a two level system the topological boundary coincides with the extremal case, we
shall consider in the next section the case of three level systems where the boundary of the open
submanifold of states with maximal rank contains two different strata of rank one and two.
3.3 Three level systems
For three level systems the relevant group of unitary transformations is SU(3). The parameter
manifoldM is a proper submanifold of 3×3 matrices. The strata are the union of unitary orbits
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of SU(3) (four- and six-dimensional sub-manifolds in R8) passing through rank one, two and
three density states.
The left invariant matrix-valued Maurer-Cartan one-form U−1dU can be written in terms of
Gell-Mann matrices5 λj , j = 1, ..., 8:
U−1dU = λjθ
j j = 1, ..., 8 (3.33)
with θj the basic left-invariant one forms, as in the previous case. The diagonal density matrix ρ0
may be written in terms of three real parameters k1, k2, k3 > 0, with the constraint k1+k2+k3 =
1. We have
ρq0 =
 k
q
1 0 0
0 kq2 0
0 0 kq3
 (3.34)
and a similar expression for ρ1−q0 . The matrix ρ0 can be expressed in terms of the traceless
diagonal matrices of su(3), which in the chosen basis are λ3 and λ8, and the 3 × 3 identity
matrix, λ0,
ρq0 = (αqλ0 + βqλ3 + γqλ8) (3.35)
ρ1−q0 = (α1−qλ0 + β1−qλ3 + γ1−qλ8) (3.36)
with
αq =
1
3
(
kq1 + k
q
2 + k
q
3
)
βq =
1
2
(kq1 − kq2)
γq =
kq1 + k
q
2 − 2kq3
2
√
3
(3.37)
and analogous expressions for α1−q, β1−q, γ1−q. We have thus
ρ = Uρ0U
−1 = λµx
µ = (
1
3
λ0 + x
jλj) (3.38)
with µ = 0, ..., 8 and λ0 the identity matrix 13. The condition Tr ρ = 1 imposes x
0 = 1/3. In
order to identify the manifold of parameters, we repeat the analysis of the two-levels case. From
(3.38) we have
U(β1λ3 + γ1λ8)U
−1 = xjλj, j = 1, ..., 8 (3.39)
which implies, after taking the square on both sides and the trace
2(β21 + γ
2
1) = 2
8∑
1
xjxj (3.40)
5We choose the following basis of traceless matrices:
λ1 =


0 1 0
1 0 0
0 0 0

 , λ2 =


0 −i 0
i 0 0
0 0 0

 , λ3 =


1 0 0
0 −1 0
0 0 0

 , λ4 =


0 0 1
0 0 0
1 0 0

 ,
λ5 =


0 0 −i
0 0 0
i 0 0

 , λ6 =


0 0 0
0 0 1
0 1 0

 , λ7 =


0 0 0
0 0 −i
0 i 0

 , λ8 = 1√
3


1 0 0
0 1 0
0 0 −2


13
or, in terms of the parameters k1, k2, k3, with the constraint k1 + k2 + k3 = 1
8∑
1
xjxj =
1
3
− (k1k2 + k2k3 + k1k3) (3.41)
which identifies the parameter manifold as a submanifold with boundary in R8. Details on the
manifold of parameters can be found in [21, 34]. Let us now evaluate the quantum metric (3.11)
for this case. The transversal term is easily computed to be
Tr ρ−10 dρ0 ⊗ dρ0 =
3∑
j=1
1
kj
dkj ⊗ dkj =
∑
j
kjd ln kj ⊗ d ln kj . (3.42)
Notice that the limit q → 1, 0 is regular.
In order to compute the term tangential to the unitary orbits in (3.11) we use
[U−1dU, ρq0] = 2iθ
j(βqf
k
j3λk + γqf
k
j8λk) (3.43)
with f lmn the structure constants of SU(3)
6. On using these expressions, together with (3.33)
we finally arrive at
Tr [U−1dU, ρq0]⊗ [U−1dU, ρ1−q0 ] = 8βqβ1−q
∑
j 6=3,8
θj ⊗ θj + 6(γqγ1−q − βqβ1−q)
∑
j 6=1,2,3,8
θj ⊗ θj
+ 2
√
3(βqγ1−q + β1−qγq)(
∑
j=4,5
θj ⊗ θj −
∑
j=6,7
θj ⊗ θj) (3.44)
so that the total metric is given by the sum of the two contributions
gq = Eq.(3.42) + Eq.(3.44). (3.45)
The case q = 1 is obtained as a limit to be
g =
3∑
i=1
kid ln ki ⊗ d ln ki + 8β¯β
∑
j 6=3,8
θj ⊗ θj
+
(
6(γγ¯ − ββ¯)) ∑
j 6=1,2,3,8
θj ⊗ θj + 2
√
3(βγ¯ + β¯γ)(
∑
j=4,5
θj ⊗ θj −
∑
j=6,7
θj ⊗ θj) (3.46)
with
β¯ =
1
2
ln
k1
k2
, γ¯ =
ln k1 + ln k2 − 2 ln k3
2
√
3
β =
k1 − k2
2
, γ =
k1 + k2 − 2k3
2
√
3
. (3.47)
Let us have a closer look at the tangential term given in Eq. (3.44). On using the explicit
expressions for β and γ in terms of the parameters k1, k2, k3 we obtain
gq =
3∑
i=1
kid ln ki ⊗ d ln ki
+
2
q(1− q) [ (k
q
1 − kq2)(k1−q1 − k1−q2 )(θ1 ⊗ θ1 + θ2 ⊗ θ2)
+(kq1 − kq3)(k1−q1 − k1−q3 )(θ4 ⊗ θ4 + θ5 ⊗ θ5)
+(kq2 − kq3)(k1−q2 − k1−q3 )(θ6 ⊗ θ6 + θ7 ⊗ θ7)] (3.48)
6We have [λi, λj ] = if
k
ijλk, where the only non-zero structure constants, are, for our choice of the Lie algebra
basis, f123 = 2, f147 = f165 = f246 = f257 = f345 = f376 = 1 ; f458 = f678 =
√
3
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which makes evident the splitting into three SU(2) copies (cfr. Eq. (3.26)). For k1 6= k2 6= k3
we have that the tangential part of the metric is the pullback of a six-dimensional orbit of U(3),
corresponding to U(3)/U(1) × U(1) × U(1), whereas for each two of them being coincident,
but different from the remaining one, that is kj = kl 6= km, j 6= l 6= m = 1, 2, 3 we find four-
dimensional unitary orbits which correspond to U(3)/U(2) × U(1) [21, 26].
Remarks. We observe that the radial limit procedure illustrated in the two-dimensional case
can be performed also in the present case for rank one (pure states) and rank two density states.
For pure states, by using horizontal vectors which are tangent to the orbits, we first get rid of
the transversal component of the metric and then, choosing for example k1 > k2, k3 we perform
the limit k1 → 1, k2, k3 → 0. We thus obtain
g0q =
2
q(1− q)
∑
j 6=3,6,7,8
θj ⊗ θj (3.49)
which is singular for q → 1, 0 as in the two-dimensional case discussed in the previous section.
Moreover, in the present situation we can perform another weak limit by evaluating the metric
over “partially transversal” vectors, namely those whose transversal part is zero when evaluated
over e.g. dk3. Then, for the remaining part of the metric, choosing k1 > k2 > k3 we can perform
the limit k3 → 0, k1 + k2 → 1. In this way we obtain the metric for the stratum of rank two
density states, which reads
g˜q =
2
q(1− q) [ (k
q
1 − kq2)(k1−q1 − k1−q2 )(θ1 ⊗ θ1 + θ2 ⊗ θ2)
+k1(θ
4 ⊗ θ4 + θ5 ⊗ θ5)
+k2(θ
6 ⊗ θ6 + θ7 ⊗ θ7)]k1+k2=1. (3.50)
It is straightforward to check that if we further perform the radial weak limit k2 → 0, k1 → 1
we get back the metric for pure states calculated above.
As a second remark let us observe that, in comparing our results with those contained in
[35, 26] different regularization procedures have been employed, which yield different results.
While in [35, 26] the starting point is the quantum Fisher information tensor and the symmetric
logarithmic derivative is employed, we have used the relative Tsallis entropy as a generating
function for the metric, which essentially amounts to define the logarithmic derivative through
the introduction of q-logarithms. When the symmetric logarithmic derivative is used to compute
the quantum Fisher tensor, the calculation involves the trace over three u(N) generators (includ-
ing the identity), thus yielding symmetric and antisymmetric terms, whereas our definition in
Eq.(3.7), consistently with it being directly the metric tensor, only involves the trace of two Lie
algebra elements, which can only be symmetric. However, our result has the same the structure
as the symmetric part of the Fisher tensor obtained in [26], Eq. (55), in the sense that it splits
into three SU(2) related contributions.
4 Tomographic metric for qudits
In this section we derive the tomographic metric for density matrices associated to d-levels
quantum systems, the so-called qudit states. In order to be coherent with the notation used up
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to now, we shall trade d for N , and talk about N level quantum states (because of the action
of SU(N)) although keeping the shorthand qudits. In view of this, we shortly review the spin
tomographic setting [36, 37, 38, 39].
The idea of spin tomography is to describe N-level quantum states by a family of fair prob-
ability distributions. We consider a resolution of the identity, say,
∑
j |ej〉〈ej | = 1, and define
Pj(ρ) = 〈ej |ρ|ej〉. We obtain in this manner a probability vector associated with every state
and every resolution of the identity. We get a family of probability vectors by using alternative
resolutions which may be obtained from the starting one by means of the action of a unitary op-
erator, say
∑
j u|ej〉〈ej |u† = 1, with u ∈ SU(N). We can compactly writeW(m|u), −j ≤ m ≤ j
representing the spin projection along the “z axis”, j(j +1) being the eigenvalues of the square
of the angular momentum.
I =
∑
m
|m〉〈m| (4.1)
is a decomposition of the identity as well as
Iu =
∑
m
u|m〉〈m|u† =
∑
m
|m,u〉〈m,u| (4.2)
for each u ∈ SU(N). The latter provides a basis in the unitarily rotated reference frame in the
Hilbert space, in correspondence of each u. Namely, the unitary matrix u labels the reference
frame where the spin states are considered. To each state represented by the density matrix ρ,
we associate the tomographic probability distribution W(m|u), through a specific dequantizer
operator, according to the general dequantization procedure [15, 16] ρ → W = Tr ρD, with
D(m,u) = u†|m〉〈m|u the spin-tomographic dequantizer. The spin-tomographic probability
distribution is thus given by the diagonal matrix elements of the density operator ρ, calculated
in the given reference frame, that is
W(m|u) = Tr
(
ρu†|m〉〈m|u
)
= 〈m|uρu†|m〉. (4.3)
This can also be interpreted as the conditional probability distribution of the spin projection
m, provided the unitary matrix u, namely the reference frame, is fixed. Such interpretation was
discussed in [40].
Eq. (4.3) is invertible, as shown in [37, 38, 41, 42, 43], if a sufficient number of reference
frames, so called quorum, is provided. Each reference frame is determined by choosing a specific
group element uk. Given the number of parameters N
2− 1 which identify the quantum state, a
minimal number of reference frames is equal to N + 1. This can be understood in the following
way: N2 − 1 is the dimension of the Lie algebra of the group SU(N) associated to the N -level
system. Its Cartan subalgebra, which is associated to the diagonal form of density states, is
N − 1 dimensional. The dimension of a possible quorum is the number of inequivalent ways
one can embed the Cartan subalgebra into the Lie algebra of SU(N). This number is equal to
N + 1.
4.1 Tomograms for qubits
Let us consider the density matrix associated to a two-level quantum system, as in (3.21)
ρ =
(
1+y3
2
y1−iy2
2
y1+iy2
2
1−y3
2
)
(4.4)
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with y21 + y
2
2 + y
2
3 = w
2 ≤ 1. It is straightforward to check that in the latter case the quorum is
equal to N +1 = 3 and it is represented by the three rotated reference frames obtained through
the unitary matrices
u1 = exp(i
π
4
σ2), u2 = exp(−iπ
4
σ1), u3 = 1 (4.5)
which generate, through adjoint action, rotations of the original reference frame with the spin
parallel to the z axis, to the reference frames where the spin is parallel to the x, y and (again)
z axes respectively. Indeed we obtain that the probability of measuring the spin projection
m = 1/2 in each reference frame is given by
W(1
2
|u1) ≡ 〈1
2
|u1ρu†1|
1
2
〉 = 1 + y1
2
(4.6)
W(1
2
|u2) ≡ 〈1
2
|u2ρu†2|
1
2
〉 = 1 + y2
2
(4.7)
W(1
2
|u3) ≡ 〈1
2
|u3ρu†3|
1
2
〉 = 1 + y3
2
(4.8)
and analogously, the probability of measuring m = −1/2, W(−12 |u) = 1−W(12 |u),
W(−1
2
|u1) ≡ 〈−1
2
|u1ρu†1| −
1
2
〉 = 1− y1
2
(4.9)
W(−1
2
|u2) ≡ 〈−1
2
|u2ρu†2| −
1
2
〉 = 1− y2
2
(4.10)
W(−1
2
|u3) ≡ 〈−1
2
|u3ρu†3| −
1
2
〉 = 1− y3
2
(4.11)
which imply
yk =W(1
2
|uk)−W(−1
2
|uk) = 2W(1
2
|uk)− 1. (4.12)
Thus, the inverse formula for the qubit density matrix is straightforwardly obtained by substi-
tuting in Eq. (4.4) the above relations,
ρ(W) = 1
2
(σ0 + (2Wk − 1)σk) (4.13)
where we have introduced the notation Wk ≡ W(12 |uk). This means that it is possible to write
the density matrices of arbitrary qubit states in terms of the tomographic probabilitiesW(m|uk),
which are specified by the corresponding quorum of reference frames.
To summarize, Eqs. (4.3) and (4.13) yield, for a generic, mixed, two-level quantum state, the
tomographic representation and its inverse formula. From a geometric point of view, we have
associated through an invertible map to each point in the Bloch sphere representing the manifold
of quantum states, a point in the Cartesian product, K, of three 1-simplices of tomographic
probabilities. To pure states on the boundary of the Bloch sphere, characterized by y21+y
2
2+y
3
3 =
1, are associated points on the boundary of the 1-simplex of tomographic probabilities. For
points on the boundary, only two reference frames are needed in order to reconstruct the state,
for example u1 and u3, so that the probability W2 is determined by the other two
(2W2 − 1)2 = 1− (2W1 − 1)2 − (2W3 − 1)2. (4.14)
To complete the geometric picture, we look for a reconstruction formula relating the tomographic
Fisher-Rao metric, which is available on the space of tomographic probabilities, to the family
of quantum metrics which we have derived in the previous section on the manifold of quantum
states. This will be the subject of next section.
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4.2 Tomograms for qutrits
Let us consider the density matrix associated to a three-level quantum system, as in (3.38)
ρ = xjλj =
 y1 y2 y3y4 y5 y6
y7 y8 y9
 (4.15)
which amounts to
y1 = x0 + x3 +
x8√
3
, y2 = (y4)∗ = x1 − ix2, y3 = (y7)∗ = x4 − ix5
y5 = x0 − x3 + x
8
√
3
, y6 = (y8)∗ = x6 − ix7, y9 = x0 − 2x
8
√
3
(4.16)
with y1 + y5 + y9 = 1. Alternatively one can use the Weyl basis for Hermitian matrices,
Esjk = Ejk + Ekj, Eajk = i(Ejk − Ekj), j < k
Esjj = Ejj (4.17)
where (Ejk)rs = δjrδks, which is more suitable for generalizations to any dimension.
It is straightforward to check that in the latter case the quorum, that is the number of
independent bases, is equal to N + 1 = 4.
The tomographic probability distribution W(m|u), where u is a given unitary matrix deter-
mining the reference frame, is given by
W(m|u) = 〈m|uρu†|m〉 m = 1, 0,−1 (4.18)
The spin-one projection m on the “z axis” has the probability W(1|u = I) = y1, W(0|u = I) =
y5, W(−1|u = I) = y9. The tomogram W(m|u) represents the probability of having projection
m in the rotated reference frame. It can be expressed by using the matrix-vector map as [44]
W(1|u) =
9∑
k=1
U1kyk
W(0|u) =
9∑
k=1
U5kyk
W(−1|u) =
9∑
k=1
U9kyk (4.19)
where the unitary 9×9 matrix U = u⊗u∗ and u∗ is the complex conjugate matrix of u. In order
to express the density matrix ρ in terms of tomographic probabilities we may use four matrices
U (k) = uk ⊗ u∗k, k = 1, .., 4, which give a sufficient set. The 3 × 3 matrices uk can be chosen
as matrices uk(φ, θ, ψ) = u(φk, θk, ψk) of an irreducible spin one representation of SU(2). As a
result, the matrices uk depend only on two of the three Euler angles (φk, θk, ψk). The uk are
determined by four unit vectors nk ≡ (sin θk cosφk, sin θk sinφk, cos θk) so that
W(m|uk) =W(m|nk) (4.20)
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Since
∑
mW(m|nk) = 1 we can choose W(1|nk) and W(0|nk) as the independent ones, so as to
have 8 independent probabilities obtained on varying nk. We pose
W(1|nk) =W2k−1, W(0|nk) =W2k, (4.21)
with k = 1, ..., 4. In view of Eqs. (4.19) we may write the equations connecting the eight
independent parameters of the density matrix (y9 = 1− y1 − y5) as
W2k−1 =
∑
1
8U (k)1j yj + U (k)19 (1− y1 − y5) (4.22)
W2k =
8∑
1
U (k)5j yj + U (k)59 (1− y1 − y5) (4.23)
with k = 1, ..., 4. By posing ~W = (W1, ...,W8)T and
~yred = (y
1, ..., y8)T (4.24)
we have
~W = A~yred + ~B (4.25)
where
B2k−1 = U (k)19 ; B2k = U (k)59 (4.26)
while the rows of the matrix A read
A2k−1,j = U (k)1j − U (k)19 (δj1 + δj5); A2k,j = U (k)5j − U (k)59 (δj1 + δj5) (4.27)
with k = 1, ..., 4. If A is non singular we recover the parameters of the density matrix yj as a
linear combination of the tomograms. We recall that U (k) = uk ⊗ u∗k. For particular choices
of the unitary matrices uk the matrix A can have diagonal form. This corresponds to a choice
of four different realizations of the Cartan subalgebra of SU(3) where the basis generators are
mutually orthogonal to each other. This amounts to single out four unit vectors nk, k = 1, ..., 4
such that, measuring the probabilities of spin projections m = 1, 0 on these directions, provides
the expression of the elements yj( ~W) of the density matrix.
4.3 The tomographic metric and the reconstruction formula
In this section we address the following problem. The qudit density matrix is uniquely re-
constructed if the tomographic probabilities of the qudit are known. On the other hand the
geometry of the tomographic probability space is known and the Fisher-Rao metric is uniquely
singled out by the monotonicity property (see [45] for a recent discussion in the qubit case). Is
it possible to reconstruct the quantum metric calculated in the previous section in terms of the
“classical” tomographic Fisher-Rao metric?
In order to understand such issues in a simple setting, we shall concentrate on the two-
dimensional case. The question above is related to another one. The quantum states contain
information on phases of the complex wave vector. Probability distributions such as the tomo-
grams of qubit states have no phases, but they determine the quantum states completely. What
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is the mechanism by which we recover the phases from nonnegative probability distributions?
We can understand this mechanism looking at Eq. (4.13). The off-diagonal elements of the den-
sity matrix encode the phases both for mixed and pure states. That is, phases are determined
by probabilities of spin projections when measured in all reference frames of a chosen sufficient
set. Therefore, the role of the chosen family of reference frames is crucial and specifies how to
recover the quantum state from classical tomographic probabilities.
In order to compute the tomographic metric we follow the approach described in the previous
sections. Let us consider the relative Tsallis entropy associated to tomographic probabilities
0 ≤ Sq(ρ, ρ˜, u, u˜) = (q(1− q))−1
(
1−
∑
m
Wρq(m|u) W˜1−qρ˜ (m|u˜)
)
(4.28)
with m = ±1/2, ρ, ρ˜ corresponding to two different states, with their reference frames, u, u˜. The
metric is obtained from an analogous expression to (3.7)
G = −i∗d d˜Sq(Wρ, W˜ρ˜) = (q(1− q))−1
∑
m
dWρq ⊗ dWρ1−q =
∑
m
Wρd lnWρ ⊗ d lnWρ (4.29)
which, as expected, has the form of the Fisher Rao metric on the space of tomographic prob-
abilities. This metric can be expressed in terms of the parameters characterizing the density
matrix, as follows
G(y, u) = Gjk(y, u)dyj ⊗ dyk (4.30)
with
Gjk(y, u) = − ∂
2Sq
∂yj∂y˜k
(ρ = ρ˜, u = u˜) =
1
W(1/2|u)W(−1/2|u)Cjk(u) (4.31)
where the matrix Cjk depends on the reference frame, i.e. only on the unitary matrix u. It reads
C =
 (Re(u11u∗12))2 Im(u11u∗12)Re(u11u∗12) Re(u11u∗12)(|u11|2 − 12)Im(u11u∗12)Re(u11u∗12) (Im(u11u∗12))2 (Im(u11u∗12))(|u11|2 − 12)
Re(u11u
∗
12)(|u11|2 − 12) (Im(u11u∗12))(|u11|2 − 12 ) (|u11|2 − 12 )2
 (4.32)
Three unitary matrices specifying the quorum of reference frames are
Cjk(u1) =
1
4
δj1δk1, Cjk(u2) =
1
4
δj2δk2, Cjk(u3) =
1
4
δj3δk3 (4.33)
with all the other entries equal to zero. On replacing in Eq. (4.31) we obtain
Gjk(ul) =
1
4
1
Wl(1−Wl)δjkδkl (4.34)
from which we get
Wk =
1±
√
1− 1/Gkk
2
(4.35)
with Gkk the diagonal elements of the matrix (4.34). Thus, each one of the tomographic metrics
is degenerate. However, from these degenerate metrics one can reconstruct the metric obtained
from the quantum relative entropy (3.28) Indeed, recalling that
2Wk − 1 = yk (4.36)
we get
yk = ±
√
1−G−1kk . (4.37)
This provides the expression of the quantum metrics gq(y) in terms of the tomographic metric
G(u).
20
4.4 Uncertainty relations for tomographic probabilities
Since the density matrix of qubit states is expressed in terms of probabilities Wj , j = 1, 2, 3 of
spin projections m = ±1/2 measured in three orthogonal reference frames, the non-negativity
condition for the determinant of the matrix (4.13) yields the inequality(
W1 − 1
2
)2
+
(
W2 − 1
2
)2
+
(
W3 − 1
2
)2
≤ 1
4
. (4.38)
The latter represents the uncertainty relations reflecting the quantum correlations of qubits for
spin projections measured in three different directions.
As discussed above, the qubit density matrix is mapped onto points of K, the Cartesian
product of three different 1-simplices which are determined by probabilities 0 ≤ Wj, j = 1, 2, 3.
However the domain of the probabilities Wj is not the whole K, the “cube” determined by
the three intervals. While each one of the parameters Wj satisfies 0 ≤ Wj ≤ 1, the set of
parameters Wj corresponding to quantum qubit states is further restricted by the uncertainty
relation (4.38).
This inequality can be checked experimentally. One can measure spin projections m =
±1/2 in three orthogonal directions in three-dimensional space. For instance, it takes place for
qubits realized by two-level atoms or by superconducting qubits realized by Josephson junctions
[46, 47, 48, 49, 50]. The possibility to check experimentally the inequality given by Eq.(4.38)
is connected with the development of devices (superconducting circuits) based on Josephson
junctions. They were used, for example, to check the dynamical Casimir effect (non-stationary
Casimir effect) [51, 52, 53]. The vibrations of current and voltage in the superconducting circuits
are described by the model of a quantum oscillator. Experimentally only the first few levels of the
oscillator are excited. Due to this the states of the system practically are qubit or qudit states.
Such qubits in superconducting circuits can be obtained in the mixed states with the density
matrix given by Eq. (4.13). Three probabilities determining the density matrix must satisfy the
uncertainty relation formulated as inequality given by Eq. (4.38). This fact reflects the presence
of quantum correlations in the one-qubit state. In the case of two qubits in entangled states
the quantum correlations are responsible for the violation of Bell inequalities. The measuring
the three probabilities determining one qubit state density matrix provides the possibility to
confirm the presence of quantum correlations in superconducting circuits for one-qubit state.
Analogously, for a superconducting qutrit the measuring the tomographic probabilities for spin
1 projections, determining the density matrix of the system, can check the presence of quantum
correlations expressed in terms of a non-negativity condition of the eigenvalues of the density
matrix depending on these probabilities.
Analogous inequalities can be obtained for qudits. For instance in the three dimensional
case the inequalities stemming out from the non-negativity of the 3 × 3 density matrix read
y1( ~W)y2( ~W) − y4( ~W)y5( ~W) ≥ 0 and that ρ(y ~W) ≥ 0. All these relations can be checked
experimentally.
Points with coordinates Wj, j = 1, 2, 3, satisfying the inequality (4.38) belong to the three-
dimensional ball of radius 1/2 and center (1/2, 1/2, 1/2). The ball is inscribed into the surface of
the cubic complex of edge equal to 1. Points belonging to the boundary of the ball saturate the
inequality and correspond to pure states whereas points inside represent mixed states. Notice
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that the tomographic metric (4.30) does not coincide with the “natural metric” in the ball,
which would be the Euclidean metric. Indeed, the latter is related to the distance function
s =
√
(W1 − W˜1)2 + (W2 − W˜2)2 + (W3 − W˜3)2 (4.39)
which, however, does not fulfill the monotonicity request. The monotonicity request is justified
by the physical demand that, in processes of dissipation associated to the evolution of a system
induced by interaction with the environment, the distinguishability of quantum states can not
increase [54]. This means that completely positive maps which describe such process can only
decrease the distance. As it is well known, the monotonicity property gives rise to the uniqueness
of the Fisher-Rao metric as shown by Chentsov [5].
Distinguishability of two quantum states ρ and ρ˜may be described by the two-points function
known as fidelity
Φ = Tr
√
ρρ˜. (4.40)
In general the fidelity is used to describe a kind of distance between two states, namely, two
states are close to each other if their fidelity is close to 1 [55], however some critical remarks
about such interpretation can be found in [56, 57]. Here we observe that the function Φ, although
symmetric, should be properly related to a divergence function rather than to a metric. Indeed
a monotonic potential function is represented by
S 1
2
, 1
2
(ρ, ρ˜) = (1− Tr
√
ρρ˜) (4.41)
namely the quantum analogue of the function F in Eq. (2.19). This is an instance of the so
called α-z entropies [58], Sα,z, with α = z = 1/2, which are a generalization of relative Tsallis
entropy. Let us notice that the related metric is the Wigner-Yanase metric discussed for instance
in [59, 32]. We shall consider this large family of divergence functions in a forthcoming paper.
The different metrics which one can introduce to describe the distinguishability of quantum
states, e. g. of qubits, can reflect different choices of tomographic descriptions of quantum
states. Once a choice has been made, the Fisher-Rao metric on “fair probability distributions”
is uniquely determined, therefore it may appear puzzling that, by combining these metrics,
one may obtain an infinite family of alternative “quantum metrics”. To clarify how this could
happen, let us consider a simple analogy. Given (x1, x2), Cartesian coordinates for points on
the plane, we can introduce alternative partial metrics with two different, degenerate tensors
g(1) =
(
1 0
0 0
)
; g(2) =
(
0 0
0 1
)
(4.42)
Thus, the distances between two points (x1, x2), (x˜1, x˜2) on the plane are given by the partial
metrics as
ds21 = dx
2
1; ds
2
2 = dx
2
2 (4.43)
amounting to define the distances in terms of the projection on the abscissa or ordinate axes. In
this metrics different vectors with the same projection on one of the axes will be indistinguishable.
When we try to combine the two partial metrics it is possible to use different coefficients, say,
ds2 = f21dx
2
1+ f
2
2dx
2
2, depending on the projection from R
2 to R, so as to obtain a large class of
metrics among which the whole non degenerate tensor gij = δij .
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5 Gaussian symplectic tomograms
In this section we discuss Gaussian probability distributions to better distinguish the role of
statistical manifolds with respect to statistical models. Here, the statistical manifold is infinite-
dimensional while a statistical model, the finite dimensional manifold of Gaussian distributions,
is embedded into the infinite dimensional statistical manifold of symplectic tomograms. The
symplectic tomogram of a density state ρ [39, 13]
Wρ(X,µ, ν) = Tr [ρˆ δ(X1 − µqˆ − νpˆ)] (5.1)
where qˆ, pˆ are usual position and momentum operators, X is the random variable while µ, ν are
real parameters. The inverse formula is
ρˆ =
∫
dµ dν
2π
dXWρ(X,µ, ν)ei(X1−µqˆ−νpˆ). (5.2)
The matrix elements of the density matrix in the Fock basis |n〉 are functionals of the tomographic
probability distribution Wρ(X,µ, ν),
ρnm =
∫
dµ dν
2π
dX eiXWρ(X,µ, ν)〈n|e−i(µqˆ+νpˆ)|m〉. (5.3)
The matrix elements in Eq. (5.3) can be expressed in terms of Laguerre polynomials [60].
The tomogram of a Gaussian state of a one-mode photon field is
Wρ(X,µ, ν) = 1√
2πσ
e−
(X−X¯)2
2σ (5.4)
The parameters σ and X¯ are respectively the dispersion and the mean value of the homodyne
quadrature X in the reference frame determined by µ, ν, namely
X¯ = µ〈qˆ〉+ ν〈pˆ〉 (5.5)
σ = µ2σqq + ν
2σpp + 2µνσqp (5.6)
where
σqq = Tr ρqˆ
2 − ( Tr ρˆqˆ)2 := y1 ≥ 0 (5.7)
σpp = Tr ρpˆ
2 − ( Tr ρˆpˆ)2 := y2 ≥ 0 (5.8)
σqp = Tr ρ
qˆpˆ+ pˆqˆ
2
− Tr ρˆqˆ Tr ρˆpˆ := y3 (5.9)
〈qˆ〉 = Tr ρˆqˆ := y4 〈pˆ〉 = Tr ρˆpˆ := y5 (5.10)
span the space of parameters. Thus, for a Gaussian state a density matrix is determined by five
parameters which, for classical Gaussian states, satisfy
σqqσpp − σ2qp ≥ 0 (5.11)
while for quantum states
σqqσpp − σ2qp ≥
1
4
, (5.12)
23
which is the Schro¨dinger-Robertson uncertainty relation [61, 62]. We recover the analogue of
the inequality previously discussed for qubits (4.38). The metric for Gaussian density states has
been discussed in [63]. In the tomographic setting, the Tsallis relative entropy for two Gaussian
states with parameters y = {yj}, y˜ = {y˜j} is
Sq(y, y˜, µ, ν) = (q(1− q))−1
[
1−
∫
dXWq(X,µ, ν;y)W1−q(X,µ, ν, y˜)
]
. (5.13)
In view of the Gaussian form of the tomograms the Tsallis entropy is readily evaluated by
completing the square as∫
dX
1√
2πσqσ˜1−q
e−AX
2+BX =
1√
2πσqσ˜1−q
√
π
A
e
B2
4A (5.14)
where
A =
q
2σ
+
1− q
2σ˜
, B =
qX¯
σ
− (1− q)
¯˜X
σ˜
(5.15)
and σ, X¯, σ˜, X˜ are given in Eqs. (5.5), (5.6) in terms of the parameters yj, y˜j respectively. The
explicit form of the metric is thus easily obtained by a lengthy but straightforward calculation
by differentiating the Tsallis entropy with respect to the parameters yj, y˜j :
Gsympjk (y, µ, ν) = −
∂2
∂yj∂y˜k
Sq(y, y˜, µ, ν)|y=y˜. (5.16)
The Fisher-Rao metric for symplectic tomograms is obtained in the limit q → 1 and it reads
δS2 =
∫
dXW(X,µ, ν)δ lnW(X,µ, ν)⊗ δ lnW(X,µ, ν). (5.17)
Let us notice that the classical tomographic metric is different from the quantum one, even
though they can coincide locally, because the statistical models parametrized in terms of yj’s
are different in view of the different inequalities Eqs. (5.11), (5.12) satisfied by them.
6 Conclusions
To summarize, we point out the main results of our work. Starting form the relative Tsallis
q-entropy as a potential function for the metric, we derived a one-parameter family of quantum
metrics for full rank N -level systems, Eq (3.11) and analyzed in detail the cases N = 2, 3, Eqs.
(3.26), (3.48). Metrics for lower rank strata of states (such as pure states) have been obtained by
means of the radial limit procedure. Specific limit values of q have been studied and some known
metrics, such as the Wigner-Yanase metric, have been recovered. Let us stress that, in order
to obtain these results we had to define a differential calculus adapted to the non-commutative
case, which can be extended to other families of potential functions.
Then we constructed explicitly the Fisher-Rao tomographic metric for qubit and qutrit states
in different reference frames on the Hilbert space of quantum states. We thus expressed the quan-
tum metric derived from the quantum Tsallis entropy for the N = 2 case in terms of parameters
which are tomographic probabilities of spin 1/2 projections onto three perpendicular directions
in the space R3. To our knowledge such invertible maps between tomographic parameters and
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parameters identifying density states are here discussed for the first time. Starting from the
usual formulation of uncertainty relations, we have obtained new constraints for quantum to-
mograms. The new relation could be checked experimentally, either for spin 1/2 particles or for
two-level atoms, or for superconducting qubits realized in experiments with Josephson junction
devices. The comparison of different metrics associated with different kinds of tomographic
schemes will be considered in a future publication.
The behaviour of the connection and the curvature, as computed in the appendices, shows
that the non-vanishing of the curvature is essentially due to the quantum contribution, i.e., the
part along the orbits of the unitary group. The negativity of the scalar curvature means that
autoparallel curves do not cross more than once, and therefore any two states may be connected
by an unique autoparallel curve.
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A Dual connections
In order to compute the connections it is convenient to rewrite the relative entropy function using
polar coordinates θ, φ on the spherical orbits, together with the parameter w for the transversal
part. Since ρq = Uρq0U
−1, on using Eqs. (3.18), (3.19) and (3.22) we observe that
ρq =
1
2
[(aq + bq)σ0 + (aq − bq)x · σ] (A.1)
ρ˜1−q =
1
2
[
(a˜1−q + b˜1−q)σ0 + (a˜1−q − b˜1−q)x˜ · σ
]
. (A.2)
We have then
STs(ρ, ρ˜) = (q(1− q))−1
{
1− 1
2
(aq + bq)(a˜1−q + b˜1−q)− 1
2
(aq − bq)(a˜1−q − b˜1−q)x · x˜
}
(A.3)
with x · x˜ = sin θ sin θ˜ cos(φ− φ˜) + cos θ cos θ˜.
Let us compute the connection coefficients Γjkl,Γ
∗
jkl with respect to the coordinates w, θ, φ,
which will be labelled as 1, 2, 3 in the following. As for the coefficients involving only polar
coordinates, they yield an auto-dual connection. We have indeed that, for j, k, l ∈ {θ, φ}, the
only non-zero coefficients read
Γ233 = Γ
∗
233 =
1
4 (q(1− q))
[(
1− w
1 + w
)q
(1 + w) +
(
1 + w
1− w
)q
(1− w)− 2
]
cos θ sin θ
Γ323 = Γ
∗
332 =
1
4 (q(1− q))
[
2−
(
1− w
1 + w
)q
(1 + w)−
(
1 + w
1− w
)q
(1− w)
]
cos θ sin θ.(A.4)
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As for the others, all coefficients involving a single derivative with respect to the angular coor-
dinates are zero. Therefore we are left with
Γ111 = 2(1 − q) w
(1− w2)2
Γ∗111 = 2q
w
(1 − w2)2
Γ122 =
1
4q
[(
1− w
1 + w
)q
−
(
1 + w
1− w
)q]
Γ∗122 =
1
4(1 − q)
[(
1 + w
1− w
)1−q
−
(
1− w
1 + w
)1−q]
Γ133 = sin
2 θ Γ122
Γ∗133 = sin
2 θ Γ∗122
Γ212 =
1
4(1 − q)
[(
1 + w
1− w
)1−q
−
(
1− w
1 + w
)1−q]
Γ∗212 =
1
4q
[(
1 + w
1− w
)q
−
(
1− w
1 + w
)q]
Γ313 = sin
2 θ Γ212
Γ∗313 = sin
2 θ Γ∗212
(A.5)
and they are symmetric in the exchange of the last two indices. The skewness tensor Tijk is
therefore different from zero. Let us notice that the connection is autodual for q = 12 , namely
α = 0 in the context of α divergence functions, in agreement with [10]. The value q = 12 yields
symmetric coefficients, namely, the Levi-Civita connection.
B Curvature tensor
Let us compute the curvature tensor for the connection just calculated. We use the metric given
in Eq. (3.23) and its inverse to lower and raise indices. It is defined as
Rklmn = ∂mΓ
k
nl − ∂nΓkml + ΓenlΓkme − ΓemlΓkne (B.1)
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Only fourtheen of them are different of zero, of which, only seven are independent, the Riemann
tensor being antisymmetric in the exchange of the last two indices. They are
R1212 =
1
4q
{
2q +
(
1 + w
1− w
)q
[(q − 2)w + q]−
(
1− w
1 + w
)q
[(q − 2)w − q]
}
R1313 =
sin2 θ
4
[
2 +
(
1 + w
1− w
)q (
1 +
(
1− 2
q
)
w
)
+
(
1− w
1 + w
)q (
1−
(
1− 2
q
)
w
)]
R1323 =
sin 2θ
4q
[(
1 + w
1− w
)q
(1− w)−
(
1− w
1 + w
)q
(1 + w)
]
R2112 =
q
(
1− 2(1−w)q−1(1−w)q−(w+1)q
)(
− 2q(1−w)q−1(1−w)q−(w+1)q − 2(q−1)ww−1 + q
)
(w + 1)2
R2323 = cos
2 θ − sin
2 θ
4
[
2 +
(
1− w
1 + w
)q
(1 + w) +
(
1 + w
1− w
)q
(1− w)
]
R3113 =
q
(1− w2)2
[(
w +
(1− w)q + (1 + w)q
(1− w)q − (1− w)q
)][
q
(
w +
(1− w)q + (1 + w)q
(1− w)q − (1− w)q
)
− 2(q − 1)w
]
R3223 = cot
2 θ +
1
4
[
2 +
(
1−w
1 +w
)q
(1 + w) +
(
1 + w
1− w
)q
(1− w)
]
(B.2)
In the limit q → 1 they simplify considerably, reading
R1212 = 1
R1313 = sin
2 θ
R1323 = 2w cos θ sin θ
R2112 =
1
w
R2323 = cos
2 θ − sin2 θ
R3113 =
1
w2
R3223 = 1 + cot
2 θ. (B.3)
We obtain for the scalar curvature
lim
q→1
R = 2
(
1− 1
w2
)
≤ 0, |w| ≤ 1. (B.4)
We can repeat the calculation for the dual connection. For the scalar curvature we obtain
lim
q→1
R∗ = 4 tanh
−1 w
[
w − (1− w2) tanh−1w]− 2
(1− w2) tanh−1 w2 . (B.5)
In the limit q → 0 the results (B.4) and (B.5) get exchanged namely
lim
q→0
R = 4 tanh
−1 w
[
w − (1− w2) tanh−1w]− 2
(1− w2) tanh−1 w2 (B.6)
and
lim
q→0
R∗ = 2
(
1− 1
w2
)
. (B.7)
Finally, in the autodual case corresponding to q = 1/2 (i.e. the Wigner Yanase metric) we find
lim
q→1/2
R = lim
q→1/2
R∗ = 1
2
−
(√
1− w2 + 1
)
w2
. (B.8)
already discussed in [32].
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