ABSTRACT: A total of 107 climate runs from 48 Coupled Model Inter-comparison Project 5 (CMIP5) general circulation models (GCMs) were evaluated for their ability to skillfully reproduce basic characteristics of late 20th century climate over Central America. The models were ranked according to metrics that take into consideration the mean and standard deviation of precipitation (pr) and surface temperature (tas), as well as the El Niño-Southern Oscillation (ENSO)-pr teleconnection. Verification was performed by comparing model runs to observations and a reanalysis dataset. Based on the rankings, the best 13 models were further evaluated. Not surprisingly, the models showed better skill at reproducing mean tas patterns throughout the year. The skill is generally low for mean pr patterns, except for some models during March, April, and May. With a few exceptions, the skill was low for reproducing the observed monthly standard deviation patterns for both pr and tas. The ENSO-pr teleconnection was better simulated in the best 13 model runs compared to the sea-surface temperature global pattern characteristic of ENSO which showed low skill. The Inter-tropical Convergence Zone (ITCZ) appeared better modeled in July than in January. In January, there were instances of a double ITCZ pattern. Some models skillfully reproduced the seasonal distribution of the Caribbean Low-Level Jet index (CLLJ). More detailed research evaluating the specific performance of the models on a variety of time-scales and using parameters relevant to these and other climatic features of Central America is needed. This study facilitates a pre-selection of models that may be useful for this task.
Introduction
General circulation models (GCMs) are the main tool used by the Intergovernmental Panel on Climate Change (IPCC) for projecting climate impacts at the end of the century (IPCC, 2013) . GCMs are based on mathematical representations of the physical laws governing the earth's climate. Due to limitations in the modeling of small-scale processes and other deficiencies, GCMs cannot accurately reproduce certain features of regional and global climate. It is therefore often necessary to rank them according to their ability to reproduce observed climatic characteristics of a region, especially when evaluating large sets (around 100) of model runs, which can be prohibitively expensive if they are used for dynamical downscaling (Hidalgo and Alfaro, 2012b) .
The task of selecting models is not trivial as the types and numbers of metrics used for ranking greatly influences the results (Brekke et al., 2008; Hidalgo and Alfaro, 2012b) . For example, a model could be very good at reproducing the general pattern of the El Niño-Southern Oscillation (ENSO), but deficient at reproducing the monthly It is recognized that (1) metrics representing other climatic features important to the region, e.g. the Inter-Tropical Convergence Zone (ITCZ), the Caribbean Low-Level Jet (CLLJ) (Amador, 1998; 2008) , and the Mid-summer Drought (MSD) (Magaña et al., 1999) could have been included as a part of the evaluation of model skill, and (2) depending on the type and number of metrics used different rankings could result (Brekke et al., 2008) . The objective of this study, however, is not to present a full evaluation of the models' abilities to reproduce most (or all) climatic features relevant to the region at various time-scales. Rather, this study seeks to provide an initial ranking of a large quantity of model runs based on a limited and manageable number of basic climatic characteristics, which can then support (by aiding pre-selection) future and more detailed modeling studies in the region. As an example of what is possible, however, the general shape of the ITCZ, the climatology of the CLLJ and the ENSO-PDO global sea-surface temperature (SSTs) patterns are also evaluated qualitatively for the most skillful 13 models determined from the ranking [note that the Pacific Decadal Oscillation (PDO) is considered here as part of the ENSO pattern, given that both are closely related (Polade et al., 2013) ].
In this study, the analysis is performed on runs from 48 Coupled Model Inter-Comparison Project, Phase 5 (CMIP5; Taylor et al., 2012b) fully coupled GCMs. Previous studies have determined the skill of CMIP3 (Meehl et al., 2007) GCMs in reproducing relevant climatic features of the region. For example, Pierce et al. (2008 Pierce et al. ( , 2009 show that the CMIP3 models reproduce with limitations, ENSO and the PDO (Mantua et al., 1997) . Other evaluations can be found in the studies by Rauscher et al. (2011) , Hirota et al. (2011) Delworth et al. (2012) and Liu et al. (2012) for the ITCZ; Rauscher et al. (2011) for the MSD; Martin and Schumacher (2011) for the CLLJ; and in the study by Jiang et al.'s (2012) examination of intra-seasonal variability. Hidalgo and Alfaro (2012b) also showed that over the Eastern Tropical Pacific, most of 30 CMIP3 GCM runs evaluated had significant biases in the monthly mean and standard deviation of monthly pr and tas patterns with respect to the National Center for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) Reanalysis (hereafter the Reanalysis; Kalnay et al., 1996) . This suggests that statistical bias-correction of raw CMIP3 GCM pr and tas data is a necessary step when using these data in climate change studies involving statistical downscaling techniques (Hidalgo and Alfaro, 2012b) . Knutti and Sedláček (2013) evaluated the robustness and uncertainties in the projections of CMIP5 models. They found similarities between CMIP3 and CMIP5 models in the projected pr change and in the 'robustness' of the projections, suggesting little improvement between the two generations of models. There is in general a lack of improved model convergence in CMIP5 compared to CMIP3. Knutti and Sedláček (2013) , however, also found that potential improvements in pr projections are larger in the Tropics, including Central America. Notwithstanding deficiencies, Knutti and Sedláček (2013) suggest that the incorporation of improved understandings of certain processes (i.e. incorporating bold assumptions or previously ignored factors) inspires confidence that the CMIP5 models capture more of the relevant processes.
Other relevant CMIP5 evaluations include:
• Kim et al.'s (2012) assessment of the CMIP5 decadal hindcast/forecast simulations of seven state-of-the art ocean-atmosphere coupled models. All the models showed high prediction skill for tas over the Indian, North Atlantic and western Pacific Oceans where the externally forced component and low-frequency climate variability is dominant . The Atlantic Multi-Decadal Oscillation (AMO; Enfield et al., 2001) is also predicted in the models with significant skill, while the PDO shows relatively low predictive skill (Sheffield et al., 2013) . • Neelin et al.'s (2013) report on the skill of CMIP5 models in representing California precipitation. The paper appears in volume 26 of the Journal of Climate which was devoted to studies of CMIP5 models' representation of North American climate. Although some of the studies (e.g. Sheffield et al., 2013) included Central America, the predominant focus is on climatic processes of the mid-latitudes. • Polade et al.'s (2013) study of the teleconnections between SSTs in the Pacific (north of 30 ∘ S) and North American pr using Singular-Value Decomposition (SVD) analysis. In general, an improvement in the skill of the teleconnection was found in the CMIP5 models, compared to the CMIP3. Increased spatial resolution in the new generation of models and better physics contributed to the improvement (Polade et al., 2013 . In AMIP5 models, SSTs are prescribed and only the atmospheric component of climate is simulated. In regions of strong signal (equatorial South America, the western equatorial Pacific, and a southern section of South America) there was little improvement in reproducing the amplitude and spatial correlation metrics of the pr teleconnection for CMIP5 versus CMIP3 models. However, other aspects, such as the amplitude of the pr response (root mean-square deviation over each region) were reasonably captured by the mean of the amplitudes of the individual models, in contrast with the multi-model ensemble mean. Although the simulation of ENSO teleconnections is fairly challenging, the skill of individual models in reproducing the teleconnection signal amplitude (assessed using the mean of individual model amplitudes as opposed to the multi-model ensemble or MME) suggests that similar measures are trustworthy in the case of climate change studies. Sign agreement plots also proved to be a useful tool for such studies ). • Flato et al.'s (2013) summary of CMIP5 model evaluations.
None of the above studies specifically focused on Central America or the Intra-Americas Sea. Some CMIP5 projection results for Central America and the Caribbean can be found in the study by Bindoff et al. (2013) .
Central America is a region of complex topography influenced by many climatic mechanisms, such as ENSO, the migration of the ITCZ (Sachs et al., 2009) , AMO, PDO, the CLLJ, the MSD and others. The climate variability at seasonal and inter-annual scales, in particular those aspects associated with ENSO, have significant socioeconomic impacts on the countries of Central America (Waylen et al., 1996; IPCC, 1997; Alfaro, 2012a, 2012b; Hidalgo et al., 2013) . Central America has also been identified as a climate change 'hot-spot' (Giorgi, 2006) . In this study, the focus is on the skill of the CMIP5 GCM model runs in reproducing basic climatic characteristics of Central America.
Characteristics of Central American climate
High mountains divide Central America into two main climate regions -the Pacific and Caribbean slopes, which are lee and windward, respectively, of the North Atlantic trade winds which are the dominant wind regime (Maldonado et al., 2013) . The rain over the Pacific slope has a bimodal annual cycle, with a maximum in May-June and another in August-September-October, separated by the MSD in July (Magaña et al., 1999) . A first maximum of deep convective activity (and hence precipitation) occurs when surrounding SSTs exceed 29 ∘ C (around May). During July and August, the SSTs cool by ∼1 ∘ C due to diminished downwelling solar radiation and stronger easterly winds associated with the CLLJ, leading to a decrease in deep convective activity (Amador et al., 2006) . The decreased convection facilitates increased downwelling solar radiation and a slight increase in SSTs (∼28.5 ∘ C), so that by the end of August through early September convection is again enhanced and a second maximum of precipitation occurs. Alfaro (2002) notes that a different climate regime dominates at stations located on the Caribbean Coast of Honduras, Costa Rica, and Panama. There are similarly two rainfall maxima but they occur in July and November-December, with the latter maximum being wetter than the first. There are also two minima in March and September-October, with the first being drier than the second.
The annual cycle of air surface temperature in Central America is tropical, predominantly maritime, with small annual changes, and dependent on cloud cover and altitude (Taylor and Alfaro, 2005) . The dominant annual cycle (excepting the Atlantic coasts of Honduras and northern Nicaragua) is monsoonal, with highest temperatures occurring just before the summer rains. Temperatures are at their lowest during January, largely due to the cooling effect of the strong trade winds. Maximum temperatures occur during April and are associated with a decrease in trade wind strength, less cloud cover and higher values of solar radiation (Amador et al., 2006) . There is a temperature minimum in July that coincides with the onset of the MSD (or in Spanish 'veranillo' or 'canícula'). During this period, the trade winds briefly increase in intensity, the subtropical ridge over the Caribbean intensifies, and a second minimum and maximum in cloud cover and radiation respectively occur (Alfaro, 2000) .
The CLLJ, also known as the Intra-Americas Low-Level Jet, is another dominant climatic feature of the region. Its annual cycle is characterized by two wind maxima near 925 hPa in July and January-February (Amador, 2008) . During summer, winds in excess of 13 m s −1 dominate the central Caribbean Sea (15 ∘ N, 75 ∘ W) and extend upward to 700 hPa. In comparison, the winter component of the jet is compressed below 850 hPa, with values of up 10 m s −1 , and with strong vertical wind shear which is unfavorable for convection. The summer peak generally starts to develop in early June just after the onset of the rainy season, reaches a maximum in July, before weakening in early September. During September to early November, the trades are relatively weak, vertical wind shear over the Caribbean is reduced, hurricane activity peaks, and rainfall spreads across most of the Intra-Americas Sea. In late November and early December, the trades again increase in strength, cold surges from mid and high latitudes reach the Tropics, and the second maximum of wind appears over the Caribbean Sea.
Data
Simulations from 107 runs from 48 different CMIP5 GCMs for the historical period 1979-1999 and for ensembles from initializations r1i1p1, r2i1p1 and r3i1p1 were obtained from the Centro Agronómico Tropical de Investigación y Enseñanza (CATIE) located in the city of Turrialba, Costa Rica, and from the Earth System Grid Federation (http://pcmdi9.llnl.gov/esgf-web-fe/), a data server from the Program for Climate Model Diagnostics and Inter-comparison (PCMDI) at the Lawrence Livermore National Laboratory of the United States. The data consist of monthly pr, tas and zonal and meridional 925 hPa wind speeds (u, v) . Not all the models have wind data and therefore much of the analysis performed was based on the pr and tas data only. The wind data were used in an analysis of the climatology of the CLLJ index, which is based in u only and at the level of the jet core (925 hPa). Therefore, the v data and the u data at other levels were not used.
In Table 1 , the characteristics of the runs are shown. There is at least one run available for each model corresponding to run r1i1p1. In some cases, additional runs corresponding to r2i1p1 and r3i1p1 were also available. Detailed explanation of the difference between the runs can be found in the study by Taylor et al. (2012a) . In summary, the runs examined correspond to equally likely outcomes for a particular simulation (i.e., they typically differ only by being started from equally realistic initial conditions). Historical runs initialized from different times of a control run are identified by 'r1', 'r2', 'r3', etc. The other letters in the ensemble identifier distinguish between initializations of models with different methods ('i1', 'i2', 'i3', etc.) and different perturbed physics ('p1', 'p2', 'p3', etc.). As previously mentioned, only runs with initializations 1, 2 and 3 were selected, while the methodof-initialization and perturbed physics were fixed to i1p1. The choice of runs is in part dictated by the unavailability of historical (and matching climate change) runs for initializations beyond r3 and for other methods and physics.
Monthly pr, tas and u data from the Reanalysis dataset for 1979-1999 are compared with the data from the GCMs. In particular, tas Reanalysis patterns are used as verification for the tas patterns from the GCM runs. Where necessary, units were converted to match those from the models, and the GCM data interpolated to the 2.5 × 2.5 degree resolution of the Reanalysis dataset using the nearest grid-point method. Although it is recognized that surface air temperature requires correction for elevation over land regions, especially if they are to be used for impacts analysis, no correction is carried out in this study. The purpose of this work is to explore and determine all possible sources of error, including those caused by different grid resolutions between models. The Reanalysis data were provided by the National Oceanographic and Atmospheric Administration, Office of Oceanic and Atmospheric Research, Earth System Research Laboratory, Physical Sciences Division (NOAA/OAR/ESRL PSD) in Boulder, Colorado, USA, and accessed from their website at http://www.esrl.noaa.gov/psd.
Monthly pr data from 1979 to 1999 were also obtained from the Global Precipitation Climatology Project (GPCP; Adler et al., 2003) , version 2.2, provided by NOAA/OAR/ESRL PSD. The GPCP dataset combines satellite and rain-gauge sources at a spatial resolution of 2.5 × 2.5 degrees. The GCMs' data were converted to the resolution of the GPCP for comparison.
Global monthly SST data (Smith and Reynolds, 2004) version 3b (hereinafter Reynolds), from 1854 to the present were obtained from NOAA/OAR/ESRL PSD. The data are available at 2 × 2 degrees resolution and were used for verification of ENSO SST patterns and indices simulated by the GCMs.
Methods
The first part of the analysis compares observed and modeled climatic patterns from 1979 to 1999 (the common period of the models and GPCP data) using an index of skill. The skill index compares observed and modeled patterns of 5 metrics shown in Table 2 . Initially, 12 pr and 12 tas mean monthly patterns, and 12 pr and 12 tas standard deviation monthly patterns are calculated over a target area bounded by coordinates 4 ∘ N and 20 ∘ N, and 95 ∘ W and 75 ∘ W. The 1979-1999 period is used for all pr and tas metrics. Twenty pairs (modeled and observed) of patterns corresponding to the ENSO-pr teleconnection metrics are also calculated. The procedure for obtaining each ENSO-pr teleconnection pattern was as follows:
• The Niño1.2 time series (see location of the averaging area in Figure 1 ) was calculated from the observed NOAA/OAR/ESRL PSD SST data for DJF for each year from 1979 to 1999.
• The precipitation time series was calculated from the observed GPCP data for each grid point in the target area (4 ∘ -20 ∘ N, 95 ∘ -75 ∘ W) for DJF for each year from 1979 to 1999.
• Temporal correlation coefficients between the Niño1.2 time series and the precipitation time series for all the grid points in the target area were calculated. This gave a two-dimensional distribution of correlation coefficients over the target area (i.e. the teleconnection pattern).
• The process was repeated for DJF Niño1.2 and DJF precipitation time series derived for each CMIP5 model runs.
• The process was repeated for the Niño3, Niño3.4 and Niño4 regions during DJF.
• The process was repeated for MAM, JJA, SON and annual averages of the ENSO indexes and precipitation data.
The metrics in Table 2 partially differ from those used by Hidalgo and Alfaro (2012b) , as some of the metrics in the latter study could not be calculated due to the shorter period of record in this study (a limitation imposed by the availability of GPCP data). The short period of record also limits the determination of AMO-pr teleconnection patterns given the multi-decadal nature of the AMO. Additionally, the ENSO-pr teleconnection metric was not used by Hidalgo and Alfaro (2012b) , but is incorporated in this study because of the importance of ENSO (second only to the annual cycle) as an influencing climatic mechanism for Central America.
Following the study by Pierce et al. (2009) , the degree of similarity between any two climate patterns (e.g. between the same metric calculated from both GPCP data and a GCM simulation) was calculated using a Skill Score (SS) defined by:
In Equation (1) b n u _ e s m C o l l e g e o f G l o b a l C h a n g e a n d E a r t h S y s t e m S c i e n c e , B e i j i n g Normal University (BNU) of the modeled and observed climate patterns, respectively. SS varies from −∞ (no skill) to 1 (perfect match between the patterns). Zero SS values correspond to cases in which the mean of the observations is reproduced correctly by the model in a certain region, but only as a featureless uniform pattern (Pierce et al., 2009) . The right-hand side of Equation (1) is composed of three squared terms, and therefore SS can also be expressed as:
RHO is the square of the spatial correlation between the observed and modeled patterns, and CBIAS and UBIAS are the Conditional and Unconditional Biases respectively (see Pierce et al., 2009) . Note that SS not only reflects correlation coherence between the patterns but also incorporates biases in its calculation. Once the SSs were calculated, for each model and for each type of metric they were combined using the Euclidean distance (Δ) from their optimum solution SS = 1, such that the lower the Δ, the better is the model in reproducing observed patterns. An example of the formula used to calculate Δ for metric 1 is:
In the equation, Δ is the Euclidean distance between the SSs of all patterns in this particular metric (see again definition of the metrics in Table 2 ) with the optimum vector of (1, 1, 1, … 1) . Therefore, Δ is computed for each model and metric. In the example represented by Equation (3), metric 1 (mean pr patterns) has 13 SSs -one for each of the monthly mean patterns plus one associated with the annual average patterns. Sorting the Δs from low to high for all models, and for that particular metric, results in the partial rankings for metric 1. The procedure is then repeated for all metrics of Table 2 and the results are Δ ranks (partial ranks) for each individual metric. The ranks for all the metrics are added to produce a sum of rankings, and the Final rank is produced by ranking the sum of rankings (Table 3) .
Finally, the 13 best models are compared qualitatively and quantitatively in terms of how good they reproduce some characteristics of the ITCZ, the seasonal cycle of the CLLJ and the ENSO global loading pattern associated with the first principal component (PC) of the annual average of SST limited to 60 o S and 60 o N. For the models, tas is used over the oceans as a surrogate for SST.
Results

SS ranking
Although the partial ranks were constructed using all the SSs of each individual type of metric (as shown in Tables 2   160°E  10°S   10°N   20°N   30°N   0°1   80°W  160°W  140°W  120°W  100°W (Figure 2 ), the mean observed patterns are generally reproduced with more skill [lower (1 − SS) 2 ] for January than for July. In fact, there were a few runs that performed very poorly during July compared to the majority of the simulations. The standard deviations of pr were generally also better simulated during January compared to July, and there were more high-value (1 − SS) 2 outliers during July. In terms of tas (Figure 3) , there was generally less contrast in the skill between January and July, but there were more high-value (1 − SS) 2 outliers during July. In terms of the ENSO-pr teleconnection, the skill during all seasons was similar, except for MAM which (in general) showed considerably less skill. The annual teleconnection also showed slightly better skill than for the individual seasons.
In Table 3 , the 107 runs are shown in order of increasing Final ranks. The partial rankings for each metric are also included. The cesm1_cam5 model runs (1, 2 and 3) consistently ranked at position 7 or higher in the Final ranks. This model performed relatively well (top 10 ranks) at reproducing the mean patterns of precipitation (Metric 1), and its other partial ranks were also relatively good (equal or better than 28, i.e. in the top third of all model runs), with the exception of the ranks of runs 3 and 2 for Metric 3 (ENSO) which are slightly higher (33 and 43, respectively). The three runs of the cnrm_cm5 model also performed relatively well (ranked equal or better than 6) in the Final rank. In general, the cnrm_cm5 model performed better in terms of the ENSO teleconnection pattern (Metric 5) than the cesm1_cam5 model, but showed higher ranks for reproducing standard deviations of tas patterns (Metric 4). There are models represented with just one run in the top 25 rankings, but it is remarkable to note models with at least two runs in the top 25 positions, such as cesm1_fastchem, ccsm4 and mpi_esm_lr. Among the models with the poorest performance that showed at least two runs in the bottom 25 positions were csiro_mk_6_0, miroc_esm, canesm2, fgoals_s2, some of the ipsl_cm5 runs and others.
Characteristics of the 'best' 13 runs
The best 13 runs using the Final ranking were selected and their skill in reproducing characteristics of the climate of the region examined. In Figure 5 , the SSs distribution of these 13 runs for metrics 1 through 4 (from Table 2 ) are shown. Not surprisingly, there was generally better skill in reproducing mean monthly tas patterns than mean monthly pr patterns, but both variables showed poor results with respect to standard deviation patterns. The runs showed median positive SSs when reproducing mean pr patterns of February, March, April and May, but low skill for all other months (including negative SS values), suggesting the presence of large biases or low spatial inter-correlation between observed and modeled patterns [ Figure 5 Table 3 . The upper two subplots correspond to the SS calculated between the mean modelled and observed patterns for pr and tas (metrics 1 and 2 of Table 2 ), while the bottom correspond to the standard deviation patterns (metrics 3 and 4 of Table 2 ). The boxes represent the 25th and 75th percentiles, the median is shown inside the boxes, the whiskers extend 1.5 the interquartile range or to the extent of the data, and the outliers are shown with the asterisk symbol. Figure 6 . Boxplots of the distribution of the SSs for the best 13 models shown in Table 3 . The upper two subplots correspond to the SS calculated between the mean modelled and observed patterns for the ENSO teleconnections (metric 5 of Table 2 ) for different ENSO indexes. The boxes represent the 25th and 75th percentiles, the median is shown inside the boxes, the whiskers extend 1.5 the interquartile range or to the extent of the data, and the outliers are shown with the asterisk symbol.
With respect to ENSO-pr teleconnections (Figure 6 ), there was generally less skill during MAM for all ENSO indicators. However, in the case of annual averages, the SS medians for the best 13 models were always above zero for the four ENSO indicators evaluated. Positive median skill was found in at least one of the four ENSO indicators during JJA and SON, while the SS medians during DJF and MAM were always below zero for all indicators. The strongest ENSO-pr teleconnection is known to be located off the Pacific coast of Central America (Waylen et al., 1996) which has a rainy season during May to November and a dry season from December to April (Alfaro, 2002; Taylor and Alfaro, 2005) . It is noteworthy then, that the highest ENSO skill of the GCM runs occurs mainly during the wettest seasons of the year in this climate regime.
In Figures 7 and 8 , mean pr patterns for the GCPC, the Reanalysis and the best 13 GCM models are shown for January and July, respectively . The area of interest over which the SSs were calculated is shown as a red square in Figures 7(a) and 8(a) . The SS values inside the subplots indicate that the GCMs generally performed as well or better than the Reanalysis in reproducing mean GCPC pr patterns in the area of interest during January and July. In fact, all of the first 13 models showed top (highest?) ranks in terms of metric 1 (Table 3) .
Although there is no direct comparison between the methodologies employed in this study and that used in the study by Sheffield et al. (2013) , some similarities and differences are noted between results obtained for models common to both studies. For example, the runs corresponding to the crnm_cm5 model are highly ranked in Table 3 for the partial rank corresponding to metric 1 (mean pr patterns). In the study by Sheffield et al. (2013) , the model showed low pr biases compared to the models they analyzed for December-January-February (DJF), but significant pr biases for June-July-August (JJA). Another difference is that in the study by Sheffield et al.'s (2013) study, the csiro_mk3.6.0 model showed relatively low pr biases in both DJF and JJA, while in this study the model did not perform well (Table 3) . We do not think that the mentioned differences are solely explained by the different methodologies used. They may also result from differences in the definition of the regions over which the models were evaluated. It should be mentioned, however, that the mean pr SSs found for the best 13 models during January and July (Figures 7 and 8) were generally low and in many cases negative, possibly due to the large biases in the means detected in the GCMs (Hidalgo and Alfaro, 2012b) . Fortunately, some of these biases can be partially corrected through bias-correction procedures (Maurer and Hidalgo, 2008; Maurer et al., 2010; Hidalgo et al., 2013) . However, it is desirable to use models requiring the smallest amount of correction and hence an evaluation of the models' skill such as is being done in this study is useful.
Although the area of interest is smaller than the domain shown in the maps of Figures 7-16 , the larger domain facilitates a qualitative evaluation of the shape of the ITCZ for the months shown. The plots show that the ITCZ over the eastern Pacific Ocean was stronger and more defined in July than in January and that the GCMs capture the shape of the pr maximum over the Pacific Ocean with some skill (interestingly, the Reanalysis appears to be missing this feature, but it should be remembered that the Reanalysis precipitation is modeled and not observed). From Figures 7 and 8 , there was no clear evidence of a double ITCZ, a problem that was common to GCMs in the previous generation of models (Hirota et al., 2011; Liu et al., 2012) . To investigate this further, the difference maps (modeled − observed) of the pr patterns for the best 13 models were plotted (not shown). In these plots, there was evidence of a double ITCZ in January in the models ranked 1 to 7 and 11. During July, although there are errors present in the model, the patterns do not resemble a double ITCZ (not shown). The problems with the double ITCZ in these best 13 models appear to occur in the months when the ITCZ is the weakest, and the pr over Central America is the lowest.
In terms of the pr standard deviations (Figures 9 and 10) , there was better skill in the GCMs than in the Reanalysis in January over the region of interest. In July, some models performed better while others did worse than the Reanalysis. In general, there was great dissimilarity (over the entire plot domain) between the large-scale GPCP pr patterns and those from the Reanalysis or GCMs. It is evident that of all the metrics examined, the standard deviations are the most difficult patterns to be replicated by the models.
For tas means (Figures 11 and 12 ), the SSs were very high and positive during January and July. The large-scale patterns were also well replicated, including the contrast between land and sea in some regions of the maps. The tas standard deviations (Figures 13 and  14) were not well reproduced during January for the area of interest or the large-scale, Interestingly, however, some of the GCM runs (cesm1_cam5(1), cesm1_cam5(3), cesm1_cam5_1_f2, cesm1_cam5(2), cesm1_fastchem(3), cesm1_fastchem(2) and ccsm4(3)) showed significantly positive skill in reproducing the standard deviations of the July tas in the region of interest. This was consistent with Figure 5 (d) which showed that the best skill for standard deviations of tas was found during the month of July, and the worst during October.
With respect to the ENSO annual teleconnection using Niño3.4, all GCM runs were better than the Reanalysis at reproducing the observed ENSO-pr teleconnection pattern contained in the GPCP/Reynolds data for the area of interest (Figure 15) . Overall, the SSs were all positive and most of them relatively high. The large-scale correlation patterns (considering the entire map domain) generally showed different amplitudes compared to the observations (Figure 15) , though in many model runs the patterns had similar shapes. The patterns over the region of interest showed very good coherence between the observed and modeled patterns in most of the cases.
In order to examine the ability of the models in reproducing global ENSO patterns, the loading patterns of the first un-rotated PC of annual SST (or tas as surrogate) over the global oceans inside 60 o S and 60 o N were computed from the Reynolds data, the Reanalysis and the models (Figure 16 ). The variances explained by these PCs are shown in Table 4 . On average, the first PCs of the GCM runs explained around 23% of the variance, while in the observations this number was close to 21%. The GCM runs performed poorly in reproducing the global loading pattern with respect to the Reanalysis, as this latter database includes assimilated tas observations (in contrast to the GCM runs that are entirely modeled). The closest match Figure 8 . July mean precipitation (mm month −1 ) for GPCP, Reanalysis and the best 13 GCM runs ordered from lowest to highest Final ranking (see text). Numbers in parenthesis indicate the run number. The square in the GPCP subfigure represents the area of interest where comparisons were made between observed and modeled patterns for selecting the best models. The Reanalysis was included for reference (i.e. not ranked with the GCMs). Numbers in the subfigures represent the Skill Score for the seasonal patterns in the area of interest. (2) 27.38 mpi_esm_p (1) 19.94 cmcc_cms (1) 28.56 cesm1_fastchem (3) 27.29 cesm1_fastchem (2) 21.36 mpi_esm_p (2) 24.94 ccsm4 (3) 24.28 with observations from the subset of 13 best models was cesm1_fastchem(2) which had a SS of −0.81 compared to 0.57 for the Reanalysis). A few of the best GCMs had wind speed data. In Figure 17 , the seasonal cycles of the CLLJ index (Amador, 1998 (Amador, , 2008 are shown. The CLLJ index was constructed by averaging the zonal wind speed at 925 hPa from the Reanalysis and the GCMs in a region bounded by latitudes 7.5 ∘ N to 12.5 ∘ N, and longitudes 85 ∘ W and 75 ∘ W. Note that a stronger jet is associated with a more negative CLLJ index, as the sign convention of the wind data is negative for easterly winds (the prevailing direction). Although the sample size is too small to reach robust conclusions, it is evident that at least some of the models were very skillful at reproducing the seasonality of the CLLJ. The CLLJ seasonal cycles of the three cnrm_cm5 runs were very similar to those of the Reanalysis data (Figure 17 ), while other models had significant negative biases. These models suggest themselves as good possibilities for further future evaluation of other parameters (e.g. atmospheric circulations, humidity patterns and others) to determine if they too will display such promising results.
Summary and conclusions
The skill of 107 GCMs runs in reproducing climatic patterns of Central America as observed in the GCPC, Reynolds and Reanalysis data was measured using a SS index. Results indicated that for the metrics evaluated, the models had greatest difficulty in accurately reproducing the monthly standard deviation pr and tas patterns over the region of interest. With some exceptions, the standard deviations for pr and tas, were reproduced with low skill, even in the best models. Reproducing precipitation mean monthly patterns was also challenging for the models. Only a few of the best 13 runs have high SSs for reproducing mean pr patterns. For tas, the models, however, show significant skill. It should be remembered that biases play an important role in producing low SSs for the mean and standard deviations of pr and tas. Many of these biases can be reduced significantly using bias-correction procedures, which could make these runs useful for climate change studies (Maurer and Hidalgo, 2008; Maurer et al., 2010; Hidalgo and Alfaro, 2012b; Hidalgo et al., 2013) . However, as previously noted, it is desirable to identify and use the less biased models, and this study helps with this task.
Other features are more difficult to fix when they are not simulated well, such as the ENSO teleconnection patterns and ENSO characteristic SST patterns, ITCZ patterns and the seasonal cycles of the CLLJ index. It is also difficult to determine the causes of the differences between runs/models, as they all have different physics, initializations and/or spatial resolutions.
The Final ranking of the models showed that differences in the initialization of the models (resulting in different runs of a particular model) are not as important when determining its performance, compared to the difference between models' structure. That is, generally the multiple runs of a particular model have similar ranks, grouped in the top, middle or bottom of the list.
Finally, features such the shapes and amplitudes of the ITCZ patterns in the GCMs are in some cases reproduced with more skill than the Reanalysis. However, the Reanalysis is much better in reproducing the ENSO SST patterns than the GCM runs. The assimilated temperature data in the Reanalysis may be playing an important role in this regard. The seasonality of the CLLJ index was reproduced with great skill by some of the models/runs, however, the sample is too small to reach conclusive statements. The most promising models can/should be studied in more detail using other variables and time-scales to validate their usefulness for reproducing climatic features of the region.
