This article analyzes the ethical discussion focusing on the Facebook emotional contagion experiment published by the Proceedings of the National Academy of Sciences in 2014. The massive-scale experiment manipulated the News Feeds of a large amount of Facebook users and was successful in proving that emotional contagion happens also in online environments. However, the experiment caused ethical concerns within and outside academia mainly for two intertwined reasons, the first revolving around the idea of research as manipulation, and the second focusing on the problematic definition of informed consent. The article concurs with recent research that the era of social media and big data research are posing a significant challenge to research ethics, the practice and views of which are grounded in the pre social media era, and reflect the classical ethical stances of utilitarianism and deontology.
Introduction
In June 2014 the Proceedings of the National Academy of Sciences (PNAS) published an article entitled "Experimental Evidence of Massive-Scale Emotional Contagion Through Social Networks". It was about an experiment 1 conducted by Adam D. I. Kramer from Facebook's Core Data Science Team together with Jamie E. Guillory and Jeffrey T. Hancock from Cornell University. The article provided experimental evidence about emotional contagion, a phenomenon that has been widely studied before but mostly in offline environments. In January 2012, the research team manipulat-1 Henceforth, "the Facebook experiment" or "the experiment". ed the News Feeds of a massive number (N = 689,003) of Facebook users for a week, reducing the amount of emotional content in their feeds. After analyzing over three million posts and over 122 million words, the results showed that when the amount of positive status updates published in their News Feed was reduced, users published more negative status updates and fewer positive updates. Conversely, when the amount of negative status updates was reduced, users published more positive status updates and fewer negative updates. Moreover, the less emotional content the users were exposed to, the fewer words they used in their status updates. (Kramer, Guillory, & Hanckock, 2014) .
The research suggested that emotional states "can be transferred to others via emotional contagion, lead-ing people to experience the same emotions without their awareness" (Kramer et al., 2014, p. 8788) . Emotional contagion had been proved earlier (e.g. Barsade, 2002; Huntsinger, Lun, Sinclair, & Clore, 2009; Kramer et al., 2014, p. 8788 also refer to several other studies), but proving that it happens "outside of in-person interaction" and particularly in the increasingly popular social media was new (see e.g. Ferrara & Yang, 2015 for a similar but more recent study). Moreover, as there are common conceptions about positive social media postings making people sad or envious (e.g. Copeland, 2011) , the experiment produced valuable information to the contrary. The experiment suggested that people's "hearts and minds", as Schroeder (2014, p. 3) puts it, can be manipulated online, for good or ill. (See also Shah, Capella, & Neuman, 2015; Summers-Effler, Van Ness, & Hausmann, 2015, p. 472; cf. Parkinson & Manstead 2015, p. 377.) Academic and non-academic reactions to the study-defined as ethically controversial (Ananny, 2015, p. 101; Harriman & Patel, 2014; Pejovic & Musolesi, 2015, p. 18; Simon, 2014; Thorson & Wells, 2015, p. 10)-were mixed. On a broader view, the heterogeneity of the views on the ethics of the experiment is a sign of how contested and fluid the concept of privacy is (e.g. Ess, 2013, p. 260) . Moreover, as Facebook cooperates with several universities such as Cornell, Stanford and Harvard (see e.g. Cheng, Adamic, Dow, Kleinberg, & Leskovec, 2014; Friggeri, Adamic, Eckles, & Cheng, 2014; Sun, Rosenn, Marlow, & Lento, 2009) 2 the experiment has raised debate about whose research ethics prevail in such joint ventures-those of a private company or those of an academic research institution. In this article, we focus on the academic but also look to some extent at the non-academic ethical commentary on the Facebook experiment, and ask what it tells us about ethical research issues in the current era of social media research.
The ethical discussion presented in this article is founded on an integrative literature review (see e.g. Card, 2010; Torraco, 2005) that we conducted by searching major journal databases such as Science Direct, Google Scholar, Sage Journals, and Ebsco Academic Search Elite for articles covering the experiment. As a result we obtained articles from journals such as Research Ethics; Big Data & Society; Media, Culture & Society; Nature; and Information, Communication & Society. In addition to journal articles, we searched for conference proceedings on the experiment as well as scholarly analyses of the issue published in blogs and other internet sites. Some news and magazine articles as well as blog posts were also included in order to offer some non-academic views on the issue.
Overall, our approach to the ethical discussion revolving around the Facebook experiment is essayistic in nature (see e.g. Ceserani, 2010; Cornelissen, Gajewskade, Piekkari, & Welch, 2012, pp. 198-199) , which means that we prefer exploring and discussing the topic in a heuristic manner: we tend to concentrate on raising questions rather than put forward any definite results based on empirical research. However, we do argue that there are two crucial themes of debate which sum up the ethical discussion revolving around the experiment: research as manipulation (discussed in Section 3) and the related informed consent (discussed in Section 4). Moreover, we suggest that the debates about the ethics of human-subject big data research, while demanding a rethink of research ethics, still reflect the classical divide between the utilitarian and the deontological points of view. In the next section we will introduce some key questions of research ethics in the era of social media. Then we move on to present the Facebook experiment and the ensuing ethical discussion. 
Research Ethics and the Human Subject
The views on research ethics generally put into practice in any academic research can be seen as balancing between two classic moral philosophical stances. Utilitarianism attempts to calculate the morality of an act by estimating the total amount of happiness or suffering produced by the act, while deontology views certain actions as immoral or moral per se, regardless of their consequences. Both these stances are applied, for example, in social media research when scholars contemplate the effect of their study on the subjects' privacy: the utilitarian view of privacy might allow certain incursions into privacy if the result is the greater good, whereas from the deontological point of view, a certain level of privacy is a right that should not be violated, for example, by conducting a study without receiving the informed consent of the subjects of the study (Ess, 2013, pp. 256-262; Shrader-Frechette, 2000) . Both stances are problematic, and neither of them is applied in research without any consideration of the other-or in moral decision-making outside of academia, for that matter. At any rate, the utilitarian emphasis on avoidance of harm and the more deontological value of receiving informed consent from research subjects are considered the two most significant imperatives of research ethics in studies with human participants (e.g. the British Psychological Society, 2010). Actual policies as to how exactly the imperatives are defined and in what situations they apply (e.g. in big data research) vary significantly.
One of the key ethical principles of the Association of Internet Researchers (AoIR)-that the greater the vulnerability of the subject of study, the greater the obligation of the researcher to protect the subject-is a good example of how challenging it is to formulate specific rules of ethical research (Markham & Buchanan, 2012, pp. 4-5) . Obviously, protecting the research subject depends on how one defines both the harm that might be inflicted on the unprotected person and also a research subject. The context of any research setting means that ethical codes are not so much strict rules as incentives to individual researchers to reflect on the moral ground of their research and make ethical decisions using their own judgment of what is in fact practicable in the circumstances. Especially when informed consent cannot be obtained in human-subject research, the benefits of the study should outweigh the harm of any invasion of privacy.
Often anonymity is seen as enough to ensure the no-harm rule in cases of non-experimental (e.g. purely observational) research. In experiments that affect the participants' behavior, the rules are stricter (See e.g. Vainio, 2012; Vanderpool, 1996.) . The level of sensitivity required for the decision-making to be ethically sufficient is a constant topic of debate. For example, a research institution or a commercial company engaging in research might hold the view that obeying the law is enough to make the research ethical (Hudson & Bruckman, 2004, pp. 132-133) . If the participants are not harmed in any way during the data gathering, an ethically sensitive researcher-whether working in a private company or a university-might still take into account the hypothetical situation that a research participant at some point learns about his or her role in the research and is offended (i.e. harmed) by having been a participant without having given consent (e.g. Hudson & Bruckman, 2004, pp. 136-138) . Moreover, an ethically sensitive researcher might treat public content on the internet (e.g. tweets, blog posts) as intimate parts of their creator's personhood. Most researchers, however, use this content without securing informed consent (Hesse, Moser, & Riley, 2015, p. 27) .
The fact that data are accessible and public does not necessarily mean that using them is not jeopardizing privacy and is thus ethically justified (see e.g. boyd, 2010; 4 Marx, 2013; Tinati, Halford, Carr, & Pope, 2014, p. 673; Zimmer, 2010) . The boundaries between private and public information-especially on the internet-are frustratingly ambiguous, contested and changing (Markham & Buchanan, 2012, p. 6; Ess, 2007, p. 499 ; see also Rooke, 2013; Rosenberg 2010; Weeden, 2012, pp. 42-43) . Even when a researcher wants to have participants' informed consent to take part in a study, it might be impossible for him or her to obtain it if the research in question concerns, for example, massive data mining processes and projects. Moreover, big data researchers often ignore the whole question of informed consent because they define their data as either public or proprietary (Paolillo, 2015, p. 49) . Also, when there is no direct contact between the researchers and their human subjects it is questionable whether the subjects should even be called participants. Besides, when experiments are made on them, it is unclear whether they are to be subject to the same ethical research scrutiny as human-subject study participants normally are (Hutton & Henderson, 2015, p. 178; Kahn, Vayena, & Mastroianni, 2014, p. 13677.) . Even if a researcher did in such cases manage to obtain the participants' consent, there would be no real guarantee that it was indeed informed (Flick, 2016, p. 15-17) .
To problematize the issue further, even if informed consent was verified and the researcher was allowed to use the participants' personal data, the data might also include information about people (e.g. contacts of the users) who had not given their informed consent (Phillips, 2011, p. 32) . Thus it is no surprise that a large number of extensive data mining projects are carried out without informing the groups or individuals targeted by the researchers; the only measure taken to promote the ethicality of the research is making sure that the participants are anonymous, thus ensuring confidentiality (Lindsay & Goldring, 2010; Zwitter, 2014, p. 5; see also Sormanen et al., 2016) .
In contrast, when conducting qualitative research like virtual ethnography or, more specifically, participant observation, in smaller internet forums, obtaining the consent of participants is technically relatively easy. However, it is rarely done because of the possibility that knowing that they are being observed might cause participants to act differently from usual, which would skew the data. Then again, in practice, many scholars do not seek informed consent because they are afraid it would be denied (e.g. Hine, 2000, pp. 23-24.) . Sometimes participant observation even without consent is impossible (e.g. in the case of private discussion groups), so the researcher might engage in deception (e.g. an invented alias) in order to gain access to the group of participants. As Brotsky and Giles (2007, pp. 95-96) put what is indeed rather obvious, covert participant observation is "highly controversial from an ethical position", but as in most completed research projects with ethical research challenges, it is ultimately justified by reference to the benefits brought by the results. Sometimes even informed consent does not create an authentic consensual atmosphere, for example if the subjects of the research do not feel they have been treated fairly or if the purpose of the research is not felt to be morally valuable enough (Kennedy, research subject has sufficiently understood the purpose and the consequences of the research? (E.g. Escobedo, Guerrero, Lujan, Ramirez, & Serrano, 2007; Svanteson, 2007, p. 72.) 
The Facebook Experiment as Manipulation
On Facebook, the News Feed is practically a list of status updates of the contacts in a user's network. The updates shown in or omitted from the News Feed depend on "a ranking algorithm that Facebook continually develops and tests in the interest of showing viewers the content they will find most relevant and engaging". Facebook is thus like any traditional media as it provides content to its users selectively, but where it differs from the old media is that the content is modified individually according to what the medium evaluates to be the optimally engaging experience. (Kramer et al., 2014, p. 8788.) Users accept this practice when signing up for Facebook.
In their massive-scale experiment, Kramer et al. (2014) tested the emotional engagement of Facebook users by modifying their News Feed. The "experiment on the manipulative power of Facebook feeds", as Peacock (2014, p. 8) described it, was criticized almost immediately upon publication of the article. Bloggers claimed Facebook made users "sad for a psych experiment" (Grimmelmann, 2014) or the company was using people as "lab rats" (a blogger quoted by Rushe, 2014) . According to The Guardian's poll (Fishwick, 2014) , most people who read about the experiment were not surprised that Facebook would experiment on user data the way it did but, at the same time, they declared they had now "lost trust" in Facebook and were considering closing their account. The "secret" experiment, as The Guardian called it, "sparked outrage from people who felt manipulated by the company". It can be speculated that had Facebook known what the public reaction to their experiment was going to be, they would not have published it. danah boyd (2014; see also Paolillo, 2015, p. 49) suggests that the intended PR outcome of the experiment from Facebook's point of view was to show that Facebook can downplay negative content in their service and thus make customers happier. Presumably this was seen as better for users and better for Facebook, as experimentation is how websites make their services better (Halavais, 2015, pp. 689-690; Kahn et al., 2014, p. 13677) .
It is possible that many people missed the benevolent intention of the research team and concentrated on the contestable ethics of their method. The criticism about the experiment reached such levels that Facebook's researcher and the first author of the article, Adam Kramer, defended the experiment in his own Facebook page, pointing to the minimal "actual impact on people". During the week of the experiment, he explained, the users who were affected "produced an average of one fewer emotional word, per thousand words". (Kramer, 2014 .) The magnitude of the impact was perhaps unknown to many critics of the experiment, as many objected to it on the grounds that Facebook was "controlling the emotions" of its users. Moreover, regardless of the magnitude of the impact of the experiment, the user agreement of Facebook can be interpreted to mean that users of Facebook allow researchers to experiment on them.
Thus, many ethicists would agree with Meyer (2014) , who published a statement with five co-authors and on behalf of 27 other ethicists "to disagree with these sweeping condemnations" of Facebook's ethics in the experiment. She wrote that "the experiment was controversial, but it was not an egregious breach of either ethics or law." If Facebook is permitted to mine user data and study users for personal profit but academics are not permitted to use that information and learn from it, it "makes no one better off" (Meyer, 2014) . However, for many critics it was more a matter of ethical principle than actual impact. For example, Kleinsman and Buckley (2015, p. 180 ) rejected Meyer's statement and claimed that "[i]f an experiment is in 'breach of either ethics or law,' then whether it is an 'egregious' breach or not is irrelevant." In this view, there is no grey area in research ethics, and consequently, a person as a subject of research is-in a binary way-either harmed or not harmed.
Many scholars were even more critical than Kleinsman and Buckley (2015). Recuber (2016) , for example, noted how quick scholars were to draw analogies between the Facebook experiment and the infamous Milgram's (1963) experiment analyzing obedience to authority, as well as to the Stanford Prison experiment, also known as the Zimbardo experiment (Haney, Banks, & Zimbardo, 1973; Zimbardo, 1973) , that studied the psychological effects of becoming a prisoner or a guard. According to Recuber, there were indeed some similarities between the Facebook experiment and the two notorious experiments from the 1960s, one being the fact that all three studied the researchers' ability to manipulate change in the participants' behavior. However, the Facebook experiment was different in its failure to reflect on this aspect (Recuber, 2016, pp. 46-47) . The user reactions studied in the Facebook experiment were caused by the observers but the power relations between the experimenters and the experimentees were downplayed or normalized, and not at all problematized. This, at least to Recuber, is a typical and insidious element of contemporary big data research. (Recuber, 2016.) When the number of research subjects is so high, individually they tend to vanish in the haze of the overarching term "big data". However, the "power" exerted per capita over the participants in the Facebook experiment can be viewed as rather minimal (albeit massive in scale). The experiments carried out by Milgram and Zimbardo, on the other hand, caused their participants to suffer severe physical and psychological stress.
The ethics of human-subject research is mainly about protecting the subject. In this sense, the Facebook experiment was found ethically questionable. Strict assessments of the experiment conclude that the study indeed "harmed" its participants (albeit almost unnoticeably), because it changed the participants' mood (e.g. Bryman & Bell, 2015, p. 141; Grimmelmann, 2014; Kleisman & Buckley, 2015, p. 181) . However, if harming is defined as changing a participant's mood, then a vast quantity of empirical research on humans is harmful, especially research that requires face-to-face interaction. In general, big data studies or techniques to test or predict personality or actions might not be legally problematic but they do undermine a "sense of individuality on a personal level", claims Schroeder (2014, p. 7) .
Facebook has experimented on its users before, and has published research about it (see e.g. Bond et al., 2012; Chan, 2015 Chan, , p. 1081 Simonite, 2012) . However, these experiments were explicit in their intention to influence users. For example, in 2010 on the day of the US congressional elections, Facebook encouraged randomly assigned users to vote, managed to increase voting activity, and afterwards published an article about it in Nature (Bond et al., 2012) . Moreover, in 2012 Mark Zuckerberg, the CEO of Facebook, used Facebook to encourage people to register as organ donors, after which organ donor enrollment increased significantly in the US (Simonite, 2012) . These forms of "manipulation" did not raise as much ethical debate as the experiment we discuss here did. The reason for this might be that people see explicit forms of intended manipulation as more acceptable than covert forms, even if the explicit manipulation attempts to elicit significantly greater change in the subject than the covert form.
Research ethics are often implemented more strictly in the academic world than in the corporate research environment. Then again, the ethical views of social media users might be quite flexible, and a lot of how users relate to being studied and experimented on by researchers depends on the application of the results (Kennedy et al. 2015, pp. 8-10) . It seems like people do not want to be experimented on for the sake of an experiment but they are more likely to accept it if the experiment might result in some kind of benefit for themselves or others. Many people also do not mind commercials or other manipulations-even outright propaganda-as they are often part of the deal between users and service providers (cf. Searls 2015 on ad blockers). In the case of the Facebook experiment, even though scholars did not read any status updates, some people still felt that their privacy was violated. The problem in these kinds of cases is often the fact that one has a feeling of being private while actually being public (Kennedy et al., 2015, p. 13) . According to Chan (2015 Chan ( , p. 1080 , the fact that neither Facebook nor Cornell University-the two parties involved in conducting the study-apparently anticipated the public backlash they would face for the data manipulation shows "the vast disconnect between the research culture of big data (whether based in corporate or academic institutions) and the general public's cultural expectations."
The Problem of Informed Consent
It is the "informed" in informed consent that is the other major ethical research issue in the experiment that worried both the general public and academia (see e.g. Kahn et al., 2014, p. 13677) . Cornell University researchers (Guillory and Hancock) analyzed the data after Facebook (Kramer) had collected them. The study therefore did not go through an ethical review at Cornell University, which might have been critical of how the informed consent of the participants was going to be secured (Paolillo, 2015, p. 50) . In the article, research ethics is discussed in two sentences (Kramer et al., 2014, p. 8789) . The first sentence states that the researchers themselves did not read any of the texts analyzed for the experiment as a linguistic software program was used to analyze the data. The other sentence declares that the data collection "was consistent with Facebook's Data Use Policy, to which all users agree prior to creating an account on Facebook, constituting informed consent for this research." In other words, the authors interpreted Facebook's user agreement to mean informed consent. In that case, the level of informedness is highly debatable, as most users of Facebook do not read or completely understand the data use policy (Flick, 2016, p. 17 ; see also Kennedy et al., 2015, pp. 10-15) . When a user accepts the terms and signs up for Facebook, he or she is informed that the service provider will use the personal data for all sorts of things (Facebook, 2015a) . The user might give their consent but is most likely not well informed, since the description of the data use policy is not very precise (see e.g. Grady, 2015, p. 885; Sloan, Morgan, Burnap, & Williams, 2014, p. 16.) . For example, at the time of the experiment, the research use of personal data was not mentioned although, following the wide publicity the experiment received, it has subsequently been added to the policy. Kleisman and Buckley (2015; see also Bail, 2015, p. 23) hold the view that because the authors of the Facebook experiment could have asked for proper informed consent from the users, they should have done so. It does not matter whether the research is unlikely to cause harm or if it is beneficial or otherwise important: consent is always essential if it can be obtained. The scholars should at least have informed those users who were affected afterwards (Recuber, 2016, p. 54; see also McKelvey, Tiessen, & Simcoe, 2015, pp. 580-581) . A month after the publication of the experiment, PNAS's Editor-in-Chief, Inder M. Verma (2014), added a foreword to the contested article. It was entitled "Editorial Expression of Concern and Correction" and it defended the authors' ethical choices by separating Facebook's data collection process from the actions of Cornell University. Readers were reminded that it was a non-academic private company (= Facebook's Kramer) that gathered the data, and the academics (= Cornell's Guillory and Hancock) only analyzed them. However, as the responsibility fell partly on the journal (see e.g. Kahn et al., 2014, p. 13679) , Verma (2014, p. 10779 ; see also Schroeder, 2014, pp. 2-3) did concede that perhaps everything was "not fully consistent with the principles of obtaining informed consent and allowing people to opt out."
Many human-subject big data scientists know that a strict interpretation of the opting-out option makes their research extremely difficult. The problem is further complicated by the fact that in many cases the data are not collected by academics but by third parties such as Facebook. Should the data collectors abide by the ethical research norms of academia? If they did, there would be a lot of ethical problems, particularly with data produced by third parties, such as filmed footage, photographs, Google Street View data, televised rock concert recordings, and so on. Even if participant anonymity was secured, the human subjects in these cases could not opt out. If scholars did not have to worry about opting out as an ethical norm, they could team up with someone outside of academia to do their "dirty work" (see e.g. Kahn et al., 2014, p. 13677; Wrzus & Mehl, 2015, p. 264; cf. boyd, 2014.) . On the other hand, one could say that a person can opt out of any Facebook experiment by not signing up for Facebook in the first place-just like a potential participant in a psychology experiment can decide not to attend the experiment if he or she does not want to be manipulated.
In general, an ethically pragmatic social media user's informed consent is more like meta-informedness, or "implicit informed consent" (Bryman & Bell, 2015, p. 139) , where the user knows that for example Facebook will do various known and unknown things with its user data but is unlikely to do anything that is morally too dubious-although it has been observed that users tend to underestimate the level of their privacy when they are excited about a social media application (Kehr, Kowatsch, Wentzel, & Fleisch, 2015) . For most users, Facebook's data policy is thus a reasonably informed and fair trade-off between the user who gets to use the service without a fee, and the service provider who gets to sell the data to third parties such as advertisers (Kennedy et al., 2015, p. 12; see also Hutton & Henderson, 2015, p. 178) . This is actually the common logic of commercial media, and the " ethical fig leaf" (O'Hara, Nguyen, & Haynes, 2014, p. 4) of a social media researcher.
As Chan (2015 Chan ( , p. 1080 ; see also Aiken & Mahon, 2014, p. 4) notes, Facebook's data use policy "enables any user to potentially become an experiment subject without need for prior consent". In the end, a scholar interested in research ethics might ask if there is anything ethically new in the Facebook experiment. People were studied without their knowing about it but they had allowed it by signing up for Facebook. (Schroeder, 2014, p. 3 ; see also Zwitter, 2014, p. 1.) Certainly companies have been doing experiments with only vaguely informed consent before, as have psychologists, so many people think the Facebook experiment is merely a recent example of an old ethical research issue (Schroeder, 2014, pp. 1-2; cf. Selinger & Hartzhog, 2016) .
In a way, the Facebook user agreement is similar to the informed consent form the participants in most psychological experiments have to fill out. Participants are informed that they (and the data they will produce) will be used for scientific purposes but the participant might not know exactly what those purposes are. He or she might even be deceived about the real purpose of the study to which they have consented. The message of informed consent is, "I trust you. Do what is needed." Perhaps the only new aspect in this case is that there are over a billion people on Facebook every day. It is an essential networking tool for a large amount of people, many of whom are dependent (to a greater or lesser extent) on the service. This means that its user agreement is not necessarily an ethical act between two equal parties: opting out of an experiment becomes equal to opting out of a significant part of one's social life (see e.g. Gertz, 2016) . One might therefore suggest that a participant might be sufficiently informed but the question of consent is more controversial.
After multiple critical reviews of the experiment, Mike Schroepfer, the Chief Technology Officer for Facebook, wrote an apologetic post for Facebook's Newsroom. According to him, they should have "considered non-experimental ways" to do the research. Also, the research would have "benefited from more extensive review by a wider and more senior group of people". Schroepher also notes that they did not inform the public about the experiment well enough (Schroepfer, 2014) . Schroepher also introduced a new framework of research that Facebook is going to implement. It included clearer guidelines for researchers, a more extensive review stage, and training (including on privacy and security matters), as well as the establishment of a special research website (Facebook, 2015b) .
Describing the new guidelines section, Schroepher announced that a more enhanced review process would be conducted prior to research if the intended research focused on "studying particular groups or populations (such as people of a certain age) or if it related to content that may be considered deeply personal (such as emotions)." Also, a further review would be conducted if there was any collaboration with the academic community. The statement ends with trying to convince the reader-supposedly a daily Facebook user-that Facebook wants to do research "in a way that honors the trust you put in us by using Facebook every day." (Schroepher, 2014.) This seems to be Facebook's way of admitting that the experiment lacked informed consent. Perhaps for PR reasons as well as due to potential legal issues, Schroepher could not say outright that the experiment failed to obtain informed consent (cf. Verma, 2014) .
Discussion
In this article we have shown how the debate around the Facebook experiment brings up two crucial and interrelated themes of research ethics: research as manipulation, and the problem of informed consent. The debate around the experiment shows that the era of big data research demands some rethinking of research ethics. Although the two key issues presented here are not unique to contemporary research but had been debated for decades before big data research came in (see e.g. Faden & Beauchamp, 1986; Roelcke, 2004) , the unprecedentedly large amount of human subjects that are called for in such research has led to a need for special scrutiny. At the same time, it seems that the ethical evaluation of such experiments is based on the classical ethical stances of utilitarianism or deontology. The proponent of the former sees little or no harm done in such an experiment and no loss of happiness caused by it, while the proponent of the latter considers that, regardless of the degree of actual harm, human integrity has been violated (see e.g. Ess, 2013, pp. 256-262; Harman & Cornelius, 2015, p. 58; ShraderFrechette, 2000) .
Reaching any ethical consensus about the Facebook experiment is further impeded by disagreements over the definition of key concepts such as the "harm" done to human subjects, and their "informed consent". When academic research ethics is so vague, it might seem simpler for scholars to leave it to the law and user agreements to define the ethics of the research. However, according to Chan (2015 Chan ( , p. 1082 ; see also Paolillo, 2015, p. 50; Burgess & Bruns, 2015, p. 99) , commercial companies' ethical research standards should not be allowed to spread to the academic world. Flick (2016; see also Halavais, 2015, p. 592) agrees and thinks that the commercial and academic sectors should negotiate and agree on standards, but without making any concessions in the commercial companies' favor. However, as universities' opportunities to cooperate with private companies working with big data increase, the opportunities to leave the problematic ethics of data collection to companies increase likewise.
Mike Schroepher, the Chief Technology Officer of Facebook, stated that Facebook should have communicated "clearly why and how" they did the experiment (Schroepfer, 2014) . The statement implies that a person is deprived of optimal well-being if the reasons and methods of any actions carried out on him or her are not properly communicated. On the other hand, one could easily claim the opposite: a person suffers less when he or she does not know or notice anything about such actions. As Stilgoe (2015, pp. 46-47) observes, the Facebook experiment was rare in being openly published and publicly scrutinized, since most such experiments are conducted in secret. We can wonder if people were outraged about the experiment because Facebook altered its users' states of mind or because it reminded them that their states of mind are being altered all the time by all kinds of things, people and organizations (see e.g. boyd, 2016; see also Kehr et al., 2015) .
At the same time, Kennedy et al. (2015, p. 2) observe that there has been little research about what social media users themselves actually think about being observed, studied and-we would addexperimented on. This is rather disconcerting, given the massive number of people that use social media and are in some form or other observed and experimented on by researchers. Perhaps surprisingly, the social media users Kennedy et al. (2015, pp. 3-4) studied seemed to be concerned about privacy, but mainly about social privacy. That is, they wanted to be sure that they could choose which individuals in their network have access to their personal information. They were not so worried about institutional privacy, or "the mining of personal information by social media platforms, commercial companies and governments". Although we are talking about only one study, there is reason to suggest that the ethical criticism of the Facebook experiment made by academics might not reflect users' worries. This is a topic that should be further studied, as it would be relevant for research ethics in the era of social media to be more grounded in the user level. A more holistic and inclusive ethical research study would ensure that researchers do more than define what is morally optimal in big data research; or, as Tama Leaver (2013) states, "Big Data needs Big Ethics, and we don't have them yet."
If we go further into the ethical implications of social media experiments that aim to enhance user experience, we are faced with a more profound ethical challenge than a discussion of manipulation and informed consent reveals. If in Facebook we are fed imagery that further filters our experiences of the "real" world, then what are the ethical ramifications of researchers teaming up with companies that aim to give people "the experience they want" (Simonite, 2012) ? Would the companies be in charge of the "hard ethical choice…of what content to show…without oversight, transparency, or informed consent" (boyd, 2014)? The way media and new media influence our perceptions of reality has already been widely studied (e.g. Fairclough, 1995; Macey, Ryan, & Springer, 2014) but there has been little consideration so far of the ethics of academics taking part in these kinds of studies.
The way big data is "all at once essential, valuable, difficult to control, and ubiquitous" seems to be reflected in our complex, context-dependent attitudes toward it (Pushcmann & Burgess, 2014 , p. 1695 . Gertz (2016, p. 56) notes that despite the Facebook controversy, the number of Facebook users is still growing. At the same time, users' autonomy seems to be diminishing. From this it can be concluded that many users do not mind the asymmetrical relationship they have with the service provider. As Ess (2013, p. 254) notes, "our engagements with new digital media appear to bring in their wake important transformations in our sense of self and identity." Our "foundational conception of autonomous self" that has legitimated concepts of privacy that "modern liberal-democratic" states respect seems to be changing. Perhaps the question we should ask is primarily existential rather than ethical, as Gertz (2016, p. 61) suggests. According to him, we should first think about the increasingly significant role technology plays in our lives. If we accept it, then we can have a more meaningful discussion on the ethics of scholars experimenting with it.
