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In [l], Noble develops in a formal manner a method for deducing a non- 
linear integral equation from a Fredholm equation with a difference kernel. 
Our concern is to determine classes of functions for which Noble’s heuristic 
development is valid. In particular, we consider equations of the type 
Such equations may be solved exactly by means of the Wiener-Hopf tech- 
nique; however, this may require an awkward factorization in the complex 
plane. Thus, it is convenient to have an alternative method which lends itself 
more readily to numerical solution. 
Adopting the notation in [2], we consider complex valued functions in 
L,(R) orL,(R+), where R = (- co, co) and Rf = [0, co]. Suppose K E&(R). 
Then 
o<x<w, (1) 
(K*e) (x) = jm k(t - x) e(t) dt
0 
define mappings K and K* fromL,(R+) into&( ([2], (21.31)). 
LEMMA. If k is absolutely continuous on [- a, a] for all a > 0, Pmk < w, 
and 4 E,&(R+), then 
f (4 = j,” 4% - t> +P) 4 XER (2) 
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de$nes a function f which is absolutely continuous on [0, a] for all a > 0. The 
derivative off, is given a.e. by 
f’(x) = jr k’(x - t)+(t) dt, XER. (3) 
Moreover, f’ E L,(R). 
PROOF. Extend 4 to (- co, co) by defining (b(t) = 0 for - co < t < 0. 
It follows from ([2], (21.31)) that f is well defined on [0, co]. Since k is 
absolutely continuous and Vzmk < co we must have 
V:,,k = F% j” 
+ a 
I k’(t) 1 dt = j= / k’(t) / dt < co. 
--m aqm 
Consequently k’ E L,(R). If g is defined by 
g(t) = jm k’(5 - t) 4(t) 4 5 E R (4) 
0 
it follows from ([2], (21.31)) that gELI( Another application of ([2], 
(21.31)) yields that the convolution 
(I K’ I * 14 I) (0 = jm --m I W - t)+(t) I dt = jm I W - t)+(t) I dt 0 
is inL,(R); so that 
cl! cc 
i s I k’(5 - t) 4(t) I dt dt < ~0 for -m<x<co. --m 0 
Thus, Fubini’s Theorem may be used to obtain, for x E R, 
jl, g(t) dt = jIa j," W - t) 4(t) dt &‘ 
= j;#N j1, k’(5 - t) d5 dt 
= jmk(.r - t)+(t)dt 
0 
=f (4. 
The third equality follows from the absolute continuity of k and k ELM. 
We conclude from ([2], (18.18)) that f is absolutely continuous and that (3) 
holds a.e. Moreover f’(x) = g(x) a.e. and g ELM, so that f ELJR). 
Q.E.D. 
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It follows from the above lemma that for 4, 0 ~Lr(li+) 
VW) (4 = j,” k’(x - t) d(t) 4 (5) 
(DK*e) (x) = - j- k’(t - ix) e(t) dt, XER (5’) 
0 
and D&2$, DK*e E&(R). Writing (f, g) = (g,f) = Jrf(t)g(t) dt, it follows 
that if t9 and + are essentially bounded, then (Dk#, 0) and (4, DK*e) exist. 
Fubini’s Theorem yields 
(DK$, 8) = (4, DK*e). (6) 
Now consider integral equations 
fa(x) - 1,” k(x - t)fB(t) dt = edBz, (7) 
f:(x) - [” k(t - x)f:(t) dt = e-““, XER’ (7’) 
JO 
where 01 and j3 are complex constants with Re(ol) > 0 and Re@?) > 0. Equa- 
tions with more general right members can be reduced to (7) and (7’) by 
Laplace or Fourier transform methods; simply express a right member as 
the inverse transform of its transform. 
Taking K and K* as in (1) and (I’), define operators T and T* by 
T=I-K, T*=I-KK* (8) 
where 1 is the identity operator. Then (7) and (7’) can be expressed as 
TfB = emax, T*f,* = epax, (9) 
and fa , when it exists, can be written 
fo(x) = (Tf,) (x) + KfB) (x) 
= e-a= + 
s 
O” k(x - t) fo(t) dt. 
0 
If there is fs E L,(R+), it follows from the lemma that the integral on the right 
is absolutely continuous. Consequently fB is also absolutely continuous on 
[0, u] for all a > 0. 
Integration by parts is permissible and yields 
(DfB ,f,*) + (fs 3 of:) = -fB(O)f:(O). (10) 
409/26/3-6 
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It should be noted that the right-continuity of fs and fa at zero and 
&(a) = f,*(a) = 0 have been used in obtaining (10). Then (6) and (10) 
imply 
(DTF, ,fa*) = -fo(O)f30) .- (h > DT*f,*). (11) 
It is easy to show that 
(e-‘%, f$) = ( fE , e+). (12) 
Therefore, substituting - JQe-ex = DTfe and - CM-~% = DT*f ,* into (11) 
yields 
( fe , e-Or’) = B+y fB(O)f Z(O) = (e-42,f$). 
This is an important result, for it expresses the Laplace transform 
( fa , e+=), which is a function of two variables, 01 and /3, in terms of two 
functions of single variables. 
We have established the following 
THEOREM. If 
(i) k E&(R) is ubsolzltely continuous and Z’zWk < 0~) 
(ii) fe , f,* ELI(R+) satisfy the integral equations 
Tfe = eeBx, T*f ,* = e-“, o<x<oo 
-where 01 and p are complex constants with Re(a) > 0 and Re(@ > 0, 
ihen 
(fe , e-y = fs’B”)PZ) = (e-‘“,f$). (13) 
By (7) and (7’) 
fo(0) = 1 + (k*,fe)y (14) 
f:(O) = 1 + (k,f,*), (14’) 
where k*(t) = k(- t). 
Next we express (k*, fs) and (k,f,*) in terms of the transforms (fs , e-or) 
and (f ,“, e-OS). For this purpose it is convenient to change notation. Let 
fe(x) = f,*(x) - 0 for x <o, 
and denote the twosided Laplace transform by capital letters, i.e., 
G(z) = j:, e-%t) dt- 
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Thus, 
(15) 
(15’) 
K(z) = jy, e-“%(t) at 
K*(z) = ,ym e-%( - t) dt = K( - 2). 
These transforms are defined in a suitable vertical strip in the complex plane. 
Formally, 
Parseval’s second identity is 
(g, A) = & 11-1 G(z) H(z) dz. (16) 
This is really the equivalence (within a factor) of two inner products; it 
expresses the fact that the transform is an isometry. 
BY (16) 
(k*, fs) = & s;zI K(-- 4 F&4 dz, (17) 
(k f,*) = & ~~~~ K(z) F,*(z) dz. (17’) 
From (14) and (17) if follows, with z replaced by 01, that 
Similarly (14’) and (17’), with z replaced by p, yield 
Substitute (15) and (15’) into (13) to obtain 
Again we have a function of two variables expressed in terms of functions of 
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a single variable. Equations (18) and (19) can now be used to derive an integral 
equation for&(O). Thus 
Similarly (18’) and (19) yield 
(20’) 
These equations are identical if the kerne1 is symmetric, i.e., k(- t) = k(t). 
Equations (20) and (20’) were first derived by Case [3] using a method 
depending on translation invariance. 
As an application of his method, Noble [I] derives the generalized 
Ambartsumian-Chandrasekhar H-equation: 
H(x) = 1 + xH(x) j:, ‘f);i’) dt, 0 < x < 1, (21) 
which can be solved explicitly ([4], pp. 115-123). Moreover, it is possible 
to obtain good numerical solutions of (21) rather easily on a computer ([4], 
pp. 123-124) and ([l], pp. 309-310). 
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