Dynamic Casimir effect [1][2][3][4][5][6][7] [8] describes the creation of photon pairs from a quantum vacuum when the boundary conditions or the material properties are dynamically changed. Due to a time dependent geometric/material configuration, the quantum field experiences a parametric amplification processes over time, which is accompanied by generation of real quanta. Among various studied DCE systems, the most frequently discussed configurations are one-dimensional homogeneous cavities
with vibrating boundaries [1, 2] and cavities with fixed boundaries but dynamically changing optical properties [3, 4] . Usually, a harmonically driven configuration [5] [6] [7] [8] is employed to enhance DCE through resonant excitation at certain frequencies. In this process, DCE predicts a direct energy conversion from mechanical kinetic energy to electromagnetic energy. However, to observe a detectable signal, the moving speed of the geometrical configuration must be a substantial fraction of the speed of light, which becomes unrealistic for a macroscopic mechanical system [9] . Various solutions have been theoretically proposed to achieve rapid modulation of the cavity resonances, e.g., by using laser/magnetic field to modulate the reflection property of the semiconductor [10] [11] / superconducting [12] [13] mirror, or using modulation of nonlinear [14] materials, cold matter [15] material or superconductor circuits [16] to vary the refractive index of the filler inside the cavity, or nonadiabatic time modulation of the light-matter coupling strength [17] [18] in cavity QED systems. Recently, by using superconducting quantum interference devices (SQUIDs), the effective length of a cavity was tuned by modulating its inductance through a time-varying magnetic flux at very high frequencies (>10 GHz), leading to observation of single-mode squeezing signals of DCE in the microwave regime [13, 16, [19] [20] [21] [22] , which verified the DCE excitation prediction. Thus far, most previous theories and experiments were based on dynamic cavities with homogeneous media, which are weakly excited even at resonance. In this work we show that inhomogeneously varying optical properties in a cavity containing 1D photonic crystals (PhCs) can lead to observation of interesting selection rules for the resonant excitation condition and greatly enhanced DCE photon generation rate for the edge modes governed by the symmetry of the spatial modulation.
Here, we look into one-dimensional photonic crystals with finite unit-cells and perfect electric conductor (PEC) boundaries, in which the permittivity of each slab is harmonically modulated (shown in Fig 1(a) ). We discuss the squeezing (degenerate parametric process for producing single-mode squeezing) and acceleration (nondegenerate parametric process for producing two-mode squeezing) effect caused by the variation of resonance frequencies and eigenmodes, and numerically calculate the photon creation in these processes. For different spatial symmetries of the dynamic perturbations of the PhC systems, a significant DCE may occur only for resonant excitation at even or odd integer harmonics of the fundamental resonance frequency.
The created photon intensity possesses interesting scaling behaviors with the number of unit cells. Our results provide a powerful degree of freedom to selectively enhance the rate of the DCE photon generation process. As schematically depicted in Fig. 1(a) , a PhC system consists of N c repeated unit cells inserted in a cavity formed by two PEC boundaries. Each unit consists of four layers with the same thickness d but different dynamic varying permittivity ε(t), marked as A and B with ε A(B) (t) = ε 0 [1+(-) δ t ], in which δ t =δ 0 ·sin(ω d ·t) with δ 0 and ω d denoting the modulation amplitude and frequency, respectively. For simplicity, we only consider a small perturbation configuration with δ 0 << 1. In this paper, we will focus on two typical setups -ABBA and AABB with spatially symmetrical and anti-symmetrical perturbation terms, respectively. For both systems, at an arbitrary time t, we can solve its instantaneous eigenmodes through Transfer Matrix Method (TMM) [23] , in which both their eigenfrequency and eigenfunction vary harmonically in time. Fig. 1 (b-g) show the band structures and the typical field distributions of these two systems with N c repeated unit cells. Without the time dependent perturbation δ 0 = 0, the system is just a homogeneous vacuum cavity with standing wave eigenmodes and its band structure is located at a series of equally separated points (K n , ω n ) = (n s π/L, nπc/L), in which n s denotes folded index of the eigenmode index n to the 1 st Brillouin zone, and L=4N c d denotes the effective optical length of the cavity. Clearly, there are N c eigenmodes in each band which equals to the number of repeated unit cells. With a small perturbation δ t , the band structure exhibits only a noticeable deformation close to the band edge denoted by the K-point due to degenerate perturbation. But for the two systems being investigated, completely different behaviors are observed near the K-point: the system with symmetric perturbation (ABBA system) has an obvious frequency shift, while that with antisymmetric perturbation (AABB system) exhibits a very slight frequency shift but the presence of an edge eigenmode, as shown in Fig. 1 (b-g ). This will result in very different behaviors in photon creation process through the DCE in these two systems. Following the method given in Ref. [5, [24] [25] [26] [27] [28] , we can write down the evolution equation for the n th canonical annihilation operator ˆn a as:
, with
. On the RHS of Eq. (1), the first term is the conventional harmonic term, while the other two terms represent the two DCE contributions responsible for the creation of photon pairs:
the squeezing term ξ n arising from the variation of the resonance frequency, and the acceleration term µ mn ± caused mainly by the variation of the eigenfunction.
For a given harmonic perturbation parameter δ t , the two DCE contributions are expressed as:
which are both modulated at frequency ω d . For a small perturbation parameter δ t , the amplitude of these terms can be solved through a well-established perturbation framework [29] [30] [31] with the standing wave eigenmodes in a non-perturbed homogeneous cavity as the initial states [32] . The two amplitude functions can be analytically solved as:
and the sign "+/-" for "B/A" slab, respectively. This rectangular waveform distribution function h(x) is determined by the specific PhC configuration and determines the selection rules in the DCE process. 
evident that h n is strongly related to the symmetry of the perturbation.
In both ABBA and AABB configurations, the amplitude function w n in the squeezing term can be expressed as 1 8 n n w L h = − ⋅ . In the ABBA configuration with symmetric perturbation, an even h(x) renders h n nonzero only when n = n K ≡ (2s+1)·N c (s is an arbitrary integer), which corresponds to the modes at the edge of the Brillouin zone. This is consistent with the observed frequency shift at those K-points in the ABBA system. On the contrary, in the AABB configuration with antisymmetric perturbation, a nearly odd h(x) function makes h n zero for all modes, which is consistent with the nearly δ t -independent eigenfrequency in the AABB system. The numerical results of w n presented in Fig. 2(a) for the two configurations with five repeated unit cells verify these perturbative analyses.
The amplitude function C mn of acceleration contribution is an antisymmetric sparse matrix which shows very distinct features for the symmetric and antisymmetric systems. Through some detailed analysis [32] , it is shown that the matrix element is only nonzero when the index pair [m, n] satisfy m± n= 2n K for the symmetric system, or when they have different parities for the anti-symmetric system, as shown in Fig. 2 (b-c). Thus, the spatial symmetry of the system determines the distinct spectra and resonance conditions of photons creation process in these two systems. 
, in which contribution from the squeezing term w n is that g is an even integer with g=2n, which leads to excitation of two n-mode photons. This, in conjunction with the preceding analysis of the amplitude function w n based on the parity of perturbation h(x), leads to the conclusion that the photon pairs can be created by the squeezing effect only in the ABBA system with g= 2n K for those K-points eigenmodes, while there are no excitations arising from the squeezing effect in the AABB system.
A similar argument is applied to the resonant excitation by the acceleration term The excited photons spectra N n (number of excited photons in the n-th mode) and total numbers N tot (sum over all excited photons in all modes) over different modulation frequency ω d are calculated by an analytical method [32] , as shown in Fig. 3 for the two configurations consisting of 5 unit-cells at normalized time τ=1. In the symmetrical ABBA system, only those with even g parameters can resonantly create photon pairs.
Interestingly, the excitations with g=2n K shows very different features from the rest, due to the contributions from both the squeezing term w n and the acceleration terms T ± g±n, n , which results in a broadband N n spectrum in Fig. 3 (a) and the red peaks in N tot spectra in Fig. 3(b) . On the other hand, for g≠2n K the only contribution comes from the acceleration term ,/./" 0 ,,/.2" 0
2
, which corresponds to a sparse N n spectrum and a lower value in N tot . In the AABB system, only those odd g parameters can resonantly create photon pairs, as shown in Fig. 3 (c-d) . Some stronger peaks exist near the Kpoints, which is caused by the relatively stronger eigenmode variation near the Brillouin zone boundary. All these evolutions are consistent with the selective excitation conditions discussed above. (see a more detailed analysis in supplementary [32] )
For all these three resonant excitation conditions with different g's, the total number of created photons exhibits a quadratic growth in a short-time scale, while an exponential growth in a long-time scale [32] , as shown in in the homogeneous cavities [6, 8, 34] , with β a dimensionless constant to describe the rate of DCE Photon generation process that depends on the specific configuration of the system, which also implies the photon pairs are created through a DCE process. In order to have an intuitive understanding of the absolute DCE efficiency in PhCs, we compare our result with the conventional configuration of one-dimensional homogeneous cavity with dynamically changing optical properties, such as the setup in the SQUID experiments [13, 16] , as shown in Fig. 4 (b). When N c is small, our configuration has a similar efficiency with the conventional one, but it linearly increases for those modulation frequencies satisfying g=2n K . Thus, our result offers a new degree of freedom to enhance the DCE signal in the experiment.
Moreover, in the supplementary material [32] , we present a realistic ABBA PhC design based on a SQUID circuit that consists of a chain of coupled SQUID elements.
We further numerically calculate the intensity of its output photon flux using the inputoutput theory, which clearly shows the superiority of our PhC cavity for enhancing the rate of the DCE photon generation process.
To summarize, we have studied DCE in a 1D photonic crystal system with 
in which A l and B l are the amplitudes of the forward and backward wave component, k l is the wave vector along x-direction, and Z l is the impedance of the l-th slab given by
At the interface between adjacent layers the boundary conditions
need be satisfied. Thus, we can define a transfer matrix M to relate the coefficients in adjacent slabs, with
In the l-th slab, the forward and backward propagation fields on two boundaries separated by d l can be related to each other through a propagating matrix P, with:
In our system, the PhC system has N c repeated unit-cells and two PEC boundaries.
For each unit-cell, we define a Q matrix to describe its scattering property. For the two setups ABBA and AABB, the Q matrices are:
which are functions of angular frequency ω.
At the PEC boundaries of the cavity at x=0 and x= L (L is the total length of the PhC system), the forward and backward propagation fields must add up to zero. The fields at the two boundaries are related by the overall transfer matrix of the cavity:
in which M last = M AA for ABBA system and M last = M AB for AABB system, a is the ratio between the field strengths on the two boundaries. In equation (S1.5), the overall transfer matrix T should satisfy:
with T ij = T(i, j) being the i-th row, j-th column element of the transfer T matrix. By solving Eq. S.1.6, one can obtain the instantaneous eigenmodes for each configuration.
The results for the two configurations (ABBA and AABB) are shown in Fig. 1 in the main manuscript.
Here the Bloch wave vector " of each eigenmode can be obtained by diagonalizing the Q matrix of the n-th cavity mode with
Considering the eigenvalue as the propagation phase of the wave vector, we have:
with D being the length of each unit cell. With a small perturbation amplitude 0 δ , the wave vector K n is very close to that in a vacuum cavity, with
Perturbation method to solve eigenmodes
In this section, we describe how to solve the eigenmodes in the inhomogeneous cavity. We also provide details on the two driving terms ξn and Mmn in the PhC system with time-independent perturbation theory [1] [2] [3] .
For the instantaneous eigenmode in the 1D-PhC system at any moment t, the field should satisfy the wave equation: 
In a non-perturbed configuration with 0 0 δ = , the system becomes a homogeneous cavity with standing wave eigenmodes described by:
The eigen modes satisfy the orthogonality condition
By using the standard perturbation method, we can obtain the first order correction term of the instantaneous eigenfrequencies and eigenmodes:
... 
is the perturbation term of the effective Hamiltonian with a small amplitude t δ .
Substituting the above perturbation term into Eq. (S2.4), we have:
and therefore, can be expressed as:
with a small perturbation amplitude t δ .
The core amplitude function of the squeezing term is:
The core amplitude function of the acceleration term satisfies:
which can be further derived as:
In both amplitude functions, the key term is the distribution function:
with the sign "-" for "A" slab and "+" for "B" slab, which is determined by the slab distributions, instead of the perturbation amplitude δ t . The Fourier components of this distribution function will fully determine the selectivity of the squeezing/ acceleration terms in Eqs. (S2.9) and (S2.11).
To verify its accuracy, we compare the amplitude functions obtained by perturbation method and numerical method, and their results perfectly match for both PhC systems with different symmetry, as shown in Fig. S1 . connects two eigenmodes with different parities, therefore C mn is always zero in a symmetric system, whereas it has no restriction in an anti-symmetric system. Based on the discussion above, we can obtain all the acceleration matrix elements for the two systems, as shown in Fig. 2 (b-c) . They are both sparse matrixes with nonzero elements only when the index pair [m, n] has same/different parity in symmetric/anti-symmetric configuration. This feature leads to the distinct spectra and resonance conditions for photon creation process in these two systems.
Derivation of Evolution equations for photon excitation process
In a 1D-PhC system, the field at any time can be projected into a set of instantaneous eigenmodes φ n (x; t) by canonical variables q n (t) as: 
The eigenmodes of the above equation satisfy the orthonormal relation:
in which L is the length of the PhC cavity.
A general field φ(x; t) satisfies the wave equation:
Inserting Eq. (S3.1) into (S3.4), multiplying it by φ n * (x; t) and integrating over L leads to the equations of motion for the canonical variables q n (t): which is just the same as that for the canonical variables q n (t) in a cavity with homogeneous media and vibrating mirrors. The only difference is the definition of resonance frequency ω n (t) and eigenfunction φ n (x; t). Following the derivation of the motion equation for the canonical annihilation/creation operator, we can obtain the evolution equations Eq. (1) and (5) In order to describe the system in Fock space, we introduce the instantaneous creation and annihilation operators: 
t i p t t a tq t i p t t ω ω ω ω
Because of the explicit time dependence of eigenfrequency ( ) n t ω and the commutation relations for position and momentum operators, the evolution equation of these operators has some extra terms, which is: 
It can be abbreviated as: 
when we define two driving terms:
Here, the squeezing term ξ n denotes the contribution to DCE by the variation of eigenfrequencies, while the acceleration term µ mn ± denotes the contribution by the variation of eigenfunctions.
Considering a static system with perturbation parameter δ t = 0 when t<0, we define the Fock states of vacuum and the initial creation and annihilation operators, which satisfies:
Considering a permittivity ε(t) that dynamically varies in the duration between 0 and t f and is at rest for both t<0 and t>t f , the initial and final state operators are linked through a Bogoliubov transformation: The evolution equations of the connected matrixes A mn (t) and B mn (t) can be obtained Then we induce a new set of linear equations: 
This is a standard multivariate linear differential equation, and we can solve it directly.
With matrix W diagonalized as W V V ⋅ = ⋅Λ , the solution is expressed as:
Then by using Eq. (S3.16), we can obtain the spectra of excited photons at different time. The excited spectra in a number of different cases have been discussed in the main manuscript. Here, we focus on the excitation of photons N n with n=40 and n=50 in g=30 case, which comes from the scattering effects in W 11 and W 22 terms. They are responsible for the small differences between those excitations with n=10 and n=20, due to different scattering efficiencies. Besides, only the squeezing term w n contributes to the photons with n=15 in the g=30 case, while there is no contribution from the acceleration term because C nn is always zero due to its anti-symmetric property C mn = -
For all the three resonant excitation conditions shown in Fig. S2(a-b) , the total number of created photons N tot (sum over excited photons in all modes) exhibits a quadratic growth in a short time scale, while an exponential growth in a long time scale, as shown in Fig. S2(c-d) . This evolution pattern is consistent with the law
in the homogeneous cavities, with β being a dimensionless constant to describe the rate of DCE Photon generation process that depends on the specific configuration of the system. The consistency of these evolution patterns also implies that the photon pairs are created through a DCE process.
Indeed, the exponential term in the analytical solution Eq. (S3.22) is directly responsible for this different growth pattern in the short/long time scale. From Eq.
(S3.16) the excited photon numbers are related to the square of B mn matrix elements.
From the Taylor expansion of an exponential function, it is obvious that the total number of created photons exhibits a quadratic growth in a short-time scale, while an exponential development in a long-time scale, exactly like that exhibited in Fig. S2(cd ).
Results in an asymmetric PhC system
Figure S3 Considering the DCE process in a PhC system with a general perturbation that is neither symmetric nor anti-symmetric, such as the distribution "ACBC", with "C" a slab with a constant permittivity ε C (t) = ε 0 .
The asymmetric geometry imposes less restrictions on either the squeezing or the acceleration terms. In this ACBC configuration, the squeezing term w n is nonzero when n= n K , as shown in Fig. S3(a) . Thus, for the mode pairs satisfying n± m= 2l, the acceleration term C mn is nonzero when l=n K , which is the same as in the ABBA configuration. Besides, for the mode pairs satisfying n± m= 2l+1, because the distribution does not have a well-defined symmetry, C mn that connects two eigenmodes with different parities are nonzero, which is the same as that in the AABB configuration, , as shown in Fig. S3 (b) . Thus, in the ACBC configuration, both the modulation frequencies with even and odd integer g parameters can resonantly excite the system, as shown in Fig. S3(c-d) .
Input-Output Theory
Here we calculate the radiation from a PhC cavity, in which one PEC boundary is replaced by a high reflectivity mirror. We use Q-factor of the first K-mode to describe the coupling between the mode and the free space radiation, with the coupling strength given by: and allowing an external field in a to be coupled into the cavity, the time evolution of creation operator for the n-th eigenmode is given by:
where all the parameters are defined the same as that in Eq. (S3.11). Similarly, transforming to the interaction operator with 
Averaging over those fast oscillations, we have:
with all the parameters defined the same as that in Eq. (S3.19).
With out-coupling of the photons into free space, the energy of the internal mode does not keep growing over time as that in a closed system. We can solve its steady state through a harmonic calculation in the frequency domain. 
Transforming the equations back into the nonrotating frame, and replacing the frequency parameter ν by 
which can be further written as: In this way, the evolution equations for the operators
In the above expression, we have defined For DCE resonance cases with the typical g parameters discussed in the main text, while we cannot find a simple analytical solution for the evolution equations, we can solve them using the numerical method. Next, we will show the results for some typical cases, which has output photon flux patterns that are closely related to the photon distributions in the corresponding closed systems.
Choosing Q K =50, we calculate the output photons spectra, as shown in Fig. S4 .
The output spectra of the three typical modulation cases shown in Fig. S4(a-c) are strongly related to the excited photon spectra in the corresponding closed PhC cavity shown in Fig. S2 . This is because the output spectra are radiated by the excited photons inside the cavity. More calculations for output spectra with various modulation frequencies, as shown in Fig. S4 (d-f) , verify these direct connections. However, the output spectra exhibit a certain bandwidth, whereas the modes in the closed system are infinitely sharp. This is a general difference between the closed and open system. To discuss the effect of the number of unit cell N c , we calculate the output spectra n out (ω) in the ABBA PhC system with different N c and s g at T =0K, as shown in Fig.   S5 (a-b). As we know, the decay rate of a homogeneous FP cavity should be inversely proportional to the time for photons propagating in a round trip between two boundaries.
Thus, under the same boundary condition, Q K is proportional to the length of our PhC
Choosing Q K =10N c , the output spectra with different N c are shown in Fig. S5 .
For a typical excitation with s g =5, a larger N c and Q K factor induce a higher peak which is proportional to the square of the Q-factor, and a narrower resonance line width (κ)
which is inversely proportional to the Q-factor, as shown in Fig. S5(a) . As a result, the enhancement factor for the total DCE photons flux n tot is linearly scaled with N c , as shown in Fig. S5(d) Fig. S5(b) . This induces an extra enhancement for the total DCE photons flux n tot , which is quadratically related to N c , as shown in Fig. S5(c) with s g =2, 6 , 10. In a real SQUID circuits, the Q-factor can reach about 10000 [6] , which means that a strong enhancement can be achieved for those modulations with g = 2n K in a system with very large N c . Figure S6 . Schematics of the SQUID circuit Design.
SQUID circuits Design
In this section, we will use the typical parameters of SQUID electric circuit provided in Ref [6, 7] For a frequency region far below the plasma frequency, we can ignore its dispersion and only consider the dependence of the effective conductance of SQUID circuit on the magnetic flux.
We consider an on-chip SQUIDs series array embedded in a coplanar transmission line with 1200 SQUIDs units (total length 0.54mm) and use the excitation setup in [6] to map the circuits to our design. Here a DC-signal generates a static external flux, and a AC-signal is used to dynamically tune the external flux and the effective conductance with g=200). This photon flux is possible to be detected under the existing experimental conditions. Indeed, in the real system, we can further enhance this output photon flux by applying a higher Q-factor (10000 for a real SQUIDs circular), a larger N c value (with a larger SQUIDs series), and a stronger modulation amplification δ 0 (it can be as large as 0.25) [6] in the real experiment.
Moreover, to quantitative measure the effect of thermal excitation, we define a DCE noise ratio with ( ) ( ) ( ) ( ) ( )
