Abstract-We find the large deviation rate I for convergence in probability of the product W k · · · W1W0 of temporally dependent random stochastic matrices. As the model for temporal dependencies, we adopt the Markov chain whose set of states is the set of all possible graphs that support the matrices W k . Such model includes, for example, 1) token-based protocols, where a token is passed among nodes to determine the order of processing; and 2) temporally dependent link failures, where the temporal dependence is modeled by a Markov chain. We characterize the rate I as a function of the Markov chain transition probability matrix P . Examples further reveal how the temporal correlations (dependencies) affect the rate of convergence in probability I.
I. INTRODUCTION
We study large deviations rates for products of temporally dependent, random, symmetric, stochastic matrices {W t } t≥0 . Products of stochastic matrices arise, e.g., in the analysis of consensus or gossip algorithms, e.g., [1] , [2] , [3] , consensus+innovations algorithms, e.g., [4] , [5] and diffusion algorithms, e.g., [6] . It is well-known that the product W k W k−1 · · · W 0 converges in probability to J = (1/N )11 , if the second largest (in modulus) eigenvalue of E [W k ] is strictly less than one and W t have positive diagonals. We have recently computed [7] the large deviation rate for the convergence in probability (here · denotes the spectral norm):
when the sequence {W t } t≥0 is independent identically distributed (i.i.d.) The quantity I in (1) is an important metric and appears naturally in studying consensus+innovations distributed inference, e.g., distributed detection [4] . Reference [4] shows that performance of consensus+innovations brunos@ece.cmu.edu distributed detector significantly depends on I and in a highly nonlinear way. (See [4] for details.)
In this paper, we calculate the rate I in (1) for a random model with temporally dependent matrices W t . Specifically, we consider the model where the underlying graphs G tthe graphs that support the matrices W t -follow a Markov chain model. We associate to each realizable graph (out of M graphs) a state of the Markov chain; the distribution of G t is then determined by a specified M × M transition probability matrix P . This model subsumes, e.g., the tokenbased protocols similar to [8] , or temporally dependent link failure models, where the on/off state of each link follows a Markov chain.
We characterize the rate I in (1) as a function of the transition probability matrix P . We refer to Theorem 4 for details, but here we convey the general idea. Namely, we find that the probability that the Markov chain stays for t time steps in a sub-collection H of graphs behaves as (ρ(P H )) t , where ρ(P H ) is the spectral radius of the submatrix of P associated with the sub-collection H. Then, the rate I equals ρ(P H ), where H is the sub-collection whose graphs are disconnected in union, and that gives the largest spectral radius ρ(P H ). Further, we illustrate the results on two examples, namely gossip with Markov dependencies and temporally correlated link failures. The example with temporally correlated link failures shows that "negative temporal correlations" of the links' states (being ON or OFF) increase (improve) the rate I when compared with the uncorrelated case, while positive correlations decrease (degrade) the rate. This result is in accordance with standard large deviations results on temporally correlated sequences, see, e.g., [ [9] , exercise V.12, page 59.]
Paper organization. The next paragraph introduces notation. Section II describes the problem setup and states our main result on the rate I. Section III proves the result. Section IV gives two examples, the gossip with Markov dependencies, and temporally correlated link failures. Finally, Section V concludes the paper.
Notation. We denote by: A ij or [A] ij the entry in ith row and jth column of a matrix A; A l and A l the l-th row and column, respectively; ρ(A) the spectral radius of A; I and J := (1/N )11 the identity matrix, and the ideal consensus matrix, respectively; 1 and e i the vector with unit entries, and ith canonical vector (with ith entry equal to 1 and the rest being zeros), respectively. Further, for a vector a, the inequality a > 0 is understood component wise. Given a selection S ⊆ {1, ..., N } of rows and columns of a matrix A: {A l : l ∈ S} and {A l : l ∈ S}, we denote by A S the submatrix of A corresponding to the selection S. Similarly, if S is a selection of rows, we denote by A Sl the part of A l that corresponds to the selection S. Likewise, for the selection of columns S, we denote by A lS the part of A l that corresponds to S.
II. PROBLEM SETUP AND STATEMENT OF MAIN RESULT
In this section, we state the assumptions of the paper in Subsection II-A, introduce several key concepts needed for our analysis in Subsection II-B, and state the main result on the large deviation rate I in Subsection II-C.
A. Assumptions
We study the sequence of random matrices {W t } t≥0 , W t : Ω → R N ×N , defined on a probability space (Ω, F, P) (W t is (F, B(R N ×N ))-measurable, for all t ≥ 1). We denote by ω ∈ Ω an arbitrary element of Ω. We make the following assumption on the random matrices W t . 
Assumption 1 (Matrices
Thus, we assume that W t (ω) has positive diagonals and, also, that the positive entries of W t (ω) are bounded away from zero, for all ω. Throughout, for a fixed ω, we refer to W t (ω) as a realization. To explain the temporal dependence in the matrix sequence, we need to introduce the sequence of graphs that underly the matrices W t . For a stochastic symmetric N by N matrix W , we define its induced graph, denoted by G(W ), by
where V = {1, ..., N }. Thus, G(W ) is a graph on N nodes, without self-loops, with edges between those nodes i and j for which the entry W ij is positive. As W is symmetric, G(W ) is undirected. We denote by G t the induced graph of the random matrix W t , for t = 0, 1, . . ., i.e., G t = G(W t ). Intuitively, the graph G t underlying W t at some time t ≥ 0 is the collection of all communication links that are active at time t. Also, as W t can assume realizations with different underlying graphs, G t is in general random. (Formally, G t is a random map from Ω to the set of all graphs on N vertices.) Consider now the sequence of random graphs {G t } t≥0 . Let G = {H 1 , . . . , H M } be the minimal set of subgraphs of V,
(on the same set of vertices V ) 1 such that G t (ω) ∈ G, for all ω and all t. Then, the induced graph G t = G(W t ) along the sequence {W t } t≥0 draw their realizations from G.
is a finite set, such a minimal set of subgraphs G exists.
Graph temporal dependence. We consider temporally correlated matrices W t . We encode the temporal dependence through random graphs G t , by assuming that the process G t follows a Markov chain model. To each H l , l = 1, ..., M , we associate a state (indexed by l) of a (finite state) Markov chain; the corresponding M by M transition matrix we denote by P .
Assumption 2 (Graph temporal dependence) There exist a nonnegative matrix P ∈ R M ×M and a nonnegative vector v ∈ R M satisfying M m=1 P lm = 1 for all l = 1, . . . , M and M l=1 v l = 1, such that for all t and all l 0 , . . . , l t ∈ {1, . . . , M }
We assume in the sequel that v > 0 2 . Examples of the model are considered in Section IV.
B. Key objects
This subsection recalls the concepts from [7] that are our main analytical tools in the computation of I. Random supergraph Γ(s, t) and the error matrix Φ(s, t). For a collection of graphs H ⊆ G, let Γ(H) denote the graph that contains all edges from all graphs in H. That is, Γ(H) is the minimal graph (i.e., the graph with the minimal number of edges) that is a supergraph of every graph in H:
where E(G) denotes the set of edges of graph G.
We denote by Γ(s, t) the random graph that collects the edges from all the graphs G r that appeared from time r = t to r = s, s > t, i.e.,
The norm of Φ(s, t) characterizes the distance of the product W s · · · W t from the perfect consensus matrix J and we call Φ(s, t) the error matrix. We have the following lemma that relates the supergraph Γ(s, t) and the error matrix Φ(s, t). The proof of Lemma 1 can be found in [7] .
where c = 2(1 − cos π N ) is the Fiedler value (the second smallest eigenvalue λ F ) of the path graph on N vertices, i.e., the minimum of λ F (L(G)) > 0 over all Laplacians L(G) of connected graphs G on N vertices [10] .
Lemma 1 says that the norm of the error matrix drops exactly at the times when the supergraph Γ(s, t) becomes connected. This is an intuitive result, as it simply says that there cannot be any improvement in the error until a networkwide information exchange has occurred.
The event whose probability determines the rate I, as we show in the proof of Theorem 4, is the event in which the supergraph Γ(s, t) stays disconnected over a long time interval. We compute this probability by relating it with the concept of disconnected collection, which we introduce next.
Thus, a disconnected collection is any collection of realizable graphs such that the union of all the edges of its graphs yields a disconnected graph. We also define the set of all possible disconnected collections on G:
Observation 3 If for some realization of the graph sequence the supergraph Γ(s, t) is disconnected for some 0 ≤ t ≤ s, then there must exist H ∈ Π(G) such that G r ∈ H, for all t ≤ r ≤ s.
C. Statement of the main result
Theorem 4 Consider the sequence {W t } t≥0 of stochastic symmetric matrices satisfying Assumptions 1 and 2. Then, for any ∈ (0, 1]
where
and ρ max = max H∈Π(G) ρ (P H ).
III. PROOF OF THEOREM 4
This section proves Theorem 4: Subsection III-B proves the large deviation lower bound, while Subsection III-C proves the upper bound. Before the large deviation bounds, Subsection III-A derives certain intermediate results on the Markov chain temporal correlation model.
A. Intermediate results
The following lemma explains how to estimate the probability of the event that Γ(s, t) is disconnected using the probability that the graph realizations remain in a certain disconnected collection H ∈ Π(G).
Lemma 5 For every H ∈ Π(G) and every
Proof: By Observation 3 we have
Applying now the union bound to the probability of the union of events in (8), the right hand side inequality in (7) follows. The left hand side inequality follows by bounding the probability of the union of events by the probability of a single event from the union.
Lemma 6
We omit the proof of Lemma 6 for brevity. The lemma is a simple result for Markov chains: if we start from the state H l at time t, end up in the state H m at time s + 1, and we restrict the trajectory (G r , t + 1 ≤ r ≤ s) to belong to a subset of states S, then the corresponding probability is determined by the submatrix P S .
Lemma 7 Let A ∈ R N ×N be a nonnegative matrix. For every ς > 0, there exists C ς such that for all t ≥ 1
Proof of Lemma 7 is omitted for brevity; the lemma essentially follows from the simple relation A Corollary 8 For any ς > 0, there exists C ς such that, for all 1 ≤ t ≤ s and H m such that P(
Proof: Combining the results of Lemma 5 and Lemma 6 we get
where we used the simple bound P mH P s−t
Now, by Lemma 7, for any ς > 0 and H ∈ Π(G) there exists C H,ς such that 1 P
s−t . Bounding each term in the sum in (11) by C ς (ρ max + ς) s−t , where C ς = max H∈Π(G) C H,ς , yields the claim.
We next prove Theorem 4 for the case when Π(G) = ∅ by showing the upper and the lower large deviation bound:
We prove the lower bound (12) in Subsection III-B and the upper bound (13) we prove in Subsection III-C. The proof for the case when Π(G) = ∅ can be derived by using similar arguments to the ones given in [7] (when Π(G) = ∅) and is omitted here.
B. Lower bound
The proof of the lower bound is based on the intuitive fact that the norm of the error matrix will stay equal to 1 and never drop (and thus remain above ), if the sequence of graphs G t continues to be drawn in time from some disconnected collection H ∈ Π(G). By Lemma 6, the probability of the event that the Markov chain reduces to a subset of states S ⊆ G is determined by the submatrix of the transition matrix corresponding to this subset of states S. Next lemma combines these two facts to derive a family of lower bounds, indexed by H ∈ Π(G), on the probability of the event of interest.
Lemma 9 For any H ∈ Π(G)
Proof: Using the result of Lemma 1, we have that for any fixed realization of the sequence {W t } t≥0 and for any k ≥ 1 Φ(k, 0) ≥ 1 if and only if Γ(k, 0) is disconnected, and so
Applying Lemma 5 for fixed H ∈ Π(G) together with Lemma 6 yields
Combining the result of Lemma 9 with Lemma 7, we get
where v min = min 1≤l≤M v l > 0. Taking the log, dividing by k, and taking the lim inf over k → +∞ yields lim inf
Finally, since the previous bound holds for arbitrary H ∈ Π(G), we obtain the best bound by finding the maximal spectral radius ρ (P H ) over all H ∈ Π(G). This completes the proof of the lower bound.
C. Upper bound
As we have seen in the previous subsection, to derive the lower bound (12), we only had to consider the event that Γ(k, 0) remains disconnected when k → ∞. This argument is no longer applicable for the upper bound (13) and one has to consider all possible realizations of the matrix sequence that satisfy Φ(k, 0) ≥ . We handle the combinatorial nature of the upper bound through the sequence of stopping times T i which we introduced in [7] . Sequence of stopping times. Define the sequence of stopping times T i , i = 1, 2, . . . by:
and T 0 = 0. The sequence {T i } i≥1 registers the times along the graph sequence when the union graph becomes connected, and, equivalently, when the norm of the error matrix drops.
We also borrow from [7] the increasing sequence M k which counts the number of improvements along the graph sequence. For fixed time k ≥ 1, we define M k to be the number of improvements until time k, which can be expressed through stopping times T i by:
The idea that we use to solve the upper bound is to partition the probability space according to the number of improvements M k . Namely, for fixed α ∈ (0, 1) we consider separately two disjoint events, {M k > αk } and {M k ≤ αk }, and apply the law of total probability:
We will show that, conditioned on the first event {M k > αk }, our event of interest Φ(k, 0) ≥ has probability zero for sufficiently large k. In other words, we will show that, if the number of improvements until time k is on the order of k, then it is not possible that the norm of the error matrix stays above any fixed number > 0 as k increases, and thus the first term in (16) becomes firm zero for k sufficiently large. This is formally stated in Lemma 10, the proof of which can be found in [7] 3 . We only remark here that the key property from which this result follows is Lemma 1.
Lemma 10 For every
Thus, the first term in (16) vanishes for k ≥ k 0 , which further yields for k ≥ k 0
We now focus on computing the probability of the event {M k ≤ αk }. By definition of M k , this event is the same as the event T αk +1 > k , implying that, for k ≥ k 0 ,
We give without proof, which is left for a companion journal paper, the following lemma on the asymptotic behavior of the probability in the right hand side of (17). We remark here that the proof can be derived from the exponential Markov inequality and from the property that the increments of the stopping times T i+1 − T i are independent given realizations of random graphs G Ti (at the stopping times T i ), i = 1, ..., αk .
Lemma 11
For every ς > 0 and λ < | log(ρ max + ς)|
where C ς is given in Corollary 8.
Consider now eq. (18) for fixed ς > 0. Taking the limit k → +∞, and then inf over α > 0, yields
Since the last inequality holds for all λ < |log (ρ max + ς)| and every ς > 0, we have
This completes the proof of the upper bound (14) and the proof of Theorem 4.
IV. EXAMPLES
In this section, we give two instances for the Markov chain model described in Section II and we compute the rate I for each of the given examples. The first example is a gossip-type averaging protocol with Markov dependencies, similar to the protocol in [8] (except that protocol in [8] corresponds to directed graphs). One particular instance of this protocol is a random walk of a token along the edges of a given graph, according to a given transition probability matrix. In the second example, we consider a network with temporal correlations of the link failures, where we model the correlations by a Markov chain. We detail these two instances of the Markov chain model in the next two subsections.
A. Gossip with Markov dependencies
Let G = (V, E) be a connected graph on N vertices. We assume that at each time t ≥ 0 only one link of G can be active; if e = {u, v} ∈ E is active at time t, then W t = I − 1 2 (e u − e v )(e u − e v ) . The sequence of active one link graphs G t , t ≥ 0 is generated according to a Markov chain:
where v e > 0, P ef ≥ 0, f ∈E P ef = 1, for each e ∈ E, and e∈E v e = 1. The set of states of the Markov chain is therefore G Gossip = {(V, e) : e ∈ E} and there are M = |E| states. A disconnected collection on G Gossip is of the form {(V, e) : e ∈ E \ F }, for some set of edges F that disconnects G. Thus, the set of all disconnected collections on G Gossip is
where H F =:= {(V, e) : e ∈ E \ F }, for F ⊆ E. By Theorem 4, we get the formula for ρ max :
Computing ρ max for this model is difficult in general, as it involves computing the spectral radius for all submatrices P H F of the transition matrix P associated with disconnected collections H F . A simple approximation for ρ max can be obtained using the row-sum based lower bound for the spectral radius. We explain this next. For any fixed disconnected collection H F , we denote by c(P H F ) the minimal row sum of its associated submatrix P H F :
In particular, for gossip on a tree, we get a very simple lower bound on ρ max that involves no computations (it involves only O(M 2 ) comparisons of certain entries of the matrix P .) When G = (V, E) is a tree, removal of any edge f ∈ E disconnects G. Also, for any F ⊆ F ⊆ E, the matrix P H F is a submatrix of P H F , and so c(P H F ) ≤ c(P H F ), i.e., the minimal row sum can only grow as the edges are removed from F . This implies that we can decrease the space of search in (19) to the set of edges of G:
Now, for any fixed f ∈ E, since P is stochastic, it holds that c(P H f ) = 1−max e∈E\f P ef ; that is, to compute the minimal row sum of P H f , we only have to find the maximal entry of the column P f , with entry P f f excluded. This finally implies:
We can see an interesting phenomenon in the lower bound on ρ max in eq. (21): when max e∈E\f P ef is high for every link e, that is, when the gossip token is more likely to jump to a different link f = e, rather than to stay on the same link e (P ef >> P ee , for some f = e), the bound in eq. (21) has a small value. Assuming that ρ max follows the tendency of its lower bound, we obtain a high rate I for this case of "negative correlations". This is in accordance with the intuition: if every link has a low probability P ee to be repeated (repeating a link is a wasteful transmission in gossip), the convergence of gossip is faster and thus the rate I is higher.
B. Link failures with temporal correlations
Let G = (V, E) be a connected graph on N vertices. For each e ∈ E and t ≥ 0, let Y e,t ∈ {0, 1} be a random variable that models the occurrence of the link e at time t: if Y e,t = 1 then e is online at time t, and e is offline otherwise. For each link e, we assume that the failures of e occur in time according to a Markov chain. Also, the failures of different links are independent. More precisely, we assume that Y e,t and Y f,s are independent for all t, s ≥ 0 if e = f , and, for e ∈ E and t ≥ 1: P(Y e,t+1 = 1|Y e,t = 1) = p e , P(Y e,t+1 = 0|Y e,t = 0) = q e , P(Y e,0 = 1) = v e , for some p e , q e , v e ∈ (0, 1). In other words, the joint state of all the links in the network evolves according to the |E| independent Markov chains, where each Markov chain determines the state of one link. Given the network realization G t , the averaging matrix W t can be chosen, e.g., as the Metropolis or an equal weight matrix [1] .
We compute the rate I for this model, following the reasoning in the proof of Theorem 4, and exploiting the decoupled single-link Markov chains. We first find the set of all network realizations at time t. Due to the independence in space of the link failures, and the fact that each link is on/off at time t with positive probability, the set of all network realizations at time t is the set of all subgraphs of G:
Consider now a fixed disconnected collection H on G Link fail.
and let F be Γ(H) = E \ F ; note that F disconnects G. Then H is necessarily a subset of the (bigger) collection
The latter implies that, in order to find the most likely H that determines the rate I, we can search over the smaller set {H F : F disconnects G}. Thus, we focus on the right hand side of the latter inequality: P(G t ∈ H F , 0 ≤ t ≤ k) = P(Y e,t = 0, for e ∈ F, 0 ≤ t ≤ k) = e∈F P(Y e,t = 0, 0
the second equality in (22) follows by the independence of failures of different links. The rate at which the probability in (22) decays is equal to e∈F | log q e |, and thus the rate I equals I = I({q e }) = min
Optimization problem in (23) is the minimum cut problem [12] , with the cost of edge e ∈ E equal to | log q e |.
(Recall that q e is the probability that the link e stays offline, given that in the previous time it was also offline.) Problem (23) is a convex problem, and there are efficient numerical algorithms to solve it, e.g., [12] . To get some intuition on the effect of temporal correlations, we let q = q e = p e , for all e ∈ E, i.e., all the links have the same symmetric 2 × 2 transition matrix. Note that q = 1/2 corresponds to the temporally uncorrelated link failures. When q < 1/2, a link is more likely to change its state (on/off) with respect to its state in the previous time ("negative correlation") than to maintain it. From (23), the rate I(q) > I(1/2) for q < 1/2. We conclude that a "negative correlation" increases (improves) the rate. Likewise, a "positive correlation" (q > 1/2) decreases (degrades) the rate.
V. CONCLUSION
We studied the products W k W k−1 · · · W 0 of temporally dependent random stochastic matrices. We modeled the temporal dependence through a Markov chain with a transition matrix P , whose set od states is the set of all possible graphs that support the matrices W k . For this model, we calculated the large deviations rate I for convergence in probability of the product W k W k−1 · · · W 0 . We found that the rate I is determined by the spectral radii of the submatrices of P associated with the sub-collections of graphs that are disconnected in union. We supported our analysis with two example models, namely token-based averaging protocol and temporally dependent link failures. The examples showed that the "negative temporal correlations" of the links binary states (being on or off) increase (improve) the rate I with respect to the temporally independent links.
