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The response of chiral fermions to time and space dependent axial imbalance & constant magnetic field is
analyzed. The axial-vector–vector–vector three-point function is studied using a real-time approach at finite
temperature in the linear response approximation. The chiral magnetic conductivity is given analytically for
non-interacting fermions. It is pointed out that local charge conservation plays an important role when the axial
imbalance is inhomogeneous. Proper regularization is needed which makes the constant axial imbalance limit
delicate: for static chiral charge the CME current vanishes. In the homogeneous (but possible time-dependent)
limit of the axial imbalance the CME current is determined solely by the chiral anomaly. As a phenomenological
consequence, the observability of the charge asymmetry caused by the CME turns out to be a matter of interplay
between various scales of the system. Possible plasma instabilities resulted from the gradient corrections to the
CME current are also pointed out.
I. INTRODUCTION
Anomaly induced transport phenomena in systems with
chiral fermions have attracted wide interests ranging from
high energy physics to condensed matter physics. Among
them is the chiral magnetic effect (CME) which relates the
chiral chemical potential µ5 and the external magnetic field B
to the anomaly induced electric current density J by the sim-
ple formula [1? ]
J = e2
2π2
µ5B. (1)
The predictions of CME include the electric charge asym-
metries in the final stage of the relativistic heavy ion col-
lisions (RHIC) [2–5] and the negative magnetoresistance in
some Weyl and Dirac semimetals [6–11] . While there are
experimental evidences of CME in the context of condensed
matter physics, the situation in RHIC is far more complicated.
It remains to exclude the noisy backgrounds in order to nail
down the real CME signals. In the former case, a strong mag-
netic field is generated during an off-central collision and the
chirality imbalance is induced by the transition among differ-
ent topological sectors. Therefore, the CME is an important
probe of the topological structure of QCD.
For the past decade since the concept of CME was proposed
there have been a vast amount of theoretical works done on the
subject. For thorough reviews, see Refs. [12–17] and the ref-
erences therein. For a recent review on the status of CME in
RHIC see the relevant parts of Ref. [17]. Considering that
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the CME supposed to have a macroscopic imprint, hydrody-
namic descriptions including the effect of the anomaly have
been developed in order to simulate the modified dynamics of
the medium [18–20]. The underlying assumption when ap-
plied to RHIC is that a net macroscopic chiral charge is gener-
ated in the initial stage of collisions and its characteristic time
of variation is much longer than the relaxation time required
to establish a local thermal equilibrium, so the formula (1) can
be applied. Hydrodynamic modeling of anomalous transport
in condensed matter systems has been actively investigated as
well [21–24].
There are several other ways to approach the transport phe-
nomena starting from the microscopic level. Investigations
have been conducted ranging from kinetic theory (Boltzmann
equations [25–31] or Wigner functions [32–34] ) to field the-
oretic approaches (Kubo formulas) [35–41] , even through
holographicmodels [42–46, 51] for an insight of strongly cou-
pled systems. At local thermal equilibrium all of them lead to
the same answer.
Eq. (1) can be derived in a grand canonical ensemble with
respect to the axial charges by calculating the parity-odd com-
ponent of the photon self-energy diagram. In early works this
was done without UV regularization [36, 37]. It is impor-
tant to point out that the regularization keeps the electric (vec-
tor)charge conservation ∂ ⋅ J = 0 intact. Otherwise, there is
charge generation at the boundary of the system, proportional
to gradients of the axial imbalance. Because of the anomaly,
the naive chiral charge is not conserved, while a conserved
charge is required for thermal ensembles. One way is to add
the magnetic helicity to the naive axial charge in order to form
the conserved axial charge
Q5 =∫ d3r(ψ†γ5ψ + e2
4π2
A ⋅ B) (2)
2and the classical action underlying the ensemble average reads
as
S = SQED + µ5Q5 = ∫ d4x [−1
4
FµνF
µν + ψγµ (i∂µ − eAµ)ψ+
+ µ5 (ψ†γ5ψ + e2
4π2
A ⋅ B)] (3)
with the Dirac field ψ, the electromagnetic vector potential
Aµ and B = ∇ × A. The formula (1) is restored at thermal
equilibrium because of the magnetic helicity.
As the time scale of the chiral charge generation/variation
in RHIC may be comparable to or shorter than the thermal
relaxation time, the hydrodynamic approximation for CME
breaks down and one has to consider a space-time dependent
chiral charge density. We shall explore this situation in the
present work. Without a first principle treatment of the non-
perturbative dynamics of the chiral charges in QCD, a simple-
minded assumption amounts to extend the constant chiral
chemical potential to a space-time dependent one, which will
be relied on in the rest of this paper. Under this assumption,
the chiral chemical potential encodes the QCD dynamics of
the axial charge creation/annihilation process and corresponds
to the temporal component of an axial-vector potential and its
contribution to the chiral magnetic current (1) is described by
the triangle diagram in Fig. 1. An issue arises with the 2nd
term on RHS of Eq. (2), which would break the electromag-
netic gauge invariance if spatial inhomogeneity is introduced
in µ5. We shall leave out this term until the end of this paper.
The chiral magnetic current contributed by the first term of
Eq. (2) corresponds to the triangle diagram responsible for
the chiral anomaly. It was pointed out in Ref. [39], using
proper UV-regularization, that the constant limit of this dia-
gram for a spacetime dependent µ5 is sensitive to the order
of the spatial homogeneity limit and the static limit. If the
static limit is taken after the homogeneity limit, the result is
dictated by the chiral anomaly. In the opposite order of limits,
the contribution vanishes. Consequently, if the helicity term
is maintained, there would be null chiral magnetic current in
the former orders of limit and the CME of (1) emerges only in
the latter order of limits. If the last term of Eq. (3) is dropped
instead, CME appears only in the former order of limits but
differs from (1) by a sign. This sign cannot be observed as far
as parity even signal (charge asymmetry in RHIC and mag-
netoresistance in Wely semimetals) is concerned under a con-
stant magnetic field.
In this paper, we shall derive an explicit formula for the
chiral magnetic current with an arbitrary spacetime dependent
µ5 in a constant magnetic field and explore its impact on the
charge asymmetry with respect to the reaction plane in RHIC
collisions. We found that the triangle diagram does not con-
tribute a long-time charge asymmetry for any plausible space-
time dependency of µ5. A long-time asymmetry of electric
charges, if any, has to be attributed the 2nd term of the modi-
fied chiral charge in Eq. (2).
The Schwinger-Keldysh formulation for the amplitude of
the triangle diagram, retarded with respect to the chiral chem-
ical potential and external magnetic field are laid out in the
next Section II. The explicit form of the response function un-
der a constant magnetic field is presented in Section III and its
contribution to the electric charge asymmetry is discussed in
Section IV. Section V concludes the paper.
II. LINEAR RESPONSE APPROXIMATION
In this section we introduce the linear response approxima-
tion (LRA) of a fermionic system coupled to electromagnetic
fields as well as in presence of axial-vector potential. Such a
model might capture the electromagnetic transport in a quark-
gluon plasma of which the gluon sector can have nontrivial
topological features, locally violating CP−invariance. This
local CP−violation is described through the axial-vector po-
tential A5 under our assumption. On the fundamental level
of QCD there are no axial gauge fields, however, focusing
only on the effective description of the EM sector, there are
two contributions to the chiral charge non-conservation. The
usual EM one proportional to E ⋅B, and the one from the glu-
onic sector: ∝ Ea ⋅ Ba, with Ea and Ba being the components
of chromoelectric and -magnetic fields, respectively. It is the
latter contribution that is reflected in the hypothetical axial-
vector potential.
Solid state systems might happen to be affected by simi-
lar circumstances, such as electronic systems in the bulk of
Weyl semimetals (WSM). Their low energy behavior is de-
scribed by the Dira equation. Since the spatial inversion and
time reversal symmetries can be violated in such systems, de-
pending on the details of the material, one can introduce an
axial-vector potential. It was explicitly shown in Ref. [47]
that the elastic deformations of a WSM sample can be mod-
eled in terms of an axial-vector potential as well. See for ex-
ample Ref. [48], Sec. 7 of Ref. [13] or Secs. 2, 5 of Ref. [21]
for more details.
The electromagnetic (EM) sector of the underlying quan-
tum field theory can be described by the following La-
grangian:
L = − 1
4
FµνF
µν + ψγµ (i∂µ − eAµ − γ5A5,µ)ψ + UV reg.
=LQED − ψγµγ5ψ ⋅ A5,µ. (4)
It is worthwhile to mention that for A5 = (−µ5,0) the coupling
to the axial-vector field effectively behaves as an axial chemi-
cal potential, i.e. A5,0 = −µ5. These are, however, two funda-
mentally different concepts, since there is no need to impose
the constraints of thermal equilibrium in order to talk about an
axial-vector potential.
Since our goal is to investigate the dynamics of anomalous
chiral transport: we expand the currents of interest up to the
first non-trivial order with respect to the external fields. This
expansion can be realized as follows for the ensemble aver-
age of the (axial)vector current J
µ
(5) = ⟨ψγµ(γ5)ψ⟩ (repeated
indexes are summed up):
3
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FIG. 1: One-loop triangle diagram with two vector and an
axial-vector vertex, indexed by µ, ν and ρ, repectively.
⟨Jµ⟩ = ⟨JµJν⟩∣A,A5=0 Aν + ⟨JµJνJρ5⟩∣A,A5=0 AνA5,ρ + . . . , (5)
⟨Jµ
5
⟩ = ⟨Jµ
5
Jν5⟩∣A,A5=0 A5,ν + 12 ⟨Jµ5 JνJρ⟩∣A,A5=0 AνAρ+
+ 1
2
⟨Jµ5 Jν5Jρ5⟩∣A,A5=0 A5,νA5,ρ + . . . , (6)
with the (axial) vector potential A
µ
(5). Both Eqs. (5) and (6)
are to be understood as convolutions in the space-time argu-
ments for inhomogeneous and time dependent sources. In the
special case of zero electric field and zero axial magnetic field,
the electric current J is solely controlled by the response func-
tion ⟨JiJ jJ05⟩. The functions ⟨JJJ5⟩ containing two vector
and one axial-vector current operators and will be referred to
as axial-vector–vector–vector (AVV) response from here on.
From the field theoretic perspective, this function coresponds
to the fully dressed triangle diagram (see Fig. 1) whose log-
itudinal component with respect to the A-vertex is – in the
constant field limit – dictated by the chiral anomaly. As we
will see in the followings, specific orders of limits are tied to
the logitudinal component, but this is not the case generally,
as it was already pointed out in Ref. [38].
The contribution of the second term in Eq. (5) of the electric
current is given by the following expression:
⟨Ji⟩(x) =∫ d4y∫ d4zA j(y)A5,0(z)Γ0i jAVV(x − y, x − z) =
=∫ ą4q1∫ ą4q2Ã j(q1)Ã5,0(q2)Γ̃0i jAVV(q1,q2)eix⋅(q1+q2).
(7)
We again point out that for any explicit calculation one needs
to regularize the theory in order to keep the U(1) Ward–
Takahasi-identity intact. Because of the presence of γ5, we
use the method of Pauli and Villars, i.e. coupling to the system
an auxiliary field with asymptotically large mass M, which al-
though obeys Fermi-Dirac statistics, contributes with an oppo-
site sign to the loop integrals. So in addition to the usual AVV
triangle we have to subtract the one with the heavy fermions.
In order to investigate the response current out of equilib-
rium we need to formulate the AVV triangle in terms of the
real-time correlations of the underlying field theory. Using
the Schwinger-Keldysh (SK) formalism for this purpose, the
Fourier transformed AVV vertex Γ̃
ρµν
AVV , responsible for the re-
tarded current response, then reads as follows [39]:
Γ̃
ρµν
AVV(q1,q2) =
− ie2
2
∫
p
tr{γµGC(p + q2)γργ5GA(p)γνGA(p − q1)+ (8)
+ γµGR(p + q2)γργ5GC(p)γνGA(p − q1)+ (9)
+ γµGR(p + q2)γργ5GR(p)γνGC(p − q1)+ (10)
+ γµGC(p + q1)γνGA(p)γργ5GA(p − q2)+ (11)
+ γµGR(p + q1)γνGC(p)γργ5GA(p − q2)+ (12)
+ γµGR(p + q1)γνGR(p)γργ5GC(p − q2)} (13)
− {same terms with mass M ≫ all other
scales of the system} , (14)
where GR,A,C are the retarded, advanced and correlation com-
ponents of the fermionic propagator in the SK formalism, re-
spectively. The above vertex function is retarded with respect
to its index µ, so the response current follows the perturba-
tions both in A and A5. For a detailed introduction into the
formalism see for example Ref. [49]. In the spirit of LRA, all
the propagators are to be considered at zero external fields
in thermal equilibrium. All components are linked to the
fermionic spectral density ρ = iGR − iGA, iGC(p) = ρ(p) ⋅(1−
2ñ(p0)), where we suppressed the temperature dependence
of the Fermi-Dirac distribution ñ(p0) = nFD(p0/T). For the
subsequent calculations, we also introduce Γ̃
ρµν
AVV =∶ gρµνm −gρµνPV ,
where the Pauli-Villars-term is g
ρµν
PV (q1,q2) ≡ gρµνm=M(q1,q2),
M being much larger than any other scales q1, q2, m or T .
So practically M is sent to infinity while other external pa-
rameters kept finite. The AVV vertex satisfies the following
equations due to the the Ward–Takahasi-identities:
(q1 + q2)µΓ̃ρµνAVV =q1,νΓ̃ρµνAVV = 0, (15)
q2,ρΓ̃
ρµν
AVV =iǫµναβq1,αq2,β ⋅ e
2
2π2
. (16)
The first two equations in Eq. (15) implies ∂ ⋅ J = 0 at the
level of linear response, whilst Eq. (16) is the anomalous non-
conservation of the axial-vector current J5. The above prop-
erties of the AVV vertex are the consequence of the following
identities:
GR,A(p + q)/qGR,A(p) = −GR,A(p + q) +GR,A(p), (17)
GC(p + q)/qGR,A(p) = −GC(p + q), (18)
GR,A(p + q)/qGC(p) =GC(p). (19)
Plugging Eq. (16) into Eq. (6) one obtains the well-known
anomalous Ward-identity in the chiral limit:
⟨∂ ⋅ J5⟩ =1
2
∫ ą4q1∫ ą4q2Ãµ(q1)Ãν(q2)×
i(q1 + q2)ρΓ̃ρµνAVV(q2,−q1 − q2)eix⋅(q1+q2) =
= e2
2π2
E ⋅B. (20)
4Setting q2 = 0, Γ̃0µνAVV(q1,q2) itself becomes completely de-
termined by the UV sector of the theory, i.e. ruled by the
anomaly. Formally this behavior is caused by cancellation
between certain terms in the vertex function which are equal
upon a shifting of the loop momentum. The details can be
found in Appendix A. For the electric current this means the
chiral magnetic effect prevails even for time-dependent but ho-
mogeneous A5,0 and arbitrary B:
J(t, r) = e2
2π2
A5,0(t)B(t, r) = − e2
2π2
µ5(t)B(t, r). (21)
Another implication of the behavior of the AVV vertex in the
q2 = 0 limit is the robust form of the chiral charge Q5 for
A5,0 = 0:
Q5 =1
2
∞
∫
−∞
ąq′0
∞
∫
−∞
ąq0∫ ą3qÃµ(q′0,−q)Ãν(q0,q)×
Γ̃
0µν
AVV(q0,q,−q0 − q′0,0)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=i e2
2π2
ǫ0µνρqρ
eit(q0+q
′
0) = (22)
= e2
4π2
ǫi jk ∫ d3rA j(t, r)∫ ą3q ∂
∂rk
eiq⋅rAi(t,−q) =
= e2
4π2
∫ d3rA(t, r) ⋅ B(t, r). (23)
So for zero axial-vector potential the one-loop vertex gener-
ates the chiral charge equivalent to the magnetic helicity term
in Eq. (3). This is not unexpected, since the AVV vertex re-
spects EM gauge invariance due to the PV regularization. As
we explained in the introduction one can use the identification
A5,0 = −µ5, as a space- and time-dependent extension of the
chemical potential µ5. It is worth mentioning that in this case
the chiral magnetic current in Eq. (21) implied by Eq. (16)
differs from Eq. (1) by a sign at homogeneous A5,0. As the
origin of the CME current is not the constant value of the chi-
ral charge but rather the axial vector potential A5. The same
issue can be considered in the of the Maxwell-Chern-Simons
electrodynamics by using the anomalous Ward identity. See
Appendix B for details.
III. THE CASE OF CONSTANT MAGNETIC FIELD
In this section we work out the electric current response
in the presence of constant magnetic field and axial imbal-
ance with arbitrary spacetime dependence. Physically, this
approximation is meaningful if there is a separation between
the scales of the perturbations in the axial imbalance field A5,0
and the magnetic field: the latter has to vary on much larger
space- and timescales. In RHIC, this is not the case for the
whole lifetime of the QGP, but it can be a good approximation
describing the initial state, when B is still large and relatively
unchanged because of the conductivity of the medium. In Ref.
[50], the interested reader can find a detailed analysis of the
fluctuation pattern of the magnetic field in RHIC. Due to the
intense color fields, a region is formed where the axial im-
balance is effectively non-zero. This region, however, is still
affected by the fast gluonic dynamics, leaving the imbalance
field to change fast as well.
Keeping things simple we suppose A = (0,A) and A5 =(A5,0,0), so there are no electric and axial magnetic fields
present. It is straightforward to check that Γ̃
0i j
AVV(q1 = 0,q2) ≡
0 by using the Ward-identity to transform the integrand of the
AVV vertex into a full derivative with respect to integration
momentum. The finite mass and the PV-term then cancel each
other out. The first contributing term in the small−q1 expan-
sion is
∂Γ̃
0i j
AVV
∂q1k
. Equivalently, one can plug the time-independent
A(y) = 1
2
B × y into Eq. (7) to gain the relation:
⟨Ji⟩(x) =∫ ą4q2Ã5,0(q2)eiq2⋅x
⎡⎢⎢⎢⎢⎣
i
2
ǫ jlk Bl
∂Γ̃
0i j
AVV(q1,q2)
∂q1k
RRRRRRRRRRRq1=0
⎤⎥⎥⎥⎥⎦
=
=
∞
∫
−∞
dt′∫ ą3qA5,0(t′,q)σiA(t′ − t,q)e−iq⋅r. (24)
where the kernel
σiA(t,q) =
∞
∫
−∞
ąq0e
iq0t
i
2
ǫ jlkBl
∂Γ̃
0i j
AVV(q1,q2 = q)
∂q1k
RRRRRRRRRRRq1=0 (25)
is the CME conductivity in the mixed representation of spatial
momentum and time, and an explicit formula of it will be de-
rived below. We shall omit the averaging sign ⟨.⟩ in what fol-
lows if we can without causing confusion. Before taking the
derivative of Eqs. (8)-(14) with respect to q1k, we note that the
sum of Eqs. (8), (9) and (10) equals to the sum of Eqs. (11),
(12) and (13), as can be demonstrated by transposing the ma-
trices under the trace of the former employing the charge con-
jugation property C(γT)µC† = −γµ with C = γ2γ0 followed
by transforming the integration momentum p → −p − q1 − q2.
The transformation of the integration momentum is legitimate
as long as the regulator terms kept in the scene. Consequently,
Γ̃
ρµν
AVV(q1,q2) = gi jm(q1,q2) − lim
M→∞
g
i j
M(q1,q2) (26)
where
g
i j
m(q1,q2) =
= e2∫
p
tr{−γiGA(p + q)γ0γ5GA(p)γ jGA(p) ⋅ (1 − 2ñ(p0 + q0))+
+ γiGR(p + q)γ0γ5GR(p)γ jGR(p) ⋅ (1 − 2ñ(p0))+
+γiGR(p + q)γ0γ5GA(p)γ jGA(p) ⋅ (2ñ(p0) − 2ñ(p0 + q0))}.
Here we have replaced GC(p) with (1 − 2ñ(p0))(GR(p) −
5GA(p)). It follows that
∂
∂q1k
g
i j
m(q1 → 0,q2 = q) =
= e2∫
p
tr{−γiGA(p + q)γ0γ5GA(p)γ j ∂
∂pk
GA(p)
⋅ (1 − 2ñ(p0 + q0))+ (27)
+ γiGR(p + q)γ0γ5GR(p)γ j ∂
∂pk
GR(p)
⋅ (1 − 2ñ(p0))+ (28)
+ γiGR(p + q)γ0γ5GA(p)γ j ∂
∂pk
GA(p)
⋅(2ñ(p0) − 2ñ(p0 + q0))} (29)
and
σiA(t,q) =
∞
∫
−∞
ąq0e
iq0t
i
2
ǫ jlkBl
⎡⎢⎢⎢⎢⎣
∂g
i j
m=0(q1,q2)
∂q1k
RRRRRRRRRRRq1=0,q2=q
− lim
M→∞
∂g
i j
m=M(q1,q2)
∂q1k
∣
q1=0,q2=q
⎤⎥⎥⎥⎥⎦
.
(30)
The first step of evaluation is to determine the tensor struc-
ture of the expression. This in general would be tedious be-
cause there are three propagators left under the trace. How-
ever, we are interested in antisymmetric combinations in jk
only, because of the contraction with the magnetic field. The
details of the trace calculation are detailed in Appendix C. The
resulting expression turns out to remain fairly compact:
∂g
i j
m
∂q1k
ǫl jkBl = − 16πe2∫
p
(1 − 2ñ(p0))sgn(p0) 1
2∣p∣×
×
⎡⎢⎢⎢⎢⎣
(Bi (m2 − (p0 + q0)p0) − piB ⋅ (p + q)) 1
1 + p⋅q
p2
∂
∂∣p∣ (
1
(p0 + q0 + i0+)2 − (p + q)2 − m2)δ (p
2
0 − p2 −m2)+
+ (Bi (m2 − p0(p0 + q0)) − (pi + qi)B ⋅ p) 1(p0 + q0 + i0+)2 − (p + q)2 −m2
∂
∂∣p∣δ (p20 − p2 −m2)] . (31)
Here we performed the trace and regrouped the terms from the
three propagator-products AAA, RRR and RAA. This way it is
possible to deal with the higher-order poles by recasting part
of the expression as a derivative of either ρ or GR – more de-
tails of the calculation can be found in Appendix D. It proves
to be useful to separate the components of B parallel to q:
B∥ = (B ⋅ q̂)q̂, and perpendicular to it: B⊥ = B − B∥. In this
way part of the directional integration can be performed, leav-
ing us with the following expression, the azimuthal integration
still left to be done:
∂g
i j
m
∂q1k
ǫl jk Bl =
= − e2
π2
∞
∫
−∞
dp0sgn(p0)(1 − 2ñ(p0))
∞
∫
0
dpδ (p20 − p2 − m2)
1
∫
−1
dx
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂
∂x
Bi∥x(p0q0 + qpx + (x2 + 1)p2) + Bi⊥x (p0q0 + ( 1−x22 + 1) p2)
(p0 + q0 + i0+)2 − p2 − q2 − 2qpx −m2 +
+Bi⊥ p
2
(p0 + q0 + i0+)2 − p2 − q2 − 2qpx −m2} . (32)
Note that the first term in the above expression is a total
derivative with respect to x.
The contributions of the two terms in the integrand of Eq.
(30 are calculated separately with the detailed steps laid out
in Appendix D. For the massless term, we take the Fourier
transform of Eq. (32) with respect to q0 first and calculate the
rest of the integrals afterwards. All integrations can be carried
out analytically for m = 0 and we obtain that
6∞
∫
−∞
ąq0e
iq0t
∂g
i j
m=0
∂q1k
ǫl jk Bl = θ(−t) e2
π2
(Bi − q̂i(B ⋅ q̂))t ∂
∂t
( sin(qt)
qt
)T
∞
∫
0
dy(1 − 2nFD(y)) sin(2yT t). (33)
For the PV term, we scale the loop momentum p by the regulator mass m = M as p = My and take the limit M →∞. The rest of
the integrals can be calculated analytically with the result
∞
∫
−∞
ąq0e
iq0t
∂g
i j
M→∞
∂q1k
ǫl jk Bl = e2
π2
{−Biδ(t) + θ(−t) [(Bi∥ + B
i
⊥
2
) ∂2
∂t2
( sin(qt)
q
) + Bi⊥
2
∂
∂t
(sin(qt)
qt
)]} . (34)
By combining the two, now we are equipped with the mixed representation of the CME conductivity in case of constant,
homogeneous magnetic field.
σiA(t,q) =1
2
∞
∫
−∞
ąq0e
iq0t
⎛
⎝−
∂g
i j
M→∞
∂q1k
+ ∂gi jm=0
∂q1k
⎞
⎠ ǫl jkBl =
= e2
2π2
{Biδ(t) + θ(−t)
2
[q sin(qt) (Bi + q̂i(B ⋅ q̂)) − ∂
∂t
(sin(qt)
qt
) f (tT) (Bi − q̂i(B ⋅ q̂))]} , (35)
where f (x) comes from the Fermi-Dirac distribution:
f (x) =4x
∞
∫
0
dynFD(y) sin(2yx) = 1 − 2πx
sinh(2πx) Ð→ {
0, x → 0
1, x →∞ (36)
The above expression is the main original contribution of this
paper. Although we end up with a fairly complicated expres-
sion, it is still suitable to investigate the charge transport in
special situations as we will see in the next section. About
to be proven practical as it is, one might find the frequency-
momentum representation and the coordinate representation
of the response function more useful in other cases. For more
details see Appendices E and F.
A. Limiting cases
In order to gain some insights into the expression in Eq.
(35), let us first analyze its behavior in two limiting cases.
A time-independent A5,0 will render the conductivity in the
zero frequency limit, which is equivalent to the integral of
σiA(t,q) with respect to its time-argument:
∞
∫
−∞
dtσiA = e
2
2π2
⎡⎢⎢⎢⎢⎣
Bi + (Bi + q̂i(B ⋅ q̂)) 1
2
0
∫
−∞
dtq sin qt − (Bi − q̂i(B ⋅ q̂)) 1
2
0
∫
−∞
dt
∂
∂t
( sin qt
qt
) f (tT)
⎤⎥⎥⎥⎥⎦
=
= e2
4π2
(Bi − q̂i(B ⋅ q̂))
⎡⎢⎢⎢⎢⎣
1 −
0
∫
−∞
dτ
∂
∂τ
( sin τ
τ
) f (τT
q
)
⎤⎥⎥⎥⎥⎦
q→0Ð→ 0i. (37)
In the static but inhomogeneous limit (q ≠ 0) we see the con-
ductivity is perpendicular to q. On one hand this means local
charge conservation is fulfilled. On the other hand it shows
that the current has a dipole-like structure, which has conse-
quences regarding the long-time behavior of the charge trans-
port, as we shall see soon.
To approach the limit of constant A5,0 by sending q → 0 one
observes that the current vanishes, since f (x → ∞) = 1. We
note here that this limiting behavior was already reported in
Ref. [39] and some aspects were also discussed in Ref. [38].
It is not that surprising that the electric current vanishes for
constant axial imbalance. The non-existence of the CME at
equilibrium was reported by several authors, see for example
Refs. [51–55] . In the context of Weyl semimetals, where it
is possible to prepare the system in such a way that the in-
troduction of a chiral chemical potential makes sense, there is
7a consensus that in equilibrium the CME current vanishes –
even for nonzero A5,0, see Refs. [21, 52].
When the static limit is taken firstly the UV-originated
anomaly contribution is canceled by the following term:
ie2 ∫p(−2ñ′(p0))tr{γ5γiGA(p)γ j ∂GA(p)∂pk }. Although we do
not go into the details here, one can show that interactions will
not change this expression, see for example Refs. [54–58]. So
the vanishing of the conductivity in the mentioned limit is a
general result.
For homogeneous A5,0 configurations, i.e. q → 0 only the
e
2
2π2
Bδ(t) term in Eq. (35) survives. This term in the end pro-
vides the usual homogeneous current parallel to B, tied to the
anomaly. Let us expand Eq. (35) around to the first nontrivial
order in q to learn what happens if the system is pushed away
from homogeneity:
δJ(t,q) ≡J(t,q) − e2
2π2
A5,0(t,q)B ≈
≈ e2
4π2
0
∫
−∞
dτA5,0(t + τ,q)q2τ [(1 + 13 f (τT))B+ (38)
(1 − 1
3
f (τT)) (B ⋅ q̂)q̂] +O(q4). (39)
The above expression is still too complicated. We now will
assume that there is a clear separation between the internal
timescale and temperature, namely, send T either to 0 or ∞.
In both cases we end up with the following expression:
δJ(t,q) ≈ e2
4π2
(C1q2B +C2(B ⋅ q)q)
0
∫
−∞
dτA5,0(t + τ,q)τ
(40)
with the constants {C1,C2} being either {1,1} for T = 0 or{ 4
3
, 2
3
} for T → ∞. After Fourier transform one arrives at the
differential equation below:
∂2t δJ(t, r) = e
2
4π2
(C1B∇2r +C2(B ⋅ ∇r)∇r)A5,0(t, r) = (41)
= − e2
4π2
(C1B(∇ ⋅ E5) +C2(B ⋅ ∇)E5) . (42)
For homogeneous A5,0 the RHS of Eq. (42) is zero, leading
no deviation from the CME current in Eq. (1). On the other
hand, inhomogeneity can add to the dynamics of the electric
current. One should, however, keep in mind that the short-
time behavior of the corrections in small q provided by our
weak-coupling calculation might be significantly modified at
strong coupling [42].
Straightforward analysis shows that ∂2t ∇ × δJ is not zero:
This means that inhomogeneous A5,0 can, even without siz-
able electric field or spatial dependence of B, alter the vortic-
ity of the current field. Depending on the dynamics of A5,0 this
might cause instabilities in a laminar charge flow, leading to
the formation of vorteces. Other studies indicate various insta-
bilities in case of the chiral plasma is affected by dynamical
EM fields, see for example Refs. [59–61] or the recent first
principle study of Ref. [62] simulating QED plasma. Further
theoretical investigation is needed by taking the feedback of
axial charge and EM fields into account. We will address this
question in a future publication.
IV. CME CONTRIBUTION TO THE CHARGE
ASYMMETRY
The main goal of this section is to analyze the amount of
transported charge by the CME current in situations that might
be relevant for RHIC. In that order we first look into some
examples of chiral imbalance patterns, and show that there is
no contribution for the net charge asymmetry if we wait long
enough. Later we generalize this statement and also discuss
its limitations.
A. Long-time behavior after quench
First we consider the scenario when there is a sudden
onset of the axial imbalance, corresponding to A5,0(t,q) =
θ(t)Ã5,0(q). The electric current is given by this expression:
J
i(t,q) = e2
2π2
Ã5,0(q)
⎡⎢⎢⎢⎢⎣
Bi − 1
2
(Bi + q̂i(B ⋅ q̂))
t
∫
0
dτq sin qτ+
+1
2
(Bi − q̂i(B ⋅ q̂))
t
∫
0
dτ
∂
∂τ
(sin qτ
qτ
) f (τT)
⎤⎥⎥⎥⎥⎦
,
(43)
which for long times simplifies further to
J
i(t,q) t→∞Ð→ e2
2π2
Ã5,0(q)
2
(Bi − qi(B ⋅ q)
q2
)F(q/T), (44)
where
F(x) =1 +
∞
∫
0
dy
∂
∂y
(sin xy
xy
) f (y) = 1 −
∞
∫
0
dy
sin xy
xy
f ′(y)
Ð→ { 0, x → 0
1, x →∞ (45)
The function F(x) as plotted in Fig. 2 vanishes for small
x and approaches 1 monotonically for large x. This results
in F acting as an infrared cut-off when the Fourier trans-
form is performed to get the coordinate-space expression for
J(t → ∞, r). The suppression of the small q−domain makes
J to be localized in a region with size controlled by 1/T . In
the limiting case q → 0 the current is zero – as expected for
A5,0 when the homogeneity limit is taken after the static limit.
The result is the same if for some reason T supersedes any
(inverse) spatial scales, since T → ∞ renders Ji to be zero
8through F(0) = 0 again. For the other extreme, T → 0, Ji
reveals a dipole pattern:
J(t →∞, r)∣T=0 = e
2
16π3
∫ d3r′ −1∣r − r′∣∇r′ × (B × ∇r′)A5,0(r′) =
= e2
16π3
∫ d3r′ B −
3(B⋅r′)r′
(r′)2
(r′)3 A5,0(r − r′) =
= e2
16π3
∇r × (B × ∇r)∫ d3r′−A5,0(r − r′)
r′
.
(46)
One can show that this current dipole transports zero charge
in total through a large enough surface perpendicular to the
direction of the magnetic field. In general this is the conse-
quence of the structure B−q̂(B ⋅q̂). However, a well-localized
source is enough to explain what happens: the “current field
lines” are closed because ∇r ⋅ J(t →∞, r) = 0 so any of them
travels through twice on a large enough surface. We can eas-
ily show this with a point-like source using the previous dipole
formula and integrating over the surface S ⊥ B:
∫
S
d2r B̂ ⋅ J(t →∞, r)∣
T=0 ∝ ∫
S
d2rB̂ ⋅ ∇ × B × r
r3
=
= ∮
∂S
dl ⋅ B × r
r3
∝ 1
r
r→∞Ð→ 0, (47)
where we used Stokes’s theorem and in the last step we rec-
ognized that dl and B×r are parallel and both are proportional
to r. Since this observation is based on the long-time behav-
ior of the current, one has to wait sufficiently long for the net
transported charge to vanish.
An interesting side-note can be made at this point. Let us
further analyze the long-time behavior of the current by inte-
grating it over a spherical region S R (R being the radius):
V ⋅ J ∶= ∫
S R
d3rJ(t →∞, r) =
= e2
2π2
1
2
∫ ą3q sin qR − qR cosqR
q3
F(q/T)Ã5,0(q)(B − q(B ⋅ q)
q2
) .
(48)
with V as the volume of S R and J(t →∞, r) as the coordinate
representation of Eq. (44). Now we consider a source of A5,0
centered in space around the origin, whose Fourier transform
is Ã5,0(q) = V ⋅A5,0. After some calculation whose details can
be found in Appendix G 1 we arrive at:
J = e2
2π2
A5,0
1
π
2
3
B
∞
∫
0
dQF(q/(RT)) sinQ − Q cosQ
Q
=
= e2
2π2
A5,0B
1 − f (RT)
3
. (49)
This expression does not carry the dipole structure anymore.
Instead, there is a suppression factor of (1 − f (RT))/3: for
zero temperature or when the spatial averaging is done within
an asymptotically small sphere the result is the 1/3 of the
anomaly ruled current. Sending either R or T to large val-
ues, however, renders J to zero. Generally, the expression
is monotonically interpolates between this two limiting cases
depending on the relative value of R and T .
FIG. 2: Functions characerizing the response function. f is
defined in Eq. (36), whereas F is derived from f in order to
give the long-time behavior of the response, see Eq. (45).
B. Long-time charge transport parallel to B
Returning to the question of transported electric charge, one
can argue that its vanishing behavior for long times is a gen-
eral feature. This is closely related to the fact that the local
charge conservation ∂⋅J = 0 is an essential property of the sys-
tem. Due to the CME there is electric current in the direction
of the magnetic field. The system does not have any boundary,
so it is quite natural that the charge flows back somewhere:
since the current tends to be parallel to B in the presence of
chiral imbalance, the back-flow happens away from these re-
gions, where A5,0 vanishes. We have already seen this dipole
structure at work in the previous subsection. Therefore, taking
a large enough surface perpendicular to B, we expect that the
net charge through this surface tends to zero as time passes.
In order to put the argument onto more general grounds we
analyze the following quantity:
∆QS ∶=
∞
∫
−∞
dt∫
S
d2rB̂ ⋅ J(t, r), (50)
where the surface S is the plane with the normal vector B̂.
9Utilizing the conductivity relation in Eq. (35) we can write
∆QS =∫ ą3q∫
S
d2rB̂iσ̃
i
A(q0 = 0,q)Ã5,0(q0 = 0,q)e−iq⋅r =
=e2B
4π2
∫ ą3q∫
S
d2r (1 − (B̂ ⋅ q̂)2)×
⎡⎢⎢⎢⎢⎣
1 −
0
∫
−∞
dτ
∂
∂τ
(sin τ
τ
) f (τT
q
)
⎤⎥⎥⎥⎥⎦´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=F(q/T)
Ã5,0(0,q)e−iq⋅r. (51)
Integrating over the surface S when its size is large enough,
the components of q parallel to S are forced to vanish and
only the component parallel to B survives:
∆Q = lim
area of S→∞
e2B
4π2
∞
∫
0
ąqq2F(q/T)×
1
∫
−1
dxδ (x2 − 1) (1 − x2)Ã5,0(0,qxB̂)e−iqrx ≡ 0. (52)
In conclusion, the net charge transported by the CME current
for any chiral imbalance in constant magnetic field vanishes
for long enough time when it is measured through a large
enough plane perpendicular to B.
It is worth pointing out that the above statement is actually
the consequence of a more general feature of the vertex func-
tion. Taking an infinitely large plane with the normal vector
n̂ the transported charge ∆Q can be written most generally as
follows:
∆Q =∫ ą4q
∞
∫
−∞
ąq∥n̂iΓ̃
0i j
AVV(q,q′)Ã j(q)Ã5,0(q′), (53)
with q = (q0, q) and q′ = (−q0, −q+q∥n̂). Now we recognize
that because of q + q′ = (0, q∥n̂), the combination in the inte-
grand of the above equation can be recasted as the first identity
in Eq. (15): q∥n̂iΓ̃
0i j
AVV(q,q′) = (q + q′)µΓ̃0µ jAVV(q,q′) ≡ 0, ren-
dering ∆Q to vanish. Therefore the previous statement on the
vanishing of the long-time transported charge ∆Q is general-
ized beyond the weak-coupling approximation.
The transported charge shows ambiguity when a homoge-
neous time-dependent source is considered: performing the
q−integration puts the conductivity in the homogeneity limit
– ruled by the anomaly –, so one gets the standard CME cur-
rent. On the other hand, performing the t−integration first is
equivalent by taking the static limit first. No matter of the
q−dependence, the transported charge is zero in this case be-
cause of the dipolar structure of the integrated conductivity,
as we mentioned above. The ambiguity boils down to the fact
that we have to deal with the different orders of limits of q → 0
and q0 → 0 when computing the transported charge of a ho-
mogeneous source. So in that sense ∆Q for homogeneous A5,0
is ill-defined.
In order to give meaningful physical interpretation, let us
consider the following different situations. In the case when
the observation time is way much longer than the lifetime of
the source – no matter its spatial structure –: taking q0 → 0
first is justified, so ∆Q vanishes.
The opposite order of limits is a good approximation only
if the source is homogeneous throughout the whole time-
evolution – in that case taking q → 0 first is justified and the
charge transport is given by the naive CME expression in Eq.
(1). But this scenario is rather unphysical when the observa-
tion time is very long: eventually the source A5,0 has to have
boundaries in space and/or time. So to relax the ambiguity,
one should abandon the infinite-time integration in ∆Q and
integrate only over a finite period while q → 0 is a good ap-
proximation.
Let us demonstrate this phenomenon by using a simple toy-
model within which the current is induced by the axial imbal-
ance profile:
A5,0(t,q) =n5
χ
R3
π
e
−
q2R2
2
−
t2
2τ2 , (54)
characterized by its spatial size R and its lifetime τ. The con-
stants n5 and χ are the axial charge density and susceptibility,
respectively. The above ansatz is meant only to show how the
different scales interplay. One needs to investigate further the
actual underlying cause of the axial imbalance in order to give
a realistic description of the system at hand. Now we also
factor in the finite time window of observation, tobs.:
∆Q(tobs.) =
tobs./2
∫
−tobs./2
dt ∫
S⊥B
d2rB̂ ⋅ J(t, r). (55)
The infinite size of the plane S again simplifies the result,
making the finite temperature contribution vanish. The inte-
gration can be carried out analytically with the technical de-
tails and the lengthy formula of ∆Q presented in Appendix
G 2. As shown there, the scaled charge transport ∆Q
Cτ
with
C = n5
χ
e
2
2π2
BA and A being the size of the plane is a function
of the dimensionless observation time tobs.
τ
and dimensionless
extension of the axial imbalance ρ = R
τ
. In Fig. 3, we plotted
∆Q
Cτ
versus tobs.
τ
for different ρ. By increasing R with fixed τ
and the observation time tobs. ≫ τ, we can see the transition
from the case of a well-localized source, ρ≪ 1 which leads to
vanishing ∆Q to the homogeneous source limit where ρ ≫ 1
and ∆Q = e2
2π2
n5
χ
BAτ. So in case of an axial imbalance source
with a very large but finite spatial size, one has to wait long
enough for the transported charge to disappear. If this scale,
characteristic to the source, is much larger compared to the
observation time, the charge transport is effectively described
by the expression of Eq. (1). As the difference between differ-
ent orders of limit is robust against higher order corrections,
the transition described here from a localized axial imbalance
to an extensive axial imbalance qualitatively remains to all or-
ders of perturbation.
We conclude this section by emphasizing again that in order
to say any conclusive about a physically realistic situation, one
needs to know the actual evolution of the axial imbalance. As
we have seen above, depending on the various scales of the
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non-equilibrium system, the outcome can be vastly different,
interpolating between the two limiting behaviors of the CME
conductivity discussed in Sec. III A. All of these concerns
point us to the need of dynamically more detailed and realistic
simulations of the anomalous transport in QGP, in order to
capture a real CME signal.
FIG. 3: Behavior of the transported charge ∆Q over the
source lifetime τ. tobs.−dependence of ∆QCτ for fixed τ = 1.0
and varying R/τ = {(0.2 (blue), 0.5 (purple), 1.0 (red), 2.0
(golden), 3.0 (green), 5.0 (pink), 10.0 (brown), 100.0
(orange)}: lower value leads the response to vanish faster and
in general reach smaller maximum value. For large enough R
we see the homogeneous limit behavior. C = e2
2π2
n5
χ
BA
V. DISCUSSION AND OUTLOOK
In this paper we analyzed the chiral magnetic current in
constant magnetic field but with an arbitrary axial charge im-
balance. In the non-interacting approximation we derived the
explicit form of the real-time response function in Eq. (35),
which interpolates between the anomaly ruled CME current
like in Eq. (1) and zero current at equilibrium, depending on
the spatial pattern and time-dependence of the axial imbal-
ance field A5,0 = −µ5. Then we explored the consequences of
Eq. (35) for different profiles of A5,0. The observation that the
static chiral imbalance results zero response current in the ho-
mogeneous limit shows the inherent non-equilibrium nature
of the CME, as was already pointed out by others [21, 39, 51–
53] and this property is robust against higher order corrections
[54–58]. Coming to the phenomenological implications, we
computed the electric current through the plane perpendicular
to the constant magnetic field. For a localized axial imbalance,
we found that the total electric charge transported through the
plane over a long time vanishes because of the dipolar spatial
structure of the time-integrated CME conductivity σiA(t, r),
Eq. (37), rendering the CME signal to be captured transient
in this case. Using a simple impulse-like profile for µ5, we
showed that for an axial imbalance source with large enough
spatial extension R, the nonzero transported charges persists
for a time scale comparable to R. In case when this charac-
teristic timescale is much larger than the observation time, the
magnitude of the charge transport is effectively described by
Eq. (1).
It is also worthwhile to mention that we derived corrections
to the homogeneous electric current, which carries structures
sensitive to vorticity. Further investigation is needed to decide
how this might change the collective behavior of the chiral
plasma.
An important lesson we learned is the role of the spatial
variation in the axial imbalance, reflected in the gradients of
A5,0, which has not been sufficiently addressed in previous
works. In the case of homogeneous A5,0 – which can even
be time-dependent – the UV regularization appears optional
since it contributes to the effective action only as a total diver-
gence. Here we emphasized that in the presence of a nonzero∇A5,0, UV regularization is necessary to maintain the electric
charge conservation, i.e. ∂ ⋅ J = 0. Without proper UV regula-
tor, the term causing trouble is ∂ ⋅ J = − e2
2π2
∇A5,0 ⋅ B. For any
realistic system there is a boundarywhere A5,0 changes – most
probably vanishes. If there are EM fields still present around
this region, a current
I = −∮boundary d2S ⋅ B e22π2 A5,0 (56)
is left to be canceled: this is what the UV-term is responsible
for in the presented approach. The issue of EM gauge invari-
ance was of course well-recognized in the literature before,
see Secs. 2.2–2.4 of Ref. [13], for example. The tool to main-
tain it even in the case of axial anomaly is to add the so-called
Bardeen counterterms or Chern-Simons term [23, 24]: this is
what our fermionic effective action realizes via the PV regu-
lator.
In the weak coupling limit, any time variation of external
sources will drive the system out of equilibrium. Therefore
the calculation presented in this work approximates the sit-
uation where the characteristic time for the variation of the
axial imbalance is shorter than the relaxation time to equi-
librium, opposite to the condition assumed in the hydrody-
namic regime. There, it is still justified to use Eq. (1) – in
the zeroth order of the gradient expansion. As the result of
the two orders of limits persists to higher orders in the cou-
pling, the qualitative aspect of our results, say the quenching
of the charge transport over a long time may be carried over
to the strong coupling regime. An important limitation is our
simple-minded assumption which models a non-equilibrium
axial imbalance by a spacetime dependent axial chemical po-
tential. A more realistic approach without using the notion of
chemical potential is to factor in the real time QCD process of
the axial charge creation/annihilation inspired by instantons or
sphalerons. We hope to be able to report our progress along
this line in near future.
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Appendix A: Anomalous Ward-identity
In this Appendix we show that for homogeneous chiral imbalance the Γ̃
0i j
AVV part of the AVV vertex is completely determined
by the axial anomaly. For this we first move γ5 into the front in Eqs. (8–13). This is done by utilizing the Dirac-structure of the
propagators, i.e. γ5G +Gγ5 = g, where g is a scalar function. Now we can group the terms either as type GGG or GGg:
{ GGG } =
= ie2
2
∫
p
tr{γ5γiGC(p + q2)γ0GA(p)γ jGA(p − q1)+ (A1)
+ γ5γiGR(p + q2)γ0GC(p)γ jGA(p − q1)+ (A2)
+ γ5γiGR(p + q2)γ0GR(p)γ jGC(p − q1)+ (A3)
+ γ5γiGC(p + q1)γ jGA(p)γ0GA(p − q2)+ (A4)
+ γ5γiGR(p + q1)γ jGC(p)γ0GA(p − q2)+ (A5)
+ γ5γiGR(p + q1)γ jGR(p)γ0GC(p − q2)} . (A6)
In the next step we set q2 = 0 and utilize Eqs. (17–19) and arrive at:
{ GGG } = ie2
2
⋅ 1
q20
×
∫
p
tr{γ5γi (−GC(p0 + q20,p))γ jGA(p − q1)+ (A7)
+ γ5γiGC(p0,p)γ jGA(p − q1)+ (A8)
+ γ5γi (−GR(p0 + q20,p) +GR(p0,p))γ jGC(p − q1)+ (A9)
+ γ5γiGC(p + q1)γ j (−GA(p) +GA(p0 − q20,p))+ (A10)
+ γ5γiGR(p + q1)γ j (−GC(p0 − q20,p))+ (A11)
+ γ5γiGR(p + q1)γ jGC(p − q20,p)} . (A12)
For the vertex function we have the difference of these terms and their UV-limit provided by the PV-terms. This difference is
finite, since any dangerous UV behavior is canceled. Therefore one can shift the integration variables in Eqs. (A7–A12) and
realize that { GGG } − { GGG }PV ≡ 0.
For the rest, we are interested only in the chiral limit. Then since gm=0 = 0, only the PV-terms contribute. The mass scale
M in these terms are larger than any other scale in the system. This allows us to replace the fermionic propagators with the
non-interacting ones, which also leaves us with gPV(p) = 2Mp2−M2 . One can then make the observation that q2 enters only with g,
so only in the denominators. Now for the large M limit it is justified to keep q1 only in the nominator, i.e. where it contributes
to the spinor structure:
Γ̃
0i j
AVV(q1,q20,0) = − ie
2
2
∫
p
tr{γiγ5gAPV(p)γ0GAPV(p)γ jGAPV(p − q1) + γiγ5GAPV(p + q1)γ jGAPV(p)γ0gAPV(p) − ( A ↔ R )} (1 − 2ñ(p0)).
(A13)
We can perform the trace and combine the A and R pieces together. Since the only spatial structure is in tr{γiγ5γ0γ j/q1}, also
the directional integration of p can be done. The result is the following:
Γ̃
0i j
AVV(q1,q20,0) = − 116π4
ie2
2
8iǫ0i jkq1k2M
2 ⋅ 4π
∞
∫
−∞
dp0
∞
∫
0
dpp2
1 − 2ñ(p0)
[(p0 − i0+)2 − p2 − M2]3 = (A14)
=4e2
π3
ǫ0i jkq1k M
2
∞
∫
−∞
dp0(1 − 2ñ(p0))
∞
∫
0
dpp2
1
−8p0p
∂
∂p0
∂
∂p
1
(p0 − i0+)2 − p2 − M2 = (A15)
= − e2
2π2
ǫ0i jkq1kM
2
∞
∫
−∞
dp0
∂
∂p0
1 − 2ñ(p0)
p0
∞
∫
0
dpisgn(p0)δ (p20 − p2 − M2) = (A16)
= e2
2π2
iǫ0i jkq1k M
2
∞
∫
0
dp
⎛
⎝
2ñ′(√p2 + M2)
p2 + M2 +
1 − 2ñ(√p2 + M2)
(p2 + M2)3/2
⎞
⎠
M→∞Ð→ e2
2π2
iǫ0i jkq1k +O(M−1). (A17)
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Putting the above expression of Eq. (A17) back into Eq. (7) we arrive at the familiar result: the equilibrium CME current of Eq.
(1) – with the substitution of A5,0 = −µ5. Although A5,0 depends only on time, the magnetic field still can be arbitrary.
Essentially the same argument leads to the anomalous Ward-identity of the vertex function, shown in Eq. (16): for the
contraction of q2ρΓ̃
ρµν
AVV , one moves the γ
5 into the front under the trace, then through the same steps as in Eqs. (A7–A12) shows
that under the integration the regulated version of the expression vanishes – this time even without the assumption of q2 = 0. So
the remaining terms are again the PV ones, leading to q2ρ
e
2
2π2
iǫρµνσq1σ, i.e. Eq. (16).
Appendix B: Relation to the Maxwell-Chern-Simons
Electrodynamics
Let us briefly return to the phenomenologyof the QCDmat-
ter. We already mentioned that the local CP−violation is en-
coded in A5. According to the anomalous Ward-identity, this
contributes to ∂ ⋅ J5 by a source term e26π2 E5 ⋅B5. We also know,
that the gauge sector of QCD has its contribution to the bal-
ance equation as
N f g
2
8π2
Ea ⋅ Ba. Now we assume that the gluon
sector affects the EM transport through the axial imbalance,
but there is no back-reaction. After the dynamics of the gauge
fields is integrated out an effective action like in Eq. (4) should
emerge. Although we do not know how the quark-gluon ver-
tices map into the axial gauge fields, we assume the matching
of the previously mentioned sources for ∂ ⋅ J5.
Setting the fully dynamical origin of A5 aside, what we
know that it originates from the vacuum sectors with non-
trivial topology (which can be inhomogeneously distributed
in space). A minimal approach to model this is to add a so-
called axion term to the original EM Lagrangian:
Lθ = − 1
4
FµνF
µν + ψγµ (i∂µ − eAµ)ψ + e2
16π2
ǫµναβθFµνFαβ.
(B1)
At this point we can impose the anomalous Ward-identity to
the system and identify the current in terms of the fermionic
fields:
e2
16π2
ǫµναβFµνFαβ
!= ∂µJµ5 = ∂µψγµγ5ψ, (B2)
which after partial integration leads to L, with the axial vec-
tor potential A5,µ = ∂µθ. This special form of A5 renders the
electric response to a simple form, solely determined by the
anomaly. Using Eq. (7) and Eq. (16), we arrive at the follow-
ing expressions:
J0 = e2
2π2
∇θ ⋅ B, (B3)
J = e2
2π2
θ˙B, (B4)
which are the well-known equations of motion of the
Maxwell-Chern-Simons electrodynamics [59] in the special
case of constant B and vanishing E. The above result is in
agreement with the analysis of the vertex function which has
led to Eq. (21), as θ˙ = A5,0. As we pointed out earlier, the vec-
tor current expression differs by its sign from Eq. (1) if one
identifies the temporal component of the axial field by −µ5.
One should, however, keep in mind that it is not required for
the system to be in thermal equilibrium. This simple form of
the electric current is the consequence of the anomalousWard-
identity at the level of the vertex function, i.e. Eq. (16), there-
fore it is not sensitive to the details of the underlying fermionic
dynamics in this case. Although this statement remains true
even if dynamical EM fields are present, the axial current is
not tied to the anomaly anymore. As can be seen from Eq.
(6), the first and third terms vanish if A5 is a pure gradient, the
second term is sensitive to the EM-fields only. Therefore the
IR behavior of the AVV vertex becomes important for J5. But
since F
µν
5 = ∂µAν5 − ∂νAµ5 ≡ 0 for Aµ5 = ∂µθ, there is no chiral
charge generation. So if E ⋅ B = 0 and initially Q5 is zero,
there is still a CME-like current! This might seem troubling,
however, one quickly realizes that Lθ is actually not the sys-
tem we are interested in! QCD has a θ−term for the gluonic
sector. The effective action for the EM sector, only indicating
the GG̃ part of the gluon field strength, looks like this:
Lθ,QCD = − 1
4
FµνF
µν + ψγµ (i∂µ − eAµ)ψ + g2
32π2
θGaµνG̃
µν
a .
(B5)
Now, Eq. (B2) is not the right anomaly relation for QCD.
Instead, one has
e2
16π2
ǫµναβFµνFαβ + e2
32π2
ǫµναβGa,µνGa,αβ
!= ∂µJµ5 = ∂µψγµγ5ψ,
(B6)
which leaves us not only with L, rather with L −
θ e
2
16π2
ǫµναβFµνFαβ. We can still recast the remaining term as
e
2
2π2
θ
4
∂µJ
µ
CS , with the so-called Chern-Simons current J
µ
CS =
ǫµνρσAνFρσ. It is straightforward to show, that the same com-
ponents of J generated from JCS as in Eqs. (B3,B4), but with
opposite sign. That is, the CME-like current vanishes! Our
intuition therefore restored, there is no CME with zero Q5.
What we can conclude is that the simplest way of taking
topological effects into account, namely by adding the θ-term,
is not sufficient. The reason is that a pure gradient axial gauge
field does not contribute to the chiral charge balance equation.
Nevertheless, a possible θ−term still can cause fluctuations
both in the vector and the axial currents.
13
Appendix C: Trace calculation
In this Appendix we give the details of calculating the trace tr{γ5γiG(p + q)γ0γ5G(p)γ j ∂
∂pk
G(p)} ǫl jk Bl for non-interacting
fermions. Using the explicit form of the propagator, the trace expression can be written like this:
@ = tr{γi(/p + /q +m)γ0γ5(/p + m)γ j ∂
∂pk
/p +m
p2 −m2 } ǫl jk Bl =
1
p2 −m2 ǫl jkBltr{γi(/p + /q +m)γ0γ5(/p + m)
γ jγk − γkγ j
2
}
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶I
+ (C1)
+ 2(p2 −m2)2 tr{γi(/p + /q +m2)γ0γ5(/p +m)γ j(p ×B) j(/p +m)}´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=∶II
.
(C2)
The detailed evaluation of term I:
I =2itr{γi(/p + /q +m)γ0γ5(/p +m)γ0γlγ5}Bl = 2itr{γi(/p + /q +m)γ0γ5(−/p +m)γ0γl}Bl = (C3)
=2im2Bltr{γiγ0γ0γl} − 2iBl (p0tr{γi(/p + /q)γ0γl} + pmtr{γi(/p + /q)γmγl}) = (C4)
=8i [m2ηilBl − Bl (p0(p + q)α [ηiαη0l − ηi0ηαl + ηilηα0] − pm(−4)(p + q)α [ηiαηml − ηimηαl + ηilηαm])] = (C5)
= − 8i (Bi [m2 − p0(p0 + q0) − p ⋅ (p + q)] − qiB ⋅ p + piB ⋅ q) . (C6)
Evaluating term II:
II =(p ×B) jtr{γi(/p + /q +m)γ0γ5(/p +m)γ j(/p +m)} = (C7)
=(p ×B) jtr{γi(/p + /q +m)γ0γ5(/p +m)(2p j − (/p −m))γ j} = (C8)
= − (p2 −m)tr{γi(/p + /q +m)γ0γ5γ j} (p × B) j (C9)
=4i(p2 −m) [(p + q) × p × B]i = 4i(p2 −m) [piB ⋅ (p + q) − Bi(p + q) ⋅ p] . (C10)
Finally, putting the contributions together we get:
@ = −8i
p2 −m2 [Bi (m2 − p0(p0 + q0)) − (pi + qi)B ⋅ p] . (C11)
Appendix D: Constant B calculation
Here we give the detailed calculations leading to the conductivity σiA(t,q) in Eq. (35).
1. Manipulations of
∂gi jm
∂q1k
First the trace has been calculated. Then we regrouped the terms of Eqs. (27–29) in a combinations of AAA + RAA and
RRR + RAA. After recasting the higher order pole-contributions as derivatives and also changing integration variables so one
can separate (1 − 2ñ(p0)) sgn(p0)2∣p∣ , the resulting expression is:
∂g
i j
m
∂q1k
ǫl jk Bl = − 16πe2∫
p
(1 − 2ñ(p0))sgn(p0) 1
2∣p∣×
× ⎡⎢⎢⎢⎣(B
i (m2 − p0(p0 + q0)) − piB ⋅ p) ∂
∂∣p∣
δ (p20 − p2 −m2)(p0 + q0 + i0+)2 − (p + q)2 −m2+ (D1)
− {piB ⋅ q ∂
∂∣p∣ (
1
(p0 + q0 + i0+)2 − (p + q)2 −m2) +
qiB ⋅ p
(p0 + q0 + i0+)2 − (p + q)2 −m2
∂
∂∣p∣ } δ (p20 − p2 −m2)+
(D2)
−
p⋅q
p2
1 + p⋅q
p2
(Bi (m2 − p0(p0 + q0)) − piB ⋅ (p + q)) ∂
∂∣p∣ (
1
(p0 + q0 + i0+)2 − (p + q)2 − m2)δ (p20 − p2 −m2)
⎤⎥⎥⎥⎥⎦ .
(D3)
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Eq. (31) is the direct consequence of the above. We proceed by simplifying the angular integration by separating B into
components parallel and perpendicular to q:
∂g
i j
m
∂q1k
ǫl jkBl
B=B∥ qq +B⊥= e2
π2
B∥q̂
i
2
∞
∫
−∞
dp0sgn(p0)(1 − 2ñ(p0))
∞
∫
0
dp
1
∫
−1
dx×
× ⎡⎢⎢⎢⎣
∂
∂p
(p ((m2 − p0(p0 + q0)) − p2x2) − qxp2) δ (p20 − p2 −m2)(p0 + q0 + i0+)2 − p2 − q2 − 2pqx −m2+ (D4)
+2qpx (m2 − p0(p0 + q0) − qxp − p2x2) δ (p20 − p2 −m2)[(p0 + q0 + i0+)2 − p2 − q2 − 2qpx −m2]2
⎤⎥⎥⎥⎦δ (p
2
0 − p2 −m2)+
(D5)
+ e2
π2
Bi⊥
∞
∫
−∞
dp0sgn(p0)(1 − 2ñ(p0))
∞
∫
0
dp
1
∫
−1
dx×
×
⎡⎢⎢⎢⎢⎢⎣
∂
∂p
(p (m2 − p0(p0 + q0)) − 1−x22 p2))(p0 + q0 + i0+)2 − p2 − q2 − 2qpx − m2 + 2qpx
m2 − p0(p0 + q0) − 1−x22 p2[(p0 + q0 + i0+)2 − p2 − q2 − 2qpx −m2]2
⎤⎥⎥⎥⎥⎥⎦
δ (p20 − p2 −m2) .
(D6)
Regrouping terms leads to:
∂g
i j
m
∂q1k
ǫl jk Bl = − e2
π2
∞
∫
−∞
dp0sgn(p0)(1 − 2ñ(p0))
∞
∫
0
dpδ (p20 − p2 −m2)
1
∫
−1
dx×
×
⎧⎪⎪⎨⎪⎪⎩B
i
∥
⎡⎢⎢⎢⎣
p0q0 + 2qpx + (3x2 + 1)p2(p0 + q0 + i0+)2 − p2 − q2 − 2qpx −m2 +
2qpx (p0q0 + qpx + (x2 + 1)p2)
[(p0 + q0 + i0+)2 − p2 − q2 − 2qpx −m2]2
⎤⎥⎥⎥⎦+ (D7)
+Bi⊥
⎡⎢⎢⎢⎢⎢⎣
p0q0 + [ 32(1 − x2) + 1] p2(p0 + q0 + i0+)2 − p2 − q2 − 2qpx −m2 +
2qpx (p0q0 + [ 1−x22 + 1] p2)
[(p0 + q0 + i0+)2 − p2 − q2 − 2qpx − m2]2
⎤⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎬⎪⎪⎪⎭
, (D8)
which gives us Eq. (32) after part of the expression is written as a total derivative with respect to x.
2. Derivation of Eq. (33)
The Fourier transformation of Eq. (32) with respect to q0 can be calculated readily:
∞
∫
−∞
ąq0e
iq0t
∂gi j
∂q1k
ǫl jk Bl =θ(−t) e2
π2
∞
∫
−∞
dp0(1 − 2ñ(p0))e−ip0t
∞
∫
0
dpsgn(p0)δ (p20 − p2 −m2)
1
∫
−1
dx×
×
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂
∂x
x
⎡⎢⎢⎢⎢⎢⎣
Bi∥
⎛⎜⎝
p20 sin (t√p2 + q2 + 2qpx +m2)√
p2 + q2 + 2qpx +m2 + ip0 cos(t
√
p2 + q2 + 2qpx +m2)+ (D9)
−((1 + x
2)p2 + qpx) sin(t√p2 + q2 + 2qpx +m2)√
p2 + q2 + 2qpx +m2
⎞⎟⎠+ (D10)
+ Bi⊥ ⎛⎜⎝
p20 sin (t√p2 + q2 + 2qpx +m2)√
p2 + q2 + 2qpx + m2 + ip0 cos(t
√
p2 + q2 + 2qpx + m2)+ (D11)
−(1 − x2
2
+ 1) p2 sin (t
√
p2 + q2 + 2qpx +m2)√
p2 + q2 + 2qpx + m2
⎞⎟⎠
⎤⎥⎥⎥⎥⎥⎦
− Bi⊥ p
2 sin (t√p2 + q2 + 2qpx +m2)√
p2 + q2 + 2qpx + m2
⎫⎪⎪⎪⎬⎪⎪⎪⎭
. (D12)
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After the p0− and x−integrations we get:
# =
∞
∫
−∞
ąq0e
iq0t
∂g
i j
m=0
∂q1k
ǫl jkBl =
=θ(−t) e2
π2
∞
∫
0
dp
1 − 2ñ(Ω)
2Ω
×
×
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Bi∥
⎛⎜⎝2 cos(Ωt)
⎡⎢⎢⎢⎢⎢⎣
(Ω2 − 2p2 − qp) sin (t√(p + q)2 +m2)√(p + q)2 +m2 +
(Ω2 − 2p2 + qp) sin (t√(p − q)2 +m2)√(p − q)2 +m2
⎤⎥⎥⎥⎥⎥⎦
+ (D13)
+2Ω sin(Ωt) [cos(t√(p + q)2 + m2) + cos(t√(p − q)2 + m2)])+ (D14)
+ Bi⊥ ⎛⎜⎝2m
2 cos(Ωt)
⎡⎢⎢⎢⎢⎢⎣
sin (t√(p + q)2 + m2)√(p + q)2 +m2 +
sin (t√(p − q)2 +m2)√(p − q)2 +m2
⎤⎥⎥⎥⎥⎥⎦
+ (D15)
+(2Ω sin(Ωt) + 2p cos(Ωt)
qt
) cos(t√(p + q)2 +m2) + (2Ω sin(Ωt) − 2p cos(Ωt)
qt
) cos(t√(p − q)2 +m2))} , (D16)
(D17)
where Ω = √p2 +m2. Then we take the chiral limit and collect terms carefully. Only a B⊥ contribution remains:
# =θ(−t) e2
π2
∞
∫
0
dp(1 − 2ñ(p))
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Bi∥
⎡⎢⎢⎢⎢⎢⎢⎣
− cos(pt) (sin(t(p + q)) + sin(t(p − q)))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=2 cos(qt) sin(pt)
+ sin(pt) (cos(t(p + q))+ cos(t(p − q)))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
=2 cos(qt) cos(pt)
⎤⎥⎥⎥⎥⎥⎥⎦
+
(D18)
+Bi⊥ [(sin(pt) + cos(pt)
qt
) cos(t(p + q))+ (sin(pt) − cos(pt)
qt
) cos(t(p − q))]} = (D19)
=θ(−t) e2
π2
Bi⊥
∞
∫
0
dp(1 − 2ñ(p)) [sin(pt)2 cos(pt) cos(qt) + 1
qt
cos(pt)(−2) sin(pt) sin(qt)] = (D20)
=θ(−t) e2
π2
(Bi − q̂i(B ⋅ q̂))t ∂
∂t
(sin(qt)
qt
)T
∞
∫
0
dy(1 − 2nFD(y)) sin(2yT t), (D21)
resulting in Eq. (33) in the end.
3. Derivation of Eq. (34)
Scaling the loop momentum p of Eq. (32) by p = My and taking the limit→ 0, we find that:
∂g
i j
M→∞
∂q1k
∣
q1=0
ǫl jkBl ≈ − e2
π2
∞
∫
−∞
dy0
∞
∫
0
dy
δ(y0 − √y2 + 1) + δ(y0 + √y2 + 1)
2
√
y2 + 1
1
2
1
∫
−1
dx
⎧⎪⎪⎨⎪⎪⎩
∂
∂x
x
⎡⎢⎢⎢⎢⎣(B
i
∥ + Bi⊥) q0
q0 − yqxy0 + i0+ + B
i
∥
qyx
y0
1
q0 − yqxy0 + i0+ − (B
i
∥(x2 + 1)+ Bi⊥) y2 q20 − q2
2y20
y0
yx
∂
∂q
1
q0 − yqxy0 + i0+
⎤⎥⎥⎥⎥⎦+
(D22)
−Bi⊥y2 q
2
0 − q2
2y20
y0
yq
∂
∂x
1
q0 − yqxy0 + i0+
⎫⎪⎪⎬⎪⎪⎭ =∶@ (D23)
Then comes the Fourier transform and the leftover integration. Step-by-step it is done as follows:
16
∞
∫
−∞
ąq0e
iq0t@ =
1
∫
−1
dx
⎧⎪⎪⎨⎪⎪⎩
∂
∂x
x
⎡⎢⎢⎢⎢⎣(B
i
∥ + Bi⊥) ∂∂t (−θ(−t)ei
xqy
y0
t) − Bi∥ xyqy0 iθ(−t)e
i
xqy
y0
t − ⎛⎝
Bi∥
2
x2 + 1
x
+ Bi⊥
2
1
x
⎞
⎠
y
y0
( ∂2
∂t2
+ q2)(−θ(−t) xyt
y0
e
i
xqy
y0
t)⎤⎥⎥⎥⎥⎦+
(D24)
+Bi⊥
2
y
y0
1
q
∂
∂x
( ∂2
∂t2
+ q2)(−iθ(−t)ei xqyy0 t)} =∶
1
∫
−1
dx
∂
∂x
[. . . ]. (D25)
At this point one has to account for the t-derivatives in the integrand:
[. . . ] = − Bi∥ {−(1 − x2 + 12
y2
y20
) δ(t)x + θ(−t) [(1 − x2 + 1
2
y2
y20
)2iq y
y0
x2 − (1 − x2 y2
y20
) tq2 y2
y20
x2 + 1
2
x] eiqt yy0 x}+ (D26)
− Bi⊥{−(1 − y2
y20
)δ(t)x + θ(−t) [(1 − y2
y20
) iq y
y0
x2 + (1 − x2 y2
y20
)(−q2t y2
y20
x
2
+ iq y
y0
1
2
)] eiqt yy0 x} , (D27)
which we put back into the Eq. (D25) to gain the expression
∞
∫
−∞
ąq0e
iq0t@ =Bi∥ (1 − y2
y20
)(2δ(t) − θ(−t) [−4q y
y0
sin( y
y0
qt) − 2q2t y2
y20
cos( y
y0
qt)])+ (D28)
+ Bi⊥ (1 − y2
y20
)(2δ(t) − θ(−t) [−3q y
y0
sin( y
y0
qt) − q2t y2
y20
cos( y
y0
qt)]) = (D29)
=(1 − y2
y20
)(2(Bi∥ + Bi⊥)δ(t) − θ(−t) [(2Bi∥ + Bi⊥) ∂2∂t2 {t cos(
y
y0
qt)} + Bi⊥ ∂
∂t
cos( y
y0
qt)]) . (D30)
After collecting terms, Eq. (34) follows.
Appendix E: Response functions in frequency-momentum
Performing a Fourier transformation on Eq. (35) with respect to time, one obtains the frequency-momentum representation of
the response function
σ̃iA(ω,q) =
∞
∫
−∞
dte−iωtσiA(t,q) = e2
4π2
{2Bi + q2
ω2 − q2 [Bi + q̂i(B ⋅ q̂)]
+
∞
∫
0
dp nFD(p/T) [1
q
ln
ω2 − (2p − q)2
ω2 − (2p + q)2 − 2
2p − q
ω2 − (2p − q)2 − 2
2p + q
ω2 − (2p + q)2 ] [Bi − q̂i(B ⋅ q̂)]
⎫⎪⎪⎬⎪⎪⎭ , (E1)
where the frequency ω carries an infinitesimal positive imaginary part and the integral representation of f (tT), Eq. (36) is
employed. The frequency-momentum representation of the electric current reads as
J̃i(ω,q) = σ̃iA(ω,q)Ã5,0(ω,q). (E2)
It follows from the balance equation q ⋅ J̃ = 0 that
ñ(ω,q) = q ⋅ J̃(ω,q)
ω
= e2
2π2
Ã5,0
ω
ω2 − q2 q ⋅ B, (E3)
where ñ is the Fourier transform of the charge density n. Interestingly, the resulting expression is temperature independent.
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Appendix F: Response functions in coordinate space
It is possible to perform the inverse Fourier transform of Eq. (35) from the spatial momentum q to position r as well. One
needs to carefully treat term-by-term the different q-contributions:
Bq sin qt, q̂(B ⋅ q̂) sin qt,
B
∂
∂t
(sin qt
qt
) , q̂(B ⋅ q̂) ∂
∂t
(sin qt
qt
) .
After tedious but straightforward calculation, the following expression emerges:
J(t, r) =∫ d2r̂′
∞
∫
0
dr′
e2
2π2
{BA5,0(t, r′ + r) r′
4π
(− ∂
∂r′
δ(r′))+ (F1)
+ B
2
(r′)2
4πr′
[A5,0(t, r + r′)δ′(r′) + ∂21A5,0(t − r′, r + r′) + ∂1(A5,0(t − r′, r + r′) f̃ (−r′))
r′
]+ (F2)
+ B
2
1
4π
[δ(r)A5,0(t, r + r′) − ∂1A5,0(t − r′, r + r′) − A5,0(t − r′, r + r′) − A5,0(t, r + r′)
r′
]+ (F3)
+ r̂′(B ⋅ r̂′)
2
1
4π
[r′δ′(r′)A5,0(t, r + r′) + r′∂21A5,0(t − r′, r + r′) − 3δ(r′)A5,0(t, r + r′) + 3∂1A5,0(t − r′, r + r′) +
+3A5,0(t − r′, r + r′) − A5,0(t, r + r′)
r′
− ∂1(A5,0(t − r′, r + r′) f̃ (−r′))]} , (F4)
where f̃ (x) = f (xT).This can be casted in a more compact form by collecting terms into the following groups:
J(t, r) = e2
2π2
⎧⎪⎪⎨⎪⎪⎩BA5,0(t, r) −
2
3
BA5,0(t, r) +
0
∫
0
d (F5)
+ 1
8π
∫ d2r̂′
∞
∫
0
dr′
⎡⎢⎢⎢⎢⎣(r
′∂21A5,0(t − r′, r + r′)) (B + r̂′(B ⋅ r̂′)) +
0
∫
0
d (F6)
− (∂1A5,0(t − r′, r + r′) + A5,0(t − r′, r + r′) − A5,0(t, r + r′)
r′
)(B − 3̂r′(B ⋅ r̂′))+ (F7)
+ ∂1 (A5,0(t − r′, r + r′) f̃ (−r′)) (B − r̂′(B ⋅ r̂′))
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭.
0
∫
0
d (F8)
1. CME response to point-like perturbation
The formula given in Eq. (F8) can be better understood via an example. For that, let us suppose A5,0 is well-localized in space
as A5,0(t, r) = A5,0(t)δ(3)(r). All the remaining integration can be done with the aid of the delta-function. The result is the
following expression:
J(t, r) = e2
2π2
{1
3
BA5,0(t)δ(3)(r)+
+ 1
2
[A′′5,0(t − r)
r
(B + (B ⋅ r̂)̂r)+
− (A′5,0(t − r)
r2
+ A5,0(t − r) − A5,0(t)
r3
)(B − 3(B ⋅ r̂)̂r)+
+A′5,0(t − r) f (rT) − A5,0(t − r)T f ′(rT)
r2
(B − (B ⋅ r̂)̂r)]} . (F9)
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There is a contribution centered at the origin, the one third of the naive CME current. The other contributions carry various
position dependence, depicted in Fig. 4. It is interesting to observe a stationary source, i.e. A5,0(t) ≡ A5,0. In this case the only
contribution except the delta-term is a finite temperature one: the last term in the 4th line of Eq. (F9). Averaging the current
over a small region around the origin we get back the expression we already derived previously in Eq. (49): the long-time limit
of the averaged current after a quench.
FIG. 4: The three different vectorial structures of the electric curent for a point-like source of axial imbalance. The two
dimensional slices are parallel to the magnetic field B – indicated on the right panel, pointing to the y-direction – and
containing the origin where the imbalance is located: r = (x, y). The three panels depict the fields B + (B ⋅ r̂)̂r, 3 (B ⋅ r̂) r̂ −B
and B − (B ⋅ r̂)̂r from left to right, respectively.
Appendix G: Other side-calcs
1. Averaged longtime current of quenched local source
Here we detail the steps leading to the final form of Eq. (49).
J = e2
2π2
A5,0
1
π
2
3
B
∞
∫
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dQF(q/(RT)) sinQ − Q cosQ
Q
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⎛
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⎠ f (τ)
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=∶I(RT)
(G1)
To evaluate the integral I(α), some of the steps need regularization. If needed, we insert a factor of e−ǫQ (ǫ > 0) or the same for
τ, and send the regulator ǫ to zero in the end of the calculation. In this way both integration can be done and leading us to the
following simple result:
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∞
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= π
2
(1 − f (α)) . (G4)
Returning to the average-current expression:
J = e2
2π2
A5,0B
1 − f (RT)
3
. (G5)
2. Charge transported by an axial imbalance impulse
In this section we elaborate on the expression of ∆Q which
results in Fig. (3) in the main text at the end of Sec. IV. We
pick up from Eq. (55) which we integrate over the infinite
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plane perpendicular to B. This results in the following expres-
sion, containing only zero temperature contributions:
∆Q(tobs.) =
=
tobs./2
∫
−tobs./2
dt
∞
∫
−∞
dt′
2e2B
(2π)2
∞
∫
0
dqq2A5,0(t + t′,q) (δ(t′) + θ(−t′)q sin(qt′))
(G6)
= 2e2B(2π)2
tobs./2
∫
−tobs./2
dt
∞
∫
0
dqq2
⎛⎜⎝A5,0(t,q) +
0
∫
−∞
dt′A5,0(t + t′,q)q sin(qt′)⎞⎟⎠ .
(G7)
Now we can plug in the impulse-like pattern of A5,0 given
in Eq. (54), which is normalized as
∞
∫
−∞
dt∫ d3qA5,0(t,q) =4πn5
χ
τ. (G8)
After some calculation we find the resulting transported
charge normalized to the following dimensionless combina-
tion:
∆Q
Cτ
(τo = tobs./τ, ρ = R/τ) =
ρ2e
−
(ρ2+2)τ2o
8(ρ2+1) ⎛⎝
√
πρe
τ2o
8 (4ρ2 − τ2o + 4) erf( ρτo2√2√ρ2+1) − 2
√
2
√
ρ2 + 1τoe
τ2o
8(ρ2+1)⎞⎠
4
√
π (ρ2 + 1)5/2 , (G9)
which also depends on only the dimensionless quantities tobs.
τ
and R
τ
. Its behavior for various values of R/τ is shown in Fig.
3. The small−τo behavior is worth mentioning:
∆Q
Cτ
(τo, ρ) ≈ 1√
2π
ρ2(ρ2 − 1)
(ρ2 + 1)2 τo +O(τ2o), (G10)
so for large τ (small ρ) we again get a similar behavior to that
caused by the CME relation Eq. (1): the transported charge
grows with τo.
Our toy model has three scales: the observation time tobs.,
the spatial size R and the pulse length τ. As we have already
seen before, in the case of large tobs. the transported charge
goes to zero for any finite R and τ: ∆Q(tobs. → ∞, τ,R) = 0.
This is the result we have already got for ∆Q defined in Eq.
(52).
For a finite length observation one can get the homogeneous
source limit by sending R to infinity while keeping tobs. and τ
finite:
∆Q(tobs., τ,R →∞) =Cτerf( tobs.
2
√
2τ
) , (G11)
as well as the short pulse limit τ→ 0 with finite tobs. and R:
∆Q(tobs., τ,R)
τ
∣
τ→0
=Ce− t2obs.8R2 (1 − t2obs.
4R2
) , (G12)
with C = e2
2π2
n5
χ
BA. Limiting cases are depicted in Fig. (5).
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