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Introduction
Many kinds of data have hierarchical structure. Researchers in education science, human geography or biology have long recognized this issue. Offspring from the same parents and environment tend to be more alike that those chosen at random from the population. School performance is not only given by the amount of study time of a child, but also by higher-level factors such as characteristics of the class, school or national educational system. Similarly innovation is a multilevel phenomenon, because not only individual characteristics, resources and capabilities of firms, but also the environment within which they operate matters.
Admittedly this has been recognized for a long time in the various "contextual" perspectives on geography of innovation, including innovative (or creative) milieu (Aydalot, 1986; Camagni, 1991; Cooke and Morgan, 1994) , technology districts (Storper, 1992) , learning regions (Florida, 1995; Asheim, 1996 and Morgan, 1997) , collective learning (Capello, 1999; Lawson and Lorenz, 1999; and Keeble and Wilkinson, 1999) or localized learning (Maskel and Malmberg, 1999) , which have largely converged into the study of regional innovation systems over the recent years (Cooke, 1992; Asheim and Isaksen, 1997; Braczyk, et al. 1998; Asheim and Gertler, 2004; Doloreux and Parto, 2005 and Iammarino, 2005) . Even though a firm embedded in a regional innovation system is the best example of a hierarchical structure, quantitative empirical research in this tradition, which is rather thin, continues to use models that are severely restricted to handle multilevel hypotheses.
An appropriate approach to analyse relations identified at different levels is multilevel modeling (Hox, 2002; Goldstein, 2003 and Luke, 2004) . Single-level models assume that observations are independent from each other, but this assumption is likely to be violated, if a nested structure of data exits. By relaxing the independence assumption, multilevel modeling provides a tool for analysis of units grouped at regional and other levels. A proper recognition of data hierarchies allows us to analyse the extent to which specific differences between regions are accountable for outcomes at the firm level. Unlike any other method, multilevel modeling also enables the researcher to explore mechanics by which these regional factors operate at the micro level and the extent to which these effects differ for different kinds of firms. To my best knowledge, however, a formal multilevel model has not been employed to study geography of innovation so far.
The aim of this paper is to help in filling this gap. Using a multilevel model of innovation, which integrates explanatory factors operating at different levels of the analysis, we provide a quantitative assessment of the hypothesis that regional innovation systems influence firm's likelihood to innovate. Section 2 introduces a basic multilevel model and addresses related conceptual and methodological issues. Application of the model is illustrated on a large sample of micro data from the third Community Innovation Survey (CIS) in the Czech Republic. Section 3 presents the micro dataset and constructs regional variables with the help of factor analysis. 
Multilevel modeling
A hierarchy refers to units clustered at different levels (Goldstein, 2003) . For example, firms may be the level-1 units nested within a higher-level structure, where these higher levels are regions, countries or sectors. A multilevel sometimes also called a hierarchical, random coefficient or mixed-effect model is then defined as a model that relates a dependent variable to predictor variables at more than one level (Luke, 2004) . Suppose a multilevel model has 2-level structure with firms at level-1 located in regions at level-2. A standard linear 2-level model with one explanatory variable at each level is the following:
(1) Level-1 model: y ij = β 0j + β 1j x ij + e ij Level-2 model: β 0j = γ 00 + γ 01 w j + u 0j β 1j = γ 10 + γ 11 w j + u 1j
where y ij is the dependent variable, x ij is the level-1 predictor, w j is the level-2
predictor, e ij , u 0j and u 1j are random effects (normally distributed residual terms for each equation), i is the firm (i = 1…n) and j is the region (j = 1…m).
At the level-1 the equation refers to a firm-level relationship, which is defined separately for each region. If the level-2 equations were not specified, the level-1 relationship might have been estimated as a standard single-level model. A multilevel model emerges, if we let the intercept β 0j and slope β 1j to become random variables.
Since the level-2 effects are identified by the subscript j, we have a system of 5 equations at different levels, where we are allowing each region to have a different average outcome and a different effect of the level-1 predictor on the outcome. Although a different firm-level model is being estimated for each region, the level-2 equations tell us that the intercept and slope are influenced by the regional effects.
The model indicates that γ 00 is average of the level-1 dependent variable after controlling for the level-2 predictor, γ 01 is the effect of the level-2 predictor on the level-1 intercept, γ 10 is average of the level-1 slope after controlling for the level-2 predictor and γ 11 is the effect of the level-2 predictor on the level-1 slope.
By substituting the equations for β 0j and β 1j in the level-1 model we arrive to a "mixed" formulation, which delineates the multilevel model in a familiar linear regression format:
(2) y ij = γ 00 + γ 01 w j + γ 10 x ij + γ 11 w j x ij + (u 0j + u 1j x ij + e ij )
where the dependent variable becomes the sum of a fixed part and a random part of the model (in the brackets). This notation even more clearly illuminates the main differences from the standard single-level model, which are inclusion of the higherlevel predictor, the cross-level interaction term and the complex random part. Since more than one residual term is present, the traditional estimation procedures such as ordinary least squares are inapplicable and specialized maximum likelihood procedures must be used to properly estimate these models (Raudenbush, et al. 2004) .
So why should we use multilevel modeling? A major assumption of single-level models is that the observations (and hence residuals) are independent from each other.
If a nested structure of data exits, units belonging to the same group tend to have 6 correlated residuals and this assumption is likely to be violated. By relaxing the independence assumption, multilevel modeling provides statistically more efficient estimates of regression coefficients and more "conservative" standard errors than those ignoring the hierarchical nature of data (Goldstein, 2003) . Statistically significant relationships that have been established in the literature by using the standard methods may appear different in the multilevel framework.
Apart from the statistical consequences, a proper recognition of data hierarchies allows us to examine new lines of questions. Using the example of firms in regions, the multilevel approach enables the researcher to properly explore the extent to which specific differences between regions are accountable for outcomes at the firm level. It is also possible to investigate the mechanics by which the regional factors operate at the firm level and the extent to which these effects differ for different kinds of firms.
For example, we may analyse whether differences in quality of innovation systems across regions are more important for smaller than larger firms. Such research questions can be straightforwardly examined by multilevel modeling, but can be neither easily nor properly examined by the standard methods.
A common approach to avoid having all of the contextual effects pooled into the single error term is to ignore the random variability associated with the higher-level factors and include only a set of "fixed effect" dummies for the hierarchical structure into a single-level regression. Using dummies might be a useful quick-fix solution to control for the context, if we are interested in the level-1 relationships, but it is of a little help if the prime interest is in effects of specific higher-level factors or crosslevel interactions. A dummy is a "catch-all" variable stripped of the context for which we can only speculate what it really represents. After all, if the higher-level dummies significantly improve predictive power of the model, which indeed is often the case; a multilevel model should be given priority.
Studies that use exclusively micro data to account for the effects of environment on firms often suffer from issues of endogeneity. A good example is the set of variables on obstacles to innovation from CIS. Even though most of these obstacles, such as excessive regulation or lack of customer interest, refer to factors external to the firm, they fail to measure the environmental effects. More innovative firms systematically report more severe obstacles to innovation, because they are more aware of what is hindering their innovative efforts. An inevitable outcome of a single-level analysis is positive correlation between innovativeness and these external obstacles to innovation (Evangelista, et al. 2002; Mohnen and Röller, 2005) , because these variables more than anything else measure perceptions of firms about the environment given by their innovativeness (Clausen, 2008) , not the other way round.
As already underlined above, however, and this cannot be emphasized enough, the pivotal reason for using multilevel modeling to study innovation is theoretical. At the core of the concept of regional innovation systems, to make a long story short, is the idea that spatial concentration of relevant actors, their interactions and other environmental factors conducive to learning determines the propensity of firms to generate innovations as much as their individual characteristics, resources and capabilities (Asheim and Gertler, 2004; Doloreux and Parto, 2005 and Iammarino, 2005) . From this implicitly follows that this literature, whatever exactly is the definition, predicts a nested structure of micro data. In other words, the basic 8 assumption of the standard multiple regression models on independent residuals is expected to be violated from the outset. Anytime a researcher aims to test hypotheses that are operating at different levels, a multilevel statistical model is appropriate.
Overman (2004) laments that most of empirical work in this tradition has been limited to series of case-studies with rich but inherently anecdotal evidence, which often do not properly tackle the issues of refutability, causality and observational equivalence.
Similarly Lorentzen (2005) underlines that economic geography has devoted very modest attention to quantitative modeling of the micro-macro links and that this is particularly bottleneck for future deepening of empirical research on innovation systems. Malmberg and Power (2005) conclude that this field of research needs more rigorous empirical "testing" to proceed further at the conceptual and theoretical levels.
At this front multilevel modeling has a lot to offer, because this method is tailored for testing predictions of the contextual theories of innovation in an econometric framework.
It should be noted, however, that not only multilevel modeling relaxes the standard independence assumption on residual terms. Spatial autocorrelation techniques have been developed to produce valid statistical inferences if errors tend to be correlated regionally (Fotheringham, et al. 2000) . Also survey design and analytical tools recognize the need to take into account the hierarchical structure of the population Skinner, et al. 1989) . But these procedures are typically used to obtain efficient estimates of a single-level relationship. The higher-level effects that are at the centre of our analysis do not merit a serious interest themselves.
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Multilevel models have been sparsely used to study economic phenomena so far. A rare example is the analysis of gender inequality in earnings by Kreft and de Leeuw (1994) . Another isolated example from labour economics is the study of differences in wage policies between firms by Cardoso (2000) . Similarly the potential of multilevel modeling has not been realized in research on innovation; except perhaps of the recent paper by Raspe and van Oort (2007) , which takes into account absorptive capacity of firms (given by the number of researchers) to predict growth of productivity in a multilevel framework, though innovation per se does not merit much of their attention.
Overview of the data
The analysis is based on micro data from a compulsory survey organized by the Czech Statistical Office, which asked firms about their innovative activities over 1999-2001. Since the survey was conducted as a part of the third wave of CIS organized by Eurostat, the data is fully harmonized with methodology of the Oslo Manual (OECD, 1997). All firms with more than 250 employees and a representative sample of firms with 10 to 249 employees were included in the sampling frame. The questionnaire had been sent to 5,829 enterprises of which about 65% responded. After omitting firms with incomplete records the survey provides a dataset of 3,801 firms in both industry and market services (10-74 codes according to NACE, rev. 1.1).
Overview of the micro data is given in Table 1 . The dependent variable is "INNOV", which is a dummy with value 1 if the firm successfully introduced a new product or process. About 37% respondents innovated over the reference period. Besides evidence on innovation, the dataset provides information on size, age, ownership, sector and location. "SIZE" of the firm refers to the number of employees (in logs) at the beginning of the period. "AGE" refers to the number of years since the firm has been registered in the business register (in logs) until the end of the period. 1 "FOR" is a dummy variable for foreign ownership based on information from the business register with value 1 for firms with more than 50% share of non-residents in equity.
About one fourth of the respondents were foreign affiliates. "SEC" is a dummy with value 1 for manufacturing firms (15-37 codes according to NACE, rev. 1.1), which almost evenly splits the sample. It is well acknowledged that this is a very rough brush to control for sectoral differences, but unfortunately the dataset is not extensive enough to estimate robust standard errors of the multilevel model for more detailed classification. It should be stressed, furthermore, that the NUTS4 districts represent deeply rooted territorial stratification, which officially dates back at least to the administrative reform introduced during the period of the Austrian Empire in the middle of the nineteen century. Until the regional reform before the EU accession in 2003, including the period of central planning over 1948-1989, these were the most important regions governed by a "district office", so-called "Okresní úřad", with sizeable administrative capacity. Even after the recent reform, labour offices, local courts, school districts, land register offices or local police, tax and custom headquarters continue to be organized by districts. And there is a good reason for this, because local labour markets largely follow the district patterns, which makes them, at least to start with, not only relevant administrative but also essential economic regions. As already noted, however, we test for relevance of a different regional stratification, so that arguments about a need to use larger units are well taken.
To estimate a multilevel model, we need data for regional variables that capture the local framework conditions. A natural starting point is to consider indicators of overall agglomeration (or more specifically urbanization) economies, which are represented by the log of population density per km 2 in 2000 and the rate of urbanization defined as the percentage of population living in towns in 2000. Spatial concentration of people is essential to take into account, but not likely to spark innovation in firms per se, so that we need to search for more specific symptoms of knowledge-driven agglomeration economies that can be derived from the regional statistics.
According to the "systemic" perspective, as already outlined above, innovation is that tends to be shared by many successful regional innovation systems, and that has been emphasized in the early literature on knowledge spillovers (Jaffe, 1989; Jaffe, et al. 1993; and Audretsch and Feldman, 1996) , is geographical proximity to university, 13 particularly with a strong technological curriculum. A dummy for presence of a technical university (or at least a technical faculty) has been therefore created to capture opportunities for the localized university-industry interaction.
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In addition, we are able to take into account the amount of new investment by region.
Agglomeration of technology embodied in tangible investment, given by the log of which has been used as a proxy for skills in many studies. Even though we acknowledge that this interpretation is debatable, high wages certainly indicate nonprice competitive edge of the region, at least in the national context, which is a relevant insight for our purpose.
Nevertheless, not only conditions that are expected to facilitate innovation, but also potential hindering factors should be taken into account; at least to account for their impact in the regression estimate. To control for structural problems in the region, unemployment statistics comes handy, from which we choose long-term unemployment rate given by job applicants registered more than 12 months at the labour office relative to the labour force in 2002 and the log of job applicants per vacancy in 2000. It is interesting to note that unemployment is a major problem in the north-western and north-eastern regions with high concentration of the mature "chimney" industries, such as mining and heavy industry, which used to be the backbone of the Czechoslovak economy, but underwent slow and often painful restructuring after the collapse of central planning. Arguably economic and social disarray of this kind should have adverse effects on the frequency of innovation.
Still we may overlook other aspects of the "untraded interdependencies", in terms of Dosi (1988) and Storper (1995) , given by even broader socioeconomic conditions. It is well understood, for example, that trust facilitates collaboration of informal nature in the innovation process (Lundvall, 1988; Boggs and Rantisi, 2003; Lorentzen, 2005) . As can be expected, there was not much to choose from in the regional statistics in this domain, but we have been able to gather information about crime rates represented by logs of the number of economic crimes and murders per 1,000 people in 2000, which are likely to constrain intensity of informal interactions, knowledge sharing and networking, except of course those in the illegal sphere.
Although these are obviously very crude measures of the local social fabric, let us include them into the model to see how much they account for the uneven spatial distribution of innovation.
Since many of these indicators are highly correlated to each other, it is not advisable to include them in the regression estimate at once. To avoid problems with multicollinearity, we condense them with the help of factor analysis (Basilevsky, 1994) . The main idea of this method is that highly correlated indicators are likely to reflect the same underlying dimension, so that we can combine them together without loss of much information. Evangelista et al. (2002) and Hauser et al. (2007) used factor analysis to detected salient patterns in regional data derived from the first CIS and from the European Value Survey, respectively. Likewise, there might be only a few underlying dimensions in the Czech regional data. Table 2 gives the results. About three fourths of the total variance is jointly explained by only three dimensions with eigenvalues higher than one. Also the scree-test confirmed this solution. After the outcome is rotated to maximize differences between the retained principal factors, their interpretation is given by the so-called factor loadings reported in the table, which are essentially correlation coefficients between the original variables and the factors.
All of the variables that are deemed to be symptoms of favourable environment for localized learning, especially agglomeration of university educated people, specialized business services and technical university, load highly on the first principal factor, which is therefore going to be used as the "RIS" proxy for quality of the regional innovation system. Since the second factor correlates most highly with the unemployment variables, which signals structural problems in the region, we label this factor score "UNEMP". Finally, the third principal factor combines the rates of economic and violent crime, so that this is the "CRIME" factor score, which is expected to represent adverse aspects of the local social environment. A major drawback of the RIS indicator, that we need to face up to, is a lack of evidence on the actual intensity of local systemic interactions. Unfortunately, any indicator that would directly capture the degree of internal coherence -or "systemness" -of the innovation system is not available in the regional statistics. As Evangelista et al. (2001) rightfully laments, the existing innovation statistics has been developed with the national innovation system perspective in mind that seriously hinders insights that can be derived about regions. Although such objections against the RIS indicator are well-taken, we need to work with the data in hand, at least until more direct evidence along these lines comes out. And therefore we assume that concentration of the relevant resources can be used as a proxy for quality of the regional innovation system. After all, most of the other relevant measures of this concept that we are not able to observe are likely to be highly correlated to the RIS factor score.
Econometric estimates
Until now we have assumed that the dependent variable is continuously distributed.
Since INNOV is binary, we need to specify a non-linear multilevel model. For this purpose, we distinguish between the sampling model (3.1), a link function (3.2) and a structural part of the multilevel model (3.3). A binary specification requires binomial sampling model (the Bernoulli distribution) and a logit transformation of the level-1 predicted values as follows:
where η ij is the log of the odds of success. Although ϕ ij is constrained to be in the interval (0,1), the logit transformation allows η ij to take any value and therefore can be substituted to the structural model. Note that the predicted log-odds can be converted to an odds by exp(η ij ) and to the predicted probability ϕ ij by exp{η ij }/(1+exp{η ij }). Furthermore, there is not a separate term for the level-1 error because for a binary outcome the variance is completely determined by the population mean (Luke 2004, pg. 55) .
The aim of the analysis is to explain firm's likelihood to innovate by factors operating at the firm and regional levels. INNOV is the dependent variable at the level-1, SIZE (in logs), AGE (in logs), the dummy for foreign ownership FOR and the dummy for 18 firms in the manufacturing sector SEC are the level-1 predictors, while the factor scores on RIS, UNEMP and CRIME are the level-2 predictors. Equation (4) specifies the model with a full set of the predictors, cross-level interactions and residuals:
(4) Level-1 model:
β 0j = γ 00 + γ 01 RIS j + γ 02 UNEMP j + γ 03 CRIME j + u 0j β 1j = γ 10 + γ 11 RIS j + γ 12 UNEMP j + γ 13 CRIME j + u 1j β 2j = γ 20 + γ 21 RIS j + γ 22 UNEMP j + γ 23 CRIME j + u 2j β 3j = γ 30 + γ 31 RIS j + γ 32 UNEMP j + γ 33 CRIME j + u 3j β 4j = γ 40 + γ 41 RIS j + γ 42 UNEMP j + γ 43 CRIME j + u 4j
where γ 00 … γ 43 are the fixed effects and u 0j … u 4j are the random effects, of which γ 00
is the estimated grand mean of the log-odds of firms to innovate across regions, γ 01 , To improve interpretability of the results, we standardize the level-1 predictors SIZE and AGE by deducting mean and dividing by standard deviation before the estimation. RIS, UNEMP and CRIME have mean of zero and standard deviation equal to one too, because the factor analysis produces standardized scores by nature of the procedure. Since zeros of the FOR and SEC variables indicate a domestic and non-manufacturing firm respectively, all of the predictors have meaningful zero-19 points, which greatly simplifies interpretation of the estimated parameters, especially for the intercept. Table 3 provides the results. We estimate the bivariate logit multilevel model of innovation from bottom up. First, we consider a "basic" model with only the level-1 predictors and let the level-2 effects to be random variables. Second, we examine a so-called "intercept-as-outcome" model, which includes the level-2 predictors only for the intercept. And finally, we estimate a full "slopes-as-outcomes" model, which relates the level-2 predictors to both the intercept and slopes. likely to report the "new to the firm" product or process. As the negative coefficient suggests, the latter effect of AGE prevails. All else equal foreign affiliates are estimated to be by 5.9 percentage points more likely to innovate compared to their domestic-owned counterparts, which is not surprising, given the fact that they capitalize on knowledge accumulated by their parents abroad. 5 SEC comes out with a positive coefficient, which is also well in line with expectations, because this type of innovation is known to be generally more prevalent in manufacturing.
So far we have focused only on the fixed effects. Estimates of the level-2 random effects are reported in units of the so-called variance components (square of standard deviation) in the lower part of the table. 6 As outlined in the model, the residual is split 5 As noted above, we can transform the estimated coefficients from the log-odds back into the expected probability to innovate by using the inverse of the logit link function, which then allows us to compute marginal effects in a standard way.
6 Since the HLM (version 6.04) package assumes that the variances may not be normally distributed, a chi-square test of the residuals is performed (Raudenbush, et al. 2004 ). Nevertheless, this should be interpreted with caution because the variances are bounded at zero by definition, while we generally expect the residuals to be non-zero, so that the meaning of their statistical significance is not the same as for an ordinary variable. (Luke, 2004, pg. 32 ) therefore recommends to put more weight on 22 into five components. Unexplained variability of firm's innovativeness across regions that is the random effect for the intercept comes out strongly statistically significant and with a relatively large magnitude. Geography matters for innovation, which is certainly encouraging for the more detailed analysis below. A notable variance across regions has been detected for the SIZE, FOR and SEC slopes, but none of these random effects came out statistically significant at conventional levels, even though the SIZE slope residual almost did at 10% level, so that there seem to be some regional differences in the effect of scale economies. A negligible and the least significant residual and therefore a strong central tendency in the effect of AGE is not surprising, because a majority of firms in the sample was established (or newly registered) as private companies during the early years of transition in the nineties, which was obviously a national rather than a regional effect.
Since non-zero variance components indicate un-modeled variability, we shall attempt to reduce the residuals by including the level-2 predictors. At the next step we estimate the intercept-as-outcome model, which incorporates the regional variables for RIS, UNEMP and CRIME into the model as predictors of the level-1 intercept, but let the level-1 effects of SIZE, AGE, FOR and SEC remain "unconditional" at the regional level. The main hypothesis is that on one hand firms located in regions with more advanced innovation systems are more likely to innovate because they benefit from all sorts of geographically bounded external economies related to localized generation and diffusion of knowledge. On the other hand, structural problems and interpreting and comparing between estimates magnitude of the random effects rather than their significance.
23 unfavourable social conditions in the region, given by long-term unemployment and crime, should have adverse effects on the frequency of innovation.
A look at the second column in Table 3 reveals that these predictions are firmly supported by the results. All of the regional variables have the expected signs and are highly significant explanatory factors of differences in the propensity of firms to innovate across regions; even after controlling for the firm-level effects. Arguably to put numbers on these effects is a valuable insight for innovation and/or regional policy, not only in the Czech Republic. Since the regional variables are in the same units of standard deviation, we can furthermore directly compare magnitude of their coefficients. From this follows that the broader social factors represented by the UNEMP and CRIME variables have equally if not more important impact on the firm's propensity to innovate than the RIS variable itself, although results of the latter are much more robust to changes in specification of the model, as shall be seen below.
Socio-institutional conditions, in very broad terms, certainly cannot be neglected for explaining innovative performance of firms.
After the level-2 predictors have been included, standard deviation and statistical significance of the random effect for the intercept has decreased substantially, which confirms that a bulk of the unexplained variance across regions has been accounted by the RIS, UNEMP and CRIME factor scores. To further investigate their explanatory power, we allow the regional variables to influence also slopes of the level-1 predictors. In other words, the full "slopes-as-outcomes" model examines not only whether the regional variables influence the central tendency (intercept) of firm's to innovate, but also whether these framework conditions affect the level-1 (slopes) 24 relationships. The idea is to test a hypothesis that the effects of the regional variables depend on characteristics of the firms. For example, the framework conditions may influence differently small compared to large firms. It is also reasonable to hypothesize that some regional factors may be more relevant for foreign affiliates than domestic-owned firms or vice-a-versa, whereas other factors may affect all firms regardless of ownership. Similar theses can be derived for the effects of the age and sectoral classification of the firms. Table 3 gives results of the full model in the last column. Let us compare results of the intercept equation with the previous specification. After taking on board the crosslevel interactions, magnitude of the RIS and CRIME effects for the intercept roughly doubled by retaining the same level of significance, while the UNEMP effect became relatively less prominent, though remain statistically significant at 10% level. This confirms that the cross-level interactions are important to control for in order to
properly isolate the effect of these variables on the intercept. A joint direct effect of the regional framework conditions on the propensity of firms to innovate is substantial. A firm with zero scores on the level-1 predictors, 7 located in the Prague agglomeration with the most favourable combination of the RIS, UNEMP and CRIME scores, is predicted to have 35.7% probability to innovate, whereas the same firm located in the Teplice region with the worst combination of the regional conditions has only 16.3% probability to innovate.
7 As already noted above, SIZE and AGE have been standardized before the estimate, FOR and SEC have meaningful zero-points by definition, and therefore "zero scores on the level-1 predictors" in this specification of the model refer to a typical (average size and age) domestic-owned firm in a nonmanufacturing sector located in otherwise average region (zeros on the regional random effects).
25 Several statistically significant cross-level interactions have been detected, of which two effects clearly stand out. First, there is the highly significant interaction between the RIS factor score and SIZE of the firm, which signals that the effect of the quality of the regional innovation systems depends on firm's size. A negative sign of this interaction term indicates that the positive effect of being located in a more advanced regional innovation system increases with decreasing size of the firm. All else equal to zero, a firm with 25 employees is estimated to be more than two times more likely to innovate in Prague where is the best RIS than in the Prachatice region with the worst RIS score, whereas there is virtually no difference in the estimated propensities for a firm with about 750 employees. A flipside of the result, just to illustrate this in a different way, is that holding all else equal to zero a firm with 750 employees comes out to be only about 50% more likely to innovate than a firm with 25 employees in
Prague, but more than three times more likely to innovate in the Prachatice region.
Small firms simply benefit from a location in a strong innovation system more than large firms.
Indeed, this finding is consistent with existing evidence on the fact that opportunities for localized learning, especially geographical proximity to an university, are more important for small firms (Acs, et al. 1994; Feldman, 1994; Audretsch and Vivarelli, 1996; Almeida, et al. 2003; Rodriguez-Pose and Refolo, 2003 ; and other references therein). For example, internal R&D department is often too expensive to maintain for small firms, but a relatively easy access to external sources of knowledge can at least partly help to overcome the "disadvantages of smallness". And large firms are inherently in a better position to benefit from distant learning thanks to typically 26 larger geographical scope of their activities. Our results suggest that this effect is not limited to the presence of university, but can be identified on the base of a much broader set of indicators, such as those behind the RIS factor score. Arguably this is yet another pivotal finding for policy given the strong emphasis on promoting growth of small and medium enterprises in the Czech Republic and elsewhere.
Another highly statistically significant cross-level interaction term has been detected between CRIME in the region and AGE of the firm. Since this interaction comes out with a positive sign, the result suggests that crime more hinderes innovation in young than old firms. Again this effect can be best explained by the fact that new firms probably devote less resources for protection. Not only R&D but also security services and even more lawyers are expensive and might not fit into tight budgets of new firms that still have to prove their viability. Also previous experience with crime that is function of time can play a role here. To the extent that the CRIME factor score can be understood as a proxy for social relations, such as the degree of trust or even social capital in the region, this result indicates that younger firms are more dependent on quality of the local social fabric. Admittedly interpretations like these require a relatively long stretch of imagination. More research (and better indicators) is clearly needed to find out what is behind this effect.
All of the other cross-level interactions came out insignificant or only weakly statistically significant, and this is not robust to specification of the model, as shall be seen below, so that for the sake of space we are not going to devote much attention to these effects. A look at the random part of the model confirms that the cross-level interactions significantly improved the explanatory power of the model. Standard 27 deviation of most of the random effects decreased substantially, the random effect for the intercept remains only weakly significant and the random effect for the SIZE slope is not longer even remotely statistically significant. Overall, this suggests that we have been able to explain most of the un-modeled variability by the regional variables and that we might not much improve explanatory power of the model by adding more predictors.
Another diagnostic measure of multilevel models that has not been discussed yet is the so-called index of dispersion. Although logit multilevel models do not have the level-1 error term, as already noted above, we can calculate a level-1 error variance scaling factor, the so-called "index of dispersion", which measures the extent to which the observed errors follow the theoretical binomial error distribution and therefore provides diagnostics of the non-linear specification (Luke 2004, pg. 57) . Index of dispersion equal to 1 indicates perfect fit between the observed errors and the theoretical assumptions. A significant over-or under-dispersion indicates model misspecification, the presence of outliers or the exclusion of an important level in the model. Less than 5% dispersion is usually seen as satisfactory. The index of dispersion is quite close to unity, which confirms that from a technical point of view the estimates do not suffer from a major problem.
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Robustness
The aim of this section is to probe into robustness of the results to the regional classification, composition of the sample, multicollinearity and other issues. Until now we have adhered to the NUTS4 regional classification, which refers to 76 districts plus the Prague agglomeration. Even though this regional stratification is legitimate for our purpose, as emphasized above, and the results confirmed that the districts have merit, there still can be even more relevant regions. A level of a city is not possible for this kind of analysis due to many small towns and villages with only one or several observations in the sample. Similarly aggregation into the NUTS3 regions is not feasible, because this classification refers only to 14 regions, which is too little for making meaningful inferences. As a sensible compromise we experiment with 30 regions, which combine neighbouring NUTS4 districts on the base of our best judgement given economic, geographical and historical patterns; details on how this has been done are available from the author upon request. Table 4 provides results of this specification in the first column. Averages of the RIS, UNEMP and CRIME factor scores weighted by population of the districts have been used here. Since these are larger regional units, the number of observations per region has increased, which boosts reliability of the multilevel estimate. Now the lowest number is 40 firms per region, which is quite satisfactory. Nevertheless, the results are reassuring. The main difference is in the effect of CRIME that comes out no longer significant on the intercept but becomes more significant in the interaction with FOR.
Another difference is that the interaction terms of RIS with AGE and FOR that used to be weakly significant are not anymore but these are rather minor differences. It 29 should be further mentioned that we have tested for several alternative clustering of the NUTS4 districts into 30 regions with very similar outcomes.
It is well-known that the capital of Prague is a gravity centre of economic activity with GDP per capita (in PPP) well above average of the enlarged European Union, whereas the rest of the country remains much behind. Also results of this analysis confirmed that the Prague agglomeration provides the best framework conditions for innovation in the Czech Republic, although arguably a lot can still be improved even there (Blažek and Uhlíř, 2007) . To test for the "Prague effect", we have estimated the model without 981 firms located in this region. A brief look at the second column of Table 4 reveals that the results are robust. All of the three weakly significant crosslevel interactions do not appear relevant anymore, but otherwise the conclusions remain intact compared to the full sample.
Furthermore, we use only a sample of manufacturing firms in the last column of Table   4 . Since the SEC dummy has a relatively strong effect on the intercept, we want to find more about differences in behaviour of the model along this divide. Although this sub-sample may not be strictly speaking sufficient to estimate a multilevel model, the main results seem to be generally robust even to such a drastic reduction of the number of observations. The main difference is in the interplay between foreign ownership of firms and characteristics of the regional innovation system. For manufacturing firms the effect of FOR is not statistically significant, magnitude of the effect of RIS on the intercept has almost halved, while the interaction term between these variables becomes highly significant. Given a negative sign of the interaction this suggests that domestic firms benefit substantially more from being located in a 30 strong innovation system than foreign affiliates. But this should be expected, because domestic firms tend to be more deeply embedded in the local environment.
It should be stressed, finally, that the results do not suffer from multicollinearity, neither among the firm-or region-level predictors. Even though we used the so-called oblique rotation in the factor analysis, which allows for correlation between the scores, the regional RIS, UNEMP and CRIME variables are only slightly correlated by 0.03, 0.25 and -0.11, respectively. Among the firm-level predictors the highest correlation is 0.35 between SIZE and AGE, which confirms that these variables capture distinct characteristics of firms. Also we have probed into sensitivity of the results with regards to the estimation procedure. If the number of level-2 units is relatively low, the so-called "restricted" maximum likelihood should provide more reliable estimates than the conventional "full" version of this procedure, but the results are not very different, so that we report only the latter. 
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Conclusions
A lot has been written about the contextual nature of innovation, though to the best of my knowledge, nobody has directly confirmed the hypothesis that the quality of regional innovation systems influence firm's innovativeness on the basis of a formal multilevel analysis so far, as we do in this paper. Using micro data in the multilevel framework, we found that firm's characteristics are important for innovation, but geography matters a lot too. Size, age and ownership of firms influence their odds to innovate, so as do benefits from being in a region conducive to localized learning.
Also we found support for the thesis that some of the firm-level effects are intertwined with the regional factors. Small firms seem to benefit more from a location in a strong innovation system than large firms. And young firms suffer more from adverse social characteristics of the region than their older counterparts. Overall, multilevel modeling seems to be a promising new item in the tool box of research on geography of innovation.
Since more micro data become available for research on innovation, there arises a controversy about the appropriate "unit of analysis" for testing various kinds of hypotheses in the literature. As already noted above, the typical approach is to largely ignore the hierarchical nature of data by including only sectoral and spatial dummies in models estimated on micro data or to conduct the analysis altogether only on data at a higher hierarchical level, such as running cross-region (or cross-country)
regressions. Even though many relevant hypotheses are delineated within a single level of analysis, there is a host of issues that cannot be properly studied without focusing on relations between the various levels (Boggs and Rantisi, 2003; Overman, 33 2004 and Lagendijk, 2006) . Arguably the "unit of analysis" issue might be elegantly resolved, at least in empirical research, by explicit multilevel modeling that would use micro data to study the interaction between firms and their surroundings, such as sectoral, regional and national innovation systems.
Structure of a multilevel model may be more complicated than what we have used depending on the research question. For example, 3-level models with firms in regions within countries or so-called cross-classified models with firms in sectors and simultaneously in regions (or countries) can be estimated. As already hinted above, however, this method is highly demanding on scale, scope and quality of data. To
properly estimate a multilevel model, we need micro data for at least thirty higher level units along each dimension. Each unit at the higher level also should have a reasonable number of observations within to allow for making meaningful inferences. 8 Needless to say, this is the main reason why multilevel modeling has not been widely applied in the empirical research on innovation so far.
It should be mentioned, moreover, that data constraints also limited what could have been done in this paper. Ideally we would like to integrate the sectoral dimension directly into the random part, so that the multilevel model simultaneously takes into account both differences across sectors and regions. Unfortunately we had to refrain from estimating the cross-classified model, because a dataset of 3,801 observations cannot get anywhere near to satisfy the above outlined conditions by both regions and sectors, although this would be clearly our preferred specification. Among other things this could allow us to disentangle urbanization from localization economies, which have been largely pooled into the same effect in this paper. Even including more sectoral dummies was not possible, because the model would become too complicated to estimate robust standard errors. A lack of more detailed sectoral breakdown is therefore fully acknowledged as a major limitation of this paper. To properly integrate the sectoral dimension remains a big opportunity for further development of the multilevel models of innovation.
At last but not least, policy makers should understand and utilize the multilevel perspective if they are to be successful at promoting innovativeness of firms. Already this analysis has illustrated that this method can be used to put numbers on the various contextual effects. On the other hand, it should be emphasized, that the main purpose of this paper has been to highlight a promising direction for future research rather than to offer concrete guidance for policy. Further research is clearly needed to improve our understanding of the interdependence among different levels of analysis in order to design more complex and comprehensive innovation policies.
