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Let G be a connected simple graph and let SG be the spectrum of integers v for which there
exists a G-design of order v. Put e = {x, y}, with x ∈ V (G) and y ∉ V (G). Denote by G + e
the graph having vertex set V (G) ∪ {y} and edge set E(G) ∪ {e}. Let (X,D) be a (G + e)-
design. We say that two G-designs (Vi,Bi), i = 1, 2, are exactly embedded into (X,D) if
X = V1 ∪ V2, |V1 ∩ V2| = 0 and there is a bijective mapping f : B1 ∪B2 → D such that B
is a subgraph of f (B), for every B ∈ B1 ∪ B2. We give necessary and sufficient conditions
so that two G-designs can be exactly embedded into a (G+ e)-design. We also consider the
following twoproblems: (1) determine the pairs {v1, v2} ⊆ SG forwhich any twonontrivial
G-designs (Vi,Bi), |Vi| = vi, i = 1, 2, can be exactly embedded into a (G + e)-design; (2)
determine the pairs {v1, v2} ⊆ SG for which there exists a (G+ e)-design of order v1 + v2
exactly embedding two nontrivial G-designs (Vi,Bi), |Vi| = vi, i = 1, 2. We study these
problems for BIBDs, cycle systems, cube systems, path designs and star designs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction and definitions
Let G be a connected simple graph with vertex set V (G) and edge set E(G). Let e = {x, y}, with x ∈ V (G) and y ∉ V (G).
Denote by G+ e the graph having vertex set V (G) ∪ {y} and edge set E(G) ∪ {e}. We write G+ ex instead of G+ ewhen we
need to specify in which vertex e is incident to G.
A G-decomposition of a graph K is a set of subgraphs of K , each isomorphic to G, whose edge sets partition the edge set of
K . A G-decomposition is denoted by a pair (V ,B)where V is the vertex set of K andB (the G-block set) is the set of copies of
G. A G-design of order v is a G-decomposition of the complete graph on v vertices which is denoted by Kv . A partial G-design
of order v is a G-decomposition of some subgraph of Kv . Denote by SG the spectrum of integers v for which there exists a
G-design of order v. See [1] or [3] for results, definitions and terminology not explicitly given here.
Let (V ,B) be a partial G-design, B = {B1, B2, . . . , Bb}. Let ri be the number of blocks of B that contain i ∈ V . We say
that (V ,B) is balanced if ri = r for every i ∈ V .
A G-design (W ,C) is called embedded into a H-design (V ,B) if G is a subgraph of H,W ⊆ V and there is an injective
mapping f : C → B such that B is a subgraph of f (B), for every B ∈ C.
Recently, embeddings of G-designs into H-designs have been investigated in many papers. Some results in this direction
are also interesting for their application to grooming for two-period optical networks (see [4] and the references therein).
An interesting problem, useful also for grooming for two-period optical networks, is the construction of H-designs exactly
embedding more than one G-design.
Definition 1.1. Let (V ,B) and (W ,C) be two vertex disjoint G-designs. We say that (V ,B) and (W ,C) are exactly
embedded into a H-design (V ∪ W ,D) if G is a subgraph of H and there is a bijective mapping f : B ∪ C → D such
that B is a subgraph of f (B), for every B ∈ B ∪ C.
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Necessary and sufficient conditions for the existence of two vertex disjoint P3-designs exactly embedded into a C4-design
are given in [7] (C4 denotes the 4-cycle). A generalization of this problem has been studied in [8].
There are many variants of the colouring problem of graph designs. The problem we are dealing with, can be restated as
a vertex colouring of a H-design (X,D) with two colours, say black and cyan, such that: (1) each H-block contains exactly
one monochromatic subgraph isomorphic to G, say it a G-block; (2) ifB is the set of black G-blocks and C is the set of cyan
G-blocks, then (V ,B) and (W ,C) are two vertex disjoint G-designs, where V (W ) is the set of vertices of X which receive
colour black (cyan, respectively).
In this paper we study the exact embedding when H = G+ e. Our embeddings depend not only on G and sizes v andw,
but also on the choice of the vertex x of the pendent edge ex = {x, y}. For example, take G = P3 = [p0, p1, p2], the simple
path of length 2. If x ∈ {p0, p2} then G+ ex is P4, the simple path of length 3. While if x = p1,G+ ex is S3, the star of centre
p1 and 3 pendent edges. We will talk of exact embedding of two P3-designs into a P4-design in the former case, and of exact
embedding of two P3-designs into an S3-design in the latter case.
Let x1, x2 ∈ V (G). We say that x1 ∼ x2 if and only if G + ex1 and G + ex2 are isomorphic. Clearly, ∼ is an equivalence
relation. Denote by T = {T0, T1, . . . , Th−1} the partition of V (G) induced by∼. For example if G = Pk+1 = [p0, p1, . . . , pk],
the simple path with k + 1 vertices and k edges, then V (G) = {p0, . . . , pk}, E(G) = {{pi, pi+1} | i = 0, . . . , k − 1}, T =
Ti = {pi, pk−i} | i = 0, . . . ,
 k
2

.
Let (V ,B) be a partial G-design and let T ∈ T . For every B ∈ B define T (B) = {y | y ∈ V (B), φB(y) ∈ T }, where φB is an
isomorphism between the graphs B and G. For y ∈ V , put RTy = {B | B ∈ B, y ∈ T (B)} and rTy = |RTy |.
Definition 1.2. A G-design (V ,B) is called T -balanced if |rTy − rTz | ≤ 1 for every y, z ∈ V , y ≠ z.
As we show in the following examples, not every balanced G-design is also T -balanced and an unbalanced G-design could
be T -balanced.
Example 1.1. Let (V ,B) be the balanced P6-design defined as follows:
V = {a0, a1, . . . , a10}, B0 = [a0, a1, a8, a2, a9, a3],
B1 = [a1, a4, a0, a3, a10, a9], B2 = [a8, a3, a1, a2, a0, a10],
B3 = [a3, a4, a2, a5, a1, a6], B4 = [a10, a5, a3, a6, a4, a7],
B5 = [a5, a6, a2, a7, a9, a8], B6 = [a6, a7, a5, a8, a4, a9],
B7 = [a7, a8, a6, a9, a5, a4], B8 = [a2, a3, a7, a10, a6, a0],
B9 = [a4, a10, a8, a0, a7, a1], B10 = [a5, a0, a9, a1, a10, a2].
We have, for example, T0(B0) = {a0, a3} and RT0a0 = {B0, B8}. It is easy to check that rT0 = rT0ai = 2, i = 0, 1, . . . , 10. So
(V ,B) is T0-balanced. It is also r
Tj
ai = 2 for j = 1, 2 and i = 0, 1, 3, 5, 6, 7, 9, rT1a2 = rT2a4 = 0, rT1a4 = rT2a2 = 4, rT1a8 = rT2a10 = 1
and rT1a10 = rT2a8 = 3. So (V ,B) is not Tj-balanced for j = 1, 2.
Example 1.2. Let (V ,B) be the unbalanced P6-design defined as follows:
V = {a0, a1, . . . , a9}, B0 = [a0, a1, a9, a2, a8, a4],
B1 = [a1, a2, a0, a3, a9, a4], B2 = [a2, a3, a1, a4, a0, a5],
B3 = [a3, a4, a2, a5, a1, a6], B4 = [a4, a5, a3, a6, a2, a7],
B5 = [a4, a6, a7, a5, a8, a3], B6 = [a4, a7, a8, a6, a9, a5],
B7 = [a8, a9, a7, a0, a6, a5], B8 = [a9, a0, a8, a1, a7, a3].
It is easy to check that (V ,B) is T2-balanced and it is not Tj-balanced for j = 0, 1.
Denote by dG(x) the degree of x ∈ V (G), i.e. the number of edges of E(G) which are incident to x. If T ∈ T , then
dG(x1) = dG(x2) = dT for every x1, x2 ∈ T .
Theorem 1.1. Let (V ,B) be a G-design of order n such that |T | = 1, i.e. T = {V (G)}. Then (V ,B) is T -balanced and rTy = n−1dT
for every y ∈ V (G).
Theorem 1.2. Let (V ,B) be a balanced G-design of order n and let T = {T0, T1, . . . , Tp}. If y ∈ V then
p−
i=0
rTiy =
(n− 1)|V (G)|
2|E(G)| , (1)
and
p−
i=0
dTi rTiy = n− 1. (2)
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Corollary 1.3. Let (V ,B) be a balanced G-design. If T = {T0, T1} and dT0 ≠ dT1 , then (V ,B) is Ti-balanced, i = 0, 1.
We determine necessary and sufficient conditions so that two given G-designs can be exactly embedded into a (G+ e)-
design. Moreover we study the following two problems.
Problem 1.1. Let G be a simple connected graph and let T ∈ T , x ∈ T . Determine the set E1G,T of all the pairs {v,w}, v, w ∈
SG, such that any pair of nontrivial G-designs of order v andw, respectively, can be exactly embedded into a (G+ ex)-design.
If T = {V (G)}, then write E1G instead of E1G,T .
Problem 1.2. Let G be a simple connected graph and let T ∈ T , x ∈ T . Determine the set E2G,T of all the pairs {v,w}, v, w ∈
SG, such that there exists a pair of nontrivial G-designs of orders v and w, respectively, exactly embedded into a (G + ex)-
design.
We solve Problem 1.1 for any G-design such that |T | = 1 as, for example, BIBDs, k-cycle systems and k-cube systems.
When |T | > 1, it is not sure that two G-designs can be exactly embedded into a (G+ ex)-design (see Examples 1.3 and 1.4).
In such cases, the problem does not depend only on the graph G, the set T ∈ T and orders v andw, but also from the specific
designs we wish to embed. So only Problem 1.2 makes sense. For the sake of brevity we give a complete answer to it only
when G is a path or a star.
Example 1.3. Let G = S3 = [p0; p1, p2, p3] be the 3-star with vertices {p0, p1, p2, p3} and edges {p0, p1}, {p0, p2}, {p0, p3}.
SetV = {a0, a1, a2, a3, a4},W = {b0, b1, . . . , b18}∪{∞},B = {[a1, a0, a4], [a2, a1, a4], [a0, a2, a4], [a0, a3, a4], [a2, a3, a1]},
C1 = {[∞, bi, bi+1] | i ∈ Z19} and C2 = {[b2j+i, bi, b2j+i+1] | j = 1, 2, 3, 4, i ∈ Z19} (the indices of the elements of W
are (mod 19)). Set C = C1 ∪ C2. Then (V ,B) and (W ,C) are two vertex disjoint P3-designs of order v = 5 and w = 20,
respectively. It is easy to see that (V ,B) and (W ,C) cannot be exactly embedded into a S3-design. Note that (V ,B) and
(W ,C) are not T1-balanced.
Example 1.4. Let (V ,B) and (W ,C) be the two P3-designs given in Example 1.3. Replace in C the two P3s [∞, b0, b1] and
[∞, b1, b2]with [b0,∞, b1] and [b0, b1, b2]. The result is a P3-design (V ,C).
Let D1 = {[a0;∞, a1, a4], [a1;∞, a2, a4], [a2;∞, a0, a4], [a3;∞, a0, a4], [a3; a1, a2, b0]}, D2 = {[∞; b0, b1, a4], [b1;
b0, b2, a3]} ∪ {[bi;∞, bi+1, a3] | i = 2, 3, . . . , 18},D3 = {[b0; b8, b9, a4]} ∪ {[bi; b8+i, b9+i, a4] | i = 1, 2, . . . , 18},D4 =
{[bi; b2j+i, b2j+i+1, aj−1] | j = 1, 2, 3, i = 0, 1, . . . , 18}. Put D = ∪4i=1Di. It is easy to check that (V ,B) and (W ,C) are
vertex disjoint P3-designs exactly embedded into the S3-design (V∪W ,D). Note that (V ,B) and (W ,C) are not T1-balanced.
Let V = {0, 1, . . . , v − 1},B = {B1, B2, . . . , Bb} and T ∈ T . A T -headset of a partial G-design (V ,B) is a multiset
HV = {x1, . . . , xb} so that xµ ∈ T (Bµ) for µ = 1, 2, . . . , b. We say that xµ is marked in Bµ or, also, that Bµ is marked in xµ.
An equitable edge c-colouration of a graph is a colouration of its edges with c colours such that for each vertex x, we have
|fp(x)− fq(x)| ≤ 1 for all p, q ∈ {1, . . . , c}, where fp(x) denotes the number of edges with colour pwhich are incident to x.
Lemma 1.4 ([5]). A bipartite graph has an equitable edge c-colouring for any c.
The following theorem generalises a result on headsets for partial triple systems given in [2].
Theorem 1.5. For each T ∈ T , the partial G-design (V ,B) has a T-headset HV = {x1, . . . , xb} such that for 0 ≤ x ≤ |V | − 1
the number of occurrences of x inHV is

rTx
|T |

or

rTx
|T |

.
Proof. For |T | = 1, the proof is straightforward. Suppose |T | ≥ 2. Form a bipartite graph Ψ with vertex set V ∪ B, and
an edge {y, B} for y ∈ V and B ∈ B if and only if y ∈ T (B). By Lemma 1.4, Ψ admits an equitable edge |T |-colouring with
colours {c1, . . . , c|T |}. Then for 1 ≤ µ ≤ b, Bµ is incident to exactly |T | edges, and hence to exactly one edge {yµ, Bµ) that is
coloured c1; set xµ = yµ. ThenHV = {x1, . . . , xb} forms the required T -headset. 
2. Necessary and sufficient conditions
Let G be a simple connected graph with k edges and let T ∈ T , x ∈ T . Suppose there exists a (G + ex)-design exactly
embedding two G-designs (V ,B) and (W ,C)with |V | = v and |W | = w. Then
1
k
v
2

+ 1
k
w
2

= vw. (3)
Denote by Ik the set of pairs (v,w)with v,w nonnegative integers satisfying (3).
Theorem 2.1. Let xn, n ∈ N, be the sequence
x0 = 0, xn+1 = 1+ 2kxn +

4(k2 − 1)x2n + 4(k+ 1)xn + 1
2
, (4)
and let Xk = {(xn, xn+1), (xn+1, xn) | n ∈ N}. Then Ik = Xk for every integer k ≥ 1.
520 G. Quattrocchi, G. Ragusa / Discrete Mathematics 312 (2012) 517–523
Proof. By (3), (v,w) ∈ Ik ⇔ (w, v) ∈ Ik. Write (3) as follows
w2 − (1+ 2kv)w + v2 − v = 0. (5)
Solving forw we obtain (w − w1)(w − w2) = 0, with
w1 = 1+ 2kv −

4(k2 − 1)v2 + 4(k+ 1)v + 1
2
,
and
w2 = 1+ 2kv +

4(k2 − 1)v2 + 4(k+ 1)v + 1
2
.
Note that
(v,w1) ∈ Ik ⇔ (v,w2) ∈ Ik. (6)
Since (0, 0), (0, 1) ∈ Ik, it is (xn, xn+1) ∈ Ik for every n ∈ N.
Now we must prove that Ik ⊆ Xk. Take (α, β) ∈ Ik. Put f (t) = 1+2kt−
√
4(k2−1)t2+4(k+1)t+1
2 . Let β0 = α and
βn+1 = f (βn), n ∈ N. By (6), (βn, βn+1) ∈ Ik and so, being (5) a second degree equation,
βnβn+2 = βn+1(βn+1 − 1). (7)
By (7), if βn > 1 and βn+1 < 0 then βn+2 > 0. It follows a contradiction since βn ≥ βn+1 and the equality holds only for
βn = 0. If βn = 0, 1 then βn+1 = 0. It follows that there exists a n∗ ∈ N such that βn∗ = 1 = x1 and βn = 0 for n > n∗ and
so (α, β) ∈ Xk, since βn∗ = x1 implies βn∗+1 = x2 and so on. 
Theorem 2.2. Let xn be the sequence (4). Then xn ≡ 0(mod 2k) for n ≡ 0, 3(mod 4), and xn ≡ 1(mod 2k) for n ≡
1, 2(mod 4).
Proof. The proof is straightforward for n = 0, 1. Let ρ be a nonnegative integer. To complete the proof it is sufficient to
prove that if x4ρ ≡ 0(mod 2k) and x1+4ρ ≡ 1(mod 2k), then x2+4ρ ≡ 1(mod 2k), x3+4ρ ≡ 0(mod 2k), x4+4ρ ≡ 0(mod 2k)
and x5+4ρ ≡ 1(mod 2k). Note that (3) for v = xn+1 has xn and xn+2 as roots. Then
xn + xn+2 = 1+ 2kxn+1. (8)
By (8) we have x4ρ + x2+4ρ = 1+ 2kx1+4ρ . If x4ρ ≡ 0(mod 2k) and x1+4ρ ≡ 1(mod 2k) then x2+4ρ ≡ 1(mod 2k). Applying
n = 1 + 4ρ, 2 + 4ρ, 3 + 4ρ, to (8) it follows that x3+4ρ ≡ 0(mod 2k), x4+4ρ ≡ 0(mod 2k) and x5+4ρ ≡ 1(mod 2k),
respectively. 
Let (V ,B) and (W ,C) be two nontrivial G-designs with V = {a1, a2, . . . , av} and W = {b1, b2, . . . , bw}. Suppose that
HV (HW ) is a T -headset of (V ,B) (W ,C), respectively). For x ∈ V (y ∈ W ), denote by πV (x) (πW (y)) the number of
occurrences of x inHV (y inHW ).
Theorem 2.3. (V ,B) and (W ,C) can be exactly embedded into a (G+ex)-design, x ∈ T , if and only if there exist two T-headsets
HV andHW verifying the following properties:
(1) 0 ≤ πV (ai) ≤ w, i = 1, 2, . . . , v;
(2) 0 ≤ πW (bi) ≤ v, i = 1, 2, . . . , w;
(3) there exists a simple bipartite graphΘ on vertex set V∪W such that the degree of ai (bj) ismi = πV (ai), i = 1, 2, . . . , v (sj =
v − πW (bj), j = 1, 2, . . . , w).
Proof. Suppose there is a (G+ ex)-design (V ∪W ,D) exactly embedding (V ,B) and (W ,C). Denote byD1 (D2) the set of
D ∈ D having as subgraph a B ∈ B (C ∈ C). Each D ∈ D1 contains one edge, say {ai, bj}, of KV ,W . Mark the subgraph B of D
in ai. The result is a T -headsetHV . Analogously, starting from the blocks ofD2, construct the T -headsetHW . Conditions (1)
and (2) are trivially satisfied. Let Θ be the simple bipartite graph having vertex set V ∪W and edge set E(Θ), where E(Θ)
is the set of edges of KV ,W covered by the blocks ofD1.
Now suppose thatHV andHW are two T -headsets of (V ,B) and (W ,C) verifying the conditions (1)–(3). Let {ai, bj} ∈
KV ,W . If {ai, bj} ∈ E(Θ), then form a (G+ e)-block by attaching it to a B ∈ B having ai as marked vertex. If {ai, bj} ∉ E(Θ),
then form a (G+ e)-block by attaching it to a C ∈ C having bj as marked vertex. 
Definition 2.1 ([6]). Letm1,m2, . . . ,mv be a nonnegative integer sequence. For every positive integer j letMj = {mi | mi ≥
j}. The sequencem∗j = |Mj| is called the dual sequence ofmi, i = 1, 2, . . . , v.
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Lemma 2.4 ([6]). Let m1 ≥ m2 ≥ · · · ≥ mv and s1 ≥ s2 ≥ · · · ≥ sw be two nonnegative integer sequences. There exists a
simple bipartite graph having the two sequences as degree of the two parts if and only if
1.
∑v
i=1 mi =
∑w
j=1 sj;
2.
∑h
i=1 m
∗
i ≥
∑h
j=1 sj, h = 1, 2, . . . , w − 1.
Corollary 2.5. Let m1 ≥ m2 ≥ · · · ≥ mv and s1 ≥ s2 ≥ · · · ≥ sw be two nonnegative integer sequences. If m1 ≤ w, s1 ≤ v,∑v
i=1 mi =
∑w
j=1 sj and |mi − mj| ≤ 1 for every i, j = 1, 2, . . . , v, then there exists a simple bipartite graph having the two
sequences as degree of the two parts.
Proof. For m1 = 1 the proof is trivial. Suppose m1 ≥ 2 and put p = m1 − 1. Then m1 = · · · = mh = mh+1 + 1 = · · · =
mv + 1 = p+ 1 for some 1 ≤ h ≤ v. It followsm∗1 = m∗2 = · · · = m∗p = v and
∑p+1
i=1 m
∗
i =
∑v
i=1 mi =
∑w
j=1 sj. Lemma 2.4
completes the proof. 
Theorem 2.6. Suppose that (V ,B) and (W ,C) satisfy the following conditions:
(a) (v,w) ∈ Ik, v, w ≥ 1+ 2k;
(b) there exist two T-headsetsHV andHW such that πW (bj) ≤ v, j = 1, 2, . . . , w and |πV (ai)−πV (aj)| ≤ 1, i, j = 1, 2, . . . , v.
Then (V ,B) and (W ,C) can be exactly embedded into a (G+ ex)-design, x ∈ T .
Proof. Rename the elements of V and W so that the sequences mi = πV (ai) and sj = v − πW (bj) are decreasing. By
Theorem 2.3 and Corollary 2.5, it is sufficient to prove that πV (ai) ≤ w, i = 1, 2, . . . , v. If πV (a1) ≥ w + 1, then
πV (ai) ≥ πV (a1) − 1 = w for i = 2, 3, . . . , v. It follows |B| ≥ w + 1 + w(v − 1) = vw + 1. This contradicts the
condition (v,w) ∈ Ik. 
3. Problems 1.1 and 1.2
We devote this section to study Problems 1.1 and 1.2. Let Ik be the set defined at the beginning of Section 2.
Theorem 3.1. It is
E1G,T ⊆ E2G,T ⊆ Ik.
Proof. Suppose there is a (G + e)-design (V ∪W ,D) exactly embedding the G-designs (V ,B) and (W ,C) of order v and
w respectively. Then every edge of the bipartite graph Kv,w on V ∪W is covered by one block ofD and it is not covered by
any block ofB ∪ C. 
Lemma 3.2. Let (U,U) be a nontrivial T -balanced G-design of order u. Then (U,U) contains a T-headset HU such that
|πU(t)− πU(y)| ≤ 1 for every t, y ∈ U, t ≠ y.
Proof. Suppose at first |V (G)| = 2. Then |E(G)| = k = 1 and T = V (G). It follows rTy = u − 1 for every y ∈ U . By
Theorem 1.5, (U,U) has a T -headsetHU such that π(y) ∈
 u−1
2

,
 u−1
2

for every y ∈ U .
Let now |V (G)| ≥ 3. Then |T | ≤ |V (G)| < 2k,
0 <
|T |
2k
< 1. (9)
Being (U,U)T -balanced, there is a nonnegative integer α such that rTy ∈ {α, α + 1} for every y ∈ U . Thenαχ0 + (α + 1)χ1 =
u(u− 1)
2k
|T |
χ0 + χ1 = u,
α = u− 1
2k
|T | − χ1
u
. (10)
Let u = 2kρ. Then α = ρ|T | − |T |2k − χ12kρ . By (9),
−2 < −|T |
2k
− χ1
2kρ
< 0.
It follows that α = ρ|T | − 1. So {rTy | y ∈ U} = {ρ|T | − 1, ρ|T |} and, by Theorem 1.5, (U,U) has a T -headsetHU such that
π(y) ∈ {ρ − 1, ρ}.
Let u = 1 + 2kρ. By (10), α = ρ|T | − χ11+2kρ : Then α ∈ {ρ|T | − 1, ρ|T |}, and {rTy | y ∈ U} = {ρ|T | − 1, ρ|T |} or {rTy |
y ∈ U} = {ρ|T |, ρ|T | + 1}. So by Theorem 1.5, (U,U) has a T -headset HU such that either π(y) ∈ {ρ − 1, ρ} or
π(y) ∈ {ρ, ρ + 1}. 
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By Lemma 3.2 and Theorem 2.6, we obtain the following result.
Theorem 3.3. Let (V ,B) and (W ,C) be two nontrivial vertex disjoint G-designs of order v and w respectively, with (v,w) ∈
Ik, v ≤ w. The following statements hold:
1. If (W ,C) is T -balanced then (V ,B) and (W ,C) can be exactly embedded into a (G+ ex)-design with x ∈ T .
2. If (V ,B) is T -balanced and (W ,C) has a T-headset HW such that πW (t) ≤ v for every t ∈ W, then (V ,B) and (W ,C) can
be exactly embedded into a (G+ ex)-design with x ∈ T .
Let G be a graph such that T = {V (G)}. By Theorems 1.1, 2.1 and 3.3, Problem 1.1 is solved by all the pairs of integers
v,w ∈ SG such that (v,w) ∈ Ik = Xk, v, w ≥ 1 + 2k. So, Problem 1.1 is completely solved for BIBDs, cycle systems and
cube systems. In order to explicitly determine the set E1G , Theorem 2.2 is useful. As example, put G = K3. It is well known
that SK3 = {n | n ≡ 1, 3(mod 6)}. By Theorem 2.2, E1K3 is given by the pairs (v,w) such that {v,w} = {xn, xn+1} for every
n ≡ 1(mod 4), n ≥ 5.
Let G = Pk+1 = [p0, p1, . . . , pk] be the simple path with k + 1 vertices and k edges. Put T = {Ti = {pi, pk−i} | i =
0, . . . ,
 k
2
}.
Theorem 3.4. Let k ≥ 2. Let (V ,B) be a Pk+1-design of order v and let (W ,C) be a balanced Pk+1-design of order w, |V ∩W |
= 0.
If v ≤ w then (V ,B) and (W ,C) can be exactly embedded into a Pk+2-design if and only if (v,w) ∈ Xk, v ≥ 1+ 2k.
If v > w then (V ,B) and (W ,C) can be exactly embedded into a Pk+2-design if and only if (v,w) ∈ Xk, w ≥ 1+ 2k, and
(V ,B) has a T0-headset HV such that πV (z) ≤ w for every z ∈ V .
Proof. It is dTi = 2, i = 1, . . . ,  k2. So, by Theorem 1.2, a balanced Pk+1-design is also T0-balanced. Theorems 3.1, 2.1 and
3.3 complete the proof. 
By Corollary 1.3, a balanced Pk+1-design, with k = 2, 3, is T1-balanced. So we have the following result.
Theorem 3.5. Let k = 2, 3. Let (V ,B) be a nontrivial Pk+1-design of order v and let (W ,C) be a nontrivial balanced Pk+1-design
of order w, |V ∩W | = 0.
Let x ∈ T1. If v ≤ w then (V ,B) and (W ,C) can be exactly embedded into a (G+ ex)-design if and only if (v,w) ∈ Xk.
If v > w then (V ,B) and (W ,C) can be exactly embedded into a (G+ ex)-design if and only if (v,w) ∈ Xk and (V ,B) has
a T1-headset HV such that πV (z) ≤ w for every z ∈ V .
Note that a balanced Pk+1-design with k ≥ 4 could be not Ti-balanced for any i = 1, . . . ,
 k
2

(see Example 1.1). So
Theorem 3.5 cannot be generalised to every k ≥ 5. In order to study Problem 1.2 for path designs we recall the following
well-known construction.
Construction 3.1. Construction of a Pk+1-design (X,X) of order n ≡ 0(mod 2k). Let X = Zn−1 ∪ {∞}. By the difference
method, X can be easily obtained by developing (mod n − 1) the base blocks Bi = [xi0, xi1, . . . , xik], i = 0, 1, . . . , n−2k2k ,
where xij are defined as follows:
Case 1: k even, k ≥ 2. Put x00 = ∞, x02j = j for j = 1, . . . , k2 , x02j+1 = −j for j = 0, . . . , k−22 . If n ≥ 4k then, for i = 1, . . . , n−2k2k ,
put xi2j = −j for j = 0, . . . , k2 , xi2j+1 = j+ ki for j = 0, . . . , k−22 .
Case 2: k odd, k ≥ 3. Put x00 = ∞, x02j = j for j = 1, . . . , k−12 , x02j+1 = −j for j = 0, . . . , k−12 . If n ≥ 4k then, for
i = 1, . . . , n−2k2k , put xi2j = −j for j = 0, . . . , k−12 , xi2j+1 = j+ ki for j = 0, . . . , k−12 .
Note that the Pk+1-design (X,X) given by Construction 3.1 is well known as a 1-rotational Pk+1-design. Let y ∈ Zn−1.
Whenwe develop the base blocks wewill put Bi+y = [xi0+y, xi1+y, . . . , xik+y]where the sum is (mod n−1) if xij ∈ Zn−1.
Moreover we put∞+ y = ∞.
Theorem 3.6. Let k ≥ 2. Then
E2Pk+1,T0 = {(v,w) | (v,w) ∈ Xk and v,w ≥ 1+ 2k}.
Proof. The necessity follows from Theorems 3.1 and 2.1. Put v = xn, w = xn+1, n ≥ 2. Suppose at first n ≡ 0, 1(mod 4). By
Theorem 2.2, xn+1 ≡ 1(mod 2k). Let (W ,C) be a balanced Pk+1-design of order w = xn+1 and let (V ,B) be a Pk+1-design
of order v = xn with |V ∩ W | = 0. By Theorem 3.4, (V ,B) and (W ,C) can be exactly embedded into a Pk+2-design on
V ∪ W . Now let n ≡ 2, 3(mod 4). Then xn+1 ≡ 0(mod 2k). Say (W ,C) be the Pk+1-design of order w = xn+1 given by
Construction 3.1. It is rT0∞ = w − 1 and rT0y = wk − 1 for every y ∈ W \ {∞}. Mark∞ in w2k − 1 blocks of C. Now it is easy
to mark the remaining blocks so that every y ∈ W \ {∞} is marked in w2k − 1 or in w2k blocks. By Theorem 2.6, the proof
follows. 
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Construction 3.2. Let k ≥ 2 and h ∈ {1, . . . , ⌊ k2⌋}. Construction of a Pk+1-design of order n ≡ 0(mod 2k), n > 2k, on
X = Zn−1 ∪{∞}with exactly one block having∞ ∈ Th. Denote by (X,Xh) the Pk+1-design of order n ≡ 0(mod 2k), n > 2k,
constructed as follows: let (X,X) be the Pk+1-design of order n > 2k given in Construction 3.1. Replace the vertex x1h of
B1 ∈ X by putting x1h = ∞. If h = 2j + 1, then replace in B0 − j − 1, B0 − j ∈ X the vertices x00 − j − 1 = x00 − j = ∞ by
putting x00−j−1 = x00−j = k+j. If h = 2j, then replace inB0+k+j−1, B0+k+j ∈ X the vertices x00+k+j−1 = x00+k+j = ∞
by putting x00 + k+ j− 1 = x00 + k+ j = −j.
Theorem 3.7. Let x ∈ Th, h = 1, . . . ,
 k
2

. Let k ≥ 2. Then
E2Pk+1,Th = {(v,w) | (v,w) ∈ Xk and v,w ≥ 1+ 2k}.
Proof. The necessity follows from Theorems 3.1 and 2.1. Put V = {a1, a2, . . . , av} and W = {b1, b2, . . . , bw} with v = xn
and w = xn+1, n ≥ 2. By Theorem 2.2 it is v,w ≡ 0, 1(mod 2k). If w ≡ 1(mod 2k), let (W ,C) be a cyclic Pk+1-design
of order w. (W ,C) is Th-balanced for every h so, by Theorem 3.3, the proof follows. Now suppose w ≡ 0(mod 2k) and
v ≡ 1(mod 2k). Let (V ,B) be a cyclic Pk+1-design of order v. Construct (W ,C) as in Construction 3.1, where we put bw
instead of∞. It is easy to find in it a Th-headset so that no block is marked in bw and every bi, i = 1, . . . , w − 1, is marked
in w2k blocks. Being v ≥ x2 = 2k+ 1, we obtain that w2k ≤ v. By Theorem 3.3, we obtain the proof.
Now let v,w ≡ 0(mod 2k). Put {a1, a2, . . . , av−1} = {0, 1, . . . , v−2}, av = ∞, {b1, b2, . . . , bw−1} = {0, 1, . . . , w − 2},
and bw = ∞. Construct (V ,B) as in Construction 3.2 where we suppose that x1h = a1. Moreover construct (W ,C) as
in Construction 3.1. It is easy to find a Th-headset HV of (V ,B) such that av is marked exactly in one block (precisely in
B1), a1 is marked in v−4k2k blocks and ai, i = 2, . . . , v − 1, is marked in v−2k2k blocks. Analogously there is a Th-headset
HW of (W ,C) such that bi, i = 1, 2, . . . , w − 1, is marked in w2k blocks. Put mi = πV (ai+1) i = 1, 2, . . . , v − 2,
mv−1 = πV (a1),mv = πV (av), s1 = v, sj = v − w2k j = 2, 3, . . . , w. By Theorem 2.3 and Corollary 2.5, we obtain the
proof. 
For k ≥ 3, let Sk = [s0; s1, s2, . . . , sk] be the k-star, that is, the complete bipartite graph K1,k on {s0} ∪ {s1, s2, . . . , sk}.
The vertex s0 is called the centre of the star. Put T = {T0, T1} with T0 = {s1, s2, . . . , sk} and T1 = {s0}. By Corollary 1.3, a
balanced Sk-design is also Ti-balanced for i = 0, 1. Then we have the following result.
Theorem 3.8. Let k ≥ 3. Let (V ,B) be a Sk-design of order v and let (W ,C) be a balanced Sk-design of order w, |V ∩W | = 0.
Let x ∈ Ti for a fixed i ∈ {0, 1}.
If v ≤ w then (V ,B) and (W ,C) can be exactly embedded into a (Sk + ex)-design if and only if (v,w) ∈ Xk, v ≥ 1+ 2k.
If v > w then (V ,B) and (W ,C) can be exactly embedded into a (Sk + ex)-design if and only if (v,w) ∈ Xk, w ≥ 1+ 2k,
and (V ,B) has a Ti-headset HV such that πV (z) ≤ w for every z ∈ V .
Construction 3.3. Construction of a Sk-design (X,X) of order n ≡ 0(mod 2k) on X = Zn−1 ∪ {∞}. Put α = n−2k2k . Develop
(mod n− 1) the base blocks Bi = [xi0; xi1, . . . , xik]where xij are defined as follows: xi0 = 0, xij = j+ ik for i = 0, 1, . . . , α and
j = 1, 2, . . . , k if i ≤ α − 1 or j = 1, 2, . . . , k− 1 if i = α; xαk = ∞.
Construction 3.4. Construction of a Sk-design (X,X) of order n ≡ 0(mod 2k) on X = Zn−1 ∪ {∞} with exactly one block
having ∞ as centre and k ≥ 3. Construct a Sk-design as in Construction 3.3. Replace the blocks [0; 1+ αk, 2+ αk, . . . , k−
1 + αk,∞], [1 + j + αk; 2 + j + 2αk, 3 + j + 2αk, . . . , k + j + 2αk,∞], j = 0, 1, . . . , k − 2, with the following stars:
[∞; 0, 1 + αk, 2 + αk, . . . , k − 1 + αk], [1 + j + αk; 0, 2 + j + 2αk, 3 + j + 2αk, . . . , k + j + 2αk], j = 0, 1, . . . , k − 2.
The result is the required Sk-design.
Based on the Constructions 3.3 and 3.4 and proceeding as in Theorems 3.6 and 3.7 we obtain the following result.
Theorem 3.9. Let x ∈ Th, h = 0, 1. Let k ≥ 3. Then
E2Sk,Th = {(v,w) | (v,w) ∈ Xk and v,w ≥ 1+ 2k}.
Note that, when x ∈ T1, the (Sk + ex)-design is a Sk+1-design.
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