Analyzing urban districts to promote energy efficiency and smart cities control could be very complex as big data have to be analyzed filtered to discover unpredictable patterns. Using clustering method, specifically K-means algorithm, allows to create an energy profiling characterization of urban district models with multiple advantages: as first, large quantity of data can be managed and synthesized, easing the creation of algorithm patterns that could be replicable. Thus, it is possible to operate in a large scale and in a small scale in the same time, choosing the level of detail that is more appropriate for the specific analysis. In the large scale, the disadvantages are the dependence from data, i.e. if there are missing input values, it is hard to rebuild them because of the quantity of data. Missing values can confuse the analysis because scripts cannot identify the entire row missing it. Working with clustering analysis it is thus useful when large amount of data should be organized and interpreted and the technique can help the planner to make faster the analyses process. The research aims at demonstrate the efficiency of clustering methods when adopted for energy consumption issues at city level. In the paper, the clustering process concerning building energy profiles of a European city for the identification of building models is described. This means that an energy template on urban scale is used and clusters are applied on energy profiles based on architectural and energy similarity in order to find representative models. In particular, the study is focused on the relationships between building characteristics and actual building energy profiles.
Introduction
In the last years, energy analysis has been progressively boosted to reach high efficiency in buildings, increasing savings and reducing CO 2 emissions according with EU objectives. EU government has set three targets to be achieved by the 2020: 20% reduction of greenhouse gas emissions (starting from 1990 value), 20% increase of EU energy from renewables, 20% improvement in energy efficiency [1] .
The building sector is responsible of 40% of European Union's total energy consumption.
The population growth and the strong urbanization process showed in 2014 that the 54% of the world's population is living in urban areas. This proportion is expected to rise to 66% by 2050. Moreover, an increase of 90% is expected to be concentrated in Asia and Africa, according UN report [2] ; this situation requires a more consistent energy management in order to reduce wastages and to increase comfort. This goal could be reached by the use of energy monitoring devices that can help to optimize energy consumption. Several studies show that is essential to analyze building energy profiles in order to understand how the occupancy variation affects the energy behavior [3] [4] and data gathered are the key factor to understand the consumption distribution and thus to manage the smart city [5] [6] .
Nowadays, data mining is a powerful framework to promote consciousness and thus achieve strategies efficiency. Cooperation between different clusters of consumers, prosumers and energy production spots and plants [7] , methods to analyze big and giant data are crucial to develop models [8] to represent, predict and renovate the cities through IoTed solutions and digital based technologies [9] [10] . Digitalization is changing the way we approach the concerns in many fields however the smart city and the energy management is one of the th International Symposium on Automation and Robotics in Construction (ISARC 2018) first and exploited sectors in which digital models and predictive as well simulators are adopted extensively since many years. The digital revolution requires a high level of specialization in many fields such as data analysis and coding, computing, data engineering, machine learning, artificial intelligence (AI).
Digitalization is basically dependent on data and for that reason, IoT is increasing and data are gathered in every system up to redundancy. Nonetheless, the amount of data is not a guarantee of amount of information because of unstructured data or data organized in different ways compared to readable ones is leading to a big amount of unused data (90%). The initial vision of the final use and meaning and the correct plan of data collection should drive the "thirst" of data to make them useful. In AEC sector, the adoption of computers is increasingly fundamental as more and more data have to be analyzed and knowledge extracted to outline the predictive models and promote a robust analytical assessment.
Methodology
The methodology adopted is based on mathematical methods that are used to operate a data mining process and clusterization of big data. In the following subsections, the specific methods considered together with advantages and weaknesses are described before to go in deep with the methodology and application to the case study of the present research.
Clustering methods
With the grown quantity of data, clustering methods have been developed to make easier the data mining procedure using many clustering methods such as Hierarchical, K-means, K-medoid, etc. Clustering is an unsupervised learning task that aims at decomposing a given set of objects into subgroups or clusters based on similarity. The goal is to divide the data set in such a way that objects belonging to the same cluster are as similar as possible, whereas objects belonging to different clusters are as dissimilar as possible. Cluster analysis is primarily a tool for discovering previously hidden structure in a set of unordered objects [11] .
Clusters are useful for creating and analyzing building energy profiles in order to organize data collected into groups easing to analyze and evaluate them also increasing the relevance of measures and indicators. For example, data could concern the energy consumption related to the use of kitchen and laundry appliances, electronic devices such as TVs or computers. Clusters can be prepared based on the different kind of appliances or based on the different users' behavior in the analyzed buildings [12] and collected through smart meters [13] . Based on specific induction principle many algorithms have been developed for clusterization and the main approaches are hierarchical methods and partitioning methods.
Hierarchical methods
These methods could be called top-down or bottomup methods since they identify clusters following these two main directions. There are two main types of hierarchical methods and the difference sets in the starting point of the analysis:

Agglomerative hierarchical clustering starts with single objects and each object represents a cluster. Then clusters are merged until a default structure is obtained.  Divisive hierarchical clustering begins with one single cluster that contains all the objects and the subdivision in more clusters occurs successively.
The result of the analysis is a dendrogram representing all different considered groups, which are subdivided into levels ( Figure 1 ). Checking the desired level of similarity, the clustering of objects could be obtained.
In the hierarchical method, more subdivisions that are possible come from the way of the similarity measure of clusters:
Single-link clustering considers the distance between two clusters to be equal to the shortest distance from any member of one cluster to any member of the other cluster. If it is based on similarities, the similarity between couples of clusters is considered equal to the greatest similarity from any member of one cluster to any member of the other cluster.  Complete-link clustering considers the distance between two clusters to be equal to the longest distance from any member of one cluster to any member of the other cluster. th International Symposium on Automation and Robotics in Construction (ISARC 2018)  Average-link clustering considers the distance between two clusters to be equal to the average distance from any member of one cluster to any member of the other cluster.
The hierarchical method has the disadvantage of the inability to scale because of the time complexity that is non-linear with the number of objects. The method also has a high degree of rigidity.
Partitioning methods
Partitioning methods consist in move instances from one cluster to another, starting from an initial partitioning. The characteristic of this method is that the number of clusters has to be pre-set. To grasp the optimization an exhaustive enumeration process of all possible partitions is required [14] . There are different types of partitionedbased clustering. The most frequently used are the error minimization algorithms, which works perfectly with compact and isolated clusters.
When the distance of each instance to its representative value is measured, a certain error occurs. These algorithms try to minimize that error. The Sum of Squared Error (SSE) is the most known method and it measures the squared Euclidean distance of instances to their representative values. The most used error minimization algorithm is the K-means algorithm, which divides objects into K clusters, chosen randomly and each cluster is represented by a center or mean. The center is calculated as the mean of all the instances belonging to that cluster:
Where N k is the number of instances belonging to cluster k and µk is the mean of the cluster k.
The linearity of K-means method is the key of its success over other clustering methods and even if the number of objects is huge, this algorithm is computationally attractive (Figure 2 ).
The weakness of this method is the choice of the initial number of clusters: the process of clustering is based on this number and the initial choice can change the entire result since there can be differences between global and local minimum.
Another partitioning algorithm that is part of the error minimization algorithms is the K-medoid or PAM (Partition Around Medoids); this algorithm is very similar to the K-means but it differs from the latter since the representation of the different clusters is dissimilar.
The principle is the same: each cluster has a center that, in this case, is the medoid; a medoid is the most centric object in the cluster and it is not influenced by extreme values and for this reason is more solid than the K-means method. Throughout evaluation methods, clustering criteria compute the optimal number of groups for a dataset calculating the index for each case. They measure the compactness of clusters and the homogeneity of them and choose the cluster for each element.
Graph-Theoretic clustering is a method that provides clusters via graphs. Instances are represented as nodes and this method connect all nodes. There is a connection between hierarchical method and the graph theoretic clustering since there is similarity between the hierarchical representation and the Minimal Spanning Tree (MST). 
Application in the research
The research consists into analyzing data about energy behavior of a big quantity of buildings gathered by means of smart meters used to register energy consumption during the all year with a step of 15 minutes. Thus, every quarter of hour, smart meters sent the registered data to the central system for monitoring. The analysis is used to identify the specific consumption patterns related to uses and building models. The smart meters have an identification number and for this reason, every smart meter represents the ID (Identification Code/Document) of a specific flat or activity set in a certain building. The research methodology is based on collecting data, sorting data and analyzing them following the scheme (Figure 3 ). 
Data analysis
The methodology start from a first analysis on data metered, after that, the different trends about electrical consumptions have been represent. The representative plots are performed using the ggplot2 R package.
In order to have a clear knowledge about the general trend of data, the smart meters' profiles of the entire year were plotted and compared in order to visualize. the data to be organized to allow the clustering analysis.
With the intention of creating a resume table with mean, median, maximum, minimum and the standard deviation, the main database has been partitioned selecting the unique ID of the smart meters. A table composed by 659 observations (i.e. 659 unique Smart meter IDs in the original database) and n. 6 variables has been created. After the creation of clusters, analysts are able to start the process of clustering validation that is the measure of distances of each data from the center of cluster (centroid) to understand the dissimilarity within each group [15] . This process helps to get a clearer vision about the objects giving a summarizing plot and data tables, which allow comparing results in an efficient way. Than the filtering data procedure started to divide into smaller packages to be handle. Data analyses and cluster methods permits to collect the different information in an easier way than in the past and these methods are suitable for smart cities analysis and strategies [16] .
Cluster analysis
Data analysis allowed collecting various information about thousands of buildings including the geometry, the energy consumptions and the location; hence, it was possible to have insight on the composition of the analysed built environment. The information were about the typology of the analysed buildings such as the use, the year of construction and if changes occurred during the years. Throughout the data, it was possible to perform the analysis on the energy consumption that is strongly influenced by the use of the buildings.
After the data analysis, clusters were organized and the method adopted was the partitioning method with the help of the K-means algorithm.
This process is composed by two steps:
1. A first evaluation by using NbClust R package has been performed. This package provides n. 30 indices for determining the number of clusters and proposes to users the best clustering scheme. 2. The second step was to put the number of clusters that has been identified by the evaluation into the K-means function of R in order to create the subdivision following the similarities of the smart meters' profiles.
As described in section 2, clustering is the partitioning of a set of objects into groups in order to obtain groups with similar objects grouped in the same cluster. Most of the clustering algorithms depend on assumptions with the intention to define the subgroups present in a dataset. The evaluation process had to tackle difficult problems such as  the quality of clusters;  the degree with which a clustering scheme fits a specific data set;  the optimal number of clusters in a partitioning.
The evaluation was performed with NbClust. All these clustering validity indices combine information about intra-cluster compactness and inter-cluster isolation, as well as other factors, such as geometrical or statistical properties. There are n. 30 index but in the present research, two main indexes has been considered:
D-index
The D-index is based on clustering gain on intracluster inertia that measures the degree of homogeneity between the data associated with a cluster. It calculates their distances compared to the reference point representing the profile of cluster that is the cluster centroid in general. The equation [17] representing this index is:
The D index is a graphical method of determining the number of clusters. In the plot of D-index, we seek a significant knee (the significant peak in D-index second differences plot) that corresponds to a significant increase of the value of the measure.
Hubert-index
The Hubert-index ᴦ statistics is the point serial correlation coefficient between any two matrices. When the two matrices are symmetric, ᴦ can be written in its raw form as the equation:
 P is the proximity matrix of the data set;  Q is an n x n matrix whose (i, j) element is equal to the distance between the representative points (vc i , th International Symposium on Automation and Robotics in Construction (ISARC 2018) vc j ) of the clusters where the objects x i and x j belong.
High values of normalized ᴦ statistics indicate the existence of compact clusters. The Hubert index is a graphical method of determining the number of clusters. In the plot of Hubert index, we seek a significant knee that corresponds to a significant increase of the value of the measure i.e. the significant peak in Hubert-index second differences plot [18] .
After the evaluation, for the application in the case study (section 4) the NbClust function suggested a number of clusters k=5 plotting two graphs: the first one indicates the D-index values and it is possible to understand the number of cluster from the graph seeing the knee of the trend (Figure 4) . The second graphs indicates the second differences D-index values and it suggests that the n. 5 is the ideal number of clusters throughout a peak [19] . With the intention of operating the clustering algorithm, the K-means function has been used setting n. 5 different clusters and using the HartiganWong algorithm [20] . This kind of clustering algorithm determines a cluster assignment of a point peaking it repeatedly. It is based on the sum of squares of errors (SSE) and it searches the optimal within-cluster SSE for assigning an object to the proper cluster. 
Case study
The case study has been a district with 10.000 buildings of a European city where a smart metering strategy has been applied and data collected.
The organization of the buildings' data was based on the ID used in the data processing. After having sorted data, the next stage has been to analyze them trying to find out a significant clustering algorithm. To achieve that, an analysis on the buildings' use has been performed in order to collect Smart Meters with energy values within a correctly sized wide range. Then, a classification of the most frequent destinations of buildings was operated. The most frequent uses in the case study are listed below:
It is possible to define the type of buildings and the most frequent typology analyzing the residential use: the most recurring was the multifamily houses, followed by the single-family houses. Therefore, the analysis of the multifamily houses was developed since this category had the largest number of samples ( Figure 5 ). Data processing delivers a list collecting the energy consumption value during the entire year identifying day by day, hour by hour, the effective energy usage. The research allowed getting a database composed by 22'994'372 observations with 659 unique Smart Meters IDs. This means that for each ID there are n rows indicating day, month, year, hour, and minute for the entire year. The variables of this data frame are n. 9.
This database is significant in order to design energy profiles for each smart meter, to get many other databases analyzing as an example data into workdays or festive days, analyzing month by month the energy use, visualizing systematic trends of these profiles.
Results
In order to understanding the results of the clustering analysis, a series of plots have been performed. The first representation of this study consists of plotting singles th International Symposium on Automation and Robotics in Construction (ISARC 2018) clusters in order to understand the differences between the groups. In Figure 6 the data for each cluster for one working day are plotted with the representative elements.
Clusters
Representative Elements has an average value of almost 300 kWh with data ranging between 0 and 280 kWh.
In Table 1 the characteristics values of the clusters are reported. It easy to understand that cluster 4 is the cluster in which residential buildings are gathered and which is the most populated cluster. Cluster 1 could be the industrial buildings one and the municipal house could be cluster 2. The idea is that analyzing the data is not needed to go in deep into the identity of the building (with eventually privacy problems) but is possible to define the values trend and to suggest possible implementation strategies through the analysis of the archetypes, also calculating measure to redefine peaks and trends. In Figure 7 , the whole profiles are shown to the left side, a working day (Monday) data are plotted to the right side. It is possible to check that the different profiles are defining the city uses and buildings in which the energy consumption is concentrated.
There are the big consumers (Cluster 1 and 2) and all the other profiles with less consumption each but with a great number of units and variability due to occupancy distribution and different behaviors.
Cluster 4 is thus the largest with 618 profiles and this represents the housing stock in the sample used as a case study. For the main cluster 4 is thus shown in Figure 8 for the working day in January and the week end day in the same month.
In the left side diagrams, the yearly-recorded data are plotted and to the right side the daily profile are shown. Figure 8 Week working day profile (January) and weekend daily profile.
The representative element of the Cluster represents the profile of a building and an ideal element that has been created through the average and the weighted average of the cluster.
The research showed that the weighted average is most suitable to define this representative profile because as multiple elements are used in the weighted average, the ideal centroid moves away from the representative element.
Conclusion
Hence, the digitalization has brought a strong advantage that is the possibility of managing a larger database that can make the pre-analysis process and that can analyse itself faster with a very significant improvement for the time management. A less time expensive but detailed analysis allows to the reduce costs which is one of the main aspects considered by the clients. Europe and the entire world is getting effort in order to achieve important results regarding the reduction of GHG emissions to decrease the global warming effect. The environmental benefits that energy savings through technology advancement are bringing and the way digital revolution is helping the management of energy sources are very important to achieve these goals.
There is a transition from old business models to the new ones that means that private sector and utilities companies are investing on renewable energy and new technologies, for example through smart meters. Smart meters (SM) are very helpful in order to collect a very large quantity of data and since the IoT (Internet of Things) is emerged, massive amounts of data are available and they are easier to manage. SM are bringing many benefits for consumers and for utilities: customers can be constantly informed about their consumptions and the way of communication can be remotely controlled with historical data and locally the consumers are informed by real-time data with a significant improvement of customers' knowledge about their energy costs and carbon emission. These devices allow the electrical appliances to be automatically controlled and this feature is very interesting since consumers can easily manage the electrical system selecting days off where the consumptions can be reduced and, oppositely, the days when users request more power to the system.
In this way, waste of energy can be reduced. For utilities, the advantages are that they can influence the energy profiles of their users; they can have a reduction in 'costs to serve' rationalizing their services and they are able to sensitize customers about global warming issue.
Smart Meters and IoT bring a large quantity of data, as we said, and clustering methods have been and will be critical in order to manage in a better way this data [21] . Clustering method has many advantages: first, it increase productivity through specialized inputs, access to information, synergies [22] . The data management through clustering methods allows creating an energy profiling characterization of urban building models suitable to study and define balance strategies and flatting peaks procedures coupled with policies on energy sources to be adopt considering IoT and Smart Management of the city. The advantages of using clustering methods, specifically K-means algorithm, are that it eases to manage a large quantity of data, synthesized them and create an algorithm pattern that could work for further different cases and thus could be transposed. Therefore, it is possible to operate in a large scale and in a small scale in the same time, choosing the level of details which is more appropriate for the analysis and the calculation useful for energy planning and to support and explain future development.
