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We are entering a new era in technological innovation and in use and integration of different sources of
information for the wellbeing of society. New predictive tools that will detail weather conditions down to
neighborhood and street level, and provide early warnings a month ahead, and forecasts from rainfall to energy
consumption will be some of the main outcome of the research activities in weather science over the next decade,
and a better understanding of small-scale processes and their inherent predictability should go together with a
better comprehension of how weather related information influence decisional processes.
MICHEL JARRAUD, 2015, Secretario general de la World Meteorological Organization (WMO) 2004-2015
Las predicciones a largo plazo proporcionan un abanico de posibles cambios en las condiciones atmosféricas de
un cierto mes, estación o año venidero, con respecto a los denominados valores normales. Debido a la naturaleza
caótica de la atmósfera, es imposible predecir las variaciones diarias del tiempo en una localidad específica
con meses de antelación. Incluso es imposible predecir con exactitud el tiempo promedio en zonas de cierta
amplitud. En este capítulo se examinan estos conceptos punto por punto y se describe qué pueden aportar estas
predicciones a largo plazo a la sociedad.
Palabras clave: sistemas de predicción por conjuntos aplicados a la predicción de largo plazo, predicción vs proyección,
predicción mensual, ensembles de conveniencia, predicción estacional, S-ClimWare, EUROSIP, IRI, predicción anual,
predicción interanual.
Imagen parte superior: nubes orográficas. Chamonix (Francia), hacia el sureste, 20 de julio de 2009 a las 09:38. Fotografía de JOSÉ
ANTONIO QUIRANTES CALVO.
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Figura 28.1: Esquema de los sistema(s) de predicción por conjuntos (SPC) con escalas de tiempo desde la estacional
hasta decadal, mostrando: a) el impacto de los sesgos del modelo y b) un clima cambiante. La incertidumbre en las
predicciones del modelo surge tanto de la incertidumbre de la condición inicial como la incertidumbre del modelo.
Adaptada de la Figura 8 de SLINGO y PALMER [68].
28.1 Predicciones de largo plazo
Este capítulo está dedicado a las predicciones de largo
plazo, predicciones mensuales, predicciones estacio-
nales, predicciones anuales y predicciones decadales.
En primer lugar, se ha insistido en las incertidum-
bres propias del largo plazo y en la diferencia exis-
tente entre predicciones y proyecciones climáticas.
En segundo lugar, se ha prestado especial atención
a la descripción del sistema del European Centre for
Medium-range Weather Forecasts -Centro Europeo
de Predicción a Plazo Medio- (ECMWF), para la pre-
dicción extendida más allá del medio plazo hasta la
escala mensual y la predicción de más largo alcance
estacional y anual, y a los productos correspondientes
a cada escala. Conceptos importantes son la predic-
ción por conjuntos y los denominados sistemas de
predicción por conjuntos de conveniencia. Igualmen-
te, se discute que la información sobre la fiabilidad de
las predicciones climáticas es crucial para cualquier
usuario de información climática de cara a saber la
utilidad de esas predicciones para apoyar el proceso
de toma de decisiones.
Un punto especial estriba en subrayar las ventajas de
considerar las predicciones en las distintas escalas de
tiempo en el contexto de la denominada predicción sin
costuras (seamless, en inglés), que podría describirse
como la apuesta para hacer compatibles las prediccio-
nes de los distintos plazos, atendiendo a su concepción
de base, su contenido y su formato. Y como siempre,
sobrevolando el reto de la debida comunicación de la
predicción probabilista a los usuarios de la informa-
ción procedente de tales ensembles.
28.1.1 Fundamentos
Siguiendo las directrices de la Organización Meteo-
rológica Mundial (OMM), se ha venido utilizando
la definición de plazos de predicción de 3 a 10 días
para definir el medio plazo. La OMM se refiere a la
gama de 10 a 30 días como rango o alcance extendido
(aunque en el ECMWF se utiliza a menudo el término
predicción mensual) y de 30 días a 2 años como a
largo plazo. La OMM ha designado al ECMWF como
un Centro de Producción Global de las previsiones a
largo plazo - uno de los quince existentes en el mundo.
Las predicciones de largo plazo proporcionan infor-
mación acerca de las condiciones atmosféricas y oceá-
nicas promediadas para los próximos meses (pocos).
A pesar de la naturaleza caótica de la atmósfera (ver
cap. 5 en la página 49), las predicciones de largo
plazo se apoyan en un número de componentes que
muestran variaciones en escalas de tiempo largas (es-
taciones y años) y, hasta cierto punto, son predecibles.
La más importante de estas componentes es el ciclo
del ENSO (El Niño-Oscilación del Sur, sec. 29.2.1 en
la página 484), fenómeno acoplado atmósfera-océano
centrado en el Pacífico tropical pero siendo la esca-
la de las fluctuaciones bastante amplia, ya que los
cambios en las temperaturas de la superficie del mar
(sea surface temperature -temperatura de la superfi-
cie marina- (SST)) con frecuencia afectan no solo a
la anchura completa del Pacífico, sino también a las
otras cuencas oceánicas y los cambios en la lluvia y
vientos tropicales cubren una distancia superior a la
mitad de la circunferencia de la Tierra. Los episodios
El Niño (también denominados episodios cálidos del
Pacífico) y los episodios La Niña (conocidos también
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como episodios fríos del Pacífico) representan extre-
mos opuestos del ciclo ENSO. El ciclo ENSO es la
mayor fuente conocida de la variabilidad climática
interanual. Los cambios en la temperatura de la super-
ficie del mar del Pacífico no son la única causa de los
cambios predecibles en los patrones de tiempo. Exis-
ten otras causas de variabilidad climática estacional:
así, temperaturas inusualmente cálidas o frías de la su-
perficie del mar en el Atlántico tropical o en el océano
Índico pueden ocasionar impactos importantes en el
clima de las estaciones en los continentes vecinos. Por
ejemplo, la temperatura de la superficie del mar en la
parte occidental del océano Índico tiene un efecto in-
tenso en la precipitación en el África oriental tropical
y las condiciones oceánicas en el Atlántico tropical
afectan a la lluvia en el noreste de Brasil. Además de
los océanos tropicales, existen otros factores que pue-
den afectar al clima estacional como son la cubierta
de nieve y la humedad del suelo. Cuando la cubierta
de nieve está sobre el promedio para una estación y
región dada, tiene una mayor influencia refrigerante
en el aire que la habitual. La humedad del suelo, cuyo
efecto es más intenso durante las estaciones cálidas,
ejerce también una influencia refrigerante. Todos esos
factores que afectan a la circulación atmosférica cons-
tituyen la base de las predicciones a largo plazo. La
modelización climática y la predicción estacional han
puesto de manifiesto hace ya bastante tiempo cómo
las interacciones entre la atmósfera y otros elementos
del sistema Tierra introducen nuevas retroalimentacio-
nes en escalas temporales largas, que proporcionan
el potencial para la predecibilidad (ver cap. 12 en la
página 155) en escalas estacionales y más largas.
A causa de la lentitud del desarrollo y del decaimiento
de las anomalías de las SST, los efectos en la atmós-
fera, en lugares y durante épocas del año en que son
notables, son con frecuencia coherentes para un pe-
riodo temporal de varios meses. Serían importantes
incluso para un tiempo incluso más largo, si no fue-
ra por el hecho de que dependen de forma bastante
intensa de la estación del año. Dicho de otra forma,
una anomalía de SST dada puede tener un efecto bien
definido en el clima en alguna localidad en una cierta
época del año, pero a medida que la estación progre-
sa, la misma anomalía de SST puede tener un efecto
diferente, o incluso puede que ya no cause ningún
efecto.
La falta de predecibilidad de la atmósfera en las es-
calas extendida y de largo alcance, conlleva una in-
certidumbre intrínseca a las predicciones estaciona-
les y de mayor horizonte temporal, cuyo origen se
comentará posteriormente. Dentro del periodo de pre-
dicción, este tipo de predicciones no pronostican de
forma determinista eventos de tiempo individuales,
sino un conjunto de posibles realizaciones del tiem-
po atmosférico cuya estadística se puede comparar
con las condiciones climáticas características de cada
lugar. Así, las predicciones en estos alcances son de
naturaleza probabilista, y de esta forma se comunica
su incertidumbre.
En el ECMWF, análogamente a los rangos medio y
extendido, las predicciones a largo plazo se obtienen
con el modelo IFS (Integrated Forecast System) aco-
plado atmósfera-océano. El modelo se integra para
un rango de varios meses; el proceso se repite mu-
chas veces, con ligeras variaciones para representar
las incertidumbres en el proceso de predicción, pro-
duciendo así un ensemble o SPC (ver cap. 13 en la
página 165).
28.1.2 Incertidumbres propias del largo pla-
zo
LORENZ mostró claramente que la incertidumbre en
las condiciones iniciales, pese a ser pequeña, condu-
cirá a la incertidumbre en la predicción tras un cierto
periodo de unos cuantos días, variable; dependiendo
del estado inicial de la atmósfera. Como consecuen-
cia, la comunidad de predicción numérica empezó
a considerar el uso de métodos probabilistas para la
predicción, especialmente más allá del límite deter-
minista de una semana o así, sugerido por LORENZ
[68]. La implementación temprana de los métodos
probabilistas en la predicción numérica del tiempo
se basó en la aplicación de perturbaciones aleatorias
pequeñas a las variables de estado atmosféricas (tem-
peratura, humedad, vientos y presión) en la condición
analizada inicial. Ya que el comportamiento de la at-
mósfera es no lineal, estas perturbaciones pequeñas
son amplificadas por procesos caóticos y cada pre-
dicción difiere de las otras. La teoría de LORENZ de
la atmósfera (y océano) como un sistema no lineal,
caótico impregna todo lo concerniente a la predicción
del tiempo y del clima y, como tal, ha influido en
el desarrollo de los SPC, probabilistas, en todos los
plazos de predicción. Ha mostrado también que las
fuentes de incertidumbre no se encuentran limitadas a
las condiciones iniciales -las bases del modelo de LO-
RENZ- sino que la incertidumbre del modelo (cap. 17
en la página 257) desempeña un papel crítico en todas
las escalas temporales.
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Figura 28.2: La cascada de incertidumbre presentada por WILBY y DESSAI [86], ilustrando el crecimiento
de la envolvente de incertidumbre a partir de varias fuentes que van desde la sociedad futura a la res-
puesta a la adaptación: https: // www. climate-lab-book. ac. uk/ 2014/ cascade-of-uncertainty/ ,
https: // www. researchgate. net/ publication/ 271711914_ Climate_ change_ impacts_ and_
adaptation_ in_ forest_ management_ a_ review/ figures? lo= 1
Es importante, sin embargo, distinguir entre la incerti-
dumbre del modelo que surge del conocimiento imper-
fecto del sistema real, tal como la representación del
ciclo de carbono que es determinante en las escalas
temporales más largas, y la incertidumbre procedente
de los fenómenos a escala submalla (ver sec. 10.5 en
la página 137) que se comprenden bastante bien pero
que se representan de forma limitada debido a la reso-
lución del modelo, y que son relevantes en todas las
escalas.
En resumen, tanto la descripción de las condiciones
iniciales como los procesos que se representan en los
modelos de predicción del tiempo o del clima son cau-
sa de la incertidumbre de sus pronósticos (Figura 28.1
en la página 448). No obstante, dependiendo de la es-
cala temporal que se predice, unos son más relevantes
que otros. Más allá del medio plazo, los errores en las
condiciones iniciales atmosféricas son progresivamen-
te menos determinantes y la correcta descripción de
las oceánicas deviene esencial, al igual que los errores
producidos por la formulación del modelo de circula-
ción general contribuyen más significativamente a la
incertidumbre. Las proyecciones de cambio climático
presentan algunos retos diferentes de la predicción
del tiempo o la predicción estacional. La influencia
de las condiciones iniciales oceánicas es pequeña o
aproximadamente pequeña al ir más allá de la década
e, ignorando las incertidumbres en los escenarios de
emisión y en otros factores externos al sistema climá-
tico como los forzamientos procedentes de emisiones
volcánicas, la principal fuente de incertidumbre pro-
cede de la formulación de los modelos, relacionada
particularmente con la sensibilidad del sistema climá-
tico al forzamiento de gases de efecto invernadero. De
otra forma, existen varias fuentes de incertidumbre
en el proceso de modelización climática, bien sea en
relación con las imperfecciones de los modelos de cir-
culación general, escenarios de emisión de aerosoles
y de gases de efecto invernadero o con la variabilidad
natural climática. Estas incertidumbres fueron descri-
tas en forma de cascada por MITCHELL y HULME en
1999 ([55], ilustrado en Figura 28.2).
KJELLSTROM et al. [44] subrayan que las diferentes
fuentes de incertidumbre limitan nuestra habilidad pa-
ra proporcionar respuestas precisas acerca de lo que
sucederá con el clima en el futuro. Esto es cierto tan-
to a nivel global como, incluso más, en un contexto
regional o local, lo que no impide dar respuestas con
un abanico de incertidumbre estimado.
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Figura 28.3: Forzamiento radiativo total (FR), tendencia del FR y concentración de CO2 para las nuevas Sendas
Representativas de Concentración (RCP, de sus siglas en inglés) ([5] https: // www. miteco. gob. es/ es/ ceneam/
recursos/ mini-portales-tematicos/ guia-resumida-grupo-trabajoi_ tcm30-376939. pdf ).
28.1.3 Predicción vs proyección
El cambio climático es el resultado de desequilibrios
en el balance energético de la Tierra, causados por
procesos y agentes naturales y antropogénicos. El
forzamiento radiativo (FR) cuantifica el cambio en
los flujos de energía originados por variaciones en
la acción de estos agentes. En el Quinto Informe de
Evaluación (AR5, sec. 29.6.2 en la página 514) del
IPCC (sec. 29.6.1 en la página 513) se han definido
cuatro nuevos escenarios de emisión, las denominadas
Sendas Representativas de Concentración (RCP, de
sus siglas en inglés). Éstas se identifican por su FR
total para el año 2100 que varía desde 2,6 a 8,5 W/m2
(Figura 28.3). Algunos de los nuevos RCP contem-
plan los efectos de las políticas orientadas a limitar el
cambio climático del siglo XXI.
CHRISTOPHE CASSOU [15] puntualiza que en cli-
matología, el término proyección designa el cambio
climático estimado en el transcurso del siglo en fun-
ción de los diferentes escenarios socioeconómicos del
IPCC. Esta proyección se elabora exclusivamente a
partir de los únicos efectos de las perturbaciones del
equilibrio radiativo (cambio del balance de radiación
entrante en el sistema menos la radiación saliente),
que se generan por el aumento de la concentración
de los gases de efecto invernadero, debidos principal-
mente a las actividades humanas, en la composición
de la atmósfera. Por construcción, las proyecciones
no buscan predecir la cronología exacta de la variabili-
dad climática futura, se limitan a evaluar la respuesta
del sistema climático a las perturbaciones de origen
humano. La predicción, ya sea meteorológica, estacio-
nal o climática a una escala decadal, busca en cambio
cuál es la trayectoria exacta del sistema. En las escalas
decadales, esta trayectoria corresponde a la superpo-
sición; (1) de variaciones y oscilaciones lentas del
sistema climático; (2) de variaciones de la radiación
solar cuya periodicidad es del orden de once años;
(3) de la actividad volcánica; (4) de la respuesta del
sistema a los forzamientos antrópicos como en las
proyecciones. Por eso, la predicción decadal es tan
difícil de realizar al integrar todas estas influencias.
Acudiendo al glosario del IPCC, encontramos que
se define una predicción climática como el resul-
tado de una tentativa de estimación de la evolu-
ción real del clima en el futuro (por ejemplo, a es-
calas de tiempo estacionales, interanuales o a lar-
go plazo). Como es posible que la evolución fu-
tura del sistema climático esté muy influida por
las condiciones iniciales oceánicas, tales prediccio-
nes son, en general, de naturaleza probabilista (véa-
se https://www.ipcc.ch/publications_and_data/
ar4/syr/fr/annexessannexes-2-3.html).
Los modelos climáticos ofrecen la posibilidad de anti-
cipar la forma en que el sistema climático podrá ser
modificado por la actividad humana en el transcurso
del siglo XXI. Los estudios se apoyan en simulacio-
nes numéricas que exploran la evolución del clima
medio y de su variabilidad en función de diferentes
escenarios socioeconómicos [6]. Este aspecto explo-
ratorio queda recogido en la expresión proyección
climática. El término proyección traduce, en conse-
cuencia, que los resultados dependen de las hipótesis
formuladas en las perturbaciones aplicadas al clima.
Las proyecciones climáticas ofrecen, por tanto, una
gama de posibilidades para el clima futuro. Este de-
penderá de cómo evolucione la sociedad mundial, de
las tecnologías presentes y futuras, de las fuentes de
energía utilizadas, del crecimiento de la población y
de las acciones y políticas que se lleven a cabo en
temas de cambio climático, entre otros factores. Es
importante enfatizar que la proyección climática no
es una predicción climática; ésta última trata de dar
información sobre todas las situaciones posibles en
un futuro relativamente cercano (no superior a un par
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de décadas) mientras que la primera proporciona in-
formación sobre el estado del clima a más largo plazo,
condicionado por distintos escenarios socioeconómi-
cos.
Las predicciones climáticas no intentan predecir la
progresión día tras día del sistema sino la evolución
de algún estadístico climático como los promedios es-
tacionales, anuales o decenales o extremos, bien para
una localidad en particular o un promedio global o
regional. Las predicciones climáticas se generan con
frecuencia con modelos que son los mismos o simi-
lares a los que producen simulaciones climáticas y
proyecciones (evaluadas en el capítulo 9 del Informe
del Grupo de Trabajo I del Quinto Informe de Eva-
luación del IPCC, 2013). Una predicción climática
se consigue, generalmente, integrando las ecuaciones
que rigen los procesos hacia delante en el tiempo a
partir de condiciones iniciales basadas en observacio-
nes. También se pueden obtener predicciones climá-
ticas utilizando métodos estadísticos que relacionan
las condiciones actuales con las futuras, utilizando
relaciones estadísticas deducidas del comportamiento
pasado del sistema. Por otra parte, la práctica habitual
es que las proyecciones no se inicializan a partir del
estado actual del sistema climático. A este respecto,
no se ajustan a la visión tradicional de la predecibi-
lidad expuesta por LORENZ ([51], cap. 12.2.3 en la
página 158), aunque la variabilidad natural, variabili-
dad interna y los procesos estocásticos de múltiples
escalas son también componentes importantes de la
incertidumbre.
28.1.4 SPC de conveniencia
La técnica de SPC o ensembles permite elaborar no
una previsión única sino un conjunto de predicciones,
ligeramente diferentes las unas de las otras y reflejar
las diferentes fuentes de incertidumbre, con el fin de
caracterizar la probabilidad con la que un suceso da-
do se puede producir. Se encuentra en la base de los
progresos conseguidos en las predicciones mensuales
y estacionales, así como en las evoluciones del clima
futuro (informes del IPCC).
Un ensemble puede generarse de muchas maneras
diferentes y se ha explorado un rango amplio de mé-
todos en predicción estacional [70, 72] pero no se
han investigado, por ejemplo, de una forma comple-
ta y exhaustiva para la predicción decadal [18]. Los
métodos que están siendo investigados incluyen las
perturbaciones aleatorias añadidas a las condiciones
iniciales, utilizando estados atmosféricos desplazados
en el tiempo, haciendo uso de pasadas de asimilación
paralelas [20, 22] y condiciones iniciales de océano
perturbado [56, 88].
El enfoque multimodelo (sec. 13.5 en la página 174),
utilizado ampliamente, consiste en generar ensem-
bles de predicciones de una colección de modelos
incrementando, en consecuencia, el muestreo de las
condiciones iniciales y propiedades de los modelos.
Los enfoques multimodelo se han empleado en distin-
tas escalas temporales, desde la estacional-interanual
(p. ej., DEMETER [62]), estacional-decadal (p. ej.
[59, 83]), en la simulación de cambio climático (p. ej.,
[41] capítulo 10; [54]) y en las predicciones decadales
del proyecto ENSEMBLES [36, 75, 84] y las basadas
en el CMIP5 evaluadas en la Sección 11.2.3 del AR5
([73] https://www.ipcc.ch/pdf/assessment-report/
ar5/wg1/WG1AR5_Chapter11_FINAL.pdf). Un problema
en el enfoque multimodelo es la interdependencia de
los modelos climáticos utilizados en los sistemas de
predicción actuales [45, 63].
En clima, se habla de SPC de conveniencia porque no
son verdaderamente ensembles diseñados con técnicas
específicas, sino que se toman todos los modelos gene-
rados, por ejemplo, para el Cuarto y Quinto Informes
de Evaluación del IPCC (AR4 y AR5), procedentes de
los proyectos de Intercomparación de Modelos Aco-
plados 3 y 5, CMIP3 y CMIP5 (de sus siglas en inglés),
y se construye un «ensemble», dando el mismo peso a
todos esos modelos [41, 73]. La implicación de cómo
estos ensembles multimodelo se crean es que el mues-
treo ni es sistemático ni es aleatorio. La distribución
de los modelos es, por tanto, completamente arbitra-
ria y puede ser diferente en un ensemble posterior;
cambiando, en consecuencia, el resultado a pesar de
no haberse producido cambios en el conocimiento del
cambio climático. Incluso, para resolver el problema
de pesado de los miembros individuales, el paso poste-
rior continuará dependiendo de la distribución anterior
que viene determinada por decisiones humanas y no
puede interpretarse en un sentido científico. Otra cara
del problema es que los modelos no están diseñados
para cubrir el rango completo del comportamiento
o incertidumbre que se sabe que existe. No es algo
sorprendente, ya que todos los modelos se ajustan (tu-
nean) y mejoran para coincidir con las observaciones,
tanto como sea posible.
La fuerza del enfoque de los conjuntos de convenien-
cia radica en que cada modelo difiere substancialmen-
28.1 Predicciones de largo plazo 453
te en sus hipótesis estructurales y que cada uno de
ellos se ha examinado de forma extensiva. La credi-
bilidad de su predicción o proyección procede de la
evaluación de su simulación del clima actual frente
a un rango amplio de observaciones. Sin embargo,
existen limitaciones importantes en este enfoque. El
ensemble no ha sido diseñado para examinar el ran-
go de posibles resultados. Su tamaño es demasiado
pequeño (por regla general, del orden de 10-20 miem-
bros) para proporcionar estimaciones robustas de los
escenarios más probables y de las incertidumbres aso-
ciadas y por tanto, es difícil de utilizar en evaluaciones
de riesgos.
28.1.5 Predicción estacional: enfoques es-
tadístico y dinámico
Para la predicción a escala estacional coexisten dos
grandes corrientes metodológicas: la estadística y la
dinámica. En el caso de los enfoques dinámicos nos
centraremos en el sistema del ECMWF, mientras que
los estadísticos establecen las relaciones, observadas
en el pasado, entre la circulación general prevista
y las escalas locales, para prever los estados futu-
ros, y como ejemplo nos centraremos en el modelo
S-ClimWaRe desarrollado por Agencia Estatal de Me-
teorología (AEMET) para la predicción de la precipi-
tación invernal en España.
Como ejemplo de enfoque dinámico, el Sistema in-
tegrado del ECMWF (IFS [40], sec. 19.2 en la pági-
na 291) lidera la mejor predicción numérica del tiem-
po por conjuntos en el medio plazo [29, 30]. Tiene
también un rango de diferentes productos de predic-
ción con vencimientos de hasta varios meses (véase
Tabla para una lista completa de productos disponi-
bles). La predicción de alta resolución del ECMWF
tiene un horizonte de 10 días y una resolución hori-
zontal de unos 9 km con orografía de unos 16 km
(sec. 19.2 en la página 291). Las predicciones del
tiempo se basan frecuentemente en las técnicas de
ensembles para representar de forma adecuada las in-
certidumbres [49] y el ensemble del ECMWF consiste
en 51 predicciones emitidas dos veces al día con un
alcance de 15 días. La predicción mensual se integra
en esta predicción de 15 días extendiendo el rango de
predicción a 32 días dos veces por semana. El sistema
de predicción estacional se corre una vez al mes con
un tiempo de validez para varios meses (S4, [57]). A
estos sistemas se les incorporan unos suplementos,
como un conjunto de retropredicciones (hindcasts, en
la terminología inglesa), que son predicciones que se
han corrido a toro pasado para los últimos 18 años con
el modelo de predicción actual. Las retropredicciones
se usan, ya sea para calcular las climatologías de los
modelos (sec. 27.7.1 en la página 419), o bien para ca-
librar la predicción antes de su uso en las aplicaciones
derivadas.
El ECMWF, como se ha citado, realiza dos veces por
semana una predicción numérica hasta un mes. Las
predicciones mensuales (predicciones de 32 días) se
producen de forma operacional desde octubre de 2004,
aunque se habían iniciado ya en marzo de 2002. En
la configuración actual, las predicciones mensuales se
generan extendiendo las integraciones de conjunto de
15 días a 32 días dos veces por semana (a 00 UTC).
Las predicciones se basan en el SPC de medio plazo
(ECENS, 19.3 en la página 293) que forma parte del
Sistema de Predicción Integrado del ECMWF (IFS).
En la actualidad (2018), el ENS incluye una integra-
ción de 51 miembros con una resolución espectral
O640 (aproximadamente una resolución horizontal de
18 km) hasta el día de predicción 15, y O320 (unos
36 km) posteriormente (días 16-46). Las perturbacio-
nes iniciales se generan utilizando una combinación
de vectores singulares y perturbaciones generadas uti-
lizando asimilación de datos por conjuntos (EDA, [11,
39], sec. 16.2.5 en la página 248); por otro lado, las in-
certidumbres de los modelos se simulan recurriendo a
dos esquemas estocásticos ([4, 60, 67], sec. 17.4.4 en
la página 269). La climatología utilizada para calibrar
las predicciones en tiempo real se calcula utilizando
la serie de retropredicciones que incluye solo 5 miem-
bros de las integraciones de 32 días con la misma
configuración que las predicciones en tiempo real, em-
pezando en el mismo día y mes que la predicción en
tiempo real sobre los últimos 20 años (sec. 27.7.1 en la
página 419). Las retropredicciones son creadas un par
de semanas antes de la correspondiente predicción en
tiempo real. Esta estrategia para las retropredicciones
es diferente de la utilizada en la predicción estacional
donde la versión del modelo se congela durante unos
pocos años y las retropredicciones se crean tan solo
una vez. VITART [77] documentó que, en promedio,
la habilidad (skill, sec. 15.2.4 en la página 212) de
las predicciones mensuales para las semanas 2 a 4, ha
mejorado significativamente en la década pasada.
El sistema de predicción estacional del ECMWF con-
siste en un análisis oceánico para estimar el estado
inicial del océano, un modelo de circulación general
global acoplado océano-atmósfera para calcular la
evolución del océano y atmósfera, y una serie de
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posprocesos para crear productos de predicción a
partir de la salida numérica bruta (véase para más
detalle https://www.ecmwf.int/en/forecasts/
documentation-and-support/long-range).
Además de la predicción estacional que se hace cada
mes, se elabora una predicción anual cuatro veces al
año, siendo las fechas de comienzo el 1 de febrero, 1
de mayo, 1 de agosto y 1 de noviembre. El rango de
la predicción es 13 meses. Las predicciones de rango
anual se corren como una extensión de la predicción
estacional y se hacen utilizando el mismo modelo
pero con un tamaño del ensemble (número de miem-
bros, 13.4.1 en la página 173) más pequeño. Tanto
las retropredicciones como las predicciones en tiempo
real tienen un tamaño de 15 miembros. Las predic-
ciones de rango anual se diseñan principalmente para
proporcionar una predicción del fenómeno El Niño.
En el momento actual, tienen un estatus experimental
más que operacional.
28.1.6 Ejemplo de sistema de predicción
estacional: S-ClimWaRe
Como ejemplo de un modelo empírico sencillo de
predicción estacional tenemos el modelo S-ClimWaRe
desarrollado por AEMET [78].
Se denomina servicio climático al suministro de in-
formación climática que ayude a la toma de decisio-
nes, tanto de las personas como de las organizaciones.
Las predicciones climáticas estacionales son un com-
ponente fundamental de los servicios climáticos. El
proyecto europeo FP7 EUPORIAS (noviembre 2012 –
enero 2017 [13, 35]), ha trabajado en el desarrollo de
sistemas de previsión de impactos a escala estacional
y decadal para el apoyo a la toma de decisiones depen-
dientes del clima, siguiendo las directrices del Marco
Mundial para los Servicios Climáticos, y fomentando
el desarrollo de servicios climáticos en sectores clave,
incluyendo agua, energía, salud, transporte, agricultu-
ra y turismo. Un proyecto demostrativo del valor de
las predicciones estacionales, surgido en EUPORIAS
como «caso de estudio», es el servicio climático pi-
loto destinado a apoyar la gestión de los embalses en
España denominado S-ClimWaRe (Seasonal Climate
predictions in support of Water Reservoirs manage-
ment).
S-ClimWaRe está siendo puesto en funcionamiento
por un equipo multidisciplinar cuyos integrantes per-
tenecen a la Dirección General del Agua, las Con-
federaciones Hidrográficas del Ebro, Duero, Tajo y
Miño-Sil, AEMET, CETaqua (institución española
que trabaja en el ciclo integral del agua) y la Universi-
dad Politécnica de Valencia.
El «caso de estudio» S-ClimWaRe se apoya en el cono-
cimiento y predecibilidad de patrones atmosféricos (y
también en algunos casos oceánicos), que son impul-
sores o drivers de la variabilidad climática observada
en ciertos lugares y estaciones del año. La metodo-
logía que se ha empleado es una adaptación de la ya
utilizada en sistemas probados con éxito en otros paí-
ses, fundamentalmente de Asia y Norteamérica, y que
están basados en la predecibilidad del clima a escala
estacional que proporciona el fenómeno El Niño-La
Oscilación del Sur ([10], 29.2.1 en la página 484).
En el caso de S-ClimWaRe, se explota la conocida
influencia de la Oscilación del Atlántico Norte (NAO
[82], 29.2.2 en la página 485 y párrafo siguiente) en la
variabilidad hidrológica en amplias zonas de España
[65].
Figura 28.4: S-ClimWaRe: Un servicio climático desa-
rrollado en AEMET basado en predicción estacional
para apoyar la gestión de los embalses en España .
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Figura 28.5: Patrón espacial de la Oscilación del Atlántico Norte, NAO (izquierda) y su influencia en la precipitación
acumulada en el periodo invernal -noviembre a marzo- en un punto de Andalucía representada por diagramas de
cajas (boxplot) correspondientes a los inviernos con NAO positiva, neutra y negativa (derecha).
Oscilación del Atlántico Norte (North Atlantic Os-
cillation, NAO) y variabilidad de la precipitación in-
vernal en España. La estructura espacial de la NAO
en su fase positiva/negativa corresponde a anomalías
de presión negativas/positivas en la zona de Islan-
dia y a anomalías positivas/negativas en las latitudes
medias del Atlántico Norte, como se muestra en la
Figura 28.5, parte izquierda.
La NAO tiene una marcada influencia en la precipi-
tación invernal en gran parte de la España peninsu-
lar. En la Figura 28.5, parte derecha, se presenta un
ejemplo del impacto de este patrón atmosférico en
la variabilidad observada en la precipitación invernal
(de noviembre a marzo) desde 1951 hasta la actuali-
dad, en un punto de Andalucía oriental. Se representa,
mediante el uso de boxplots (ver sec. 13.6.8 en la pági-
na 183), la distribución estadística (mediana, cuartiles
y valores máximo y mínimo) de la precipitación inver-
nal en ese lugar, dependiendo de la fase de la NAO.
Se puede observar que los inviernos con NAO positi-
va/negativa se corresponden, en general, con periodos
secos/húmedos.
Gran parte de la variabilidad de la NAO es debida
a procesos internos de la dinámica atmosférica y a
sus retroalimentaciones, lo que hace que sea difícil
predecir correctamente este patrón atmosférico en ho-
rizontes de escala estacional por parte de la mayoría de
los modelos de circulación general océano-atmósfera
existentes [14]. Como consecuencia de ello, la habili-
dad de sus predicciones de precipitación en las zonas
fuertemente influenciadas por la fase de la NAO es
demasiado baja para poder ser de utilidad en la toma
de decisiones.
A pesar de ello, en invierno, una parte de la varia-
bilidad de la NAO puede ser forzada externamente
en escalas temporales largas, por ejemplo, por la ex-
tensión de la capa de nieve en Eurasia. COHEN y
JONES [17] han demostrado que, en invierno, este
importante patrón de variabilidad climática está aso-
ciado de forma estadísticamente significativa con el
avance de la cobertura de nieve en otoño en esta zona
del hemisferio norte. Científicos de la Universidad
de Cantabria, en colaboración con estos autores, han
puesto de manifiesto que existe una capacidad pre-
dictiva de la precipitación invernal en España basada
en este avance de la nieve [7]. Utilizando estos resul-
tados, en S-ClimWaRe se ha optado por utilizar una
formulación estadística para la predicción climática
estacional del próximo invierno, y se ha desarrollado
un modelo empírico de predicciones probabilistas de
aportaciones a los embalses y de precipitación utili-
zando el avance de la nieve en Eurasia en otoño como
fuente de predecibilidad de la NAO invernal, que a su
vez lo será de las aportaciones o de la precipitación
[78].
La incertidumbre de las predicciones estacionales ge-
neradas por este sistema estadístico se estima generan-
do un ensemble de predicciones, en el que los miem-
bros corresponden a distintas situaciones históricas, si
bien aparecen con una mayor, igual, o menor frecuen-
cia que la ocurrida en el pasado.
456 Física del caos en la predicción meteorológica Capítulo 28. Predicciones mensual, estacional y anual
Figura 28.6: Esquema del sistema estadístico de predicción estacional desarrollado en S-ClimWaRe.
Descripción del sistema empírico de predicción es-
tacional. En el desarrollo del sistema de predicción
estacional de aportaciones a los embalses se ha se-
guido la metodología propuesta por el International
Research Institute for Climate and Society [10]. Una
descripción completa del mismo puede encontrarse
en Voces et al. [78]. Se ilustra en la Figura 28.6
El módulo de predicción puesto en funcionamiento en
S-ClimWaRe consiste en un sistema estadístico para
pronosticar, a partir del avance de la nieve en Eurasia
(que se calcula a comienzos de noviembre utilizando
productos de observación satelitales), un ensemble de
valores de la aportación para el periodo invernal (de
noviembre a marzo) en cada uno de los embalses.
La predicción probabilista de aportaciones se realiza
en dos etapas:
1. La primera consiste en predecir la magnitud y
fase de la NAO en los próximos meses. Con
el valor del avance de la nieve se pronostica
el índice de este patrón invernal utilizando una
regresión lineal. La incertidumbre de este valor
previsto de la NAO se estima mediante el mues-
treo de una distribución normal centrada en el
valor del índice previsto de forma determinista,
generando así un ensemble de valores previstos
de la NAO invernal.
2. La segunda etapa de la predicción es local y se
realiza de forma independiente en cada uno de
los embalses. A partir del valor del índice de
la NAO previsto por cada uno de los miembros
del ensemble anterior se buscan, en la serie his-
tórica, las aportaciones al embalse ocurridas en
el pasado correspondientes a los K años con el
índice NAO invernal más parecido al previsto
por el miembro en cuestión. La utilización de
este algoritmo Knn (K-nearest neighbors [46]),
evita hacer hipótesis sobre la forma de la dis-
tribución estadística de la incertidumbre de las
predicciones de aportaciones en este segundo
paso de la predicción.
De esta forma, el ensemble de aportaciones generado
localmente en cada embalse está compuesto por 1500
valores de aportaciones tomados de su serie histórica.
Cada suceso tendrá una frecuencia asociada, el núme-
ro de veces que aparece en el ensemble de predicción.
Esta frecuencia está directamente relacionada con la
probabilidad de esa aportación.
El modelo desarrollado se aplica de forma similar a la
predicción estacional de la precipitación sin más que
sustituir la serie de valores observados de aportaciones
al embalse por la precipitación.
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Salidas del sistema. Las salidas del modelo empírico
de predicción estacional se posprocesan para generar
productos probabilistas y se verifican de forma similar
a las salidas de los modelos dinámicos de predicción
estacional. En S-ClimWaRe, el producto que se sumi-
nistra a los usuarios es la probabilidad de un invierno
húmedo, normal o seco, calculando la probabilidad
que la función de distribución, que forman los miem-
bros del ensemble, otorga a cada una de las categorías
definidas por los terciles de la serie de predicciones
invernales realizadas sobre un periodo histórico re-
trospectivo con las que se compara la predicción para
el próximo invierno. Para evaluar la precisión y habi-
lidad de estas predicciones probabilistas, se ha desa-
rrollado un paquete completo de verificación objetiva
con métricas estándar.
El servicio climático S-ClimWaRe, además del siste-
ma estadístico de predicción estacional probabilista
acompañado de su posproceso y verificación objetiva,
también incorpora herramientas de análisis de la va-
riabilidad hidrológica y climática ligadas a la NAO. A
estas herramientas y productos de predicción estacio-
nal se accede mediante un portal web de información,
basado en tecnología GIS (Geographical Information
Systems [50]), que está siendo diseñado conjuntamen-
te con los usuarios finales que integran el equipo de
trabajo. Para todo ello, S-ClimWaRe combina datos
de observación in situ hidrológicos y meteorológicos
con series de precipitación en malla, con productos sa-
telitales de cobertura de nieve y con la serie histórica
de índices de la NAO obtenidos a partir de reanálisis
atmosféricos. El servicio climático se completa con
el modelo de previsión de riesgos de los embalses
SIMRISK [33], desarrollado por la Universidad Po-
litécnica de Valencia, y que ha sido adaptado para
utilizar como entrada las predicciones probabilistas
de aportaciones a los embalses.
El sistema SIMRISK, alimentado por predicciones es-
tacionales de aportaciones producidas para un periodo
histórico retrospectivo, está produciendo previsiones
de riesgos de llenado de distintos niveles del embalse
y de satisfacción de la demanda para las distintas
condiciones que se dieron cada año del periodo. Estas
previsiones del estado del sistema permiten analizar
posibles oportunidades de actuación preventiva, tanto
en años de sequía como en aquellos muy húmedos en
los que se produjeron inundaciones. Los resultados
alcanzados en el servicio S-ClimWaRe completo en
2016 están disponibles en el informe online publicado
por el MAPAMA [79] (enlace actualizado 16-10-




El servicio climático S-ClimWaRe, que se ha desarro-
llado con una arquitectura modular, se basa en un ciclo
continuo de evaluación y desarrollo para satisfacer los
requisitos de los usuarios finales, a través de la mejora
de sus distintos componentes. Entre ellos, la evolución
hacia la utilización de salidas de los modelos climáti-
cos de circulación general océano-atmósfera, una vez
se consiga predecir el estado de la NAO del invierno
venidero con una mayor habilidad.
Figura 28.7: Área ROC ([32], sec. 15.9.6 en la página 231) para las categorías invierno húmedo/seco (columnas
izquierda/derecha) de las predicciones de aportaciones a cada uno de los embalses (barras de colores) y de la
precipitación (puntos negros).
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Evaluación de las predicciones probabilistas del sis-
tema empírico de predicción estacional. Los usua-
rios finales integrantes del equipo S-ClimWaRe, han
seleccionado una serie de embalses de las cuencas del
Duero, Tajo, Ebro, Miño-Sil y Guadalquivir, en los
que se ha probado la utilización de estas predicciones
climáticas estacionales probabilistas generadas con el
sistema empírico que se ha desarrollado.
La habilidad del sistema empírico empleado para pre-
decir la precipitación y las aportaciones a los embalses
en el próximo invierno, se ha evaluado mediante la rea-
lización de predicciones estacionales sobre un periodo
histórico retrospectivo, o hindcast, en el que no se han
incluido los datos del año a predecir (procedimiento
de validación cruzada [87]).
Los índices de verificación utilizados para evaluar las
predicciones probabilistas miden, entre otros, la capa-
cidad de discriminación (mediante el área ROC [32],
sec. 15.9.6 en la página 231), y la habilidad respecto a
la utilización de la climatología muestral (Brier Skill
Score [8, 42, 53], sec. 15.9.8 en la página 232), o el
coeficiente de correlación de la media del ensemble
de predicciones con la observación [78].
La Figura 28.7 muestra el valor del área ROC
([32], 15.9.6 en la página 231) para las categorías
invierno húmedo/seco (columnas izquierda/derecha)
de las predicciones de aportaciones a cada uno de
los embalses (barras de colores) y de la precipitación
(puntos negros). Para los casos en los que se haya ob-
servado a posteriori un evento (por ejemplo, invierno
húmedo), el sistema de predicción es capaz de discri-
minar positivamente la ocurrencia de la no ocurrencia
del evento si el valor del área ROC es superior a 0.5.
En el caso de una discriminación perfecta, el valor
del área ROC es igual a 1. Un valor del área ROC
igual a 0.5 se obtiene si el sistema de predicción no es
capaz de discriminar la ocurrencia de la no ocurrencia
del evento observado. Valores inferiores a 0.5 indican
una discriminación negativa del sistema de predicción,
y sugieren que con un invierno húmedo observado,
el sistema de predicción habría otorgado una mayor
probabilidad a que no fuera un invierno húmedo que
a lo contrario.
Los resultados obtenidos son muy satisfactorios en los
embalses del Guadalquivir, Duero, Tajo, Miño-Sil y el
embalse de Mansilla en la cuenca del Ebro, e indican
que se discrimina razonablemente bien en esas zonas
a comienzos de noviembre el carácter húmedo/seco
del siguiente trimestre invernal.
28.1.7 Fiabilidad
Un sistema de predicción se considera fiable si las
probabilidades de predicción para un suceso concuer-
dan con las frecuencias condicionales de la ocurrencia
real de ese suceso (sec. 15.9.4 en la página 226).
Las predicciones climáticas de largo plazo, exactas y
precisas, son imposibles de obtener debido a la natu-
raleza caótica del sistema climático. Las predicciones
estacionales son probabilistas, lo que significa que
proporcionan la probabilidad de ocurrencia de ciertos
resultados más que una predicción de tipo numérico o
de tipo si-no. Por esta razón, la información sobre la
fiabilidad de las predicciones climáticas es crucial pa-
ra cualquier usuario de información climática de cara
a saber la utilidad de esas predicciones para apoyar el
proceso de toma de decisiones.
Cuando se predice el clima futuro, deseamos utili-
zar el número mayor de modelos fiables y tener una
idea acerca de cuán fiables son esas predicciones. El
denominado diagrama de fiabilidad (sec. 15.9.4 en
la página 226) es una herramienta gráfica utilizada
para evaluar la fiabilidad de las predicciones proba-
bilistas, climáticas por ejemplo. Describe la relación
estadística entre la probabilidad de una predicción pre-
dicha y la frecuencia estadística condicionada con la
que se observa realmente la predicción. De un modo
muy general, las predicciones con una gran fiabilidad
tienen habilidad (skill) y son exactas desde el punto
de vista probabilista, lo que significa que tienen una
incertidumbre baja y, en consecuencia, un error de
predicción relativamente bajo (para profundizar es-
tos aspectos puede consultarse el capítulo dedicado a
verificación 15 en la página 207).
28.1.8 Tendencias actuales hacia el esque-
ma seamless
La multiplicación de los sistemas de predicción (corto
plazo, medio plazo, predicción mensual, predicción es-
tacional), cada uno con sus propias cadencias de actua-
lización suscita la cuestión de la claridad / visibilidad
y de la compatibilidad de los diferentes productos para
los usuarios. Ello lleva a los servicios meteorológicos
a subrayar el concepto de predicciones sin disconti-
nuidad o sin costuras (seamless forecasts, en inglés).
Este concepto puede describirse como la apuesta para
hacer compatibles predicciones de diferentes plazos,
atendiendo a su concepción de base, su contenido y
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su formato. Se habla de predicción sin costura para
la producción de predicciones a 24 h, a 10 días, a un
mes, a 6 meses, a 10 años, o incluso de escenarios
climáticos para el fin de siglo. Esta expresión enfatiza
la necesidad de la puesta en común de desarrollos
científicos y técnicos.
Desde hace aproximadamente una decena de años,
se observa una notable convergencia de métodos y
cuestionamientos científicos en la predicción del tiem-
po y del clima. La toma en consideración, cada vez
más completa, de las interacciones entre los diferentes
compartimentos del ambiente se ha vuelto necesaria y
conduce, más allá de las diferencias de escalas tempo-
rales y espaciales, a una semejanza técnica creciente
entre las herramientas de modelización del tiempo
y del clima, lo que permite contemplar economías
de desarrollo y de mantenimiento de los códigos. El
empuje creciente en el uso de las observaciones in
situ y satelitales para inicializar y validar los mode-
los numéricos es otra fuente de convergencia entre
los dominios de la meteorología y del clima. Estas
tendencias generales conducen a los servicios meteo-
rológicos a avanzar el concepto de las predicciones
«sin costuras» o «sin discontinuidad».
Uno de los grandes desafíos lanzados por el desa-
rrollo de los servicios climáticos es progresar en la
predicción de las fluctuaciones climáticas en esca-
las espaciales relativamente finas y para horizontes
temporales que van de la semana a la década. Estas
fluctuaciones se superponen a la tendencia de fondo
del cambio climático antrópico (por ejemplo, a pesar
de la tendencia hacia un clima más cálido y seco en
España debido al calentamiento global, debido a estas
fluctuaciones naturales superpuestas los meses de fe-
brero y marzo de 2018 fueron especialmente lluviosos
en España). Su predicción requiere progresos impor-
tantes en la comprensión de la variabilidad natural del
clima, que se traduce en oscilaciones climáticas. Hay
que comprender los mecanismos que hacen que estos
fenómenos se desarrollen, sus interacciones, evaluar
su predecibilidad y mejorar los aspectos del estado
inicial o de la física de los modelos que son esenciales
para su predicción. Resultados recientes subrayan, por
ejemplo, el papel probable de la convección nubosa
y de la estratosfera para favorecer la emergencia de
ciertas oscilaciones. Estos estudios deben tener tam-
bién en cuenta el océano, la humedad de los suelos,
la composición de la atmósfera, la criosfera y la va-
riabilidad solar, estudios que deben apoyarse en una
base larga de observaciones homogéneas del sistema
Tierra que se encuentran condicionadas en parte por
el desarrollo de los programas internacionales de los
reanálisis de la atmósfera, del océano y de las superfi-
cies continentales.
Sin embargo, este esfuerzo no ha concluido, ni es fá-
cil de continuar. El espectro de escalas, de procesos
y de usos a cubrir es cada vez más amplio, con el
desarrollo de la predicción a escala de los fenómenos
convectivos individuales (sec. 22.1.2 en la página 334
y sec. 22.1 en la página 334) y el acoplamiento con la
composición de la atmósfera. El uso creciente de mó-
dulos desarrollados inicialmente en marcos diferentes
exige esfuerzos importantes para garantizar la compa-
tibilidad y la versatilidad de las diferentes opciones.
Se precisarán nuevos esfuerzos de racionalización de
los códigos para proseguir la elaboración de un ensem-
ble durable y unificado al servicio de la predicción
del tiempo y del clima. En esta línea, el enfoque de
unificación de los códigos se extenderá al dominio
de la química de la atmósfera. Una nueva bibliote-
ca (library) común de códigos para la predicción de
la calidad del aire y el estudio de las interacciones
química-clima se desarrollará y será progresivamente
implantada en las herramientas actuales. Integrará los
avances procedentes del conjunto de la comunidad
científica francesa en química de la atmósfera.
Ya CHRISTOPHE CASSOU en 2008 mencionaba que
salvar el salto entre las escalas espacio-temporales
de tiempo y clima constituía un reto significativo al
que se enfrentaba la comunidad atmosférica. En con-
creto, el progreso tanto en el rango de medio plazo
y en la predicción climática, desde la estacional a la
interanual, reside en nuestra comprensión de los pa-
trones de tiempo recurrentes y en la identificación de
causas específicas responsables del favorecimiento de
su ocurrencia, persistencia o transición. Dentro de este
marco de referencia, se presentan pruebas de que la
principal oscilación climática intraestacional en los
trópicos es la oscilación de MADDEN-JULIAN (MJO
[52], de sus siglas en inglés) que controla parte de la
distribución y secuencias de los cuatro tipos de tiem-
po definidos en la región Atlántico Norte-Europa en
invierno. Los regímenes de la oscilación del Atlántico
Norte (NAO) son los más afectados, permiten la pre-
decibilidad de su fase para el medio plazo, excediendo
el límite de una semana que se le asocia a menudo.
La relación tropical-extratropical -con retardo-, es asi-
métrica. Los eventos NAO (+) responden fundamen-
talmente a un tren de ondas de baja frecuencia en las
latitudes medias iniciada por la MJO en el centro y
oeste del Pacífico tropical oeste y que se propaga ha-
cia el este. Los precursores para los eventos NAO (-)
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se encuentran en el este del Pacífico tropical-Atlántico
occidental, conduciendo a cambios a lo largo de las
trayectorias de tormentas (storm tracks, en inglés) del
Atlántico Norte. Los diagnósticos de roturas de onda
tienden a apoyar el precondicionamiento de la MJO
y el papel de los torbellinos transitorios al establecer
la fase de la NAO. Esta prometedora habilidad (skill)
podría ser de importancia considerando la estrecha re-
lación entre los regímenes de tiempo y las condiciones
medias y las probabilidades de sucesos extremos en
Europa. Estos descubrimientos son útiles para acen-
tuar todavía más la necesidad de simular y predecir
mejor la dinámica del acoplamiento océano-atmósfera
en la región tropical, que es una fuente de la predeci-
bilidad de medio a largo plazo (talón de Aquiles de la
predicción sin costuras).
Si el mismo SPC (ensemble multimodelo) se utiliza
tanto para predicción estacional como para predicción
de cambio climático, entonces la validación de las
predicciones probabilistas en la escala de tiempo más
corta puede utilizarse para mejorar la veracidad de
las predicciones probabilistas en la escala de tiempo
más larga. Esta mejora vendría de los procesos de eva-
luación en común entre la predicción estacional y las
escalas temporales de la proyección climática, tales
como la respuesta atmosférica a las temperaturas de
la superficie del mar. Conviene insistir que procesos
tales como el acoplamiento atmósfera-océano, que
son relevantes para el problema de la predicción esta-
cional, también desempeñan un papel en determinar
el impacto de algún forzamiento climático dado, en
el mismo sistema climático. La técnica de calibración
proporciona una manera de cuantificar la debilidad
en aquellos enlaces a la cadena común, tanto en la
predicción estacional como en las escalas de tiempo
del cambio climático.
28.2 Predicción mensual
La principal motivación para la predicción mensual
es investigar la predecibilidad en el rango temporal
de 10 a 30 días. Se trata de una escala temporal a
caballo entre la predicción de tiempo a plazo medio y
la predicción estacional, representando dos problemas
diferentes. La predicción de tiempo a plazo medio
es esencialmente un problema de valores iniciales at-
mosféricos, ya que esta escala temporal es demasiado
corta para que las variaciones en el océano tengan un
impacto significativo en la circulación atmosférica. A
partir de diez días, la variación de los océanos tiene
una influencia significativa en la atmósfera. Por tanto,
hay que tenerla en cuenta en los modelos que simulan
su evolución. Al utilizar modelos acoplados océano-
atmósfera, es posible también prever las condiciones
medias de temperatura y de precipitaciones más allá
de 10 días.
El rango temporal de 10 a 30 días es probablemente
suficientemente corto para que la atmósfera conserve
la memoria de su condición inicial y lo suficientemen-
te largo para que la variabilidad oceánica pueda tener
un impacto en la circulación atmosférica. En conse-
cuencia, las predicciones mensuales del ECMWF se
producen a partir de integraciones acopladas océano-
atmósfera.
Una importante fuente de predecibilidad sobre Euro-
pa en el rango 10-30 días se cree que podría atribuir-
se a la MJO [23]. La MJO es una oscilación tropi-
cal de periodo comprendido entre 40-50 días. Varios
artículos (p. ej. [25]) sugieren que el acoplamiento
océano-atmósfera tiene un impacto significativo en
la velocidad de propagación de un evento MJO en
el Índico ecuatorial y en el Pacífico occidental. En
consecuencia, el uso de un sistema acoplado océano-
atmósfera facilitaría la captación de algunos aspectos
de la variabilidad de la MJO.
28.2.1 Particularidades de las predicciones
mensuales del ECMWF
Se ha comprobado que la habilidad de las prediccio-
nes mensuales del ECMWF ha mejorado desde su
inicio. Las mejoras en las puntuaciones (scores en
inglés, ver sec. 15.2.3 en la página 211) relaciona-
das con la habilidad son, en particular, grandes para
la predicción de la MJO, una fuente importante de
predecibilidad en la escala de tiempo subestacional.
Respecto a las regiones extratropicales del hemisferio
norte, la habilidad de la predicción de la NAO y de
las anomalías de temperatura a 2 metros también ha
aumentado. VITART [77] muestra que una proporción
grande de las mejoras en las puntuaciones de la habi-
lidad de la NAO podrían atribuirse a las mejoras en
la predicción de la MJO. Esas mejoras son debidas
a una combinación de mejoramientos en el modelo,
condiciones iniciales (asociadas con mejores esque-
mas de asimilación de datos, mejoras de modelo y uso
de nuevos sistemas de observación) y diseño de SPC
más fidedignos al perfeccionar la simulación de las
incertidumbres. Indirectamente, los cambios recientes
en el ECENS de medio plazo ayudarán a aumentar la
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habilidad de la predicción subestacional. Los cambios
futuros incluirán la implementación de un modelo de
hielo marino en lugar de un hielo marino persistente y
una mayor resolución del modelo oceánico (de 1° a
¼°).
28.2.2 Productos
Dos veces por semana, el ECENS (días 1-15) se ex-
tiende hasta 46 días (días 16-46). Los productos del
así llamado ENS extendido o mensuales comprenden
ensembles de predicciones individuales y posproce-
sos de condiciones promedio (por ejemplo, promedios
semanales) así como la incertidumbre asociada (más
información en [80] y [31]). Los siguientes subcon-
juntos están disponibles en las pasadas de los lunes
y jueves: (VI-i) Medias semanales de las medias de
ensemble (incluyendo productos de retropredicción);
(VI-ii) Anomalías medias semanales de las medias
del ensemble; (VI-iii) Medias semanales de los miem-
bros individuales del ensemble (incluyendo productos
de retropredicción); (VI-iv) Anomalías medias sema-
nales de los miembros individuales del ensemble ;
(VI-v) Pasadas de predicción individuales (incluyen-
do productos de retropredicción); (VI-vi) Probabili-
dades (productos semanales). La Figura 28.8 muestra
algunos ejemplos.
Figura 28.8: Anomalías medias semanales respecto al clima de los últimos 20 años. El mapa superior izquierdo
corresponde a las anomalías calculadas utilizando el análisis operacional del ECMWF y reanálisis para una
semana dada. Los otros paneles corresponden a las ocho predicciones mensuales empezando una semana aparte y
verificando en esa semana. Las anomalías del ensemble son relativas al clima del ensemble, calculando a partir
de las estadísticas. Aquellas áreas en las que la predicción del ensemble no es significativamente diferente de su
climatología, de acuerdo con el test de WILCOXON-MANN-WHITNEY (WMW [87]), aparecen en blanco. El rango
temporal de las predicciones es día 1-7, 5-11, 8-14, 12-18, 15-21, 19-25, 22-28 y 26-32. Esta figura da una idea
de hasta qué punto las anomalías predichas verifican con el análisis del ECMWF e igualmente informan sobre la
consistencia entre las predicciones mensuales de una semana a la siguiente (fuente: ECMWF)
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Figura 28.9: Penachos de anomalías medias mensuales (en rojo) de SST y anomalía de la temperatura observada
para los seis meses precedentes (negro). Ver texto. Fuente: MetOffice.
Posteriormente los predictores de los grandes cen-
tros, analizan estos resultados a escala del país para
elaborar el boletín de predicciones mensuales. Contra-
riamente, a las predicciones de escala de varios días,
no se trata de informaciones detalladas y cifradas,
sino de predicciones cualitativas que informan sobre
la situación general esperada (perturbada, estable) y
las grandes tendencias para la temperatura (superior
o inferior a las normales) y las precipitaciones. Se
presentan dos plazos:
para la primera semana: el escenario más probable
en términos de temperatura y precipitaciones en
cada país
para las dos semanas siguientes: la tendencia más
probable únicamente para las temperaturas y sola-
mente cuando un escenario dominante emerge de
las simulaciones numéricas. La fiabilidad de las
predicciones para las precipitaciones es insuficiente
en este vencimiento.
La Figura 28.9 muestra otro ejemplo de producto, pro-
cedente en este caso de MetOffice. Para cada una de
las distintas regiones del Pacífico tropical ecuatorial,
en este caso la región Niño3.4, los gráficos de predic-
ción (denominados penachos) muestran el promedio
de las anomalías medias mensuales de las SST para
cada miembro del ensemble (líneas rojas). La anoma-
lía de la temperatura observada para los seis meses
que preceden a la predicción se representa por una
línea continua negra (fuente: MetOffice)
28.3 Predicción estacional y anual
A pesar de la naturaleza caótica de la atmósfera, la pre-
dicción estacional ha mostrado que es posible prever
el estado medio de la atmósfera en los próximos tres a
seis meses [61]. La predicción estacional se presenta
bajo forma de predicciones cualitativas que informan
sobre las grandes tendencias; es decir, si la próxima
estación será más cálida o más fría, más seca o más
húmeda que la normal, o próxima a la normal.
Como contraste con una simulación climática, una
predicción estacional depende de manera crítica de
una inicialización basada en la observación del sis-
tema acoplado. Las predicciones resultantes inten-
tan proporcionar información acerca de la evolución
probable del sistema climático observado en las es-
taciones venideras. Sin embargo, conforme el rango
de predicción aumenta, la importancia de las condi-
ciones iniciales declina y los efectos del forzamiento
externo empiezan a ser cada vez más importantes (Fi-
gura 28.10 en la página siguiente).
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Figura 28.10: Importancia relativa de las condiciones iniciales y de contorno para las predicciones según las
diferencias escalas temporales. (Fig. 1.2 de KIRTMAN et al. 2013 [43]).
La predecibilidad atmosférica estacional es mayor
en ciertas regiones del globo y en ciertos periodos
del año. En las regiones tropicales, la temperatura de
superficie del océano pilota de forma intensa la circu-
lación atmosférica mientras que la variabilidad natural
del clima no es muy grande allí. La predecibilidad se
acrecienta, por tanto, en esas regiones. En nuestras
latitudes y en invierno, las teleconexiones con los tró-
picos son más fuertes que en verano, lo que aumenta
la predecibilidad en el hemisferio norte y en Europa
[61, 85].
La predicción estacional reposa en la modelización
numérica del clima y en el acoplamiento entre sus
diferentes actores. Es importante subrayar, que nos es-
tamos refiriendo a una predicción de un estado medio
(clima) y no de una cronología de estados instantáneos
(tiempos). Se trata de una predicción de naturaleza
probabilista, que puede ser útil en un contexto de ges-
tión del riesgo climático, de toma de decisiones y
de actividades sensibles a la meteorología (principal-
mente económicas). Tiene un valor añadido que es
variable, en función de la zona, de la estación, del año
y del parámetro. La predicción estacional representa
pues la primera etapa de la adaptación a la variabilidad
climática actual.
A pesar de su fiabilidad limitada en nuestras latitu-
des, este tipo de predicciones presentan un interés
incuestionable para los responsables de las tomas de
decisiones cuya actividad, muestre alguna dependen-
cia de la meteorología (por ejemplo, energía, seguros,
agricultura, hidrología). Siempre que se atisbe una
tendencia, constituyen una información suplementaria
con respecto a la climatología (el clima medio en un
lugar y en un periodo dado). Asociados a otros da-
tos, estas predicciones permitirán entonces anticipar
y adoptar decisiones en plazos del orden de algunos
meses.
Un aspecto interesante suscitado en relación con la
fiabilidad fue la noción de ventanas de oportunidad
en Europa. Este concepto relaciona el hecho, de que
en determinadas épocas, ciertas influencias/ factores
que confieren predecibilidad serán más intensos y/
o actuarán de manera conjunta. En tales situaciones,
las señales en la predicción probablemente serán más
intensas y la confianza en las predicciones climáti-
cas puede ser mayor que lo que indicaría la habilidad
promedio. Esas ventanas de oportunidad pueden fa-
vorecer el uso - de las predicciones climáticas para
algunos usuarios dependiendo del fenómeno, umbra-
les y decisiones implicadas [69].
La dificultad de evaluar una predicción estacional ha
retardado mucho tiempo el consenso sobre la validez
de su enfoque científico. En la predicción a corto pla-
zo, se puede evaluar al cabo de algunos meses la tasa
de acierto y de fracaso de un sistema de predicción.
En predicción estacional, habrá que esperar décadas
para elaborar un juicio fiable. Por tanto, nos volvemos
hacia el pasado, produciendo lo que se llama retro-
predicciones. Una retropredicción es una predicción
producida retrospectivamente, años más tarde, pero
sin hacer trampas, es decir, no utilizando ninguna in-
formación posterior al instante inicial de la predicción.
Estas retropredicciones deben cubrir un periodo a la
vez largo (por razones estadísticas) y reciente (por ra-
zones de homogeneidad del sistema de observación).
Las aplicaciones operacionales hacen empezar este
periodo en 1993 (comienzo de la observación altimé-
trica satelital), mientras que las evaluaciones en modo
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investigación comienzan en 1979 (inicio de la obser-
vación global de la temperatura del océano por los
satélites).
El empleo de predicciones medias anuales todavía
no está muy extendido, en parte debido a su relativa
novedad, la falta de evaluaciones del nivel asociado
de predecibilidad y la calidad de la predicción, y, por
último, la escasez de aplicaciones. Sin embargo, las
predicciones medias anuales se han utilizado hasta
ahora para entender y predecir la causa de la variabili-
dad interanual dentro de la señal del cambio climático
subyacente, permitiendo la monitorización a corto
plazo del progreso de cambio climático. Así, si por
ejemplo, se espera un año frío, debido por ejemplo a
la influencia de un evento La Niña, consideraciones
acerca de la variabilidad natural impuesta al calen-
tamiento tendrían más peso en la predicción de la
variabilidad media anual.
Aunque la calidad de la predicción media anual se
reduce con respecto a las predicciones estacionales
con alcances más cortos, existe un número sustancial
de casos con habilidad positiva, lo que puede conducir
al desarrollo de aplicaciones específicas de este tipo
de predicción. Como en el caso de predicciones de
la escala de tiempo estacional, el multimodelo mues-
tra frecuentemente un mejor calidad de predicción
que los otros experimentos mencionados en DOBLAS-
REYES ET AL. 2009 [19], aunque sea principalmente
debido al mayor tamaño del ensemble.
28.3.1 Particularidades del sistema de pre-
dicción estacional del ECMWF
El papel constituido por el océano y sus intercambios
con la atmósfera son cruciales en esa escala tempo-
ral [48]. Las predicciones del sistema así constituido,
contienen incertidumbres, principalmente asociadas
al desconocimiento de las condiciones iniciales y de
la física simplificada del modelo.
Para paliar el problema de incertidumbre de las con-
diciones iniciales, el modelo global se integra varias
veces a partir de inicializaciones realistas, un poco
diferentes unas de las otras. Se obtiene así un ensem-
ble de predicciones que describe los futuros estados
posibles, teniendo en cuenta una cierta incertidumbre
de las condiciones iniciales. Para tener en cuenta la
incertidumbre debida a la modelización, una solución
consiste en recurrir a varios modelos globales, desem-
bocando así en una predicción multimodelo. El valor
de la predicción multimodelo se ha explorado en par-
ticular en los proyectos DEMETER (Development of
a European Multi-model Ensemble System for Seaso-
nal to Interannual Prediction [62]) y ENSEMBLES
(Ensemble-based Predictions of Climate Changes and
their Impacts [36, 75, 84]).
El ECMWF ha liderado las predicciones estacionales
desde hace muchos años. La investigación en la pre-
decibilidad de las escalas estacionales al comienzo de
la década de 1990, condujo a la implementación del
primer sistema de predicción estacional del ECMWF
basado en un modelo acoplado océano-atmósfera en
1997. En noviembre de 2011, el último sistema de
predicción estacional Sistema 4 entró en operación.
Este Sistema de predicción estacional del ECMWF
[71] será sustituido en breve por un sistema mejora-
do denominado SEAS5. Se espera que proporcione
incluso predicciones estacionales de mayor calidad
en los trópicos y predicciones estacionales de hielo
marino. Otro avance importante es que se corresponde
bien con el sistema de rango extendido del ECMWF.
Esto marca un paso significativo en el camino hacia la
predicción sin costuras a través de un rango completo
de escalas temporales, desde el rango medio hacia las
predicciones estacionales.
El 11 de julio de 2017 [12] entró en vigor una actuali-
zación sustancial. El nuevo ciclo incluye cambios en
el modelo; en el número y uso de las observaciones; en
la infraestructura del software; y en el procedimiento
de asimilación utilizado para generar las condiciones
iniciales de las predicciones. La actualización ha teni-
do un impacto positivo en la habilidad de la predicción
en las predicciones de plazo medio y mensuales.
La estrategia de diez años adoptada por el ECMWF
en 2016 incluyó dos objetivos científicos clave cara a
conseguir la mejora de la habilidad de la predicción a
plazo medio: una estimación más precisa del estado
inicial, una representación coherente de la incertidum-
bre asociada con las observaciones y el modelo; y una
mejor representación de los procesos físicos y quí-
micos junto con las interacciones entre las diferentes
componentes del sistema Tierra. Esto permite el uso
de más observaciones y mejora su asimilación, inclu-
yendo además cambios en los esquemas de radiación y
convección junto con una nueva climatología de aero-
soles, proporcionando, por tanto, una representación
mejorada de los procesos del sistema Tierra. Ambos
desarrollos han conducido a mejoras significativas en
la habilidad de la predicción.
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Resulta importante tener en mente que los sistemas de
predicción operacionales necesitan considerar cues-
tiones prácticas a la vez que la base científica de las
predicciones y productos. La experiencia ha venido
a demostrar que el control de calidad es una parte
importante del Sistema multimodelo, ya que pueden
presentarse una amplia variedad de problemas y erro-
res.
Por otra parte, está el EUROSIP, un Sistema de pre-
dicción estacional multimodelo, consistente en un nú-
mero de sistemas de predicción estacional acoplados
independientemente, integrados en un marco de refe-
rencia común. Surgió a consecuencia de los resultados
tan alentadores del Proyecto DEMETER y de otros
proyectos, quienes establecieron los beneficios cien-
tíficos conseguidos al combinar las predicciones de
cinco modelos (francés, inglés, americano, japonés y
el modelo del ECMWF). En 2015 se puso operativa la
versión 5 del sistema de Météo-France que es bastante
próxima a la versión del modelo del sistema Tierra
que se utilizará para el próximo informe del IPCC
(AR6). Cada dos o tres años se llevarán a cabo ciclos
de mejora. Su establecimiento intensificará los esfuer-
zos sobre la evaluación de la predecibilidad decadal
del clima, en colaboración con el Cerfacs (Centre
Européen de Recherche et de formation avancée en
calcul scientifique).
En un desarrollo separado, el Servicio de Cambio Cli-
mático de Copernicus (C3S) está probando un prototi-
po de servicio de predicción estacional que ofrecerá
predicciones multimodelo de El Niño y que se espe-
ra que sustituya al sistema multimodelo EUROSIP
en una fecha oportuna. Los suministradores princi-
pales son el ECMWF, la MetOffice y Météo-France.
Además, el Centro Euro-Mediterráneo sobre Cambio
Climático Italiano (CMCC) y el Servicio Meteorológi-
co Nacional Alemán (DWD) empezarán a enviar datos
para su incorporación en el paquete de productos del
servicio durante 2017. Se juntarán con el NCEP y
el JMA. Para más información, véase BROOKSHAW
[9]. Los datos de todos los modelos participantes se
archivan en el ECMWF, pudiéndose acceder a ellos
mediante el acatamiento de los términos de la política
de datos de EUROSIP.
28.3.2 Productos (estacional)
Las predicciones estacionales se elaboran esencial-
mente para ser difundidas hacia todos los usuarios
potenciales bajo forma de mapas o boletines a través
de la web (ECMWF). Las consecuencias de un suceso
cálido en el Pacífico ecuatorial (El Niño) están sufi-
cientemente documentadas para que una predicción
de la ocurrencia de este fenómeno sea interpretado en
términos de sequías, riesgo de inundaciones, etc.
Existen, igualmente, aplicaciones de las predicciones
estacionales desarrolladas para un uso preciso. Hay
que destacar que, sobre todo en las regiones tropi-
cales donde las puntuaciones son más elevadas, es
donde existe una colaboración más estrecha entre los
predictores y los usuarios, en general, mediante una
adaptación estadística. Este tipo de enfoque requiere
retropredicciones sobre plazos largos y cambios de
versión poco frecuentes. Por eso, la gestión de una
presa en el río Senegal incluye una componente de
predicción estacional [2]. En América del Sur, se han
realizado un cierto número de adaptaciones estadísti-
cas por el consorcio Eurobrisa.
Los productos numéricos generados por el Sistema
de predicción estacional del ECMWF [71] contienen
información acerca de lo que cabría esperar en esca-
las de tiempo estacionales, pero no hay que olvidar
que también contienen errores. No se recomienda un
uso irreflexivo de los productos de predicción numéri-
cos en bruto. Las predicciones tienen que prepararse
cuidadosamente para los usuarios, tal vez combinan-
do datos de varias fuentes empíricas y/o numéricas.
La creación y la emisión de declaraciones de predic-
ción preparadas de forma debida no es una misión del
ECMWF, sino que es responsabilidad de los Servi-
cios Meteorológicos Nacionales o las organizaciones
internacionales responsables. Los mapas de proba-
bilidad que aparecen en las páginas web están «sin
calibrar», esto es, representan directamente las salidas
del modelo, y no se ha aplicado ningún ajuste a las
probabilidades para que tengan en cuenta los errores
del modelo.
El ECMWF genera además un número de productos
multimodelo que son creados a partir de la salida in-
tegrada de los modelos componentes del sistema EU-
ROSIP. Su referencia oficial es productos EUROSIP.
La mayoría de estos productos se proporcionan tan
solo en formato gráfico, aunque también se encuen-
tran disponibles algunos datos en formato numérico.
El acceso a estos productos multimodelo es análogo
al acceso de cualquier producto del ECMWF.
Los datos procedentes de los modelos individuales se
archivan también en el ECMWF, pero en este caso,
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el acceso está sujeto a los términos especificados en
la política de datos de EUROSIP (información más
detallada en [81]).
En el Sistema multimodelo EUROSIP, las incertidum-
bres debidas a los errores de los modelos se encuen-
tran mejor representadas, en consecuencia, la predic-
ción EUROSIP es más fiable. Pueden encontrarse
mejoras del sistema de predicción estacional y sus
productos en las referencias [1, 58, 76].
La variedad de los productos gráficos se diseña para
mostrar perspectivas diferentes acerca del futuro pre-
dicho para el modelo. No existe ningún gráfico que
pueda representar la cantidad ingente de información
contenida en el ensemble de predicción.
Los productos de datos proporcionan acceso a valores
de predicción cuantitativos y permiten la creación de
un rango casi ilimitado de productos de predicción
específicos de cada usuario. Mostraremos aquí unos
pocos ejemplos.
Penachos. La Figura 28.11 muestra las regiones de El
Niño donde se calculan los gráficos conocidos como
penachos.
Las predicciones de las anomalías de la temperatu-
ra de la superficie del mar en el Pacífico Ecuatorial
promediadas sobre las áreas arriba mencionadas se
muestran en gráficas tanto anuales como estacionales
(Figura 28.12).
Las anomalías medias mensuales predichas para cada
miembro individual del ensemble se muestran como
manchas rojas unidas por curvas rojas finas, y el aná-
lisis verificante, cuando se encuentra disponible se
representa por una curva azul a trazos gruesos.
Figura 28.11: Regiones de El Niño en el Pacífico: Niño-
3, (5N-5S, 90-150W) Niño-3.4 (5N-5S, 120-170W) y
Niño-4 (5N-5S, 160E- 150W)
Figura 28.12: Penachos de las anomalías medias men-
suales de SST para la región NINO3. Fuente: ECMWF.
Las predicciones empiezan el 1 de cada mes, y la
anomalía media mensual para ese mes es el primer
valor ploteado. Esto se junta con la anomalía media
mensual procedente (observada) con una línea a tra-
zos que representa la continuidad de la predicción con
el análisis. Es importante notar que las líneas no re-
presentan la evolución continua de las SST sino que
sencillamente conectan los valores mensuales.
Gráficas de verificación. Junto con los gráficos de
penachos de El Niño, se muestran estadísticas de ve-
rificación basadas en las predicciones pasadas o re-
tropredicciones [58]. EL sistema 4 tiene un balance
dispersión-error mucho mejor que sistemas de predic-
ción anteriores, particularmente en el Pacífico oriental
(no mostrado). En el Niño4, sin embargo, los errores
siguen siendo con frecuencia mucho mayores de lo
que la anchura del penacho podría sugerir.
Mapas espaciales. Los mapas espaciales se producen
mostrando las anomalías predichas por los modelos
en cantidades promediadas estacionalmente. En la ma-
yoría de los casos, se producen gráficos globales y
regionales, aunque los globales y los de latitudes me-
dias no se encuentran disponibles al público. Cada
gráfico se etiqueta con el periodo de su validez, por
ejemplo OND 2017 es el periodo trimestral octubre
2017-diciembre 2017. Se da la fecha de arranque de la
predicción (p. ej. 01-09-2017 en la Figura 28.13 en la
página siguiente) así como el número de integraciones
del modelo en el ensemble de predicción y el número
utilizado para definir el clima.
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Figura 28.13: Los productos de datos proporcionan acceso a valores de predicción cuantitativos, y permiten la
creación de un casi ilimitado rango de productos de predicción específicos de cada usuario. Los estados miembros
del ECMWF tienen acceso a todos los datos directamente a través del sistema de archivo, y/o obtener datos de
predicción atmosférica en tiempo real a través de la diseminación. Fuente: ECMWF.
Mapas de terciles. Cada mes, los especialistas en cli-
ma de los países que elaboran la predicción estacional
examinan el sistema climático global (observaciones
de los océanos, de la atmósfera y de los hielos mari-
nos) y analizan los resultados de los diferentes mo-
delos de predicción estacional (sistema EUROSIP y
otros modelos). Establecen, en colaboración con in-
vestigadores especialistas en modelización y oceanó-
grafos, una síntesis de estas predicciones estacionales
para el próximo trimestre. Esta síntesis es de gran
ayuda en la elaboración del boletín disponible en la
página web.
Puede suceder que las predicciones de dos modelos es-
tén en desacuerdo. Así, existen en Europa (EUROSIP),
en América del Norte (NMME) y en Asia (APCC)
consorcios que combinan las predicciones de varios
modelos. Estas predicciones son accesibles gratuita-
mente bajo forma de mapas o boletines.
La predecibilidad estacional en la región mediterrá-
nea es muy pequeña excepto en las llamadas ventanas
de oportunidad. Para solventar este problema, se re-
comienda el uso de todas las piezas de información
posibles (modelos acoplados y algoritmos empíricos).
Al manejar muchas fuentes de información, se impone
la necesidad de integrarlas en un marco probabilista
que combine de una manera óptima todas las fuentes
de información; y, por último, las predicciones y ve-
rificaciones, ambas en una forma probabilista, tienen
que asociarse a la toma de decisiones.
Figura 28.14: Predicción para el verano (JJA 2017) en el área de MedCOF de la temperatura (izquierda) y la
precipitación (derecha).
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En el seno de MedCOF, el foro regional del clima pa-
ra la región mediterránea (http://medcof.aemet.es,
véase sec. 28.4 en la página siguiente para más deta-
lle), se emiten al año dos predicciones estacionales
(para invierno y verano) para la precipitación y la
temperatura, elaboradas por consenso. Se trata de una
predicción basada en la salida de modelos dinámicos,
modelos estadísticos y teleconexiones conocidas de
las características climáticas a gran escala.
La Figura 28.14 en la página anterior muestra la pre-
dicción probabilista (por consenso) para las catego-
rías en terciles de las anomalías para la temperatura
media estacional (precipitación media estacional) y,
similarmente, la precipitación, respecto al periodo
1981-2010. Debido a la tendencia de calentamiento
del clima, las anomalías se encuentran afectadas por
el periodo de referencia seleccionado.
Las temperaturas serán probablemente más cálidas de
lo normal sobre la mayor parte del dominio de Med-
COF (Figura 28.14 en la página anterior izquierda),
siendo el tercil cálido más probable sobre la mayor
parte de la región suroriental del dominio. La señal
generalizada -relativamente cálida- es probable que
lo sea parcialmente debido a la tendencia de calenta-
miento climático de fondo. Aunque las incertidumbres
de la precipitación son mayores que para la tempera-
tura, sobre la parte oriental del dominio se encuentra
favorecido un fuerte y persistente verano, más seco de
lo normal (principalmente procedente del modelo del
ECMWF).
Para el resto de la región, no se aprecia en las pre-
dicciones una señal a gran escala de precipitación
(Figura 28.14 en la página anterior derecha). La pre-
dicción climatológica (33, 33, 33) sobre la parte sur
del dominio implica igualmente el hecho de que no
se puede proporcionar una precipitación significativa
para esas áreas en esta estación.
En AEMET existen actualmente varios sistemas de
predicción estacional basados en modelos acoplados
atmósfera-océano y en algoritmos empíricos. La pre-
dicción estacional operativa se realiza entre los días
25 y 30 de cada mes. Se realiza para los tres meses
siguientes. Se trata de una predicción probabilista en
forma de terciles. En particular, es una predicción por
consenso obtenida analizando la información suminis-
trada por todos los modelos disponibles. Se encuentra
disponible en la web externa http://www.aemet.es/
es/serviciosclimaticos/prediccion_estacional
EUROSIP. Se observa (Figura 28.15) que la predic-
ción estacional multimodelo EUROSIP del 1 de sep-
tiembre de 2016 (disponible a partir del 15 de septiem-
bre) muestra alguna indicación de alta probabilidad
de sequía en el oeste de Kenia y el sur de Etiopía
pero no en Somalia, a pesar de existir una buena pre-
dicción de La Niña (https://wwa.climatecentral.
org/analyses/somalia-drought-2016-2017).
IRI. Otro ejemplo de predicción estacional emitido
por el Instituto de Investigación Internacional para la
Predicción Climática (IRI) de EE. UU. en agosto de
2017, referida a la predicción de probabilidad multi-
modelo para la precipitación para el otoño (SON 2017)
se muestra en la Figura 28.16 en la página siguiente.
Figura 28.15: Predicción multimodelo EUROSIP para la probabilidad de la precipitación octubre-diciembre en el
20% más bajo de la distribución climatológica con el tiempo de referencia del análisis el 1 de septiembre de 2016
(disponible el 15 de septiembre de 2016).
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Figura 28.16: Probabilidades intensificadas de precipitación por debajo de lo normal para México y el sureste de
EE. UU. desde octubre-diciembre hasta enero-marzo, y en parte del sureste de Sudamérica desde octubre-diciembre
hasta diciembre-febrero. Se intensifican las probabilidades de predecir precipitación sobre lo normal en el norte de
Sudamérica y la mayor parte de Indonesia y partes de Australia oriental desde octubre-diciembre hasta enero-marzo.
28.3.3 Descripción del sistema ECMWF
(predicción anual)
Además de la predicción estacional que se hace ca-
da mes, se elabora una predicción de rango anual o,
simplemente, predicción anual cuatro veces al año,
siendo las fechas de comienzo el 1 de febrero, 1 de
mayo, 1 de agosto y 1 de noviembre. El rango de la
predicción es 13 meses. Las predicciones de rango
anual se corren como una extensión de la predicción
estacional y se hacen utilizando el mismo modelo pe-
ro con un tamaño del ensemble más pequeño. Tanto
las retropredicciones como las predicciones en tiempo
real tienen un tamaño del ensemble de 15. Las pre-
dicciones de rango anual se diseñan principalmente
para proporcionar una predicción para El Niño. En el
momento actual, tienen un estatus experimental más
que operacional.
28.4 Centros especiales de predic-
ción estacional
Los sistemas de predicción estacional están operativos
o casi operativos en un gran número de centros de pre-
dicción alrededor del mundo [66, 71] y esto ha sido
así en algunos casos desde el comienzo de la década
de 1990.
La mayor parte de los grandes centros de predicción
numérica realizan este tipo de predicción estacional: el
ECMWF, servicios meteorológicos nacionales como
Météo-France, UK MetOffice, los servicios japonés,
coreano, chino, indio, canadiense, australiano, marro-
quí, y el NCEP americano. Igualmente, organismos
de investigación producen también este tipo de pre-
dicciones como el Instituto Max-Planck en Alemania,
el IRI en los Estados Unidos, o el CPTEC (centro de
investigación de Brasil) e igualmente el centro austra-
liano.
En el 16º Congreso Meteorológico Mundial celebrado
en 2011, la OMM adoptó una nueva iniciativa, con-
sistente en desarrollar una Actualización Mundial del
Clima Estacional (GSCU, de las siglas en inglés de
Global Seasonal Climate Update, véase RODRÍGUEZ,
2016 [64]). El objetivo del GSCU es el de asistir a los
Servicios Meteorológicos e Hidrológicos Nacionales
(SMHN), así como a los Centros Climáticos Regio-
nales y a los Foros Regionales sobre Perspectivas del
Clima.
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Figura 28.17: La OMM ha designado oficialmente los Centros globales de predicción y los siguientes centros líderes:
WMO Lead Center for Long-Range Forecast Multi-Model Ensemble (LC-LRFMME) coordinados conjuntamente por
KMA y CPC/NOAA. WMO Lead Center for Standard Verification System of Long-Range Forecasts (LC-SVSLRF)
coordinados conjuntamente por BOM y MSC. (kolli-CSIS-2014_español)
Esta asistencia se realiza proporcionándoles evalua-
ciones del clima actual (vigilancia) y su predicción
para la siguiente(s) estación(es) generadas por exper-
tos desde una perspectiva global. Además, el GSCU
proporciona información sobre la robustez y fiabili-
dad de las señales disponibles en las que se basa la
predicción a escala estacional.
La iniciativa GSCU complementa la infraestructura
básica de la OMM relacionada con la producción ope-
rativa de predicciones climáticas a escala estacional.
Además de designar los 15 Centros Globales de Pre-
dicción (GPC, de las siglas en inglés de Global Pro-
duction Centers), la OMM está creando Centros Re-
gionales del Clima (RCC, de las siglas en inglés de
Regional Climate Centres) para generar y suministrar
datos y productos a mayor resolución y con un enfo-
que regional, así como para contribuir a la formación
en la generación y uso de estos productos.
La OMM designó oficialmente 15 Centros Globales
de Producción de predicciones a largo plazo como
queda recogido en la Figura 28.17.
Los Centros Climáticos Regionales (RCC, de sus si-
glas en inglés) son centros de excelencia que crean
productos climáticos regionales, entre ellos prediccio-
nes a escala estacional, en apoyo de las actividades cli-
máticas a escalas regional y nacional. Los RCC están
pensados y diseñados para fortalecer las capacida-
des de los miembros de la OMM en una determinada
región y para ofrecer mejores servicios climáticos a
los usuarios nacionales. Los servicios que prestan los
RCC abarcan toda una serie de funciones obligatorias
y adicionales altamente recomendadas, definidas y
especificadas por la OMM. Los RCC pueden estructu-
rarse de dos maneras: asumiendo en un centro único
(multifuncional) todas las funciones de los RCC para
la región correspondiente o distribuyéndose entre va-
rios centros o nodos en una red de RCC. Este último
es el caso de Europa en el que en una red de centros
se distribuye responsabilidades temáticamente (ver
Figura 28.18 en la página siguiente).
Los Foros Regionales de Perspectivas Climáticas
(RCOF, de las siglas en inglés de Regional Clima-
te Outlook Forum) comenzaron a funcionar en 1997
en Sudáfrica coincidiendo con un episodio récord de
El Niño que atrajo la atención sobre los impactos de
la variabilidad del clima y de las posibilidades del
desarrollo de sistemas de predicción en escalas esta-
cionales que ayudasen a la gestión de estos impactos.
Existen tres componentes esenciales de los RCOF:
producción operativa de las predicciones estaciona-
les, fortalecimiento de las capacidades de los SNMH
y la interacción con los usuarios. Ver Figura 28.19 en
la página siguiente.
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Figura 28.18: Véase http: // www. wmo. int/ pages/ prog/ wcp/ wcasp/ rcc/ rcc. php .
Figura 28.19: Foros regionales del clima alrededor del mundo (Regional Climate Outlook Forum RCOF, de sus
siglas en inglés).
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Los RCOF reúnen a expertos en clima y prediccio-
nes climáticas para discutir y generar, mediante un
procedimiento de consenso, predicciones climáticas
con un alcance principalmente estacional. Al reunir
a expertos de países que tienen características clima-
tológicas comunes, los foros ayudan a garantizar la
coherencia en el acceso e interpretación de la infor-
mación climática. Un aspecto importante de los foros
es la posibilidad de reunir a expertos en diversos cam-
pos, meteorólogos locales y usuarios finales de las
previsiones en un entorno que fomenta la interacción
y la formación. La Figura 28.19 en la página anterior
muestra los foros actualmente funcionando bajo el
paraguas de la OMM (información sobre RCOF dis-
ponible en la web de la OMM). En la RA VI de la
OMM (Europa), el proceso de creación de los RCOF
se lanzó en 2008 e inicialmente se crearon dos RCOF
para la región europea: El South East European Cli-
mate Outlook (SEECOF) y el North-EurAsian COF
(NEACOF). La sexagésima quinta sesión del Consejo
Ejecutivo de la OMM apoyó el lanzamiento de un
RCOF para la región mediterránea como una iniciati-
va conjunta de las regiones de Europa y África (RA VI
y RA I, respectivamente). AEMET junto con la OMM
-y tras conversaciones con muchas Partes- acordó la
celebración de un «Scope meeting» en la sede cen-
tral de AEMET, durante los días 12 a 14 de junio de
2013, para definir las características y objetivos de un
futuro foro de predicción climática regional (RCOF),
que recibió el nombre de MedCOF. La página web
de MedCOF es (http://medcof.aemet.es). Med-
COF abarca 34 países desde la región mediterránea,
incluyendo los países balcánicos y caucásicos. La pri-
mera reunión se celebró en noviembre de 2013 y ha
habido nueve ejercicios para producir las previsiones
estacionales por consenso.
El IRI (International Research Institute for Climate
and Society) de la Columbia University Se estableció
merced a un acuerdo de cooperación entre el Pro-
grama climático de la NOAA y la Universidad de
Columbia. Forma parte del Instituto de la Tierra (The
Earth Institute) de la Universidad de Columbia y está
ubicado en el Campus Lamont. El IRI alojó la prime-
ra Conferencia Internacional de Servicios Climáticos
que se celebró en el Campus Morningside de la Uni-
versidad de Columbia en 2011. Esta conferencia lanzó
la Alianza de Servicios Climáticos (Climate Services
Partnership), cuya secretaria estuvo en el IRI hasta
que se transfirió al Centro de Servicio Climático Ale-
mán (German Climate Service Center) en Hamburgo
en 2016.
Copernicus (http://copernicus.eu, mencionado
también en la sec. 19.1 en la página 290) es un Progra-
ma de la Unión Europea cuyo fin es el desarrollo de
servicios de información europea basados en los sa-
télites de Observación de la Tierra y datos in-situ (no
espaciales). El programa está coordinado y dirigido
por la Comisión Europea. Se implementó en asocia-
ción con los Estados Miembros, la Agencia Espacial
Europea (ESA), la Organización Europea para la Ex-
plotación de los Satélites Meteorológicos (European
Organisation for the Exploitation of Meteorological
Satellites (EUMETSAT)), el ECMWF, Agencias de
la Unión Europea y el Mercator Ocean.
28.5 Predicción decadal
La predicción decadal se clasifica entre la predicción
estacional/interanual (unos cuantos meses-2 años),
y las proyecciones de cambio climático que son más
largas (50 o más años). En consecuencia, las prediccio-
nes decadales contribuyen a cerrar la brecha temporal
entre las predicciones estacionales y las proyecciones
de cambio climático, constituyendo un nuevo desafío
en la comunidad dedicada al estudio del clima y del
cambio climático. Doblas-Reyes (2009 [19]) señala
que la predicción decadal intenta proporcionar infor-
mación climática interanual útil maximizando la in-
formación de las observaciones, siendo un requisito
primordial para ello la inicialización de los modelos
acoplados océano-atmósfera.
Como describen de forma plástica y efectiva GODARD
et al. (2012 [26]), la predicción decadal es la niña fas-
cinante de la que todo el mundo habla. La predicción
decadal puede avanzar, más rápido que su hermana
mayor, la predicción estacional, porque cuenta con la
ventaja de su experiencia. Tienen necesidades simila-
res y participan en actividades similares y, por tanto,
basándose en lo que pueden aprender una de la otra su
maduración es, en cierta forma, un proceso de refor-
zamiento mutuo. Cualquier esfuerzo en inversión, ya
sea en observaciones, modelización o investigación
centradas en cualquiera de ambas escalas temporales
beneficiará a ambas.
Por otra parte, las decisiones a las que afectan son de
un tipo diferente. Las predicciones estacionales son
más relevantes para las decisiones de gestión, mien-
tras que las predicciones decadales pueden ser más
útiles para las decisiones de planificación. Por tanto,
¿cómo es que dos escalas temporales tan diferentes
podrían trabajar muy bien juntas en una perspectiva
de investigación y de servicios climáticos? A pesar
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de sus diferencias obvias, existen elementos comunes,
incluso complementarios. Donde la sinergia es mayor
entre las predicciones estacionales y la investigación
floreciente en las predicciones decadales es a través
de su dependencia de los sistemas de predicción. Am-
bos sistemas de predicción utilizan el mismo tipo de
modelos de circulación general, y hacen uso de los
mismos sistemas de observación global. Más allá de
estos elementos comunes de prioridad, sin embargo,
existen un número de aspectos para los cuales, inver-
siones en el pasado, presente y futuro centrados en
una única escala temporal podrían beneficiar a la otra
escala.
La primera vez que se evaluó el potencial de las pre-
dicciones decadales fue en el AR5 del IPCC. Los retos
de hacer predicciones fidedignas de las variaciones
decadales requieren que los modelos sean capaces de
distinguir entre las variaciones decadales no forzadas
debidas a la dinámica interna del sistema climático
acoplado y la componente externa forzada antropogé-
nicamente, debida a cambios en los gases de efecto
invernadero y condiciones de la superficie terrestre.
Las variaciones decadales pueden ser causadas por
cambios en la amplitud y frecuencia de los sucesos
de El Niño, causados por cambios en las variaciones
intraestacionales (MJO, etc., variaciones que pueden,
a su vez, ser causadas por cambios en la convección
tropical organizada. Por tanto, es importante que los
modelos climáticos puedan resolver y simular los sis-
temas nubosos a meso-escala que organizan la con-
vección profunda, las variaciones intra-estacionales,
ENSO, así como el giro oceánico meridional decadal
(MOC, de sus siglas en inglés).
Las predicciones decadales tienen un gran interés cien-
tífico, interés que se traduce potencialmente en un
beneficio para la sociedad. Muchas inversiones en in-
fraestructura a gran escala se acometen en periodos
que cubren varias décadas. Conociendo cómo el clima
podría cambiar regionalmente durante este periodo,
podría ayudar a mejorar los análisis costes-beneficios
de las nuevas inversiones. El carácter probabilista de
las predicciones resulta también potencialmente sobre
el papel, útil en los análisis de riesgos. La predicción
decadal es un nuevo campo que persigue proporcionar
información climática interanual útil maximizando
para ello, la información de las observaciones.
Finalmente, el desarrollo de modelos climáticos con
mejor resolución horizontal y vertical debería consti-
tuir una prioridad para mejorar la representación de
la variabilidad acoplada océano-atmósfera [28] y los
efectos estratosféricos en las anomalías climáticas de
la superficie y troposféricas [3, 38]. Las mejoras de
los modelos y de los sistemas de asimilación no pue-
den desarrollarse sin una adecuada red de observación.
El ENSO tiene una escala temporal de 3–7 años pero
es únicamente predecible con una anticipación entre
6-12 meses, tal vez, como mucho, 18 meses para los
sucesos muy intensos [16]. Este aspecto importante
de las predicciones tiene que comunicarse a los usua-
rios considerando el uso de las predicciones decadales.
Sin embargo, mientras que la variabilidad climática
natural podría ser el motor dominante de las anoma-
lías que varían con el tiempo más allá de una década
para algunas regiones, la variabilidad natural del cli-
ma puede no ser predecible vía la inicialización; en
contraste, la respuesta, que se desarrolla lentamente al
cambio climático forzado, aunque de magnitud más
pequeña en esa escala de tiempo, puede ser predecible,
al menos en signo [37, 47]. Más allá de una década, la
incertidumbre en la respuesta al forzamiento externo
pasa a ser extraordinariamente importante como una
fuente del error de predicción, mientras que la variabi-
lidad decadal continúa como incertidumbre adicional
significativa, especialmente en las escalas regionales
[34].
28.5.1 Descripción del sistema ECMWF
(predicción decadal)
Los conjuntos de predicciones decadales se llevan a
cabo con el modelo acoplado del ECMWF. Las incer-
tidumbres clave que dan origen al error de predicción
en las predicciones de clima a corto plazo, son las
incertidumbres en las condiciones iniciales, en la for-
mulación del modelo y en el forzamiento radiativo
futuro y pasado. Para representar la incertidumbre de-
bida al modelo, se usan cuatro versiones diferentes
del modelo acoplado del ECMWF [60]. Finalmente,
la incertidumbre que surge de nuestro limitado cono-
cimiento del forzamiento radiativo se tiene en cuenta
incluyendo (o no) aerosoles troposféricos y/o estratos-
féricos asociados con los efectos de contaminación
antropogénica y erupciones volcánicas. Cada expe-
rimento incluye como mínimo 3 y como máximo 7
miembros del conjunto generados por condiciones
iniciales ligeramente diferentes. Las simulaciones tie-
nen una duración de 10 años y se empezaron el 1 de
noviembre, una vez cada cinco años en el periodo
1960 a 2005 [74]. El total de miembros del ensemble
fueron 54, a partir de 10 experimentos de retropredic-
ción y proporcionaron los valores para el «Ensemble
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MultiModelo» del ECMWF.
La habilidad en estas retropredicciones decadales pro-
cede fundamentalmente de dos fuentes: el forzamiento
radiativo y la componente predictiva de la variabilidad
climática natural. La componente principal del forza-
miento radiativo consiste en la tendencia creciente de
los gases de efecto invernadero bien mezclados [41].
Una comparación entre retropredicciones inicializa-
das y no inicializadas es el mejor camino para evaluar
la importancia relativa de las condiciones iniciales
con respecto al forzamiento. Sin embargo, cuando los
experimentos compañeros no inicializados no se en-
cuentran disponibles, la sustracción de la tendencia
lineal de las anomalías constituye una buena aproxi-
mación para filtrar el efecto del calentamiento de los
gases de efecto invernadero [27, 59].
El sistema es semejante al usado en predicción esta-
cional, aunque con un mejor tratamiento de la con-
centración de gases de efecto invernadero y de los
aerosoles de azufre (de sulfato de azufre). Las predic-
ciones interanuales formuladas a partir del conjunto
de simulaciones demuestran que el sistema tiene ca-
pacidad predictiva para la temperatura a escala global
y regional con una antelación de varios años. Esto
ocurre especialmente sobre los trópicos, donde la in-
fluencia de una buena predicción del contenido de
calor influye directamente en la atmósfera.
La interpretación de las estimaciones del impacto po-
sitivo de las observaciones oceánicas sobre las predic-
ciones tropicales y de ciertos aspectos del océano se
ven limitadas por el pequeño tamaño de la muestra
(que es típico de los experimentos previstos para el
CMIP5, proyecto de intercomparación de modelos
acoplados); la falta de observaciones fiables y el error
sistemático.
El ECMWF también evalúa el sistema de predicción
estacional acoplado atmósfera-océano utilizando las
integraciones decadales. Varios ciclos IFS se han uti-
lizado para evaluar el beneficio de las mejoras en la
componente atmosférica. Conjuntos de ensembles de
tres miembros de simulaciones de 10 años se han lle-




En última instancia, la habilidad de los modelos de
simulación basados en principios físicos se espera
que sobrepase la de los modelos empíricos en un cli-
ma cambiante. La comparación directa proporcionará
información acerca del progreso encaminado a la ob-
tención de esa meta, que no se encuentra disponible
en las intercomparaciones modelo-modelo.
Los modelos de simulación dinámica del Sistema cli-
mático de la Tierra de última generación se usan, con
frecuencia, para hacer predicciones probabilistas so-
bre el clima futuro y fenómenos relacionados con la
finalidad de proporcionar información útil para el apo-
yo a la toma de decisiones. La evaluación del compor-
tamiento, la prestación de tales predicciones a partir
de un modelo o conjunto de modelos es crucial no
solo en términos del avance en el progreso científico,
sino también en determinar cuánta información po-
drá hacerse disponible a los tomadores de decisiones
a través de los servicios climáticos. Sería deseable
establecer un enfoque transparente y robusto para la
evaluación de la predicción, con el propósito de exami-
nar hasta qué punto los mejores modelos disponibles
en la actualidad son adecuados para las escalas tem-
porales y espaciales de interés para llevar a cabo esta
tarea. Una confirmación útil con la realidad vendría
proporcionada comparando las simulaciones de los
modelos no solo con otros modelos sino también con
modelos empíricos que no incluyan una simulación
física directa.
La evaluación y comparación de las previsiones dece-
nales siempre se verán obstaculizadas por las muestras
relativamente pequeñas que se presentan cuando se
contrastan con el caso de las previsiones meteoroló-
gicas; El archivo de pronósticos-resultados decenales
actualmente considerado es de sólo medio siglo de
duración. Los avances tanto en la modelización como
en la observación, así como los cambios en el clima de
la Tierra, probablemente significarán que el archivo
de pronóstico-resultado relevante seguirá siendo pe-
queño. Una mejora que podría hacerse para aclarar la
habilidad de los modelos de simulación es mejorar el
diseño experimental de las retropredicciones en parti-
cular, para aumentar el tamaño del conjunto utilizado.
Para los modelos ENSEMBLES, cada conjunto de
simulación consistió en sólo tres miembros lanzados
a intervalos de 5 años. Los conjuntos más grandes
y las fechas de lanzamiento más frecuentes pueden
facilitar la evaluación de la habilidad sin esperar a que
el archivo de pronósticos-resultados crezca.
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Uno de los grandes desafíos lanzados por el desarrollo
de los servicios climáticos es progresar en la predic-
ción de las fluctuaciones climáticas en escalas espacia-
les relativamente finas y para horizontes temporales
que van de la semana a la década. Estas fluctuacio-
nes que se superponen a la tendencia de fondo del
cambio climático antrópico, pueden destruir esta ten-
dencia o por el contrario exacerbarla durante varios
años. Su predicción requiere progresos importantes
en la comprensión de la variabilidad natural del clima.
Los beneficios de la predicción estacional se estable-
cen más fácilmente en las predicciones para algunas
áreas de los trópicos. Esto es así porque en muchas
áreas tropicales hay una cantidad moderada de señal
predecible mientras que en las latitudes medias, las
fluctuaciones aleatorias del tiempo son generalmente
mayores que la componente predecible del tiempo.
Hasta qué punto las predicciones estacionales se con-
vierten en lo suficientemente buenas para ser útiles
para un usuario particular, dependerá de los requeri-
mientos del usuario. En algunos casos, los sistemas de
hoy son ya útiles, aunque hay que ser extremadamente
cuidadoso con interpretar apropiadamente las salidas
de los modelos.
Conforme la fiabilidad continúe mejorando, un rango
más amplio de aplicaciones será posible, y, por tanto,
el valor de las predicciones estacionales se incrementa-
rá. Se necesita más trabajo, más investigación, para re-
lacionar las probabilidades de los patrones de tiempo
a gran escala con impactos detallados y aplicaciones.
Hay que recordar, sin embargo, que existen límites
rígidos acerca de lo que es físicamente posible con-
seguir con un sistema de predicción estacional: sólo
será posible predecir un rango de resultados posibles.
En muchos casos este rango podrá ser relativamente
grande, y habrá un riesgo de que suceda algo ines-
perado. En muchas partes del mundo, mucha de la
variabilidad en el tiempo permanecerá impredecible.
La investigación actual pretende la mejora de los siste-
mas de predicción decadal, e incrementar la compren-
sión de las razones para cualquier aparente habilidad.
Mientras que los sistemas de predicción se espera que
mejoren en las próximas décadas, la naturaleza caóti-
ca del sistema climático y el llamado efecto mariposa
(sec. 5.5 en la página 64) impondrá límites inevita-
bles en la habilidad predictiva. Adicionalmente, la
brevedad del periodo con suficientes datos oceánicos
para inicializar y evaluar las predicciones decenales
presenta un reto mayor. Por último, hacer notar que
los sistemas de predicción decadal se diseñan para
explotar tanto las fuentes de predecibilidad, generadas
internamente, como las forzadas externamente. Los
científicos del clima distinguen entre predicciones de-
cadales y proyecciones decadales. Las proyecciones
explotan tan solo la capacidad predictiva procedente
del forzamiento externo. Mientras los informes pre-
vios de evaluación del IPCC estuvieron centrados ex-
clusivamente en proyecciones, el AR5 también evaluó
la investigación de la predicción decadal y sus bases
científicas.
La predicción decadal añade varios retos al diseño de
los experimentos de ensemble y a su evaluación [20,
21, 24, 54, 59]; el análisis de los sistemas de predic-
ción decadal han constituido un foco significativo del
Quinto informe de evaluación del IPCC). Las predic-
ciones decadales son de particular interés tanto para
la información en los próximos 10 años como desde
el punto de vista de la perspectiva de la evaluación
de modelos climáticos. Sin embargo, no conviene ol-
vidar que la predicción decadal, contrariamente a la
predicción del tiempo y a la estacional a interanual,
todavía está en su infancia.
La determinación del papel respectivo de las condi-
ciones iniciales y de contorno para un plazo dado es
esencial si se quiere concebir un sistema operacional
de predicción climática. Por ejemplo, para un sistema
de predicción a escala decadal, si la predecibilidad
es un problema de primera especie (condiciones ini-
ciales), resulta entonces crucial la puesta en marcha
de un sistema continuo de observaciones rutinarias
del océano que permitan generar un análisis detalla-
do del estado oceánico que sirva para inicializar la
predicción. Si, por el contrario, la presencia de erro-
res mínimos en las condiciones iniciales oceánicas
conducen a una saturación del error para escalas de
tiempo «rápidas», es decir, inferiores a 10 años, se
hace necesario entonces comprender mejor la respues-
ta del sistema climático a los cambios (relativamente
predecibles) del forzamiento radiativo en las escalas
multianuales (plurianuales) a decadales.
No resulta para nada superfluo subrayar el parentesco
de las herramientas numéricas que se utilizan en los di-
ferentes tipos de predicción: meteorológica, estacional
y climática a largo plazo. Según el plazo contemplado,
resulta necesario representar un mayor número de me-
dios y considerar una gama más amplia de fenómenos
físicos: la meteorología operativa con un vencimiento
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de unos cuantos días no tiene necesidad de una con-
sideración detallada del océano, mientras que en su
caso, la predicción climática estacional puede consi-
derar la composición química de la atmósfera como
constante. No queda más que todos estos modelos de
predicción deban incluir una descripción numérica
potente (efectiva) para la atmósfera si quieren repre-
sentar el clima, a cualquier escala de tiempo. El hecho
de que un número de modelos de predicción utilicen
variantes de una misma modelización numérica de la
atmósfera representa desde este punto de vista, una
característica muy beneficiosa: la confrontación diaria
del modelo atmosférico con la realidad meteorológica
permite entonces mejorar las actuaciones y, quizás,
más todavía, acrecentar la confianza que se puede
poner en su calidad.
Para acabar, recordar que los ejes de mejora de la
predicción del tiempo y del clima son: la calidad y la
densidad de los sistemas de observación y de medida
(en particular, los satélites), la optimización de los al-
goritmos y las prestaciones de los superordenadores y,
por último, la mejora de los modelos y la comprensión
de los fenómenos, en particular, la comprensión de las
interacciones entre la atmósfera, el océano, los hielos
y la biosfera.
Es importante subrayar igualmente que todavía que-
da mucho trabajo por hacer para mejorar el flujo de
información desde la salida de los modelos numéri-
cos hasta el usuario final, comunicando efectivamente,
identificando claramente quiénes son los usuarios y
qué es lo que quieren exactamente. La comunicación
de la ciencia del clima no es una tarea fácil, hay que
cuidar los canales de difusión y acudir quizás a los
científicos sociales para que el mensaje llegue claro
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