This paper proposes an efficient and accurate non-intrusive uncertainty quantification (UQ) method in computational fluid dynamics (CFD). Emphasis is placed on developing an
I. Introduction
Real flow-fields for fluid machinery and also experiments do not operate exactly at a given or specified nominal flow condition, but involve some deviations from the designed conditions (e.g., freestream Mach number, Reynolds number, wall conditions, deformation, etc.). These uncertainties are called as aleatory (stochastic) uncertainties, and often express as a normal probability distribution. Also it should be noted that the fluid mechanics equations are strongly non-linear, so a small input uncertainty can be amplified dramatically and output uncertainty can become non-smooth responses. Thus under these aleatory uncertainties, the mean obtained by a nominal condition is often different from the statistical mean (e.g., Fig. 1(b) ). The statistical mean which is one of main interests in the engineering view point can only be obtained by considering the aleatory uncertainties.
Computational fluid dynamics (CFD) has become an invaluable complement to theory and experiments for analysis of fluid mechanics and engineering developments. Deterministic approaches (e.g., Fig. 1(a) ) have been used for long time in most computational analysis and predictive science although behaviors of realistic performance of vehicles and engines and the underlying physics are not well described by deterministic approaches. Numerical simulation is managed by governing physical laws, equation of state, turbulence models, combustion models, fluid transport coefficients, etc., which also often involve uncertainties. For example, simulation models based on fixed parameters lack versatility when these parameters are derived from a limited number of experiments or measurements. These uncertainties are called as epistemic (reducible) uncertainties. Therefore, in order to understand the realistic performance of fluid machinery and the underlying flow physics, there is a crucial requirement of recognizing the uncertainties involved in the system and their influence on the quantities of interest for realistic analysis and design of complex systems.
Uncertainty quantification (UQ) is a discipline that tries to address this issue.
Recently, UQ which is the science of quantitative characterization and reduction of uncertainties in applications has attracted attention in the field of numerical simulations. Figure 1 illustrates a comparison of conventional CFD and UQ-coupled CFD. A conventional simulation often considers a nominal uniform flow condition with a given physical model shown in Fig. 1(a) , output an unique value of solution f (x) at fixed values of input parameters x in a deterministic way. On the other hand, a simulation coupled with UQ considers input parameters x that have the uncertainties with some probability distributions. The input uncertainties are represented as random variables ξ and an output solution f (x) that fluctuates under the input parameter uncertainties ξ, i.e., f (x(ξ)) = f (ξ).
UQ approaches are typically categorized into intrusive methods and non-intrusive methods. Non-intrusive methods only require the solutions of numerical simulations, i.e., users do not need to rewrite already existing simulation codes, and thus are attractive. The most popular method for non-intrusive UQ is a sampling method, such as Monte Carlo (MC) sampling and Latin hypercube sampling (LHS). 1 To estimate a stochastic behavior of output solution f (ξ) in terms of input uncertainties ξ, the sampling methods evaluate the values of f (ξ) at multiple sampled conditions in the ξ space (called stochastic space) directly from numerical simulations. Basically MC and LHS methods sample randomly in the stochastic space, and thus both the methods requires many sample calculations to achieve a convergence of stochastic estimations (although LHS method is more efficient than MC method). Computational cost for solving the fluid mechanics equations is relatively high, and even higher when high-fidelity numerical simulations (large-eddy simulation or direct numerical simulation) are used. Therefore, the compatibility for CFD and the sampling methods is often poor.
In contrast to the sampling methods, there are methods that approximate a stochastic behavior of solution using a mathematical form and predict the stochastic behavior of output solution f (ξ). Polynomial chaos expansion (PCE) 2 and stochastic collocation (SC) 3 correspond to this category of UQ approaches. PCE and SC methods formulate the stochastic behavior of solution f (ξ) as a linear combination of basis functions:
where P is the number of basis functions, and φ i (ξ) and α i are the i-th basis function and its coefficient, respectively. For φ i (ξ), PCE employs multivariate orthogonal polynomials (e.g., Hermite, Legendre, Laguerre, Jacobi), and SC employs multivariate interpolation polynomials (e.g., Lagrange, Hermite). PCE estimates α i for known orthogonal polynomials, while SC forms interpolation functions for known α i . PCE and SC methods can considerably reduce the number of sample calculations to achieve a converged stochastic estimation compared to MC and LHS, and thus are good compatibility with high computational cost simulations.
However, when a stochastic behavior of output solution shows non-smooth responses, conventional PCE and SC approaches often deteriorate accuracy and efficiency of predicting the stochastic behavior due to a linear combination of polynomials (as will be shown in this paper). As discussed, the fluid mechanics equations are strongly non-linear, so it is possible that even a smooth input uncertainty can introduce discontinuous non-smooth output uncertainty in the stochastic dimensions. Unlike the approximation with polynomial functions (as used in PCE and SC), Kriging model 4 can be an attractive candidate for estimating a stochastic behavior of non-smooth output responses since Kriging interpolation is considered to work well with nonlinear functions (i.e., non-smooth functions). The Kriging model is one of the surrogate models to approximate (interpolate) a function based on Bayesian statistics using given sample points, and provides not only the function values but also their fit uncertainties that are equivalent to approximated errors. Although the Kriging model has been developed and utilized for engineering design optimization, there are researches that uses the Kriging model to approximate stochastic behaviors in UQ problems. Yamazaki 5 has applied the Kriging model into UQ to approximate a stochastic behavior of output solution by only using the information of Kriging function values, and compared with a classical PCE method. His results suggest that the Kriging interpolation approach in UQ is still inferior to the PCE. Dwight and Han 6 proposed an another type of UQ approach using Kriging model. Their approach is to use the Kriging interpolation for estimating the stochastic behaviors of output solutions, and also simply use the product of the fit uncertainty in the Kriging predictor and the probability density function of input parameter uncertainties for an adaptive sampling. Bilionis and Zabaras 7 employed the similar adaptive refinement for additional sample location based on the fit uncertainty predicted by the Gaussian process regression, 8 which is another Beyesian-statistics-based surrogate model similar to the Kriging model. However, as we will show in this paper these adaptive sampling method is not efficient enough to predict non-smooth responses of output solution in UQ problems.
The focus of this paper is to develop an efficient and accurate non-intrusive UQ method that is used with CFD. Emphasis is placed on developing an UQ method that can accurately predict stochastic behaviors of output solution with small number of sampling simulations, and is also accurate for non-smooth output uncertainty responses. The accuracy for the non-smooth responses of output uncertainty is especially important for UQ in CFD because of the nature of the fluid mechanics equations that are strongly non-linear. The idea here is to use the Kriging function values for evaluating output uncertainties robustly even with non-smooth responses, while using both the fit uncertainty and the gradient information of the Kriging predictors for dynamic adaptive sampling. The present method is based on our prior Kriging-model-based UQ method. 9, 10 The proposed UQ method is first tested on non-smooth analytic functions (defined as error functions) with uniform uncertainties, and then coupled with CFD to investigate effects of uncertainty in the freestream Mach number on a transonic airfoil problem.
II. Kriging surrogate model

II.A. Fundamentals
Consider the approximation of an output function f (ξ) in terms of a vector of n input variables
T , each of which is defined in the range of 0 ≤ ξ k ≤ 1 (k = 1, 2, · · · , n). Based on the Bayesian statistics, the Kriging model starts with a prior distribution over f (ξ), as illustrated in Fig. 2(a) . It treats the deterministic response of f (ξ) as a realization of a stochastic process F (ξ), defined as
μ is the global model assumed to be constant (so-called ordinary Kriging), and Z(ξ) is the local model corresponding to the deviation from μ at ξ. Z(ξ) is assumed to have the stochastic behaviors (mean E[Z(ξ)] and covariance Cov[Z(ξ), Z(ξ )]) defined as follows:
Cov
where σ 2 is the process variance and k(ξ, ξ ) is the correlation function (or kernel ) between any two locations ξ and ξ . k(ξ, ξ ) is defined as a function of the Euclidean distance |h| = |ξ − ξ | with a set of constants
...... 
(specific choices for k(ξ, ξ ) are given in the next Subsection II.B). This paper assumes k(ξ, ξ ) to be stationary, which implies that the hyperparameters Θ are invariant to ξ. Although a non-stationary correlation function is expected to be more effective for non-linear function approximation (e.g., Ref.
11 ), here we focus on the stationary correlation function.
Next, consider that the real value of f (ξ) is given at N sample points ξ (1) , ξ (2) , · · · , ξ (N ) . The Kriging model attempts to derive a posterior distribution over f (ξ), as illustrated in Fig. 2(b) . It supposes that F (ξ) realizes all N given samples, i.e.,
Then, the probability density distribution conditioned on these realizations (called likelihood function) is obtained in logarithmic form as
where 
Substituting Eqs. 7 and 8 into Eq. 6, the following concentrated likelihood function is obtained:
which depends on only the set of hyperparameters Θ. This is the function maximized in practice to give the estimates of Θ, and hence an estimate of R. This paper searches for the values of Θ that maximizes Ln(Θ)
by genetic algorithm (GA). 12 GA is expected as a population-based optimizer to search for the values of Θ at a global maximum of Ln(Θ) robustly. Then Eqs. 7 and 8 are used to get the estimates ofμ andσ 2 . Finally, consider the linear predictorf (ξ), which estimates f (ξ) at the location ξ where the real value of f (ξ) is not known, defined asf
subject to the following unbiasedness constraint:
Then, c(ξ) is solved for in closed form aŝ
where r(ξ) is an N -dimensional vector whose i-th element is k(ξ, ξ (i) ). Substituting Eq. 12 into Eq. 10, the BLUP results in the final form asf
This function models the estimate of f (ξ) at any location ξ by interpolating the sample points with real values of f (ξ). Similarly, substituting Eqs. 10 and 12 into Eq. 11a, the MSE results in the final form aŝ
This function models the fit uncertainty expected inf (ξ) estimated by Eq. 13. It indicates that the accuracy off (ξ) depends largely on the distance from the given sample points. Intuitively, the closer location ξ is to the sample points, the less fit uncertain (i.e., more accurate) the Kriging predictorf (ξ). Note that, at the sample points ξ (1) , ξ (2) , · · · , ξ (N ) , the Kriging model satisfies the following conditions:
II.B. Correlation functions
k(ξ, ξ ), which is an n-variate correlation function between any two locations ξ and ξ , is represented as a product of univariate correlation functions for each variable as
This paper considers the universal cubic correlation that is defined as
where
Thus, this correlation is determined by 2n hyperparameters
In addition, ρ k and γ k are restricted by
to ensure that the function is positive definite. 13 The universal cubic correlation also yields the Kriging predictorf (ξ) that is a cubic spline, i.e., three times differentiable. We note that the universal cubic correlation has two hyperparameters for each variable; ρ k is related to the correlation between endpoint observations along the k-th variable (f (ξ) at ξ k = 0 and 1), and γ k is related to that between endpoints of the derivative process along the k-th variable ( ∂f ∂ξ k at ξ k = 0 and 1). The universal cubic correlation implies that the derivative relies on a linear correlation process with γ k .
III. Dynamic adaptive sampling method
The focus of this paper is placed on developing Kriging-model-based UQ method that requires small number of sampling simulations to estimate stochastic behaviors of output solution accurately, and is also accurate for non-smooth responses. The proposed method is to use the Kriging function valuesf (ξ) for evaluating output responses, while using both the fit uncertaintyŝ(ξ) and the gradient information of the Kriging predictors for dynamic adaptive sampling.
In this section, we describe the proposed dynamic adaptive sampling method, and the method is compared with the existing sampling methods. In the adaptive sampling methods, at the number of sampling points N samp = N , the value of each criterion Crit(ξ) is calculated by using the Kriging predictors estimated by N output solutions. Then, a new sampling location in the stochastic space ξ n+1 is added, where the value of Crit(ξ) is maximized, to calculate a new output solution f (ξ n+1 ). This process is iterated until achieving a convergence of stochastic estimations. The following criteria 1-3 are considered in this study, which employ the universal cubic correlation (Eq. 17) to estimatef (ξ) andŝ(ξ) in the Kriging model.
whereŝ(ξ) is the Kriging model fit uncertainty given by Eq. 14, and PDF(ξ) is the probability density function of input parameter uncertainties ξ. This criterion has been proposed and investigated in the preceding paper by Dwight and Han. 6 The criterion 1 is expected to sample output solutions evenly in the stochastic space (i.e., from Eq. 15b, new samples never will duplicate the existing ones) as well as to focus new sampling locations where there are significant effects on the evaluation of statistics (i.e., the solutions near the peaks appearing in PDF(ξ) will be sampled more frequently).
• Criterion 2
T is a vector of the gradients of the Kriging predictorf (ξ) given by Eq. 13 with respect to input parameter uncertainties ξ. Because the vector r(ξ) inf (ξ) consists of differentiable correlation elements,
∂ξ can be derived analytically as
∂r (ξ) ∂ξ is an N × n matrix whose (i, j) entry is
k ) is given in Eq. 17. For the universal cubic correlation (Eq. 17), k (ξ j , ξ
The criterion 2 is expected to add new samples where the gradient is large, and thus effectively resolves discontinuity-like non-smooth responses where output solutions drastically change according to input parameter uncertainties.
• Criterion 3 (proposed in this paper) is now multiplied by Δξ to keep consistency of units with an extra term Df (ξ). Δξ is set to be the distance from ξ to the most adjacent sample point, i.e.,
The extra term Df (ξ) in Eq. 23 is expected to estimate the uncertainty involved in the the Kriging function valuesf (ξ). In this study, Df is defined as
f (ξ) is predicted from the current sample set (e.g., N samp = N points), andf pre (ξ) is predicted from the previous sample set (n − 1 points) excluding the newest sample from the current set. Only in the first iteration of adaptive sampling, this criterion considers Df (ξ) to be zero because no additional samples are yet given.
The extra error estimate term Df (ξ) often tends to be large in the region where samples are located sparsely even if the real response is smooth (as will be seen in −4 ≤ ξ ≤ −1.5 and 0 ≤ ξ ≤ 4 in Fig. 4) , and thus representing uncertainty involved in the responses. The proposed criterion 3 is recommended in this paper and expected to improve the quality of adaptation in smooth and non-smooth response regions.
In addition, note that it is important to include the term PDF(ξ) in all the criteria. The criteria without PDF(ξ) achieves slower convergence of statistic estimation compared to that with PDF(ξ) (see 9 for details). It indicates that the consideration of probabilistic significance enhances the performance of dynamic adaptive sampling.
IV. Test cases for non-smooth analytic functions
Before discussing the results of coupling the proposed Kriging-based UQ method with CFD, here we first test the proposed UQ method on non-smooth analytic functions in one and two-dimensional stochastic spaces.
IV.A. One-dimensional non-smooth analytic functions
The one-dimensional non-smooth analytic functions considered in this section are:
where a and b are the parameters to control the position and gradient of the non-smooth function, respectively. The following 12 different combinations of a and b are considered:
The 12 different one-dimensional non-smooth analytic functions are illustrated in Fig. 3 .
The stochastic space is set in the same range of −4 ≤ ξ ≤ 4, and the following uniform uncertainty within the whole stochastic space is considered to purely assess the performance of the proposed UQ method.
The numerical results obtained from 3 evenly spaced initial samples (ξ = 0, ±4) are shown in Fig. 4 . Figure 4 compares the responses of the one-dimensional non-smooth function (Eq. 26) with (a, b) = (−1, 2) estimated by the dynamic adaptive sampling with 5 and 9 samples based on the criteria 1-3. Result obtained by conventional 8th-order PCE method with evenly spaced 10 samples is also shown. In those figures, red solid curves show the responses estimated by the Kriging predictorf (ξ), and blue dashed curves show the 1σ confidence intervalf (ξ) ±ŝ(ξ). The conventional PCE method induces over-and under-shoots near the non-smooth interface similar to Gibbs phenomenon, and also shows errors near ending point (ξ = ±4) in the stochastic space. These features are typical behaviors of an interpolation method that is based on a linear combination of basis functions. Regarding the Kriging-model-based UQ method, the existing criterion 1 6 does not collocate sufficient samples around the non-smooth interface at ξ = −1 even with 9 samples, and shows errors near −2 ≤ ξ ≤ −1. This existing criterion distributes the samples almost evenly in the stochastic space. The results indicate the need of an adaptive sampling for efficient UQ that requires small number of sampling simulation to estimate stochastic behaviors of output solution accurately. The criterion 2 does not adapt well to the real response. These samples are extremely concentrated on a part of the non-smooth interface, while the other smooth regions are completely disregarded, which induces errors in the region of −3 ≤ ξ ≤ −1.5. This suggests the importance of the balance between the gradient information and uncertainty in the response for the adaptive sampling. The proposed criterion 3 considers the balance between the gradient information and uncertainty in the response, and the proposed adaptive sampling improves the quality of adaptation both in smooth and non-smooth regions, and approximates the response well even with 9 sample points. We note that especially Df (ξ) works well for identifying the region where large uncertainty is involved in the responses.
The statistical results (errors in mean and standard deviation) averaged over 12 non-smooth test functions (as in Eq. 27) with 30 trials with different sets of 3 random initial samples are shown in Fig. 5 . This result indicates that the proposed Kriging-model-based UQ approach with dynamic adaptive sampling (criterion 3) surpasses the conventional PCE method with evenly spaced samples in terms of the speed of error reduction. Among the dynamic adaptive sampling criteria, the proposed criterion 3 achieves the fastest monotonic reduction of the errors. The existing criterion 1 6 considering only fit uncertaintyŝ(ξ) also achieves monotonic reduction but much slower than the criterion 3. The criterion 2 considering only gradient
∂ξ falls into the process termination in the early stage. This is due to the over-detection of discontinuity and the duplication of additional samples around the discontinuity. These results indicate that it is essential to consider the balance between the fit uncertainty and gradient in an estimated response for effective adaptive sampling, and by considering the balance the proposed method yields accurate approximation of the non-smooth responses in an efficient manner.
IV.B. Two-dimensional non-smooth analytic function
Elliptic shape of non-smooth analytic function in the two-dimensional stochastic space considered in this section is:
and Fig. 6 illustrates this function. Here again, the stochastic space is set in the same range of −4 ≤ ξ i ≤ 4, and the uniform input uncertainty within the whole stochastic space is considered. Figure 7 compares the computed responses of the two-dimensional non-smooth function with 50 and 100 samples based on the criteria 1 and 3, whereas similar to the one-dimensional case IV.A criterion 2 shows poor convergence to the real response and thus omitted here. The results are obtained from 5 evenly spaced initial samples (i.e., (ξ 1 , ξ 2 ) = (−4, −4), (4, −4) , (4, −4) , (4, 4) , (0, 0) ). Similar to the one-dimensional case IV.A, the existing criterion 1 6 collocates new sample points almost evenly in the whole stochastic space, and leads to rough detection of the non-smooth interface and sometimes falls into overfitting; e.g., Fig. 7(a) with 50 samples results in overfitting where the dependence of ξ 1 on f (ξ 1 , ξ 2 ) is eliminated. On the other hand, the proposed criteria 3 (Fig. 7(b) ) tends to concentrate samples around the non-smooth interface and also adds samples in the smooth region, achieving balanced reduction in the errors both the non-smooth and smooth regions.
Although not shown in this paper, we also considered the conditions of normal uncertainty and showed that overall conclusions are the same as the conditions of uniform uncertainty discussed in this paper (see more details in Ref. 10 ). Therefore, these test cases support the efficiency and accuracy of the proposed Kriging-model-based UQ approach with dynamic adaptive sampling for smooth and non-smooth output responses up to two-dimensional stochastic spaces. Although the proposed method still generally suffers from the curse of dimensionality, we are currently working on developing an efficient method for higher stochastic dimensions.
V. Uncertainty Quantification in Computational Fluid Dynamics
In this section, the proposed Kriging-model-based UQ method with dynamic adaptive sampling is combined with CFD to test the accuracy of the proposed method on an actual CFD problem. Transonic flow around RAE 2822 airfoil 14 is considered, and the nominal freestream Mach number, angle of attack, and Reynolds number based on the chord length are M ∞,Nominal = 0.729, α = 2.31, and Re c = 6.5 × 10
6 . The range of sample locations in the stochastic space is set in the range of −4 ≤ ξ ≤ 4, and the normal uncertainty in the freestream Mach number with the standard deviation of σ M = 0.005 within the whole stochastic space is considered. Figure 8 shows the probability density function (PDF) of the input normal uncertainty with zero mean and unit variance, and the freestream Mach number with the uncertainty is given by
In CFD, Favre-averaged Navier-Stokes (RANS) equations in two-dimensional domain for an ideal gas are solved with Baldwin and Lomax model turbulence model. 15 Spatial discretization is carried out by the simple high-resolution upwind scheme (SHUS) 16 which belongs to a family of conventional advection upstream splitting method (AUSM) type schemes. When the SHUS is used, physical properties at the cell interface are evaluated by the monotone upwind scheme for conservation law (MUSCL) interpolation based on the primitive variables to maintain second-order spatial accuracy. The viscous terms are evaluated by the second-order central differencing method. A second-order fully implicit time-integration scheme, called ADI-SGS scheme, 17, 18 is used for time integration to achieve a converged solution. Computational grid consists of 551 × 151 in streamwise and wall-normal directions where a grid-converged solution is obtained. Figure 9 shows the pressure distributions at the nominal condition (M ∞ = M ∞,Nominal = 0.729 where ξ = 0), and the weak shock wave is generated on the suction surface.
The proposed Kriging-based adaptive sampling (Eq. 23) requires a target function f (ξ), and here the lift coefficient is chosen as a target function. The results obtained by the present Kriging-based UQ method are compared with the results obtained by MC method with 10,000 samples. 
V.A. Aerodynamic coefficients
The aerodynamic coefficients, lift, drag, and pitching moment coefficients, in the stochastic space ξ (M ∞ = M ∞,Nominal + σ M ξ) obtained by the Kriging-model-based UQ method with dynamic adaptive sampling from 3 even initial samples (ξ = 0, ±4) are shown in Fig. 10 . All the three aerodynamic coefficients in the stochastic space are smooth function under the input normal uncertainty in the freestream Mach number. The proposed Kriging-based UQ method predicts the comparable stochastic behaviors obtained by the MC method with 10,000 samples only with 7 sample CFD calculations. The proposed adaptive sampling method seems working as designed, such that the new sampling points are distributed around the peak ξ = 0 with almost equally spacing in the stochastic space. The term PDF(ξ) in Eq. 23 tends to add a new sample point where the PDF(ξ) is large, and the Df (ξ) andŝ(ξ) terms try to add the sample point where the samples are located sparsely even if the real response is smooth. Figure 11 shows the PDF of aerodynamic coefficients obtained by the Kriging-based method with 3, 5, and 7 samples, and compares with the MC data with 10,000 samples. All the PDFs of aerodynamic coefficients are well predicted within 7 sample simulations by using the proposed UQ method while the MC method requires sample calculations N samp ∼ 10, 000. We note that although the input uncertainty is normal distribution, the center location of the PDFs in C D and C Mp is shifted to the left and right and has longer tail in the other side, respectively, while the PDF of C L remains similar to normal distribution. Figure 12 shows the pressure distributions around the airfoil with statistical mean and 95% confidence intervals under the input normal uncertainty in freestream Mach number with 3, 5, and 10 sample simulations. The results obtained by the present Kriging-based UQ method (red) are compared with the MC method (gray), and the experimental data (black) and CFD results with the nominal conditions (blue) are also plotted. The estimated statistical mean obtained by the proposed method converges with 5 sample simulations and is in good agreement with the 10,000 sampled MC method. The converged 95% confidence intervals are obtained with 10 sample simulations and also agree well with the MC method.
V.B. Pressure distributions
To further illustrate the performance of the present Kriging-based UQ method on smooth and nonsmooth output responses, pressure coefficient at x/c =0.36 (inserted black arrow location in Fig. 12 ), 0.53 (blue arrow), and 0.57 (red arrow) in the stochastic space ξ (M ∞ = M ∞,Nominal + σ M ξ) are compared with 10,000 MC data in Fig. 13 . Different from the smooth stochastic behaviors of the aerodynamic coefficients, the pressure in the stochastic space shows both smooth (x/c = 0.36) and non-smooth (x/c =0.53 and 0.57) responses under the freestream Mach number uncertainty. By taking into account both the fit uncertainty and gradient information for adaptive sampling, the present Kriging-based UQ method yields accurate approximation of both the smooth and non-smooth output responses with 10 sample numerical simulations. Figure 14 shows the PDF of pressure coefficient at the three locations estimated by the present UQ method with 3, 5, and 10 samples, and compares with the MC data with 10,000 samples. All the PDFs of pressure coefficient are accurately predicted with 10 adaptive sampling.
The results indicate that the PDFs of output uncertainty does not follow the same PDF as in the input normal uncertainty. The output responses and PDFs, especially at the locations of x/c =0.53 and 0.57, show strong non-linearity because of the nature of the fluid mechanics equations. At x/c =0.53, the PDF of the pressure takes two distinct peaks either high or low pressures, while the other two locations show a peak with long tail in the other side. The twin peaks in PDF at x/c =0.53 are because of the shock movement along the airfoil depending on a slight change in Mach number. This indicates that by considering the uncertainty involved in the system, understandings of the flow phenomena and aerodynamics that are sensitive to the considered uncertainty (freestream Mach number in this study) can be obtained. Also the PDF suggests that at x/c =0.53 the pressure value usually takes either the two extreme values (note that these information can be obtained only when the uncertainty in Mach number is considered), and the statistical mean (−C p ≈ 0.97) or mean obtained by the nominal condition does not provide useful information. We also note that the mean obtained by the nominal condition is different from the statistical mean at x/c = 0.57 due to the long tail in PDF as shown in Fig. 14. 
VI. Conclusions
This paper proposed a non-intrusive Kriging-based uncertainty quantification method with dynamic adaptive sampling, and assessed the performance of predicting stochastic behaviors of non-smooth output responses in one-and two-dimensional test functions under uniform uncertainty and the transonic RAE 2822 airfoil flow under normal uncertainty. The present results demonstrated that the Kriging-model is a robust surrogate method to approximate non-smooth behaviors of output uncertainties. Also by considering the balance between the fit uncertainty and gradient estimated by the Kriging surrogate model the proposed dynamic adaptive sampling yields accurate approximation of both smooth and non-smooth responses and their probability density function with a small number of sampling simulations.
Most conventional computational fluid dynamics (CFD) consider statistics (e.g., mean value) at a nominal condition. However, if there is any uncertainties involved in the system considered, the statistical mean can only be obtained by considering and quantifying the impact of the uncertainties on the quantities of interest. The results obtained by the uncertainty quantification in CFD suggest that the mean obtained by a nominal condition can be different from the statistical mean which is one of main interests in the engineering view point because of the non-linearity of fluid phenomena, such as shock waves, turbulence, etc. By coupling the CFD with uncertainty quantification method, we showed the possibility of providing a rigorous measure of confidence by quantifying the probability density function and confidence intervals, and also indicating sensitive of the considered uncertainty on the quantities of interest and its related flow phenomena.
