Abstract
Introduction
Data literacy is "the ability to consume for knowledge, produce coherently, and think critically about data" [20:122] . It describes a set of skills that are becoming more and more important for companies, nonprofit organizations, and citizens as new data streams emerge from various new sources, such as mobile phones, credit cards, televisions, city infrastructure, sensor-equipped buses, trains, and buildings. This far surpasses any prior data record of human civilization [31] . However, it is not only the revolutionary amount of data that is collected, but also the growing sophistication of statistical and computational methods [24] that requires a shift in the required skills for the data era [10] .
The motive for improving data literacy seems unequivocal. Still, large parts of our society do not have much clarity about what data literacy means and what can be expected from it [10, 39] . NGOs and their employees still lag behind data practitioners in the scientific and business environment [14] . Therefore, there is still a large gap between the potential of data literacy and its actual use in progressing societal change due to missing resources, capability, or opportunity [14, 35] . Due to this research gap, this paper focuses on investigating possible data literacy practices for social change organizations apart from business and science. Bhargava and D'Ignazio [3] argue that there is "a lack of consistent and appropriate approaches for helping novices learn to 'speak data.'" Hence, it is essential to find a way to describe data-handling and data-conversion skills and to translate them for an audience of different backgrounds and competencies. One possibility for translating, representing, and assessing capabilities on different levels is the use of maturity models [2, 24, 28] .
Hence, the central research question of this study is:
RQ: How can we describe data literacy in a maturity model for evaluating individuals' data-handling capabilities in the context of NGOs?
To overcome this ambiguity when describing data literacy, we start by looking at the two words that it comprises. Data can be understood as signals, in their raw form, that represent ideas or objects. It can be input, processed by computational applications, and output as information. Data can be distinguished as structured or unstructured data. Felden [16] defines structured data as objects that are machine-readable and unstructured data as items that are not easily machine-readable.
Literacy has proven to be a complex and dynamic concept, which is still interpreted in various ways [36] . Researchers from UNESCO [36:13] define literacy as "the ability to identify, understand, interpret, create, communicate and compute, using printed and written materials associated with varying contexts. Literacy involves a continuum of learning in enabling individuals to achieve their goals, to develop their knowledge and potential, and to participate fully in their community and wider society."
Combining the two terms and formulating a definition of data literacy leaves us with a description that could read as follows:
Data literacy is a continuous learning journey that creates the ability to identify, understand, interpret, create, communicate, and compute pieces of information (data) to develop knowledge and the ability to participate fully in our society.
This definition is, in fact, not too distant from the definitions we find in literature. Researchers who have investigated the field of data literacy, such as Calzada Prado and Marzal [4] , argue that "the identification of the competencies needed to be data literate is a matter presently under study by a fairly large community of researchers […] in different domains," highlighting that these investigations are all subject to the research context and purpose, which makes the topic all the more ambiguous. All data literacy definitions that are reviewed in the following are based on specific contexts; this illustrates the importance of data literacy in many areas but also limits the ability to find one common definition (see Table 1 ). The reviewed literature has been analyzed in accordance with the concept-centric literature review as described by Webster and Watson [38] .
Despite certain overlaps, the definitions differ from each other and vary in their preciseness. The theoretical base for designing a preliminary maturity model will be provided by Slater [32] since it is one of the most recent ones and is closely connected to our study object, the Datenschule. This choice is taken to fully profit from exploratory research within the expert interviews. The initial design will only include seven dimensions. Throughout the iteration loops, the model will gradually evolve, and the dimensions will be identified with the help of the expert interviews, as well as their respective cell descriptions. 
Maturity Approaches
Traditionally, measuring capabilities is complex, but it can help an organization to reach its objectives [7] since it can support various areas in an organization, including decision-making, motivating employees, and stimulating learning, as well as improving communication and strategic planning [23] . One approach to assessing organizational capabilities and stimulating improvement is by means of maturity models [28] . The basic concept of all maturity models is based on the fact that things change over time and that these changes can be predicted and regulated to a certain extent [29] . Maturity depicts that someone or something has arrived at a state of plentitude and readiness [5] . Based on the presumption of anticipated patterns, maturity models illustrate how organizational capabilities evolve in a stage-by-stage manner along a plausible maturation path [15, 19, 37] . Essentially, maturity models briefly describe prevalent behavior of an entity at different levels of maturity, for several elements of the area under study. This study concentrates on the process of how to define data literacy and its path to maturity, through considering different levels and dimensions. Knowing which elements to alter can thus help organizations move to their desired level in the respective area [24] . Nevertheless, the top level need not necessarily be the most desirable one to reach, but it has to be evaluated in close consideration of specific organizational contexts and individual objectives [24, 29] . That being said, there are also different purposes of maturity models that can be distinguished: descriptive, prescriptive, and comparative [2, 24] . This paper describes the development of a descriptive maturity model. The development of the DLMM will follow a combination of two procedure models that have been developed by Becker et al. [2] and Maier et al. [24] to cover all necessary aspects of the maturity model design and to guarantee a clear development structure (see Figure 1 ).
Research Method
Generally, the development of maturity frameworks can be considered as design science research [2] . Becker et al. [2:214] note that "maturity models can be understood as artifacts which serve to solve the problems of determining a company's status quo of its capabilities and deriving measures for improvement therefrom." This fits the principles of design science, which aim at improving problemsolving capacities through the creation of artifacts, such as models or methods [21] . The research method of this paper is action design research (ADR) [30] . In particular, the crucial intersection of people, organizations, and technology led to the decision to combine design science [21] with action research to further highlight the applied character of the designed artifact. In order to answer the research question of how to design a maturity model for defining different levels of data literacy in NGOs, the collection of data is divided into three iteration phases and is based on an ADR schema by Sein et al. [30] (an adapted version can be seen in Figure 2 ).
Figure 2. Applied action design research and iteration loops
The data collection is based on the Datenschule (German for "School of Data"), a project of the Open Knowledge Foundation Germany, which is based in Berlin. The Datenschule is an educational program closely related to the topic of data-handling skills. Under the slogan "Do Good with Data," the program is especially targeted to nonprofit organizations. The mission is to convey practical data knowledge to support NGOs in progressing their data practice [11] . In addition to data experts of the Datenschule, two external data scientists and researchers have been included in the development to allow for a more differentiated database.
Initially, a preliminary framework for data literacy maturity was developed by a structured literature review (Preparation Phase). This model incorporates various elements of data literacy that can be derived from relevant literature and started with Second, the adapted alpha version was enriched with the help of three data practitioners who offered a more technical point of view, both Datenschuleinternal and -external, to fill the cell text of the maturity grid, as well as to identify level metrics to better distinguish among the different levels of the maturity model (Iteration Phase 2). At this point, the data collection regarding the content and conception of the maturity model was finished.
The third iteration phase was dedicated to the development of the beta version and the model evaluation in an organizational context with the end users. In this phase, the model was reviewed by two data practitioners of the Datenschule and was additionally evaluated by two representatives of an independent NGO that is currently involved in data training through testing of the questionnaire and the maturity grid. Data was collected between November 2016 and January 2017. The iterative artifact design process of ADR depicts a sample strategy based on purposeful sampling. Due to the time constraints of this study, the number of interview partners is limited to nine. This decision limits the theory developed in this paper, but it also complies with the purpose of this study to represent the first scientific exploration of the possible design of a data literacy maturity model.
This study analyzed the collected data in conformity with Meuser and Nagel [26] , who established a strategy of qualitative content analysis for expert interviews to determine central, common, and typical phenomena as well as contradictions of certain aspects.
Development of a Data Literacy Maturity Model

Problem Definition
As described in the introduction of this paper, we accumulate more and more data, which makes it obvious that more data-handling skills are needed to use this data abundance wisely. At the same time, there is a lack of systematic definitions and procedures regarding data literacy [34] . The fact that data literacy is not a binary phenomenon that can be distinguished as literate or illiterate causes general confusion and insecurities about what to do with it and what to expect from it [10] .
Hence, frameworks that try to describe data literacy need to understand, appreciate, and represent the multiplicity of it. One possible way to represent this is by means of a maturity model. While data practitioners from sciences and business are increasingly progressing in the world of data, social change organizations are still lagging behind when it comes to integrating data into their activities [14] . To close this gap, the data literacy maturity model will help to define and evaluate data-handling and dataconversion capabilities, identify strengths and weaknesses, and offer guidance for future data practices. Stakeholders of the model are nonprofit organizations that want to evaluate their data literacy capabilities or plan future actions in this field.
Review of Existing Maturity Models
Numerous maturity models have been derived from the generally acknowledged and recognized Quality Management Maturity Grid (QMMG) [9] and the Capability Maturity Model (CMM), which was developed for software development [27] . The origins of maturity thinking stem from quality management (QM) and Crosby's pioneering book Quality is Free [9] , in which he introduces the QMMG. The QMMG advocates a simple tool that evaluates the quality management spectrum of a company in a few phrases. The QMMG recognizes that organizations can have stronger capabilities in some dimensions and weaker performance in others. Consequently, strengths and weaknesses can be easily identified, which helps to plan future actions strategically [9] .
Many maturity models have been derived from Crosby's work, such as the CMM for software [27] . CMM is a model used to describe software process maturity and to which magnitude the specific process is precisely "defined, managed, measured, controlled and effective" [27:21] . Still, the CMM follows a different approach compared to the QMMG. It describes key process areas, all of which need to be completed to move on to the subsequent maturity level. This is defined as a staged approach and leads to the precise classification into one maturity level, which ranges from one to five. In Crosby's model, capabilities in the different dimensions can vary in their level of maturity, and their interdependence is not that strict.
Practitioners tend to circumvent the complexity of CMM-based maturity models by designing maturity models based on the Crosby grid approach, where performance of a number of key activities is Page 5048 described at different levels [7, 25] . Further, the grid approach as presented by Crosby follows a more organization-neutral approach and thus can be applied to a greater variety of organizations. Although maturity measurement grids tend to be less complex, they are still effective diagnostic and improvement tools [24] and will therefore create the underlying rationale of the DLMM. The need for developing a DLMM seems obvious if we look at existing maturity models in the area of data and analytics. Cosic et al. [8] present a framework for business analytics (BA) capabilities that provides a clear set of defined BA capabilities in organizations. However, it examines only the identification of these capabilities and not the differentiation of competence levels in this regard, and it examines the topic through a more organizational lens on a broader level. The DLMM aims to concentrate more on evaluating individual competences, but it will also reflect on the main capability areas identified by Cosic et al. [8] , which include governance, culture, technology, and people.
Development Strategy
Becker et al. [2: 218] suggest four basic development strategies for the design of a maturity model: "completely new model design, enhancement of an existing model, the combination of several models into a new one, and the transfer of structures or contents from existing models to new application domains." This paper combines different structures and contents from existing models to the new application domain of data literacy, which are illustrated in Table 2 . Certain aspects from existing models will be combined to guarantee scientific validity while being enriched through the collection of new data. 
Iterative Design of the Maturity Model
The iterative design is guaranteed through different development iteration loops. The first part concentrates on defining different components of the maturity model through insights from literature. Although various maturity models in different domains have been developed, Fraser et al. [17] identify six shared properties of most maturity models: several levels (usually three to six), descriptors for each level, generic level descriptions as a whole, several dimensions, several elements or activities for each dimension, and a description of each element/activity. The iterative development of the model is done in accordance with phase two of the procedure model as proposed by Maier et al. [24] (see Figure 1) . Select Process Areas/Dimensions. The description of relevant data literacy dimensions was initially based on the definition by Slater [32] because it is one of the most recent studies on data literacy and it is based on previous studies [3] . Throughout the development process, the model evolved from seven data literacy dimensions initially to 11 competencies to consider when evaluating data literacy in organizations both on an organizational level (1-2) and an individual level (3-11): (1) data culture, (2) data ethics and security, (3) ask questions and define, (4) find, (5) get, (6) verify, (7) clean, (8) analyze, (9) visualize, (10) communicate, and (11) assess and interpret (see Table 3 ). Select Maturity Levels. The number of levels in a maturity model is to some extent arbitrary [17] and has to be decided based on an adequate representation of the topic under investigation. The original Crosby Quality Maturity Grid [9] used five levels, just as the software CMM [27] . The Risk Maturity Model [22] describes four levels, as does the Innovation Audit by Chiesa et al. [7] . Based on the comparison of 24 maturity models by Maier et al. [24: 141-144], we see that there are usually four or five levels, which will serve as an orientation for this study. Due to the growing complexity of an increasing number of levels, the data literacy model will be limited to four levels: (1) uncertainty, (2) enlightenment, (3) certainty, and (4) data fluency. Formulate Cell Text. One of the major challenges when designing maturity models is the gradual description of the different levels in correspondence to the defined dimensions. In this step, levels of maturity are assigned to key aspects of performance, thereby creating a series of cells that explain the gradual performance differences. With maturation, as primary subject matter, maturity models are required to define central constructs related to maturity and maturation [2] . To obtain more clarity in this regard, it is advisable to examine the difference between immaturity and maturity. For this, an adaptation of Page 5049 the three learning types in organizations as described by Argyris and Schön [1] was used to differentiate between maturity levels and to facilitate the formulation of the cell text. A preliminary level is added to describe no or very limited engagement with the topic so far, which is missing in Argyris and Schön's considerations.
Taking a look at another general description, based on research by , who developed a risk maturity model, the general descriptions of the levels have been taken as an orientation for the DLMM to illustrate the overall rationale that characterizes the different levels and to add Argyris and Schön's [1] considerations.
As a further orientation for the formulation of the cell text, the underlying rationale of behaviorally anchored rating scales (BARS) is used, which is suggested by Maier et al. [24] . The BARS method is often used in human resource management to obtain a precise description of different performance levels regarding specified tasks [33] . BARS consist of a set of scales that present a major performance dimension of a particular task and are usually anchored by critical incidences that reflect highly effective to highly ineffective observable behaviors relevant to the dimension under consideration [33] . For this study, a four-level scale is applied containing the following rationale: (4) excellent performance, (3) fully competent performance, (2) marginal performance, and (1) unsatisfactory performance.
The preliminary cell text was based on the researchers' own formulations in accordance with the definitions of the selected data literacy description by Slater [32] and the theories mentioned earlier, and it was continuously enriched and adjusted through the collection of new data throughout the development process. Define Administration Mechanism. This step includes the description of how the different dimensions will be assessed when the model is applied. In this regard, face-to-face interviews, workshops, or surveys are possible methods [24] . For the purpose of this study, the assessment will be executed through a self-evaluation tool for individuals that will refer to the maturity grid based on the results of the self-evaluation presented in a spider web diagram. Conception of Transfer. Becker et al. [2] propose to provide different forms of results transfer for the academic and user communities. The results of this study will be made available to the academic community through the publication of the presented paper. The users will obtain the results of the maturity model development using the maturity grid as well as an Excel tool for self-evaluation provided online by the Datenschule. Implementation of Transfer Media. The sixth phase of the development procedure proposed by Becker et al. [2] describes the implementation of the transfer media, including making the maturity model accessible to all targeted user groups. Nevertheless, the detailed implementation of the model is not within the focus of this paper.
Evaluation
As suggested by Becker et al. [2] , evaluation criteria need to be described. In order to evaluate the model, the following success criteria, based on Pöppelbuß and Röglinger [28] , are predefined: correctness, flexibility, usability, implementability, and economic efficiency. The tests were executed together with experts from the Datenschule, as well as two employees of another nonprofit organization that is currently cooperating with the Datenschule, to include an organizational perspective in the model development.
The evaluation included a test of the selfassessment questionnaire, the representation of the results, and a brief feedback interrogation. The experts evaluated the model positively. Minor changes and aspects to review were identified. In particular, the logical order and the differentiation among the different levels with the help of the selfassessment questionnaire were mentioned positively by the experts. One point for criticism was that some formulations on lower levels might be too negative and should be rephrased.
During the testing of the artifact in an organizational context together with two representatives of a partnering organization, the model was positively evaluated regarding implementability and economic efficiency. More criticism arose regarding the model's correctness, flexibility, and, to some extent, usability.
The correctness of the model was difficult to evaluate, as the representatives were not data experts and therefore were highly insecure about this aspect. On the other hand, they mentioned that a model like this might not be complete at any point, due to the complexity of the topic in general and the specific use cases in particular. Flexibility has been critically regarded, as the formulations of the possible answers in the self-assessment tool often appeared too complex and might be difficult to understand for beginners. Interestingly, the representatives had different opinions regarding usability. One testing partner mentioned that the usability is high, since the assessment tool was easy to use. Organizations are experimenting with the application of datarelated topics. Describes a state where a lot about data has already been understood theoretically but cannot be applied in many cases and has to be trained further.
Organizations perform datahandling steps with confidence and have data-driven activities built into their routine processes wherever it makes sense. Generic procedures and standards on how to handle data are formalized and widespread, and benefits are understood at all levels of the organization.
Organizations have established a data-informed culture throughout all levels. Data is actively used to improve processes and create workflows.
Data Culture
Data is perceived as an ambiguous term that causes insecurities.
Data is perceived as an interesting
Psychological barriers of data have been brought down (e.g., insecurities, fear, resignation), and comfort around data is promoted. Higher-level management and project managers understand and support importance of dedicated resources (time, budget, human resources) for data handling and conversion.
Data Ethics and Security
No awareness for guidelines that ensure confidentiality, integrity, and availability of data.
Rising awareness and uncoordinated attempts to promote the importance of the responsible use of data. No defined guidelines.
Awareness of the impacts of data use. Guidelines for responsible data handling are defined and incorporated internally to activities.
Processes are in place to ensure confidentiality, integrity, and availability of data. Only data that is necessary is collected/used. Consistent, companywide policies for secure and ethically sound data handling are constantly redefined and updated.
Ask Question/Define
Lacking ability to formulate questions to find meaningful answers in data. Indifference about which questions can be answered by data.
Questions can be asked to data in a limited number of situations, and answers are provided through simple queries.
Questions to data are formulated precisely and target-oriented to find meaningful answers in most of the cases.
Entire projects are based on multidimensional questions. Answers to informational needs can be found consistently in data, because of the high awareness of what questions can be answered by data (no overinterpretation).
Find
Limited understanding of possible data sources. Use of basic search engines to find data. No experience for identifying and selecting most relevant data sources.
Knowledge limited to only a few data sources. Advanced use of search engines. Use of internal data sources and data requests at public institutions are common practice.
Broad understanding of different data sources, and most relevant ones can be chosen from a selection of data sources. Awareness and use of data portals for specific topics. Profound understanding of the various possible types of data sources. Assessment criteria for selecting the ones most relevant to an informational need are formulated. Ability to detect when a given problem or need cannot be solved with the existing data, and knowledge about research techniques to obtain new data (e.g., complex queries).
Get
Data is derived from full text and used as base for further processing.
Use of downloads and data formats such as .csv. Frequent use of internal programs to access data (e.g., CRM).
Data can be accessed using more complex data formats (e.g., JSON, XML). Use of APIs to get data.
Access to data through sophisticated methods (e.g., automated data scrapers/scripts). Ability to convert input format into a form that can be used for further processing and analysis.
Verify
Critical evaluation of data does not exist. Data is taken at face value. Data evaluation criteria cannot be described.
Critical check of simple data quality measures.
Multiple layers of data checking are implemented in standard procedures across the organization.
Ability to do data quality assessment independently. Dataevaluation criteria regarding authorship, method of obtaining and analyzing data, comparability, and quality are precisely defined.
In contrast, the other person felt that the usability is rather low due to the long text answers in some areas of the questionnaire.
Applying the Data Literacy Maturity Model
The two participants of the model evaluation, from an NGO that is currently involved in data training activities and that used the DLMM, scored a data literacy maturity level of two (see Figure 3) . Overall, this means that the evaluated employees are experimenting with the application of data-related topics. This phase describes a state where much about data has already been understood theoretically, but this knowledge cannot be applied in many cases and has to be further trained. To obtain valuable insights on data literacy competencies in an organization, the tool should be used not only by single individuals in an organization but also within entire teams to get a better understanding of the overall situation and make the results more meaningful. 
Continuation or Rejection of the Model
The last step in the procedure model is the rejection or continuation of the model. Reflecting on the evaluation outcome, the model is still considered to be a useful tool to help individuals find out how people handle data and where they still need to be
Clean
No awareness that given data might have to be checked, cleaned, or normalized. Data is further processed as is.
Awareness that given data most often is not perfect. Awareness of some data quality criteria (e.g., empty fields, duplicates) and manual fixing of errors.
Invalid records can be detected and are removed using programs that support data cleaning (e.g., OpenRefine). High awareness of data quality criteria (e.g., machine processable, empty fields, duplicate detection).
Independent ability to remove invalid records and translating all the columns to use a set of values through an automated script. Ability to combine different datasets into a single table, remove duplicate entries, or apply any number of other normalizations.
Analyze
Bar and pie charts, simple use of data tables, and basic summaries of data.
Ability to work with basic descriptive statistics. Pivot tables for aggregating information, histograms, and box plots.
Ability to work with advanced statistics (e.g., inferential view of data, linear regression, decision trees).
Full suite of machine learning tools (e.g., clustering, forecasting, boosting, ensemble learning).
Visualize
No awareness of the multiplicity of how data can be presented. No understanding of when standard visualizations are chosen; decisions based on what looks best (trial and error).
Ability to find specific outputs in accordance with information that needs to be represented (e.g., in Excel).
Creation of interactive charts/dashboards. Uncertainties are always visualized along with the data.
High awareness of the various forms in which data can be presented (written, numerical or graphic). Sophisticated visualizations are programmed, linked, and dynamic dashboards that anticipate user requests are designed.
Communicate
Insights from data are not communicated or put into a broader context. Limited ability to find specific outputs. Simple narrative support static visualizations/key numbers (e.g., reporting to funding partners, newsletters).
Own projects are supported by interactive visualizations and more sophisticated narrative in a broader context (e.g., data storytelling, conferences, talks, monthly updates, blog posts).
Ability to synthesize and communicate in ways suited to the nature of the data, their purpose, and the audience (e.g., data storytelling, data-driven campaigning, workshops, conferences, monthly updates, blog posts, reproducible research).
Assess and Interpret
Data outputs are used at face value without questioning their correctness and message. trained more intensively on data competencies. According to the collected data, this will help to promote openness on working with, using, and communicating with data and better planning education programs. Critical reactions to the model mainly concerned missing dimensions throughout the development process, as well as a lack of presenting the complexity of data literacy in a maturity model. The missing dimensions were added in accordance with the suggestions by the experts. In addition, the aim of the study was to create a first attempt at representing the topic in a maturity model that allows for future adaptations and only offers option values so far. For this reason, a rejection of the model is not necessary at this point. However, further adaptations need to be acknowledged and will be incorporated iteratively through using the model in real-world application scenarios.
Conclusion
This study contributes to the general question of how to describe data literacy for individuals in the context of NGOs in a maturity model. With the help of action design research through three iteration phases, the maturity model grew from seven initial dimensions to 11 more detailed dimensions at each phase of the development process. The major research contribution lies in the development of the maturity grid and the translation into an easy-to-use self-evaluation tool that helps to evaluate current data-handling and data-conversion skills and to better prepare for future data practice. This research suggests a description of data literacy based on 11 competencies: (1) data culture, (2) data ethics and security, (3) ask questions and define, (4) find, (5) get, (6) verify, (7) clean, (8) analyze, (9) visualize, (10) communicate, and (11) assess and interpret. These dimensions are described across four competence levels:
(1) uncertainty, (2) enlightenment, (3) certainty, and (4) data fluency.
This study set out to explore the definition of data literacy in a maturity model, which represents an original contribution to the research domain. Although the findings of this research suggest that representing data literacy in a maturity model can be a helpful way to foster discussion in organizations, especially regarding the evaluation of current competencies and planning for the future, it was challenged by the fact that it tends to simplify the topic under investigation and cannot represent the multiplicity of organizational contexts. However, it was not within the scope of this paper to offer a "onesize-fits-all" solution but, rather, to offer a proposal of option values as a guideline. Moreover, the paper may encourage discussion of the bigger picture of data literacy competencies and thus make future educational endeavors more scalable and measurable.
Although the research has reached its aim to explore and describe data literacy in a maturity model for NGOs, unavoidable limitations need to be acknowledged. First, the period of time dedicated to this study limits what is revealed, especially regarding the ambitious development process that comprised three iteration phases. This led to the conscious decision to focus the data collection process on the selected cases. As a consequence, the ability to draw generalizations for NGOs is limited, and the model presents itself in a rather generic version that potentially can also be used and investigated further in other domains. Second, the decision to represent data literacy in a maturity model was a new approach that was best investigated with the exploratory character of qualitative research methods such as expert interviews. A main shortcoming of this approach is the subjective influence regarding data collection and the analysis of the results.
Overall, the research sets the stage for further promising research directions around the topic of data literacy. One potential research lead is the exploration of a benchmarking function of the model between different organizations. What are differences between learning organizations and organizations that already have a certain expertise in data-handling and -conversion topics? This could be an exciting way to further refine the model in varying organizational contexts. Moreover, examining the correlations among the different competencies that are described in the DLMM could lead to promising research streams. It would be interesting to learn about the connections among and influence of the different dimensions and which recommendations and insights can be drawn from them. This could be an interesting research focus, as the findings of this study suggest that the big contextual difference between NGOs can have a dramatic impact on the interpretation of data literacy.
