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This thesis deals with the implementation and analysis of
an image processing algorithm in order to determine the fea-
sibility of its operation in a real time environment at standard
video frame rates.
A modification of the Peli and Lim algorithm has been
put to work in processing images taken from a submerged ca-
mera operating in turbid water environments with uneven
light distribution. The algorithm's performance was observed
in detail to determine if it met the required specifications.
Through analysis, the algorithm's intense computational re-
quirements and large memory storage demands were resolved.
It was determined that for the algorithm to operate in real
time, a system with characteristics of a supercomputer would
most likely be needed.
The algorithm was transported to an IBM AT equipped for
image processing. Possible optimization techniques were dis-
cussed briefly, and other solutions for processing images with




II. THE PELI AND LIM ALGORITHM 3
A. DESCRIPTION AND APPLICABILITY 3
B. MODIFICATION INTRODUCED 5
III. ANALYSIS 13
A. MEMORY STORAGE REQUIREMENTS 14
B. COMPUTATIONAL REQUIREMENTS 16
IV. IMPLEMENTATION 21
A. SYSTEM DESCRIPTION 21
B. PERFORMANCE 2 4
C. OTHER SOLUTIONS 2 6
1. Use of the Look-up Tables 2 6




LIST OF REFERENCES 4 3
INITIAL DISTRIBUTION LIST 44
IV
I. INTRODUCTION
The Naval Undersea Warfare Engineering Station (NUWES)
,
in Keyport, Washington, freguently conducts torpedo recovery
operations on its testing range. These operations are carried
on undersea with the aid of special digging equipment. In
order to maneuver this equipment, its activity is monitored
with underwater video cameras and the operation is observed
on video monitors at the surface onboard the recovery vessel.
The underwater cameras are equipped with strong artificial
lights, which shine irregularly on the objective, and occasion-
ally cause intense specular reflections of light in the direction
of the camera.
From the described environmental conditions it can be an-
ticipated that the true dynamic range of the image will not be
faithfully represented on the video system. To make things
worse, the recovery equipment, in its attempt to dig out the
torpedo, stirs up sediments which obscure the objective, and
produce additional reflections that further degrade the image.
In many cases the degradation is such that the whole digging
operation must be stopped in order to wait for the sediments
to settle, and allow sufficient visibility to continue.
There is clearly a need to perform some processing of the
image in order to enhance it before displaying it on the mo-
nitor. To date, no adequate technique capable of rapidly and
efficiently enhancing the image before display, has been found.
The purpose of this thesis was to implement and analyze
an algorithm which has been previously used to perform en-
hancement on single frames of these images. Major modifica-
tions to the algorithm have been introduced for two specific
reasons: to avoid the accentuation of the background noise,
and to make the algorithm less image dependent, thus requir-
ing less operator intervention to perform.
A further purpose of the thesis was to determine what
could be done to process images with this algorithm on an
IBM-PC AT compatible computer, that would in some way aid
the torpedo recovery operation at NUWES. A small machine
this size could be easily installed on board the recovery vessel
and incorporated with other equipment.
II. THE PELI AND LIM ALGORITHM
A. DESCRIPTION AND APPLICABILITY
When an image with a large dynamic range is recorded on
a medium with a smaller dynamic range, the details of the
image, principally in areas with very high and very low lumi-
nance values, are not well represented. This is the case for
the images that will be dealt with throughout this thesis. The
Peli and Lim Algorithm [Ref. 1] performs contrast enhance-
ment adaptively and mitigates the reduction in dynamic range
of an image by modifying the values of the local contrast and
local luminance mean separately.
Figure 1 shows a block diagram of the algorithm. The
vector n represents a pair of spatial coordinates and f (n) de-
notes the unprocessed digital image; for our purposes a 512
by 512 8-bit pixel array of values between and 255. The
function fL(n) represents the local luminance mean of f(n),
which is obtained by low-pass filtering. The function fn(n)
denotes the local contrast, obtained by subtracting the local
luminance mean values from the original image values.
The local contrast is modified by multiplying its value by
a factor k(fL ) , which varies according to the value of the
local luminance mean of the given pixel. The modified contrast
is designated f' H (n). The local luminance mean is modified by













f' L (n). The specific mapping chosen depends on the desired
effect. Typically the mapping is selected so that the overall
dynamic range of the resulting image is approximately the
same as that of the medium on which it is to be recorded.
Finally, the two modified components are combined to obtain
the processed image g(n)
.
Considering the algorithm's features, highlighted above,
and the given conditions of the environment where the imag-
ing takes place, we could expect that its processing should be
favorable to our needs. The local contrast can be enhanced in
vicinities of low luminance, where the artificial lights do not
have the required intensity, and also in high luminance areas,
where reflections from the objective are too bright.
Figure 2 shows examples of the functions of the factor
k(fL ) used in a former implementation of the Peli and Lim
Algorithm [Ref. 2] that was used to process single frames of
these same images. The results obtained in terms of contrast
enhancement were highly satisfactory. However, undesired
background noise, already present in the image, was accentua-
ted greatly. Figures 3 and 4 show the original and the proces-
sed images, respectively.
B. MODIFICATION INTRODUCED
Since the algorithm had the unwanted effect of intensify-
ing the background noise of this particular type of images,
Professor Jae S. Lim of M.I.T., one of the co-authors of the
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Figure 3. Original Degraded Image
Figure 4. Image Processed by Peli & Lim Algorithm
local contrast is multiplied, should be made to be a function
not only of the local luminance mean, but also of the local
variance.
The algorithm was modified to compute the local variance
which is a measure of the energy of the high frequency com-
ponent of the image. This quantity was computed as the sum
of the squares of the values of fn(ll) over a neighborhood of
25 pixels.
By setting variance threshold points, areas composed ex-
clusively of smooth backgrounds can be isolated from the rest
of the image. Increasing the local contrast in these areas,
would result in the intensification of noise. Therefore, the
parameters of the algorithm are set so that only the local
luminance mean values are modified. In the more irregular
regions of the image where the presence of edges or boun-
daries of different objects is evident, the values of the var-
iance will be higher. In these regions, both the local lumin-
ance mean and the local contrast values are modified. If the
variance values are higher than a third threshold, then the
local contrast of the pixels they represent is high enough, and
no changes in contrast are required.
Figure 5 shows an example of the degraded image after it
has been processed with the modified Peli and Lim Algorithm.
It can be seen that it is sharper than Figure 3, the original.
Although contrast enhancement could be more evident in the
image of Figure 4, there is also noise accentuation in the
8
smooth regions of the image. This is not the case of the
image of Figure 5.
Figure 5. Image Processed by Modified Peli & Lim.
Figure 6 shows the block diagram of the modified Peli and
Lim Algorithm. The new functional block introduced is the
variance calculation. The output of this operation is one of
the inputs for the next functional block. The calculation of
the factor k, involves the multiplication of its two components
k]_ and k2 as shown in the following equation:














An example of the dependence of the k2 operator on the
local variance is shown in Figure 7 (a) . An example of the
function of the factor k^ is given by the eguation:
k;L(fL ) = 0.75 x fL (n) + 35
Figure 7 (b) shows an example of a typical intensity map-
ping used to operate on the local luminance mean. This par-
ticular mapping is chosen to reduce the dynamic range of the
local luminance, which in fact, is the more dominant of the
two components. In the figure, the range of input local lumi-
nance mean values is from to 255, while the range of output












Figure 7. k Coefficient and Intensity Mapping Functions.
12
III. ANALYSIS
For a process to run in real time, it must finish process-
ing a set of input data before the next subsequent set of
input data is available. If the Modified Peli and Lim Algorithm
is to run in real time at standard video frame rates 1 , it
should be capable of processing thirty image frames in one
second, or one frame every thirty three milliseconds.
Computations take a finite amount of time. When the
input data set is large, performing even a simple computation
can take a long time.
Data moves, or load/store operations also require a finite
amount of time. There must be an address calculation perform-
ed in order to determine the physical address of an operand
for it to be moved to a CPU register, where the ALU can
deal with it.
In this analysis the number of operations that must be
completed in order to process an image 512 x 512 pixels in
size with the Peli and Lim Modified Algorithm will be deter-
mined. The storage capacity, the computation speed, and the
data transfer rates that a computer system must have in




A. MEMORY STORAGE REQUIREMENTS
To determine the size of an array, the size of the data
type used to represent each of its elements must be known.
Different implementations of the algorithm will therefore
require different storage capacities depending on the type of
computer system being used as a host. For instance, an array
of 262,144 integers on a large mainframe, which typically uses
64 bit integers, would require 2 megabytes of storage. The
same array would occupy half the storage on a minicomputer,
if the integer were to be represented with 32 bits. On a small
micro or a PC, an unsigned short integer data type is only 16
bits long, and can represent integer values up to 65,536. This
quantity is suitable for the application, and the storage re-
quired would be only half a megabyte.
As stated before, the image can be stored in a 512 by
512 8-bit pixel array. Some implementations of programming
languages like the Microsoft C Compiler, allow the use of the
unsigned character data type. This data type is perfect for
representing a digital image, and allows the compressing of
the array to 256 KBytes of memory storage.
During the execution of the program, there is a second
one of these arrays generated from the low-pass filtering ope-
ration, which in turn is subtracted from the original image
pixel values to obtain the local contrast. At all times the
program must maintain these two arrays in memory since their
values are constantly being referenced.
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The only other array that results at run-time is the local
variance. The highest possible value resulting from this com-
putation can be scaled down so that it can be represented
with a 16 bit unsigned integer. This will minimize the amount
of storage needed, contributing only with an extra 512 KBytes
to the previous requirement.
In summary, the implementation of the algorithm must
have at least one megabyte of memory allocated to the pro-
cess at all times during execution. On the surface, this does
not look so bad. However, considering a common virtual mem-
ory paging system like the VAX-11/780 as an example, the
page size used is only 512 bytes. The peak working set size
of pages for a normal user is in the vicinity of 300, there-
fore the maximum memory allocated to the process at one
time would be 153.6 KBytes. Quite a few page faults could be
expected during the execution of the process.
For every page fault on a multi-user time sharing sys-
tem, an I/O interrupt is generated. The process is then
blocked and enters a ready queue until the disk I/O opera-
tion is completed [Ref. 4]. While a memory reference requires
hundreds of nanoseconds, a disk I/O will need tens and some-
times hundreds of milliseconds to be carried out. If real time
operation a goal, an overhead of this size can not be tolera-
ted.
If the algorithm were to be implemented to run on a sin-
gle user system which does not use virtual memory and does
15
not run other processes in the background at the same time,
the process is guaranteed to run without I/O interrupts, pro-
vided a minimum of one megabyte of real memory is allocated
to it at all times during execution.
B. COMPUTATIONAL REQUIREMENTS
Arithmetic computations are performed by the Arithmetic-
Logic Unit of the CPU. Additions and subtractions can be
accomplished ten times faster than multiplications and di-
visions. Also integer operations reguire less time than floating
point operations since for the latter extra manipulations like
normalization must also be performed on the result.
When the specifications of a certain machine cite the time
that it takes to execute a floating-point multiply, it is
assumed that both operands are located in the CPU registers.
However several memory cycles must elapse for these operands
to be brought to the registers.
A memory cycle includes the calculation of the address
of the memory location of the operand and the actual memory
reference or moving of the operand through the system bus
into the CPU register. All of these operations must be con-
sidered since each one takes a finite amount of time.
In the implementation of the algorithm, for every opera-
tion there are two data moves: one to fetch the operand and
a second to store the result. Each data move, in turn, in-
volves one address calculation and one memory reference. The
size of the values moved when reading and writing the image
16
is 8 bits (one byte) . Other operations, like variance computa-
tions involve larger data types like integers, the size of which
can be 16 or 32 bits, depending on the machine the program
is running on. Nevertheless, in most cases the system bus
should be wide enough to move each value in a single memory
cycle.
To read the image into memory, or to write the image
array to a secondary storage device, there are 512 x 512 =
2 62,144 data moves each time.
If no particular attempt is made to reduce the number of
computations, then in the low-pass filtering or averaging
operation with a filter mask of five by five pixels, there are
262,144 x 25 = 6,553,600 operand fetches and the same number
of additions. There are also 262,144 divisions and the same
number of operand stores.
The variance calculation requires 6,553,600 operand fet-
ches and the same number of multiplications and additions. It
also requires 262,144 divisions and operand stores.
During the contrast enhancement operation, there are
262,144 x 2 = 524,288 operand fetches, 262,144 compares and
additions, which require the same length of time, and 262,144
multiplies and operand stores.
The intensity-mapping requires a total of 262,144 operand
fetches, multiplications, additions, and operand stores. The
operation of combining the two functions f
'
L (n) and f
'
H (n) re-
quires a further 262,144 operand fetches and additions.
17
Summing up all the operations so far performed on the
image in this "brute force" implementation, there would be
262,144 x 60 = 15,728,640 load/store operations, 262, 144 x 54
= 14,155,776 additions, and 262,144 x 29 = 7,602,176 multiply/
-
divide operations, as summarized in TABLE 1. If one floating
TABLE 1. OPERATIONS PERFORMED IN THE ALGORITHM
Program Block Load/Store Add/Comp Mult/Div
Reading Image 262,144
Low-Pass Filt. 6,815,744 6,553,600 262,144
Variance Calc. 6,815,744 6,553,600 6,815,744
Contrast Enh. 786,432 524,288 262, 144
Intensity Map 786,432 524,288 262,144
Saving Image 262,144
Totals: 15,728,640 14,155,776 7,602,176
point multiplication requires same time as 10 floating point
additions, then the number of operations of the whole process
would be equivalent to nine million multiplies and sixteen mil-
lion load/stores.
A system with average data transfer rates of 10 MWords
per second (which is not far fetched) , and a CPU capable of
handling 20 MFLOPS 2 would guarantee the completion of the
2Millions of Floating Point Operations per second.
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processing of one image frame in two seconds. However, for
real time operation this time must be brought down to thirty
milliseconds, which would require data rates of 300 MWords
per second and CPU's of 600 MFLOPS. These rates would
only be achievable with highly specialized architectures invol-
ving vector pipeline processors high bandwidth memories and
bus systems, and reduced clock periods. Examples of these
architectures can be seen on supercomputers like the Cray-1,
the Cyber-2 05, the Cray-XMP, and others [Ref. 5] of this
style, which for obvious reasons are entirely out of reach.
Reduction of the number of operations of the algorithm's
implementation through optimization or through more clever
ways of doing things have not yet been discussed. Consider
for instance, a more efficient way of using the available hard-
ware like the look-up tables of the digitizer card. The whole
intensity mapping operation could be performed faster and
524,288 load/store and 262,144 add/compare operations could
be deducted from the present total. This can alleviate the
process of 1.8 percent of its add/compares, and 3.2 percent of
its load/stores.
Other techniques help greatly in eliminating redundant
operations from program segments in which neighborhood
operations are performed. An example is "memorizing" the sum
of the pixels values bounded by a 5 by 5 filter mask and mod-
ifying it as the mask is shifted. This way, five new values
are added, and another five are subtracted with every shift.
19
As a result 15 add and 15 load/store operations are saved
each time, and this amounts to a reduction of 3,957,760 ope-
rations for the filtering of the whole image. The resulting
totals shown in TABLE 2 demonstrate the significant reduction
TABLE 2. OPERATIONS PERFORMED AFTER OPTIMIZATION
Program Block Load/Store Add/Comp Mult/Div
Reading Image 262,144
Low-Pass Filt. 2,857,984 2,595,840 262,144
Variance Calc. 2,857,984 2,595,840 2,857,984
Contrast Enh. 786,432 524,288 262,144
Intensity Map 786,432 524,288 262,144
Saving Image 262,144
Totals: 7,813,120 6,240,256 3,644,416
of the total number of operations by approximately fifty per-
cent. This implementation will process an image on the same
system described earlier in one second instead of two. For
real time, however, 150 MWords/sec data transfer rates and
3 00 MFLOPS of processing power are required. This speed is
still only within the range of capabilities of a supercomputer.
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IV. IMPLEMENTATION
While it is not feasible to consider the operation of the
Peli and Lim Algorithm in real time without expensive and
very specialized hardware, it is nevertheless reasonable to ask
what can be done to process these underwater images with
simple, off-the-shelf, relatively inexpensive equipment such as
an IBM-PC AT provided with image processing capabilities.
After its implementation and testing on the VAX-11/780
in Pascal, the Modified Peli and Lim Algorithm was transpor-
ted to a system with characteristics similar to the one in the
research activity at NUWES. Since a system such as this oc-
cupies little space, it can be easily installed on board the
torpedo recovery vessel, where it could be used to aid the
digging operations.
A. SYSTEM DESCRIPTION
The image processing peripherals added to the host were a
PC-Vision Plus Frame Grabber 3
, a combination image digitizer
and video monitor controller, a Sony VP-5020 U-matic tape
player, and a Sony PVM 127 1-Q high resolution monitor. The
tape player serves as a video source, and can be replaced by a
camera when needed. An example of the system configuration
is shown in Figure 8.
3Trademark of Imaging Technology Inc.
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Image Processing on the IBM-PC AT














Figure 8. Image Processing System on a PC.
22
The digitizer is provided with enough frame memory to
store two digitized 512 by 512 images at a time. This allows
it to display one image on the monitor while the other one is
being digitized or processed. Using one single frame buffer,
the frame grabber is capable of digitizing images from the
video source and continuously displaying them at a rate of 3
frames per second. The digitizer can be controlled by the PC
in real time, while its CPU is performing other functions. A
block of 64 KBytes of frame memory of the digitizer is map-
ped to the host's memory address space, and image data can
be transferred to and from the host through the system bus.
Therefore images can be digitized and saved to a secondary
storage device or transferred to the PC's memory for proces-
sing at any given time.
The installation of the digitizer on the AT introduced a
severe limitation to the system. The maximum amount of ran-
dom access memory that an 80286 microprocessor can address
under the current operating system4 is 64 KBytes (addresses
0000H to FFFFFH) . Of these, 512 KBytes are physically lo-
cated on the PC's system board (addresses 00000H to 80000H)
,
and the other 128 KBytes must be located on an add-in
board. The default settings of the Frame Grabber map its
block of frame memory to the PC's address space beginning at
A00000H, which is also the starting address of the video mem-
ory of the graphics adapter. Due to this conflict, the starting
4 IBM PC DOS Version 3.3.
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address of frame grabber's memory had to be changed to a
lower location like 90000H5 .
Since the memory add-in board does not allow the map-
ping of single 64 KByte blocks, but rather of 128 KByte
blocks, 64 KBytes of the PC's address space (addresses 80000H
to 90000H) had to be sacrificed in order to be able to map
the 64 KBytes block of the digitizer's memory between add-
resses 900000H to AOOOOOH. In essence, twenty percent of the
memory, a total of 128 KBytes, could not be used, bringing
the total available RAM down to 512 KBytes.
As mentioned in section III. a. of this thesis, the
minimum available memory storage required for the algorithm
to process the entire image is a little over 1 MByte. With
only half of that amount, a great restriction was imposed on
its implementation, and the only solution to the problem was
to process the image partially.
B. PERFORMANCE
A reduction of the image to one quarter of its original
size made sense, since the array to represent it would only
have 6553 6 elements. Two of these arrays would need 128 K-
Bytes, and if a third one composed of the same number of un-
signed short integers (16 bits) were included, the total storage
requirement would be of one quarter megabyte. However, when
the whole program was compiled and linked, the executive
5589,824 decimal.
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file turned out to be 524 KBytes long. This was too large for
the computer to handle. Still more reduction was needed.
In order to save more memory space, an array of only 156
by 156 pixels in size was actually processed. This brought the
storage required for the arrays down to the vicinity of 100 K-
Bytes, and the whole compiled and linked program was near
4 00 KBytes in size. Timers were used to determine the amount
of time each functional block took to execute. The source
code of the implementation written in C can be found in Ap-
pendix A. TABLE 3 shows the execution times of the various
program segments in seconds.
TABLE 3. EXECUTION TIME IN SECONDS
Functional Block Time
Reading the Image 27





Expanding the image 3
Saving the image 30
Total execution time 358
If the optimization technique that eliminates the redun-
dant operations from the program segments where filtering is
25
performed were implemented, the execution times of the two
functional blocks of longer duration would be reduced by ap-
proximately 60 percent. Since the execution time of these two
blocks is 75 percent of the execution time of the whole pro-
cess, their reduction in time would in turn reduce the overall
execution time by approximately 45 percent.
C. OTHER SOLUTIONS
Considering that it is not possible for the Peli and Lim
implementation to operate in near real time on a computer
system such as the IBM-PC AT, there are ways in which the
torpedo recovery operation at NUWES can be aided with this
type of equipment. In the following sections, two of. the most
important ones will be discussed.
1. Use of the Look-up Tables
Perhaps one of the most useful features that the di-
gitizer has, is the capability of mapping the intensity values
of the pixels of an image in real time, through its look-up
tables.
The look-up tables consist of a set of memory loca-
tions on the digitizer, whose address is determined by the
intensity of a pixel in question. The content of a specific me-
mory location is a value of the mapping function programmed
in the look-up table in advance. As the image is displayed, the
values of its elements are substituted by the values in the
look-up table, and an intensity modified image will be seen on
26
the monitor. As stated before, this reference is very fast, and
it does not affect the real time operation of the digitizer. In
addition there are two sets of look-up tables. One is at the
input of the card, and will change the value of the pixel as it
is being digitized; the other one is at the output, and will
change the value of the pixel only as it is being displayed.
The look-up tables can be programmed in many ways,
to achieve different effects in the displayed image. Linear
functions can be used as well as nonlinear ones. Whole arrays
of values can be accommodated in the look-up tables for any
desired mapping. This function can be an approximation of a
histogram equalization transformation, and so can be very
helpful in the case of enhancing the contrast of the type of
underwater images this thesis deals with. Figure 9 illustrates
the use of a simple linear function programmed in the look-up
tables. This particular function maps the input pixel values
below 80 to zero, the values above 200 to 255, and stretches
the contrast of the image pixel values between 80 and 2 00.
This simple mapping yielded an image that was judged to be
somewhat more intelligible than the original image.
2. Exploiting the Double Buffer Feature
As stated before, the Frame Grabber has enough me-
mory to store two 512 by 512 digitized images at the same
time. It is also capable of digitizing and displaying the digi-
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Figure 9. Look-up Table Function.
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time, even if the look-up tables have to be referenced at dis-
play time.
Considering the appreciable difference in speed be-
tween the operation of the digitizer and the processing of an
image with the host computer, the torpedo recovery operations
on NUWES could be aided by processing one image as needed,
and storing it in one of the frame buffers. At the same time,
the updated images coming from the video source could be
digitized and displayed on the monitor, with a suitable con-
trast enhancement transformation, stored in the input look-up
tables. Since the submerged camera is not constantly moving,
but is rather used mainly in a stationary position, the pro-
cessed image could be displayed by the operator, every now




The Peli and Lim Algorithm was implemented on the VMS
VAX-11/780. Good results were obtained with respect to the
local contrast enhancement, but accentuation of background
noise was evident. A modification to the Peli and Lim Algo-
rithm involving the use of the local variance as a threshold to
operate on the local contrast was also implemented and tested
on the VAX. The results obtained were satisfactory, however
the computational requirements of the algorithm were in-
creased substantially.
An analysis of the algorithm was performed to determine
its storage and computational requirements, and it was con-
cluded that for the algorithm to operate in real time, special
and very costly computer architectures would most likely be
needed.
The Modified Peli and Lim Algorithm was transported to
the IBM-PC AT environment. Adjustments were made to the
algorithm in order for it to perform correctly within the li-
mitations of the PC. In this environment, only a portion of
the image could be processed due to memory constraints.
Other ways of aiding the torpedo recovery operations at
NUWES with the available system were suggested. In particu-
lar, some combination of using the look-up tables in the
frame grabber to provide global contrast equalization in real
30
time, and the use of the Peli and Lim Algorithm (which takes
a few minutes to execute) to provide improved enhancement
of single frames seems feasible.
Optimization of the Peli and Lim computational tech-
niques were briefly analyzed, and the results suggest a natural
continuation for work in this area.
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APPENDIX A
IMPLEMENTATION ON THE PC USING C
/* LIM & PELI PARTIAL */
/* This program processes images using the Adaptive Filtering
Algorithm (Mod). It must be compiled with Microsoft C 5.0
using the HUGE Memory model.
It processes the image by reducing the original matrix to




# define LEN 512
# define HLN 256
# define PAR 156
int ct = 0, i, j , k, 1, x, y, one, two, three, varnce,
lowlim, uplim;
float m, intcp, factor, average, kl, k2 , deltax, slope, value;
double variance;




unsigned short var[PAR] [PAR]
;




time_t begin, start, finish;
time (&begin)
;
printf ("\n Reading Parameters ... \n");
fp = fopen ("par.dat", "r")
;
fscanf (fp, "%f", &factor)
;
fscanf (fp, "%d", &one)
;
fscanf (fp, "%d", &two)
fscanf (fp, "%d", &three)
fscanf (fp, "%d", & lowlim)
32




printf ("\n Parameters: \n\n")
;
printf ("factor: %f \n", factor);
printf ("one %d \n" , one);
printf ("two %d \n", two);
printf ("three %d \n", three);
printf ("lowlim %d \n", lowlim)
;
printf ("uplim %d \n", uplim)
;
printf ("\n Reading Image ... \n")
;
fptr = fopen ("inp.dat", "r+b")
for (i = 0; i < 81; i++)
head[i] = fgetc (fptr);
for (i = 0; i < LEN; i++) {
for (j = 0; j < LEN; j++)






printf ("\n %f seconds to read the image. \n\n",
difftime( finish, begin) )
;
printf ("\n Compressing Image ...\n");
time (Sstart)
for (i = 50; i < 206; i++) {
for (j = 50; j < 2 06; j++)
hi[i-50] [j-50] = ( (int) ( (orig[2*i] [2*j ] + orig
[2*i+l][2*j] + orig[2*i] [2*j+l]
+ orig[2*i+l] [2*j+l]) / 4));
time (&finish)
printf ("\n %f seconds to compress the image. \n\n",
dif ftime (finish, start) )
;
printf ("\n Low-Pass Filtering ...\n");
time (&start)
for (i = 0; i < PAR; i++) {
for (j =0; j < PAR; j++) (
average = 0.0;
for (k = 0; k < 5; k++) (
for (1 = 0; 1 < 5; 1++) (
x = i + k - 2
;
if (x < 0) x = 0;
if (x >= PAR) x = PAR - 1;
y = j + 1 - 2;
if (y < 0) y = 0;
if (y >= PAR) y = PAR - 1;
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average = average + hi[x][y];
}
}
lo[i][J] = ((int) (average / 25.0));
}
}
for (i = 0; i < PAR; i++) {
for (j = 0; j < PAR; j++) {





printf ("\n %f seconds to filter the image. \n\n"
,
dif ftime (finish, start) )
;
printf ("\n Computing the Variance ...\n");
time (Sstart)
;
for (i = 0; i < PAR; i++) {
for (j =0; j < PAR; j++) {
variance = 0.0;
for (k = 0; k < 5; k++) {
for (1 = 0; 1 < 5; 1++) {
x = i + k - 2
;
if (x < 0) x = 0;
if (x >= PAR) x = PAR - 1;
y = j + 1 - 2;
if (y < 0) y = 0;
if (y >= PAR) y = PAR - 1;
value = hi[x][y];








printf ("\n %f seconds to compute the variance. \n\n"
,
difftime (finish, start) )
;
printf ("\n Operating on Local Contrast ...\n n );
time (&start)
;
deltax = two - one;
slope = (factor - 1) / deltax;
for (i = 0; i < PAR; i++) {
for (j =0; j < PAR; j++) {
kl = lo[i][j] * 0.002 + 1;




if (varnce >= one && varnce < two)
value = value * kl * ( (varnce - one) * slope +
i);
if (varnce >= two && varnce < three)
value = value * kl * factor;
if (varnce > three) {
k2 = (three - varnce) * kl * slope + factor;
if (k2 < 1) k2 = 1;
else value = value * k2
;
}
if (value > 255) ct++;
hi[i][j] = (int) value;
}
}








difftime (finish, start) )
;




for (i = 0; i < PAR; i++) {
for (j =0; j < PAR; j++)
lo[i][j] = (int) (lo[i][j] * .85 + 15) + hi[i][j];
}
printf ("\n %d Overshoot\n" , ct)
time (Sfinish)
printf ("\n %f seconds to enhance the local luminance.
\n\n" , difftime( finish, start) )
;
printf ("\n Expanding the image ...\n" );
time (& start)
for (i = 100; i < 412; i += 2) {
for (j = 100; j < 412; j +=2)
orig[i][j] = orig[i+l][j] = orig[i] [ j+1] = orig
[i+l][j+l] =lo[(i-100)/2][(j-100)/2]; }
time (Sfinish)
printf ("\n %f seconds to expand the image. \n\n",
difftime( finish, start) )
;
printf ("\n Stretching the Luminance Between %d and %d
...\n" , lowlim, uplim);
time (&start)
m = 255 / (uplim - lowlim)
;
intcp = m - lowlim;
for (i = 0; i < LEN; i++) (
for (j =0; j < LEN; j++) {
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}value = orig[i][j];
if (value <= lowlim) value = 0;
else if (value > lowlim && value <= uplim)
value = value * m - intcp;
else value = 255;




printf ("\n %f seconds to stretch the luminance values
\n\n" , dif ftime (finish, start) )
;
printf ("\n Saving the image . ..\n M );
time (Sstart)
;
fptr = fopen ("out.dat", "w+b")
;
for (i = 0; i < 81; i++)
fputc (head[i], fptr);
for (i = 0; i < LEN; i++) {
for (j = 0; j < LEN; j++)





printf ("\n %f seconds save the image. \n\n"
,
difftime( finish, start) )
;





IMPLEMENTATION ON THE VAX-11/780 USING PASCAL
Program LIMPELI (Input, Infile, Output, Outfile)
;
{ Version 3.1: K factor has two components Kl & K2 }
type
byte=0. .255;
imagero=packed array [0. . 511] of byte;
unpimgr=array [0 . .511] of integer;
image=array [0. . 511, 0. . 511] of integer;




fin, fhn, flnl, fhnl: realim;
I, J, thptl, thpt2 , thpt3 : integer;
factor: real
;
infile,outfile: file of imagero;
Procedure Getimage (var Picture: image)
var




















end; { Procedure Getimage }














for I:=0 to 511 do
begin









end; { Procedure Putimage }





for I:=0 to 511 do
begin
for J:=0 to 511 do
picture [I, J] :=0;
end;
end; ( Procdure Initialize }
Procedure Convert (filel: image; var file2 :realim)
;
var
I , J: integer;
begin
for I:=0 to 511 do
begin




end; { Procdure Convert }






for I:=0 to 511 do
begin




if file2[I,J]>255 then f ile2 [I,J] :=255
;
if file2[I,J]<0 then file2 [I, J] :=0
end;
end;
end; { Procdure Truncate }





for I:=0 to 511 do
begin




end; { Procedure Equate }




I, J,K, L, Shift ,xshift,yshift: integer;
Ave: Real;
begin
shift :=numpts div 2;
for I:=0 to 511 do
begin




for K:=0 to numpts-1 do
begin





if xshift<0 then xshift:=0;
if xshift>511 then xshift:=511;
if yshift<0 then yshift:=0;









end; { Procedure Average }





I, J, K, L,xshift,yshift: integer;
begin
for I:=0 to 511 do
begin
for J:=0 to 511 do
begin
variance :=0;
for K:=0 to 4 do
begin





if xshift<0 then xshift:=0;
if xshift>511 then xshift:=511;
if yshift<0 then yshift:=0;
if yshift>511 then yshift:=511;






filel [I, J] :=variance;
end;
end;
end; { Procedure Comvar }
Procedure Combine






for I:=0 to 511 do
begin
for J:=0 to 511 do





end; { Procedure Combine }
Procedure Operate









m : = ( factor- 1 ) /d
;
for I:=0 to 511 do
begin
for J:=0 TO 511 do
begin
Kl:=fln[I,J]*0. 002+1;
if (file2[I,J]>=thptl) and (file2 [I, J] <thpt2) then
filel[I,J] :=(filel[I / J]*Kl)*( (file2[I,J]-
thptl)*m+l)
;










end; { Procedure Operate }
begin { Main Program LIMPELI }
writeln (output)
;
writeln ( output,' LIM & PELI ALGORITHM IMPLEMENTA-
TION: (ver 3.1) ') ;
writeln (output)






read ( input , thptl , thpt2 , thpt3 )
;
writeln (output)





















writeln (output, 'Averaging begins ... ');









writeln (output, 'Variance computation begins . .
comvar (fhnl,fhn);
writeln (output, ' Completed. •)
writeln (output)
writeln (output, ' Local contrast operation
begins ... ' )
;






writeln (output, ' Local liminance operation
begins ... • )
initialize (flnl)
;






combine ( flnl , fhn ,1,0)
writeln (output, 'Process completed, image being
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