ABSTRACT. Orthomodular Hilbertian spaces are infinite-dimensional inner product spaces (E, ·, · ) with the rare property that to every orthogonally closed subspace U ⊆ E there is an orthogonal projection from E onto U. These spaces, discovered about 30 years ago, are constructed over certain non-Archimedeanly valued, complete fields and are endowed with a non-Archimedean norm derived from the inner product. In a previous work [KELLER, H. A.
Introduction
The Clifford algebra associated to a finite-dimensional quadratic space is a well-established tool in the classical theory of orthogonal groups. It provides a representation of reflections and products thereof as inner automorphisms. In infinite dimension, however, the power of this technique seems to fade out because the reflections generate only a small part of the whole group of isometries. There were various repeated efforts to overcome the handicap by complementing the usual algebraic set-up by topological constructions. In general, the outcome of such endeavours has not been encouraging. However, in a previous article we showed that this basic idea can be carried out successfully for an outstanding class of non-Archimedean inner product spaces of infinite dimension discovered about 30 years ago (see [1] , [4] ). They share with the classical, real or complex Hilbert spaces H the basic property expressed by the Projection Theorem:
All these new spaces are constructed over certain non-Archimedeanly valued, complete fields and are endowed with a non-Archimedean norm derived from the inner product. We refer to them as "orthomodular Hilbertian spaces" because property (P) is equivalent to the fact that the lattice L ⊥⊥ of all orthogonally closed subspaces satisfies the orthomodular law.
In the decades after their discovery these new spaces were intensively investigated, particular attention being paid to algebras of bounded linear operators (see [5] ), spectral decompositions (see [6] ) and later on the group of isometries (see [7] ).
In [8] we showed that the non-Archimedean features of an orthomodular Hilbertian space (E, · , · ) opens the way to the construction of a new object, called the norm Clifford algebraC(E). In contrast to the classical, purely algebraic Clifford algebra,C(E) captures infinite products of reflections of E and provides a new view on the group of isometries; for details we refer to [8] . In the present paper we focus on the inner structure of these norm Clifford algebras.
We begin with a review of norm Hilbertian spaces (Section 2). The presentation given here is more general than the one in [8] inasmuch as it allowsin the terminology introduced in [1] -for varying multiplicities of (algebraic) types, which we need in order to highlight the exceptional case treated in [8] . In Section 3 we resume the construction of norm Clifford algebras and establish some basic properties. Then we concentrate on the special case where the type 0 doesn't occur, i.e. its multiplicity is m 0 = 0, and all other types k ∈ N have multiplicities m k ≤ 1. We prove that in this case every element ofC(E) has a (left-)inverse, thusC(E) is a skew field. This outstanding property is lost as soon as there is just one type k with multiplicity m k ≥ 2, or when m 0 ≥ 1, as can be seen by simple examples. In the following Section 4 we study the valuation ring A ofC(E) and its ideals. The algebraC(E) is highly non-commutative, in fact the center is reduced to center(C) = λ · 1C : λ ∈ K . It is therefore rather surprising that in the special case considered before, every left or right ideal A is in fact bilateral, and the collection of ideals in A is totally ordered by inclusion. Again this remarkable feature disappears as soon as there are types with multiplicity ≥ 2.
THE STRUCTURE OF NORM CLIFFORD ALGEBRAS

Orthomodular space with varying multiplicities of types
In this section we summarize the construction of orthomodular spaces in which the so called types occur with different multiplicities. For details we refer to [1] and [5] .
The base field
For i = 1, 2, . . . let G i = g i be an infinite cyclic group ordered by powers of the generator g i . That is, g
for which supp(g) := {i ∈ N : r i = 0} is finite, and if k := max supp(g) then g > 1 in the ordering of G iff r k > 0. For n ∈ N we put
so that {g n : n ∈ N} is a base of G. In the terminology of [9] this group belongs to the family Γ ω .
Next, we define recursively fields of rational functions by
and we put
There is a uniquely determined Krull valuation | · |:
To finish the construction of the base field we define K to be the completion of F ∞ by means of Cauchy sequences. Let us point out that the field K can as well be conceived as a non-Archimedeanly ordered, complete field. To this end we order the fields F n = F n−1 (X n ) recursively by powers of the variable X n . That is, a polynomial
is positive in the ordering of F n iff a s > 0 in F n−1 . This induces an ordering on F ∞ which can be extended in a unique way to K. This ordering ≤ on K is compatible with the valuation, i.e.
It follows, in particular, that the order topology coincides with the topology given by the valuation. 
The space
The construction of the space follows the pattern of the prototype described in [4] but it is more general inasmuch as it allows for canonical bases that contain several orthogonal vectors of the same length.
We begin by choosing a non-decreasing map µ from N into N 0 , the set of non-negative integers, satisfying (M) For all k ∈ N 0 : i ∈ N : µ(i) = k is finite. For simplicity we put X 0 := 1. Let E be the vector space of all sequences x = (ξ i ) i∈N ∈ K N for which the series
converges in the valuation topology. Operations in E are componentwise. Define an inner product x, y :
The symmetric bilinear form x, y is positive-definite in the ordering on K introduced above. As usual we say that x, y ∈ E are orthogonal, x ⊥ y, if x , y = 0, and for a subspace U ⊂ E we define its orthogonal by
Next, we introduce a non-Archimedean norm · on E. Of course, we should like to have x 2 = | x, x |. So we first have to care about the group of values for the norm.
Let D be the divisible hull of G. Consider the subgroups H := h ∈ D :
Now consider the assignment
Since · , · is positive-definite it follows immediately that · satisfies the requirements of a non-Archimedean norm.
The most basic properties of the space (E, · , · ) are summarized in the following result.
Ì ÓÖ Ñ 2.1º (1) E is complete in the norm topology. (2) A subspace U ⊆ E is topologically closed if and only if it is orthogonally
closed, thus
For a proof refer to [1] .
Remark 1º
(a) Property (3) implies that the ortho-lattice L(E) := U ⊆ E : U = U ⊥⊥ satisfies the orthomodular law. This explains the terminology.
(b) For finite dimensional spaces the Projection Theorem is just equivalent to anisotropy. In infinite dimension, however, it is a very strong requirement. All examples known up to present (besides the classical Hilbert spaces) are built by modifications of the above procedure, thus they all rely essentially on topologies. The spaces obtained in this way are often called "Form Hilbert space" (see [3] ) in order, firstly, to distinguish them from spaces which have no inner product but instead a relation of orthogonality defined in terms of the norm and, secondly, in order to contrast them with (at the moment hypothetical) quadratic spaces which satisfy the Projection theorem but are obtained by essentially different methods.
The canonical base
For n = 1, 2, . . . we put e n := (0, . . . , 0, 1, 0, . . . , ) where 1 is in position n. Then e n ⊥ e m for n = m, and e n , e n = X µ(n) , thus
The set {e 1 , e 2 , . . . , e n , . . . } is a continuous base, called the canonical base, of (E, , ). That is, every vector x ∈ E can be expressed uniquely as
where convergence is in the norm topology.
Types
In the study of orthomodular Hilbertian spaces the notion of types has turned out to be a powerful technical device. Types were invented in order to capture classes of squares in K. For the present purpose we need only a simplified version, for a general treatment we refer to [1] and [3] .
Types are square classes of the value group G or, equivalently, the classes of
From the definitions it is readily deduced that either
In the first case we say that x is of type 0, in the second case x has type k. It is clear that x and ξ · x, where 0 = ξ ∈ K, have the same type. Consider a base vector e i and suppose that µ(i) = k. For details and further explanations we refer to [1] .
The norm-Clifford algebraC
Review on Clifford algebras in finite dimension
In this subsection we collect some essential facts of the classical theory of Clifford algebras. For details we refer to [10] or [2] .
Consider a finite-dimensional quadratic space (V, q) over a field F with char(F ) = 2, and let · , · be the symmetric bilinear form associated to q, i.e.
x, y = 1 2
We always assume that · , · is non-degenerate. The Clifford algebra C(q) = (C(q), +, •, 1 C ) of q is characterized by the following properties.
(CL1) C(q) contains V as a linear subspace.
(CL2) C(q) is generated as an algebra by the elements v ∈ V . 
It is clear that the Clifford algebra is determined uniquely (up to isomorphism) by the universal property (UP). In finite dimension the existence can be established either by a direct construction specifying a base and a multiplication table, or by means of the tensor algebra. We outline the last-named method, which works in infinite dimension as well.
Recall that the tensor algebra of the vector space V consists of the set
together with the addition + and the multiplication ⊗ defined in the obvious way. Consider the two-sided ideal
contains an isomorphic copy of V , which is usually identified with V . The definition of J entails that
In order to verify (UP) we observe that the identity id : V → A extends, by the universal property of the tensor algebra, to a homomorphism of algebrasf : For proofs we refer to [2] . Clifford algebras are a basic tool in the study of the group of isometries of (V, q). The basic facts are the following.
Ì ÓÖ Ñ 3.1º Let (V, q) be a non-degenerate quadratic space over F with dim V = n.
(1) If n is odd then every isometry T : V → V is induced by an inner automorphism of C(q). (2) If n is even then an isometry T : V → V is induced by an inner automorphism of C(q) if and only if T is a rotation.
Construction ofC
Given a quadratic space (V, q) of infinite dimension we can define the Clifford algebra C(q) by the universal property (UP) and established the existence by the tensor algebra as before. However, the algebra obtained by this construction is not so useful because if dim V = ∞ then the whole orthogonal group Ω(V ) is large and the subgroup generated by all reflections covers only a small portion of Ω.
It is natural to try to introduce topologies and to define infinite products of reflections. Unfortunately, it seems that such a thing is out of reach in general when there is no additional information on the space V and the field F . In turn, in the case of the orthomodular space (E, , ) of Section 2 the idea can be carried out successfully, as we are going to show now.
Let E 0 be the linear subspace of E spanned by the canonical base e k : k ∈ N (see Section 2.3) and let C 0 = C(E 0 ) be the Clifford algebra (in the algebraic sense) of E 0 with the quadratic form q defined by the restriction of the form · , · . An algebraic base of C 0 can be given explicitly. Indeed, let Q be the collection of finite subsets of N.
In the case Q = ∅ we put e Q := 1. Then the set {e Q : Q ∈ Q} is an algebraic base for the Clifford algebra C 0 (see [2: p. 230]; the arguments given there for finite dimensional spaces carry over without changes). Thus every element a ∈ C 0 can be expressed uniquely as
We now define a map ψ from ξ · e Q : Q ∈ Q, ξ ∈ K , the set of all multiples of base vectors, into the group √ G of norms by 
Ä ÑÑ 3.2º Let T, R ∈ Q. Then ψ(e T • e R ) = ψ(e T ) · ψ(e R
)ψ(e T • e R ) = ψ(± e S ) = | ± 1| · i∈S e i = i∈T e i · i∈R e i = ψ(e T ) · ψ(e R ).
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(ii) Suppose that there exists a m ∈ T ∩R. Put T * := T \{m}, R * := R\{m}. Then e T = ± e m • e T * , e R = ± e m • e R * , so
From the definition of ψ it follows that ψ(e T ) = e m · ψ(e T * ), ψ(e R ) = e m · ψ(e R * ). Moreover, ψ(e T * • e R * ) = ψ(e T * ) · ψ(e R * ) by induction. All together we obtain
as claimed.
As a next step we extend the norm on E to a map · :
In particular, e T = ψ(e T ) for all T ∈ Q. We claim that this map is a norm on C 0 which is compatible with the multiplication, thus (C 0 , · ) is a normed algebra.
Ä ÑÑ 3.3º
For all a, b ∈ C 0 we have 
• e R where some terms possibly cancel. Using part (a) and rule (1) we infer that
Ò Ø ÓÒº The norm Clifford algebra associated to the orthomodular Hilbertian space E is the completionC =C(E) of C 0 together with the extension of the norm on C 0 to a norm · :C → √ G ∪ {0}.
Remark 2º
Assume that the multiplicities m k (as defined in Section 2.4) satisfy m k ≥ 1 for all k ≥ 1. That is, in the space E all algebraic types k ≥ 1 really occur. Then the extended norm takes all values in √ G ∪ {0}.
Indeed, to each generator g k of G there is at least one base vector e i with e i = √ g k . Moreover, e i is invertible inC and e
k . By lemma 3.2, the norm is multiplicative on products of base vectors and their inverses, hence its range is all of √ G.
Next we establish a canonical representation of the elements ofC as series of the base elements e T ∈ C 0 , T ∈ Q.
Ä ÑÑ 3.4º Let c ∈C. There exists a family η T : T ∈ Q of scalars with the property that for every
We express this by writing
P r o o f. c is adherent to C 0 in the norm topology, so write c = lim k→∞ a k where
is Cauchy because
and
S . Now let there be given ε ∈ √ G. There exists a m ∈ N such that k ≥ m implies c − a k ≤ ε. We put
Ì ÓÖ Ñ 3.6º The norm Clifford algebraC(E) of an orthomodular Hilbertian space is central.
P r o o f. Consider an element c in the center ofC(E) and write
Then for all m ∈ N 0 we have
From Lemma 3.5, (i) we deduce that
for all m ∈ N 0 . 
Now if card(T ) is even and
An outstanding special case
In the prototypical orthomodular Hilbertian space described in [4] the multiplicities are m k = 1 for all k = 0, 1, 2, . . . . Here we focus on a slightly modified space with multiplicities m 0 = 0 and m k = 1 for k ≥ 1. In this (and some other) exceptional case the norm Clifford algebra has various remarkable features.
Ä ÑÑ 4.1º
Assume that the multiplicities m k satisfy the conditions m 0 = 0
P r o o f. First notice that in the present case the map µ : N → N ∪ {0} involved in the definition of · , · is µ(i) = i for all i = 1, 2, . . . , thus e n , e n = X n and e n = | X n | = √ g n for all n ∈ N. In particular, e k = 1 for all k ≥ 1 and e k = e whenever k = .
If T = ∅ then e T = 1 and the claim is clear by the above remark. Suppose η R e R . Then
It follows from lemma 4.1 that there exist unique
ÓÖÓÐÐ ÖÝ Since a = 0 there exists a m ∈ N such that
We have seen that every a i has an inverse b i in C 0 . We claim that (b i ) i∈N is a Cauchy sequence. Indeed, we have
If i ≥ m then a i = a is constant, and the same holds for
By continuity we obtain
Remark 3º
The property of being a skew field is lost when there are types with multiplicities higher than 1. This is illustrated by the following easy 
The valuation ring
Consider an orthomodular Hilbertian space (E, · , · ) with arbitrary multiplicities m 0 , m 1 , . . . and the associated norm Clifford algebraC =C(E). Then
is a subring ofC, called the valuation ring. We look at the ideals.
A is endowed with a non-Archimedean norm · A : A → √ G ∪ {0}. In view of Remark 2 the range of · A consists of all √ g with g ≤ 1. To every element g < 1 in G there belongs a proper ideal √ g ∈ R and h ≤ g then √ h ∈ R. Indeed, select c ∈ I such that √ g = c .
Remark 4º
As pointed out in Remark 2, there is an a ∈ A with a = √ h. By theorem 4.4, c is invertible inC(E). Moreover, a • c −1 ∈ A because
Hence a = (a • c −1 ) • c ∈ I and the claim follows. 
