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a b s t r a c t
Demand forecasts play a crucial role in supply chain management. The future demand for
a certain product is the basis for the respective replenishment systems. Aiming at demand
series with small samples, seasonal character, nonlinearity, randomicity and fuzziness,
the existing support vector kernel does not approach the random curve of the sales time
series in the L2 (Rn) space (quadratic continuous integral space). In this paper, we present
a hybrid intelligent system combining the wavelet kernel support vector machine and
particle swarm optimization for demand forecasting. The results of application in car sale
series forecasting show that the forecasting approach based on the hybrid PSOWv-SVM
model is effective and feasible, the comparison between themethod proposed in this paper
and other ones is also given, which proves that this method is, for the discussed example,
better than hybrid PSOv-SVM and other traditional methods.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Demand forecasting is commonly applied in companies that operate in consumer markets. When demand patterns are
relatively smooth and continuous, demand forecasts based on historical demand are usually quite accurate. Success stories
about demand forecasting typically report lower inventory levels and improved customer service [1]. After the success of
forecasting in consumer markets, there has been growing interest in applying demand forecasting in companies. However,
demand forecast is a complex dynamic process, and the duration of this process is affected by many factors. Most of these
factors have the random, fuzzy, and uncertain characteristics. There is a kind of nonlinear mapping relationship between
the factors and demand series, and it is difficult to describe the relationship by definite mathematical models.
Most of the traditional methods for dealing with the forecasting problems include simple regression, multivariate
regression, time series analysis, neural networks, etc [2–6]. Although these models have the advantage of accurately
describing the phenomenon of long-term trends, they have the limitation of requiring at least 80, and preferably 100 or
more observations in order to construct the model. Due to the requirements of our society and the rapid innovation in new
technologies, we usually are able to make only a few observations within a short time span to forecast future situations in
order to formulate a ‘‘quick response’’. One specific problem is how to forecast trends using scarce information based on
the minimization of forecasting error. This is important since managers may erroneously make decisions when using the
traditional forecasting methods, which have limitations and are not appropriate for the high-tech industry, thus limiting
their competitive advantage.
To address this problem, we consider the support vector machine theory, a non-traditional forecasting technique based
on the structure risk minimization (SRM) principle, which was proposed in [7]. The support vector regression forecasting
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theory is an important technique in the SVM theory, and it uses kernel technique and support vector to describe future
tendencies for a time series by means of the solution of quadratic programming. It has the advantage that SVM can be used
in circumstance with few observations (short-term) in a forecasting process, and construct nonlinear mapping relationship
between the factors and demand series. Thus, it is convenient to overcome the limitations of traditional methods.
Compared with neural networks [5,6], SVM can use the theory of minimizing the structure risk to avoid the problems
of excessive study, calamity data, local minimal value and so on. Support vector machine (SVM) has been successfully used
for machine learning with large and high dimensional data sets. These attractive properties make SVM become a promising
technique [8]. This is due to the fact that the generalization property of an SVM does not depend on the complete training
data but only a subset thereof, the so-called support vectors. Now, SVM has been applied in many fields as follows: multiple
objective discrete optimization [9], demand forecasting [10–17], image retrieval [18], subsurface characterization [19],
intrusion detection [20], rule extraction [21].
For pattern recognition and regression analysis [22], the nonlinear ability of SVM can use kernel mapping to achieve. For
the kernel mapping, the kernel function must satisfy the condition of Mercer theorem. The Gaussian function is a kind of
kernel function which is generally used. It shows the good generalization ability. However, for our used kernel functions so
far, the SVM cannot approach any curve in L2(Rn) space (quadratic continuous integral space), because the kernel function
which is used now is not the complete orthonormal base. This character lead the SVM cannot approach every curve in the
L2(Rn) space. Similarly, the regression SVM cannot approach every function.
According to the above describing, we need find a new kernel function, and this function can build a set of complete
base through horizontal floating and flexing. As we know, this kind of function has already existed, and it is the wavelet
functions. Based on wavelet decomposition, this paper proposes a kind of allowable support vector’s kernel function which
is namedwavelet kernel function, andwe can prove that this kind of kernel function exists. TheMorlet andMexicanwavelet
kernel functions are the orthonormal base of L2(Rn) space. Based on the wavelet analysis and conditions of the support
vector kernel function, Morlet or Mexican wavelet kernel function for SVM is proposed, which is a kind of approximately
orthonormal function. This kernel function can simulate almost any curve in quadratic continuous integral space, thus it
enhances the generalization ability of the SVM. Much research indicates the performance of v-SVM is better than one of ε-
SVM [23]. According to the wavelet kernel function and the regularization theory, wavelet kernel v-support vector machine
(Wv-SVM) is proposed in this paper.
Furthermore, particle swarmoptimization (PSO), a global optimization technique, can be used to estimate the parameters
of SVM forecastingmodel [24,25]. PSO is known to help solve complex, nonlinear problems that often lead to caseswhere the
search space shows a curvy landscape with numerous local minima. PSO is also designed to solve the optimization problem,
which is closely related to our problem of estimating parameters for a forecasting model. Once a PSO finds the best solution,
the forecasting model should be optimized.
Based on the Wv-SVM, a hybrid forecasting approach for demand series with multidimension, nonlinearity, seasonal
feature and uncertain characteristics is proposed in this paper. Section 2 construct a hybrid forecasting model based on
a new v-support vector regression machine on wavelet kernel function (Wv-SVM) and a particle swarm optimization
algorithm (PSO). In Section 3, the steps of hybrid forecasting method are described. Section 4 gives an application of the
hybrid forecasting model based on the Wv-SVM and PSO. Section 5 draws the conclusion.
2. Wavelet v-support vector machine (Wv-SVM)
2.1. Wavelet kernel theory
Let us consider a set of data points (x1, y1), (x2, y2), . . ., (xl, yl), which are independently and randomly generated from
an unknown function. Specifically, xi is a column vector of attributes, yi is a scalar, which represents the dependent variable,
and l denotes the number of data points in the training set.
The support vector’s kernel function can be described as not only the product of point, such as K(x, x′) = K(x · x′), but
also the horizontal floating function, such as K(x, x′) = K(x− x′). In fact, if a function satisfied condition of Mercer, it is the
allowable support vector kernel function.
Lemma 1 ([26]). The symmetry function K(x, x′) is the kernel function of SVM if and only if: for all function g 6= 0which satisfies
the condition of
∫
Rn g
2(x)dx <∞, we need satisfy the condition as follows:∫∫
K
(
x, x′
)
g (x) g
(
x′
)
dxdx′ ≥ 0, x, x′ ∈ Rn.  (1)
This theorem proposed a simple method to build kernel function.
For the horizontal floating function, because hardly dividing this function into two same functions, we can give the
condition of horizontal floating kernel function.
Lemma 2 ([23]). The horizontal floating function is allowable support vector’s kernel function if and only if the Fourier transform
of K(x) need satisfy the condition follows:
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F [x] (ω) = (2pi)−n/2
∫
Rn
exp (−j (ω · x)) K (x) dx ≥ 0, x ∈ Rn.  (2)
If the wavelet function ψ (x) satisfies the conditions: ψ (x) ∈ L2 (R) ∩ L1 (R), and ψ̂ (0) = 0, ψ̂ is the Fourier transform
of function ψ(x) [27,28]. The wavelet function group can be defined as:
ψa,m (x) = (a) 12 ψ
(
x−m
a
)
, x ∈ R (3)
where a is the so-called scaling parameter,m is the horizontal floating coefficient, andψ (x) is called the ‘‘mother wavelet’’.
The parameter of translation m ∈ R and dilation a > 0, may be continuous or discrete. For the function f (x), f (x) ∈ L2(R),
The wavelet transform f (x) can be defined as:
W (a,m) = (a) 12
∫ +∞
−∞
f (x) ψ∗
(
x−m
a
)
dx (4)
where ψ∗ (x) stands for the complex conjugation of ψ (x) [27,28].
The wavelet transformW (a,m) can be considered as functions of translation m with each scale a. Eq. (4) indicates the
wavelet analysis is a time-frequency analysis, or a time-scaled analysis. Different from the Short Time Fourier Transform, the
wavelet transform can be used for multi-scale analysis of a signal through dilation and translation so it can extract time-
frequency features of a signal effectively [27].
Wavelet transform is also reversible, which provides the possibility to reconstruct the original signal [29,30]. A classical
inversion formula for f (x) is
f (x) = C−1ψ
∫ +∞
−∞
∫ +∞
−∞
W (a,m) ψa,m (x)
da
a2
dm, (5)
where Cψ =
∫ ∞
−∞
∣∣ψ̂ (w)∣∣2
|w| dw <∞, (6)
ψ̂ (w) =
∫
ψ (x) exp (−jwx) dx. (7)
For the above Eq. (6), Cψ is a constant with respect to ψ (x). The theory of wavelet decomposition is to approach the
function f (x) by the linear combination of wavelet function group.
If the wavelet function of one dimension is ψ (x), using tensor theory, the multidimensional wavelet function can be
defined as:
ψl (x) =
l∏
i=1
ψ (xi) , x ∈ R l×d, xi ∈ Rd. (8)
We can build the horizontal floating kernel function as follows:
K
(
x, x′
) = l∏
i=1
ψ
(
xi − x′i
ai
)
(9)
where ai is the scaling parameter ofwavelet, ai > 0. So far, because thewavelet kernel functionmust satisfy the conditions of
Lemma 2, the number ofwavelet kernel functionwhich can be showed by existent functions is few. Now,we give an existent
wavelet kernel function: Morlet wavelet kernel function, and we can prove that this function can satisfy the condition of
allowable support vector’s kernel function. For the reader’s convenience we give the proof in the Appendix. Morlet wavelet
function is defined as follows [31,36]:
ψ (x) = cos (1.75x) exp
(
−x
2
2
)
. (10)
Theorem 1. Morlet wavelet kernel function is defined as:
K
(
x, x′
) = l∏
i=1
cos
(
1.75× xi − x
′
i
a
)
exp
(
−
∥∥xi − x′i∥∥22
2a2
)
, x ∈ R l×d, xi ∈ Rd (11)
and this kernel function is an allowable support vector kernel function. 
Appendix shows the proof of Theorem 1.
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Fig. 1. The architecture of Wv-SVM.
2.2. Wavelet v-support vector machine
Combining the wavelet kernel function with v-SVM, we can build a new SVM learning algorithm that is Wv-SVM. The
structure of Wv-SVM is shown in Fig. 1. For a set of data points (x1,y1), (x2,y2), . . ., (xl,yl), Wv-SVM can be described as:
min
w,ξ(∗),ε,b
τ
(
w, ξ(∗), ε
) = 1
2
‖w‖2 + C ·
(
v · ε + 1
l
l∑
i=1
(
ξi + ξ ∗i
))
(12)
s.t. (w · xi + b)− yi ≤ ε + ξi (13)
yi − (w · xi + b) ≤ ε + ξ ∗i (14)
ξ
(∗)
i ≥ 0, ε ≥ 0, b ∈ R (15)
wherew and xi are a column vector with d dimensions, C > 0 is a penalty factor, ξ(∗) =
(
ξ1, ξ
∗
1 , . . . , ξi, ξ
∗
i , . . . , ξl, ξ
∗
l
)T are
slack variables and ν ∈ (0, 1] is an adjustable regularization parameter.
Problem (12) is a quadratic programming (QP) problem. By introducing Lagrangian multipliers, a Lagrangian function
can be defined as
L
(
w, b,α(∗), β, ξ(∗), ε, η(∗)
) = 1
2
‖w‖2 + C · ν · ε + C
l
l∑
i=1
(
ξi + ξ ∗i
)− β · ε − l∑
i=1
(
ηiξi + η∗i ξ ∗i
)
−
l∑
i=1
αi (ε + ξi + yi −w · xi − b)−
l∑
i=1
α∗i
(
ε + ξ ∗i − yi +w · xi + b
)
, (16)
where α(∗)i = {α1, . . . , αl, α∗1 , . . . , α∗l }, β, η(∗)i = {η1, . . . , ηl, η∗1, . . . , η∗l } ≥ 0 (i = 1, . . . , l) are Lagrangian multipliers.
Differentiating the Lagrangian function (16) with respect tow, b, , ξ (∗)i , we get
∇wL = 0⇒ w =
l∑
i=1
(
α∗i − αi
)
xi
∇bL = 0⇒
l∑
i=1
(
αi − α∗i
) = 0
∇εL = 0⇒ C · v −
l∑
i=1
(
αi + α∗i
)− β = 0
∇
ξ
(∗)
i
L = 0⇒ C
l
− α(∗)i − η(∗)i = 0.
(17)
By substituting Eq. (17) into Eq. (16), we can obtain the corresponding dual form of function (12)
max
α,α∗
W
(
α,α∗
) = −1
2
l∑
i,j=1
(
α∗i − αi
) (
α∗j − αj
)
K
(
xi · xj
)+ l∑
i=1
(
α∗i − αi
)
yi (18)
s.t. 0 ≤ αi, α∗i ≤
C
l
(19)
l∑
i=1
(
α∗i − αi
) = 0 (20)
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l∑
i=1
(
αi + α∗i
) ≤ C · v. (21)
Select the appropriate parameters Cand v, and the optimal mother wavelet function which can match well the original
series in some scope of scales as the kernel function of Wv-SVM model. Then, Wv-SVM output function is described as
following:
f (x) =
l∑
i=1
(
αi − α∗i
) l∏
i=1
ψ
(
xj − xji
a
)
+ b, b ∈ R (22)
whereψ (x) is wavelet transform function, a is the scaling parameter of wavelet, a > 0. xj is the jth value of test vector x. xji
is the jth value of sample vector xi.
Select the appropriate wavelet kernel function K , the control constant ν and the penalty factor C . Construct the QP
problem (12) of the Wv-SVM, then solve the optimization problem (18) and obtain the parameters α(∗)i . Select the two
scalars αj (αj ∈ (0, l/C)) and α∗k (α∗k ∈ (0, l/C)), parameter b can be computed by Eq. (23)
b = 1
2
[
yj + yk −
(
l∑
i=1
(α∗i − αi)K(xi, xj)+
l∑
i=1
(α∗i − αi)K(xi, xk)
)]
. (23)
About the Quadratic Programming theory, please see [32–34].
2.3. The proposed optimization algorithm
The confirmation of unknownparameters of theWv-SVM is complicated process. In fact, it is amultivariable optimization
problem in a continuous space. The appropriate parameter combination ofmodels can enhance approximating degree of the
original series. Therefore, it is necessary to select an intelligence algorithm to get the optimal parameters of the proposed
models. The parameters of Wv-SVM have a great effect on the generalization performance of Wv-SVM. An appropriate
parameter combination corresponds to a high generalization performance of the Wv-SVM. PSO algorithm is considered as
an excellent technique to solve the combinatorial optimization problems [24,25].
The PSO algorithm, introduced in [35], is used to determine the parameter combination of Wv-SVM related to the
partitioned regions and the different Wv-SVM in the different input–output spaces are adopted to forecast the product
sale time series. For each particular region only the most adequate Wv-SVR is used for the final forecasting. This is very
different from a single SVM model which learns the whole input space globally and thus cannot guarantee that each local
input region is the best learned.
Similarly to evolutionary computation techniques, PSO uses a set of particles, representing potential solutions to the
problem under consideration. The swarm consists of m particles; each particle has a position Xi = {xi1, xid, . . . , xim}, a
velocity Vi = {vi1, vid, . . . , vim}, where i = 1, 2, . . . , n; d = 1, 2, . . . ,m and moves through a n-dimensional search space.
According to the global variant of the PSO algorithm, each particle moves towards its best previous position and towards
the best particle P_g in the swarm. Let us denote the best previously visited position of the ith particle that gives the best
fitness value as Pi = {pi1, pi2, . . . , pid, . . . , pim}, and the best previously visited position of the swarm that gives best fitness
as P_g = {P_g1, P_g2, . . . , P_gd, . . . , P_gm}.
The change of position of each particle from one iteration to another can be computed according to the distance between
the current position and its previous best position and the distance between the current position and the best position of
swarm. Then the updating of velocity and particle position of standard PSO can be obtained by using the following equations:
vk+1id = wvkid + c1r1(pid − xkid)+ c2r2(P_gd − xkid) (24)
xk+1id = xkid + vk+1id (25)
where w is called inertia weight and is employed to control the impact of the previous history of velocities on the current
one, k denotes the iteration number, c1 is the cognition learning factor, c2 is the social learning factor and r1 and r2 are
random numbers uniformly distributed in [0, 1].
The parameter w regulates the trade-off between the global and local exploration abilities of the swarm. A large inertia
weight facilitates global exploration, while a small one tends to facilitate local exploration. A suitable value of the inertia
weightw usually provides balance between global and local exploration abilities and consequently results in a reduction of
the number of iterations required to locate the optimum solution. A linearw is proposed as follows
w = wmax − wmax − wminkmax k (26)
wherewmin is theminimal inertia weight,wmax is themaximal inertia weight, k is iterative number of controlling procedure
process.
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Fig. 2. The hybrid forecasting model based on Wv-SVM and PSO.
Thus, the particle flies through potential solutions towards Pki and P_g
k in a navigated way while still exploring new
areas by the stochastic mechanism to escape from local optima. Since there was no actual mechanism for controlling the
velocity of a particle, it was necessary to impose a maximum value Vmax on it. If the velocity exceeds the threshold, it is set
equal to Vmax, which controls themaximum travel distance at each iteration to avoid this particle flying past good solutions.
2.4. Mixture experts (ME) architecture
In the demand forecasting technique, two of the key problems are how to deal with nonlinearity and nonstationarity.
A potential solution to the above two problem is to use a mixture of experts (ME) architecture illuminated by Fig. 2. ME
architecture is generalized into a two-stage architecture to handle the nonstationary in the data. In the first of the two-stage
architecture, a mixture of experts including evolutionary algorithm are competed to optimize the model in the second part
of the two-stage architecture.
3. The procedures of PSO and Wv-SVM
The PSO algorithm is described in steps as follows:
Algorithm 1. Step (1) Data preparation: Training, validation, and test sets are represented as Tr, Va, and Te, respectively.
Step (2) Particle initialization and PSO parameters setting: Generate initial particles. Set the PSO parameters including
number of particles (n), particle dimension (m), number of maximal iterations (kmax), error limitation of the fitness function,
velocity limitation (Vmax), and inertia weight for particle velocity (wmin, wmax), Set iterative variable: k = 0. And perform
the training process from step 3–7.
Step (3) Set iterative variable: k = k+ 1.
Step (4) Compute the fitness function value of each particle. Take current particle as individual extremum point of every
particle and do the particle with minimal fitness value as the global extremum point.
Step (5) Stop condition checking: if stopping criteria (maximum iterations predefined or the error accuracy of the fitness
function) are met, go to step 7. Otherwise, go to the next step.
Step (6) Update the particle position by Eqs. (24)–(26) and form new particle swarms, go to step 3.
Step (7) End the training procedure, output the optimal particle.
On the basis of the Wv-SVMmodel, we can summarize an estimation algorithm as the follows.
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Table 1
Influencing factors of product sale forecasting.
Product characteristics Unit Expression Weight
Brand famous degree (BF) Dimensionless Linguistic information 0.9
Performance parameter (PP) Dimensionless Linguistic information 0.8
Form beauty (FB) Dimensionless Linguistic information 0.8
Sales experience (SE) Dimensionless Linguistic information 0.5
Oil price (OP) Dimensionless Linguistic information 0.8
Dweller deposit (DD) Dimensionless Numerical information 0.4
Table 2
Error index computational expression.
Indices Appellation Formula Requirement of indices
MAE Mean Absolute Error
∑n
t=1 |yt − y¯t |/n The less the better
MAPE Mean Absolute Percentage Error (100×∑nt=1 | yt−y¯tyt |)/n The less the better
MSE Mean Square Error
∑n
t=1(yt − y¯t )2/n The less the better
Algorithm 2. Step (1) Initialize the original data by normalization and fuzzification, then form training patterns.
Step (2) Select the appropriate wavelet kernel function K , the control constant ν and the penalty factor C . Construct the
QP problem (12) of the Wv-SVM.
Step (3) Solve the optimization problem and obtain the parameters α(∗)i . Compute the regression coefficient b by (23).
Step (4) For a new forecasting task, extract load characteristics and form a set of input variables x. Then compute the
estimation result f (x) by (22).
4. Experiment
To illustrate the proposed hybrid forecasting method, the forecast of car sale is studied. The car is a type of consumption
product influenced by macroeconomic in manufacturing system, and its sale action is usually driven by many uncertain
factors. Some factors with large influencing weights are gathered to develop a factor list, as shown in Table 1. The first five
factors are expressed as linguistic information and the last one factor are expressed as numerical data. In our experiments,
car sale series are selected frompast sale record in a typical company. The detailed characteristic data and sale series of these
cars compose the corresponding training and testing sample sets. During the process of the car scale series forecasting, six
influencing factors, viz., brand famous degree (BF), performance parameter (PP), form beauty (FB), sales experience (SE),
oil price (OP) and dweller deposit (DD) are taken into account. All linguistic information of gotten influencing factors is
dealt with fuzzy comprehensive evaluation and form numerical information. Suppose the number of variables is n, and
n = n1+n2, where n1 and n2 respectively denote the number of fuzzy linguistic variables and crisp numerical variables. The
linguistic variables are evaluated in several description levels, and a real number between 0 and 1 can be assigned to each
description level. Distinct numerical variables have different dimensions and should be normalized firstly. The following
normalization is adopted:
x¯ei =
xei −min(xei |li=1)
max(xei |li=1)−min(xei |li=1)
, e = 1, 2, . . . , n2 (27)
where l is the number of samples, xei and x¯
e
i denote the original value and the normalized value respectively. In fact, all the
numerical variables from (1) through (26) are the normalized values although they are not marked by bars.
The proposed forecastingmodel has been implemented inMatlab 7.1 programming language. The experiments aremade
on a 1.80 GHz Core(TM)2 CPU personal computer (PC) with 1.0 G memory under Microsoft Windows xp professional. Some
criteria, such as mean absolute error (MAE), mean absolute percentage error (MAPE) and mean square error (MSE), are
adopted to evaluate the performance of the intelligence forecasting system. The computational expressions of these indices
are arranged in Table 2. The initial parameters of the intelligence forecasting system are given as follows: inertia weight
wmax = 0.9, wmin = 0.1; positive acceleration constants c1, c2 = 2; the fitness accuracy of the normalized samples is equal
to 0.0002.
The selected mother wavelet functions consist of Morlet, complex Gaussian, Mexican, and Gaussian wavelet. To reduce
the length of this paper, only representational Mexican, Morlet and Gaussian wavelet transforms on the different scales are
given in Figs. 3–5. Morlet wavelet transform is the best wavelet transform that can inosculate the original sale series on the
scope of scale from 0.3 to 4 among all given wavelet transforms.
Therefore, Morlet wavelet function can be ascertained as a kernel function of Wv-SVMmodel, three parameters also are
determined as follows:
v ∈ (0, 1] , a ∈ [0.3, 4] and C ∈
[
max
(
xi,j
)−min(xi,j)
l
× 10−3, max
(
xi,j
)−min(xi,j)
l
× 103
]
.
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Fig. 3. Mexican hat wavelet transform of sales time series in the scope of different scales.
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Fig. 4. Morlet wavelet transform of sales time series in the scope of different scales.
The optimal combinational parameters are obtained by PSO, viz., C = 989, v = 0.98 and a = 0.5. Fig. 6 illuminated the
forecasting results of the original car sale series.
For checking the forecasting capacity of PSOWv-SVM, ARMA and PSOv-SVM are used to train the original sale series
respectively, then give the last 12 months forecasting results of each model shown in Table 3.
For finding the forecasting capacity of the proposed model, the comparison among different forecasting approaches is
shown in Table 4.
Table 4 shows the error index distribution from there different models. The index MAE, MAE and MSE of PSOWv-SVM
model are better than PSOv-SVMmodel, while ones of ARMA are lower than ones of PSOWv-SVM and PSOv-SVM.
Experiment results show that the regression’s precision of Wv-SVM and v-SVM excel ARMA. For the same PSO, the
generalization capability of Wv-SVM is better that v-SVM whose kernel function is Gauss function in this paper.
5. Conclusion
In this paper, a new version ofWSVM, namedWNv-SVM, is proposed to setup the nonlinear system of product sale series
by combining the wavelet theory with v-SVM. The new hybrid forecasting model based on the PSO and Wv-SVM, named
PSOWv-SVM, is presented to approximate arbitrary sales (demand) curve in L2 (Rn) space and give good forecasting results
of the product sale (demand) series.
The performance of the PSOWv-SVM is evaluated using the data of car sales, and the simulation results demonstrate that
the PSOWv-SVM is effective in dealingwith uncertain data and finite samples. Moreover, it is shown that the particle swarm
optimization algorithm presented here is available for the Wv-SVM to seek optimized parameters.
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Fig. 6. The car sales forecasting result based on PSOWv-SVMmodel.
Table 3
Comparison of forecasting result from three different models.
The last 12 months Real value Forecasting value
ARMA v-SVM Wv-SVM
1 1988 1117 1916 1948
2 341 1029 429 403
3 1687 1069 1641 1667
4 381 1063 443 435
5 1281 1061 1275 1278
6 478 1103 528 510
7 1816 1060 1768 1799
8 1609 1024 1571 1595
9 1731 1033 1674 1723
10 509 1058 555 523
11 546 1064 478 526
12 1785 1032 1729 1755
Compared to ARMA, PSOWv-SVM and PSOv-SVM have better MAE, MAPE and MSE. Wv-SVM overcomes the ‘‘curse
of dimensionality’’ and has some other attractive properties, such as the strong learning capability for small samples, the
good generalization performance, the insensitivity to noise or outliers and the automatic selection of optimal parameters.
Moreover, the wavelet transform can reduce noise in data while preserving the detail or resolution of the data. Therefore, in
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Table 4
Error statistics of three forecasting models.
Model MAE MAPE MSE
ARMA 630.25 0.8103 421310
v-SVM 53.083 0.0769 3191
Wv-SVM 26.1667 0.0440 986.5
the process of establishing the forecastingmodels, much uncertain information of scale data is not neglected but considered
wholly in the wavelet kernel function. The forecasting accuracy is improved by means of adopting the wavelet technique.
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Appendix. Proof of Theorem 1
Proof. According to Lemma 2, we only need to prove
F [x] (ω) = (2pi)−l/2
∫
Rl×d
exp (−j (ω · x)) K (x) dx ≥ 0 (28)
where K (x) =∏li=1 ψ ( xia ) =∏li=1 cos ( 1.75xia ) exp (−‖xi‖22 /2a2), j denotes imaginary number unit. We have∫
Rl×d
exp (−jωx) K (x) dx =
∫
Rl×d
exp (−jωx)
(
l∏
i=1
cos
(
1.75
xi
a
)
exp
(
−‖xi‖
2
2
2a2
))
dx
=
l∏
i=1
∫ ∞
−∞
exp (−jωixi)
(
exp (j1.75xi/a)+ exp (−j1.75xi/a)
2
)
exp
(
−‖xi‖
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2a2
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dxi
=
l∏
i=1
1
2
∫ ∞
−∞
(
exp
(
−‖xi‖
2
2
2
+
(
1.75j
a
− jωia
)
xi
)
+ exp
(
−‖xi‖
2
2
2
−
(
1.75j
a
− jωia
)
xi
))
=
l∏
i=1
|a|√2pi
2
(
exp
(
− (1.75− ωia)
2
2
)
+ exp
(
− (1.75+ ωia)
2
2
))
. (29)
Substituting formula (27) into Eq. (26), we can obtain Eq. (14).
F [x](ω) =
l∏
i=1
( |a|
2
)(
exp
(
− (1.75− ωia)
2
2
)
+ exp
(
− (1.75− ωia)
2
2
))
(30)
where a 6= 0, we have
F [x](ω) ≥ 0. (31)
This completes the proof of Theorem 1. 
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