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CRITICAL BEHAVIOR OF NON-INTERSECTING BROWNIAN
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Abstract. We study n non-intersecting Brownian motions corresponding to initial
configurations which have a vanishing density in the large n limit at an interior point
of the support. It is understood that the point of vanishing can propagate up to a
critical time, and we investigate the nature of the microscopic space-time correlations
near the critical point and critical time. We show that they are described either by the
Pearcey process or by the Airy line ensemble, depending on whether a simple integral
related to the initial configuration vanishes or not. Since the Airy line ensemble typically
arises near edge points of the macroscopic density, its appearance in the interior of the
spectrum is surprising. We explain this phenomenon by showing that, even though there
is no gap of macroscopic size near the critical point, there is with high probability a gap
of mesoscopic size. Moreover, we identify a path which follows the Airy2 process.
1. Introduction and Main Results
The subject of non-intersecting Brownian motions has received a lot of attention over
the last 15 years, due to the connection to random matrix theory and as continuum
analog of discrete interacting particle systems.
They were studied presumably first by Dyson in 1962 [27] as a physically motivated
dynamic model of eigenvalues of random matrices. More precisely, he considered a Brow-
nian motion on the space of n× n Hermitian matrices (M(t))t≥0, starting at time t = 0
with an arbitrary Hermitian matrix M(0), and he was interested in the process (X(t))t≥0
of the n (real) eigenvalues X1(t) ≤ X2(t) ≤ · · · ≤ Xn(t) of
(
1√
n
M(t)
)
t≥0
, where we state
the rescaling factors n−1/2 here for later convenience. In the language of stochastic anal-
ysis, Dyson’s main finding was that the process (X(t))t≥0 solves the system of stochastic
differential equations (SDE)
dXj(t) =
1√
n
dBj(t) +
1
n
∑
k 6=j
1
Xj(t)−Xk(t)dt, j = 1, . . . , n, (1.1)
where (B1(t)t≥0, . . . , (Bn(t))t≥0 are n independent Brownian motions. Later it was real-
ized that this process can be obtained by conditioning n independent Brownian motions
(with diffusion coefficients n−1/2) not to intersect for all times [35], thereby establishing
the term non-intersecting/non-colliding Brownian motions. In the following, we will use
the name non-intersecting Brownian motions (NIBM) instead of the also popular term
Dyson’s Brownian motions, as the latter one often is used for a whole one-parameter
family of processes obtained by replacing the factor 1/n in (1.1) by β
2n
, where β > 0 is ar-
bitrary. For the values β = 1, 4, Dyson’s Brownian motions can be realized as eigenvalue
processes of Brownian motions in the spaces of real-symmetric and quaternionic-selfdual
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matrices, respectively. Only for the value β = 2, considered in this paper, the process
admits an interpretation of n independent processes conditioned not to intersect.
A Hermitian Brownian motion is a natural dynamic version of the so-called deformed
Gaussian unitary ensemble (deformed GUE), a well-known model of Hermitian random
matrices, defined as the matrix distribution with density (in M) proportional to
e−
n
2
Tr(M(0)−M)2 , (1.2)
where M(0) is a given deterministic Hermitian matrix. The eigenvalues of the deformed
GUE and NIBM show in general a much richer behavior than the eigenvalues of the
classical GUE, which is obtained for M(0) = 0.
In the quest for discovering universal structures hidden in physical and mathematical
models, here one is interested in the local correlations of the paths (or trajectories) as
their number grows to infinity. The term “local correlations” refers to correlations on
a microscopic scale, i.e. on a scale on which eigenvalues can be observed individually.
For instance, in typically considered bulk situations a local rescaling of NIBM leads for
a large number of paths to the sine process. This is a time-dependent determinantal
point process given in terms of the extended sine kernel, and this limit can be observed
universally with regards to all initial conditions leading to such bulk situations [40, 53,
29, 47, 20]. Note that sine-kernel statistics also appear in a large variety of interacting
particle systems, a fact commonly referred to as universality. Instead of this (model)
universality, we will in this paper focus on universality in the initial conditions.
Spectral edge situations have been studied extensively as well. Here, whenever the
limiting macroscopic density has a square root vanishing followed by a macroscopic gap,
the so-called Airy line ensemble typically arises [36, 54, 17, 46] and describes the statistics
of the largest or smallest eigenvalues in a bulk of eigenvalues.
The situation of two bulks of eigenvalues merging at a certain time is less well-
understood. Whenever the limiting macroscopic density has a cusp, one expects to ob-
serve the Pearcey process [57]. There are however cases in which a cusp singularity does
not lead to Pearcey statistics but e.g. to cusp-Airy processes [25] or r-Airy processes [1]
which are related to outliers at the edge. A mere touching (but not merging) of two
bulks at one particular time can be observed in certain cases for non-intersecting Brow-
nian bridges and is supposed to lead to the tacnode process (see [37, 2] and references
therein). The Pearcey, cusp-Airy and r-Airy processes have mainly been found for special
initial conditions of NIBM (or Brownian bridge models) or special discrete interacting
particle systems. Classification results on Airy and Pearcey universality have been given
in [17, 28] for the eigenvalues of the deformed GUE (1.2), which may be regarded as one-
time distribution of NIBM. Because of the above mentioned variety of limiting processes,
a classification of the initial conditions producing Pearcey statistics in the large n limit
is necessarily complicated.
In view of these complications, we will in this paper study concrete situations in which
a merging of bulks naturally appears. More precisely, we consider initial configurations
whose limiting density ψ vanishes at an isolated point x∗. As we will see, a sufficiently
fast vanishing of the density at x∗ leads to the merging of two bulks at some critical
time tcr > 0 and some critical point x
∗(tcr). Interestingly, this natural situation is not
covered by the previous classification results of [17, 28]. Moreover, two different limiting
processes can be found at the merging: if both bulks are “in balance”, e.g. in symmetric
settings, then the Pearcey process emerges for n → ∞. If one bulk “dominates the
other”, we surprisingly find the Airy line ensemble in the interior of the spectrum. The
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condition that determines whether the Pearcey process or the Airy line ensemble appears,
is non-local and remarkably simple: we have the Pearcey process if the integral∫
ψ(s)ds
(x∗ − s)3 (1.3)
vanishes, and the Airy line ensemble otherwise.
Let us now proceed towards a precise statement of our results. Let
µn :=
1
n
n∑
j=1
δXj(0)
denote the empirical measure of the initial points, which we will assume to be determin-
istic.
Assumption 1. The support of all empirical measures µn is contained in a fixed (in-
dependent of n) bounded set, and µn converges weakly to a probability measure µ as
n → ∞. We assume that µ has a density ψ w.r.t. the Lebesgue measure, which is
continuous as a function on the support and such that there is a point x∗ ∈ R with
ψ(x) ∼ c|x− x∗|κ , x→ x∗, (1.4)
with κ > 2 and some constant c > 0. We will call x∗ a critical point.
Before commenting on the role of κ, we recall the well-known fact of free probability
theory that for any fixed time t > 0, the empirical measure
µn,t :=
1
n
n∑
j=1
δXj(t) (1.5)
converges as n → ∞ weakly almost surely to a probability measure µ(t) given by the
free additive convolution of µ and the semicircle distribution with support [−2√t, 2√t]
[6, Chapter 5]. This measure has again compact support and a continuous density ψt for
t > 0 [8].
Remark 1.1 (On the role of κ).
(1) If κ ≤ 1, then for all t > 0 sufficiently small, the density ψt of the evolved measure
µ(t) is positive at x∗, meaning that the zero of ψ is instantly removed. There are
thus no separate bulks of eigenvalues in this case. It is shown in [20] that for
0 ≤ κ < 1, under certain natural assumptions on the initial points, sine kernel
correlations arise close to x∗ already for very short times
t = tn =
(
log(n)1+ρ
n
) 1−κ
1+κ
,
for any ρ > 0.
(2) If κ > 1, then for all sufficiently small t > 0, there is a point x∗(t) near x∗ such
that ψt(x
∗(t)) = 0. Thus in this case the zero in the support of ψ persists and is
propagated for some strictly positive time along a specific path which separates
two bulks of eigenvalues. See Figure 2 below for a visualization of a realization of
NIBM in this case. In such situations, it is not reasonable to expect sine kernel
universality for small values of t. It can be expected though, that for small t there
are asymptotically no (non-trivial) local correlations of X(t) in the vicinity of the
critical point x∗ (or rather a suitably evolved critical point x∗(t)), whereas sine
kernel universality should be observable only for times t beyond some particular
critical time tcr > 0. Both expectations have been confirmed (to some extent) in
[20]. In the present work, we investigate the correlations exactly at the critical
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time, i.e. we focus precisely on the location and the time at which the transition
from deterministic behaviour to random matrix behaviour takes place.
(3) There appears to be a genuine difference between the cases 1 < κ ≤ 2 and κ > 2
regarding universality in the initial conditions, see Remark 1.3 below.
When the process evolves in time, in general x∗ will not be a zero of the density ψt
for any t > 0, even in the case of a zero persisting for some time. In order to keep track
of the critical point as time evolves, we consider a deterministic time evolution (x∗(t))t
of the initial critical point x∗. It can be interpreted as the typical evolution of a path,
located at x∗ at time 0, until it gets included in the support of ψt at some critical time
tcr(x
∗).
To define this evolution, we recall a description of the evolved measure µ(t) and its
density ψt due to Biane [8]: We define for x ∈ R and t > 0,
yt,µ(x) := inf
{
y > 0 :
∫
dµ(s)
(x− s)2 + y2 ≤
1
t
}
(1.6)
and we set
Φt(x) := Ht,µ (x+ iyt,µ(x)) , (1.7)
where
Ht,µ(z) := z + tGµ(z), and Gµ(z) :=
∫
µ(ds)
z − s (1.8)
is the Stieltjes transform of µ. For fixed t > 0, Φt is a bijection from R to R. The
functions yt,µ and Φt make it possible to express the density ψt of µ(t) (which exists for
t > 0 for any µ) as
ψt(Φt(x)) =
yt,µ(x)
pit
. (1.9)
This representation is convenient for us as the right-hand side does not depend on µ(t)
but on µ alone, which is easier to describe in terms of our assumptions. Moreover, it
suggests to define the evolution of a point x ∈ R as
x(t) := Φt(x).
To connect this analytic definition to NIBM, we note that x(t) solves the linearized mean
field equation
x(t) = x+ tP.V.
∫
1
x(t)− sµ(t)(ds), (1.10)
where the principal value integral is the Hilbert transform of µ(t) at x(t). Recall that µ(t)
is the a.s. weak limit of µn,t from (1.5). From a heuristic point of view, equation (1.10)
can be derived from (1.1) by considering a particle Xj(t) with Xj(0) = x and replacing
the drift term ∫
6=
1
Xj(t)− sµn,t(ds)
(with
∫
6= understood as excluding the j-th particle) by its natural limit
P.V.
∫
1
x(t)− sµ(t)(ds).
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To understand the definition of the evolution t 7→ x(t), we observe that by (1.9) and
(1.6) ψt(x(t)) = 0 if and only if ∫
µ(ds)
(x− s)2 ≤
1
t
.
This explains in particular the distinction between the cases κ ≤ 1 and κ > 1 in Remark
1.1. Moreover, defining for a general x ∈ R the critical time tcr = tcr(x) by
tcr(x) :=
(∫
µ(ds)
(x− s)2
)−1
= − 1
G′µ(x)
with the convention tcr = 0 if the integral is ∞, we have that
ψt(x(t))
{
= 0, if 0 < t ≤ tcr(x),
> 0, if t > tcr(x).
Up to the critical time, x(t) is linear in t, which can be seen readily from (1.7) and (1.8).
Returning to the critical point x∗ (in the sense of (1.4)) and κ > 2, we have the
following: x∗(t) is critical for any t up to the critical time tcr := tcr(x∗) > 0 (meaning that
ψt(x
∗(t)) = 0 for t ≤ tcr) and the transition from deterministic to sine kernel statistics is
expected to occur precisely around x∗(tcr) at time tcr.
Some analytic aspects of the density ψtcr(x) for x close to x
∗(tcr) have been studied in
[19] for the special case of κ being an even integer, where it was shown that the behavior
of ψtcr at the critical time in a neighborhood of x
∗
tcr depends on the sign of G
′′
µ(x
∗), which
is (1.3) up to a factor 2. More precisely, for integer-valued κ ≥ 4, we have
ψtcr(x) =

√
2
pit
3/2
cr G′′µ(x∗)1/2
|x− x∗(tcr)|1/2 (1 + o(1)), as x→ x∗(tcr)−, G′′µ(x∗) > 0,
O
(
|x− x∗(tcr)|κ−12
)
, as x→ x∗(tcr)+, G′′µ(x∗) > 0,
√
3
2pit
4/3
cr G′′′µ (x∗)1/3
|x− x∗(tcr)|1/3 (1 + o(1)), as x→ x∗(tcr), G′′µ(x∗) = 0.
(1.11)
The case G′′µ(x
∗) < 0 is analogous to G′′µ(x
∗) > 0 with obvious changes. See Figure 1 for
visualizations of the two fundamentally different local behaviors of the density.
For G′′µ(x
∗) = 0, the appearance of a cubic root zero in the asymptotics (1.11) suggests
Pearcey type fluctuations around the cusp x∗(tcr). For G′′µ(x
∗) 6= 0, the situation is a
priori not clear because we have square root behaviour as x∗(tcr) is approached from one
side, but a different order of vanishing as it is approached from the other side. One may
argue on a heuristic level that the non-square root decay is faster, giving a less strong
accumulation of particles compared to behavior of the particles on the side of the square
root vanishing. This should result in larger distances between particles on the non-square
root side than the distances predicted by the square root behavior and hence we might
expect the Airy line ensemble making its appearance in this unusual situation. Below we
put these heuristics for all κ > 2 (not necessarily integers) on firm ground.
It is well-known that the space-time correlation functions of NIBM have a determi-
nantal structure. We refer the reader to Appendix A for the definition and a review
of relevant properties and expressions of the correlation functions. Here, we restrict
ourselves to stating that the space-time correlation functions ρ
(n)
t1,...,tk
(x
(1)
m1 , . . . ,x
(k)
mk) with
5
Figure 1. Typical local behavior of the density at the critical point
x∗(tcr) = 0 and at the critical time, for κ = 4 and G′′µ(x
∗) > 0 on the
left, and for G′′µ(x
∗) = 0 on the right.
x
(j)
mj := (x
(j)
1 , . . . , x
(j)
mj), corresponding to k times t1, . . . , tk and mj positions x
(j)
1 , . . . , x
(j)
mj
at time tj, can be written as
ρ
(n)
t1,...,tk
(x(1)m1 , . . . ,x
(k)
mk
) = det
([
Kn,ti,tj
(
x(i)p , x
(j)
q
) ]
1≤p≤mi
1≤q≤mj
)
1≤i,j≤k
, (1.12)
where the matrix on the right-hand side of (1.12) is of size
(∑k
l=1ml
)2
and the correlation
kernel Kn,s,t(x, y) is given by [57, 42]
Kn,s,t(x, y)
:=
n
(2pii)2
√
st
∫
x0+iR
dz
∫
Γ
dw
exp
(
n
2t
[(z − y)2 + 2tgµn(z)]− n2s [(w − x)2 + 2sgµn(w)]
)
z − w
− 1(s > t)
√
n√
2pi(s− t) exp
(
− n
2(s− t)(x− y)
2
)
. (1.13)
Here gµn is given by
gµn(z) =
∫
log(z − s)dµn(s),
defined by choosing the principal branch of the logarithm, Γ is a positively oriented closed
curve in the complex w-plane that encircles all the initial particles x
(0)
1 , . . . , x
(0)
n (or a finite
union of disjoint closed curves such that each initial particle has winding number 1) and
does not intersect with x0 + iR, where x0 ∈ R is arbitrary apart from the condition on
non-intersection with Γ.
In order to evaluate the asymptotic behavior of the double integral in the above formula
for the kernel for large values of n, on a technical level we will require a decent control
of derivatives of gµn locally. To this end, we make the following assumptions.
Assumption 2. We assume that there exist constants M > 0, n0 > 0 such that
|Fn(x)− F (x)| ≤ M
n
for all n ≥ n0 and for all x ∈ R, where Fn and F denote the distribution functions of µn
and µ, respectively.
We can interpret this assumption as a condition on the rigidity of the eigenvalues at the
initial time t = 0, which is satisfied, for instance, if for any j, the j-th smallest eigenvalue
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Xj(0) lies sufficiently close to the (suitably defined) j/n-quantile of µ. Although it seems
possible to relax this assumption for x not too close to x∗, we choose not to do this to
avoid further technical complications. It is important to point out, however, that the
assumption can not be removed entirely. Indeed, the weak convergence of µn to µ does
not imply any quantitive comparability of µn and µ on smaller scales which is needed
when considering space-time correlations localized around (tcr, x
∗(tcr)) (cf. [20, Theorem
1.4]).
Assumption 3. There exist constants m > 0 and n0 ∈ N such that the interval[
x∗ −mn− 1κ+1 , x∗ +mn− 1κ+1
]
has no intersection with the support of µn for n ≥ n0.
This third assumption in particular forbids the existence of (isolated) initial particles
that lie right in the middle of the two bulks. Such particles might change the limiting
behavior at criticality much like the separation of r particles at the edge induces a change
from Airy kernel to r-Airy kernel statistics [1]. In this sense, we believe an assumption like
Assumption 3 to be necessary. It is not very restrictive in the sense that the distances
between consecutive quantiles of the limiting distribution µ near the critical point x∗
are precisely of order n−
1
κ+1 . As a simple example of an initial configuration satisfying
Assumptions 1-3, let µ be as in Assumption 1 and consider as initial points the j/n-
quantiles of µ with j = 1, . . . , n. In case that x∗ is one of these quantiles, we modify this
initial point by a displacement of order at least n−
1
κ+1 . We emphasize that all of our
assumptions are directly related to the initial configuration (t = 0) of the particles, and
do not require computing the evolved configuration of the particles around the critical
time.
Let us now proceed towards our main results which differ depending on whether G′′µ(x
∗)
is zero or non-zero, see (1.3) and (1.8). We first consider the case G′′µ(x
∗) > 0, the case
G′′µ(x
∗) < 0 leading to analogous results with obvious changes. To this end, let us define
c2 :=
21/3
G′′µ(x∗)1/3tcr
, tAin (τ) := tcr +
2τ
c22n
1/3
, (1.14)
for τ ∈ R. The parameter τ should be seen as a new time parameter on a time scale of
order n−1/3 around the critical time tcr. Finally, in order to obtain a decent convergence
of the kernel instead of convergence of the correlation functions (1.12) merely, we define
a conjugation of the kernel Kn,s,t by
K˜n,s,t(x, y) := Kn,s,t(x, y) exp(fn(t, y)− fn(s, x)) (1.15)
with the gauge factors
fn(s, x) := −nGµ(x∗)x+ nGµ(x
∗)2s
2
. (1.16)
We note that any kernel of the form (1.15) (with reasonable fn) gives the same correlation
functions as Kn,s,t. Moreover, we set
xAin (τ) := x
∗ + tAin (τ)Gµ(x
∗). (1.17)
For τ ≤ 0, we have
xAin (τ) = x
∗(tAin (τ)),
as is easily seen from (1.8). For τ > 0, it is a linearization of the evolution x∗(tAin (τ)),
which is non-linear then. Our first main result now reads as follows.
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Theorem 1.2. Suppose that Assumptions 1–3 hold and that G′′µ(x
∗) > 0. Then, as
n→∞, we have for any σ > 0 and any 0 < ε < min
(
κ−2
6(κ+1)
, 1
15
)
1
c2n2/3
K˜n,tAin (τ1),tAin (τ2)
(
xAin (τ1) +
u
c2n2/3
, xAin (τ2) +
v
c2n2/3
)
= KAiτ1,τ2(u, v) +O
(
e−σ(u+v)
nε
)
, (1.18)
where KAiτ1,τ2(u, v) is the extended Airy kernel given by
KAiτ1,τ2(u, v) :=
1
(2pii)2
∫
ΣAi
dζ
∫
ΓAi
dω
exp
(
ζ3
3
− ζv − τ2ζ2 − ω33 + ωu+ τ1ω2
)
ζ − ω (1.19)
− 1(τ1 > τ2) 1√
4pi(τ1 − τ2)
exp
(
− (u− v)
2
4(τ1 − τ2)
)
.
Here ΣAi consists of the two rays from ∞e−ipi3 to 0 and from 0 to ∞eipi3 and ΓAi consists
of the two rays from ∞e−i 2pi3 to 0 and from 0 to ∞ei 2pi3 .
The O-term in (1.18) is uniform with respect to τ1, τ2 belonging to any compact subset
of R, and uniform with respect to u, v ∈ [−M,Mnε], where M > 0 can be any positive
constant.
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Figure 2. Two samples of NIBM for t ∈ [0, 1] with n = 200. The initial
configuration consists of quantiles of the limiting measure µ, with dµ(x) =
5
2
x4dx on [−1, 1] (left), and dµ(x) = c(x−0.2)4dx on [−1, 1] (right). At the
left, we have Pearcey statistics around the critical time 0.6 at the critical
point 0. At the right, we have Airy statistics around the critical time
≈ 0.7543 at the critical point ≈ 0.7571.
Remark 1.3.
(1) It is important to note that the exact definition of the extended Airy kernel is not
unique in the literature. Essentially the same form as used here is given in [26].
In [36, 11, 51], the extended Airy kernel is defined as
K˜Aiτ1,τ2(u, v) :=
{∫∞
0
e−r(τ2−τ1)Ai(u+ r)Ai(v + r)dr, if τ2 ≥ τ1
− ∫ 0−∞ e−r(τ2−τ1)Ai(u+ r)Ai(v + r)dr, if τ2 < τ1.
8
Represented as a double contour integral, K˜Aiτ1,τ2 reads [51, Equation (8.7)]
K˜Aiτ1,τ2(u, v)
=
1
(2pii)2
∫
ΣAi
dζ
∫
ΓAi
dω
exp
(
(ζ−τ2)3
3
− v(ζ − τ2)− (ω−τ1)33 + u(ω − τ1)
)
ζ − ω
− 1(τ1 > τ2) 1√
4pi(τ1 − τ2)
exp
(
− (u− v)
2
4(τ1 − τ2) −
1
2
(τ1 − τ2)(u+ v) + 1
12
(τ1 − τ2)3
)
with the same contours as in (1.19). It is then straightforward to check that
exp
(
−τ1u+ τ2v + τ
3
1 − τ 32
3
)
KAiτ1,τ2(u− τ 21 , v − τ 22 ) = K˜Aiτ1,τ2(u, v).
Thus KAiτ1,τ2 and K˜
Ai
τ1,τ2
are equivalent in the sense that one can be transferred to
the other via a conjugation and a change of variables.
(2) In (1.18), the points xAin (τ1) and x
Ai
n (τ2) can not be replaced by the common
x∗(tcr) = xAin (0) if τ1 6= τ2. This shows how delicate the convergence in (1.18) is.
(3) The extended Airy kernel generates a time-dependent determinantal point process
called Airy line ensemble (or sometimes multi-line Airy process) [22]. It can be
seen as a collection of infinitely many paths that may be assumed continuous. It
is stationary, a Markov process [41] and the distribution of each path is locally
absolutely continuous w.r.t. the distribution of a multiple of Brownian motion
[22].
(4) We do not consider the case of vanishing orders 1 < κ ≤ 2 in this work as it
seems to be genuinely different from the case κ > 2. In the situation 1 < κ ≤ 2,
the integral (1.3) does not exist, and it can be expected that for these κ, the
exact form of µn and its limit will play a more prominent role for the asymptotic
behavior. A similar remark applies to the Pearcey case below, in which we assume
κ > 3.
An important feature of the Airy line ensemble is the almost sure existence of a finite
largest path, indicating that the Airy line ensemble occurs when a one-sided gap is present.
This largest path is called Airy2 process and is well-known to occur at spectral edges
of NIBM, generally describing the fluctuations of the largest eigenvalue of a bulk of
eigenvalues. Our finding of Airy correlations at the critical point is quite remarkable as
no gap in the spectrum can be seen on a global scale (see e.g. Figure 1). This raises the
question of a gap at a smaller scale. We will address this question in our next theorem.
We show that there is at any time tAin (τ), with high probability, indeed a gap in the
random spectrum to the right of xAin (τ) at a mesoscopic scale, for whose size we give a
lower bound. Moreover, we identify a particle around xAin (τ) whose fluctuations follow
the Airy2 process. The Airy2-process (A(τ))τ∈R has been introduced in [52] and may be
defined by its finite-dimensional distributions as Fredholm determinants,
P (A(τ1) ≤ a1, . . . ,A(τm) ≤ am) := det(I −KAia1,...,am)L2({τ1,...,τm}×R,#⊗λ), (1.20)
where # and λ denote counting and Lebesgue measure, respectively, and KAia1,...,am is the
integral operator acting on L2({τ1, . . . , τm} × R,#⊗ λ) defined by
(KAia1,...,amg)(τ, u) :=
∫
{τ1,...,τm}×R
r(τ, u)KAiτ,τ ′(u, v)r(τ ′, v)g(τ ′, v)#(dτ ′)dv, (1.21)
and r(τj, x) := 1(aj ,∞)(x), j = 1, . . . ,m.
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Alternatively, we may write the determinant in (1.20) as
det(I −KAi)⊕m
j=1 L
2((aj ,∞),dλ)
withKAi being the integral operator on⊕mj=1 L2((aj,∞), dλ) with (block) kernel (KAiτi,τj)1≤i,j≤m.
A more explicit representation of Fredholm determinants will be given in the proof of
Theorem 1.4 below.
The Airy2-process is stationary and has a continuous version (see [39]). At any time
τ , the distribution of A(τ) is the Tracy-Widom distribution (with parameter β = 2).
Theorem 1.4. Let 0 < ε < min
(
κ−2
6(κ+1)
, 1
15
)
, m ∈ N, τ1 < · · · < τm ∈ R.
(1) Let 0 < ε′ < ε. Then there is a δ > 0 such that for n large enough,
P
(
Xi(t
Ai
n (τj)) /∈
[
xAin (τj) + n
ε′− 2
3 , xAin (τj) + n
ε− 2
3
]
, i = 1, . . . , n, j = 1, . . . ,m
)
≥ 1− e−nδ .
(2) Define ξ(τ) as the largest particle of X(tAin (τ)) which lies below the threshold value
xAin (τ) + n
−2/3+ε. Then we have for any a1, . . . , am ∈ R as n→∞
P
(
c2n
2/3(ξ(τ1)− xAin (τ1)) ≤ a1, . . . , c2n2/3(ξ(τm)− xAin (τm)) ≤ am
)
= det(I −KAia1,...,am)L2({τ1,...,τm}×R,#⊗λ) +O(n−ε)
with an O term that is uniform for a1, . . . , am in compacts. In particular, as
n→∞,
(c2n
2/3(ξ(τ)− xAin (τ)))τ∈R → (A(τ))τ∈R (1.22)
in the sense of weak convergence of finite-dimensional distributions.
Remark 1.5. (1) In particular, the distribution of c2n
2/3(ξ(τ) − xAin (τ)) converges to
the Tracy-Widom distribution for any τ ∈ R.
(2) We will not consider the question of convergence of (1.22) as a random function,
say locally uniformly in τ . Instead, we refer the reader interested in this question
to a number of recent articles dealing with the required tightness property of
NIBM [22, 24, 23].
(3) Theorem 1.4 shows that at any finite time there is with high probability a meso-
scopic gap of size nε−2/3 in the unnormalized spectrum. To our knowledge, this is
the first instance of an occurrence of Airy fluctuations and Tracy-Widom statistics
at a mesoscopic rather than a macroscopic gap. The bound on the size of this gap
is not optimal, but chosen for convenience in the proofs of Theorems 1.2 and 1.4.
Let us now consider the case G′′µ(x
∗) = 0. Provided that κ > 3, we observe limiting
correlations given by the extended Pearcey kernel introduced in [57], which is
KPτ1,τ2(u, v) : =
1
(2pii)2
∫
iR
dζ
∫
ΓP
dw
exp
(
− ζ4
4
− τ2ζ2
2
− vζ + ω4
4
+ τ1ω
2
2
+ uω
)
ζ − ω
− 1(τ1 > τ2) 1√
2pi(τ1 − τ2)
exp
(
− (u− v)
2
2(τ1 − τ2)
)
.
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Here ΓP consists of four rays, two from the origin to ±∞e−ipi/4 and two from ±∞eipi/4 to
the origin. Let us parametrize
tPn(τ) := tcr +
τ
c23n
1/2
, τ ∈ R (1.23)
and set (note that G′′′µ (x
∗) < 0)
c3 :=
1
tcr
(
6
−G′′′µ (x∗)
)1/4
, xPn(τ) := x
∗ + tPn(τ)Gµ(x
∗).
Theorem 1.6. Suppose that Assumptions 1–3 hold and that G′′µ(x
∗) = 0 and κ > 3.
Then, as n→∞, we have for any 0 < ε < min
(
κ−3
8(κ+1)
, 1
24
)
1
c3n3/4
K˜n,tPn(τ1),tPn(τ2)
(
xPn(τ1) +
u
c3n3/4
, xPn(τ2) +
v
c3n3/4
)
= KPτ1,τ2(u, v) +O(n−ε).
The convergence is uniform for τ1, τ2 in any compact subset of R, and uniform for u, v ∈
[−M,M ], where M > 0 can be any positive constant.
The extended Pearcey kernel is supposed to generate a space-time determinantal point
process called Pearcey process, which does generically not have a smallest or largest path.
Let us conclude this introduction with a discussion of our results in the context of the
existing literature. Briefly speaking, the occurrence of the Airy line ensemble for the
largest eigenvalues of NIBM (and of its variants like Ornstein-Uhlenbeck processes [27] or
Brownian bridges) has been common knowledge for quite some time. To our knowledge,
convergence of NIBM to the extended Airy kernel was studied first in [32] for a single
time. Convergence of the finite-dimensional distributions (multi-time) of the top path
was stated in [36] without a proof, the process being started in n random GUE points.
For half of the particles starting at −a and half at a, single time correlations have been
studied in [10, 7, 9], Airy correlations at the edges being proved in [10, 7] for a < 1 and
a > 1, respectively, and Pearcey fluctuations at the cusp in [9] for a = 1. A proof of
the convergence in law to the multi-line version of the Airy2 process, there coined Airy
line ensemble, has been given in [22] for the initial condition of all particles starting at
0. For a large class of initial deterministic or random conditions, the Airy point process
was found in [54] for the single-time fluctuations around the outmost edges of the limit
µ. A study for single-time correlations (via the deformed GUE (1.2)) has been provided
in [17]; it has been shown in [17] that Airy point process statistics appear whenever the
evolved density ψt has an edge with a square root decay on one side and a macroscopic
gap on the other side, a result which was extended in [5] to deformed Wigner matrices.
Recall that in the present paper, we observe the multi-time correlations of the Airy line
ensemble around a mesoscopic instead of a macroscopic gap, and we obtain them under
assumptions on the initial density rather then the evolved density.
Statistics of the Airy line ensemble are universal for a large class of random matrix
ensembles and related models [55, 50, 13, 30, 43, 45] as well as many random growth
models and discrete interacting particle systems belonging to the KPZ universality class,
see e.g. [21, 56, 44] and references therein. Let us also mention studies of discrete analogs
of NIBM, see e.g. [11, 38, 51, 25, 26, 34] and references therein.
Pearcey statistics have also been found in numerous publications in random matrix
theory. Let us mention [16, 57, 9, 48, 49, 33, 17, 28]. Our results on the Pearcey
correlations should in particular be compared to those of [17] and [28]. In [17], single-
time Pearcey kernel statistics are shown to occur if the evolved density ψt has an isolated
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zero at some point x∗ and time t = 1 and moreover the following condition holds: there
is a complex neighborhood B of x∗ such that the equation∫
dµn(s)
(z − s)2 = 1 (1.24)
has a unique solution z ∈ B for n sufficiently large. As µn is discrete, this condition may
be written as a polynomial equation P (z) = 0 with a polynomial P with real coefficients of
degree 2n. Since the non-real solutions of this equation come in complex conjugate pairs,
the unique zero z ∈ B of (1.24) must be real. Moreover, if we assume for simplicity that
the support of µn is contained in the support of its weak limit µ as n→∞, then
∫ dµn(s)
(z−s)2
converges to
∫ dµ(s)
(z−s)2 for z outside any complex compact set containing a neighborhood
of the support of µ. Hence, all the solutions of (1.24) will converge either to one of
the finitely many solutions of the equation
∫ dµ(s)
(z−s)2 = 1 outside the support of µ, or to
the support of µ. As n → ∞, we thus have a growing number of solutions to (1.24)
converging to the support of µ. This discussion makes us believe that the condition of
having a fixed neighborhood B of x∗ where there is only (and exactly) one solution for
large n is rather restrictive, and although this is not so easy to verify even in simple
concrete situations, it makes us believe that the condition of [17] is typically not satisfied
under our assumptions.
Two other deep studies of Pearcey universality are [28] and [18]. In [28], the authors
investigate deformed Hermitian Wigner matrices, including the deformed GUE. In [18],
deformed real-symmetric Wigner matrices are treated, including the deformed Gaussian
orthogonal ensemble (GOE), for which also space-time correlations are considered. The
setting of [28] is quite general but specialized to the deformed GUE, relevant for Pearcey
universality is, apart from the evolved density showing a cusp-like behavior, an abstract
condition on boundedness of a vector-valued solution to a certain system of non-linear
equations (called Dyson equations, cf. [3, 4]), uniform in a complex neighborhood of the
critical point. This vector-valued function m = (m1, . . . ,mn) is closely related to the
Stieltjes transform of the evolved density. For a concrete quantitative condition for the
uniform boundedness of mi, i = 1, . . . , n, [28] refers to [3]. Adapted to our setting, [3,
Theorem 6.4, Lemma 6.7] provides the required boundedness (and thus Pearcey univer-
sality) under the condition that the function Q : [0,∞)→ [0,∞),
Q(q)2 := min
1≤i≤n
1
n
n∑
j=1
1
(q−1 + |Xi(0)−Xj(0)|)2 (1.25)
satisfies limq→∞Q(q) > max(5/tcr, 1) for n large enough. This is however not the case in
our situation, as the r.h.s. of (1.25) should for Xi(0) close to x
∗ and n, q → ∞ converge
to
∫
(x∗ − s)−2dµ(s) = 1/tcr. The deeper reason for the non-applicability of the condi-
tion from [3] is that this condition works well if the Xj(0)’s have neighbors at distances
O(n−1/2), but in our case, there are gaps in the initial spectrum of order n− 1κ+1 and κ > 2.
The remainder of the paper is organized as follows. We will prove Theorems 1.2 and 1.6
using a saddle point analyis of the kernel K˜n,s,t. While this approach to the asymptotics
of NIBM goes back already to [40], it has not been applied in the situation of a strongly
vanishing initial density. An important new ingredient to this analysis is an expansion of
the Stieltjes transform Gµn on the real line, uniformly in a mesoscopic neighborhood of
the initial critical point x∗. This expansion is obtained in Section 2. Section 3 contains
the saddle point analysis of the Airy case, including the proofs of Theorems 1.2 and 1.4.
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The Pearcey case will then be studied in Section 4, where in particular Theorem 1.6 is
proven. Finally, definition and determinantal representation of the space-time correlation
functions are given in Appendix A.
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2. Expansions of the Stieltjes Transform at the Critical Point
The asymptotic analysis of (1.13) needs precise information about the large n behavior
of the function gµn around the point x
∗. In this preparatory section, we provide an
expansion for the Stieltjes transform Gµn (i.e. the derivative of gµn , see (1.8)) around the
critical point x∗.
To state it, define
Gj := G
(j)
µ (x
∗) = (−1)jj!
∫
dµ(s)
(x∗ − s)j+1 , for j = 0, 1, 2, 3.
Proposition 2.1.
(1) Suppose that Assumptions 1–3 hold, and that κ > 2. Then we have for any
0 < ε < min
(
κ−2
6(κ+1)
, 1
15
)
uniformly with respect to |z − x∗| = O
(
n−
1
3
+ε
)
Gµn(z) = G0 +G1(z − x∗) +
G2
2
(z − x∗)2 +O(n−2/3−2ε),
as n→∞. Moreover, we have uniformly for |z − x∗| = O
(
n−
1
3
+ε
)
G′′µn(z) = G2 +O(n−ε),
as n→∞.
(2) Suppose that Assumptions 1–3 hold, and that κ > 3. Then we have for any
0 < ε < min
(
κ−3
8(κ+1)
, 1
24
)
uniformly with respect to |z − x∗| = O
(
n−
1
4
+ε
)
,
Gµn(z) = G0 +G1(z − x∗) +
G2
2
(z − x∗)2 + G3
6
(z − x∗)3 +O(n−3/4−2ε),
as n→∞. Moreover, we have uniformly for |z − x∗| = O
(
n−
1
4
+ε
)
G′′µn(z) = G2 +O(n−ε), G′′′µn(z) = G3 +O(n−ε), (2.1)
as n→∞.
Proof. We will first prove the second part of the proposition in detail, afterwards we
indicate briefly how the first part can be proved similarly.
Let
0 < ε < min
(
κ− 3
8(κ+ 1)
,
1
24
)
,
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a choice that will become clear in the course of the proof. We first write Gµn(z) as
Gµn(z) =
∫
1
z − sdµn(s) = −
∫
R
Fn(s)
(z − s)2ds,
where Fn is as before the distribution function of µn. Since 0 < ε <
κ−3
8(κ+1)
, we have with
Assumption 3 that In := [x
∗ − n− 14+2ε, x∗ + n− 14+2ε] does not intersect with the support
of µn for n large enough, hence Fn is constant on In and we can write
Gµn(z) = −
∫
R\In
Fn(s)
(z − s)2ds+
Fn(x
∗ − n− 14+2ε)
z − x∗ + n− 14+2ε −
Fn(x
∗ + n−
1
4
+2ε)
z − x∗ − n− 14+2ε .
Next, let µ˜ be the restriction of the measure µ to R \ In, i.e. the measure with density
ψ · 1R\In . Then we have, F being the distribution function of µ,
Gµ˜(z) =
∫ x∗−n− 14+2ε
−∞
dµ(s)
z − s +
∫ +∞
x∗+n−
1
4+2ε
dµ(s)
z − s
= −
∫ x∗−n− 14+2ε
−∞
F (s)ds
(z − s)2 −
∫ +∞
x∗+n−
1
4+2ε
F (s)ds
(z − s)2
+
F (x∗ − n− 14+2ε)
z − x∗ + n− 14+2ε −
F (x∗ + n−
1
4
+2ε)
z − x∗ − n− 14+2ε .
Using Assumption 2, it follows that uniformly for |z− x∗| ≤ Cn− 14+ε for any fixed C > 0
|Gµn(z)−Gµ˜(z)| ≤
M
n
∫
R\In
ds
|z − s|2
+
M
n
1
|z − x∗ − n− 14+2ε| +
M
n
1
|z − x∗ + n− 14+2ε|
= O(n− 34−2ε),
as n→∞, M being the constant from Assumption 2.
Thus, it remains to show, with the same uniformity in z, that
Gµ˜(z) = G0 +G1(z − x∗) + G2
2
(z − x∗)2 + G3
6
(z − x∗)3 +O(n− 34−2ε), (2.2)
as n→∞. As Gµ˜ is analytic in |z − x∗| ≤ Cn− 14+ε for n large enough, we have
Gµ˜(z) =Gµ˜(x
∗) +G′µ˜(x
∗)(z − x∗) + 1
2
G′′µ˜(x
∗)(z − x∗)2 (2.3)
+
∫ z
x∗
∫ ξ
x∗
∫ ζ
x∗
G′′′µ˜ (η)dηdζdξ.
Moreover, using the definition of µ˜, it is straightforward to see that
Gµ˜(x
∗) = G0 +O(n−κ4+2κε),
G′µ˜(x
∗) = G1 +O(n−κ−14 +2(κ−1)ε),
G′′µ˜(x
∗) = G2 +O(n−κ−24 +2(κ−2)ε),
as n→∞. To deal with the remainder in (2.3), we write
G′′′µ˜ (η)−G3 = −6
∫
R\In
(
1
(η − s)4 −
1
(x∗ − s)4
)
dµ(s) + 6
∫
In
1
(x∗ − s)4dµ(s). (2.4)
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The last integral in (2.4) is of order O
(
n(κ−3)(−
1
4
+ε)
)
and for the first integral it follows
from a computation that we have
∫
R\In
(
1
(η − s)4 −
1
(x∗ − s)4
)
dµ(s) =

O
(
n(κ−3)(−
1
4
+ε)
)
, 3 < κ < 4,
O
(
n−
1
4
+ε log n
)
, κ = 4,
O
(
n−
1
4
+ε
)
, κ > 4,
as n→∞, uniformly in |η − x∗| ≤ Cn− 14+ε. This yields, using ε < 1
24
,∫ z
x∗
∫ ξ
x∗
∫ ζ
x∗
G′′′µ˜ (η)dηdζdξ =
G3
6
(z − x∗)3 +O(n− 34−2ε).
With this, (2.2) follows.
In order to see (2.1) for |z − x∗| ≤ Cn− 14+ε, we write
G′′′µn(z)−G′′′µ (x∗) = G′′′µn(z)−G′′′µ˜ (z) +G′′′µ˜ (z)−G3.
It follows from the above arguments that G′′′µ˜ (z) − G3 = O(n−ε), so it remains to show
for |z − x∗| ≤ Cn− 14+ε
G′′′µn(z)−G′′′µ˜ (z) = O
(
n−ε
)
, n→∞.
To see this, we write
G′′′µn(z) = 24
∫
R\In
Fn(s)
(z − s)5ds+ 6
Fn(x
∗ + n−
1
4
+2ε)
(z − x∗ − n− 14+2ε)4 − 6
Fn(x
∗ − n− 14+2ε)
(z − x∗ + n− 14+2ε)4 ,
and
G′′′µ˜ (z) = 24
∫
R\In
F (s)
(z − s)5ds+ 6
F (x∗ + n−
1
3
+2ε)
(z − x∗ − n− 14+2ε)4 − 6
F (x∗ − n− 14+2ε)
(z − x∗ + n− 14+2ε)4 .
Using now Assumption 2 as above, we find
|G′′′µn(z)−G′′′µ˜ (z)| ≤
24M
n
∫
R\In
ds
|z − s|5
+
6M
n
1
|z − x∗ − n− 14+2ε|4 +
6M
n
1
|z − x∗ + n− 14+2ε|4 = O(n
−8ε),
uniformly for |z − x∗| ≤ Cn− 14+ε. Similar arguments yield the estimate for the second
derivative in (2.1). This proves part (2) of the proposition.
For part (1) with κ > 2, we proceed in a similar way as before, but now we have only a
smaller interval In := [x
∗−n− 13+2ε, x∗+n− 13+2ε] which does not intersect with the support
of µn for small ε. With this modification, it suffices to go through the same estimates as
before to prove the results, where now
0 < ε < min
(
κ− 2
6(κ+ 1)
,
1
15
)
.

3. The Airy Case: Proof of Theorems 1.2 and 1.4
Throughout this section, ε can be any number satisfying 0 < ε < min
(
κ−2
6(κ+1)
, 1
15
)
.
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3.1. Analysis of the Saddle Points. In view of (1.13), for the proof of Theorem 1.2
we want to determine the asymptotic location of the saddle points of the functions z 7→
φn,τ2(z, v) and w 7→ −φn,τ1(w, u), where
φn,τ (z, v) :=
n
2tAin (τ)
(
z − xAin (τ)−
v
c2n2/3
)2
+ ngµn(z), (3.1)
and we recall that tAin (τ) was defined in (1.14). In the following of this section, for
convenience in notation we will drop the superscript Ai, simply writing tn(τ) and xn(τ)
instead of tAin (τ) and x
Ai
n (τ), respectively. The saddle points in the upper half plane are
given by
zn := zn(τ2, v) := Ftn(τ2),µn
(
xn(τ2) +
v
c2n2/3
)
, (3.2)
wn := wn(τ1, u) := Ftn(τ1),µn
(
xn(τ1) +
u
c2n2/3
)
, (3.3)
where the function Ftn(τ),µn denotes the inverse function of Htn(τ),µn (see (1.8) for its
definition), mapping the real line to the graph of ytn(τ),µn (cf. [8]). Indeed, any critical
point z of φn,τ (z, v) satisfies
z − xn(τ)− v
c2n2/3
+ tn(τ)Gµn(z) = 0,
or in other terms,
Htn(τ),µn(z) = xn(τ) +
v
c2n2/3
,
so that inverting yields (3.2). For a more detailed discussion of the saddle points we refer
to [20, page 13], where convergence to the sine kernel has been considered.
Due to the rather complicated n-dependence of the saddle points, we will choose inte-
gration contours passing in a vicinity of the saddle points instead of going through these
points exactly. This requires some finer knowledge on the location of the saddle points.
Lemma 3.1. Suppose that Assumptions 1–3 hold, G2 > 0 and κ > 2. Then the following
holds for n→∞.
(1) We have uniformly for |z − x∗| = O
(
n−
1
3
+ε
)
and τ in compacts
Htn(τ),µn(z) = xn(τ) +
tn(τ)G2
2
(z − x∗)2 +O
(
n−
2
3
+ε
)
.
(2) We have
zn(τ2, v) = x
∗ +O
(
n−
1
3
+ ε
2
)
,
wn(τ1, u) = x
∗ +O
(
n−
1
3
+ ε
2
)
,
where the implied constants are uniform as n → ∞ for |u|, |v| ≤ Knε for any
constant K > 0 and τ1, τ2 in compacts.
Proof. We first note that all O-terms in the proof will be uniform for τ in compacts as
n→∞.
We start with proving part (1) and write
Htn(τ),µn(z) = Htn(τ),µn(x
∗) + z − x∗ + tn(τ) (Gµn(z)−Gµn(x∗)) .
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By Proposition 2.1 (1), for |z − x∗| = O
(
n−
1
3
+ε
)
and by definition of xn(τ) = x
Ai
n (τ) in
(1.17), we get
Htn(τ),µn(z) = xn(τ) + (1 + tn(τ)G1) (z − x∗) +
tn(τ)G2
2
(z − x∗)2 +O
(
n−
2
3
−2ε
)
.
Now the result follows from
tn(τ)G1 = −tn(τ)
tcr
= −1 +O(n−1/3). (3.4)
To prove part (2), we deal with the saddle points zn and wn. Assume that G2 > 0 and
let x+ iy be a point on the perimeter of the disk centered at x∗ of radius n−1/3+ε of the
form
x+ iy = x∗ + n−1/3+εeiθ,
where we choose an angle δ < θ < pi
2
− δ for some small δ > 0. Then we have y =
sin(θ)n−1/3+ε, and from Proposition 2.1 (1) and (3.4) we get
=Gµn(x+ iy) =G1n−1/3+ε sin(θ) +
G2
2
n−2/3+2ε sin(2θ) +O (n−2/3−2ε)
=
(
− 1
tn(τ)
+O(n−1/3)
)
y +G2yn
−1/3+ε cos(θ) +O (n−2/3−2ε) ,
as n→∞. Hence, we obtain for large n
−=Gµn(x+ iy)
y
=
1
tn(τ)
−G2 cos(θ)n−1/3+ε
(
1 +O (n−ε)) < 1
tn(τ)
.
We note that the latter inequality is valid uniformly in δ < θ < pi
2
−δ for any 0 < δ < pi/2
and n sufficiently large (which depends on δ). In a similar fashion, we obtain uniformly
for angles pi
2
+ δ < θ < pi− δ (with 0 < δ < pi/2, which we will assume from now on) and
large n
−=Gµn(x+ iy)
y
>
1
tn(τ)
.
By definition of the function ytn(τ),µn(x) in (1.6) and
−=Gµn(x+ iy)
y
=
∫
dµn(s)
(x− s)2 + y2 ,
it follows that its graph lies for any τ from a fixed compact set below the arc {x∗ +
n−1/3+εeiθ : δ < θ < pi/2 − δ} for x ∈ (x∗ + n−1/3+ε cos(pi/2 − δ), x∗ + n−1/3+ε cos δ) and
above the arc {x∗ + n−1/3+εeiθ : pi/2 + δ < θ < pi − δ} for x ∈ (x∗ − n−1/3+ε cos δ, x∗ −
n−1/3+ε cos(pi/2− δ)) .
In other words, we have the following behavior for sufficiently large n: if we consider
the closed disk D centered at x∗ with radius n−1/3+ε, the graph of ytn(τ),µn enters the disk
(not necessarily for the first time) at a point win := x
∗ + n−1/3+εeiθ1 with 0 ≤ θ1 < δ and
leaves the disk at a point wout := x
∗ + n−1/3+εeiθ2 with pi/2− δ < θ2 < pi/2 + δ. Between
win and wout, the graph stays in the interior of the disk. Setting
xin,out := Htn(τ),µn (win,out) ∈ R,
part (1) shows
xin,out = xn(τ) +
tn(τ)
2
G2n
−2/3+2εe2iθ1,2 +O (n−2/3+ε) , n→∞.
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From this we infer for sufficiently large n and positive constants k0, k1, k2
xout < xn(τ) < xin
with
xn(τ)− xout ∼ k0n−2/3+2ε, xin − xn(τ) ∼ k1n−2/3+2ε,
and
xin − xout = tn(τ)
2
G2n
−2/3+2ε (cos(2θ1)− cos(2θ2))
(
1 +O (n−ε)) > k2n−2/3+2ε.
The function Ftn(τ),µn maps the interval [xout, xin] bijectively onto the part of the graph
of ytn(τ),µn that lies between wout and win. Moreover, using the expansion of part (1)
for any point z on the graph of ytn(τ),µn that lies between win and wout, we have with
x = Htn(τ),µn(z)
[xin, xout] 3 x = Htn(τ),µn(z) = xn(τ) +
tn(τ)
2
G2 (z − x∗)2 +O
(
n−2/3+ε
)
.
If we now consider z as a function of x defined on [xout, xin], which means z = Ftn(τ),µn(x),
then we obtain
z = x∗ +
√
2
tn(τ)G2
(x− xn(τ)) +O (n−2/3+ε), n→∞,
where the implicit constant in the O-term can be chosen to be independent of x ∈
[xin, xout] (and we have to choose the suitable branch of the square root). Hence, for
x = xn(τ) +
v
c2n2/3
with |v| ≤ Knε, for some constant K > 0, we obtain for the saddle
point zn
zn = x
∗ +
√
2
tn(τ2)G2
v
c2n2/3
+O (n−2/3+ε) = x∗ +O (n−1/3+ε/2) , n→∞.
The assertion for the saddle point wn follows by the same arguments. 
3.2. Choice of Contours. We start by choosing the contour Γ in (1.13). As shown in
[20, page 14], the graph of x 7→ ytn(τ1),µn(x) is a descent path for w 7→ −φn,τ1(w, u) passing
through the saddle point wn. Moreover, x 7→ ytn(τ1),µn(x) is of bounded support which
contains all initial points X1(0), . . . , Xn(0). We consider the counterclockwise oriented
graph of ytn(τ1),µn restricted to the convex hull of its support, and we close this path by
joining it with its complex conjugate. As Lemma 3.1 shows, the saddle points zn and wn
both lie in an O(n−1/3+ε)-neighborhood of x∗. To avoid complications of these merging
points, we will make a local modification of the path defined above. To this end, we
consider the closed disk D of radius n−1/3+ε around x∗. As observed in the proof of
Lemma 3.1, there are n-dependent points win and wout on the boundary of the disk in
the upper half plane such that the graph of ytn(τ1),µn enters the disk at win, and leaves it
at wout while staying in the interior of the disk between those two points. Recall from
that proof that for any small δ > 0, we have <(win − x∗) > 0 and 0 ≤ arg(win − x∗) < δ
for n sufficiently large, whereas pi/2 − δ < arg(wout − x∗) < pi/2 + δ. We will assume
0 < δ < pi/6.
We now set
w1,n := win and w2,n := x
∗ + ei(pi/2+δ)n−1/3+ε
with the same δ > 0 as above. The point w2,n lies on the boundary of the disk and below
the graph of ytn(τ1),µn in the sense that with
w3,n := <w2,n + iytn,µn(<w2,n),
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we have =w3,n ≥ =w2,n for n large enough. We now specify the w-integration contour Γ
by setting
Γ := Γout ∪ Γin ∪ Γout ∪ Γin,
where Γin := [w1,n,<w1,n] ∪ [<w1,n, x∗] ∪ [x∗, w2,n]. The contour Γout is the union Γout :=
Γout,1 ∪ Γout,2, where Γout,1 is the part of the graph of ytn(τ1),µn which lies in the upper
half plane and to the right of w1,n, and Γout,2 is the union of the vertical line segment
[w2,n, w3,n] with the part of the graph of ytn(τ1),µn which lies in the upper half plane and
to the left of w3,n. We choose the natural counter-clockwise orientation, see Figure 3 for
a visualization of this contour.
Γ
x∗
w2,n
w1,n
w3,n
Figure 3. Choice of contour Γ
For a modification of the z-integration contour x0 + iR in (1.13), we define
ẑn := x
∗ + e
ipi
3 n−1/3+ε, (3.5)
which lies on the boundary of the disk D. With this definition we modify x0 + iR to the
contour Σ given as (see Figure 4)
Σ := Σin ∪ Σout ∪ Σin ∪ Σout, Σout := [ẑn, ẑn + i∞], Σin := [x∗, ẑn].
For simplicity of notation, we restrict our analysis of the correlation kernel to the case
τ2 ≥ τ1, in which the heat kernel part, i.e. the second term in (1.13), is not present. It is
straightforward to check that, for τ2 < τ1, plugging the rescaled variables into the heat
kernel in (1.13) and adding the gauge factors given in (1.16) yields the heat kernel part
of the extended Airy kernel.
From (1.13) and (1.15) we obtain
1
c2n2/3
K˜n,tn(τ1),tn(τ2)
(
xn(τ1) +
u
c2n2/3
, xn(τ2) +
v
c2n2/3
)
=
n1/3efn(τ2,v)−fn(τ1,u)
c2(2pii)2
√
tn(τ1)tn(τ2)
∫
Σ
dz
∫
Γ
dw
eφn,τ2 (z,v)−φn,τ1 (w,u)
z − w , (3.6)
where φn,τ has been defined in (3.1) and we write in a slight abuse of notation fn(τ, u)
instead of
fn
(
tn(τ), xn(τ) +
u
c2n2/3
)
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Σx∗
ẑn
Figure 4. Choice of contour Σ
with fn from (1.16). Note that the integration contours for z and w in (3.6) have an
intersection point at z = w = x∗ and hence do not satisfy the conditions imposed in
(1.13). However, observing that the singularity is integrable, we easily derive (3.6) from
(1.13) by taking a limit.
We split the double integral (3.6) into the three parts
K(1)n,τ1,τ2(u, v) :=
n1/3efn(τ2,v)−fn(τ1,u)
c2(2pii)2
√
tn(τ1)tn(τ2)
∫
Σin∪Σin
dz
∫
Γin∪Γin
dw
eφn,τ2 (z,v)−φn,τ1 (w,u)
z − w ,
K(2)n,τ1,τ2(u, v) :=
n1/3efn(τ2,v)−fn(τ1,u)
c2(2pii)2
√
tn(τ1)tn(τ2)
∫
Σ
dz
∫
Γout∪Γout
dw
eφn,τ2 (z,v)−φn,τ1 (w,u)
z − w , (3.7)
K(3)n,τ1,τ2(u, v) :=
n1/3efn(τ2,v)−fn(τ1,u)
c2(2pii)2
√
tn(τ1)tn(τ2)
∫
Σout∪Σout
dz
∫
Γin∪Γin
dw
eφn,τ2 (z,v)−φn,τ1 (w,u)
z − w .(3.8)
3.3. Analysis of the main term. The main term giving the extended Airy kernel in
the limit is K
(1)
n,τ1,τ2 as the following proposition shows.
Proposition 3.2. For any constant σ > 0 we have
K(1)n,τ1,τ2(u, v) = K
Ai
τ1,τ2
(u, v) +O
(
e−σ(u+v)
nε
)
,
as n→∞, where the O term is uniform in u, v ∈ [−M,Mnε] for any fixed M > 0.
Proof. All O-terms will be uniform for τ1, τ2 in compacts as n → ∞. Note that the
w-integral can be restricted to [w1,n,<w1,n]∪ [x∗, w2,n] and its complex conjugate, as the
two integrals over the interval [x∗,<w1,n] cancel each other.
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We will reparametrize z and w by
z =: x∗ +
c2tcrζ
n1/3
and w =: x∗ +
c2tcrω
n1/3
. (3.9)
With this parametrization and Proposition 2.1, we have uniformly for z in the disk D
(which is equivalent to ζ = O (nε))
ngµn(z) = ngµn(x
∗) + n
∫ z
x∗
dξ Gµn(ξ)
= ngµn(x
∗) + n2/3G0c2tcrζ +
n1/3G1c
2
2t
2
crζ
2
2
+
G2c
3
2t
3
crζ
3
6
+O
( |ζ|
n2ε
)
. (3.10)
Using
tcr
tn(τ2)
= 1 +O
( τ2
n1/3
)
and
n1/3c22t
2
crζ
2
2
(
G1 +
1
tn(τ2)
)
=
n1/3c22t
2
crζ
2
2
(
− 1
tcr
+
1
tn(τ2)
)
= −ζ2τ2 tcr
tn(τ2)
= −ζ2τ2 +O
(
1 + |τ2|+ |ζ|2
n1/3
)
,
we obtain after an elementary computation from (3.1) and (3.10)
φn,τ2(z, v) =
ζ3
3
− τ2ζ2 − vζ + ntn(τ2)G
2
0
2
+
n1/3G0v
c2
+ ngµn(x
∗) +O (n−ε) (3.11)
with the O-term being uniform for |ζ|, |v| ≤ Knε, K > 0 being an absolute constant. A
similar computation with φn,τ1(w, u) yields
φn,τ2(z, v)− φn,τ1(w, u) + fn(τ2, v)− fn(τ1, u)
=
ζ3
3
− τ2ζ2 − vζ − ω
3
3
+ τ1ω
2 + uω +O (n−ε), (3.12)
with the O-term now being uniform for |ζ|, |ω|, |v|, |u| ≤ Knε. With the changes of
variables z 7→ ζ and w 7→ ω, the remaining constant in front of the double integral
reduces to
tcr
(2pii)2
√
tn(τ1)tn(τ2)
=
1
(2pii)2
+O
( |τ1|+ |τ2|
n1/3
)
.
Thus there is a function hn(τ1, τ2, ζ, ω, u, v) = O (n−ε) (uniformly in all relevant parame-
ters) such that we can write
K(1)n,τ1,τ2(u, v)
=
(
1
(2pii)2
+O
( |τ1|+ |τ2|
n1/3
))∫
Σ̂
dζ
∫
Γ̂
dω
e
ζ3
3
−τ2ζ2−vζ−ω33 +τ1ω2+uω+hn(τ1,τ2,ζ,ω,u,v)
ζ − ω ,(3.13)
where Σ̂ and Γ̂ are the contours Σin and Γin under the change of variables (3.9), i.e.
Σ̂ :=
[
e−i
pi
3 nε
c2tcr
, 0
]
∪
[
0,
ei
pi
3 nε
c2tcr
]
,
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and Γ̂ := Γ̂left ∪ Γ̂right with
Γ̂left :=
[
−ie
−iδnε
c2tcr
, 0
]
∪
[
0,
ieiδnε
c2tcr
]
, Γ̂right :=
[
n1/3
c2tcr
(w1,n − x∗), n
1/3
c2tcr
(w1,n − x∗)
]
.
We will show first that∫
Σ̂
dζ
∫
Γ̂right
dω
e
ζ3
3
−τ2ζ2−vζ−ω33 +τ1ω2+uω+hn(τ1,τ2,ζ,ω,u,v)
ζ − ω = O
(
e−dn
3ε
)
, (3.14)
for some d > 0, uniformly in u, v ∈ [−M,Mnε] and τ1, τ2 from compacts. To see this, we
take absolute values and use the bounds
1
|ζ − ω| ≤
K
nε
, |exp(hn)| ≤ C,
valid for ζ on Σ̂, ω on Γ̂right and C,K > 0 are constants. This gives as an upper bound
for the left-hand side of (3.14)
CKn−ε
∫
Σ̂
|dζ|
∣∣∣∣e ζ33 −τ2ζ2−vζ∣∣∣∣ ∫
Γ̂right
|dω|
∣∣∣e−ω33 +τ1ω2+uω∣∣∣ .
Now, since 0 ≤ arg(w1,n − x∗) < δ < pi6 , we have for ω ∈ Γ̂right and u ≤ Mnε for any
M > 0 that <(−ω3/3 + τ1ω2 +uω) < −dn3ε for some d > 0. As the length of the contour
Γ̂right is O(nε), this proves (3.14) upon noting that the ζ-integral is uniformly bounded
in n for v > −M and any M > 0.
In the next step, we will get rid of the remainder hn in the exponent of the right-
hand side of (3.13), where we are now allowed to replace Γ̂ by Γ̂left. With the inequality
|1− exp(hn)| ≤ |hn| exp|hn|, we have for any constant σ > 0
eσ(u+v)
∣∣∣∣∣
∫
Σ̂
dζ
∫
Γ̂left
dω
e
ζ3
3
−τ2ζ2−ζv−ω33 +τ1ω2+uω
ζ − ω (3.15)
−
∫
Σ̂
dζ
∫
Γ̂left
dω
e
ζ3
3
−τ2ζ2−ζv−ω33 +τ1ω2+uω+hn(τ1,τ2,ζ,ω,u,v)
ζ − ω
∣∣∣∣∣
≤
∫
Σ̂
d|ζ|
∫
Γ̂left
d|ω|
|hn(τ1, τ2, ζ, ω, u, v)|
∣∣∣e ζ33 −τ2ζ2−v(ζ−σ)−ω33 +τ1ω2+u(ω+σ)+|hn(τ1,τ2,ζ,ω,u,v)|∣∣∣
|ζ − ω| .
(3.16)
As the integral ∫
Σ̂
d|ζ|
∫
Γ̂left
d|ω| |e
ζ3
3
−τ2ζ2−v(ζ−σ)−ω33 +τ1ω2+u(ω+σ)|
|ζ − ω|
is uniformly bounded in n and |hn(τ1, τ2, ζ, ω, u, v)| = O (n−ε), the r.h.s. of (3.16) is
O(n−ε).
A standard argument now shows that extending the contours Σ̂ and[
−ie
−iδnε
c2tcr
, 0
]
∪
[
0,
ieiδnε
c2tcr
]
to ΣAi and ieiδR+∪−ie−iδR+ yields an exponentially small error. Finally, by analyticity,
the contour ieiδR+ ∪−ie−iδR+ can be deformed to ΓAi. Combining the above estimates,
we obtain the result. 
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3.4. Analysis of the remaining terms. In this subsection, we discuss the necessary
asymptotic estimates of the double integrals K
(i)
n,τ1,τ2 for i = 2, 3. We will employ the
descent properties of φn,τ on the chosen contours, which are the content of the following
lemma. For its statement, recall the definition of the saddle points zn and wn in (3.3).
Lemma 3.3.
(1) For any u, τ ∈ R and n ∈ N, the function
R 3 α 7→ <φn,τ
(
α + iytn(τ),µn(α), u
)
achieves its unique local minimum at α = <wn, is strictly decreasing for α < <wn
and strictly increasing for α > <wn.
(2) For any α, v, τ ∈ R and n ∈ N, the function
[0,∞) 3 β 7→ <φn,τ (α + iβ, v)
achieves its unique local maximum at β = ytn(τ),µn(α), is strictly increasing for
0 < β < ytn(τ),µn(α) and strictly decreasing for β > ytn(τ),µn(α).
Proof. In order to see the first part of the lemma, we compute
∂
∂α
<φn,τ
(
α + iytn(τ),µn(α), u
)
=
n
tn(τ)
(
Htn(τ),µn
(
α + iytn(τ),µn(α)
)− xn(τ)− u
c2n2/3
)
and use that
α 7→ Htn(τ),µn
(
α + iytn(τ),µn(α)
)
constitutes a bijective mapping from R to R.
For the second part we compute
∂
∂β
<φn (α + iβ, v) = nβ
tn(τ)
[
tn(τ)
∫
dµn(s)
(α− s)2 + β2 − 1
]
,
which is positive for 0 < β < ytn(τ),µn(α), zero at β = ytn(τ),µn(α) and negative for
β > ytn(τ),µn(α). 
With the preceding lemma at hand, we can now quantify growth and decay of the
phase function when leaving the interior contours Γin and Σin, respectively.
Lemma 3.4. There is a constant d > 0 such that for n large enough the following holds
uniformly for τ1, τ2 in compacts and u, v ∈ [−M,Mnε]:
(1) For z ∈ Σ, w ∈ Γout ∪ Γout we have
< (φn,τ2(z, v)− φn,τ1(w, u) + fn(τ2, v)− fn(τ1, u)) ≤ −dn3ε. (3.17)
(2) For z ∈ Σout ∪ Σout, w ∈ Γin ∪ Γin we have
< (φn,τ2(z, v)− φn,τ1(w, u) + fn(τ2, v)− fn(τ1, u)) ≤ −dn3ε.
Proof. Without loss of generality, we restrict our attention to the contours in the upper
half plane. To see part (1) of the Lemma, we argue that by (3.12), equation (3.17) holds
for z ∈ Σin, w ∈ {w1,n, w2,n} and n large enough. Indeed, Σin and w ∈ {w1,n, w2,n} lie
in the sectors where <ζ3 < 0 and <ω3 > 0, respectively. The remaining terms in (3.12)
are O(n2ε). To extend this to z ∈ Σ and w ∈ Γout, we observe that by Lemma 3.3 (2),
<φn,τ2(z, v) decreases along Σout as we move from Σin to Σout. This follows from the
graph of ytn(τ2),µn lying below the boundary point ẑn (see (3.5) for the definition of ẑn).
On the other hand we have
<(−φn,τ1(w, u)) ≤ max (<(−φn,τ1(w1,n, u)),<(−φn,τ1(w2,n, u))) ,
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since by Lemma 3.3 (2), <(φn,τ1(w, u)) increases from w2,n to w3,n along Γout (as the
graph of ytn(τ1),µn lies above w2,n) and further increases when following ytn(τ1),µn to the
left according to Lemma 3.3 (1). By the same argument, <(φn,τ1(w, u)) increases when
following ytn(τ1),µn from w1,n to the right. In this reasoning, we used that the saddle point
wn lies inside the disk D around x
∗ by Lemma 3.1 (2). From this we conclude part (1)
of Lemma 3.4. The second part (2) follows by analogous arguments. 
We are now prepared to estimate the remaining terms K
(2)
n,τ1,τ2 and K
(3)
n,τ1,τ2 in (3.7)-(3.8).
Lemma 3.5. As n→∞, we have for j = 2, 3 and some constant D > 0 and any σ > 0
K(j)n,τ1,τ2(u, v) = O(e−n
D−σ(u+v)) (3.18)
uniformly for τ1, τ2 in compact subsets of R, and for u, v ∈ [−M,Mnε] for any M > 0.
Proof. To bound the double contour integral in the definition of K
(j)
n,τ1,τ2(u, v), j = 2, 3, we
first take absolute values and use |z−w| ≥ Cn−1/3+ε on the respective contours for some
C > 0 sufficiently small. The remaining integrals can then be estimated using Lemma
3.4. For j = 2, we split the integral over Σ into two parts, corresponding to Σ∩{|z| ≤ n}
and Σ ∩ {|z| > n}, respectively. The integral over Σ ∩ {|z| ≤ n} × Γout gives by Lemma
3.4 (1) a contribution of at most O(e−n3ε−δ′ ) for any 0 < δ′ < ε. Here we used that by
[20, Lemma 2.1], the length of Γout is O(n3) uniformly for τ1 in compacts.
For the integral over Σ ∩ {|z| > n} × Γout we use that for n large enough by Lemma
3.4 part (1) we know
< (φn,τ2(z, v)− φn,τ1(w, u) + fn(τ2, v)− fn(τ1, u)) ≤ 0
for (z, w) ∈ Σ× Γout. On the other hand, for sufficiently large n we have
− n
tcr
(=z)2 ≤ <φn,τ2(z, v) = <
(
n
2tn(τ2)
(
z − xn(τ2)− v
c2n2/3
)2
+ ngµn(z)
)
≤ − n
4tcr
(=z)2,
z ∈ Σ ∩ {|z| > n/3}, v ∈ [−M,Mnε], τ2 in a compact set. This follows from the
logarithmic growth of gn(z) as z →∞. We conclude that for n large enough we have
< (φn,τ2(z, v)− φn,τ1(w, u) + fn(τ2, v)− fn(τ1, u))
= < (φn,τ2(z/3, v)− φn,τ1(w, u) + fn(τ2, v)− fn(τ1, u)) + < (φn,τ2(z, v))−< (φn,τ2(z/3, v))
≤ 0−
(
1
4
− 1
9
)
n
tcr
(=z)2 = − 5n
36tcr
(=z)2.
This shows that the integral over Σ∩{|z| > n}×Γout is of order O(exp(−d˜n3)) for some
d˜ > 0, which finishes the proof for j = 2.
For j = 3, assertion (3.18) follows from analogous arguments using Lemma 3.4 (2). 
3.5. Proofs of Theorems 1.2 and 1.4.
Proof of Theorem 1.2. Theorem 1.2 follows by combining Proposition 3.2 and Lemma
3.5. 
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Proof of Theorem 1.4. We start with proving assertion (2). Let τ1 < · · · < τm and
a1, . . . , am be given. The distribution function of ξ(τ1), . . . , ξ(τm) is given as a gap prob-
ability,
P
(
c2n
2/3(ξ(τ1)− xn(τ1)) ≤ a1, . . . , c2n2/3(ξ(τm)− xn(τm)) ≤ am
)
= P
(
m⋂
j=1
no eigenvalue at time τj in
(
xn(τj) +
aj
c2n2/3
, xn(τj) +
nε
n2/3
])
, (3.19)
which in turn can be expressed, as is well-known (cf. [36]), by inclusion-exclusion as a
Fredholm determinant
det(I − K̂n,a1,...,am)L2({τ1,...,τm}×R,#⊗λ)
:=
∞∑
k=0
(−1)k
k!
m∑
i1,...,ik=1
∫
Rk
det
[
1[aij ,c2nε](uij)K̂n,τij ,τij′
(uij , uij′ )1[aij′ ,c2n
ε](uij′ )
]
1≤j,j′≤k
dui1 . . . duik .
(3.20)
Here we recall that # and λ are counting and Lebesgue measure, respectively, and
K̂n,τ,τ ′(u, u
′) :=
1
c2n2/3
K˜n,tAin (τ),tAin (τ ′)
(
xAin (τ) +
u
c2n2/3
, xAin (τ
′) +
u′
c2n2/3
)
is the rescaled kernel of Theorem 1.2. Finally, K̂n,a1,...,am is the integral operator on
L2({τ1, . . . , τm} × R,#⊗ λ) with kernel
rn(τ, u)K̂n,τ,τ ′(u, u
′)rn(τ ′, u′),
where rn(τj, u) := 1[aj ,c2nε](u), j = 1, . . . ,m.
In view of (1.20), to prove the theorem, we need to show convergence of a sequence
of Fredholm determinants to another Fredholm determinant. To this end, we use a
convenient comparison result from [6] which we first state in (almost) full generality:
let X be a locally compact Polish space and ν a finite measure with total mass ‖ν‖1 on
(X,B(X)), where B(X) is the Borel σ-algebra ofX. LetK1, K2 : X×X → R be uniformly
bounded. Then the Fredholm determinants ∆(Ki) := det(I − Ki)L2(X,ν), i = 1, 2 exist,
where Ki denotes the integral operator with kernel Ki, i = 1, 2, and we have the inequality
[6, Lemma 3.4.5]
|∆(K1)−∆(K2)| ≤
( ∞∑
k=1
k1+k/2‖ν‖k1 max(‖K1‖∞, ‖K2‖∞)k−1
k!
)
‖K1 −K2‖∞, (3.21)
where ‖ · ‖∞ denotes the sup norm on X ×X.
In our application of (3.21), we chooseX := {τ1, . . . , τm}×[minmj=1 aj,∞). On {τ1, . . . , τm}
we choose the counting measure # as before but to overcome the non-finiteness of the
Lebesgue measure λ, we use the fast decay of the kernels K̂n,τ,τ ′ and its limit. Define
λ̂(du) := e−2uλ(du), ν := #⊗ λ̂ and
K1((τ, u), (τ
′, u′)) := K1,n((τ, u), (τ ′, u′)) := rn(τ, u)K̂n,τ,τ ′(u, u′)eu+u
′
rn(τ
′, u′), (3.22)
K2((τ, u), (τ
′, u′)) := r(τ, u)KAiτ,τ ′(u, u′)eu+u
′
r(τ ′, u′), (3.23)
where r(τ, u) = has been defined following (1.21). It follows from the explicit represen-
tation of Fredholm determinants (see (3.20)) that
det(I − K̂n,a1,...,am)L2({τ1,...,τm}×R,#⊗λ) = ∆(K1),
det(I −KAia1,...,am)L2({τ1,...,τm}×R,#⊗λ) = ∆(K2).
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Now, it follows from the arguments at the end of the proof of Proposition 3.2 (beginning
with (3.15)) that K1 and K2 are uniformly bounded in n on X × X. By Theorem 1.2,
we have
|K1((τ, u), (τ ′, u′))−K2((τ, u), (τ ′, u′))| = O(n−ε), n→∞,
for τ, τ ′ ∈ {τ1, . . . , τm} and u, u′ ∈ [minmj=1 aj, c2nε]. If at least one of u or u′ is larger
than c2n
ε, then K1((τ, u), (τ
′, u′)) = 0 and the exponential decay of KAiτ,τ ′(u, u
′) (which is
implied by the boundedness of K2) shows
|K1((τ, u), (τ ′, u′))−K2((τ, u), (τ ′, u′))| = O
(
e−d(u+u
′)
nε
)
(3.24)
for some d > 0. Summarizing, we get ‖K1−K2‖∞ = O(n−ε), which together with (3.21)
finishes the proof of part (2).
For part (1), we will show that for n large enough∣∣∣∣∣P
(
m⋂
j=1
no eigenvalue at time τj in
[
xAin (τj) + n
ε′− 2
3 , xAin (τj) + n
ε− 2
3
])
− 1
∣∣∣∣∣
≤ |∆(K1)−∆(K2)|+ |∆(K2)−∆(K3)| ≤ e−nδ , (3.25)
with ε, ε′ as in the statement of the theorem, where K1,K2 are the integral operators on
L2(X,# ⊗ λ̂) with kernels (3.22) and (3.23) on L2(X,# ⊗ λ̂) as above, but now with
rn(τ, u) := r(τ, u) := 1[c2nε′ ,c2nε](u) on X := {τ1, . . . , τm} × [c2nε
′
,∞), and K3 is the
integral operator (on the same space) with kernel K3 ≡ 0. The first inequality in (3.25)
follows from the representation (3.19) and ∆(K3) = 1. Using (3.21) and (3.24), we find
|∆(K1) − ∆(K2)| = O(e−nδ
′
) as n → ∞ for some δ′ > 0. Now, (3.21) once more and
the exponential decay of the extended Airy kernel give |∆(K2) − ∆(K3)| = O(e−nδ
′
) as
n→∞, which yields the result for any 0 < δ < δ′. 
4. The Pearcey Case: Proof of Theorem 1.6
With our understanding of the Airy case in Section 3 at hand, we can now give an
efficient treatment of the Pearcey case. We follow the path outlined in Section 3, high-
lighting the differences in the analysis without duplicating too many analogous arguments.
Throughout this section, ε may be any number with 0 < ε < min
(
κ−3
8(κ+1)
, 1
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)
.
4.1. Analysis of the Saddle Points. We keep the same notation as in Section 3 with
a number of adaptions to the Pearcey case. For instance, we will start with the analysis
of the saddle points of the functions z 7→ φn,τ2(z, v) and w 7→ −φn,τ1(w, u), where we now
set
φn,τ (z, v) :=
n
2tn(τ)
(
z − xn(τ)− v
c3n3/4
)2
+ ngµn(z), (4.1)
tn(τ) is short for t
P
n(τ) and xn(τ) stands for x
P
n(τ), see (1.23) and the equation below.
Necessary information on the location of the saddle points is given in the following lemma,
which is a companion of Lemma 3.1.
Lemma 4.1. Suppose that Assumptions 1–3 hold, G2 = 0 and κ > 3.
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(1) We have uniformly for |z − x∗| = O
(
n−
1
4
+ε
)
and τ in compacts,
Htn(τ),µn(z) = xn(τ) +
tn(τ)G3
6
(z − x∗)3 +O
(
n−
3
4
+ε
)
,
as n→∞.
(2) We have
zn(τ2, v) = x
∗ +O (n−1/4+ε/3) ,
wn(τ1, u) = x
∗ +O (n−1/4+ε/3) ,
where the implied constants are uniform for |u|, |v| ≤ Knε for any constant K > 0
and τ1, τ2 in compacts as n→∞.
Proof. First we note that all O-terms will be uniform for τ in compacts as n→∞.
For part (1), we note that by Proposition 2.1 (2), we obtain for |z − x∗| = O
(
n−
1
4
+ε
)
Htn(τ),µn(z) = xn(τ) + (1 + tn(τ)G1) (z − x∗) +
tn(τ)G3
6
(z − x∗)3 +O
(
n−
3
4
−2ε
)
,
and this implies the result by tn(τ)G1 = −1 +O(n−1/2).
For part (2), we use Proposition 2.1 (2) to conclude that with x+ iy = x∗+ n−1/4+εeiθ
we have
=Gµn(x+ iy) =
(
− 1
tn(τ)
+O(n−1/2)
)
y +
G3
6
yn−1/2+2ε
sin(3θ)
sin(θ)
+O (n−3/4−2ε) ,
as n→∞. Hence, we obtain for large n using G3 < 0
−=Gµn(x+ iy)
y
=
1
tn(τ)
− G3 sin(3θ)
6 sin(θ)
n−1/2+2ε
(
1 +O (n−ε)) > 1
tn(τ)
,
uniformly in δ < θ < pi
3
− δ for any 0 < δ < pi/3, a condition on δ which we will assume
from now on, and n sufficiently large (which depends on δ). In a similar way, we obtain
for angles 2pi
3
+ δ < θ < pi − δ and large n
−=Gµn(x+ iy)
y
>
1
tn(τ)
.
For angles pi
3
+ δ < θ < 2pi
3
− δ and large n on the other hand, we obtain
−=Gµn(x+ iy)
y
<
1
tn(τ)
.
By definition of the function ytn(τ),µn(x), this implies that its graph lies inside the circle
of radius n−1/4+ε around x∗ for
x ∈
(
x∗ − n−1/4+ε cos
(pi
3
+ δ
)
, x∗ + n−1/4+ε cos
(pi
3
+ δ
))
and outside this circle for
x < x∗ − n−1/4+ε cos
(pi
3
− δ
)
and for x > x∗ + n−1/4+ε cos
(pi
3
− δ
)
,
if n is sufficiently large. Thus we can define points
xin,out = Htn(τ),µn
(
x∗ + n−1/4+εeiθ1,2
) ∈ R,
such that
pi/3− δ < θ1 < pi/3 + δ, 2pi/3− δ < θ2 < 2pi/3 + δ,
27
and such that the part of the graph of ytn(τ),µn between those two points lies entirely
inside the circle. The rest of the argument is similar as in the proof of Lemma 3.1, and
we omit the details. 
4.2. Choice of Contours. The contour Σ will be chosen as
Σ := x∗ + iR.
For the choice of the contour Γ, recall from the proof of Lemma 4.1 that the graph of x 7→
ytn(τ1),µn(x) enters the disk around x
∗ of radius n−1/4+ε (coming from the right) at a point
w1,n, about which we know that pi/3− δ < arg(w1,n−x∗) < pi/3 + δ for any 0 < δ < pi/3,
provided n is sufficiently large. We will choose a fixed 0 < δ < pi
24
in order to be able to use
later on that w1,n lies in a sector where w 7→ <(w4) is negative. Likewise, ytn(τ1),µn leaves
the disk at a point w2,n, about which we know that 2pi/3− δ < arg(w2,n−x∗) < 2pi/3 + δ
for n large enough (with the same δ). Moreover, by construction, the part of the graph
between the points w1,n and w2,n lies entirely inside the disk.
We now choose Γ as depicted in Figure 5. Recall that ytn(τ1),µn is of bounded support
Γ
x∗
w2,n w1,n
Figure 5. Choice of contour Γ
which contains all initial points X1(0), . . . , Xn(0). We first follow the graph of ytn(τ1),µn
from the right-most support point to w1,n. From w1,n we take the straight line to x
∗, then
the straight line from x∗ to w2,n and from there we follow the graph of ytn(τ1),µn to its
left-most support point. We close the contour by joining it with its complex conjugate.
We will, similarly to the Airy case, denote the part of Γ inside of the disk as Γin, i.e.
Γin := [w1,n, x
∗] ∪ [x∗, w2,n] ∪ [w1,n, x∗] ∪ [x∗, w2,n].
The remaining part of Γ will be denoted by Γout. Similarly, we define Σin := [x
∗ −
in−1/4+ε, x∗ + in−1/4+ε] and Σout := Σ \ Σin.
From (1.13) and (1.15), and by a similar argument as for (3.6), we have
1
c3n3/4
K˜n,tn(τ1),tn(τ2)
(
xn(τ1) +
u
c3n3/4
, xn(τ2) +
v
c3n3/4
)
=
n1/4efn(τ2,v)−fn(τ1,u)
c3(2pii)2
√
tn(τ1)tn(τ2)
∫
Σ
dz
∫
Γ
dw
eφn,τ2 (z,v)−φn,τ1 (w,u)
z − w ,
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where φn,τ has been defined in (4.1) and fn(τ, u) now stands for
fn
(
tn(τ), xn(τ) +
u
c3n3/4
)
with fn from (1.16).
We will again only consider the case of τ2 ≥ τ1, thus concentrating on the integral part
of the correlation kernel in (1.13), which we split into
K(1)n,τ1,τ2(u, v) :=
n1/4efn(τ2,v)−fn(τ1,u)
c3(2pii)2
√
tn(τ1)tn(τ2)
∫
Σin
dz
∫
Γin
dw
eφn,τ2 (z,v)−φn,τ1 (w,u)
z − w ,
K(2)n,τ1,τ2(u, v) :=
n1/4efn(τ2,v)−fn(τ1,u)
c3(2pii)2
√
tn(τ1)tn(τ2)
∫
Σ
dz
∫
Γout
dw
eφn,τ2 (z,v)−φn,τ1 (w,u)
z − w ,
K(3)n,τ1,τ2(u, v) :=
n1/4efn(τ2,v)−fn(τ1,u)
c3(2pii)2
√
tn(τ1)tn(τ2)
∫
Σout
dz
∫
Γin
dw
eφn,τ2 (z,v)−φn,τ1 (w,u)
z − w .
4.3. Proof of Theorem 1.6.
Proof of Theorem 1.6. As usual, all error terms will be uniform for τ1, τ2 in compacts as
n→∞. We choose the parametrization
z =: x∗ +
c3tcrζ
n1/4
and w =: x∗ +
c3tcrω
n1/4
.
This yields with Proposition 2.1 part (2) (recall G2 = 0) for z inside the disk
ngµn(z) = ngµn(x
∗) + n3/4G0c3tcrζ +
n1/2G1c
2
3t
2
crζ
2
2
+
G3c
4
3t
4
crζ
4
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+O
( |ζ|
n2ε
)
.
The analog of (3.11) then reads
φn,τ2(z, v) = −
ζ4
4
− ζ
2τ2
2
− ζv + ntn(τ2)G
2
0
2
+
n1/4G0v
c3
+ ngµn(x
∗) +O
(
1
nε
)
with the O-terms in the two above equations uniform for |ζ| ≤ Knε and |v| ≤ K for any
absolute constant K > 0. Moreover, we have
φn,τ2(z, v)− φn,τ1(w, u) + fn(τ2, v)− fn(τ1, u)
= −ζ
4
4
− τ2ζ
2
2
− vζ + ω
4
4
+
τ1ω
2
2
+ uω +O
(
1
nε
)
, (4.2)
the O-term being uniform for |ζ|, |ω| ≤ Knε and |v|, |u| ≤ K. For the constant in front
of the double integral we get
tcr
(2pii)2
√
tn(τ1)tn(τ2)
=
1
(2pii)2
+O
(
1
n1/2
)
.
Furthermore, there is a function hn(τ1, τ2, ζ, ω, u, v) = O (n−ε) such that
K(1)n,τ1,τ2(u, v)
=
(
1
(2pii)2
+O
(
1
n1/2
))∫
Σ̂
dζ
∫
Γ̂
dω
e−
ζ4
4
− τ2ζ2
2
−vζ+ω4
4
+
τ1ω
2
2
+uω+hn(τ1,τ2,ζ,ω,u,v)
ζ − ω ,
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where Σ̂ :=
[
− inε
c3tcr
, in
ε
c3tcr
]
and
Γ̂ :=
[
(w1,n − x∗)n1/4
c3tcr
, 0
]
∪
[
0,
(w2,n − x∗)n1/4
c3tcr
]
∪
[
(w2,n − x∗)n1/4
c3tcr
, 0
]
∪
[
0,
(w1,n − x∗)n1/4
c3tcr
]
.
From here, we can show analogously to the proof of Proposition 3.2 (from (3.15) until
the end of that proof) that
K(1)n,τ1,τ2(u, v) = K
P
τ1,τ2
(u, v) +O(n−ε)
with the O-term being uniform for u, v ∈ [−M,M ] for any fixed M > 0. Here we use in
particular that by our choice of ε, δ, the points
(wj,n−x∗)n1/4
c3tcr
, j = 1, 2, and their complex
conjugates lie in the sectors where w 7→ <w4 is negative, allowing to extend and deform
the contour Γ̂ to ΓP from Theorem 1.6 at the expense of an exponentially small error.
To estimate K
(j)
n,τ1,τ2 , j = 2, 3, we first note that in analogy to Lemma 3.4 we have for
some d > 0 and z ∈ Σ, w ∈ Γout
< (φn,τ2(z, v)− φn,τ1(w, u) + fn(τ2, v)− fn(τ1, u)) ≤ −dn4ε. (4.3)
For z ∈ Σout ∪ Σout, w ∈ Γin ∪ Γin we have
< (φn,τ2(z, v)− φn,τ1(w, u) + fn(τ2, v)− fn(τ1, u)) ≤ −dn4ε. (4.4)
The proof of (4.3) and (4.4) is analogous to the proof of Lemma 3.4. For instance, for
(4.3) it suffices to note that by (4.2), (4.3) holds for z ∈ Σin and w = wi,n, i = 1, 2. From
there it can be extended to Σout using that, according to Lemma 3.3, the real part of
φn,τ2(z, v) decreases with |z| → ∞, z ∈ Σout. Here we use that the graph of ytn(τ2),µn(x)
lies in the disk between w1,n and w2,n and thus Σout lies above ytn(τ2),µn in the upper half
plane and below ytn(τ2),µn in the lower half plane, respectively. The extension from wi,n to
w ∈ Γout uses the increase of φn,τ1(w, u) along ytn(τ1),µn (and ytn(τ1),µn) as w moves further
away from the saddle point wn, which lies inside the disk by Lemma 4.1. Proving (4.4)
is analogous.
To finish the proof, it suffices to show for some D > 0
K(j)n,τ1,τ2(u, v) = O(e−n
D
), j = 2, 3,
uniformly for τ1, τ2 in compact subsets of R, and for u, v ∈ [−M,M ] for any M > 0. This
is however fully analogous to the proof of Lemma 3.5.

Appendix A. Space-time correlation functions
In this appendix, we present some background on the space-time correlation functions
of the NIBM process.
We start by recalling that by definition, the transition density of the Markov process
(X(t))t can be obtained as the joint probability density function of the eigenvalues of
M 7→ Z−1n e−
n
2t
Tr(M(0)−M)2 ,
where Zn is the normalization constant. It is well-known [15, 14, 40] that employing the
Harish-Chandra/Itzykson-Zuber formula, the transition density x(1) 7→ pt(x(0);x(1)) of
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(X(t))t (given X(0)) can then be computed as
pt(x
(0);x(1)) =
( n
2pit
)n
2
∏
i<j(x
(1)
j − x(1)i )∏
i<j(x
(0)
j − x(0)i )
det
(
e−
n
2t
(x
(0)
i −x(1)j )2
)
1≤i,j≤n
,
where x(i) = (x
(i)
1 , . . . , x
(i)
n ) ∈ Wn := {x ∈ Rn : x1 ≤ . . . ≤ xn}, i = 0, 1 and x(0) := X(0).
A priori, this density is only defined for distinct initial values x
(0)
j but this condition
is readily removed by invoking continuity arguments. By the Chapman-Kolmogorov
equations, the finite-dimensional distributions of (X(t))t, i.e. the joint distributions of all
finite collections of vectors X(t1), . . . , X(tk) ∈ Rn for any choice 0 = t0 < t1 < . . . < tk,
k ∈ N, have the densities
W kn 3 (x(1), . . . ,x(k)) 7→ pt1...,tk(x(0);x(1), . . . ,x(k))
:= pt1(x
(0);x(1))pt2−t1(x
(1);x(2)) . . . ptk−tk−1(x
(k−1);x(k))
=
(
k∏
l=1
n
2pi(tl − tl−1)
)n
2
∏
i<j(x
(k)
j − x(k)i )∏
i<j(x
(0)
j − x(0)i )
k∏
l=1
det
(
e
− n
2(tl−tl−1)
(x
(l−1)
i −x(l)j )2
)
1≤i,j≤n
.
An important property of NIBM is the determinantality of its correlation functions.
In order to properly introduce these functions, we consider the symmetrized density
p̂t1...,tk(x
(0);x(1), . . . ,x(k)) on (Rn)k, defined for x(1), . . . ,x(k) ∈ Rn
p̂t1...,tk(x
(0);x(1), . . . ,x(k)) :=
1
(n!)k
pt1...,tk(x
(0);x
(1)
≤ , . . . ,x
(k)
≤ ), (A.1)
where for x(i) ∈ Rn, x(i)≤ denotes the unique permuted vector built from x(i) that lies in
Wn. Now, the space-time correlation functions are for any collection of integer numbers
1 ≤ m1, . . . ,mk ≤ n defined as
ρ
(n)
t1,...,tk
(x(1)m1 , . . . ,x
(k)
mk
) :=
(n!)k∏k
l=1(n−ml)!
×
∫
Rkn−
∑k
j=1
mk
p̂t1,...,tk(x
(1), . . . ,x(k))dx
(1)
m1+1
. . . dx(1)n . . . dx
(k)
mk+1
. . . dx(k)n .
The correlation functions are multiples of the marginal densities of p̂t1...,tk(x
(0); ·, . . . , ·)
and allow to express the expectation of statistics in terms of integrals. Note that due to
the symmetrization, the correlation functions do not directly describe individual paths
of the process, i.e. (x1, x2) 7→ ρ(n)t (x1, x2) does not describe the correlations of the two
smallest paths but rather the correlations of paths around the point x1 and paths around
x2 (at time t). However, statistics of special paths, e.g. those with gaps to one side, admit
an effective representation in terms of correlation functions, as for instance used in the
proof of Theorem 1.4. Alternatively, one may interpret the correlation functions as joint
intensities of the time-dependent point process
∑n
j=1 δXj(t).
The structure of the density (A.1) being a product of k+2 determinants in the variables
x(0), . . . ,x(k) allows for an application of the Eynard-Mehta theorem [31, 12] that yields
the determinantality of the correlation functions, i.e. the ability to express the correlation
functions as determinants of matrices given by a certain kernel function. This leads to
the formulas (1.12)–(1.13).
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