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Abstract. Generalized communicating P systems are particular vari-
ants of networks of cells where each rule moves only two objects. In
this paper we show that GCPSs with three cells and with only join, or
only split, or only chain rules are computationally complete computing
devices. These bounds are improvements of the previous results.
1 Introduction
Purely communicating P systems are of particular interest in membrane com-
puting [9]. These membrane systems work without any change of their objects
but only with importing/exporting objects from and/or to the environment and
communicating objects between their regions. A lot of these P system variants
are computationally complete, demonstrating that rewriting can be replaced by
communication with the environment where some objects are supposed to be
found in an unbounded number of copies. This means that whenever to com-
plete a transition the P system needs more (a finite number of new) objects than
it has inside, then these objects are always available.
Generalized communicating P systems, introduced in [12] are such models,
originally with the aim of providing a common generalization of various purely
communicating models.
A generalized communicating P system, or a GCPS for short, is a tissue-like
P system where each node represents a cell and each edge is represented by a
rule. Every node contains a multiset of objects that can be communicated, i.e.,
it may move between the cells according to interaction (communication) rules.
The form of an interaction rule is (a, i)(b, j)→ (a, k)(b, l) where a and b are
objects and i, j, k, l are labels identifying the input and the output cells. Such
a rule means that an object a from cell i and an object b from cell j move
synchronously (in one step) to cell k and cell l, respectively. These rules are
particularly simple, since they describe the move of only two objects.
The system is embedded in an environment, represented by cell 0, which
may have certain objects in an infinite number of copies and certain objects
only in a finite number of copies. The generalized communicating P system and
the environment interact by using the communication (interaction) rules given
above, with the restriction that at every computation step only a finite number
of objects is allowed to enter in any cell from the environment.
The rules are applied in a maximally parallel manner, possibly changing the
multisets representing the contents of the cells (the configuration of the GCPS).
A computation in a GCPS is a sequence of configurations directly following
each other, starting from the initial configuration and ending in a halting con-
figuration. The result of the computation is the number of objects found in a
distinguished cell, the output cell.
Due to their simplicity and relation to other fields like the theory of Petri
nets, GCPSs have been studied in details. It has been shown that even restricted
variants of these constructs (with respect to the form of rules) are able to gen-
erate any recursively enumerable set of numbers. Furthermore, several of them
even with relatively small numbers of cells and with simple underlying hyper-
graph architectures are computationally complete [3], [5–7]. It is also shown that
the maximal expressive power can also be obtained with GCPSs where the al-
phabet of objects is a singleton [2]. Furthermore, computational completeness
with small number of cells can also be obtained if the objects of the environment
are provided step by step with a multiset generating system [1].
In the paper, we demonstrate that computational completeness of three re-
stricted variants, namely, GCPSs with only three cells and with only join rules, or
only split rules, or only chain rules are computationally complete. The proofs are
based on simulating the register machines [8] and by using the formal framework
of P systems [4].
2 Basic Notions
The reader is supposed to be familiar with formal language theory and membrane
computing; for further details consult [10] and [9].
For a finite multiset of symbols M over an alphabet V , supp(M) denotes the
set of symbols in M (the support of M) and |M | denotes the total number of
its symbols (its size). The number of occurrences of symbol x in M is denoted
by |M |x. The set of all finite multisets over V is denoted by V ◦.
Throughout the paper, every finite multiset M is presented as a string w,
where M and w have the same number of occurrences of symbol a, for each
a ∈ V . The empty multiset is denoted by λ.
A register machine [8] is a 5-tuple M = (Q,R, q0, qf , P ), where Q is a finite
non-empty set, called the set of states, R = {A1, . . . , Ak}, k ≥ 1, is a set of
registers, q0 ∈ Q is the initial state, and qf ∈ Q is the final state. P is a set of
instructions of the following forms: (p,A+, q, s), where p, q, s ∈ Q, p 6= qf , A ∈ R,
called an increment instruction, or (p,A−, q, s), where p, q, s ∈ Q, p 6= qf , A ∈ R,
called a decrement instruction. For every p ∈ Q, (p 6= qf ), there is exactly one
instruction of the form either (p,A+, q, s) or (p,A−, q, s).
A configuration of a register machine M , defined above, is a (k + 1)-tuple
(q,m1, . . . ,mk), where q ∈ Q and m1, . . . ,mk are non-negative integers; q is
the current state of M and m1, . . . ,mk are the current numbers stored in the
registers (the current contents of the registers or the value of the registers)
A1, . . . Ak, respectively.
A transition of the register machine consists in executing an instruction. An
increment instruction (p,A+, q, s) ∈ P is performed ifM is in state p, the number
stored in register A is increased by 1, and after that M enters either state q or
state s, chosen non-deterministically. A decrement instruction (p,A−, q, s) ∈ P
is performed if M is in state p, and if the number stored in register A is positive,
then it is decreased by 1, and then M enters state q, and if the number stored
in A is 0, then the contents of A remains unchanged and M enters state s.
A register machine M = (Q,R, q0, qf , P ), with k registers, given as above,
generates a non-negative integer n if starting from the initial configuration
(q0, 0, 0, . . . , 0) it enters the final configuration (qf , n, 0, . . . , 0). The set of non-
negative integers generated by M is denoted by N(M).
Next we recall the basic definitions concerning generalized communicating P
systems [12].
A generalized communicating P system (a GCPS) of degree n, where n ≥ 1,
is an (n+ 4)-tuple Π = (O,E,w1, . . . , wn, R, h) where
1. O is an alphabet, called the set of objects of Π;
2. E ⊆ O; called the set of environmental objects of Π;
3. wi ∈ O∗, 1 ≤ i ≤ n, is the multiset of objects initially associated to cell i;
4. R is a finite set of interaction rules or communication rules of the form
(a, i)(b, j)→ (a, k)(b, l), where a, b ∈ O, 0 ≤ i, j, k, l ≤ n, and if i = 0 and
j = 0, then {a, b} ∩ (O \ E) 6= ∅; i.e., a /∈ E and/or b /∈ E;
5. h ∈ {1, . . . , n} is the output cell.
The system consists of n cells, labeled by natural numbers from 1 to n,
which contain multisets of objects over O. Initially, cell i contains multiset wi
(the initial contents of cell i is wi). An additional special cell, labeled by 0 and
called the environment is distinguished. The environment contains objects of E
in an infinite number of copies.
The cells interact by means of the rules (a, i)(b, j)→ (a, k)(b, l), with a, b ∈ O
and 0 ≤ i, j, k, l ≤ n. As the result of the application of the rule, object a moves
from cell i to cell k and b moves from cell j to cell l. If two objects from the
environment move to some other cell or cells, then at least one of them must not
appear in the environment in an infinite number of copies.
A configuration of a GCPS Π, as above, is an (n + 1)-tuple (z0, z1, . . . , zn)
with z0 ∈ (O \ E)∗ and zi ∈ O∗, for all 1 ≤ i ≤ n; z0 is the multiset of objects
present in the environment in a finite number of copies, whereas, for all 1 ≤ i ≤ n,
zi is the multiset of objects present inside cell i. The initial configuration of Π
is the (n+ 1)-tuple (λ,w1, . . . , wn).
Given a multiset of rules R over R and a configuration u = (z0, z1, . . . , zn)
of Π, we say that R is applicable to u if all its elements can be applied simulta-
neously to the objects of multisets z0, z1, . . . , zn such that every object is used
by at most one rule. Then, for a configuration u = (z0, z1, . . . , zn) of Π, a new
configuration u′ = (z′0, z
′
1, . . . , z
′
n) is obtained by applying the rules of R in a
non-deterministic maximally parallel manner.
One such application of a multiset of rules satisfying the conditions listed
above represents a transition in Π from configuration u to configuration u′. A
transition sequence is said to be a successful generation by Π if it starts with
the initial configuration of Π and ends with a halting configurations, i.e., with
a configuration where no further transition step can be performed.
Π generates a non-negative integer n if there is a successful generation by Π
such that n is the size of the multiset of objects present inside the output cell in
the halting configuration. The set of non-negative integers generated by a GCPS
Π in this way is denoted by N(Π).
In the following we recall the notions of the possible restrictions on the in-
teraction rules (modulo symmetry). We distinguish the following cases, called
GCPSs with minimal interaction:
1. i = j = k 6= l: the conditional-uniport-out rule (the uout rule) sends b to
cell l provided that a and b are in cell i [11];
2. i = k = l 6= j: the conditional-uniport-in rule (the uin rule) brings b to cell
i provided that a is in that cell;
3. i = j, k = l, i 6= k : the symport2 rule (the sym2 rule) corresponds to the
minimal symport rule [9], i.e., a and b move together from cell i to k;
4. i = l, j = k, i 6= j : the antiport1 rule (the anti1 rule) corresponds to the
minimal antiport rule [9], i.e., a and b are exchanged in cells i and k;
5. i = k and i 6= j, i 6= l, j 6= l: the presence-move rule (the presence rule)
moves the object b from cell j to l, provided that there is an object a in cell
i and i, j, l are pairwise different cells;
6. i = j, i 6= k, i 6= l, k 6= l : the split rule sends a and b from cell i to cells k
and l, respectively;
7. k = l, i 6= j, k 6= i, k 6= j : the join rule brings a and b together to cell k;
8. l = i, i 6= j, i 6= k and j 6= k : the chain rule moves a from cell i to cell k while
b is moved from cell j to cell i, i.e., to the cell where a located previously;
9. i, j, k, l are pairwise different numbers: the parallel-shift rule (the shift rule)
moves a and b from two different cells to another two different cells.
NOtPk(x) denotes the set of numbers generated by generalized communi-
cating P systems with minimal interaction of degree k, k ≥ 1, and with rules
of type x, where x ∈ {uout, uin, sym2, anti1, presence, split, join, chain, shift}.
NOtP∗(x) is the notation for
⋃∞
k=1NOtPk(x).
Generalized communicating P systems are particular variants of network of
cells, constructs introduced in [4] as a formal framework of P systems.
A network of cells of degree n ≥ 1 is a construct Π = (n,O,w, Inf,R) where
– n is the number of cells;
– O is an alphabet;
– w = (w1, . . . , wn) where wi ∈ O◦, for all 1 ≤ i ≤ n, is the finite multiset
initially associated to cell i;
– Inf = (Inf1, . . . , Infn) where Infi ⊆ O, for all 1 ≤ i ≤ n, is the set
of symbols which may occur in infinitely many copies in cell i (in most of
the cases, only one cell, called the environment, may contain symbols with
infinite multiplicity);
– R is a finite set of rules of the form (X → Y ;P,Q) where X = (x1, . . . , xn),
Y = (y1, . . . , yn), xi, yi ∈ V ◦, 1 ≤ i ≤ n, are vectors of multisets over O
and P = (p1, . . . , pn), Q = (q1, . . . , qn), pi, qi, 1 ≤ i ≤ n are finite sets of
multisets over O. We will also use the notation
(1, x1) . . . (n, xn)→ (1, y1) . . . (n, yn) ; [(1, p1) . . . (1, pn)]; [(1, q1) . . . (n, qn)]
for a rule (X → Y ;P,Q); moreover, if some pi or qi is an empty set or some
xi or yi is equal to the empty multiset, 1 ≤ i ≤ n, then we may omit it from
the specification of the rule.
The above rule means the following: objects xi from cells i are rewritten into
objects yj in cells j, 1 ≤ i, j ≤ n, if every cell k, 1 ≤ k ≤ n, contains all multisets
from pk and does not contain any multiset from qk.
A configuration C of Π is an n-tuple of multisets (u1, . . . , un) over O where
ui ∩ Infi = ∅, 1 ≤ i ≤ n.
Networks of cells compute sets of numbers; the result of the computation
can be defined in several manners, among other by the number of objects in a
distinguished cell in a halting configuration.
It is easy to see that GCPSs are particular variants of networks of cells:
any rule (a, i)(b, j)→ (a, k)(b, l) of a generalized communicating P system cor-
responds to a rule (i, a)(j, b)→ (k, a)(l, b) in the corresponding network of cells.
Obviously, if the GCPS is with minimal interaction, the form of the rules in the
corresponding network of cells is modified accordingly.
Thus, without any proof, we may state that for any generalized communi-
cating P system Π = (O,E,w1, . . . , wn, R, h), 1 ≤ h ≤ n, there exists a network
of cells Π ′ = (n,O,w, Inf,R) of degree n such that N(Π) = N(Π ′) and Π and
Π ′ strongly simulate each other. (In the case of a strong simulation, one step of
the simulated system is performed using one step in the simulating system. If
two systems can simulate each other, then we speak about bi-simulation.)
3 Main Results
In the following we present the computational completeness results concerning
generalized communicating P systems with minimal interaction. For simplicity,
throughout the paper we follow the notations used for networks of cells.
In [3] it was shown that GCPSs with 7 cells and only join rules are computa-
tionally complete. The result was improved in [5, 6] to bound 4. Here we present
a further improvement.
Theorem 1. NOtP3(join) = NRE.
Proof. Let us consider an arbitrary register machine M = (Q,R, q0, qf , P ) with
R = {A1, . . . An}, n ≥ 1, given as in Section 2. To prove the statement, we
construct a generalized communicating P system Π = (O,E,w1, w2, w3, R1, 2)
with join rules such that N(Π) = N(M). The proof is based on the simulation
of M by Π and conversely, i.e., by showing that for any successful generation
in M there exists a successful generation in Π and conversely such that the two
generation processes yield the same number as result.
Since for every p ∈ Q, (p 6= qf ), there is exactly one instruction of the form
either (p,A+, q, s) or (p,A−, q, s), the set of instructions R of M can be labeled
by the elements of Q in a one-to-one manner.
Let Q+ and Q− be the sets of labels of the increment instructions and the
decrement instructions of M , respectively.
Let us define the alphabet of objects of Π as
O = Q ∪R ∪ {p′ | p ∈ Q} ∪ {p¯, p1 | p ∈ Q−} ∪ {Ci | Ai ∈ R}.
Let E = Q ∪ R ∪ {p′ | p ∈ Q+} ∪ {p1 | p ∈ Q−} ∪ {Ci | Ai ∈ R}. and
w1 = {q0}, w2 = ∅, w3 = {p¯ | p ∈ Q−}.
The set of rules R1 of Π is defined as follows.
For any instruction (p,Ai+, q, s) of M we add the following rules to R1:
p.1 : (1, p)(0, q′)→ (3, pq′) p.1′ : (1, p)(0, s′)→ (3, ps′)
p.2 : (3, p)(0, Ai)→ (2, pAi)
For any instruction (p,Ai−, q, s) of M we add the following rules to R1:
p.1 : (1, p)(0, Ci)→ (3, pCi) p.2 : (3, p)(0, p1)→ (2, pp1)
p.3 : (2, p1)(1, p¯)→ (0, p1p¯) p.4 : (0, p¯)(3, Ci)→ (1, p¯Ci)
p.5 : (0, p¯)(1, Ci)→ (2, p¯Ci) p.6 : (2, p¯)(0, q′)→ (3, p¯q′)
p.7 : (1, p¯)(0, s′′)→ (2, p¯s′′) p.8 : (3, s′′)(1, Ci)→ (2, s′′Ci)
p.9 : (2, s′′)(0, s′)→ (3, s′′s′) p.10 : (3, s′′)(2, Ci)→ (0, s′′Ci)
We also add following rules to R1:
p.p′ : (3, p′)(0, p)→ (1, p′p), for all p ∈ Q
p.q : (2, p)(1, q′)→ (0, pq′), for all p, q ∈ Q
ci.1 : (3, Ci)(2, Ai)→ (1, CiA)
ci.2 : (2, Ci)(1, Ai)→ (0, CiAi)
Now we prove that Π simulates M . For this, we show how the rules given
above simulate the instructions of M . We first note that the simulation of any
instruction of M starts with a symbol p in cell 1 which the corresponds to a state
of M and no other symbol corresponding to a state of M can be found in this
cell. However, cell 1 contains symbol p¯ for any state p of M which appears in a
decrement instruction. During the simulation of any instruction of M , Π cannot
start the simulation of some other instruction, thus the simulating phases do not
interfere. The contents of register Ai is represented by the number of symbols
Ai appearing in the cells, symbol Ci assists the simulation of the decrement of
register Ai, 1 ≤ i ≤ n.
We start with the simulation of instructions of the form (p,Ai+, q, s). After
applying rule p.1 or p.1′, respectively, symbols q′ or s′ move to cell 3. Then by
applying rules p.2 and p.p′ in parallel, cell 2 will contain one more symbol Ai.
In the next step, by applying rules q.q′ or s.s′ and p.q or p.s, respectively, in
parallel, symbol q or s enters cell 1 and q′ or s′ leave the system. Thus, the
simulation of (p,Ai+, q, s) has completed.
The simulation of instruction (p,Ai−, q, s) is as follows: First rule p.1 is
applied and thus p and Ci enter cell 3. Then, depending on whether or not cell 2
contains at least one copy of Ai (register Ai is empty or not) the following rules
are applied. If cell 2 contains at least one Ai, then by rule ci.1 symbols Ci and
Ai move to cell 1. Meantime, by applying rule p.2, and then p.3 and p.5, p¯ enters
cell 2 and Ci moves from cell 1 to cell 2. Then, by rule ci.2, symbols Ai and Ci
leave the system and by rule p.6 symbol p¯ introduces a copy of q′ in cell 3. Then,
by performing rule q.q′ and p.q, symbol q arrives in cell 1, and the simulation
of the next instruction (if q 6= qf ) may start. If cell 2 does not contain any copy
of Ai, then Ci in cell 3 introduces from the environment the copy of p¯ that was
sent out the system before. Then by rules p.7 and p.9 symbols s′′ and s′ move to
cell 3. After then, by executing rule p.8 and p.10, symbols Ci and s
′′ leave the
system, meantime by rules s.s′ and p.s symbol s moves to cell 1, and thus the
simulation of the instruction ends.
The reader may notice that the rules can be performed only in the manner
described above. This implies that any computation in M can correctly be sim-
ulated by Π and N(M) = N(Π) holds. Since N(M) is a recursively enumerable
set of numbers, the statement of the theorem holds.
Next we show that three cells (and the environment) are sufficient to obtain
computational completeness in case of GCPSs with only split rules. In [3] it
was shown that GCPSs with 9 cells and only split rules are computationally
complete, in [5, 6] the bound was improved to 5.
Theorem 2. NOtP3(split) = NRE.
Proof. Let us consider an arbitrary register machine M = (Q,R, q0, qf , P ) with
R = {A1, . . . An}, n ≥ 1, given as in Section 2. To prove the statement, we
construct a generalized communicating P system Π = (O,E,w1, w2, w3, R1, 2)
with split rules such that N(Π) = N(M). The proof is based on the simulation
of M by Π and vice versa, i.e., by showing that for any successful generation in
M there exists a successful generation in Π and conversely such that the two
generation processes yield the same number as result.
Let Q+ and Q− be the sets of labels of the increment instructions and the
decrement instructions of M , respectively.
Let us define the alphabet of objects of Π as
O = Q∪R∪ {p′ | p ∈ Q} ∪ {p¯, p1, p2, p3 | p ∈ Q−} ∪ {Si | Ai ∈ R} ∪ {Z,Z ′, Z ′′}.
Let E = Q ∪ R ∪ {Z ′′} and w1 = {q0} ∪ {Si | Ai ∈ R} ∪ {p1 | p ∈ Q−},
w2 = {Z}, w3 = {Z ′} ∪ {q′ | q ∈ Q} ∪ {p2, p3 | p ∈ Q−}.
The set of rules R1 of Π is defined as follows.
For any instruction (p,Ai+, q, s) of M we add the following rules to R1:
p.1 : (1, pSi)→ (0, Si)(3, p) p.2 : (0, SiAi)→ (1, Si)(2, Ai)
p.3 : (3, pq′)→ (2, p)(0, q′) p.3′ : (3, ps′)→ (2, p)(0, s′)
p.4 : (0, qq′)→ (3, q′)(1, q) p.4′ : (0, ss′)→ (3, s′)(1, s)
p.5 : (2, pZ)→ (0, p)(3, Z) p.6 : (3, ZZ ′)→ (2, Z)(0, Z ′)
p.7 : (0, Z ′Z ′′)→ (3, Z ′)(1, Z ′′)
For any instruction (p,Ai−, q, s) of M we add the following rules to R1:
p.1 : (1, pp1)→ (3, p)(2, p1) p.2 : (2, p1Ai)→ (3, p1)(0, Ai)
p.3 : (3, pp2)→ (0, p)(2, p2) p.4 : (3, p1p3)→ (1, p1)(2, p3)
p.5 : (2, p1p2)→ (1, p1)(0, p2) p.6 : (0, p2s)→ (3, p2)(1, s)
p.7 : (2, p2p3)→ (0, p3)(3, p2) p.8 : (0, p3q)→ (3, p3)(1, q)
Now we prove that any instruction of M can be simulated by a set of rules
of Π. We first note that during the functioning of Π there is no more than one
symbol p ∈ Q in cell 1, and the simulation of any instruction of M can only
start if an element of Q is in cell 1.
We start with instructions of the form (p,Ai+, q, s). The simulations starts
with p in cell 1. Then rule p.1 is applied, after then p.2 and p.3 or p2 and p.3
′
are performed in parallel. At the end of this phase of the computation, p and
one more copy of Ai will be in cell 2 and q
′ or s′, respectively, moves to the
environment. At the next moment, either rules p.4 and p.5 or p.4′ and p.5 are
applied in parallel, resulting in symbols q or s in cell 1, p being sent out to the
environment, and Z is in cell 3. Now, the simulation of a new instruction of
M can start. However, two more rules are still applied in the next two steps,
p.6 and p.7. These two rules provide Z in cell 2 and Z ′ in cell 3; these symbols
will be needed later. Notice that the application of these rules does not interfere
with the simulation of any instruction of M , thus they can be performed. We
also note that during the computation symbols Z ′′ are accumulated in cell 1,
but this fact does not influence the simulation. It is easy to see that the rules
can be performed only in the order above and that this computation phase of Π
corresponds to the execution of instruction (p,Ai+, q, s).
We continue with the simulation of instructions of the form (p,Ai−, q, s). At
the first step, rule p.1 is applied which moves symbol p to cell 3 and symbol p1
to cell 2. If cell 2 contains at least one copy of Ai, then in the next step rules
p.2 and p.3 can be applied in parallel, otherwise only p.3 is applicable. Suppose
that cell 2 contains at least one Ai. Then one copy of Ai and p leave the system,
p1 moves to cell 3 and p2 to cell 2. After then rules p.4, p.7, and p.8 are applied,
thus p1 and symbol q enter cell 1, and symbols p2 and p3 return to their original
location, namely to cell 3. If cell 2 does not contain any copy of Ai, then after
applying rule p.3, rules p.5 and p.6 are applied one after each other. Thus, the
zero check has been simulated since cell 1 contains symbols s and p1 and cell 3
has p2 and p3. The reader may easily see that these rules of Π can be applied
only in the order given above. This means that they simulate the instruction
(p,Ai−, q, s) of Π and only that.
By the previous considerations, we obtain that any computation in M can
correctly be simulated by Π and conversely and N(M) = N(Π) holds. Since
N(M) is a recursively enumerable set of numbers, the statement of the theorem
is valid.
As in the previous cases, generalized communicating P systems with three
cells and with only chain rules are computationally complete computing devices.
In [3] computational completeness was proved, however no size bound was pre-
sented.
Theorem 3. NOtP3(chain) = NRE.
Proof. Let us consider an arbitrary register machine M = (Q,R, q0, qf , P ) with
R = {A1, . . . An}, n ≥ 1, given as in Section 2. To prove the statement, we
construct a generalized communicating P system Π = (O,E,w1, w2, w3, R1, 2)
with chain rules such thatN(M) = N(Π). The proof is based on the bisimulation
of M by Π, i.e., by showing that for any successful generation in M there exists a
successful generation in Π and conversely such that the two generation processes
yield the same number as result.
Let Q+ and Q− be the sets of labels of the increment instructions and the
decrement instructions of M , respectively.
Let us define the alphabet of objects of Π as
O = Q ∪R ∪ {p′, p¯ | p ∈ Q} ∪ {p1, p2 | p ∈ Q−} ∪ {Z}.
Let E = Q∪R∪{p′ | p ∈ Q+}∪{p1, p2 | p ∈ Q−}∪{Z}. and w1 = {q0}∪{p¯ |
p ∈ Q}, w2 = ∅, w3 = ∅.
The set of rules R1 of Π is defined as follows.
For any rule (p,Ai+, q, s) of M we add the following rules to R1:
p.1 : (1, p)(0, p′)→ (2, p)(1, p′) p.2 : (1, p′)(0, q)→ (2, p′)(1, q)
p.2′ : (1, p′)(0, s)→ (2, p′)(1, s) p.3 : (2, p)(0, Ai)→ (3, p)(2, Ai)
p.4 : (3, p)(2, p′)→ (0, p)(3, p′) p.5 : (0, Z)(3, p′)→ (1, Z)(0, p′)
For any rule (p,Ai−, q, s) of M we add the following rules to R1:
p.1 : (1, p)(0, p1)→ (3, p)(1, p1) p.2 : (1, p1)(0, p2)→ (2, p1)(1, p2)
p.3 : (3, p)(2, Ai)→ (0, p)(3, Ai) p.4 : (3, Ai)(2, p1)→ (0, Ai)(3, p1)
p.5 : (3, p)(1, p2)→ (0, p)(3, p2) p.6 : (0, q)(3, p1)→ (2, q)(0, p1)
p.7 : (3, p2)(1, s¯)→ (0, p)(3, s¯) p.8 : (1, p2)(2, q)→ (0, p2)(1, q)
p.9 : (0, s)(3, s¯)→ (1, s)(0, s¯) p.10 : (0, s¯)(2, p1)→ (1, s¯)(0, p1)
We show that any instruction of M can be simulated by applying rules of
Π, and conversely, any successful computation in Π corresponds to a successful
computation in M . We note that as in the proofs of the previous theorems, cell
1 contains at most one symbol that corresponds to a state of M .
Let us consider instructions of M of the form (p,Ai+, q, s). To simulate this
instruction, first rule p.1 and then either rule p.2 or rule p.2′ is applied (depending
on whether the next state of M will be q or s) in parallel with rule p.3. Then, the
number of symbols Ai in cell 2 is increased by one and the symbol representing
the new state, i.e., q or s enters cell 1. (During the work of Π, cell 2 will store
symbols Ai which represent the contents of the corresponding register.) Still we
need to remove p and p′ from the system. This is done by rules p.4 and p.5. Notice
that the simulation of a new instruction may start before the application of rules
p.4 and p.5, but these two rules do not interfere with any such computation
phase, so these two rules may be applied. It can also be seen that the above
rules, performed in the above order, simulate instruction (p,Ai+, q, s) and only
that. We note that symbols Z are accumulated in cell 1, but the presence of
these symbols in cell 1 has no effect on the simulation.
Now let us consider instructions of the form (p,Ai−, q, s). First rule p.1 is
applied and then either rules p.2 and p.3 are applied in parallel (cell 2 contains at
least one Ai) or only rule p.2 can be applied (cell 2 does not contain Ai). Suppose
that cell 2 has at least one symbol Ai. Then, by applying rules p.4, p.5, p.6 and
p.8 in this order, one copy of Ai leaves the system, symbol q enters the system
and finally moves to cell 1, and assistant symbols p1 and p2 leave the systems as
well. No other rule can be applied during this phase of the computation. Suppose
now that cell 2 does not contain any occurrence of Ai. Then, only rule p.2 can be
applied. Then, p is present in cell 3, p1 in cell 2, and p2 in cell 1. After then, rules
p.5, p.7, p.9 and p.10 are applied in this order. As a result, s enters the system
and enters cell 1, assistant symbols p1 and p2 leave the system, and the further
assistant symbol s¯ enters cell 1 and remains there. The presence of this symbol
in cell 1 and the fact that rule p.10 is applied after s reaches its destination, cell
1, do not affect the computation.
We may easily notice that the rules can be performed only in the manner de-
scribed above. Thus, any computation in M can correctly be simulated by Π and
conversely, and N(M) = N(Π) holds. Since N(M) is a recursively enumerable
set of numbers, the theorem holds.
4 Conclusions
In this paper we proved that GCPSs with three cells and with only join, or only
split, or only chain rules are computationally complete computing devices. These
bounds are improvements of the previous results. We guess that the number of
cells can also be significantly reduced (to 3) in the case of other variants of
generalized communicating P systems with minimal interaction, we plan inves-
tigations in this direction in the near future.
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