ABSTRACT: Laser ranging is extremely accurate and efficient. Terrestrial scanning lidar (light detection and ranging) applied to outcrop stratigraphic mapping enables researchers to capture laser range data at a rate of thousands of individual X, Y, Z and laser-intensity points per second. These data, in conjunction with complementary remotely and directly sampled data, are used to conduct high-precision facies characterization and to construct 3D geological computer models. Outcrop data are presented here to explain our workflow and to discuss the construction of rock-based 3D Digital Outcrop Models (DOMs). Reproducibility and quantification are the drivers of this methodology. High-resolution terrestrial lidar acquisition, processing, interpretation, and visualization are discussed and applied to mapping of geological surfaces in three dimensions. Laser-generated models offer scientists an unprecedented visualization medium in a quantitative 3D arena. Applications of this technology include constructing and visualizing complex 3D Earth models from outcrops for improved reservoir modeling, flow simulation in hydrocarbon and aquifer systems, and property modeling to constrain forward seismic modeling.
INTRODUCTION
Laser ranging has been used extensively by a variety of remote sensing groups. For decades the National Aeronautics and Space Administration (NASA), for instance, has used laser ranging to track satellites. The term lidar (light detection and ranging) first appeared in geoscience literature in the 1960s (Schuster 1970 and references therein) in relation to atmospheric aerosol studies. Lidar (also known as ladar, optical radar, or laser radar) has grown in popularity since the 1960s and is now used in a variety of scientific, law enforcement, surveying, and construction applications. Regardless of the application, all lidar instruments operate on the same premise. A laser pulse leaves the gun, travels to a remote target, bounces off the target, and returns to a detector. This two-way travel time is divided in half and multiplied by the speed of light to calculate an accurate Z distance. Position in X and Y positions are calculated on the basis of the position of the gun (or laser-deflecting mirrors) when the laser pulse leaves the instrument. The precision of these lidar instruments has increased from several meters to a few millimeters since its initial application in the early 1960s (Noll 2003) .
Lidar is like sonar or radar except laser light, instead of sound waves or radio waves, is used to measure distance with extreme precision. Many modern scanners use ''time of flight'' to measure distance on the basis of the average speed of light in air. This measurement varies with air density, but because the speed of light is so great, these perturbations are very small for distances less than several kilometers. Other instruments use phase recognition to augment this technique for increased precision; however, this method is associated with an increase in data volume, which is undesirable when constructing models on the scale of several to hundreds of kilometers (and several hundred million points). Commercially available scanning lidar instruments are capable of surveying many thousands to hundreds of thousands of X, Y, Z points per second; some also have the capability of recording laser intensity (I) at each X, Y position. Faster and longer-range instruments (Ͼ 1,000 m) are available but have large power requirements and are not portable enough for a single user to backpack into remote field settings. Small battery-operated units initially targeted for civil engineering and facilities operations applications are publicly available and are ideal for remote field settings. For this study, a compact terrestrial scanner capable of collecting 2000 X, Y, Z, and I points per second was used on the basis of instrument portability and 1 km range capability (Fig. 1) . This unit uses a 1500 nm infrared Class One laser that is eye safe in all operating conditions.
We have applied recent developments in scanning lidar technology to outcrop stratigraphic modeling and developed a method to produce highaccuracy DOMs. These DOMs serve as the 3D template or backbone for reservoir characterization geocellular models. A discussion of techniques used in acquisition, processing, interpretation, and, most importantly, integration is presented, along with examples of contributions lidar has made to outcrop studies thus far.
Traditional digital elevation models, or DEMs, differ from DOMs in that outcrop models require frequent use of multiple-Z values for accurate representation of outcrop faces, especially in highly rugose outcrop settings. Rugosity complicates processing because traditional, regularly spaced grid files, the kind most, if not all, DEMs are constructed from, do not contain full 3D coordinate information. The structure of a grid file has a start and end point defined, then a long list of attributes (in this case Z is the attribute) assumed to be at regularly spaced intervals throughout the file with no single position having more than one attribute associated with it. In other words a sphere could not be accurately represented using a regular grid file like that mentioned above. DOMs are generated from triangulated irregular networks of points (TIN) or commonly known as triangular mesh files. These files have explicit points defined in 3D space (X, Y, and Z) with the option to add attributes such as color, laser intensity, processed pixels, etc. to each random point or node.
To create an accurate 3D representation of outcrop strata having complex reentrants and overhangs, high-resolution laser data must be acquired from multiple perspectives and combined with traditional stratigraphic field measurements. This process allows the observer to track stratigraphic horizons in 3D and extract more precise 3D shape information from the outcrop. Through digital manipulation of the model, the viewer can scrutinize the outcrop from virtually any perspective. Obstructions can be digitally removed (vegetation, buildings, etc.) , previously inaccessible vertical walls can be inspected with high-resolution 3D photographic texture, correlation through mountains and across valleys can be made, and these observations can all be combined on a three-dimensional interactive display (immersive 3D visualization environment or even a laptop). Since the data are all in 3D, behind the outcrop cores, ground penetrating radar, seismic and/or core plug information can be readily imported to improve the quantitative geological model.
With the many benefits high-resolution lidar offers, there are challenges as well. Scanning lidar can generate multigigabyte data sets in a few hours. These large data sets become difficult to manipulate interactively and interpret. We offer some solutions to this problem, as well as visualization techniques, textural mapping of laser intensity and photographs using VRML (virtual reality modeling language), geological interpretation techniques, and multicomponent classification of data. Digitizing geological features on a DOM or 3D point cloud preserves the data directly in the digital realm (from the outcrop), reducing potential manual or mechanical transfer errors, and directly preserves three-dimensionality of the actual rocks. Any lidar data can be registered to GPS coordinates, but careful attention must be paid to the level of accuracy of the GPS being recorded. High-resolution lidar (Ͻ 1cm point spacing) is far more accurate in three dimensions than nearly all GPS currently available to the public. Lidar has also been proven to be valuable for other forms of spatial information, such as capturing and archiving national monuments and historic sites (Louden 2002) , as well as mining, urban planning, and civil engineering. Later we will illustrate a workflow for integrating more traditional geological field data with high-resolution lidar to produce a DOM at the reservoir scale.
PREVIOUS WORK
Lidar is by no means the first method that has been used to gather quantitative stratigraphic data-measuring stratigraphic columns is the most obvious example. These classic data are critical to understanding onedimensional (Kerans and Tinker 1997; Read et al. 1995) stacking patterns, but they are also used in concert to compare lateral continuities to quantify Step 3A a is completed using optimization code (freeware ''Qslim'') and ER Mapper.
Step 3A c illustrates a perspective view of photographic texture blended with laser intensity (50% opacity-blend). Upper-right image (Step 4) illustrates the subtask loop used to transfer measured stratigraphic sections into pseudo-well objects in GOCAD for vertical and horizontal facies distribution. The final objective is a composite of all the various parts in modeling software such as GOCAD (Step 5) to construct a rock-driven geocellular 3D DOM. There are multiple software packages to perform all of these functions; the names listed here are for reference to the text. stratigraphy along 2D/3D outcrops. Photographs have helped in correlation from measured sections, as well as in other uses of technology, such as GPS. Several research groups have been involved in taking outcrop data directly into the digital realm since the late 1990s. Various techniques have been explored, such as the use of (1) photogrammetry to build outcropbased seismic models (Stafleu et al. 1996) , (2) real-time kinematic global positioning systems or RTK GPS to trace bedding surfaces manually in conjunction with nonscanning (single-shot) laser surveying instruments (McCormick and Grotzinger 2001; McCormick et al. 2000) , (3) single-shot laser surveying of outcrop erosion profiles as a proxy for seismic impedance (Bracco Gartner and Schlager 1997a , 1997b , 1999 Bracco Gartner 2000) , (4) ground-penetrating radar (McMechan et al. 1998; Loucks et al. 2001; Hammon et al. 2002; McMechan et al. 2002; Dunn et al. 2003) , (5) photogrammetry and ground-penetrating radar combined (Pringle et al. 2001) , (6) ''photorealistic mapping'' Xu 2000; Xu et al. 2000) , or (7) lidar in conjunction with ground penetrating radar (Wizevich et al. 1999; Bhattacharya et al. 2000; Bellian et al. 2004 ). Each of these techniques has its strengths and weaknesses for fast, accurate capture of stratal geometries and relationships. The fundamental difference in our method is improved edge detection and model optimization (Bellian et al. 2002; Bellian et al. 2003a; Bellian et al. 2003b; Jennette and Bellian 2003; Kerans et al. 2003; Bellian et al. 2004; Janson et al. 2004) . Previous methods have focused on taking low-resolution models and draping or texturing high-resolution images on these data to fill in detail of a low-resolution surface model. Our method from inception has focused on gathering highresolution lidar data and generating geological models directly from these data. Photo-drape or other image-attribute data are then later applied to the optimized version of this data set, preserving only the critical data required to accurately represent edges and curves while reducing unnecessary points in less rugose regions. an orthorectified air photo C) draped over the DEM. Note inset image highlighting image distortion in steeply dipping regions. Also note red and white radio tower plastered to the side of the mountain. These data were downloaded from the USGS National Map seamless-data distribution service (http://seamless.usgs.gov).
INSTRUMENTATION
An Optech Laser Imaging ILRIS 3D terrestrial (ground-based) scanning lidar instrument was chosen for its 1 km range, palm-type interface, and light weight. All data from the ground-based lidar surveys were processed on a standard laptop computer with at least a gigahertz processor speed, 1 gigabyte of RAM and Innovmetric Incorporated's Polyworks CAD (Computer Aided Design) software. There are several manufacturers of lidar instrumentation similar to ILRIS and other CAD software options publicly Figure 6A is the shape model constructed from the vertices only from this table. Figure 6B has the texture coordinates added to the vertices, allowing the flat-image Figure 6A (2D Original image file) to drape correctly over the pyramid shape. Figure 6C available that can manipulate point-cloud data from laser scanners. The methodology outlined here does not require the use of these specific instruments and can be applied to any lidar or similar X, Y, Z, plus attribute (here laser intensity) data.
Lidar scanners commercially available generally operate on the same principle. A laser is continuously scanned or rapidly fired across a target, and the time it takes for the laser to leave the instrument, strike the target, and bounce back is recorded, divided in half, and multiplied by the speed of light to get a range value. Because lidar instruments are active scanners, they generate the signal needed to make measurements, unlike cameras and most spectral satellite sensors, which are passive sensors. All but the most extreme atmospheric and lighting conditions will have little effect on terrestrial lidar. Depending on the scanner type, X and Y positions are calculated on the basis of internal mirror angles and/or rotation and angle of the scanner head. Regardless of method of X and Y calculation, the result is combined with the range for each position. X, Y, and Z for each returned laser pulse are recorded to memory. Some scanners record laser intensity (I) from each returned pulse (Fig. 2) , which is the reflected energy level of each returned laser point, and when it is displayed with a gray-scale color bar, gives black-and-white photographic effect to the laser point cloud. Laser intensity depends on specific laser frequency, but it is generally sensitive to color and moisture content where the laser strikes the target.
DATA ACQUISITION, PROCESSING, AND INTERPRETATION
Lidar scenes are acquired in much the same manner as photographs are, except ''exposure'' or scan time is typically several to tens of minutes in duration. The duration of the scan depends on the resolution desired and the distance from the target. Sequential overlapping scans are acquired. It has become standard practice to acquire high-resolution digital (Ͼ 5 mega pixels) or medium-format photographs from each scan location (Figures 1  and 3 , step 1) for use in photo-texturing of models (Fig. 3, step 3A a-c).
There is no theoretical limit to the resolution a texture can have when applied to a model. Computer-specific graphics hardware will have the greatest effect on how many and at what resolution images can be efficiently displayed.
Individual scans can be merged together using any of a variety of software packages on the basis of feature matching from one scan to the next. For this reason it is important to acquire sufficient overlap between scans for like-point picking (Fig. 3, step 2) . Overlap can vary from target to target, but ten percent overlap has worked effectively in our research. GPS is not recommended for merging scans acquired at finer than 10 cm point spacing because precision of the scanner (5 mm) most often exceeds the resolution of GPS. If geographic coordinates are required, or if it is not practical or possible to attain continuous coverage of a target from beginning to end, the entire model (or segment) should be registered as a whole after individual scans are merged into a single coordinate system (Fig. 3,  step 3 ). Each time the instrument is moved, including rotation about the stationary tripod, the scanner is automatically reset to a new Cartesian coordinate origin in 3D space. Thus even two consecutive scans, although seemingly from the same location, will have coordinate origins different from one another. If the two files were opened simultaneously in one image window, each would plot on top of the other with X, Y, Z coordinates equal to 0, 0, 0, typically in the lower-left corner of the image window, just as two photographs from a photo pan would open if not stitched together first. In order to merge multiple scans in 3D, a transformation matrix is solved by repositioning one scan with reference to another. Software such as Polyworks will perform this transformation semiautomatically on the basis of a few user-defined control points from overlap regions of the scans being merged (Fig. 3 , red spheres in step 2). The point cloud is then reprojected using the matrix solution into the newly transformed coordinate space. This process is repeated for all scans; quality of the final merge depends on the method used and the original data resolution. Depending on the software used, methods may vary, although it is important to understand to what level of precision the software is capable of merging scans. Cumulative merge error can become significant if the scans are not merged to a sufficient level of certainty (in Polyworks the iteration is set to an error tolerance of 10 Ϫ7 ). Unwanted points are deleted after the final merge and quality check are complete.
After data are satisfactorily merged, the workflow bifurcates into two branches (Fig. 3, step 3) -the first is a stratigraphic interpretation and measured section positioning (performed in Polyworks), and the second is the building of a virtual outcrop model of optimized surfaces that can be displayed in geocellular modeling packages such as GOCAD.
Measured sections and other relevant data (sample locations, faults, geographic markers, etc.) are added to the merged 3D point cloud manually by matching features on the point cloud to those known from fieldwork or that are georeferenced with GPS. These data can be used to calibrate geological interpretation between the model and the outcrop. Stratigraphic horizons are digitized directly on the 3D point cloud in a manner similar to that used when mapping seismic horizons along a random slice through a seismic volume and exported to modeling software as ASCII or DXF format 3D line files. The measured sections are converted to directional wells posted along this random slice and likewise exported to modeling software. FIG . 7.-Miocene deep-water slope-channel architecture digitized directly on the DOM and displayed as a VRML model. This file can be interactively interrogated and compared with uninterpreted models, as well as interactively view hand-sample images and photomicrographs for petrographic studies or even import and overlay seismic snapshots to inspect viability of interpretation based on this model.
Interpretations and sections are converted into GOCAD objects, from which horizons and facies distributions are constructed (outlined later).
Although commercial software has recently become available for some of these processes, computer code was developed in house to give us greater control over the data (John Andrews, Bureau of Economic Geology, personal communication, 2003) . This code incorporates an excellent preexisting, quadric-based, surface-reduction program (Garland 1999 ) to optimize TINs while preserving original shape. Our first step extracts the fullresolution intensity point cloud (X, Y, I) and converts it into a tagged image file format (TIFF) file to be applied later as a texture to the corresponding optimized surface model. The range data (X, Y, Z) are also extracted and assembled into a triangulated mesh (Fig. 3, step 3A a) . This mesh uses the TIN optimization code ''Qslim 2.0'' (Garland 1999) to reduce the number of triangles generated from each laser point cloud. Texture coordinates (explained below) are calculated for each point cloud run through this processing routine and exported to any of a number of output formats. For construction of the DOM, we export optimized TINs and corresponding texture coordinates in GOCAD ''Tsurf'' format (Fig. 3A, step 5 ) and as virtual reality modeling language (VRML) object files. VRML files are extremely versatile multiplatform, interactive objects that can be viewed in active or passive stereo and combined with other VRML files and various other data types for versatile visualization format (Thurmond et al. 2004) . VRML viewing applications are web-browser-type plug-in files or standalone software for cross-platform 3D model viewing. Many viewers are available for free (http://www.ca.com/cosmo/) and are gaining popularity within the geoscience community.
PHOTO-TEXTURED MODEL
Digital photo-draping of ''3D'' surfaces has been performed for nearly a decade. The United States Geological Survey is one organization that has posted free DEMs (Fig. 4A) and orthophotographs (Fig. 4B ) of nearly the entire United States and several other parts of the world (http://seamless. usgs.gov) at various resolutions. The DEMs downloaded from the Internet can be co-rendered or textured in x, y space with corresponding orthophotographs (or any other imagery) to produce a color, photo-textured topographic model (Fig. 4C) . DEMs are typically digitized from topographic maps or acquired from airborne or orbital sources (e.g., airborne radar, airborne lidar, and/or satellite). These methods preclude the option of gathering multiple z values at any single x, y position, as can be done with a ground-based scanner. For this reason, most DEM grid files are a digital list of z values (because they are unique at each x, y) with a starting coordinate, number of columns and rows, and unit spacing and do not need to explicitly specify every point as an X, Y, Z location. The list helps limit the number of bits required to store and process these data. Thus ''3D'' models generated from these single-perspective data are actually more like ''2½D'' because they do not contain information from multiple perspectives. For instance, overhanging objects such as bridges or steep rock outcrops are not visible or they become severely distorted with a single-perspective data set. Likewise, being able to see inside a cave or building is not an option because there is no way to account for this information in a regularly spaced grid file. Areas not imaged are called data shadows and are often represented as holes in the model, or they are covered over with an interpolated surface, like a window being shut or a cloth draped over a chair limiting the level of detail that can be studied. This situation makes the use of DEMs limited in detailed outcrop analysis, especially when resolutions are commonly two orders of magnitude too coarse for detailed facies mapping (0.5 to 3 m point spacing) and steeply dipping outcrop faces are obscured by perspective-driven data shadows (inset in Fig. 4C ). The red-and-white radio tower in Figure 4C appears to have been deflated and draped over the outcrop, and a smeared texture of the photograph can FIG. 8. -DOM of the Permian Victorio Canyon toe-of-slope carbonate-fan complex. Pseudo-wells can be seen along 3D tan-colored canyon walls, with vertical pseudo-well colors corresponding to specific facies. The horizon projected across the canyon is an oolitic fancomplex isocore map, with depositional direction to the lower right (northeast). Red is zero thickness, with yellow through light-purple representing 1 to 5 m. The scale of this model is 1.5 ϫ 2.5 km.
be observed because of the flat photograph being deformed to fit the steep topography of the Franklin Mountains DEM. The radio tower was not large enough or lucky enough to be recognized by the regularly spaced DEM grid samples (10 m point spacing). When a photograph and a DEM acquired from a single perspective are used, pixel-stretch artifacts like those of the inset in Figure 4C are unavoidable. The x and y coordinates of the flat photograph are digitally matched to the x, y coordinates of the DEM and, thus, the z value (elevation in this case) of the DEM is pushed through the image to cover the entire DEM shape. In steep regions of the DEM only a few photograph pixels are available to fill an area larger than the photograph pixels can physically cover; the pixels are thus smeared or stretched to fill the available space. The amount of pixel stretch depends on the variability of the model surface and how similar the angle of acquisition of the DEM is to the angle of acquisition of the image being draped (here an aerial photograph).
In order to assemble a ''3D'' DOM, a series of ''2½-D'' textured scans are merged together and rendered simultaneously as a single shape object. This can be done in many modeling software packages, but most operate similarly, in this aspect, to VRML objects. That is, objects are constructed from a series of points and connected together as a triangulated mesh. Each vertex of the mesh has an associated texture coordinate that maps each triangle vertex to a specific pixel on the texture image. The pyramids in Figure 6 were constructed from the vertices and texture coordinates in Table 1 . Each triangle of the model may have an unlimited number of image pixels within it. Shape models generated from optimized large data sets (many millions of points) are more likely to accurately represent the object being modeled than models created from more coarsely spaced random laser points.
Texture coordinates are values assigned to each vertex as a percentage of the texture image in X and Y directions. For example, if there are five nodes defining four corners and one in the center that outlines four triangles (Fig. 6A) , each node is assigned a texture coordinate between 0 and 1.00 (or 0 to 100%). Beginning in the upper-left corner, X and Y are defined as 0, 0. The lower-right corner texture coordinates are X ϭ 1.00 (or 100%) and Y ϭ 1.00 (or 100%). Likewise, the lower-left corner and upper-right corner coordinates are X ϭ 0 and Y ϭ 1.00 and X ϭ 1 and Y ϭ 0, respectively. The texture coordinates for the center node are X ϭ 0.50, Y ϭ 0.50. In this way, regardless of the pixel density of the image file (or image dpi), the corresponding percentage of the image will be displayed between the correct nodes of each triangle (Fig. 6B) . To illustrate this point, we changed the central texture coordinate in Figure 6C from the correct location, 0.50, 0.50, to an offset, incorrect location, 0.75, 0.75 (Table 1) ; the number of pixels on the left side of center node would thus be compressed, with the remaining pixels stretched out on the right side of the center node (Fig. 6C ) to fill triangles one and two. This distortion in Figure  6C was induced by poor image registration to the model. 
FIG. 10.-ER Mapper Unsupervised
Classification analyzing slope and laser intensity data from Victorio Canyon. The combination of these two attributes for this Permian toe-of-slope debrite and turbidite complex enhances thin wackestone beds cut out or plowed by debris flows in the green (yellow arrows). This example shows one utility of being able to combine multiple data types in n-dimensional space. DIGITAL OUTCROP MODELS Even with near-perfect image registration to the model (well-matched texture coordinates to image pixels), distortion will always be present on tilted surfaces. The closer to each triangle normal (vector perpendicular to the triangle face) the texture image acquisition angle is, the less distortion there will be within that triangle (Fig. 9B) . Upon close inspection of Figure  6B , the circles in each quadrant are stretched slightly from the original 2D image file in Figure 6 . In order to eliminate this effect, four separate pictures would be required for Figure 6B , one from each normal to each numbered face. The same concept holds true for any textured model (Fig.  5) . It is not reasonable to expect to acquire a photograph from every possible model normal, especially if the model has many millions of faces. It is critical to understand this concept if interpreting high-resolution stratigraphic models from textured surface models. It is proposed here that geological interpretation should be performed on the original point cloud data and not the resultant textured model whenever possible to reduce inherent pixel-stretch errors affecting geological interpretation.
Images used as texture do not have to be photographs. Any image can be a texture-for example, interpreted photographs from previous work or a sample-location grid over a photograph (Fig. 7) . The use of texture coordinates is an excellent way to display interpreted results in 3D at various resolutions. Images can be readily exchanged by changing the link to the image file, as long as the new image has the exact same field of view.
CONSTRUCTION OF A 3D GEOCELLULAR MODEL
Up to this point we have focused on gathering data, interpreting stratigraphy, creating surfaces, and adding textures for visualization. These make up the skeleton from which a spatially correct 3D geocellular model is constructed. The stratigraphic line files digitized along the outcrop face from the merged, unfiltered laser data are used to create 3D horizons defining top and base of each stratal unit. These horizons become the bounding surfaces for the grid cells of the model. Outcrop selection can therefore influence the outcome of the model. The more three-dimensional the outcrop, the better the model will be able to represent the actual geology. Victorio Canyon, in the Permian Basin of West Texas, is a good example of outcrop three-dimensionality. Both sides of the canyon and side canyons were laser scanned and interpreted, and then stratal surfaces were projected across the canyons (Fig. 8) . Interpretations can be projected onto any random plane to extrapolate true-strike and true-dip perspectives of any outcrop.
Pseudo-wells derived from measured stratigraphic sections are used to distribute facies vertically and horizontally within the stratal units (Fig. 9) . This facies realization can be compared to field observations and adjust the distribution function used for the facies model. This stochastic method increases realistic property distribution in 3D. Once a facies model is built, velocity values can be distributed throughout the model using the facies model as proxy for velocity distribution. From the velocity model, synthetic seismic sections are calculated for the DOM ).
MULTICOMPONENT CLASSIFICATION
Multicomponent image classification has been applied to satellite-image analysis and, to a lesser extent, seismic-attribute processing to extract specific attributes on multiple data sets simultaneously. A summary of multicomponent data processing can be found in Vincent (1997) . The classification in Figure 10 was performed using ER Mapper image-processing software. This technique compares various image types with one another, assuming co-registration of the sample nodes. Each node is assigned n attributes based on n textures to be compared. Mathematical trends are extracted from these data in n-dimensional space, where n is the number of attributes or textures in this case. A new attribute (classification) is generated from the processed textures. Trends not visually apparent to the observer in either of the two input textures individually can be enhanced in the new classification. This direction in outcrop research can lead to new understanding of depositional systems and advance quantitative outcrop geology.
An example of this type of data visualization in outcrop compares two attributes, laser intensity and outcrop slope. These two components were combined to make a new classified image texture. The data were classified using the ER Mapper unsupervised classification function, choosing seven arbitrary bins with which to categorize the data (Fig. 10) . Note the blue highlighted areas, which correspond to thin-bedded carbonate wackestones that were incised/plowed by thick-bedded carbonate debris flows. This is a simplistic example of what can be done with a more robust suite of data such as multispectral or even hyperspectral data for deterministic remote mapping. Research in this area is ongoing.
DISCUSSION
Terrestrial scanning lidar provides us with the ability to make rapid, quantitative measurements of a study area with modest topographic relief (vertical cliffs Ͻ 1 km high) down to centimeter resolution. The ability of the user to digitally inspect in 3D stratigraphic correlations, trace fault planes, and project geology across canyons and through mountains, as well as to combine multiple images for multidimensional analysis, makes lidar a unique and extremely valuable tool for outcrop geologists. Lidar is fast becoming a critical tool for offering a step change in current field methods. Digital outcrop models, or DOM's, offer the following advances:
• With the aid of lidar we can now gather essential three-dimensional point clouds and make geological interpretations directly on them.
• Oblique outcrop geometries can now be projected onto a specific plane efficiently enough to offer true strike or true dip perspectives, preserving scale and geometry.
• Data extracted from these quantitative geological DOMs can be readily incorporated into reservoir models with tools available to both the geologist and the engineer.
• Field trips can now begin at the office to prepare participants for what they are going to see, highlight key observations to note, and preview potential safety hazards.
• Field geologists can use these data to more accurately estimate budgets for field expeditions.
• Areas traditionally inaccessible can be brought back into the office, classroom, or visualization laboratory.
• Integration of multiple data types into a single model will not only help geologists preview, study, and document field observations, but also retain and understand information captured visible and invisible to the human eye.
Finally, it is important to recognize that lidar is a tool with which we can improve our current field methods and quantify the observations geologists make. This tool is in no way meant to take the place of first-hand observation of geology. For this there is no substitute.
