On a new iterative algorithm for solving linear equations  by Seifert, B.G.
Journa! of Pure and Applied Algebra 7 : ( 1001) 93-97 
North-Ho!lanJ 
B.G. Seifert 
Corpus Christi College. Ox-ford Lrnir*ersit_v. Oxford. Uuited Kirq$om OXI -lJF 
Communicated by J. Rhodes 
Received 8 May 1989 
Let V and W be two real or complex spaces which, by means of the choice of an 
inner product, we can identify with their duals. Let A : V+ W be a linear map, 
A’ : W+ V be its dual. There is a very large number of numerical algorithms (see 
[2] or [3]) for solving the linear equation 
A-x=b. (1) 
Some of these algorithms, such as Gaussian elimination, produce the entire 
k-dimensional affine solution space in V, others, such as gradient methods [3], 
produce a particular solution. It is not always clear which solution they produce, 
or indeed by what criterion one ought to single out a particular solution in the 
k-parameter family. Here we are interested in a particular solution, which we call 
the canonical solution of (1). We shall write Z?(A) for the range of A and r(A) for 
the rank. 
Definition 1. For b E R(A), the canonical solution is the unique x E R(A’) which 
satisfies (1). We denote it by c. 
The well-known fact that -4 induces an isomorphism on R(A’) follows from 
( AA’x, X) = 11 A’xll’, and r(A) = r(A’). 
The following algorithm can be regarded as a simpler version of the gradient 
method (see [3]). It was partly inspired by Ridgeway’s al?erithm (the ‘perceptron 
learning rule’) (see [ 1,43j. 
Its most interesting property is, first, that, for any b in R(A). it converges to a 
solution, and secondly, that it converges to the canonical solution. It is defined b: 
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means of the orthogonal projections Pi onto the 
(A(i),x)=b,.i-l,..., k. 
affine subspaces of V defined by 
Algorithm. (i) Normalize the rows of A, by replacing A(i) and b, by A(i)lllA(i)ll 
and b,l 11 A(i) 11, respectively. 
(ii) Start with x = 0. 
(iii) Cyclically increase indices i = 1, . . . , k, 1, . . . , and replace the vector x 
attained by the algorithm at the rth stage by Pi(X) (i = r mod k): 
x(r + 1) = P;(x(r)) = l 
For each finite E there is a ‘finite’ algorithm: 
Algorithm F. Stop the algorithm above when 11 A(x) - bll,,, < E. 
We have the commutative diagram of isomorphisms 
R(A’)A R(A) 
zr 
I/ 
A” 
V/ Ker(A) 
with A, and 7rr the restrictions of A and T, A” the induced map. 
Theorem 2. Let b E R(A). Then: 
(i) algorithm converges to the canonical solution, 
(ii) algorithm, terminates with a vector y for which the inequality 
M(Y) - %, < E 
holds. 
If x is the canonical solution, then 
IIY -4l,“p~II~314(A”)-‘]l~~, 
all norms being operator norms defined by the sup norm in the respective space. 
Proof. We first observe that, by construction, our algorithm produces a sequence 
of vectors in the row space of A, hence in the image of A’ (we identify A, A’ with 
matrices). Since all spaces are finite-dimensional, R(A’) is closed. Hence, if the 
sequence defined by the algorithm converges, it converges to an element of 
R(A’). 
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Secondly, since rrr is a (bounded) isomorphism, the sequence x(i) converges iff 
the sequence x(i)” converges in V/Ker(A). We can now define the ‘image of our 
algorithm’ in V/Ker(A) directly, by defining the crthogonal projections Pp from 
V/Ker(A) to the affine hyperplane uefined, as for Pi, by (A”Xo)i = bi. Our 
‘projected algorithm’ is then defined by the sequenct 0, P;(O), . . . , Pi+ 1 (X(i)“), 
where indices are increased cyclically mod k. 
We now define the maps Qi from VP to itself %y the product of the projections 
p;_,-•p;-p;*- Py+, restricted to Vi0 , which is a map from VP to itself. We 
then observe the following: 
Lemma 3. Each map Qi is a contraction mapping with respect to the induced 
metric, with the unique solution of A” l x0 = b as unique fixed point. 
Proof. This follows from the nonstrict inequality for projections and the observa- 
tion that, for any x, y in Vs, the equality d(x, y) = d( Qj(x), QJ y)) would imply 
that y - x would lie in the kernel of A”, which is zero. Hence the map Q,. is strictly 
distance-decreasing. It follows from the compactness of spheres in finite-dimen- 
sional Banach spaces that it is a contraction mapping. Clearly the unique fixed 
point, for each Q;, is a solution to ( 1). Hence, {x(i)“} , and hence {x(i)} 
converges, and by the first observatisn above, the solution to which the sequence 
x(i) converges is the canonical solution. Cl 
Using the lemma, one can easily complete the proof. For sufficiently large i. the 
term x(j)’ can be written in the foilowing form (with s = [ rlkj): 
By restriction to the affine hyperplane (A” l x’)~ = bi, one obtains a product of 
maps, each of which is either norm-nonincreasing or a contraction mapping. 
hence, the product is a contraction mapping. The unique fixed point is clearly 
v(c). This is true for all i = 1, . . , k. Hence, the distance in V/Ker(A) between 
rr,fc) and x(i)” can be uniformly estimated, as in the statement of the theorem. 
This completes the proof. Cl 
Similarly, one easily proves the analogue of Black and Levin’s Boundedness 
Theorem: 
Proposition 4. If ( 1) has no solution, the sequence defined by the algorithm 
remains bounded. 0 
We now say a word about the speed of this algorithm. Given the iterative 
nature of the algorithm, the speed of convergence to the region defined by E as 
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above, as defined by the number of multiplications, divisions, and taking of 
square roots that need to be performed to obtain a solution, and the speed of a 
single operation of each kind, is a random variable, not a number. This random 
variable depends on k, n, and E, and is undoubtedly difficult to describe. 
However, as a first approximation to a description of the efficiency of the 
algorithm, one can study the mean of this random variable, by considering the 
total ‘cost’ or time of performing the algorithm as the sum of the expected 
numbers of operations of each kind, weighted by the cost m of a single 
multiplication, d (division) and s (square root). Furthermore, the total numbers of 
each operation depend only on the number of basic cycles performed. Let 
c(k, n, E) be the expected number of basis cycles (one cycle is a full sequence of 
projections onto the k affine hyperplanes) in this algorithm. Based on numerical 
computations, we make the following conjecture: 
Conjecture. For each fixed E and k, the function c(k, n, E) is a decreasing 
function in n. 
Remark 5. The number of cycles required for a given equation A l x = b depends 
only on the orbit of A under translation by O(n). Hence it only depends on the 
‘Cartan matrix’ of pairwise angles of the row vectors of A. Hence c(k, n, E) is an 
invariant of the space (with respect to a suitable measure) of orbits of k x n 
matrices under the action of the orthogonal group, O(n). This invariant converges 
to a well-defined number c(k, E), which should have a nice geometric interpreta- 
tion. It is clear that when the matrix is the identity, i.e. the rows orthogonal, then 
cjk, I) = 1. 
It follows from Remark 5 and extensive numerical evidence that it is likely that 
the algorithm is an efficient method for solving linear equations, when the rows of 
the matrix are far apart, on S”- ‘. 
Each basic cycle is a deterministic algorithm, hence one can count operations 
for the total algorithm by counting the number of calculations that can be done 
once and for all, and the calculations that need to be done in each cycle. Doing 
this, one obtains an average global cost function, defined in terms of the expected 
value of cycles and the operation-cost constants as above. 
Proposition 6. The average total cost of the algorithm, is given by the formula 
t(k,n,E)=k*s+k*n*d-t+.k*n+k&+c(k,n,e)))*m. Cl 
It would be interesting to analyze the speed of convergence of this algorithm 
more exhaustively, along the lines of [6,7]; see also [5]. 
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