We will introduce a new reduction process of triangulated category, which is analogue to the silting reduction and Calabi-Yau reduction. For a triangulated category T with a pre-simple-minded collection (=pre-SMC) R, we construct a new triangulated category U such that the SMCs in U bijectively correspond to those in T containing R. Secondly, we give an analogue of Buchweitz's theorem for the singularity category Tsg of a SMC quadruple (T , T p , S, S): the category Tsg can be realized as the stable category of an extriangulated subcategory F of T . Finally, we show the SMS (simple-minded system) reduction due to Coelho Simões and Pauksztello is the shadow of our SMC reduction. This is parallel to the result that Calabi-Yau reduction is the shadow of silting reduction due to Iyama and Yang.
Introduction
Triangulated categories appear in many branches of mathematics, such as algebraic geometry, representation theory and algebraic topology. In derived categories, there are two important classes of objects: projective objects and simple objects. Projective objects (or more generally, tilting objects) play a central role in tilting theory, which is one of the standard tools for studying triangulated categories. Their variants, silting objects and cluster tilting objects, have been used to study positive Calabi-Yau (= CY) triangulated categories [BMRRT, IYo, KR, KMV] and the categorification of cluster category [FZ] . On the other hand, simple objects, or more generally, simple-minded collections (=SMCs) are also well-studied in derived categories. They are important in Koszul duality [BGS, KN] , and bijectively correspond to silting objects [R, KoY] . Simple-minded systems (= SMSs) in stable module categories were introduced in [KL] and studied for negative CY triangulated categories in [D, C3] . Recently, there is increasing interest in negative CY triangulated categories (see, for example [C1, C2, C3, CP] ), including the stable categories of Cohen-Macaulay (= CM) dg modules [J] .
There are two useful tools to study the class of silting (resp. cluster-tilting, SMC, SMS) objects in a triangulated category T . One is mutation, which gives a new object in this class from a given one. Another is reduction, which is a new triangulated category U realized as a certain sub (or subfactor) category of T . There is a bijection between silting (resp. cluster-tilting, SMS, SMC) objects in U and those in T with some properties. The following table shows some works on these subjects, where the reduction of SMC was not studied before.
cluster-tilting silting SMS SMC mutation [BMRRT, IYo] [AI] [D, C3] [KoY] reduction [IYo] [ AI, IYa1] [CP] This paper Thus our first aim of this paper is to introduce the SMC reduction. For a pre-SMC R (which is a SMC without generating condition) of a Krull-Schmidt triangulated category T , the corresponding SMC reduction is the Verdier quotient U = T / thick (R) . One can realize U as the additive subcategory
of T under certain assumptions (R1) and (R2) in Section 3. Namely, Theorem 1.1 (Theorem 3.1). Under the setting above, the following results hold.
(1) The composition Z ֒→ T → U gives an equivalence Z ≃ − → U; (2) There is a bijection
Since Z is not closed under [±1], it dose not have a triangulated structure a priori. Nevertheless, the theorem above shows that it has a canonical triangulated structure induced by U. Also notice that, Theorem 1.1 can be regarded as a dual of silting reduction [IYa1] , where it was necessary to take an ideal quotient of Z. In a forthcoming work, we will apply Theorem 1.1 to construct SMCs.
The second aim of this paper is to generalize the singularity category of a finite dimensional Gorenstein k-algebra A over a field k. In this case, the singularity category is defined as the Verdier quotient D sg (A) = D b (mod A)/K b (proj A) by [B, O] . Buchweitz's equivalence states that D sg (A) is triangle equivalence to the stable category CMA of Cohen-Macaulay A-modules. A key observation in our context is that D b (mod A) has a SMC consisting of simple A-modules, and there is a relative Serre functor ν =? ⊗ L A DA. To generalize the notion of singularity categories and Buchweitz's equivalence, we work on a SMC quadruple (T , T p , S, S), where T p is a thick subcategory of a triangulated category T , S is a relative Serre functor, S is a SMC of T and they satisfy some conditions (see Definition 4.1). We define the singularity category as the Verdier quotient
In this setting, we have a co-t-structure T = T >0 ⊥ T ≤0 , where T >0 = ⊥ S[≥0] and T ≤0 = ⊥ S[<0]. Using them we define subcategories F = T ⊥ >0 ∩ ⊥ (T ≤−1 ∩ T p ), P = T ≥0 ∩ T ≤0 , where in the algebra case above, F = CM A and P = proj A. Our second result realizes T sg as a subfactor category of T . Theorem 1.2 (Theorem 4.5 (1), (2)). Let (T , T p , S, S) be a SMC quadruple and let T sg , F , P be defined as above. Then (1) F is a Frobenius extriangulated category with Proj F = P (in the sense of [NP] );
(2) The composition F ⊂ T → T sg A typical example of Theorem 1.2 and Proposition 1.3 was considered in [J] , where proper Gorenstein dg k-algebras and their Cohen-Macaulay modules were studied.
The third aim of this paper is to connect our SMC reductions and the SMS reductions defined by Coelho Simões and Pauksztello [CP] . We first show that the SMC reduction of a CY triple gives rise to a new CY triple.
Theorem 1.4 (Theorem 6.1). Let (T , T p , S) be a (−d)-CY triple. Let R be a subset of S such that the extension-closed subcategory H R generated by R is functorially finite in T . Let U be the SMC reduction of T with respect to R. Then the triple (U, U p , S) is also a (−d)-CY triple, where one can regard U p := T p ∩ (thick R) ⊥ as a subcategory of U.
For a (−d)-CY triple (T , T p , S), we know T sg is a (−d−1)-CY triangulated category by Theorem 1.2 (2), and we can consider the SMS reduction (T sg ) R in T sg with respect to R introduced in [CP] . Our main theorem of this paper shows that SMS reduction is the shadow of SMC reduction in the following sense.
Theorem 1.5 (Theorem 6.4). Keep the assumption in Theorem 1.4. Then there is a triangle equivalence from the singularity category U sg to the SMS reduction (T sg ) R of the singularity category T sg with respect to R.
This can be illustrated by the following commutative diagram of operations.
The diagram above induces a commutative diagram of maps
where the horizontal two maps above are well-defined under mild conditions (see Theorem 4.14).
The results we obtain here are parallel to the connection between silting reductions and CY reductions given in [IYa1] .
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Preliminaries
2.1. Notation. Throughout this paper, k denotes a field. Let T be an additive category. Let S be a full subcategory of T . For an object X in T , a morphism f : S → X is called a right Sapproximation if S ∈ S and Hom T (S ′ , f ) is surjective for any S ′ ∈ S. We say S is contravariantly finite if every object in T has a right S-approximation. Dually, we define left S-approximation and covariantly finite subcategories. We say S is functorially finite if it is both contravariantly finite and covariantly finite. We denote by add S the smallest full subcategory of T containing S and closed under isomorphism, finite direct sums, and direct summands. Denote by [S] the ideal of T consisting of morphisms which factor through an object in add S and denote by T [S] the additive quotient of T by S. Define subcategories
We denote by [1] (or 1 ) the suspension functors for triangulated categories. Let T be a triangulated category. For any X, Y ∈ T and n ∈ Z, when we write Hom T (X, Y [>n]) = 0 (resp. Hom T (X, Y [<n]) = 0, Hom T (X, Y [≥n]) = 0, Hom T (X, Y [≤n]) = 0), we mean Hom T (X, Y [i]) = 0 for all i > n (resp. i < n, i ≥ n, i ≤ n).
Let S be a full subcategory of T . We denote by thick(S) the smallest thick subcategory containing S. Let S ′ be another full subcategory of T . Define a new subcategory of T as follows.
If Hom T (S, S ′ ) = 0, that is, if Hom T (S, S ′ ) = 0 for any S ∈ S and S ′ ∈ S ′ , we write S * S ′ = S ⊥ S ′ . For subcategory S 1 , · · · , S n of T , we define S 1 * · · · * S n and S 1 ⊥ · · · ⊥ S n inductively. We say S is extension-closed if S * S = S. We denote by Filt(S) the smallest extension-closed subcategory of T containing S. It is easy to see Filt(S) = n≥1 S * · · · * S n . We write
Here we recall some well-known results on additive closures and approximations for later use.
Lemma 2.1. Let T be a Krull-Schmidt triangulated category. Let X and Y be two extension-closed subcategories of T . Then
(1) If Y * X ⊂ X * Y, then X * Y is also extension-closed;
(2) If Hom T (X , Y) = 0, then add(X * Y) = X * Y;
(
be the triangle extended by the minimal right Xapproximation f of T . Then T ′ ∈ X ⊥ . If moreover, Hom T (Y, T ) = 0, then f is also a minimal right (Y * X )-approximation of T .
Proof.
(1) follows from (X * Y) * (X * Y) = X * (Y * X ) * Y ⊂ X * X * Y * Y = X * Y.
(2) See [IYo, Proposition 2.1 (1)].
(3) The first assertion follows from the proof of [IYo, Proposition 2.3 (1) ] and the second one is easy to check.
2.2. t-structure and co-t-structures. Let T be a triangulated category. Let X and Y be two full subcategories of T . If T = X ⊥ Y, X ⊥ = Y and ⊥ Y = X hold, we say T = X ⊥ Y is a torsion pair. If a torsion pair T = X ⊥ Y satisfies X [1] ⊂ X (resp. Y[1] ⊂ Y), we call it a t-structure (resp. co-t-structure), in this case, we denote by
Let S be a thick subcategory of T . Let us recall a sufficient condition for the Verdier quotient T /S to be realized as an ideal quotient given in [IYa2] . We consider the following setting.
(T0) T is a triangulated category, S is a thick subcategory of T and U = T /S; (T1) S has a torsion pair S = X ⊥ Y; (T2) T has torsion pairs T = X ⊥ X ⊥ = ⊥ Y ⊥ Y. Remark 2.3. If (T0), (T1) and (T2) hold, we may regard Z as a Frobenius extriangulated category with Proj Z = P in the sense of [NP] (see [IYa2, Section 1.2] ).
2.3.
Simple-minded collections and simple-minded systems. Let T be a Krull-Schmidt triangulated category and let S be a subcategory of T .
Definition 2.4. We call S a pre-simple-minded collection (pre-SMC ) if for any X i , X j ∈ S, the following conditions hold.
(1) Hom T (X i , X j [<0]) = 0;
(2) dim k Hom T (X, Y ) = δ X,Y . We call S a simple-minded collection (SMC ) if S is a pre-SMC and moreover, thick(S) = T .
For any pre-SMC, there is a standard t-structure associated to it in the following sense, see [A1, Corollary 3 and Proposition 4] or [KoY, Proposition 5.4] .
Let S be a SMC in T and let H = Filt(S). We write T ≤n = Filt(S[≥n]) and T ≥n = Filt(S[≤n]). The following result is directly from Proposition 2.5.
Lemma 2.6. Let T be a triangulated category. Let S be a SMC of T and H = Filt(S). Then (1) We have a bounded t-structure T = T ≤0 ⊥ T ≥1 with heart H;
(2) For any X, Y ∈ T , we get Hom
Next we recall the notion of simple-minded systems, which is introduced in [KL] and generalized in [C1] .
Definition 2.7. [C1, Definition 2.1] Let d ≥ 0. We call S a d-Simple-minded system (or d-SMS) if for any X, Y ∈ S, the following conditions hold.
(1) dim Hom T (X, Y ) = δ X,Y ;
(2) If d ≥ 1, then Hom T (X[i], Y ) = 0 for any 1 ≤ i ≤ d;
(3) T = add Filt ({S[d] , S[d − 1], · · · , S}).
By [CP, Lemma 2.8] , the condition (3) above is equivalent to say that T = H[d] * H[d−1] * · · · * H.
SMC reductions of triangulated categories
The aim of this section is to introduce the SMC reduction. It is an operation to construct a new triangulated category form the given triangulated category and one of its pre-Simple-minded collections (pre-SMCs). One important property is that, under mild conditions, there is a bijection between the SMCs of the new category and the SMCs of the original one containing the given pre-SMC.
Let T be a Krull-Schmidt triangulated category and R be a pre-SMC of T (see Definition 2.4). We denote by SMC T the set of SMCs of T and by SMC R T the set of SMCs of T containing R. We define the SMC reduction of T with respect to R as the Verdier quotient U := T / thick(R).
By Proposition 2.5, thick(R) admits a natural t-structure thick (R) 
, whose heart is denote by
Consider the following mild conditions. 
Similar to silting reduction (see [IYa1, Theorems 3.1 and 3.7]), we have the following results.
Theorem 3.1. Assume the assumptions (R1) and (R2) hold. Then
The rest of this section is devoted to the proof of Theorem 3.1. We start with the following observation, which is the 'dual' of [IYa1, Proposition 3.2] .
Proposition 3.2. The following are equivalent.
(2) H R satisfies the conditions (R1) and (R2).
In this case, the heart of t-structures in (1) are H R .
Proof. We first claim that
. We only show the first equality since the second one is dual. Since R is a pre-SMC, then Hom
We show (R2). For any T ∈ T , consider the triangle (2) ⇒ (1) We only show T = X R ⊥ X ⊥ R is a t-structure, because the other assertion can be shown similarly. Since
We have Hom T (H R [≥ l], X) = 0 for some l ∈ Z by (R2). Notice that by Proposition 2.5,
The following proposition shows the first statement of Theorem 3.1.
Proof. (1) By Propositions 2.5 and 3.2, we have t-structures thick (R) 
Notice that X [1] ∩ Y = 0, then the assertion holds by Proposition 2.2.
(2) It suffices to show
In the next part, we study the triangulated structure of Z, which will be used later. Since U has a natural structure of triangulated category, then by using the additive equivalence Z ≃ − → U, we may also regard Z as a triangulated category. Now we describe the shift functor 1 in Z.
We define 1 on objects of Z first. For any X ∈ Z, we have X[1] ∈ R[>0] ⊥ and by (R1), there exists a H R -approximation of X[1]. Define X 1 as the third term of the following triangle.
Notice that X 1 is defined uniquely up to isomorphism. Similarly, we can define X −1 . Immediately, we have the following observation.
Lemma 3.4. Let 1 be defined as above. Then (1) For any X ∈ Z, we have X 1 ∈ Z;
(2) For X ∈ Z and n ≥ 1, we have X n ∈ X
(2) For n ≥ 1, consider the following triangle.
Next we define 1 on morphisms of Z. Let s ∈ Hom Z (X, Y ) for any X, Y in Z. Consider the following diagram.
The following lemma shows s 1 is well defined.
Proof. We first claim the morphism h in diagram (3.3) is uniquely determined by s. If there exists
By Lemma 3.4 and Lemma 3.5, it is easy to check that 1 : Z → Z is a well-defined functor. Notice that the triangle (3.1) gives an isomorphism X[1] ∼ = X 1 in U.
Next we describe the triangles in Z. Let X, Y ∈ Z and s ∈ Hom Z (X, Y ). Then s induces a triangle X s − → Y → Z → X[1] in T . Consider the right H R -approximations of Z and X[1]. We have the following commutative diagrams.
In this case, the following result holds.
Proposition 3.6. Consider the triangulated structure of Z induced by U. Then (1) The suspension functor of Z is given by 1 ;
Proof.
(1) Directly form Lemma 3.4 and Lemma 3.5.
Since we have W ∈ Z (similar to the proof of Lemma 3.4). Then the assertion holds by the equivalence Z ≃ U. Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. (1) is directly from Proposition 3.3 (1).
(2) Let S ∈ SMC R T . We first show that S\R ∈ SMC U. Since thick T (S) = T , then thick U (S\R) = U. Let X, Y ∈ S\R. It is clear from Definition 2.4 that S\R ⊂ Z. So by (1), we have dim Hom Z (X, Y ) = dim Hom T (X, Y ) = δ X,Y . Since X n ∈ X[n] * H R [n] * · · · * H R [1] for n > 0 by Lemma 3.4 and Hom T (H R [≥0], Y ) = 0, then by (1) again,
So S\R ∈ SMC U. Therefore, sending S ∈ SMC R T to S\R ∈ SMC U gives us a well-defined map SMC R T → SMC U, which is clearly injective.
We show the map is also surjective. Let S U be a SMC of U. By (1), we may assume S U ⊂ Z. In this case, S U is also a SMC of Z.
We end this section by considering the application of Theorem 3.1 to finite-dimensional kalgebras. We first give the following useful observations and they allow us to realize the SMC reduction of bounded derived category as some new bounded derived category.
Proposition 3.7. Let A be a finite-dimensional k-algebra and let e be an idempotent.
(1) Consider the Schur functor F e :=?
The kernel K e of F e consists of the A-modules M satisfying M e = 0 and it is easy to see K e = Filt(S e ). By the standard truncation, one shows that the kernel of F is just
(2) Consider the derived functors G =? ⊗ L eAe eA :
between unbounded derived categories, it is well-known that (G, F ) is an adjoint pair and F restricts to D b (mod) naturally. We claim G also restricts to D b (mod) under our assumption. In fact, it is also known that G is fully faithful (see for example [K, Lemma 4.2] ). By our assumption, eA is a pre-SMC, then End(eA) = eAe is a division ring. Thus eA has finite projective dimension as left eAe-module, so G also restricts to D b (mod).
Then we may regard (G, F ) as an adjoint pair between bounded derived categories. So F :
Let us consider a concrete example. Let P i (resp. S i ), i = 1, 2, be the indecomposable projective (simple) module which corresponds to the vertex i. It is easy to check P 1 is a pre-SMC in D b (mod A). Then by Proposition 3.7 (2), the
with deg X = −1 and zero differential. Then by Theorem 3.1, we have the following bijection,
We mention that in [AI, Example 2.47] , the silting quiver of per A is given and by using Koenig-Yang bijection (see [KoY, Theorem 6 .1]), one gets the description of SMC D b (mod A) and thus the description of SMC P1 D b (mod A).
Singularity category of SMC quadruple
4.1. Main results. In this subsection, we introduce the singularity category of a SMC quadruple and show some basic properties of this category. We give the definition of a SMC quadruple first. The definition above is inspired from the following example and we will see (RS2) plays an important role later.
Example 4.2. Let A be a finite-dimensional Gorenstein k-algebra. Then one can show that the quadruple (D b 
A DA is the Nakayama functor and S is the set of simple A-modules.
For simplicity, we introduce the following notations for i ∈ Z.
Let (T , T p , S, S) be a SMC quadruple. Then we have co-t-structures T = T >i ⊥ T ≤i and moreover, T >i ⊂ T p by (RS2). Also notice that we have bounded t-structures T = T ≤i ⊥ T >i and T ≤i = T ≤i by Lemma 2.6. Immediately, we have the following useful observation. Proof. For any X ∈ T and i ∈ Z, there exists a triangle X >i → X → X ≤i → X >i [1] , such that X >i ∈ T >i ⊂ T p and X ≤i ∈ T ≤i = T ≤i by (RS2). If X ∈ (T p ) ⊥ , then Hom T (X >i , X) = 0 and thus X ≤i ∼ = X ⊕ X >i [1] in T . So X ∈ T ≤i for any i ∈ Z. Since T = T ≤0 ⊥ T >0 is a bounded t-structure by Lemma 2.6, then X ∈ i∈Z T ≤i = 0 . Now we introduce a new class of triangulated categories, which is a generalization of Buchweitz and Orlov's construction of singularity categories. One important property of T sg is that T sg can be realized as a subfactor category of T . To make it clear, let us introduce the following subcategories of T .
It is clear P is just the co-heart of the co-t-structure of T = T >0 ⊥ T ≤0 and H is the heart of the t-structure T = T ≤0 ⊥ T >0 . Our main results in this section is as follows.
Theorem 4.5. Let (T , T p , S, S) be a SMC quadruple. Then we have (1) F is a Frobenius extriangulated category with Proj F = P in the sense of [NP] ;
(2) The composition F ⊂ T → T sg induces an equivalence π : F
Proof. (1) and (2) We want to apply Proposition 2.2. Let X = T >0 and Y = T ≤0 ∩ T p . Then it is easy to check F = X ⊥ ∩ ⊥ Y[1] and P = X [1] ∩ Y. We claim that we have co-t-structures T p = X ⊥ Y and T = X ⊥ X ⊥ = ⊥ Y ⊥ Y. In fact, we know X ⊥ = T ≤0 and T = X ⊥ X ⊥ is a co-t-structure by (RS2). For any T ∈ T p , there exists a triangle T >0 → T → T ≤0 → T >0 [1] such that T >0 ∈ T >0 and T ≤0 ∈ T ≤0 . Since T >0 ∈ T p by (RS2), so T ≤0 is also in T p . Then the co-t-structure T = X ⊥ X ⊥ restricts to a co-t-structure T p = X ⊥ (X
By Proposition 2.2 and Remark 2.3, we know F is a Frobenius extriangulated category with Proj F = P and the composition F ⊂ T → T sg induces an equivalence π : F
We are left to show the existence of Serre functor in T sg . Let X, Y ∈ T . There exist i ∈ Z such that Y ∈ T >i (because T = T ≤0 ⊥ T >0 is a bounded t-structure by Lemma 2.6). By (RS2), there is a triangle
with X >i ∈ T >i and X ≤i ∈ T ≤i = T ≤i . Since Hom T (X ≤i , Y ) = 0 and X >i ∈ T p , then the morphism X >i → X is a local T p -cover of X relative to Y in the sense of [ 
Next we show π(S) is a d-SMS in T sg . Let X, Y ∈ S. We may assume π(X) and π(Y ) are non-zero objects in T sg ∼ = F
[P] . Since dim Hom Tsg (π(X), π(Y )) = dim Hom F
We apply Theorem 4.5 to Example 4.2 and then we have the following well-known result.
Example 4.6. Let A be a finite-dimensional Gorenstein k-algebra. Then P = K b (proj A) and F = CM A. By theorem 4.5, the natural functor
Further properties.
In this subsection, we continue to study the properties of a SMC quadruple. This part is technical and abstract, but we will see it is useful. Let (T , T p , S, S) be a SMC quadruple. Let P be the co-heart of the co-t-structure T = T >0 ⊥ T ≤0 . It is clear that P is a subcategory of T p . We mainly study the properties of P. First we point out that P is silting in T p .
Proposition 4.7. (1) P is a silting subcategory in T p ;
(2) We have a co-t-structure T p = Filt(P[≤0]) ⊥ Filt(P[>0]). Moreover, Filt(P[≤0]) = T ≥0 and Filt(P[>0]) = T <0 ∩ T p .
To prove this proposition, we give two lemmas first.
Lemma 4.8. For X ∈ T , if there exist i ≤ j ∈ Z such that X ∈ T ≥i ∩ T ≤j , then X ∈ thick P.
Proof. We apply the induction on j − i. If j − i = 0, then T ≥i ∩ T ≤j = P[−i], the assertion is clear. Assume it holds for j − i < n, n > 0. Now consider the case j − i = n. There exists a triangle
such that X ≥j ∈ T ≥j and X <j ∈ T <j . Since X, X <j [−1] ∈ T ≤j , then Hom T (T >j , X <j [−1]) = 0 = Hom T (T >j , X). By the triangle above, we have Hom T (T >j , X ≥j ) = 0. So X ≥j ∈ T ≤j ∩ T ≥j = P[−j]. Since X <j ∈ T ≥i ∩ T ≤j−1 , by assumption, X <j ∈ thick P. Then X ∈ thick P. So the statement is true.
Lemma 4.9. For any P ∈ T p , Hom T (P, S[n]) = 0 for only finite many n ∈ Z.
Proof. We know Hom T (P, X[≪0]) = 0 by Lemma 2.6. On the other hand, we have Hom T (P, S[n]) = D Hom T (S[n], SP ) by (RS1), which vanishes for big enough n. So the statement holds. Now we are ready to prove Proposition 4.7.
Proof of Proposition 4.7.
(1) Since P is the co-heart of a co-t-structure, then Hom T (P, P[>0]) = 0. To show P is silting in T p , it suffices to show T p = thick P. For any P ∈ T p , there are only finite many n ∈ Z such that Hom T (P, S[n]) = 0 by lemma 4.9. Then there exist i, j ∈ Z such that P ∈ T ≥i ∩ T ≤j . By Lemma 4.8, P ∈ thick P. So P is a silting object in T p .
(2) Since P is silting in T p , then it is known that P gives us a standard co-t-structure T p = Filt(P[≤0]) ⊥ Filt(P[>0]) (see [IYa1, Proposition 2.8] ). In the proof of Theorem 4.5, we showed the co-t-structure T = T ≥0 ⊥ T <0 of T restricts to a co-t-structure T p = T ≥0 ⊥ (T <0 ∩ T p ) of T p . Since Filt(P[≤0]) ⊂ T ≥0 and Filt(P[>0]) ⊂ T <0 , it turns out that these two co-t-structure coincide with each other. In particular, T ≥0 = Filt(P[≤0]).
Next we study the relation between P and the standard t-structure of T = T ≤0 ⊥ T >0 . (2) The functor Hom T (P, ?) : T → mod P restricts to an equivalence form the heart H to mod P.
We first show a lemma.
Lemma 4.11. (1) P is a contravariantly finite subcategory of T ;
(2) mod P is an abelian category.
(1) Because T = T ≤0 ⊥ T >0 is a t-structure and Hom T (P, T >0 ) = 0, it suffices to show there exists a right P-approximation for any
). It is easy to check Y 0 ∈ P. We have the following diagram.
Since X ∈ T ≤0 = T ≤0 , then Hom T (P[<0], X) = 0. Then f • f ′ = 0 and there is α ∈ Hom T (Y 0 , X) such that f = α • g ′ . We claim α : Y 0 → X is a right P-approximation of X. Let Z be the third term of the triangle extended by α. Since β • f = β • α • g ′ = 0, then there exists h ∈ Hom T (X <0 , Z) such that β = h • g. Since Hom T (P, X <0 ) = 0, then Hom T (P, β) = 0. So α is right P-approximation of X.
(2) See [IYa1, Lemma 4.7] . Now let us prove Proposition 4.10.
Proof of Proposition 4.10.
(1) We only show
with X ≤0 ∈ T ≤0 and X >0 ∈ T >0 . Since Hom T (P[≥0], X >0 [−1]) = 0 and Hom T (P[≥0], X) = 0, then by applying Hom T (P[≥0] , ?) to the triangle above, we have Hom T (P[≥0], X ≤0 ) = 0. On the other hand, by the definition of co-heart, we know P = ⊥ S[ = 0], thus Hom T (P[< 0], X ≤0 ) = 0. So Hom T (P[n], X ≤0 ) = 0 for any n ∈ Z. Thus X ≤0 = 0 by Proposition 4.7 and Lemma 4.3. So X ∼ = X >0 ∈ T >0 . Then P[≥0] ⊥ = T >0 holds.
(2) We have H = Filt(S) = P[ =0] ⊥ by (1). For any P ∈ P, consider the following triangle.
with P <0 ∈ T <0 and P 0 ∈ T ≥0 . Since Hom T (P, S[<0]) = 0 and Hom T (P <0 [1], S[<0]) = 0, then Hom T (P 0 , S[<0]) = 0 and P 0 ∈ H. Let P 0 = {P 0 | P ∈ P} ⊂ H be a subcategory of H. It is easy to check that the functor (−) 0 : P → P 0 is an equivalence. Since Hom T (T <0 , H) = 0, then Hom T (P, H) = Hom T (P 0 , H) for any P ∈ P. So we have the following commutative diagram.
H HomT (P 0 ,?)
To show H is equivalent to mod P, it suffices to show that P 0 forms a class of projective generators of H. For any X ∈ H and P ∈ P, applying Hom T (?, X) to the triangle (4.1), we get Hom T (P 0 , X[1]) = 0 by Hom T (P <0 , X) = 0 and Hom T (P [−1], X) = 0. So P 0 is projective in H.
For any X ∈ H. Consider the minimal right P-approximation of X (P is a contravariantly finite subcategory of T by Lemma 4.11).
Applying Hom T (P, ?) to the triangle, we have long exact sequence
Since Hom T (P, X P [i]) = Hom T (P, X[i]) = 0 for i > 0, then Hom T (P, Y P [> 1]) = 0. For the case i = 0, since Hom T (P, X P ) → Hom T (P, X) is surjective, then Hom T (P,
Taking 0-th cohomology, we have an exact sequence (X P ) 0 → X → 0. So P 0 is a projective generator of H.
The following Proposition is important in the sequel. Proof. Let g ∈ Hom T (Y, S[−i]). We show g • f = 0. Consider the following diagram,
The following lemma is a generalization of a well-known result: for a finite-dimensional k-algebra A, the radical map f : Q → P induces a zero map Hom A (f, S) = 0, where P, Q are projective A-modules and S is simple. Proof. By Proposition 4.10, the functor Hom T (P, ?) : H → mod P is an equivalence. Since S is the set of simples of H, then Hom T (P, S) is simple in mod P for any S ∈ S. Since f is a radical map, then Hom T (Q, f ) : Hom T (Q, Q) → Hom T (Q, P ) is a radical map as End T (Q)module. Then the composition Hom T (Q, Q) → Hom T (Q, P ) → Hom T (Q, S) is zero. Consider the image of 1 Q ∈ Hom T (Q, Q) in the composition, we get that the induced morphism Hom T (f, S) : Hom T (P, S) → Hom T (Q, S) is also zero. 4.3. Independence of SMC quadruple. The aim of this subsection is to show under certain conditions, being a SMC quadruple is independent of the choice of SMC. Let (T , T p , S, S) be a SMC quadruple. Let H = Filt(S). We show the following result.
Theorem 4.14. Let S ′ be another SMC of T . Assume that (1) H ′ = Filt(S ′ ) is functorially finite;
(2) There exists n ∈ Z such that S ′ ⊂ H[n] * H[n − 1] * · · · * H[−n]. Then (T , T p , S, S ′ ) is also a SMC quadruple.
Proof. To show (T , T p , S, S ′ ) is a SMC quadruple, we only need to check (RS2) in Definition 4.1 holds, that is, 
is a co-t-structure. By Proposition 2.5, we have Now fix an integer l ≥ 2n. Let X := H ′ [l] * H ′ [l − 1] * · · · * H ′ and Y := ⊥ X be two subcategories of T . Since H ′ is convariantly finite, then X is also convariantly finite (see [Ch1, Theorem 1.4] ) and thus T = Y * X is a torsion pair by [IYo, Proposition 2.3] 
is a co-t-structure. Now we show the claim. For any Y ∈ Y, there exists a triangle
by (4.5), then to prove the claim, it suffices to show Y ≥−l ∈ ⊥ S ′ [≥0]. With (4.2), we only need to check the following cases. 
Then by triangle (4.6), (iii) is true.
So our claim above holds and thus T = ⊥ S ′ [≥ 0] ⊥ ⊥ S ′ [< 0] is a co-t-structure. By (4.3) ,
is also a SMC quadruple.
Application to Gorenstein dg algebras
In this section, we consider the applications of Theorem 4.5 to Gorenstein dg k-algebra. Let A be a dg k-algebra. We denote by DA the derived category of A and D b (A) the bounded derived category (that is, the triangulated subcategory of DA, consisting of objects whose total cohomology have finite dimension). We use the setting considered in [J] . Assume A satisfies the following conditions.
(1) A is non-positive, i.e. H i (A) = 0 for i > 0;
(2) A is proper, i.e. dim k i∈Z H i (A) < ∞;
(3) A is Gorenstein, i.e. the thick subcategory per A of the derived category DA generated by A coincides with the thick subcategory generated by DA. Let S :=? ⊗ L A DA be the Nakayama functor. Let S = {S i , 1 ≤ i ≤ n} be the set of simple H 0 (A)-modules. We may also regard S as the set of simple dg A-modules concentrated in degree 0. In this case, we have the following observation.
Proposition 5.1. The quadruple (D b (A) , per A, S, S) is a SMC quadruple.
To show this proposition, we need prepare some lemmas first.
Lemma 5.2. Let X ∈ D b (A). Then the following are equivalent.
(1) X ∈ per A;
Remark 5.3. This lemma is known for finite dimensional k-algebras (see [AKLY, Lemma 2.4] ).
Here we generalize it to any non-positive proper dg k-algebras.
Proof. (1) ⇒ (2) Since for any Y ∈ D b (A) and i ∈ Z, we have Hom D b (A) (A, Y [i]) = H i (Y ), then it is clear (2) holds for A. Thus by dévissage, (2) holds for any X ∈ per A = thick(A).
(2) ⇒ (1) Assume X ∈ D b (A) satisfies (2). We construct the following triangles inductively.
such that X 0 = X, P n ∈ add A and l n = − sup{l ∈ Z | H l (X n ) = 0}. In addition, the induced map H −ln (P n ) → H −ln (X n ) is the projective cover of H −ln (X n ). By our construction, it is easy to see that l 0 < l 1 < l 2 < · · · . We only need to show X n = 0 for big enough n and then X ∈ per A. We claim
, for any S ∈ S. Notice that Hom D b (A) (P i [t], S[l m ]) = 0 for any i and t < l m . We consider two cases l m−1 + 1 < l m and l m−1 + 1 = l m . For the first case, we know l n + 1 < l m for all n < m, then we have
. by applying Hom D b (A) (?, S[l m ]) to triangles (5.1) for n < m. For the second case, we consider the following commutative diagram.
The left and right arrows are bijective (see for example, [KN, Lemma 4.4] ). Since the lower map is isomorphic by our construction of P m−1 , so is the upper one. Then we have Hom D b (A) (X m , S[l m ]) = Hom D b (A) (X m−1 , S[l m ]) by triangle (5.1) (taking n = m − 1). Moreover the claim holds by triangle (5.1).
By our assumption, there exists N > 0, such that for any n > N and S ∈ S, we have Hom D b (A) (X, S[n]) = 0. Since there exists m such that l m > N . Then by the claim above, Hom D b (A) (X m , S[l m ]) = 0 for all S ∈ S. Then it is easy to check
It suggests X m must be zero. Thus X ∈ P 0 [l 0 ] * P 1 [l 1 ] * · · · * P m [l m ] ⊂ per A. Proof.
(1) is well-known, see for example [IYa1, Proposition 2.8 ].
( by Proposition 2.5. Thus the claim is ture.
Notice that we have another co-t-structure
). Since by (RS1), we have a triangle equivalence S :
be the category of Cohen-Macaulay dg A-modules . Then we recover some results obtained in [J] by applying Theorem 4.5. We end this section by an example.
Example 5.6. Let A be the dg k-algebra k[X]/(X 3 ) with deg X = −2 and zero differential. Then CM A = {M ∈ D b (A) | H i (M ) = 0 for i > 0 and i < −4}. Then the AR quiver of D sg (A) is given by the following.
where A 2 is the dg A-module k[X]/(X 2 ).
6. SMC reduction Versus SMS reduction be the SMC reduction of T with respect to R. By relative Serre property (RS1), we have T p ∩ thick(R) ⊥ = T p ∩ ⊥ thick (R) , which will be denoted by U p , that is,
This category can be regarded as a full subcategory of U (see [Ne, Lemma 9.1.5] ). Our aim in this subsection is to show the SMC reduction of a Calabi-Yau triple gives us a new Calabi-Yau triple.
To prove the theorem above, we need the description of U obtained in Section 3. Let
Then by Theorem 3.1, there is an equivalence Z ∼ = U and the SMC S in U corresponds to SMC S ′ := S\R in Z. The following lemma implies the triple (U, U ′ , S) is equivalent to the triple (Z, T p ∩ Z, S ′ ). So to prove Theorem 6.1, it is equivalent to show (Z, T p ∩ Z, S ′ ) is a (−d)-CY triple.
Lemma 6.2. We have U p = T p ∩ Z as subcategories of T .
Proof. Let X ∈ T p . Then X ∈ Z if and only if Hom T (R[≥0], X) = 0 = Hom T (X, R[≤0]). By the relative Serre duality (RS1), we have Hom T (R[≥0], X) = D Hom T (X, R[≥−d]). Then X ∈ T p ∩ Z if and only if X ∈ T p ∩ ⊥ thick (R) .
with X >0 ∈ T >0 and X ≤0 ∈ T ≤0 = T ≤0 . We may assume that f ∈ rad(X ≤0 [−1], X >0 ). There is also a triangle
Then we have the following results. Lemma 6.3. Let X ∈ Z. Then (1) X >0 ∈ T p ∩ Z and X ≤0 ∈ Z;
(2) X ′ <0 ∈ T p ∩ Z and X ′ ≥0 ∈ Z. Proof. We only prove (1), since the second one can be shown in a similar way. We first show X >0 ∈ T p ∩ Z. Since X >0 ∈ T p by (RS2) and T p ∩ Z = T p ∩ ⊥ thick(R) by Lemma 6.2, it suffices to show X >0 ∈ ⊥ thick (R) . Since X >0 ∈ T >0 = ⊥ S[≥0], then Hom T (X >0 , R[≥0]) = 0. Because Hom T (X, R[<−1]) = 0 and Hom T (X ≤0 , R[<0]) = 0, then we have Hom T (X >0 , R[<−1]) = 0 by triangle (6.1).
We are left to show Hom T (X >0 , R[−1]) = 0 for any R ∈ R. Since X ≤0 [−1] ∈ T ≤1 , X >0 ∈ T ≥1 and f ∈ rad(X ≤0 [1], X >0 ), then the induced map Hom T (f, R[−1]) is zero by Proposition 4.12. Since Hom T (X, R[−1]) = 0, then Hom T (X >0 , R[−1]) = 0 by the triangle (6.1). So X >0 ∈ ⊥ thick(R) and therefore, X >0 ∈ T p ∩ Z.
Since X >0 ∈ T p ∩ ⊥ thick(R) = T p ∩ thick(R) ⊥ and X ∈ Z, then it is easy to check X ≤0 ∈ Z by applying Hom T (R[≥0] , ?) and Hom T (?, R[≤0]) to (6.1). Thus the assertion is true. Now we are ready to prove Theorem 6.1.
Proof of Theorem 6.1. It is enough to prove (Z, Z ∩ T p , S ′ ) is a (−d)-CY triple.
By Lemma 6.2, we know T p ∩ Z is a thick subcategory of Z and moreover, P 1 = P [1] for any P ∈ T p ∩ Z. So the conditions (RS0) and (RS1) in Definition 4.1 hold directly. Next we show there is a co-t-structure Z = ⊥ S ′ ≥0 ⊥ ⊥ S ′ <0 and ⊥ S ′ ≥0 ⊂ T p ∩ Z.
Let X ∈ Z. Consider the triangle (6.1), we claim X >0 ∈ ⊥ S ′ ≥0 and X ≤0 ∈ ⊥ S ′ <0 . Notice that for any S ∈ S ′ and n ≥ 1, we have
for m > 0 and X ≤0 ∈ T ≤0 . Thus we have
Notice that S ′ is a SMC in Z by Theorem 3.1, then ⊥ S ′ < 0 = Filt(S ′ ≥ 0 ) and therefore, Hom Z ( ⊥ S ′ ≥ 0 , ⊥ S ′ < 0 ) = 0. So the claim holds and Z = ⊥ S ′ ≥ 0 ⊥ ⊥ S ′ < 0 is a co-tstructure.
Assume X ∈ ⊥ S ′ ≥0 , consider the triangle (6.1), since X >0 ∈ T p by (RS2) and we have shown X ≤0 ∈ ⊥ S ′ < 0 above, then Hom Z (X, X ≤0 ) = 0 and thus X is a direct summand of X >0 . So X ∈ T p and ⊥ S ′ ≥0 ⊂ T p ∩ Z.
Similarly, one can show Z = S ′ ≥0 ⊥ ⊥ S ′ <0 ⊥ is also a co-t-structure with S ′ <0 ⊥ ⊂ Z ∩T p . Thus (Z, Z ∩ T p , S ′ ) is a (−d)-CY triple and so is (U, U p , S). 6.2. SMC reduction reduces SMS reduction. In this section, we study the relation between SMC reduction and SMS reduction introduced in [CP] . Let (T , T p , S) be a (−d)-CY triple for d ≥ 0. Let H = Filt(S). Let R be a subset of S such that H R = Filt(R) is functorially finite subcategory of T .
The singularity category T sg is a (−d − 1)-CY triangulated category and S is a d-SMS in T sg by Theorem 4.5. Moreover, we may regard T sg as a subfactor category of T , that is
where F = H[d] * H[d − 1] * · · · * H, and P = T ≥0 ∩ T ≤0 . By this description, it is easy to check H R is also functorially finite in T sg . Let
Then we regard (T sg ) R as the SMS reduction of T sg with respect to R in the sense of [CP] . By [CP, Theorems 4 .1 and 5.1], (T sg ) R has a structure of triangulated category. In Section 6.1, we have shown the triple (U, U p , S) of the reduction of (T , T p , S) is still a (−d)-CY triple (Theorem 6.1). Our main result of this subsection is that the SMS reduction of the singularity category coincides with the singularity category of the SMC reduction in the following sense.
Theorem 6.4. There is a triangle equivalence from U sg = U/U p to (T sg ) R .
(1) The map Hom T (R[i] , X) → Hom Tsg (R[i] , X) is bijective (resp. surjective) for i ≤ d − 1 (resp. i ≤ d). In particular, Hom Tsg (R[i] , X) = 0 for 0 ≤ i ≤ d;
(2) The map Hom T (X, R[−i]) → Hom Tsg (X, R[−i]) is bijective (resp. surjective) for i ≤ d − 1 (resp. i ≤ d). In particular, Hom Tsg (X, R[−i]) = 0 for 0 ≤ i ≤ d.
Proof. We only shown (1), since (2) is similar by using Lemma 6.3 (2) and Proposition 6.6 (2). The triangle (6.1) induces a commutative diagram as follows,
The upper map is bijective since X >0 ∈ T p ∩ Z ⊂ thick(R) ⊥ by Lemma 6.3 (1) and the lower map is bijective since X → X ≤0 becomes an isomorphism in T sg . Since X ≤0 ∈ T ≤0 = T ≤0 , then the right map is bijective (resp. surjective) for i ≤ d − 1 (resp. i ≤ d) by Proposition 6.6 (1), so is the left one. Since X ∈ Z, then Hom T (R[≥0], X) = 0. So Hom Tsg (R[i] , X) = 0 for 0 ≤ i ≤ d.
The following proposition shows we have a triangle functor Z → (T sg ) R .
Proposition 6.8. The composition of functors Z ֒→ T π − → T sg induces a well-defined triangle functor ρ : Z → (T sg ) R .
Proof. By Lemma 6.7, it is easy to see ρ(Z) ⊂ (T sg ) R . So ρ : Z → (T sg ) R is well-defined. We show it is a triangle functor.
First we claim ρ commutes with shift functors. Let X ∈ Z. Then X 1 is defined by the following triangle (see Section 3). Then it is clear thatρ is dense. We are left to showρ is fully faithful. Let X, Y ∈ S ′ . We may assume X, Y ∈ P Z . It is enough to show Hom F Z Hom Z (X, Y t ). So the equation (6.3) is true. Thenρ is fully faithful.
Thusρ : FZ [PZ ] → (T sg ) R gives a triangle equivalence and the theorem holds.
We finish this paper by consider some examples.
Example 6.9. Let A be a finite dimensional symmetric k-algebra and let e be an idempotent. Let S e = top(1−e)A. Then by Proposition 3.7 (1), the SMC reduction of D b (mod A) with respect to S e is triangle equivalent to D b (mod eAe). Then by Theorem 6.4, we have the following commutative diagram, We point out that the left map is given by the functor ? ⊗ L A Ae : D b (modA) → D b (modeAe) and, the upper and lower maps are given by the Verdier quotient. But the right map is usually not given by functors.
Next we consider a concrete algebra A and check the equivalence D sg (eAe) ∼ = (D sg (A)) Se by comparing the AR quivers of them. Example 6.10. Let A be the k-algebra given by the quiver 1
with relations
{α 1 α 2 α 1 , β 2 β 1 β 2 , α 1 β 1 , β 2 α 2 , α 2 α 1 −β 1 β 2 }. Let S i be the simple A-modules at vertices i (i = 1, 2, 3) and let P 1 = 1 2 1 (resp. P 2 = 
