Abstract-A parallel file system (PFS) is often used to store intermediate results and checkpoint/restart files in a high performance computing (HPC) system. Multiple applications running on an HPC system often access PFSs concurrently resulting in degraded and variable I/O performance. By managing PFS accesses, these sharing induced inefficiencies can be controlled and reduced. To this end, we are exploring access control mechanisms to manage the shared PFS, so that the PFS can change its runtime behavior when it serves I/O requests from applications, e.g., provide exclusive access to a single application at a time and for a time window. In this paper, we discuss our design space exploration and also present some initial experimental results collected during the exploration. This work enables deeper exploration of our ongoing research in managing inter-application interference in a PFS.
I. INTRODUCTION
A parallel file system (PFS) is a common and very important component of high performance computing (HPC) systems. It serves as a high performance storage system for HPC applications. Operations such as checkpointing, a fault tolerance technique [1] , writing simulation output and reading input data for scientific analysis all use the same PFS resource. PFSs are designed to provide high I/O bandwidth and support highly concurrent accesses from HPC applications. However, with the massive growth in compute capability observed in current petascale systems and expected on future exascale systems, PFSs as currently designed will not be able to provide the I/O performance level required by scientific applications [2] , [3] . Increasing processor core counts and system memory sizes imply more concurrent I/O requests moving larger amounts of data in and out of the PFS. Because the capability of the PFS is not growing at the same rate, this will result in application progress delays waiting for I/O to complete.
A PFS is generally shared across applications on a system and even across multiple systems in some cases. Concurrently running applications share multiple components of a PFS, including storage servers and disks, which results in variation and reduction in the I/O performance of the applications [4] . The sources of the performance impacts can vary based on system and PFS designs, but are essentially due to contention for shared resources of the system and the PFS. These resources include: network hardware used for both I/O requests and communication traffic; file system servers that manage metadata and other I/O requests; and other servers and hardware that handle committing the I/O requests to the actual storage media, including the actual storage media devices themselves.
Today, PFSs do not manage I/O accesses by applications, so the I/O requests are issued and handled according to the timing of each application, leading to the possibility of interference. If the PFS had greater control over application accesses, then this interference could be avoided. As a simple example, if the PFS allowed applications access the PFS sequentially instead of concurrently, we could avoid the interference and thus provide higher and more predictable I/O bandwidth to the applications.
Prior efforts have worked to address the contention problem. Techniques such as scheduling and storage server coordination [5] , [6] can improve bandwidth sharing fairness across applications, where applications will get a fair or equal share of available bandwidth. However, applications still see a bandwidth reduction due to this sharing. Similarly, adaptive techniques such as diverting I/O requests to less busy servers [4] or data migration across storage servers [7] can improve load balance and help avoid hot spot creation. Yet, load balancing is difficult for these techniques, because they must keep track of the server load levels dynamically. In addition, these techniques treat applications as if their I/O needs are equivalent. However, in reality, applications have varying I/O needs, e.g., longer or shorter times to complete checkpoints to the PFS, which can upset load leveling efforts. Thus, none of these approaches fully address the problem of concurrent accesses.
Based on the issues surrounding concurrent PFS accesses, we argue that there should be a change in the way applications access the PFS -namely, there should be a mechanism for the PFS to dynamically control I/O accesses, and applications should be able to communicate their I/O needs to the PFS. With access control, the PFS can decide how and when I/O access requests from applications are handled, and can attempt to globally optimize accesses across applications on a system, rather than simply to optimize low-level I/O requests from a single application. Additionally, if applications can communicate their access needs to the PFS, e.g., the times when I/O will occur and the desired durations of access, the PFS can make informed decisions for the coordination of I/O requests that can benefit all applications on the system. In this paper, we present a design space exploration of an access control mechanism for PFSs we call IO-Cop. We first motivate our work with a demonstration of how easily interference appears in a PFS and show an instance of potential performance benefit when an access control mechanism is used (Section II). Then, we explore allowing IO-Cop to control PFS access requests at a high level, i.e., in the application or I/O middleware, and how to enable communication between applications and IO-Cop (Section III). Next, we evaluate our design through experiments where we study the performance benefits of IO-Cop for one specific instance of an access control mechanism. We evaluate a case where a single application gets exclusive access to the PFS at a time (Section IV). We also discuss issues such as the implication of IO-Cop for applications from the perspective of performance and system adaptation, possible overhead, and scalability of the current design of IO-Cop (Section IV).
II. MOTIVATION: EXISTENCE OF INTERFERENCE
Inter-application interference is a common phenomenon in PFSs of HPC centers [4] . The interference generally originates from concurrent access by multiple applications. Because there are a limited number of shared storage servers available on a PFS, applications often share the storage servers ( Figure 1 ). In addition, application data is often striped across multiple storage servers to get higher aggregate write and read bandwidth. In this case, the chance of sharing servers and other PFS components increases as multiple applications use this strategy to get better performance from the PFS.
Here we present an experiment to demonstrate interapplication interference between two applications and show how easy it is to create interference with just two applications.
A. Experimental Setup
This section gives details on the machine environment and the benchmark we used for our experiments.
1) Machine Environment: We conduct our experiments on the Hyperion cluster at Lawrence Livermore National Laboratory. Each of its nodes has an Intel(R) Xeon(R) ES-2660 with 8-cores. It has an InfiniBand 4x DDR interconnect. Interference in PFS with N-1 (shared file): Instance0 accesses PFS alone, whereas Instance1 and Instance2 perform concurrent access. We observe bandwidth reduction during concurrent access. We use 512 nodes for our experiments and Lustre with 8 storage targets (OSTs) as a shared PFS. Hyperion is an experimental cluster with fewer jobs running offering an opportunity to perform a more controlled study of PFS interference as it has less interference from jobs belonging to other users.
2) Benchmark: For our experiments we use IOR, a popular HPC I/O benchmark [8] . We use two configurations for concurrent file access: a) all processes of an application access a shared file (N-1 mode); and b) each process accesses a separate file (N-N) mode. Both of these I/O configurations are common in HPC applications.
For the N-1 mode, we configured the run as follows: 2048 processes with each process writing 64 MB using MPI-IO, with a 4 MB buffer striping across 8 OSTs.
For the N-N mode, we set the run configuration as follows: 1024 processes with each process writing 64 MB using POSIX, with a 4 MB write buffer and striping to a single OST for each file. However, files of different processes are distributed across the 8 OSTs by the PFS.
B. Interference Experiments
Here we give the results of the experiments using both N-1 and N-N writing strategies.
For our first experiment (Experiment1), we observe the interference between two instances of IOR using the N-1 mode. Both instances concurrently access the same set of 8 Lustre OSTs. We observe two specific cases: a) when an IOR instance (Instance0) runs alone without sharing the PFS; and $ b) when the two IOR instances (Instance1 and Instance2) run together and concurrently access the Lustre OSTs. We show results with four readings in Figure 2 . During concurrent access, Instance1 achieved an average of 29.6% less bandwidth compared to Instance0, which runs alone without interference from any other IOR instances. Similarly Instance2 saw a 30.3% reduction.
For the second experiment (Experiment2), we use the N-N mode. As with Experiment1, the instances access same set of 8 OSTs and again we evaluate two cases: a) when an IOR instance (Instance0) runs alone without sharing the PFS; and b) when the two IOR instances (Instance1 and Instance2) run together concurrently and access the Lustre OSTs. We show the result in Figure 3 .
Our first observation is the reduction in I/O bandwidth under shared usage. Instance1 and Instance2 achieved an average of 52.8% and 54.3% bandwidth reduction respectively, compared to Instance0. The next observation shows the variation of interference effects between Experiment1 and Experiment2. For the two experiments, we observed an average bandwidth reduction of 29.9% and 53.5% respectively. The lower variation in Experiment1 is attributable to the IOR instances being unable to achieve full bandwidth to the PFS. Nevertheless, it shows interference is present in both cases. In addition, it demonstrates that the effect of interference is also variable, which can change with the application I/O configuration and the combination of jobs that concurrently access the PFS.
C. Advantage of Access Control
Next, we demonstrate the possible benefit of PFS access control with two concurrent applications. 1 Consider the scenario in Figure 4 with two applications with bursty I/O phases, i.e., with repeating compute and I/O cycles, which is common in HPC simulations. To represent this setup, each I/O cycle is represented by an IOR run. To represent the compute phase, a 30 second sleep is used between IOR runs. The sequence of runs and sleeps resembles a cyclic, bursty HPC simulation. 1 For this experiment, access control is achieved with manual intervention. We configure the benchmark to run with four compute and four I/O iterations.
This experiment demonstrates that removal of interference can have a performance benefit for applications with multiple regular I/O cycles, as shown in Figure 5 . We observe three cases a) a single instance, Instance0, runs alone with no interference during PFS access. b) two instances start at same time such that the I/O phases of the two instances overlap; and c) applications have coordinated start, where Instance2 was delayed to overlap its first compute phase with the I/O phase of Instance1. Because of this overlap, the two instances access the PFS at different times and avoid interference even though they are concurrently running on the HPC system. With coordination, Instance1 had a reduction in end-to-end time of 19.47% compared to the interfering case whereas Instance2 had 10.71%. Instance2 had an extra overhead of 7.9% compared to non-interfering Instance0, because Instance2 had a delayed start to avoid I/O phase overlap.
Through our experiments we show that it is easy to achieve interference on current HPC systems. In addition, we give an example of a case where two applications achieve higher performance with coordinated start to provide controlled access to the PFS. Similar performance benefit can be achieved with a dynamic PFS access control mechanism.
III. ACCESS CONTROL FOR PFS
In this section, we explore the design space of IO-Cop. The goal of IO-Cop is to help manage accesses of the PFS from multiple applications to reduce interference that degrades I/O performance. Here we present the features of the IOCop control system, abilities it should have, and then analyze solutions for achieving some of the important abilities.
A. Behavior of PFS Access Controller
The primary task of a PFS access controller is to control and manage when the PFS provides service to application access requests to avoid interference. For example, if many applications are trying to access the same storage servers and will likely interfere, the controller can limit the number of applications that concurrently access the servers. A simple case could be to allow PFS access to the applications one at a time (exclusively). Our design exploration revolves around this main concern: "How can the PFS effectively offer access control?". We will explore how we can achieve this control and then perform an initial performance analysis.
B. Technical Requirements for a PFS Access Controller
Below is a list of a few of the important technical features for the PFS access controller: 1) Decision Making: The PFS access controller examines access requests coming from applications, and makes decisions on which requests get access at a given time. 2) Information Transfer: Applications submit access requests to the controller and report back when access is complete. Similarly, the controller reports access decisions to the applications. 3) Application Control: The applications access the PFS based on decisions received from the controller.
Next describe our design of a PFS access controller with these features. For these discussions, we consider the case when the PFS access controller provides exclusive access to a single application at a given time. To keep the discussion simple, we assume each of the applications is a parallel MPI job. 
C. Decision Making
The PFS access controller makes decisions for when applications get access to the PFS. The decision making component has knowledge of all pending access requests in order to make access scheduling decisions. For exclusive access, the decision will be made in this order: for all pending requests, one request will get access whereas others will be pending until the allowed request completes. The PFS access controller transfers an access token between applications based on which application currently has access ( Figure 6 ). The token based access control mechanism allows serialization of PFS accesses. We can apply scheduling policies together serialization in order to manage multiple requests. One example is using a first come first serve (FCFS) policy. Under this policy, access request arrival time is recorded; then during each scheduling step, the pending request with the earliest arrival time is given the access token.
For this approach, the PFS access controller is a central component, running as a network-accessible server. Access requests from applications pass through the central controller. The controller maintains the token, which it assigns to an application based on the scheduling policy. The controller also makes distinctions between the applications. In order to do so, it assigns each job a unique ID, the appID. The appID is valid for the application's lifetime and is transparent to the applications.
D. Information Transfer
The PFS access controller sets up a channel for bidirectional information exchange with applications. Applications send access requests and notifications of completed accesses to the controller. The controller transfers access decisions to the applications, i.e., transfers the PFS access token for exclusive access.
For application information exchange, we use a single process of an MPI job with rank 0 as the point of contact on behalf of the application. We call this process the local coordinator. The information exchange is transparent to the application, as discussed in Section V-B. The local coordinator communicates with the PFS controller through network communication ( Figure 7) . We show the communication protocol between the local coordinator and the access controller in Figure 8 . When an application needs to access the PFS, its local coordinator sends a request to obtain the access token and then waits. When the access controller decides to give the access token to this application, the controller sends the token to the local coordinator. After receiving the token, the application performs the PFS access, e.g., completes an I/O call. Then, it releases the token back to the access controller.
In addition to sending access requests, applications can use the communication channel to provide information about their high-level I/O behavior to IO-Cop. Examples of such information include: expected start and end of an I/O phase, and the amount of data to be transferred for an access request. This information can be used by IO-Cop to improve scheduling decisions, e.g., for managing access control granularity (Section IV).
E. Application Control
PFS access requests can be controlled at different levels in the I/O software stack. One option is remote procedure calls from the PFS clients on compute nodes, initiated after the application makes I/O API calls to access the PFS. However, at such a low level, it is difficult to adequately control application access the PFS for global benefit. Instead, if access control occurs at a higher level in the I/O stack, i.e., MPI-IO and POSIX API calls, the PFS controller with have a higher level knowledge of applcation I/O behavior, e.g., the start and end points of application file access.
IV. EXPERIMENTAL EVALUATION
We performed experiments to evaluate the potential performance benefits of access control for HPC applications. We used the experimental setup presented in Section II-A. For these experiments, we executed the two concurrent instances of IOR in N-1 mode with PFS access control added under MPI-IO layer. The PFS I/O controller is implemented as a multithreaded server communicating with the local coordinators through TPC/IP sockets. In the first experiment, we intercepted calls to MPI-IO API MP I F ile W rite At, which IOR uses during write tests when using MPI-IO as the I/O library. We found that this setting results in poor performance for Fine Grained Access Control (A.C.), as shown in Figure 9 . Among the two IOR instances, Instance1 sees a performance degradation of 36.6% whereas Instance2 sees 48.52%.
The performance degradation in spite of access control can be attributed to MP I F ile W rite At being called multiple times for each IOR write phase. The call is made 16 times in each phase, with each process writing 64 MB data with a 4 MB transfer size. This also means the access token was obtained and released 16 times. Thus, the access token was passed back and forth between the two IOR instances so that they obtained interleaved access, preventing streamed access to the PFS for either instance. In addition, there could have been some overhead for executing the access control protocol for each call.
For our next experiment, we used a larger access granularity in order to obtain the access token exclusively for each write phase. Here, we obtained the access token at file open and released it at file close. The results of this setup are shown as Coarse Grained A.C. in Figure 9 . The interference effect is invisible in the bandwidth achieved by both instances with only minor variations. Instance1 has -1.14% bandwidth variation whereas Instance2 has +7.28%. These minor bandwidth variations are related to background interference in the PFS created by jobs belonging to other users.
We also measured the end-to-end time for each IOR job execution, which includes the time for job submission, wait time to obtain the PFS access token, and time to complete the job. Figure 10 shows the results. Here we show that IOR instances take longer under Fine Grained A.C., compared to when a single instance is executed (Instance0). However, with Coarse Grained A.C., we can see a slightly different behavior compared to bandwidth performance from Figure 9 . Instance1 runs in nearly the same time as Instance0, which has a time savings of 30.8% compared to the Fine Grained A.C case. But Instance2 shows degraded performance with a time increase of 18.3%. This is because Instance2 had to wait to acquire the PFS access token. That means Instance2 had to wait before it got access to the PFS, but it obtained high bandwidth when it obtained access after waiting.
V. DISCUSSION

A. Performance Benefits
Our experiments showed that with PFS access control, applications can achieve higher PFS bandwidth and their reduce I/O completion time. Applications may spend some time waiting for the access token to complete their I/O requests, but the total wall clock time is improved in spite of waiting. For example, in Section II-C, we observe that with a coordinated start, two applications were able to improve both the I/O completion time and application end-to-end time. One application had to wait during the coordination process. Similarly in Section IV, we first show that both application instances are able to achieve higher I/O bandwidth compared to the case when they were interfering. In terms of I/O completion time, Instance1 ran as fast as running alone, whereas Instance2 had a total time as if it was running with interference. This shows overall improvement in PFS access performance as Instance1 had direct benefits and Instance2 saw no extra overhead compared to the case it was running without the access control.
There is still room for improving the performance benefits for applications by allowing them to leverage the wait time for useful computation. This can be achieved if applications are able to see control decisions made by the access controller. Then, applications can make intelligent decisions about how to use the wait time. For example, if there is some time before a simulation application gets access to the PFS to write a checkpoint and the application is aware of the delay, it can either stop and wait to get the PFS access token or alternatively perform more computation during the delay (Figure 7) .
B. Interactions with Applications
From a software engineering point of view, there are two ways for IO-Cop to support HPC applications. The support can either be transparent or partially visible to the applications. Under the transparent model, IO-Cop can be accessed from I/O middleware. Alternatively, it can be made transparent to I/O middleware by intercepting I/O calls, as demonstrated in this paper.
Our results (Figure 9,10) show that fine-grained access control does not remove inter-application performance. However, coarse-grained access control provides low overhead and is effective for reducing interference. In order to enable coarse access control, we can wrap the control around file open and close calls.
It could also be beneficial to obtain the access token for writing multiple files, e.g., while writing multiple files belonging to a dataset. In addition, large file transfers may benefit from access control at a finer granularity than simply file open and close. This means that it could be beneficial to lift some of the access control role up to the application level. An application can provide simple information such as the start and end times for its PFS access. With application participation, we may be able to further reduce inter-application interference through the use of IO-Cop. The information from applications could potentially be used to learn higher-level application I/O behavior to make more effective access control decisions. A simple set of APIs to tell the start and end of an I/O phase can help for this purpose. An investigation of learning techniques and scheduling protocols based on the application information is reserved for future work.
For applications to be aware of decisions made by the access controller so that they can utilize token waiting time in computation (as discussed in Section V-A), we will need to expose simple API to application developers. The API could be as simple as a function call that returns the total expected waiting time for the token.
C. On the Scalability of IO-Cop
With our current model, each application communicates with the PFS access controller, making the access controller a potential bottleneck. However, from each application, only a single process, i.e., the local coordinator, communicates with the access controller which reduces the communication overhead. Because it only has to communicate with a single process from each job, IO-Cop should be able to handle large number of concurrent applications. In addition, we could use a distributed access controller if still faced with scalability issues. We plan to explore these and other scalability issues of IO-Cop in future work.
D. On Fault Tolerance of IO-Cop
In this paper, we do not perform in-depth analysis of fault tolerance of IO-Cop, but leave it for future work. Instead, we discuss a few possible problems and solutions at the design level.
Probable fault locations for IO-Cop are the access controller and local coordinator. Yet both present a possibility for fault resilience. The access controller can store its state about access decisions and currently running jobs redundantly on a different machine. In the case a controller dies, a new instance can be instantiated using the saved state. To detect a fault in the access controller, we can use existing techniques such as heart beat monitoring [9] . A monitoring process running on a separate node can keep track of the heartbeat signal sent by the access controller. If it detects a fault, the monitoring process can hot swap [9] the access controller with minimal interruption to IO-Cop.
The local coordinator is currently a shared library that intercepts application I/O calls. To make it fault resilient, first we can run its major components, e.g., communication with the access controller, on a separate process. This will loosen the coupling between the application process and local coordinator so that the application will not be affected if the local coordinator terminates. Then, in case of failure, the local coordinator process can be restarted. As in the case of the access controller, the state of the local coordinator can be stored redundantly to help with restart. Similarly, fault detection for the local coordinator could be added under the I/O interception library. If the local coordinator process does not respond while sending I/O requests or if it does not return within a small fixed time from I/O job submission, a new process can be spawned to hot swap the faulty local coordinator.
VI. RELATED WORK
High Performance in the PFS is very important for HPC applications as I/O is an important service both for resilience and for producing scientific insights. Researchers have performed studies to improve its performance and reduce the impact of sharing. Techniques range from managing storage servers to providing guidance from applications.
The PFS sees the I/O requests from applications in the form of low level calls from PFS clients on compute nodes. At that level, it is not able to make discriminations between traffic from different applications. Researchers have made attempts to remove that limitation by providing unique identifiers for applications [5] , [6] or by providing a proxy PFS for each application [10] . With such discrimination, PFS bandwidth can be managed well across the applications, i.e., improve fairness between them. Song et al. [5] divided PFS service time into uniform time slices and then distributed the time slices among different applications uniformly with a goal to improve fairness in bandwidth sharing. In addition, they added coordination between the servers such that they all serve a single application at each time slice. This removes inefficiency that arises due to different progress rates for an application across different servers. Zhang et al. [6] also synchronize storage servers to serve one application at a time. They try to improve spatial locality in order to make decisions on when to switch between the applications. These solutions can help obtain local optimization and improve fairness in PFS bandwidth access. However, interference effect still exist, i.e., two applications can get 50% storage bandwidth when they concurrently access the PFS.
Researchers have also explored other varieties of dynamic management techniques to reduce interference in the PFS. One such example is the diversion of I/O traffic to less busy servers, presented by Lofstead et. al. [4] . They achieved this by controlling mapping of application and PFS servers. This technique can help distribute I/O load across all the storage servers and try to avoid creation of hotspots in fewer servers. One challenge with this technique is to keep track of the changing load level and usage pattern of the servers, which is often difficult in absence of any high level knowledge of application's behavior. Some other dynamic techniques include data replication [6] and dynamic data migration [7] . They also face challenges similar to I/O traffic diversion. However, there is a possibility for incorporating such dynamic techniques into IO-Cop. In that case, firstly, IO-Cop can use knowledge of high level application behavior to guide the dynamic techniques. Secondly, these techniques can add another dimension of resource management capability to IO-Cop and thus help it better manage the shared PFS.
Despite all of this work, proper management of the shared PFS and achieving the bandwidth level required by HPC applications is still a challenge. Researchers are actively investigating this area. Some other efforts includes techniques such as inter-application coordination [11] , PFS bandwidth reservation [12] , data-driven scheduling [13] , [14] and asynchronous object storage [15] .
A large amount of research effort has been performed to improve I/O performance in general, without just focusing on sharing. Some of these techniques include adaptive data layout or striping across PFS servers [16] , data prefetching [17] , [18] , extension of storage hierarchy by adding storage tiers such as burst buffers [2] , [19] and data staging [20] , [21] , reducing I/O concurrency in applications [22] and during PFS access [20] , [23] , data compression [24] , and active storage [25] , [26] . Data prefetching can even help in reducing interference in a shared storage server and is more effective when combined with managed cache space partitioning [27] , [28] . With correct prediction of future read accesses, prefetching can help improve I/O performance for future read operations for applications. In addition, prefetching can be conducted at PFS idle times, which will further help reduce concurrent PFS access requests. For such reasons, we plan to explore and include prefetching functionality under IO-Cop, as part of our future work. Both knowledge of application behavior and ability to control timing of prefetching that are available under IO-Cop should be helpful for this work.
Researchers are also actively conducting studies to understand inefficiencies in the HPC storage system [3] , [4] , [29] as HPC I/O challenges are continually increasing. Such studies can provide guidance for developing and improving techniques for I/O optimization.
In addition to HPC storage, inter-application interference can create problem in cloud and big-data systems, which often host multiple applications [30] - [32] . To name a few, Xu et. al [31] studied interference in MapReduce based BigData cluster and Pu et. al [32] studied interference in virtualized cloud nodes.
VII. CONCLUSION
In this paper, we presented a design space exploration of IOCop. With IO-Cop, we aim to achieve better control over how the PFS responds to access requests from applications. IOCop can help the PFS change its runtime behavior based on application access requirements or improve access control of the PFS. Applications can interact with IO-Cop and guide it in making access decisions and thus control the runtime behavior of the PFS. We explored its design alternatives and also evaluated the access control mechanism with an example control mechanism where each application was provided exclusive access to the PFS at a time. With this ongoing work, we aim to better manage the PFS, the shared storage system of HPC systems, and reduce inter-application interference causing a reduction in I/O performance of HPC applications.
