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Resumen
La optimizacio´n es un campo fundamental en el desarrollo tecnolo´gico ac-
tual. Sus herramientas permiten realizar avances en robo´tica, economı´a finan-
ciera o regresio´n estad´ıstica. Presentamos una nueva perspectiva con la que
tratar los problemas de optimizacio´n sobre polinomios no negativos, que con-
sisten en minimizar o maximizar imponiendo restricciones equivalentes a que
uno o varios polinomios sean no negativos. La formulacio´n sos (sum of squares)
ha supuesto un gran avance para este tipo de optimizacio´n en los u´ltimos an˜os
ya que,como veremos, se puede solventar usando programacio´n semidefinida.
En este trabajo, definimos este tipo de programacio´n y estudiamos las cuali-
dades de os polinomios que son suma de cuadrados, as´ı como su relacio´n con
los polinomios no negativos. Sin embargo, para problemas con un gran nu´mero
de variables, la formulacio´n sos se ve limitada y no es capaz de proporcionar
una solucio´n. Es por ello que introducimos la optimizacio´n dsos y sdsos como
alternativa. Se basa en el uso de polinomios de las clases homo´nimas. E´stos
cumplen estar contenidos en la clase sos por lo que perdemos, en principio,
regio´n factible y, por tanto, fiabilidad en la solucio´n. Esta pe´rdida de precisio´n
se compensa ya que veremos que optimizar sobre polinomios dsos y sdsos se
puede realizar usando programacio´n lineal y co´nica de segundo orden, respec-
tivamente. Esto supone una mejora en eficiencia ya que, si usamos me´todos
de punto interior, la programacio´n lineal y co´nica de segundo orden son me-
nos complejas de resolver que la programacio´n semidefinida. Hablamos de una
te´cnica que nos permite reducir el tiempo de computacio´n significativamente.
Adema´s, en algunos casos en los que la programacio´n sos no puede dar una
solucio´n, la programacio´n dsos y sdsos s´ı nos proporciona una.
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Abstract
Optimization is a fundamental field in current technological development.
Its tools allow advances in robotics, financial economics or statistical regres-
sion. We present a new perspective with which to deal with optimization pro-
blems over non-negative polynomials. These problems consist of minimizing
or maximizing while imposing restrictions equivalent to one or several polyno-
mials being non-negative. Sos (sum of squares) optimization has made impor-
tant progress in this area because, as we will see, it can be solved using semi-
definite programming. In this paper, we introduce this type of programming
and study the characteristics of sos polynomials, as well as their relationship
with non-negative polynomials. However, for problems with a large number of
variables, sos formulation is limited and is not able to provide a solution. That
is why we present the dsos and sdsos optimization as an alternative. It is ba-
sed on the use of polynomials of homonymous classes. These are contained in
the sos polynomials set so we lose, in principle, feasible region and, therefore,
reliability in the solution. This loss of precision is compensated since, as we
will see, optimizing on dsos and sdsos polynomials can be done using linear
and second order conic programming , respectively. This means that we are
improving the efficiency since linear and second order conic programming are
less complex to solve than semidefinite programming, if we use interior point
methods. We are talking about a technique that allows us to reduce computing
time significantly. Also, in some cases in which sos programming can not give
a solution, dsos and sdsos programming does provides one.
v
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Introduccio´n
El objetivo de este trabajo es presentar una alternativa a las te´cnicas usa-
das hasta ahora para resolver problemas de optimizacio´n sobre polinomios no
negativos. Nos basamos en el art´ıculo [AM19] que estudia la optimizacio´n dsos
y sdsos.
La optimizacio´n sobre polinomios no negativos consiste en minimizar o ma-
ximizar una cantidad imponiendo restricciones que se pueden expresar como
la condicio´n de que uno o varios polinomios sean no negativos. En el cap´ıtulo
1 presentamos distintas formulaciones de las que haremos uso. Introducimos
la programacio´n lineal, co´nica de segundo orden, semidefinida y co´nica como
generalizacio´n de las anteriores. Adema´s se estudia co´mo, usando me´todos de
punto interior, resolver problemas de programacio´n lineal y cuadra´ticos de
segundo orden es ma´s eficiente que resolver problemas de programacio´n semi-
definida.
El objetivo es, por tanto, obtener un me´todo que verifique si un polinomio
es no negativo. En el cap´ıtulo 2 se explora esta posibilidad. Veremos que para
algunos casos la estructura del polinomio a tratar nos permite obtener una
caracterizacio´n, pero en general esto no ocurre.
Hallar un me´todo de verificacio´n que sirva en un amplio rango de situacio-
nes se vuelve complicado. Es por ello que hablamos de los polinomios que son
sumas de cuadrados. En los u´ltimos an˜os el campo de la optimizacio´n se ha
visto influido por el advenimiento de la optimizacio´n sos. Esta te´cnica consiste
en sustituir la condicio´n de que un polinomio sea no negativo, por la restriccio´n
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de que cumpla ser suma de cuadrados. Un polinomio de estas caracter´ısticas
es siempre no negativo, aunque la implicacio´n no se cumpla en general. Esta
situacio´n supone que al hacer el intercambio reduzcamos el conjunto de so-
luciones factibles en principio, sin embargo, probaremos que optimizar sobre
polinomios sos se puede solventar mediante programacio´n semidefinida. Esto
supone que contamos con un me´todo general que, en principio, puede solventar
nuestro problema.
Como alternativa a esta aproximacio´n, presentamos en el cap´ıtulo 3 dos
nuevas clases de polinomios, dsos y sdsos. Se cumple que dsos, sdsos ⊆ sos.
Veremos que esta condicio´n es exclusiva por lo que si imponemos que un po-
linomio pertenezca a estas dos nuevas clases en vez de a sos estaremos siendo
ma´s restrictivos. Sin embargo probaremos que optimizar sobre polinomios dsos
y sdsos es equivalente a resolver un problema de programacio´n lineal y uno
co´nico de segundo orden respectivamente. Esto presenta una ventaja en cuanto
a eficiencia si empleamos un me´todo de punto interior como resolutor.
Para polinomios con una gran cantidad de variables esta ganancia en efi-
ciencia compensa la posible reduccio´n del conjunto de soluciones factibles. Esto
se debe a que en casos de este tipo la formulacio´n sos tarda mucho tiempo en
proporcionar una solucio´n o ni siquiera es capaz de dar una.
Finalmente, en el cap´ıtulo 4 se ofrecen algunas aplicaciones de esta nueva
te´cnica. Veremos como al calcular el mı´nimo de un polinomio las formulaciones
dsos y sdsos proporcionan soluciones ma´s ra´pidas que la sos, y para ma´s de
30 variables dan solucio´n cuando la formulacio´n sos no puede por limitacio-
nes de memoria RAM. Otra importante aplicacio´n es en el a´mbito de teor´ıa
de control. Mediante estas te´cnicas veremos co´mo calcular funciones de Lya-
punov que nos garanticen estabilidad global para un sistema dina´mico o, en
su defecto, calcular regiones de atraccio´n asociadas a funciones de Lyapunov
dadas.
Usando resultados de a´lgebra del siglo XIX, cuando los matema´ticos se
preguntaban si la no negatividad en los polinomios equival´ıa a ser suma de
cuadrados, se han logrado hacer avances en optimizacio´n que influyen enorme-
mente en el a´mbito de la robo´tica. Gracias al desarrollo conseguido hace ma´s
de cien an˜os podemos ahora mejorar el funcionamiento de robots, as´ı como
drones y coches automa´ticos. Un importante avance en disciplinas actuales
que se consigue con herramientas matema´ticas de hace dos siglos. Se deja el
enlace a un art´ıculo 1 que trata este tema.
1https://www.quantamagazine.org/a-classical-math-problem-gets-pulled-into-the-
modern-world-20180523/
Cap´ıtulo 1
Problemas de optimizacio´n
En esta seccio´n introducimos distintas formulaciones que forman parte de la
programacio´n convexa. Con estas herramientas podemos plantear gran parte
de los problemas de optimizacio´n de hoy en d´ıa. Hablaremos sobre programa-
cio´n lineal, co´nica de segundo orden y semidefinida. Estos problemas se pueden
generalizar al caso de optimizacio´n sobre conos, como veremos ma´s tarde, y
guardan ciertas similitudes y relaciones de inclusio´n entre s´ı.
1.1. Programacio´n Lineal
Se ha estudiado, en el curso de Programacio´n Matema´tica del grado, la
programacio´n lineal. Los contenidos de esta seccio´n se basan en los apuntes de
la asignatura.
La optimizacio´n sobre restricciones de tipo lineal puede parecer limitada,
pero existen muchos problemas que se pueden formular con condiciones de
este tipo. Los algoritmos de solucio´n para estos planteamientos esta´n muy
estudiados, por lo que disponemos de mayor capacidad resolutiva que para
otras cuestiones. Tanto estudios teo´ricos (sistemas de ecuaciones, me´todo de
Gauss...) como algoritmos disen˜ados para ordenadores (SIMPLEX,...) han sido
profundamente desarrollados y perfeccionados. Estudiamos este caso, ya que si
exigimos ciertas caracter´ısticas a nuestro polinomio, convertimos la comproba-
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cio´n de restricciones en un sistema lineal. Es intuitivo pensar que la resolucio´n
del problema transformado sera´ mas eficaz y ra´pida a medida que aumentemos
la complejidad de los datos. Por estos motivos nos detenemos a explicar con
detalle esta rama de la optimizacio´n.
Antes de tratar formalmente un problema de programacio´n lineal vamos a
definir unos conceptos que tendremos que usar. La nocio´n de poliedro, y co´mo
se puede construir nos va a resultar u´til a la hora de generar un algoritmo
que nos permita hallar ma´ximos o mı´nimos de una funcio´n lineal sobre dicho
conjunto.
Definicio´n 1.1.1 Un conjunto S ⊂ Rn se denomina poliedro si existen una
matriz A ∈ Rm×n y un vector b ∈ Rm tal que S = {x ∈ Rn | Ax ≤ b}. Un
poliedro acotado se llama politopo.
Se aclara la notacio´n Ax ≤ b, donde se entiende que Ax es menor o igual
que b componente a componente.
Ejemplo 1.1.1 Consideremos el sistema de ecuaciones siguiente
Ax ≤ b con A =
5 −12 1
1 −2
 y b =
105
6

siendo x ∈ R2. Obtenemos el poliedro de la imagen 1.1
Definicio´n 1.1.2 Sea S ⊂ Rn. Decimos que x0 ∈ S es punto extremo de S si
no existen y, z ∈ S, con y 6= z tales que x0 = (1− λ)y + λz, λ ∈ (0, 1).
Observamos que un poliedro cumple ser un conjunto convexo.
Efectivamente si dos puntos x, y cumplen Ax ≤ b y Ay ≤ b, otro de la for-
ma z = λx + (1 − λ)y con λ ∈ (0, 1) cumplira´ Az = A(λx + (1 − λ)y) =
λAx + (1 − λ)Ay ≤ λb + (1 − λ)b = b. Adema´s un poliedro tiene, a lo sumo,(
m
n
)
puntos extremos.
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Figura 1.1
Ejemplo 1.1.2 Veamos un ejemplo con el ma´ximo nu´mero de puntos extre-
mos. Si tenemos el sistema
Ax =

−1 0
0 −1
1 0
0 1
(x1x2
)
≤

0
0
1
1
 = b
Resulta en el poliedro de la imagen 1.1.2. Efectivamente 4 ≤ (4
2
)
.
Figura 1.1.2
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Para hacernos una idea de la estructura de nuestro conjunto vamos a enun-
ciar el siguiente teorema. Para ma´s informacio´n sobre la representacio´n de po-
liedros y, en concreto este resultado, nos referimos a [MSB77, seccio´n 2.6].
Teorema 1.1.1 Representacio´n de poliedro . Sea S ⊂ Rn un poliedro.
Existen conjuntos {v1, ..., vp} ⊂ S y {d1, ..., dq} ⊂ Rn tales que:
S = {x ∈ Rn : x =
p∑
i=1
λiv
i +
q∑
j=1
µjd
j, λi ≥ 0 ∀i, µj ≥ 0 ∀j,
p∑
i=1
λi = 1}
Definamos un cono como un conjunto P ⊂ Rn que cumple {λx : λ ≥ 0} ⊂
P , ∀x ∈ P y tomemos el cono generado por {d1, ..., dq} como:
cono({d1, ..., dq}) = {d ∈ Rn : d =
q∑
j=1
djµj, µj ≥ 0 ∀j}
Con estas definiciones podemos interpretar el teorema anterior diciendo
que nuestro poliedro se puede expresar como la suma de dos conos generados.
S = cono({d1, ..., dq}) + cono({v1, ..., vp})
Observamos que, en general, no podemos tomar el conjunto cono({v1, ..., vp})
como el conjunto de puntos extremos de S. En efecto, si consideramos S = R,
es un poliedro sin puntos extremos.
Ahora s´ı podemos formular un problema de programacio´n lineal. Es un
problema de optimizacio´n que se expresa de la siguiente forma, siendo S un
poliedro.
min
x
cTx
s.a. x ∈ S (1.1)
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Puede que se nos presente un problema lineal que no este´ formulado exac-
tamente igual que e´ste, pero si hacemos uso de las variables de holgura y de
particio´n, siempre llegamos a la forma indicada anteriormente. Vamos a ca-
racterizar ahora las soluciones de nuestro problema, para hacernos a la idea
de co´mo podemos abordarlo.
Definicio´n 1.1.3 Una solucio´n ba´sica del poliedro {x ∈ Rn | Ax ≤ b, x ≥ 0}
es cualquier x ∈ Rn tal que existen un subconjunto de los ı´ndices I ⊂ {1, ..., n}
con |I| = m cumpliendo que {ai : ai ∈ A, i ∈ I} es linealmente independiente
y
∑
i∈I
aixi = b, xj = 0 ∀j 6∈ I. Decimos que es adema´s factible si se cumple
x ≥ 0.
Proposicio´n 1.1.1 Sea A ∈ Rm×n, con rango m ≤ n, y b ∈ Rm. Considera-
mos el poliedro S = {x ∈ Rn | Ax = b}. Dado x ∈ S, son equivalentes:
1. x es solucio´n ba´sica factible.
2. x es punto extremo de S.
Esta proposicio´n se ha demostrado en el curso de Programacio´n matema´ti-
ca, para ma´s informacio´n [MSB77, p.90-92].
Pongamos un ejemplo, si tenemos el poliedro S = {x1 = −1, x1 + x2 =
−1, x1 − x2 = 1} tiene como puntos extremos (−1, 0) y (0,−1), lo que los
convierte en candidatos a solucio´n factible de un posible problema de optimi-
zacio´n que se nos presente.
Existen adema´s resultados de existencia de solucio´n ba´sica factible, y un
me´todo denominado me´todo SI´MPLEX que nos garantiza encontrar dicha so-
lucio´n de nuestro problema de optimizacio´n [DOW55].
CAPI´TULO 1. PROBLEMAS DE OPTIMIZACIO´N 9
Si al problema descrito hasta ahora lo denominamos primal, definamos a
partir de e´l lo que ser´ıa el problema dual que nos va a resultar muy u´til en el
tratamiento de e´ste tipo de problemas.
min
x
cTx
s.a. Ax = b
x ≥ 0
(1.2)
max
x
bTy
s.a. yTA ≤ cT
y ∈ Rm
(1.3)
Nos fijamos de que se trata de otro problema de programacio´n lineal. Al-
gunas de las propiedades que relacionan ambos problemas son las siguientes.
Nota 1.1.1 Para cualquier solucio´n factible x del problema primal, y y del
problema dual, se cumple que
cTx− bTy = xT c− (Ax)Ty = xT (c− ATy) ≥ 0
donde usamos las condiciones de factibilidad de ambos problemas para con-
cluir la desigualdad. Podemos, por tanto, obtener una cota inferior para el pro-
blema primal a partir del dual y una superior para el dual a partir del primal.
Esto se denomina dualidad de´bil.
Formulemos ahora el resultado de dualidad fuerte.
Teorema 1.1.2 Dualidad fuerte. Si en el problema primal se alcanza so-
lucio´n o´ptima en x∗ entonces el dual alcanza su solucio´n o´ptima en y∗ con
cTx∗ = bTy∗.
Prueba: Lo probamos por construccio´n. Sea x∗ la solucio´n ba´sica o´ptima
primal asociada a una base B, esta base es la matriz formada con las columnas
de A, determinadas por el conjunto I 1.1.3. Las columnas restantes forman la
matriz N . Denotamos como cTB al vector de los elementos de c indexados segu´n
I asociado a x∗.
Determinamos y∗ = cTBB
−1. Probemos que es solucio´n o´ptima del problema
dual. Para ello hay que demostrar que bTy∗ ≤ bTy ∀ y solucio´n factible del
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problema dual y que y∗ es factible, es decir, y∗TA ≥ cT .
Primeramente
bTy∗ = y∗T b = cTBB
−1b = cTx∗ ≤ bTy
para cualquier y factible en el dual. Recordemos x∗ =
[
B−1b
0
]
. La desigual-
dad se da por la propiedad de dualidad de´bil.
Veamos que la solucio´n propuesta es factible
y∗TA = cTBB
−1A = cTBB
−1[B : N ] = [cTB : c
T
BB
−1N ] ≥ cT
ya que cTB ≥ cTB y cTBB−1N ≥ cTN . Tenemos, por tanto que y∗TA ≥ cT .
Comprobemos que x∗ y y∗ cumplen las condiciones de holgura. Se tienen
las tres condiciones siguientes
x∗ factible primal ⇒ x∗i ≥ 0 ∀i
y∗ factible dual ⇒ y∗Tai − ci ≥ 0 ∀i
cTx∗ = bTy∗
por lo que
0 = y∗T bT − cTx∗ = y∗TAx∗ − ctx∗ = ∑
i
x∗i (y
∗Tai − ci) ≥ 0
Cada uno de los sumando es mayor o igual que 0, por lo que todos los
sumandos deben ser nulos. Se cumple la condicio´n de complementaridad de
holgura x∗i y
∗Tai − ci = 0 ∀i.

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Veamos un ejemplo. Queremos resolver el problema siguiente,
min
x,y
−x− y
s.a. Ax ≤ b
con A =
 1 −10,3 1
10 −1
 y b =
 35
30

El poliedro resultante es
Figura 1.1
Es fa´cil obtener la solucio´n visualmente. Sera´ el ve´rtice superior que aparece
en la imagen. Si resolvemos el problema, igualmente obtenemos que la solucio´n
o´ptima es (3,398, 3,981) con valor o´ptimo −7,379. Al resolver el dual se obtiene
que la solucio´n o´ptima es −28,38. Esto se debe a que si formulamos el problema
en la forma general Ax = b resulta que no existe solucio´n factible.
CAPI´TULO 1. PROBLEMAS DE OPTIMIZACIO´N 12
1.2. Programacio´n co´nica de segundo orden
Definamos otro tipo de programacio´n convexa que tendremos que usar. La
programacio´n co´nica de segundo orden (SOCP, correspondientes a las siglas
en ingle´s). Consiste en minimizar una funcio´n linear restringiendo nuestras va-
riables a la interseccio´n de una variedad linear af´ın con el producto cartesianos
de conos de Lorentz, tambie´n denominados conos de segundo orden. Un cono
de Lorentz viene definido por
Ln = {x = (x0, x1) ∈ Rn : x0 ≥ ||x1||} (1.4)
usando la norma eucl´ıdea.
Efectivamente es un cono ya que si multiplicamos un elemento que perte-
nezca al conjunto por un escalar positivo λ obtenemos x0 ≥ ||x1|| ⇒ λx0 ≥
λ||x1||. Adema´s es cerrado ya que las restricciones que se imponen no son es-
trictas.
Formularemos un problema de programacio´n de este tipo (SOCP)
min
x
cTx
s.a. Ax = b
x ∈ Ln
(1.5)
siendo Ln un cono de Lorentz. Debe cumplirse c ∈ Rn, A ∈ Rm×n y b ∈ Rm.
Es interesante observar que si escogemos imponer xi ≥ 0 tenemos un pro-
blema de programacio´n lineal, pero esto no son ma´s que conos de Lorentz de
dimensio´n 1, por lo que los problemas de programacio´n lineal son casos parti-
culares de los de programacio´n co´nica de segundo orden.
Dado que un cono de Lorentz en dos dimensiones ser´ıa Ln = {(x0, x1) ∈
R2 : x0 ≥ |x1|}, que es una rotacio´n del primer cuadrante, es claro que un pro-
blema SOCP en el que todos los conos de Lorentz sean de 1 o 2 dimensiones
se puede transformar en uno de programacio´n lineal.
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Un ejemplo en el que podemos aplicar este tipo de formulacio´n es el proble-
ma de minimizacio´n de la suma de las normas. Podemos expresar el problema
de minimizar
m∑
i=1
||vi|| como
min
r∑
i=1
vi0
s.a. vi ∈ Ln ∀i = 1..m
(1.6)
1.3. Programacio´n Semidefinida
Esta formulacio´n resulta relevante en el a´mbito de la optimizacio´n ya que,
como veremos, la programacio´n semidefinida nos permite saber si podemos
expresar un polinomio como suma de cuadrados (lo que implica directamente
su no negatividad). Estudiamos en esta seccio´n co´mo se plantean este tipo de
problemas y las cualidades que poseen. Usamos como referencia [Par13] donde
se profundiza ma´s en este tipo de programacio´n.
Para definir un problema de programacio´n semidefinida vamos a presentar
antes algunos conceptos.
Definicio´n 1.3.1 Una desigualdad matricial linear es de la forma
A0 +
m∑
i=1
Aixi  0
con Ai ∈ Sn matrices sime´tricas ∀i = 0, ...,m. La notacio´n M  0 ()
indica que la matriz M tiene que ser semidefinida (definida) positiva.
Definicio´n 1.3.2 Un conjunto S ⊂ Rm es un espectaedro si se puede expre-
sarse de la siguiente manera:
S =
{
(x1, ..., xm) ∈ Rm : A0 +
m∑
i=1
Aixi  0
}
siendo Ai ∈ Sn matrices sime´tricas ∀i = 0, ...,m.
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La desigualdad matricial que define al espectaedro equivale a imponer in-
finitas condiciones del tipo vT (A0 +
∑m
i=1Aixi) v ≥ 0, una por cada v ∈ Rn
posible. Cada una de esta desigualdades representa un conjunto cerrado conve-
xo, por lo que la interseccio´n resultante de aplicar infinitas condiciones de este
tipo es un conjunto cerrado convexo. Podemos interpretar geome´tricamente
un espectaedro como la interseccio´n de un cono semidefinido positivo y un
subespacio af´ın, el generado por A1, . . . , Am, trasladado a A0.
Sen˜alamos que un poliedro es un caso espec´ıfico de espectaedro; efectiva-
mente, si escogemos las matrices Ai de manera que sean diagonales, obtenemos
un poliedro.
Veamos un ejemplo de este tipo de conjuntos. Sea A ∈ R2 dado por los
pares (x, y) ∈ R2 tales que:x+ 1 0 y0 2 −x− 1
y −x− 1 2
  0
En la imagen se representa el espectaedro. Corresponde a la zona sombrea-
da de azul claro.
Imagen 2.1
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Hemos visto que podemos ver un espectaedro como un conjunto cerrado
convexo en Rm. Igualmente podemos expresarlo como {A0 +
∑m
i=1Aixi|x ∈
Rm} ∩ Sn+ en el espacio de matrices sime´tricas, y tambie´n tenemos que es un
conjunto convexo. Si se cumple que las matrices Ai son linealmente indepen-
dientes los dos conjuntos convexos (en Rm y en Sn+) son afinmente equivalentes.
Espectaedros proyectados. Definimos los espectaedros proyectados que
son proyecciones lineales de dichos conjuntos.
Definicio´n 1.3.3 Decimos que un conjunto S ⊂ Rm es un espectaedro pro-
yectado si tiene la forma{
(x1, . . . , xm) ∈ Rm : ∃ (y1, . . . , yp) ∈ Rp, A0 +
∑m
i=1Aixi +
∑p
j=1Bjyj  0
}
donde A0, A1, . . . , Am, B1, . . . , Bp son matrices sime´tricas dadas.
En general un espectaedro proyectado no tiene por que´ ser un espectaedro.
Esta caracter´ıstica se contrapone al caso de los poliedros, ya que la proyeccio´n
lineal de estos conjuntos siempre son poliedros.
Ejemplo 1.3.1 Tomamos el espectaedro definido por
S = {(x, y) ∈ R2 :
[
x 1
1 y
]
 0} ⇒ x ≥ 0, xy ≥ 1 (1.7)
El conjunto correspondiente es la zona sombreada de la imagen
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Figura 1.3.1
Al proyectar el resultado sobre el eje x queda Sx = {x ∈ R : x > 0} que es
un conjunto no cerrado, por lo que no puede ser un espectaedro.
Si un problema se nos presenta en forma de espectaedro proyectado, po-
dremos an˜adir variables de holgura para expresarlo como un espectaedro, y
resolver as´ı el problema usando programacio´n semidefinida. Por tanto este ti-
po de conjuntos son de gran intere´s en el a´mbito de la optimizacio´n.
Con estos conceptos ya podemos formular el problema general de progra-
macio´n semidefinida.
1.3.1. Formulacio´n SDP primal
Los programas semidefinidos son problemas de optimizacio´n lineal en con-
juntos que son espectaedros. Se expresan como:
min
X
〈C,X〉
s.a. 〈Ai, X〉 = bi, i = 1, ...,m
X  0
(1.8)
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siendo C,Ai ∈ Sn datos dados y X ∈ Sn la variable a optimizar. Tenemos
en cuenta que 〈X, Y 〉 = Tr(XTY ) = ∑
ij
XijYij. La variable sobre la que opti-
mizamos es la matriz X ∈ Sn.
El conjunto de soluciones factibles es la interseccio´n del cono semidefinido
positivo Sn+ y un subespacio af´ın, ambos conjuntos convexos. Por tanto, el
conjunto de matrices X que satisfacen las restricciones es un espectaedro. Al
contrario que en programacio´n lineal el conjunto de soluciones factible no es
un poliedro. Veamos un ejemplo de este tipo de problemas.
Ejemplo 1.3.2 Consideramos el problema
min 2x11 + 2x12
s.a. x11 + x22 = 1[
x11 x12
x12 x22
]
 0
Es un problema del tipo SDP-P claramente con m=1 y
C =
[
2 1
1 0
]
, A1 =
[
1 0
0 1
]
, b1 = 1
Las condiciones impuestas sobre X se pueden reducir a que se cumpla
x11 (1− x11) ≥ x212. Por tanto, el conjunto de soluciones factibles es un disco
cerrado, no un poliedro. Se obtiene que la solucio´n o´ptima es
X? =
[
2−√2
4
− 1
2
√
2
− 1
2
√
2
2+
√
2
4
]
con valor o´ptimo 1−√2 que no es racional. Vemos en la siguiente imagen
una representacio´n del conjunto factible.
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Figura 1.3.1
Comprobamos por tanto, que au´n siendo expresado el problema con datos
racionales, se puede obtener una solucio´n irracional. Las soluciones son, au´n
as´ı, algebraicas.
1.3.2. Dualidad
Definamos el problema dual asociado al primal ya definido 1.8. Sean b =
(b1, . . . , bm) , y y = (y1, . . . , ym) variables de decisio´n dual. Formulamos el
SDP-D como se muestra:
max
y
bTy
s.a.
m∑
i=1
Aiyi  C
(1.9)
La teor´ıa dual, que estudia el comportamiento de este problema y su rela-
cio´n con el primal, es relevante desde el punto de vista teo´rico y aplicado.
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Ana´logamente al caso de programacio´n lineal, se usan las propiedades del
problema dual para acotar la solucio´n del primal y viceversa. Sean X e y dos
soluciones factibles cualesquiera del problema primal y dual respectivamente.
Se cumple lo siguiente:
〈C,X〉 − bTy = 〈C,X〉 −
m∑
i=1
yi 〈Ai, X〉 =
〈
C −
m∑
i=1
Aiyi, X
〉
≥ 0 (1.10)
Se debe a que el producto matricial definido en 1.8 de dos matrices semi-
definidas positivas (C−∑mi=1Aiyi y X) cumple ser no negativo. Tenemos, por
tanto, gracias a 1.10 que el valor objetivo del problema primal, evaluado en
cualquier X factible, es siempre mayor o igual que el valor objetivo del proble-
ma dual evaluado en cualquier y factible. Esto se conoce como dualidad de´bil.
Hemos conseguido por tanto una cota superior del ma´ximo del problema dual
y una cota inferior del mı´nimo del problema primal.
Se cumple la propiedad de que 〈X, Y 〉 = 0 si y solamente si XY = Y X = 0.
Efectivamente, supongamos que AB = 0. Entonces, 〈A,B〉 = Tr(AB) = 0.
Contrariamente supongamos que 〈A,B〉 = 0, podemos expresar B = ∑ki=1Ri,
donde Ri son matrices semidefinidas positivas de rango 1. Entonces se cumple
que 〈A,B〉 = ∑ki=1 〈A,Ri〉 = 0. Dado que el cono Sn+ es autodual, sabemos
que 〈A,Ri〉 ≥ 0 y por tanto 〈A,Ri〉 = 0 para todo i. Las matrices Ri tienen
rango 1 por lo que existe algu´n vector vi ∈ Rn tal que Ri = vivTi . Por tanto
reescribimos el producto 〈A,Ri〉 = vTi Avi = 0, y dado que A  0 se tiene que
vi pertenece al nu´cleo de A. Consecuentemente ARi = Aviv
T
i = 0 para todo i
y AB = 0.
Veamos un resultado que caracteriza la optimalidad de los problemas 1.8
y 1.9.
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Lema 1.3.1 Condiciones de optimalidad para SDP Sean X e y so-
luciones factibles de problema primal y dual respectivamente. Si cumplen la
siguiente condicio´n (
C −
m∑
i=1
Aiyi
)
X = 0 (1.11)
entonces alcanzan el mismo valor objetivo, 〈C,X〉 = bTy y cumplen ser las
soluciones o´ptimas al problema primal y dual del SDP.
En general, la implicacio´n contraria no se cumple. Se requieren ma´s hipo´te-
sis.
Si consideramos el ejemplo 1.3.2, el dual asociado es el siguiente
max y
s.a.
[
2− y 1
1 −y
]
 0 (1.12)
La solucio´n o´ptima es y? = 1−√2, con valor de coste 1−√2. En este caso
los costes de las soluciones o´ptimas coinciden. Se cumple adema´s que:
(
C −
m∑
i=1
Aiy
?
i
)
X? =
[
1 +
√
2 1
1
√
2− 1
][ 2−√2
4
− 1
2
√
2
− 1
2
√
2
2+
√
2
4
]
= 0 (1.13)
En contraste con la programacio´n lineal, la dualidad fuerte no se cumple
en general, existen problemas en los que tanto la formulacio´n primal como la
dual son factibles, pero sus valores o´ptimos difieren, existe un gap entre ellos.
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Ejemplo 1.3.3 Consideremos el siguiente problema primal con su dual aso-
ciado
min x11
s.a. 2x12 = 1[
x11 x12
x12 x22
]
 0
max y
s.a.
[
0 y
y 0
]

[
1 0
0 0
]
En el caso del dual, la u´nica solucio´n factible es y = 0, por lo que el valor
o´ptimo es 0. En el problema primal no puede ocurrir x11 = 0 ya que en ese
caso la solucio´n no ser´ıa factible. Por tanto, existe una diferencia entres los
valores o´ptimos de ambas formulaciones.
Existen condiciones bajo las cuales se cumple la dualidad fuerte para pro-
gramacio´n semidefinida. Un ejemplo de ellas son las condiciones de Slater
por las cuales tanto el problema primal como el dual deben ser estrictamen-
te factibles, es decir, para el primal se debe cumplir X  0 y para el dual
C −∑iAiyi  0. Dichas matrices deben ser definidas positivas, no semidefi-
nidas positivas. Por ejemplo, en el caso 1.3.3 existe una diferencia entre valo-
res o´ptimos necesariamente, pero el dual no es estrictamente factible ya que[
0 y
y 0
]
≺
[
1 0
0 0
]
⇔ y2 < 0 lo cual es imposible. Se violan las condiciones
de Slater.
1.4. Programacio´n co´nica
Podemos intuir ciertas similitudes entre las formulaciones de problemas de
optimizacio´n lineales 1.2 , co´nicos de segundo orden ?? y semidefinidos 1.8 y
efectivamente existe una formulacio´n que engloba estos tres casos. Se trata de
la programacio´n co´nica. Antes de formular un problema general de este tipo
vamos a definir ciertos conceptos necesarios.
En los tres casos anteriores estamos tratando de hallar la solucio´n en con-
juntos que cumplen ser la interseccio´n de un cono propio y un subespacio af´ın.
En el caso lineal se trata del subespacio af´ın Ax = b y el cono x ≥ 0. Pero,
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¿que´ es un cono propio? Veamos una descripcio´n formal.
Sean S y T dos espacios vectoriales reales y una funcio´n lineal A : S → T .
Sean S∗ y T ∗ los espacios duales asociados a S y T , es decir, los espacios
vectoriales de funciones lineales reales. Definimos el producto entre un espacio
y su dual como 〈·, ·〉 : S∗× S :→ R determinado por 〈f, x〉 = f(x). El adjunto
de la funcio´n A ser´ıa A∗ : T ∗ → S∗ definido por
〈A∗y, x〉S = 〈y,Ax〉T ∀x ∈ S, y ∈ T ∗ (1.14)
Decimos que un cono K ⊂ S tiene punta si K ∩ (−K) = {0} y es so´lido si
tiene dimensio´n ma´xima, es decir, dimK = dimS.
Definicio´n 1.4.1 Un cono propio es un cono convexo, cerrado, con punta y
so´lido.
Programacio´n co´nica esta´ndar. Dado un mapa lineal A : S → T y un
cono propio K ⊂ S, definimos los problemas de optimizacio´n primal y dual
co´nicos como
min 〈c, x〉S
s.a. Ax = b
x ∈ K
(1.15)
max 〈y, b〉T
s.a. c−A∗y ∈ K∗ (1.16)
donde b ∈ T, c ∈ S∗. Se prueba la dualidad fa´cilmente, procediendo de
manera ana´loga al caso lineal y al semidefinido.
Los caso particulares que hemos tratado son el de programacio´n lineal
donde el cono K ser´ıa Rn+, programacio´n co´nica de segundo orden K = Ln+ y
programacio´n semidefinida K = Sn+.
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1.5. Coste computacional
Queremos realizar una comparativa entre los problemas de tipo LP, SOCP
y SDP y el coste de resolverlos usando me´todos de punto interior. Se cumple
que un problema LP se puede expresar como uno SOCP y, a su vez, uno SOCP
como uno SDP, por tanto, tenemos las inclusiones siguientes:
Figura 1.5
Se espera que si comparamos por ejemplo la complejidad de resolucio´n de
un problema LP con uno SOCP se tenga que para el peor de los casos LP, y el
ma´s simple de los SOCP, el LP sea igual o ma´s sencillo de resolver (lo mismo
para la comparativa LP con SDP y SOCP con SDP). Damos los detalles de
la complejidad general de cada problema, para una profundizacio´n en el tema
nos referimos a [BTN01, cap.6].
Problema LP =

Formulamos el problema:
min{cTx : aTi x ≤ bi, ||x||∞ ≤ R}
Data : [n;m; c; ai; bi;R]
Size = dim(Data) = (m+ 1)(n+ 1) + 2
Su complejidad viene dada por la fo´rmula:
O(1)(m+ n)3/2n2Digits()
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Problema SOCP =

min{cTx : ||Aix+ bi|| ≤ cTi x+ di, ||x||2 ≤ R} [bi ∈ Rki ]
Data : [n;m; ki; c;Ai; bi; ci; di;R]
Size = dim(Data) = (m+
∑m
1 ki)(n+ 1) +m+ n+ 3
O(1)(m+ n)1/2n(n2 +m+∑m1 k2i )Digits()
Problema SDP =

min{cTx : A0 +
∑m
1 Ajxj  0, ||x||2 ≤ R}
Data : [n;m; ki; c;A0;Aj;R]
Size = dim(Data) = (
∑m
1 ki(ki + 1)/2)(n+ 1) +m+ n+ 3
O(1)(∑m1 ki + n)1/2n(n2 + n∑m1 k2i +∑m1 k3i )Digits()
A la hora de comparar las complejidades tomamos m = n ya que nos
da una cota superior de taman˜o y ki = 1 ya que es el mejor de los casos
para los problemas de tipo SOCP y SDP (queremos ver que se resuelven
con menor eficacia), las complejidades simplifcadas quedan O(1)n7/2Digits(),
O(1)n3/2(n2 + 2n)Digits() = O(1)n5/2(n + 2)Digits() y O(1)n1/2n(n2 +
n)Digits() = O(1)n5/2(n + 1)Digits() respectivamente. Resultan todos del
orden de n7/2 sin contar el te´rmino Digits() que tambie´n es el mismo si las
ki = 1 y se reducen los casos SDP y SOCP al LP.
Sin embargo , en el momento en que ki > 1 las complejidades de los pro-
blemas del tipo SOCP y SDP se hacen estrictamente mayores que la del caso
LP.
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Para el caso de un problema del tipo LP, se pueden resolver problemas
usando me´todos de punto interior que tengan decenas o cientos de variables y
datos de restriccio´n. Si adema´s, los datos esta´n estructurados favorablemente
para la resolucio´n, el taman˜o de las variables y restricciones puede ascender
hasta varios millones y que siga siendo razonable resolverlo usando me´todos
de punto interior. Esto suele ocurrir para la mayor´ıa de problemas de tipo LP,
por la forma en la que esta´n formulados. Por tanto, en la realidad, ese me´todo
es aceptablemente potente para problemas de tipo LP (hay que tener cuidado
ya que si los datos no tienen la forma o´ptima la complejidad sera´ mayor de la
descrita).
En el caso de problemas del tipo SOCP y SDP el me´todo de punto interior
no puede llegar tan lejos. Para los del tipo SDP los co´digos que funcionan
son para problemas con 1000-2000 variables y para los del tipo SOCP no hay
mucha informacio´n.
Los principales motivos de esta complejidad an˜adida para los del tipo SDP
son:
1. Este tipo de problemas han sido histo´ricamente menos estudiados que
los LP, por lo que es razonable que no se hayan alcanzado tantos avances.
2. Los datos que estructuran estos problemas son simplemente ma´s grandes
y esto afecta a la complejidad de resolucio´n directamente. Para usar el
me´todo de punto interior en SDP hay que ir, como poco, almacenan-
do ciertas matrices cuyas entradas son los datos, y hay que emplear el
me´todo de Cholesky para resolver sistemas de ecuaciones.
Hemos visto como la complejidad aumenta irremediablemente si tenemos
que resolver un SOCP o un SDP, en vez de un LP, usando me´todos de punto
interior. Un hipote´tico cambio de formulacio´n que nos transformara un pro-
blema del tipo SDP o SOCP en uno LP ser´ıa, por tanto, muy u´til a la hora
de enfrentarnos a la resolucio´n del problema.
Cap´ıtulo 2
Optimizacio´n sobre polinomios
SOS
En esta seccio´n tratamos la relacio´n entre los polinomios no negativos y los
que son suma de cuadrados. Adema´s vemos co´mo podemos resolver compu-
tacionalmente problemas de optimizacio´n sobre polinomios suma de cuadrados
usando programacio´n semidefinida.
Para ello vamos a ver definiciones y resultados que nos ayuden a caracte-
rizar estos tipos de polinomios, primero en el caso de una variable y luego en
el caso general de varias variables.
2.1. Polinomios no negativos
Consideremos un polinomio en n variables con coeficientes reales. Decimos
que es no negativo si cumple
p(x1, ..., xn) ≥ 0 para todo (x1, ..., xn) ∈ Rn
Es razonable preguntarse si dado un polinomio p(x), ¿co´mo podremos de-
terminar si es no negativo o no?, y en caso de contar con un me´todo general
de respuesta, ¿es eficiente? Tambie´n cabr´ıa plantear si todos los polinomios
no negativos siguen una estructura general ya que, en ese caso, ser´ıa ma´s fa´cil
identificarlos.
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2.1.1. Polinomios en una variable
Trataremos estas cuestiones en el caso general, pero para empezar consi-
deramos el caso de una variable (n = 1). Sea el polinomio p(x)
p(x) = pdx
d + pd−1xd−1 + ...+ p1x+ p0
Cumpliendo pi ∈ R ∀i = 1, ..., d. Suponemos que el coeficiente l´ıder no es
nulo, por lo que siempre podremos normalizar el polinomio (pd = 1), en este
caso decimos que el polinomio es mo´nico.
Definicio´n 2.1.1 Las ra´ıces de un polinomio son los valores de x para los
cuales el polinomio se anula.
El teorema fundamental del a´lgebra nos asegura que podremos expresar
nuestro polinomio en una variable como
p(x) =
d∏
i=1
(x− xi)
Siendo xi las ra´ıces de nuestro polinomio. Dichas ra´ıces sera´n complejas en
general, y tambie´n pueden contar con multiplicidades.
Como primer criterio debemos imponer que el grado de p(x) sea par para
que sea no negativo. Es claro ya que si el grado es impar, en uno de los l´ımites
x→∞ o x→ −∞ nuestro polinomio se hara´ negativo.
Para casos ma´s concretos se puede encontrar una caracterizacio´n de poli-
nomio no negativo.
Ejemplo 2.1.1 Tomando un polinomio cuadra´tico, p(x) = x2+p1x+p0, ¿que´
condiciones debe cumplir para que sea no negativo?
Dado que estamos ante una funcio´n convexa que alcanza su mı´nimo, bas-
tara´ imponer que dicho mı´nimo sea mayor o igual que 0. Si resolvemos de
manera general, el problema de minimizacio´n, se obtiene que xopt = −p1/2
con valor o´ptimo p0 − p21/4. Podremos entonces caracterizar los polinomios
cuadra´ticos no negativos de la siguiente manera
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{p(x) : p(x) ≥ 0 ∀x ∈ R} = {p(x) : 4p0 − p21 ≥ 0}
Este procedimiento nos ha servido para el caso de un polinomio de grado
2, pero en el caso general, para una sola variable todav´ıa, este camino puede
complicarse. Otra v´ıa que explorar es el comportamiento de las ra´ıces del poli-
nomio. Si p(x) cumple tener el coeficiente l´ıder positivo y que sea no negativo
surgen dos posibilidades. So´lo puede ocurrir que, o bien el polinomio no tiene
ra´ıces reales, o bien tiene ra´ıces reales con multiplicidad par (si fuera impar
el polinomio tomar´ıa en algu´n momento valores negativos). Sin embargo, esta
condicio´n no nos proporciona una caracterizacio´n satisfactoria ya que las ra´ıces
de un polinomio no se pueden , en general, obtener como funcio´n elemental de
los coeficientes de dicho polinomio.
Para ciertas configuraciones podemos encontrar un criterio aplicable al caso
espec´ıfico que estamos tratando, como el siguiente caso.
Ejemplo 2.1.2 Veamos como caracterizar la positividad de un polinomio del
tipo x4 + ax + b. Lo derivamos e igualamos a cero para hallar los puntos en
los que puede cambiar de monoton´ıa.
p′(x) = 4x3 + a = 0 ⇒ x = 3
√−a
4
= r0
Por tanto, cambia de ser decreciente a creciente ya que la segunda derivada
siempre es mayor que cero para cualquier a 6= 0. Esto nos indica que tendra´
dos ra´ıces reales si p(r0) < 0, una ra´ız real mu´ltiple si p(r0) = 0 o ninguna
ra´ız real si p(r0) > 0. Vemos en la siguiente gra´fica el nu´mero de ra´ıces reales
segu´n los valores de a y b.
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Figura 2.1.1
La l´ınea roja indica los valores para los cuales el polinomio so´lo tiene una
ra´ız que es r0, por lo que sera´ no negativo. La zona azul indica los valores del
par (a,b) para los cuales el polinomio es estrictamente positivo. En las zonas
verdes el polinomio no cumple ninguna de estas caracter´ısticas.
Queremos buscar, sin embargo, un me´todo general, que podamos aplicar
a un polinomio sin ningu´n tipo de imposicio´n inicial. Existen varios me´todos
para saber si un polinomio de una variable es no negativo que no involucran
la obtencio´n de las ra´ıces. Describimos ahora uno conocido como el me´todo
de Hermite o de forma de traza. Consideramos un polinomio en una varia-
ble mo´nico. Definimos su matriz de Hermite como la siguiente matriz d × d
sime´trica:
H1(p) =

s0 s1 · · · sd−1
s1 s2 · · · sd
...
...
. . .
...
sd−1 sd · · · s2d−2
 , sk =
d∑
j=1
xkj
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Cumpliendo que xj son las ra´ıces del polinomio. Los valores sk se pueden
obtener directamente de las identidades de Newton operando con los coeficien-
tes del polinomio, sin necesidad de hallar sus ra´ıces.
s0 = d sk =
k∑
j=1
(−1)j−1pjsk−j (2.1)
A continuacio´n presentamos unos resultados que nos permiten contar el
nu´mero de ra´ıces mediante el estudio de las propiedades de la matriz de Her-
mite.
Teorema 2.1.1 El rango de la matriz de Hermite asociada a un polinomio
p(x) es igual al nu´mero de ra´ıces complejas distintas. Adema´s, el nu´mero de
autovalores positivos menos el de autovalores negativos de la matriz, es decir,
su signatura, nos indica la cantidad de ra´ıces reales distintas del polinomio.
Demostremos este resultado usando las siguientes definiciones e implica-
ciones.
Definicio´n 2.1.2 Sea A una matriz sime´trica. La inercia de dicha matriz
notada como I(A), es el triplete de enteros (n−, n0, n+) que nos indica el
nu´mero de autovalores positivos n+, nulos n0 y negativos n−.
Usamos el siguiente resultado ley de inercia de Sylvester [BPR06, p.120].
Teorema 2.1.2 Sea V un R−espacio vectorial de dimensio´n d y Q : V → K
una forma cuadra´tica.
1. Existen L1, ..., Lr formas lineales Li : V → K linealmente independientes
y escalares no nulos ci ∈ K tales que Q =
r∑
i=1
ciL
2
i .
2. rg(Q) = r.
3. Para K = R, la terna formada por (n−, n0, n+) esta´ bien definida, donde
n+ (n−) es el nu´mero de coeficientes ci > 0 (ci < 0) y n0 = d− r.
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Tambie´n precisamos de los siguientes lemas. La prueba del primero se en-
cuentra en [Mey00, p.185].
Lema 2.1.1 Dados α1, ..., αm ∈ C distintos dos a dos, construimos la matriz
de Vardermonde, que cumple tener rango n si n ≤ m.
Vm×n =

1 α1 · · · αn−11
1 α2 · · · αn−12
...
...
. . .
...
1 αm · · · αn−1m

Definimos la forma L(xi) : R[x]d → C caracterizada por L(xi)[f ] = f(xi)
siendo x1, ..., xr las distintas ra´ıces de p(x). R[x]d es el espacio de polinomios
de grados menor o igual que d.
Lema 2.1.2 Las formas L(x1), ..., L(xr) son independientes.
Prueba: Si tomamos la base 1, x, x2, ..., xd−1, la matriz de L(xi) es el
vector columna (1, xi, x
2
i , ..., x
d−1
i )
t. Todas estas columnas son independientes,
pues forman la traspuesta de una de una matriz de Vandermonde. 
Proposicio´n 2.1.1 El rango de H1(p) es igual a r.
Prueba: Esto se debe a que para cada f ∈ V se cumple que
H1(p)[f ] =
r∑
i=1
µ(xi)f(xi)
2 =
r∑
i=1
µ(xi)L(xi)[f ]
2,
donde µ(xi) es la multiplicidad de la ra´ız en p. Tenemos as´ı una expresio´n
de H1(p) como suma de cuadrados, todos ellos independientes, por lo que su
rango tiene que ser r. 
Proposicio´n 2.1.2 La signatura de H1(p) es igual al nu´mero de ra´ıces reales
de p(x).
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Prueba: Sean
{x ∈ R|p(x) = 0} = {y1, ..., ys}
{x ∈ C− R|p(x) = 0} = {z1, z¯1..., zt, z¯t}
La forma cuadra´tica Q(p) verifica
Q(p)[f ] =
s∑
i=1
µ(xi)L(yi)[f ]
2 +
t∑
j=1
µ(zj)(L(zj)[f ]
2 + L(z¯j)[f ]
2)
Observemos que las formas L(yi), L(zj) y L(z¯j) son linealmente indepen-
dientes. La matriz de cada una de ellas respecto de la base 1, x, x2, ..., xd−1
es un vector columna de una matriz de Vandermonde, con todas las ra´ıces
distintas. Adema´s, debemos expresar la forma cuadra´tica Q(p)[f ] como suma
de cuadrados de formas lineales independientes sobre R. Escribimos
µ(zj) = a(zj)
2, zij = si(zj) + iti(zj)
donde si(zj), ti(zj) son, respectivamente, la parte real e imaginaria de z
i
j.
Definimos
L1(zj)[f ] = a(zj)
d−1∑
i=0
si(zj)fi
L2(zj)[f ] = a(zj)
d−1∑
i=0
ti(zj)fi
que son formas lineales sobre R. Se verifica que
µ(zj)(L(zj)[f ]
2 + L(z¯j)[f ]
2) = 2L1(zj)[f ]
2 − 2L2(zj)[f ]2.
De manera similar a lo visto anteriormente, las formas L(yi), L1(zj), L2(zj), i =
1, . . . , s, j = 1, . . . , t, son linealmente independientes. Por tanto, tenemos una
expresio´n de Q(f) como suma de cuadrados, con s+ t te´rminos con coeficiente
positivo y t te´rminos con coeficiente negativo. Por tanto, la signatura es s +
t− t = s, que es el nu´mero de ra´ıces reales.

Con esto hemos probado el teorema 2.1.1.
Se introduce a continuacio´n un resultado que nos caracteriza la positividad
de un polinomio a trave´s de la inercia de su matriz de Hermite.
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Teorema 2.1.3 Sea p(x) un polinomio mo´nico univariado de grado 2d. En-
tonces las siguientes afirmaciones son equivalentes:
1. El polinomio p(x) es estrictamente positivo.
2. El polinomio p(x) no tiene ra´ıces reales.
3. La inercia de la matriz de Hermite del polinomio es I(H1(p)) = (k, 2d−
k, k) para algu´n 1 ≤ k ≤ d.
Prueba: Es consecuencia del teorema 2.1.1. Es evidente que 1. se cumple
si y so´lo si se cumple 2. Gracias al teorema mencionado sabemos que el polino-
mio no tiene ra´ıces reales si y solo si su signatura es nula. Por tanto el nu´mero
de autovalores positivos y negativos debe ser el mismo, tal y como indica el
punto 3. del teorema. 
Ejemplo 2.1.3 Consideremos, una vez ma´s, el polinomio p(x) = x2+p1x+p0.
Las sumas de potencias de sus ra´ıces son s0 = 2, s1 = −p1, y s2 = p21 − 2p0.
La matriz de Hermite queda
H1(p) =
[
2 −p1
−p1 p21 − 2p0
]
Sea ∆ = detH1(p) = p
2
1 − 4p0. La inercia de la matriz de Hermite es
I (H1(p)) =

(0, 0, 2) if ∆ > 0
(0, 1, 1) if ∆ = 0
(1, 0, 1) if ∆ < 0
y por tanto p es estrictamente positivo si y so´lo si p21 − 4p0 < 0, como
hab´ıamos estimado 2.1.1.
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2.1.2. Polinomios en varias variables
Tratemos ahora el caso ma´s general que incluye varias variables. Sea Pn,2d
el conjunto de polinomios en n variables y grado 2d o menor no negativos.
Pn,2d = {p ∈ R[x]n,2d : p(x) ≥ 0 ∀x ∈ Rn}
Podemos caracterizar un polinomio de este tipo por sus N =
(
n+d
d
)
coefi-
cientes, es decir, como un N−vector. En realidad, la condicio´n p(x) ≥ 0 no
supone ma´s que una restriccio´n af´ın en dichos N−vectores para cada x fijo.
Por lo tanto, Pn,2d es un conjunto convexo en R[x]n,2d isomorfo a RN . Ma´s au´n
podemos asegurar lo siguiente.
Teorema 2.1.4 Pn,2d es un cono propio, es decir, un cono cerrado, convexo,
so´lido y con punta, en R[x]n,2d isomorfo a RN .
Prueba: Ya hemos comentado que es un conjunto convexo. Es fa´cil ver
que es cerrado si lo vemos en RN . La restriccio´n p(x0) ≥ 0 para un punto
concreto es simplemente una condicio´n af´ın sobre el vector de coeficientes de
p que nos delimita un conjunto cerrado al ser una desigualdad no estricta.
Por tanto, la condicio´n p(x) ≥ 0 ∀x ∈ Rn es la imposicio´n de una restriccio´n
af´ın por cada punto de Rn. Dado que la interseccio´n arbitraria de conjuntos
cerrados es cerrada Pn,2d es cerrado.
Veamos que tiene punta. Si intersecamos Pn,2d visto en RN con su negativo
nos da claramente el polinomio nulo ya que si para cualquier punto x0 ∈ Rn
un polinomio devuelve un valor positivo, el que tenga todos los coeficientes
cambiados de signo devolvera´ un valor negativo, si [p](x0) ≥ 0 [−p](x0) ≤ 0,
por lo que −p no puede pertenecer a Pn,2d.
Es so´lido ya que un conjunto de restricciones que sean desigualdades sobre
RN no reduce la dimensio´n a menos que resulte ser el vac´ıo.

Excepto para casos especiales, no es fa´cil describir el conjunto Pn,2d expl´ıci-
tamente de forma eficiente. Esto se debe a que la estructura de este conjunto
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puede ser muy intrincada aunque se trate de un conjunto convexo. Por ello
no merece la pena buscar un me´todo general que ofrezca relaciones entre los
coeficientes de los polinomios que determinen si son no negativos o no.
Observacio´n. Pn,2d es semialgebraico pero no es semialgebraico ba´sico.
Definamos estos conceptos.
Definicio´n 2.1.3 Sea un conjunto S ⊂ Rn definido como S = {x ∈ Rn :
fi(x) ◦i 0, i = 1, . . . , t}, donde para cada i, ◦i es ≥ > = o 6= y fi(x) ∈ R[x].
Se denomina un conjunto semialgebraico ba´sico. Un conjunto semialgebraico
ba´sico cerrado es de la forma S = {x ∈ Rn : f1(x) ≥ 0, . . . , ft(x) ≥ 0}.
Definicio´n 2.1.4 Una unio´n finita de conjuntos semialgebraicos ba´sicos en
Rn se denomina semialgebraico y una unio´n finita de semialgebraicos cerrados
ba´sicos es un conjunto semialgebraico cerrado.
Aunque a veces podamos describir Pn,2d usando u´nicamente desigualdades
o igualdades, en general, tenemos que recurrir a cuantificadores u operaciones
lo´gicas. Veamos un caso que ejemplifica esto.
Ejemplo 2.1.4 Sea p(x) = x4+2ax+b polinomio cuadra´tico de una variable.
¿Que´ condiciones deben cumplir a y b para que sea no negativo? Debe cumplirse
que el polinomio no tenga ra´ıces reales para que sea estrictamente positivo. El
discriminante de p(x) (si tiene te´rmino l´ıder unidad) es
∏
i<j
(ri−rj)2, siendo ri
y rj las ra´ıces del polinomio. Sabemos que se puede calcular el discriminante
de un polinomio a partir de sus coeficientes. En nuestro caso
Disx(p) = 256b(a
2 − b)2
Para que el nu´mero de ra´ıces reales cambie se debe cumplir que el dis-
criminante se anule. Podemos por tanto, con ayuda de la expresio´n anterior,
determinar do´nde se anula el discriminante y hallar las zonas donde haya 0,2
o´ 4 ra´ıces reales del polinomio p(x) = x4 + 2ax + b. Obtenemos que nuestro
polinomio sera´ positivo so´lo en la clausura de la zona verde de la siguiente
imagen (La l´ınea azul indica do´nde se anula el discriminante):
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Figura 2.1.2
Como vemos en este ejemplo si p(x), en una variable, se encuentra en la
frontera de P1,2d entonces debe tener una ra´ız real de multiplicidad al menos
2. Ya que si no tuviera ninguna ra´ız real se encontrar´ıa estrictamente en el
interior de P1,2d, y si la ra´ız fuera simple p(x) no pertenecer´ıa a P1,2d. Por lo
tanto en la frontera de P1,2d el discriminante debe ser nulo necesariamente.
En la figura vemos que adema´s se anula en su interior. Esto supone una
dificultad a la hora de trabajar con este tipo de conjuntos ya que no podemos
hacernos una idea de lo ”lejos”que estamos de la frontera del conjunto fija´ndo-
nos en el discriminante. Esto ser´ıa una herramienta muy u´til para optimizar
nume´ricamente.
No podemos describir este conjunto u´nicamente con desigualdades o igual-
dades. En la figura, por ejemplo, se ve que necesitamos usar la unio´n para
poder describir la clausura de la zona verde (P1,4d de nuestro polinomio).
Observacio´n. En principio, podemos obtener condiciones expl´ıcitas que
describan Pn,2d usando te´cnicas de eliminacio´n de cuantificadores [DBFC98].
Efectivamente si sustituimos las condicio´n
∀x ∈ Rn p(x) ≥ 0
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por la descripcio´n de un conjunto relativo a los coeficientes de p habremos
conseguido un conjunto semialgebraico ya que hemos eliminado la variable
cuantificada x. El problema de la no negatividad no es indecidible por tanto.
Puede parecer que desde el punto de vista teo´rico esto simplifica el problema,
pero en la realidad nos encontramos con serias dificultades pra´cticas, ya que
la dependencia con el nu´mero de variables es doblemente exponencial. As´ı que
so´lo podemos proceder de esta manera para problemas de taman˜o reducido.
Por tanto, vemos co´mo la verificacio´n de no negatividad para un polinomio
puede complicarse, sobretodo si buscamos un me´todo general. Es por ello que
se han buscado otras soluciones a este problema. Una de ellas es la compro-
bacio´n del cara´cter de suma de cuadrados que introducimos en la siguiente
seccio´n.
2.2. Suma de cuadrados
Si verificamos que un polinomio es suma de cuadrados, queda claro que
sera´ no negativo. Por lo tanto se podr´ıa abordar la cuestio´n de sustituir la
verificacio´n de no negatividad por la de suma de cuadrados. ¿Supone esto
alguna ventaja?¿Tendra´ algu´n inconveniente? A lo largo de esta seccio´n carac-
terizamos los polinomios que cumple ser suma de cuadrados. Veremos co´mo
no siempre ser no negativo implica ser suma de cuadrados, por lo que puede
que se pierda informacio´n al restringirnos a este conjunto, pero tambie´n vere-
mos que existe un me´todo general para comprobar si un polinomio es suma de
cuadrados, y que se resuelve mediante programacio´n semidefinida.
Definamos formalmente un polinomio que sea suma de cuadrados, en ingle´s
se denominan ”sums of squares”por lo que usamos las siglas sos.
Definicio´n 2.2.1 Un polinomio p(x) ∈ R[x]n,2d es suma de cuadrados (sos)
si existen polinomios q1(x), ..., qm(x) ∈ R[x]n,d tales que se cumpla
p(x) =
m∑
k=1
qk(x)
2 (2.2)
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Denotamos al conjunto de polinomios sos en n variables y de grado menor
o igual que 2d por SOSn,2d. Es clara la contencio´n SOSn,2d ⊆ Pn,2d. Hay que
tener en cuenta que si un polinomio admite una descomposicio´n sos, e´sta no
tiene por que´ ser u´nica.
Ejemplo 2.2.1 Si tenemos, por ejemplo, el siguiente polinomio p(x1, x2, x3) =
x41− (2x2x3 +1)x21 +(x22x23 +2x2x3 +2) obtenemos que se puede formular como
suma de cuadrados. Efectivamente si desarrollamos la siguiente expresio´n, que
es una suma de cuadrados, obtendremos el polinomio inicial
1 + x21 + (1− x21 + x2x3)2
Teorema 2.2.1 El conjunto SOSn,2d de polinomios sos es un cono propio, es
decir, un cono cerrado, convexo, so´lido y con punta.
Prueba: Es claro que el conjunto de polinomios sos es invariante frente a
combinaciones convexas con coeficientes no negativos por lo que ser´ıa un cono
convexo.
Tiene punta ya que hemos probado antes que Pn,2d ∩−Pn,2d = {0} y como
SOSn,2d ⊂ Pn,2d ⇒ −SOSn,2d ⊂ −Pn,2d ⇒ SOSn,2d ∩ −SOSn,2d = {0}
Las dos propiedades que faltan se prueban en los comentarios sobre el Lema
2.2.1.

Ya hemos establecido una contencio´n entre SOSn,2d y Pn,2d. Pero la cues-
tio´n que planteamos es si podemos concretar ma´s la relacio´n entre estos dos
conjuntos. Nos preguntamos, por tanto, ¿cua´ndo es equivalente que un poli-
nomio sea no negativo y sea suma de cuadrados?
Ya sabemos que ser suma de cuadrados implica ser no negativo, pero al
contrario no tiene por que´ ocurrir. Hace ma´s de un siglo, David Hilbert de-
mostro´ que la igualdad SOSn,2d = Pn,2d so´lo ocurre en estas tres situaciones
[Hil88]:
Polinomios univariados (n = 1).
CAPI´TULO 2. OPTIMIZACIO´N SOBRE POLINOMIOS SOS 39
Polinomios cuadra´ticos (2d = 2).
Polinomios bivariados de grados 4 (n = 2, 2d = 4).
En el resto de casos, existe siempre un polinomio perteneciente a Pn,2d
pero que no sea suma de cuadrados. Un ejemplo de ello es el famoso caso
expuesto por Motzkin. Si tomamos el polinomio M(x, y) = x4y2 + x2y4 −
3x2y2 + 1 vemos que es positivo ∀x, y ∈ R. Efectivamente si hacemos uso de la
desigualdad existente entre la media geome´trica y la media aritme´tica aplicado
a 1, x2y4, x4y2, se comprueba que:
x4y2 + x2y4 + 1
3
≥ ((x2y4)(x4y2))1/3 = x2y2
Lo que implica directamente la positividad de nuestro polinomio inicial
M(x, y) en todo el plano af´ın. Au´n as´ı demostraremos ahora que no se puede
expresar como suma de cuadrados por reduccio´n a lo absurdo. Supongamos
que se puede expresar como suma de cuadrados:
x4y2 + x2y4 − 3x2y2 + 1 = f1(x, y)2 + ...+ fn(x, y)2
Los fi deben tener grado ≤ 3 ya que si no habr´ıa te´rminos no nulos de
grado ≥ 6 en el polinomio resultante, y el grado de M(x, y) es 6. Si impone-
mos en el polinomio x = 0 tenemos que 1 = f1(0, y)
2 + ... + fn(0, y)
2, por lo
que deducimos que fi(x, y) = xgi(x, y) + ci con ci una constante. Adema´s se
cumple c21 + ...+ c
2
n = 1.
Por razones de simetr´ıa podemos operar igualmente con y y obtenemos
que:
gi(x, y) = yhi(x, y) ⇒ fi(x, y) = yxhi(x, y) + ci
Se debe cumplir que las funciones hi(x, y) sean lineales. La expresio´n de
nuestro polinomio sera´:
x4y2 + x2y4 − 3x2y2 + 1 = x2y2∑i h2i + 2xy∑i hici +∑i c2i
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Como sabemos que
∑
i c
2
i = 1 podemos simplificar eliminando 1 a cada
lado de la ecuacio´n. Como ahora x2y2 divide a la expresio´n de la izquierda,
debe dividir a la de la derecha, y por tanto a 2xy
∑
i hici. Esto nos indica que
xy debe dividir a
∑
i hici, pero hab´ıamos dicho que hi(x, y) era de grado 1 por
lo que
∑
i hici = 0. Tenemos:
x4y2 + x2y4 − 3x2y2 = x2y2∑i h2i
Dividiendo por x2y2 obtenemos x2 + y2 − 3 = ∑i hi(x, y)2, si sustituimos
en el punto (0, 0) vemos que no tiene sentido ya que una suma de cuadrados
nos da un resultado negativo. Por lo tanto el polinomio M(x, y) no se puede
expresar como suma de cuadrados.
2.2.1. Formulacio´n del caso general
Consideremos el polinomio p(x1, x2, ..., xn) de grado 2d y n variables (deno-
tamos el grado del polinomio como el ma´ximo de los grados de sus monomios).
Podemos expresar, si tomamos x = x1x2...xn, el polinomio de la siguiente ma-
nera
p(x) =
∑
α
pαx
α (2.3)
donde xα = xα11 x
α2
2 ...x
αn
n son los posibles monomios descritos por las n−tuplas
α ∈ {(α1, α2, ..., αn) ∈ Rn : α1 + ...+ αn ≤ 2d, αi ≥ 0 ∀i = 1...n}. El grado de
un monomio es la suma α1 + ...+αn. De este modo, el nu´mero de coeficientes
de p(x) sera´ N =
(
n+2d
2d
)
como ya hab´ıamos comentado.
Otra manera de determinar la expresio´n de un polinomio de estas carac-
ter´ısticas, que nos resultara´ muy u´til para saber si es sos o no, es la siguiente.
Definimos [x]d = [1, x1, ..., xn, x
2
1, x1x2, ..., x
d
n]
T como el vector que tiene todos
los
(
n+d
d
)
monomios de grado d o menor en las variables x1, x2, ..., xn. Entonces
podemos formular
p(x) = [x]TdQ[x]d (2.4)
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donde Q es una matriz sime´trica
(
n+d
d
) × (n+d
d
)
. Comparando con la ex-
presio´n 2.3 vemos que se debe cumplir pα =
∑
β+γ=α
Qβγ.
Busquemos una condicio´n para imponer que el polinomio sea suma de
cuadrados. Si lo es debe ocurrir que p(x) =
m∑
k=1
q2k(x) donde qk(x) son polinomios
de grado d o menor en n variables. Podremos por tanto expresar
q1(x)
q2(x)
...
qm(x)
 = V

1
x1
...
xdn
 = V [x]d
donde V es una matriz de entradas reales y dimensio´n m× (n+d
d
)
. Desarro-
llando la expresio´n del polinomio sos obtenemos
p(x) =
m∑
k=1
q2k(x) = (V [x]d)
TV [x]d = [x]
T
d V
TV [x]d = [x]
T
dQ[x]d (2.5)
Hemos obtenido una condicio´n para que p(x) sea suma de cuadrados, que
su matriz de representacio´n Q sea de la forma V TV . Veamos un resultado ma´s
formal.
Lema 2.2.1 Sea p(x) un polinomio en n variables y de grado 2d. Entonces,
sera´ suma de cuadrados si y solamente si existe una matriz sime´trica Q de
dimensiones
(
n+d
d
) × (n+d
d
)
que verifica
p(x) = [x]TdQ[x]d Q  0 (2.6)
Prueba: Efectivamente, una de las implicaciones es clara. Si el polinomio
es sos ya hemos visto que tiene que existir una matriz Q = V TV que repre-
sente a p(x) como indica 2.6. Esta matriz sera´ siempre semidefinida positiva
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ya que zTQz = zTV TV z = (V z)TV z que es una suma de cuadrados siempre
mayor o igual a 0.
Inversamente si para p(x) existe Q que cumpla 2.6 so´lo hace falta com-
probar que podemos expresar Q = V TV para alguna matriz V de entradas
reales y dimensio´n m× (n+d
d
)
y tendremos que p(x) es suma de cuadrados por
2.5. Como Q es semidefinida positiva podemos realizar una factorizacio´n de
Cholesky. 
Comprobar que se cumple la condicio´n 2.6 (sistema de
(
n+2d
2d
)
ecuaciones)
es, en realidad, un problema de programacio´n semidefinida. Observemos que
la condicio´n p(x) = [x]TdQ[x]d es en realidad un conjunto de condiciones afines
en los coeficientes de Q (pα =
∑
β+γ=α
Qβγ). Por tanto las posibles matrices que
pueden representar nuestro polinomio son la interseccio´n de un subespacio
af´ın y el cono de la matrices semidefinidas positivas. Con esto probamos que
SOSn,2d es cerrado y so´lido.
Corolario 2.2.1 Conocer la pertenencia a SOSn,2d se puede resolver mediante
programacio´n semidefinida.
Ejemplo 2.2.2 Queremos determinar si el siguiente polinomio se puede ex-
presar como suma de cuadrados o no
p(x, y) = 2x4 + 5y4 − x2y2 + 2x3y + 2x+ 2
El vector [x]d viene dado en este caso por [1, x, y, x
2, xy, y2]T . La expresio´n
?? para nuestro polinomio sera´
p(x, y) =

1
x
y
x2
xy
y2

T 
q00,00 q00,10 q00,01 q00,20 q00,11 q00,02
q00,10 q10,10 q10,01 q10,20 q10,11 q10,02
q00,01 q10,01 q01,01 q01,20 q01,11 q01,02
q00,20 q10,20 q01,20 q20,20 q20,11 q20,02
q00,11 q10,11 q01,11 q20,11 q11,11 q11,02
q00,02 q10,02 q01,02 q20,02 q11,02 q02,02


1
x
y
x2
xy
y2

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Desarrollando la expresio´n y compara´ndola con la inicial obtenemos(
2+4
4
)
= 15 ecuaciones lineales determinando los 15 coeficientes de p(x, y). Por
ejemplo, tres de ellas son
x4 : 2 = q20,20
x2y2 : −1 = q00,22 + 2q01,21 + q11,11
y2 : 2q00,02 + q01,01
,
Encontrar la matriz solucio´n a este sistema de ecuaciones es un problema
semidefinido como ya hemos comentado. Al solucionarlo obtenemos:
Q =
1
3

6 3 0 −2 0 −2
3 4 0 0 0 0
0 0 4 0 0 0
−2 0 0 6 3 −4
0 0 0 3 5 0
2 0 0 −4 0 15

que nos da una descomposicio´n sos para nuestro polinomio:
p(x, y) =
4
3
y2 +
1349
705
y4 +
1
12
(4x+ 3)2 +
1
15
(3x2 + 5xy)2+
+
1
315
(−21x2 + 20y2 + 10)2 + 1
59220
(328y2 − 235)2
Cualquier descomposicio´n V TV de Q como la explicada anteriormente nos
dara´ una forma sos de nuestro polinomio.
Al contar con un me´todo general para verificar si un polinomio es o no suma
de cuadrados, podemos aprovecharlo en distintas aplicaciones. A continuacio´n
mostramos dos casos en los que los polinomios tienen una estructura concreta
y eso nos permite ahondar ma´s en la caracterizacio´n sos.
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2.2.2. Casos especiales
Tratamos ahora casos concretos en los que los polinomios a tratar tienen
una estructura determinada que se puede caracterizar algebraicamente. Ex-
plotamos esta cualidad para obtener me´todos ma´s concretos de resolucio´n que
son ma´s eficientes.
Matrices suma de cuadrados
Podemos extender el concepto de polinomio no negativo y polinomio su-
ma de cuadrados al caso de una matriz polinomial, es decir, una matriz con
entradas en R[x1, ..., xn].
Definicio´n 2.2.2 Una matriz sime´trica P (x) ∈ R[x]m×m es semidefinida po-
sitiva si P (x)  0 para todo x ∈ Rn,es decir, que es semidefinida positiva en
cada punto.
Definicio´n 2.2.3 Una matriz polinomial sime´trica P (x) ∈ R[x]m×m, x ∈ Rn
es una matriz suma de cuadrados si existe otra matriz polinomial M(x) ∈
R[x]s×m para algu´n s ∈ N, tal que se cumple P (x) = MT (x)M(x).
Para m = 1 es el caso escalar habitual que hemos estudiado. Si ocurre que
P es una matriz escalar simplemente se tiene que cumplir que sea semidefinida
positiva.
Ejemplo 2.2.3 Veamos un ejemplo de matriz sos y su descomposicio´n corre-
pondiente
P (x) =
[
x2 − 2x+ 2 x
x x2
]
=
[
1 x
x− 1 0
]T [
1 x
x− 1 0
]
Damos ahora una caracterizacio´n de matriz suma de cuadrados basada en
el hecho de que una matriz m×m sime´trica se puede ver como la representacio´n
de una forma cuadra´tica en m variables con coeficientes en R[x]. Por tanto, es
como tener un polinomio p(x, y) en las variables antiguas ma´s m nuevas.
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Lema 2.2.2 Sea P (x) ∈ Rm×m una matriz polinomial sime´trica, x ∈ Rn. Sea
p(x, y) = yTP (x)y el polinomio asociado que se mueve en m + n variables
[x; y]. Entonces se cumple
1. La matriz P (x) es semidefinida positiva si y solamente si p(x, y) es no
negativo.
2. La matriz P (x) es suma de cuadrados si y solamente si p(x, y) suma de
cuadrados como polinomio en R[x; y].
Prueba: Para la afirmacio´n primera supongamos que P (x) es semidefi-
nida positiva para cualquier valor de x. Entonces p(x, y) = yTP (x)y ≥ 0 para
cualquier valor de y o x. Si, al contrario, suponemos que p(x, y) es no negativo
se cumple que yTP (x)y ≥ 0 para cualquier y. Se deduce entonces que P (x) es
semidefinida positiva.
Probemos la segunda afirmacio´n. Sea P (x) una matriz suma de cuadrados.
Se cumple, por tanto, que P (x) = MT (x)M(x). La expresio´n del polinomio
p(x, y) queda como
yTP (x)y = yTMT (x)M(x)y = (M(x)y)TM(x)y =
m∑
i=1
(M(x)y)2i
que es una suma de cuadrados. Contrariamente supongamos que el polino-
mio es suma de cuadrados. Al ser una expresio´n de tipo yTP (x)y es homoge´nea
de grado 2 en y. Podemos escribir el polinomio como
∑
i
gi(x, y)
2 ya que es su-
ma de cuadrados.
Debe cumplirse que cada polinomio gi(x, y) sea lineal en y, es decir, se
puede expresar como Ai(x)y siendo Ai(x) una matriz polino´mica y y el vector
de coordenadas en y y gi(x, y)
2 =
∑
j
(Ai(x)y)
2
j . Queda la expresio´n
p(x, y) =
∑
i
gi(x, y)
2 =
∑
i
(Ai(x)y)
TAi(x)y =
∑
i
yTAi(x)
TAi(x)y =
= yT
∑
i
Ai(x)
TAi(x)y = y
TMT (x)M(x)y
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Siendo M(x) =
∑
i
Ai(x). Queda probado que P (x) es una matriz suma de
cuadrados. 
Ilustremos esta caracterizacio´n con el ejemplo anterior. Podemos justificar
que la matriz correspondiente a P (x) es suma de cuadrados ya que la expresio´n
yTP (x)y es suma de cuadrados.
yTP (x)y = (y1 + xy2)
2 + (x− 1)2y21
Comprobamos, por tanto, que el lema visto es una potente herramienta
para poder decidir si una matriz polinomial es sos o no, ya que se puede re-
ducir a averiguar si un polinomio es suma de cuadrados o no. Puede parecer
que no hemos realizado ningu´n avance dada la equivalencia de problemas, pero
muchas cuestiones que se plantean en optimizacio´n pueden aparecer en forma
de decidir si una matriz de polinomios es semidefinida positiva o no, por lo
que esta caracterizacio´n s´ı es de utilidad.
La pregunta clara es: ¿Cu´ando una matriz de polinomios que sea semi-
definida positiva es suma de cuadrados? Pues bien el siguiente resultado nos
aclara el caso de una variable.
Teorema 2.2.2 Sea P (x) ∈ R[x]m×m una matriz polinomial sime´trica, donde
la variable x es escalar. Entonces la matriz P (x) es semidefinida positiva si y
solo si es una matriz sos.
Prueba: La implicacio´n sos → psd es trivial. Probemos que si P (x) es
suma de cuadrados y univariada es suma de cuadrados. P (x) es una matriz
con entradas en R[x]2d polinomios de grado 2d. Podemos homogenizar estos
polinomios para que sean de formas de grado 2d introduciendo una variable
z. Tendremos ahora P (x, z) matriz de las mismas dimensiones m ×m cuyas
entradas son formas en dos variables y grado 2d. Si probamos que este tipo
de matrices cumplen ser sos si y solo si son semidefinidas positivas habremos
probado nuestro teorema ya que simplemente hay que particularizar z a 1.
Por el lema 2.2.2 basta probar que el polinomio yTP (x, z)y con y una varia-
ble m−dimensional es suma de cuadrados. Para probarlo usamos los siguientes
lemas.
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Lema 2.2.3 Sean Di y Ei vectores pertenecientes a R2d con 1 5 i 5 n cum-
pliendo
Di ·Dj = Ei · Ej, Di · Ej +Dj · Ei = 0 para todo i, j (2.7)
entonces podemos hacer un cambio de variable ortonormal tal que
Di = (si1, ti1, . . . , sid, tid)
Ei = (−ti1, si1, . . . ,−tid, sid)
Se prueba por induccio´n en n. El caso n = 0 es trivial, as´ı que tomamos
n ≥ 1. Por hipo´tesis D1 y E1 son ortogonales de la misma longitud, digamos
s. Si s = 0, hemos acabado, suponiendo s 6= 0 podemos usar 1
s
D1 y
1
s
E1 como
parte de la base ortonormal determinando
D1 = (s, 0, 0, . . . , 0), Di =
(
si1 , ti1, Di
)
(i = 2)
E1 = (0, s, 0, . . . , 0), Ei =
(
s′i1, t
′
i1, Ei
)
(i = 2)
donde Di, Ei ∈ R2(d−1). Si sustituimos en la ecuaciones 2.7 con j = 1
se cumple que t′i1 = si1 y s
′
i1 = −ti1 para todo i ≥ 2. Operando en dichas
ecuaciones comprobamos que Di, Ei(2 5 i 5 n) guardan dichas relaciones,
por lo que podemos proceder por induccio´n.
Lema 2.2.4 Sean aij(y, z) formas de grado m, con aij = aji (1 5 i, j 5 n)
y a(y, z) una forma no negativa. Supongamos que existen vectores Ai(y, z) =(
a
(1)
i (y, z), . . . , a
(2d)
i (y, z)
)
tales que a(y, z)aij(y, z) = Ai(y, z) · Aj(y, z) para
todo i, j. Entonces existen vectores Bi(y, z) =
(
b
(1)
i (y, z), . . . , b
(2d)
i (y, z)
)
tales
que aij(y, z) = Bi(y, z) ·Bj(y, z) para todo i, j.
La prueba de este lema es extensa y se encuentra en la publicacio´n [CLR80,
p. 21].
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Con esto podemos probar el teorema por induccio´n en m la dimensio´n de
la matriz. Si m = 1 tenemos que p (x, z; y1) = a11(x, z)y
2
1. Dado que a11(x, z)
es no negativo, es una suma de cuadrados de formas y por tanto p tambie´n.
Para m > 1 tomamos aij = aji, y escribimos p de la forma
p = a11(x, z)y
2
1 + 2
∑
j=2
a1jyj
 y1 + p (x, z; y2, . . . , ym)
Consideramos a11(x, z) 6= 0 ya que de otra manera p = p (x, z; y2, . . . , ym)
y acabar´ıa la prueba. Se cumple que a11(x, z) es no negativo, por lo que el
discriminante tambie´n lo es
D = a11(x, z)p (x, z; y2, . . . , ym)−
∑
j=2
a1jyj
2
Por la hipo´tesis de induccio´n, D es una suma de 2m − 2 cuadrados de
biformas en {x, z; y2, . . . , ym}. La siguiente expresio´n
a11(x, z) · p =
a11(x, z)y1 +∑
j=2
a1jyj
2 +D (x, z; y2, . . . , ym)
que es una suma de 2m− 1, en particular 2m cuadrados de biformas. Por
tanto podemos expresar
a11(y, z) · p =
2n∑
k=1
(
n∑
i=1
a
(k)
i (y, z)xi
)2
(2.8)
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Sea Ai(y, z) el vector de formas
(
a
(1)
i (y, z), . . . , a
(2n)
i (y, z)
)
. Si comparamos
con 2.8 tenemos que a11·aij = Ai·Aj. Por el lema 2.2.4 tenemos que aij = Bi·Bj
para los vectores adecuados de la forma Bi(y, z) =
(
b
(1)
i (y, z), . . . , b
(2n)
i (y, z)
)
.
Por lo tanto hemos probado que p =
∑2n
k=1
(∑n
i=1 b
(k)
i (y, z)xi
)2

Para el caso de ma´s variables esta propiedad no se cumple en general.
Veamos un ejemplo de ello. Sea la matriz
C(x) =
 x21 + 2x22 −x1x2 −x1x3−x1x2 x22 + 2x23 −x2x3
−x1x3 −x2x3 x23 + 2x21

Consideremos el polinomio p(x, y) = yTC(x)y. Usamos el paquete spot
[Meg10] y aplicamos al polinomio la funcio´n que nos indica si es suma de
cuadrados o no, el resultado es negativo. Sin embargo, si calculamos los me-
nores principales de la matriz obtenemos x21 + 2x
2
2, 2(x
2
1x
2
3 + x
4
2 + 2x
2
2x
2
2) y
4(x21x
2
2x
2
3 + x
2
1x
4
2 + x
2
2x
4
3 + x
4
2x
2
1) sucesivamente que son todos polinomios no
negativos, por lo que la matriz C(x) es semidefinida positiva para cualquier
valor de x.
Politopos de Newton.
En el a´lgebra lineal nume´rica muchas veces se aprovecha lo vac´ıas que sean
las matrices con las que se trabaja. Se distinguen los algoritmos entre los que
saben explotar el problema segu´n su estructura y los que no.
Cuando hablamos de la estructura de una matriz y lo vac´ıa que sea nos
solemos referir a que´ componentes son no nulos. En el a´lgebra computacional,
sin embargo, existe un concepto de estructura de matriz mucho ma´s concreto,
que no so´lo especifica que´ coeficientes son no nulos sino que describe si hay
algu´n patro´n subyacente en dichos coeficientes.
Describimos la estructura de polinomios multivariados usando el concepto
de politopos de Newton.
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Definicio´n 2.2.4 Consideremos un polinomio del tipo p (x1, . . . , xn) =
∑
α cαx
α.
El politopo de Newton del polinomio p, que notamos como N (p), es el cierre
convexo del conjunto de exponentes α, de los monomios si los entendemos
como vectores en Rn.
Ejemplo 2.2.4 Consideramos el polinomio p(x, y) = 5−xy−x2y2+3y2+x4.
Su politopo de Newton N (p), que vemos en la siguiente imagen es el cierre
convexo de los puntos (0, 0), (1, 1), (2, 2), (0, 2), (4, 0).
Figura 2.2.2
Los politopos de Newton nos resultan de gran utilidad a la hora de operar
con polinomios ya que se cumple la siguiente propiedad, siendo la operacio´n
+ la suma de Minkowski para politopos, A+B = {a + b|a ∈ A,b ∈ B}.
N (g · h) = N (g) +N (h)
Claramente esto se cumple ya que los monomios que aparecen en el polino-
mio g·h son los productos de los monomios de h y g, es decir, los αhg = {αh+αg
tal que αh corresponde a un monomio de h y αg a uno de g}, es decir la suma
de Minkowski.
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Veamos un resultado de Reznick [Rez78] que nos permitira´ realizar una
reduccio´n notable en la complejidad computacional de comprobar si un poli-
nomio es suma de cuadrados.
Teorema 2.2.3 Si p(x) =
∑
ı qt(x)
2, entonces N (qi) ⊆ 12N (p).
Introducimos una nocio´n de estructura para un polinomio, en la que tene-
mos en cuenta el taman˜o de su politopo de Newton. Gracias a este teorema,
a la hora de estudiar el cara´cter sos de p, podemos restringirnos, sin pe´rdida
de generalidad, a estudiar los monomios contenidos en el politopo de Newton
de p reducido a la mitad. Esto hace que reduzcamos el taman˜o del problema
y su complejidad ya que la matriz Q a estudiar correspondiente al problema
de optimizacio´n semidefinido se empequen˜ece notablemente.
Ejemplo 2.2.5 Consideremos el siguiente polinomio para el queremos encon-
trar una descomposicio´n sos.
p(w, x, y, z) :=
(
w4 + 1
) (
x4 + 1
) (
y4 + 1
) (
z4 + 1
)
+ 2w + 3x+ 4y + 5z
El polinomio p tine gardo 2d = 16 y cuatro variables n = 4. Podr´ıamos
intentar hallar una descomposicio´n sos usando el me´todo explicado anterior-
mente 2.2.1, pero para ello tendr´ıamos que tratar con una matriz Q determi-
nada por los coeficientes de todos los monomios en (w, x, y, z) de grado menor
o igual que 8, que es un vector de taman˜o
(
n+d
d
)
= 495. Este gran taman˜o hace
engorrosa la resolucio´n.
Si tomamos, sin embargo, su politopo de Newton N (p) es fa´cil ver que ser´ıa
un hipercubo con ve´rtices opuestos (0, 0, 0, 0) y (4, 4, 4, 4). Por tanto, segu´n
el teorema 2.2.3, los polinomios qi de la descomposicio´n sos de p deben ser
combinaciones lineales de monomios que se encuentren en 1
2
N (p), que sera´
el hipercubo con ve´rtices en (0, 0, 0, 0) y (2, 2, 2, 2). Este politopo resultante
contiene 34 = 81 posibles monomios, una cifra mucho menor que la inicial.
Podemos por tanto hallar una descomposicio´n sos resolviendo un problema
semidefinido de mucho menor taman˜o.
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2.3. Certificados de infactibilidad
Hasta ahora hemos dado caracterizaciones de no negatividad y suma de
cuadrados para polinomios. Nos centramos ahora en estudiar la estructura de
estas condiciones y adema´s veremos como usar polinomios sos para comprobar
que se cumplan ciertas propiedades en sistemas de ecuaciones.
2.3.1. Ideales y preo´rdenes
Normalmente determinamos un conjunto factible S, asociado a un pro-
blema, usando un nu´mero finito de ecuaciones polinomiales o desigualdades.
Podemos, en principio, construir tantas restricciones nuevas como queramos
que se sigan cumpliendo en S. Cabe preguntarse cua´l ser´ıa el conjunto de todas
las restricciones va´lidas para S, en particular, co´mo generarlo algor´ıtmicamen-
te. Para ello, hacemos uso de dos conceptos algebraicos importantes: ideales y
preo´rdenes.
Para el caso en que las restricciones que definan nuestro conjunto sean todas
del tipo fi(x) = 0, generamos nuevas restricciones simplemente considerando
las combinaciones lineales de las funciones fi(x) con coeficientes polinomiales.
El conjunto que se genera es un ideal. Demos una definicio´n formal.
Definicio´n 2.3.1 Dado un conjunto de polinomios multivariados {f1, . . . , fm},
el ideal generado por este conjunto es
〈f1, . . . , fm〉 := {f : f = t1f1 + · · ·+ tmfm, tr ∈ R[x]} (2.9)
Ana´logamente, dado un conjunto de desigualdades gi(x) ≥ 0, se pueden
generar nuevas restricciones va´lidas multiplicando cada gi(x) por polinomios
sos o toando combinaciones co´nicas de restricciones va´lidas. Formalicemos
estas ideas.
Definicio´n 2.3.2 Dado un conjunto de polinomios multivariados {g1, . . . , gm},
el modulo cuadra´tico generado por este conjunto es
moduloq (g1, . . . , gm) := {g : g = s0 + s1g1 + · · ·+ smgm} (2.10)
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donde s0, s1, . . . , sm ∈ R[x] son sumas de cuadrados.
Sin embargo, como ya hemos mencionado existe otra manera de generar
restricciones va´lidas, es decir, el conjunto moduloq no contiene todas las res-
tricciones va´lidas posibles. Podemos tomar los productos de las restricciones
ya conocidas.
Definicio´n 2.3.3 Dado un conjunto de polinomios multivariados {g1, . . . , gm},
el preorden generado por este conjunto es
preorden (g1, . . . , gm) :=
g : g = s0 +∑{i} sigi +
∑
{i,j}
sijgigj +
∑
{i,j,k}
sijkgigjgk + · · ·

donde cada te´rmino que suma es un producto de polinomios gi libre de
cuadrados, con coeficientes sα ∈ R[x] sos. La suma es finita con un total de
2m te´rminos, uno por cada posible subconjunto de {g1, . . . , gm}.
Claramente, qmodule(g1, . . . , gm) ⊆ preorden(g1, . . . , gm), por lo que en
principio, el preorden define un conjunto mayor de restricciones va´lidas. Por
construccio´n, los ideales, mo´dulos cuadra´ticos y preo´rdenes so´lo contienen po-
linomios que, en el caso de los ideales, al igualarlos a 0 dar´ıan restricciones
va´lidas y, en el caso de mo´dulos cuadra´ticos y preo´rdenes, al imponer que fue-
ran no negativos tambie´n dar´ıan restricciones va´lidas.
Nos preguntamos si todas las restricciones va´lidas de cada tipo esta´n con-
tenidas en dichos conjuntos. En general no contienen todas las restricciones
va´lidas posibles. Por ejemplo si definimos S = {x ∈ R : x2 = 0}, el ideal gene-
rado por el polinomio que da la restriccio´n es 〈x2〉. Se cumple que x = 0 es una
restriccio´n va´lida para S ya que S = {0} y 0 = 0, pero x 6∈ 〈x2〉. Hemos encon-
trado una restriccio´n va´lida que no esta´ en el ideal. Para el caso de los mo´dulos
cuadra´ticos y preo´rdenes consideremos el conjunto S = {x ∈ R : x3 ≥ 0}. El
polinomio x cumple ser no negativo en S pero x 6∈ preorden(x) y por tanto
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x 6∈ moduloq(x).
Aunque no tengamos garant´ıa de conocer todas las restricciones va´lidas
usando ideales, mo´dulos cuadra´ticos o preo´rdenes podemos usarlos para de-
tectar si nuestro conjunto es factible o no (es vac´ıo o no).
Sen˜alamos que, vistos como objetos geome´tricos, los ideales son conjuntos
afines, y los mo´dulos cuadra´ticos y preo´rdenes son cerrados bajo combinacio-
nes convexas y multiplicaciones por un escalar positivo (en realidad son conos
desde el punto de vista de la geometr´ıa convexa).
2.3.2. Certificados de infactibilidad
Si tenemos un conjunto definido por igualdades y/o desigualdades de po-
linomios y nos preguntamos si es factible o no, ¿podremos probar que no es
factible?
Estamos buscando una garant´ıa de que es un conjunto vac´ıo, si fuera al
contrario, probar que no es vac´ıo, bastar´ıa encontrar un elemento que cum-
pliera las restricciones.
Afortunadamente, para problemas de este tipo con estructura algebrai-
ca existen maneras de conseguir certificados de infactibilidad. Damos en esta
seccio´n resultados que caracterizan la no factibilidad de conjuntos en casos
especiales y finalmente en el caso general de sistemas de polinomios sobre los
nu´meros reales.
Vemos co´mo podemos asegurar la infactibilidad para sistemas lineales de
ecuaciones en los reales o en los complejos, e igual para sistemas de polinomios.
Lo resumimos en la siguiente tabla.
Grado\Rango Complejos Reales
Lineal Rango/nu´cleo Lema de Farkas
Polinomial Nullstellensatz Positivstellensatz
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Tabla 2.3.2
Ecuaciones lineales. Consideremos primeramente un sistema de ecuacio-
nes lineales sobre un cuerpo cualquiera. Se conoce que si el sistema Ax = b es
incompatible, existe una combinacio´n lineal de las ecuaciones tal que la parte
de la izquierda se anula mientras que la de la derecha no. Se suele buscar este
tipo de combinaciones usando eliminacio´n Gaussiana. Formalicemos esto.
Teorema 2.3.1 Consideremos el sistema Ax = b. Entonces
Ax = b incompatible
m
∃µ s.a. ATµ = 0, bTµ = −1
Prueba: Si se cumple que ∃µ s.a. ATµ = 0, bTµ = −1 entonces
Ax = b ⇒ µTAx = µT b⇒ 0 = −1
que claramente es una contradiccio´n. Contrariamente, haciendo uso del
teorema Roche´-Frobenius, si el sistema es incompatible el rango de la matriz
A no es ma´ximo y estrictamente menor que el rango de la matriz ampliada
A|b por lo ue existira´ un vector λ s.a. ATλ = 0, bTλ 6= 0. Si tomamos el vector
−1
bTλ
λ habremos encontrado el vector µ requerido. 
Por tanto, si al tratar un sistema de ecuaciones somos capaces de encontrar
un vector µ que cumpla las condiciones del teorema sabremos que dicho siste-
ma es incompatible, hemos encontrado un certificado de infactibilidad. Adema´s
existe un me´todo general para hallar dicho vector, la eliminacio´n Gaussiana.
Sistemas polinomiales sobre C. Para sistemas de polinomios sobre un
cuerpo algebraicamente cerrado, podemos caracterizar la no factibilidad usan-
do uno de los resultados centrales de geometr´ıa algebraica.
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Teorema 2.3.2 (Nullstellensatz de Hilbert). Sean f1(z), . . . , fm(z) poli-
nomios en z1, . . . , zn variables complejas. Entonces,
fi(z) = 0 (i = 1, . . . ,m) infactible en Cn
m
−1 ∈ 〈f1, . . . , fm〉
Nos referimos a [Ful89, p. 10] para una prueba completa de este conocido
resultado. Estudiemos la implicacio´n ma´s directa, si −1 ∈ 〈f1, . . . , fm〉, quiere
decir que existen t1(z), . . . , tm(z) tales que t1(z)f1(z) + · · ·+ tm(z)fm(z) = −1.
Si sustituimos por z solucio´n del sistema de polinomios el lado izquier-
do de la ecuacio´n se anula, por lo que llegamos a la contradiccio´n 0 = −1
⇒ problema no factible. Existe un me´todo general para hallar los polinomios
t1(z), . . . , tm(z) que definen la condicio´n, consiste en hallar la base de Gro¨bner
del ideal 〈f1, . . . , fm〉. E´ste me´todo se ha estudiado en el curso de A´lgebra
combinatoria y computacio´n del grado.
Sen˜alamos que hasta ahora so´lo se ha tratado el caso en el que el conjunto
S estaba determinado por igualdades. Ahora introducimos desigualdades, por
lo que tendremos que hacer distincio´n entre soluciones reales y complejas, ya
que R es un cuerpo ordenado pero C no lo es.
Desigualdades lineales. Para sistemas de desigualdades lineales la dua-
lidad fuerte estudiada en programacio´n lineal nos proporciona certificados de
infactibilidad eficientes. Es ba´sicamente una interpretacio´n algebraica del teo-
rema de separacio´n para poliedros. Lo formalizamos dando el Lema de Farkas.
Teorema 2.3.3 (Lema de Farkas).{
Ax+ b = 0,
Cx+ d ≥ 0 infactible
m
∃λ ≥ 0, µ s.a.
{
ATµ+ CTλ = 0
bTµ+ dTλ = −1
CAPI´TULO 2. OPTIMIZACIO´N SOBRE POLINOMIOS SOS 57
Se ha estudiado este resultado en el curso de programacio´n matema´tica, po-
demos encontrar una prueba completa en [MSB77, p.70]. Ana´logamente a los
casos anteriores, la direccio´n ma´s sencilla de probar es trivial. Es equivalente
al resultado de dualidad de´bil 1.1.1 comentado en el cap´ıtulo 1 , mientras que
la otra implicacio´n es equivalente a la dualidad fuerte 1.1.2. Podemos hallar
el par (λ, µ) resolviendo el problema lineal, esto se puede realizar en tiempo
polinomial usando el me´todo del punto interior.
Podemos unificar estos resultados al caso en el que trabajemos con sis-
temas de ecuaciones polinomiales y desigualdades en los reales. Esto da una
generalizacio´n del lema de Farkas y en el caso del Nullstellensatz, nos permite
distinguir entre soluciones reales o complejas.
2.3.3. Positivstellensatz
Consideremos un sistema de ecuaciones y desigualdades polinomiales ge-
neral. ¿Co´mo podr´ıamos probar que no tiene soluciones reales? Veremos a
continuacio´n un resultado que nos ofrece un certificado de infactibilidad, co-
nocido como el Positivstellensatz. Es uno de los resultados fundamentales de
geometr´ıa algebraica real. Se encuentra en [BCR98, Teorema 4.4.3].
Teorema 2.3.4 (Positivstellensatz).{
fi(x) = 0 (i = 1, . . . ,m),
gi(x) ≥ 0 (i = 1, . . . , p) infactible en R
n
m
∃F (x), G(x) ∈ R[x] s.a.

F (x) +G(x) = −1
F (x) ∈ 〈f1, . . . , fm〉
G(x) ∈ preorder (g1, . . . , gp)
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El teorema nos da una caracterizacio´n de inexistencia de soluciones reales
mediante una simple identidad algebraica. Para ellos usamos unos polinomios
F (x) ∈ 〈f1, . . . , fm〉 y G(x) ∈ preorder (g1, . . . , gp) sin imponer condiciones
sobre ellos.
Es razonable cuestionar la eficiencia con la que se pueden hallar estos poli-
nomios. Hasta ahora hemos determinado que los certificados de infactibilidad
vistos se pueden calcular usando a´lgebra lineal, programacio´n lineal o bases
de Gro¨bner para el caso de ecuaciones lineales, sistemas lineales y ecuaciones
polinomiales respectivamente. Para el caso del Positivstellensatz tenemos que
tener en cuenta que los ideales y los preo´rdenes son conos convexos en el espacio
de los polinomios (la combinacio´n lineal con coeficientes positivos o polinomios
del conjunto es cerrada en ambos casos). Por tanto, las condiciones para que
un certificado del tipo 2.3.4 existan son convexas, independientemente de que
el problema original sea convexo o no. Si adema´s imponemos, al buscar las
funciones, F (x) y G(x) que tengan un grado ma´ximo fijado las condiciones
impuestas en 2.3.4 tienen la forma exacta de una condicio´n del tipo sos, por
lo que, recordando el corolario 2.2.1, se puede resolver usando programacio´n
semidefinida.
Un procedimiento ser´ıa ir buscando dichos polinomios de grado limitado D,
aumentando D desde un mı´nimo. Obtendr´ıamos una jerarqu´ıa de problemas
semidefinidos que ir considerando.
Ejemplo 2.3.1 Consideremos el sistema
f1 := x
2
1 + x
2
2 − 1 = 0
g1 := 3x2 − x31 − 2 ≥ 0
g2 := x1 − 8x32 ≥ 0
(2.11)
Probemos que no tiene soluciones reales (x1, x2) ∈ R2. Usando el Posi-
tivstellensatz, el sistema es no factible si y solo si existen ciertos polinomios
t1, s0, s1, s2, s12 ∈ R [x1, x2] tales que
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f1 · t1︸ ︷︷ ︸
ideal 〈f1〉
+ s0 + s1 · g1 + s2 · g2 + s12 · g1 · g2︸ ︷︷ ︸
preorder (g1,g2)
= −1 (2.12)
donde s0, s1, s2, y s12 son sumas de cuadrados.
Buscamos soluciones en las que todos los te´rminos del lado izquierdo de
la igualdad anterior tengan grado D fijado o menor. Para cada valor D que
fijemos tenemos un problema de programacio´n semidefinida que podemos pro-
gramar para resolver. En este caso, para D = 4, existen los polinomios
t1 = −3x21 + x1 − 3x22 + 6x2 − 2
s0 =
5
43
x21 +
387
44
(
x1x2 − 52129x1
)2
+ 11
5
(−x21 − 122x1x2 − 511x1 + x22)2
+ 1
20
(−x21 + 2x1x2 + x22 + 5x2)2 + 34 (2− x21 − x22 − x2)
2
s1 = 3, s2 = 1, s12 = 0
Estos polinomios cumplen la condicio´n 2.12 por lo que se ha probado la no
factibilidad del sistema 2.11.
Cap´ıtulo 3
Optimizacio´n con DSOS y
SDSOS
Vamos a definir unas clases de polinomios, que nos permitira´n optimizar
sobre polinomios no negativos ma´s eficientemente. Esta clase de polinomios
esta´n contenidos exclusivamente en la categor´ıa de polinomios no negativos,
por lo que al trabajar sobre ellos estamos reduciendo las posibilidades del
problema, es el precio a pagar por la ganancia en eficiencia.
3.1. Polinomios DSOS y SDSOS
Recordamos el conjunto de polinomios que son suma de cuadrados y deno-
tamos por SOSn,2d. Se cumple que SOSn,2d ⊆ PSDn,2d exclusivamente ya que
hemos visto que, por ejemplo, M(x, y) = x4y2 + x2y4 − 3x2y2 + 1 es positivo
para todo par (x, y) ∈ R2 pero no se puede escribir como suma de cuadrados.
Pasamos a definir los nuevos conjuntos de polinomios.
Definicio´n 3.1.1 Un polinomio p es suma de cuadrados diagonalmente do-
minantes (DSOS) si se puede escribir como
p(x) =
∑
i
αim
2
i (x) +
∑
ij
β+ij (mi(x) +mj(x))
2 +
∑
ij
β−ij (mi(x)−mj(x))2
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siendo mi(x),mj(x) monomios y αi, β
+
ij , β
−
ij escalares positivos. Llamare-
mos a estos polinomios DSOSn,2d (si esta´n expresados en n variables y tienen
grado 2d).
Definicio´n 3.1.2 Un polinomio p es suma de cuadrados diagonalmente do-
minantes escalado (SDSOS) si se puede escribir como
p(x) =
∑
i
αim
2
i (x) +
∑
ij
(β˜+ijmi(x) + β̂
+
ijmj(x))
2 +
∑
ij
(β˜−ijmi(x)− β̂−ijmj(x))2
siendo mi(x),mj(x) monomios y αi, β˜
+
ij , β̂
+
ij , β˜
−
ij , β̂
−
ij escalares y αi positivo.
Llamaremos a estos polinomios SDSOSn,2d (si esta´n expresados en n variables
y tienen grado 2d).
Estas descomposiciones no son necesariamente u´nicas para este tipo de
polinomios. Observamos que el grado de los monomios no puede superar d, si
nuestro polinomio fuera homoge´neo de grado 2d dichos monomios tendr´ıan que
tener todos grado d exactamente. Con estas definiciones tenemos claramente
las siguientes inclusiones:
DSOSn,2d ⊆ SDSOSn,2d ⊆ SOSn,2d ⊆ PSDn,2d
Estas inclusiones son exclusivas. Pongamos un ejemplo de ello, q(x, y, z) =
(x − y − z)2 es suma de cuadrados pero no es DSOSn,2d. Es un polinomio al
cuadrado por lo que obviamente es SOSn,2d, probemos que no es DSOSn,2d por
reduccio´n a lo absurdo. Si desarrollamos la expresio´n obtenemos q(x, y, z) =
x2 + y2 + z2 + 2zy−2xy−2xz. Si, efectivamente q ∈ DSOSn,2d al ser de grado
2 homoge´neo todos los monomios mi de la expresio´n de la definicio´n tendra´n
grado 1 necesariamente. El polinomio, por tanto, tendra´ que poder expresarse
de la forma
q(x, y, z) = αxx
2 + αyy
2 + αyy
2 + β+xy(x+ y)
2 + β+yz(z + y)
2
+β+xz(x+ z)
2 + β−xy(x− y)2 + β−xz(x− z)2 + β−yz(z − y)2
Si comparamos coeficientes en las dos expresiones anteriores, nos surgen
las siguientes restricciones.
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αx + β
+
xy + β
+
xz + β
−
xy + β
−
xz = 1
αy + β
+
xy + β
+
yz + β
−
xy + β
−
yz = 1
αz + β
+
yz + β
+
xz + β
−
yz + β
−
xz = 1
β+xy − β−xy = −1
β+xz − β−xz = −1
β+yz − β−yz = 1
Si resolvemos el sistema imponiendo que todas las variables sean positivas,
por ejemplo en MatLab con la funcio´n linprog, obtenemos que el problema no
tiene solucio´n.
Ejemplo 3.1.1 Tomemos la forma general p (x1, x2) = x
4
1 + x
4
2 + ax
3
1x2 +(
1− 1
2
a− 1
2
b
)
x21x
2
2 + 2bx1x
3
2. En la imagen se muestra el conjunto, segu´n los
valores de a y b, en el que el polinomio es SOS (azul claro), DSOS (verde) o
SDSOS (amarillo).
Figura 3.1.1
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Un polinomio de grado 2d se puede expresar como p(x) = z(x)TQz(x)
siendo z(x) el vector de monomios de grado ≤ d. Vamos a definir dos tipos de
matrices que nos caracterizara´n la condicio´n DSOS y SDSOS.
Definicio´n 3.1.3 Una matriz sime´trica A = (aij) es diagonalmente dominan-
te (dd) si cumple
aii ≥
∑
j 6=i
|aij|
para todo i. Una matriz sime´trica A se dice diagonalmente dominante esca-
lada (sdd) si existe una matriz diagonal D, con entradas diagonales positivas,
y que se cumpla que DAD sea diagonalmente dominante. Denotamos a este
conjunto de matrices DDn y SDDn respectivamente. No´tese la inclusio´n obvia
DDn ⊆ SDDn.
Adema´s se tiene que las matrices DDn son semidefinidas positivas. Esto se
puede probar usando el Teorema de Gershgorin [Ger31] que nos dice que ”dada
una matriz A = (aij) ∈Mn(C) se definen los c´ırculos D1, . . . , Dn contenidos en
C con centro en aii y radio ri =
∑
j 6=i
|aij|. Entonces los autovalores de la matriz
A se encuentran en la unio´n de los n c´ırculos”. Por tanto, una matriz diagonal-
mente dominante (que tiene autovalores reales por ser sime´trica real) cumplira´
que todos sus autovalores son no negativos y sera´ semidefinida positiva. DAD
tiene autovalores del mismo signo que A por el teorema de Gerschgorin. Por
tanto, las matrices SDDn tambie´n sera´n semidefinidas positivas. Si denotamos
a las matrices semidefinidas positivas de taman˜o n× n por Pn se da:
DDn ⊆ SDDn ⊆ Pn
Por ejemplo , la matriz
(
1 2
0 1
)
es semidefinida positiva pero no es diago-
nalmente dominante, s´ı es SDD2 si escogemos D =
(
3 0
0 1
)
(DAD es diago-
nalmente dominante).
Relacionemos ahora estas clases de matrices con los polinomios DSOSn,2d
y SDSOSn,2d.
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Teorema 3.1.1 Un polinomio p de grado 2d es DSOS si y solamente si ad-
mite una representacio´n del tipo p(x) = z(x)TQz(x) con Q diagonalmente
dominante (dd).
Antes de probar este resultado enunciamos el siguiente lema.
Lema 3.1.1 (Barker y Carlson) [BC75] Sea V = {vj}2n2j=1 el conjunto de
todos los vectores no nulos de Rn que tengan, a lo sumo, dos entradas no nulas,
iguales a ±1. Si denotamos como {Vi}n2i=1 al conjunto de todas las matrices de
rango 1 que se construyen de la forma Vi = vv
T para algu´n v ∈ V, una matriz
sime´trica M n × n sera´ diagonalmente dominante si y solamente si se puede
escribir como
M =
n2∑
i=1
ηiVi
siendo ηi ≥ 0.
Prueba: Supongamos que M es diagonalmente dominante. Sean los con-
juntos P = {(i, j)|i < j, aij > 0} y N = {(i, j)|i < j, aij < 0} y ui el vector que
tiene un 1 en la posicio´n i-e´sima y 0 en el resto. Entonces podemos expresar
M como suma de matrices de rango 1 del siguiente modo
M =
n∑
i=1
(aii −
∑
i 6=j
|aij|)uiuTi +
∑
(i,j)∈P
aij(ui + uj)(ui + uj)
T
+
∑
(i,j)∈N
(−aij)(ui − uj)(ui − uj)T
Observamos que esta expresio´n es del tipo
n2∑
i=1
ηiVi ya que cada matriz es de
la forma uiu
T
i o bien (ui+uj)(ui+uj)
T , y en cada caso los vectores pertenecen
a V ya que tienen a lo sumo dos elementos no nulos y son ±1, adema´s, como
M es dd, todos los coeficientes escalares de los sumandos son positivos.
Contrariamente suponemos que podemos expresarM =
n2∑
i=1
ηiVi. La suma de
matrices dd es dd ya que si A y B son diagonalmente dominantes (aii ≥
∑
j 6=i
|aij|
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y bii ≥
∑
j 6=i
|bij|) entonces A+B cumplira´ aii+ bii ≥
∑
j 6=i
|aij|+ |bij| ≥
∑
j 6=i
|aij + bij|
por lo que A + B es diagonalmente dominante. Si probamos que cada ηiVi es
dd, habremos terminado la demostracio´n.
En el caso de que ηiVi so´lo tenga dos entradas no nulas, que estara´n posicio-
nadas en la diagonal (vector de so´lo un elemento no nulo), es trivial comprobar
que es dd. Si los vectores que definen la matriz Vi tienen dos entradas no nulas
distinguimos dos casos, el primero, que estas entradas tengan el mismo signo,
en cuyo caso Vi tiene cuatro elementos no nulos iguales a 1, dos en la diagonal y
los otros dos formando una submatriz de cuatro 1. Al multiplicar por un esca-
lar positivo ηi nos queda una matriz diagonalmente dominante ya que ηi ≥ |ηi|.
En el caso de que los elementos del vector que define Vi tengan signo
distinto, Vi tendra´ dos 1 en la diagonal y dos -1 en las posiciones que forman
una submatriz con los elementos positivos. Como se cumple ηi ≥ | − ηi|, este
tipo de matriz tambie´n sera´ dd. El lema queda probado. 
Usamos el lema en la demostracio´n del teorema 3.1.1 que damos a conti-
nuacio´n.
Prueba: Supongamos ahora que p se puede expresar como p(x) = z(x)TQz(x)
con Q siendo diagonalmente dominante. El lema que acabamos de sen˜alar nos
asegura que:
p(x) =
n2∑
i=1
(ηiz
T (x)viv
T
i z(x)) =
n2∑
i=1
ηi(v
T
i z(x))
2,
donde ηi ≥ 0 y vi un vector de taman˜o n con una o´ dos entradas no nulas (y
el resto nulas) iguales a ±1. Separemos los sumandos de la expresio´n con el
siguiente criterio, por un lado los sumandos asociados a un vector vi de una
sola entrada que generan un te´rmino del tipo αim
2
i (x) claramente. Por otro
lado los te´rminos que tengan vi con dos entradas que correspondera´n a te´rmi-
nos β+ij (mi(x) +mj(x))
2 o´ β−ij (mi(x)−mj(x))2 segu´n tengan las componentes
mismo signo (un par 1,1 o´ -1,-1) o distinto signo (1,-1). Queda demostrado
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entonces que el polinomio p(x) es DSOSn,2d.
Rec´ıprocamente, si tengo un polinomio p que cumple ser DSOSn,2d admi-
tira´ una descomposicio´n del tipo∑
i
αim
2
i (x) +
∑
ij
β+ij (mi(x) +mj(x))
2 +
∑
ij
β−ij (mi(x)−mj(x))2
Veamos que cada uno de estos te´rminos se puede expresar como p(x) =
z(x)TQkz(x) siendo Qk dd.Ya hemos visto que la suma de matrices diagonal-
mente dominantes es diagonalmente dominante. Por tanto si cada Qk defi-
nida antes es dd se cumplira´ que nuestro polinomio se podra´ expresar como
p(x) = z(x)TQz(x) siendo Q diagonalmente dominante.
Si la matriz Qk corresponde a un te´rmino del tipo αim
2
i (x), sera´ diagonal
y por tanto diagonalmente dominante. Si corresponde a β+ij (mi(x) + mj(x))
2
podremos expresar Qk como una matriz de so´lo cuatro entradas, dos de ellas
diagonales de valor β+ij y las dos restantes del mismo valor formando una
submatriz con las diagonales por lo que tambie´n sera´ dd. En el caso β−ij (mi(x)−
mj(x))
2 ocurre lo mismo excepto que las entradas no diagonales no nulas sera´n
negativas, pero se sigue cumpliendo la condicio´n β−ij ≥ |−β−ij | por lo que estas
matrices tambie´n sera´n dd y queda probado que p se puede expresar como
z(x)TQkz(x) con Q diagonalmente dominante. 
Teorema 3.1.2 Un polinomio p de grado 2d es SDSOS si y solamente si
admite una representacio´n del tipo p(x) = z(x)TQz(x) con Q diagonalmente
dominante escalada (sdd).
Prueba: Supongamos primero que p(x) = z(x)TQz(x) con Q siendo dia-
gonalmente dominante escalada. Esto quiere decir que existe matriz diagonal
D tal que DQD es dd. Si en la expresio´n del polinomio introducimos dos
factores I = D−1D y DD−1 obtenemos
p(x) = z(x)TD−1DQDD−1z(x) = (D−1z(x))TDQD(D−1z(x))
Si seguimos el mismo argumento que en el apartado anterior, deducimos
que es una forma DSOS pero los monomios son entradas del vector (D−1z(x))
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no del vector z(x), por lo que sera´n del tipo diimi(x). Esto hace que la expresio´n
del polinomio quede∑
i
αi(diimi)
2(x) +
∑
ij
β+ij (diimi(x) +djjmj(x))
2 +
∑
ij
β−ij (diimi(x)−djjmj(x))2 =∑
i
αim
2
i (x) +
∑
ij
(β˜+ijmi(x) + β̂
+
ijmj(x))
2 +
∑
ij
(β˜−ijmi(x)− β̂−ijmj(x))2
por lo que nos queda la expresio´n de un polinomio SDSOS.
Al contrario, si un polinomio es SDSOS, admite una representacio´n del
tipo
∑
i
αim
2
i (x) +
∑
ij
(β˜+ijmi(x) + β̂
+
ijmj(x))
2 +
∑
ij
(β˜−ijmi(x)− β̂−ijmj(x))2, haga-
mos corresponder cada uno de estos te´rminos con uno del tipo z(x)TQkz(x). Si
probamos que cada Qk es diagonalmente dominante escalada tendremos que
nuestro polinomio se puede expresar de manera p(x) = z(x)TQz(x) con Q sien-
do sdd ya que la suma de matrices sdd es diagonalmente dominante escalada.
Probar esta u´ltima implicacio´n no es trivial pero la damos por sentado ya que
en un lema posterior probaremos que el conjunto de matrices SDDn es un cono.
Probemos por tanto que cada Qk es diagonalmente dominante escalada.
Si Qk es la matriz asociada a un te´rmino del tipo αim
2
i (x), podemos tomar
Qk como matriz diagonal y, al igual que antes ser´ıa dd. Para los te´rminos
(β˜+ijmi(x) + β̂
+
ijmj(x))
2 la matriz asociada tendra´ todas sus entradas nulas
menos 4 asociados a los te´rminos mi(x) y mj(x) del vector z(x), formando una
submatriz 2 × 2 de la forma
(
β˜+ij
β̂+ij
) (
β˜+ij β̂
+
ij
)
. Del mismo modo, si tenemos
un te´rmino del tipo (β˜−ijmi(x) − β̂−ijmj(x))2 la matriz asociada sera´
(
β˜−ij
−β̂−ij
)
(
β˜−ij −β̂−ij
)
. Probamos para los dos casos que son matrices sdd, si en general
tenemos una matriz
(
a
b
) (
a b
)
se cumple que
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signo(a)
a
0
0 signo(b)
b
)
A
(
signo(a)
a
0
0 signo(b)
b
)
=
(
1 −1
−1 1
)
que es dd por lo que A es sdd. Si a o´ b fueran nulos A ser´ıa dd directamente.

Vemos ahora unas caracterizaciones de matriz sdd que necesitaremos para
ver el tipo de programacio´n con la que se pueden resolver problemas sobre
polinomios SDSOSn,2d.
Teorema 3.1.3 Una matriz sime´trica Q es sdd si y solamente si tiene un
”factor de anchura” de 2 como mucho, es decir, una factorizacio´n de la matriz
del tipo Q = V V T , cumple que cada columna de V tiene, como mucho, dos
entradas no nulas.
Para una prueba del resultado nos referimos a los teoremas 8 y 9 de
[BCPT05].
Lema 3.1.2 Una matriz sime´trica Q de dimensio´n n×n es sdd si y solamente
si puede expresarse como
Q =
∑
i<j
M ij
siendo cada M ij una matriz con todas las entradas nulas excepto cuatro que
forman una submatriz
[
(M ij)ii (M
ij)ij
(M ij)ji (M
ij)jj
]
sime´trica y semidefinida positiva.
Prueba: Si Q es sdd, por el teorema anterior sabemos que se puede ex-
presar como Q = V V T , siendo V una matriz n × k. Podemos desarrollar en
te´rminos Q =
∑
l=1
vlv
T
l con vl la columna l-e´sima de V . Se cumple que cada vl
tiene como mucho dos entradas no nulas, por tanto cada te´rmino vlv
T
l tendra´,
efectivamente, la forma M ij.
Inversamente,supongamos que Q puede expresarse como indica el lema.
Podemos escribir cada matriz M ij como wij,1w
T
ij,1 + wij,2w
T
ij,2 siendo wij,1 y
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wij,2 vectores que tienen como mucho dos entradas no nulas. Si construimos
una matriz V que tenga como columnas todos los vectores wij,1 y wij,2, se
cumple que Q = V V T .
Por tanto, el conjunto de matrices SDDn es un cono, y se cumple que la
suma de matrices diagonalmente dominantes escaladas es tambie´n diagonal-
mente dominante escalada. 
3.2. LP y SOCP en relacio´n a polinomios DSOS
y SDSOS
Teorema 3.2.1 Para un d fijado, se puede optimizar sobre polinomios DSOSn,2d
y SDSOSn,2d con programacio´n lineal y co´nica de segundo orden respectiva-
mente de taman˜o polinomial n en ambos casos.
Prueba: En ambos casos se puede imponer la igualdad p(x) = z(x)TQz(x)
mediante una serie de igualdades lineales (una cantidad finita) impuestas sobre
los coeficientes de p y los elementos de la matriz Q. Si queremos imponer que
Q sea dd basta que se cumpla
Qii ≥
∑
i 6=j
zij ∀i
−zij ≤ Qij ≤ zij ∀i, j i 6= j
que es, efectivamente, un programa lineal.
Para comprobar si la matriz Q es sdd podemos hacer uso del lema anterior.
Dada una descomposicio´n de Q en matrices M ij, imponemos que cada una
de ellas se semidefinida positiva. Para ello, como cada matriz so´lo tiene 4
elementos no nulos, basta que se cumpla
(M ij)ii + (M
ij)jj ≥ 0∥∥∥∥ 2(M ij)ij(M ij)ii − (M ij)jj
∥∥∥∥ ≤ (M ij)ii + (M ij)jj ≥ 0
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que son restricciones compatibles con la programacio´n co´nica de segundo
orden.
En ambos casos el taman˜o polinomial es n ya que la matriz Q sobre la
que imponemos las restricciones tiene
(
n+d
d
)
que es polinomial en n para un d
fijado. 
El hecho de poder sustituir problemas de programacio´n semidefinida por
problemas de programacio´n lineal y co´nicos de segundo orden supone un au-
mento de la eficencia si usamos me´todos de punto interior para resolverlos
1.5.
3.3. Polinomios RDSOS y RSDSOS
Comentaremos en esta seccio´n otra posibilidad de verificar si un polinomio
es no negativo. Usamos los conjuntos DSOSn,2d y SDSOSn,2d de una nueva
manera.
Definicio´n 3.3.1 Para un nu´mero entero r ≥ 0, decimos que el polinomio
p := p (x1, . . . , xn) is RDSOS (ana´logamente RSDSOS) si
p(x) ·
(
n∑
i=1
x2i
)r
es dsos (sdsos respectivamente). Denotamos el conjunto de polinomios en n
variables y grado 2d que son rdsos (rsdsos) como RDSOSn,2d (RSDSOSn,2d).
Destacamos que para r = 0 recuperamos las definiciones originales dsos/sdsos.
Mas au´n se tiene que, como (
∑n
i=1 x
2
i )
r
es siempre no negativo
RDSOSn,2d ⊆ RSDSOSn,2d ⊆ PSDn,2d
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Es claro que optimizar sobre polinomios rdsos (rsdsos respectivamente) es
un problema de programacio´n lineal (co´nico de segundo orden). La prueba del
siguiente teorema es ana´loga a la del teorema 3.2.1 y, por tanto, omitida.
Teorema 3.3.1 Para d y r fijados se cumple que optimizar sobre polinomios
pertenecientes a RDSOSn,2d se puede realizar mediante programacio´n lineal, y
optimizar sobre polinomios en RSDSOSn,2d puede resolverse con programacio´n
co´nica de segundo orden de taman˜o polinomial n.
Ejemplo 3.3.1 Consideramos el mencionado polinomio de Motzkin, M(x) =
x41x
2
2 + x
2
1x
4
2 − 3x21x22x23 + x63, que se conoce histo´ricamente como el primer
ejemplo de polinomio no negativo que no es suma de cuadrados. La siguiente
descomposicio´n muestra que M ∈ 2DSOS3,6, y por tanto M es no negativo:
M(x) ·
(
3∑
i=1
x2i
)2
=
1
2
(
x53 − x33x22
)2
+
1
2
(
x42x1 − x43x1
)2
+
1
2
(
x42x1 − x23x22x1
)2
+
1
2
(
x53 − x33x21
)2
+
1
2
(
x33x
2
1 − x33x22
)2
+
5
2
(
x32x
2
1 − x43x2
)2
+
1
2
(
x32x
2
1 − x23x2x21
)2
+
5
2
(
x22x
3
1 − x43x1
)2
+
1
2
(
x22x
3
1 − x23x22x1
)2
+
1
2
(
x2x
4
1 − x43x2
)2
+
1
2
(
x2x
4
1 − x23x2x21
)2
Esto constituye una prueba de que 2DSOS3,6 * SOS3,6.
Viendo que en algunos casos los conjuntos RDSOSn,2d contienen poli-
nomios que SOSn,2d no, la imposicio´n de que un polinomio pertenezca a
RDSOSn,2d proporcionara´ un conjunto de soluciones factibles diferente, en
ocasiones mayor. Por tanto, a parte de la ventaja en eficiencia, no siempre
perderemos taman˜o en la regio´n factible.
Cap´ıtulo 4
Aplicaciones
Hemos demostrado que es ma´s eficiente comprobar si un polinomio cumple
ser DSOS o SDSOS que suma de cuadrados o no negativo. Vemos ahora
co´mo podemos aplicar esta cualidad en la resolucio´n de problemas. Muchos
de ellos ya se han tratado pero no desde esta nueva perspectiva. A la hora de
comprobar el cara´cter DSOS, SDSOS o SOS de los polinomios se ha usado
el co´digo de los autores [AM19] implementado en Matlab. Se usa el resolutor
MOSEK en todos los casos, salvo en los que hallamos el mı´nimo global de un
polinomio en donde usamos las herramientas de optimizacio´n de Matlab.
4.1. Mı´nimo de un polinomio en varias varia-
bles
Es comu´n que se nos presente el problema de hallar el mı´nimo de cierta
expresio´n, en concreto de un polinomio. Veamos un ejemplo de co´mo podemos
abordar y solucionar esta cuestio´n haciendo uso de las clases DSOS y SDSOS
en contraposicio´n al tipo SOS. Consideremos el caso especial de un polinomio
p(x) de grado 2d en la esfera unidad (el conjunto
{
x ∈ Rn|xTx = 1}). El pro-
blema de hallar el mı´nimo de esta funcio´n en ese conjunto ha sido ampliamente
estudiado y se conoce que es de complejidad NP incluso para el caso d = 2.
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Hallar su mı´nimo es equivalente a resolver el siguiente problema de opti-
mizacio´n
maximize
γ
γ
s.a. p(x)− γ (xTx)d ≥ 0,∀x ∈ Rn (4.1)
Si sustituimos la condicio´n de no negatividad por una restriccio´n a los con-
juntos SOS/DSOS/SDSOS convertimos el problema en uno de tipo
SDP/LP/SOCP .
Recordemos antes de ver algunos ejemplos que al sustituir la condicio´n de
no negatividad por otra ma´s restrictiva estamos reduciendo la regio´n factible,
por lo que el mı´nimio resultante sera´ mayor o igual que el real. Por ejemplo si
consideramos el polinomio
p(x1, x2) = x
4
2 + bx
3
2x1 + (1− 0,5a+ b)x22x21 + ax31x2 + x41 (4.2)
Dependiendo del valor de sus coeficientes vemos en la imagen si es DSOS
(y por tanto DSOSS y SOS), SDSOS (y por tanto SOS), SOS o ninguna
de las anteriores.
Figura 4.1
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En azul oscuro la zona donde no es suma de cuadrados. En azul claro la
zona SOS exclusiva, en verde SDSOS y en amarillo DSOS.
Por tanto se ve claramente co´mo al resolver el problema 4.1 con progra-
macio´n DSOS o SDSOS estaremos reduciendo el recinto de bu´squeda y per-
diendo, en principio, informacio´n sobre el mı´nimo real.
Se adjuntan unas tablas con el resultado de resolver 4.1 para polinomios
en distinto nu´mero de variables y coeficientes obtenidos aleatoriamente. Nos
reducimos a formas de grado 4 en un nu´mero de variables entre 10 y 60.
Tabla de tiempos (s)
Variables DSOS SDSOS SOS
10 0.35 0.38 0.34
15 1.44 2.06 6.01
20 6.55 7.00 85.27
25 16.45 20.83 -
30 18.71 21.27 -
35 40.86 43.84 -
40 83.03 80.44 -
45 154.44 137.21 -
50 553.38 217.14 -
55 5236.67 319.73 -
60 14100.04 473.90 -
Tabla 4.1
Podemos comprobar que para un amplio rango, de 25 a 60 variables, los
me´todos DSOS y SDSOS ofrecen una solucio´n mientras que la capacidad
de la formulacio´n SOS no es suficiente como para resolver e problema. Como
hemos dicho estamos perdiendo optimalidad, pero vemos que puede ser un
precio interesante a pagar si a cambio nos permite resolver problemas de gran
taman˜o que de otra manera no podr´ıamos.
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En la tabla se aprecia una diferencia apreciable de tiempos entre los me´to-
dos DSOS y SDSOS a partir de las 20 variables.
Debido a la capacidad limitada de memoria de los ordenadores con los que
se han realizado estas pruebas solo alcanzamos 60 variables, pero todo parece
indicar que un ordenador con ma´s memoria RAM dar´ıa resultados para ma´s
variables, pasado el tiempo requerido.
4.2. Teor´ıa de control
Uno de los campos en los que resulta ma´s u´til la programacio´n semidefinida
es el estudio de los sistemas dina´micos y la teor´ıa de control. Veremos al final
de la seccio´n co´mo podemos usar herramientas relacionadas con la formulacio´n
DSOS y SDSOS para resolverlos. Primero planteemos el problema.
4.2.1. Problema de estabilidad de sistemas lineales
Consideremos una ecuacio´n en diferencias lineal.
x[k + 1] = Ax[k], x[0] = x0 (4.3)
Esta clase de ecuacio´n recursiva es un ejemplo de sistema dina´mico discre-
to en el tiempo. La variable x[k] evoluciona con el tiempo, comenzando en la
condicio´n inicial x0. La ecuacio´n ana´loga, para el caso de tiempo continuo ser´ıa
d
dt
x(t) = Ax(t). Este modelo se usa para modelar la evolucio´n en el tiempo
de magnitudes como el voltaje de un circuito, la temperatura de objetos, la
cantidad de poblacio´n o la concentracio´n qu´ımica de una sustancia.
Una cuestio´n que se estudia es el comportamiento de estos sistemas cuando
k → ∞. Es razonable preguntarse bajo que´ condiciones podemos garantizar
que la variable x[k] se mantiene acotada o incluso converge a 0.
Se puede probar que x[k] converge a 0 para cualquier valor de x0 si y
solamente si el radio espectral de la matriz A es menor que 1, es decir, los au-
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tovalores λi cumplen |λi(A)| < 1 para i = 1, . . . , n. Efectivamente si tomamos
x[k] = Akx0 y suponemos que la matriz A es diagonalizable, tendremos que
x[k] = Akx0 = (PDP
−1)kx0 = PDkP−1x0
Donde x[k] = 0 si y solo si P−1x[k] = 0 ya que es una matriz no singular.
Hacemos por tanto un cambio de variable y queda y[k] = Dky0 que es el vector
de los valores yi0 multiplicados por λ
k
i . Es claro que y[k]i = λ
k
i yi0 tiende a 0
con k si y solo si |λi(A)| < 1 para i = 1, . . . , n.
Decimos, por tanto, en este caso que la matriz A es estable en el senti-
do Schur. Esta caracterizacio´n de estabilidad puede ser muy u´til, pero hay
otros puntos de vista ma´s convenientes. Damos ahora otra caracterizacio´n que
proviene del concepto funcio´n de Lyapunov V (x[k]) = x[k]TPx[k].
Teorema 4.2.1 Dada una matriz A ∈ Rn×n, las siguientes condiciones son
equivalentes:
1. Todos los autovalores de A se encuentran dentro del disco unidad, es
decir, |λi(A)| < 1 para todo i = 1, . . . , n.
2. Existe una matriz P ∈ Sn tal que
P  0, ATPA− P ≺ 0 (4.4)
Prueba: Veamos co´mo la segunda afirmacio´n implica la primera. Sea
Av = λv, donde v 6= 0. Entonces
0 > v∗
(
ATPA− P) v = (|λ|2 − 1) v∗Pv︸ ︷︷ ︸
>0
y por tanto |λ| < 1.
Contrariamente sea P :=
∑∞
k=0
(
Ak
)T
Ak. La suma converge por la supo-
sicio´n hecha de los autovalores. Entonces
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ATPA− P =
∞∑
k=1
(
Ak
)T
Ak −
∞∑
k=0
(
Ak
)T
Ak = −I ≺ 0

Por tanto, podemos estudiar la estabilidad del sistema mediante program-
cio´n semidefinida ya que basta comprobar que las expresiones matriciales 4.4
son semidefinidas positivas. Si hacemos uso del lema 2.2.2 sabemos que una
matriz M es semidefinida positiva si y solo si la forma yTMy es no negativa.
Podemos por tanto, imponer en su lugar que sea DSOS o SDSOS y tratar el
problema de la manera deseada.
4.2.2. Disen˜o de control
Consideremos ahora la situacio´n en la que hay una perturbacio´n impuesta
que podemos controlar u[k].
x[k + 1] = Ax[k] +Bu[k], x[0] = x0 (4.5)
donde B ∈ Rn×m. Lo que se pretende es hallar la perturbacio´n u[k] ∈ Rm
adecuada para conseguir que x[k] tenga el comportamiento en el tiempo que
deseemos. Estudiamos el caso en el que la matriz A no es estable y escogemos
u[k] = Kx[k] con K una matriz fijada. Es fa´cil ver que nos hallamos en el caso
4.3 con A(K) = A + BK. Si nuestro objetivo es obtener un sistema estable
tendremos que encontrar una matriz K tal que A + BK sea estable. Este
problema es en principio bastante complicado ya que la dependencia de los
autovalores de A + BK con K no es lineal. Sin embargo, podemos reescribir
las condiciones
(A+BK)TP (A+BK)− P ≺ 0, P  0
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como [
P (A+BK)TP
P (A+BK) P
]
 0
Aunque esta forma es ma´s tratable, todav´ıa no tiene la forma de un pro-
blema de programacio´n semidefinida. Tomemos Q := P−1 y multipliquemos a
la derecha e izquierda la ecuacio´n anterior por la matriz diagonal por bloques
con dos bloques no nulos Q. Obtenemos[
Q Q(A+BK)T
(A+BK)Q Q
]
 0
Todav´ıa no es lineal en las variables Q y K por lo que definimos Y := KQ
y tenemos que se debe cumplir[
Q QAT + Y TBT
AQ+BY Q
]
 0
Ahora el problema ya esta´ formulado de manera que la matriz que debe
ser semidefinida positiva es lineal en el par (Q, Y ). Queda expresada como
desea´bamos y por tanto actuando como en el caso anterior, podremos usar
me´todos de comprobacio´n DSOS y SDSOS para resolverlo.
4.3. Estabilidad de Lyapunov
Otra aplicacio´n en el a´mbito de control de sistemas es hallar funciones de
Lyapunov adecuadas para sistemas diferenciales que no tienen por que´ ser li-
neales. Introducimos algunos conceptos. Consideramos el sistema diferencial
auto´nomo y′ = f(y) con f : D −→ RN cuyas componentes son polinomios y
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D ⊆ RN .
Definicio´n 4.3.1 Sean ρ ∈ (0,∞) y V ∈ C0 (Bρ) una funcio´n real. Decimos
que V es definida positiva en Bρ si V (0) = 0 y V (y) > 0 para cualquier
y ∈ Bρ\{0}. Del mismo modo, se dice que V es definida negativa en Bρ si −V
es definida positiva en Bρ.
Ejemplo 4.3.1 La funcio´n V (y) =
∑N
i=1 y
2
i cumple ser definida positiva en
cualquer conjunto Bρ. Sin embargo la funcio´n en R3 dada por V (y1, y2, y3) =
y21 + y
2
2 no es definida positiva (ni negativa) en ninguna bola Bρ, con ρ > 0.
Definicio´n 4.3.2 Sea V : Bρ −→ R una funcio´n tal que V ∈ C1 (Bρ) (ρ > 0).
Se denomina derivada respecto del sistema auto´nomo y′ = f(y) a la
funcio´n V˙ : Bρ −→ R dada por
V˙ (y) =
N∑
i=1
∂V
∂yi
(y)fi(y), ∀y ∈ Bρ
Se dice que V ∈ C1 (Bρ) ∩ C0
(
Bρ
)
es una funcio´n de Liapunov en Bρ
para el sistema auto´nomo y′ = f(y) si V es definida positiva en Bρ y
V˙ (y) ≤ 0, ∀y ∈ Bρ
Es un resultado conocido [FB89, Teorema 5.2] que en estas condiciones si
la funcio´n V˙ es definida negativa en Bρ entonces las solucio´n de y
′ = f(y) es
uniformemente asinto´ticamente estable. Por tanto, para estudiar la estabilidad
del sistema bastara´ con comprobar las condiciones
V (x) > 0, V˙ (x) =
(
∂V
∂x
)T
f(x) < 0 (4.6)
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Si imponemos que la funcio´n de Lyapunov sea polinomial podremos susti-
tuir estas condiciones por
V (x) sos/dsos/sdsos, − V˙ (x) = −
(
∂V
∂x
)T
f(x) sos/dsos/sdsos (4.7)
Se ha planteado el problema de manera que podemos tratarlo con las he-
rramientas explicadas. Como hemos visto comprobar que un polinomio es no
negativo cuesta mucho computacionalmente, por lo que estas alternativas, so-
bretodo para un gran nu´mero de variables pueden suponer una alternativa
razonable. Puede que si imponemos sdsos/sdsos no obtengamos solucio´n ya
que estamos restringiendo nuestras posibilidades frente al caso sos. Es el precio
a pagar por la ganancia en eficiencia, que en unos casos nos reduce el tiempo
de computacio´n y en otros nos da una solucio´n cuando mediante programacio´n
sos no se consigue.
Ejemplo 4.3.2 Suponemos el sistema
x˙1 = −x31 − x2x3 − x1 − x1x23
x˙2 = −x1x3 + 2x31 − x2
x˙3 = −x3 + 2x21
Proponemos como funcio´n de Lyapunov V (x) = 1
2
(x21 + x
2
2 + x
2
3). Compro-
bemos si V˙ (x) es definida negativa.
Usando las funciones del paquete [Meg10] verificamos que −V˙ (x) es suma
de cuadrados.
−V˙ (x) = x21 + x23 +
(
x21 − x1x3 − x2
)2
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Sin embargo, al comprobar si es sdsos o dsos la respuesta es negativa. En
esta ocasio´n la utilidad de la programacio´n sdsos y dsos se ve limitada.
4.3.1. Bu´squeda de funcio´n de Lyapunov
Otra aplicacio´n es la bu´squeda de la funcio´n de Lyapunov que cumpla las
condiciones requeridas. Si proponemos una funcio´n V (x) polinomial y dejamos
sus coeficientes indeterminados, podremos optimizar sobre ellos para encontrar
una solucio´n factible mediante desigualdades matriciales. Explique´moslo con
un ejemplo, obtenido de la referencia [Par00].
Ejemplo 4.3.3 Sea el sistema dina´mico no lineal
x˙1 = −x1 − 2x22
x˙2 = −x2 − x1x2 − 2x32
Observemos que el sistema guarda una simetr´ıa, es invariante frente al
cambio de signo de la segunda componente. Podr´ıamos usar esta cualidad para
limitar la bu´squeda a funciones de Lyapunov con la misma simetr´ıa, pero en
principio no procedemos as´ı. En su lugar propongamos la funcio´n V (x) =
c20x
2
1 + c02x
2
2 + c11x1x2 + c40x
4
1 + c21x
2
1x2. La expresamos de manera matricial
V (x) = 1
2
zTQz.
Q =

2c20 0 c21 + λ2 c12 + λ1 c11
0 2c10 0 −λ3 −λ2
c21 + λ2 0 2λ3 0 −λ1
λ1 −λ3 0 0 0
c11 −λ2 −λ1 0 2c02

con z = [x1, x
2
1, x1x2, x
2
2, x2]
T
. Los factores λi son arbitrarios y se dejan
como variables. Calculamos V˙ (x) = −2c20x21 − 2c11x1x2 − 4c40x41 − (3c21 +
c11)x
2
1x2− (2c02 + 4c20)x1x22− 2c11x32− 8c40x31x22− (4c21 + 2c11)x1x32− 2c02x22−
c21x
3
1x2 − 4c02x42 − 2c21x21x32 y la expresamos de manera matricial V˙ (x) =
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−1
2
wTRw, con w = [x1, x
2
1, x1x2, x
2
2, x2, x1x
2
2, x
2
1x2, x
3
2]
T
. La matriz R queda
como la concatenacio´n horizontal de las siguientes dos matrices

−4c20 0 −3c21 − c11 + ν6 −2c02 + 4c20 + ν2
0 −8c40 −c21 + ν13 −ν8 + ν9
−3c21 − c11 + ν6 −c21 + ν13 2ν7 −ν3 + ν4
−2c02 + 4c20 + ν2 −ν8 + ν9 −ν3 + ν4 −8c02 + 2ν1
−2c11 −ν6 −ν2 0
−ν7 + ν8 −8c40 + ν14 −2c21 + ν10 −ν5
−ν13 0 −ν14 −ν11
−4c21 − 2c11 + ν3 −ν10 + ν11 ν5 0

;

−2c11 −ν7 + ν8 −ν13 −4c21 − 2c11 + ν3
−ν6 −8c40 + ν14 0 −ν10 + ν11
−ν2 −2c21 + ν10 −ν14 ν5
0 −ν5 −ν11 0
−4c02 −ν4 −ν9 −ν1
−ν4 2ν12 0 0
−ν9 0 0 −ν12
−ν1 0 −ν12 0

Matriz R
Usamos Matlab, con el mismo paquete de optimizacio´n usado hasta ahora,
para obtener la solucio´n. El co´digo se haya en el enlace [Meg10]. Resolvemos
un problema de optimizacio´n que maximiza el valor de c11 (una variable alea-
toria, se puede escoger la que sea) sujeto a que los polinomios V (x) = 1
2
zTQz
y V˙ (x) = −1
2
wTRw sean sos, dsos y sdsos respectivamente. Obtenemos el
siguiente resultado.
Time (SOS) : 1,2624
Optimal value (SOS): 0,61213
V (x) = 1,2457x21 + 1,5041x
2
2 + 0,6121x1x2 + 0,5045x
4
1 − 0,1056x21x2
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Time (SDSOS): 0,31878
Optimal value (SDSOS): 2,195
V (x) = 12,3431x21 + 14,8638x
2
2 + 2,1950x1x2 + 4,0475x
4
1 − 0,4278x21x2
Time (DSOS) : 0,24586
Optimal value (DSOS): 0,81283
V (x) = 9,3219x21 + 10,3006x
2
2 + 0,8128x1x2
Se aprecia una diferencia en tiempo de computacio´n, y al imponer dis-
tintos tipos de polinomios, se obtienen distintas funciones de Lyapunov. En
esta ocasio´n la optimizacio´n dsos y sdsos supone una ganancia en tiempo de
computacio´n frente a sos. Si habla´ramos de un sistema ma´s complejo con ma´s
variables la diferencia de tiempo ser´ıa mayor, en incluso ocurrir´ıa que sin lle-
gar a una solucio´n usando una restriccio´n sos, en el caso dsos o sdsos s´ı se
podr´ıa obtener una funcio´n.
Sen˜alamos que, en este caso tratamos funciones de Lyapunov que propor-
cionan estabilidad global, no local.
4.3.2. Estimacio´n de la regio´n de atraccio´n
Dada una funcio´n de Lyapunov V (x) y un sistema dina´mico, queremos esta
vez, estimar la regio´n de atraccio´n de un punto asinto´ticamente estable dado
(tomamos el origen sin pe´rdida de generalidad). Proponemos una bola de radio
γ en torno al origen. Nos interesa conocer la regio´n ma´s amplia posible que
cumpla esta cualidad, por lo que buscamos maximizar γ.
Una condicio´n suficiente para que sea regio´n de atraccio´n relativa a V (x)
es que se cumpla
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x˙ = f(x), V (x) > 0 x 6= 0
V˙ (x) =
(
∂V
∂x
)T
f(x) < 0, x 6= 0
en dicha regio´n. Que se cumpla esta condicio´n es equivalente a que se
cumpla (
xTx
)
(V (x)− ρ) + L(x)V˙ (x) ≥ 0
siendo L(x) un polinomio multiplicador que hace de controlador. Una vez
ma´s, podemos sustituir la condicio´n de no negatividad con la imposicio´n de que
la expresio´n anterior sea sos, dsos o sdsos. Como nos interesa maximizar γ,
podemos resolver la cuestio´n a trave´s del siguiente problema de optimizacio´n
ma´x
γ,L(x)
γ
s.a.
(
xTx
)
(V (x)− ρ) + L(x)V˙ (x) sos, dsos, sdsos
(4.8)
Vea´moslo con un ejemplo.
Ejemplo 4.3.4 Sea el sistema dina´mico
x˙ = −x+ y
y˙ = 0,1x− 2y − x2 − 0,1x3
Imponemos que la funcio´n de Lyapunov sea V (x, y) := x2+y2, por lo que la
derivada queda V˙ (x) = −2x21− 4x22 + 2,2x1x2− 2x21x2− 0,2x2x31. Programamos
en Matlab, con el co´digo usado hasta ahora, la resolucio´n del problema de
optimizacio´n
ma´x
γ,p1,p2,p3,p4
γ
s.a. (V (x, y)− γ) (x2 + y2)+ (p1 + p2x+ p3y + p4xy) V˙ (x, y) sos, dsos, sdsos
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Obtenemos
Time (DSOS) : 0,17276
Optimal value (DSOS): 1,1643
Time (SDSOS) : 0,14236
Optimal value (SDSOS): 3,19
Time (SOS) : 0,89092
Optimal value (SOS): 7,1115
Vemos como el radio de la regio´n disminuye si imponemos condiciones ma´s
restrictivas. Sin embargo, el tiempo empleado en alcanzar una solucio´n es me-
nor en los casos dsos y sdsos que en el caso sos. Aunque ara este caso, de pocas
variables la diferencia entre las regiones obtenidas sea muy significativa, en el
caso de que trabajemos con un gran nu´mero de variables pueden interesarnos
las formulaciones dsos y sdsos por su ganancia en eficiencia.
Esta aplicacio´n se puede extender a casos ma´s complejos como el control
de un robot humanoide. Este aspecto es fundamental en robo´tica y supone
un gran reto debido a que los sistemas dina´micos que rigen los movimientos
del dispositivo. Las ecuaciones que definen estos sistemas son no lineales y las
dimensiones del espacio de estado suelen ser elevadas. Esto hace que pueda
volverse intratable, o que el tiempo que se tarda en evaluar el estado del robot
no sea lo suficientemente pequen˜o para que e´ste sea funcional.
Los autores del art´ıculo [AM19] incluyen un modelo de robot basado en el
ATLAS de Boston Dynamics Inc. El objetivo es conseguir que el robot man-
tenga el equilibriosobre el pie derecho. El controlador que aplican se construye
buscando una funcio´n de Lyapunov y una ley de control lineal que maximi-
cen el taman˜o de la regio´n de atraccio´n resultante. Las condiciones que debe
cumplir la funcio´n de Lyapunov se imponen usando programacio´n sdsos. Las
ecuaciones de movimiento del sistema se expresan de manera polinomial apli-
cando series de Taylor de orden 3.
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El tiempo total de computacio´n es de 22.5 minutos, se sen˜ala que usando
programacio´n sos es imposible obtener una respuesta debido a la limitacio´n
de memoria RAM del dispositivo usado. Incluimos unos enlaces con v´ıdeos
que muestran las simulaciones del controlador para distintas situaciones ini-
ciales http://youtu.be/lmAT556Ar5c, http://www.youtube.com/watch?v=
SD6Okylclb8.
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