We present the first in-depth study of the two existing algorithms, namely, Clustered Voltage Scaling (CVS) and Extended Clustered Voltage Scaling (ECVS), used for assigning the voltage supply to gates in integrated circuits having dual power supplies. We present a comparison of the achievable power savings using these algorithms on various benchmark circuits and first point out that ECVS does provide appreciably larger power improvements compared to CVS. We then provide a new algorithm based on ECVS that further improves the power savings by efficient assignment of the power supplies to the gates. Our new algorithm provides up to 66% power reduction and improves the power savings by up to 28% and 13% with respect to CVS and ECVS respectively. Furthermore, since level conversion is an essential component of dual power supply systems we also present the first circuit-specific sensitivity study of achievable power savings to the energy and delay penalties imposed by level conversion.
INTRODUCTION
Dynamic power dissipation in CMOS circuits is proportional to the square of the supply voltage (VDD). A reduction in VDD thus considerably lowers the power dissipation of the circuit. Dual (or more generally multi-) VDD design is an important scheme that exploits this concept to reduce power consumption in integrated circuits (ICs) [1, 2] . Since a reduction in VDD degrades circuit performance, in order to maintain performance in dual VDD designs, cells along critical paths are assigned to the higher power supply (VDDH) while cells along non-critical paths are assigned to a lower power supply (VDDL). Thus the timing slack available on non-critical paths is efficiently converted to energy savings by use of a second supply voltage. However, level conversion (from VDDL to VDDH) becomes essential at boundaries where a VDDL driven cell drives a VDDH driven cell to eliminate the undesirable static current that otherwise flows. This current flows since the logic 'HIGH' signal of the VDDL driven cell cannot completely turn off the PMOS pull-up network of the subsequent VDDH cell.
The use of level converters is largely determined by the algorithm used in assigning VDD to gates. The two major existing algorithms used for VDD assignment are (1) Clustered Voltage Scaling (CVS) [1] , and (2) Extended Clustered Voltage Scaling (ECVS) [3] . In CVS, the cells driven by each power supply are grouped ('clustered') together and level conversion is needed only at sequential element outputs (referred to as 'synchronous level conversion'). In ECVS, the cell assignment is flexible, allowing level conversion anywhere (not just at the sequential element outputs) in the circuit. This is referred to as 'asynchronous level conversion'. Since ECVS allows more freedom in VDD assignment, it has been suggested that it potentially provides greater power reductions than CVS [3] . However there has been no direct comparison between CVS and ECVS. In addition, nearly all subsequent work on dual-VDD synthesis has focused on CVS. In this work we demonstrate that ECVS is indeed far superior to CVS for a range of benchmark circuits in a 0.13µm CMOS technology.
Both CVS and ECVS assign the appropriate power supply to the gates by traversing the circuit from the primary outputs (PO) to the primary inputs (PI) in a levelized order. CVS is based on a topological constraint that allows a transition from a VDDH driven cell to a VDDL driven cell only, along any path from input to output (i.e., a VDDL driven cell may not feed into a VDDH driven cell). This greatly reduces the fraction of VDDL assigned gates and degrades the achievable power savings. Alternatively, ECVS relaxes this topological constraint by allowing a VDDL driven cell to feed a VDDH driven cell after undergoing level conversion through a dedicated asynchronous level converter (ALC). However, since ECVS performs this assignment simply by visiting gates one at a time in a reverse levelized manner, it still assigns supply voltages in a fundamentally constrained manner. Noting these drawbacks, we develop an algorithm that removes the 'levelization' approach to voltage assignment. Our algorithm is a greedy algorithm that assigns the power supply based on a sensitivity measure that considers slack changes as well as power savings at each move (the assignment of VDDL to a gate is referred to as a 'move' ahead in this paper), and hence results in superior power savings. It is related to the existing ECVS approach in that it allows the use of asynchronous level converters. Since level converters consume power and timing slack they have an important effect on the power savings. We Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. investigate this impact and describe the importance of efficient level converters with respect to the total power savings.
The main contributions of this paper are:
•
We conclusively demonstrate that ECVS is much more effective in reducing power compared to the more heavily studied CVS approach.
• We present a new algorithm that removes drawbacks in the existing ECVS algorithm to achieve uniformly lower total power.
• We study the impact of level converter performance overhead on total power dissipation over a range of benchmark circuits.
This paper is organized as follows. In Section 2, we briefly describe our implementations of CVS and ECVS, followed by Section 3, where we present a new enhanced algorithm. In Section 4, we describe the experimental setup. Section 5 presents the results obtained for various benchmark circuits using all three approaches. Finally, Section 6 concludes the paper.
BACKGROUND -CVS & ECVS
In this section we detail our implementations of the previously presented dual-VDD algorithms of CVS and ECVS. Since the original descriptions of these approaches were not highly detailed, this section seeks to provide a comprehensive summary of these algorithms. Note that for all the algorithms studied in this paper, we begin with a design with all cells assigned to VDDH and then assign VDDL according to the algorithm being applied. Both CVS and ECVS aim at utilizing the available timing slack in a circuit by applying a lower supply voltage on gates that are off the critical paths. This results in reduced dynamic power dissipation and hence lowers system level power dissipation. However, they differ in the policies they follow in making this power supply assignment. As a result of this, the final structure of the resultant netlists after applying these algorithms differs. As stated in Section 2, voltage level conversion becomes essential whenever a VDDL driven cell drives a VDDH driven cell. This is shown in Figure 1 , where a VDDL driven inverter directly feeds into a VDDH driven inverter. The resulting DC current will result in extremely high static power dissipation without the use of level converters. ECVS relaxes this topological constraint and allows a VDDL driven cell to feed a VDDH driven cell after its output has undergone level conversion. ECVS thus has more freedom in finding parts of the circuit that can be operated at the lower supply and can potentially lead to higher power savings. However, the asynchronous level converters impose penalties in terms of their delay, power, and area. Fast and low power ALCs are thus important in mitigating these penalties. Figure 2 depicts the nature of the final topologies attained by CVS and ECVS when applied to a given circuit. From this figure, we note that CVS partitions a circuit into two clusters -one having only VDDH cells and the other having only VDDL cells. The scenario in which a VDDL driven cell directly feeds a VDDH driven cell is clearly precluded in this partitioning. On the other hand, ECVS allows interspersing of VDDL and VDDH cells with insertion of any required ALCs.
Figure 2. Resulting circuit structures after the application of CVS and ECVS.
We now discuss the implementation of these algorithms in greater detail. CVS maintains a list (referred to as L) of candidate cells that can be assigned to VDDL. New cells continue to be added to this list as the algorithm proceeds. The elements of L are ranked according to a heuristic and the first element is chosen to be assigned to VDDL at each step of the algorithm. We follow the heuristics proposed in the first implementation of CVS [1] which ordered the cells in L on the basis of their load capacitance and slack. L is initialized to the set of gates that drive the circuit POs. Pseudo-code for CVS can be summarized as follows:
We note that the step 'CONSTRAINED TOPOLOGY', guarantees that there will be no VDDL driven gate that feeds directly into a VDDH driven gate. However, this constraint acts to curtail many potential VDDL cell assignments as later results will demonstrate.
ECVS (as first implemented in [3] ) begins by levelizing the circuit from the POs to the PIs. LCFFs are inserted when a cell driving a PO is assigned to VDDL (as in the case of CVS). Similarly ALCs are inserted whenever a VDDL gate feeds into a VDDH driven gate. The pseudo-code for the ECVS algorithm is as follows:
Since ECVS subsumes CVS, it can theoretically attain a much higher degree of VDDL gate assignments. ECVS however, must consider the overheads imposed by the ALCs. Also note that when a particular gate is assigned to VDDL the power dissipation can in fact increase. This can occur when a large number of ALCs must be inserted for a given move, or when the move itself leads to only a very small capacitance being set to VDDL. An increase in power dissipation due to a VDDL assignment is allowed (up to a threshold of K%), as an attempt to uncover better final solutions. The factor K therefore adds hill-climbing capability to the ECVS algorithm. This factor has an important effect on the finally achieved power savings as will be seen in Section 5 and hence must be chosen carefully.
Although ECVS has clear advantages over CVS, its policy of determining the VDD assignments is non-optimal and nongreedy. We address this in detail in the next section by describing an improved algorithm.
A NEW DUAL−VDD ASSIGNMENT ALGORITHM
The new algorithm described in this section is related to ECVS in that it allows the use of ALCs. We point out that ECVS-style approaches will be most effective if they are able to find "groups" or "clusters" of connected gates that can be assigned to the lower supply. This is true since such a grouped assignment will require fewer ALCs and minimize their resulting overhead. Note that the ALC delay penalty in particular should be avoided since it consumes valuable timing slack that could otherwise be translated into power savings. The total power of inserted ALCs should also be monitored since heavy use of ALCs will eventually lead to a rise in overall circuit power. In our algorithm, we introduce a sensitivity measure that uses the information available in the slack distribution of the circuit and the power savings attainable before finalizing each VDDL assignment move. This avoids the case of ECVS which merely traverses the circuit (after levelization) and chooses the earliest seen feasible move.
At each stage of the algorithm, we calculate a sensitivity measure (to be defined shortly) for all cells that are potential candidates for VDDL assignment. Note that every VDDL assignment may call for either the insertion or removal of ALCs in the vicinity (at the inputs/output of the gate under consideration). This is because an ALC is required only when a VDDL driven gate needs to supply a VDDH driven gate. Note that since we do not follow a levelized VDDL assignment (as in ECVS), this ALC removal is frequently required and is accomplished by the update_vicinity( ) subroutine in the pseudo-code below. As a result of a move, the arrival time at the output of the gate being assigned to VDDL will change (note that arrival time at the output includes the arrival time at the output of any added level converters, if the move required ALC/LCFF insertion). This changes the slack of various paths in the circuit. The overall power dissipation of the circuit will also change as a result of the move. A move assigning VDDL to a gate feeding a PO requires inserting an LCFF and in this case we must include the LCFF delay in the arrival time calculation. The LCFF data used in this work was obtained from [4, 5] .
We define the sensitivity for a gate (say 'x') as follows:
Note that sensitivities for all gates that can undergo VDDL assignment are evaluated at every iteration of the algorithm and the move with the maximum sensitivity is selected. The state of the circuit is saved at this point and the algorithm proceeds to the next iteration. From the definition of sensitivity, we observe that this algorithm allows negative moves to be taken, thus opening the possibility of uncovering better solutions in the long run. Essentially this sensitivity measure enables us to choose the move giving the best power savings per unit delay penalty. The slack term in the sensitivity computation is used as a weighting factor to encourage VDDL assignment for gates with higher slack.
The new algorithm, designated GECVS (greedy-ECVS), tends to group VDDL gates together inherently due to the nature of the sensitivity function. Since the ∆Delay and ∆Power terms consider the ALC overheads associated with a particular VDDL assignment, the algorithm automatically guides itself towards building groups or clusters of VDDL gates. What is unique about GECVS is that these clusters can form at the beginning of a path, just as easily as they can at the end of a chain of combinational logic. This makes GECVS fundamentally more flexible than CVS or ECVS which proceed with VDDL assignment using a backwards traversal. Also note that for this as well as the preceding two algorithms, the best seen solution is saved at all times, which allows for the undoing of negative moves that did not lead to better final solutions. GECVS also differs from ECVS in the way the ALCs are placed. In GECVS, we place the ALCs directly at the input of the fanout gates rather than at the output of the driving gate in order to reduce the dynamic power consumed in switching the wire. This is particularly important given that a substantial portion of the total capacitance on a chip is due to wiring and not devices [6] . The wireload model we use in our results is described in Section 4. Note that this slows the signal propagation speed on the interconnect (since the interconnect is now being driven by a VDDL gate) but reduces the overall dynamic power dissipation. This requirement can be easily incorporated in any placement tool.
Our algorithm can be summarized in pseudo-code form as follows:
SIMULATION SETUP 4.1 Process Technology
We use an industrial 0.13µm CMOS process for our study. The higher (nominal) power supply VDDH is 1.2V. Most earlier dual-VDD designs used a VDDL value of ~70% of VDDH [7, 8, 9] . However, recent work [2, 10] has shown that the optimal value of VDDL for minimizing total power is ~50% of VDDH. In this work, we hence analyzed the performance of the discussed algorithms for VDDL=0.6V [50% VDDH] and VDDL=0.8V [67% VDDH]. The threshold voltages for our technology are 0.12V and -0.09V for NMOS and PMOS respectively. 1 The wireload model we assumed was [11] :
Wire Capacitance = 5×[1+(number of fanouts − 1)×0. 4 
)]fF
This translates to a wire capacitance of 7fF for a fanout of two, corresponding to a wirelength of approximately 35µm. Standard cell library files used in the experimental results for modeling delay and power were generated using comprehensive SPICE characterization of all gates used (including level converting gates).
Algorithm Implementation
The algorithms described in the preceding sections were implemented in C++ and tested on ISCAS85 [12] benchmarks, a 64-bit ALU, and a Huffman decoder. Note that we do not consider c17, c432, and c499 from the ISCAS85 benchmark set due to their small size. We also do not include c6288 as it is a completely balanced circuit and hence it was found to render all discussed dual VDD approaches equally ineffective in power reduction.
The synthesized design is initially sized using a sensitivity-based algorithm (similar to TILOS [13] ) to obtain the complete powerdelay curve for the design. The design is then resized from the initial synthesized point to a delay point that is backed off (i.e., the timing is relaxed somewhat) from the minimum achievable delay by a fixed percentage (this percentage is referred to as a 'backoff' point in the following sections). This approach is similar to the one used in [14] . Results for backoff points of 10% and 20% are reported in Section 5 (backoff points on the order of zero or a few percent are not viable operating points as they are in the steepest part of the circuit's power-delay curve). The backoff point dictates the final cycle time of the circuit which is maintained during the application of CVS, ECVS, and GECVS.
Level Conversion
As described earlier, level conversion is an essential component of dual power supply systems. The overhead due to level conversion must be accounted for when reporting the achieved power savings.
As stated earlier, in the case of CVS, level conversion is required only at flip-flop boundaries (through the use of LCFFs). We have studied benchmarks that are purely combinational and thus incorporate the LCFF penalties by considering them to consume a fixed portion of the total delay budget (cycle time). We assume a LCFF delay penalty of 70ps [4, 5] for VDDL=0.6V/VDDH=1.2V. For VDDL=0.8V/VDDH=1.2V, the delay penalty is 50ps. 2 In case of ECVS, ALCs are required in addition to LCFFs. The ALC we use is shown in Figure 3 [15] . This level converter has a delay of 70ps for a load of 17fF (representing a load of four drive 2X inverters and a typical wirelength of 35µm in our technology) for VDDL=0.8V/VDDH=1.2V. It consumes 22fJ of internal energy per transition. For VDDL=0.6V/VDDH=1.2V, the delay and energy are 95ps and 20fJ respectively. Table 1 summarizes the dynamic power savings achieved by the described algorithms for the various benchmark circuits with VDDL = 0.6V and 0.8V. Note that we only compare the dynamic power savings since dual-VDD is targeted at this power component. Further, we do not consider dual-Vth processes that would be used in practice to address leakage power reduction. It is important to however note that we have ensured that the leakage power is a small fraction of the total power (16% for ALU64 and 4-8% for all remaining benchmarks, in the initial all VDDH design) in all our analyses. We assume an input switching activity of 0.1. The numbers reported in the tables below are dynamic power savings (percentages) with reference to the initial design (all cells at VDDH). Numbers are reported for two values of the backoff delay (20% in Table 1a and 10% in Table 1b ). We observe that the proposed algorithm outperforms both existing algorithms for all studied benchmarks, values of VDDL, and delay backoff. Also, both ECVS and GECVS perform significantly (in some circuits providing approximately twice the power savings or more) better than CVS because of the greater VDDL assignment as demonstrated in the next sub-section. On average, GECVS optimized circuits show 6-8% (11-16%) lower power than with ECVS (CVS) for the various VDDL and backoffs considered. Some circuits exhibit much larger power savings; in particular the application of GECVS to the Huffman decoder and c3540 (an 8-bit ALU) yields up to 13% (28%) lower power than ECVS (CVS). In general, GECVS performs best relative to the other algorithms at the 20% backoff point and VDDL=0.6V; these conditions (i.e., an aggressively scaled VDDL which is about half of VDDH and a correspondingly scaled Vth) also lead to the maximum overall power savings [10] , indicating that GECVS is ideally suited to scenarios in which dual VDD would be a good option.
RESULTS

Achievable Power Savings & Level Converter Analysis
We also report the percentage of power consumed by ALCs in the second column under GECVS in Table 1 . Our findings that ALCs consume 8-10% of total power on average across benchmarks are in keeping with [3] which claimed a level converter power overhead of 8%.
In this study, all algorithms discussed achieve power savings by simply changing the supply of the gates in the design to the lower supply (VDDL) whenever possible. It is important to note that gate resizing and dual-Vth techniques can be concurrently employed to further reduce the power dissipation, motivating further work combining these three optimization tools [14] . Figure 4 compares the fraction of the total gates assigned to VDDL in the final design after the application of the three described algorithms (at VDDL = 0.8V, backoff = 10%). We note that the new algorithm achieves 21% and 7% higher VDDL assignment compared to CVS and ECVS respectively (averaged over all benchmarks). This improvement directly translates into the higher power savings reported above. 
Standard Cell Statistics
Power Sensitivity to Level Converter Performance
We studied the effect that level converter performance has on the total power savings achieved by the proposed algorithm in several benchmarks. The level converter shown in Figure 3 improves delay by up to 20% (for fixed energy) or reduces power dissipation by up to 50% (for fixed delay) compared to previously existing level converters [15] . By scaling the characterized data for this level converter by these scaling factors, we obtained results that reflect the impact that inferior level converters have on system-level power dissipation. For c880, c3540, and c7552, the level converter we used provided a 5.9%, 9.0% and 5.9% increase in power savings by virtue of its 50% lower power consumption or alternatively a much smaller 0.2%, 1.4% and 0.2% increase in power savings due to the potential for 20% faster operation. Figure 5 shows the variation in the achieved power savings for the Huffman benchmark as ALC delay and power are varied (holding one fixed at a time; VDDL=0.6V, backoff = 10%). We can see a 9.5% increase in power savings for a 50% energy reduction and a 3.2% increase in power saving by virtue of the 20% speed up. The system-level power savings shows a higher sensitivity to delay for this benchmark as compared to c880, c3540 and c7552 (at the same VDDL and backoff conditions). This may be due to a higher number of moderately sub-critical paths on which VDDL gates can just be inserted (i.e., if the ALC delay is increased slightly, these paths can no longer accept VDDL assignments). However, it is difficult to observe this level of detail in the path delay distribution of any reasonably sized circuit. Similar trends to those described in this section were observed for the other benchmarks studied in this paper. 
Impact of Hill-Climbing Factor (K) on ECVS Power
It was noted in Section 2 that the factor K has an important effect on the power savings provided by the ECVS algorithm. Figure 6 demonstrates this effect. A strong dependency of the power savings on K can be observed. Note that in reporting the power savings of ECVS in Section 5.1, we use a value of K=0.1% which we have found to give the best results. We therefore report the best savings possible by ECVS in Section 5 when making comparisons with CVS and GECVS. 
CONCLUSIONS
In this paper, we demonstrated that the ECVS approach does indeed provide much improved power savings beyond the more traditional, and well-studied, CVS approach. We then proposed a new algorithm that enables more flexible VDDL assignment and presented a comparison of this new GECVS algorithm to CVS and ECVS. The proposed algorithm shows a 7% (13%) average and 13% (28%) maximum improvement in total power savings over ECVS (CVS). We finally showed that level converters have a significant impact on the system-level power dissipation, motivating further work in the development of fast and lowenergy asynchronous level converters. 
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