Abstract-In this paper we consider multi-hop wireless mesh networks intended to provide Internet connectivity to both end users and hotspots. In such networks mechanisms for provisioning QoS for delay sensitive flows arise as an important topic. In this context, we focus on the non-bifurcated (single path) routing of such flows as a means of allowing all packets in any flow to receive uniformly controlled treatment in each node along the path, thus simplifying routing and management of flows requiring QoS guarantee. In particular, we consider non-bifurcated routing in the class of wireless grid mesh networks (WGMNs). We formalize the problem of joint routing and scheduling of flows that can be best served by non-bifurcated routes as an optimization problem. We then discuss the advantages of solving the problem by a strategy that attempts to route and schedule pairs of flows at each step. Subsequently we propose a dynamic programming algorithm to compute such routes. We evaluate the performance of the proposed algorithm both analytically and by simulation. The experimental results show that the proposed algorithm performs better than two other commonly used competing strategies.
I. INTRODUCTION
Broadband access over wireless networks is currently gaining worldwide attention as a means of constructing low cost flexible networks capable of serving the growing demand for Internet access. Wireless mesh networks (WMNs) based on the IEEE WirlessMAN/HUMAN 802.16 standards support broadband wireless access (BWA) in two important deployment scenarios: last mile networks for connecting subscriber stations to backbone networks, and backhaul networks for forwarding aggregated traffic from hotspots and the edge of cellular networks to backbone networks. Last mile networks utilize the point-to-multipoint (PMP) mode of operation, whereas backhaul networks utilize the multi-hop mesh mode of operation.
In this paper we consider the joint routing and scheduling problem for traffic in multi-hop mesh networks. Our goal is to develop schemes that achieve high throughput values while simplifying monitoring and management of flows requiring QoS guarantees (e.g., delay sensitive traffic and delay-jitter sensitive traffic). Such goals can be approached by exploring single path (non-bifurcated) routing protocols. Our work here contributes to this direction by considering deployment scenarios where the topology of the network is (or can be approximated by) a grid. We refer to such networks as wireless grid mesh networks (WGMNs).
Many existing results in the literature on routing and scheduling in multi-hop WMNs are related to our work here. Below we mention some of such results.
In [1] and [2] the authors develop distributed channel assignment and routing algorithms for multi-hop multi-channel WMNs where each channel forms a single collision domain. In [3] the authors develop a centralized algorithm for maximizing throughput while achieving fair allocation in multi-hop WMNs. In [4] the authors develop a centralized algorithm for fair scheduling of data transmissions in multi-hop WMNs. The work in [5] and [6] analyze the capacity of multi-hop multi-channel multi-radio WMNs. Similar to our work here, all routers are assumed to transmit data in well-defined timeslots. The authors develop schemes for solving the underlying joint routing and scheduling cross-layer optimization problem. However, unlike our work, the proposed schemes in [5] and [6] employ multi-path routing where a single flow is allowed to split among multiple paths before reaching the destination.
In comparison with the above work, our work here concerns the joint non-bifurcated routing and scheduling in mesh networks. We remark that the advantages of non-bifurcated routing have been discussed in [7] for ad-hoc networks and in [8] for sensor networks. Forwarding all packets of a given traffic flow over a single path enables uniform treatment of the packets in each intermediate node which promotes efficient handling of flows requiring QoS guarantees and enables simplified network monitoring and management. In the context of the IEEE 802.16 WMNs, flows that can benefit from nonbifurcated routing include Unsolicited Grant Service (UGS) flows and Real-time Polling Service (rtPS) flows. In a previous work [9] , we considered a non-bifurcated routing problem in arbitrary networks where routers use a CSMAICA protocol.
Here we explore a joint non-bifurcated routing and scheduling problem in the important class of grid networks that is often discussed in the wireless networking literature. Our main contribution is a novel routing and scheduling algorithm that strives to allocate resources at each step for a pair of flow demands simultaneously in grid networks where routers use a TDMA protocol. Some advantages of this approach are discussed in section IV.
II. SYSTEM MODEL
As in the work of [5] and [6] in this paper we consider WMNs with fixed mesh routers where one of the mesh routers acts as a gateway to the wired Internet. The mesh routers form a backbone network for backhauling traffic from individual subscribers and hotspot access points. We assume that routers are synchronized in time so as to allow data transfers between adjacent routers in well-defined time-slots. End users connect to the backbone network and the gateway through their nearest mesh router. Such backbone WMNs are often envisioned to utilize multiple channels and multiple radios at each mesh router. Harnessing the available resources, however, often hinges on the effectiveness of utilizing the bandwidth in each available channel. In this paper we focus on the single channel case as a fundamental and important subproblem of the more general multi-channel case.
We assume that the local communication between subscribers or access points and their nearest mesh router is carried over a secondary wireless channel that is orthogonal to the primary wireless channel used by the backbone WMN. In this paper we assume that the backbone network operates in the multi-hopping mesh mode. Communication between end users and their closest mesh router may utilize the point-tomultipoint mode.
We 
The interference between routers is determined by R[. At each time slot we require that all routers within R[ distance of a sender or a receiver of a transmission to be inactive. This requirement allows bi-directional data transfers over each link since the role of a sender and a receiver can be exchanged without affecting the link interference relations. That is, the computed routes can be used for both uplink and downlink communication with the gateway. For example, in Fig. l(a example, in Fig. l(a), f( {A}, {a, B, b,C, c}) 
In a time-slotted system, a frame consists of a number of consecutive time slots. A schedule specifies transmission activity (namely transmission, reception, or inactivity) for each link in each time slot of a frame. The number of time slots in a frame is referred to as the schedule length. The schedule length and the duration of a time slot is determined from packet size and the channel capacity. The maximum amount of data that can be transmitted over a single link during one time-slot is considered to be a unit of flow. Network traffic in our model is measured using such flow units.
In a WGMN each end user can request bandwidth from its nearest mesh router (to which the end user connects) for different applications. We assume a centralized resource management scheme where the mesh routers periodically forward all such requests to a central computing facility (e.g., the gateway), and the facility computes routes, and bandwidth allocations in the form of a schedule. The computed results are conveyed back to the mesh routers. Such centralized resource management scheme aims at analyzing the maximum achievable throughput that the network can deliver using simpler distributed algorithms.
III. PROBLEM FORMULATION
In this paper we consider the following throughput maximization problem: given a set of traffic flows requested by end users and traffic aggregation points, we seek to compute the maximum amount of flows that can be jointly routed and scheduled under the route indivisibility constraints, interference constraints, and schedule length constraint described below. The inputs and outputs of the problem are as follows: Inputs:
• Tmax : The maximum allowable length of the sought after schedule.
• D(i,j) : A set {Dt(i,j) : 1 ::; t ::; ID(i,j)l} specifying traffic demands corresponding to each flow t at router
is an integer (using our flow unit).
Outputs:
• S(i, j) : A set specifying the traffic demands accepted We remark that various throughput maximization problems in multi-hop wireless networks have been shown to be NPhard (e.g., see the results in [10] , [11] ). Such results justify the need to develop effective heuristic algorithms as pursued in our work.
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IV. PROPOSED SOLUTION ApPROACH
In this section we highlight a number of insights that lie behind the design of our proposed algorithm.
First, we remark that a core subproblem in our joint routing and scheduling optimization problem can be stated as follows:
given a schedule T that specifies the routing and timing information for a given number of flows, and a new flow that is required to be routed along with the existing flows in T , can such a flow be accommodated without perturbing T ?
We call this problem single flow joint routing and scheduling (SFRS, for short) problem . We remark that the SFRS problem for arbitrary interference ranges and arbitrary routes appears to be a computationally demanding combinatorial problem. Nevertheless the availability of an efficient solution to the SFRS problem can be used by an iterative algorithm to construct a suboptimal solution to the optimization problem described in section III.
Second, a generalized version of the SFRS problem calls for finding whether a given pair of flows can be added to an existing schedule T . We call this generalized problem aflowpair joint routing and scheduling (FPRS, for short) problem. An important insight that underlies our work in this paper is that using an effective solution to the FPRS problem can achieve a substantial improvement over the use of effective solution to the SFRS problem , as illustrated by the following example . Example. Fig. l(a) illustrates a 2 x 2 WGMN with two source routers M and N, and a gateway. Each router has a flow of one unit to send to the gateway. We require that Tm ax = 4. For simplicity, we assume that RT = RI .
A solution to the SFRS problem may return path A -B -C or a -b -c. In this case, one may verify that only one flow is admissible under the given schedule length constraint. On the other hand, Fig. l(b) and table I illustrate that a solution to the FPRS problem can admit both flows in a schedule of length 4. This is a two-fold improvement in the throughput.
• Third, an effective solution to the FPRS problem can not only achieve higher values of the objective function but also yield schedules of shorter length, as illustrated in the following example. Example. In Fig. l(a) , the iterated use of an algorithm for solving SFRS may compute the two routes A -B -C, and a -b -c. One may verify that a constructed schedule that utilizes these two routes requires 6 slots. On the other hand, the two routes in Fig. 1(b) that can be computed by an algorithm for solving FPRS problem can be scheduled in 4 slots. The example demonstrates a 33% gain in schedule length resulting from solving the FPRS problem.
• Fourth, designing an effective solution to the FPRS problem entails (a) finding good candidate routes for serving the given pair of flows, and (b) determining whether the transmissions along the given pair of routes are schedulable along with existing reservations in input schedule T. For the routing part in (a), our proposed algorithm considers only routes with shortest rectilinear distance to the gateway. Such routes are likely to introduce minimal interference on the neighboring routers, and hence allow more flows to be served .
For the scheduling part in (b), our proposed algorithm assigns the most-utilized time-slot to transmission over a link without violating the interference constraint. The most utilized first (MUF) slot heuristic described above is likely to make the constructed schedule extensible.
Lastly, as a WGMN offers a potentially large number of shortest path routes between a router and the gateway, an effective algorithm to solve the FPRS problem should be capable of using this rich set of routes. Our proposed algorithm uses a dynamic programming approach where the set of available routes is examined in stages . In each stage, a route pair that is considered most extensible is maintained by the algorithm. We remark that a pair of partial routes with a small CI value has a good potential for time-slot reuse, and thus such pair of routes provides a good potential for being extensible.
Consequently, the algorithm views a pair of routes (rI, r2) with the least cross-interference value J(rI, r2) as being the most extensible pair of routes that should be maintained for successive computations. Example. In Fig. l(a) , the two routes illustrated have a CI value of 9 whereas in case of the routes in Fig. 1(b) , the CI value is 3. Based on the use of the CI metric, the proposed algorithm discards the pair of routes in Fig. 1(a) in favor of keeping the pair of routes in Fig. 1(b) 
In this section we outline the main steps of a dynamic programming algorithm to solve the FPRS problem (function FPRS in Fig. 2 ). The function takes as input a schedule T, and the (x,y)-coordinates (XM,YM) and (XN,YN) of two routers M and N. Without loss of generality we assume that XM ::; XN, i.e., of the two routers, M can be considered the leftmost router. For simplicity of description, each router is assumed to be a source of a unit flow that needs to be routed to the gateway at (0,0). If the pair of flows sourced at routers M and N can be scheduled along with the existing flows in T without perturbing the existing slot assignments, then the function updates T by adding the computed routes and the corresponding slot assignments to serve the new flows.
The computations are done in stages. Graphically the stages correspond to moving a hypothetical vertical scanline from the leftmost column (x = 0) in the WGMN to the rightmost column corresponding to x = X N. For a given position of the scanline at a particular x-coordinate x, the algorithm considers every pair of routers at the coordinates (x, y), and (x, y'). Below we summarize the key data structures and functions utilized by the algorithm. YN] or null (in case of failure) ii) Updated T if the route pair is schedulable 1. Gateway initialization: for
1)
end for 4. Non-boundary entries:
for (i = 0 to YM, j = 0 to YN, and i + j > 0) do Otherwise the function indicates failure. In case the first (or second) route need not be extended we set el = 0 (or e2 = 0 respectively).
3) Function best-pair:
The best-pair function takes a list of route pairs as argument, computes the CI value of each route pair, and returns the route-pair with the minimum CI value. 4) Functions Down and Left: These two functions identifies links adjacent to a router that are horizontally to the left and vertically down with respect to the position of the router. In particular, Down(i, j) refers to the link ((i, j -1), (i, j)) and Left(i, j) refers to the link ((i -1,j), (i,j) ).
The overall steps of the algorithm can be described as follows:
Step 1 We remark that WGMNs are not expected to be large in size. However, they are expected to carry a large number of flows. We next show that the running time of our algorithm grows linearly with the number of carried flows. 
VI. ROUTE SELECTION
Given two routers M and N in a WGMN, each having a flow of a certain amount to communicate with the gateway, and a schedule T of previously scheduled flows in the network, function FPRS strives to find a pair of routes that serves the flows from M and N along with the existing flows in T without changing T's slot assignments. We call such pair of routes feasible.
An important feature of the solution approach adopted by function FPRS is the generation and maintenance of feasible pair of partial routes that enjoy relatively small CI value. As mentioned earlier, partial route pairs that have the small CI property are more likely to admit extensions to complete routes from each of M and N to the gateway. In this section we present key observations that collectively show that route pairs generated by the algorithm enjoy the small CI property. The In this paper we consider a joint routing and scheduling problem for routing traffic in a multi-hop WMN deployed in a grid configuration. In such networks, forwarding all packets of a given traffic flow over a single path enables uniform treatment of all packets in each intermediate node as well as promotes simplified network monitoring and management. Motivated by the above advantages, the paper develops a novel routing and scheduling algorithm to solve the underlying cross-layer combinatorial optimization problem. The devised algorithm acquires its strength from dealing with the combinatorics of serving pairs of flows at each step. Our algorithm applies to traffic carried over a single wireless channel and works in a centralized way. For future research, we propose investigating both centralized and distributed algorithms for solving joint non-bifurcated routing and scheduling problems on multi-channel WMNs. Obtaining results in this direction complements existing routing results on WMNs that allow potentially unlimited splitting of flows within the network.
All test cases uses a 8 x 6 grid network with one gateway and 62 other mesh routers. The generated traffic demand has 60 randomly generated flows, each of unit value. Fig. 3 illustrates the achieved throughput (i.e., the number of admitted flows) in 10 different scenarios where each scenario corresponds to a random way of generating 60 flows by the 62 mesh routers, and we seek to construct a schedule of length Tmax = 100.
As can be seen, our FPRS algorithm consistently outperforms other methods (e.g., by as much as 12% over SLR and 22% over CGF). Fig. 4 illustrates the effectiveness of the algorithm in constructing schedules of short length (e.g., SLR and CGF produces schedules that require 8% and 17% more slots respectively). Here we incrementally add a number of flows to a network so as to vary the total number of demands from 0 to 100. After each addition, we compute a schedule with minimum length that accommodates all flows.
. . We also compare performance against a third algorithm that does not require routers to be synchronized (i.e., does not use time-slots) . The third algorithm, called the interferenceconstrained flow augmenting path (lCFAP) search algorithm, is described in [9] . The algorithm is implemented in Qualnet 3.9.5 and has been shown to deliver superior performance over the Dynamic Source Routing (DSR) ad-hoc routing algorithm. Its performance, however, is expected to be weaker than the performance of algorithms utilizing time-slotted transmissions .
In this section we evaluate the effectiveness of our algorithm with respect to the ability to (a) maximize network throughput, and (b) construct schedules of relatively short length. We compare its performance against two commonly used algorithms that route one flow in each step. The first algorithm uses a near straight line routing (SLR) heuristic to route each flow under consideration . The second algorithm forwards packets to the neighboring router closest in Eucledian space to the gateway (denoted the CGF algorithm below). 
