for the solution of dual-or triple-series equations obtained from separation-of-variables solutions to mixed boundary-value problems. The approach is based upon transformation of the dual-or tripleseries to a single or set of Fredholm integral equations of the first kind whose kernel and forcing function are an infinite series that can be systematically obtained from generalized formulas. Solution values for the integral equation are obtained by application of an appropriate quadrature method that accounts for the presence of logarithmic singularities in the kernel.
INTRODUCTION
Application of the method of separation-of-variables to certain linear partial differential equations in engineering and applied science that have discontinuous boundary conditions can lead to a dual-or triple-series problem. This class of problems is actually a subset within a larger category referred to as mixed boundary-value problems and was the subject of several chapters in Sneddon's classical monograph [4l] . Some examples of recent
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applications in heat and mass transfer include conduction heat transfer [IO, 3%4(?] arid various problems within chemical reaction engineering [4,8-9, 14, 27-34,37,43] , to name a few. A recent review by gives other examples and points out other interesting aspects of this subject.
With few exceptions, the above quoted problems and related ones describe steadystate diffusion or heat conduction in isotropic media with source terms and lead to dualor triple-series equations with series modifiers [21] that are more complicated than those present in classic dual-or triple-series [22-23, 25, 411 . Various analytical approaches, which seem to work for the classic problems [c.f., 61, often lead to closed-form solutions but fail when applied to the more complicated class of problems above. For these reasons, alternate methods for obtaining numerical results becomes necessary. Specific examples of methods that have been used include finite-difference methods [ 14, 27-28. 37, 401 , the artificial interface method [S, 17-191 . and the method of weighted residuals [21, 30, . Special algorithms have also been developed for computer implementation of closedform solutions for certain classic dual-series equations [22] [23] 251 .
Of the various semianalytical and numerical techniques mentioned above, those based upon the method of weighted residuals (MWR) and the artificial interface method (AIM) use the infinite series of eigenfunctions associated with the separation-of-variables solution as trial functions. Comparisons between numerical performance for a diffusion-reaction problem posed in a rectangular domain [30] , for example, has shown that the latter approach is preferred since a much smaller matrix size is required to obtain equivalent results. However, the AIM is difficult to apply to certain diffusion with reaction problems in curvilinear coordinate systems since the eigenfunctions are complicated, which seems to be a disadvantage. Extensive testing and application of the least squares method on various dual-series equations [8-9, 20-21, 24, 261 , as well as the uniqueness and convergence criteria that have been established [ 1 I-121, point to its advantages over these other approaches. However, one distinct disadvantage is that rather large systems of linear equations, e.g., N = 150, must sometimes be solved before accurate values of certain physical parameters, such as fluxes near the boundary discontinuity, can be obtained. This requires a larger computer, especially if the system has to be solved many times to produce values for input to another computation such as parameter estimation. This latter problem recently occurred in one of our applications [9] .
The increasing availability of microprocessors and related computing devices, coupled with our interest in reducing the computational effort needed to solve certain dual and triple orthogonal series in diffusion-reaction systems, has led to the present investigation. The approach is based upon converting the dual-or triple-series obtained by separationof-variables to an equivalent single or set of integral equations of the first kind which can be solved by application of a numerical quadrature technique. Successful application of the approach relies upon summation of the integral equation kernel series to a form which is suitable for accurate numerical evaluation. With one exception, the kernel series treated here are not of the classical type since they exhibit a functional dependence upon one or more key dimensionless parameters that arise as a result of reaction rate source terms or third-kind boundary conditions. Cases where the kernel series cannot be evaluated to a specified accuracy represent a .limitation of the proposed method in its' current form.
In this paper, several example problems are treated by both the proposed integral equation method and MWR and comparisons are made. It is shown that the integral equation method is capable of producing more accurate results with greater computational efficiency than MWR for these problems. The potential for implementation of the method on smaller computers without sacrificing accuracy or computational speed is also discussed. The quantity u is used here in a general sense to denote an appropriately defined dimensionless quantity such as normalized concentration, temperature, or hydrostatic pressure. to name a few. The parameter c may be assigned zero, positive, or imaginary values. For example, Laplace's equation is obtained for c = 0 which is commonly used to describe steady-state diffusion of heat or mass in isotropic media. The Helmholz equation is obtained for imaginary values of c where 1 c 1 denotes the wave number 151. The case where c > 0 is used, for example, to describe the concentration of a species which disappears according to a first-order rate law by reaction within a porous catalyst PI.
The quantity D in Eq. (2. I) denotes a control volume or general region which is enclosed by a smooth boundary dD along which the mixed or discontinuous boundary conditions are applied. The boundary can be represented in general as
where M = 2 for a dual-series problem, and m = 3 for a triple-series problem.
The mixed or discontinuous boundary conditions are assumed to have the following general form: Xi11 + vi 2 = tit on dDi.
The parameters hi, vi, and wi are related to certain physical parameters such as heat or mass transfer coefficients, reaction rate constants, etc., and are usually defined on (0, =) with each having a different value, some possibly zero, on each of the aDi. Appropriate rearrangement of these parameters leads to certain key dimensionless numbers such as the Biot number or Damkoehler number. Further details about the physical significance of these parameters and their origin can be obtained by consulting the excellent monographs of ijzisik [35] for heat conduction or Aris [2] for diffusion-reaction systems, to name a few. Specific examples of Eq. (2.1) and the associated mixed boundary-conditions given by Eq. (2.3) are given by Kelman [20] Application of the method of separation-of-variables to specific forms of Eq. (2.1). using all but the mixed boundary conditions given by Eq. (2.3), will yield an infinite series which can be written generally as where X,,(n) and JIn(c> are the eigenfunctions associated with the separation-of-variables 17-t P. L. MILLS ANDM. P. DL.DL-KOVI~ solution for 11 in the n and 5 coordinates, respectively. Application of the mixed boundary conditions given by Eq. (2.3) leads to dual-series equations for M = 2. or triple-series equations for m = 3. These equations, whose unknowns are the series coefficients a,, can be written for either problem in the following general form: 
SOLUTION BY THE METHOD OF WEIGHTED RESIDUALS
The working equations for the method of weighted residuals are readily developed by formation of the residual E from Eq. (2.5) followed by application and development of the appropriate expression for the inner product. In all cases (least squares, Galerkin, collocation, and the method of moments) an infinite system of algebraic equations is obtained whose unknowns are the series coefficients aj:
(3.1) j=o General expressions for the A, and Fi have been developed [2 I, 33-341 and are given in Table 1 for ease of reference. The indicated quadratures must be performed piecewise over (to, .&) to yield closed-form expressions for A, and Fi. These integrations have been performed for a variety of trigonometric series kernels such as JIn([) = cos(nnE) [21, 331 and Legendre polynomials P, (cosf3) [24] . Computer software packages which apply the least squares method [21] or allow the user to choose a particular method within MWR [33] for a specified kernel are also available. This latter software package was used to produce results for some of the example problems given in a later section. In all cases, the infinite system of linear Eqs. (3.1) is reduced first to a finite system forj = 0, 1 . . . N -1 and solved by elimination to yield approximate values for the series coefficients (Ij. An alternate approach is to convert the dual-or triple-series equations given by Eq. (2.5) into a single or pair of first-kind integral equations. The procedure is initiated by continuation of one of the series corresponding to a particular value ofj and defined on a subinterval b_ I < 5 < sj into the remaining m -1 subintervals in (50, .$,,,I by introducing functions gk({) which are unknown as shown below: The appropriate integral equation kernel Kkj(t, 5') and forcing functions hw(t) are expressed as infinite series that contain the series kernel G,,(S) and series modifiers pni as indicated below: In the case of dual-series equations (m = 2), the kernel Kkj(t, 5') will contain series modifiers as ratios p,.,,/~,~ or p.nJ~n, depending upon the choice for j. The appropriate choice of j will ensure that these ratios yield a convergent kernel series.
SOLUTION OF THE INTEGRAL EQUATION
Since closed-form solutions to the integral equation given by Eq. (4.7) for the unknown function gk(.$) cannot be readily obtained for the class of kernels Kkj([. 5') and forcing functions fk({') -hai usually encountered, an approximate method becomes necessary. Several monographs discuss the problems associated with solving Fredholm integral equations of the first kind [3, 161, to which the reader is referred for further details. A quadrature method has been extensively tested and implemented on our computer so that the user need only supply the kernel and forcing function as FORTRAN function routines to obtain discrete solution values for g(e). The choice of one of several possible quadrature rules such as trapezoidal, Simpson's, and Gaussian quadrature is also a standard feature. When the kernel has a logarithmic singularity at x = y, which is common in the problems encountered thus far, modified quadrature The quadrature indicated by Eq. (5.4) represents an integrated form of the kernel. This has been performed in closed-form for the example problems treated in this paper.
Application of the modified quadrature method requires that
This limit cannot be rigorously proven for most problems since closed-form expressions for g(s) are not available. However, our a priori knowledge of the physical problems treated as examples in a later section suggest that the solution g(t) should be a smooth. well-behaved function. Thus, a kernel with a behavior like (5 -5')" where (r < 0, which seems to be the case for our examples, is evidence for believing that Eq. (5.5) is satisfied. Numerical values for g(s) produced by this method for various problems supports this conclusion.
The above method for treatment of the logarithmic singularity is not necessarily the only approach that could be used. It could be said that a potential drawback of this method is the need to perform the additional quadrature involving the kernel given by Eq. (5.4). Use of a quadrature rule designed for integrands with a logarithmic singularity such as that given in Davis and Rabinowitz [7] might give equivalent results. A comparison between solutions obtained by these alternate methods and others such as product integration has not yet been investigated.
Specification of a particular quadrature method with weights nlk and abscissas {k allow the matrix elements Bkr given by Eq. (5.1) to be calculated. Since Gaussian quadrature is included as one of the integration rules, it is convenient to introduce appropriate stretched coordinates into the formulas for K(& 5') and A([) so that solution values for gl: span (0, 1) .
Three example problems are now considered that are typical of mixed boundary-value problems in chemical engineering that lead to dual orthogonal series. The basic objective is to illustrate the application of both the method of weighted residuals and the integral equation method to these problems and determine some measure of their performance by comparison of numerical results for a few key parameters of interest.
NUMERICAL EXAMPLE 1

Heat Conduction in a Partially Insulated Plate
The first problem considers heat conduction in a semi-infinite plate. The faces at ,Y* = 1 and at y* -+ x are maintained at a prescribed temperature T = T,. The lower edge aty* = 0 is maintained at a prescribed surface temperature T = T, for 0 5 x* < c* and is insulated for c* < x* % 1. The line of symmetry is at x* = 0. If heat generation is absent and the plate is isotropic, then setting c = 0 in Eq. (2.1) gives the Laplace or Potential equation from which the steady-state temperature profile in the plate can be obtained.
The governing equation and associated boundary conditions are given below in terms of the dimensionless temperature difference 8 = (T -T,)/( T, -T,) and dimensionless coordinates x = ry*lf, y = ry*ll, and dimensionless discontinuity c = bill:
dYy10 (6.1)
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A solution which satisfies Eq. (6.2) and the boundary conditions given by Eqs. (6.2), (6.3), and (6.5) is
(6.6) n=O Application of the mixed boundary conditions (6.4a) and (6.4b) and defining a new set of coefficients a,, = b, (n + l/2) leads to the following dual-series equations for determination of the series coefficients n,:
,;osE
These dual-series contain one of the simplest forms for the series modifiers encountered in various applications and possess a closed-form solution for the series coefficients. This example provides an important benchmark since a direct comparison can be made between results produced by both the closed-form solution and both the least squares and integral equation method.
Reduction of the dual-series given by Eqs. (6.7a) and (6.7b) to a single integral equation follows the procedure outlined in Sec. 4. Continuation of the second series given by Eq. (6.7b) into 0 I x < c corresponds to specifyingj = 2 and k = I so that Jln(,r) = cos[(n + 1/2)x], W(X) = 1, knl = (n + l/2)_', )J.nz = I, f,(x) = I, and f?(x) = 0. Substitution of these into Eqs. (4.2), (4.4). and (4.5) gives that
where g,(x) must satisfy the integral equation
The kernel K(x, y) is given by the following infinite series which is readily summed using a result given by Gradshteyn and Ryzhik [ 1.5, Eq. 1.442-21. Alternately, it can be extracted from a result given by Parihar [36, Eq. 91:
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The kernel becomes singular as .r --, y which illustrates the point made earlier. The expression given by Eq. (5.4) corresponding to ah integrated form of the kernel K(.r. y) must be evaluated to treat this singularity by the modified quadrature procedure outlined earlier in Sec. 5. The final results of performing this operation can be given as:
The function f(z) introduced in Eq. (6.11) is used to denote the following series which can be expressed as the following equivalent integral [44, pg. 149, Eq. 161:
f(z) = nio si;(:;12n++l:')z1 = -k 1' ln( tan :) dy.
(6.12)
The integral can be evaluated in closed-form using integration by parts and applying Eq. where Bz~, in the usual notation, denotes the Bernoulli numbers of order 2k. While theory states that the circle of convergence for the series appearing in (6.13) is for 1 z 1 < IT, the implementation of this formula on a small computer or hand calculator suggests that a modified version be developed when 1~12 < z < 1~ to obtain the same accuracy with identity which where fewer terms. This result can readily be obtained by noting the following has more rapid convergence for this range of z: f (6.14) = -~~"-'ln(tan~) dy; Q<z<?.r/2, ~~~r~ ~~~~~s c) and K(cos' t/2 c) refer to the Legendre ~~lyn~m~als of order n and ~~rn~~~t~ elliptic integral of the first kind, respectively, Some nurn~r~Ga1 results for this ~~arn~~e are given below. ables 2 and 3, a iven by Eq. (6.26), Table 2 . C~~pa~son of dual-series ~~~~~i~nts calculated by various ~~t~~s for a large value of c and fixed tt(e = lrl2, n = 5). endpoints (0, I) . In this instance, the Gaussian rule was used to evaluate Eq. (6.8), although its' accuracy might be expected to suffer for large values of n since the integrand in (6.8) might become highly oscillatory. The results in Table 2 , corresponding to the larger value of the discontinuity, shows that the Gaussian rule gives the best approximation to the n, when compared to those obtained by the exact solution. The n, values obtained by the trapezoidal and Simpson's rule have larger errors but have the correct magnitude and sign. Those obtained by the least squares method do not show the same trend as the other methods for n 2 3.
The results in Table 3 , corresponding to a small value of c, show that the integral equation method produces very good approximations to the a, when compared to the exact values. Those obtained by the trapezoidal rule are in greatest error among the three rules, but are satisfactory considering the low order of approximation.
By comparison, the series coefficients produced by the least squares method are in error by two ordersof-magnitude for n 2 I. Use of larger matrix sizes for the least square method such as n = 100 and n = I50 did not improve the result.
NUMERICAL EXAMPLE 2
Diffusion through a boundary layer to a nonuniform surface with/without reaction.
The previous example illustrated the application of the integral equation method to a dual orthogonal series with simple modifiers which admitted a closed-form solution. Having demonstrated that the integral equation method gives results which are in good agreement with the exact solution, an example is given for which closed-form solutions for the series coefficients are not available.
The second example considers the effect of a nonuniform catalytic or a noncatalytic surface on simultaneous rates of diffusion and/or reaction in a boundary layer. The boundary layer is of thickness 6 and is adjacent to a surface which has a periodic distribution of patches. These patches are effectively insulated regions through which no diffusion of species can occur and are of width 2 (w -p). The portion of surface between the patches has a width of 2 p and is maintained at a uniform concentration cS. This portion of the surface may contain a catalytic material in which case the diffusing species is assumed to react according to a first-order surface reaction rS = k,c,. In addition, the diffusing species in the boundary-layer may undergo a first-order decomposition reaction whose intrinsic or maximum rate is given by rb = kbcb, where cb denotes the concentration of the species at the boundary-layer edge y = 6. The lines of symmetry are at x = 0 and x = w.
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With the above specifications, the governing equation in dimensionless form corresponds to Eq. (2. I) where G' is the Laplacian operator in two-dimensional Cartesian coordinates:
The boundary conditions are (7.2a)
Oll-jSl (7.2b) (7.3a)
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(7.4)
The quantity II = c/cb in these equations represents a dimensionless concentration referenced to the bulk concentration c6 while 5 = x/w and q = y/6 denote dimensionless .r and y coordinates, respectively. The entity Da = &J/D denotes the dimensionless Damkoehler number which is a ratio of the mass transfer resistance in the boundary-layer 6/D to the surface reaction resistance Ilk,. The quantity $z = 6'kJD denotes the ratio of the characteristic time for diffusion to occur through the boundary-layer Ed = 6'lD to the characteristic time for reaction in the boundary-layer T, = Ilkb to occur. The fraction of the surface which is nor insulated, i.e., area available for diffusion or reaction, is denoted by 5" = ph.
A solution which satisfies the partial differential Eq. (7. I) and all but the mixed-boundary conditions (7.3) has the form proposed earlier by Eq. (7.13) (7.14)
The quantity SD[IT(.V -y)] in Eq. (7.13) denotes the dirac delta function (not to be confused with the boundary-layer thickness 6). A final expression which is needed to solve the integral equation for the unknown function g(x) using the method outlined in Sec. 5 is the result obtained by performing the integration indicated by Eq. (5.4). For the present example, this becomes
(7.14)
Performing this operation using the various relations set forth by Eqs. (7.12) eventually yields the following result:
(7.16) Solution of Eq. (7.9) yields values of the unknown function g(r) at the quadrature abscissas wi. These are then used to calculate various quantities of interest such as the catalyst effectiveness factor [2] which is a widely used measure of catalyst performance in chemical reaction engineering. The development of the effectiveness factor relationship for a nonuniform surface is based upon a knowledge of the solution behavior for the case of a uniform surface. This latter case corresponds to that obtained when the total surface at y = 0 is available for diffusion, i.e., p + W. The dimensionless concentration of the diffusing-reacting species is constant for all values of x and is described by the following dimensionless equations which follow from Eqs. (7.i)-(7. Comparison of this expression to that obtained for the nonuniform surface given by Eq. (7.5) reveals that the latter expression contains Eq. (7.19) as the leading term.
Effectiveness factor expressions
Integration of Eq. (7.17) using the boundary conditions given by equation (7.18) results in the following relationship between the reactant flux at n = 1 and the dimensionless concentration profiles along the surface at +q = 0 and over the boundary-layer volume:
This relationship is general and applies to both uniform and nonuniform surfaces. For the former case, rr({, -I$ = u(q) and p/w = I. The case where the dimensionless concentration in the boundary-layer and on the catalyst surface 11 = 0 is the same as that which exists at n = 1 corresponds to u(.$_. q) = u(& q = 0) = 1. This leads to the idea of defining the effectiveness factor as the ratio of the observed rate of reaction in the boundary-layer plus on the surface (i.e., that obtained for finite values of p/w, 6/w, +, and Da) to the rate that would exist if the dimensionless concentration were maintained throughout the boundary-layer and on the entire catalyst surface at bulk conditons. An overall effectiveness factor no can therefore be defined using Eq. (7.20) to obtain the following two equivalent expressions: The normalization factor for the nonuniform surface could also be defined based upon active surface as (p/w) (Da + cb') but is given here based upon total surface for simplicity.
Performing the operations indicated by Eqs. (7.2la) and (7.2lb) result in the following equivalent relations for the overall effectiveness factor. These contain the dual-series coefftcients of Eqs. (7.7a) and (7.7b) as one of their parameters. Inspection of Eq. (7.22a), which was obtained by integration of the flux evaluated at the boundary q = I via (7.2la), shows that it depends only upon the first dual-series coefficient ao. By contrast, Eq. (7.22b), which was obtained by integration of the concentration profile via (7.21b), depends upon all of the dual-series coefficients n,. Evaluation of a, from the discrete function values g(s) according to Eq. (7.8b) requires a quadrature rule such as Filon's method [I31 because of the oscillatory nature of the integrand, especially for increasing values of n. The integrand for evaluation of uo depends only upon g(s) so that Gaussian quadrature with weights )t'i and abscissas Oi can be directly applied to evaluate the first dual-series coefficient a0 as indicated below:
Substitution of Eq. (7.24) into Eq. (7.22a) yields the final expression used to evaluate the overall effectiveness factor q. for selected values of the active catalyst area p/b*, Thiele modulus +. Damkoehler number Da, and aspect ratio 6/rv. Limiting cases of special interest are: (i) no reaction in the boundary-layer (+ + O), and (ii) no reaction in the boundary-layer with mass transfer controlling (I$ + 0, 2) . Detailed expressions for the dual-series equations and associated integral equation kernels and forcing for these cases are omitted here for brevity since they can be obtained by an appropriate limiting process. Of particular interest here are the expressions needed to evaluate certain physical
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parameters for these cases. For case (i) , the item of interest is the effectiveness factor for surface reaction given by dS (7.25) 1 S/IS =--1 + Da a"= * For case (ii), the item of interest is the mass transfer coefficient correction factor denoted here by cx and is defined by:
Equivalent representations for Eqs. (7.25) and (7.26) are available that depend upon all the series coefficients a, but are not included here since the above are simpler.
Numerical results for example 2
Case ii. Mass Transfer Only (+ * 0, Da + cc). The mass transfer coefficient correction factor given by Eq. (7.26) was calculated at various aspect ratios WV and active area fractions p/w by the integral equation method using Gaussian quadrature abscissas between N = 2 to N = 20. The same exercise was repeated using the least squares method to solve the dual-series equations except that matrix sizes between N = 5 to N = 150 were used. Comparisons between the mass transfer coefficient correction factors calculated by these two methods are given in Fig. 1 corresponding to a S/W value of 1.0. The correction factors calculated by the integral equation method are seen to be essentially constant for N 1 4 at all p/w values, while those calculated by the least squares method are noticeably affected by increasing matrix size especially at small (0.1 and less) p/w values. Calculations at small p/w values represent a rather severe test of both methods since the area available for diffusion becomes very restricted. Actual numerical results for a few p/w values are compared in Table 4 for a couple of values of N. The agreement between the two methods improves with both increasing S/w, but large matrix sizes for the least squares method are required. The integral equation method yields similar results but requires the solution of a much smaller system of linear equations and less computing effort.
The result of summing the dual-series equations at 400 equidistantly-spaced points over the range 0 I 5 5 1 using dual-series coeffkients calculated by the least squares method is shown in Fig. 2 . The indicated matrix size (N = 150) gives a very good approximation to the exact values of the dual-series which are 0 and 0.01 corresponding to the ranges of 0 I 5 < 0.5 and 0.5 < 5 I 1, respectively. Use of this method as a quantitative means of judging the accuracy of calculated values of the correction factor is not recommended. however, since approximations of this type are usually obtained for a wide range of parameter values and matrix sizes, As shown previously by the comparisons in Fig. 1 , values of the correction factor calculated by the least squares method at p/w = 0.05 and N < 40, for example, differ significantly from those calculated by the integral equation method yet the dual-series approximation appears to be very good. 
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An illustration of the integral equation solution values produced by the modified quadrature method for various S/W values at a fixed value of plrt is given in Fig. 3 . The number of quadrature points used was N = 20. The solution (plotted here as In [ -g({oOi) ]) appears to be very smooth yet has a very steep profile at larger values of the abscissas. This suggests that perhaps a finite-element collocation procedure, analogous to that used in certain chemical reaction engineering applications [2], might be more suitable.
Results for case i (9 3 0, Da is finite).
Catalyst effectiveness factors calculated by both the integral equation and least squares methods are compared in Fig. 4 as a 
NUMERICAL EXAMPLE 3
Catalyst Effectiveness Factor in Spherical ink-Bottle Pores
The third example is adopted from the investigation of Chu and Chon [4] which dealt with the geometry of catalyst pores and its effect on catalyst performance. Both cylindrical and spherical ink-bottle type pore geometries were considered which lead to dual FourierBessel and dual Legendre series, respectively. The latter type is chosen for the current example.
The spherical pore is assumed to have a radius r = R and contains a circular aperture which is maintained at concentration c, for 0 I 0 < a and undergoes a first-order surface reaction for 01 < 8 I n. The concentration of a dilute diffusing species in a binary mixture is then given by Eq. (2.1) where c = 0 and V* is the Laplacian operator in spherical coordinates (p, 0):
The boundary conditions are (2) , (8.17b) where the function S is given by the following Fourier series:
Sk, 2) = c c1 > 0.
The quantity of interest is the catalyst effectiveness factor, which is defined as the ratio of the actual rate of reaction occurring on the surface of the active pore area to the rate of reaction that would exist if the surface was maintained at surface concentration c.,.. The actual rate of reaction can be calculated by integration of the flux evaluated at the boundary or by integration of the concentration profile. This gives the following two expressions for the effectiveness factor where the subscripts f and c are to distinguish between the two: In developing these expressions, use has been made of the following formula for integration of Legendre polynomials over an incomplete range:
Calculation of the effectiveness factor from either Eq. (8.19a) or (8.19b ) requires evaluation of the infinite sum in an approximate fashion by truncation at a finite number of terms. This requires the calculation of the 6, from Eq. (8.14) by numerical quadrature using discrete values of g(y) obtained by solution of the integral Eq. (8.16). Both Filon [13] and Gaussian quadrature have been used and found to yield reliable values of b, for the range of OL used in this study.
The only remaining problem is to sum the series S(a, z) in a form which is convenient for computations. The final formula is given in the Appendix as Eq. (AS-3). 
Numerical Results for Example 3
Computer software was prepared to solve the integral Eq. (8.16) for discrete values of g(y) by Gaussian quadrature. These results were then used to evaluate the dual series coefftcients b, as described above. For comparison purposes, the dual Legendre series given by Eq. (8.4) were also solved for the 6, by the method of weighted residuals (Galerkin, least squares, and collocation methods) using our computer software that was previously developed to solve generalized dual Legendre series [33] . Catalyst effectiveness factors were calculated in all cases using the expressions based upon the flux and concentration profile given by Eqs. (8.19a) and (8.19b ), respectively. Some results are given below.
7,
b, for this evaluation were calculated by both the least squares and integral equation methods at various aperture angles between l/4" and 10" to examine the dependence of the results on this parameter. The results given in the figure illustrate that significant differences exist at the smaller aperture angles but the differences, in general, diminish as the aperture angle increases. Effectiveness factors calculated by the least squares method are essentially the same at o = 10" and agree with that produced by the integral equation method when the concentration profile is used. One would expect the results for the effectiveness factor based upon the concentration profile (Eq. 8.19b ) to be more reliable since the coefficients in the series expression decrease more rapidly than those for the flux (Eq. 8.19a) by a factor of n-'. This is also supported by the results given on the figure since effectiveness factors based upon the flux for a given aperture angle have a lesser magnitude than those based upon the concentration profile for the range of aperture angles shown. This suggests that additional terms are necessary to obtain the same result if the flux is used. Chu and Chon [4] calculated effectiveness factors using the expression for the flux. This approach does not seem to give results comparable to those based upon the concentration profile for the indicated value of Da until cx --, 10". and therefore is not the recommended method.
CONCLUSIONS
An alternate method for solution of dual-and triple-series equations has been proposed which is based upon reduction of the series to a single or set of Fredholm integral equations of the first kind. These equations are solved by a numerical quadrature method since closed-form inverses are not readily obtained or available in most cases of practical interest .
The proposed method has been used to solve three example problems selected from applications in heat conduction and diffusion with reaction. Comparison between values for dual-series coefficients calculated from both the approximate integral equation solution values and the exact solution showed good agreement for a,.particular case. Agreement between results obtained by the method of weighted residuals and the integral equation method was good except for small values of the series discontinuity point. In this instance, the integral equation method was shown to give more reliable results. Similar behavior was found for the most difficult examples where closed-form solutions cannot be obtained by current methods.
The results of various numerical experiments suggest that the integral equation method requires the solution of a much smaller system of linear equations in comparison to MWR to achieve the same result. It was shown by the various examples that the integral equation method yields infinite series for the kernel and forcing function whose translation to a closed-form must be treated on a problem-to-problem basis. Application of MWR to a given problem requires less effort by comparison, especially once generalized computer software is prepared. This result agrees with that given in [15, Eq. 1.441-21.
Evaluation of the integral for R(a, z) given by Eq. (A. l-5) in closed-form is not obvious so that numerical quadrature was used for given values of a and z. Calculation of the zero-order Bessel function to a sufficient accuracy was performed using the polynomial approximations given by Eq. 9.4.1 in 1.11 for 0 9 t 5 3, and by Eq. 9.4.3 fort > 3. Romberg's method, following the usual precautions and procedures outlined by Davis and Rabinowitz [71, was used to perform the quadrature. 
Summation ofSz(.r, y) = C cos(nlrx) cos(nay) ?I=1
This kernel series is given by Stakgold [42] Using a standard trigonometric product formula, the kernel can be given as The integral of the zero order Bessel function can be evaluated using the polynomial approximation given in [I, Eq. 11.1.16, page 4811. The algorithm used to evaluate Q(a. z) was checked by noting that x sinnz h-n {Qh, z)) = E ,z. This series can be summed using the methods outlined above. The first of these is based upon Wheelon's method [47] and is initiated by noting the following identity: The integrand has a limit of l/2 cosec (z/2) as t + 0 and a limit of 0 as t --* = so that the integral exists. Closed-form evaluation of the integral is not obvious, but Romberg's method Evaluation of the first series which appears in Eq. (AS-3) can be performed using Eqs. (6.12) and (6.13) given in the text. The last infinite series in (AS-3) has series coefficients of order n-' and can be expected to converge very rapidly. Tolstov [44, pg. 153, Eq. 8fl gives a formula for S(a, z) where the remainder term is 0 (n -3) but this formula contains an error since the n = 0 term has been omitted.
