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Sampling random graphs is essential in many applications, and often algorithms use Markov chain
Monte Carlo methods to sample uniformly from the space of graphs. However, often there is a need
to sample graphs with some property that we are unable, or it is too inefficient, to sample using
standard approaches. In this paper we are interested in sampling graphs from a conditional ensemble
of the underlying graph model. We present an algorithm to generate samples from an ensemble of
connected random graphs using a Metropolis-Hastings framework. The algorithm extends to a
general framework for sampling from a known distribution of graphs, conditioned on a desired
property. We demonstrate the method to generate connected spatially embedded random graphs,
specifically the well known Waxman network, and illustrate the convergence and practicalities of
the algorithm.
I. INTRODUCTION
Random graphs are commonly used as underlying
models in many fields, such as computer networking, bi-
ology, social sciences and physics [2, 6, 13, 21, 22]. The
ability to generate random graphs with desired properties
is crucial, as they may be used in conjunction with com-
plex models, for instance a routing protocol in computer
networking [29].
Real-world networks come with countless properties
that one may consider modelling, e.g., degree distribu-
tions, clustering levels etc. Most random graph models
focus on one of these properties to model an observed
network. However, many current methods for generating
random graphs result in networks with some undesirable
properties for a particular applications.
For instance,
• the graphs may not be connected, e.g., the Gilbert-
Erdo¨s-Re´nyi model or spatial Waxman graph [29];
or
• the graphs may not be simple, i.e., they might
have multi-edges or self-loops, e.g., the configura-
tion model.
While one might argue that this is a modelling prob-
lem, there are nevertheless many instances in the liter-
ature where a model matches enough properties of the
real networks in question that it is useful, except for one
deficiency such as noted above.
Examples include:
• using the Waxman graph to model physical net-
works that are inherently connected, e.g., router
networks; and
• using the configuration model that generates
graphs with self-loops and multi-edges to model
simple networks.
∗ caitlin.gray@adelaide.edu.au
Generating connected graphs with a given degree se-
quence has been discussed at length in the literature
using Markov chain Monte Carlo (MCMC) methods
[20, 24, 28, 30]. The existing MCMC algorithms use
‘edge swaps’ to give a uniform sample over the graph
space. While this may be useful when requiring only a
graph with the desired property, the natural question re-
mains of how to sample graphs while ensuring we main-
tain the conditional ensemble of the underlying graph
model. This is essential in many applications; for exam-
ple, when estimating parameters, or in applications of
Approximate Bayesian Computation where the ensemble
encompasses prior knowledge of the system.
We present an algorithm to produce random graphs
from a known ensemble conditioned on an extra desired
property of the network. Our algorithm uses MCMC
methods to sample from the ensemble of interest. In par-
ticular, we focus here on generating connected networks.
We show the algorithm samples graphs from the desired
distribution and demonstrate the algorithm on spatially
embedded random networks (SERNs), in particular the
Waxman random graph [29]. We show that the algo-
rithm is O(K) for K iterations, and show convergence
scales like O(N2) in the number of nodes in the graph.
The algorithm not only has practical applications in
that one can generate connected graphs for use in various
applications, but also, such a simulation algorithm could
be used to estimate the probability of such graphs in an
ensemble.
II. BACKGROUND
A. Mathematical formalities
A graph (or network), G = (V,E), consists of a set
of N nodes, which, without loss of generality, we label
V = {1, 2, . . . , N}. The graph has edges (or links) E ⊂
V ×V . We are primarily concerned here with undirected
graphs (though much work on random graphs is easy to
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2generalise to directed graphs).
We say that a link exists between two nodes i and j if
(i, j) ∈ E. We say that they are connected if a path (a se-
quence of edges) exists between the two nodes. The graph
is connected if all pairs of nodes (i, j) are connected.
The well-known Gilbert-Erdo¨s-Re´nyi (GER) random
graph, Gn,p of n nodes is constructed by assigning each
edge (i, j) to be in E independently, with fixed probabil-
ity p [8, 11].
Spatially embedded random networks (SERNs) stem
from the notion that often longer links are more expen-
sive to build or maintain. Therefore, often real world
networks display spatial structure, and are used in so-
cial and epidemiological modelling [4, 17]. Formally, we
create a SERN by placing N nodes uniformly at ran-
dom within some defined region R of a metric space Ω
with distance metric d(x, y). Each pair of nodes is made
adjacent independently, with probability pij , which is a
function of d(xi, xj). In the Waxman case,
pij = qe
−sdij , (1)
for q ∈ (0, 1], s ≥ 0, and the Euclidean distance dij . The
parameter s controls the extent to which spatial structure
is incorporated into the graph. Note that when s = 0 we
recover the GER random graph, with edge probability q.
In general, the q value controls the overall edge density
in the graph. Note that the parametrisation in (1) differs
from much of the literature on Waxman graphs. We chose
to do this as unfortunately, the parameters (α, β) used
traditionally have become confused by frequent reversal.
The basic properties of the Waxman graph can be de-
rived. For instance, it is shown [26] that the average node
degree is given by
z¯ = (n− 1)qG˜(s), (2)
where G˜(s) is the Laplace transform of the probability
density function between a pair of random points (the
Line-Picking Problem), see references for further details
[10, 26]. The Waxman is just one example of a SERN,
and we use it here to provide a simple and clear example.
Results generalise to other SERNs.
B. Markov chain Monte Carlo
Markov chain Monte Carlo (MCMC) methods are
widely used to sample from complex probability distri-
butions that are difficult to generate directly. These ap-
proaches generate Markov chains that converge to the
distribution of interest.
Specifically, we use the Metropolis-Hastings (M-H) al-
gorithm [15, 19], given in Algorithm 1, to draw samples
from our distribution of interest, namely, the distribution
of networks with our desired property.
Consider the target distribution pi(θ) we wish to sam-
ple from. We use the M-H algorithm to create a Markov
1: Set θ(0)
2: for t = 1...K do
3: Generate θ′ ∼ Q(θ′|θ(t−1))
4: Take θ(t) =
{
θ′, with probability α
θ(t−1), with probabiltiy 1− α.
where α = min
(
1, pi(θ
′)Q(θ|θ′)
pi(θ)Q(θ′|θ)
)
5: end for
Algorithm 1. General Metropolis-Hastings algorithm [25].
chain θ(1), θ(2), · · · . To do so, we choose a proposal dis-
tribution Q(θ′|θ) to propose the next candidate θ′ from
the current state θ. The proposal distribution must be
able to explore the entire space in a finite number of steps
[25].
The proposed parameter value θ′ is accepted with some
probability given by, in the case of M-H, the acceptance
probability
α = min
(
1,
pi(θ′)Q(θ|θ′)
pi(θ)Q(θ′|θ)
)
.
If the proposal distribution is symmetric then
α = min
(
1,
pi(θ′)
pi(θ)
)
.
The chain is generated from the proposed parameter θ′
as follows
θ(t+1) =
{
θ′, if accepted,
θ(t), otherwise,
where θ′ is generated from Q(θ′|θ(t)).
Markov chain traversals of graphs have been used to
sample from a variety of spaces [9]. MCMC methods are
also widely used to sample exponential random graphs
[18], and there has been much focus on generating net-
works that have a desired degree sequence [1, 5, 27]. This
is achieved through the use of an ‘edge swaps’ proposal
distribution that preserves the degree sequence of the
network throughout the MCMC process. Much of this
work focusses on the configuration model; that is, the
uniform sampling of networks with a given degree se-
quence. These have applications when using the configu-
ration model directly or as null models [1]. Other works
sample uniformly from graphs with power-law distribu-
tions in a similar manner [12]. Uniform sampling can be
useful in some situations; however, we are often inter-
ested in sampling from a model with a more complicated
underlying distribution, and in ensuring we do not over-
sample rare graphs. Therefore, here we focus on sampling
from spaces of graphs that have a non-uniform distri-
bution. Recently, the ‘edge-switch’ proposal in MCMC
methods have been used to sample bipartite graphs with
only expected degrees that provide a framework to study
partially observed networks [24], and the extension of
the double swap to a triple swap to allow sampling of
3‘loopy’ graphs [20]. Another related work, [30], uses link
switches to generate synthetic networks preserving prop-
erties of a real graph input with privacy and significance
testing applications.
C. Connectedness
We present our algorithm in the context of generating
connected random networks. The property of connect-
edness is often observed in physical networks, such as a
telecommunications network, where there is the require-
ment that a path exist between all nodes. Other phys-
ical examples include the Internet routing network. It
is also important in the application of social networks.
In general each individual may not be connected to all
others through some path. However, in the application
of epidemics and information diffusion there is particular
interested in the network over which information prop-
agates. To participate in a cascade the individual must
have come into contact with the contagion; therefore,
there is necessarily a path between all individuals in the
network over which the cascade is observed.
Many random graph generators do not consider con-
nectivity and simply take the giant component of the re-
sulting graphs or prove properties like the distribution of
connected component size in the asymptotic limit. How-
ever, in many applications we are interested in generating
connected networks of fixed size from our distribution.
Rejection sampling is commonly used to generated net-
works that display a desired property by simply rejected
graphs that do not display this property. While appro-
priate in some cases, there are many situations in which
this method is extremely slow. For example, rejection
sampling of simple graphs from the configuration model
may be exponential in the size of the graph for some de-
gree sequences [9]. For connectedness, the probability of
all nodes being connected can be very low even for quite
reasonable parameter values, and so rejection sampling is
often not practical. While the probability of connected-
ness has not been found analytically for Waxman graphs,
simple simulations can show that connected graphs are
often unlikely. Figure 1 shows the proportion of Waxman
graphs that are connected after 200 samples, for a variety
of parameters, and we can see that as the dependence
on distance becomes stronger (s parameter increasing)
the probability of connectedness decreases. Additionally,
the traditional O(N2) sampler makes running even a few
hundred samples of the Waxman expensive.
Markov chain methods have been used to produce con-
nected random networks with a prescribed degree se-
quence [9, 28], with a particular focus on with a networks
in peer-to-peer applications [5].
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FIG. 1. Proportion of connected networks in 1000 samples of
a Waxman network with N = 1000.
III. GENERATING CONNECTED GRAPHS
We assume a random graph model that generates an
ensemble of sometimes unconnected graphs, and that the
model provides a probability distribution across the en-
semble, i.e., the probability P (G) for each graphG. Even
if we assume that this probability is calculable, direct
simulation from the distribution is usually intractable
due to the size of the ensemble. Usually, there is an
algorithm to generate graphs from the ensemble.
Given the model, we would like to generate connected
graphs with the same conditional probability distribution
as the model of interest, i.e., we would like to generate
connected graphs G with probabilities
P{G|G is connected} = P{G and G is connected}
P{G is connected} ,
where the numerator is given by:
P{G and G is connected} =
{
P (G), for G connected
0, otherwise.
The required connected random graphs are samples
from the unknown conditional probability distribution
P{G|G is connected}. This leads naturally to the use of
well known MCMC methods as the basis for the sampling
algorithm.
We implement the Metropolis-Hastings method to gen-
erate a Markov chain that will result in samples from
the desired distribution. The algorithm produces a new
graph G′ = (V,E′) based on the old graph G. The two
main components are a symmetric proposal distribution
that can explore the entire space and a tractable accep-
tance ratio.
We initialise the algorithm using the underlying model
to create a random graph, G(−1), with P (G(−1)) > 0.
This network is connected by adding arbitrary links. The
graph need not be necessarily chosen with the correct
probability, so in this case almost any procedure to ob-
tain connectivity is adequate. Whichever connectivity
procedure is used leads to a connected random graph
G(0) used as the input to the M-H algorithm.
41: Generate G(−1) from the model
2: Connect G(−1) to get G(0)
3: for k=1..K do
4: Generate a random edge (i, j)
5: if (i, j) ∈ E then
6: Remove the edge: E′ = E \(i, j)
7: if G′ is connected then
8: accept G′ with probability P (G′)/P (G)
9: else
10: reject G′
11: end if
12: else
13: Add edge: E′ = E ∪ (i, j)
14: accept G′ with probability P (G′)/P (G)
15: end if
16: end for
Algorithm 2. Metropolis-Hastings method for generating con-
nected graphs.
The process described in detail below.
Step 1 - Proposal: The probability density
Q(G′|G), is the proposal distribution that gives the next
candidate for the algorithm. An advantageous feature of
Q for the M-H algorithm is that it be symmetric, i.e.,
Q(G′|G) = Q(G|G′), as this simplifies the acceptance
ratio.
Here we perform the algorithm link by link. At each
step, we select a node pair (i, j) at random, and consider
adding or removing a link to obtain the new network.
In practice we choose two distinct nodes at random and
consider the possible link between them.
Mathematically,
1. if (i, j) ∈ E then E′ = E \(i, j),
2. if (i, j) 6∈ E then E′ = E ∪ (i, j).
All node pairs are chosen with equal probability, so
Q(G′|G) = 1/(N(N − 1)) for all G and G′ that differ by
one link. Therefore, the transition is symmetric.
This proposal has been used in graph sampling previ-
ously, notably in applications related to sampling expo-
nential random graphs, e.g., [18], and there is no consid-
eration of connectivity in this step.
Step 2 - Acceptance: The Metropolis-Hastings ac-
ceptance ratio (the probability of accepting the proposed
transition) given that the proposal is symmetric is given
by
α = min
{
1,
P{G′|G′ is connected}
P{G|G is connected}
}
. (3)
If the proposed graph has a higher probability than
the previous graph we accept the move. If not, we accept
with some probability dependent on the ratio of the two
graph probabilities. However, the ratio is intractable in
this form, as we cannot calculate P{G|G is connected}.
To determine a tractable acceptance ratio, we consider
the connectivity of each proposed graph. Recall, we start
with a valid connected graph G(0). If G′ is unconnected,
then P{G′|G′ is connected} = 0, so unconnected graphs
will never be accepted; therefore, we remain in the space
of connected graphs.
We use this to establish a tractable ratio. When G and
G′ are connected, the conditionals can be dropped from
the probabilities, as P{G is connected} is constant over
the ensemble.
This gives
α = min
{
1,
P (G′)
P (G)
}
, (4)
for connected graphs G and G′. The ratio is tractable
in many cases where we can calculate the ratio of the
probability distributions. If all edges are independent
then this can be calculated very quickly.
The process is iterated a number of times until the
Markov chain converges and the networks are being sam-
pled from the stationary distribution of interest.
To implement this algorithm we must check the con-
nectivity of the graph when removing a link. There
are a variety of algorithms for checking connectivity [7].
We use a simple breadth first search with complexity
O(N + |E|), as we are interested in sparse graphs with
|E| ∼ O(N), meaning the search is O(N). After remov-
ing a link (i, j) the graph remains connected if and only
if a path still remains between i and j. Therefore, de-
termining if the graph still has a path between i and j,
although still O(N), is likely to be faster than the worst
case, especially on spatial graphs.
This algorithm will work well on networks where each
edge exists independently of any other, e.g., the GER
graph, inhomogenous random graphs [3], or SERNs. In
these cases the calculation of P (G′)/P (G) is a simple ra-
tio of edge probabilities. In principle this algorithm can
be applied to any model in which every graph has posi-
tive probability prior to adding that extra constraint, al-
though P (G′)/P (G) may be hard to calculate. Note also
that the algorithm, as described here, will work only for
graph models that assign positive probability to graphs
with a different number of edges. For example, the con-
figuration model network has a fixed degree sequence,
hence a fixed number of edges. Therefore, the proposal
of adding or removing a single edge will be inappropriate
as it will break the degree sequence. A simple change
of proposal distribution allows for sampling from these
networks [9, 28]
IV. THEORETICAL CONVERGENCE
Theorem 1 Algorithm 2 generates samples from the
random graph ensemble with probability distribution
P{G|G is connected}.
Proof 1 Theorem (7.4) of Robert & Casella [25] states
that the chain produced by the Metropolis-Hastings algo-
rithm (Algorithm 1) converges to the stationary distribu-
tion pi if:
51. it is irreducible, and
2. it is aperiodic.
Consider the Markov chain produced by Algorithm 2.
We show there exists a sequence of a finite number of
steps with positive probability from any connected graph
H to any connected H ′, i.e., P (H → H ′) > 0. We
must ensure that the graph remains connected in all steps.
Therefore, consider adding all edges not in H to create
a clique. Then remove the edges in subsequent steps to
reach H ′.
P (H → Hclique → H ′) = P (H → Hclique)P (Hclique → H ′).
If every connected graph in the ensemble has non-zero
probability, both terms on the RHS have positive proba-
bility. Therefore, the chain is irreducible.
A sufficient condition for for the Markov chain to be
aperiodic is to choose Q such that the probability of the
event
{
X(t+1) = X(t)
}
is non-zero for some state. If the
removal of an edge destroys connectivity the transition
is rejected and the chain remains in the current state.
Therefore, the chain is aperiodic.
Note that the acceptance probability construction en-
sures pi = P{G|G is connected}. Hence, by Theorem
(7.4) of Robert & Casella, Algorithm 2, with acceptance
probability α (4) converges to the distribution of interest.
Unfortunately this result only assures us that after in-
finite time the process will be sampling from the distri-
bution of interest. We show evidence for convergence in
finite time in Section VII.
V. COMPLEXITY
Theorem 2 Algorithm 2 with K iterations has compu-
tational complexity O(K), independent of the size of the
graph, for sparse graphs.
Proof 2 We use a neighbourhood list stored in a hash
map to describe the edges in the graph. This results in ex-
pectedly O(1) operations to check edges for existence and
add/remove edges at each iteration. We check for connec-
tivity when edge removal is proposed. The breadth first
search algorithm is O(N) for a sparse network with N
nodes. For a sparse graph the number of edges is O(N),
and so the probability of selecting an edge to delete is
O(1/N). That is, for large N
P{edge (i, j) exists} ∼ 1
N
.
So, the probability there exists an edge between the two
chosen nodes, requiring the O(N) connectedness routine,
decreases like 1/N . Therefore, each iteration is on av-
erage O(1), and overall the algorithm is O(K) in the
number of iterations.
VI. SERN EXAMPLE
Here we present the example of spatially embedded
networks to demonstrate the algorithm.
Edges in a SERN are independent (conditional on dis-
tance), and hence the probability distribution of a spa-
tially embedded random network is given by
P (G) =
∏
(i,j)∈E
pij
∏
(i,j)6∈E
(1− pij), (5)
where pij is the probability of an edge for the specific
SERN of interest. For example, in the case of a Waxman
network the edge (i, j) is given by
pij = qe
−sdij ,
for nodes separated by distance d. In the Waxman for-
mulation, d is calculated by the Euclidean distance.
Using (5) above, the acceptance probability when
adding a link (i, j) becomes
P (G′)
P (G)
=
pij
1− pij ,
and for removing a link is
P (G′)
P (G)
=
1− pij
pij
.
While the probability distribution of the ensemble is
known, it is often difficult in practice to determine the
value of P (G) explicitly. Here, we only require the ratio
of the probabilities between each pair of graphs, a much
easier calculation.
Often, we assume that we are dealing with sparse
graphs. Dense graphs are more likely to be connected,
and so would not require this algorithm. Additionally, in
physical networks there is a cost constraint of construct-
ing links, resulting in many sparse real-world networks.
A. Single link Markov chain: Waxman
Theorem 1 guarantees convergence in infinite time;
however, to be practical we would like it to mix in a
reasonable number of steps. We would like estimate the
number of iterations K required to have evidence that
the Markov chain has sufficiently converged to the sta-
tionary distribution. This will depend on the number of
nodes in the graph, and, for now, we assume indepen-
dence between edges.
Our method is performed by proposing a change to
a single node pair in each step. Therefore, let us con-
sider that we choose a node pair (i, j) in the graph G
with probability δ. In this case we choose all node pairs
with equal probability, i.e., δ = 1/(N(N − 1)). While
we will analyse one node pair, by choosing a link in the
graph with probability δ we are considering the graph as
a whole.
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FIG. 2. Single link in the Markov Chain.
Figure 2 shows the transition probabilities of one node
pair. Note that the probability of remaining in the state
is through two processes; either not choosing the node
pair or choosing the link and not accepting the change.
i.e., 1− δ+ δ(1−α) = 1− δα. For each of the node pairs
the probability of accepting a change is
αija = min
(
1,
pij
1− pij
)
if adding,
αijr = min
(
1,
1− pij
pij
)
if removing.
Combining the probability of choosing the node pair
(i, j) and the transition probabilities, the transition ma-
trix of node pair (i, j) is
P ij =
link no link( )
1− δαijr δαijr link
δαija 1− δαija no link
. (6)
In the limit this converges to the stationary probability
of a link between nodes i and j
p(link) =
αa
αa + αr
,
=
min
(
1,
pij
1−pij
)
min
(
1,
pij
1−pij
)
+ min
(
1,
1−pij
pij
) ,
=

pij
1−pij
pij
1−pij +1
, if p < 0.5,
1
1+
1−pij
pij
if p ≥ 0.5,
= pij .
Hence, the MCMC process will produce a network with
the required link probability.
To extend this to the connected case of sampling from
P{G|G is connected} we note that the probability of re-
moving a link and moving into a ‘no link’ state where
the network is disconnected is zero. As we never start
in this absorbing state (the initial network is always con-
nected), the connected system of interest is equivalent to
the simplified case presented above.
The mixing of the Markov chain is important in the
application of the algorithm in finite time. The spectral
gap controls the rate of exponential decay to equilibrium
and the relaxation time gives an indication of how fast the
chain converges. The two eigenvalues of the transition
matrix (6) are λ1 = 1 and λ2 = 1 − δαr − δαa, giving a
spectral gap of γ∗ = δ(αr+αa). Note that we select edge
(i, j) with probability δ ∼ 1/N2 and αr + αa is constant
for any given link.
The relaxation time is given by,
trel =
1
γ∗
,
=
1
δ(αr + αa)
,
where
αr + αa =
{
1
1−pij , if p < 0.5,
1
pij
if p ≥ 0.5,
∈ [1, 2].
Therefore, in general, trel ∼ N2 for the graph, and we
expect that K ∼ O(N2) for the algorithm to converge.
Above we assume that node pair transitions are in-
dependent. However, when consider connectedness, the
presence or absence of other edges may prevent a partic-
ular edge being removed. This will increase the mixing
time of the chain as it is possible that the most likely path
from one graph to another travels through some uncon-
nected graph. Nevertheless, this analysis gives us a lower
bound on and an intuition about the mixing time of our
algorithm. To investigate the real mixing time we next
turn to the practicalities of implementing the algorithm
and investigate the convergence.
VII. IMPLEMENTATION
Section IV showed that Algorithm 2 will converge to
the distribution of connected Waxman graphs in infinite
time, but we expect approximate convergence in K ∼
O(N2) steps. The critical question becomes, how long is
required in practice?
We implement the algorithm described above using the
NetworkX package in Python 2.7.13 [14] to produce con-
nected SERNs.
In order to simulate networks in finite time we must
provide evidence for the convergence of the chain. Many
applications of MCMC use visual means to determine
when the chain seems to have converged. Here we use a
heuristic that uses statistics of the graph.
Summary statistics are often used to describe network
ensembles. Here we utilise the distributions of two sum-
mary statistics over the ensemble to determine conver-
gence, the distribution of average degrees and average
path length. When we condition on connectedness, we
expect a slight increase in average degree to allow for
connectedness. This results in a shift in the distribution
of the average degree over the ensemble. Conversely, we
expect the average path length to decrease as the starting
graph G(0) will have longer links than a typical Waxman
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FIG. 3. Average degree over the MCMC process for a Wax-
man network with N = 1000 nodes. The means of 200 runs
are shown with 95% confidence intervals. The solid fitted re-
gression curve is shown, and the dashed line represents the
fitted asymptote. Note that there is evidence for convergence
at approximately 1.5 million iterations
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FIG. 4. Average edge length over the MCMC process for a
Waxman network with N = 1000 nodes. The means of 200
runs are shown with 95% confidence intervals. The solid fitted
regression curve is shown, and the dashed line represents the
fitted asymptote. Note that there is evidence for convergence
at approximately 2.5 million iterations
graph (as we added random links to connect the graph).
Note that the average edge length has particular signifi-
cance in SERNs, and with the average number of edges
(closely related to average degree) creates a minimal set
of sufficient statistics for the parameters of the Waxman
graph [26]. After convergence we expect no change in the
distribution of summary statistics of the network as they
are being drawn from the same underlying distribution.
We investigate the change in these statistics to provide
evidence for convergence.
Figure 3 shows the confidence intervals of average de-
gree in 200 chains of the MCMC process, i.e., values at
intervals along the process in 200 runs of the algorithm.
This demonstrates a steady increase in average degree
as the algorithm progresses. We suggest that there is
no significant change in average degree after 1.5 million
iterations, and we have reached the average degree of
P{G|G is connected}. The average edge length, Figure
4 changes significantly but the magnitude of the change
is much smaller. Additionally, it appears to converge
slightly slower than the average degree, reaching within
99.9% of the fitted asymptote at ∼2.5 million iterations.
Therefore, we have evidence that the system has con-
verged and we are sampling from the posterior distribu-
tion of connected Waxman networks.
A. Iterations until convergence
To estimate K, the number of steps required until con-
vergence, we must investigate how the number of itera-
tions to convergence scales with the number of nodes in
the network. Therefore, determining convergence by eye
is insufficient. We develop a framework to automate the
process and give estimates of the required iterations to
convergence. First, we use non-linear least squares in R
[23] to fit an exponential function to the average degree
over the iterations and determine when the average de-
gree distribution is no longer changing. The function, of
the form
f(x) = C +Ae−Bx,
is fitted to the full data (not just the means) to determine
the parameter C. This fitted parameter is used as the av-
erage degree of the target ensemble P{G|G is connected}
after convergence, see Figure 3. We define strong evi-
dence for convergence to be when the fitted values are
within 0.1% of this value.
We apply this framework to the MCMC process for
varying N to determine the scaling of convergence. From
the results in Figure 5 we note that the line of best fit
is a power-law with an exponent of 1.99± 0.04. We con-
clude that the mixing time of this algorithm (number of
iterations to convergence) is approximately O(N2). This
agrees with the theoretical analysis in Section VI A. We
note that we see the same results when fitting other func-
tions, for example a logistic curve.
To provide further evidence for this O(N2) complex-
ity we conduct a similar analysis with the average edge
length. We again fit an exponential model and as before
the parameter C is the asymptote taken to be the average
edge length of the target ensemble. The iterations until
convergence, as calculated by the average edge length is
shown in Figure 5 (triangles). The average edge length
converges more slowly than the average degree. This is
expected as some links cannot be removed until other
links provide new paths through the network. It displays
the same scaling, with the exponent of the line of best fit
of 2.01±0.06, providing further evidence for convergence
in approximately O(N2).
Combining with results from Section V, the overall
complexity of the algorithm is O(N2).
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FIG. 5. Log-log plot of the iterations to convergence of the
algorithm for varying size networks using average degree (cir-
cles) and average edge length (triangles) as the summary
statistic. The slope of the fitted line for average degree
(solid) is 1.99± 0.04, and for average edge length (dashed) is
2.01 ± 0.06. This supports the O(N2) mixing time expected
over the edges in a network.
VIII. DISCUSSION
We have introduced our algorithm in the context of
generating connected networks. However, this method
generalises to generate networks from the probability dis-
tribution given by
P (G|G has some properties),
assuming the properties can be tested. For example, gen-
erating a network without self loops or multi-edges would
be easily implemented as above. Although we only condi-
tion on connectedness here, the process is not restricted
to a single property, a set of properties can be used.
It is worth noting that the proposal distribution can
affect the properties that can be tested, Q(G′|G). In
this implementation, the proposal considers individual
node pairs, and each step changes a single link. If we
were to fix the number of triangles or exact degree se-
quence (i.e., the configuration model) in the network,
our proposal distribution would need to facilitate this. In
these cases, an ‘edge swap’ proposal in which the num-
ber of links remains constant, for example [12, 28], would
be an appropriate choice. There are many other con-
straints this method could be applied to in this form,
or by changing the proposal. Other types of connectiv-
ity (k-connectivity) and using other models are natural
extensions, and this type of method has applications in
modelling many real world networks, for example ances-
tries where the relationships between animals must sat-
isfy a variety of conditions.
The above algorithm assumes that the probability dis-
tribution of the network has the form in (5). However,
other probability distributions, for example that of ex-
ponential random graphs [18] can easily be used. Note
that we must be able to calculate the ratio of densities
of graphs that differ by one link.
We initialise the algorithm by simulating a graph from
the model of interest; e.g., the Waxman network, and
connecting arbitrarily. However, any connected network
can be used in this step as the MCMC process by design
forgets the initial point of the Markov chain. This is
particularly useful where the generation of the graph of
interest is computationally expensive. However, starting
‘further’ from the distribution of interest may increase
time to convergence.
We have also focussed on the simulation of a single
graph, assuming that multiple graphs can be sampled by
running multiple instances. However, we can sample mul-
tiple graphs from the same chain. Thinning of the chain
will need to be employed to create independent samples.
We expect number of iterations until independent sam-
ples to be of the same order (not necessarily the same
time) of mixing time, O(N2). This is intuitive as each
node pair must have the opportunity to change to create
independent graphs.
A speed up heuristic, proposed by Gkantsidis et al. [12]
on a simple Markov Chain, attempts to reduce the re-
quirement of checking connectedness by only running the
check after T ‘flip’ transitions and rejecting if discon-
nected. This produces a concatenation of Markov Chains
that maintain the required stationary distribution. This
speed up factor could easily be applied here to the sin-
gle link Metropolis-Hastings method. However, we only
check for connectedness when the proposal removes a
link, compared to every step. Rejecting all T transitions
(both link additions and removals) if the graph becomes
disconnected would slow mixing. Hence, it is unlikely
that this speed up method would produce the same dra-
matic increase in complexity observed in [28]. Alternative
connectivity algorithms present opportunities for improv-
ing complexity. Eppstein et al. [7] present a dynamic con-
nectivity check in O(√N) per change in the graph. This
is promising; however this is required at every addition
or deletion of an edge, rather than only at deletion, so
would not improve overall performance. These dynamic
algorithms provide an opportunity to allow sampling of
graphs with other properties, e.g., k-connectivity.
IX. CONCLUSION & FUTURE WORK
This paper describes an algorithm to create random
networks from a known ensemble conditioned on an ex-
tra desired property. We use a Bayesian framework, im-
plemented with MCMC, to generate connected random
networks. This implementation can be extended to in-
clude other properties of a network. We demonstrate
the time complexity is O(N2) with strong evidence of
convergence to the desired ensemble. Future work in-
cludes applying this algorithm to other constraints and
networks, and improving the efficiency of the algorithm.
Extensions of the Metropolis-Hastings method, such as
importance sampling, aim to improve mixing and com-
plexity of convergence that could also be investigated in
this context [16].
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