A novel method of asymptotic factorization of n × n matrix functions is proposed. The considered class of matrices is motivated by certain problems originated from the elasticity theory. An example is constructed to illustrate efficiency of the proposed procedure. The quality of approximation and the role of the chosen small parameter are discussed.
Introduction
We consider here the problem of factorization of continuous matrix functions of the real variable. This means the representation of a given invertible square matrix G ∈ (C(R)) n×n in the following form:
where continuous invertible matrices G − (x) and G + (x) possess an analytic continuation in the lower Π − = {z = x + iy : Im < 0} and upper Π + = {z = x + iy : Im > 0} half-planes, respectively, and
(1.
2)
The representation (1.1) is called right (continuous or standard) factorization and can be considered for any oriented curve Γ of a certain classes which divides the complex plane into two domain D − and D + with a changing of diagonal entries in Λ(x) for ((x − t + )/(x − t − )) κ j , t ∓ ∈ D ∓ , or for x κ j (if 0 ∈ D + ). showing the quality of the factorization approximation by restricting ourselves only to the first asymptotic term and discuss the role of the chosen small parameter.
A class of matrices: problem formulation
Let us introduce the following class of invertible continuous n × n, n ≥ 2, matrix functions GK n depending on a real parameter ϕ ∈ R, satisfying the following conditions:
(1) G ϕ ∈ (C(R)) n×n belongs to GK n if it can be represented in the form
where bounded locally Hölder-continuous on R (in general non-rational) invertible matrix R ϕ is such that
(3) matrix function F does not depend on parameter ϕ, has Hölder-continuous entries f kl on the extended real lineR, i.e. ∀k, l = 1, . . . , n,
satisfies the following asymptotic estimate at infinity (4) F(x) → I and |x| → ∞, (2.4) (5) F admits a right canonical factorization, i.e.
5)
where Hölder-continuous onR matrix functions F − (x) and F + (x) possess an analytic continuation in the lower Π − and the upper Π + half-plane, respectively.
The matrices of the following form constitute a simple subclass of class GK 2 :
This function appears after Fourier transforms of the Wiener-Hopf equation, describing a problem in fracture mechanics. We note that the matrix functions of this type do not belongs to any known class of matrix functions which admit explicit factorization.
It can be seen below that in our algorithm, the factors retain one of the properties of the matrix function G ϕ , namely,
3. An algorithm (a) General construction
By assumption, any matrix G ϕ (x) ∈ GK n can be written in the form
where F − (x) and F + (x) are components of the canonical factorization of the corresponding matrix F, and (see (2.2) and (2.4)) the matrix G 1,ϕ (x) is represented in the form
In addition to (1) (6) There exist a small parameter ε = ε(ϕ) (more exactly its value will be described later), such that for all x ∈ R and any finite ϕ (3.2) and matrix N ϕ (x) is bounded and locally Hölder continuous on R.
Note that by assumption, each entry of the matrix N ϕ (x) has a limit as |x| → +∞, i.e. there exists the value N ϕ (∞). Note also that the commutativity of the involved matrices is not assumed.
Let us look for the first-order factorization of the matrix G 1,ϕ (x) in the form
Comparing terms for different powers of ε we get, in particular, the following relation for determination of factors N − 1,ϕ and N + 1,ϕ :
It is customary to denote
The jump boundary value problem (3.4) has a solution represented in terms of a slight modification of the matrix-valued Cauchy type integral [1, 5] 
The above modification is proposed in order to avoid extra discussion of the convergence of the above integrals. In this form, the integrals are convergent automatically. Moreover, its boundary values
satisfy Sokhotsky-Plemelj formulae, i.e.
where S 0 is the singular integral operator along the real line with density M 0,ϕ (t) − M 0,ϕ (∞). It follows from [2, n. 4.6] that both matrices N − 1,ϕ (x) and N + 1,ϕ (x) satisfy Hölder conditions onR, are bounded there with N ∓ 1,ϕ (∞) = 1 2 M 0,ϕ (∞) and possess an analytic continuation into lower Π − and upper Π + half-planes, respectively. Surely, its product is also Hölder conditions onR and bounded.
Let us refine the factorization of the matrix G 1,ϕ (x), i.e. look for a presentation of G 1,ϕ (x) in the form Comparing terms at different powers of ε, we get, in particular, the following relation for determination of factors N − 2,ϕ and N + 2,ϕ :
we arrive at the following jump boundary value problem
where the right-hand side is already known. The solution to this problem is given by the formula similar to (3.5)
It has the same properties as the solution of (3.5), in particular, its boundary values satisfy the relation
. One can proceed in the same manner. Thus on the kth step, we use the representation
are found in the previous steps. This leads to the jump boundary value problem
where
The solution to this problem is given by a formula similar to (3.5) (or to (3.11)). Thus, the factorization of the matrix function G 1,ϕ (x) is given in the form of an asymptotic series
where the pair N − k,ϕ (x) and N + k,ϕ (x) is the unique solution to the jump problem (3.14) for any k ∈ N. The following theorem gives conditions when this asymptotic factorization becomes an explicit one, i.e. gives convergence conditions for the asymptotic series involved. Theorem 3.1. Let G ϕ be a matrix which meets conditions (1) to (6) . Let the parameter ε (defined in (6) ) satisfies the inequality
N ϕ (·) μ being the norm of the matrix function N ϕ (x) in the Hölder space H μ equal to the maximum of the norms of its entries, and C μ being the norm of the singular integral operator S 0 :
Then both series in the right-hand side of (3.15) converge for all x ∈ R.
Proof. It follows (e.g. [2, p. 48] ) that singular integral operator S 0 is bounded in Hölder spaces since the 'standard' singular integral operator S is. The later is well-known, see [48] for the exact value of the norm of S H μ →H μ . Let us denote the norm of S 0 in Hölder space H μ (R) by C μ , i.e.
Then, we have the following series of estimates
and
. We can calculate explicitly few first coefficients α k , namely, α 1 = 1/2, α 2 = 1/8 and α 3 = 1/16. As for coefficients with large enough indices, we can proof by induction that
, ∀k ≥ 12.
Therefore,
As the sequence k 1/(32(k − 3)(1 + C μ )) ≤ 1 is increasing for sufficiently large k and
then the convergence of the series
for all x ∈ R follows from (3.16).
Remark 3.2.
It follows from the standard properties of the Cauchy type integral and singular integral with Cauchy kernel that conditions of theorem 3.1 guarantee convergence of the series in the right-hand side of (3.15) in the half-planes Π − , Π + , respectively. 
then the results remain valid for ε = 1 and the described procedure will work without any changes. 
(b) Special case
Let us consider the problem of factorization of 2 × 2 invertible matrices from a subclass of GK 2 , namely
given on the real line (x ∈ R) and depending on the real parameter ϕ ∈ R.
We assume that the following assumptions hold: As in the general case, the factorization of matrices of type (3.19) is motivated by certain problem of fracture mechanics. The considered matrices are similar to those which are studied and explicitly factorized in [31, 41, 49] , but certain conditions of the above-cited papers are not satisfied in our case.
Note that even if one supposes that the functions p(x) and q(x) are meromorphically continued into semi-planes Π − and Π + , then it does not mean that these extended functions have a finite number of zeroes and poles there. 
where the projector P is defined
It follows from conditions (1)-(3) that both diagonal elements of the middle diagonal matrix have index equal to zero. Hence, they admit the representation
with the factors of the form [2] , and boundary values (p(x) + q(x)) ∓ of the functions (p(z) + q(z)) ∓ (and (p(x) − q(x)) ∓ of the functions (p(z) − q(z)) ∓ are determined by using Sokhotsky-Plemelj formulae [2] . Therefore, we immediately obtain the right canonical factorization of the matrix G 0 (x)
Now we can represent the initial matrix G ϕ (x) in the form
and proceed with factorization of the matrix G 1,ϕ (x). The inverse matrices (F − (x)) −1 and (F + (x)) −1 are equal, respectively,
Hence (for shortness, we omit the argument x for functions p and q),
It is not hard to see that G 1,ϕ is a sum of the unit matrix and the matrix which is 'small' for appropriate choice of ϕ. Hence, following remark 3.4, we rewrite the right-hand side of (3.33) as the following sum:
Note that the latter matrix can be written as the sum of two diagonal matrices, namely 
Let us denote
Lemma 3.6. The parameter ε 1 can be taken smaller than any positive number δ by an appropriate choice of ϕ.
Proof. Indeed, taking into account condition (3.21) 2 , one concludes that there exists x δ > 0 such that for any |x| ≥ x δ
On the other hand, as xq(x) belongs to the space
Finally, this means
Choosing ϕ = 2δ/q h , we finish the proof.
It follows from the structure of the matrix N ϕ from (3.35) that parameter A = A(ϕ) discussed in theorem 3.1 is smaller than 1 for an appropriate choice of ϕ. It guarantees applicability of the general procedure in this special case.
An example
We present here an example of 2 × 2 matrix function G ϕ ∈ GK 2 for which the above-discussed factorization does not involve Cauchy type integration for the components and auxiliary matrices.
Let,
It is a special case of the matrix functions discussed in §3b. Here, p(x) = (x 2 + 10)/(x 2 + 1) and q(x) = 6/(x 2 + 1), and an auxiliary matrix F(x) = G 0 (x) has the form Canonical factorization of the matrix G 0 (x)
can be found in an explicit form
Hence, one can calculate an auxiliary matrix
in the following form: It leads to the following representation of the matrix:
where we can take ε = 1 due to theorem 3.1 (see also remark 3.4), and
This follows from the consideration presented in the previous section. Following general scheme of §3a, we factorize G 1,ϕ (x) at first in the form ( procedure described above, it is sufficient at the first stage to factorize the matrix
For this particular case, instead of using the Cauchy integrals, one can factorize each entry n ij (x), i = 1, 2, of the matrix by using decomposition in simple fractions and the Taylor formula. Combining the obtained results, we get the following representation of matrix N − 1,ϕ (x) and N + 1,ϕ (x) (first components of asymptotic factorization)
Note that both plus (N + 1,ϕ ) and minus (N − 1,ϕ ) matrix functions vanish at infinity in the corresponding half-plane. The procedure can be performed further as it was described in the general case.
Outlook and discussions
To illuminate the efficiency of the proposed procedure, we present here the numerical results related to the previous example ( §4) showing the quality of the factorization if one decides to restrict the approximation to the first asymptotic term only.
In figures 1 and 2, we present the normalized absolute error of the factorization using only the first asymptotic term for different values of the parameter ϕ. We compute the errors for each component of remainder, K, that is difference between the exact factorization and its asymptotic approximation along the real axis
As it follows from the properties of the Cauchy type integral [5] , the obtained estimates are valid also into the upper and lower half-planes.
In figure 1 , we depict the error related to the diagonal elements of the remainder while in figure 2 , we show the result for the off-diagonal element. Note that as they are complex conjugate with respect to each other, it is enough to discuss only one of them. Unexpectedly, even for rather large value of the parameter ϕ = 1, the error is not too high, while for smaller magnitudes of ϕ, it decays quickly with the argument and its larger value is concentrated only near the centre of the coordinate. Moreover, one can observe that for j = 1, 2,
This result can also be verified analytically. With a decrease in the parameter ϕ, the amplitude of the error oscillations increases but their support moves out from the coordinate centre to infinity. Thus, such oscillations play a minor role and the numerical computation of the Cauchy integrals in the described procedure would not affect the accuracy of the computations.
It is not correct to say, however, that ϕ is an optimal small parameter in the problem under consideration. As it follows from theorem 3.1, not only the parameter ϕ but the decay of the corresponding functions (e.g. the function q(x) in the special case) play an important role in the analysis and it is rather δ which should be taken as the appropriate small parameter.
To clarify this, let us note that two terms N 1 and N 2 are of different orders with respect to the small parameter ϕ. Indeed: N 1 (ϕ) = O(ϕ 2 ) and N 2 (ϕ) = O(ϕ), as ϕ → 0. As a result, one could construct another first-order approximation of the factorization based only on the term N 2 instead of N 1 + N 2 . This gives the same first-order estimate in terms of the small parameter ϕ. Simple calculations give the following (first-order) factorization terms in this case: We estimate then the quality of the approximation for the factorization of the matrix function G 1,ϕ (x) based now solely on the first-order term with respect to the parameter ϕ. The new reminder is K * (x) = G 1,ϕ (x) − (I + N * − 1,ϕ )(I + N * + 1,ϕ ) = N 1 (x) − N * − 1,ϕ N * + 1,ϕ .
Note that the off-diagonal terms give exact (identical) results for the terms (5.1) and (5.2) as opposite to the factorization provided by the terms (4.12) and (4.13). Thus at the first glance, the latter approach looks less beneficial than the former. In figure 3 , we compare the errors related to the diagonal elements of the remainders for the value of the parameter ϕ = 10 −3 . The errors corresponding to matrix functions (5.1) and (5.2) are given by doted lines while those related to (4.12) and (4.13) are depicted by the solid line. One can observe a striking difference in the accuracy of the two approximations. While for a small values of the variable |x| < 1 they are identical, for larger values of the argument, the approximation given by the general procedure provides much better accuracy than that based on the only first-order term, N 2 , with respect to the small parameter ϕ. Moreover, if one decides to continue asymptotic expansion further, it may become a real issue in numerical computations of the next asymptotic terms as the decay is very slow. Thus, the procedure suggested here is in a sense optimal.
Note that proposed procedure is working not only in the case described in §3b, but also in the case when entries of matrices are quasi-polynomials, i.e. the sum of different exponentials with meromorphic coefficients, provided that all conditions of the class GK n are satisfied.
In the case of non-canonical factorization, our algorithm becomes more cumbersome. This situation is the subject of further publication.
