The phenomenon of magnetization reversal in a hard magnet is studied analytically within a framework of a simplified energy minimization model for a two grain system. The transition region ͑a domain wall-like moment structure͒ is found to play a crucial role in nucleating a reversed domain and in the subsequent formation of a domain wall near the grain boundary. This is shown to result in a considerable reduction in coercivity. Temperature effects are taken into account by considering thermally activated jumps over energy barriers that hinder the motion of the transition region. We found that thermal fluctuations at room temperature can substantially reduce coercivity provided the grains are sufficiently small.
I. INTRODUCTION
The study of magnetic reversal, as well as the related coercivity mechanism, has extensive technological applications in many fields such as magnetic recording and micromechanics. Such numerous investigations, however, employ numerical methods due to the inherent complexity of the problem. In recording media, some micromagnetic simulation codes have been commonly used to analyze magnetization reversal and hysteresis loop. [1] [2] [3] In permanent magnets the underlying mechanism of coercivity has been a topic of intense interest for many years. It is motivated by the fact that the measured coercivity approaches only 20%-40% of the theoretical nucleation fields derived from micromagnetic theory as developed by Brown, 4 and Stoner and Wohlfarth ͑SW͒. 5 Crystal defects were probably responsible for the lower measured coercivity. 6 Two main approaches have been proposed to resolve the discrepancy. One is a micromagnetic approach while the other is a phenomenological ''global'' model. Both methods can resolve the discrepancy by choosing adequate parameters. However, their underlying philosophies are different. 7 The micromagnetic approach can differentiate the reversal mechanisms, whereas the global approach cannot. Thermal activation effects are intrinsically considered in the ''global'' model while, however, they are neglected in the micromagnetic approach.
In this article, we seek to elucidate, within the framework of a simplified analytical model, the origin of reversal mechanism in permanent magnetic materials. Temperature effects are taken into account by considering jumps over energy barriers. We propose that the transition region, formed at the boundary of grains with different easy axes, can move between grains provided it is energetically favorable. The transition region plays a role similar to that of a typical crystal defect, i.e., it can nucleate domain wall in the grain boundary, which results in considerable reduction in coercivity. Both the critical field needed to propagate the transition region and the associated energy barrier are calculated. Our analysis indicates that the energy barrier is several orders of magnitude smaller than that due to the coherent rotation and that thermal fluctuations are important for small grains.
II. ANALYTICAL MODEL
Our model is based on two assumptions. First, the reversible change of magnetization can be described by the SW model. This is justified since the transition region's main role lies in the nucleation of the domain wall. This implies that grains can be considered as decoupled as far as the treatment of reversible change is concerned. Second, in analogy with the domain wall theory, the transition region can move between neighboring grains provided such motion is energetically favorable. However, we will show later, unlike the domain wall motion which completes the magnetization reversal process, the motion of the transition region commences it.
Since the reversible part of the hysteresis loop is given by the SW model, it will determine the initial condition for the magnetization reversal. It is instructive at this stage to analyze the origin of a larger coercivity within the SW model and to investigate the influence of temperature. We consider a two-grain single-domain system. According to the SW model, the energy density of each isolated grain i may be written as a͒ Author to whom correspondence should be addressed; electronic mail: acezgp@nus.edu.sg
where i and ␣ i are the orientations of the magnetization vector and the easy axis, respectively, relative to the direction of the applied field H. K is the anisotropy constant and M S is the modulus of the spontaneous magnetization. The first term in Eq. ͑1͒ denotes the anisotropy energy while the second expresses the Zeeman energy. For simplicity, we have ignored the long-range magnetostatic interaction, which plays a less significant role than the crystalline anisotropy in many permanent magnets. [8] [9] [10] [11] A fuller discussion can be found in Sec. IV.
For convenience, we may assume that the easy axes and the applied field locate in the same plane. The magnetic moment orientations, according to the SW model, are also in the same plane. As an example, the easy axis of one grain is aligned parallel to the applied field direction (␣ 1 ϭ0°) while that of the other is perpendicular to it (␣ 2 ϭ90°). The dependence of the magnetization orientation on the applied field for each grain can be determined by minimizing the energy expression of Eq. ͑1͒. According to the SW model, 2 changes continuously with applied field, while 1 experiences a discontinuous jump from 0°to 180°when H, started at positive, goes through zero to ϪH K , where H/H K is the reduced applied field. Figure 1 shows the reduced energy ϭE/K as a function of for various applied fields. When the applied field decreases from ϩH K , there are always two energy minima for Ϫ1ϽhϽ1 ͑for instance, states l and g for hϭϪ1/3 in Fig. 1͒ , where hϭH/H K is the reduced applied field. The energy barrier, however, prevents the magnetization vector of grain 1 from reaching the global minimum state g. When the field is strong enough (hрϪ1), only one energy minimum remains and an angular jump to 180°oc-curs. The origin for the large coercivity H c predicted by the SW model stems, therefore, from the large applied field needed to overcome the large rotation energy barrier between states l and g. For a well-aligned material,
It may be argued that thermal fluctuation might help the grain to overcome the barrier and, in so doing, reduces coercivity. With regard to the barrier associated with coherent rotation, however, the thermal energy has little significance and this can be seen as follows. The number of thermally excited events to occur per second can be written 7 as exp͓Ϫ⌬E/(k B T)͔, where is a frequency factor and ⌬E is the energy barrier which the system under consideration has to overcome for the event to occur. The frequency factor indicates how many times per second the event could occur and has a typical value of 10 11 s Ϫ1 for permanent magnets. 6 J/m 3 , ⌬E is 12 eV for a grain size L of 10 nm, which is more than 2 orders of magnitude larger than the average thermal energy k B T. The estimated probability for thermal agitation to overcome the energy barrier of coherent rotation is thus e Ϫ480 ͑or Ͻ10 Ϫ190 s Ϫ1 ͒, which means that virtually no thermal instability will occur in this situation.
A path via the motion of transition region will now be described that presents a much smaller energy barrier to the nucleation of reversed domain. When the grains are in close contact, a transition region ͑a domain-wall-like structure͒ is formed at the interface due to exchange interaction. [8] [9] [10] [11] The orientation of the magnetization in this region changes smoothly from the easy axis direction of one grain to that of the other. In this article, however, a linear angular distribution in this region is assumed. Nevertheless, it should be noted that the calculated critical fields are independent of the actual angular distribution, and our assumption of a simple distribution was made for convenience. This transition region behaves like a domain wall but differs in one important aspect: it originates in the grain boundary of two grains exhibiting different easy axis orientations.
At remanent state, the transition region locates symmetrically in the grain boundary ͑see Fig. 2͒ . The transition region of our present example has the character of a 90°d omain wall and its width W t is about the same order as the domain wall width. A more detailed discussion of the transition region can be found in Ref. 11 .
III. RESULTS
When a field is applied, the transition region does not necessarily locate symmetrically in the grain boundary. The actual position of the transition region is determined by requiring that the total energy of the system is at a minimum. The total energy change of the system as a result of the displacement of the transition region may be expressed as where ␦E b reflects the energy change as a result of more magnetic moments being oriented at 2 in grain 2 and fewer magnetic moments oriented at 1 in grain 1, and ␦E t is the energy change of the transition region resulting from its movement. For simplicity, we assume a rigid displacement of the transition region in a one-dimensional translational motion. Thus, it follows that
where c is the orientation of the magnetization vector at the center of the grain boundary and ␦x is the displacement of the transition region. The energy change ␦E t is due to the change in orientation of the easy axis from ␣ 2 to ␣ 1 , and vanishes for ␣ 2 ϭ␣ 1 Ϯ ͑i.e., the 180°domain-wall motion situation͒. Substituting Eqs. ͑3͒ into Eq. ͑2͒, we get, for xϽW t /2,
For xуW t /2, the whole transition region is enclosed within grain 1 and the associated energy change is given by
Assuming a linear chain transition region, namely,
Eqs. ͑4a͒ and ͑4b͒ can be integrated to give the total energy of the system as
respectively, where the energy at xϭ0, chosen as the reference, is set to zero. Equation ͑6͒ can be used to compute the total energy of a system with the two easy axes coplanar with the applied field direction. Consider, for example, ␣ 1 ϭ0°and ␣ 2 ϭ90°. Then 1 and 2 are given by the SW model as 1 ϭ0°and cos 2 ϭh, respectively. Thus, Eqs. ͑6a͒ and ͑6b͒ may be simplified, respectively, to
A plot of the reduced energy ϭE tot /(KL 2 W t ) as a function of displacement for various applied fields is shown in Fig. 3 . It can be seen that for hϾϪ0.414 and x/W t Ͻ0.5, there is always a local energy minimum state. The transition region will be located at the position x corresponding to the local minimum. However, when h reaches Ϫ0.414, it becomes an inflection point so that no energy barrier exists between it and the lower ͑now accessible͒ energy state. This changes the magnetization orientation near the boundary of grain 1 from 1 to 2 as the transition region propagates into grain 1. However, since 2 is not an energy minimum state for grain 1 ͑cf. t state in Fig. 1͒ , the grain will undergo further rotation toward its global minimum state 1 of 180°͑cf. g state in Fig. 1͒ , resulting in the formation of a domain wall nearby. This illustrates the important role the transition region played both in nucleating a reversed domain and in the formation of
a domain wall. Based on the above energy considerations and the assumption of a linear moment distribution in the transition region, the proposed reversal mechanism may be schematically depicted in Fig. 4 .
Further, the calculated critical field for the two-grain system is 0.414H K , which is much smaller than that of the SW model ͑i.e., H K ͒. The value is also in good agreement with the numerical nucleation field of 0.44H K . 9 On closer inspection of Fig. 3 , we find that for hϽϪ1/3 and xϾW t /2, the total energy of the system decreases with increasing x. This implies that for hϭϪ1/3, if the thermal fluctuation can help the grain to overcome the energy barrier of motion, the transition region will move out of the grain boundary and into grain 1 ͑where xϾW t /2͒. Thus, when thermal fluctuation is considered, the critical field is smaller than 0.414H K which corresponds to zero temperature, but larger than H K /3 for this particular easy axis combination. The smallest critical field ͑i.e., H K /3 here͒ applies to the situation where the thermal fluctuation is comparable to or larger than the energy barrier. For convenience, the zero-temperature critical field and the smallest critical field are denoted as H crit Tϭ0 and H crit min , respectively.
We shall now consider the effects of room-temperature thermal fluctuations on the critical field. First, we need to evaluate the height of the energy barrier as seen by the transition region. Figure 3 shows that the energy barrier decreases with decreasing applied field and it vanishes when HϭϪH crit Tϭ0 . For hϭϪ1/3, the corresponding energy barrier is 0.05KL 2 W t . For Nd 2 Fe 14 B material, the calculated barrier ⌬E is 0.6 eV for a magnet of size 10 nm and a domain wall width of 4.3 nm. The number of the thermal excitations per second at room temperature is e
Ϫ24
, which is on the order of 10 for a ϭ10 11 s Ϫ1 , so that small grains can overcome the barrier by thermal fluctuations. For small grains, therefore, the critical field for the reversal process should be H crit min at room temperature. For large grains, however, the critical field is H crit Tϭ0 . Both critical fields can be determined for any two arbitrary easy axes ͑located in the same plane as the applied field͒ by setting Eqs. ͑4͒ to zero. H crit Tϭ0 is calculated by replacing sin(2 c Ϫ␣ 1 Ϫ␣ 2 ) in Eq. ͑4a͒ by 1 so that c ϭ(␣ 1 ϩ␣ 2 )/2ϩ/4. These criteria might be written as
where the first term on the right side of Eq. ͑8a͒ expresses the original energy of grain 1, while the second term reflects the effect of the energy barrier in hindering the motion of the transition region. The term on the left represents its energy in its new state in which the magnetization has changed from 1 to 2 , owing to the propagation of the transition region. The calculated critical field as a function of the easy axis difference (␣ 2 Ϫ␣ 1 ) is shown in Fig. 5 . The numerical result by Schrefl et al. 9 that takes into account the magnetostatic interaction is also shown for comparison. It is found that the 
FIG. 4.
Reversal process in a two-grain system: ͑a͒ xϭW t /2, transition region is wholly enclosed in grain 1, ͑b͒ xϾW t /2, transition region continues its motion, ͑c͒ nucleation of a domain wall, and ͑d͒ reversal process completed. Under an applied field of hϭϪ0.414, the transition region moves leftward ͓as ͑a͒ and ͑b͒ show͔. For grains larger than two Bloch wall widths, it is energetically favorable for the magnetic moments oriented at 1 ϭ114°to undergo a coherent rotation to 180°so that a 180°domain wall is formed ͓as ͑c͒ illustrates͔. The final magnetization state of the system is shown in ͑d͒. Note that the same field is applied in ͑a͒-͑d͒.
calculated critical fields are generally in good agreement with the numerical data. Figure 5͑a͒ shows the critical fields as a function of ␣ 2 with ␣ 1 fixed at 0°. It is interesting to note that there is a small peak for H crit Tϭ0 near an angle of 60°. This is attributed to the fact that, for larger ␣ 2 , grain 2 itself has not yet undergone magnetization reversal for HϾ ϪH crit Tϭ0 , whereas for smaller ␣ 2 it already has. The reversal of grain 2 facilitates the motion of the transition region and reduces the critical field H crit Tϭ0 . Figure 5͑b͒ shows the critical fields as a function of ␣ 1 with ␣ 2 fixed at 90°. H crit min decreases from 0.7H K to 0.333H K , while H crit Tϭ0 decreases from 0.7H K to 0.414H K as the angular difference between the easy axes increases from 0°to 90°. This trend is similar to that shown in Fig. 5͑a͒ . However, when the angular difference becomes larger than 90°͑corresponding to a negative ␣ 1 ͒, H crit min decreases further while H crit Tϭ0 increases, forming a symmetric curve about the 90°difference. This suggests that the coercivity of exchange-coupled small grains can be much smaller than those of larger ones.
IV. DISCUSSION
We have mentioned that our result is independent of the actual angular distribution in the transition region. This shall now be addressed. The critical fields H crit min and H crit Tϭ0 are determined by setting Eqs. ͑4͒ to zero. In deducing Eqs. ͑3͒ and ͑4͒, we have assumed a transition region that moves rigidly so that its width remains constant and the magnetization distribution in the transition region does not change with the displacement rather than some special angular distribution in the transition region. Thus for a rigid transition region, the critical fields should be the same for different angular distribution in the transition region.
While choosing energy terms for the analysis in Sec. II, we have neglected both the grain self and mutual demagnetizing energies for simplicity. This simplicity is only valid for permanent magnets where crystalline anisotropy dominates over the shape anisotropy. Typically such materials are rare earth iron and rare earth cobalt permanent magnets. The effect of demagnetizing energies can be evaluated through a parameter M S /H K . For instance, M S /H K is less than 0.02 for Nd-Fe-B. However, its effects can be quite difficult to treat exactly as it can either increase or decrease the local critical field depending on the shape of the grain ͑self energy͒, the geometric arrangement of the grains, and on the neighboring easy axis orientations. Nevertheless, since the coercivity of a material is generally determined by the smallest critical field, the demagnetizing energy, if included, would serve to decrease the coercivitity. Computer simulations of recording media have shown that the coercivity can be quite dependent on the exchange constant A.
1-3 Within our model, however, the critical fields are taken to be independent of A as we consider only the important role of exchange interaction in the nucleation of the domain walls within the grain boundaries. The role of the exchange interaction during the reversible magnetization process is neglected. The formation of the transition region in the grain boundaries greatly reduces the effective exchange interaction between the neighboring grains. [8] [9] [10] [11] The effect of exchange interaction during the reversible magnetization process can be evaluated through a parameter ͱA/K, the so-called exchange length. [8] [9] [10] [11] For a typical permanent magnets like NdFe-B, the exchange length is about 1.43 nm, which is much smaller than the grain size of the material discussed in this article. Thus, the exchange interaction will have a negligibly small effect on the grain's magnetization during the reversible process so that a SW description is adequate. For some recording media, however, the exchange length can be comparable to the grain size, making the aforementioned simplification inadequate. [1] [2] [3] The exchange interaction, if considered, would decrease the magnetization difference between the neighboring grains during the reversible process and thus reduce the critical field.
To further test the validity of our model, we now compare our results with those of a system composed of exchange-coupled double films. By solving the Euler and Weierstrass-Erdmann equations, Hu and Kawazoe 12 have obtained the magnetic configurations for various applied fields and thus deduced an analytical expression ͓Eq. ͑13͒ in Ref. 12͒ for the coercivity force of the exchange-coupled magnetic double film with sufficiently thick capping film as
where tively. The easy axis of film 1 is perpendicular to the applied field, while that of film 2 is parallel to the field. Hu and Kawazoe further pointed out that, for a double system with the same magnitudes of magnetic constants in both films, the coercivity is H c ϭK 1 /M S1 ϭK 2 /M S2 ϭH K /2, which is larger than 0.414H K of our model. A detailed investigation of their deduction reveals that, in the undercritical state, they have assumed that a ϭ180°and 0 ϭ90°, where a and 0 are the magnetization orientations in the capping film far away from the interface and at the interface, respectively. However, while this assumption may be true for a double film with K 1 ӶK 2 like the capping effect investigated by Hu and Kawazoe, it is not valid when K 1 ϭK 2 .
This can be understood as follows. For a sufficiently thick film, film 2 has only a negligible effect on a in the undercritical state. When K 1 ӶK 2 , H c ϾH K 1 so that the magnetization in the capping film far away from the interface responds to the applied field quickly, i.e., a ϭ180°in the undercritical state. For a system with K 1 ϭK 2 and M S1 ϭM S2 as we have discussed in this article, H c ϽH K 1 so that a Ͻ180°in the undercritical state. In our model, a ϭcos Ϫ1 (Ϫ0.414)ϭ114°. Thus, the assumption of a ϭ180°is not appropriate for a system with similar magnitudes for the parameters. Similarly, it can be shown that the assumption of 0 ϭ90°is not correct in such a system as well.
If we remove the assumptions that a ϭ180°and 0 ϭ90°, then the critical field within Hu's model can be shown to give H crit Tϭ0 ϭ0.414H K , which compares well with our model prediction. Since Hu did not make any assumption about the distribution of the magnetization within the two films, the good agreement between both models suggests that the calculated critical field is not dependent on whether the transition region is rigid or otherwise. Generalizing the above discussions, the critical field should be independent of the actual magnetization distribution in the transition region. This statement is also supported by the fact that good agreement is obtained between our results and those ͑numerical results͒ of Schrefl et al. It is also worth noting that both Hu and Schrefl approaches ignore the important role of temperature so that their calculated critical fields are larger than the experiments. The discrepancy is more significant if the angular difference between the easy axes of the two grains ͑or films͒ is larger than 90°͑see Fig. 5͒ . Application of our model to a thin magnetic film with an in-plane random easy axis distribution gives the coercivities as 0.14H K and 0.42H K for a system composed of one layer of smaller and large grains, respectively. Our calculations also show that there is a domino-like effect associated with the magnetization reversal process in which the reversal of a grain will facilitate the formation of reversed domains in neighboring grains. The above coercivities could also be a good approximation to that of a bulk material with a threedimensional random easy axis distribution. Experimentally, it was found 13 that the coercivity of the melt-spun Nd-Fe-B increases from 750 kA m Ϫ1 ͑or 0.14H K ͒ to saturate at 1520 kA m Ϫ1 (0.29H K ) as grain size increases from 14 to 40 nm. While excellent agreement is obtained for small grains, the origin of the relatively larger discrepancy for large grains can be understood as follows. In the experiment, given a distribution of grain size, there would be some grains smaller than 10 nm even if the mean distribution is larger than 40 nm. In the magnetization reversal process, these small grains will play a role similar to the defects in the nucleation model as far as reducing the coercivity is concerned. However, more work is needed to ascertain this.
V. CONCLUSION
In conclusion, we have shown that coercivity of polycrystalline hard magnetic materials is limited by the nucleation of domain walls at grain boundaries assisted by thermal agitation. The associated energy barrier is found to be orders of magnitude smaller than that associated with coherent rotation but is comparable with the thermal agitation energy for small grains. Although a few simplifications have been made and the long-ranged magnetostatic interaction neglected, the results compare favorably with available numerical data, justifying our model. The calculations further suggest that small grains might play a role similar to that of defects in the nucleation model by considerably reducing the coercivity. Other significant contributing factors to the reversal process of large grains might be related to the nucleation of domain walls in crystal defects, surfaces, or corners of grains.
