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ARPU povprecˇen mesecˇni prihodek od uporabnika (angl. Average Revenue
per User)
AUC povrsˇina pod krivuljo (angl. Area Under Curve)
CDR zapisi telefonske centrale (angl. Call Detail Records)
CFS metoda izbire spremenljivk na podlagi korelacije (angl. Correlation
Feature Selection)
FN napacˇno pozitivni primeri (angl. False Negative)
FP napacˇno negativni primeri (angl. False Positive)
MIC maksimalni informacijski koeficient (angl. Maximal Information Co-
efficient)
MNP prenosljivost mobilne sˇtevilke (angl. Mobile Number Portability)
MSISDN ISDN-ˇstevilka mobilnega uporabnika (angl. Mobile Subscriber ISDN
Number)
ODBC odprta povezljivost z zbirkami podatkov (angl. Open Database Con-
nectivity)
ROC krivulja karakteristike delovanja sprejemnika (angl. Receiver Opera-
ting Characteristic)
SIM kartica za mobilne storitve, ki omogocˇa vstop v omrezˇje (angl. Sub-
scriber Identity Module)
SMS storitev kratkih sporocˇil (angl. Short Message Service)
SPA metoda sˇirjenja aktivacije (angl. Spreading Activation Technique)
SSA-SPA difuzijski model SPA z uposˇtevanjem druzˇbenega statusa (angl.
Social-Status-Aware SPA)
TN pravilno negativni primeri (angl. True Negative)
TP pravilno pozitivni primeri (angl. True Positive)
TUSCPS napovedna shema difuzijskega modela odhodov, ki omogocˇa gradnjo
modela za vsakega uporabnika posebej (angl. Targeted User Subset
Churn Prediction Scheme)




Telekomunikacijski sektor je eden najbolj dobicˇkonosnih na svetu, zato v njem
vlada huda konkurenca. Vecˇina drzˇav ima na svojem trzˇiˇscˇu prisotnih vecˇ
razlicˇnih telekomunikacijskih ponudnikov storitev, pri cˇemer se vsi borijo za
cˇim vecˇji delezˇ uporabnikov in s tem vecˇji dobicˇek. V zadnjem desetletju je
trg mobilne telefonije v vecˇini drzˇav postal zasicˇen, kar pomeni, da je znotraj
posameznih drzˇav sˇtevilo mobilnih prikljucˇkov preseglo sˇtevilo prebivalcev
drzˇave. Z namenom vsaj ohranjanja svojega trzˇnega delezˇa morajo ponudniki
storitev uspesˇno zadrzˇevati svoje uporabnike ali pa prevzemati uporabnike
konkurencˇnih ponudnikov storitev. Na podlagi analiz zadrzˇevanje obstojecˇih
uporabnikov stane priblizˇno sˇestkrat manj kot pridobivanje novih uporabnikov,
zato ponudniki storitev dajejo vecˇ poudarka zadrzˇevanju uporabnikov oziroma
preprecˇevanju odhodov uporabnikov.
Ker je uporaba mobilnih storitev v danasˇnjem svetu postala nuja, uporab-
niki navadno ne zapustijo ponudnika storitev z namenom popolnega preneha-
nja uporabe storitev, ampak preprosto zamenjajo ponudnika storitev. Sˇtevilo
odhodov strank od enega ponudnika k drugemu se je skokovito povecˇalo z
uvedbo mozˇnosti prenosa obstojecˇe mobilne sˇtevilke, saj je tako prehod k
drugemu ponudniku postal transparenten za vse stike osebe, ki ponudnika
zamenja.
Razlog za menjavo ponudnika storitev je navadno nezadovoljstvo s trenu-
tnim ponudnikom storitev ali boljˇsa ponudba pri konkurenci. Delezˇi odhodov
uporabnikov na letni ravni pri nekaterih ponudnikih storitev dosegajo tudi
40 %, a veliko sˇkodo podjetju lahko prizadene tudi bistveno manjˇsi delezˇ
odhodov, na primer pod 5 % letno. Z namenom zmanjˇsevanja sˇtevila odhodov
se v zadnjih letih intenzivno razvijajo nove metode za cˇim bolj natancˇno na-
povedovanje odhodov uporabnikov k drugim ponudnikom storitev. Ponudniki
storitev za to uporabijo podatke, ki jih imajo na voljo o svojih uporabnikih.
Z informacijami o odhodih, preden se zgodijo, lahko ponudnik storitev z
ustreznimi ukrepi te uporabnike prepricˇa v nasprotno.
V literaturi lahko zasledimo dva razlicˇna pristopa k napovedovanju od-
hodov strank. Prvi, pogosteje uporabljen pristop, je gradnja klasifikacijskih
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modelov s pomocˇjo uporabe metod strojnega ucˇenja in podatkovnega rudar-
jenja. Ti modeli vsakemu uporabniku v podatkovni tabeli priredijo oceno
verjetnosti za odhod, nato pa se na dolocˇenem delezˇu uporabnikov z najviˇsjo
oceno izvedejo ukrepi z namenom prepricˇevanja strank, da ostanejo. Drugi
pristop, ki je bolj aktualen zadnje cˇase, pa obravnava telekomunikacijsko
omrezˇje uporabnikov kot socialno omrezˇje, v katerem iˇscˇemo specificˇne vzorce
in informacije s pomocˇjo orodij za analizo socialnih omrezˇij.
Kljub temu, da je podrocˇje napovedovanja odhodov uporabnikov zelo
aktualno zˇe vecˇ kot 10 let, je sˇe vedno mocˇ identificirati vrsto neraziskanih
segmentov tega podrocˇja. Nekatera izmed njih resˇuje ta disertacija v obliki
petih novih prispevkov znanosti: (i) difuzijski model za napovedovanje odho-
dov strank na podlagi sociometricˇne teorije, (ii) napovedni model vplivnih
uporabnikov ponudnika storitev, (iii) nov hibridni model za napovedovanje
izgube strank na osnovi napovednega modela odhodov in modela vplivnih upo-
rabnikov, (iv) izboljˇsanje natancˇnosti napovedovanja izgube strank z locˇenim
modeliranjem vplivnih in ostalih uporabnikov ter (v) metoda pojasnjevanja
razlogov za odhode na podlagi vizualizacije odlocˇitvenega drevesa.
V prvem prispevku predstavimo nov difuzijski model za napovedovanje
odhodov strank, ki temelji na ugotovitvah s podrocˇja sociometricˇne teorije
in teorije druzˇbenega statusa. V modelu obravnavamo koncept energije kot
lastno mnenje uporabnikov, ki ga transformiramo v vpliv uporabnikov s
pomocˇjo funkcije druzˇbenega statusa. Dodatno predstavimo novo napovedno
shemo difuzijskega modela, ki omogocˇa izdelavo difuzijskega modela in izracˇun
ocene verjetnosti odhoda za vsakega uporabnika posebej. Difuzijski model
ovrednotimo na realnih podatkih uporabnikov izbranega ponudnika storitev.
Rezultati razkrijejo obcˇutno izboljˇsanje z uporabo predlagane metode v
primerjavi z osnovnim difuzijskim modelom iz literature.
V okviru drugega prispevka iˇscˇemo nizkonivojske uporabniˇske spremen-
ljivke, primerne za dolocˇanje vpliva uporabnikov na odhode njihovih omrezˇnih
sosedov. V ta namen predstavimo postopek za dolocˇanje nenatancˇnih pravih
vrednosti vpliva na odhode, ki ga uporabimo pri dolocˇanju vpliva uporabnikov
predplacˇniˇskih paketov. Te ocene uporabimo pri identifikaciji dobrih napo-
vednih spremenljivk vpliva na odhode, ki jih koncˇno uporabimo pri gradnji
napovednega modela vpliva.
Napovedni model vpliva uporabnikov uporabimo v kombinaciji s klasicˇnim
napovednim modelom odhodov, s cˇimer predlagamo hibridni model za identi-
fikacijo vplivnih uporabnikov, preden ti zapustijo ponudnika storitev in s tem
sprozˇijo sˇe odhode njihovih sledilcev. V rezultatih pokazˇemo, da predlagani
hibridni model v primerjavi klasicˇnim napovednim modelom odhodov dosezˇe
boljˇse rezultate zˇe samo pri napovedovanju odhodov uporabnikov. Med njimi
pa je tudi vecˇje sˇtevilo taksˇnih uporabnikov, ki jim je kmalu za njihovim od-
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hodom sledilo tudi vecˇje sˇtevilo omrezˇnih sosedov. Z uspesˇnim zadrzˇevanjem
napovedanih vplivnih uporabnikov v odhajanju bi tako lahko zadrzˇali tudi
njihove sledilce, s tem pa bistveno izboljˇsali ucˇinek zadrzˇevalne kampanje.
V cˇetrtem prispevku preverimo, ali je napovedovanje odhodov uporabnikov
mogocˇe izboljˇsati z locˇenim modeliranjem vplivnih in ostalih uporabnikov.
V ta namen uporabimo realne podatke ponudnika storitev, pri cˇemer upo-
rabnike iz ucˇne mnozˇice razdelimo na mnozˇico vplivnih in mnozˇico ostalih
uporabnikov ter na obeh skupinah locˇeno naucˇimo napovedna modela odhodov
uporabnikov. Rezultate teh dveh modelov nato zdruzˇimo in jih primerjamo z
rezultati modela, zgrajenega na vseh uporabnikih skupaj. Z uporabo ustreznih
statisticˇnih testov pokazˇemo, da med rezultati obeh modelov ni statisticˇno
znacˇilnih razlik. Razlog za to najdemo v enaki tezˇavnosti naloge napovedova-
nja odhodov, ne glede na to, ali gradimo napovedni model na locˇenih mnozˇicah
vplivnih in nevplivnih uporabnikih ali pa na vseh uporabnikih skupaj.
Dobra interpretacija rezultatov napovednih modelov je vsaj tako po-
membna kot uspesˇnost same napovedi odhodov uporabnikov. Zato v petem
prispevku predstavimo resˇitev za vizualizacijo odlocˇitvenih dreves, ki uporabi
tekstovno obliko odlocˇitvenega drevesa in drevo prikazˇe v obliki, primerni za
preprosto sklepanje o odhodih uporabnikov. Gradnjo odlocˇitvenega drevesa
opravimo s pomocˇjo metode nakljucˇnih odlocˇitvenih dreves v programskem
okolju Weka, pridobljeno drevo pa s pomocˇjo programa v Matlabu pretvorimo
v obliko, primerno za izris. Pri pretvorbi uporabimo informacije o delezˇih in
odhodih uporabnikov po posameznih povezavah ter jih uporabimo pri barva-
nju in oblikovanju vozliˇscˇ ter povezav. Koncˇna risba odlocˇitvenega drevesa
ponuja vse kljucˇne informacije, potrebne za razpoznavo faktorjev in razlogov
za odhode. Dodatno predstavimo tudi postopek interpretacije drevesa, ki ga




The telecommunication sector is one of the most profitable and thus the most
competitive in the world. Most countries have several service providers, and
their common goal is to maximize possible revenue through acquiring more
and more new subscribers. In the last decade, mobile telecommunication
markets became saturated in many countries; i.e., the number of applied
mobile numbers reached or even exceeded the number of residents. To retain
or even increase their market share, service providers are faced with two
options: to retain users and to acquire users from competitive providers. Since
the cost of retention is about one-sixth of that of acquisition, providers mainly
focus on the first action.
Nowadays, the use of mobile services has become a necessity. Therefore,
users more often churn by moving to another service provider rather than
completely ceasing the use of mobile services. In many markets all over the
world, the churn rate has increased significantly since the introduction of
mobile number portability, because this has made churning transparent for
all contacts of a churner.
The reason users transfer their subscriber numbers to other service
providers is usually their dissatisfaction with their current provider or a
better offer from the competition. Although, the annual churn rates can reach
and even exceed 40 %, a significant damage is already inflicted with much
smaller churn rates, e.g., under 5 %. A number of different churn prevention
methods has been developed and suggested in the last years, mainly on the
task of churn prediction. To successfully predict churn, service providers use
all the data they hold on their customers. By knowing, who is going to churn,
providers have the time to prevent these users from churning by offering them
appropriate incentives.
Two main approaches to churn prediction can be found in the literature.
The most widely used approach uses machine learning and data mining
techniques to build classification models. Using such models, the customers
are assigned churn probability scores, which are necessary for labelling them
as churners or non-churners. Then, the top k-percent of customers determined
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most likely to churn are offered incentives to prevent them from actually
churning. The second, more recent, approach addresses the mobile user network
as a social network, from which churn-relevant patterns and other information
are extracted using various social network analysis tools.
Despite churn prediction being of high interest for more than 10 years now,
several open issues are still present. This thesis solves some of them through
the five described novel scientific contributions: (i) a diffusion model for churn
prediction based on sociometric theory, (ii) a novel churn-influence-prediction
model, (iii) a novel hybrid model for churn prediction based on classical
churn-prediction model and churn-influence-prediction model, (iv) improving
churn prediction by separate modelling of influential and other customers,
and (v) explaining churn reasons through decision tree visualization.
The first contribution proposes a novel churn prediction diffusion model
based on sociometric clique and social status theory. It describes the concept
of energy in the diffusion model as an opinion of users, which is transformed
to user influence using the derived social status function. Furthermore, a
novel diffusion model prediction scheme applicable to a single user or a small
subset of users is described. The diffusion model is evaluated on a real dataset
of users obtained from the selected mobile service provider. The empirical
results show a significant improvement in prediction accuracy of the proposed
method compared with the basic diffusion model in the literature.
The aim of the second contribution is to find good predictors of churn
influence in a mobile service network. To this end, a procedure for determining
the weak ground truth on churn influence is presented and used to determine
the churn influence of prepaid customers. The determined scores are used to
identify good churn-influence predictors among several candidate features.
The identified predictors are finally used to build the influence-prediction
model.
The influence-prediction model is combined with the classical churn-
prediction-model to obtain a churn-influence-prediction model. This hybrid
model is used to predict influential churners before they churn and with it also
influence their peers to churn. The results show that considerably better churn
prediction results can be achieved using the proposed hybrid model than by
using the classical churn-prediction model alone. Moreover, the successfully
predicted churners by the hybrid approach also have a greater number of
churn followers. A successful retention of the predicted churners could greatly
affect churn reduction since it could also prevent the churns of these followers.
The fourth contribution checks if churn prediction can be improved by
modelling influential and other customers separately. To this goal, real users
from training set are split to a set of influential and a set of all other users,
and churn prediction models are built on each set. Then, results of both
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models are combined and compared to the prediction model, built on all users
together. Comparison is performed using appropriate statistical tests, where
the results of both approaches are found statistically equal. We believe that
the reason for this is a similar difficulty of the churn prediction task, regardless
of using a set of influential users, other users, or all users, for building the
model.
Good churn-prediction-model interpretability is just as important as the
accuracy of the model itself. In the fifth contribution, a solution for visu-
alization of decision trees is presented, which uses a textual representation
of the decision tree as an input to visualize it in the form, appropriate for
simple interpretation. We build the decision tree using the random decision
trees method implemented in Weka, and transform it using Matlab to a form
prepared for drawing. Additionally, the information on user rates and churn
rates in each tree branch are used in transformation for designing the nodes
and the edges of the tree. The final tree visualization contains all the key
information for identifying the churn reasons of the churners modelled in the
tree. Additionally, a tree interpretation procedure is presented, which can be
used in real scenarios in the companies engaged in customer care business.
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Prispevki znanosti
Kljub temu, da je podrocˇje napovedovanja odhodov uporabnikov zelo aktualno
zˇe vecˇ kot 10 let, je sˇe vedno mocˇ identificirati vrsto neraziskanih segmentov
podrocˇja. Nekatera izmed njih resˇuje ta disertacija, ki se med drugim posvecˇa
izboljˇsavam difuzijskega modela s pomocˇjo ugotovitev s podrocˇja sociometricˇne
teorije in teorije druzˇbenega statusa, identifikaciji vplivnih uporabnikov ter
napovedovanje njihovih odhodov, locˇenemu modeliranju razlicˇnih homogenih
segmentov uporabnikov in pojasnjevanju odhodov uporabnikov s pomocˇjo
informativne vizualizacije modela odlocˇitvenih dreves. V nadaljevanju na
kratko opiˇsemo pet originalnih prispevkov znanosti, predstavljenih v tej
disertaciji.
Difuzijski model za napovedovanje odhodov
strank na podlagi sociometricˇne teorije
Pionirsko delo na podrocˇju preucˇevanja vezi socialnega omrezˇja in njihovega
vpliva na odhode strank v telekomunikacijah so opravili Dasgupta in ostali [1].
Predstavili so preprost, a ucˇinkovit model, ki uporabi znanje o preteklih
odhodih strank v omrezˇju in s pomocˇjo metode SPA napoveduje odhode v
prihodnosti. Kljub njegovi ucˇinkovitosti pa smo v algoritmu modela identifi-
cirali nekatere pomanjkljivosti, ki jih resˇujemo v tem prispevku. Prva med
identificiranimi pomanjkljivostmi algoritma SPA je dodelitev enake vrednosti
zacˇetne energije vsem uporabnikom, ki so zˇe odsˇli h konkurenci. Enaka zacˇetna
energija namrecˇ pomeni enako kolicˇino vpliva na odhode strank, kar pa se je
izkazalo kot ne najbolj primerna predpostavka. Druga pomanjkljivost pa je
uporaba le kolicˇine komunikacije kot vira informacije o vplivu med uporabniki.
Za resˇitev teh dveh problemov predlagamo vkljucˇitev nekaterih elementov
sociometricˇne teorije in teorije druzˇbenega statusa s podrocˇja psihologije v
sam algoritem SPA.
Raziskovalno vprasˇanje, ki ga resˇujemo v poglavju 3, se torej glasi: Ali je
mogocˇe izboljˇsati napovedovanje odhodov uporabnikov s pomocˇjo vkljucˇitve
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elementov sociometricˇne teorije in teorije druzˇbenega statusa v obstojecˇi difu-
zijski algoritem SPA? Odgovor na to vprasˇanje je v tabelah 3.5 in 3.6 ter na
slikah 3.8 in 3.9, kjer z ustreznimi metodami ovrednotenja dosezˇemo, na pri-
blizˇno 10.000 uporabnikih izbranega ponudnika storitev, obcˇutno izboljˇsanje
napovedi odhodov uporabnikov z uporabo modelov SPA z vkljucˇenimi ome-
njenimi elementi v primerjavi z osnovnim SPA-modelom.
Napovedni model vplivnih uporabnikov po-
nudnika storitev
Izkusˇnje kazˇejo, da je pomemben faktor za dolocˇanje vrednosti uporabnika
podjetju tudi vpliv tega uporabnika na druge uporabnike. Vpliven uporabnik,
tudi tak z nizˇjim financˇnim doprinosom podjetju, lahko namrecˇ s svojim
odhodom povzrocˇi verizˇno reakcijo odhodov v njegovem socialnem omrezˇju.
Vecˇ raziskovalnih del v zadnjih letih se ukvarja z modeliranjem sˇirjenja vpliva
skozi socialno omrezˇje, kjer pa ponavadi predpostavljajo, da je graf socialnega
omrezˇja, obtezˇen z vrednostmi vpliva, zˇe podan. V realnih primerih so povezave
navadno obtezˇene le s posrednimi vrednostmi, kot je na primer kolicˇina
interakcije med uporabnikoma. Ta prispevek resˇuje to tezˇavo s predlogom
gradnje modela, ki dolocˇa vpliv uporabnikov, ki bi ga ti lahko imeli ob svojem
odhodu. Cilj je seveda identificirati vplivne uporabnike, preden zapustijo
ponudnika storitev. To storimo z identifikacijo nizkonivojskih spremenljivk
uporabnikov, ki jih lahko uporabimo za gradnjo napovednega modela vpliva
na odhode.
Raziskovalno vprasˇanje, ki ga resˇujemo v poglavju 4, se glasi: Ali je
mogocˇe oceniti vpliv uporabnikov na odhode njihovih sosedov iz nizkoni-
vojskih uporabniˇskih spremenljivk? Kot odgovor na to vprasˇanje uspesˇno
identificiramo mnozˇico nizkonivojskih spremenljivk, ki imajo z ocenami vpliva
uporabnikov na odhode njihovih sosedov statisticˇno znacˇilno nenicˇelno linearno
povezavo (glejte tabelo 4.2).
Nov hibridni model za napovedovanje izgube
strank na osnovi napovednega modela odho-
dov in modela vplivnih uporabnikov
Hibridni modeli, ki kombinirajo tradicionalni in omrezˇni pristop, so se zˇe
izkazali kot zelo ucˇinkoviti pri napovedovanju odhodov uporabnikov. V najpre-
prostejˇsi obliki hibridnega pristopa se navadno uporablja metoda propozicio-
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nalizacije, pri kateri se poleg klasicˇnih spremenljivk v gradnjo klasifikacijskega
modela vkljucˇijo sˇe v klasicˇno obliko pretvorjene relacijske spremenljivke. Kot
najbolj koristno relacijsko spremenljivko v literaturi navajajo povezano sˇtevilo
uporabnikov, ki so zˇe zapustili ponudnika storitev, katere visoka vrednost pa
navadno zˇe vodi v odhod stranke, cˇesar ne moremo pravocˇasno preprecˇiti.
Resˇitev tega problema vidimo v identifikaciji in zadrzˇevanju vplivnih uporab-
nikov, preden zapustijo ponudnika storitev ter s tem povzrocˇijo tudi odhode
z njimi povezanih uporabnikov. Za identifikacijo vplivnih uporabnikov pred
odhodom predlagamo kombinacijo klasicˇnega napovednega modela odhajanja
uporabnikov in napovednega modela vpliva uporabnikov, pri cˇemer uporabimo
model, predstavljen v poglavju 4.
Raziskovalno vprasˇanje, ki ga resˇujemo v poglavju 5, se glasi: Ali je mogocˇe
izboljˇsati napovedni model odhodov uporabnikov s pomocˇjo kombinacije
klasicˇnega napovednega modela in modela vpliva uporabnikov? Odgovor na to
vprasˇanje se skriva na slikah 5.3 in 5.4, ki prikazujeta rezultate ovrednotenja
dveh hibridnih napovednih modelov odhodov v primerjavi s klasicˇnim napove-
dnim modelom odhodov uporabnikov. Najboljˇsi rezultat dosezˇemo s hibridom,
ki je kombinacija klasicˇnega napovednega modela odhodov uporabnikov in
napovednega modela vpliva uporabnikov.
Izboljˇsanje natancˇnosti napovedovanja izgube
strank z locˇenim modeliranjem vplivnih in
ostalih uporabnikov
Uporabnike telekomunikacijskih storitev sestavljajo zelo razlicˇni ljudje, ki jih ni
mogocˇe obravnavati kot ene same homogene skupine uporabnikov. Na podrocˇju
strojnega ucˇenja je navadno bolje graditi uporabniˇske modele na posameznih
homogenih skupinah kot pa na vseh uporabnikih oziroma na nakljucˇnem
vzorcu vseh uporabnikov. V poglavju 6 se sprasˇujemo, ali sta skupini vplivnih
in nevplivnih uporabnikov vsaka zase bolj homogeni kot pa obe skupini skupaj.
Predpostavimo, da bo napovedni model odhodov uporabnikov, zgrajen na
vsaki skupini posebej, dosegel boljˇse rezultate pri napovedovanju odhodov
uporabnikov kot pa model, zgrajen na vplivnih in nevplivnih uporabnikih
skupaj brez uporabe informacije o samem vplivu. Predpostavko preverimo na
realnih podatkih telekomunikacijskega ponudnika storitev, kjer uporabnike
iz ucˇne mnozˇice razdelimo na skupini vplivnih in ostalih uporabnikov ter
na obeh skupinah locˇeno naucˇimo napovedna modela odhodov uporabnikov.
Rezultate ovrednotenja teh dveh locˇenih modelov zdruzˇimo in z uporabo
ustreznih statisticˇnih testov preverimo, ali so ti statisticˇno znacˇilno razlicˇni
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od rezultatov gradnje modela na vplivnih in ostalih uporabnikih skupaj.
Raziskovalno vprasˇanje, ki ga resˇujemo v poglavju 6, se glasi: Ali je mogocˇe
izboljˇsati napovedovanje odhodov uporabnikov z locˇenim modeliranjem vpliv-
nih in ostalih uporabnikov? Odgovor razkriva tabela 6.4, v kateri prikazˇemo,
da med obema pristopoma ni statisticˇno znacˇilne razlike, zato omenjeno
predpostavko ovrzˇemo.
Metoda pojasnjevanja razlogov za odhode na
podlagi vizualizacije odlocˇitvenega drevesa
Proces zadrzˇevanja uporabnikov telekomunikacijskih ponudnikov storitev
lahko v grobem razdelimo na dva koraka. V prvem s pomocˇjo podatkov, ki jih
imamo na voljo o uporabnikih, zgradimo napovedni model odhodov. Tu seveda
zˇelimo, da je mocˇ oziroma tocˇnost napovednega modela cˇim boljˇsa. Drugi
korak, ki je vsaj tako pomemben kot prvi, pa je interpretacija rezultatov,
s pomocˇjo katere lahko potem izvedemo primerne zadrzˇevalne ukrepe z
namenom preprecˇevanja odhodov strank. Najboljˇso interpretativnost navadno
ponujajo preprostejˇsi modeli, kot je na primer celotna druzˇina odlocˇitvenih
dreves. Trenutne resˇitve, ki omogocˇajo vizualizacijo dreves, so pogostokrat
integrirane v samo orodje za izdelavo klasifikacijskih modelov. Pogosto pa
tudi ne omogocˇajo vizualizacije, primerne za prikazovanje pred oddelki, ki
ne sodelujejo direktno pri modeliranju uporabnikov, cˇeprav so tudi njim ti
podatki zelo pomembni. Problem, ki ga v okviru tega prispevka resˇujemo, je
torej izdelava lahko berljive vizualizacije odlocˇitvenega drevesa, ki modelira
odhajanje uporabnikov in ponuja vse bistvene informacije za razpoznavo
kljucˇnih razlogov za odhode uporabnikov. Dodatno predstavimo tudi postopek
interpretacije izrisanega odlocˇitvenega drevesa, ki je direktno uporaben v
realnih primerih v podjetjih, ki se ukvarjajo s skrbjo za uporabnike.
Raziskovalno vprasˇanje, ki ga resˇujemo v poglavju 7, se glasi: Kako
ucˇinkovito in neodvisno od algoritma gradnje modela vizualizirati odlocˇitveno
drevo, ki modelira odhajanje uporabnikov, da dosezˇemo lahko berljivost
razlogov za odhode? Odgovor na to vprasˇanje je podan v razdelku 7.3, v
katerem izdelamo napovedni model odhodov uporabnikov s pomocˇjo metode
odlocˇitvenih dreves, nato pa tekstovno obliko odlocˇitvenega drevesa z lastno
programsko resˇitvijo pretvorimo v vizualizacijo odlocˇitvenega drevesa, ki na
preprost nacˇin omogocˇa interpretacijo razlogov za odhode uporabnikov. To
prikazˇemo tudi na dveh primerih.
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1.1 Ozadje
Telekomunikacijski sektor je eden najbolj dobicˇkonosnih na svetu, saj na
leto obrne priblizˇno 5 bilijonov evrov [2]. Zaradi tega v tem sektorju vlada
huda konkurenca. Vecˇina drzˇav ima na svojem trzˇiˇscˇu prisotnih vecˇ razlicˇnih
telekomunikacijskih ponudnikov storitev, pri cˇemer se vsi borijo za cˇim vecˇji
delezˇ uporabnikov in s tem vecˇji dobicˇek. V zadnjem desetletju je trg mobilne
telefonije posebej v razvitih drzˇavah postal zasicˇen, kar pomeni, da je zno-
traj posameznih drzˇav sˇtevilo mobilnih prikljucˇkov doseglo ali celo preseglo
sˇtevilo prebivalcev drzˇave. Da bi ponudniki storitev povecˇali ali vsaj ohranjali
svoj trzˇni delezˇ, morajo uspesˇno zadrzˇevati svoje uporabnike ali pa prevze-
mati uporabnike konkurencˇnih ponudnikov storitev. Analize so pokazale, da
zadrzˇevanje obstojecˇih uporabnikov stane priblizˇno sˇestkrat manj kot pridobi-
vanje novih uporabnikov [3–5], zato ponudniki storitev dajejo vecˇ poudarka
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zadrzˇevanju uporabnikov oziroma preprecˇevanju odhajanja uporabnikov.
Sˇtevilo odhodov strank od enega ponudnika k drugemu se je zelo povecˇalo
z uvedbo mozˇnosti prenosa mobilne sˇtevilke, saj je tako prehod k drugemu po-
nudniku transparenten za vse kontakte osebe, ki ponudnika zamenja. Razlog
za menjavo ponudnika storitev je navadno nezadovoljstvo s trenutnim ponudni-
kom storitev ali boljˇsa ponudba pri konkurenci. Delezˇi odhodov uporabnikov
na letni ravni pri nekaterih ponudnikih storitev dosegajo tudi 40 % [5], a
veliko sˇkodo podjetju lahko prizadene tudi bistveno manjˇsi delezˇ odhodov
(tudi pod 5 % letno). Nacˇin za zmanjˇsanje delezˇa odhodov uporabnikov je
torej izboljˇsanje zadovoljstva strank, na primer s ponujanjem ugodnejˇsih
narocˇniˇskih paketov ali telefonskih aparatov, ali pa izboljˇsanja kakovosti
storitev [6]. Ta nacˇin pa ni optimalen, saj vpliva na vse uporabnike, na tiste,
ki nameravajo oditi h konkurenci, in tudi na zveste uporabnike, ki trenutnega
ponudnika ne bodo menjali. Bolj ucˇinkovito je ponuditi tovrstne ugodnosti le
tistim uporabnikom, ki nameravajo ponudnika storitev v prihodnje zamenjati.
Zato so v zadnjih letih razvili mnozˇico metod za napovedovanje odhodov
uporabnikov k drugim ponudnikom storitev.
Za natancˇnejˇse napovedovanje odhodov uporabnikov je treba imeti do-
ber vir uporabniˇskih podatkov, v katerih se skrivajo informacije o odhodih
uporabnikov. Telekomunikacijski ponudniki storitev razpolagajo z ogromnimi
kolicˇinami podatkov o svojih uporabnikih (demografski podatki, zapisi upo-
rabe storitev, podatki o aktivnih in preteklih narocˇniˇskih razmerjih, podatki
o povezavah z drugimi uporabniki ...), ki so neprecenljiv vir novih informacij,
tudi informacij o prihodnjih odhodih uporabnikov.
V literaturi lahko zasledimo dva razlicˇna pristopa k napovedovanju od-
hodov strank. Prvi, pogosteje uporabljeni pristop, je gradnja klasifikacijskih
modelov s pomocˇjo uporabe metod strojnega ucˇenja in podatkovnega rudar-
jenja1. Ti modeli vsakemu uporabniku v podatkovni tabeli priredijo oceno
verjetnosti za odhod, nato pa se dolocˇen delezˇ (k) uporabnikov z najviˇsjo oceno
verjetnosti oznacˇi kot stranke, najbolj nevarne za odhod. Na njih se nato izve-
dejo ukrepi (npr. ugodnosti), ki bi jih prepricˇali, da ostanejo. Vrednosti delezˇa
k so odvisne od samega trga, uporabnikov v njem in njihovega obnasˇanja ter
namena kampanje; navadno zavzemajo vrednosti {k : 0,1 % ≤ k ≤ 10 %} [7].
Drugi pristop, ki je zadnje cˇase bolj aktualen, pa obravnava telekomunika-
cijsko omrezˇje uporabnikov kot socialno omrezˇje, v katerem iˇscˇe specificˇne
vzorce in informacije s pomocˇjo orodij za analizo socialnih omrezˇij. Pionirsko
delo na tem podrocˇju so opravili Dasgupta in ostali [1], ki so modelirali
sˇirjenje vpliva na odlocˇanje za odhode s pomocˇjo metode sˇirjenja energije
(angl. Spreading Activation Technique – SPA) ter s tem poskusili napovedati
1Pregled metod je podan v [4].
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odhode strank. Njihov pristop temelji na predpostavki, da verjetnost za odhod
stranke narasˇcˇa z vecˇjim sˇtevilom povezanih sosedov, ki so pred kratkim zˇe
zapustili ponudnika storitev.
Odhajanje strank pa ni samo problem telekomunikacijskih ponudnikov
storitev, ampak se z njim soocˇajo tudi druge panoge, kot so na primer
ponudniki kreditnih kartic [8], spletne igralnice [9], podrocˇje oglasˇevanja [10],
podrocˇje prodaje hrane na drobno [11] ipd.
V tem delu obravnavamo razlicˇne pristope k napovedovanju odhodov upo-
rabnikov telekomunikacijskega ponudnika storitev, od integracije socialnega
statusa uporabnikov v difuzijski model napovedovanja odhodov, napovedo-
vanja vplivnih uporabnikov, izdelave hibridnega modela odhodov vplivnih
uporabnikov, do locˇenega modeliranja vplivnih in ostalih uporabnikov ter
predstavitve metode za preprosto pojasnjevanje razlogov za odhode skozi
vizualizacijo napovednega modela.
1.2 Definicija odhoda stranke v telekomuni-
kacijah
Pojem odhod stranke (angl. customer churn) na podrocˇju telekomunikacij
pomeni prenehanje uporabe storitev telekomunikacijskega ponudnika storitev.
Prenehanje uporabe storitev pa se lahko zgodi na vrsto razlicˇnih nacˇinov, ki
jih razdelimo na dve skupini: odhodi na standardni nacˇin in odhodi preko
prenosa telefonske sˇtevilke. Prenos telefonske sˇtevilke pomeni prekinitev
narocˇniˇskega razmerja pri enem in sklenitev novega narocˇniˇskega razmerja
pri drugem ponudniku storitev, pri cˇemer uporabnik obdrzˇi svojo telefonsko
sˇtevilko. Razlog za prenos telefonske sˇtevilke je v veliki meri pojasnjen z
nezadovoljstvom uporabnika pri trenutnem ponudniku storitev (zaradi visokih
cen, slabsˇe kakovosti storitev, neodzivnosti pri resˇevanju tezˇav ...) ali boljˇse
ponudbe pri konkurenci. Prenos sˇtevilke k drugemu ponudniku storitev je
v celoti prostovoljni dogodek. Odhodi na standardni nacˇin pa zajemajo vse
prekinitve, kjer stranka ne prenese telefonske sˇtevilke. Te prekinitve so lahko
posledica selitve v drugo drzˇavo, smrti uporabnika, neuporabe storitev v
daljˇsem cˇasovnem obdobju (pri predplacˇnikih), stecˇaja, kraje identitete ipd.
Med temi razlogi torej najdemo tudi taksˇne, ki niso prostovoljne narave. Pri
napovedovanju odhodov uporabnikov, katerega koncˇni cilj je zadrzˇevanje
uporabnikov, se seveda osredotocˇimo na odhode prostovoljne narave, saj na
preostale razloge ponudnik navadno nima vpliva.
Za uspesˇno modeliranje odhodov strank pa poleg jasno definiranega do-
godka, ki ga napovedujemo, potrebujemo tudi definiran cˇas odhoda stranke.
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Pri narocˇniˇskih uporabnikih je dolocˇitev tega cˇasa trivialna, saj prekinitev
narocˇniˇskega razmerja, ki je zabelezˇena v podatkovni bazi, priblizˇno sovpada
z odhodom stranke. Zadeva pa je bolj zapletena v segmentu predplacˇnikov,
ki vnaprej placˇujejo za uporabo storitev. Ti lahko namrecˇ poleg s prenosom
telefonske sˇtevilke zapustijo ponudnika storitev tudi preprosto s prenehanjem
uporabe storitev, pri cˇemer pa je cˇas odhoda stranke bistveno tezˇje dolocˇljiv.
Eno mozˇnost dolocˇitve cˇasa odhoda v tem primeru predstavlja trenutek, ko
cˇas neaktivnosti uporabe presezˇe neki dolocˇen cˇasovni interval (na primer
1 teden) ali pa ko pogostost uporabe storitev pade pod dolocˇeno mejo (na
primer pod 20 %).
V tem delu se ukvarjamo z napovedovanjem odhodov uporabnikov tako na
predplacˇniˇskem kot na narocˇniˇskem segmentu, kot indikator odhoda stranke
pa v obeh primerih uporabljamo le prenose telefonskih sˇtevilk h konkurencˇnim
ponudnikom storitev, ki jih uporabniki v celoti opravljajo prostovoljno. Ti
prenosi so posledica razlogov, na katere ponudnik storitev lahko vpliva, povrhu
pa je cˇas prenosa sˇtevilke, ki je zapisan v podatkovni bazi ponudnika storitev,
tudi enak cˇasu odhoda uporabnika.
Medtem ko je v anglesˇkem jeziku za izgubo stranke v uporabi izkljucˇno en
izraz (customer churn), v slovenskem jeziku sˇe ni uveljavljenega enoznacˇnega
izraza. V tem delu poleg izraza izguba stranke uporabljamo sˇe izraze odhod
stranke, prehod h konkurenci in menjava ponudnika storitev. Poleg tega pa
je v slovenski literaturi mocˇ zaslediti tudi izraza osip uporabnikov in odliv
uporabnikov.
1.3 Sorodna dela
Podrocˇje analize izgube strank se razvija zˇe vecˇ kot 10 let, najbolj aktivno
ravno v industriji telekomunikacij. V tem cˇasu je bilo predlaganih in izvedenih
veliko razlicˇnih pristopov k analizi izgube strank. Vse te pristope lahko delimo
na tri razlicˇna podrocˇja: (i) tradicionalni pristop, (ii) omrezˇni pristop in (iii)
hibridni omrezˇni pristop.
1.3.1 Tradicionalni pristop
Prvi in tudi najbolj razsˇirjen pristop uporablja metode statisticˇne analize in
podatkovnega rudarjenja. Pionirsko delo na tem podrocˇju so objavili Mozer
in ostali [12]. Avtorji so raziskali razlicˇne tehnike strojnega ucˇenja z namenom
napovedovanja odhodov strank in nato ugotavljali, kaksˇno spodbudo bi mo-
rali ponuditi strankam z namenom zadrzˇevanja strank ter s tem povecˇevanja
donosnosti ponudnikom storitev. Tehnike strojnega ucˇenja vkljucˇujejo lo-
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gisticˇno regresijo, uporabo odlocˇitvenih dreves, uporabo nevronskih mrezˇ,
pospesˇevanje odlocˇitvenih dreves z algoritmom AdaBoost in pospesˇevanje
nevronskih mrezˇ z AdaBoostom. Eksperimenti so temeljili na podatkovni bazi
priblizˇno 47 tisocˇ uporabnikov mobilnega ponudnika storitev iz ZDA. Za vsa-
kega uporabnika so imeli na voljo podatke o uporabi storitev, zaracˇunavanju,
placˇevanju, aktivnih storitvah in zgodovini pritozˇb. Podobno delo so opravili
tudi Nath in ostali [13], ki so modelirali odhajanje uporabnikov s pomocˇjo me-
tode naivnega Bayesa, ter Ferreira in ostali [14], ki so na problemu odhajanja
uporabnikov ovrednotili metode nevronskih mrezˇ, odlocˇitvenih dreves, genet-
skih algoritmov ter mehkih sistemov (angl. fuzzy systems). Celoten proces
napovedovanja uporabniˇskih dogodkov na podrocˇju telekomunikacij so opisali
Yan in ostali [15]. Ta proces vkljucˇuje definiranje znacˇilke, ki jo napovedujemo,
pridobivanje podatkov o uporabnikih in tezˇave pri izdelavi ucˇne mnozˇice,
predprocesiranje surovih podatkov ter uposˇtevanje karakteristik podatkov.
Kot primerno metodo izbire znacˇilk so predlagali metodo racˇunanja podrocˇja
pod krivuljo dviga (angl. Lift Curve), s kratico AUC (angl. Area Under the
Curve)2. Verbeke in ostali [4] so izvedli obsezˇno primerjavo enaindvajsetih
razlicˇnih metod klasifikacije na enajstih razlicˇnih podatkovnih mnozˇicah,
med katerimi so tudi nekatere zˇe uporabljene v predhodnih raziskovalnih
delih. Pokazali so tudi, da navadno zadosˇcˇa od sˇest do osem skrbno izbranih
spremenljivk za ucˇinkovito napovedovanje odhodov strank.
Med nasˇtetimi algoritmi strojnega ucˇenja se nobeden ni izkazal kot naj-
boljˇsa izbira, saj ima vsak pristop svoje prednosti in tudi slabosti. Kot
posledica so nastale hibridne metode, ki zdruzˇujejo prednosti razlicˇnih metod.
Primer taksˇne hibridne metode je kombinacija alternativnih odlocˇitvenih
dreves in logisticˇne regresije [17].
1.3.2 Omrezˇni pristop
Pomanjkljivost uporabe metod podatkovnega rudarjenja z namenom napove-
dovanja odhodov uporabnikov pa je uposˇtevanje samo individualnih atributov
uporabnika. Znano je namrecˇ, da na uporabnikove odlocˇitve (tudi na odlocˇitev
za odhod k drugemu ponudniku storitev) vplivajo tudi mnenja in odlocˇitve
drugih povezanih uporabnikov. Tovrstno obnasˇanje preucˇuje podrocˇje analize
socialnih omrezˇij, ki se sicer razvija zˇe vecˇ kot 50 let. Do pravega razmaha
novih metod pa je priˇslo sˇele zadnjih v zadnjih 10 letih s pojavom sple-
tnih socialnih omrezˇij, kot sta Facebook in Twitter. Uposˇtevanje socialnih
vezi in socialnega vpliva se je izkazalo za zelo obetavno tudi na podrocˇju
2AUC lahko pomeni podrocˇje pod krivuljo dviga ali pa podrocˇje pod krivuljo ROC
(angl. Reciever Operating Characteristic) [16].
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napovedovanja odhodov strank.
Pionirsko delo na podrocˇju preucˇevanja vezi socialnega omrezˇja in nji-
hovega vpliva na odhode strank v telekomunikacijah so opravili Dasgupta
in ostali [1]. Z uporabo podatkov o klicih so izdelali graf socialnega omrezˇja
in na podlagi intenzivnosti povezav (klicev) do strank, ki so nedavno odsˇle,
napovedovali bodocˇe odhode strank. Pri tem so uporabili metodo SPA.
Problem izgube strank s pomocˇjo orodij analize socialnih omrezˇij in re-
lacijskih podatkov med uporabniki so resˇevali sˇe v nekaterih drugih delih.
Richter in ostali [18] so obravnavali odhode celotnih povezanih skupin uporab-
nikov, Wojevnik in ostali [19] pa so preucˇevali sam pojem sprozˇenih odhodov
uporabnikov (odhodi zaradi vpliva drugih oseb).
1.3.3 Hibridni omrezˇni pristop
Tako tradicionalni kot omrezˇni pristop pa kljub vsemu ciljata samo na dolocˇene
uporabnike v odhajanju. S tradicionalnim pristopom lahko napovemo odhode
strank, ki so posledica spremembe cen, selitve, dodatnih storitev pri konku-
renci, povecˇanja sˇtevila klicev iz omrezˇja itd. Omrezˇni pristop pa cilja na
uporabnike, na katere vplivajo odhodi uporabnikov, ki imajo z njimi neposre-
dno ali posredno povezavo. Cˇe zˇelimo dosecˇi boljˇse rezultate pri napovedovanju
odhodov strank, moramo uporabiti hibridni pristop med klasicˇnim pristopom,
ki uposˇteva uporabnikove lastnosti, in pristopom analize socialnih omrezˇij.
Nekatere mozˇnosti tovrstnega pristopa so zˇe obravnavane v raziskovalni sferi
v zadnjih nekaj letih.
Dierkes in ostali [20] so predlagali ter ovrednotili metodo propozicionaliza-
cije, kar predstavlja pretvorbo relacijskih informacij v klasicˇne spremenljivke.
Dodatno so primerjali Markovske logicˇne mrezˇe (angl. Markov Logic Ne-
tworks) in propozicionalizacijo s tradicionalnim modelom z uporabo logisticˇne
regresije (brez uposˇtevanja relacijskih spremenljivk). Najboljˇse rezultate so
dosegli s propozicionalizacijo, ki je kot relacijsko spremenljivko uporabila le
sˇtevilo klicev s strankami, ki so ponudnika nedavno zapustile.
Nadgradnjo tega dela so predstavili v [21,22], kjer so uposˇtevali sˇe dodatne
relacijske spremenljivke, med drugim tudi podobnost (skupni sosedi), homo-
filijo (podobno obnasˇanje) in sosede drugega reda, ter jih dodali klasicˇnim
spremenljivkam. Na urejenih podatkih so uporabili izbrane metode rudarjenja
podatkov in pokazali, da kombinacija relacijskih ter nerelacijskih podatkov
izboljˇsa natancˇnost modela v primerjavi z modeloma, naucˇenima na relacijskih
ter nerelacijskih podatkih posebej. Podobnega pristopa so se lotili tudi v [23],
a s to razliko, da so uporabili podatke fiksnega ponudnika storitev, povrhu
pa so z inovativnim pristopom poskusili premostiti problem pomanjkanja
povezav z uporabniki drugih ponudnikov storitev.
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1.3.4 Iskanje vplivnih uporabnikov
Veliko raziskav na podrocˇju analize socialnih omrezˇij je bilo namenjenih
iskanju najbolj vplivnih posameznikov znotraj omrezˇja [24–28]. Kot je zˇe
omenjeno, lahko vplivni menjalci v svoji skupnosti sprozˇijo verizˇni ucˇinek
menjav ponudnikov storitev. Pinhero in ostali [29] pa so tudi poudarili, da
je poleg vpliva uporabnika treba uposˇtevati tudi cˇas, ki pove, kako dolgo je
uporabnik vpliven.
1.4 Postopki ovrednotenja predlaganih me-
tod
Vsako delo v literaturi, ki preverja postavljene statisticˇne hipoteze oziroma
preverja ucˇinkovitost zgrajenih modelov, v ta namen uporablja ustrezne
postopke ovrednotenja. Ta razdelek kratko opisuje nekatere od uveljavljenih
metod ovrednotenja rezultatov, ki jih v tem delu vecˇkrat uporabimo.
1.4.1 Ovrednotenje napovednih modelov odhodov
Za ovrednotenje napovednih modelov odhodov uporabnikov se v literaturi
uporablja vecˇ razlicˇnih pristopov, najpogosteje s pomocˇjo krivulje ROC ali
krivulje dviga [4, 16], pa tudi z drugimi merami, kot so natancˇnost (angl.
precision), priklic (angl. recall) in mera F (angl. F-measure) [30,31].
V tej disertaciji klasifikacijske modele vecˇinoma ovrednotimo s povrsˇino
pod krivuljo dviga in z vrednostmi dviga pri delezˇih izbranih instanc, ki so
znacˇilno uporabljeni na podrocˇju napovedovanja odhodov uporabnikov (med
0,1 % ter 10 % [7]), v nekaterih delih pa ovrednotenje modelov opravimo z
mero F [32].
V literaturi lahko zasledimo tudi metodo, razvito posebej za ovrednotenje
napovednih modelov odhodov, ki temelji na optimizaciji strosˇkov [4]. Vendar
pa v tej metodi nastopajo tudi nekateri parametri, ki so v podjetjih navadno
obravnavani kot poslovna skrivnost, zato v nasˇem delu te mere nismo uporabili.
Pri vseh metodah za ovrednotenje napovednih modelov kot osnovo upo-
rabljamo vrednosti komponent matrike razvrsˇcˇanja, ki jo dobimo kot rezultat
klasifikacije. Pri binarni klasifikaciji matriko razvrsˇcˇanja sestavljajo sˇtiri
komponente:
• pravilno pozitivni primeri – angl. true positive (TP),
• pravilno negativni primeri – angl. true negative (TN ),
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• napacˇno pozitivni primeri ali napake 1. vrste – angl. false positive (FP)
in
• napacˇno negativni primeri ali napake 2. vrste – angl. false negative
(FN ).
Natancˇnost, priklic in mera F
Natancˇnost klasifikacijskega modela P (angl. precision) je definirana kot
razmerje med sˇtevilom primerov TP in sˇtevilom vseh primerov, klasificiranih
kot pozitivnih
P = TPTP + FP . (1.1)
Natancˇnost dosezˇe najviˇsjo vrednost, ko vsi primeri, klasificirani kot A
(npr. bo odsˇel), tudi dejansko pripadajo dogodku A. Ni pa znano, koliksˇno je
bilo sˇtevilo dejanskih primerov A, ki smo jih klasificirali kot ¬A, oziroma z
drugimi besedami, ignoriramo napako 2. vrste. Pri napovedovanju odhodov
uporabnikov se to lahko odrazˇa v velikem sˇtevilu uporabnikov, ki bodo
ponudnika storitev zapustili, a ta na njih ni izvedel zadrzˇevalne kampanje,
saj je model te uporabnike oznacˇil kot zveste. Izguba uporabnikov pa seveda
pomeni izpad dobicˇka.
Priklic R (angl. recall) pa je definiran kot razmerje med sˇtevilom primerov
TP in sˇtevilom vseh dejansko pozitivnih primerov
R = TPTP + FN . (1.2)
Priklic dosezˇe najviˇsjo vrednost, ko vse primere, ki dejansko pripadajo A,
tudi klasificiramo kot A. Ni pa znano, koliko primerov smo s tem oznacˇili kot
A, ki v resnici pripadajo ¬A, oziroma s tem ignoriramo napako 1. vrste. Pri
napovedovanju odhodov uporabnikov se to lahko odrazˇa v velikem sˇtevilu
uporabnikov, ki ponudnika ne bi zapustili, a na njih ponudnik storitev vseeno
izvede zadrzˇevalno kampanjo. To pa pomeni prevelik strosˇek kampanje, ki
nima zˇelenega ucˇinka.
Za dober model odhodov uporabnikov in za uspesˇno zadrzˇevalno kam-
panjo sta pomembna tako natancˇnost kot priklic oziroma njuna primerno
uravnotezˇena kombinacija, ki jo lahko izracˇunamo kot aritmeticˇno povprecˇje
M = (P +R)/2, geometrijsko povprecˇje G =
√
PR ali pa harmonicˇno pov-
precˇje F = 2PR/(P +R). Ker je vsaka kombinacija vrednosti P in R, kjer je
vsaj ena od njiju enaka nicˇ, nezazˇelena, aritmeticˇno povprecˇje ni ustrezna
izbira. M namrecˇ lahko zavzame vrednost 0 le v primeru, ko sta tako P kot
R enaka 0. Funkciji G in F imata sicer podobno obliko v 3D-prostoru, a je
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funkcija F za racˇunanje kombinacije P in R vseeno bolj primerna, saj dosezˇe
nizˇjo vrednost, ko sta P ali R blizu 0. Harmonicˇno povprecˇje F imenujemo
tudi mera F. Zgornja enacˇba harmonicˇnega povprecˇja F obravnava natancˇnost
in priklic kot enakovredna, kar pa ni vedno najboljˇsa resˇitev, zato jo lahko
razsˇirimo na bolj splosˇno
Fβ = (1 + β2)
PR
β2P +R, (1.3)
kjer β predstavlja faktor, ki dodatno obtezˇi natancˇnost ali priklic. V primeru
enake obtezˇitve med P in R je β = 1, mero F pa oznacˇimo kot F1.
Krivulja ROC
Krivulja ROC je definirana kot graf priklica oziroma delezˇa primerov TP
(yroc = R) v odvisnosti od delezˇa primerov FP (xroc = FPrate = FPTN+FP). Pri
tem vsaka tocˇka na grafu predstavlja en binarni klasifikator z drugacˇnim
pragom T med primeri. Prag T predstavlja mejno oceno verjetnosti za na-
povedovani dogodek A (npr. odhod stranke), pri cˇemer primere z ocenjeno
verjetnostjo za dogodek A, vecˇje od T , klasificiramo kot A (npr. bo odsˇel),
preostale pa kot ¬A (npr. ne bo odsˇel).
Krivulja dviga
Krivulja dviga pa je definirana kot priklic (ykd = R) v odvisnosti od delezˇa vseh
primerov, klasificiranih kot A (xkd = TP+FPTP+TN+FP+FN). Podobno kot na krivulji
ROC tudi vsaki tocˇki na krivulji dviga pripada en binarni klasifikator. Primer
uporabe krivulje dviga predstavlja problem dolocˇitve optimalnega delezˇa
uporabnikov z najviˇsjo oceno verjetnosti odhoda, na katerih bomo izvedli
zadrzˇevalne ukrepe, ali pa ovrednotenje dviga pri vnaprej dolocˇeni vrednosti
delezˇa izbranih primerov, na primer pri 5 %, pri cˇemer je dvig enak razmerju
med priklicem in delezˇem vseh primerov, klasificiranih kot A. Racˇunamo
ga torej kot razmerje med vrednostmi na oseh krivulje dviga v odvisnosti
od delezˇa primerov, ki smo jih klasificirali kot A (glejte enacˇbo (1.4)). Dvig
nam tako v praksi pove, koliko bo ponudnik storitev pridobil, cˇe bo izvedel
zadrzˇevalni ukrep na izbranem delezˇu (na primer 5 %) uporabnikov z najviˇsjo









= TP(TP + TN + FP + FN)(TP + FN)(TP + FP) (1.4)
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Za primerjavo kakovosti klasifikacijskih modelov neodvisno od izbire praga
pa lahko uporabimo vrednost povrsˇine pod krivuljo dviga ali pod krivuljo
ROC, v obeh primerih s kratico AUC. Vrednost AUC v obeh primerih pri
nakljucˇnem klasifikatorju znasˇa 0,5, v primeru dobrih klasifikatorjev pa se
AUC priblizˇuje vrednosti 1.
1.4.2 Testiranje statisticˇnih hipotez
Testiranje statisticˇnih hipotez je postopek, s katerim formalno sprejmemo
ali zavrzˇemo postavljene statisticˇne hipoteze. Poznamo dve vrsti statisticˇnih
hipotez, nicˇelno hipotezo (H0), ki pravi, da so obravnavani rezultati popolnoma
nakljucˇni, in alternativno hipotezo (H1 ali Ha), ki pravi, da rezultati niso
nakljucˇni. Hipotezi se torej med seboj izkljucˇujeta.
Testiranje izvedemo s pomocˇjo statisticˇnega testa, ki je najbolj primeren
glede na nalogo, ki jo resˇujemo. Pred tem izberemo sˇe vrednost stopnje tvega-
nja α, ki predstavlja prag verjetnosti, pod katerim nicˇelno hipotezo zavrnemo.
Primere statisticˇnih testov, ki jih uporabljamo v tem delu, predstavljajo
McNemarjev test [33], 5× 2cv t-test [34] in 5× 2cv F -test [35]. S pomocˇjo
izbranega testa preverimo vrednost t pripadajocˇe statistike T , iz katere nato
izracˇunamo vrednost p, ki predstavlja verjetnost, da se pri izidu poskusa
pojavi enak ali vecˇji odklon od nicˇelne hipoteze, kot se je zgodil v obravna-
vanem poskusu (procesu, ki je za rezultat dal obravnavane podatke). Cˇe je
vrednost p manjˇsa od stopnje tveganja α, potem nicˇelno hipotezo zavrnemo
in posledicˇno sprejmemo alternativno hipotezo.
1.5 Pregled disertacije
Ta disertacija je strukturirana na naslednji nacˇin. Poglavje 2 opisuje podatke
ponudnika storitev, ki jih uporabljamo v tem delu. Poglavja 3, 4, 5, 6 in 7
naslovijo vsakega od prispevkov znanosti, pri cˇemer vsako poglavje vsebuje
kratek uvod, postavitev problema in predlagano resˇitev, opis opravljenega dela
ter zakljucˇek skupaj z odprtimi mozˇnostmi za nadaljnje delo. V poglavju 8
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2.1 Uvod
Ena od vecˇjih tezˇav pri napovedovanju odhodov uporabnikov telekomunikacij-
skih operaterjev je dostopnost ustreznih podatkov za ovrednotenje modelov.
Podatki o uporabnikih in njihovih aktivnostih so navadno obravnavani kot
podatki najviˇsje zaupnosti, zato morajo podjetja slediti strogim pravilom o
delu s tovrstnimi podatki. Neuposˇtevanje teh pravil, na primer z javno objavo
tovrstnih podatkov ali z neustrezno obdelavo, je obravnavano kot hujˇsa krsˇitev
Zakona o varstvu osebnih podatkov [36]. Preko svetovnega spleta je sicer na
voljo nekaj podatkovnih baz o uporabnikih telekomunikacijskih operaterjev in
o njihovih dogodkih1, a so tovrstni javno objavljeni podatki navadno agregi-
rani, spremenljivke pa standardizirane oziroma drugacˇe transformirane, tako
1http://www.fuqua.duke.edu/centers/ccrm/datasets/download.html
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da dejanska vrednost spremenljivk ali njihov pomen navadno nista znana.
Transformacija spremenljivk pomeni izgubo konteksta v podatkih in s tem
zmanjˇsano mozˇnost izdelave dobrih uporabniˇskih modelov.
Za namen gradnje dobrih uporabniˇskih modelov je treba razpolagati z
dobrimi podatki. Zazˇelen je dostop do surovih uporabniˇskih podatkov, ki
se jih pred samo gradnjo modelov obdela in agregira glede na zastavljeni
problem.
Za potrebe tega dela nam je izbrani evropski telekomunikacijski ponudnik
mobilnih storitev omogocˇil omejen, a sˇe vedno zadosten, dostop do nekaterih
svojih podatkov. Vse pridobljene tabele so bile predhodno transformirane na
nacˇin, da identiteta uporabnikov ni bila razvidna. Podatki so bili uporabljeni
za validacijo prispevkov znanosti, podanih v tem delu. Zaradi zaupne narave
podatkov teh ne objavljamo, ampak v nadaljevanju le navajamo njihov opis
in rezultate njihove analize.
2.2 Opis izvornih podatkov
Osnovo za opravljene analize, testiranje hipotez in validacijo prispevkov zna-
nosti v okviru tega dela predstavljajo tri izvorne tabele podatkov, pridobljene
pri telekomunikacijskem ponudniku mobilnih storitev iz Evropske unije, s
priblizˇno enim milijonom aktivnih uporabnikov (glejte tabelo 2.1). Vsi podatki
so bili izvozˇeni iz podatkovnega skladiˇscˇa mobilnega ponudnika storitev v
tekstovno datoteko, nato pa uvozˇeni v brezplacˇno odprtokodno bazo Postgre-
SQL2, namesˇcˇeno na namenskem namiznem racˇunalniku z ustrezno strojno
konfiguracijo. Povezovanje tabel je bilo omogocˇeno preko sˇifriranih narocˇniˇskih
MSISDN-ˇstevilk, ki so unikatne za vsako telefonsko sˇtevilko v bazi. Zaradi
poenostavitve modeliranja uporabnikov smo obravnavali samo narocˇnike z
eno samo telefonsko sˇtevilko, tako da je bila vsaka MSISDN-ˇstevilka unikatna
za vsakega uporabnika.
2.2.1 Tabela Uporabniki
V prvi izvorni tabeli so vkljucˇeni nekateri demografski in narocˇniˇski podatki
uporabnikov, ki so bili aktivni vsaj v mesecu juliju 2012. Tabela vkljucˇuje
naslednje parametre:
• MSISDN (sˇifrirana mobilna sˇtevilka, ID uporabnika),
• narocˇnik od (datum, ko je oseba postala uporabnik mobilnega opera-
terja),
2www.postgresql.org
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Tabela 2.1: Opisni seznam uporabljenih izvornih tabel podatkov.
Ime tabele Sˇt. vrstic Opis




Zapisi odhodnih in dohodnih klicev uporab-
nikov ter odhodnih SMS-sporocˇil (od julija
2012 do aprila 2013)
MPN-prenosi ∼ 1,6 · 105 MNP-prenosi sˇtevilk od obravnavanega
ponudnika storitev (od januarja 2010 do
aprila 2013)





• narocˇniˇski paket (paket za mlade, za upokojence ...) in
• vrsta narocˇnika (predplacˇnik, fizicˇni narocˇnik ali pravna oseba).
Podatki o spolu, rojstnem dnevu in posˇtni sˇtevilki narocˇnika so znani le za
tiste uporabnike, ki so te podatke posredovali ponudniku storitev, v splosˇnem
pa so znani za narocˇnike, neznani pa za imetnike predplacˇniˇskih paketov.
2.2.2 Tabela CDR
Kot vir uporabniˇskih dogodkov nam sluzˇi tabela zapisov telefonske centrale
CDR (angl. Call Detail Records), ki vkljucˇuje naslednje parametre:
• tip zapisa (odhodni klic, dohodni klic, SMS),
• cˇas dogodka,
• sˇtevilka A (sˇifrirana mobilna sˇtevilka, ID uporabnika A),
• sˇtevilka B (sˇifrirana mobilna sˇtevilka, ID uporabnika B),
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• ciljno omrezˇje (klic v domacˇe omrezˇje, v drugo omrezˇje A, omrezˇje B
...),
• cˇas trajanja (za SMS je ta vrednost enaka 0) in
• strosˇek dogodka za uporabnika.
V tabeli so navedeni vsi odhodni in dohodni klici ter odhodna SMS-
sporocˇila uporabnikov omrezˇja obravnavanega ponudnika storitev. Zapisi
podatkovnega prometa v tabeli CDR, ki smo jo imeli na voljo, niso bili
vkljucˇeni. Za analize smo prejeli zapise CDR za obdobje od julija 2012 do
vkljucˇno aprila 2013.
Tabela CDR pa je ne le vir informacij o vseh uporabnikovih aktivnostih
skozi cˇas, ampak tudi vir podatkov o socialnem povezovanju uporabnikov.
Tabelo CDR lahko tako uporabimo za gradnjo socialnega grafa uporabnikov,
ki je osnova za raziskovanje vpliva med uporabniki, za modeliranje sˇirjenja
informacij po omrezˇju, vizualizacijo omrezˇja uporabnikov, iskanje povezanih
skupin uporabnikov (npr. teroristicˇnih celic) ali napovedovanje novih bodocˇih
povezav.
2.2.3 Tabela MNP-prenosi
Za izgradnjo cˇim boljˇsih modelov, ki napovedujejo uporabniˇske dogodke, je
treba imeti dobro ucˇno mnozˇico, za katero je pojavitev obravnavanega dogodka
znana. V tem delu obravnavamo predvsem odhajanje uporabnikov k enemu
od konkurencˇnemu ponudnikov storitev, za kar sta razloga predvsem nezado-
voljstvo s trenutnim ponudnikom storitev ali obstoj tako boljˇse ponudbe pri
konkurenci, da je uporabnik pripravljen tja prenesti svojo narocˇniˇsko sˇtevilko.
Dnevnik prenosov sˇtevilk (angl. Mobile Number Portability Log – MNP log)
je tako najbolj primeren vir podatkov o odhodih uporabnikov, saj je iz zapisov
tocˇno vidno, kdaj je uporabnik zapustil trenutnega ponudnika storitev, ta pa
je seznanjen s prenosom sˇtevilke v istem dnevu. Cˇe uporabnik samo preneha
uporabljati mobilno sˇtevilko (kot je to pogosto pri predplacˇniˇskih paketih),
ponudnik storitev za to ugotovi sˇele, ko zˇe mine nekaj cˇasa od neaktivnosti
uporabnika.
Tabela MNP-prenosi vsebuje vse prenose sˇtevilk od obravnavanega po-
nudnika h konkurenci, ki so se zgodili od januarja leta 2010 do julija 2013.
Parametri v tabeli so naslednji:
• sˇifrirana mobilna sˇtevilka, ID uporabnika,
• cˇas prenosa sˇtevilke in
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• ponudnik storitev, h kateremu je bila sˇtevilka prenesena.
Celotna tabela vsebuje okoli 160 tisocˇ vnosov (odhodov uporabnikov), kar
pomeni, da priblizˇno 4,5 % strank vsakoletno prenese svojo sˇtevilko h konku-
renci. Delezˇ odhodov strank pri obravnavanem ponudniku storitev je sicer
nekoliko viˇsji, saj dolocˇen delezˇ strank zapusti ponudnika storitev brez MNP-
prenosa sˇtevilke. Tega segmenta uporabnikov v tem delu ne obravnavamo,
saj pri njih razlog za odhod ni nujno nezadovoljstvo s trenutnim ponudnikom
storitev, lahko pa je celo neprostovoljen (npr. smrt stranke, prekinitev zaradi
neplacˇevanja, kraja mobilnega telefona ...).
2.3 Okolje za hranitev in obdelavo podatkov
Za hranjenje in obdelavo podatkov smo imeli na razpolago namenski
racˇunalnik z ustrezno strojno (2X Quad Core, 48 GB RAM, 8X 1 TB diskov-
nega prostora, operacijski sistem Linux) ter programsko opremo (podatkovna
baza Postgresql). Z namenom cˇim hitrejˇsega izvajanja poizvedb na podatkovni
bazi smo besedilne vrste atributov pretvorili v sˇtevilske, izvirne tabele pa smo
tudi indeksirali po atributih, po katerih smo pogosto izvajali poizvedbe.
Poizvedbe smo izvajali direktno na sami bazi ali pa preko gonilnika ODBC
v programskem okolju Matlab3.
2.4 Osnovna dinamika odhajanja uporabni-
kov
V tem razdelku prikazujemo nekaj osnovnih statistik o aktivnih in odhajajocˇih
uporabnikih pri obravnavanemu ponudniku storitev [37]. Ta je imel v cˇasu,
za katerega smo pridobili podatke, priblizˇno 1 milijon uporabnikov, kar je
priblizˇno polovica vseh prebivalcev drzˇave, v kateri ponudnik storitev deluje.
Zaradi tega je mogocˇe nekatere splosˇne ugotovitve o uporabnikih obravnava-
nega ponudnika storitev tudi preslikati na celotno prebivalstvo drzˇave. To
potrjuje tudi graf (a) na sliki 2.1, kjer lahko vidimo, da sta si starostni sestavi
prebivalcev drzˇave (modra cˇrta) in uporabnikov obravnavanega ponudnika
storitev (zelena cˇrta) relativno podobni. Razmerje med obema potekoma je
prikazano z modro cˇrto na grafu (b) na sliki 2.1. Opazimo lahko, da vecˇji delezˇ
uporabnikov mobilne telefonije predstavljajo uporabniki, rojeni po letu 1981.
To je tudi pricˇakovano, saj so to generacije, pri katerih je bila mobilna telefo-
nija v njihovi mladosti zˇe razsˇirjena. Zanimivo odstopanje od povprecˇnega
3http://www.mathworks.com/products/matlab/




































(b) Razmerja med prebivalci, narocˇniki in sˇtevilom odhodov uporabnikov


























Slika 2.1: Graf (a) prikazuje starostno sestavo prebivalcev drzˇave, v kateri
deluje obravnavani ponudnik storitev, starostno sestavo njegovih narocˇnikov
(za katere je znan datum rojstva) in starostno sestavo odhajajocˇih uporabnikov
za obdobje 42 mesecev v letih 2010–2013. Na grafu (b) pa sta prikazani
razmerji med temi starostnimi sestavami, to sta delezˇ prebivalcev, ki so
uporabniki storitev, in delezˇ odhodov uporabnikov med vsemi uporabniki.
trenda predstavljajo uporabniki, rojeni ravno po zakljucˇku druge svetovne
vojne, za kar pa pojasnila nismo nasˇli. Razmerje med uporabniki storitev in
uporabniki, ki so ponudnika storitev tudi zapustili, pa pokazˇe, da je najvecˇ
odhajajocˇih uporabnikov rojenih leta 1979 ter leta 1916. Medtem ko je mlajˇsa
od teh dveh generacij ponudnika verjetno zapusˇcˇala zaradi izteka paketa za
mlade, pa je pri starejˇsi generaciji tovrsten odklon od povprecˇja prisoten, ker
je v tem segmentu zˇe tako malo uporabnikov, da vsak dodaten odhajajocˇi
lahko dvigne krivuljo za nekaj odstotkov. Omeniti je treba, da so bili za
prikaz krivulj vseh in odhajajocˇih uporabnikov uporabljeni le tisti uporabniki,
za katere je bil rojstni datum znan, to je priblizˇno polovica vseh aktivnih
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uporabnikov.
Znano je, da cˇlovek v razlicˇnih starostnih obdobjih razlicˇno razmiˇslja, zato
je tudi pricˇakovati, da so uporabniki v nekaterih starostnih obdobjih bolj
zvesti uporabniki kot drugi. To lepo prikazuje histogram delezˇev odhodov
uporabnikov glede na starost uporabnika (glejte sliko 2.2), kjer lahko hitro
dolocˇimo sˇest starostnih intervalov uporabnikov, ki se med seboj razlikujejo
glede na delezˇ odhodov, znotraj posameznega intervala pa imajo podoben delezˇ
odhodov. Slika jasno prikazuje, da je najbolj kriticˇna skupina uporabnikov v


























Slika 2.2: Segmentacija odhajajocˇih uporabnikov glede na starost uporabnikov
ponudnika storitev v sˇest razlicˇnih segmentov. Segment z najvecˇjim delezˇem
odhodov predstavlja segment 3 (uporabniki med 32 in 38 let starosti).
2.4.1 Vrste razmerij ponudnika storitev
Vse uporabnike obravnavanega ponudnika storitev lahko razdelimo na tri
skupine glede na vrsto razmerja. Prva skupina so uporabniki predplacˇniˇskih
paketov oziroma predplacˇniki, ki sestavljajo priblizˇno 30 % vseh uporabnikov.
Predplacˇniki za uporabo storitev placˇajo vnaprej, za zacˇetek uporabe storitev
pa morajo samo kupiti predplacˇniˇsko kartico (ni jim treba posredovati svojih
osebnih podatkov), ki jo vstavijo v mobilni telefon. Navadno so to uporabniki,
ki zelo malo uporabljajo storitve mobilne telefonije ali pa jim je zelo pomembna
anonimnost. Zaradi ugodnega in preprostega dostopa do predplacˇniˇske kartice
jo nekateri uporabljajo tudi kot zacˇasno kartico ali pa celo kot kartico za
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enkratno uporabo. Predplacˇniki so tisti segment, v katerem uporabniki zelo
hitro in pogosto menjajo ponudnika storitev, saj nanj navadno niso vezani z
nobeno pogodbeno obveznostjo. Tisti, ki se za to odlocˇijo, navadno preprosto
prenehajo uporabljati svojo predplacˇniˇsko kartico in si priskrbijo drugo pri
konkurenci. Cˇe pa hocˇejo obdrzˇati svojo telefonsko sˇtevilko, lahko to storijo
le preko MNP-prenosa sˇtevilke.
Drugo stran pa predstavljajo narocˇniki, ki morajo narocˇniˇsko razmerje
skleniti direktno pri ponudniku storitev. Pri tem morajo ponudniku storitev
tudi podati svoje osebne podatke, potrebne za poslovanje (za izstavljanje
mesecˇnih racˇunov). Narocˇniki uporabo storitev navadno placˇujejo mesecˇno,
in sicer za storitve, ki so jih uporabljali v preteklem mesecu. Izbirajo lahko
med vrsto razlicˇnih paketov, ki so prilagojeni razlicˇnim tipom uporabnikov
glede na kolicˇino uporabe posameznih storitev in glede na zˇivljenjski slog
uporabnika (npr. upokojenec, sˇtudent ali gasilec). Narocˇnike naprej delimo
sˇe na poslovne in fizicˇne uporabnike. Poslovni uporabniki, ki predstavljajo
priblizˇno cˇetrtino vseh uporabnikov pri obravnavanemu ponudniku storitev,
uporabljajo storitve mobilne telefonije za potrebe podjetja, kjer pa uporabniki
pogosto niso ista oseba kot narocˇnik storitev. Ta segment potrebuje vecˇjo
zanesljivost delovanja storitev, za kar je pripravljen tudi placˇati vecˇ. Cˇe se
pravna oseba odlocˇi za zamenjavo narocˇnika storitev, to navadno naredi za
vse telefonske sˇtevilke v svojem podjetju. Preostali narocˇniki pa so fizicˇni
uporabniki, ki uporabljajo storitve za lastne potrebe. Tu je narocˇnik navadno
tudi uporabnik in placˇnik storitev. V tem segmentu se uporabniki navadno
odlocˇijo za nakup subvencioniranega mobilnega aparata, za kar se obvezˇejo,
da bodo uporabljali storitve ponudnika storitev vsaj za v pogodbi dolocˇen
cˇas (navadno eno leto ali dve). V primeru prekinitve razmerja pred potekom
pogodbe morajo narocˇniki placˇati pogodbeno kazen, zato tudi ni presenetljivo,
da je delezˇ odhodov uporabnikov z aktivno vezavo obcˇutno manjˇsi kot delezˇ
odhodov nevezanih uporabnikov.
Uporabniki se zelo razlikujejo tudi po dolzˇini trajanja razmerja. Nekateri
zelo hitro po zacˇetku razmerja tega zˇe prekinejo, drugi pa ostanejo zvesti
vse zˇivljenje. Slika 2.3 prikazuje histogram delezˇev odhodov uporabnikov
glede na cˇas trajanja narocˇniˇskega (ali predplacˇniˇskega) razmerja za vse,
ki so razmerje prekinili s prenosom sˇtevilke h konkurenci. Na grafu (a) je
prikazan histogram vseh uporabnikov, na preostalih pa le dolocˇeni segmenti
uporabnikov: (b) fizicˇni narocˇniki, (c) predplacˇniki in (d) pravne osebe. Sle-
dnji trije histogrami jasno prikazujejo razlike med posameznimi segmenti.
V predplacˇniˇskem segmentu dalecˇ najvecˇ odhodov uporabniki opravijo zˇe v
prvem mesecu aktivnosti, kar je presenetljivo, saj bi ti uporabniki lahko zˇe
takoj sklenili razmerje pri konkurencˇnemu ponudniku storitev. V segmentu
fizicˇnih narocˇnikov najvecˇ uporabnikov odide stran po pretecˇenih dveh letih,

















































































Slika 2.3: Histogrami delezˇev odhodov uporabnikov glede na cˇas trajanja
aktivnosti pri obravnavanemu ponudniku storitev. Histogrami so izrisani za
vse uporabnike skupaj (a) in za razlicˇne segmente uporabnikov: (b) fizicˇni
narocˇniki, (c) predplacˇniki ter (d) pravne osebe.
kar sovpada z obicˇajno dolzˇino pogodbene vezave. Uporabniki torej tudi, cˇe
so se za odhod odlocˇili zˇe prej, z odhodom pocˇakajo vsaj do izteka vezave,
saj se tako izognejo placˇilu pogodbenih kazni. Graf odhodov pravnih oseb
pa ima vecˇ izrazitih vrhov, pri priblizˇno enem, dveh in treh letih aktivnosti.
Tudi te dolzˇine aktivnosti se ujemajo s poteki pogodbenih vezav. V primerjavi
z grafoma fizicˇnih narocˇnikov in predplacˇnikov pa je tudi opazno, da je pri
pravnih osebah povprecˇen cˇas aktivnosti nekoliko manjˇsi.
2.4.2 Posebni dogodki
Matematicˇni modeli uporabnikov, namenjeni napovedovanju njihovih odho-
dov, lahko uspesˇno napovedujejo te dogodke le v stacionarnem stanju oziroma
v obdobju, ko ni posebnih dogodkov. Ko se zgodi kaksˇen poseben dogodek, ki
mnozˇicˇno vpliva na odhode uporabnikov, je treba izdelati model uporabnikov,
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prilagojen posebej za trenutno situacijo. Tovrstni modeli zmorejo natancˇno
napovedovati odhode, imajo pa zelo kratek cˇas uspesˇnosti (dokler posebni
dogodek izrazito vpliva na odlocˇitve uporabnikov za odhod). Posebni dogodki
so lahko posebne udarne akcije pri konkurenci (ponudba paketov z enako vse-
bino, a z bistveno nizˇjo ceno; ponudba nove storitve; uvedba nove tehnologije)
ali pa ukrepi pri trenutnemu ponudniku storitev, ki poslabsˇajo uporabniˇsko





















Slika 2.4: Relativno sˇtevilo odhodov uporabnikov skozi cˇas za priblizˇno tri leta.
Ob pojavitvi posebnih dogodkov se lahko pojavi obcˇutno povecˇanje sˇtevila
odhodov uporabnikov. Ob tovrstnih dogodkih je treba izdelati poseben model
za napovedovanje odhodov uporabnikov.
Graf na sliki 2.4 prikazuje relativno sˇtevilo odhodov uporabnikov skozi
cˇas za obdobje priblizˇno treh let. Tocˇen cˇasovni interval ni podan zaradi
zaupne narave podatkov. Na grafu lahko jasno vidimo, da je bilo v dveh
mesecih, oznacˇenih z rdecˇo, bistveno vecˇje sˇtevilo odhodov kot v preostalem
obdobju. V teh dveh mesecih sta se zgodila posebna dogodka, ki sta za
kratek cˇas sprozˇila masovno odhajanje uporabnikov. V tem obdobju bi se
modeli napovedovanja odhodov uporabnikov, izdelani za stacionarno obdobje,
obcˇutno slabsˇe odrezali. Za izris grafa smo uposˇtevali samo fizicˇne uporabnike,
kajti pri pravnih osebah navadno zamenja ponudnika storitev celotno podjetje,
kar pa v primeru vecˇjega sˇtevila zaposlenih s sluzˇbenimi sˇtevilkami zˇe pomeni
odstopanje od povprecˇja, cˇeprav se ni zgodil noben poseben dogodek.
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2.4.3 Socialni vpliv uporabnikov
Rezultati raziskav v zadnjih letih so pokazali, da je socialni vpliv zelo pomem-
ben faktor pri cˇlovesˇkih odlocˇitvah. Ljudje se namrecˇ pri odlocˇanju velikokrat
obrnemo po mnenje k ljudem v blizˇini, ki jim zaupamo. Dasgupta in ostali [1]
so pokazali, da socialni vpliv igra pomembno vlogo pri odlocˇanju za menjavo
ponudnika storitev. To prikazuje tudi graf na sliki 2.5, ki kazˇe, da delezˇ
odhodov uporabnikov strmo narasˇcˇa z vecˇanjem sˇtevila sosedov, ki so pred
kratkim zapustili ponudnika storitev. Za izris grafa smo uporabili socialni graf
vseh fizicˇnih oseb obravnavanega ponudnika storitev, ki so med seboj opravile
vsaj eno komunikacijsko povezavo (klic ali SMS-sporocˇilo). Kot vir podatkov
smo uporabili izvorne tabele, predstavljene v razdelku 2.2. Med seboj smo
povezali vse uporabnike, ki so med seboj vzpostavili vsaj pet povezav (klic
ali SMS-sporocˇilo) ter vsaj eno povezavo v vsako smer na mesec. Na ta nacˇin
smo ohranili le stalne (bolj vplivne) povezave med uporabniki. Med vplivne
odhajajocˇe sosede pa smo sˇteli le tiste, ki so odsˇli med 1 in 21 dnevi pred
uporabnikom, ki je nato tudi zapustil ponudnika storitev. Graf (a) prikazuje,
da v primeru odhoda le enega soseda v zadnjih treh tednih znasˇa verjetnost
za odhod uporabnika priblizˇno 2 %, medtem ko je pri nedavnih odhodih
sedmih sosedov verjetnost za odhod stranke vecˇ kot 20 %. Na grafu (b) smo za
primerjavo prikazali sˇe histogram delezˇa odhodov strank glede na sˇtevilo vseh
povezav, ki jih uporabnik ima. To je lahko tudi indikator socialne povezanosti
uporabnika. Graf razkriva, da je delezˇ odhodov ostal prakticˇno konstanten ne
glede na sˇtevilo sosedov oz. stopnjo. Iz tega lahko sklenemo, da sama socialna
povezanost uporabnika ne vpliva na odhode strank, mocˇno pa vpliva sˇtevilo
nedavnih odhodov sosedov, saj lahko ljudje ravno s svojim zgledom najbolj
prepricˇajo ostale [38,39].
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Slika 2.5: Delezˇ odhodov strank v odvisnosti od sˇtevila sosedov, ki so zamenjali
operaterja (a), in od sˇtevila vseh sosedov (b).
2.5 Zakljucˇek
Izvorne tabele, ki smo jih pridobili in opisali v tem poglavju, smo uporabili kot
osnovni vir podatkov za delo, opisano v naslednjih poglavjih. Pri tem delu smo
se osredotocˇili samo na modeliranje fizicˇnih oseb, saj pravne osebe zahtevajo
pristop, specificˇen za vsako stranko posebej. Prav tako je smiselno obrav-
navati predplacˇnike in narocˇnike posebej, saj sta to zelo razlicˇna segmenta
uporabnikov, kar kazˇejo tudi nekatere ugotovitve v tem poglavju. Kot kazˇe
slika 2.5, je treba poseben poudarek nameniti tudi obravnavi socialnega vpliva
med uporabniki, ki je eden od odlocˇilnih faktorjev pri odlocˇanju uporabnikov
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3.1 Uvod
Mnogo dejavnikov in razlogov obstaja, zaradi katerih se ljudje odlocˇijo za
zamenjavo ponudnika storitev. Uporabniki se navadno za to odlocˇajo, ko
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postanejo nezadovoljni s trenutnim ponudnikom storitev (podrazˇitev cen,
slabsˇa pokritost, nezadovoljstvo z resˇevanjem tezˇav v klicnih centrih ...) ali pa
se jim ponudi boljˇsa ponudba pri konkurenci. Za sprejetje koncˇne odlocˇitve pa
se uporabniki pogosto obrnejo po mnenje tudi na druge uporabnike. Pri tem
zelo veliko vlogo igrajo ljudje, s katerimi so povezani, torej druzˇina, prijatelji,
sodelavci in znanci. Vloga socialnega vpliva na odlocˇitve ljudi je pogosto
tematika raziskav, tudi na podrocˇju napovedovanja odhodov uporabnikov
ponudnikov storitev.
Pionirsko delo na podrocˇju preucˇevanja vezi socialnega omrezˇja in nji-
hovega vpliva na odhode strank v telekomunikacijah so opravili Dasgupta
in ostali [1]. Z uporabo podatkov o klicih (iz tabele CDR) so izdelali graf
socialnega omrezˇja in na podlagi intenzivnosti povezav (klicev) do nekdanjih
strank, ki so odsˇle, napovedovali potencialne bodocˇe odhode strank. V nji-
hovem pristopu so uporabnikom, ki so nedavno zapustili ponudnika, dodelili
zacˇetno energijo E0 = 1, vsem ostalim pa E0 = 0. Nato so uporabili metodo
SPA, ki v vsaki iteraciji prenese del energije z aktivnih vozliˇscˇ (tj. uporabniki
z nenicˇelno energijo) na njihove sosede. Preneseni delezˇ energije se razporedi
med sosede glede na mocˇi oziroma utezˇi povezav med vozliˇscˇi. Vsota celotne
energije ostaja konstantna skozi ves iterativni proces. Ta se zakljucˇi, ko se
vzpostavi staticˇno stanje. Zatem se uporabi preprosta pragovna metoda, kjer
se uporabnike z energijo, vecˇjo od T , oznacˇi kot stranke v odhajanju, upo-
rabnike z energijo, manjˇso od T , pa kot stranke, ki ostajajo pri ponudniku
storitev. Vecˇja kolicˇina energije tudi pomeni vecˇjo verjetnost odhoda stranke.
Algoritem SPA predstavlja ucˇinkovito metodo za dolocˇanje potencialnih
odhodov strank, na katere vplivajo nedavni odhodi z njimi mocˇneje pove-
zanih sosedov. Kljub temu pa so se pojavile tudi mozˇnosti za izboljˇsanje
tega pristopa. Kawale in ostali [9] so predlagali, da bi moral algoritem SPA
sˇiriti tako pozitivno kot tudi negativno energijo, s tem pa tudi pozitiven in
negativen vpliv na odhode uporabnikov. Model SPA s predlagano spremembo
so ovrednotili na uporabnikih spletnih igralnic in pokazali, da ta sprememba
izboljˇsa natancˇnost napovedovanja. Baras in ostali [7] pa so primerjali vecˇ
razlicˇnih metod dolocˇanja mocˇi povezave med uporabniki, ki igrajo pomembno
vlogo v algoritmu SPA. Na realnih podatkih mobilnega ponudnika storitev so
pokazali, da napovedno mocˇ algoritma SPA bistveno izboljˇsa uporaba soci-
alne mere (tj. razmerje med sˇtevilom skupnih in sˇtevilom neskupnih povezav
med uporabnikoma) kot mocˇ povezave med uporabniki. Samega algoritma
difuzijskega modela SPA niso spreminjali oziroma so uporabili taksˇnega, kot
ga je predlagal Dasgupta [1].
V tem poglavju se osredotocˇimo na pomanjkljivosti v samem algoritmu
difuzijskega modela SPA, predvsem na problem dolocˇanja enakih zacˇetnih
vrednosti za vse uporabnike, ki so nedavno zapustili podjetje (ponudnika
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storitev), in na problem razporejanja energije med sosede, ki uposˇteva zgolj
relativno mocˇ posamezne povezave, ignorira pa tesno povezane skupine, v
katerih je vpliv med uporabniki bistveno vecˇji kot izven njih. Z namenom
odprave teh pomanjkljivosti predlagamo novo metodo za dolocˇanje zacˇetnih
vrednosti energije, ki temelji na sociometricˇni teoriji klik, poleg tega pa
predlagamo in ovrednotimo tudi nov difuzijski model SSA-SPA, ki izboljˇsa
delovanje originalnega difuzijskega modela SPA.
3.1.1 Postavitev problema
Prva od identificiranih pomanjkljivosti algoritma difuzijskega modela SPA je
dodelitev iste vrednosti zacˇetne energije (pred zacˇetkom difuzijskega procesa)
vsem uporabnikom, ki so pred kratkim odsˇli h konkurenci. Enaka zacˇetna
energija namrecˇ pomeni enako kolicˇino vpliva na odhod strank, kar pa se je
izkazalo, da ni najbolj ustrezna predpostavka [40]. Zato bi se zacˇetna energija
morala razlikovati med razlicˇnimi uporabniki.
Dodatno difuzijski model SPA kot vir informacije o vplivu med uporabniki
uporabi samo kolicˇino komunikacije (npr. sˇtevilo klicev) med njimi. Na primer:
uporabnik u je v opazovanem obdobju komuniciral z uporabnikoma v1 in v2
enako dolgo. Uporabnik v1 je blizˇnji prijatelj uporabnika u in ima posledicˇno
tudi velik vpliv nanj. Uporabnika u in v1 imata tudi skupne prijatelje, ki so
vsi povezani med seboj in tako skupaj tvorijo tesno povezano skupino. Na
drugi strani pa sta uporabnika u in v2 povezana samo v poslovnem smislu (na
primer avtomehanik in stranka) in nimata toliksˇnega medsebojnega vpliva kot
njuni blizˇnji prijatelji (glejte sliko 3.1). Algoritem za dolocˇitev zacˇetne energije
bi torej moral uposˇtevati tudi te socialne faktorje v socialnem omrezˇju.
Znotraj posameznih skupin se druzˇbeni status posameznikov navadno
razlikuje, kar pa je povezano tudi z vplivom. Difuzijski model bi torej mo-
ral vkljucˇevati tudi dolocˇanje in uposˇtevanje druzˇbenega statusa v svojem
algoritmu.
3.1.2 Predlagana resˇitev
Difuzijski algoritem SPA je sestavljen iz dveh delov: dolocˇanje zacˇetnih
vrednosti in iterativni postopek sˇirjenja energije. V tem poglavju opisujemo
analizo in optimizacijo obeh delov z uposˇtevanjem ugotovitev sociometricˇne
teorije [41]. Kljub temu, da je bila sociometricˇna teorija predstavljena pred
vecˇ kot 80 leti, je danes sˇe vedno aktualna. Marks in ostali [42] ter Van
den Berg in ostali [43] so proucˇevali socialne koncepte, kot so popularnost,
socialne preference, druzˇbeni status ter vpliv, na primeru ucˇencev iz razlicˇnih
oddelkov [42,43] in ugotovili, da imajo ljudje iz tesno povezanih skupin (ucˇenci





Slika 3.1: Primer tesno povezane skupine uporabnikov – klike (vozliˇscˇa u, v1,
v3 in v4) in socialno slabsˇe povezani uporabnik v2 izven klike. Pojem klika
predstavlja skupino uporabnikov, ki so vsi povezani med seboj. Klika je na
sliki predstavljena v sivem krogu.
iz istega oddelka) bistveno vecˇji medsebojni vpliv kot pa ljudje, ki niso v isti
skupini. Poleg tega si ljudje v isti skupini ponavadi tudi delijo isto mnenje [44].
Skupina ljudi, kjer se vsi poznajo med seboj, se imenuje klika [45, 46]. V
tem poglavju smo prometne podatke (klici in SMS-sporocˇila) uporabnikov
mobilnega ponudnika storitev uporabili za izdelavo grafa socialnega omrezˇja.
V tem grafu smo poiskali vse klike in to informacijo uporabili pri modifikaciji
difuzijskega algoritma SPA. Iskanje klik v grafih je sicer racˇunsko zelo zahtevno,
saj cˇasovna zahtevnost tega problema narasˇcˇa eksponentno s sˇtevilom povezav
v grafu [47]. Kljub temu pa v literaturi najdemo metode, ki uspejo najti klike
v polinomskem cˇasu [48].
Prvi cilj tega poglavja je predstavitev metode dolocˇanja tesno povezanih
skupin uporabnikov s pomocˇjo sociometricˇne teorije klik [45,46,49], ki temelji
na komunikacijskih vzorcih uporabnikov. Informacije o teh skupinah upora-
bimo pri dolocˇitvi novih zacˇetnih vrednosti, ki jih nato uporabimo v samem
difuzijskem procesu.
Drugi cilj pa je predstavitev novega difuzijskega modela, ki temelji na
teoriji druzˇbenega statusa in predstavlja izboljˇsavo osnovnega difuzijskega
modela [1]. Dodatno je podana razlaga energije v difuzijskem algoritmu in
nacˇin, kako se jo pretvori v vpliv. Energijo namrecˇ enacˇimo z mnenjem uporab-
nikov, vpliv pa obravnavamo kot transformacijo mnenja uporabnikov. Vpliv
posameznega uporabnika tako racˇunamo kot produkt mnenja in druzˇbenega
statusa uporabnika. V empiricˇnem delu tega poglavja primerjamo natancˇnost
napovedi predlagane resˇitve v primerjavi z difuzijskim modelom SPA [1], pri
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cˇemer uporabimo metodo izdelave difuzijskega modela za vsakega uporabnika
posebej. To je primerno predvsem pri uporabi omejene procesorske mocˇi (npr.
uporaba namiznega racˇunalnika).
To poglavje temelji na dveh lastnih objavah [50,51].
3.2 Predlog novega difuzijskega modela
V nadaljevanju najprej predstavimo osnovni razmislek metodologije predlaga-
nega difuzijskega modela. Nato podrobneje opiˇsemo izboljˇsave difuzijskega
modela, ki jih lahko razdelimo v tri dele: (i) dolocˇitev novih zacˇetnih vredno-
sti s pomocˇjo sociometricˇne teorije klik [45, 46], (ii) modifikacija algoritma
difuzijskega modela SPA z integracijo druzˇbenega statusa uporabnikov in z
uposˇtevanjem dodatnih lastnosti grafa socialnega omrezˇja ter (iii) predlog
nove napovedne sheme difuzijskega modela, imenovane TUSCPS (angl. Targe-
ted User Subset Churn Prediction Scheme), ki omogocˇa hitro napovedovanje
odhodov z uporabo omejene procesorske mocˇi.
3.2.1 Osnovni razmislek metodologije predlaganega di-
fuzijskega modela
Ponudniki storitev imajo veliko razlicˇnih uporabnikov, med katerimi ima
vsak uporabnik u neko mnenje o ponudniku. Cˇeprav je uporabnikovo mnenje
kompleksen koncept, ga tu poenostavimo v enodimenzionalno realno sˇtevilko,
ki jo imenujemo energija E(u). Kot v osnovnem algoritmu difuzijskega modela
SPA [1], tudi tu viˇsje vrednosti energije pomenijo vecˇjo verjetnost, da bo
stranka zapustila ponudnika storitev. V nasprotju z osnovnim modelom SPA,
kjer so bile uporabljene samo nenegativne vrednosti energije, uporabimo tudi
negativno skalo. Ta se odrazˇa kot pozitivno mnenje o ponudniku storitev
(oz. mnenje proti odhodu) [9]. Vrednosti energije okoli nicˇle predstavljajo
nevtralno mnenje.
Predpostavljamo, da se energija (mnenje) med uporabniki sˇiri glede na
predlagani difuzijski model, kot je opisano nadaljevanju. Uporabnikovo mnenje
se torej spreminja zaradi vpliva povezanih uporabnikov v njegovem socialnem
omrezˇju. Energijo uporabnika u v vsaki iteraciji k evolucije difuzijskega modela
oznacˇimo z E(u, k). Ta energija izhaja iz zacˇetnih vrednosti energije E(u, 0),
ki je dolocˇena za vsakega uporabnika posebej pred gradnjo samega difuzijskega
modela (glejte razdelek 3.2.3). Ob koncu gradnje difuzijskega modela ima vsak
uporabnik dodeljeno dolocˇeno vrednost energije, ki je povezana z verjetnostjo
za odhod. Na podlagi teh vrednosti napovemo, da bo uporabnik u zapustil
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ponudnika storitev, cˇe je njegova energija E(u,K) po dolocˇeni iteraciji K
vecˇja od dolocˇenega praga T .
Gradnja modela je iterativni proces, pri katerem se vpliv v vsaki iteraciji
razsˇirja preko povezanih uporabnikov v omrezˇju. V nasprotju z osnovnim
modelom SPA [1] pa nasˇa preliminarna analiza kazˇe, da najboljˇsi rezultati
niso dosezˇeni v ravnovesnem stanju (ko se energija ne sˇiri vecˇ), ampak zˇe po
majhnem sˇtevilu iteracij. Sˇtevilo iteracij je namrecˇ mogocˇe interpretirati kot
sˇtevilo stopenj oddaljenosti od vira, do kamor vpliv lahko sezˇe. Predposta-
vljamo, da vpliv povprecˇnega uporabnika sezˇe najvecˇ nekaj stopenj stran,
najvecˇji pa je na neposredno povezane uporabnike (glejte razdelek 3.2.3).
Optimalno sˇtevilo iteracijskih korakov za razlicˇne difuzijske modele dolocˇimo
v eksperimentalnem delu tega poglavja.
Cilj predlagane metode je napovedati odhode strank v prihodnosti. Cˇasovni
nacˇrt procesa napovedovanja je predstavljen na sliki 3.2. Gradnjo difuzijskega
modela opravimo na podatkih z ucˇnega cˇasovnega intervala It, ovrednotenje
modela pa opravimo na podlagi podatkov s kasnejˇsega obdobja Ie. Predpo-
stavimo, da se mnenje uporabnikov v obdobju (min(It),max(Ie)) ohranja. Ta
predpostavka seveda drzˇi le, cˇe je ta interval dovolj kratek, obenem pa mora
biti dovolj dolg, da se zbere zadostna kolicˇina podatkov. Na podlagi prelimi-
narnih rezultatov smo kot ustrezni vrednosti dolzˇin intervalov dolocˇili |It| = 2









Slika 3.2: Cˇasovni nacˇrt gradnje in ovrednotenja difuzijskega modela. Podatki
o odhodih s cˇasovnega intervala It so uporabljeni za gradnjo difuzijskega
modela, podatki o odhodih z intervala Ie pa za ovrednotenje modela.
3.2.2 Model za dolocˇanje zacˇetnih vrednosti z uporabo
sociometricˇne teorije klik
Teorija socialne znanosti trdi, da imajo ljudje v tesno povezanih skupinah
vecˇji medsebojni vpliv od vpliva na povezane ljudi izven teh skupin [43].
Ponavadi si tudi delijo mnenje [44], zato bi morali imeti enako zacˇetno
3.2. PREDLOG NOVEGA DIFUZIJSKEGA MODELA 29
energijo. Na podrocˇju teorije grafov obstaja vecˇ razlicˇnih definicij klike. V
tem delu uporabimo definicijo, ki so jo postavili Luce in ostali [46]: ”Klika jepodmnozˇica vsaj treh vozliˇscˇ, ki tvorijo najvecˇji popoln graf“. Eden od ciljev
tega poglavja je predlagati realisticˇen postopek dolocˇanja zacˇetnih vrednosti
energije uporabnikov, in sicer na podlagi njihovih povezav, s poudarkom na
klikah, katerih cˇlani so. Klike uporabimo za modeliranje uporabnikov, ki se
med seboj poznajo in tudi komunicirajo.
Predlog modela za dolocˇanje zacˇetnih vrednosti
Naj bo U mnozˇica vseh opazovanih uporabnikov. Uporabnike v U , ki so
menjali ponudnika storitev, oznacˇimo kot C, kjer je C ⊆ U . Definiramo tri
tipe prispevkov k zacˇetni energiji:
1. lasten prispevek,
2. prispevek klik in
3. prispevek izven klik.
Lasten prispevek je identicˇen prispevku v osnovnem modelu SPA; tj.
vsem nedavnim uporabnikom, ki so odsˇli, dolocˇimo enako nenicˇelno energijo
Es(u, 0) = 1, ostalim pa Es(u, 0) = 0 (glejte enacˇbo (3.1)). Lasten prispevek
energije uporabnika, ki je odsˇel, je dolocˇen tudi kot enota energije.
Es(u, 0) =
0, u ∈ C;1, u /∈ C. (3.1)
Prispevek klik je del zacˇetne energije, odvisen od vseh klik q1(u), q2(u), . . .,
qmu(u), katerih cˇlan je uporabnik u. Energijski prispevek vsake posamezne
klike racˇunamo po enacˇbi (3.2), kjer je ncq,i(u) = |qi(u) ∩ C| sˇtevilo vseh
uporabnikov v kliki qi(u), ki so nedavno odsˇli, ter nq,i(u) = |qi(u)| sˇtevilo
vseh uporabnikov v tej isti kliki. Ec,i(u, 0) lahko zavzame vrednost z intervala
[−1, 1], kjer vrednost −1 opisuje kliko brez odhodov uporabnikov, vrednost 1
pa kliko, iz katere so vsi cˇlani odsˇli stran. Cˇe je uporabnik cˇlan vecˇ kot samo
ene klike, potem se koncˇni prispevek klik izracˇuna kot povprecˇje prispevkov
posamezne klike (glejte enacˇbo (3.3)). Enacˇbe za izracˇun prispevkov klik so
izpeljane iz osnovnih predpostavk teorije druzˇbene strukture [43,52].
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Prispevek izven klik pa je energijski prispevek zacˇetne energije vseh upo-
rabnikov, ki niso cˇlani nobene klike. Izracˇunamo ga s pomocˇjo enacˇbe (3.4),
kjer je nco sˇtevilo vseh povezanih uporabnikov, ki so nedavno odsˇli, no pa
sˇtevilo vseh sosedov uporabnika u. Prispevek klik in prispevek izven klik sta
torej izkljucˇujocˇa.




Zacˇetne vrednosti izracˇunamo kot vsoto vseh treh prispevkov, kar prikazuje
enacˇba (3.5). Predznak zacˇetne energije simbolicˇno predstavlja pozitivno ali
negativno mnenje uporabnika o menjavi ponudnika storitev. Psevdokoda
postopka dolocˇanja zacˇetne energije je podana v algoritmu 1.
E(u, 0) = Es(u, 0) + Ec(u, 0) + Eo(u, 0) (3.5)
Algoritem 1: Psevdokoda postopka dolocˇitve zacˇetne energije
Data: G = (U,E), kjer je G neusmerjen graf, sestavljen iz vozliˇscˇ
(uporabnikov) U in povezav E.
Result: Vrednosti zacˇetne energije E(u, 0), u ∈ U .
begin
poiˇscˇi vse maksimalne klike Q v grafu G;
foreach u ∈ U do
set Es(u, 0) =
0, u ∈ C;1, u /∈ C. // lasten prispevek
if u ∈ Q then
foreach q ∈ Q where u ∈ q do
set Ec,i(u, 0) = 2ncq,i(u)nq,i(u) − 1; // prispevek vsake klike
set Ec(u, 0) = 1mu
∑mu
i=1 Ec,i(u, 0); // prispevek klik
set Eo(u, 0) = 0; // prispevek izven klik
else
set Ec(u, 0) = 0; // prispevek klik
set Eo(u, 0) = 2nco(u)no(u) − 1; // prispevek izven klik
set E(u, 0) = Es(u, 0) +Ec(u, 0) +Eo(u, 0); // zacˇetna energ.
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3.2.3 Difuzijski model SSA-SPA
Predlagani algoritem za dolocˇanje zacˇetnih vrednosti energije uposˇteva upo-
rabnikovo lastno stanje (nedavni odhod stranke ali ne), stanje njegovih nepo-
sredno povezanih sosedov in vse klike, katerih cˇlan je uporabnik. Vrednosti
zacˇetne energije lahko torej zˇe neposredno uporabimo kot ocene verjetnosti
odhodov uporabnikov. Po drugi strani pa nekaj vpliva na odhode pride tudi
od posredno povezanih uporabnikov, zato je vseeno treba uporabiti sˇe ustre-
zen difuzijski model. V nadaljevanju je opisan predlog izboljˇsav difuzijskega
modela SPA, ki temelji na teoriji druzˇbene strukture [43,52] in na modificirani
teoriji druzˇbenega statusa s poudarkom na sociogramih [41,42]. Predlagano
verzijo algoritma poimenujemo kot difuzijski model SPA z uposˇtevanjem
druzˇbenega statusa (angl. Social-Status-Aware SPA ali SSA-SPA).
Predpostavimo, da se mnenje (energija) sˇiri skozi omrezˇje uporabni-
kov sorazmerno medsebojnemu vplivu med uporabniki. To predstavimo v
enacˇbi (3.6), kjer i(u→ v, k) predstavlja funkcijo vpliva v iteraciji k, ss(u→ v)
predstavlja druzˇbeni status para, f pa je preslikava, ki prilagodi vrednosti
druzˇbenega statusa, kot je navedeno v razdelku 3.2.3. Preprosto povedano,
vpliv je produkt razlike mnenj in medsebojnega druzˇbenega statusa uporabni-
kov. Primer grafa socialnega omrezˇja dveh neposredno povezanih uporabnikov
u in v z vsemi njunimi povezavami je prikazan na sliki 3.3.
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Slika 3.3: Primer neusmerjenega grafa dveh povezanih uporabnikov u in v
ter vseh njunih povezanih sosedov. Oznaka wuv predstavlja utezˇ povezave
med u in v, ki je simbolicˇno tudi predstavljena s sˇirino povezovalne cˇrte med
uporabnikoma. E(u→ v) predstavlja prenos energije od uporabnika u do v.
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Funkcija vpliva
Prvi faktor v funkciji prenosa energije je funkcija vpliva, predstavljena v
enacˇbi (3.7), kjer je d faktor sˇiritve, α je prenosna funkcija, E(u, k − 1) ter
E(v, k − 1) pa sta vrednosti energije uporabnikov u in v v iteraciji k − 1.
Prenosna funkcija α je funkcija, ki normalizira prenose energije med vozliˇscˇi
glede na sosesˇcˇino vozliˇscˇ v pripadajocˇem grafu socialnega omrezˇja. Izbira
metode normalizacije vpliva na natancˇnost napovedovanja zgrajenega mo-
dela. V osnovnem algoritmu SPA (enacˇba (3.8)) je α(u→ v) enaka razmerju
utezˇi povezave med uporabnikoma u in v ter vsoti vseh povezav oddajnega
uporabnika (uporabnik, ki energijo oddaja). Tu uvedemo splosˇno norma-
lizacijsko sosesˇcˇino oddajnega uporabnika Nt(u) in sosesˇcˇino sprejemnega
uporabnika Nr(v). Te sosesˇcˇine so lahko osamelci N0(u) = {u}, standardni
sosedi N1(u) = {u + omrezˇni sosedi 1. stopnje}, podgraf sosedov do druge
stopnje N2(u) = {u+ omrezˇni sosedi 1. in 2. stopnje} ali podgraf sosedov do
viˇsje stopnje. Tu bi lahko uporabili tudi klike.
i(u→ v, k) = dα(u→ v)(E(u, k − 1)− E(v, k − 1)) (3.7)
i(u→ v, k) = dα(u→ v)E(u, k − 1) (3.8)
Preliminarna analiza razlicˇnih variacij prenosnih funkcij na realnih po-
datkih je kot najboljˇso varianto dolocˇila razmerje med sˇtevilom dogodkov
med uporabnikoma u in v ter vsoto vseh dogodkov istih dveh uporabnikov
(enacˇba (3.9)). To prenosno funkcijo smo tudi uporabili v empiricˇnem delu
tega poglavja (poglavje 3.3).
α(u→ v) = w(u, v)∑
nu w(nu, u) +
∑
nv w(nv, v)− w(u, v)
(3.9)
Prenosna funkcija v osnovnem modelu SPA pravi, da je prenesena kolicˇina
energije odvisna od vrednosti energije oddajnega uporabnika u v prejˇsnji
iteraciji difuzije. Menimo, da to ni optimalna resˇitev, saj na primer, cˇe imata
tako u kot v pozitivno energijo (tj. negativno mnenje) v iteraciji k−1, povrhu
pa je E(u, k − 1) < E(v, k − 1), potem je na podlagi enacˇbe (3.8) uporabnik
u celo dodal dodatno pozitivno energijo uporabniku v, kljub temu da ima
uporabnik u manjˇso kolicˇino energije ter posledicˇno manjˇso naklonjenost k
odhodu kot pa uporabnik v. Zato menimo, da mora biti sˇirjenje energije med
uporabnikoma v iteraciji k odvisno od razlike energij med uporabnikoma
v prejˇsnji iteraciji, ne pa samo od absolutne vrednosti energije oddajnega
uporabnika.
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Druzˇbeni status
Drugi faktor v funkciji prenosa energije je funkcija druzˇbenega statusa, katere
vloga je transformacija mnenja (energije) v vpliv uporabnika. Obstaja vecˇ
mozˇnosti definiranja druzˇbenega statusa med uporabnikoma u in v. Ponudniki
storitev razpolagajo z veliko kolicˇino podatkov o uporabnikih (npr. demo-
grafski podatki, prometni podatki, podatki o placˇilni disciplini), ki jih lahko
uporabimo za dolocˇitev druzˇbenega statusa. Zˇal pa vsi ti podatki niso na voljo
za vse uporabnike. V primeru predplacˇniˇskih uporabnikov so navadno na voljo
samo prometni podatki (klici, SMS-sporocˇila, podatkovni promet). Cˇe torej
hocˇemo izracˇunati druzˇbeni status za kar najvecˇji krog uporabnikov, moramo
izpeljati enacˇbe za izracˇun druzˇbenega statusa iz podatkov, dostopnih za vse
uporabnike. Nasˇa definicija druzˇbenega statusa uporabnikov temelji samo na
klicnih podatkih med uporabniki.
Menimo, da lahko dolocˇimo druzˇbeni status uporabnikov z uposˇtevanjem
zgolj pomembnih klicev. Kljucˇni del je torej razlikovanje med pomembnimi in
nepomembnimi klici. Cene telefonskih klicev so navadno neposredno odvisne
od trajanja klicev. Predpostavljamo, da je povprecˇen klicatelj pripravljen
placˇati vecˇ za klic, cˇe je ta zanj pomemben. Posledicˇno obravnavamo daljˇse
klice kot pomembne. Po drugi strani pomembnost krajˇsih klicev ne more
biti definirana. Iz teh razlogov se osredotocˇimo samo na dolge (pomembne)
klice. Razloga za opravljanje dolgih klicev sta lahko: (1) klicatelj sprasˇuje
klicanega za nasvet ali (2) klicatelj klicˇe klicanega zaradi ohranjanja stika. V
obeh primerih klicatelj (uporabnik u) klicˇe osebo (uporabnik v), ki se mu zdi
pomembna in tudi uposˇteva njeno mnenje. Na ta nacˇin uporabnik u zviˇsuje
druzˇbeni status uporabnika v, socˇasno pa znizˇuje svoj druzˇbeni status.
Izracˇun druzˇbenega statusa, ki ga oznacˇimo z ss(u → v), definiramo
z enacˇbo (3.10), kjer nc(u → v, long) predstavlja sˇtevilo dolgih klicev od
uporabnika u do v, ter podobno nc(v → u, long) sˇtevilo dolgih klicev od
v do u. Cˇe obstaja povezava med uporabnikoma u in v brez enega samega
opravljenega dolgega klica med njima, potem dolocˇimo vrednost medsebojnega
druzˇbenega statusa kot ss(u→ v) = ss(v → u) = 1.
ss(u→ v) = nc(v → u, long)
nc(u→ v, long) (3.10)
Za namen dolocˇitve praga med dolgimi in krajˇsimi klici smo uporabili
vzorec priblizˇno 63 milijonov klicev iz tabele CDR ter jih klasificirali v tri
razrede: kratki klici, srednje dolgi klici in dolgi klici. Predpostavili smo enako
sˇtevilo klicev v vsaki od teh treh kategorij in na ta nacˇin dolocˇili prag med
razredi. Na sliki 3.4 je prikazan histogram dolzˇine klicev skupaj z dolocˇenima
mejama med kratkimi in srednje dolgimi klici (32 sekund) ter med srednje
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dolgimi in dolgimi klici (86 sekund). Ti mejni vrednosti smo tudi uporabili v
eksperimentalnem delu poglavja.


























Slika 3.4: Histogram trajanja klicev na podlagi realnih klicnih podatkov. Vsi
klici so klasificirani v tri skupine glede na dolzˇino trajanja klicev. Histogram
kazˇe tudi mejo med kratkimi in srednje dolgimi klici (32 sekund) ter sre-
dnje dolgimi in dolgimi klici (86 sekund). Pri racˇunanju druzˇbenega statusa
uposˇtevamo samo dolge klice.
Funkcija druzˇbenega statusa
Druzˇbeni status je definiran tako, da ima uporabnik v viˇsji druzˇbeni status kot
uporabnik u, cˇe je ss(u→ v) > 1, ter nizˇji druzˇbeni status, cˇe je ss(u→ v) < 1.
Cˇe je ss(u → v) = 1, potem imata u in v enak druzˇbeni status. Cˇe je
nc(v → u, long) nc(u→ v, long), potem je tudi ss(u→ v) 1, kar lahko
povzrocˇi divergiranje energije in posledicˇno neuspesˇno gradnjo difuzijskega
modela. Zato je treba uvesti funkcijo druzˇbenega statusa, ki navzgor omeji
vrednosti ss. Tu podamo zahteve za funkcijo druzˇbenega statusa f :
1. Iz ocˇitnih razlogov mora f biti zvezna in narasˇcˇajocˇa funkcija;
2. cˇe je ss(u→ v) = 0, potem je f(ss(u→ v)) = 0,
3. cˇe je ss(u→ v) = 1, potem je f(ss(u→ v)) = 1, in
4. cˇe je ss(u→ v) =∞, potem je f(ss(u→ v)) = 2.
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Na podlagi zgornjih zahtev izpeljemo funkcijo druzˇbenega statusa po
enacˇbi (3.11).
f(ss(u→ v)) = 41 + e−ss(u→v) − 2 (3.11)
Koncˇna enacˇba za izracˇun vrednosti energije uporabnika v v iteraciji k
je podana v (3.12), pri cˇemer je nova vrednost energije uporabnika v enaka
vsoti prenosov energije vseh njegovih sosedov ui in lastni vrednosti energije v
iteraciji k − 1. Pri osnovnem modelu SPA je veljal zakon o ohranitvi energije
oziroma bolj natancˇno: pri prenosu energije od uporabnika u do uporabnika v
se je energija uporabnika v povecˇala za e, energija uporabnika u pa zmanjˇsala
za e. To bi lahko razumeli kot spremembo mnenja uporabnika u zaradi vpliva
na uporabnika v. Mi ne vidimo pravega razloga za veljavnost tega zakona,
zato dovolimo spreminjanje kolicˇine celotne energije v omrezˇju oziroma ne
odsˇtevamo energije oddajnemu uporabniku.




dα(ui → v)f(ss(ui → v))(E(ui, k − 1)− E(v, k − 1)) (3.12)
Sˇtevilo iteracij in energijski prag
Osnovni algoritem SPA predvideva izvajanje iteracijskega postopka do kon-
vergence oziroma stabilnega stanja. Sˇtevilo izvedenih iteracij lahko razumemo
tudi kot sˇtevilo stopenj v grafu od izvora energije do mesta, kamor vpliv lahko
sezˇe. Menimo, da navadno uporabnikov vpliv sezˇe le do blizˇnjih uporabnikov
(najvecˇ nekaj stopenj stran v grafu) z najvecˇjim vplivom na njihove direktno
povezane sosede. To kazˇe tudi graf odhodov uporabnikov (slika 3.5) v odvisno-
sti od sˇtevila stopenj v grafu stran od najblizˇjega uporabnika, ki je nedavno
odsˇel h konkurenci. Na njem se jasno vidi vecˇji delezˇ odhodov neposredno
povezanih uporabnikov. Skupine uporabnikov, posredno povezanih do tistih,
ki so nedavno odsˇli, pa kazˇejo priblizˇno konstanten delezˇ odhodov, ne glede na
stopnjo povezave do odhajajocˇih. Iz tega sledi, da bi najboljˇsi model morali
dosecˇi po le nekaj izvedenih iteracijah, ko vpliv sezˇe le nekaj stopenj stran.
Poudariti je treba, da en korak v evoluciji difuzijskega modela pomeni eno
iteracijo v algoritmu, ne pomeni pa realnega cˇasovnega intervala. Evolucija
difuzijskega modela torej ne pomeni sˇirjenja energije v cˇasu.
Vrednosti energije po katerikoli koncˇani iteraciji lahko uporabimo kot
ocene verjetnosti odhodov. Z dolocˇitvijo energijskega praga T dodelimo vsem
uporabnikom z energijo nad T oznako bo odsˇel, ostalim pa oznako ne bo odsˇel.


















Slika 3.5: Delezˇ odhodov uporabnikov v odvisnosti od stopnje najblizˇje poveza-
nih nedavnih strank, ki so odsˇle. V skupini neposredno povezanih uporabnikov
(prva stopnja) je opazen bistveno vecˇji delezˇ odhodov.
Rezultate lahko ovrednotimo z ustreznimi merami, kot so mera F, krivulja
dviga ipd.
Dodatno bi lahko energijski prag T dolocˇili za vsakega uporabnika posebej
(T = T (u)). S pomocˇjo dodatnih klasicˇnih in omrezˇnih uporabniˇskih spremen-
ljivk ter primerne metode strojnega ucˇenja (npr. logisticˇna regresija) bi lahko
izdelali model, ki bi vsakemu uporabniku dodelil oceno verjetnosti odhoda.
Te ocene bi nato s preprosto preslikavo (npr. linearna) preslikali v vredno-
sti energijskih pragov T (u), ki bi jih uporabili za klasifikacijo uporabnikov
glede na energijo, pridobljeno z difuzijskim modelom. Taksˇna kombinacija
klasicˇnega modela skupaj z difuzijskim modelom bi predstavljala eno od
mozˇnosti hibridnega pristopa k napovedovanju odhodov uporabnikov. Hibri-
dne pristope sicer obravnavamo v poglavju 5 v tem delu. V tem poglavju
posplosˇimo energijski prag T kot neodvisnega od posameznih uporabnikov.
Optimalno sˇtevilo iteracij Kopt in optimalni energijski prag Topt lahko
dolocˇimo s pomocˇjo ustrezne ucˇne mnozˇice. Predpostavimo, da so vrednosti
teh dveh parametrov cˇasovno neodvisne in posledicˇno tudi aplikativne na
testni mnozˇici.
3.2.4 Napovedna shema difuzijskega modela TUSCPS
Difuzijski model zgradimo na podlagi grafa G povezanih uporabnikov, kjer pa
izvajalni cˇas gradnje modela eksponentno narasˇcˇa s povecˇevanjem sˇtevila upo-
rabnikov in s tem medsebojnih povezav. Iz tega sledi, da lahko na obicˇajnem
racˇunalniku zgradimo in ovrednotimo difuzijski model le na podgrafu z ome-
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jeno velikostjo. Cˇe za gradnjo difuzijskega modela uporabimo podgraf Gs ⊂ G
namesto celotnega grafa G, lahko pride do napake zaradi uporabnikov na
robu grafa, saj ignoriramo njihove povezave, ki segajo izven podgrafa Gs.
Racˇunanja energije uporabnikov na robu podgrafa torej ni smiselno izvesti.




















-   bo odšel 
-   ne bo odšel 
Slika 3.6: Primer podgrafa Gs ⊂ G uporabnikov (znotraj kroga), uposˇtevanih
pri gradnji difuzijskega modela. Zaradi ignoriranih uporabnikov zunaj pod-
grafa Gs (npr. uporabnikov u14, u15 in u16) lahko pride do napake pri napove-
dovanju izida, posebej pri uporabnikih, ki imajo vecˇ odrezanih povezav (npr.
pri uporabnikih u11, u12 in u13).
Zaradi te pomanjkljivosti predlagamo novo napovedno shemo difuzijskega
modela, ki jo imenujemo TUSCPS (angl. Targeted User Subset Churn Pre-
diction Scheme) in jo lahko uporabimo na poljubnem sˇtevilu uporabnikov. V
prvem koraku izberemo podmnozˇico uporabnikov S za ovrednotenje. Za vsa-
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kega uporabnika u iz S izdelamo graf omrezˇja vseh njegovih sosedov N(u, d)
do stopnje d in ga uporabimo za gradnjo difuzijskega modela v K iteracijah.
Vrednost K mora biti dovolj majhna zaradi omejene procesorske mocˇi in
dovolj velika, da uposˇtevamo vpliv uporabnikov K stopenj stran. Ustrezna
izbira parametra d (npr. d = 3) pa omeji velikost grafa, na katerem gradimo
difuzijski model, tako da se gradnja lahko izvaja na obicˇajnem racˇunalniku.
Zahtevnost gradnje difuzijskega modela okoli vsakega uporabnika torej ostaja
enaka O(exp(|N |)), kjer je |N | sˇtevilo uporabnikov v omrezˇju N(u, d), a je
navzgor omejena in s tem nadzorovana. Ob zakljucˇenem postopku gradnje
difuzijskega modela okoli uporabnika u vpiˇsemo koncˇno energijo uporabnika
u v tabelo vseh uporabnikov iz S. Postopek nato ponovimo za vse preostale
uporabnike iz S. Zahtevnost gradnje |S| difuzijskih modelov je tako line-
arna oziroma enaka O(|S|). Na koncu na podlagi ucˇne mnozˇice uporabnikov
dolocˇimo prag T , ki vsem uporabnikom z energijo nad T dodeli oznako bo
odsˇel, ostalim pa oznako ne bo odsˇel. Velika prednost tega pristopa je mozˇnost
paralelne gradnje difuzijskega modela in s tem racˇunanja energije uporabnikov
iz S, gradnja difuzijskega modela pa se lahko izvaja tudi na cenovno ugodnem
namiznem racˇunalniku namesto na super racˇunalniku. Dodatna prednost je
tudi mozˇnost izdelave difuzijskega modela za poljubno podmnozˇico uporabni-
kov, za katero ni nujno, da so uporabniki v njej povezani. Smiselno je izbrati
taksˇno podmnozˇico, ki ji zˇe po preliminarni analizi pripisujemo povecˇano
verjetnost odhoda, npr. omrezˇne sosede uporabnikov, ki so zˇe nedavno odsˇli,
ali pa nezadovoljne uporabnike, ki so nedavno klicali na klicni center za pomocˇ
uporabnikom.
3.3 Eksperimentalni del
V tem razdelku so predstavljeni eksperimentalni rezultati difuzijskih modelov,
ki so osnovani na podlagi izboljˇsav iz razdelka 3.2.
3.3.1 Podatki
Za izvedbo eksperimentov smo uporabili del podatkov, opisanih v poglavju 2.
S pomocˇjo zapisov tabele CDR za julij 2012 smo zgradili neusmerjen graf
socialnega omrezˇja uporabnikov, pri cˇemer so povezave med njimi predstavljale
komunikacijo med uporabniki v omenjenem mesecu. Graf je vseboval 465
tisocˇ vozliˇscˇ (uporabnikov) ter 2,2 milijona povezav. Kot vir informacij o
odhodih uporabnikov smo uporabili tabelo MNP-prenosov za mesece avgust,
september in oktober 2012. Odhode v avgustu in septembru smo uporabili za
ucˇenje, odhode v oktobru pa za ovrednotenje modelov.
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3.3.2 Postopek ovrednotenja modelov
Za ovrednotenje difuzijskih modelov smo uporabili mero F [32], ki je sposobna
premostiti problem neuravnovesˇenih podatkov, kot je v primeru napovedovanja
odhodov. Eksperimentalni del tega poglavja je razdeljen v dve fazi. Cilj
prve faze je dolocˇitev optimalne kombinacije vrednosti energijskega praga
in sˇtevila potrebnih iteracij, s katerima dosezˇemo najvecˇjo vrednost mere F.
Po vsaki iteraciji difuzijskega procesa so energije uporabnikov porazdeljene
na intervalu [Emin(k), Emax(k)]. Iz tega intervala dolocˇimo tak energijski
prag Topt(k), da dosezˇemo najvecˇjo vrednost mere F v posamezni iteraciji k,
kar oznacˇimo s F (k). Vrednost mere F izracˇunamo s pomocˇjo podatkov o
dejanskih odhodih uporabnikov s cˇasovnega intervala Ie (glejte sliko 3.2). Po
koncˇanem difuzijskem procesu dolocˇimo optimalno izbiro praga Topt in iteracije
Kopt, kjer smo dosegli najvecˇjo vrednost mere F, torej Ftop = max(F (k)).
Ftop predstavlja zgornjo mejo zmogljivosti modela, ki se jim realni scenariji
poskusˇajo priblizˇati. Par Topt in Kopt nato uporabimo v drugi fazi eksperimenta,
kjer ovrednotimo razlicˇne difuzijske modele s pomocˇjo mere F ter krivulje
dviga. Tudi v drugi fazi poiˇscˇemo vrednosti Ftop in jih primerjamo z merami F,
dosezˇenimi s pomocˇjo parametrov Topt in Kopt iz prve faze. Difuzijski proces
v nasˇem eksperimentu poganjamo najvecˇ 30 iteracij.
3.3.3 Eksperiment
S pomocˇjo grafa socialnega omrezˇja in podatkov o odhodih smo testirali sˇtiri
difuzijske modele:
1. difuzijski model SPA (z uporabo osnovnih zacˇetnih vrednosti),
2. difuzijski model SPA (z uporabo zacˇetnih vrednost na podlagi klik),
3. difuzijski model SSA-SPA (z uporabo osnovnih zacˇetnih vrednosti) in
4. difuzijski model SSA-SPA (z uporabo zacˇetnih vrednost na podlagi
klik).
Difuzijski model SPA je izvedba modela, ki so ga predlagali Dasgupta in
ostali [1]. Drugi model je identicˇen prvemu, s to razliko, da ta model uporablja
zacˇetne vrednosti na osnovi klik (glejte razdelek 3.2.2). Tretji in cˇetrti model
pa sta difuzijska modela SSA-SPA (glejte razdelek 3.2.3), pri cˇemer tretji
model uporablja osnovne zacˇetne vrednosti, cˇetrti pa zacˇetne vrednosti na
osnovi klik.
Vse algoritme smo razvili v programskem okolju Matlab in jih izvajali na
standardnem namiznem racˇunalniku (4-jedrni procesor 2,4 GHz, 4 GB delov-
nega spomina). Analiza racˇunske zahtevnosti algoritmov je identificirala ozko
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grlo v racˇunanju klik. Cˇas izvajanja te funkcije namrecˇ narasˇcˇa eksponentno
s sˇtevilom povezav v grafu. Iskanje klik se je izvedlo v razumnem cˇasu (pod 5
minutami), cˇe je bilo v grafu manj kot 17.000 povezav.
Eksperiment smo izvedli v dveh fazah. V prvi fazi smo izvedli ucˇenje
difuzijskih modelov, s katerim smo za vsakega dolocˇili optimalno kombinacijo
energijskega praga Topt1 in iteracije Kopt1. Te vrednosti smo nato uporabili v
drugi fazi eksperimenta, v kateri smo difuzijske modele ovrednotili.
Faza 1: Iskanje optimalnega energijskega praga in optimalnega
sˇtevila iteracij
V prvi fazi eksperimenta smo na predhodno definirani mnozˇici podatkov
zgradili vse sˇtiri izvedbe difuzijskih modelov, in sicer z namenom dolocˇitve
optimalnega energijskega praga Topt1 ter optimalne iteracije Kopt1 za vsak
model. Mnozˇico smo zgradili po naslednjem postopku:
1. Vse uporabnike, ki so zapustili ponudnika storitev v cˇasu Ie (glejte
sliko 3.2), smo razvrstili po pojemajocˇem sˇtevilu sosedov, ki so tudi
zapustili ponudnika storitev, ter po narasˇcˇajocˇem sˇtevilu vseh sosedov
v grafu socialnega omrezˇja.
2. Prvih 10 uporabnikov v tem vrstnem redu smo dolocˇili kot jedro ekspe-
rimentalnega grafa G.
3. Grafu G smo dodali vse omrezˇne sosede teh 10 uporabnikov do vkljucˇno
tretje stopnje povezav.
4. Vozliˇscˇa smo povezali z neusmerjenimi povezavami, ki smo jih obtezˇili
s sˇtevilom mobilnih dogodkov med uporabniki (sˇtevilo klicev in SMS-
sporocˇil). Minimalni pogoj za povezavo je bil vsaj pet mobilnih dogodkov
med dvema uporabnikoma na mesec in vsaj en mobilni dogodek v vsako
smer.
Koncˇni graf G je vseboval 4.238 vozliˇscˇ in 5.471 povezav. Med temi
uporabniki je bilo 59 taksˇnih, ki so ponudnika storitev zapustili v ucˇnem
intervalu It (izvor odhodov), 31 uporabnikov pa je bilo taksˇnih, ki so odsˇli v
intervalu za ovrednotenje Ie (glejte sliko 3.2). To so tudi uporabniki, ki jih
modeli poskusˇajo napovedati.
Za izvedbo predlaganega difuzijskega modela SSA-SPA je treba dolocˇiti
minimalno dolzˇino klicev, da jih uposˇtevamo kot dolge (kot je opisano v
razdelku 3.2.3). S pomocˇjo histograma vseh klicev (glejte sliko 3.4) iz tabele
CDR smo dolocˇili mejo med srednje dolgimi in dolgimi klici pri 86 sekundah.
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To vrednost smo uporabili kot parameter v funkciji druzˇbenega statusa. Tako
pri difuzijskem modelu SPA kot tudi pri modelu SSA-SPA smo uporabili
isto vrednost difuzijskega faktorja d = 0,7. Preliminarno testiranje razlicˇnih
vrednosti parametra d je pokazalo, da so vrednosti d pod 0,7 (do sˇe vedno
smiselne vrednosti d = 0,5) pomenile priblizˇno enako zmogljivost modela, le
da je bilo potrebnih vecˇ iteracij za tak rezultat. Po drugi strani pa so vrednosti
d nad 0,7 pomenile nekoliko boljˇse rezultate, a so bili ti zelo nekonsistentni
v zaporednih iteracijskih korakih. Vrednost d = 0,7 je tako predstavljala
kompromis med obema skrajnostma. Podobno vrednost za d so kot optimalno


























osnovna z. e. + SPA
klike + SPA
osnovna z. e. + SSA-SPA
klike + SSA-SPA
Slika 3.7: Najvecˇje vrednosti mere F po vsaki iteraciji za vsakega od sˇtirih
difuzijskih modelov v prvi fazi eksperimenta. Z grafa je razvidno, da je
najboljˇsi rezultat dosezˇen s pomocˇjo difuzijskega modela SSA-SPA z zacˇetnimi
vrednostmi na podlagi klik, kar je tudi nasˇ predlagani pristop.
Optimalno kombinacijo energijskega praga Topt1 in iteracije Kopt1 smo
dolocˇili s pomocˇjo postopka za ovrednotenje modelov, opisanega v raz-
delku 3.3.2. Na sliki 3.7 je prikazan graf najvecˇjih vrednosti mere F vsakega
od sˇtirih difuzijskih modelov v odvisnosti od sˇtevila iteracij k. Vrednosti Ftop,
oziroma najvecˇje izmed najvecˇjih vrednosti mer F skupaj s pripadajocˇima
parametroma Kopt1 ter Topt1 za vsak model, prikazuje tabela 3.1. Te vrednosti
parametrov Kopt1 in Topt1 nato uporabimo v drugi fazi eksperimenta. Treba
je poudariti sˇe, da vrednosti Ftop pomenijo zgornjo performancˇno mejo, ki jo
model lahko dosezˇe. V realnih scenarijih se tem vrednostim skusˇamo cˇim bolj
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priblizˇati. Vrednost Ftop tu ne pomeni najvecˇje teoreticˇne vrednosti mere F
(F = 1), ampak najvecˇjo prakticˇno vrednost mere F, ki jo lahko dosezˇemo
ob optimalni izbiri parametrov K in T glede na dane podatke ter uporabljen
difuzijski model.
Tabela 3.1: Vrednosti Ftop za razlicˇne difuzijske modele, dosezˇene s pomocˇjo
energijskega praga Topt1 v iteraciji Kopt1.
Zacˇ. vrednosti Dif. alg. Kopt1 Topt1 Ftop
osnovne SPA 2 0,16 0,182
klike SPA 2 0,02 0,293
osnovne SSA-SPA 10 0,32 0,255
klike SSA-SPA 3 0,04 0,372
Analiza obcˇutljivosti rezultatov
Na tem mestu se pojavi vprasˇanje glede obcˇutljivosti rezultatov na spremembe
naslednjih parametrov: (1) sˇtevilo uporabnikov, ki jih uporabimo kot jedro
grafa G (uporabili smo jih 10), (2) minimalno sˇtevilo mobilnih dogodkov
za povezavo med uporabnikoma, (3) meje dolzˇine klicev med srednje dol-
gimi in dolgimi klici. Da bi odgovorili na to vprasˇanje, smo opravili analizo
obcˇutljivosti modelov s postopkom eden naenkrat [53]. To pomeni, da smo
opazovali izhodne parametre (Topt1, Kopt1 in Ftop) ob spreminjanju izbranega
parametra, medtem ko smo ostale parametre pustili na privzeti vrednosti.
Tabela 3.2 prikazuje rezultate ovrednotenja sˇtirih difuzijskih modelov pri
razlicˇnem sˇtevilu uporabnikov, uporabljenih kot jedro grafa G. Vecˇje kot je
jedro grafa, vecˇji je tudi koncˇni graf G, zato je pricˇakovati nekaj variance v
rezultatih. Kljub temu pa se vrednosti Topt1 in Kopt1 komaj kaj spreminjajo.
Nekaj variance je opaziti pri Ftop, a vrstni red difuzijskih modelov glede na
vrednost Ftop vseeno ostaja enak.
Tabela 3.3 predstavlja rezultate ovrednotenja sˇtirih difuzijskih modelov
pri razlicˇnem minimalnem sˇtevilu mobilnih dogodkov v enem mesecu, ki jih
potrebujemo, da dolocˇimo povezavo med uporabnikoma. Opazimo lahko, da
vecˇje minimalno sˇtevilo mobilnih dogodkov razredcˇi graf, saj je tako pogoj za
dolocˇitev povezave strozˇji. Posledicˇno je spremenjen tudi sam proces sˇirjenja
energije, tako da lahko optimalne vrednosti Topt1 in Kopt1 obcˇutno variirajo.
Kljub temu pa razmerje mocˇi med difuzijskimi modeli glede na Ftop ponovno
ostaja enako.
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Tabela 3.2: Analiza obcˇutljivosti sˇtirih difuzijskih modelov v odvisnosti od
sˇtevila uporabnikov, ki jih uporabimo kot jedro grafa G.
Jedro
grafa
Graf osn. + SPA klike + SPA
n c Topt1 Kopt1 Ftop Topt1 Kopt1 Ftop
8 3738 4977 0,49 2 0,182 0,02 2 0,278
9 3962 5196 0,16 2 0,173 0,02 2 0,308
10 4238 5471 0,16 2 0,182 0,02 2 0,293
11 5669 7449 0,16 2 0,190 0,02 2 0,304
12 6220 8358 0,16 2 0,182 0,02 2 0,269
13 8268 11784 0,16 2 0,154 0,02 2 0,226
Jedro
grafa
Graf osn. + SSA-SPA klike + SSA-SPA
n c Topt1 Kopt1 Ftop Topt1 Kopt1 Ftop
8 3738 4977 0,32 10 0,250 0,04 3 0,343
9 3962 5196 0,32 10 0,267 0,04 3 0,359
10 4238 5471 0,32 10 0,255 0,37 3 0,372
11 5669 7449 0,32 10 0,275 0,04 3 0,383
12 6220 8358 0,31 9 0,237 0,04 3 0,327
13 8268 11784 0,31 9 0,200 0,08 5 0,271
Tabela 3.4 pa prikazuje rezultate ovrednotenja modelov pri razlicˇnih vre-
dnostih meje v dolzˇini med srednje dolgimi in dolgimi klici. Ta parameter
nastopa v enacˇbi za izracˇun druzˇbenega statusa uporabnikov. Ta spremen-
ljivka torej ne vpliva na modela, ki uporabljata difuzijski algoritem SPA, saj
tam druzˇbenega statusa ne racˇunamo. Tako kot pri ovrednotenju rezultatov
pri spreminjanju minimalnega sˇtevila mobilnih dogodkov za povezavo med
uporabnikoma tudi tukaj vrednosti Topt1 in Kopt1 obcˇutno variirajo, medtem
ko se razmerje mocˇi med difuzijskimi modeli v smislu Ftop ne spreminja. Prav
tako so vrednosti Ftop dokaj stabilne, saj so v nasˇem poskusu variirale za
najvecˇ 12 % glede na privzeto vrednost.
Analiza obcˇutljivosti je torej pokazala, da obravnavani vhodni parametri
imajo vpliv na vrednost parametrov Topt1, Kopt1 in Ftop, vendar pa ta vpliv ni
dovolj velik, da bi spremenil vrstni red difuzijskih modelov glede na mero F,
ki jo tudi uporabimo za ovrednotenje modelov.
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Tabela 3.3: Analiza obcˇutljivosti sˇtirih difuzijskih modelov v odvisnosti od
minimalnega sˇtevila mobilnih dogodkov za povezavo med uporabnikoma.
nklicev
Graf osn. + SPA klike + SPA
n c Topt1 Kopt1 Ftop Topt1 Kopt1 Ftop
3 4829 6957 0,11 1 0,148 -0,14 1 0,220
4 4493 6116 0,15 2 0,163 0,01 0 0,235
5 4238 5471 0,16 2 0,182 0,02 2 0,293
6 3994 4945 0,20 3 0,184 0,03 2 0,308
7 3794 4525 0,11 1 0,184 0,02 5 0,270
nklicev
Graf osn. + SSA-SPA klike + SSA-SPA
n c Topt1 Kopt1 Ftop Topt1 Kopt1 Ftop
3 4829 6957 0,29 8 0,222 0,08 2 0,311
4 4493 6116 0,31 11 0,235 0,11 2 0,300
5 4238 5471 0,32 10 0,255 0,37 3 0,372
6 3994 4945 0,32 10 0,261 0,18 11 0,389
7 3794 4525 0,28 7 0,255 0,07 5 0,343
Faza 2: Ovrednotenje difuzijskih modelov na omrezˇnih sosedih upo-
rabnikov, ki so ponudnika nedavno zapustili
V drugi fazi eksperimenta smo ovrednotili in primerjali rezultate vseh sˇtirih
izpeljank difuzijskih modelov. Modele smo zgradili s pomocˇjo optimalnega
energijskega praga Topt1 in optimalnega sˇtevila iteracij Kopt1, ki smo ju dobili
v prvi fazi, ter napovedne sheme TUSCPS, opisane v razdelku 3.2.4. Mnozˇica
podatkov, ki smo jo uporabili, je vkljucˇevala vse rezidencˇne narocˇnike, nepo-
sredno povezane z uporabniki, ki so ponudnika storitev zapustili v avgustu
ali septembru 2012. Rezultate smo ovrednotili s podatki o odhodih v oktobru
2012. Podatkovna mnozˇica je vkljucˇevala 9.958 uporabnikov, med katerimi
jih je v oktobru 107 dejansko menjalo ponudnika storitev. To so uporabniki,
ki so jih nasˇi modeli poskusili napovedati. Modele smo ovrednotili z mero
F in s krivuljo dviga. Gradnja socialnega omrezˇja in difuzijskega modela
za vsakega uporabnika je na standardnem racˇunalniku trajala povprecˇno
25 sekund, kar pomeni, da se je celoten eksperiment za 9.958 uporabnikov
izvajal priblizˇno 70 ur (serijsko procesiranje). Kot smo zˇe omenili, bi lahko s
paralelnimi metodami procesiranja ta cˇas mocˇno zmanjˇsali.
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Tabela 3.4: Analiza obcˇutljivosti sˇtirih difuzijskih modelov v odvisnosti od
meje dolzˇine klicev med srednje dolgimi in dolgimi klici.
dklicev [s]
Graf osn.+SPA klike+SPA
n c Topt1 Kopt1 Ftop Topt1 Kopt1 Ftop
60 4238 5471 0,16 2 0,182 0,02 2 0,293
70 4238 5471 0,16 2 0,182 0,02 2 0,293
80 4238 5471 0,16 2 0,182 0,02 2 0,293
86 4238 5471 0,16 2 0,182 0,02 2 0,293
90 4238 5471 0,16 2 0,182 0,02 2 0,293
100 4238 5471 0,16 2 0,182 0,02 2 0,293
110 4238 5471 0,16 2 0,182 0,02 2 0,293
120 4238 5471 0,16 2 0,182 0,02 2 0,293
dklicev [s]
Graf osn.+SSA-SPA klike+SSA-SPA
n c Topt1 Kopt1 Ftop Topt1 Kopt1 Ftop
60 4238 5471 0,21 6 0,259 0,10 11 0,350
70 4238 5471 0,14 4 0,242 0,06 3 0,333
80 4238 5471 0,26 8 0,255 0,12 13 0,359
86 4238 5471 0,32 10 0,255 0,04 3 0,372
90 4238 5471 0,31 10 0,255 0,05 4 0,372
100 4238 5471 0,33 7 0,286 0,06 3 0,381
110 4238 5471 0,31 6 0,255 0,11 4 0,368
120 4238 5471 0,24 5 0,235 0,05 3 0,333
Tabela 3.5 prikazuje komponente matrik razvrsˇcˇanja za vsakega od difuzij-
skih modelov, pri katerem kot pozitiven izid uposˇtevamo odhod uporabnika.
Komponente matrike razvrsˇcˇanja so:
• pravilno pozitivni primeri – angl. true positive (TP),
• pravilno negativni primeri – angl. true negative (TN ),
• napacˇno negativni primeri – angl. false negative (FN ) in
• napacˇno pozitivni primeri – angl. false positive (FP).
Komponente matrik razvrsˇcˇanja smo izracˇunali s pomocˇjo energijskega
praga T v iteraciji K difuzijskega procesa, nato pa jih uporabili za izracˇun
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Tabela 3.5: Rezultati ovrednotenja druge faze eksperimenta. Vsakega od
sˇtirih difuzijskih modelov smo zgradili s pomocˇjo energijskega praga Topt1 po
Kopt1 iteracijah difuzijskega procesa. Podatkovna mnozˇica za gradnjo modela
je obsegala 9.958 sosedov uporabnikov, ki so nedavno zapustili ponudnika
storitev. Rezultati so ovrednoteni s pomocˇjo komponent matrike razvrsˇcˇanja,
natancˇnosti P , priklica R in mere F.
Zacˇ. vr. Dif. alg. Kopt1 Topt1 TN FN FP TP P R F
osnovne SPA 2 0,16 7381 61 2470 46 0,018 0,43 0,035
klike SPA 2 0,02 9541 92 310 15 0,046 0,14 0,069
osnovne SSA-SPA 10 0,32 9098 87 753 20 0,026 0,19 0,045
klike SSA-SPA 3 0,04 9436 86 415 21 0,048 0,20 0,077
natancˇnosti (angl. precision), priklica (angl. recall) in mere F [32]. Za namen
preverjanja, ali je bila izbira parametrov T in K prava, smo na sliki 3.8 izrisali
sˇe graf najvecˇjih mer F v vsaki izvedeni iteraciji. Vrednosti mer F, dosezˇenih
z uporabo vrednosti parametrov Kopt1 in Topt1 iz faze 1, smo v tabeli 3.6 sˇe
primerjali z vrednostmi Ftop z uporabo Kopt2 in Topt2.
Tabela 3.6: Primerjava mer F, dosezˇenih s predhodno dolocˇenimi vrednostmi
energijskega praga Topt1 v iteraciji Kopt1, z vrednostmi Ftop, dosezˇenimi s
pomocˇjo optimalnega para Topt2 in Kopt2. Rezultati kazˇejo, da se optimalnemu
rezultatu najbolj priblizˇa difuzijski algoritem SSA-SPA z zacˇetnimi vrednostmi
na podlagi klik.
Zacˇ. vr. Dif. alg. Uporabljeni param. Najboljˇsi param. FFtop [%]
Kopt1 Topt1 F Kopt2 Topt2 Ftop
osnovne SPA 2 0,16 0,035 5 0,37 0,069 51
klike SPA 2 0,02 0,069 5 0,01 0,098 70
osnovne SSA-SPA 10 0,32 0,045 3 0,46 0,056 80
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Slika 3.8: Najvecˇje vrednosti mere F po vsaki iteraciji vsakega od sˇtirih
difuzijskim modelov v fazi 2. Graf razkrije, da bi najboljˇsi rezultat lahko
dosegli z osnovnim algoritmom SPA z uporabo zacˇetnih vrednost na osnovi
klik ob uporabi optimalne vrednosti energijskega praga Topt2 in koraka iteracije
Kopt2. V realnem scenariju pa najboljˇsi rezultat dosezˇemo z uporabo SSA-SPA
in zacˇetnih vrednost na osnovi klik (glejte tabelo 3.6).
3.4 Razprava
Prva faza eksperimenta je bila izvedena z namenom dolocˇitve optimalne
kombinacije energijskega praga Topt1 in iteracijskega koraka Kopt1, s katero
smo dosegli najvecˇjo vrednost mere F, oznacˇeno kot Ftop. Trije od sˇtirih
modelov so dosegli Ftop zˇe v prvih treh iteracijah, kar potrjuje nasˇo hipotezo,
da vpliv za menjavo ponudnika storitev ne potuje dlje, kot le nekaj stopenj
povezave.
Pridobljene vrednosti energijskih pragov in pripadajocˇih iteracij smo
uporabili v drugi fazi eksperimenta, ko smo difuzijske modele ovrednotili.
Primerjava mer F v tabeli 3.5 kazˇe, da so vsi trije izvedeni modeli iz tega
poglavja prekasˇali osnovi difuzijski model SPA. Najboljˇsi rezultat je dosegel
model SSA-SPA v kombinaciji z zacˇetnimi vrednostmi, izracˇunanimi na
podlagi klik. Pri tem je osnovni model SPA presegel za kar 120 % glede na
vrednosti mer F (0,077−0,0350,035 ). Z namenom preverjanja, kako blizu vrednostim
Ftop so se nasˇi modeli priblizˇali, je na sliki 3.8 prikazan graf najvecˇje mere F
v vsaki iteraciji k. Z grafa je razvidno, da najvecˇja mera F ni dosezˇena v isti
iteraciji kot v prvi fazi eksperimenta. Zato v tabeli 3.6 primerjamo mere F, ki
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smo jih dosegli s parametri Topt1 in Kopt1 iz prve faze, z vrednostmi Ftop, ki
bi jih lahko dosegli ob uporabi optimalnih parametrov Topt2 in Kopt2. Tu torej
primerjamo vrednosti iz realnega scenarija z najboljˇsimi vrednostmi, ki bi
jih tu lahko dosegli. Zadnji stolpec v tabeli 3.6 tako prikazuje razmerje med
dobljeno mero F in Ftop. Najboljˇse razmerje je ponovno dosegel model SSA-
SPA z zacˇetnimi vrednostmi na podlagi klik, in sicer kar 89 %. Kljub temu
pa bi najboljˇsi rezultat ob uporabi prave kombinacije energijskega praga in
sˇtevila iteracij dosegli z osnovnim difuzijskim modelom SPA skupaj z zacˇetnimi
vrednostmi na podlagi klik. V primerjavi s prvo fazo, v kateri smo analizirali
uporabnike iz povezane komponente grafa G, smo tukaj analizirali zelo razlicˇne
uporabnike iz razlicˇnih delov omrezˇja. Z namenom izboljˇsanja rezultata bi
lahko te uporabnike nadaljnje razdelili v homogene skupine uporabnikov in
jih ovrednotili vsako posebej. S tem pristopom bi lahko tudi dolocˇili, kateri
difuzijski model je bolj primeren za dolocˇen segment uporabnikov.
Na sliki 3.8 je mogocˇe opaziti, da smo modele ovrednotili tudi pred
uporabo difuzijskega algoritma oziroma pri iteraciji 0. Na tem mestu smo kot
ocene verjetnosti odhoda uporabili kar zacˇetne vrednosti modela in z njimi
izracˇunali najvecˇje vrednosti mere F. Vrednosti mer F, pridobljenih iz zacˇetnih
vrednosti na podlagi klik, so zˇe primerljive z najvecˇjimi vrednostmi mer F
obeh difuzijskih modelov, ki uporabljata osnovne zacˇetne vrednosti. Iz tega
sledi, da lahko uporabimo tudi zacˇetne vrednosti na podlagi klik kot ocene
verjetnosti za odhod. S tem dobimo bistveno preprostejˇsi, a sˇe vedno dovolj
ucˇinkovit model za napovedovanje odhodov. Za dosego boljˇsega rezultata pa
sˇe vedno potrebujemo izvedbo difuzijskega algoritma.
Tabeli 3.5 in 3.6 razkrivata dokaj nizke vrednosti mer F, kar je posledica
velikega sˇtevila zvestih uporabnikov, dolocˇenih kot uporabniki v odhajanju
(visoko sˇtevilo FP-jev). To posledicˇno pomeni tudi nizko natancˇnost. Glavni
razlog za to vidimo v tem, da obstaja mnogo razlicˇnih razlogov za odhode
strank, medtem ko difuzijski modeli pojasnjujejo le tisti del uporabnikov, ki
ponudnika storitev zapustijo zaradi druzˇbenega vpliva. Z namenom boljˇsega
razumevanja prave vrednosti modela na sliki 3.9 prikazujemo krivuljo dviga
za vsakega od sˇtirih ovrednotenih difuzijski modelov. Stolpci v diagramu
prikazujejo faktor (dvig), za katerega vsak od sˇtirih modelov prekasˇa nakljucˇno
dolocˇitev odhodov. Dober klasifikator pomeni visoko vrednost dviga, ko
izberemo le majhen delezˇ uporabnikov. Zato tu primerjamo dvig samo v
petem percentilu s slike 3.9. Tudi tu lahko vidimo, da najboljˇsi rezultat
dosezˇe model SSA-SPA z zacˇetnimi vrednostmi na podlagi klik, in sicer z
dvigom 4,1. Ta rezultat pomeni, da cˇe si lahko ponudnik storitev privosˇcˇi
ponuditi spodbude z namenom zadrzˇevanja uporabnikov le petim odstotkom
uporabnikov, bi z nasˇim modelom uspesˇno naslovil 5 %× 4,1 = 20,5 % vseh
uporabnikov, ki bi sicer v prihodnje odsˇli stran. Z modelom SPA z zacˇetnimi
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vrednostmi na podlagi klik bi naslovili 5 %× 3,0 = 15 % vseh odhajajocˇih
uporabnikov, z modelom SSA-SPA z osnovnimi zacˇetnimi vrednostmi pa
5 %× 2,2 = 11 % odhajajocˇih uporabnikov. S pomocˇjo osnovnega difuzijskega
modela SPA pa bi naslovili le 5 %×1,9 = 9,5 % uporabnikov, ki bi v prihodnje
odsˇli stran. Rezultati jasno kazˇejo, da vsi trije difuzijski modeli s predlaganimi
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Slika 3.9: Vrednosti dviga sˇtirih difuzijskih modelov v 5., 10., 15., . . . , 100.
percentilu.
3.5 Zakljucˇek
V tem poglavju predlagamo nov difuzijski model za napovedovanje odhodov
uporabnikov telekomunikacijskih ponudnikov storitev. Novosti nasˇega pri-
stopa so vkljucˇevanje elementov socialnih znanosti iz psihologije v difuzijski
algoritem sˇirjenja energije. Izboljˇsave difuzijskega modela vkljucˇujejo modi-
fikacije v dolocˇanju zacˇetne energije uporabnikov s pomocˇjo sociometricˇne
teorije klik in vkljucˇevanje teorije druzˇbenega statusa v sam algoritem sˇirjenja
energije. Dodatno predlagamo sˇe novo napovedno shemo difuzijskega mo-
dela TUSCPS, ki omogocˇa gradnjo difuzijskega modela za poljubno mnozˇico
uporabnikov z omejeno uporabo procesorske mocˇi. Ta pristop ponuja tudi
mozˇnost paralelnega procesiranja.
Za ovrednotenje predlaganih modifikacij difuzijskega modela v realnem
kontekstu smo pridobili in uporabili podatke enega od evropskih ponudni-
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kov storitev. Modeli, predlagani v tem poglavju, so dosegli obcˇutno boljˇse
napovedne rezultate v primerjavi z osnovnim difuzijskim modelom. Modele
smo ovrednotili z uporabo mere F in s pomocˇjo krivulje dviga. V podatkovni
mnozˇici priblizˇno 10.000 omrezˇnih sosedov uporabnikov, ki so nedavno za-
pustili ponudnika storitev, je nasˇ predlagani model uspesˇno nasˇel vecˇ kot
20 % uporabnikov v odhajanju med le 5 % uporabnikov, ki so glede na model
imeli najviˇsjo oceno verjetnosti za odhod. Osnovni difuzijski model SPA je v
enakem sˇtevilu uporabnikov uspesˇno nasˇel le 9,5 % uporabnikov v odhajanju.
Kljub vsemu pa sˇe vedno obstajajo mozˇnosti za izboljˇsave. Zacˇetne vre-
dnosti na podlagi klik smo racˇunali kot vsoto treh razlicˇnih prispevkov k
zacˇetni energiji brez obtezˇitve posameznih prispevkov. Z ustrezno obtezˇitvijo
bi tako lahko dosegli sˇe boljˇse rezultate.
V drugi fazi eksperimenta smo predlagane difuzijske modele ovrednotili
na tocˇno dolocˇeni mnozˇici uporabnikov S, ki so bili neposredno povezani z
uporabniki, ki so pred kratkim zapustili ponudnika storitev. Ovrednotiti pa
je mogocˇe tudi drug ciljni nabor homogenih uporabnikov, kot na primer le
uporabnike paketov za mlade, paketov za seniorje, ali pa uporabnike, ki zˇivijo
na istem geografskem podrocˇju.
Cˇas izvajanja druge faze eksperimenta, ki smo ga izvajali na priblizˇno 10
tisocˇ uporabnikih, je znasˇal priblizˇno 70 ur, kar je relativno dolgo. Vendar
pa je treba uposˇtevati, da smo tu za vsakega uporabnika iz S zgradili vse
sˇtiri obravnavane difuzijske modele do vkljucˇno 15. iteracije. V produkciji
bi uporabili le najboljˇsi pristop z optimalnim sˇtevilom iteracij (na primer
SSA-SPA in tri iteracije izvajanja, glede na tabelo 3.6), kar bi lahko tudi do
desetkrat pohitrilo cˇas izvajanja. Dodatno pa bi lahko izvajanje sˇe pohitrili
z uporabo paralelnega procesiranja, saj so gradnje difuzijskih modelov za





4.1 Uvod . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1.1 Postavitev problema . . . . . . . . . . . . . . . . . 53
4.1.2 Predlagana resˇitev . . . . . . . . . . . . . . . . . . 53
4.2 Materiali in metode . . . . . . . . . . . . . . . . . 53
4.2.1 Podatki . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.2 WGT-model vpliva na odhode . . . . . . . . . . . 54
4.2.3 Kandidati za kazalnike vpliva za odhod strank . . 59
4.2.4 Ovrednotenje kazalnikov vpliva na odhod . . . . . 61
4.2.5 Prileganje napovednega modela vpliva na odhode . 63
4.3 Rezultati . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.1 Ovrednotenje spremenljivk z linearno regresijo . . 64
4.3.2 Ovrednotenje spremenljivk z nelinearno regresijo . 67
4.3.3 Rezultati klasifikacije . . . . . . . . . . . . . . . . 67
4.4 Zakljucˇek . . . . . . . . . . . . . . . . . . . . . . . 68
4.1 Uvod
Klasifikacijski modeli, ki napovedujejo odhode uporabnikov h konkurenci,
vsakemu uporabniku dodelijo oceno verjetnosti za odhod. Ponudnik storitev
nato nad dolocˇenim delezˇem uporabnikov z najviˇsjo oceno verjetnosti (navadno
med 0,1 % in 10 % [7]) izvede dolocˇene ukrepe, ki bi te uporabnike prepricˇali, da
ostanejo pri obstojecˇemu ponudniku storitev. Primeri teh ukrepov so ponudba
dodatnih kolicˇin minut pogovorov, SMS-sporocˇil ali enot prenosa podatkov,
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brezplacˇen vklop dolocˇene storitve, priprava cenejˇsega paketa in podobno.
Vsi uporabniki pa nimajo enake vrednosti za ponudnika storitev, zato ta
tudi ne more obravnavati enako vseh uporabnikov, za katere smo napovedali
odhod. Najbolj intuitiven nacˇin razvrsˇcˇanja uporabnikov po vrednosti podjetju
je preko povprecˇnega prihodka, ki ga posamezna stranka naredi podjetju.
Pomemben faktor za dolocˇanje vrednosti uporabnika podjetju pa je tudi
vpliv tega uporabnika na druge uporabnike. Vpliven uporabnik, tudi tak
z nizˇjim financˇnim doprinosom podjetju, namrecˇ lahko s svojim odhodom
povzrocˇi verizˇno reakcijo odhodov v njegovem socialnem omrezˇju. Cˇe takega
uporabnika uspesˇno zadrzˇimo in s tem preprecˇimo tudi odhode uporabnikov
iz njegovega socialnega omrezˇja, lahko prihranimo bistveno vecˇ, kot cˇe bi
zadrzˇali uporabnika z vecˇjim financˇnim doprinosom, ki pa k odhodu ne bi
prepricˇal nobenega drugega uporabnika.
Vecˇ raziskovalnih del iz zadnjih let potrjuje sˇirjenje vpliva na odlocˇitve
uporabnikov preko vezi v socialnem omrezˇju. Primere teh del predstavljajo
analize vpliva strank na nakup izdelkov ali storitev [54, 55], na odlocˇitve
pri volitvah [56] in tudi na odlocˇitve pri menjavi ponudnika storitev [1].
Kusuma in drugi [39] so na realnih podatkih pokazali, da je delezˇ odho-
dov med uporabniki, pri katerih je vsaj polovica povezanih uporabnikov zˇe
zamenjala ponudnika storitev, dvakrat vecˇja od delezˇa odhodov vseh uporab-
nikov. Uspesˇno zadrzˇevanje vplivnih uporabnikov je torej lahko eden od bolj
ucˇinkovitih pristopov k zmanjˇsevanju sˇtevila odhodov strank. V ta namen
je treba vnaprej identificirati uporabnike, ki bi s svojim odhodom najbolj
vplivali na ostale uporabnike.
Prva, ki sta se lotila problema dolocˇanja najbolj vplivnih uporabnikov
algoritmicˇno, sta bila Richardson in Domingos [57,58]. Kempe in ostali [27]
so ga prvi obravnavali kot optimizacijski problem, ki so ga dolocˇili kot NP
tezˇkega, kot resˇitev problema pa so predlagali uporabo pozˇresˇnega (angl.
greedy) pristopa. Pokazali so, da mora funkcija vpliva zadostovati dvema
pogojema, monotnosti in submodularnosti. Njihova metoda pravi, da je v
vsakem trenutku stanje vsakega vozliˇscˇa v socialnem omrezˇju bodisi aktivno
bodisi neaktivno. Neaktivni uporabniki postanejo aktivni, ko izvedejo neko
dolocˇeno dejanje, na primer zapustijo ponudnika storitev. Verjetnost, da
vozliˇscˇe postane aktivno, pa narasˇcˇa s sˇtevilom zˇe aktivnih povezanih vozliˇscˇ
(monotonost). Dodatno pa mora sˇe veljati, da imajo nova aktivna vozliˇscˇa
manjˇsi vpliv na vozliˇscˇa, ki so zˇe povezana z vecˇ aktivnimi vozliˇscˇi (sub-
modularnost). Problem opisanega pristopa je predvsem cˇasovna zahtevnost,
zato je v nadaljevanju vecˇ raziskovalnih del ponudilo izboljˇsave tega pri-
stopa [25, 28, 59]. S ponujenimi resˇitvami je bilo tako mogocˇe dolocˇiti najbolj
vplivne uporabnike tudi za zelo velika socialna omrezˇja.
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4.1.1 Postavitev problema
Omenjena raziskovalna dela predpostavljajo, da je zˇe vnaprej podan graf
socialnega omrezˇja s povezavami, obtezˇenimi z vrednostmi vpliva. V pri-
merih realnih socialnih omrezˇij pa so ponavadi povezave obtezˇene z nekimi
posrednimi vrednostmi, kot je na primer kolicˇina interakcije pri vsakem paru
uporabnikov (npr. sˇtevilo ali cˇas trajanja klicev). Delno resˇitev tega problema
so ponudili zˇe Goyal in ostali [24] s predlaganjem vecˇ modelov vpliva upo-
rabnikov, zgrajenih na podlagi realnega socialnega grafa ter zapisov dogodka
(npr. dnevnik odhodov strank). Slabost njihovega pristopa je v tem, da je
uporaben samo za dolocˇanje vpliva pri dogodkih, ki jih uporabniki pogosto in
vecˇkrat opravljajo. V primeru dolocˇanja vpliva na odhajanje uporabnikov od
ponudnika storitev ta pristop ni mogocˇ, saj so odhodi uporabnikov relativno
redek pojav; tisti, ki pa menjajo ponudnika storitev, pa to navadno naredijo
le enkrat. Takrat je seveda za izvajanje zadrzˇevalnih ukrepov za ponudnika
storitev zˇe prepozno.
V tem poglavju resˇujemo problem dolocˇanja vplivnih uporabnikov ponu-
dnika storitev, ki bi lahko z menjavo ponudnika vplivali na druge uporabnike
v njihovem socialnem omrezˇju in s tem morda povzrocˇili tudi njihove odhode.
4.1.2 Predlagana resˇitev
Najprej predstavimo postopek dolocˇanja nenatancˇne prave vrednosti vpliva
(angl. weak ground truth – WGT). Izraz nenatancˇna prava vrednost uporab-
ljamo zato, ker predstavlja najboljˇsi mozˇen priblizˇek pravi vrednosti (angl.
ground truth) [60], ki pa navadno ni na voljo. Za dolocˇitev ocen vpliva
uporabimo realne podatke o neposredno povezanih uporabnikih, ki so eden
za drugim zapustili istega ponudnika storitev. To delamo na predpostavki,
da je uporabnik, ki je zapustil ponudnika prvi, s tem vplival na drugega z
njim povezanega uporabnika, ki je kmalu za tem tudi odsˇel. V naslednjem
koraku ovrednotimo sˇtevilne uporabniˇske spremenljivke v povezavi z ocenami
WGT. S tem zˇelimo identificirati dobre napovedne spremenljivke za vpliv, s
katerimi lahko potem zgradimo napovedni model vpliva na odhode. Koncˇno
zgradimo dva tovrstna modela vpliva in ju ovrednotimo na realnih podatkih.
To poglavje je del lastnega znanstvenega cˇlanka v recenziji [61].
4.2 Materiali in metode
Cilj tega razdelka je dolocˇanje ocen vpliva na odhode uporabnikov, ki jih
lahko uporabimo kot nenatancˇno pravo vrednost pri nadzorovanem ucˇenju
vplivnih uporabnikov.
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4.2.1 Podatki
Za izvedbo eksperimentov smo uporabili del podatkov, opisanih v poglavju 2.
Uporabili smo tabelo zapisov CDR za julij 2012, pri cˇemer smo se omejili
samo na klice (SMS-sporocˇil nismo uposˇtevali). Dodatno smo uporabili tudi
tabelo MNP-prenosov za obdobje od avgusta 2012 do junija 2013. Za potrebe
te analize smo se omejili le na rezidencˇne uporabnike, saj se njihovi vzorci
obnasˇanja razlikujejo od obnasˇanja poslovnih uporabnikov. Tabelo CDR smo
uporabili kot vir podatkov o povezavah med uporabniki, pri cˇemer pa smo
se omejili le na povezave z vsaj 5 medsebojnimi klici in vsaj enim klicem v
vsako smer. S tem smo izlocˇili klice med uporabniki, ki nimajo vpliva eden
na drugega (npr. pogovori z mehanikom, hotelske rezervacije, povprasˇevanje
po produktih).
4.2.2 WGT-model vpliva na odhode
Ta razdelek je namenjen opisu izgradnje WGT-modela vpliva na odhode,
ki temelji na cˇasovno zveznem modelu (angl. Continuous Time Model) [24].
Samega WGT-modela ne moremo uporabiti kot metode za napovedovanje
vpliva na odhode, saj za gradnjo WGT-modela potrebujemo pretekle podatke
o odhodih uporabnikov. Ko WGT-model zazna odhod, je za preprecˇitev tega
zˇe prepozno.
Pravila za izgradnjo WGT-modela
Socialno omrezˇje vseh uporabnikov ponudnika storitev lahko predstavimo v
obliki socialnega grafa G = (V,E). Uporabniki so predstavljeni v obliki vozliˇscˇ
ui ∈ V , socialne vezi med uporabniki pa kot povezave (ui, uj) ∈ E. Dodatno
je podan sˇe dnevnik dogodkov A = U × T (npr. odhodov uporabnikov) v
obliki (ui, ti), ki opisuje dogodek a, ki ga je naredil uporabnik ui ob cˇasu
ti. Izgradnjo WGT-modela smo osnovali na naslednjem seznamu preprostih
pravil:
PRAVILO 1 Vpliv je dolocˇljiv, ko uporabnik ui izvede dogodek a ob cˇasu
ti, uporabnik uj , ki je neposredno povezan z uporabnikom ui (v nadaljevanju:
sosed), pa izvede isti dogodek ob cˇasu tj.
PRAVILO 2 Uporabnik ui vpliva na svojega soseda uj le, cˇe je tj − ti >
∆Tmin; ∆Tmin ≥ 0; sicer je vpliv nedefiniran.
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PRAVILO 3 Vpliv med uporabnikoma ui in uj dolocˇimo s pomocˇjo funkcije
vpliva ζ(ui, uj,∆tij), kjer je ∆tij = tj − ti.
PRAVILO 4 Funkcija vpliva ζ(ui, uj,∆tij) mora zadostiti mejnemu po-
goju ζ(ui, uj,∞) = 0; natancˇneje, s povecˇevanjem cˇasovne razlike ∆tij med
dogodkoma uporabnikov ui in uj se medsebojni vpliv zmanjˇsuje ter v limiti
dosezˇe 0.
PRAVILO 5 Dogodek uporabnika ui (npr. odhod) lahko povzrocˇi le sˇirjenje
vpliva za izvedbo istega dogodka in ne more povzrocˇiti sˇirjenja vpliva proti
temu dogodku (npr. proti odhodu).
PRAVILO 6 ζ(ui) za uporabnika ui lahko izracˇunamo iz vseh prispevkov
ζ(ui, uj,∆tij). Model vpliva za izracˇun vpliva posameznega uporabnika mora
biti monotona in submodularna funkcija [27].
Funkcija vpliva za odhod
Funkcijo vpliva za odhod ζ(ui, uj,∆tij) smo dolocˇili s pomocˇjo zgornjih pravil
in histograma porazdelitve odhodov v odvisnosti od cˇasa ∆tij med sosedskimi
odhodi (glejte sliko 4.1). To funkcijo uporabimo za dolocˇanje ocen vpliva za
odhod za vsak par povezanih uporabnikov v odhajanju in naprej za dolocˇanje
ocen vpliva za odhod vsakega uporabnika v odhajanju posebej.
Slika 4.1 predstavlja realni primer porazdelitve odhodov strank v odvi-
snosti od cˇasa ∆tij v dnevni in tedenski locˇljivosti. Ordinatne osi grafov so
normalizirane zaradi zaupne narave podatkov. Na histogramu (a), ki je v
dnevni locˇljivosti, je mocˇ opaziti tedensko nihanje sˇtevila odhodov, kar je
predvsem posledica povecˇanja sˇtevila odhodov (oziroma prenosov sˇtevilk)
ob ponedeljkih. Ponudniki storitev namrecˇ navadno izvedejo prenos sˇtevilke
naslednji delovni dan po tem, ko dobijo zahtevek za prenos sˇtevilke. Tako
ponedeljkovi odhodi iz tabele prenosov sˇtevilk zdruzˇujejo vse zahtevke za
prenos sˇtevilke, ki so bili oddani v petek, soboto ali nedeljo.
Zaradi izlocˇitve tedenskega nihanja je tako bolj primerna uporaba histo-
grama s tedensko resolucijo (histogram (b) na sliki 4.1). Ne glede na to pa
oba histograma na sliki 4.1 izkazujeta eksponentno upadanje, kar pomeni, da
je vpliv uporabnika ui na njegove sosede najvecˇji takoj za tem, ko uporabnik
ui opravi obravnavani dogodek. Uposˇtevati pa je treba, da so v histogramu
vkljucˇeni tako (i) odhodi zaradi vpliva kot (ii) odhodi zaradi ostalih razlogov.
Predpostavimo, da so razlogi pod (ii) neodvisni od cˇasovne razlike med odhodi
sosedov in zato obravnavamo odhode zaradi teh razlogov kot enakomerno
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Slika 4.1: Histogram porazdelitve odhodov v odvisnosti od cˇasa med sosedskimi
odhodi v dnevni (a) in tedenski (b) locˇljivosti. Na dnevnem histogramu je
mocˇ opaziti tedensko nihanje sˇtevila odhodov, ker se vecˇje sˇtevilo odhodov
zgodi ob ponedeljkih. Ordinatne osi grafov so normalizirane zaradi zaupne
narave podatkov.
porazdeljene glede na cˇas med sosedskimi odhodi. Tako predstavljamo funk-
cijo odhodov ζ ′(ui, uj,∆tij) kot vsoto eksponentne funkcije vpliva za odhod
ζ(ui, uj,∆tij), ki opisuje odhode zaradi vpliva, in vrednosti C, ki opisuje
odhode, ki niso posledica sosedskega vpliva (glejte enacˇbo (4.1) in sliko 4.2).
Odhod stranke je sicer lahko tudi posledica vpliva in drugih razlogov skupaj,
a v tem delu to poenostavimo in ti dve skupini obravnavamo kot medsebojno
neodvisni.




= keλ∆tij + C (4.1)
Vrednosti parametrov k, λ in C, ki se najbolje prilegajo porazdelitvi odho-
dov v odvisnosti od cˇasa med sosedskimi odhodi, dobimo s pomocˇjo ustrezne
prilagoditvene metode (npr. metode najmanjˇsih kvadratov). Ker nas v tem
delu zanima le funkcija vpliva na odhode ζ(ui, uj,∆tij), zanemarimo vrednost
C. Posledicˇno lahko tudi poenostavimo enacˇbo z dolocˇitvijo vrednosti k = 1,
saj so za gradnjo napovednih modelov relevantne le relativne vrednosti ocen
vpliva uporabnikov za odhod. Na ocene vpliva med povezanimi uporabniki
tako vpliva le vrednost parametra λ. Na podlagi PRAVILA 4 mora vrednost λ
biti realno negativno sˇtevilo. Blizˇje, kot je λ vrednosti 0, bolj je eksponentna
krivulja polozˇna. Vrednost, ki se je najbolje prilegala histogramu porazdelitve
odhodov v odvisnosti od cˇasa med sosedskimi odhodi, je bila λ = −0,66 (glejte
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Slika 4.2: Funkcija odhodov ζ ′ je predstavljena kot vsota funkcije vpliva za
odhod ζ (odhodi zaradi vpliva sosedov) in vrednosti C (odhodi zaradi ostalih
razlogov). Vecˇje kot je cˇasovno okno med dogodkoma povezanih uporabnikov,
manjˇsi je vpliv med uporabnikoma.
sliko 4.3). Prileganje smo opravili z uporabo metode najmanjˇsih kvadratov.























Slika 4.3: Najboljˇse prileganje grafa funkcije vpliva ζ ′(t) = keλt+C porazdelitvi
odhodov v odvisnosti od cˇasa med sosedskimi odhodi v tedenski resoluciji.
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Ocene vpliva za odhode so izracˇunane s pomocˇjo enacˇbe (4.1) za vse
pare (ui, uj), kjer je ui zapustil ponudnika storitev ob cˇasu ti, uj pa ob cˇasu
tj, ki se je zgodil kasneje kot ti (glejte PRAVILO 2 na strani 54). Za vse
druge pare pustimo oceno vpliva nedefinirano. ∆tij je enaka cˇasovni razliki
med odhodoma uporabnikov ui in uj: ∆tij = tj − ti (glejte PRAVILO 3 na
strani 55).
Funkcija za izracˇun ocene vpliva za odhod posameznega uporabnika
ui mora biti monotona in submodularna [27]. V tem delu uporabljamo
enacˇbo (4.2), ki so jo predlagali Goyal in ostali [24] ter zanjo tudi doka-
zali monotonost in submodularnost.
Vse sosede uporabnika ui oznacˇimo kot mnozˇico Nui . Dodatno oznacˇimo
sˇe mnozˇico Sui ⊆ Nui vseh sosedov uporabnika ui, za katere lahko dolocˇimo
ζ(ui, uj,∆tij). Opozoriti je treba, da uporabljamo isto oznako ζ tako za




(1− ζ(ui, uj,∆tij)) (4.2)
Izracˇun WGT-ocen vpliva na odhod
S pomocˇjo enacˇb (4.1) in (4.2) smo izracˇunali ocene vpliva za odhod za vse
uporabnike, ki so zˇe zapustili obravnavanega ponudnika storitev, pod pogojem,
da je za njimi ponudnika storitev zapustil tudi vsaj eden od njihovih omrezˇnih
sosedov. Pri parih odhodov, pri katerih je bila cˇasovna razlika med odhodoma
∆tij vecˇja od ∆Tmax, smo zaradi poenostavitve dolocˇili ζ(ui, uj,∆tij) =
0. Tako smo izlocˇili zelo majhne (sˇumnate) prispevke k ocenam vpliva. V
prakticˇnem smislu, cˇe je cˇasovna razlika med odhodoma zelo velika, lahko
mirno sklepamo, da uporabnika s svojima odhodoma nista vplivala eden na
drugega. Dolocˇiti je torej treba smiselno vrednost za maksimalno velikost
cˇasovnega okna med sosedskima odhodoma, na primer ∆Tmax = 180 dni.
Podobno pa je treba dolocˇiti tudi minimalno velikost cˇasovnega okna med
sosedskima odhodoma ∆Tmin, ki smo jo omenili v PRAVILU 2 na strani 54,
pri cˇemer pa je treba uposˇtevati naslednje faktorje:
• Potrebno je nekaj cˇasa, da ponudnik storitev analizira podatke o upo-
rabnikih in njihovih odhodih ter potem izvede primerne zadrzˇevalne
ukrepe.
• Uporabniki s svojimi dejanji ne vplivajo na svoje sosede nemudoma,
ampak je za to potrebno nekaj cˇasa (npr. nekaj dni), da vplivani sosedi
o novih informacijah premislijo in mogocˇe nato tudi oni izvedejo isto
dejanje.
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• Povezanih uporabnikov, ki sta zapustila ponudnika storitev na isti dan,
ne moremo obravnavati, kot da je eden vplival na drugega, ampak je
mogocˇe na njuna odhoda vplivala tretja oseba ali pa neki zunanji faktor.
• Uposˇtevati je treba tudi konce tedna, ko ponudniki storitev navadno ne
opravljajo prenosov sˇtevilk.
Ker je vpliv na uporabnika uj najvecˇji takoj po tem, ko uporabnik ui
zapusti ponudnika storitev, moramo nastaviti ∆Tmin na cˇim manjˇso vrednost.
Z uposˇtevanjem vseh predhodnih faktorjev predlagamo nastavitev ∆Tmin = 3
dni. Kot smo zˇe ugotovili v razdelku 4.2.2, je uporaba histograma cˇasovnih oken
med sosedskimi odhodi v tedenski resoluciji bolj primerna. Z uposˇtevanjem
predlagane vrednosti ∆Tmin tako vrednosti ∆tij med tremi in devetimi dnevi
preslikamo v teden 1, vrednosti ∆tij med desetimi in sˇestnajstimi dnevi v
teden 2 in tako dalje.
Omejitve pri dolocˇanju ocen vpliva na odhode
Pri racˇunanju ocen vpliva na odhode je treba uposˇtevati nekatere omejitve.
Prva je sˇtevilo uporabnikov, za katere lahko izracˇunamo vpliv s pomocˇjo
enacˇb 4.1 in 4.2. Ker so odhodi strank sˇe vedno relativno redek pojav (priblizˇno
5 % letno pri obravnavanemu ponudniku storitev), odhodi v parih povezanih
uporabnikov znotraj cˇasovnega intervala [∆Tmin,∆Tmax] pa posledicˇno sˇe
redkejˇsi, lahko dolocˇimo ocene vpliva le za zelo omejeno sˇtevilo uporabnikov.
Naslednjo omejitev predstavljajo razlicˇni tarifni paketi, ki jih uporabniki upo-
rabljajo. Uporabniki narocˇniˇskih paketov so v vecˇji meri vezani na ponudnika
storitev s pogodbo in ti ga navadno ne zapustijo pred potekom pogodbe,
kljub temu da imajo njihovi sosedi mocˇan vpliv nanje. Zaradi tega je bolj
smiselno obravnavati le predplacˇniˇske uporabnike, ki niso pogodbeno vezani
na ponudnika storitev in ga lahko menjajo brez pogodbene kazni.
Z uposˇtevanjem zgornjih faktorjev smo lahko iz celotne mnozˇice podat-
kov, ki smo jo imeli na voljo, izracˇunali WGT-ocene vpliva na odhod za 146
predplacˇniˇskih uporabnikov. Kljub temu, da je ta sˇtevilka bistveno manjˇsa od
sˇtevila vseh uporabnikov obravnavanega ponudnika storitev, je sˇe vedno zado-
stna za ovrednotenje uporabniˇskih spremenljivk kot potencialnih kazalnikov
vpliva za odhode strank.
4.2.3 Kandidati za kazalnike vpliva za odhod strank
Spremenljivke, ki smo jih uporabili za ovrednotenje kot kazalnike vpliva,
morajo biti taksˇne, da jih lahko dolocˇimo za vse ali vsaj vecˇino uporabni-
kov ponudnikov storitev. Tako je mogocˇe zgraditi napovedni model vpliva
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za prakticˇno vse uporabnike storitev ponudnika storitev. V ta namen smo
iz podatkov, ki smo jih imeli na voljo, izvlekli 74 razlicˇnih uporabniˇskih
spremenljivk, ki jih lahko razdelimo v naslednje razrede:
Spremenljivke obracˇunavanja Ta skupina spremenljivk vsebuje abso-
lutni mesecˇni strosˇek klicev v omrezˇju, klicev iz omrezˇja in vseh klicev
skupaj. Dodatno vkljucˇuje tudi relativni mesecˇni strosˇek klicev v omrezˇju
in iz omrezˇja glede na strosˇek vseh klicev. Pricˇakovati je, da so uporabniki
z viˇsjimi mesecˇnimi strosˇki bolj vplivni. Tovrstni uporabniki namrecˇ lahko
privarcˇujejo vecˇji znesek ob menjavi ponudnika storitev v primerjavi z uporab-
niki z manjˇsimi mesecˇnimi strosˇki za storitve ponudnika. Ob vecˇjem prihranku
pa lahko ti uporabniki tudi bolj vplivajo na uporabnike, s katerimi so si blizu
(prijatelji, druzˇina), in tudi njih prepricˇajo za menjavo ponudnika storitev.
Spremenljivke stopnje povezovanja Ta razred vsebuje le dve spremen-
ljivki, sˇtevilo povezanih uporabnikov prve stopnje (neposredno povezani) in
sˇtevilo povezanih uporabnikov druge stopnje (prijatelji prijateljev). Viˇsja
stopnja in posledicˇno vecˇje sˇtevilo prijateljev ter drugih kontaktov bi lahko
nakazovala na bolj vplivnega uporabnika. Po drugi strani pa je znano, da vecˇ
prijateljev ne pomeni nujno tudi vecˇ pravih tesnih prijateljev, na katere je
ponavadi vpliv najvecˇji.
Spremenljivke vseh klicev Ta razred vsebuje spremenljivke glede sˇtevila
in trajanja klicev, in sicer v omrezˇju, iz omrezˇja ter vseh klicev skupaj. V
teh spremenljivkah so vkljucˇeni tako dohodni kot odhodni klici. Vecˇ klicev bi
lahko pomenilo bolj popularnega in s tem tudi bolj vplivnega uporabnika.
Spremenljivke odhodnih klicev Ta razred vsebuje podobne spremen-
ljivke kot razred spremenljivke vseh klicev, le da tu vrednosti spremenljivk
temeljijo le na odhodnih klicih. Trajanje odhodnih klicev delno korelira z
razredom spremenljivk spremenljivke obracˇunavanja, saj se odhodni klici
navadno obracˇunavajo glede na njihovo trajanje. Kljub temu pa ti dve skupini
ne korelirata popolnoma zaradi samega sistema zaracˇunavanja, ki prvo mi-
nuto vsakega klica obracˇuna kot polno minuto, tudi cˇe je klic trajal le nekaj
sekund. Ne glede na to pa tu pricˇakujemo podobne rezultate kot pri razredu
spremenljivke obracˇunavanja.
Spremenljivke dohodnih klicev Ta razred vsebuje podobne spremen-
ljivke kot razred spremenljivke vseh klicev, le da tu vrednosti spremenljivk
temeljijo le na dohodnih klicih. Vecˇje sˇtevilo dohodnih klicev je lahko kazalnik,
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da drugi uporabniki sprasˇujejo za nasvet. Tako lahko veliko vhodnih klicev
pomeni velik vpliv uporabnika.
Razmerja med klicnimi spremenljivkami Ta skupina spremenljivk vse-
buje razlicˇne kombinacije razmerij med spremenljivkami klicev, kot so na
primer: razmerje med (i) vhodnimi in izhodnimi klici, (ii) klici v omrezˇju ter
klici iz omrezˇja, (iii) klici v omrezˇju in vsemi klici ter (iv) klici iz omrezˇja in
vsemi klici. Skupaj ta skupina vsebuje 36 razlicˇnih spremenljivk.
Difuzijski model SPA Zadnja skupina vsebuje spremenljivke vrednosti
energij, izvlecˇenih iz prvih sˇtirih iteracij difuzijskega modela SPA, predstavlje-
nega v razdelku 3.1. Te spremenljivke vsebujejo zacˇetno energijo uporabnika,
energijo po vsaki od prvih sˇtirih iteracij in dohodno ter odhodno energijo
v vsaki od prvih sˇtirih iteracij. Samo prve sˇtiri iteracije smo uporabili, ker
vplivni uporabniki navadno vplivajo le na uporabnike, ki so povezani ne-
posredno z njimi, vsaka dodatna iteracija modela SPA pa doda tudi vpliv
uporabnikov, oddaljenih dodatno stopnjo.
Seznam vseh ovrednotenih spremenljivk, ki vsebuje njihovo ime, ime
skupine in kratek opis, je predstavljen v tabeli 4.1.
4.2.4 Ovrednotenje kazalnikov vpliva na odhod
Za namen dolocˇanja povezave pridobljenih spremenljivk z ocenami vpliva na
odhod WGT je treba spremenljivke ovrednotiti s pomocˇjo ustrezne statisticˇne
metode. Primer taksˇne metode je regresijska analize, ki jo lahko uporabljamo
za ocenjevanje funkcijske povezave med odvisnimi in neodvisnimi spremen-
ljivkami [62]. V nasˇem primeru smo uporabili omenjene kazalnike vpliva kot
neodvisne, oceno vpliva pa kot odvisno spremenljivko. Uporabili smo dve
metodi regresijske analize, in sicer linearno ter nelinearno regresijo. Line-
arno povezavo med spremenljivkami in oceno vpliva smo dolocˇali s pomocˇjo
determinacijskega koeficienta R2





kjer je y neodvisna spremenljivka, yˆ pa njena ocena po regresijskem modelu.
Oznaka σ2yˆ−y pomeni sˇe nepojasnjeno varianco, σ2y pa celotno varianco neod-
visne spremenljivke. Determinacijski koeficient v primeru linearne regresije
torej pove, koliksˇen del variance odvisne spremenljivke je pojasnjen z linearno
zvezo med odvisno spremenljivko in modelom linearne regresije. Zavzame
lahko vrednosti med 0 in 1. Vecˇja kot je vrednost R2, vecˇji je linearni del
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Tabela 4.1: Kandidati za kazalnike vpliva z imeni in opisom.
Skupina Kazalnik za i(u) Opis
price out a Strosˇek vseh klicev
price out h Strosˇek vseh klicev v omrezˇju
Obracˇunavanje price out o Strosˇek vseh klicev iz omrezˇja
price h vs a Razmerje med price out h in price out a
price o vs a Razmerje med price out o in price out a
Stopnje degree ord1 Sˇtevilo omrezˇnih sosedov 1. stopnje
povezovanja degree ord2 Sˇtevilo omrezˇnih sosedov 2. stopnje
num a Sˇtevilo vseh klicev
dur a Trajanje vseh klicev
Vsi klici num h Sˇtevilo vseh klicev v omrezˇju
dur h Trajanje vseh klicev v omrezˇju
num o Sˇtevilo vseh klicev iz omrezˇja
dur o Trajanje vseh klicev iz omrezˇja
num out a Sˇtevilo vseh odhodnih klicev
dur out a Trajanje vseh odhodnih klicev
Odhodni num out h Sˇtevilo vseh odhodnih klicev v omrezˇju
klici dur out h Trajanje vseh odhodnih klicev v omrezˇju
num out o Sˇtevilo vseh odhodnih klicev iz omrezˇja
dur out o Trajanje vseh odhodnih klicev iz omrezˇja
num in a Sˇtevilo vseh dohodnih klicev
dur in a Trajanje vseh dohodnih klicev
Dohodni num in h Sˇtevilo vseh dohodnih klicev v omrezˇju
klici dur in h Trajanje vseh dohodnih klicev v omrezˇju
num in o Sˇtevilo vseh dohodnih klicev iz omrezˇja
dur in o Trajanje vseh dohodnih klicev iz omrezˇja
num out vs in a Razmerje med num out a in num in a
dur out vs in a Razmerje med dur out a in dur in a
num out vs in h Razmerje med num out h in num in h
dur out vs in h Razmerje med dur out h in dur in h
num out vs in o Razmerje med num out o in num in o
dur out vs in o Razmerje med dur out o in dur in o
num in vs out a Razmerje med num in a in num out a
dur in vs out a Razmerje med dur in a in dur out a
num in vs out h Razmerje med num in h in num out h
dur in vs out h Razmerje med dur in h in dur out h
num in vs out o Razmerje med num in o in num out o
dur in vs out o Razmerje med dur in o in dur out o
num out o vs h Razmerje med num out o in num out h
dur out o vs h Razmerje med dur out o in dur out h
num out h vs o Razmerje med num out h in num out o
Razmerja dur out h vs o Razmerje med dur out h in dur out o
sˇtevila klicev num out o vs a Razmerje med num out o in num out a
dur out o vs a Razmerje med dur out o in dur out a
num out h vs a Razmerje med num out h in num out a
dur out h vs a Razmerje med dur out h in dur out a
num in o vs h Razmerje med num in o in num in h
dur in o vs h Razmerje med dur in o in dur in h
num in h vs o Razmerje med num in h in num in o
dur in h vs o Razmerje med dur in h in dur in o
num in o vs a Razmerje med num in o in num in a
dur in o vs a Razmerje med dur in o in dur in a
num in h vs a Razmerje med num in h in num in a
dur in h vs a Razmerje med dur in h in dur in a
num o vs h Razmerje med num o in num h
dur o vs h Razmerje med dur o in dur h
num h vs o Razmerje med num h in num o
dur h vs o Razmerje med dur h in dur o
num o vs a Razmerje med num o in num a
dur o vs a Razmerje med dur o in dur a
num h vs a Razmerje med num h in num a
dur h vs a Razmerje med dur h in dur a
en it0 spa1 Zacˇetna energija SPA
en it1 spa1 Energija po 1. iteraciji SPA
en it2 spa1 Energija po 2. iteraciji SPA
en it3 spa1 Energija po 3. iteraciji SPA
en it4 spa1 Energija po 4. iteraciji SPA
inen it1 spa1 Dohodna energija v 1. iteraciji SPA
Difuzijski inen it2 spa1 Dohodna energija v 2. iteraciji SPA
model SPA inen it3 spa1 Dohodna energija v 3. iteraciji SPA
inen it4 spa1 Dohodna energija v 4. iteraciji SPA
outen it1 spa1 Odhodna energija v 1. iteraciji SPA
outen it2 spa1 Odhodna energija v 2. iteraciji SPA
outen it3 spa1 Odhodna energija v 3. iteraciji SPA
outen it4 spa1 Odhodna energija v 4. iteraciji SPA
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povezanosti med testiranima spremenljivkama in posledicˇno je vecˇja tudi
napovedna vrednost neodvisne spremenljivke. Vrednosti R2 smo dolocˇili kot
statisticˇno znacˇilne, cˇe so bile vrednosti p pripadajocˇega statisticˇnega testa
manjˇse od stopnje tveganja α = 0,05, z uporabo nicˇelne hipoteze H0 : R2 = 0.
Nelinearno povezavo med kandidati za kazalnike vpliva in oceno vpliva
pa smo dolocˇali z metodo, imenovano maksimalni informacijski koeficient
(angl. Maximal Information Coefficient – MIC) [63]. Ta metoda poda oceno,
ki je primerljiva parametru R2, uporabljenem pri linearni regresiji. MIC
zajame sˇirok nabor asociacij med spremenljivkami, tako funkcijskih (npr.
linearnih ali eksponentnih) kot tudi nefunkcijskih. Vrednost koeficienta MIC
prav tako lahko zavzame vrednost med 0 in 1, pri cˇemer vrednosti blizu
1 predstavljajo razne brezsˇumne povezave, vrednosti blizu 0 pa statisticˇno
neodvisne spremenljivke. Pri racˇunanju koeficienta MIC je treba vnaprej
dolocˇiti tudi parameter α, za katerega uporabljamo enako vrednost, kot so jo
predlagali Reshhef in ostali [63], α = 0,6. Racˇunanje MIC-a in preverjanje, ali
so vrednosti statisticˇno znacˇilne, smo opravili s pomocˇjo javanskega orodja,
imenovanega MINE1. Tudi tu smo opravili statisticˇno preverjanje z nicˇelno
hipotezo, ki pravi, da so spremenljivke statisticˇno neodvisne, in stopnjo
tveganja α = 0,05.
4.2.5 Prileganje napovednega modela vpliva na od-
hode
Spremenljivke, ki so znacˇilne v povezavi z WGT-ocenami vpliva na odhod,
lahko uporabimo za gradnjo napovednega modela vpliva za odhod. Ker je
ocena vpliva numericˇna spremenljivka, jo moramo za izdelavo klasifikacij-
skega modela pretvoriti v nominalno spremenljivko. Ponudniki storitev zˇelijo
predvsem ugotoviti, kateri njihovi uporabniki imajo najvecˇji vpliv na svoje
sosede. Iz tega razloga razdelimo WGT-ocene v dva razreda:
• najbolj vplivni uporabniki (vsi, ki so zapustili ponudnika storitev in
imajo vsaj enega soseda, ki je prav tako zapustil istega ponudnika
storitev kmalu za njim) in
• slabo vplivni uporabniki (vsi ostali, ki so tudi zapustili ponudnika
storitev).
Na podlagi preliminarne analize histograma WGT-ocen vpliva na odhode
smo dolocˇili kot najbolj vplivne uporabnike tiste, ki so imeli ζ(ui) ≥ 0,2, ostale
z ζ(ui) < 0,2 pa kot slabo vplivne. Nato smo uporabili statisticˇno znacˇilne
1http://www.exploredata.net/
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spremenljivke (R2 statisticˇno razlicˇen od 0) kot neodvisne spremenljivke in
oceno WGT kot odvisno spremenljivko ter zgradili napovedni model vpliva
uporabnikov za odhod. Model smo zgradili s pomocˇjo logisticˇne regresije v
programskem okolju Weka [64].
V naslednjem koraku smo sˇtevilo spremenljivk dodatno skrcˇili z uporabo
dveh razlicˇnih metod izbire spremenljivk: CFS (angl. Correlation Feature
Selection) in Chi2 (χ2). Metoda CFS [65] ovrednoti vse mozˇne podmnozˇice
vhodnih spremenljivk in poiˇscˇe tisto, pri kateri so vhodne spremenljivke med
seboj cˇim manj korelirane, obenem pa vsaka od teh spremenljivk cˇim bolj
korelira z napovedno spremenljivko. V nasprotju z metodo CFS pa metoda
Chi2 [66] le preveri povezavo vsake vhodne spremenljivke posebej z napove-
dno spremenljivko. Najprej opravi diskretizacijo vseh vhodnih numericˇnih
spremenljivk, nato pa razvrsti spremenljivke glede na statistiko χ2 v povezavi
z napovedno spremenljivko. Spremenljivke, ki sta jih metodi CFS ter Chi2
dolocˇili kot primerne, smo nato uporabili pri gradnji sˇe dveh napovednih mo-
delov, tudi z metodo logisticˇne regresije. Vse modele smo preverili s pomocˇjo
metode precˇnega preverjanja z n = 10 (angl. 10-fold Cross Validation), ovre-
dnotili pa s pomocˇjo krivulje dviga in s povrsˇino pod krivuljo dviga AUC [67].
Ker smo imeli pri prvem modelu relativno veliko spremenljivk v primerjavi
s sˇtevilom instanc, je obstajala nevarnost pretiranega prilagajanja modelov
(angl. overfitting). V ta namen smo pri gradnji modela logisticˇne regresije
nastavili primerno vrednost parametra kompleksnosti modela (angl. ridge
parameter).
4.3 Rezultati
Tu predstavljamo rezultate eksperimenta, opisanega v prejˇsnjem razdelku.
Najprej predstavimo rezultate z linearno in nelinearno regresijo ovrednotenih
kandidatk za napovedne spremenljivke vpliva na odhode. Nato predstavimo
rezultate ovrednotenja napovednega modela vpliva na odhode, ki smo ga
zgradili s pomocˇjo statisticˇno znacˇilnih napovednih spremenljivk v povezavi z
WGT-ocenami.
4.3.1 Ovrednotenje napovednih spremenljivk z line-
arno regresijo
74 uporabniˇskih spremenljivk, ki smo jih predstavili v razdelku 4.2.3, smo
najprej ovrednotili s pomocˇjo linearne regresije, kot je predstavljeno v raz-
delku 4.2.4. Rezultati v tabeli 4.2 razkrivajo 20 spremenljivk, ki imajo dokaj
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sˇibko (v smislu R2), a statisticˇno znacˇilno, linearno povezavo z WGT-ocenami.
V tabeli so podane spremenljivke skupaj s pripadajocˇimi vrednostmi R2 in p.
Tabela 4.2: Ovrednotenje napovednih spremenljivk z linearno regresijo.
Indeks Ime spremenljivke R2 vrednost p
1 num out h 0,106 < 0, 001
2 price out h 0,094 < 0, 001
3 price out a 0,086 < 0, 001
4 num out a 0,071 0,001
5 dur out vs in a 0,056 0,004
6 dur out vs in h 0,048 0,008
7 num out h vs a 0,047 0,008
8 num out o vs h 0,046 0,009
9 dur in vs out a 0,045 0,010
10 dur out vs in o 0,041 0,014
11 num h 0,041 0,014
12 num in vs out a 0,041 0,014
13 num o vs h 0,035 0,024
14 num h vs a 0,034 0,025
15 dur out a 0,034 0,026
16 num out o vs a 0,033 0,029
17 dur out h 0,032 0,031
18 num out vs in a 0,030 0,036
19 num in vs out h 0,029 0,039
20 num o vs a 0,027 0,046
Iz tabele 4.2 je razvidno, da je najboljˇsi rezultat dosegla spremenljivka
sˇtevilo odhodnih klicev v omrezˇju (num out h, R2 = 0,106), sledijo pa ji strosˇek
odhodnih klicev v omrezˇju (price out h, R2 = 0,094), strosˇek vseh odhodnih
klicev (price out a, R2 = 0,086) in sˇtevilo vseh odhodnih klicev (num out a,
R2 = 0,071). Podoben rezultat med temi sˇtirimi spremenljivkami je sicer
pricˇakovan, saj te med seboj delno korelirajo2, kot je razvidno iz prvih sˇtirih
vrstic tabele 4.3. Spremenljivki sˇtevilo klicev v omrezˇju in sˇtevilo vseh klicev
sta mocˇno korelirani, ker ima obravnavani ponudnik storitev najvecˇji delezˇ
uporabnikov v regiji; posledicˇno je tudi vecˇina klicev med uporabniki znotraj
omrezˇja ponudnika. Iz istega razloga mocˇno korelirata tudi spremenljivki
2Korelacijo smo racˇunali s pomocˇjo Pearsonovega koeficienta korelacije.
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strosˇek vseh klicev in strosˇek vseh klicev v omrezˇju. Zanimivo je, da mocˇno
korelirata spremenljivki strosˇek in sˇtevilo vseh klicev, medtem ko strosˇek ter
dolˇzina trajanja klicev nista mocˇno korelirana. Razlog za to je, da ima vecˇ kot
60 % klicev v omrezˇju obravnavanega ponudnika storitev cˇas trajanja krajˇsi od
1 minute. Cena klicev pod 1 minuto ima v omrezˇju obravnavanega ponudnika
namrecˇ fiksno ceno za uporabnika, pri daljˇsih klicih pa se ti zaracˇunavajo
sorazmerno s samimi dolzˇinami klicev.
Tabela 4.3: Korelacijski koeficienti med najboljˇsimi napovednimi spremenljiv-
kami glede R2 v tabeli 4.2.
Spremenljivka 1 Spremenljivka 2 Pearsonov kor. koef. r
num out h num out a 0,880
price out h price out a 0,854
num out h price out h 0,932
num out a price out a 0,920
dur out a num out a 0,451
dur out h num out h 0,482
dur out a price out a 0,539
dur out h price out h 0,481
Preostale spremenljivke iz tabele 4.2 imajo vrednost R2 manjˇso od 0,056,
tako da jih obravnavamo kot zelo sˇibke napovedne spremenljivke za vpliv na
odhode. Opaziti je mogocˇe, da so tudi najviˇsje vrednosti R2 v tem eksperi-
mentu v splosˇnem relativno majhne vrednosti, kar pa je posledica predvsem
pomanjkanja primernih podatkov za analizo in visoke zahtevnosti problema.
Kljub temu pa so rezultati znacˇilno razlicˇni od 0 in jih tako lahko uporabimo
v napovednem modelu vpliva na odhode.
Zanimivo je, da se nobena od spremenljivk iz skupin spremenljivke stopnje
povezovanja, spremenljivke dohodnih klicev in difuzijski model SPA ni izkazala
za statisticˇno znacˇilno v povezavi z WGT-ocenami za vpliv. To je sˇe posebej
presenetljivo za skupino difuzijski model SPA [1], pri kateri naj bi bila ener-
gija uporabnikov neposredno povezana z vplivom na odhode uporabnikov.
Pricˇakovano je bilo tudi, da bo iz skupine spremenljivke stopnje povezovanja
za statisticˇno znacˇilno dolocˇena spremenljivka degree ord1, ki predstavlja
sˇtevilo povezav prve stopnje. Kiss in ostali [68] so namrecˇ pokazali, da je ta
spremenljivka dober kazalnik vpliva na odhode uporabnikov. Nasˇi rezultati
torej kazˇejo, da je uporaba pravih vrednosti za vpliv nujna za dolocˇitev
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spremenljivk, s katerimi lahko ucˇinkovito dolocˇamo ali napovedujemo vpliv
na odhode.
4.3.2 Ovrednotenje napovednih spremenljivk z neline-
arno regresijo
Druga faza ovrednotenja spremenljivk je vkljucˇevala dolocˇanje nelinearne (ali
celo nefunkcijske) povezave med spremenljivkami in WGT-ocenami vpliva s
pomocˇjo koeficienta MIC. Rezultati so pokazali, da, v nasprotju s rezultati
iz prejˇsnjega razdelka, nobena spremenljivka nima statisticˇno znacˇilne pove-
zave z WGT-ocenami. Tak rezultat je presenetljiv, saj je linearna funkcijska
povezava tudi vkljucˇena v metodi MIC. Razlog za to lezˇi v tem, da je MIC
neparametricˇna in s tem tudi sˇibkejˇsa metoda v smislu statisticˇne mocˇi kot pa
linearna regresija. Kljub temu pa so nekatere spremenljivke dosegle vrednosti
MIC z vrednostmi p le malo nad dolocˇeno mejo stopnje zaupanja α = 0,05.
4.3.3 Rezultati klasifikacije
V tem razdelku predstavljamo rezultate ovrednotenja predlaganih napovednih
modelov vpliva na odhode, ki smo jih zgradili s pomocˇjo logisticˇne regresije.
Prvi model je bil zgrajen s pomocˇjo 20 spremenljivk, dolocˇenih kot statisticˇno
znacˇilnih v povezavi z WGT-ocenami v razdelku 4.3.1, in z binarno odvisno
spremenljivko, pridobljeno iz WGT-ocen. 20 spremenljivk smo sˇe dodatno
zreducirali s pomocˇjo metod CFS in Chi2. Metodi uporabljata drugacˇna
pristopa k redukciji spremenljivk (glejte razdelek 4.2.5), a sta kljub temu
dolocˇili isto skupino sˇtirih spremenljivk kot najboljˇsih za dolocˇanje vplivnih
uporabnikov glede odhodov. Te sˇtiri spremenljivke so bile: sˇtevilo klicev v
omrezˇju, dolˇzina trajanja odhodnih klicev v omrezˇju, razmerje med dohodnimi
in odhodnimi klici v omrezˇju ter razmerje med odhodnimi klici iz omrezˇja
in vsemi odhodnimi klici. Primerjava obeh modelov, prvega, zgrajenega z
vsemi 20 spremenljivkami, in drugega, zgrajenega iz le sˇtirih spremenljivk, je
predstavljena s krivuljo dviga na sliki 4.4. Na grafu je za primerjavo dodana
sˇe krivulja dviga osnovnega (nakljucˇnega) modela.
Krivulja dviga kazˇe, da je napovedna mocˇ obeh modelov zelo podobna,
kljub uporabi kar petkrat manj spremenljivk pri drugem modelu. Uporaba
preprostejˇsega modela je zato seveda boljˇsa izbira. Jasno je prikazano, za
koliko sta oba modela boljˇsa od osnovnega modela. Na primer, cˇe izberemo
samo 10 % uporabnikov z najviˇsjo verjetnostjo vpliva na odhode glede na
navedena modela, lahko uspesˇno napovemo priblizˇno 20 % vseh pravih vplivnih
uporabnikov v odhajanju (dvig = 2,0). Pri osnovnem modelu je ta sˇtevilka
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Slika 4.4: Krivulja dviga dveh razlicˇnih modelov za napovedovanje vplivnih
uporabnikov, zgrajenih s pomocˇjo logisticˇne regresije, v primerjavi z osnovnim
(nakljucˇnim) modelom. Prvi model je zgrajen iz 20 spremenljivk, drugi pa iz
samo 4 spremenljivk, dolocˇenih s pomocˇjo metod CFS in Chi2.
enaka 10 %. Pri izbiri 20 % uporabnikov z najviˇsjo verjetnostjo vpliva na
odhode pa lahko s pomocˇjo nasˇih modelov uspesˇno napovemo priblizˇno 36 %
vseh pravih vplivnih uporabnikov v odhajanju (dvig = 1,8). Z uspesˇnim
zadrzˇevanjem vplivnih uporabnikom, ki bi sicer odsˇli, bi lahko ponudnik
storitev bistveno zmanjˇsal sˇtevilo odhodov uporabnikov, saj bi s tem tudi
preprecˇil morebitne odhode njihovih omrezˇnih sosedov.
4.4 Zakljucˇek
Dolocˇanje vplivnih uporabnikov predstavlja pomembno nalogo v vsakem
podjetju, v katerem lahko na uporabnikove odlocˇitve, ki vplivajo na prihodke
podjetja, vplivajo tudi dejanja njihovih omrezˇnih sosedov. Tipicˇni primeri
taksˇnih podjetij so telekomunikacijski ponudniki storitev, za katere so pretekle
raziskave zˇe pokazale, da na odlocˇitev za odhod uporabnika znacˇilno vplivajo
tudi drugi uporabniki v socialnem omrezˇju [1]. Vecˇ raziskav v literaturi
opisuje postopek dolocˇanja vpliva posameznih uporabnikov, ampak vsa ta dela
predvidevajo, da so podatki o vplivu med posameznimi pari uporabnikov zˇe
znani. V primeru odhajanja uporabnikov zˇelijo ponudniki storitev identificirati
vplivne uporabnike, sˇe preden ti zapustijo ponudnika in s tem celo povzrocˇijo
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verizˇno reakcijo odhodov.
To poglavje opisuje postopek za dolocˇanje vpliva za odhode uporabnikov,
preden ti zapustijo ponudnika storitev. Za namen dolocˇanja dobrih napove-
dnih spremenljivk vpliva na odhode je treba poznati pravo vrednost vpliva
na odhode. Ker ti podatki navadno niso na voljo, v tem poglavju predlagamo
postopek dolocˇanja nenatancˇne prave vrednosti (WGT) vpliva na odhode.
Predlagani model WGT smo uporabili za dolocˇanje ocen vpliva na odhode
uporabnikov izbranega evropskega ponudnika telekomunikacijskih storitev. S
pomocˇjo ocen vpliva smo nato med 74 razlicˇnimi uporabniˇskimi spremenljiv-
kami identificirali 20 spremenljivk, ki so glede na rezultate imele statisticˇno
znacˇilno povezavo z ocenami vpliva. Kot najboljˇsi med njimi sta se izkazali
spremenljivki sˇtevilo odhodnih klicev v omrezˇju in cena odhodnih klicev v
omrezˇju. Teh 20 spremenljivk smo uporabili kot napovedne spremenljivke pri
gradnji napovednega modela vpliva na odhode s pomocˇjo logisticˇne regresije.
Dodatno smo zgradili sˇe poenostavljen napovedni model z uporabo le sˇtirih
napovednih spremenljivk, ki smo jih iz dvajsetih izlusˇcˇili z dvema metodama
izbire spremenljivk, CFS in Chi2. Krivulja dviga obeh modelov kazˇe, da imata
oba modela (polni in poenostavljeni) zelo podobno napovedno mocˇ kljub
obcˇutni razliki v kompleksnosti obeh modelov.
Prakticˇna uporabnost modelov, predstavljenih v tem poglavju, lezˇi v
dolocˇanju najbolj vplivnih uporabnikov med vsemi tistimi, ki jih predhodno
napovemo kot uporabnike v odhajanju. Z ucˇinkovito zadrzˇevalno kampanjo,
namenjeno vplivnim uporabnikom v odhajanju, bi lahko zadrzˇali ne samo
napovedane uporabnike, temvecˇ tudi uporabnike, na katere imajo ti vpliv.
Zavedamo se, da rezultati v tem poglavju niso najbolj uspesˇni, a v primeru,
ko dolocˇamo najbolj vplivne uporabnike znotraj zˇe dolocˇene ciljne skupine
uporabnikov, je uporaben vsak odmik od nakljucˇnega izbiranja uporabnikov.
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5.1 Uvod
Ucˇinkoviti modeli napovedovanja odhodov uporabnikov iz zadnjih let uporab-
ljajo hibridne pristope, ki kombinirajo tradicionalni ali nerelacijski pristop
(obravnava lastnih uporabniˇskih spremenljivk z metodami strojnega ucˇenja,
npr. logisticˇna regresija ali odlocˇitvena drevesa) in omrezˇni ali relacijski pristop
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(uporaba informacij iz socialnega omrezˇja uporabnika) [20–23].
V najpreprostejˇsi obliki hibridnega pristopa se uporablja metoda propozi-
cionalizacije, pri cˇemer se poleg nerelacijskih v klasifikacijski model vkljucˇi
tudi relacijske spremenljivke. Primera teh spremenljivk sta sˇtevilo povezanih
uporabnikov, ki so zˇe zapustili ponudnika storitev, in cˇas trajanja pogovorov
s temi uporabniki.
Poleg propozicionalizacije pa obstajajo sˇe tri hibridne metode, ki kombini-
rajo relacijske in nerelacijske modele. Prva metoda uporabi ocene verjetnosti
odhoda iz nerelacijskega modela kot zacˇetne vrednosti pri relacijskem modelu,
pri cˇemer uporaba relacijskega modela pomeni izboljˇsavo rezultatov nerela-
cijskega modela z uporabo informacij iz socialnega omrezˇja. Druga metoda
uporabi ocene verjetnosti relacijskega in ocene verjetnosti nerelacijskega mo-
dela kot vhod v tretji model (navadno nerelacijski). Zadnja metoda pa prav
tako locˇeno izracˇuna ocene verjetnosti relacijskega in nerelacijskega modela,
nato pa iz obeh modelov vzame vecˇjo oceno, povprecˇje ocen ali drugo. Ta
postopek se imenuje tudi glasovanje. Verbeke in ostali [69] so vse te metode
podrobneje opisali in na izbrani testni mnozˇici uporabnikov pokazali, da se je
med njimi najbolj izkazala metoda propozicionalizacije.
5.1.1 Postavitev problema
Spremenljivka povezano sˇtevilo uporabnikov, ki so zˇe zapustili ponudnika sto-
ritev, je navadno ugotovljena kot ena od najbolj koristnih pri izboljˇsevanju
tradicionalnega modela z metodo propozicionalizacije [39]. Tezˇava tega pri-
stopa je, da imajo podjetja zelo malo cˇasa, v katerem morajo zaznati in
preprecˇiti odhode tistih uporabnikov, ki so povezani z (vplivnimi) uporabniki,
ki so pred kratkim zapustili ponudnika storitev [38]. Problem, ki ga v tem
poglavju resˇujemo, je identifikacija vplivnih uporabnikov, preden ti zapustijo
ponudnika storitev in s tem povzrocˇijo sˇe odhode njihovih omrezˇnih sosedov.
5.1.2 Predlagana resˇitev
Za identifikacijo vplivnih uporabnikov pred odhodom predlagamo kombinacijo
klasicˇnega napovednega modela odhodov uporabnikov in napovednega modela
vpliva uporabnikov. Model odhodov uporabnikov zgradimo na relevantnih
lokalnih in omrezˇnih spremenljivkah uporabnika s pomocˇjo znane metode
logisticˇne regresije. Model vpliva uporabnikov pa zgradimo s pomocˇjo pristopa,
predstavljenega v poglavju 4, s katerim lahko dolocˇimo vpliv uporabnikov
glede odhodov, preden ti zapustijo ponudnika storitev.
To poglavje je del lastnega znanstvenega cˇlanka v recenziji [61].
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5.2 Materiali in metode
V tem razdelku opiˇsemo podatke, ki jih uporabimo v eksperimentalnem delu,
predstavimo postopek gradnje klasicˇnega napovednega modela odhodov z
metodo logisticˇne regresije in postopek gradnje napovednega modela vpliva
uporabnikov. Koncˇno predlagamo postopek gradnje hibridnega modela med
klasicˇnim napovednim modelom odhodov in napovednim modelom vpliva. Ta
model lahko uporabimo za identifikacijo najbolj vplivnih uporabnikov med
vsemi, ki smo jih napovedali kot uporabnike v odhajanju.
5.2.1 Podatki
Za izvedbo tega eksperimenta smo uporabili iste podatke kot v poglavju 4.
Kratek opis teh podatkov in predpriprava tabel sta zˇe podana v razdelku 4.2.1.
Ovrednotenje modelov smo opravili na priblizˇno 150 tisocˇ uporabnikih pred-
placˇniˇskih paketov, ki so bili aktivni vsaj v juliju 2012. Uporabnike smo
oznacˇili kot uporabnike v odhajanju, cˇe so zapustili ponudnika storitev v
obdobju od avgusta 2012 do oktobra 2012. Med 150 tisocˇ uporabniki je bilo
teh uporabnikov priblizˇno 2000 (priblizˇno 1,3 %), kar pomeni, da je letni
delezˇ odhodov v tem segmentu uporabnikov znasˇal priblizˇno 5 %. Vse uporab-
nike smo sˇe nakljucˇno razdelili na dve enako veliki mnozˇici (ucˇna ter testna
mnozˇica), pri tem pa ohranili originalni delezˇ odhodov v obeh mnozˇicah.
Hibridni model smo sestavili iz dveh delov, klasicˇnega modela, zgrajenega
na podlagi lastnih uporabniˇskih spremenljivk, in modela vpliva uporabnikov,
ki je sicer prav tako zgrajen po klasicˇni metodi strojnega ucˇenja, a uporablja
spremenljivke, ki so se izkazale kot statisticˇno znacˇilne v povezavi z vplivom
uporabnikov glede odhodov (glejte poglavje 4).
5.2.2 Klasicˇni napovedni model odhodov
Klasicˇni napovedni model odhodov je model, zgrajen iz sˇtevilnih uporabniˇskih
spremenljivk, ki lahko zavzemajo uporabnikovo zgodovino uporabe storitev,
demografske podatke, podatke o placˇilih in placˇilni disciplini, podatke o
lokaciji, kjer se uporabnik navadno zadrzˇuje, in podobno. Te spremenljivke so
navadno vezane le na uporabnika samega, po drugi strani pa lahko vsebujejo
tudi informacije o socialnem omrezˇju uporabnika, na primer sˇtevilo njegovih
kontaktov, sˇtevilo kontaktov pri konkurencˇnih ponudnikih storitev in podobno.
Za gradnjo modela lahko uporabimo eno od mnogih znanih ucˇinkovitih
metod strojnega ucˇenja, kot so na primer logisticˇna regresija [70], odlocˇitvena
drevesa [71], metoda podpornih vektorjev [72], uporaba nevronskih mrezˇ [73],
metoda naivni bayes [74] in sˇe vrsta drugih.
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V tem poglavju uporabljamo metodo logisticˇne regresije, ki je ena od
najbolj razsˇirjenih metod v strojnemu ucˇenju, tako v industriji kot tudi
v raziskovalni skupnosti [9, 75]. Njene prednosti so predvsem robustnost,
preprostost in posledicˇno primernost za obdelavo ogromnih kolicˇin podatkov
ter ne nazadnje dobra interpretativnost modela. V najpreprostejˇsem primeru,
ko imamo le dva mozˇna izida (npr. bo odsˇel ali ne bo odsˇel), uporabljamo
binarno logisticˇno regresijo.
Logisticˇna regresija
Cilj logisticˇne regresije je poiskati model, ki najbolje opisuje povezavo med
verjetnostjo izida p (odvisno spremenljivko) in neodvisnimi spremenljiv-
kami (x1, x2, ..., xn). Metoda v ta namen dolocˇi optimalne vrednosti regresij-
skih koeficientov (β1, β2, ..., βn) po kriteriju najmanjˇse kvadraticˇne napake v










S pomocˇjo logisticˇne transformacije (glejte enacˇbo (5.2)) pretvorimo
vrednost logit(x), ki lahko zavzame katerokoli realno vrednost z intervala
(−∞,∞), v oceno verjetnosti izida z intervala (0, 1).
p = 11 + e−logit(x) (5.2)
Na koncu sˇe dolocˇimo prag T z intervala (0, 1), kjer vsem uporabnikom z
ocenami verjetnosti p, vecˇjimi od T , priredimo izid A (npr. bo odsˇel), ostalim
pa priredimo izid ¬A (npr. ne bo odsˇel).
Uporabljene spremenljivke
Za izdelavo klasicˇnega modela uporabimo spremenljivke, ki smo jih zˇe uporabili
v prejˇsnjem poglavju (glejte razdelek 4.2.3). Poleg teh 74 spremenljivk pa
smo dodatno uporabili sˇe tri spremenljivke, ki bi po nasˇih domnevah lahko
izboljˇsale napovedni model odhodov, in sicer sˇtevilo povezanih uporabnikov,
ki so zˇe predhodno zapustili ponudnika, v absolutni ter v relativni obliki glede
na sˇtevilo vseh povezanih uporabnikov, in sˇtevilo vseh poslanih SMS-sporocˇil
v juliju 2012.
Med vsemi spremenljivkami, ki so bile na voljo, smo s pomocˇjo metode
izbire spremenljivk CFS (glejte razdelek 4.2.5) in ucˇne mnozˇice podatkov
izbrali tisto podmnozˇico spremenljivk, ki je bila najbolj korelirana z izidom,
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ki smo ga iskali (tj. odhodi strank). Metoda CFS je tako kot najbolj pri-
merno podmnozˇico spremenljivk za gradnjo modela dolocˇila 11 spremenljivk,
predstavljenih v tabeli 5.1. Pomenski opis navedenih spremenljivk je mogocˇe
najti v tabeli 4.1. Teh 11 spremenljivk smo uporabili pri gradnji modela na
ucˇni mnozˇici, ki je zajemala priblizˇno 75 tisocˇ uporabnikov. V tabeli 5.1 tako
poleg imen spremenljivk navajamo sˇe pridobljene standardizirane regresijske
koeficiente modela logisticˇne regresije. Rezultati ovrednotenja napovednega
modela odhodov uporabnikov s krivuljo dviga so prikazani na sliki 5.1.
Tabela 5.1: Standardizirane vrednosti regresijskih koeficientov β napovednega
modela odhodov uporabnikov za izid bo odsˇel.
Spremenljivka β
price out o 0,0186
num a 0,1119
dur o -0,0155
num in a -0,0669
num in o -0,0178
dur in o 0,1079
dur out vs in a -0,4478
num out vs in o -0,2311
num out o vs a 0,1610
num out sms a 0,0997
num churns before 0,1156
konstanta (β0) -4,4197
5.2.3 Napovedni model vpliva uporabnikov
Drugi del hibridnega modela predstavlja napovedni model vpliva uporabnikov.
Tu smo uporabili model s sˇtirimi spremenljivkami, ki smo ga predstavili in
ovrednotili zˇe v prejˇsnjem poglavju v razdelku 4.3.3. Ta model se je izkazal
za ucˇinkovitega pri napovedovanju vplivnih uporabnikov kljub zelo nizki
kompleksnosti modela. V tabeli 5.2 prikazujemo uporabljene spremenljivke in
pripadajocˇe standardizirane regresijske koeficiente, ki sestavljajo napovedni
model. Model smo zgradili z metodo logisticˇne regresije na 146 uporabnikih,
za katere smo v prejˇsnjem poglavju lahko izracˇunali ocene WGT. Sˇtevilo
uporabnikov za izdelavo modela je tako majhno zaradi razlogov, navedenih v
zadnjem delu razdelka 4.2.2.








































Slika 5.1: Krivulja dviga napovednega modela odhodov, zgrajenega s pomocˇjo
metode logisticˇne regresije. Model na sliki primerjamo z nakljucˇnim pristopom.
Tabela 5.2: Standardizirane vrednosti regresijskih koeficientov β napovednega
modela vpliva uporabnikov za izid najbolj vplivni
Spremenljivka β
num h 0,4313
dur out h -0,0313
num in vs out h -1,4033
num out o vs a -0,2243
konstanta (β0) -1,1454
Iz tabele 5.2 je razvidno, da verjetnost za izid najbolj vplivni narasˇcˇa z
vecˇanjem vrednosti spremenljivk sˇtevilo klicev v omrezˇju in z zmanjˇsevanjem
vrednosti spremenljivk dolˇzina trajanja odhodnih klicev v omrezˇju, razmerje
med dohodnimi in odhodnimi klici v omrezˇju ter razmerje med odhodnimi klici
iz omrezˇja in vsemi odhodnimi klici.
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5.2.4 Hibridni model
V prvem koraku izdelave hibridnega modela smo na vseh uporabnikih zgradili
klasicˇni napovedni model odhodov. S pomocˇjo tega modela smo nato izvlekli
k odstotkov uporabnikov z najvecˇjo oceno verjetnosti za odhod. V naslednjem
koraku smo uporabili sˇe napovedni model vpliva uporabnikov in med temi
uporabniki izvlekli sˇe n odstotkov uporabnikov z najvecˇjo oceno vpliva. Za
primerjavo smo dodali sˇe dva hibridna modela, pri cˇemer smo izmed istih k
odstotkov uporabnikov nato dolocˇili sˇe n odstotkov uporabnikov, ki za storitve
ponudnika storitev placˇujejo najviˇsji znesek (angl. Average Revenue per User
– ARPU), ter n odstotkov uporabnikov z najviˇsjo oceno verjetnosti za odhod
glede na klasicˇni napovedni model (osnovni model). Celoten postopek gradnje
treh hibridnih modelov je predstavljen v graficˇni obliki na sliki 5.2.
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1 0,99 28,9 0,42 1 1 0
2 0,97 41,3 0,83 1 0 0
…
m 0,02 35,2 0,51 0 0 0






1 0,99 28,9 0,42 1 1 0
2 0,97 41,3 0,83 0 0 0
…
m*k 0,83 24,7 0,89 1 3 4
izvleči k % uporabnikov z 
največjimi OO
izvleči k % uporabnikov z 
največjimi OV






1 0,99 28,9 0,42 1 1 0
2 0,97 41,3 0,83 1 0 0
…
m*k*n 0,88 14,9 0,55 0 0 0






1 0,90 54,3 0,56 0 0 0
2 0,84 53,8 0,77 1 1 0
…
m*k*n 0,96 13,2 0,67 1 0 0






1 0,83 24,7 0,89 1 3 4
2 0,92 33,3 0,88 0 0 0
…
m*k*n 0,90 28,9 0,73 1 1 0
∑(a) ∑(a + b) ∑(a + b + c)
OO 24 28 30
ARPU 22 25 28
OV 21 30 34
Legenda:
m … število obravnavanih uporabnikov
OO … ocene verjetnosti za odhod
OV … ocene vpliva
????? ??????????? ???????????????????????
? ? ? ?? ? ? ??? ?
izvleči n % uporabnikov z 
največjim ARPU
izvleči n % uporabnikov z 
največjimi OO
(i) (ii) (iii)
Slika 5.2: Graﬁcˇna predstavitev gradnje treh hibridnih modelov: (i) model
glede na oceno verjetnosti odhoda, (ii) model glede na ARPU in (iii) model
glede na oceno vpliva na odhode.
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5.3 Rezultati ovrednotenja hibridnega mo-
dela
Vse tri verzije hibridnega modela smo ovrednotili na dva nacˇina. V prvem
nacˇinu smo dolocˇili fiksno vrednost n = 40 % in spreminjali parameter k od
1 % do 20 % v korakih po 1 %. V drugem pa smo dolocˇili fiksno vrednost
k = 5 %, spreminjali pa parameter n od 5 % do 100 % v korakih po 5 %.
Za vsako kombinacijo parametrov k in n smo presˇteli sˇtevilo primerov
TP (uporabniki, ki smo jim napovedali odhod in so dejansko odsˇli) in sˇtevilo
uporabnikov, ki so z uporabnikiTP direktno povezani, ter so zapustili ponu-
dnika storitev do 90 dni za uporabniki TP. Te uporabnike imenujemo sledilci
prve stopnje. Dodatno smo presˇteli sˇe sˇtevilo uporabnikov, ki so neposredno
povezani s sledilci prve stopnje in so zapustili ponudnika storitev znotraj
90 dni za njimi. Te uporabnike imenujemo sledilci druge stopnje. Najprej
smo ovrednotili modele samo glede na sˇtevilo uporabnikov TP, nato glede
na vsoto sˇtevila uporabnikov TP in sledilcev prve stopnje ter nazadnje glede
na vsoto sˇtevila uporabnikov TP in sledilcev prve ter druge stopnje. Za
boljˇso primerjavo modelov smo te rezultate predstavili v relativni obliki glede
rezultate osnovnega modela.
Rezultati ovrednotenja so prikazani na slikah 5.3 in 5.4. Na vsaki od
obeh slik graf (a) prikazuje rezultate z uposˇtevanjem samo uporabnikov TP,
graf (b) poleg uporabnikov TP uposˇteva sˇe sledilce prve stopnje, graf (c) pa
vkljucˇuje uporabnike TP in sledilce prve ter druge stopnje.
Obe sliki kazˇeta, da je najboljˇsi rezultat dosegla metoda predlaganega
hibridnega modela med modelom odhodov in modelom vpliva. Na podgrafu
(a) na sliki 5.3 je razvidno, da predlagani hibridni model dosezˇe najboljˇsi
rezultat zˇe takrat, ko uposˇtevamo samo uporabnike TP brez sledilcev. Ta
rezultat je dosezˇen pri delezˇih vzorca k = [4 %, 6 %]. Prava mocˇ predlaganega
modela pa je razvidna iz podgrafov (b) in (c), ko uposˇtevamo tudi sledilce
prve oziroma sledilce prve ter druge stopnje. Tu nasˇ pristop dosezˇe najboljˇsi
rezultat v intervalu delezˇa vzorca k = [3 %, 10 %]. Tu je treba uposˇtevati,
da v realnih primerih navadno ponudniki storitev uporabljajo vrednosti k v
intervalu med 0,1 % in 10 % [7]. Nasˇ pristop torej premaga preostala dva v
priblizˇno 70 % tega intervala. Zanimivo je videti, da sta grafa (b) in (c) skoraj
identicˇna. To bi lahko pojasnili z razlago, da uporabniki navadno vplivajo
le na uporabnike, ki so z njimi direktno povezani, medtem ko je vpliv na
uporabnike vecˇ kot eno stopnjo stran bistveno manjˇsi.
Grafi na sliki 5.4 pa kazˇejo, da pri konstantni vrednosti k = 5 % predlagani
hibridni model dosezˇe najboljˇsi rezultat na prakticˇno celotnem intervalu
parametra n. Z grafov na slikah 5.3 in 5.4 je torej razvidno, da so rezultati



















(b) TP + sledilci 1. st.













(c) TP + sledilci 1. in 2. st.











hibrid z modelom vpliva
Slika 5.3: Dvig hibridnega modela na podlagi vpliva in hibridnega modela na
podlagi ARPU nad osnovnim modelom napovedovanja odhodov pri razlicˇnih
delezˇih vzorca (k odstotkov uporabnikov z najvecˇjo verjetnostjo za odhod)
ter konstantni vrednosti delezˇa podvzorca n = 40 %.
mocˇno odvisni od izbire vrednosti parametrov k in n. Optimalna izbira teh
parametrov pa ni enoznacˇna, ampak je odvisna od uporabljenih podatkov in














































hibrid z modelom vpliva
Slika 5.4: Dvig hibridnega modela na podlagi vpliva in hibridnega modela na
podlagi ARPU nad osnovnim modelom napovedovanja odhodov pri konstan-
tnem delezˇu vzorca (k = 5 % uporabnikov z najvecˇjo verjetnostjo za odhod)
ter razlicˇnih delezˇih podvzorca n.
5.4 Zakljucˇek
Dosedanja dela v literaturi, ki izrabljajo informacije iz socialnega omrezˇja
uporabnikov za namen napovedovanja odhodov, kot eno od relevantnejˇsih
spremenljivk navajajo sˇtevilo povezanih uporabnikov, ki so ponudnika sto-
ritev zapustili pred uporabnikom, za katerega napovedujemo verjetnost od-
hoda [38,39]. Problem tega pristopa je, da uporabniki sledilci navadno zapu-
stijo ponudnika storitev dokaj hitro po tem, ko so ga zˇe zapustili tudi njihovi
vplivni omrezˇni sosedi. Ponudnik storitev tako nima dovolj cˇasa, da uspesˇno
napove odhode sledilcev in izvede zadrzˇevalno kampanjo.
V tem poglavju predlagamo resˇitev tega problema z napovedovanjem
vplivnih uporabnikov, preden ti zapustijo ponudnika storitev in s tem sprozˇijo
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sˇe odhode svojih sledilcev. Ta resˇitev predvideva uporabo hibridnega modela,
ki ga sestavljata napovedni model odhodov in model vpliva uporabnikov.
V rezultatih pokazˇemo, da nasˇ hibridni model v primerjavi z uporabo le
napovednega modela odhodov dosezˇe boljˇse rezultate zˇe samo pri dolocˇanju
odhodov uporabnikov. Model pa se izkazˇe tudi pri napovedovanju vplivnih
uporabnikov, saj je med napovedanimi strankami v odhodu vecˇje sˇtevilo
taksˇnih, za katerimi je kmalu h konkurenci odsˇlo sˇe vecˇ sledilcev. Zadrzˇevalna
kampanja, usmerjena k vplivnim uporabnikom v odhajanju, je lahko ob
enakem financˇnem vlozˇku torej bistveno bolj ucˇinkovita od kampanje brez
uposˇtevanja vpliva, saj ob uspesˇnem zadrzˇanju vplivnih uporabnikov lahko
zadrzˇimo tudi z njimi povezane stranke, ki sledijo odlocˇitvam vplivnim upo-
rabnikov.
V prihodnje nameravamo model sˇe izboljˇsati z uporabo dodatnih upo-
rabniˇskih spremenljivk, tako lokalnih kot tudi omrezˇnih. Svoj pristop namera-
vamo tudi preizkusiti v realni postavitvi, s prilagojeno zadrzˇevalno kampanjo
pa zˇelimo ugotavljati njegovo ucˇinkovitost.
Poglavje 6
Izboljˇsanje natancˇnosti
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6.1 Uvod
V vecˇini razvitih drzˇav in tudi v nekaterih drzˇavah v razvoju je penetracija
uporabnikov telekomunikacijskih storitev presegla 100 %, kar pomeni, da
sˇtevilo telekomunikacijskih prikljucˇkov presega sˇtevilo prebivalcev teh drzˇav.
Uporabnike telekomunikacijskih storitev tako sestavljajo zelo razlicˇni ljudje,
ki jih ni mogocˇe obravnavati kot ene same homogene skupine uporabnikov.
Na podrocˇju strojnega ucˇenja je navadno bolje graditi uporabniˇske modele
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na posameznih homogenih skupinah kot pa na vseh uporabnikih oziroma na
nakljucˇnem vzorcu vseh uporabnikov. Uporabnike je mogocˇe razdeliti v sku-
pine (ali roje, segmente) na dva nacˇina, intuitivno s pomocˇjo znanih podatkov
o uporabnikih (starost, prihodek, naslov prebivaliˇscˇa, izobrazba ...) ali pa
s pomocˇjo nenadzorovanih metod strojnega ucˇenja. Znacˇilna predstavnika
teh metod sta metoda k-tih povprecˇij rojenja [76] in metoda hierarhicˇnega
rojenja [77]. S pomocˇjo metod rojenja razdelimo uporabnike v bolj homogene
skupine, katerih cˇlani so si med seboj bolj podobni kot pa s cˇlani drugih skupin.
Napovedni modeli, zgrajeni na vsaki skupini posebej, lahko skupaj dosezˇejo
boljˇso napovedno mocˇ v primerjavi z napovednim modelom, zgrajenim na
nakljucˇnem vzorcu vseh uporabnikov.
Uporabo metod rojenja uporabnikov je mocˇ zaslediti tudi v literaturi na
podrocˇju napovedovanja odhodov uporabnikov [78,79], pri cˇemer za rojenje
uporabnikov uporabljajo znane metode rojenja (npr. metoda k-tih povprecˇij,
metoda x-tih povprecˇij ali mehka metoda c-tih povprecˇij rojenja). V tem
poglavju teh metod ne uporabljamo, pacˇ pa delimo uporabnike na dve skupini
glede na oceno njihovega vpliva (glejte poglavje 4) in ugotavljamo, kaksˇen vpliv
ima razdelitev uporabnikov na vplivne ter nevplivne uporabnike na napovedno
mocˇ modela odhodov uporabnikov v primerjavi z modelom, naucˇenim na
vplivnih in nevplivnih uporabnikih skupaj.
6.1.1 Postavitev problema
V poglavju 4 smo predstavili model dolocˇanja vpliva uporabnikov na pod-
lagi nizkonivojskih uporabniˇskih spremenljivk, v poglavju 5 pa pokazali, da
lahko uporaba tega modela v kombinaciji s klasicˇnim napovednim modelom
odhodov uspesˇno napove odhode vplivnih uporabnikov. V tem poglavju pa se
sprasˇujemo, ali sta skupini vplivnih in ostalih uporabnikov vsaka zase bolj
homogeni kot obe skupini skupaj. Menimo, da bo napovedni model odhodov
uporabnikov, zgrajen na vsaki skupini posebej, dosegel boljˇse rezultate pri
napovedovanju odhodov uporabnikov kot pa model, zgrajen na vplivnih in
nevplivnih uporabnikih skupaj brez uporabe informacije o samem vplivu.
6.1.2 Predlagana resˇitev
Za namen resˇevanja zgornjega vprasˇanja smo postavili hipotezo, ki pravi, da
je napovedovanje odhodov uporabnikov mogocˇe izboljˇsati z locˇenim modelira-
njem vplivnih in nevplivnih uporabnikov.
Hipotezo smo preverili na realnih podatkih telekomunikacijskega ponu-
dnika storitev, pri cˇemer smo uporabnike iz ucˇne mnozˇice razdelili na skupini
vplivnih in ostalih uporabnikov ter na obeh skupinah locˇeno naucˇili napovedna
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modela odhodov uporabnikov. Ta dva modela smo nato uporabili skupaj pri
izdelavi krivulje dviga, ki smo jo primerjali s krivuljo dviga napovednega
modela, zgrajenega na skupini vplivnih in nevplivnih uporabnikih skupaj.
Koncˇno smo z uporabo ustreznih statisticˇnih testov preverili, ali sta modela
statisticˇno znacˇilno razlicˇna. S tem smo preverili postavljeno hipotezo.
6.2 Materiali in metode
6.2.1 Podatki
Preizkus hipoteze smo izvedli na podatkovni mnozˇici priblizˇno 150 tisocˇ
uporabnikov predplacˇniˇskih paketov, ki smo jo uporabili zˇe v poglavju 5.
Uporabili smo torej uporabnike, ki so bili aktivni vsaj v juliju 2012. Vsakemu
uporabniku ui smo dodelili oznako je odsˇel, cˇe je ta zapustil ponudnika storitev
v obdobju od avgusta 2012 do oktobra 2012, sicer pa oznako ni odsˇel. Dodatno
smo vsakemu uporabniku dodelili vrednost ocene vpliva, ki smo jo izracˇunali
po postopku, opisanem v poglavju 4.
6.2.2 Uporabljene metode
V tem razdelku so opisane nekatere metode, ki smo jih uporabili pri izvedbi v
nadaljevanju opisanega eksperimenta. V tem eksperimentu uporabljamo tudi
nekatere metode, ki smo jih uporabili zˇe v predhodnih poglavjih, zato na tem
mestu navajamo samo reference na ustrezne razdelke v disertaciji:
• logisticˇna regresija (glejte razdelek 5.2.2),
• metoda CFS (glejte razdelek 4.2.5) in
• krivulja dviga ter povrsˇina pod krivuljo dviga AUC (glejte razde-
lek 1.4.1).
Statisticˇni testi za primerjavo klasifikacijskih algoritmov
Rezultati klasifikacije razlicˇnih klasifikacijskih modelov mnogokrat ne od-
stopajo veliko, zato je v teh primerih treba uporabiti ustrezno primerjalno
statisticˇno metodo z namenom preverjanja, ali so rezultati dveh ali vecˇ kla-
sifikacijskih modelov statisticˇno znacˇilno razlicˇni ali ne. V tem poglavju za
primerjavo rezultatov razlicˇnih klasifikacijskih modelov uporabimo tri razlicˇne
metode, ki imajo dovolj majhno sˇtevilo napak tipa 1 in dovolj veliko statisticˇno
mocˇ, in sicer McNemarjev test [33], 5× 2cv t-test [34] ter 5× 2cv F -test [35].
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Vse tri metode preverjajo nicˇelno hipotezo H0, ki pravi, da je delezˇ napak
v rezultatih klasifikatorjev A in B enak. Klasifikatorja, ki ju primerjamo,
seveda zgradimo na isti ucˇni mnozˇici in preverimo na isti testni mnozˇici.
Nasprotno temu je postavljena alternativna hipoteza H1, ki pravi, da sta
delezˇa napak v rezultatih obeh klasifikatorjev razlicˇna oziroma so rezultati
enega od klasifikatorjev znacˇilno boljˇsi od drugega.
McNemarjev test Prva uporabljena metoda za statisticˇno primerjavo dveh
razlicˇnih klasifikacijskih algoritmov se imenuje McNemarjev test [33]. Pri tej
metodi v prvem koraku z algoritmoma A in B na isti ucˇni mnozˇici zgradimo
dva klasifikatorja (CA ter CB) ter oba preverimo na isti testni mnozˇici. Na
podlagi pravih izidov in napovedanih izidov obeh modelov izdelamo 2 × 2
kontingencˇno tabelo (glejte tabelo 6.1), kjer sˇtevilki v indeksu pomenita
pravilno klasificirane primere (1) ali napacˇno klasificirane primere (0). Prva
sˇtevilka v indeksu se nanasˇa na klasifikator CA, druga pa na CB. Vsota vseh
elementov v matriki predstavlja celotno sˇtevilo instanc v testni mnozˇici.
Tabela 6.1: Kontintencˇna tabela, ki jo uporabimo pri McNemarjevem testu
CB negativni CB pozitivni
n00 n01 CA negativni
n10 n11 CA pozitivni
Ob veljavni postavljeni nicˇelni hipotezi (enak delezˇ napak v rezultatih
klasifikatorjev A in B) bi oba algoritma morala imeti enako stopnjo napake,
kar pomeni, da bi moralo veljati n01 = n10. To preverimo s pomocˇjo statistike
s, izracˇunane po enacˇbi (6.1). Statistika s je porazdeljena (priblizˇno) tako
kot statistika χ2 z eno prostostno stopnjo.




Cˇe nicˇelna hipoteza drzˇi, potem je verjetnost, da je s vecˇja od χ21;0,95 =
3,841, manjˇsa kot stopnja tveganja α = 0,05. Torej, ko je s > 3,841, lahko
nicˇelno hipotezo zavrnemo in obravnavamo rezultate algoritmov A ter B
kot statisticˇno znacˇilno razlicˇne. Prednost te metode je njena preprostost,
zato je primerna za izvajanje testa na zelo velikih sˇtevilih instanc, ko je
ucˇenje in preverjanje modela vecˇ kot enkrat cˇasovno prevecˇ potratno. Ko pa
vecˇkratno zaporedno ucˇenje in preverjanje modela nista prevecˇ potratna, pa
sta naslednja statisticˇna testa bolj primerna.
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5 × 2cv t-test Pri 5 × 2cv t-testu [34] z uporabo vsakega od testiranih
algoritmov izvedemo 5 ponovitev metode dvakratnega precˇnega preverjanja,
pri cˇemer v vsaki od 5 ponovitev podatkovno mnozˇico uporabnikov nakljucˇno
razdelimo na dva enako velika dela. Prvega od teh dveh delov uporabimo za
ucˇno, drugega pa za testno mnozˇico (prvo preverjanje), nato pa obratno (drugo
preverjanje). S p(j)i oznacˇimo razliko med delezˇema napacˇno klasificiranih
primerov obeh klasifikatorjev za obe preverjanji j = 1, 2 v vsaki od petih

































ki je porazdeljena priblizˇno tako kot statistika t pri petih prostostnih stopnjah.
Nicˇelno hipotezo, ki pravi, da imata preverjana klasifikatorja enak delezˇ napak
s stopnjo tveganja α = 0,05, lahko torej zavrnemo, cˇe je t˜ > 2,571.
Problem tega postopka je, da je sˇtevec v enacˇbi 6.4 odvisen od vrstnega
reda nakljucˇnih razdelitev podatkovne mnozˇice uporabnikov. Tako lahko v
sˇtevcu enacˇbe 6.4 nastopa katerikoli od desetih mozˇnih cˇlenov p(j)i , kar pa
lahko tudi vpliva na sprejetje ali zavrnitev nicˇelne hipoteze [35]. Za namen
razresˇitve tega problema je bila zato predlagana resˇitev v obliki 5 × 2cv
F -testa.
5× 2cv F -test Statisticˇni test 5× 2cv F -test za razliko od 5× 2cv t-testa
uposˇteva vseh deset instanc p(j)i , kar se odrazˇa v vecˇji statisticˇni mocˇi testa.











2∑5i=1 s2i , (6.5)
ki je porazdeljena priblizˇno tako kot statistika F pri desetih in petih prostost-
nih stopnjah. Zˇe omenjeno nicˇelno hipotezo s stopnjo tveganja α = 0,05 lahko
torej zavrnemo, cˇe je f˜ > 4,74.
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6.2.3 Opis eksperimenta
Za namen preverjanja postavljene hipoteze smo izvedli eksperiment, pri
katerem smo na dva razlicˇna nacˇina zgradili model odhodov uporabnikov.
Prvi pristop (oranzˇni del slike 6.1) je obsegal gradnjo klasifikacijskega modela
na vseh uporabnikih (brez rojenja). Najprej smo vse uporabnike nakljucˇno
razdelili na enako veliki ucˇno in testno mnozˇico. Na podlagi ucˇne mnozˇice smo
s pomocˇjo metode CFS opravili postopek izbire najprimernejˇsih spremenljivk
za izdelavo modela. Te spremenljivke (glejte tabelo 6.2) smo nato uporabili
pri gradnji modela z metodo logisticˇne regresije. Model smo ovrednotili na
uporabnikih iz testne mnozˇice z metodama krivulje dviga in povrsˇine pod
krivuljo dviga AUC.
Pri drugem pristopu pa smo najprej vse uporabnike razdelili na vplivne upo-
rabnike (temno modri del slike 6.1) in ostale uporabnike (zeleni del slike 6.1).
Kot vplivne smo oznacˇili uporabnike z najviˇsjimi ocenami vpliva (npr. 20 %),
izracˇunanimi po postopku, opisanem v poglavju 4. Nato smo zgradili locˇena
klasifikacijska modela na mnozˇici vplivnih in na mnozˇici ostalih uporabnikov,
in sicer po enakem postopku kot za gradnjo modela na vseh uporabnikih
skupaj. V tabeli 6.2 so za primerjavo navedene standardizirane vrednosti
regresijskih koeficientov za vsakega od treh modelov: (i) modela, zgrajenega
na vseh uporabnikih, (ii) modela, zgrajenega na vplivnih uporabnikih, in (iii)
modela, zgrajenega na vseh ostalih (nevplivnih) uporabnikih.
Ocene verjetnosti za odhod, ki so bile prirejene posebej vplivnim in ostalim
uporabnikom, smo zdruzˇili v eno tabelo, ki smo jo nato ovrednotili. Modela,
zgrajena po obeh pristopih, smo ovrednotili s pomocˇjo krivulje dviga, pri cˇemer
smo se posebej osredotocˇili na dvig v petem in desetem percentilu uporabnikov,
kar sta tudi tipicˇni vrednosti pri napovedovanju odhodov uporabnikov.
Celoten postopek smo ponovili oziroma preverili 5-krat z dvokratnim
precˇnim preverjanjem (angl. 2-fold Cross Validation) ali okrajˇsano 5× 2cv,
kjer dvokratno precˇno preverjanje pomeni razdelitev podatkov na enako veliki
mnozˇici M1 in M2, kjer najprej model zgradimo na mnozˇici M1 ter preverimo
na mnozˇici M2, nato pa obratno model zgradimo na mnozˇici M2 in preverimo
na mnozˇici M1.
Na koncu smo hipotezo, ki smo jo postavili v razdelku 6.1.2, statisticˇno
preverili s tremi razlicˇnimi statisticˇnimi testi za primerjanje klasifikacijskih
algoritmov, s stopnjo tveganja α = 0,05. McNemarjev test smo izvedli po vsaki
gradnji modelov, kar pri metodi 5× 2cv pomeni 10 ponovitev. Pri vecˇkratnem
preverjanju H0 je treba uposˇtevati Bonferronijev popravek [80] α′ = α/k.
V nasˇem primeru je k = 10, kar pomeni, da smo morali H0 preverjati pri
stopnji tveganja α′ = 0,005. Rezultate vseh gradenj modelov skupaj pa smo
uposˇtevali sˇe pri izvedbi 5× 2cv t-testa ter 5× 2cv F -testa.



















































5-krat po 2-kratno prečno preverjanje
5×2cv t-test
5×2cv F-test
Slika 6.1: Diagram poteka eksperimenta.
Opisani eksperiment smo v celoti izvedli v programskem okolju Matlab
pri razlicˇnih vrednostih delezˇa vplivnih uporabnikov: 5 %, 10 %, 20 %, 30 %
in 40 %.
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Tabela 6.2: Primer standardiziranih vrednosti regresijskih koeficientov po-
sameznih napovednih modelov odhodov uporabnikov v eni od iteracij pri
razmerju vplivnih uporabnikov r = 30 %.
Spremenljivka β za izid bo odsˇel
Vsi Vplivni Nevplivni
konstanta (β0) -4,56 -4,75 -4,56
degree1 0,25 0,25 0,30
degree2 0,03 0,08 0,06
price o vs a 0,27 0,38 0,22
dur o 0,05 -0,02 0,08
num out o -0,12 -0,20 -0,08
num in a -0,20 -0,19 -0,20
num in o 0,06 -0,08 0,05
dur in o 0,07 0,19 0,04
dur out vs in a -0,83 -0,16 -1,39
num out sms a 0,10 0,12 0,09
num churns before 0,14 0,16 0,13
6.3 Rezultati
Tabela 6.3 prikazuje rezultate ovrednotenja kombiniranih modelov pri razlicˇnih
delezˇih vplivnih uporabnikov v primerjavi z osnovnim modelom, zgrajenim na
vseh uporabnikih skupaj. Modeli so ovrednoteni z vrednostmi dviga v petem
in desetem percentilu ter s povrsˇino pod krivuljo dviga AUC. Pri petem
percentilu osnovni model dosezˇe vrednost dviga 2,49, medtem ko vse variante
kombiniranega pristopa dosezˇejo nekoliko boljˇse rezultate (med 2,56 in 2,65).
Podobne rezultate dosezˇemo tudi pri desetem percentilu, kjer kombinirani
pristop (dvig med 2,27 in 2,31) vselej rahlo prekasˇa osnovni model z dvigom
2,23. Najvecˇjo razliko med osnovnim in kombiniranim pristopom zabelezˇimo
pri locˇeni gradnji modela na 30 % uporabnikov z najvecˇjimi ocenami vpliva,
kar je tudi oznacˇeno v tabeli s krepko pisavo.
Kljub temu, da so vrednosti dviga v petem in desetem percentilu s kombi-
niranim pristopom v vseh primerih boljˇse od osnovnega pristopa, pa so te
razlike relativno majhne. Ovrednotenje s povrsˇino pod krivuljo dviga prikazˇe
sˇe manjˇse razlike med razlicˇnimi modeli, saj je razlika med najmanjˇso in
najviˇsjo dosezˇeno vrednostjo AUC zgolj 0,5 %. Iz tega razloga tu najboljˇsa
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Tabela 6.3: Dvig pri petem in desetem percentilu ter povrsˇina pod krivuljo
dviga AUC kombiniranih modelov odhodov pri razlicˇnih vrednostih delezˇev
vplivnih uporabnikov r v primerjavi z modelom, zgrajenim na vseh uporabni-
kih skupaj.
Model r [%] dvig(5 %) dvig(10 %) AUC
5 2,58 2,27 0,646
Locˇeno 10 2,56 2,28 0,649
vplivni 20 2,57 2,29 0,649
in ostali 30 2,65 2,31 0,648
40 2,61 2,30 0,648
Vsi up. 0 2,49 2,23 0,648
vrednost modela ni posebej oznacˇena. Zelo majhne razlike med razlicˇnimi
modeli so razvidne tudi s slike 6.2, ki prikazuje graf dviga za vse vrednosti
delezˇev vplivnih uporabnikov, ki smo jih uporabili pri izvedbi eksperimenta,




















Slika 6.2: Graf dviga kombiniranih modelov vplivnih in ostalih uporabnikov v
primerjavi z osnovnim modelom, zgrajenim na vseh uporabnikih, pri razlicˇnih
vrednostih delezˇa vplivnih uporabnikov r.
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Za namen ugotavljanja, ali so prikazane razlike med osnovnim modelom
in kombiniranim pristopom znacˇilno razlicˇne ali pa zanemarljivo majhne, smo
uporabili tri razlicˇne statisticˇne teste za primerjavo klasifikacijskih algoritmov,
in sicer McNemarjev test, 5 × 2cv t-test ter 5 × 2cv F -test. Z vsemi testi
smo preverjali nicˇelno hipotezo H0, ki pravi, da sta napaki primerjanih
klasifikacijskih modelov enaki. Cˇe je bila vrednost p posameznega testa manjˇsa
od stopnje tveganja α, smo nicˇelno hipotezo zavrnili in sprejeli alternativno
hipotezo H1 (rezultati enega klasifikacijskega modela so znacˇilno razlicˇni od
rezultatov preostalega modela). Cˇe pa je bila vrednost p vecˇja od stopnje
tveganja α, smo nicˇelno hipotezo H0 sprejeli.
Kot smo zˇe pojasnili, smo izvedli McNemarjev test desetkrat, torej po vsaki
gradnji osnovnega modela in kombiniranega modela – iz modela vplivnih ter
modela ostalih uporabnikov (glejte sliko 6.1). Zaradi vecˇkratnega preverjanja
nicˇelne hipoteze smo morali opraviti Bonferronijevo prilagoditev stopnje
tveganja, ki je tako pri izvedbi McNemarjevega testa znasˇala α′ = 0,005. Iz
drugega stolpca tabele 6.4 je razvidno, da v vseh petdesetih primerih nicˇelne
hipoteze H0 niti enkrat nismo ovrgli, saj so vrednosti p v vseh primerih znasˇale
vecˇ kot 0,005. Sˇe vecˇ, vse vrednosti p McNemarjevih testov so bile znotraj
intervala [0,21, 0,98].
Tabela 6.4: Rezultati statisticˇnih primerjalnih testov klasifikacijskih algorit-
mov.
r [%] McNemar(p < 0,005)
vrednost p
5× 2cv t-test 5× 2cv F -test
5 0/10 0,16 0,27
10 0/10 0,32 0,39
20 0/10 0,38 0,46
30 0/10 0,45 0,43
40 0/10 0,60 0,35
V tretjem in cˇetrtem stolpcu tabele 6.4 so navedene vrednosti p dveh
mocˇnejˇsih testov v primerjavi z McNemarjevim, in sicer 5× 2cv t-testa ter
5× 2cv F -testa. Tudi tu lahko ugotovimo, da so vrednosti p v vseh primerih
vecˇje od izbrane stopnje tveganja α = 0,05, kar pomeni, da noben test nicˇelne
hipoteze H0 ni zavrnil in jo tako lahko sprejmemo.
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6.3.1 Razprava
Potrditev nicˇelne hipoteze je nekoliko presenetljiva, saj razlike v regresijskih
koeficientih med modeloma vplivnih in ostalih uporabnikov nakazujejo, da
se uporabniki teh dveh skupin razlicˇno obnasˇajo ter da lahko z locˇenima
napovednima modeloma na vplivnih in ostalih uporabnikih bolj natancˇno
napovemo odhode uporabnikov. Pogled na tabelo 6.2 razkrije, da nekatere
spremenljivke (trajanje vseh klicev iz omrezˇja, sˇtevilo vseh vhodnih klicev
iz omrezˇja) celo obratno vplivajo na odhode uporabnikov, torej pozitivno
pri vplivnih in negativno pri ostalih uporabnikih ali obratno. Spet druge
spremenljivke pa imajo pri enem modelu izredno mocˇen vpliv na odhode, pri
drugem pa prakticˇno zanemarljivega (npr. razmerje med vsemi odhodnimi in
dohodnimi klici).
Razlog za potrditev nicˇelne hipoteze se po nasˇem mnenju skriva v tem,
da je kljub temu, da so si vplivni in ostali uporabniki po obnasˇanju nekoliko
razlicˇni, dolocˇitev odhodov uporabnikov znotraj vsake od teh dveh skupin
uporabnikov enako tezˇka naloga kot med vsemi uporabniki. O tezˇavnosti
naloge napovedovanja odhodov z uporabo podatkov, ki smo jih imeli na voljo,
pricˇajo tudi dokaj nizke vrednosti AUC, ki so podane v tabeli 6.3.
Iz rezultatov lahko torej zakljucˇimo, da razdelitev uporabnikov na vplivne
in ostale ne izboljˇsa modela za napovedovanje odhodov uporabnikov. Za namen
iskanja boljˇsih razdelitev uporabnikov v homogene in med seboj razlicˇne roje
bi bilo treba preizkusiti sˇe druge razdelitve uporabnikov, in sicer s pomocˇjo
metod rojenja (npr. metoda k-tih povprecˇij) ali pa z drugimi intuitivnimi
razdelitvami, na primer z locˇenim ucˇenjem uporabnikov iz vasˇkega okolja in
uporabnikov iz mest.
6.4 Zakljucˇek
V tem poglavju smo preverjali hipotezo, da je napovedovanje odhodov upo-
rabnikov mogocˇe izboljˇsati z locˇenim modeliranjem vplivnih in ostalih upo-
rabnikov. Za ta namen smo uporabili realne podatke telekomunikacijskega
ponudnika storitev, na katerih smo zgradili napovedni model odhodov po dveh
pristopih: (i) z gradnjo modela na testni mnozˇici vseh uporabnikov (osnovni
model) in (ii) z locˇeno gradnjo modela na vplivnih ter na ostalih uporabnikih.
Pricˇakovati je bilo, da bo kombinacija teh dveh locˇenih modelov dosegla boljˇso
napovedno mocˇ v primerjavi z osnovnim modelom. V vseh primerih smo za
ucˇenje uporabili metodo logisticˇne regresije. Vplivne uporabnike smo dolocˇili
po metodi, predlagani v poglavju 4.
Kljub temu, da so standardizirane vrednosti regresijskih koeficientov naka-
94 POGLAVJE 6. LOCˇENO MODELIRANJE ODHODOV
zovale na to, da se vplivni in ostali uporabniki obnasˇajo drugacˇe, rezultati niso
prinesli bistvenega izboljˇsanja v napovedovanju odhodov (glede na krivuljo
dviga in vrednosti AUC). Da so razlike med rezultati razlicˇnih modelov zgolj
nakljucˇne, je potrdilo statisticˇno testiranje s pomocˇjo metod Mcnemarjev test,
5× 2cv t-test in 5× 2cv F -test. Kot razlog za to smo navedli tezˇavnost naloge
napovedovanja odhodov, ki se ne zmanjˇsa z locˇenim modeliranjem odhodov
na vplivnih in ostalih uporabnikih.
V prihodnje nameravamo preveriti ucˇenje napovednih modelov sˇe z dru-
gimi metodami (npr. metoda podpornih vektorjev ali metoda nevronskih
mrezˇ), ki bi mogocˇe uporabnike znotraj posamezne skupine bolje klasificirale.
Preveriti zˇelimo tudi druge intuitivne metode razdelitve uporabnikov v sku-
pine in gradnjo napovednih modelov na vsaki posebej, na primer z locˇenim
modeliranjem uporabnikov iz vasˇkega okolja ter uporabnikov iz mest ali pa z
locˇenim modeliranjem bolj povezanih uporabnikov glede na njihovo socialno
omrezˇje v primerjavi z manj povezanimi.
Poglavje 7
Metoda pojasnjevanja razlogov
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7.1 Uvod
Proces zadrzˇevanja uporabnikov telekomunikacijskih ponudnikov storitev
lahko razdelimo na dva koraka. V prvem s pomocˇjo podatkov, ki jih imamo na
voljo o uporabnikih, zgradimo napovedni model odhodov. Tu seveda zˇelimo, da
je mocˇ oziroma tocˇnost napovednega modela cˇim boljˇsa. V literaturi obstaja
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veliko del, ki primerjajo razlicˇne metode strojnega ucˇenja in za napovedovanje
predlagajo oziroma uporabijo tisto, ki dosezˇe najboljˇsi rezultat glede na
izbrano mero za ovrednotenje, npr. glede na vrednost AUC ali pa na vrednosti
razlicˇnih percentilov pri krivuljah dviga [13,78,81–84].
V drugem koraku sledi uporaba teh modelov na realnih podatkih in
izvajanje primernih zadrzˇevalnih ukrepov z namenom preprecˇevanja odhodov
strank, za katere je model ocenil vecˇjo verjetnost odhoda. Obstaja torej vecˇ
mozˇnih zadrzˇevalnih ukrepov, ki pa niso enako uspesˇni pri vseh strankah.
Nekateri so bolj uspesˇni pri enem segmentu, drugi pa pri drugem. Za izbiro
najboljˇsega ukrepa je za vsako stranko s povecˇano verjetnostjo odhoda treba
oceniti tudi razlog, zaradi katerega se stranka nagiba k odhodu. Cˇe natancˇno
vemo, katere stranke bodo kmalu zˇelele zamenjati ponudnika storitev, ne vemo
pa zakaj, potem je tudi tezˇko oceniti, s kaksˇno ponudbo bi te stranke lahko
odvrnili od odhoda. Iz tega sledi, da je pri izbiri klasifikacijskega modela
vsaj tako kot napovedna mocˇ pomembna tudi interpretativnost oziroma
razumljivost modelov [85–90].
V smislu napovedne mocˇi so navadno boljˇse bolj kompleksne metode, kot
so na primer metoda podpornih vektorjev, nevronske mrezˇe ali metode na
osnovi jeder (angl. kernel-based methods). Pri teh metodah je neposredna
interpretacija mehanizmov odhodov strank, ki bi jih povzeli iz samih rezultatov
strojnega ucˇenja, vecˇinoma neizvedljiva. Bistveno boljˇso interpretativnost
ponujajo preprostejˇsi modeli, kot sta logisticˇna regresija in celotna druzˇina
odlocˇitvenih dreves (npr. odlocˇitvena drevesa C4.5 [91], nakljucˇna drevesa [92]
ali alternativna odlocˇitvena drevesa [93]).
V tem poglavju se osredotocˇimo na vizualizacijo odlocˇitvenih dreves, ki
jo uporabimo za preprosto pojasnjevanje razlogov za odhode uporabnikov
h konkurencˇnim ponudnikom storitev. Razloge za odhode povzamemo iz
rezultatov strojnega ucˇenja odlocˇitvenih dreves na realnih podatkih.
7.1.1 Postavitev problema
Trenutne resˇitve, ki omogocˇajo vizualizacijo dreves, so pogostokrat integrirane
v samo orodje za izdelavo klasifikacijskih modelov. Obenem pa pogosto ne
omogocˇajo vizualizacije, primerne za prikazovanje pred vodstvom podjetja ali
pred drugimi oddelki, ki ne sodelujejo direktno pri modeliranju uporabnikov,
so pa za njih ti podatki pomembni. Razlog je v tem, da za interpretacijo
zahtevajo specificˇna znanja algoritmov strojnega ucˇenja, uporabljena pri
njihovi gradnji.
Problem, ki ga v tem poglavju resˇujemo, je torej vizualizacija odlocˇitvenega
drevesa, ki modelira odhajanje uporabnikov, v lahko berljivi obliki, ki ponuja
vse bistvene informacije za razpoznavo kljucˇnih razlogov za odhode uporabni-
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kov. Vizualizacija mora biti primerna za neposredno vkljucˇitev v porocˇila ali
predstavitve za kljucˇne kadre v podjetjih (vodstvo podjetja, prodajni oddelek
ali oddelek za marketing).
7.1.2 Predlagana resˇitev
V tem poglavju predstavimo resˇitev za vizualizacijo odlocˇitvenih dreves, ki
kot vhod uporabi tekstovno obliko odlocˇitvenega drevesa, za prikaz drevesa v
obliki, ki je primerna za preprosto sklepanje o odhodih uporabnikov. Gradnjo
odlocˇitvenega drevesa opravimo s pomocˇjo metode nakljucˇnih odlocˇitvenih
dreves [92] v programskem okolju Weka [64], odlocˇitveno drevo pa prikazˇemo s
pomocˇjo programa za vizualizacijo grafov Graphviz [94]. Pri tem je pomembno,
da je interpretacija tako dobljenega odlocˇitvenega drevesa uporabna tudi v
primeru, ko so bili za oceno verjetnosti odhodov strank uporabljeni drugi
postopki napovedovanja.
Pretvorbo tekstovne oblike odlocˇitvenega drevesa v obliko, ki jo sprejme
Graphviz, opravimo s programom, razvitim v programskem okolju Matlab1.
Dodatno predstavimo tudi postopek interpretacije izrisanega odlocˇitvenega
drevesa, ki je direktno uporaben v realnih primerih v podjetjih, ki se ukvarjajo
s skrbjo za uporabnike.
7.2 Materiali in metode
7.2.1 Podatki
Podobno kot v prejˇsnjih poglavjih smo tudi v eksperimentalnem delu tega
poglavja uporabili podatke priblizˇno 150 tisocˇ uporabnikov predplacˇniˇskih
paketov, ki so bili v omrezˇju obravnavanega ponudnika storitev aktivni vsaj
celoten mesec julij 2012. Za predplacˇniˇske uporabnike navadno niso na voljo
demografski podatki, tako da lahko v analizi uporabimo le podatke o uporabi
storitev in o povezovanju teh uporabnikov. Spremenljivke, ki smo jih uporabili,
so predstavljene v tabeli 4.1. Dodatno smo uporabili sˇe spremenljivke, ki
so vsebovale podatek o relativnem in absolutnem sˇtevilu nedavnih odhodov
omrezˇnih sosedov uporabnikov. Kot uporabnike v odhajanju smo oznacˇili
tiste, ki so prenesli svojo sˇtevilko h konkurenci v trimesecˇnem obdobju avgust
2012–oktober 2012. Med vsemi obravnavanimi uporabniki je bilo taksˇnih
uporabnikov okoli 2000 oziroma priblizˇno 1,3 %.
1http://www.mathworks.com/products/matlab/
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7.2.2 Gradnja odlocˇitvenega drevesa
Za gradnjo modela odhodov uporabnikov smo uporabili metodo nakljucˇnih
odlocˇitvenih dreves [92], katere prednosti so predvsem hitrost ucˇenja, odlicˇna
interpretativnost in z ostalimi klasifikacijskimi metodami primerljiva klasifi-
kacijska mocˇ.
Kot zˇe ime pove, metoda nakljucˇnih odlocˇitvenih dreves nakljucˇno zgradi
vecˇ odlocˇitvenih dreves skupaj. Pri gradnji vsakega odlocˇitvenega drevesa
oz. binarnega pravila nakljucˇno izberemo eno od vhodnih spremenljivk in
na njej dolocˇimo pravilo, ki razdeli vse instance (uporabnike) v dve skupini.
Primer pravila je razdelitev vseh uporabnikov na mosˇke in zˇenske (kategoricˇna
razdelitev) ali pa razdelitev na uporabnike, starejˇse ter mlajˇse od 30 let
(numericˇna razdelitev). Mejo za razdelitev uporabnikov (npr. 30 let) prav
tako izberemo nakljucˇno, a pod pogojem, da imata razdeljeni veji znacˇilno
razlicˇni porazdelitvi napovedne spremenljivke. Kategoricˇno razdelitev na isti
spremenljivki lahko opravimo samo enkrat po posamezni poti, numericˇno
razdelitev na isti spremenljivki pa lahko opravimo vecˇkrat, le vrednost v
neenacˇbi mora biti drugacˇna. Z rastjo drevesa prenehamo, ko v nobeni veji
ni vecˇ kot ene instance ali pa ko je dosezˇena zˇelena globina drevesa. Koncˇno
klasifikacijo opravimo tako, da z izbiro ustreznega praga P vsem instancam
(uporabnikom) v listih z verjetnostjo p ≥ P za izid A (npr. odhod stranke)
tudi napovemo izid A, ostalim pa napovemo nasproten izid ¬A (npr. ne bo
odsˇel).
Glede na nacˇin gradnje drevesa bi verjetno sklepali, da ob vsaki gradnji
dobimo drugacˇno drevo. V programskih okoljih (tudi v Weki) ob nespremenje-
nih parametrih in vhodnih podatkih vedno dobimo isto odlocˇitveno drevo, kar
pomeni, da izbira spremenljivk ter praga za razdelitev instanc ni nakljucˇna,
ampak psevdonakljucˇna. Kot vhodni parameter pri gradnji drevesa namrecˇ
navadno podamo tudi vrednost semena (angl. random seed), pri cˇemer pa ob
isti vrednosti semena algoritem nakljucˇnih odlocˇitvenih dreves zgradi enako
drevo ob predpostavki, da smo uporabili iste vhodne podatke in iste vrednosti
drugih parametrov.
Metode odlocˇitvenih dreves (tudi nakljucˇno odlocˇitveno drevo) so razme-
roma obcˇutljive na pretirano prileganje, zato jim navadno omejimo globino
oziroma sˇtevilo razdelitev po posamezni poti. Izbira ustrezne maksimalne
globine je zelo pomembna, saj prevelika vrednost povzrocˇi prekomerno pri-
leganje, premajhna pa premalo natancˇen model. Za ugotovitev optimalne
globine drevesa ovrednotimo model na testni mnozˇici (ki je neodvisna od
ucˇne mnozˇice) pri razlicˇnih vrednostih globine drevesa, in sicer s pomocˇjo
parametra AUC. Izbrana globina drevesa je tista, pri kateri dosezˇemo najvecˇjo
vrednost AUC.
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V eksperimentalnem delu tega poglavja uporabimo implementacijo na-
kljucˇnih odlocˇitvenih dreves v programskem okolju Weka. Primer tekstovne
oblike nakljucˇnega odlocˇitvenega drevesa iz Weke je prikazan na sliki 7.1.
num-in-h < 20.5
| dur-o < 3992.5
| | dur-in-vs-out-a < 0.78 : 0 (9742/54)
| | dur-in-vs-out-a >= 0.78 : 0 (25555/257)
| dur-o >= 3992.5
| | dur-in-o-vs-a < 0.37 : 0 (367/0)
| | dur-in-o-vs-a >= 0.37 : 0 (6384/138)
num-in-h >= 20.5
| dur-o-vs-a < 0.48
| | num-in-o < 13.5 : 0 (15862/167)
| | num-in-o >= 13.5 : 0 (11235/207)
| dur-o-vs-a >= 0.48
| | dur-out-vs-in-o < 0.11 : 0 (1524/63)
| | dur-out-vs-in-o >= 0.11 : 0 (3687/90)
Slika 7.1: Tekstovni prikaz nakljucˇnega odlocˇitvenega drevesa iz Weke, zgra-
jenega na realnih podatkih.
V tej obliki vsaka vrstica pomeni svojo vejo, pri cˇemer vrstni red vrstic
pomeni sprehod v globino grafa (angl. Deep-first search). Globina povezave
je predstavljena s sˇtevilom horizontalnih cˇrt “|” pred navedbo povezave,
kjer vozliˇscˇe, iz katerega povezava izvira, predstavlja najblizˇja vrstica nad
obravnavano vrstico, ki ima eno globino manj. Vrstice, ki se koncˇajo z obliko
“: A (x/y)”, pomenijo zakljucˇno povezavo poti, kjer je podano tudi sˇtevilo
posameznih instanc v zakljucˇnem vozliˇscˇu oziroma listu. Vrednost x pomeni
sˇtevilo instanc iz ucˇne mnozˇice z izidom A, vrednost y pa sˇtevilo instanc z
izidom ¬A.
7.2.3 Okolje za risanje odlocˇitvenih dreves
Okolje za risanje odlocˇitvenega drevesa smo postavili v programskem okolju
Matlab, pri cˇemer smo kot osnovo uporabili pristop v [95]. Naloga programa je
bila hitra pretvorba tekstovnega zapisa odlocˇitvenega drevesa (glejte sliko 7.1)
v obliko, ki jo razume Graphviz [94]. Preprost primer tekstovne oblike grafa
Graphviz (koncˇnica .dot) je prikazan na sliki 7.2.
Datoteke Graphviz se zacˇnejo z vrsto (graph za usmerjen, digraph za
neusmerjen graf) in imenom grafa, nato sledijo lastnosti celotnega grafa, kot
so razmerje stranic prikaza (ratio) ter lastnosti vseh vozliˇscˇ (node [...]) in
povezav (edge [...]). Neusmerjene povezave v grafu so prikazane v obliki
a -- b, usmerjene pa a -> b. Specificˇne lastnosti posameznih povezav, kot
so na primer barva, debelina ali oznaka, lahko dolocˇimo znotraj oglatih
oklepajev. Cˇe zˇelimo po svojem okusu oblikovati tudi posamezna vozliˇscˇa, jih






"list 1" [shape=box, style=filled, fillcolor=green]
"list 2" [shape=box, style=filled, fillcolor=red]
"list 3" [shape=box, style=filled, fillcolor=green]
"list 4" [shape=box, style=filled, fillcolor=red]
"sprem. 1" -> "sprem. 11" [label = "<x", color="#FFBA00", penwidth=10]
"sprem. 11" -> "list 1" [label = "<y", color="#FFC600", penwidth=6]
"sprem. 11" -> "list 2" [label = ">=y", color="#FF7B00", penwidth=4]
"sprem. 1" -> "sprem. 12" [label = ">=x", color="#FF9500", penwidth=8]
"sprem. 12" -> "list 3" [label = "<z", color="#FFA500", penwidth=6]
"sprem. 12" -> "list 4" [label = ">=z", color="#FF4500", penwidth=2]
}
Slika 7.2: Primer tekstovne datoteke preprostega grafa v Graphvizu.
nasˇtejemo pred povezavami, njihove lastnosti pa vpiˇsemo v oglate oklepaje,
kot je prikazano v primeru na sliki 7.2.
Pretvorbo drevesa iz tekstovne oblike v sliko opravimo z ukazom v ukazni
vrstici: dot -Tpdf -Kdot tekst-drevo.dot -o slika.pdf, kjer je dot pro-
gram, s katerim opravimo pretvorbo (v insˇtalaciji Graphviza), -Tpdf in -Kdot
pa sta znacˇki, ki dolocˇata tip vhodne ter izhodne datoteke. V tem primeru
opravimo pretvorbo iz DOT-datoteke tekst-drevo.dot v PDF-datoteko
slika.pdf. Graf, ki ga dobimo s pretvorbo tekstovnega drevesa na sliki 7.2 s
pomocˇjo zgornjega ukaza, je predstavljen na sliki 7.3.
Oblikovanje drevesa
Cilj oblikovanja drevesa v nasˇem okviru je omogocˇiti njegovo interpretacijo
v smislu razlogov odhodov strank. Drevo, ki ga izriˇsemo v nasˇem programu,
vsebuje vizualne informacije vecˇ uporabnih parametrov za preprosto dolocˇanje
razlogov za odhode posameznih bolj kriticˇnih skupin uporabnikov. Prvi vir
informacij so oznake na posameznih povezavah, ki skupaj z oznako v vozliˇscˇu
nad povezavo tvorijo pravila, po katerih razdelimo uporabnike. Na primer,
povezava z oznako >=x in vozliˇscˇem "sprem. 1" neposredno nad povezavo
pomeni, da po tej povezavi spustimo vse uporabnike, za katere velja, da imajo
vrednost spremenljivke "sprem. 1" vecˇjo ali enako vrednosti x.
Informacijo o sˇtevilu uporabnikov, ki gredo skozi posamezno povezavo,
ponuja debelina izrisane povezave. Bolj kot je povezava odebeljena, vecˇji
relativni delezˇ uporabnikov gre skozi samo povezavo. Pretvorba med rela-
tivnim sˇtevilom uporabnikov na povezavi in debelino izrisane povezave je
linearna, lahko pa bi uporabili tudi drugo vrsto funkcijske pretvorbe (npr.
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Slika 7.3: Primer izrisa preprostega grafa v Graphvizu.
logaritemsko). Barve povezav pa prikazujejo informacijo o razlicˇnih delezˇih
odhodov uporabnikov. Predstavljeni so z oranzˇnordecˇo barvno lestvico, pri
cˇemer svetlo oranzˇna barva pomeni minimalen delezˇ odhodov, zˇivo rdecˇa
barva pa maksimalen delezˇ odhodov na drevesu.
Preostale informacije, ki pomagajo pri razbiranju razlogov za odhode,
vsebujejo koncˇna vozliˇscˇa oziroma listi drevesa. Najvecˇ informacije ponuja
vsebina samega lista, kjer so navedeni sˇtevilo uporabnikov, ki zapustili opera-
terja (pod oznako C – angl. Churner), sˇtevilo uporabnikov, ki v obravnavanem
obdobju operaterja niso zapustili (pod oznako NC – angl. Not Churn), in delezˇ
odhodov uporabnikov (pod oznako r – angl. rate). Vsak list pa je sˇe obarvan
z rdecˇo barvo, cˇe je delezˇ odhodov uporabnikov v listu vecˇji od dolocˇenega
praga T , ali z zeleno, cˇe je delezˇ odhodov v listu manjˇsi od T . Prag T se lahko
nastavi poljubno, a v tem poglavju uporabljamo vrednost T enako delezˇu
odhodov vseh obravnavanih uporabnikov, pomnozˇenih s faktorjem 1,5, torej
T = 2 %.
Vse opisane informacije, ki jih drevo vsebuje v obliki razlicˇnih barv,
debelin ali samega teksta, omogocˇajo preprosto vizualno razpoznavo skupin
uporabnikov s povecˇano verjetnostjo za odhod in parametrov, pomembnih
za uvrstitev v tovrstne skupine. Preko tega pa lahko sklepamo o razlogih, ki
vodijo do odhodov uporabnikov.
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7.2.4 Postopek interpretacije drevesa
Na tem mestu predstavljamo postopek interpretacije vizualiziranega odlo-
cˇitvenega drevesa, ki je uporaben v realnih oziroma prakticˇnih scenarijih.
Postopek zajema sˇtiri opisne korake, vse od gradnje napovednega modela
odhodov do priprave porocˇil, namenjenih ciljnim oddelkom podjetja. V pri-
meru napovedovanja odhodov uporabnikov telekomunikacijskih ponudnikov
storitev so ti oddelki lahko vodstvo podjetja, produktno vodenje ali oddelek
za marketing.
Koraki postopka interpretacije drevesa:
1. Izdelava napovednega modela odhodov uporabnikov V prvem
koraku izdelamo napovedni model odhodov uporabnikov. Tu uporabimo
primerno metodo odlocˇitvenih dreves, ki ponuja veliko stopnjo inter-
pretativnosti. Program, ki ga uporabljamo v tem poglavju, podpira
odlocˇitvena drevesa C4.5 in nakljucˇna odlocˇitvena drevesa, razvita v
programskem okolju za strojno ucˇenje Weka. Cilj tega koraka je torej
odlocˇitveno drevo v tekstovni obliki (primer na sliki 7.1).
2. Izdelava in izris odlocˇitvenega drevesa Ta korak predvideva izris
odlocˇitvenega drevesa na podlagi drevesa v tekstovni obliki, pridoblje-
nega v prvem koraku. S pomocˇjo ustreznega programa je narejena
pretvorba tekstovne datoteke drevesa iz Weke v tekstovno datoteko dre-
vesa za Graphviz in koncˇno izris odlocˇitvenega drevesa. Cilj tega koraka
je izrisano odlocˇitveno drevo, ki ga je zˇe mocˇ vizualno obravnavati za
namen dolocˇanja parametrov, pomembnih za ugotavljanje razlogov za
odhode.
3. Analiza vizualiziranega drevesa Izrisano drevo iz prejˇsnjega koraka
uporabimo tu pri vizualni analizi. Drevo lahko izriˇsemo v papirnati
obliki primernih velikosti, na racˇunalniˇskih zaslonih ali pa ga projici-
ramo na steno, kar je najprimernejˇsa opcija v primerih ogromnih dreves.
Odlocˇitveno drevo lahko izrisujemo in analiziramo tudi ob razlicˇnih
cˇasovnih intervalih ter tako opazujemo, kateri del drevesa se je v opa-
zovanem cˇasovnem intervalu najbolj spreminjal. Pri vizualni analizi
najprej preverimo vsa koncˇna vozliˇscˇa drevesa, ki so obarvana rdecˇe, to-
rej tista, ki imajo delezˇ odhodov uporabnikov vecˇji od dolocˇenega praga
T . Nato gremo za vsako skupino po drevesu navzgor in analiziramo
spremenljivke ter njihove vrednosti, ki te poti dolocˇajo. Pri tem vecˇjo
pozornost usmerimo debelejˇsim (vecˇ uporabnikov) in bolj zˇivo rdecˇim
potem (vecˇji delezˇ odhodov). Na podlagi teh poti dolocˇimo faktorje
oziroma razloge, ki so verjetno pripeljali do vecˇjega delezˇa odhodov
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uporabnikov. Cilj tega koraka je torej seznam kljucˇnih faktorjev za
odhode uporabnikov.
4. Predstavitev kljucˇnim oddelkom V zadnjem koraku je predvi-
dena sestava porocˇila s pomocˇjo rezultatov analize vizualiziranega
odlocˇitvenega drevesa. To porocˇilo je namenjeno kljucˇnim oddelkom v
podjetjih, na primer vodstvu podjetja, oddelku za marketing ali pa od-
delku za produktno vodenje. Ta porocˇila lahko vsebujejo prikaz samega
drevesa ali njegovih pomembnih delov, razpoznavo kljucˇnih faktorjev
za odhode, predloge nadaljnjih korakov in podobno.
7.3 Eksperiment
V tem razdelku sta predstavljena potek izdelave odlocˇitvenega drevesa in
poskus razlage razlogov za odhode uporabnikov na podlagi realnih podatkov
uporabnikov mobilnega ponudnika storitev (uporabljeni podatki so predsta-
vljeni v razdelku 7.2.1).
7.3.1 Gradnja napovednega modela
Za vizualizacijo odlocˇitvenega drevesa je najprej treba izdelati napovedni
model odhodov s pomocˇjo metode odlocˇitvenih dreves. Ko zˇe omenjeno, v
tem poglavju uporabljamo metodo nakljucˇnih odlocˇitvenih dreves, izvedeno
v Weki. Za izdelavo napovednega modela odhodov uporabnikov smo vseh
150 tisocˇ predplacˇniˇskih uporabnikov, katerih podatke smo imeli na voljo,
nakljucˇno razdelili na dva enaka dela, ucˇno in testno mnozˇico. Pri tem smo
ohranili delezˇ odhodov v vsakem delu. Da bi ugotovili optimalno globino
drevesa (glejte razdelek 7.2.2), smo zgradili vecˇ napovednih modelov pri
razlicˇnih globinah dreves in pri vsaki na ucˇni ter testni mnozˇici primerjali
vrednost parametra AUC. Z grafa na sliki 7.4 je razvidno, da je pri globinah
drevesa, vecˇjih od 5, priˇslo do prekomernega prileganja modela, saj je med
vrednostmi AUC na ucˇni in testni mnozˇici velika razlika. Najboljˇso vrednost
AUC na testni mnozˇici smo dosegli pri globini drevesa 5, in sicer AUC=0,62.
Vredno je uposˇtevati tudi manjˇsi globini, 3 in 4, kjer smo dobili bistveno
preprostejˇsa modela, a z nekoliko slabsˇo napovedno mocˇjo (AUC=0,60).
Pri gradnji modela z metodo nakljucˇnih dreves v Weki smo kot rezultat
dobili tekstovni zapis drevesa. Primer taksˇnega zapisa realnega drevesa, ki
smo za dobili za globino 3, je predstavljen na sliki 7.1.












Slika 7.4: Primerjava vrednosti parametra AUC pri razlicˇnih vrednostih
globine drevesa na ucˇni in testni mnozˇici.
7.3.2 Risanje in analiza drevesa
Tekstovno obliko drevesa smo nato s pomocˇjo lastnega programa, razvitega
v Matlabu (glejte razdelek 7.2.3), pretvorili v format, namenjen izrisu v
programu Graphviz. Zaradi omejitve prostora v disertaciji na tem mestu
prikazujemo le drevesi globin 3 in 4, in sicer na slikah 7.5 in 7.6. Postopek je
sicer podoben tudi za odlocˇitvena drevesa drugih globin. Pretvorba in izdelava
vizualizacije drevesa v nasˇem programu se izvede izredno hitro, saj za izris
drevesa in barvanje na podlagi podatkov 75 tisocˇ uporabnikov potrebuje manj
kot 2 sekundi.
Primer interpretacije drevesa globine 3
Slika 7.5 prikazuje izrisano drevo globine 3. Med osmimi koncˇnimi vozliˇscˇi so
tri obarvana rdecˇe, kar pomeni, da vsebujejo vecˇ kot 2 % uporabnikov, ki so v
obravnavanem obdobju ponudnika storitev zapustili. Pravila, ki pripeljejo do
teh faktorjev, so za lazˇjo interpretacijo prikazana sˇe v tabeli 7.1. Parameter
r v tabeli pomeni delezˇ uporabnikov v odhajanju med vsemi uporabniki
znotraj vozliˇscˇa, parameter R pa predstavlja delezˇ uporabnikov v odhajanju
znotraj vozliˇscˇa v primerjavi z vsemi uporabniki v celotnem drevesu, ki so tudi
zapustili ponudnika storitev. Pri obravnavi tako damo prednost vozliˇscˇem, ki
imajo viˇsji vrednosti obeh parametrov.
Vozliˇscˇe (11) na sliki 7.5 vsebuje skoraj 15 % vseh odhodov v drevesu, kar
pomeni, da je primerno za podrobnejˇso analizo. Pogled po poti do vozliˇscˇa
pokazˇe, da so to uporabniki, ki so v analiziranem mesecu sprejeli manj kot
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Slika 7.5: Izrisano odlocˇitveno drevo globine 3.
3992 sekund oziroma 66 minut klicev z uporabniki ostalih omrezˇij (dur-o
≥ 3992,5), med dohodnimi klici pa jih je vecˇ kot 37 % iz ostalih omrezˇij
(dur-in-o-vs-a ≥ 0,37). Ta segment uporabnikov torej opravlja nekoliko vecˇ
klicev, kar za predplacˇniˇske uporabnike ni znacˇilno, saj ti nimajo zakupljenih
kolicˇin podatkov in tako placˇujejo vsako minuto klicev posebej. Verjetno so
to uporabniki, katerim je pomembna zasebnost ali celo anonimnost, saj o
predplacˇnikih ponudniki storitev navadno nimajo na voljo osebnih podatkov.
Na tej poti po drevesu najpomembnejˇso razdelitev opravi vozliˇscˇe (4), ki
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Slika 7.6: Izrisano odlocˇitveno drevo globine 4.
razdeli uporabnike na tiste z vecˇ kot 37 % dohodnih klicev iz ostalih omrezˇij
(delezˇ odhodov 2,2 %) in tiste z manj kot 37 % (nobenega odhoda v tem
vozliˇscˇu). Vecˇji delezˇ komunikacije z uporabniki drugih omrezˇij torej povzrocˇi
vecˇji delezˇ odhodov uporabnikov, kar je tudi pricˇakovano.
Vozliˇscˇi (14) in (15) pa po vecˇini potekata po isti poti po drevesu, razdeli ju
le vozliˇscˇe (7), ki deli uporabnike na tiste z razmerjem odhodnih in dohodnih
klicev iz omrezˇja, vecˇjim ali enakim 0,11 (delezˇ odhodov 2,4 %), ter tiste z
manjˇsim od 0,11 (delezˇ odhodov 3,9 %). Delezˇ odhodov je torej nekoliko vecˇji
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Tabela 7.1: Obravnava faktorjev odhodov uporabnikov z drevesa globine 3.













med tistimi, ki od uporabnikov iz drugega omrezˇja vecˇinoma sprejemajo klice.
Skupni del poti, ki vodi do vozliˇscˇ (14) in (15), pa vsebuje uporabnike, ki so v
domacˇem omrezˇju sprejeli vecˇ kot 20 klicev (num-in-h≥20,5), razmerje vseh
klicev iz omrezˇja proti vsem klicem skupaj (dur-o-vs-a) pa je znasˇalo vecˇ kot
0,48. To pomeni, da ti uporabniki vecˇ kot polovico trajanja vseh svojih klicev
opravijo z uporabniki drugih ponudnikov storitev. To sˇe enkrat potrdi dejstvo,
da je treba posebno pozornost usmeriti k uporabnikom, ki so v pogostih stikih
z uporabniki drugih ponudnikov storitev, ki bi lahko tudi tega uporabnika
prepricˇali k prestopu k svojemu ponudniku storitev.
Primer interpretacije drevesa globine 4
Slika 7.6 prikazuje drevo globine 4, zgrajeno na istih podatkih kot drevo
globine 3 na sliki 7.5. Graf jasno prikazuje vecˇjo razvejanost drevesa, kar
pomeni bolj natancˇno razdelitev uporabnikov in s tem mozˇnost bolj natancˇne
analize. Tako kot prejˇsnjem razdelku tudi tukaj za lazˇjo interpretacijo poti
do koncˇnih vozliˇscˇ z vecˇjimi delezˇi odhodov uporabnikov (oznacˇenimi z rdecˇo
barvo) prikazujemo v pregledni obliki v tabeli 7.2.
Drevo globine 4 na sliki je pricˇakovano podobno drevesu globine 3, v
primerjavi s katerim je na nekaterih poteh le dodano novo razdelitveno
vozliˇscˇe. Obravnava drevesa poteka po enakem principu kot za drevo globine
3, zato jo tu navajamo nekoliko manj podrobno.
Kot je razvidno z grafa, vozliˇscˇi (21) in (22) potekata vecˇinoma po isti poti,
ki vsebuje uporabnike z manj kot 21 dohodnimi klici v domacˇem omrezˇju, vecˇ
kot 66 minutami klicev z uporabniki ostalih omrezˇij in vecˇ kot 25 dohodnih
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Tabela 7.2: Obravnava faktorjev odhodov uporabnikov z drevesa globine 4.






























klicev uporabnikov ostalih omrezˇij. Locˇi ju le razmerje med dohodnimi in
odhodnimi klici z uporabniki ostalih omrezˇij, ki je pri vozliˇscˇu (21) manjˇse
od 93 (delezˇ odhodov 2,5 %), pri vozliˇscˇu (22) pa vecˇje od 93 (delezˇ odhodov
6,8 %). Vsi faktorji po poti torej, podobno kot pri vozliˇscˇu (11) na sliki 7.5,
nakazujejo na uporabnike, ki opravijo vecˇ klicev z uporabniki ostalih omrezˇij.
Dodatno pa tudi sprejmejo vecˇ klicev uporabnikov ostalih omrezˇij kot pa
uporabnikov istega omrezˇja. Vecˇji delezˇ odhodov je torej pricˇakovan, saj vecˇja
kolicˇina komuniciranja z uporabniki ostalih omrezˇij pomeni vecˇjo verjetnost,
da jih ti prepricˇajo v prestop k istemu ponudniku storitev, pri katerem so zˇe
oni.
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Drugo rdecˇe vozliˇscˇe s sˇtevilko (26) vkljucˇuje uporabnike, ki imajo vecˇ kot
20 dohodnih klicev v domacˇem omrezˇju, vecˇ kot 13 dohodnih klicev iz ostalih
omrezˇij, med vsemi klici pa manj cˇasa namenijo komunikaciji z uporabniki
ostalih omrezˇij. Najvecˇ pa pojasni podatek, da so to uporabniki, katerih vecˇ
kot 29 % stikov je predhodno zˇe zapustilo ponudnika storitev, v katerem je
obravnavani uporabnik. Ti uporabniki bi torej utegnili slediti svojim stikom v
ostalih omrezˇjih, kljub temu, da z njimi komunicirajo manj kot z uporabniki
domacˇega omrezˇja. To potrdi, da imajo nedavni odhodi uporabnikov velik
vpliv tudi na njihove stike.
Koncˇna vozliˇscˇa (27), (28) in (29) pa imajo tudi skupni del poti, na kateri so
vsi uporabniki, ki imajo vecˇ kot 20 dohodnih klicev v domacˇem omrezˇju, med
vsemi klici pa vecˇ cˇasa namenijo komunikaciji z uporabniki ostalih omrezˇij.
Ti uporabniki si torej s prehodom h konkurencˇnemu ponudniku storitev
lahko mocˇno znizˇajo mesecˇni strosˇek za klice, saj klici v ostala omrezˇja za
predplacˇnike stanejo vecˇ kot klici v domacˇem omrezˇju.
Razprava
Drevesi, ko smo ju izrisali, v grobem dolocˇita tri skupine uporabnikov, ki so bolj
kriticˇne v smislu delezˇa odhodov uporabnikov h konkurencˇnim ponudnikom
storitev.
Prvo skupino predstavljajo uporabniki, ki opravljajo za predplacˇnike
relativno veliko sˇtevilo klicev, med katerimi so pretezˇno klici z uporabniki
ostalih omrezˇij. Posebno velik delezˇ odhodov v tem segmentu pa predstavljajo
uporabniki, katerih vecˇina klicev z uporabniki ostalih omrezˇij je dohodnih.
Ta podatek je nekoliko presenetljiv, ker uporabniki z dohodnimi klici znotraj
drzˇave nimajo nobenega strosˇka. Glede na veliko kolicˇino pogovorov teh
uporabnikov z uporabniki ostalih omrezˇij torej obstaja velika verjetnost, da
jih njihovi stiki poskusˇajo in nekateri tudi uspejo prepricˇati v zamenjavo
ponudnika storitev.
Drugo kriticˇno skupino, ki jo je zaznalo sˇele drevo globine 4, predstavljajo
uporabniki, ki manj kot pol cˇasa namenijo klicem uporabnikov ostalih omrezˇij,
imajo pa relativno velik delezˇ stikov, ki so nedavno zˇe odsˇli h konkurencˇnim
ponudnikom storitev. Ti uporabniki jim torej utegnejo slediti.
Tretjo skupino pa predstavljajo uporabniki, ki imajo sicer vecˇ kot 20
dohodnih klicev uporabnikov iz domacˇega omrezˇja (za razliko od prve skupine),
namenijo pa vecˇ cˇasa klicem uporabnikov iz ostalih omrezˇij (za razliko od
druge skupine). Vecˇ klicev z uporabniki ostalih ponudnikov storitev seveda
pomeni vecˇji strosˇek, ki pa bi se ob prestopu lahko zmanjˇsal.
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7.4 Zakljucˇek
V prejˇsnjih poglavjih smo se vecˇinoma osredotocˇili na postopek gradnje napo-
vednih modelov odhodov uporabnikov, v tem poglavju pa smo vecˇjo pozornost
namenili interpretativni vizualizaciji napovednih modelov in pojasnjevanju
razlogov za odhode. Bolj natancˇno, v tem poglavju smo predstavili postopek
vizualizacije modelov odlocˇitvenih dreves, s pomocˇjo katerih lahko preprosto
razpoznamo odlocˇilne faktorje, ki kazˇejo na povecˇan delezˇ odhodov uporab-
nikov. Vizualizacije modelov, kot obstajajo v trenutni obliki, navadno ne
ponujajo vseh bistvenih informacij, ki bi ponujale preprosto interpretacijo
modelov in pomembnost posameznih spremenljivk oziroma faktorjev za od-
hode, obenem pa so ponavadi integrirane znotraj samih orodij za gradnjo
napovednih modelov.
Tu predlagamo pristop, v katerem uporabimo tekstovno obliko odlocˇitve-
nega drevesa, ki ga dobimo ob gradnji modela v programskem okolju Weka.
To drevo s pomocˇjo Matlaba pretvorimo v obliko, primerno za izris, in mu
dodamo informacije o delezˇih uporabnikov ter delezˇih odhodov uporabnikov
po posameznih povezavah. Te informacije uporabimo pri oblikovanju vozliˇscˇ
in povezav. Koncˇna risba odlocˇitvenega drevesa tako ponuja vse kljucˇne
informacije, potrebne za razpoznavo faktorjev in razlogov za odhode. Pri
gradnji modela in izrisovanju drevesa uporabljamo realne podatke 150 tisocˇ
predplacˇniˇskih uporabnikov mobilnega ponudnika storitev. Dodatno predsta-
vimo tudi postopek interpretacije drevesa, ki ga je mogocˇe uporabiti v realnih
primerih v podjetjih, ki se ukvarjajo s skrbjo za uporabnike.
V eksperimentalnem delu poglavja predstavimo lastne ugotovitve inter-
pretacije dreves globine 3 in 4, pri cˇemer identificiramo tri kljucˇne skupine
uporabnikov s povecˇano verjetnostjo za odhode. Na teh skupinah uporabnikov
je v nadaljnjih korakih mogocˇe izvesti primerne zadrzˇevalne ukrepe, lahko pa
na njih sˇe enkrat locˇeno zgradimo bolj prilagojene in bolj natancˇne napovedne
modele odhodov, ki so namenjeni le skupinam, na katere ciljamo.
Problem nasˇega pristopa lahko predstavlja vizualizacija drevesa z vecˇjo
globino, za katero potrebujemo vecˇjo prikazovalno povrsˇino, na primer na
velikem platnu preko projektorja, obenem pa mora biti locˇljivost dovolj visoka,
da lahko iz njega razberemo vse informacije. Drugi problem pa je relativno
nizka napovedna mocˇ modela (vrednosti AUC okoli 0,6). To bi sicer z izbiro
boljˇse metode (npr. nevronske mrezˇe ali metoda podpornih vektorjev) lahko
nekoliko izboljˇsali, a bi s tem izgubili mozˇnost pojasnjevanja razlogov za
odhode. Nizka napovedna mocˇ modela je posledica pomanjkanja podatkov v
predplacˇniˇskih paketih in relativno nizkega delezˇa odhodov preko prenosov
telefonske sˇtevilke h konkurenci. Velik delezˇ predplacˇniˇskih uporabnikov nam-
recˇ zapusti ponudnika storitev na standardni nacˇin, torej tako, da preprosto
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zavrzˇe predplacˇniˇsko kartico SIM. V tem primeru so razlogi za odhod lahko
tudi neprostovoljne narave, obenem pa je tezˇko dolocˇiti cˇas odhoda, kar
pa sˇe dodatno otezˇi zˇe tako zahtevno nalogo. Za analizo na predplacˇniˇskih
uporabnikih smo se odlocˇili ravno zato, ker je zaradi pomanjkanja podatkov
ta segment uporabnikov manj raziskan v primerjavi z narocˇniki, tako da delo
na podatkih predplacˇnikov ponuja vecˇji izziv.
Vizualizirano drevo je koristno spremljati tudi v odvisnosti od cˇasa, saj
lahko iz zaporednih vizualizacij ugotavljamo, katere veje v aktualnem cˇasu
najbolj spreminjajo barvo ali debelino. To je lahko indikator nekega pojava ali
dogodka, ki ga mora podjetje prednostno obravnavati z namenom uspesˇnejˇse
zajezitve odhodov. V prihodnje zato nameravamo svojemu programu dodati
mozˇnost preprostega spremljanja spreminjanja drevesa skozi cˇas.
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8.1 Uvod
Resˇevanje problema odhajanja uporabnikov je visoko na prioritetni listi
vecˇine telekomunikacijskih ponudnikov storitev, saj je za ohranjanje trzˇnega
delezˇa za vsako stranko, ki odide, treba pridobiti novo stranko. Analize
so pokazale, da pridobitev nove stranke stane priblizˇno sˇestkrat vecˇ kot
uspesˇna zadrzˇitev obstojecˇe stranke [3–5], zato se ponudniki storitev posvecˇajo
predvsem zadrzˇevanju. Z namenom resˇevanja problema odhajanja uporabnikov
mora ponudnik storitev s pomocˇjo podatkov, ki jih ima na voljo o svojih
uporabnikih, znati vnaprej napovedati uporabnike v odhajanju, razpoznati
njihove razloge za odhod in izvesti primerne zadrzˇevalne ukrepe, prilagojene
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uporabnikom. Posebno pozornost pa je treba nameniti preprecˇevanju odhodov
vplivnih uporabnikov, ki lahko s svojim odhodom povzrocˇijo tudi odhode z
njimi povezanih uporabnikov ter s tem povzrocˇijo ponudniku storitev dodatno
sˇkodo.
Kljub temu, da je podrocˇje napovedovanja odhodov uporabnikov v lite-
raturi aktualno zˇe vecˇ kot 10 let, sˇe vedno ostaja veliko odprtih problemov,
predvsem na podrocˇju vkljucˇevanja informacij socialnega omrezˇja v napovedne
modele odhodov. Z nekaterimi smo se soocˇili v tej disertaciji, pri cˇemer smo
glavni poudarek namenili napovedovanju odhodov na podlagi povezav med
uporabniki, identifikaciji vplivnih uporabnikov v odhajanju in pojasnjevanju
razlogov za odhode. Eksperimente smo v celoti izvedli na realnih podatkih
obnasˇanja uporabnikov izbranega evropskega ponudnika storitev.
To poglavje namenjamo opisu nekaterih omejitev tega dela in mozˇnosti za
nadaljnje delo. Koncˇno opiˇsemo sˇe zakljucˇne ugotovitve vsakega predlaganega
prispevka k podrocˇju posebej.
8.2 Omejitve in nadaljnje delo
V tem razdelku naslavljamo nekatere omejitve predstavljenega dela in
nakazˇemo smernice za nadaljnje delo.
8.2.1 Omejitev gradnje modelov na specificˇne uporab-
nike
V nekaterih poglavjih smo za gradnjo modelov uporabili manjˇsi specificˇen
nabor uporabnikov, za izbiro katerih smo navedli tocˇne postopke. V raz-
delku 3.3.3 smo za gradnjo difuzijskega modela SSA-SPA uporabili podat-
kovno mnozˇico priblizˇno 5000 uporabnikov, ki jo je sestavljalo socialno omrezˇje
uporabnikov oddaljenih do tretje stopnje od desetih izbranih uporabnikov, ki
so ponudnika storitev zapustili, njim pa je sledilo tudi vecˇ omrezˇnih sosedov.
S tem smo si zagotovili primeren delezˇ uporabnikov v odhajanju s sledilci,
tako da je bilo mogocˇe zgraditi smiselni model. Dodatno omejitev je pred-
stavljala tudi gradnja modela na zaprtem socialnem omrezˇju, pri kateri je
obstajala mozˇnost napak zaradi odrezanih povezav izven tega omrezˇja (glejte
razdelek 3.2.4). V prihodnje nameravamo graditi model s predstavljeno shemo
TUSCPS, ki je sicer cˇasovno bolj potratna, a jo je mozˇno graditi na poljubnih
uporabnikih iz omrezˇja. V poglavju 3 smo predlagano shemo TUSCPS namrecˇ
uporabili le pri ovrednotenju difuzijskega modela SSA-SPA.
V poglavju 4 smo za izracˇun ocen vpliva WGT in za ovrednotenje napo-
vednih spremenljivk vpliva uporabili podatke le 146 razlicˇnih uporabnikov.
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To sˇtevilo je bilo posledica majhnega sˇtevila zaporednih odhodov omrezˇnih
sosedov, ki smo jih potrebovali za gradnjo modela. Kljub temu pa smo v tem
poglavju predstavili postopek za dolocˇanje vpliva vseh uporabnikov teleko-
munikacijskih storitev in v poglavju 5 pokazali, da z njim lahko presezˇemo
napovedno mocˇ klasicˇnega napovednega modela odhodov. V nadaljevanju
nameravamo pri izracˇunu ocen vpliva WGT uposˇtevati sˇe dodatne dogodke, ki
so lahko posledica vpliva. To lahko predstavlja vsak zaporedni zacˇetek uporabe
iste storitve med omrezˇnimi sosedi. S tem lahko povecˇamo sˇtevilo uporabnikov
za izracˇun vpliva WGT in izboljˇsamo model vpliva vseh uporabnikov.
8.2.2 Mozˇnost vkljucˇitve dodatnih podatkov pri pred-
placˇnikih
Za gradnjo vecˇine napovednih modelov v tej disertaciji smo uporabili podatke
predplacˇniˇskih uporabnikov, za katere so navadno na voljo samo prometni
podatki, zato tudi mocˇ napovednih modelov navadno ni najboljˇsa. V nasprotju
z narocˇniki namrecˇ pri predplacˇnikih nimamo na voljo demografskih podatkov,
s katerimi bi lahko izvedli predhodno segmentiranje uporabnikov in modelira-
nje vsakega segmenta uporabnikov posebej. V tem delu smo za napovedne
modele predplacˇniˇskih uporabnikov uporabljali le podatke o preteklih klicih,
SMS-sporocˇilih in podatke o preteklih odhodih povezanih uporabnikov. V
prihodnje je predvidena vkljucˇitev dodatnih spremenljivk, predvsem loka-
cijskih podatkov in podatkov o uporabljenih telefonskih napravah, ki so za
predplacˇnike posredno tudi na voljo. Z njimi bi napovedno mocˇ modelov lahko
obcˇutno izboljˇsali.
8.2.3 Vkljucˇitev dinamike v klasifikacijske modele
Klasifikacijski modeli, ki napovedujejo odhode uporabnikov, so navadno zgra-
jeni staticˇno na podatkih iz predhodno dolocˇenega preteklega cˇasovnega
obdobja. Zgrajeni model se nato nekaj cˇasa (npr. 1 mesec) uporablja za
zadrzˇevalne akcije, ciljno oglasˇevanje ali podobno, potem pa je treba model
ponovno zgraditi. Trg mobilnih uporabnikov pa je zelo dinamicˇen in se spremi-
nja zelo hitro, zato natancˇnost staticˇnega modela s cˇasom od njegove gradnje
upada. Resˇitev za to predstavljajo dinamicˇni modeli, ki se vseskozi prilaga-
jajo najnovejˇsim podatkom v bazi, obenem pa dodatno vsakemu podatku
prirejajo utezˇ glede na njegovo starost. Starejˇsi kot je podatek, manjˇso utezˇ
ima in posledicˇno manjˇsi vpliv na model. Klasifikacijske modele, ki smo jih
razvili v tem raziskovalnem delu, smo zgradili staticˇno, vkljucˇitev dinamike
pa nacˇrtujemo v okviru nadaljnjega dela.
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8.2.4 Preverjanje modelov v produkcijski bazi
Za delo na tem raziskovalnem delu smo dobili na voljo pretekle realne podatke
telekomunikacijskega ponudnika storitev, s katerimi smo preverili postavljene
hipoteze in zgradili ter ovrednotili klasifikacijske modele. V prihodnje so
predvideni tudi izvedba predlaganih modelov v produkcijskih sistemih za
napovedovanje odhodov uporabnikov, njihovo ovrednotenje na aktualnih
podatkih in uporaba rezultatov v zadrzˇevalnih kampanjah ponudnika storitev.
8.3 Zakljucˇek
Delo, predstavljeno v tej disertaciji, je pripeljalo do petih originalnih prispev-
kov znanosti, ki jih kratko sˇe opiˇsemo v nadaljevanju.
8.3.1 Difuzijski model za napovedovanje odhodov
strank na podlagi sociometricˇne teorije
Predlagali smo nov difuzijski model za napovedovanje odhodov uporabni-
kov telekomunikacijskih ponudnikov storitev. Novitete nasˇega pristopa so
vkljucˇevanje elementov socialnih znanosti iz psihologije v difuzijski algoritem
sˇirjenja energije. Izboljˇsave difuzijskega modela vkljucˇujejo modifikacije v
dolocˇanju zacˇetne energije uporabnikov s pomocˇjo sociometricˇne teorije klik in
vkljucˇevanje teorije druzˇbenega statusa v sam algoritem sˇirjenja energije. Do-
datno smo predlagali sˇe novo napovedno shemo difuzijskega modela TUSCPS,
ki omogocˇa gradnjo difuzijskega modela za poljubno mnozˇico uporabnikov z
omejeno uporabo procesorske mocˇi.
8.3.2 Napovedni model vplivnih uporabnikov ponudni-
ka storitev
Predlagali smo postopek za dolocˇanje vpliva glede odhodov uporabnikov,
preden ti zapustijo ponudnika storitev. Na podlagi preteklih odhodov upo-
rabnikov smo zgradili model dolocˇanja ocen vpliva, ki smo jih uporabili pri
identifikaciji nizkonivojskih napovednih spremenljivk vpliva na odhode. Naj-
boljˇse napovedne spremenljivke smo nato uporabili pri izgradnji napovednega
modela vpliva, ki ga lahko uporabimo na vseh uporabnikih ponudnika storitev.
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8.3.3 Nov hibridni model za napovedovanje izgube
strank na osnovi napovednega modela odhodov
in modela vplivnih uporabnikov
Predlagali smo hibridni model za napovedovanje odhodov uporabnikov, ki ga
sestavljata klasicˇni napovedni model odhodov in model vpliva uporabnikov.
V rezultatih smo pokazali, da nasˇ hibridni model v primerjavi z uporabo le
klasicˇnega napovednega modela odhodov dosezˇe boljˇse rezultate zˇe samo pri
dolocˇanju odhodov uporabnikov, povrhu pa je uspesˇnejˇsi tudi v identifikaciji
vplivnejˇsih uporabnikov, za katerimi je kmalu h konkurenci odsˇlo tudi vecˇ
sledilcev.
8.3.4 Izboljˇsanje natancˇnosti napovedovanja izgube
strank z locˇenim modeliranjem vplivnih in osta-
lih uporabnikov
Preverili smo hipotezo, da je napovedovanje odhodov uporabnikov mogocˇe
izboljˇsati z locˇenim modeliranjem vplivnih in ostalih uporabnikov. Pricˇakovati
je bilo, da bo kombinacija locˇenih napovednih modelov dosegla boljˇso napove-
dno mocˇ v primerjavi z osnovnim modelom, a smo s statisticˇnim testiranjem
na realnih podatkih pokazali, da se rezultati obeh pristopov statisticˇno ne
razlikujejo. Menimo, da smo z ustreznim nacˇrtom poskusa korektno dokazali
ta negativen rezultat glede na izhodiˇscˇno hipotezo. Rezultat je presenetljiv, a
zato uporaben v smislu uposˇtevanja v nadaljnjem razvoju napovednih mode-
lov za odhode strank. Dodatno nudi tudi osnovo za nadaljnje iskanje razlogov
za negativen rezultat.
8.3.5 Metoda pojasnjevanja razlogov za odhode na
podlagi vizualizacije odlocˇitvenega drevesa
Gradnja ucˇinkovitih napovednih modelov odhodov uporabnikov je le prvi
korak v procesu zadrzˇevanja uporabnikov. Naslednji korak, ki je vsaj tako
pomemben kot samo napovedovanje odhodov, pa je tudi uspesˇna interpretacija
modela z namenom priprave ucˇinkovite zadrzˇevalne kampanje. V okviru tega
prispevka smo predstavili postopek vizualizacije modelov odlocˇitvenih dreves,
s pomocˇjo katerih lahko preprosto razpoznamo odlocˇilne faktorje, ki kazˇejo na
povecˇan delezˇ odhodov uporabnikov. Vizualizacija odlocˇitvenega drevesa, ki jo
predstavimo, vsebuje vse kljucˇne informacije, potrebne za razpoznavo faktorjev
in razlogov za odhode. Dodatno predstavimo tudi postopek interpretacije
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drevesa, ki ga je mogocˇe uporabiti v realnih primerih v podjetjih, ki se
ukvarjajo s skrbjo za uporabnike.
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