Abstract. Requirements engineering research has for long recognized the leading role of goals as requirement artifacts during the requirements engineering specification processes. Given the large number of artifacts created during the requirements specification and the continuous evolution of these artifacts, reasoning about them remains a challenging task. Moreover, the rising complexity of the target domain under consideration during the requirements engineering process as well as the growth of geographically distributed projects explain why the number of collected requirements as well as their complexity also increase. In this context, providing support to stakeholders in achieving a common understanding of a set of goal-based requirements, in consolidating them and keeping them consistent over time is another challenging task. In this paper, we propose an approach to detect consistent sets of goal-based requirements and maintain their consistency over time. Our approach relies on argumentation theory which allows to detect the conflicts among elements called arguments. In particular, we rely on meta-argumentation, which instantiates abstract argumentation frameworks, where requirements are represented as arguments and the standard Dung-like argumentation framework is extended with additional relations between goal-based requirements.
Introduction
Requirements engineering (RE) research has for long recognized the leading role of goals during the requirements engineering processes. Several goal-oriented requirements engineering approaches have been proposed in the literature [26, 10, 2, 23] . Goals have shown to be useful for achieving requirements completeness, avoiding irrelevant requirements, explaining requirements to stakeholders, structuring complex requirements documents through goal refinement, supporting decision making through alternative goal refinements, managing conflicts among multiple viewpoints, separating stable from more volatile information and driving requirements identification [19] .
As it has been highlighted in Pohl [22] , given the large number of artifacts created during the requirements engineering process and the continuous evolution of these artifacts, managing and organizing requirements artifacts is a challenging task. The rising complexity of the target domain under consideration during the requirements engineering process also increases the number of collected requirements as well as their inter-dependencies and it makes this task much more challenging. Dedicated tools are required to support stakeholders in achieving a common understanding of a set of requirements, in consolidating it and in keeping it consistent over the whole project life cycle. As it has been highlighted in the literature [19] , even if inconsistencies may be desirable, for instance to allow further elicitation of requirements that would have been missed otherwise, their resolution is necessary at some point. Tools are required to highlight inconsistencies and to support stakeholders who will handle the resolution process. Requirements are usually provided by different groups of stakeholders. This means that we cannot just consider a set of requirements as correct or not. When a requirement is suitable for a group of stakeholders, this leads to the removal of other requirements in order to keep the full requirements set consistent. If this requirement is discovered as not so important for another group of stakeholders, it is therefore removed from the full requirements set to insure consistency from their point of view.
Different kinds of relationships hold between goals [22] . For instance, goal decomposition relationships are distinguished from goal dependencies, i.e., two kinds of decomposition are possible depending on the fact that all subgoals are required to satisfy a super-goal (AND-decomposition) or at least one subgoal (OR-decomposition). The following dependencies have been identified [22] : equivalence, conflict, and require. This paper focuses on the modeling of goal-based requirements with the aim to support the stakeholders, i.e., the agents, in detecting inconsistent sets of requirements and solving these inconsistencies. We propose to use well-known Dung-like abstract argumentation [13] to reason about the consistency of a set of goal-oriented requirements. Dung-like abstract argumentation models the information as abstract elements called arguments. The arguments are linked to each others by an attack relation. Therefore, we present a way to model additional goal-based relations, to detect the inconsistencies among goals, and provide a decision support system for their resolution.
Following the idea proposed by Bagheri and Ensan [3] , we propose an approach in which consistent subsets of requirements are provided to the stakeholders to allow them to understand the different units of consistent requirements. As it has been highlighted in Bagheri and Ensan [3] , the use of abstract argumentation is reasonable because it does not need the requirements to be formally defined and only needs the relationships between the requirements to be defined. With respect to the work of Bagheri and Ensan [3] , which concentrates on the conflict relation, in our approach we take into consideration all the relations required to organize goals, i.e., AND/OR-decomposition, conflict, require and equivalence dependencies. Therefore, we rely on meta-argumentation [7, 8] which has been proposed as a general methodology to handle the introduction of new relations among the arguments by reusing Dung's theory and results.
Alternative approaches to argumentation theory are for instance Answer Set Programming, and first-order logic [15] . As underlined by Bagheri and Ensan [3] , a drawback of pure logical formalisms for dealing with inconsistency in requirement specifications is that they identify and solve the inconsistency in pure syntactic form without taking into account the semantical information required to solve inconsistency. The advantage of using argumentation theory is twofold: first, argumentation theory provides a formal but intuitive technique to reason over inconsistency allowing the detection of the implicit relationships among the arguments and their inconsistencies, and second it allows the stakeholders to choose among different sets of consistent requirements using acceptability semantics [13] with the possibility of specifying whether the choice of the consistent set of requirements has to be guided by skeptical or credulous semantics.
The paper is organized as follows. In Section 2, we discuss why and how argumentation is helpful to check the consistency in requirements engineering. In Section 3, we detail how the different goals decomposition relationships and goals dependencies are modeled in our framework. In Section 4, we illustrate our proposal with an example. Section 5 compares the proposed approach to the related work. Finally, we conclude and give some perspectives.
Meta-argumentation: overview
We provide the basic concepts of Dung's abstract argumentation [13] . A Dungstyle argumentation framework [13] aims at representing conflicts among elements called arguments. It allows to reason about these conflicts in order to detect, starting by a set of arguments and the conflicts among them, which are the accepted arguments. The accepted arguments are those arguments which are considered as believable by an external evaluator, who has a full knowledge of the argumentation framework. A Dung-style framework is based on a binary attack relation among arguments, whose role is determined only by their relation to other arguments. Dung [13] presents several acceptability semantics that produce zero, one, or several sets of accepted arguments. The set of accepted arguments of an argumentation framework consists of a set of arguments that does not contain an argument attacking another argument in the set. Roughly, an argument is accepted if all the arguments attacking it are rejected and it is rejected if it has at least an argument attacking it which is accepted. The (possibly multiple) set of accepted arguments computed using one of the acceptability semantics are called extensions.
Definition 1 (Argumentation framework AF
). An argumentation framework is a tuple A, → where A is a finite set of elements called arguments and → is a binary relation called attack defined on A.
A semantics of an argumentation theory consists of a conflict free set of arguments cf (S), i.e., a set of arguments that does not contain an argument attacking another argument in the set. Like Baroni and Giacomin [4] , we use a function E called acceptance function mapping an argumentation framework A, → to its set of extensions, i.e., to a set of sets of arguments.
Definition 2 (Acceptance function). Let U be the universe of arguments. An acceptance function E : 2
U is a partial function which is defined for each argumentation framework A, → with finite A ⊆ U and →⊆ A × A, and maps an argumentation framework A, → to sets of subsets of A:
The following definition summarizes the most widely used acceptability semantics of arguments [13] .
Definition 3 (Acceptability semantics). Let AF = A, → be an argumentation framework. Let S ⊆ A. S defends a if ∀b ∈ A such that b → a, ∃c ∈ S such that c → b. Let D(S) = {a | S defends a}.
-S ∈ E admiss (AF ) iff cf(S) and S ⊆ D(S).
-S ∈ E compl (AF ) iff cf(S) and S = D(S).
and ∀b ∈ A\S ∃a ∈ S : a → b.
Meta-argumentation
Meta-level argumentation has been proposed in several works [17, 5, 11, 21] and further developed with different goals. Boella and colleagues [7, 8] , in particular, proposed the meta-argumentation methodology where extended argumentation frameworks are instantiated with meta-arguments, and reasoning in the meta-level is allowed without the need to extend Dung-like abstract framework. Meta-argumentation instantiates Dung's theory with meta-arguments, such that Dung's theory is used to reason about itself [8, 21] . Meta-argumentation is a particular way to define mappings from argumentation frameworks to extended argumentation frameworks: arguments are interpreted as meta-arguments, of which some are mapped to "argument a is accepted", acc(a), where a is an abstract argument from the extended argumentation framework EAF . Moreover, auxiliary arguments are introduced to represent, for example, attacks, so that, by being arguments themselves, they can be attacked or attack other arguments.
The function f assigns to each argument a in the EAF , a meta-argument "argument a is accepted" in the basic argumentation framework. The function f −1 instantiates an AF with an EAF . We use Dung's acceptance functions E to find functions E between EAF s and the acceptable arguments AA they return. The accepted arguments of the meta-argumentation framework are a function of the EAF AA = E (EAF ). The transformation function consists of two parts: the function f −1 , transforming an AF to an EAF , and a function g which transforms the acceptable arguments of the AF into acceptable arguments of the EAF . Summarizing
The first step of the meta-argumentation approach is to define the set of EAF s. The second step consists of defining flattening algorithms as a function from this set of EAF s to the set of all basic AF : f : EAF → AF . The inverse of the flattening is the instantiation of the AF . See [8] for further details.
Definition 4. An extended argumentation framework EAF is a tuple A, → where A ⊆ U is a set of arguments, and → is a binary attack relation on A. The universe of meta-arguments is
where X a,b , Y a,b are the meta-arguments corresponding to the attack a → b. The flattening function f is given by f (EAF ) = M A, −→ , where M A is the set of meta-arguments and −→ is the meta-attack relation. For a set of arguments B ⊆ M U , the unflattening function g is given by g(B) = {a | acc(a) ∈ B}, and for sets of subsets of arguments AA ⊆ 2 M U , it is given by g(AA) = {g(B) | B ∈ AA}.
Given an acceptance function E for an AF , the extensions of accepted arguments of an EAF are given by
Definition 5 presents the instantiation of a basic AF using meta-argumentation.
Definition 5. Given an EAF = A, → where A ⊆ U is a set of arguments, and
Intuitively, the X a,b auxiliary argument means that the attack a → b is "inactive", and the Y a,b auxiliary argument means that the attack is "active". An argument of an EAF is accepted iff it is accepted in the flattened AF .
In our approach, we propose to model decomposition relationships and dependencies as a meta-argumentation framework dedicated to goal-based requirements engineering. Goals are modeled as meta-arguments and decomposition relationships and dependencies as relations among them. Thanks to the semantics assigned to each of the decomposition relationships and dependencies introduced, mappings to the argumentation framework are possible as well as reasoning to find consistent subsets of goals, i.e., extensions of the argumentation framework. In the next sections, we illustrate our proposal with the help of an example extracted from Pohl [22] .
Goal decomposition and dependencies
Requirements engineering is generally viewed as a process consisting of four core activities: elicitation, analysis, negotiation and validation. Each activity produces information which must be made persistent by documenting it in the right way. In order to facilitate communication, to support negotiation or to provide basis for a contract, for deriving manuals or for project planning for instance, requirements are traditionally defined in a requirement document or database. Requirements artifacts can be documented using natural language or a conceptual modeling language. Goals [19] are proposed for this purpose. Goals aim at capturing the rationale of the software systems and document agents' intentions. Regardless of the chosen means to document requirements, they appear closely related to each other.
According to the literature review presented in Pohl [22] , different kinds of relationships hold between goals. Goal decomposition relationships are distinguished from goal dependencies. Two kinds of decomposition are possible depending on the fact that all subgoals are required to satisfy a super-goal (ANDdecomposition) or at least one sub-goal (OR-decomposition). With regards to dependencies, equivalence, conflict, obstruction, support and require relationships have been identified. Obstruction and support aim at eliciting partial dependencies between goals. Therefore we do not take them into account in our current framework in which we only reason on crisp acceptance, and not on partial acceptance. This is left as future work.
In our approach, we rely on the meta-argumentation methodology to formally model the requirements and these main relationships among them. We choose the meta-argumentation methodology because it allows to model extended argumentation frameworks, i.e., argumentation frameworks where additional relations among the arguments are introduced, as Dung-like abstract frameworks in order to reuse Dung's properties and theorems. We define an extended argumentation framework for reasoning about requirements as follows:
Definition 6 (Requirement-based EAF ). A requirement-based extended argumentation framework REAF is a tuple A, →, CF, RQ, AND-dec, OR-dec, EQ where A ⊆ U is a set of requirements, →⊆ A × A, CF is a binary conflict relation on A (CF ⊆ A × A), RQ is a binary requires relation on A (RQ ⊆ A × A), AN D − dec is a AND-decomposable relation on 2
, and EQ is a binary equivalence relation on A (EQ ⊆ A × A). The universe of meta-requirements is
are the metarequirements corresponding to the conflict relation (a CF b), Z a,b is the metarequirement corresponding to the requires relation (a RQ b), R a,b is the metarequirement corresponding to the OR-decomposable relation (a OR − dec b), and T a,b is the meta-requirement corresponding to the AND-decomposable relation (a AN D − dec b). The flattening function f is given by f (EAF ) = M A, −→ , where M A is the set of meta-requirements and −→ is the meta-conflict relation. For a set of requirements B ⊆ M U , the unflattening function g is given by g(B) = {a | acc(a) ∈ B}, and for sets of subsets of requirements AA ⊆ 2 M U , it is given by g(AA) = {g(B) | B ∈ AA}.
Roughly, the extensions of the REAF contain the set of requirements that do not conflict with each other and that satisfy the constraints posed by the other relations.
Goal decomposition
Two kinds of goal decomposition have been identified in the literature [22] . In the following we explain how we model them in our meta-argumentation framework.
AND-decomposition. Pohl [22] defines the AND-decomposition in the following way: The decomposition of a super-goal into a set of sub-goals is an AND-decomposition if and only if all sub-goals must be satisfied in order to satisfy the super-goal.
We model the AND-decomposition relationship in meta-argumentation as follows: a super-goal to be accepted has to have all its sub-goals accepted. The idea is that all the sub-goals are represented as meta-requirements in the meta-level. They attack meta-requirement T which attacks the meta-requirement representing the super-goal. Meta-requirement T is not connected to a real requirement in the object level, but as previously noticed for X and Y , it is just used to reason in the meta-level. The formalization of the AND-decomposition relation is presented in Definition 7.
-acc(r 1 ) −→ T r1,a iff a AN D − dec r 1 , . . . , r n , and -. . . -acc(r n ) −→ T rn,a iff a AN D − dec r 1 , . . . , r n , and -T r1,a −→ acc(a) iff a AN D − dec r 1 , . . . , r n , and -. . . -T rn,a −→ acc(a) iff a AN D − dec r 1 , . . . , r n . This is similar to the representation of a conjunctive pattern of arguments, as discussed by Villata et al. [24] . In this way, we have that the goal G is accepted only if all the sub-goals are accepted too. If one (or more) sub-goal is not accepted, then the respective meta-requirement T i is accepted, and given the attack of this meta-requirement against the super-goal, the super-goal is made unacceptable. An example of AND-decomposition is shown in Figure 1 , where both goals G1 and G2 need to be accepted to have goal G3 accepted.
Proposition 1 (Semantics of AND-dec).
Given a REAF , if it holds that a 1 , . . . , a n AN D−dec b and all goals a 1 , . . . , a n are accepted then goal b is accepted too.
Proof. We prove the contrapositive. If it holds that a 1 , . . . , a n AN D − dec b and goal b is rejected, then goals a 1 , . . . , a n are rejected too. Assume a 1 , . . . , a n AN D− dec b and assume that meta-requirement acc(b) is rejected, then there exists at least one meta-requirement T a1 , . . . , T an that is accepted. Consequently, at least one meta-requirement acc(a 1 ), . . . , acc(a n ) is rejected. OR-decomposition. Pohl [22] defines the OR-decomposition in the following way: The decomposition of a super-goal into a set of sub-goals is an ORdecomposition if and only if satisfying one of the sub-goals is sufficient for satisfying the super-goal. We model the OR-decomposition relationship in meta-argumentation as follows: a super-goal to be accepted needs to have at least one of its sub-goals accepted. The idea is that all the sub-goals in the meta-level attack the same meta-requirement R which attacks the meta-requirement representing the supergoal. In this way, we have that the goal G is accepted when at least one of its subgoals is accepted too. If no sub-goal is accepted, then the meta-requirement R is accepted, and given the attack of this meta-requirement against the super-goal, the super-goal is made unacceptable. The formalization of the OR-decomposition relation is presented in Definition 8.
-acc(r 1 ) −→ R r,a iff a OR − dec r 1 , . . . , r n , and -. . . -acc(r n ) −→ R r,a iff a OR − dec r 1 , . . . , r n , and -R r,a −→ acc(a) iff a OR − dec r 1 , . . . , r n . Figure 2 , where either goal G1 or goal G2 need to be accepted to have goal G3 accepted. 
An example of OR-decomposition is shown in

Goal dependencies
Different kinds of dependencies between goals have been identified in the literature [22] . In the following, we explain how we model the conflict, requires and equivalence dependencies in our extended argumentation framework.
Conflict dependency. Pohl [22] defines the conflict dependency in the following way: a conflict dependency exists between two goals if the satisfaction of one goal entirely excludes the satisfaction of the other goal, and vice versa. In Definition 9, we present how to model the conflicts among requirements.
Definition 9. Given a requirement-based extended argumentation framework REAF = A, →, CF, RQ, AN D−dec, OR−dec, EQ , the set of meta-requirements
The two meta-requirements X and Y are used to model the conflict relation in the meta-level as well as the attack relation. The semantics of the conflict dependency is similar to the semantics of the attack relation in Dung-style abstract argumentation. The difference is that the attack relation is directed from an argument to another argument while the conflict dependency leads to a cycle of attacks, i.e., the two arguments attack each other. An example of conflict dependency is shown in Figure 3 , where goal G1 cannot be accepted if goal G2 is accepted and vice versa. In particular, the three extensions using complete semantics are {G1}, {G2}, and ∅. Require dependency. Pohl [22] defines the require dependency in the following way: a goal G 1 is related to a goal G 2 by a requires dependency if the satisfaction of the goal G 2 is a prerequisite for satisfying goal G 1 .
We model the requires relation as a relation such that, given that G 1 requires G 2 , G 1 is accepted only if G 2 is accepted too. This means that if G 2 is not accepted, then G 1 is not accepted either. We formalize the requires relation using meta-argumentation in Definition 10.
Definition 10 highlights that goals cannot only conflict with each other but can also require the acceptability of other goals to be themselves accepted. The requires relation is defined following the example of the modeling in metaargumentation of the support relation [9] . An example of requires dependency is shown in Figure 4 , where the goal G1 needs goal G2 accepted to be accepted too. Proposition 2 (Semantics of requires). Given a REAF , if it holds that a RQ b and goal a is accepted, then goal b is accepted too.
Proof. We prove the contrapositive. If it holds that a RQ b and goal b is not accepted, then goal a is not accepted. Assume that a RQ b and assume that meta-requirement acc(b) is not accepted, then meta-requirement Z a,b is accepted. Consequently, meta-requirement acc(a) is not accepted.
Proposition 3. Given a REAF with goals a, b and c, if there is an attack such that a → c if a RQ b and b → c, then the extensions do not change, using our meta-argumentation model and one of Dung's semantics.
Proof. We use reasoning by cases. Case 1: acc(a) is accepted, then also acc(b) is accepted following Proposition 2, and given b → c, a → c can be deleted without changing the extension. Case 2: acc(a) is not accepted, then a → c can be deleted.
Our representation of the requires relation is based on the fact that a requires b is modeled by the flattening function with a path from acc(b) to acc(a), i.e. acc(a) is accepted only if acc(b) is accepted. Notice that, given a RQ b, in metaargumentation we condense all the attacks which are both on b and thus on a (both from b and thus from a) using only meta-requirement Z a,b , as we show in Proposition 4. Proof. We use reasoning by cases. Case 1: acc(c) is accepted, then acc(a) is not accepted, follows from Proposition 2, and given c → b, c → a can be deleted without changing the extension. Case 2: acc(c) is not accepted, then acc(a) is accepted, and the attack relation c → a can be avoided.
Goal equivalence. Pohl [22] defines the goal equivalence in the following way: An equivalence dependency exists between two goals if the satisfaction of one goal implies the satisfaction of the other goal. We model the equivalence dependency in the following way: given that G1 is equivalent to G2 then if G 1 is in conflict with other goals, then G 2 is in conflict with these other goals too, and if goal G 2 is in conflict with other goals, then goal G 1 conflicts with these goals too. In order to maintain the semantics of the equivalence dependency, we have to consider how to manage the conflicts addressed against goal B when goal A is equivalent to B. In this case, we want to model the situation such that every time goal B is in conflict with another goal, then this new goal is in conflict also with A and vice-versa. We achieve it by introducing an additional kind of conflict among the goals called equivalence attacks.
An example of equivalence dependency is shown in Figure 5 . In this example, G 1 is conflicting with G 3 then G 3 is also conflicting with G 2 as it is shown by the dashed lines. And if a conflict involving G 2 would exist, then G 1 would also be in conflict with this goal. We do not include this case in the figure for clarity purpose. In the following section, we introduce an example including the different kinds of decomposition and dependency relationships previously discussed to show the effectiveness of our approach.
Example
To show how the translations of the different relationships existing between goals are combined into our extended argumentation framework, an example of goaloriented requirements modeling is presented in Figure 6 . In this example, there is a conflict between G 6 and G 11 . Therefore the mapping to our meta-argumentation framework leads to 2 extensions in complete semantics: the former in which G 6 is accepted and G 11 not accepted; and the latter in which G 11 is accepted and G 6 is not accepted 3 . Figure 7 shows the representation in the meta-level of the example from Figure 6 . In this framework, we show the first extension, where G 6 is accepted and G 11 is rejected. For clarity of the figure, we duplicated the meta-requirement acc[G11]. The set of goals in grey corresponds to a coherent set of goals. No goal represented in white can be added to this set without making it inconsistent. Note that only meta-requirements representing the goals are requirements in the object level. Figure 8 shows the set of accepted goals on the goal hierarchy corresponding to this first extension. The second extension starting from the goal-oriented requirement modeling of Figure 6 is shown in Figure 9 . In this extension, G 11 is accepted and G 6 is not accepted. Again, meta-requirement acc[G11] is duplicated for clarity reasons. No goal represented in white can be added to the set without making it inconsistent. Figure 10 shows the set of accepted goals on the goal hierarchy corresponding to the second extension.
As it is shown by this running example, we propose an approach in which consistent subsets of an initial goals set are provided to the stakeholders to Fig. 9 . The meta-argumentation framework and the extension where goal G11 is accepted. allow them to understand the different units of consistent goals. This is particularly useful when the number of collected requirements as well as the number of inter-dependencies are big. In this context, our approach aims at supporting stakeholders in achieving a common understanding of a set of goal-based re-and on its notion of acceptability semantics to assess which are the acceptable requirements, instead of introducing a new framework; second, we reason at the pure abstract level as done by Bagheri and Ensan [3] starting from the set of goalbased requirements and their relationships, we are not interested in modeling the discussions of the stakeholders to verify the validity of an artifact using a propositional language; third, we do not consider only the conflict and the preference relationships among the requirements, but we consider goal-based requirements and their additional relationships (AND/OR-decomposition, and require, conflict and equivalence goal dependencies) provided by the stakeholders to detect the (possibly multiple) consistent sets of requirements, showing in addition how the inconsistencies may be resolved. Ingolfo et al. [16] use the ACE framework to deal with the compliance of software requirements. In Goknil et al. [15] , a meta model is proposed to reason about requirements consistency. In their approach, some well-known relationships between requirements are formalized by relying on first-order logic. Thanks to this meta model, implicit relations and inconsistencies are detected. We propose to address this issue by using abstract argumentation theory in order to put in evidence consistent sets of requirements.
Conclusion
In this paper we present an approach to support consistency checking in goalbased requirements engineering. Our approach aims at detecting implicit relationships between the requirements and checking the possible inconsistencies among them.
Our proposal uses argumentation theory to formalize the requirement and their relationships, and to detect the inconsistencies. We represent requirements as abstract arguments and the conflicts among the requirements are the conflicts among the arguments. In particular, we rely on the meta-argumentation methodology to formally model the decomposition and dependencies which may exist between goals. We choose the meta-argumentation methodology because it allows to model argumentation frameworks with additional relations among the arguments as Dung-like abstract frameworks thus reusing Dung's properties and algorithms.
Several open challenges will be addressed as future works. First, we are developing a tool which asks the stakeholders to enter the set of requirements and the relationships among them, and it returns a graphical visualization of the requirements, as shown in Figure 6 and 7. The tool highlights the set of consistent requirements, and provides the stakeholder with the possible alternatives. These alternatives depend on the chosen acceptability semantics. Second, we plan to introduce into the framework also the relationships between agents and the requirements they propose. This has to be done to be able to reason about trust, allowing the expression of different evaluations of the acceptability of the arguments depending on the stakeholder who is proposing them [25] . Third, we plan to use fuzzy values expressing the degree of acceptability of the arguments to take into account partially satisfied goals [12] , as it is necessary to model the obstruction and support relationships. Moreover, we plan to address dynamical issues such as changes in the set of requirements and goals, which are common in most engineering projects. Finally, we will investigate the cost associated with argumentation-based approaches to software engineering.
