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BOUNDS FOR THE MINIMUM ORIENTED DIAMETER
SASCHA KURZ AND MARTIN LA¨TSCH
ABSTRACT. We consider the problem of finding an orientation with minimum diameter of a connected bridge-
less graph. Fomin et. al. [7] discovered a relation between the minimum oriented diameter an the size of a
minimal dominating set. We improve their upper bound.
1. INTRODUCTION
An orientation of an undirected graph G is a directed graph whose arcs correspond to assignments of
directions to the edges of G. An Orientation H of G is strongly connected if every two vertices in H are
mutually reachable in H. An edge e in a undirected connected graph G is called a bridge if G − e is not
connected. A connected graph G is bridgeless if G− e is connected for every edge e, i. e. there is no bridge
in G.
The conditions when an undirected graph G admits a strongly connected orientation are determined by
Robbins in 1939 [25]. The necessary and sufficient conditions are thatG is connected and bridgeless. Chung
et. al provided a linear-time algorithm for testing whether a graph has a strong orientation and finding one if
it does [1].
Definition 1.1. Let
→
G be a strongly connected directed graph. By diam
(→
G
)
we denote the diameter of
→
G. For a simple graph connected G without bridges we define
−→
diammin(G) := min
{
diam
(→
G
)
:
→
G is an orientation of G
}
,
which we call the minimum oriented diameter of a simple graph G. By γ(G) we denote the smallest cardi-
nality of a vertex cover of G.
We are interested in the examples G which have a large minimum oriented diameter
−→
diammin(G) in
dependence of its domination number γ(G). Therefore we set
Ξ(γ) := max
{ −→
diammin(G) : γ(G) 6 γ for G being a bridgeless connected graph
}
.
The aim of this note is to prove a better upper bound on Ξ(γ). The previously best known result [7] was:
Theorem 1.2.
Ξ(γ) 6 5γ− 1.
Our main results are
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2 SASCHA KURZ AND MARTIN LA¨TSCH
Theorem 1.3.
Ξ(γ) 6 4γ
and
Conjecture 1.4.
Ξ(γ) =
⌈
7γ(G) + 1
2
⌉
.
Clearly we have Ξ(γ) is weak monotone increasing. At first we observe that we have Ξ(γ) >
⌈
7γ(G)+1
2
⌉
.
Therefore we consider the following set of examples, where we have depicted the vertices of a possible
minimal vertex cover by a filled black circle:
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FIGURE 1. Examples with large minimum oriented diameter in dependence of the domi-
nation number γ(G).
If we formalize this construction of graphs G, which is depicted for γ(G) = γ = 1, 2, 3, 4 we obtain
examples which attain the proposed upper bound
⌈
7γ(G)+1
2
⌉
for all γ ∈ N. In the following we always
depict vertices in a given vertex cover by a filled circle.
1.1. Related results. Instead of an upper bound of
−→
diammin(G) in dependence of γ(G) on is also inter-
ested in an upper bound in dependence of the diameter diam(G). Here the best known result is given by
[2]:
Theorem 1.5. (Chva´tal and Thomassen, 1978) Let f(d) denote the best upper bound on
−→
diammin(G)
where d = diam(G) and G is connected and bridgeless.
If G is a connected bridgeless graph then we have
1
2
diam(G)2 + diam(G) 6 f(d) 6 2 · diam(G) · (diam(G) + 1).
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In [2] it was also shown that we have f(2) = 6. Examples achieving this upper bound are given by the
Petersen graph and by the graph obtained from K4 by subdividing the three edges incident to one vertex.
Recently in [21] 9 6 f(3) 6 11 was shown.
The oriented diameter is trivially at least the diameter. Graphs where equality holds are said to be tight.
In [15] some Cartesian products of graphs are shown to be tight. For n > 4 the n-cubes are tight [22]. The
discrete tori Cn × Cm which are tight are completely determined in [20].
The origin of this problem goes back to 1938, where Robbins [25] proves that a graph G has a strongly
connected orientation if and only if G has no cut-edge. As an application one might think of making streets
of a city one-way or building a communication network with links that are reliable only in one direction.
There is a huge literature on the minimum oriented diameter for special graph classes, see i.e. [11, 12,
13, 14, 16, 17, 18, 19, 23].
From the algorithmic point of view the following result is known [2]:
Theorem 1.6. The problem whether
−→
diammin(G) 6 2 is NP-hard for a given graph G.
We remark that the proof is based on a transformation to the problem whether a hypergraph of rank 3 is
two-colorable.
2. PRELIMINARIES
A vertex setD ⊆ V(G) of a graph G is said to be a dominating set of G if for every vertex u ∈ V(G)\D
there is a vertex v ∈ D such that {u, v} ∈ E(G). The minimum cardinality of a dominating set of a graph
G is denoted by γ(G). If P is a path we denote by |P| its length which equals the number of its edges.
An elementary cycle C of a graph G = (V, E) is a list [v0, . . . , vk] of vertices in V , where v0 = vk,
|{v0, . . . , vk − 1}| = k and {vi, vi+1} ∈ E for 0 6 i < k. Similarly |C| denotes the length of C which equals
the number of its edges and vertices. For other not explicitly mention graph-theoretic terminology we refer
the reader to [6] for the basic definitions.
Our strategy to prove bounds on Ξ(γ) is to apply some transformations on bridgeless connected graphs
attaining Ξ(γ) to obtain some structural results. Instead of considering graphsG from now on we will always
consider pairs (G,D), where D is a dominating set of G.
Definition 2.1. For a graph G and a dominating setD of G we call {u, v} ⊆ V(G)\D an isolated triangle if
there exists an w ∈ D such that all neighbors of u and v are contained in {u, v,w} and {u, v} ∈ E(G). We
say that the isolated triangle is associated with w ∈ D.
Definition 2.2. A pair (G,D) is in first standard form if
(1) G = (V, E) is a connected simple graph without a bridge,
(2) D is a dominating set of G with |D| = γ(G),
(3) for u, v ∈ D we have {u, v} /∈ E,
(4) for each u ∈ V\D there exists exactly one v ∈ D with {u, v} ∈ E, and
(5) G is edge-minimal, meaning one can not delete an edge in G without creating a bridge, destroying
the connectivity or destroying the property of D being a dominating set,
(6) for |D| = γ(G) > 2 every vertex in D is associated with exactly one isolated triangle and for
|D| = γ(G) = 1 the vertex in D is associated with exactly two isolated triangles.
Lemma 2.3.
Ξ(γ) = max
{ −→
diammin(G) : |D| 6 γ, (G,D) is in first standard form
}
.
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PROOF. For a given γ ∈ N we start with a bridgeless connected graph G ′ attaining Ξ(γ) =
−→
diammin(G
′)
and minimum domination number γ(G ′). Let D ′ be an arbitrary dominating set of G ′ fulfilling |D ′| =
γ(G ′). Our aim is to apply some graph transformations onto (G ′, D ′) to obtain a pair (G,D) in first
standard form fulfilling
−→
diammin(G) >
−→
diammin(G
′) and |D| 6 |D ′|.
At the start conditions (1) and (2) are fulfilled. If there is an edge e between two nodes of D then we
recursively apply the following graph transformation until there exists no such edge:
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If there exists a node v ∈ V\D with at least r > 2 neighbors d1, . . . , dr in D then we replace the edge
(v, di) i = 2, . . . , r with a path of length 2. We iterate this until case (4) is fulfilled. In Figure 2 we have
depicted the graph transformation for r = 2, 3.
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FIGURE 2. Graph transformation to fulfill condition (4) of Definition 2.2
So after a finite number of transformation we have constructed a pair (G,D) which fulfills conditions (1),
(3), (4) of the first standard form where D is a dominating set of G and (G,D) also fulfills
γ(G) 6 |D| 6 |D ′| = γ(G ′)
and ∞ > −→diammin(G) > −→diammin(G ′).
To additionally fulfill condition (5) of the first standard form we only need to delete the controversial
edges. If γ(G) < |D| 6 γ(G ′) we would have a contradiction to the minimality of γ(G ′). Since adding
isolated triangles to does not contradict with the other properties and also does not decrease the minimum
oriented property we can assume that every vertex of D is associated with enough isolated triangles. For
two vertices x and y in two different isolated triangles being associated with the same vertex w ∈ D we
have d(x, y) 6 4 in every strongly connected orientation. Thus we can delete some isolated triangles to
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achieve the stated number of isolated triangles for every vertex in the dominating set D. Finally we have a
pair (G,D) in first standard form. 
So in order to prove bounds on Ξ(γ) we can restrict ourselves on pairs (G,D) in first standard form. Due
to Theorem 1.2 we can assume γ(G) = |D| > 2 both for the proof of Theorem 1.3 and also for Conjecture
1.4.
Corollary 2.4. If (G,D) is a pair in first standard form then we have
(i) for all u, v ∈ D the distance fulfills d(u, v) > 3 and
(ii) for all u ∈ V(G)\D there exists exactly one f(u) ∈ D with {u, f(u)} ∈ E(G).
Let G be a bridgeless connected undirected graph, D be a dominating set of G and H be a strongly
connected orientation of G. By diami(H,D) we denote
max
{
dH(u, v) :
∣∣∣{u, v} ∩ (V(H)\D)∣∣∣ = i} .
Clearly we have diam(H) = max
{
diam0(H,D), diam1(H,D), diam2(H,D)
}
. Now we refine a
lemma from [7]:
Lemma 2.5. Let G ′ and G be bridgeless connected graphs such that G is a subgraph of G ′ and D is
a dominating set of both G ′ and G. Then for every strongly connected orientation H of G there is an
orientation H ′ of G ′ such that
diam(H ′) 6 max
{
diam0(H,D) + 4, diam1(H,D) + 2, diam2(H,D)
}
.
PROOF. (We rephrase most of the proof from [7].) We adopt the direction of the edges from H to H ′. For
the remaining edges we consider connected components Q of G ′\V(G) and direct some edges having ends
in Q as follows.
If Q consists of one vertex x then x is adjacent to at least one vertex u in D and to another vertex v 6= u
(the graph G is bridgeless and D is a dominating set). If also v is an element of D then we direct one edge
from x and the second edge towards x. Otherwise v is in V\D. In this case we direct the edges [x, u] and
[v, x] in the same direction as the edge [f(v), v]. If there are more edges incident with x (in both cases) we
direct them arbitrarily. Then, we have assured the existence of vertices u ′, v ′ ∈ D such that dH′(x, v ′) 6 2
and dH′(u ′, x) 6 2.
Suppose that there are at least two vertices in the connected component Q. Choose a spanning tree T
in this component rooted in a vertex v. We orient edges of this tree as follows: If a vertex x of the tree
has odd distance from v, then we orient all the tree edges adjacent to x from x outwards. Also, for every
such vertex x we orient the edges between x and V(G) towards x if the distance from v on the tree is even,
and towards V(G) otherwise, see Figure 1 in [7]. The rest of the edges in the connected component Q are
oriented arbitrarily.
In such an orientation H ′, for every vertex x ∈ Q there are vertices u, v ∈ D such that dH′(x, v) 6 2
and dH′(u, x) 6 2. Therefore, for every x, y ∈ V(G ′) the distance between x and y in H ′ is at most
max
{
diam0(H,D) + 4, diam1(H,D) + 2, diam2(H,D)
}
.

Due to the isolated triangles being associated with the vertices of the dominating set D, for every pair
(G,D) in first standard form, there exists an orientation H of G such that
−→
diammin(G) = diam(H) = max
{
diam0(H,D) + 4, diam1(H,D) + 2, diam2(H,D)
}
. (1)
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If we say that H is an optimal or an minimal orientation of (G,D) we mean an orientation that fulfills
Equation 1.
In [7] the authors have described a nice construction to obtain such a subgraph G for a given bridgeless
connected graph G ′ fulfilling |V(G)| 6 5 · γ(G ′) − 4:
For γ(G ′) = 1 we may simply choose the single vertex in D as our subgraph D. Now we assume
|D| = γ(G ′) > 2. Iteratively, we construct a tree Tk for k = 1, . . . , |D|. The tree T1 is composed by one
vertex x1 in D. To construct Tk+1 from Tk we find a vertex xk+1 in D\V(Tk) with minimum distance to
Tk. The tree Tk+1 is the union of Tk with a shortest path from xk+1 to Tk. Since D is a dominating set this
path has length at most 3. We say that the edges of this path are associated with xk+1. At the last step we
obtain a dominating tree T with D ⊆ T and with |V(T)| 6 2(|D|− 1) + |D|.
In order to transform T in a bridgeless connected graph we construct a sequence of subgraphs Gk for
k = 1, . . . , |D|. We say that xj ∈ D is fixed in Gk if no edge associated with xj is a bridge in Gk. Notice
that x1 is fixed in T because it does not have any associated edge.
We set G1 = T . Assume we have constructed the subgraph Gk. If xk+1 is already fixed in Gk we set
Gk+1 = Gk. If xk+1 is not fixed in Gk we add a subgraphM to Gk to obtain Gk+1.
Let Pk be the path added to Tk to obtain Tk+1. We only consider the case where Pk has length three. The
other cases cane be done similarly. Let us assume that Pk is given by Pk = (xk+1, u, v, xj) with u, v /∈ D,
and xj ∈ D, j 6 k. Moreover let us denote the edges of Pk by e, e ′ and e ′′. If we remove all edges e, e ′, e ′′
of Pk from T we obtain four subtrees T1, T2, T3 and T4 containing xk+1, u, v and xj, respectively.
Among all shortest path in G ′\e connecting T1 with T2 ∪ T3 ∪ T4 we select P as one whose last vertex
belongs to T i with imaximum. Among all shortest path inG ′\e ′′ connecting T4 with T1∪T2∪T3 we select
Q as one whose first vertex belongs to T i with i minimum. Let R be any shortest path in G ′\e ′ connecting
T3 ∪ T4 with T1 ∪ T2.
Since G ′ is a bridgeless connected graph the paths P, Q, R exist. Since D ⊆ V(T) and the set D is a
dominating set, the length of paths P, Q and R is at most 3. Moreover, if the length of P is three its end
vertices belong to D. The same holds for the paths Q and R.
The definition of M is given according to the following cases. If the last vertex of P belongs to T4 we
define M = P. If the last vertex of P belongs to T3 or it belongs to T2 and the first vertex of Q belongs to
T2 we define M = P ∪Q. If none of the previous cases hold the first vertex of R belongs to T2 and the last
one belongs to T3. We defineM = P ∪Q ∪ R.
For the analysis that |V(G|D|)| 6 5 · γ(G ′) − 4 we refer to [7].
Since a shortest path does contain every vertex at most once, we can combine the above described con-
struction of a subgraph with Lemma 2.5 to obtain the bound Ξ(γ) 6 5γ− 1.
Lemma 2.6.
Ξ(1) = 4 and Ξ(2) = 8.
PROOF. At first we observe that the examples from Figure 1 give Ξ(1) > 4 and Ξ(2) > 8. For the other
direction let (G,D) be a pair in first standard form attaining
−→
diammin(G) = Ξ(γ(G)). For γ = γ(G) = 1
we have |D| = 1, choose the single vertex of D as a subgraph and apply Lemma 2.5. Going through the
cases of the above described subgraph construction for γ = γ(G) = 2 we obtain up to symmetry the two
possibilities given in Figure 3. ByH be denote the depicted corresponding orientation of the edges. Since in
both cases we have diam0(H,D) 6 4 and diam1(H,D), diam2(H,D) 6 5 we can apply Lemma 2.5 to
obtain the stated result. 
With Lemma 2.5 in mind we would like to restrict our investigations on bridgeless connected subgraphs
containing the dominating set.
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FIGURE 3. The two possible subgraphs for γ(G) = 2.
Definition 2.7. For a pair (G ′, D) in first standard form we call G a minimal subgraph of (G ′, D), if
(1) G is a subgraph of G ′ containing the vertex set D,
(2) G is bridgeless connected,
(3) for every vertex v ∈ V(G)\D we have {v, f(v)} ∈ E(G), where f : V(G ′)\D → D is the function
from the first standard form of (G ′, D), and
(4) G is vertex and edge-minimal with respect to properties (1), (2), and (3).
Corollary 2.8. If G is a minimal subgraph of (G ′, D) in first standard form, we have
(1) |V(G)| 6 5 · |D|− 4 and
(2) there exists no chord {u, v} ∈ E(G), where {u, v} ∩D = ∅.
Definition 2.9. LetG be a minimal subgraph of (G ′, D) in first standard form. We construct a graph G˜ from
G by adding isolated triangles at vertices ofD such that (G˜,D) is in first standard form. We call G˜ a minimal
completion and we say that H is a minimal or an optimal orientation of G, if H is strongly connected and
we have −→
diammin(G˜) > max
{
diam0(H,D) + 4, diam1(H,D) + 2, diam2(H,D)
}
.
By considering the isolated triangles being associated to the vertices of the dominating setDwe can easily
check, that every minimal subgraph G of a pair (G ′, D) in first standard form admits a minimal orientation
H and that we have
−→
diammin(G
′) 6
−→
diammin
(
G˜
)
. If G does only fulfill conditions (1)-(3) of Definition
2.7 then we may consider a minimal subgraph G ′′ of (G ′, D), which contains G as a subgraph. With this
we can call on orientation H of G minimal or optimal if it is minimal or optimal for G ′′.
Definition 2.10. We call a pair (G ′, D) in first standard form critical, if Ξ(γ(G ′)) =
−→
diammin (G
′).
Definition 2.11. We call a minimal subgraph G of (G ′, D) in first standard form critical if for a minimal
orientation H of G we have
Ξ(γ(G ′)) = max
{
diam0(H,D) + 4, diam1(H,D) + 2, diam2(H,D)
}
.
Together with Lemma 2.5 we obtain:
Lemma 2.12.
Ξ(γ) = max
{
min
{
max {diam0(H,D) + 4, diam1(H,D) + 2, diam2(H,D)} :
H is strongly connected orientation of G
}
: G is critical minimal
subgraph of (G ′, D) in first standard form with |D| = γ
}
.
Sometimes it is useful to know some basic facts about strongly connected orientations of graphs.
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Lemma 2.13. (1) IfH is a strongly connected orientation of an undirected graphG and C is a directed
cycle without repeated edges inH, then inverting of the edges ofC yields another strongly connected
orientation of G.
(2) If H is a strongly connected orientation of an undirected graph G and P1 and P2 are two edge-
disjoint directed paths from x to y, then inverting P2 yields another strongly connected orientation
of G.
(3) If H is a strongly connected orientation of an undirected graph G then inverting all edges yields
another strongly connected orientation with equal diameter.
3. REDUCTIONS
In this section we will propose some reductions for critical minimal subgraphs G of pairs (G ′, D) in first
standard form, in order to provide some tools for an inductive proof of a better upper bound on Ξ(γ).
Lemma 3.1. LetG be a critical minimal subgraph of (G ′, D) in first standard form with γ = γ(G ′) = |D| >
3. If G contains vertices x, y ∈ D, l1, l2, r1, r2 ∈ V(G)\D, two edge disjoint paths P1 = [x, l1, r1, y],
P2 = [x, l2, r2, y], all neighbors of l1, r1 are in {x, l1, r1, y}, and all neighbors of l2, r2 are in {x, l2, r2, y},
then we have Ξ(γ) 6 Ξ(γ− 1) + 3.
PROOF. Let G˜ be the graph which arises from G by deleting l1, l2, r1, r2 and identifying x with y. Now let
D˜ := D\{y} and H˜ be an arbitrary minimal orientation of G˜. Thus we have diam0
(
H˜, D˜
)
6 Ξ(γ− 1)+ 4,
diam1
(
H˜, D˜
)
6 Ξ(γ − 1) + 2, and diam2
(
H˜, D˜
)
6 Ξ(γ − 1). We construct an orientation H of G
by directing the two paths P1 and P2 in opposing directions, and by taking the directions from H˜. Now
we analyze the distance dH(u, v) in H for all pairs u, v ∈ V(G). If both u and v are in {l1, l2, r1, r2},
then we have dH(u, v) 6 5 6 Ξ(γ − 1) + 3. If none of u and v is in {l1, l2, r1, r2}, then we have
dH(u, v) 6 dH˜(u, v) + 3. In the remaining case we have dH(u, v) 6 dH˜(u, v) + 5. Thus we have
diam2(H,D) 6 max
{
diam2
(
H˜, D˜
)
+ 3, diam1
(
H˜, D˜
)
+ 5, 5
}
6 Ξ(γ− 1) + 3,
diam1(H,D) 6 max
{
diam1
(
H˜, D˜
)
+ 3, diam0
(
H˜, D˜
)
+ 5, 5
}
6 Ξ(γ− 1) + 1, and
diam0(H,D) 6 diam0
(
H˜, D˜
)
+ 3 6 Ξ(γ− 1) − 1,
which yields Ξ(γ) 6 Ξ(γ− 1) + 3. 
We remark that Lemma 3.1 corresponds to a graph containing the left graph of Figure 3 as an induced
subgraph, where the vertices corresponding to the empty circles have no further neighbors in the whole
graph.
Lemma 3.2. Let G be a critical minimal subgraph of (G ′, D) in first standard form with γ = γ(G ′) =
|D| > 3. If G contains vertices x, y, z ∈ D, four edge disjoint paths P1 = [x, v1, v2, v3, y], P2 =
[y, v4, v5, v6, z], P3 = [x, u1, u2, y], P4 = [y, u3, u4, z], and all edges being adjacent to vertices in
I := {v1, v2, v3, v4, v5, v6, u1, u2, u3, u4} are contained in P := P1 ∪ P2 ∪ P3 ∪ P4, then we have
Ξ(γ) 6 Ξ(γ− 2) + 7.
PROOF. At first we want to determine some structure information on the vertices vi, uj and the adjacent
edges. We have f(v1) = f(u1) = x, f(v3) = f(v4) = f(u2) = f(u3) = y, and f(v6) = f(u4) = z. Since
all edges being adjacent to vertices in I are contained in P we have f(v2), f(v5) ∈ {x, y, z}. Some vertices
may have several labels. By vi ∼ we denote the set of labels which correspond to the same vertex as vi.
Similarly we define ui ∼.
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Let us at first assume |I| = 10, meaning, that each vertex has a unique label. In this case we may consider
the edge {v2, f(v2)} which is not contained in P to see that G would not be a minimal subgraph of (G ′, D)
in first standard form.
Due to the 14 pairwise different edges of P and the information on the values of f we have
(a) v1 ∼⊆ {v1, v5}, v3 ∼⊆ {v3, v5}, v4 ∼⊆ {v2, v4}, v6 ∼⊆ {v2, v6},
(b) u1 ∼⊆ {u1, v2, v5}, u2 ∼⊆ {u2, v2, v5}, u3 ∼⊆ {u3, v2, v5}, u4 ∼⊆ {u4, v2, v5},
(c) v2 ∼⊆ {v2, v4, v5, v6, u1, u2, u3, u4}, v5 ∼⊆ {v1, v2, v3, v5, u1, u2, u3, u4}.
Next we assume |I| = 9 which means that exactly one vertex in I has two different labels and all other
vertices have unique labels.
(1) If v1 = v5 then v2, v3, and v4 could be deleted.
(2) If v3 = v5 then v4 could be deleted.
(3) If u1 = v2 then by considering the edge {v5, f(v5)} /∈ P we could conclude that either v4 or v6
could be deleted.
(4) If u1 = v5 then u2 could be deleted.
(5) If u2 = v2 then by considering the edge {v5, f(v5)} /∈ P we could conclude that either v4 or v6
could be deleted.
(6) If u2 = v5 then v4 could be deleted.
(7) If v2 = v5 then v3 and v4 could be deleted.
Thus the vertices v1, v3, u1, u2 are unique. Using symmetry we conclude that also the vertices v4, v6, u3,
and u4 are unique. Since we have also dealt with the only left possibility v2 = v5 we can conclude |I| 6 8.
We proceed similar as in the proof of Lemma 3.1 and let G˜ be the graph arising from G by deleting
the vertices ui, vi, y and by identifying x and z. Obviously G˜ is bridgeless connected. Now let D˜ :=
D\{y, z} and H˜ be an arbitrary minimal orientation of G˜. Thus we have diam0
(
H˜, D˜
)
6 Ξ(γ − 2) − 4,
diam1
(
H˜, D˜
)
6 Ξ(γ− 2) − 2, and diam2
(
H˜, D˜
)
6 Ξ(γ− 2).
We construct an orientation H of G by directing the two pairs of paths (P1, P3), (P2, P4) in opposing
directions such that the arcs [v3, y], [y, v4] are directed different, by taking the directions from H˜ and by
directing remaining edges arbitrarily.
Now we analyze the distance dH(u, v) in H for all pairs u, v ∈ V(G). Due to dH(x, z), dH(z, x) 6 7,
dH(y, x), dH(y, z), dH(x, y), dH(z, y) 6 4 we have dH(u, v) 6 dH˜(u, v) + 7 for u, v /∈ I. Now we
consider dH(u, v) for u, v ∈ I ∪ {x, y, z}. Due to L := |I ∪ {x, y, z}| 6 11 we clearly have dH(u, v) 6 10.
We assume L = 11 since otherwise we would have dH(u, v) 6 9. Now we have a closer look at the
directed cycle C := P1 ◦ P4 ◦ P2 ◦ P3 of length 14 consisting of 11 vertices. It is not possible to visit all 11
vertices going along edges of the cycle C without visiting a vertex twice. Thus we have dH(u, v) 6 9 for
u, v ∈ I ∪ {x, y, z}. Summarizing our results gives
diam2(H,D) 6 max
{
diam2
(
H˜, D˜
)
+ 7, diam1
(
H˜, D˜
)
+ 9, 9
}
6 Ξ(γ− 2) + 7,
diam1(H,D) 6 max
{
diam1
(
H˜, D˜
)
+ 7, diam0
(
H˜, D˜
)
+ 9, 9
}
6 Ξ(γ− 2) + 5, and
diam0(H,D) 6 diam0
(
H˜, D˜
)
+ 7 6 Ξ(γ− 2) + 3,
which yields Ξ(γ) 6 Ξ(γ− 2) + 7. 
We remark that Lemma 3.2 corresponds to a graph containing the right graph of Figure 3 two times as an
induced subgraph for x, y, z ∈ D corresponding to the black circle, where the vertices corresponding to the
empty circles have no further neighbors in the whole graph.
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Lemma 3.3. Let G be a critical minimal subgraph of (G ′, D) in first standard form with γ = γ(G ′) =
|D| > 3 and x a vertex contained in the dominating setD. If removing x produces at least three connectivity
components C1, C2, C3, . . . , then we have
Ξ(γ) 6 max
{
Ξ(γ− i) + Ξ(i) − 4 : 1 6 i 6 γ− 1
}
.
PROOF. Let C˜i be the induced subgraphs of V(Ci) ∪ {x} in G. We set Di = {x} ∪ (V(Ci) ∩D) and
γi := |Di|−1 so that we have 1+
∑
i γi = γ. SinceG is a minimal subgraph we have γi > 1 for all i. Now
we choose arbitrary minimal orientations H˜i of the C˜i. Thus we have diam0
(
H˜i, Di
)
6 Ξ(γi + 1) − 4,
diam1
(
H˜i, Di
)
6 Ξ(γi + 1) − 2, and diam2
(
H˜i, Di
)
6 Ξ(γi + 1) for all i. Since C˜i and C˜j are
edge-disjoint for i 6= j we can construct an orientation H of G by taking the directions of the H˜i. Now
we analyze the distance dH(u, v) in H for all pairs u, v ∈ V(G). If u and v are contained in the same
component C˜i we have dH(u, v) = dH˜i(u, v). If u is contained in C˜i and v is contained in C˜j, then we
have dH(u, v) 6 dH˜i(u, x) + dH˜j(x, v). Thus we have
diam2(H,D) 6 max
{
diam2
(
H˜i, Di
)
, diam1
(
H˜i, Di
)
+ diam1
(
H˜j, Dj
)
: i 6= j
}
6 max
{
Ξ(γi + 1), Ξ(γi + 1) + Ξ(γj + 1) − 4 : i 6= j
}
diam1(H,D) 6 max
{
diam1
(
H˜i, Di
)
, diam1
(
H˜i, Di
)
+ diam0
(
H˜j, Dj
)
: i 6= j
}
6 max
{
Ξ(γi + 1) − 2, Ξ(γi + 1) + Ξ(γj + 1) − 6 : i 6= j
}
, and
diam0(H,D) 6 max
{
diam0
(
H˜i, Di
)
+ diam0
(
H˜j, Dj
)
: i 6= j
}
6 max
{
Ξ(γi + 1) + Ξ(γj + 1) − 8 : i 6= j
}
.
Since we have at least three connectivity components it holds γi + γj 6 γ− 2 for all i 6= j. Using this and
Ξ(n− 1) 6 Ξ(n) we conclude Ξ(γ) 6 max
{
Ξ(γ− i) + Ξ(i) − 4 : 1 6 i 6 γ− 1
}
. 
Lemma 3.4. LetG be a critical minimal subgraph of (G ′, D) in first standard form with γ = γ(G ′) = |D| >
3 and x a vertex not contained in the dominating set D. If removing x produces at least three connectivity
components C1, C2, C3, . . . , then we have
Ξ(γ) 6 max
{
Ξ(i) + Ξ(γ+ 1− i) − 7, Ξ(i− 1) + Ξ(γ+ 1− i) − 4 : 2 6 i 6 γ− 1
}
.
PROOF. W.l.o.g. let f(x) be contained in C1. Let C˜1 be the induced subgraph of V(C1) ∪ {x} in G and
D1 = D ∩ V(C1). For i > 2 let C˜i be the induced subgraph of V(Ci) ∪ {x} in G with additional vertices
yi, zi, additional edges {x, yi}, {x, zi}, {yi, zi}, and Di = (V(Ci) ∩ D) ∪ {zi}. We set γ1 = |D1| > 1
and γi = |Di| − 1 > 1 for i > 2 so that we have
∑
i γi = γ. By H˜i we denote an optimal orientation
of Ci. W.l.o.g. we assume that in H˜1 the edge {f(x), x} is directed from f(x) to x and that for i > 2 in
H˜i the edges {x, yi}, {x, zi}, {yi, zi} are directed from x to yi, from yi to zi and from zi to x. Due to the
minimality of the orientations H˜i we have diam0
(
H˜1, D1
)
6 Ξ(γ1) − 4, diam1
(
H˜1, D1
)
6 Ξ(γ1) − 2,
diam2
(
H˜1, D1
)
6 Ξ(γ1), and for i > 2 we have diam0
(
H˜i, Di
)
6 Ξ(γi + 1) − 4, diam1
(
H˜i, Di
)
6
Ξ(γi + 1) − 2, diam2
(
H˜i, Di
)
6 Ξ(γi + 1).
We construct an orientation H of G by taking the directions of the common edges with the H˜i. Now we
analyze the distance dH(u, v) in H for all pairs u, v ∈ V(G). We only have to consider the cases where u
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and v are in different connectivity components. Let us first assume u ∈ C˜i, v ∈ C˜j with i, j > 2. We have
dH(u, v) 6 dH˜i(u, x) + dH˜j(x, v) 6 dH˜i(u, zi) − 2+ dH˜j(zj, v) − 1,
since every directed path from a vertex u ∈ V(G) to zi in H˜i uses the arcs [x, yi], [yi, zi], and every directed
path from zj to a vertex v ∈ V(G) in H˜j uses the arc [zj, x]. Now let u be in C˜1 and v be in C˜i with i > 2.
Since the edge {f(x), x} is directed from f(x) to x, both in H and in H˜1, we can conclude
dH(u, v) 6 dH˜1(u, x) + dH˜i(x, v) 6 dH˜1(u, f(x)) + 1+ dH˜i(zi, v) − 1.
If u ∈ C˜i with i > 2 and v ∈ C˜1, then we similarly conclude
dH(u, v) 6 dH˜i(u, x) + dH˜1(x, v) 6 dH˜i(u, zi) − 2+ dH˜1(x, v).
Thus using Ξ(i− 1) 6 Ξ(i) for i ∈ N and γi + γj 6 γ− 1 for all i 6= j in total we have
diam2(H,D) 6 max
{
diam2
(
H˜1, D1
)
, diam2
(
H˜i, Di
)
, diam1
(
H˜i, Di
)
+ diam1
(
H˜j, Dj
)
− 3,
diam1
(
H˜1, D1
)
+ diam1
(
H˜i, Di
)
, diam2
(
H˜1, D1
)
+ diam1
(
H˜i, Di
)
− 2
}
6 max
{
Ξ(γ− 1), Ξ(γi + 1) + Ξ(γj + 1) − 7, Ξ(γ1) + Ξ(γi + 1) − 4 : 2 6 i < j
}
6 max
{
Ξ(i) + Ξ(γ+ 1− i) − 7, Ξ(i− 1) + Ξ(γ+ 1− i) − 4 : 2 6 i 6 γ− 1
}
diam1(H,D) 6 max
{
diam1
(
H˜1, D1
)
, diam1
(
H˜i, Di
)
, diam0
(
H˜i, Di
)
+ diam1
(
H˜j, Dj
)
− 3,
diam0
(
H˜1, D1
)
+ diam1
(
H˜i, Di
)
, diam1
(
H˜1, D1
)
+ diam0
(
H˜i, Di
)
,
diam2
(
H˜1, D1
)
+ diam0
(
H˜i, Di
)
− 2, diam1
(
H˜1, D1
)
+ diam1
(
H˜i, Di
)
− 2
}
6 max
{
Ξ(γ− 1) − 2, Ξ(γi + 1) + Ξ(γj + 1) − 9, Ξ(γ1) + Ξ(γi + 1) − 6 : 2 6 i < j
}
6 max
{
Ξ(i) + Ξ(γ+ 1− i) − 9, Ξ(i− 1) + Ξ(γ+ 1− i) − 6 : 2 6 i 6 γ− 1
}
diam0(H,D) 6 max
{
diam0
(
H˜1, D1
)
, diam0
(
H˜i, Di
)
, diam0
(
H˜i, Di
)
+ diam0
(
H˜j, Dj
)
− 3,
diam0
(
H˜1, D1
)
+ diam0
(
H˜i, Di
)
, diam1
(
H˜1, D1
)
+ diam0
(
H˜i, Di
)
− 2
}
6 max
{
Ξ(γ− 1) − 4, Ξ(γi + 1) + Ξ(γj + 1) − 11, Ξ(γ1) + Ξ(γi + 1) − 8 : 2 6 i < j
}
6 max
{
Ξ(i) + Ξ(γ+ 1− i) − 11, Ξ(i− 1) + Ξ(γ+ 1− i) − 8 : 2 6 i 6 γ− 1
}
,
which yields Ξ(γ) 6 max
{
Ξ(i) + Ξ(γ+ 1− i) − 7, Ξ(i− 1) + Ξ(γ+ 1− i) − 4 : 2 6 i 6 γ− 1
}
. 
Now we are ready to determine the next exact value of Ξ(γ):
Lemma 3.5.
Ξ(3) = 11.
PROOF. The last example from Figure 1 gives Ξ(3) > 11. Going through the cases of the subgraph con-
struction being described in front of Lemma 2.6 we are able to explicitly construct a finite list of possible
subgraphs for γ = 3. This fall differentiation is a bit laborious but not difficult. We can assume that these
graphs G are minimal subgraphs of a suitable pair (G ′, D) in first standard form. During our construction
we can drop all graphs which are not minimal, e. g. graphs containing a chord where no end vertex lies in
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the dominating set D. Doing this we obtain a list of 24 non-isomorphic minimal subgraphs. In Figure 4 we
give suitable orientations for the cases, where we can not apply Lemma 3.1, Lemma 3.2, or Lemma 3.4. 
Going over the proofs of the previous lemmas again, we can conclude some further, in some sense weaker,
reduction results. Similarly as in Lemma 3.2 we can prove:
Lemma 3.6. LetG be a critical minimal subgraph of (G ′, D) in first standard form with γ = γ(G ′) = |D| >
3. If G contains vertices x, y,∈ D, two edge disjoint paths P1 = [x, u1, u2, u3, y], P2 = [x, v1, v2, y], and
all edges being adjacent to vertices in I := {u1, u2, u3, v1, v2} are contained in P1 ∪ P2, then we have
Ξ(γ) 6 Ξ(γ− 1) + 4.
Lemma 3.7. LetG be a critical minimal subgraph of (G ′, D) in first standard form with γ = γ(G ′) = |D| >
3 and x a vertex contained in the dominating set D. If removing x produces two connectivity components
C1 and C2 then we have
Ξ(γ) 6 max
{
Ξ(γ+ 1− i) + Ξ(i) − 4 : 2 6 i 6 γ− 1
}
.
PROOF. We can rephrase most of the proof of Lemma 3.3. Our estimations on diami(H,D) remain valid.
Since we only have two connectivity components we do not have γi + γj 6 γ − 2 for i 6= j. Instead we
have γ1 + γ2 = γ − 1 and γ1, γ2 6 γ − 2. Combining this with Ξ(n − 1) 6 Ξ(n) we obtain the stated
upper bound. 
Lemma 3.8. LetG be a critical minimal subgraph of (G ′, D) in first standard form with γ = γ(G ′) = |D| >
3 and x a vertex not contained in the dominating set D. If removing x produces at least two connectivity
components C1, C2 where f(x) ∈ C1 and |V(C1) ∩D| > 2 then we have
Ξ(γ) 6 max
{
Ξ(i) + Ξ(γ+ 1− i) − 4 : 2 6 i 6 γ− 1
}
.
PROOF. We can rephrase most of the proof of Lemma 3.4. Using Ξ(i− 1) 6 Ξ(i) for all i ∈ N and the fact
that we have exactly two connectivity components C1 and C2 yields
diam2(H,D) 6 max
{
Ξ(γ− 1), Ξ(γ1) + Ξ(γ2 + 1) − 4
}
diam1(H,D) 6 max
{
Ξ(γ− 1) − 2, Ξ(γ1) + Ξ(γ2 + 1) − 6
}
diam0(H,D) 6 max
{
Ξ(γ− 1) − 4, Ξ(γ1) + Ξ(γ2 + 1) − 8
}
.
Due to Ξ(i− 1) 6 Ξ(i), 2 6 y1 6 γ− 1, and 1 6 γ2 6 γ− 1 we have
Ξ(γ) 6 max
{
Ξ(i) + Ξ(γ+ 1− i) − 4 : 2 6 i 6 γ− 1
}
.

We would like to remark that Lemmas 3.1, 3.2, 3.3, 3.4 can be used in an induction proof of Conjecture
1.4, whereas Lemmas 3.6, 3.7, 3.8 can only be used in an induction proof of Theorem 1.3.
In order to prove Theorem 1.3 we need some further reduction Lemmas.
Lemma 3.9. LetG be a critical minimal subgraph of (G ′, D) in first standard form with γ = γ(G ′) = |D| >
3 and x a vertex not contained in the dominating set D. If removing x produces at least two connectivity
components C1, C2, where f(x) ∈ C1 and their exist y1 6= y2 ∈ V(G)\D fulfilling f(y1) = f(y2) and
{x, y1}, {x, y2} ∈ E(G) then we either can apply Lemma 3.8 or we have Ξ(γ) 6 Ξ(γ− 1) + 4.
BOUNDS FOR THE MINIMUM ORIENTED DIAMETER 13
z j
j
j
j j
j
z
z
6
6
- -
?ffff
6
6
@
@I
z
j
j
z j
j
z
jj6
6
6
-
@
@R
?
?ffff j
j
z j
j
z j
j
z
6
6
-
?
?ff
 
  @
@R
 
 	@
@I z
j
j
j
z
j
j
j
z
6
6
- -
?
?ffff
@
@R
@
@R
z
j
j
j z
j z
jj6
6
- -
?ffff
 
 
ff
?
z
j j
z j
j
j
jz
6
- -
?ff
@
@I
-
?
@
@I
ff
6
j
jj
z
z
j
j
j
z
6
- -
?ff
6
-
?ff@
@I
?
z
j j
z j
j
j
jz
6
- -
ff
@
@I
-
?
ff
6
?
?
j j z j j
z j j z
6
-
?ffff
-
6  
 	
-
?@
@I z j z j z
j j j j
6
- - -
?ff
6
?ff
 
 	@
@I
j
zj j
jz zj j
6
6
@
@I
@
@I  
 	
 
 	
- -
 
  @
@R?
6
j z
j
j j
zj z j
?ff 
 
ff ?
-
?- 
 
@
@I  
 	 @
@I
j z j
j j j
z j j z
?ff@
@I
6
-
@
@R  
 
-
?
 
 	ff j z j
j j j
z j
j
z
?ff@
@I
6
-
@
@R -
?
 
 
?ff
ff j
j
z
z
j
j
j
j
z
j
ff
6
6
-
?
?
- -
?ff
6 
 	
j
j
zj
z
j
j
j
z j
ff
6
6
ff
@
@R -
?
-
6
?ff
-
 
 	
jj
z
z
jj
j
j
z j
-
6
ff
6
-
?
-
6
-
 
 	
?ff
 
 	
FIGURE 4. The orientations for the proof of Lemma 3.5.
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FIGURE 5. The situation of Lemma 3.9 if we can not apply Lemma 3.8.
PROOF. If |V(C1) ∩ D| > 2 we can apply Lemma 3.8 thus we may assume |V(C1) ∩ D| = 1. Since G
is a minimal subgraph, we have V(C1) = {f(x), w} and the neighbors of f(x) and w in G are contained
in {f(x), w, x}. As an abbreviation we set f(y1) = f(y2) = z ∈ D. See the left drawing in Figure 5 for
a graphical representation of the situation. Now we consider the subgraph C˜2 consisting of the induced
subgraph of V(C2)∪ {x} with the additional edge {x, f(y1)}. Let H2 be an optimal orientation of C˜2, where
we assume that the arc [z, y1] is directed from z to y1, see the middle graph of Figure 5. Now we construct
an orientation H of G by taking the directions from H2 and redirecting some edges. We direct x to w, w to
f(x), f(x) to x to y1, y1 to z, z to y2, and y2 to x, see the right drawing of Figure 5.
Now we analyze the distance dH(a, b) between two vertices in V(G). If a and b are both in C˜2, then we
can consider a shortest path P in H2. It may happen that P uses some of the redirected edges. In this case P
contains at least two vertices from {x, y1, y2, z}. If P uses more than two vertices from {x, y1, y2, z} then we
only consider those two vertices which have the largest distance on P. Looking at our redirected edges in H
we see, the distance between two such vertices is at most three, so that we have dH(a, b) 6 dH2(a, b) + 3
in this case.
Now let b be in C˜2. We consider a shortest path P in H2 from z to b. In H we have dH(f(x), z) 6 3 by
considering the path [f(x), x, y1, z]. Since dH(z, y2) = 1 we have dH(f(x), b) 6 dH2(z, b) + 4. Similarly
we obtain dH(w,b) 6 dH2(z, b) + 5. With D2 = D\{f(x)} the set D2 is a dominating set of C˜2 and we
can check that |D2| = γ(C˜2) holds. Since z ∈ D2 and H2 is an optimal orientation, for b1 ∈ D2, b2 /∈ D2
we have dH2(z, b1) 6 Ξ(γ − 1) − 4 and dH2(z, b2) 6 Ξ(γ − 1) − 2 yielding dH(f(x), b1) 6 Ξ(γ − 1),
dH(f(x), b2) 6 Ξ(γ − 1) + 2, dH(w,b1) 6 Ξ(γ − 1) + 1, and dH(w,b2) 6 Ξ(γ − 1) + 3. This is
compatible with Ξ(γ) 6 Ξ(γ− 1) + 4 due to f(x), b1 ∈ D and w,b2 /∈ D.
Now let a be in C˜2. we consider a shortest path P in H2 from a to z. In H we have dH(z, f(x)) 6 4
by considering the path [z, y2, x,w, f(x)]. Since P can not use an arc from y1 to z (this arc is directed in
the opposite direction in H2) either P contains a vertex in {x, y2} or P also exists in H, so that we have
dH(a, f(x)) 6 dH2(a, z) + 4. Similarly we obtain dH(a,w) 6 dH2(a, z) + 3. Since H2 we conclude
similarly as in the above paragraph that all distances are compatible with Ξ(γ) 6 Ξ(γ− 1) + 4. 
Lemma 3.10. Let G be a minimal subgraph of a pair (G ′, D) in first standard form. If there exist z1, z2 ∈
V(G)\D with f(z1) = f(z2) and {z1, z2} ∈ E(G), then either z1 or z2 is a cut vertex.
PROOF. If z1 has no other neighbors besides z2 and x := f(z1) then either z2 is a cut vertex or z1 can be
deleted from G without destroying the properties of Definition 2.7. We assume that whether z1 nor z2 is
a cut vertex. Thus both z1 and z2 have further neighbors y1 and y2, respectively. Since {z1, z2} can not
be deleted we have y1 6= y2. Let P1 be a shortest path from y1 to z2 in G\{z1}. Since {z1, z2} can not
be deleted P1 contains the edge {x, z2}. Similarly there exists a shortest path from y2 to z1 containing the
edge {x, z1}. Thus in the end the existence of P1 and P2 shows that {z1, z2} could be deleted, which is a
contradiction to the minimality of G. 
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Lemma 3.11. Let G be a minimal subgraph of a pair (G ′, D) in first standard form. Let x, y1, y2 be three
vertices not in the dominating set D with {x, y1}, {x, y2} ∈ E(G) and f(y1) 6= f(x) 6= f(y2) either one
vertex of x, y1, y2 is a cut vertex, or f(y1) 6= f(y2).
PROOF. We assume as contrary that none of x, y1, y2 is a cut vertex and f(y1) = f(y2). Now we consider
G\{x}, which must be connected. Thus there must exist a path P connecting f(x) to f(y1) = f(y2) and
either one of the edges {x, y1}, {x, y2} is a chord or one of the vertices y1, y2 could be deleted from G,
which is a contradiction to the minimality of G. 
4. PROOF OF THE MAIN THEOREM
In this section we want to prove Theorem 1.3. We use the techniques of induction on γ(G) and minimal
counter examples with respect to γ(G).
Definition 4.1. We call a minimal subgraph G of (G ′, D) in first standard form a minimal counter example
to Theorem 1.3 if we have max
{
diam0(H,D)+4, diam1(H,D)+2, diam2(H,D)
}
> 4γ for a minimal
orientation H and γ = |D| is minimal with this property.
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FIGURE 6. The situation of Lemma 4.2 and the situation of Lemma 4.3.
Lemma 4.2. Let G be a minimal subgraph of (G ′, D) in first standard form which is a minimal counter
example to Theorem 1.3, then there can not exist an elementary cycle C = [v0, . . . , v3k = v0] in G with
k > 2 and the v3j ∈ D for all 0 6 j < k.
PROOF. We assume the existence of such a cycle C, see the left graph in Figure 4.2 for an example, and
consider another graph G˜ arising from G by:
(1) deleting the edges of C,
(2) deleting the vertices v3j for 0 < j < k,
(3) inserting vertices uj and edges {v0, vj}, {v0, uj}, {uj, vj} for all 0 < j < 3k with 3 - j, and by
(4) identifying all vertices v3j ∈ G with the vertex v0 ∈ G˜, meaning that we replace edges {v3j, x} in
G by edges {v0, x} in G˜.
We remark that this construction does not produce multiple edges since (G ′, D) is in first standard form.
The set D˜ := D\
{
v3, v6, . . . , v3k−3
}
is a dominating set of G˜ with |D˜| = |D|−k+1. Let H˜ be an minimal
orientation of (G˜, D˜). We construct an orientationH ofG by taking over the directions of all common edges
with H˜ and by orienting the edges of C from vj to vj+1, see the left graph in Figure 4.2.
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Now we analyze the distances in H. For brevity we set I :=
{
v3j : 0 6 j < k
}
(these are the vertices
in G which are associated with v0 in G˜). The distance of two vertices in I in the orientation H is at most
3k − 3 and the distance of two vertices in V(C) is at most 3k − 1. Thus we may assume |D| > k. Let a, b
be vertices in V(G).
(1) If a and b are elements of {vj : 0 6 j < 3k} then we have dH(a, b) 6 3k− 1 < 4|D|− 4.
(2) If a and b are not in I then we consider a shortest path P˜ in H˜ connecting a and b.
(3) If a ∈ I and b /∈ I then we consider a shortest path P˜ in H˜ connecting v0 and b.
(4) The case a /∈ I and b ∈ I then we consider a shortest path P˜ in H˜ connecting a and v0.
Let P˜ be an arbitrary shortest path in H˜ connecting a and b. It may happen that in H this path P˜ does not
exist since it may contain the vertex v0 corresponding to two different vertices v3i and v3j in G or may
contain one of the edges {v0, vj}, {v0, uj}, or {uj, vj} with 3 - j.
Now we want to construct a path P which does connect a and b inH. The path P˜may use one of the edges
{v0, vj}, {v0, uj}, or {uj, vj} with 3 - j. Deleting all these edges decomposes P˜ in at least two parts P˜1, . . . ,
P˜m with |P˜1|+ |P˜m| 6 |P˜|−1. Using a suitable segment C˜ of the cycle C we obtain a path P = P˜1∪ C˜∪ P˜m
of length at most |P˜1| + |P˜m| + |C˜| 6 |P˜| + 3k − 2. If P˜ does not use one of these edges then it can only
happen that v0 is used in P˜ corresponding to two different vertices v3i and v3j in G. In this case we can use
a suitable segment C˜ of the cycle C, which starts and ends in a vertex of I, to obtain a path P connecting a
and b in H of length at most |P˜|+ 3k− 3.
Now we are ready to prove that G is not a counter example. If γ(G˜) < |D˜| then we have diam
(
H˜
)
6
4 · |D˜| − 4 = 4 · |D| − 4k due to the minimality of G. In each of the cases (1)-(4) we have dH(a, b) 6
4 · |D|−k− 2 6 4 · |D|− 4 for all a, b ∈ G. Otherwise we have γ(G˜) = |D˜| and D˜ is a minimal dominating
set of G˜. In this case we have
diam2(H,D) 6 max
{
diam2
(
H˜, D˜
)
+ 3k− 2, diam1
(
H˜, D˜
)
+ 3k− 1, 3k− 1
}
6 4 · |D|− k+ 2
6 4 · |D|
diam1(H,D) 6 max
{
diam1
(
H˜, D˜
)
+ 3k− 2, diam0
(
H˜, D˜
)
+ 3k− 1, 3k− 1
}
6 4 · |D|− k
6 4 · |D|− 2
diam0(H,D) 6 max
{
diam0
(
H˜, D˜
)
+ 3k− 2, 3k− 3
}
6 4 · |D|− k− 2
6 4 · |D|− 4

Lemma 4.3. Let G be a minimal subgraph of (G ′, D) in first standard form which is a minimal counter
example to Theorem 1.3, then there can not exist an elementary cycle C = [v0, . . . , vl = v0] in G with the
following properties:
(1) v0 ∈ D,
(2) |V(C) ∩D| > 2,
(3) l > 6, and
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(4) if vj /∈ D then either f(vj) ∈ {vj−1, vj+1} or vj is a cut vertex inG where the component containing
f(vj) contains exactly one vertex of D.
PROOF. We assume the existence of such a cycle C. By y we denote the number of cut vertices vj in C
and by Y the corresponding set. For all v ∈ Y we have f(v) /∈ C since otherwise we could apply Lemma
3.8. If e = {v ′, v ′′} would be a chord of C then |{v ′, v ′′} ∩ D| = 1 since (G ′, D) is in first standard form
and G is a minimal subgraph, which especially means that we can not delete the edge e. We assume w.l.o.g.
v ′ ∈ D and conclude f(v ′′) = v ′. Thus v ′′ is not a cut vertex and due to property (4) the edge e is not a
chord. Finally we conclude that C is chordless. For y = 0 we would have v3j ∈ D due to l > 6 and the
property f(vj) ∈ {vj−1, vj+1} for vertices vj /∈ D. Thus we may assume y > 1 since otherwise we could
apply Lemma 4.2. For each vj ∈ Y we set zj = f(vj) /∈ V(C) and denote by wj ∈ V(G)\(V(C) ∪ D)
the vertex which is adjacent to vj and zj. By k we denote the number of vertices vj in V(C) which are also
contained inD. Due to condition (2) we have k > 2. The two neighbors on the cycle C of a vertex in Y both
are not contained in D. For a vertex v ∈ V(C)\(D ∪ Y) one neighbor on C is f(v) and the other neighbor
lies in V(C)\D. Thus the length |C| of the cycle is given by 3k + y > 7. On the right hand side of Figure
4.2 we have depicted an example with k = 2 and y = 4.
Now we consider another graph G˜ arising from G by:
(1) deleting the edges of C,
(2) deleting the vertices
(
{zj, wj : 0 < j < l} ∪ (V(C) ∩D)
)
\ {v0},
(3) inserting vertices uj and edges {v0, vj}, {v0, uj} ,{uj, vj} for all 0 < j < l with vj /∈ D, and by
(4) identifying all vertices vj ∈ D with the vertex v0 ∈ G˜, meaning that we replace edges {vj, x} in G
by edges {v0, x} in G˜.
We remark that this construction does not produce multiple edges since (G ′, D) is in first standard form.
The set D˜ := D\
{
v1 . . . , vl−1, z1, . . . , zl−1
}
is a dominating set of G˜ with |D˜| = |D| − k − y + 1. Let H˜
be an minimal orientation of (G˜, D˜). We construct an orientation H of G by taking over the directions of all
common edges with H˜ and by orienting the edges of C from vj to vj+1. The missing edges corresponding
to zj and wj are oriented from vj to zj, from zj to wj, and from wj to vj, see the graph on the right hand
side of Figure 4.2. For brevity we set A = V(C) ∪
{
wj, zj : 0 < j < l
}
.
Now we analyze the distances inH. For a1, b1 ∈ Awe have dH(a1, b1) 6 3k+y+3, for a2, b2 ∈ V(C)
we have dH(a2, b2) 6 3k + y − 1, and for a3, b3 ∈ V(C) ∩D we have dH(a3, b3) 6 3k + y − 3. Thus
we may assume |D| > k+ y. Let a, b be vertices in V(G).
(1) If a and b are elements of A then we have dH(a, b) 6 3k+ y+ 3 < 4|D|− 4.
(2) If a and b are not in A then we consider a shortest path P˜ in H˜ connecting a and b.
(3) If a ∈ A and b /∈ A then we consider a shortest path P˜ in H˜ connecting v0 and b.
(4) The case a /∈ A and b ∈ A then we consider a shortest path P˜ in H˜ connecting a and v0.
Let P˜ be a shortest path in H˜ connecting two vertices a and b. Similarly as in the proof of Lemma 4.2 we
construct a path P in H connecting a and b. Doing the same analysis we obtain |P| 6 |P˜| + 3k + y − 2.
Starting or ending at a vertex zi or wi increases the length by at most 2.
If γ
(
G˜
)
< |D˜| = |D|−k−y+1 then we would have dH(a, b) 6 4|D|−k−3y+1 6 4|D|−4. Thus we
may assume γ
(
G˜
)
= |D˜| = |D|− k− y+ 1, meaning that D˜ is a minimal dominating set. With this clearly
we have dH˜(v0, b), dH˜(a, v0) 6 4 · |D˜| − 2 for all a, b ∈ G˜ and dH˜(v0, b ′), dH˜(a ′, v0) 6 4 · |D˜| − 4 for
all a ′, b ′ ∈ D˜.
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For k+ y > 3 and |D| > k+ y+ 1 we have
diam2(H,D) 6 max
{
diam2
(
H˜, D˜
)
+ 3k+ y− 2, diam1
(
H˜, D˜
)
+ 3k+ y, 3k+ y+ 3
}
6 4 · |D|− k− 3y+ 2
6 4 · |D|
diam1(H,D) 6 max
{
diam1
(
H˜, D˜
)
+ 3k+ y, diam0
(
H˜, D˜
)
+ 3k+ y, 3k+ y+ 3
}
6 4 · |D|− k− 3y+ 2
6 4 · |D|− 2
diam0(H,D) 6 max
{
diam0
(
H˜, D˜
)
+ 3k+ y, 3k+ y+ 3
}
6 4 · |D|− k− 3y
6 4 · |D|− 4

Now we are ready to prove Theorem 1.3:
PROOF.(of Theorem 1.3)
Let G be a minimal subgraph of (G ′, D) in first standard form which is a minimal counter example to
Theorem 1.3. Due to Lemma 2.6 and Lemma 3.5 we can assume |D| > 4. We show that we have |V(G)| 6
4 · (|D| − 1) + 1. In this case we can utilize an arbitrary orientation H of G. Since a shortest path uses
every vertex at most once we would have diam(H) 6 4 · (|D| − 1). Applying Lemma 2.5 we conclude
diammin (G
′) 6 4 · |D| = 4 · γ(G ′), which is a contradiction to G being a minimal counter example to
Theorem 1.3 and instead proves this theorem.
At first we summarize some structure results for minimal counter examples to Theorem 1.3.
(1) We can not apply one of the Lemmas 3.7, 3.3, 3.4, 3.8, or 3.10. So if v ∈ V(G) is a cut vertex we
have v /∈ D and there exists a unique vertex t(V) /∈ D such that we have {v, f(v)}, {f(v), t(v)}, {t(v), v} ∈
E(G) and all neighbors of f(v), t(v) are contained in {f(v), t(v), v}.
(2) Due to Lemma 3.9, Lemma 3.11, and (1) there do not exist pairwise different vertices x, y1, y2 ∈
V(G)\D with {x, y1}, {x, y2} ∈ E(G) and f(y1) = f(y2).
(3) We can not apply Lemma 4.2 or Lemma 4.3 on G.
In order to bound |V(G)| from above we perform a technical trick and count the number of vertices of a
different graph G˜. Therefore we label the cut vertices of G by v1, . . . , vm. With this we set
D˜ =
(
D ∪ {vi : 1 6 i 6 m}
)
\ {f(vi) : 1 6 i 6 m} .
The graph G˜ arises from G by deleting the f(vi), t(vi) for 1 6 i 6 m and by replacing the remaining edges
{vi, x} by a pair of two edges {vi, yx,i}, {yx,i}, x}, where the yx,i are new vertices. We have |D˜| = |D|,
|V(G˜)| > |V(G)|, the set D˜ is a dominating set of G˜, and G˜ is a subgraph of a suitable pair in first standard
form. If G˜ would not be a minimal subgraph than also G would not be a minimal subgraph. We have the
following structure results for G˜:
(a) There do not exist two vertices u, v ∈ V(G˜)\D˜ with {u, v} ∈ E(G˜) and f(u) = f(v).
(b) There do not exist pairwise different vertices x, y1, y2 ∈ V(G˜)\D˜ with {x, y1}, {x, y2} ∈ E(G˜) and
f(y1) = f(y2).
(c) We can not apply Lemma 4.2 or Lemma 4.3 on G˜.
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Since our construction of G˜ has removed all such configurations (a) holds. If in (b) f(y1) = f(y2) is an
element ofD then such a configuration also exists inG, which is a contradiction to (2). If f(y1) corresponds
to a vi inG, then y1 and y2 would correspond to two new vertices yi,e and yi,e′ . In this case we would have
a double edge from x to vi in G, which is not true. Thus (b) holds. Since all vertices in D˜\D correspond to
cut vertices in G also (c) holds.
In order to prove |V(G˜)| 6 4 · (|D˜|− 1) + 1 we construct a tree T fulfilling
(i) D˜ ⊆ V(T) and
(ii) if v1 ∈ V(T)\D˜ then we have {f(v1), v1} ∈ E(T).
Therefore we iteratively construct trees Tk for 1 6 k 6 |D˜|. The tree T1 is composed of a single vertex
x1 ∈ D˜. The tree T1 clearly fulfills condition (ii). To construct Tk+1 from Tk we find a vertex xk+1 in
D˜\V(Tk) with the minimum distance to Tk. The tree Tk+1 is the union of Tk with a shortest path Pk+1 from
xk+1 to Tk. Since D˜ is a dominating set this path Pk+1 has length at most three. Since G˜ is a subgraph
of a suitable pair in first standard form Pk+1 has length at least two. For Pk+1 = [xk+1, v1, v2] we have
v1, v2 /∈ D˜ due to the first standard form and f(v1) = xk+1, v2 ∈ V(Tk). Since condition (ii) is fulfilled
for Tk it is also fulfilled for Tk+1 in this case. In the remaining case we have Pk+1 = [xk+1, v1, v2, v3]
with v1, v2 /∈ V(Tk), v1, v2 /∈ D˜, and v3 ∈ V(Tk). If f(v2) would not be contained in V(Tk) then
[f(v2), v2, v3] would be a shorter path connecting f(v2) to Tk. Thus we have f(v2) ∈ V(Tk) and we
may assume v3 = f(v2). (We may simply consider the path [xk+1, v1, v2, f(v2)] instead of Pk+1.) Due
to xk+1 /∈ V(Tk) and Tk fulfilling condition (ii), these conditions are also fulfilled for Tk+1. In the end
we obtain a tree T|D˜| fulfilling condition (i) and condition (ii). By considering the paths Pk we conclude
|V(T)| 6 |D˜|+ 2(|D˜|− 1).
Clearly we have some alternatives during the construction of T|D˜|. Now we assume that T is a subtree of
G˜ fulfilling conditions (i) and (ii), and having the maximal number of vertices. In the next step we want to
prove some properties of the vertices in T .
Let v ∈ D˜ and let u ∈ V(G˜)\V(T) be a neighbor of v in G˜. We prove that every neighbor u ′ of u
in G˜ is contained in V(T). Clearly we have u ′ /∈ D˜. Due to (a) we have f(u ′) 6= v. If u ′ /∈ V(T)
then adding the edges A :=
{
{v, u}, {u, u ′}, {u ′, f(u ′)}
}
gives an elementary cycle C = [v0, . . . , vl] in(
V(T) ∪ {u, u ′}, E(T) ∪ A
)
, where v0 = vl and l > 6. Since we can not apply Lemma 4.2 there exists an
index j (reading the indices modulo l) fulfilling
vj ∈ D˜ and vj+1, vj+2, vj+3 ∈ V(T)\D˜.
Since the edge {vj+1, vj+2} is contained in E(T) also the edge {vj+2, f (vj+2)} is contained in E(T). Similarly
we conclude that the edge {vj+3, f(vj+3)} is contained in E(T). If vj+1 has no further neighbors besides vj
and vj+2 in T then
T ′ :=
(
(V(T) ∪ {u, u ′})\{vj+1}, (E(T) ∪A)\
{
{vj, vj+1}, {vj+1, vj+2}
})
would be a subtree of G˜ fulfilling the conditions (i) and (ii) with a larger number of vertices than T . Thus
such an u ′ can not exist in this case. If vj+1 has further neighbors in T , then deleting the edge {vj+1, vj+2}
and adding the edges and vertices of A would also yield a subtree of G˜ fulfilling the conditions (i) and (ii)
with a larger number of vertices than T .
The same statement also holds for v ∈ V(T)\D˜ since we may consider f(u) instead v. Thus in G˜ we
have {u, v} ∩ V(T) 6= ∅ for every edge {u, v} ∈ E(G˜).
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For a graph K and a vertex v ∈ V(K) we denote by S(K, v) the uniquely defined maximal bridgeless
connected subgraph of K containing v. If every edge being adjacent to v is a bridge or v do not have any
edges, then S consists only of vertex v. We remark that u ∈ S(K, v) is an equivalence relation ∼K for all
vertices u, v ∈ V(K). By F we denote the set of vertices in V(T) which are either contained in D˜ or have a
degree in V(T) of at least three. We have
|V(T)|+ |F| 6 4 · |D˜|− 2,
which can be proved by induction on |V (Tk) |+ |F ∩ V (Tk) | 6 4 · k− 2 for 1 6 k 6 |D˜|. Clearly we have
|V (T1) |+ |F∩V (T1) | = 2 6 4 ·2−2. The tree Tk+1 arises from Tk by adding a path Pk+1 of length at most
three. If |Pk+1| = 3 then we have F ∩ V (Tk+1) =
(
F ∩ V (Tk)
)
∪ {xk+1} and |V (Tk+1) | 6 |V (Tk) | + 3.
For |Pk+1| = 2 we have |V (Tk+1) | 6 |V (Tk) |+ 2 and |F ∩ V (Tk+1) | 6 |F ∩ V (Tk) |+ 2.
For a graph K containing T as a subgraph we denote by N(K) the number
∣∣∣{S(K, v) : v ∈ F}∣∣∣ of
equivalence classes of ∼K. Since T is a tree we have N(T) = |F|. Now we recursively construct a sequence
of graphs Gi for 1 6 i 6 |F| fulfilling
|V(Gi)|+N(Gi) 6 4 · |D˜|− 2, N(Gi) 6 i, and T ⊆ Gi ⊆ G˜. (2)
This yields a graph G1 containing at most 4 · |D˜|− 3 vertices, where each two elements of D˜ are connected
by at least two edge disjoint paths. So either we have |V(G˜)| 6 4 · |D˜| − 3 or G˜ and G are not minimal
subgraphs.
During the following analysis we often delete a vertex v or an edge e from the tree T in such a way that
it decomposes in exactly two subtrees T1 and T2. Since T contains no cut vertices there exists a path M in
G˜ without v or without e connecting T1 and T2. Since there does not exist an edge {u1, u2} ∈ E
(
G˜
)
with
{u1, u2} ∩ V(T) = ∅ we have |M| 6 2 ifM is a shortest path.
For G|F| = T condition 2 holds. Now for i > 2 let Gi be given. If there exists a vertex u ∈ V(G˜)\V(Gi)
having neighbors x, y ∈ V(Gi) with S(Gi, x) 6= S(Gi, y) we define Gi−1 by adding vertex u and adding
all edges, being adjacent with u in G˜, to Gi. With this we have |V(Gi−1)| = |V(Gi)| + 1 and N(Gi−1) =
N(Gi) − 1, so that condition 2 is fulfilled for Gi−1.
Now we deal with the cases where i > 2 and where such vertices u, x, y do not exist. We use the setwise
defined distance
dK(A,B) := min
{
dK(a, b) : a ∈ A, b ∈ B
}
.
Now we choose f1, f2 ∈ F with S(Gi, f1) 6= S(Gi, f2), where dGi(S(Gi, f1), S(Gi, f2)) is minimal.
Clearly we have 1 6 dGi(S(Gi, f1), S(Gi, f2)) 6 3. By Pf1,f2 we denote the corresponding shortest
path connecting S(Gi, f1) with S(Gi, f2).
If |Pf1,f2 | = [v0, v1] and the edge {v0, v1} is not contained in E(T), then we simply add this edge toGi to
obtainGi−1. So we may assume that {v0, v1} ∈ E(T). Deleting {v0, v1} in T decomposes T into two subtrees
T1 and T2, where we assume w.lo.g. that f1 ∈ V(T1) and f2 ∈ V(T2). Due to dG˜\{v0,v1}(T1, T2) 6 2 we
can obtain a graph Gi−1 adding add most one vertex, where S(Gi−1, f1) = S(Gi−1, f2) holds.
If |Pf1,f2 | = [v0, v1, v2] and v1 /∈ V(T) the we can add v1 and add all its edges to Gi to obtain Gi−1.
So we may assume v1 ∈ V(T). If {v0, v1} or {v1, v2} would not be contained in E(T), then we may simply
add it to Gi, without increasing the number of vertices, and are in a case |Pf1,f2 | = 1. So we may assume
{v0, v1}, {v1, v2} ∈ E(T). Due to S(Gi, v0) 6= S(Gi, v1) 6= S(Gi, v2) and the minimality of Pf1,f2 we
have v1 /∈ F. Thus v1 has degree two in T and removing v1 decomposes T into two subtrees T1 and
T2, where we assume w.lo.g. that f1 ∈ V(T1) and f2 ∈ V(T2). Since there does not exist a cut vertex
in G˜ we have dG˜\{v1}(T
1, T2) 6 2 and we can obtain a graph Gi−1 adding add most one vertex, where
S(Gi−1, f1) = S(Gi−1, f2) holds.
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The remaining case is |Pf1,f2 | = [v0, v1, v2, v3]. Due to the minimality of Pf1,f2 we have f(v2) ∈
V(S(Gi, f2)) and f(v1) ∈ V(S(Gi, f1)). Thus we may assume v0, v3 ∈ D˜. Additionally we have {v1, v2}∩
V(T) 6= ∅. If vj /∈ V(T) we may simply add vj and its edges to Gi to obtain Gi−1. So we may assume
v1, v2 ∈ V(T). W.l.o.g. we assume {v1, v2} ∈ E(T). Otherwise there exists an edge {v1, v4} ∈ E(T) with
v4 6= v0 and we could choose f1 = f(v1), f2 = f(v4). The vertices v1 and v2 both have degree two in T .
Deleting v1 in T gives two subtrees T1 and T2, where we can assume v0 ∈ V(T1) and v2 ∈ V(T2). Since
there does not exist a cut vertex in G˜ we have dG˜\{v1}(T
1, T2) 6 2 and denote the corresponding shortest
path by R1. If R1 = [r0, r1, r2] does not end in v2 then we could obtain Gi−1 by adding vertex r1 and its
edges to Gi. Similarly we may delete vertex v2 to obtain a shortest path R2 which ends in v1. But in this
case the edge {v1, v2} could be deleted from G˜, which is a contradiction to the minimality of G˜. 
We remark that we conjecture that if G is a critical minimal subgraph of a pair (G ′, D) in first standard
form then we always can apply one of the lemmas 3.1, 3.2, 3.3, 3.4, 3.6, 3.7, 3.8, 3.9, 3.10, 3.11, 4.2, or 4.3.
We would like to remark that our reduction technique is constructive in the following sense: If we have a
graph G and a dominating set D, not necessarily a minimal dominating set of G, then we can construct an
orientation H of G in polynomial time fulfilling diam(H) 6 4 · |D|: At first we apply the transformations
of the poof of Lemma 2.3 to obtain a graph G˜, which fulfills conditions (1), (3)-(6) of Definition 2.2 and
where D remains a dominating set. In the following we will demonstrate how to obtain an orientation H˜ of
G˜ fulfilling diam
(
H˜
)
6 4 · |D|. From such an orientation we can clearly reconstruct an orientationH of G.
Since Lemma 2.5 does not use the minimality of the dominating setD we can restrict our consideration on a
minimal subgraph Gˆ of G˜. Since none of the lemmas in Section 3 uses the minimality of the domination set
D, we can apply all these reduction steps on Gˆ. These steps can easily be reversed afterwards. The proofs
of Lemma 4.2 and Lemma 4.3 have to be altered very slightly to guarantee a suitable reduction also in the
case where D is not minimal. (Here only the analysis is affected, not the construction.) We end up with a
graph G˙ with dominating set D˙ (here D˙ arises from D by applying the necessary reduction steps). Since in
the proof of Theorem 1.3 we show
∣∣V (G˙)∣∣ 6 4 · ∣∣D˙∣∣− 3 we can choose an arbitrary strong orientation and
reverse all previous steps to obtain an orientation H of G with diam(H) 6 4 · |D|. We remark that all steps
can be performed in polynomial time.
5. CONCLUSION AND OUTLOOK
In this article we have proven
−→
diammin(G) 6 4 · γ(G)
for all bridgeless connected graphs and conjecture
−→
diammin(G) 6
⌈
7γ(G) + 1
2
⌉
to be the true upper bound. Lemma 3.5 shows that Theorem 1.3 is not tight for γ = 3. Some of our reduction
steps in Section 3 can also be used for a proof of Conjecture 1.4. Key ingredients might be the lemmas 4.2
and 4.3, which can be utilized as reductions for Conjecture 1.4 if k + y is large enough. Figure 4 indicates
several cases which can not be reduced so far.
Besides a proof of Conjecture 1.4 one might consider special subclasses of general graphs to obtain
stronger bounds on the minimum oriented diameter. E. g. for C3-free graphs and C4-free graphs we conjec-
ture that the minimum oriented diameter is at most 3 · γ+ c.
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