Halphen's transform and middle convolution by Reiter, Stefan
ar
X
iv
:0
90
3.
36
54
v2
  [
ma
th.
AG
]  
13
 M
ay
 20
11
Halphen’s transform and middle convolution 1
Stefan Reiter
Abstract
We show that the Halphen transform of a Lame´ equation can be written as the
symmetric square of the Lame´ equation followed by an Euler transform. We use this
to compute a list of Lame´ equations with arithmetic Fuchsian monodromy group. It
contains all those Lame´ equations where the quaternion algebra A over k associated to
the arithmetic Fuchsian group is a quaternion algebra A over Q. Further we classify
all geometric braid group orbits in SL2(Z)
4 with the possible exception of three orbits.
1 Introduction
Besides the Gauss hypergeometric differential equation, the Lame´ equation
p(x)y′′ +
1
2
p′(x)y′ + q(x)y = 0,
p(x) = 4
3∏
i=1
(x− ei) = 4x3 − g2x− g3, q(x) = −(n(n+ 1)x−H)
is one of the best studied second order differential equation. Of special interest are those
Lame´ equations with finite monodromy group, having therefore algebraic solutions, studied
by Baldassarri, Beukers and van der Waall, Chudnovsky and Chudnovsky, Dwork and
many others (cf. [3], [5], [9] and [16]).
Lame´ equations also occur in the context of Grothendieck’s p-curvature conjecture (cf.
[9, p. 15]). This conjecture says that if the p-curvature of a differential equation is zero
modulo p for almost all primes p then its monodromy group is finite. More generally, it
is conjectured that if the p-curvature is globally nilpotent then the differential equation is
geometric (also called coming from geometry, i.e. it is a product of factors of Picard-Fuchs
differential equations, see [2, Chap. II §1]).
These conjectures are proven by Chudnovsky and Chudnovsky in the Lame´ case for n
being an integer. In this case the monodromy group is a dihedral group or reducible (s.
[9, Thm. 2.1]). Moreover they showed that, for a given Riemann scheme, there is only
a finite number of Lame´ operators that are globally nilpotent (s. [9, Thm. 2.3]). (By a
result of Deligne in [11] there are only finitely many geometric differential equations with
given Riemann scheme.)
One also knows that Lame´ equations with an arithmetic Fuchsian monodromy group of
signature (1, e) provide interesting examples of geometry differential equations (s. [9]). In
[23] Krammer determined one such example and showed that it is not a (weak) pull-back
of a hypergeometric differential equation contradicting a conjecture of Dwork that any
globally nilpotent second order differential equation on P1/Q¯ has either algebraic solutions,
or is a weak pull-back of a Gauss hypergeometric differential equation (cf. [23, Section 11]).
Recently Sijsling classified in [27] all Lame´ equations with arithmetic Fuchsian monodromy
group of signature (1, e) that are pull-backs of hypergeometric differential equations.
But there is also the Halphen transform that changes the Lame´ equation into another sec-
ond order differential equation, again a Heun equation. This was used in [9] for n = −12 . In
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this case it turned out that the new differential equation is a pull-back of a hypergeometric
differential equation.
In this paper we will make use of the last observation. We show in Section 2, Corollary 2.3,
that the Halphen transform of a Lame´ equation can be written as the symmetric square of
the Lame´ equation followed by an Euler transform. Since these are geometric operations
(cf. [2]) the obtained Heun equation is also geometric provided the Lame´ equation is it.
We also generalize the Halphen transform to the case where n is not necessarily −12 .
In Section 3 we go the opposite way, by starting with special geometric Heun equations,
that were jointly with H. Movasati computed in [24], listed in Table 3.1:
Nr. in p(x)y′′ + p′(x)y′ + (αβx + H˜)y = 0 p(x)
[24]
1 p(x)y′′ + p′(x)y′ + (x+ 1/3)y = 0 x(x2 + x+ 1/3)
2 p(x)y′′ + p′(x)y′ + xy = 0 x(x− 1)(x+ 1)
3 p(x)y′′ + p′(x)y′ + (x− 1/4)y = 0 x(x− 1)(x+ 1/8)
4 p(x)y′′ + p′(x)y′ + (x+ 3)y = 0 x(x2 + 11x− 1)
7 p(x)y′′ + p′(x)y′ + (35/36x − 3/2)y = 0 x(x2 − 14/3x + 9)
8 p(x)y′′ + p′(x)y′ + (35/36x − 9/8)y = 0 x(x− 1)(x− 81/32)
9 p(x)y′′ + p′(x)y′ + (35/36x − 45/2)y = 0, x(x− 1)(x− 81)
10 p(x)y′′ + p′(x)y′ + (35/36x − 20/27)y = 0, x(x− 1)(x− 32/27)
11 p(x)y′′ + p′(x)y′ + (15/16x + 1/8)y = 0 x(x2 + 13/32x + 1/8)
12 p(x)y′′ + p′(x)y′ + (15/16x − 3/2)y = 0, x(x− 1)(x− 4)
13 p(x)y′′ + p′(x)y′ + (15/16x − 12)y = 0, x(x− 1)(x− 128/3)
15 p(x)y′′ + p′(x)y′ + (8/9x)y = 0, x(x− 1)(x+ 1)
16 p(x)y′′ + p′(x)y′ + (8/9x − 8/27)y = 0, x(x− 1)(x− 2/27)
Thus we obtain the Table 3.2 of geometric Lame´ equations with arithmetic Fuchsian
monodromy group:
Nr. p(x)y′′ + 12p
′(x)y′ − (n(n+ 1)x−H)y = 0 p(x) =
1 p(x)y′′ + 12p
′(x)y′ + (1/4x + 1/12)y = 0 4x(x2 + x+ 1/3)
2 p(x)y′′ + 12p
′(x)y′ + 1/4xy = 0 4x(x− 1)(x + 1)
3 p(x)y′′ + 12p
′(x)y′ + (1/4x − 1/32)y = 0 4x(x− 1)(x + 1/8)
4 p(x)y′′ + 12p
′(x)y′ + (1/4x + 1/4)y = 0 4x(x2 + 11x− 1)
7 p(x)y′′ + 12p
′(x)y′ + (2/9x − 1/3)y = 0 4x(x2 − 14/3x + 9)
8 p(x)y′′ + 12p
′(x)y′ + (2/9x − 31/128)y = 0 4x(x− 1)(x − 81/32)
9 p(x)y′′ + 12p
′(x)y′ + (2/9x − 2)y = 0, 4x(x− 1)(x − 81)
10 p(x)y′′ + 12p
′(x)y′ + (2/9x − 7/36)y = 0, 4x(x− 1)(x − 32/27)
11 p(x)y′′ + 12p
′(x)y′ + (3/16x + 3/128)y = 0 4x(x2 + 13/32x + 1/8)
12 p(x)y′′ + 12p
′(x)y′ + (3/16x − 1/4)y = 0, 4x(x− 1)(x − 4)
13 p(x)y′′ + 12p
′(x)y′ + (3/16x − 13/12)y = 0, 4x(x− 1)(x − 128/3)
15 p(x)y′′ + 12p
′(x)y′ + (5/36x)y = 0, 4x(x− 1)(x + 1)
16 p(x)y′′ + 12p
′(x)y′ + (5/36x − 1/36)y = 0, 4x(x− 1)(x − 2/27)
Here we have considered the case when the monodromy group of the above Heun equations
is contained in SL2(Z) and has at least 3 unipotent monodromy group generators. These
equations arise from the classification of families of elliptic curves having 4 singular fibres
in [19]. Thus being rational pull-backs of a (geometric) Gauss hypergeometric differential
equation they are geometric.
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In general the Euler transform does not commute with pull-backs and in general destroys
properties of the monodromy group like being arithmetic or even being discrete (s. e.g.
[12]). Hence most of the Lame´ equations obtained in the above way are not pull-backs of
a Gauss hypergeometric differential equation.
In the literature we found only Lame´ equations with arithmetic Fuchsian monodromy
group (s. [23] and [9]) or geometric Heun equations with nondiscrete monodromy group
(s. [12]) being no pull-backs of hypergeometric differential equations, providing counter
examples to the above mentioned conjecture of Dwork. (Recently also differential equa-
tions with 5 singularities and non-arithmetic Fuchsian monodromy group were computed
in [7].) The Lame´ equations having an arithmetic Fuchsian monodromy group with sig-
nature (1, e) were computed by Chudnovsky and Chudnovsky but they listed only a few
interesting cases in [9]. In addition they are obtained via numerical solutions of the uni-
formization problem of punctured tori. However via our approach one could perhaps
modify Dwork’s conjecture in the following way: Any globally nilpotent second order dif-
ferential equation on P1/Q¯ is related to a Gauss hypergeometric differential equation via
geometric operations (Beukers related Krammer’s example to a Lauricella hypergeometric
function of type FD and saved so Dwork’s conjecture).
In Section 4 we determine the monodromy group generators (up to braid group action) of
the Heun equations in Table 3.1 and show how to obtain the corresponding monodromy
group generators of the Lame´ equations in Table 3.2. This can be done by classifying
minimal tuples in the braid group orbit via the Fricke relation.
In Section 5 we derive some properties of monodromy groups of geometric differential
equations from Deligne’s paper [11]. Using operations that preserve geometric differential
equations, like rational pull-backs, tensor products and the middle convolution we obtain
criteria to rule out that certain monodromy group generators arise from geometric differen-
tial equations. As an application we reprove the already mentioned result of Chudnovsky
and Chudnovsky for the p-curvature conjecture for Lame´ equations with integer n (see [9,
Thm. 2.1]).
In the appendix we classify all braid group orbits of four monodromy group generators
in SL2(C) with integer Fricke parameters. We call a braid group orbit geometric if it
contains a tuple of monodromy group generators of a Picard-Fuchs equation. A geometric
monodromy group preserves a hermitian form, a result due to Deligne, see [11]. We are
indebted to Duco van Straten for communicating this crucial reference. Further the middle
convolution plays an important role since it allows to construct from monodromy group
generators of second order differential equations monodromy group generators of differ-
ential equations of higher order with orthogonal monodromy group. Using exceptional
isomorphisms of Lie groups of small rank
sym2SL2(C) = SO3(C), Λ
2Sp4(C) = SO5(C), Λ
2SL4(C) = SO6(C)
we obtain restrictions for the signature of the hermitian form and restrictions for the traces
of certain elements in the monodromy group in the case of a geometric braid group orbit.
This allows in our case to distinguish the non geometric and geometric braid group orbits
in SL2(Z) up to three open cases. It turns out that all these geometric braid group orbits
contain a monodromy tuple of a geometric Heun equation that arises from the classification
of families of elliptic curves having four singular fibres [19].
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2 The Halphen transform of a Lame´ equation
We recall some properties of the Halphen transform taken from [25, chap IX] and [8, p.
60-62]. The Lame´ equation can be written in the algebraic form
p(x)y′′ +
1
2
p′(x)y′ + q(x)y = 0,
p(x) = 4
3∏
i=1
(x− ei) = 4x3 − g2x− g3, q(x) = −(n(n+ 1)x−H)
with Riemann scheme 
 e1 e2 e3 ∞0 0 0 −n2
1
2
1
2
1
2
n+1
2


or in the elliptic form
y′′ − (n(n+ 1)p(u) −H)y = 0,
where p(u) denotes the Weierstrass p(u)-function. The Halphen transform is obtained by
putting
u = 2v, y = p′(v)−nz.
Then z satisfies
z′′ − 2np
′′(v)
p′(v)
z′ + 4(n(2n − 1)p(v) +H)z = 0.
Putting x = p(v) we get again the algebraic form
p(x)y′′ + (
1
2
− n)p′(x)y′ + 4(n(2n − 1)x+H)y = 0
with Riemann scheme 
 e1 e2 e3 ∞0 0 0 −2n
n+ 12 n+
1
2 n+
1
2
1
2 − n

 .
We will show that the Halphen transform of a Lame´ equation can be written as the
symmetric square of the Lame´ equation followed by an Euler transform.
Thus we recall the
Remark. 2.1. ([8, p. 59]) The symmetric square of a second order differential equation
y′′ + q1(x)y
′ + q2(x)y = 0(1)
can be written as
y′′′ + 3q1(x)y
′′ + (q′1(x) + 4q2(x) + 2q1(x)
2)y′ + 2(q′2(x) + 2q1(x)q2(x))y = 0.(2)
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(I.e. all products of solutions of (1) satisfy (2)). Moreover in the Lame´ case we have
p(x) = 4(x− e1)(x− e2)(x− e3), q1(x) = p
′(x)
2p(x)
, q2(x) =
−(n(n+ 1)x−H)
p(x)
and therefore the symmetric square of a Lame´ equation is
p(x)y′′′ +
3
2
p′(x)y′′ + (
p′′(x)
2
− 4(n(n+ 1)x−H))y′ − 2n(n+ 1)y = 0.(3)
Using the formula for the Euler integral in [20, Chap. 3.3, 3.4] we get the following
Lemma. 2.2. Let f be a solution of (3). Then the Euler integral
∫
γ f(t)(x − t)−1−µdt
over a Pochhammer double loop γ satisfies
p(x)y′′′ + (
3
2
+ µ)p′(x)y′′ + r1(x)y
′ + r0(x)y = 0,
where
p(x) = 4(x− e1)(x− e2)(x− e3),
r1(x) = 4(6x + 2(−
∑
ei))(
µ(µ − 1)
2
+
3
2
µ+
1
2
)− 4(n(n + 1)x−H),
r0(x) = 4µ
3 + 6µ2 + 2µ− 4µ(n(n+ 1)) − 2n(n + 1) = 2(2µ + 1)(µ − n)(µ+ n+ 1).
Thus if we choose µ such that r0(x) = 0 then we get again a second order differential
equation:
Corollary. 2.3. We get the following special cases in the above lemma
a) If µ = −12 then
p(x)y′′ + p′(x)y′ + (4H −
3∑
i=1
ei − (2n + 3)(2n − 1)x)y = 0.
b) If µ = n then
p(x)y′′ + (
3
2
+ n)p′(x)y′ + (4H − (n+ 1)2
3∑
i=1
ei + 4(n + 1)(2n + 3)x)y = 0.
c) If µ = −n− 1 then
p(x)y′′ + (
1
2
− n)p′(x)y′ + (4(H − n2
3∑
i=1
ei) + 4n(2n− 1)x)y = 0.
The case c) gives the Halphen transform, since we had there assumed
∑3
i=1 ei = 0.
Since convolution and tensor products are geometric operations (cf. [2, Chap. II §1]) we
get the following
Corollary. 2.4. The Halphen transform preserves geometric differential equations.
5
Remark. 2.5. Applying the Euler integral and factoring out trivial subspaces is exactly
the middle convolution operation (s. [14]).
We apply Corollary 2.3 a) to the following example studied by Krammer in [23], which is
considered as a counterexample to a conjecture of Dwork, being not a (weak) pull-back of
a Gauss hypergeometric differential equation: (It also appears in [9, p. 23])
Example 2.6. The geometric Lame´ equation with arithmetic monodromy group of sig-
nature (1, 3)
p(x)y′′ +
1
2
p′(x)y′ + (
2
9
x− 2)y = 0, p(x) = 4x(x− 1)(x− 81)
becomes after applying Corollary 2.3 a) the Heun equation
p(x)y′′ + p′(x)y′ + (
35
9
x− 90)y = 0
with unipotent local monodromy at 0, 1, and 81. We will see in the next section (Table 3.1,
row 9) that this differential equation is a rational pull-back of a hypergeometric differential
equation.
Remark. 2.7. The Halphen transform of a Lame´ equation can also be written as a
rational pull-back φ(x) followed by a multiplication with an algebraic function. E.g. if
(e1, e2, e3) = (0, 1, t) then the pull-back is
φ(x) =
(x2 − t)2
4x(x− 1)(x− t)
and the algebraic function is
(4x(x− 1)(x− t))n/2.
Proof. Let f(x) be a solution of the Lame´ equation
p(x)y′′ +
1
2
p′(x)y′ + q(x)y = 0,
p(x) = 4
3∏
i=1
(x− ei) = 4x(x− 1)(x− t), q(x) = −(n(n+ 1)x−H).
It is easy to check that (4x(x− 1)(x − t))n/2f(φ(x)) satisfies
p(x)y′′ + (
1
2
− n)p′(x)y′ + (4(H − n2(t+ 1) + 4n(2n − 1)x)y = 0,
which is the Halphen transform of the Lame´ equation.
3 Examples
In this section we go the opposite way of Corollary 2.3 to obtain a list of Lame´ equations
with arithmetic Fuchsian monodromy group. We start with a list of 13 second order
differential equations having 4 regular singularities (Heun equations). All these arise from
rational pull-backs of the Gauss hypergeometric function 2F1(
1
12 ,
1
12 ,
2
3 , x). In addition after
scaling their monodromy group is contained in SL2(Z) and they posses at least 3 unipotent
monodromy group generators. Some of the 17 differential equations we obtained in [24]
from Herfurtner’s list, where Herfurtner has classified families of elliptic curves with 4
singular fibres, coincide. Thus only 13 remain.
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Table 3.1. Heun equations having at least 3 unipotent monodromy group generators
and monodromy group in SL2(Z) being pull-backs of Gauss hypergeometric differential
equations, taken from [24]:
Nr. in Herfurtner’s p(x)y′′ + p′(x)y′ + (αβx+ H˜)y = 0 p(x)
[24] Notation
1 I1I1I1I9 p(x)y
′′ + p′(x)y′ + (x+ 1/3)y = 0 x(x2 + x+ 1/3)
2 I1I1I2I8 p(x)y
′′ + p′(x)y′ + xy = 0 x(x− 1)(x + 1)
3 I1I2I3I6 p(x)y
′′ + p′(x)y′ + (x− 1/4)y = 0 x(x− 1)(x + 1/8)
4 I1I1I5I5 p(x)y
′′ + p′(x)y′ + (x+ 3)y = 0 x(x2 + 11x− 1)
7 I1I1I8II p(x)y
′′ + p′(x)y′ + (35/36x − 3/2)y = 0 x(x2 − 14/3x + 9)
8 I1I2I7II p(x)y
′′ + p′(x)y′ + (35/36x − 9/8)y = 0 x(x− 1)(x − 81/32)
9 I1I4I5II p(x)y
′′ + p′(x)y′ + (35/36x − 45/2)y = 0, x(x− 1)(x − 81)
10 I2I3I5II p(x)y
′′ + p′(x)y′ + (35/36x − 20/27)y = 0, x(x− 1)(x − 32/27)
11 I1I1I7III p(x)y
′′ + p′(x)y′ + (15/16x + 1/8)y = 0 x(x2 + 13/32x + 1/8)
12 I1I2I6III p(x)y
′′ + p′(x)y′ + (15/16x − 3/2)y = 0, x(x− 1)(x − 4)
13 I1I3I5III; p(x)y
′′ + p′(x)y′ + (15/16x − 12)y = 0, x(x− 1)(x − 128/3)
15 I1I1I6IV p(x)y
′′ + p′(x)y′ + (8/9x)y = 0, x(x− 1)(x + 1)
16 I1I2I5IV p(x)y
′′ + p′(x)y′ + (8/9x − 8/27)y = 0, x(x− 1)(x − 2/27)
Herfurtner’s list can be seen to be indexed by the local monodromy in SL2(Z), where Ik
denotes the unipotent class in SL2(Z) containing a triangular matrix with entry k in the
upper diagonal and II, III and IV classes of elliptic elements of order 6, 4 and 3 resp.
This list gives rise to the following list of Lame´ equations via Corollary 2.3 a) and the
relations between the coefficients of the Heun equation and the Lame´ equation given there:
(Note that p(x) changes to 4p(x).)
−n(n+ 1) = αβ − 3/4, H = H˜ + 1
4
3∑
i=1
ei
Thus we get the following table of geometric Lame´ equations:
Table 3.2.
Nr. [9, p.23] p(x)y′′ + 12p
′(x)y′ − (n(n+ 1)x−H)y = 0 p(x) =
1 p(x)y′′ + 12p
′(x)y′ + (1/4x + 1/12)y = 0 4x(x2 + x+ 1/3)
2 p(x)y′′ + 12p
′(x)y′ + 1/4xy = 0 4x(x− 1)(x + 1)
3 p(x)y′′ + 12p
′(x)y′ + (1/4x − 1/32)y = 0 4x(x− 1)(x + 1/8)
4 p(x)y′′ + 12p
′(x)y′ + (1/4x + 1/4)y = 0 4x(x2 + 11x− 1)
7 p(x)y′′ + 12p
′(x)y′ + (2/9x − 1/3)y = 0 4x(x2 − 14/3x + 9)
8 (1, 3); (2) p(x)y′′ + 12p
′(x)y′ + (2/9x − 31/128)y = 0 4x(x− 1)(x − 81/32)
9 (1, 3); (4) p(x)y′′ + 12p
′(x)y′ + (2/9x − 2)y = 0, 4x(x− 1)(x − 81)
10 p(x)y′′ + 12p
′(x)y′ + (2/9x − 7/36)y = 0, 4x(x− 1)(x − 32/27)
11 p(x)y′′ + 12p
′(x)y′ + (3/16x + 3/128)y = 0 4x(x2 + 13/32x + 1/8)
12 (1, 2); (2) p(x)y′′ + 12p
′(x)y′ + (3/16x − 1/4)y = 0, 4x(x− 1)(x − 4)
13 (1, 2); (3) p(x)y′′ + 12p
′(x)y′ + (3/16x − 13/12)y = 0, 4x(x− 1)(x − 128/3)
15 p(x)y′′ + 12p
′(x)y′ + (5/36x)y = 0, 4x(x− 1)(x + 1)
16 p(x)y′′ + 12p
′(x)y′ + (5/36x − 1/36)y = 0, 4x(x− 1)(x − 2/27)
The entry (1, e); (·) in the second column refers to the Lame´ equation (·) with arithmetic
monodromy group of signature (1, e) given in [9, p. 23].
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Remark. 3.3. (i) It is mentioned in [9, Section 3] that for all 71 (s. [29]) arithmetic
Fuchsian subgroups Γ of signature (1, e)
Γ = 〈α, β, γ | αβα−1β−1γ = −12, γe = −12〉,
where α and β are hyperbolic elements of SL2(R), there exists a corresponding Lame´
equation, defined over Q. Using numerical solutions of the (inverse) uniformization
problem for the punctured tori they were computed. But only some of these were
listed there. Our list of Lame´ equations contains all those where the quaternion
algebra A over k associated to the arithmetic Fuchsian group is a quaternion algebra
A over Q (s. [29]), i.e. Nr. 1,2,3,4, 7,8,9,10,11,12,13.
(ii) The examples 15 and 16 do not have an arithmetic monodromy group of signature
(1, e). However since
|tr(A1A2A3)| = 1 = 2 cos(π/3),
the monodromy group is an arithmetic Fuchsian group with signature (0; 2, 2, 2, 3),
s. [26, Thm. 1].
Proof. It follows from the following section that the monodromy group of the Lame´ equa-
tion (in SL-form) is contained in SL2(R). Thus the comparison with the Fricke parameters
in [29] (in [1] resp.) and Lemma 4.9 (using Lemma 4.11) yields the claim.
Lame´ equations with unipotent monodromy at infinity were already studied by Chud-
novsky and Chudnovsky in [9] via the Halphen transform and symmetric squares. There
it was also mentioned that the Heun cases 1,2,3,4 are pull-backs of hypergeometric differ-
ential equations. Using computer aided computations the following conjecture was stated:
Conjecture 3.4 (Chudnovsky and Chudnovsky). Lame´ equations with n = −12 defined
over Q¯ are not globally nilpotent except for the 4 classes listed as 1, 2, 3, 4 above.
Note that Beukers also studied Heun equations with 4 unipotent monodromy group gen-
erators in [4] and Lame´ equations with unipotent monodromy in [6].
Next we list Heun equations with 3 unipotent monodromy group generators obtained via
rational Belyi functions (i.e. rational functions which are only ramified at 0, 1 and ∞)
that do not appear in [24]. In these cases the monodromy group is a subgroup of a
nonarithmetic triangle group. The conditions for right choice of Belyi-functions j(x) and
the hypergeometric differential equation follow from [24, Sec. Belyi functions]. Since the
computation of the Heun equations is analogous to the one in [24] we skip it. We only list
j(x) and the corresponding hypergeometric function that yield the Heun equation.
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Lemma. 3.5. Let j(x) = j1(x)j2(x) and 2F1(a, b, c, x) be as in the list below:
j(x) ramification data 2F1(a, b, c, x) Riemann scheme
i) − (x2−10x+5)2x
(5x2−10x+1)2
(2, 2, 1), (5), (2, 2, 1) 2F1(
13
20 ,
3
20 , 1, x)

 0 1 ∞0 0 1320
0 15
3
20

 .
ii) 64(3x−1)
5
27x3(576x2−285x+40)
(5), (2, 2, 1), (3, 1, 1) 2F1(
3
20 ,
3
20 ,
4
5 , x)

 0 1 ∞0 0 320
1
5
1
2
3
20

 .
iii) (x+80)
3x2(25x−48)
64(3x−16)5
(3, 2, 1), (2, 2, 2), (5, 1) 2F1(
7
20 ,
3
20 , 1, x)

 0 1 ∞0 0 720
0 12
3
20

 .
iv) −x4(25x2+44x+20)256(x+1)5 (4, 1, 1), (2, 2, 2), (5, 1) 2F1( 720 , 320 , 1, x)

 0 1 ∞0 0 720
0 12
3
20

 .
v) −x2(81x2+176x+96)
256(x−1)3
(2, 1, 1), (4), (3, 1) 2F1(
13
24 ,
5
24 , 1, x)

 0 1 ∞0 0 1324
0 14
5
24

 .
Then the function j2(x)
−a
2F1(a, b, c, j(x)) is a solution of
p(x)y′′ + p′(x)y′ + (αβx− q)y = 0 p(x)
i) p(x)y′′ + p′(x)y′ + (15/16x − 9/16)y = 0 x(x2 − 2x+ 1/5)
ii) p(x)y′′ + p′(x)y′ + (15/16x − 9/4)y = 0 x(x2 − 57/8x + 72/5)
iii) p(x)y′′ + p′(x)y′ + (99/100x + 45/4)y = 0 x(x− 1)(x+ 125/3)
iv) p(x)y′′ + p′(x)y′ + (99/100x + 3/4)y = 0 x(x2 + 11/5x + 5/4)
v) p(x)y′′ + p′(x)y′ + (35/36x + 20/27)y = 0 x(x2 + 176/81x + 32/27)
Corollary. 3.6. The examples in the above Lemma provide the following Lame´ equations:
p(x)y′′ + 12p
′(x)y′ − (n(n+ 1)x−H))y = 0 p(x)
i) p(x)y′′ + 12p
′(x)y′ + (3/16x − 1/16)y = 0 4x(x2 − 2x+ 1/5)
ii) p(x)y′′ + 12p
′(x)y′ + (3/16x − 15/32)y = 0 4x(x2 − 57/8x + 72/5)
iii) p(x)y′′ + 12p
′(x)y′ + (6/25x + 13/12)y = 0 4x(x− 1)(x+ 125/3)
iv) p(x)y′′ + 12p
′(x)y′ + (6/25x + 1/5)y = 0 4x(x2 + 11/5x + 5/4)
v) p(x)y′′ + 12p
′(x)y′ + (2/9x + 16/81)y = 0 4x(x2 + 176/81x + 96/81)
Example iii) appears (after the Mo¨bius transformation φ(x) = (−125/3 − 1)x + 1) in [9,
p.23/24] and has an arithmetic Fuchsian monodromy group with signature (1, 5).
Proof. This follows from Corollary 2.3 as in the computation of Table 3.2.
Also geometric Heun equations with 4 equal exponent differences and monodromy group
contained in SL2(R) yield after taking the inverse Halphen transform geometric Lame´
equations: Those Heun equations can be computed for example as rational pull-backs of
Gauss hypergeometric differential equations with local projective monodromy of orders
(2, 3, 7), (2, 3, 8), (2, 3, 9), (2, 3, 10) or (3, 3, 5). In this cases the Heun equation has local
projective monodromy orders (3, 3, 3, 3). We demonstrate this via the following example:
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Example 3.7. If one uses the Belyi function j(x) = − (x−1)3(x2+3x+6)
10x2−15x+6
with ramification
data (3)(1)(1), (5), (3)(1)(1) as pull-back for 2F1(
1
15 ,
2
5 ,
2
3 , x) one obtains after a Mo¨bius
transformation the Heun equation
p(x)y′′ +
2
3
p′(x)y′ + (2/9x − 44/243)y = 0, p(x) = x(x− 1)(x − 32/27).
The corresponding monodromy group is a subgroup of finite index of the arithmetic trian-
gle group corresponding to 2F1(
1
15 ,
2
5 ,
2
3 , x). Applying the inverse Halphen transformation
we get using Corollary 2.3 c) the Lame´ equation
p(x)y′′+
1
2
p′(x)y′−(n(n+1)x−H)y = 0, p(x) = 4x(x−1)(x−32/27), n = −1
6
,H = − 13
108
.
4 Monodromy
Here we determine the monodromy group generators of the Heun equations in Table 3.1.
We will state some remarks concerning the change of the monodromy group generators
under the symmetric square and the Euler-integral with µ = −12 . This allows us to
determine the monodromy group generators of the corresponding Lame´ equations.
Definition. 4.1. We call a tuple A = (A1, . . . , A4), Ai ∈ SL2(C), a tuple of monodromy
group generators in SL2(C)
4 if
A1A2A3A4 = id2
and the eigenvalues of the A1, . . . , A4 are roots of unity.
It is well known that the monodromy group representation is uniquely determined by the
Fricke parameters:
Theorem. 4.2. [17, p. 365-366] Let A be a tuple of monodromy group generators in
SL2(C)
4,
a1 = tr(A1), a2 = tr(A2), a3 = tr(A3), a4 = tr(A4)
and
x = tr(A1A2), y = tr(A2A3), z = tr(A1A3).
Then the parameters (a1, a2, a3, a4, x, y, z) satisfy the Fricke relation
4∑
i=1
a2i +
4∏
i=1
ai+x
2+ y2+ z2+xyz− (a1a2+a3a4)x− (a1a4+a2a3)y− (a1a3+a2a4)z = 4.
A nice well known application is the following
Corollary. 4.3. Let the monodromy group act irreducibly. Then it leaves a hermitian
form invariant if and only if all Fricke parameters are real numbers.
If the form is positive definite then the group is contained in SU2(R) and if it is indefinite
then the group is contained in SL2(R).
Corollary. 4.4. Let the monodromy group of a Lame´ equation act irreducibly and leave an
indefinite hermitian form invariant. Then the Fricke parameters (x, y, z) are of absolute
value ≥ 2.
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Proof. The group generated by A1 and A2 is an irreducible dihedral group for x 6= ±2. If
the product would be an elliptic element, i.e. | x |< 2, then this subgroup would leave a
positive definite form invariant. Thus the claim follows.
Since the monodromy group is invariant under the action of the braid group we at first
consider the braid group orbit. It is quite natural to take as representative a monodromy
tuple with minimal Fricke parameters. Thus we recall
Lemma. 4.5. The braid group B2 = 〈β1, β2 | β1β2β1 = β2β1β2〉 acts on A ∈ SL2(C)4 via
β1(A) = (A2, A
−1
2 A1A2, A3, A4) β2(A) = (A1, A3, A
−1
3 A2A3, A4).
This yields the following transformation of the Fricke-parameters:
β1 : (a1, a2, a3, a4, x, y, z) 7→ (a2, a1, a3, a4, x, z˜, y), z˜ = a1a3 + a2a4 − z − xy,
β2 : (a1, a2, a3, a4, x, y, z) 7→ (a1, a3, a2, a4, z, y, x˜), x˜ = a1a2 + a3a4 − x− yz.
We consider the case where we have local unipotent monodromy at least at 3 singularities.
Corollary. 4.6. Let A1, . . . , A3 be unipotent elements and
x = n1 + 2, y = n2 + 2, z = n3 + 2.
Then the Fricke relation reads
(
∑
ni + 2− a4)2 +
∏
ni = 0.
Further the second solution n′i of the quadratic equation for ni is obtained via the corre-
sponding braid group action and we get nin
′
i = (nj+nk+2−a4)2. Moreover, for the special
value of a4 = 2 the Fricke relation simplifies to
(x− 4)2 + (y − 4)2 + (z − 4)2 = 20− xyz.
If we put in the case a4 = 2
x = n1N + 2, y = n2N + 2, z = n3N + 2, N = gcd(n1, n2, n3) ∈ N
we obtain
(n1 + n2 + n3)
2 + n1n2n3N = 0.
Proof. This follows from the above lemma and direct computations with the Fricke relation
using the identities:
x2 + y2 + z2 + xyz − 4 = (
∑
ni + 4)
2 +
∏
ni,
4∑
i=1
a2i+
4∏
i=1
ai−(a1a2+a3a4)x−(a1a4+a2a3)y−(a1a3+a2a4)z = (2+a4)2−2(2+a4)(
∑
ni+4).
Since a1 = a2 = a3 = 2 the claim is readily to check.
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Corollary. 4.7. Let A ∈ SL2(C)4 be a tuple of monodromy group generators with unipo-
tent elements A1, . . . , A3, where one of the Fricke parameters is greater than 2. Then in
the braid group orbit there exists a tuple with Fricke parameters
(x, y, z) =
{
(x, 2,−x + 2 + a4) x ≥ 2
(x,−2, x) x ≥ 2, a4 = −2.
The corresponding monodromy group generators are(
1 1
0 1
)
,
(
1 0
x− 2 1
)
,
(
1 0
−x+ a4 1
)
,
(
1 −1
−a2 + 2 a4 − 1
)
(
1 x− 2
0 1
)
,
(
3 −4
1 −1
)
,
(
1 0
1 1
)
,
( −1 x+ 2
0 −1
)
.
Proof. Let x = n1 + 2, y = n2 + 2, z = n3 + 2. By Corollary 4.6 we have
(
∑
ni + a)
2 +
∏
ni = 0, 0 ≤ 2− a4 = a ≤ 4.
Via braiding we can assume therefore that there are Fricke parameters (x, y, z) satisfying
x ≥ y ≥ 2 ≥ z. We choose such a triple (x, y, z), where y ≥ 2 is minimal. Further we take
the minimal x under the action of 〈β22〉. Then by Corollary 4.6 the minimality implies
|n2 + n3 + a| ≥ n1 ≥ n2 ≥ 0 ≥ n3 ≥ −(n1 + n2 + a).
Case i) Let n1 + n3 + a ≥ 0. If n3 + a ≥ 0 then
(n1 + n2)
2 ≤ (n1 + n2 + n3 + a)2 = −n1n2n3 ≤ n1n2a ≤ 4n1n2.
This implies
n1 = n2, a = 4 = −n3.
If n3 + a < 0 then
n1 ≤ |n2 + n3 + a| ≤ |n3 + a| ≤ n1.
Hence n2 = 0 and therefore n1 + n3 + a = 0.
Case ii) Let n1 + n3 + a < 0. Then
n22 ≥ ((n1 + n3 + a) + n2)2 = −n1n2n3 > n1n2(n1 + a) > n21n2,
since −n3 ≤ (n1 + n2 + a). Thus n2 = 0.
Lemma. 4.8. Let x, y, z be negative integers satisfy the relation in Corollary 4.6. Then
there exist in the braid group orbit the following minimal triple (with respect to |x| ≤ |y| ≤
|z|):
case a4 (n1, n2, n3)
i) a4 = 2 N = 5 (−1,−4,−5)
N = 6 (−1,−2,−3)
N = 8 (−1,−1,−2)
N = 9 (−1,−1,−1)
ii) a4 = 0 (−5,−12,−15) (−6− 8,−12) (−7,−7,−9)
iii) a4 = 1 (−5,−16,−20) (−6,−10,−15) (−7,−8,−14)
(−8,−8,−9)
iv) a4 = −1 (−5,−8,−10) (−6,−6,−9)
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Proof. Case i): Let a2 = 2 and n3 ≤ n2 ≤ n1 < 0 be a minimal triple. Thus −n3 ≤
−(n1 + n2) and therefore
4(n1 + n2)
2 ≥ (n1 + n2 + n3)2 = −Nn1n2n3.
Hence
4(
−1
n1
+
−1
n2
)2 ≥ −Nn3
n1n2
=
(Nn3)
2
−n1n2n3N ≥
(Nn3)
2
(3n3)2
≥ N
2
9
and we obtain
(
−1
n1
+
−1
n2
) ≥ N
6
.
At first we consider solutions with n1 = −1: Then n3 ∈ {n2, n2− 1}. If the tuple is of the
form
i) (−1, n2, n2) then
(−1− n2 − n2)2 = Nn22 ⇒ n2 = −1.
Thus N = 9 and (−1, n2, n2) = (−1,−1,−1).
ii) (−1, n2, n2 − 1) then
(−1 + n2 + n2 − 1)2 = Nn2(n2 − 1)⇒ 4(n2 − 1) = Nn2.
Hence N > 4 and n2 | 4. This gives the cases N = 8 and (−1, n2, n2 − 1) =
(−1,−1,−2) orN = 6 and (−1, n2, n2−1) = (−1,−2,−3) orN = 5 and (−1, n2, n2−
1) = (−1,−4,−5).
All other solutions start with at least n1 = −2. Hence N ≤ 6.
Next we consider solutions with n1 = −2: Then n3 ∈ {n2, n2 − 1, n2 − 2}. If the tuple is
of the form
i) (−2, n2, n2) then
(−2− n2 − n2)2 = 2Nn22 ⇒ n2 | 2.
But n2 = 2 yields a contradiction.
ii) (−2, n2, n2 − 1) we get
(−2 + n2 + n2 − 1)2 = Nn2(n2 − 1)⇒ n2 − 1 | 1, n2 | 3
a contradiction.
iii) (−2, n2, n2 − 2) then
(−2 + n2 + n2 − 2)2 = Nn2(n2 − 2)⇒ 2(n2 − 2) = Nn2.
Thus n2 | 4 and N − 2 | 4. This yields the cases
N = 4, (−2,−2,−4),
N = 3, (−2,−4,−6).
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For the remaining cases we only have to check N ≤ 4.
For N = 4 we get the solution (−3,−3,−6). For N = 3 we get (−3,−3,−3) and for N = 2
we get (−3,−6,−9) or (−4,−4,−8). But in these cases gcd(n1, n2, n3) > 1.
Finally assume that 1 = N . Then
(n1 + n2 + n3)
2 = −n1n2n3
implies that gcd(ni, nj) = 1 for i 6= j. Hence −ni is a square. But the equation reduced
modulo 3 has no solutions.
For the other cases the proof is analogous.
For case i) see also Gutzwiller [18].
Now we can easily determine the corresponding tuple of monodromy group generators:
Lemma. 4.9. We list the corresponding tuples of monodromy group generators for the
minimal tuples in Lemma 4.8. The monodromy group generators for N = 3 and N = 9
are conjugate in SL2(Q) by a diagonal matrix. The same holds for N = 4 and N = 8.
A1 A2 A3 A4
N = 3,
(
1 0
−3 1
)
,
( −2 3
−3 4
)
,
( −5 12
−3 7
)
,
(
1 3
0 1
)
N = 4,
(
1 −2
0 1
)
,
(
5 −2
8 −3
)
,
(
1 0
4 1
)
,
( −3 −4
4 5
)
N = 5,
(
1 5
0 1
)
,
(
1 0
−1 1
)
,
( −9 20
−5 11
)
,
( −9 25
−4 11
)
N = 6,
(
1 0
−6 1
)
,
( −5 2
−18 7
)
,
( −5 3
−12 7
)
,
(
1 1
0 1
)
N = 8,
(
1 −1
0 1
)
,
(
5 −1
16 −3
)
,
(
1 0
8 1
)
,
( −3 −2
8 5
)
N = 9,
(
1 0
−9 1
)
,
( −2 1
−9 4
)
,
( −5 4
−9 7
)
,
(
1 1
0 1
)
(n1, n2, n3) A1 A2 A3 A4
(−6,−6,−9)
(
1 6
0 1
)
,
(
1 0
−1 1
)
,
( −2 9
−1 4
)
,
( −5 21
−1 4
)
(−5,−8,−10)
(
1 5
0 1
)
,
(
3 4
−1 −1
)
,
(
1 0
−2 1
)
,
( −1 1
−1 0
)
(−5,−16,−20)
(
1 5
0 1
)
,
(
2 1
−1 0
)
,
( −3 4
−4 5
)
,
( −4 7
−3 5
)
(−6,−10,−15)
(
1 5
0 1
)
,
(
1 0
−2 1
)
,
( −2 3
−3 4
)
,
( −2 7
−1 3
)
(−7,−8,−14)
(
1 7
0 1
)
,
(
1 0
−1 1
)
,
( −3 8
−2 5
)
,
( −3 13
−1 4
)
(−8,−8,−9)
(
1 8
0 1
)
,
(
1 0
−1 1
)
,
( −2 9
−1 4
)
,
( −5 31
−1 6
)
(−5,−12,−15)
(
1 5
0 1
)
,
(
1 0
−1 1
)
,
( −5 12
−3 7
)
,
( −5 13
−2 5
)
(−6− 8,−12)
(
1 6
0 1
)
,
(
1 0
−1 1
)
,
( −3 8
−2 5
)
,
( −3 10
−1 3
)
(−7,−7,−9)
(
1 7
0 1
)
,
(
1 0
−1 1
)
,
( −2 9
−1 4
)
,
( −5 26
−1 5
)
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Remark. 4.10. These tuple correspond exactly (up to the braid group action) to the
differential equations in Table 3.1.
Next we show how the inverse Halphen transform changes the Fricke parameters. Hence
one can also determine explicitly from this list the monodromy group generators of the
corresponding Lame´ equations. Moreover we can identify the arithmetic Fuchsian mon-
odromy group of the Lame´ equations in Table 3.2 with those from Takeuchi’s list in [29,
Thm. 4.1 ].
Theorem. 4.11. Let A be an irreducible tuple of monodromy group generators in GL2(C)
4
with A1, A2, A3 being involutions. Taking the symmetric square sym
2 and applying the
middle convolution MC−1 (s. [13]) we obtain a tuple of monodromy group generators
φ(A) := MC−1 ◦ sym2(A) =: B in SL2(C)4 with unipotent elements B1, B2, B3.
The induced transformation of the Fricke parameters
φ : {(0, 0, 0, a4 , x, y, z)} → {(2, 2, 2, b4 , x′, y′, z′)},
(0, 0, 0, a4, x, y, z) 7→ (2, 2, 2,−a24 − 2,−(x2 − 2),−(y2 − 2),−(z2 − 2))
is bijective (identifying A with (ǫ1A1, . . . , ǫ4A4), ǫi ∈ {±1},
∏
ǫi = 1).
Proof. The symmetric square of A gives a tuple C in SO3(C)
4, where C1, C2 and C3
are reflections. If A4 is semi-simple with eigenvalues α,−α−1 then C4 has eigenvalues
α2, α−2,−1. If α 6= ±1 then C is irreducible. Applying the middle convolution functor
MC−1 to C we get by [14, Thm 2.4 i)] a tuple
MC−1(C) = B ∈ GLm(C)4, m =
3∑
i=1
rk(Ci − 1) + rk(−C4 − 1)− 3 = 2.
The change of the eigenvalues under the middle convolution follows from [14, Lemma 2.6]
and gives a tuple of monodromy group generators B in SL2(C)
4 with unipotent elements
B1, B2, B3 and B4 being semi-simple with eigenvalues −α2,−α−2. The eigenvalues of CiCj
are γij , γ
−1
ij , 1 where tr(C1C2) = x
2 − 1, tr(C2C3) = y2 − 1 and tr(C1C3) = z2 − 1. Since
the convolution commutes also with coalescing (s. [13, Lemma 5.6]) the eigenvalues of
BiBj are −γij,−γ−1ij . Hence
tr(BiBj) = −tr(CiCj) + 1
and the claim follows. If α = ±1 then A generates an orthogonal group in GO2(C)
and therefore C is reducible. Thus we can assume C ∈ SO2(C)4, where C1, . . . , C4 are
reflections. By [14, Thm 2.4 i)] we get
MC−1(C) = B ∈ GLm(C)4, m =
3∑
i=1
rk(Ci − 1) + rk(−C4 − 1)− 2 = 2
with 3 unipotent elements B1, . . . , B3 and a negative unipotent element B4.
If A4 is not semi-simple then its Jordan form is iJ(2), where J(2) denotes a Jordan block
of length 2. Then C4 has Jordan form −J(3). By [14, Thm. 2.4. i)] we get
MC−1(C) = B ∈ GL2(C)4
with 4 unipotent elements Bi. The claim follows in this case as above.
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The multiplicativity ofMC (s. [14, Thm. 2.4. ii]) implies thatMC−1(B) = MC1(C) = C,
where the last equality follows from [13, Prop.3.2]. Since sym2 SL2(C) = SO3(C) the
induced map on the Fricke parameters is bijective.
5 Properties of geometric monodromy groups
In this section we make use of some properties of monodromy groups of geometric dif-
ferential equations. Using operations that preserve geometric differential equations, like
rational pull-backs, tensor products and middle convolution we obtain criteria to rule out
certain monodromy group generators arising from geometric differential equations.
At first we collect some properties of the monodromy group of a geometric differential
equation:
Theorem. 5.1. Let
ρ : π1(S, x0)→ GLn(C)
be a monodromy representation of a Picard-Fuchs differential equation: Then
(i)
ρ : π1(S, x0)→ GLn(Z)
Moreover the monodromy group is either symplectic or orthogonal.
(ii) Each absolutely irreducible composition factor leaves a hermitian form invariant.
(iii) The local monodromy is quasi-unipotent.
(iv) To a given Riemann scheme there exist only finitely many such monodromy repre-
sentations ρ.
Proof. The monodromy group representation of a Picard-Fuchs equation arises from a
variation of Q-Hodge-structures and leaves a Z-lattice invariant (cf. [11, 0. Introduction]).
Hence we get
ρ : π1(S, x0)→ GLn(Z).
Since these Q-Hodge-structures are polarized the monodromy group leaves a symmetric
or antisymmetric form invariant.
By Prop. 1.13 in [11] the absolutely irreducible composition factors are underlying a
polarizable complex Hodge-structure and therefore preserve a hermitian form.
It is well known that the local monodromy is quasi-unipotent (cf. [21, Introduction]). The
last statement follows from Thm. 0.5 in [11].
This theorem has the following consequences:
Corollary. 5.2. An absolutely irreducible composition factor of a monodromy represen-
tation of a Picard-Fuchs differential equation can be defined over an integral ring R that
is contained in an abelian extension of the splitting field of the representation.
Proof. This follows from Theorem 23.18 in [10] and the Remark following it.
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Corollary. 5.3. Let
ρ : π1(S, x0)→ SOn(C)
be a monodromy group representation of a geometric differential equation. Then the mon-
odromy group leaves a hermitian form invariant with signature (p, n− p).
(i) If n = 4 then the signature is in {(p, 4 − p) | p ∈ {0, 2, 4}}.
(ii) If n = 6 then the signature is in {(p, 6 − p) | p ∈ {0, 2, 3, 4, 6}}.
Proof. By Thm. 5.1 the monodromy group representation of a geometric differential equa-
tion leaves a hermitian form invariant.
(i) Since
SO4(C) = SL2(C)⊗SL2(C)
the monodromy group representation ρ arises from a tensor product of two 2-
dimensional monodromy group representations of geometric differential equations.
Since each of these preserves a hermitian form with signature (p, 2−p), p ∈ {0, 1, 2},
the tensor product of the hermitian forms has signature in {(4, 0), (2, 2), (0, 4)}.
(ii) Since
SO6(C) = Λ
2SL4(C)
the monodromy group representation ρ arises from a antisymmetric tensor prod-
uct of a 4-dimensional monodromy group representation of a geometric differen-
tial equation. Since this preserves a hermitian form with signature (p, 4 − p), p ∈
{0, 1, 2, 3}, the antisymmetric tensor product of the hermitian form has signature in
{(6, 0), (4, 2), (3, 3), (2, 4), (0, 6)}.
Remark. 5.4. The group
SL2(C) →֒ SO4(C), A 7→ A⊗A¯t
preserves a hermitian form, since the traces of all elements are real numbers. Further, the
signature is (3, 1).
Making use of exceptional isomorphisms of Lie groups in small dimension we derive the
following:
Corollary. 5.5. Let g be an element of a monodromy group of a geometric differential
equation that is contained in SOn(C).
(i) Then tr(g) ∈ R.
(ii) If 3 ≤ n ≤ 6 and rk(g − idn) = 2 then tr(g) ≥ n− 4.
.
Proof. (i) Since g preserves a hermitian form and g is contained in a selfdual group
the set of eigenvalues (with multiplicity) is invariant under the complex conjugation.
Hence we get tr(g) ∈ R.
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(ii) If g ∈ SO3(C) we find g1 ∈ SL2(C) such that the symmetric square of g1 is g. Hence
the eigenvalues of g are squares. Either the eigenvalues α,α−1 of g1 have absolute
value 1 or they are real and | tr(g1) |> 2. Both cases imply the claim.
If g ∈ SO4(C) we find g1, g2 ∈ SL2(C) such that g1⊗g2 = g. The condition rk(g −
id4) = 2 implies that the Jordan form of g1 is same as the Jordan form of g2. Hence
the eigenvalues of g are squares. Either the eigenvalues α,α−1 of g1 have absolute
value 1 or they are real and | tr(g1) |> 2. Both cases imply the claim.
If g ∈ SO6(C) we find g1 ∈ SL4(C) such that Λ2g1 = g. Thus rk(g1 − α±1id4) = 2
for some α ∈ C. Since tr(g1) ∈ R we get α ∈ R or α¯ = α−1. Again both cases imply
the claim.
The case g ∈ SO5(C) = Λ2Sp4(C) is analogous to the above case.
Corollary. 5.6. Let B ∈ SL2(C)4 be a tuple of monodromy group generators that arises
from a geometric differential equation with Fricke parameters (2, 2, 2, a4, x, y, z). Then
a4, x, y, z are real algebraic numbers, | a4 |≤ 2, such that x, y, z ≤ −2 or −2 ≤ x, y, z ≤ 2.
Moreover all Galois conjugates of a4, x, y, z are also real algebraic numbers that satisfy the
conditions.
Proof. By Thm. 5.1 we get | a4 |≤ 2 and that a4, x, y, z are real algebraic numbers. Let
the Fricke parameters x, y, z not satisfy the conditions x, y, z ≤ −2 or −2 ≤ x, y, z ≤ 2.
Then using Thm. 4.11 we obtain tupleA, φ(A) = B, that has a non-real Fricke parameter.
Hence it preserves no hermitian form. Thus again by Thm. 5.1 it is not geometric. However
A can be transformed to B via geometric operations. This shows the first claim. Since the
Galois conjugate monodromy representation of a geometric differential equation is again
geometric by Thm. 5.1 iii) the second claim follows.
Remark. 5.7. The braid groups orbits in Corollary 4.7 are non geometric.
Remark. 5.8. From Cor. 1.10 in [11] one knows that the Fricke parameters (x, y, z)
are bounded for a geometric tuple of monodromy group generators in SL2(C)
4. Therefore
one could expect that in a geometric braid group orbit that (at most) the minimal Fricke
parameters arise from a geometric differential equation.
Next we sum up some properties of the middle convolution cf. [22], [13], [14] adapted to
our situation.
Lemma. 5.9. Let A be a tuple of monodromy group generators in SL2(C)
4. Then the
middle convolution MC−1(A) yields a tuple (B1, . . . , B4) in GOm(C)
4, where
m =
3∑
i=1
rk(Ai − 1)− rk(−A4 − 1).
Further,
(i) if Ai, i ≤ 3, (resp. −A4) is unipotent then Bi (resp. B4) is a reflection. If
(α,α−1), α 6= 1, are the eigenvalues of Ai, i ≤ 3, (resp. −A4) then (−α,−α−1)
are the non trivial eigenvalues of Bi, i ≤ 3, (resp. B4).
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(ii) If (α,α−1) are the eigenvalues of AiAj , (i, j) ∈ {(1, 2), (2, 3), (1, 3)}, then

(−α,−α−1) rk(Ai − 1) + rk(Aj − 1) = 2
(−α,−α−1,−1) rk(Ai − 1) + rk(Aj − 1) = 3
(−α,−α−1,−1,−1) rk(Ai − 1) + rk(Aj − 1) = 4
are the non trivial eigenvalues of BiBj.
Lemma. 5.10. Let A ∈ SL2(C)4 with Fricke parameters (α1+α−11 , . . . , α4+α−14 , x, y, z).
Let γ2 =
∏
α−1i and B = (α1A1, . . . , α3A3, γ
2α4A4) then the tuple
C := (γα1MCγ2(B)1, . . . , γα3MCγ2(B)3, γ
−1α4MCγ2(B)4) ∈ SL2(C)4
has the Fricke-parameters (α1γ + α
−1
1 γ
−1, . . . , α4γ + α
−1
4 γ
−1, x, y, z).
As an application we reprove the following theorem due to Chudnovsky and Chudnovsky
(cf. [9, Thm. 2.1]).
Theorem. 5.11. The monodromy group of an irreducible Lame´ equation that is generated
by 4 reflections is geometric if and only if it is a finite dihedral group.
Proof. It is well known that the monodromy group of an irreducible Lame´ equation gen-
erated by 4 reflections is a dihedral one. If it arises from a Picard-Fuchs equation then all
eigenvalues of an element in the monodromy group are algebraic by Corollary 5.2.
If the preserved hermitian form is indefinite then by Corollary 4.4 one of the Fricke-
parameters has absolute value greater than 2. We can assume that x < −2. Applying the
middle convolution MC−1 we get a tuple of monodromy group generators (A1, A2, A3, A4),
where A1, A2, A3 are unipotent and A4 is negative unipotent and tr(A1A2) = −x. Multi-
plying A3 and A4 by −1 doesn’t change x and by Lemma 5.9 MC−1(A1, A2,−A3,−A4)
yields a tuple (B1, . . . , B4) in GO4(C)
4, where B1 and B2 are reflections with the property
that tr(B1B2) = tr(B3B4) = x+2 < 0 and rk(B1B2−1) = 2 = rk(B3B4−1). A quadratic
pull-back yields a tuple (B3, B4, B
B1
3 , B
B1
4 ) ∈ SO4(C)4. Thus by Corollary 5.5 it arises
from a tuple of monodromy group generators that leaves no hermitian form invariant.
Hence the monodromy group of the Lame´ equation has to be definite. Thus we can
assume that all Galois conjugates of the monodromy group are also definite. Therefore
the monodromy group is an isometry group of a lattice. This implies that it is a finite
dihedral group.
6 Appendix
We classify all braid orbits in SL2(Z)
4. Since multiplying by −1 preserves SL2(Z) we
only classify up to this operation. We also omit the case where one of the Ai is a central
element.
Definition. 6.1. Let | a1 |, . . . , | a4 |≤ 2 and the Fricke parameters (a1, a2, a3, a4, x, y, z)
be in the braid group orbit such that | x | is minimal. Let further y, z such that | y | + | z |
is minimal. Then we call (a1, a2, a3, a4, x, y, z) a minimal tuple (in the braid group orbit).
We denote by x2 = max{| y |, | z |} and x1 = min{| y |, | z |} and by x0 =| x | .
In the following we derive some bounds for minimal tuples with integer Fricke parameters.
The braid group action provides the following bound.
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Lemma. 6.2. Let (a1, a2, a3, a4, x, y, z) be a minimal tuple. Then we have the following
inequality:
x2 ≤


(x0 + x1 + 4) x0x1 ≥ 6
(x0 + x1 + 5) x0 = 2, x1 = 2
(x1 + 6) x0 = 1, x1 ≤ 6
(x1 + 5) x0 = 0, 2 ≤ x1
7 x0 = 0, x1 ≤ 1
Proof. Let | z |= x2. Since
(A1, A2, A4, A
A4
3 )
has the parameters (a1, a2, a4, a3, x, z˜, y), where
zz˜ =
4∑
i=1
a2i +
4∏
i=1
ai + x
2 + y2 − (a1a2 + a3a4)x− (a1a4 + a2a3)y − 4
we get
z2 ≤ zz˜ ≤ (| x | +4)2 + (| y | +4)2 − 4.
A straight forward computation yields then the claim.
Similarly if | y |= x2 we consider the tuple
(A1, A2, A
A−13
4 , A3),
that has the parameters (a1, a2, a4, a3, x, z, y˜), where
yy˜ =
4∑
i=1
a2i +
4∏
i=1
ai + x
2 + z2 − (a1a2 + a3a4)x− (a1a3 + a2a4)z − 4.
Continuing as above the claim follows.
Lemma. 6.3. For a minimal Fricke tuple holds
xyz < 0 or | x2 |≤ 12.
Moreover, in the case xyz < 0 the following hold.
(i) If x2 ≤ x0 + x1 + 4 then x2 ≤ 100 or x0 < 3.
(ii) If x0 = 2 and x2 ≤ x0 + x1 + 5 and a1, . . . , a4 ∈ {±2,±1, 0} then
x2 ≤ 200
or
0 = (a1 − a2)(a3 − a4), x = 2
or
0 = (a1 + a2)(a3 + a4), x = −2.
In particular if x = 2 the Fricke relation simplifies to
(y + z − 1
2
a1(a3 + a4))
2 + (a3 − a4)2(1− a
2
1
4
) = 0.
20
Proof. Since | ai |≤ 2 we get
4∑
i=1
a2i +
4∏
i=1
ai ≥ 0.
Hence
4 ≥ x2 + y2 + z2 + xyz − 8(| x | + | y | + | z |) ≥ (x2 − 4)2 − 3 · 16 + xyz.
Therefore the Fricke relation implies xyz < 0 or x2 ≤ 12. Let xyz < 0.
(i) Let x2 > 100. The Fricke relation
4∑
i=1
a2i+
4∏
i=1
ai+x
2+y2+z2+xyz−(a1a2+a3a4)x−(a1a4+a2a3)y−(a1a3+a2a4)z−4 = 0,
implies that
28 + x2 + y2 + z2 + xyz + 8(x0 + x1 + x2) ≥ 0.
Thus
28 + 2x20 + 2x
2
1 + 2x0x1 + 8(x0 + x1) + 16 + 8(2x0 + 2x1 + 4) ≥ x0x1x2.
Hence
76 + 2x20 + 2x
2
1 + 2x0x1 + 24(x0 + x1) ≥ x0x21
and
76/x21 + 6 + 48/x1 ≥ x0.
Therefore x0 ≤ 11. Thus x1 ≥ x2 − x0 − 4 ≥ 85. Again using
76 + 2x20 + 2x
2
1 + 2x0x1 + 24(x0 + x1) ≥ x0x21
we obtain 3 > x0.
(ii) The proof is analogous to (i).
Remark. 6.4. The restrictions for the minimal Fricke parameters in Z7, where x 6= 2,
allow to search them in the range [−200 . . . 200]3 × [−2 . . . 2]4. This can be done with a
simple computer program.
We start with the geometric differential equations that we obtain from Herfurtner’s list.
All those are rational pull-backs of a Gauss hypergeometric differential equation whose
monodromy group is contained in SL2(Z).
In the case where an apparent singularity appears, i.e. the Painleve´ VI case, these differ-
ential equations were studied by Doran, cf. [15].
Remark. 6.5. The following monodromy group generators A belong to second order
differential equations with 4 singularities having an apparent singularity.
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Herf. (a1, . . . , a4, x, y, z) A1 A2 A3 A4
I1I1I2I2∗ (2, 2, 2,−2, 2, 0, 0)
(
1 1
0 1
)
,
(
1 1
0 1
)
,
(
1 0
−2 1
)
,
(
1 −2
2 −3
)
I1I1I1I3∗ (2, 2, 2,−2, 2, 1,−1)
(
1 1
0 1
)
,
(
1 3
0 1
)
,
(
1 0
−1 1
)
,
(
1 −4
1 −3
)
I1I1I1III∗ (2, 2, 2, 0, 1, 1, 1)
(
1 −1
0 1
)
,
(
1 0
1 1
)
,
(
0 −1
1 2
)
,
(
1 2
−1 −1
)
I1I1I2IV ∗ (2, 2, 2,−1, 0, 0, 1)
(
1 1
0 1
)
,
(
1 0
−2 1
)
,
(
0 1
−1 2
)
,
(
0 −1
1 −1
)
I1I1II IV ∗ (2, 2, 1,−1, 1, 0, 0)
(
1 1
0 1
)
,
(
1 0
−1 1
)
,
(
0 1
−1 1
)
,
(
0 −1
1 −1
)
Proof. Since these tuple are in Herfurtner’s list they arise as pull-backs of hypergeometric
differential equations. Further their braid group orbit is finite and therefore the Fricke
parameters are in [2 . . . 2]7. Using the Herfurtner notation we can easily construct an
element in the braid group orbit.
Table 6.6. We list the minimal tuples of monodromy group generators corresponding to
the Table of geometric Heun equations.
nr. (x, y, z, a1, a2, a3, a4) A1 A2 A3 A4
in [24]
18 (−5, 6, 6, 2, 2,−1,−1)
(
1 1
0 1
)
,
(
1 0
−7 1
)
,
(
2 −1
7 −3
)
,
(
4 −3
7 −5
)
19 (−10, 5, 5, 2, 2,−1,−1)
(
1 2
0 1
)
,
(
1 0
−6 1
)
,
(
1 −1
3 −2
)
,
(
4 −7
3 −5
)
20 (−14, 3, 11, 2, 2,−1,−1)
(
1 4
0 1
)
,
(
1 0
−4 1
)
,
(
1 −1
3 −2
)
,
(
2 −7
1 −3
)
21 (−4,−4,−3, 2, 2,−1, 0)
(
1 2
0 1
)
,
(
1 0
−3 1
)
,
(−1 1
−1 0
)
,
(−3 5
−2 3
)
22 (−8, 4, 5, 2, 2,−1, 0)
(
1 2
0 1
)
,
(
1 0
−5 1
)
,
(
1 −1
3 −2
)
,
(
3 −5
2 −3
)
23 (−10, 3, 8, 2, 2,−1, 0)
(
1 3
0 1
)
,
(
1 0
−4 1
)
,
(
1 −1
3 −2
)
,
(
2 −5
1 −2
)
24 (−3, 4, 6, 2, 2,−1, 1)
(
1 1
0 1
)
,
(
1 0
−5 1
)
,
(
2 −1
7 −3
)
,
(
2 −1
3 −1
)
25 (−6, 3, 5, 2, 2,−1, 1)
(
1 2
0 1
)
,
(
1 0
−4 1
)
,
(
1 −1
3 −2
)
,
(
2 −3
1 −1
)
26 (−3,−5,−5, 2, 2, 0, 0)
(
1 1
0 1
)
,
(
1 0
−5 1
)
,
(−2 1
−5 2
)
,
(−3 2
−5 3
)
27 (−6,−4,−4, 2, 2, 0, 0)
(
1 2
0 1
)
,
(
1 0
−4 1
)
,
(−1 1
−2 1
)
,
(−3 5
−2 3
)
28 (−7,−3,−6, 2, 2, 0, 0)
(
1 3
0 1
)
,
(
1 0
−3 1
)
,
(−1 1
−2 1
)
,
(−2 5
−1 2
)
29 (−2,−4,−5, 2, 2, 0,−1)
(
1 1
0 1
)
,
(
1 0
−4 1
)
,
(−2 1
−5 2
)
,
(−2 1
−3 1
)
22
30 (−4, 5, 6, 2, 2, 0,−1)
(
1 6
0 1
)
,
(
1 0
−1 1
)
,
(
2 −5
1 −2
)
,
(
3 −13
1 −4
)
31 (−2,−3,−3, 2, 2,−1,−1)
(
1 2
0 1
)
,
(
1 0
−2 1
)
,
(−1 1
−1 0
)
,
(−2 3
−1 1
)
32 (3, 2,−2, 2, 1, 0, 0)
(
1 −2
0 1
)
,
(
0 1
−1 1
)
,
(
0 −1
1 0
)
,
(
1 2
−1 −1
)
33 (3,−3, 3, 2, 0, 0, 0)
(
1 −3
0 1
)
,
(
0 1
−1 0
)
,
(
1 2
−1 −1
)
,
(−2 −5
1 2
)
34 (4, 2,−3, 2, 1, 0,−1)
(
1 −3
0 1
)
,
(
0 1
−1 1
)
,
(
0 −1
1 0
)
,
(
1 3
−1 −2
)
35 (−5,−3,−3, 2,−1, 1, 1)
(
1 −4
0 1
)
,
(
0 −1
1 −1
)
,
(
0 −1
1 1
)
,
(−2 −7
1 3
)
36 (3,−4, 4, 2,−1, 0, 0)
(
1 4
0 1
)
,
(
0 −1
1 −1
)
,
(
2 −5
1 −2
)
,
(−3 10
−1 3
)
37 (−5, 4, 4, 2, 0,−1,−1)
(
1 5
0 1
)
,
(
0 1
−1 0
)
,
(
1 −3
1 −2
) (
3 −13
1 −4
)
38 (−5,−5,−5, 2, 1, 1, 1)
(
1 −6
0 1
)
,
(
0 −1
1 1
)
,
(−2 −7
1 3
)
,
(−4 −21
1 5
)
Remark. 6.7. Let (A1, . . . , A4) ∈ SL2(C)4 with Fricke parameters (x, y, z, 0, 0, a3 , a4).
then the quadratic pull-back corresponding to
(A1, . . . , A4) 7→ (A3, A4, AA
−1
1
3 , A
A−11
4 )
yields the map
(x, y, z, 0, 0, a3 , a4) 7→ (x,−x− yz + a4 · a3,−z2 + 2, a3, a4, a3, a4).
Conversely, if (A1, . . . , A4) ∈ SL2(C)4 with Fricke parameters (x1, y1, z1, a3, a4, a3, a4),
where z1 6= 2. thenA arises from a tupleB ∈ SL2(C)4 with Fricke parameters (x, y, z, 0, 0, a3, a4).
Lemma. 6.8. We have the following geometric braid group orbits with integer Fricke
parameters but monodromy group not contained in SL2(Z).
(x, y, z, a1, a2, a3, a4) A1 A2 A3 A4
(−4,−3,−3, 0, 0, 1, 1)
(
0 −1
1 0
)
,
(
0 −2−
√
3
2−
√
3 0
)
,
(
1/2 + 1/2
√
3 3/2 + 1/2
√
3
−3/2 + 1/2
√
3 1/2 − 1/2
√
3
)
,
(
1/2 + 1/2
√
3 3/2 − 1/2
√
3
−3/2 − 1/2
√
3 1/2 − 1/2
√
3
)
This group is related to Table 3.1, row 15, via the pull-back corresponding to (cf. Rem.
(A1, . . . , A4) 7→ (A3, A4, AA
−1
1
3 , A
A−11
4 )
(x, y, z, a1, a2, a3, a4) = (−4,−3,−3, 0, 0, 1, 1) 7→ (−4,−4,−7, 1, 1, 1, 1)
and applying the middle convolution
MCζ−26
(ζ6A3, ζ6A4, ζ6A
A1
3 ,−AA14 )
that transforms the Fricke parameters to
(−4,−4,−7, 1, 1, 1, 1) 7→ (−4,−4,−7, 2, 2, 2,−1).
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Proof. Let σ ∈ Gal(Q(√3)). Then
(σ(A1), . . . , σ(A4)) = (A1, A
A1
2 , σ(A3), σ(A4)).
A monodromy representation in SL2(Z) exists if and only if there exists a g ∈ SL2(Z(
√
3))
such that σ(g)−1g = A1. But this implies that σ(g11)g11/(σ(g12)g12) = −1. However there
is no element a = a1 +
√
3a2 in Q(
√
3) such that
−1 = σ(a)a = (a1 +
√
3a2)(a1 −
√
3a2) = a
2
1 − 3a22.
This can be seen by reducing the equation modulo 3.
Lemma. 6.9. We have the following representatives of non geometric braid group orbits
with integer Fricke parameters, where max{| x |, | y |, | z |} > 2:
(a1, . . . , a4, x, y, z) A1 A2 A3 A4
(1, 1, 1, 1, 2, a2 + 2,−a2 − 1)
(
0 −1
1 1
)
,
(
1 1
−1 0
)
,
(
a −a2 + a − 1
1 −a + 1
)
,
(
−a + 1 a2 − a + 1
−1 a
)
(0, 0, 1, 1, 2, i(2a − 1),−i(2a − 1)) i
(
1 0
0 −1
)
, −i
(
1 0
0 −1
)
,
(
a −a2 + a − 1
1 −a + 1
)
,
(
−a + 1 a2 − a + 1
−1 a
)
(0, 0, 0, 0, 2, 2a,−2a) i
(
1 0
0 −1
)
, −i
(
1 0
0 −1
)
, i
(
a 1
−a2 − 1 −a
)
, −i
(
−a −a2 − 1
1 a
)
(2, 2, 0, 0, 2, a,−a)
(
1 −a
0 1
)
,
(
1 a
0 1
)
,
(
0 1
−1 0
)
,
(
0 −1
1 0
)
(2, 2, 1, 1, 2, a + 1,−a + 1)
(
1 −a
0 1
)
,
(
1 a
0 1
)
,
(
0 1
−1 1
)
,
(
1 1
−1 0
)
(2, 2, 0, 1, 2,−a, a + 1)
(
1 a
0 1
)
,
(
1 −a− 1
0 1
)
,
(
0 1
−1 0
)
,
(
0 −1
1 1
)
Proof. Let (x, y, z, a1, . . . , a4) = (x, y, z, 1, 1, 1, 1). Then
MCζ3(−ζ3A1,−ζ3A2,−ζ3A3,−A4) = (B1, . . . , B4) ∈ SL2(C)4
where by Lemma 5.9 and Cor. 5.10
(x, y, z, tr(B1), . . . , tr(B4)) = (x, y, z, 2, 2, 2,−1).
Since the middle convolution preserves geometric differential equations the claim for the
first case follows from Cor. 5.6. The second case can be reduced to the first case via a
pull-back as in Rem. 6.8. The third case is settled by Theorem 5.11. The fourth case can
be reduced to the case (a1, . . . , a4) = (2, 2, 2, 2) via a quadratic pull-back as in Rem. 6.8
and the claim follows from Cor. 5.6. In the fifth case we consider the braid group action
(A1, . . . , A4) 7→ (A1, AA32 , AA2A33 , A4).
Since tr(A1A
A3
2 ) = a
2 + a + 2 > 2 for a 6∈ {−1, 0} the application MC−1 to A yields a
tuple B in GO4(Z)
4 by Lemma 5.9. By taking a quadratic pull-back that changes B to
(B3, B4, B
B1
3 , B
−1
4 ) the claim follows from Corollary 5.5 ii) and Lemma 5.9 ii). Again as in
the previous case the claim follows for the last case from Corollary 5.5 and the application
of MC−1.
Remark. 6.10. The only remaining cases are those where we can’t decide whether a
braid group orbit in SL2(Z)
4 is geometric or not. (We list the minimal tuples)
(x, y, z, a1, a2, a3, a4) A1 A2 A3 A4
(−1, 4, 4, 2, 2, 1, 1)
(
1 3
0 1
)
,
(
1 0
−1 1
)
,
(
2 −3
1 −1
)
,
(
2 −3
1 −1
)
(3,−1, 3, 2, 1, 1, 1)
(
1 2
0 1
)
,
(
0 −1
1 1
)
,
(
0 −1
1 1
)
,
(
0 1
−1 1
)
(2,−1, 2, 2, 1, 1, 0)
(
1 1
0 1
)
,
(
0 −1
1 1
)
,
(
0 −1
1 1
)
,
(
0 1
−1 0
)
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Table 6.11. Geometric Heun equations whose monodromy group is after scaling in SL2(Z)
(cf.[24]):
y′′ + (
1− θ1
x− t +
1− θ2
x
+
1− θ3
x− 1 )y
′ +
θ41θ42x− q
x(x− 1)(x − t)y = 0
* q t θ1 θ2 θ3 θ42 θ41
1 −1
3
t1
t
2
1
3
, t2
1
+ 3t1 + 3 = 0 0 0 0 1 1
2 0 −1 0 0 0 1 1
3 −2 −8 0 0 0 1 1
4 −3t1 −t21, t21 − 11t1 − 1 = 0 0 0 0 1 1
5 0 −1 0 0 0 1 1
6 −1
3
t1
t
2
1
3
, t2
1
+ 3t1 + 3 = 0 0 0 0 1 1
7 −23
243
t1
t
2
1
9
, 3t2
1
− 14t1 + 27 = 0 0 13 0 56 56
8 731
1152
81
32
0 1
3
0 5
6
5
6
9 −125
12
−80 0 0 1
3
5
6
5
6
10 −25
18
− 27
5
1
3
0 0 5
6
5
6
11 −25
512
t1
t
2
1
8
, 4t21 + 13t1 + 32 = 0 0
1
2
0 3
4
3
4
12 9
64
1
4
0 1
2
0 3
4
3
4
13 39
500
− 3
125
1
2
0 0 3
4
3
4
14 −3
4
−3 1
2
0 0 3
4
3
4
15 0 −1 0 2
3
0 2
3
2
3
16 7
9
27
2
0 2
3
0 2
3
2
3
17 −2
9
−1 2
3
0 0 2
3
2
3
18 1
21
t1
t
2
1
49
, t2
1
− 13t1 + 49 = 0 13 0 13 23 23
19 0 −1 1
3
0 1
3
2
3
2
3
20 −2
3
t1 − t
2
1
2
, t2
1
− 10t1 − 2 0 13 0 1 23
21 1
144
(78ζ + 43) − 2
7
(3ζ + 1), ζ2 + 3 = 0 0 1
2
1
3
7
12
7
12
22 721
2250
189
125
1
2
1
3
0 7
12
7
12
23 77
972
− 1
27
1
2
0 1
3
7
12
7
12
24 − 1
36
− 16
9
0 2
3
1
3
1
2
1
2
25 − 1
2
9 1
3
2
3
0 1
2
1
2
26 1
25
t1
4t
2
1
125
, t2
1
− 11t1 + 125/4 = 0 12 0 12 12 12
27 0 −1 1
2
0 1
2
1
2
1
2
28 −1
6
t1 − t
2
1
3
, t21 − 6t1 − 3 = 0 0 12 0 1 12
29 −5
972
− 5
27
1
2
2
3
0 5
12
5
12
30 5
18
5 1
2
2
3
0 5
12
5
12
31 0 −1 2
3
0 2
3
1
3
1
3
32 0 −1 1
2
2
3
1
2
1
6
1
6
33 −1
48
t1
t
2
1
3
, t21 + 3t1 + 3 = 0
1
2
1
2
1
2
1
4
1
4
34 0 − 1
3
1
2
2
3
1
3
1
4
1
4
35 0 −1 1
3
2
3
1
3
1
3
1
3
36 4
243
t1
t
2
1
27
, t21 − 10t1 + 27 = 0 12 13 12 13 13
37 −25
3072
t1
t
2
1
64
, t2
1
+ 11t1 + 64 = 0
1
3
1
2
1
3
5
12
5
12
38 −1
12
t1
t
2
1
3
, t2
1
+ 3t1 + 3 = 0
1
3
1
3
1
3
1
2
1
2
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