Let a ∈ C [0, 1] , b ∈ C ([0, 1], (−∞, 0]). Let φ 1 (t) be the unique solution of the linear boundary value problem
Introduction
The study of multi-point boundary-value problems for linear second order ordinary differential equations was initiated by Il'in and Moiseev [7] . Gupta [4] studied threepoint boundary-value problems for nonlinear ordinary differential equations. Since then, the existence of solutions for more general nonlinear multi-point boundary value problems have been studied by several authors using the Leray-Schauder continuation theorem, nonlinear alternatives of Leray-Schauder; we refer the reader to [1, [4] [5] [6] 8, 10] for some recent results of nonlinear multi-point boundary value problems.
In [9] , the first author studied the existence of positive solutions to the problem u + h(t)f (u) = 0, t ∈ (0, 1),
where f and h satisfy the following assumptions: The main result of [9] is the following: 
The proof of above theorem is based upon an application of the following well-known Guo's fixed point theorem [3] .
Theorem 1.2. Let E be a Banach space, and let
K ⊂ E be a cone. Assume Ω 1 , Ω 2 are open bounded subsets of E with 0 ∈ Ω 1 , Ω 1 ⊂ Ω 2 ,
and let
In this paper, we study the existence of positive solutions for more general three-point problem
where 0 < η < 1, h, f, a and b satisfy
Applying the Guo's fixed point theorem and a new integral representation of the solutions of the associated linear problems, we will prove the existence of positive solutions to (1.3) and extend the main result of [9] .
The preliminary lemmas
To state the main results of this paper, we need the following lemma, which is a generalization of the Lemma 2.1 of [2] . Lemma 2.1. Assume that (H3) hold. Let φ 1 and φ 2 be the solutions of
and
Proof. (i) We will give a proof for (i). The proof of (ii) follows in a similar manner. First we claim that
Suppose the contrary and let φ 1 (τ 0 ) < 0 for some τ 0 ∈ (0, 1); then there exists τ 1 ∈ (0, 1) such that
Next we show that φ 1 (t) = 0 on (0,1). Suppose the contrary and let t 0 be the first point in (0,1] such that φ 1 (t 0 ) = 0 (we note that φ 1 
, it concludes that φ 1 (t) has a maximum at a point t 1 ∈ (0, t 0 ), a contradiction! Since φ 1 (0) = 0, it follows that φ 1 (0) > 0 and, moreover, φ 1 (t) > 0 on (0, 1), completing the proof of (i). ✷ Lemma 2.2. Assume that (H3) hold. Then (2.1) and (2.2) have unique solution, respectively.
Proof. Let u 1 and u 2 be two distinct solutions of (2.1). Set z = u 1 − u 2 and w = −z. Then
3)
Using the similar method to prove (i) of Lemma 2.1, we get that
Similarly, we can show that (2.2) has unique solution. ✷
In the rest of the paper we need the following: 
is equivalent to the integral equation
6)
where
9)
Proof. First we show that the unique solution of (2.5) can be represented by (2.6).
In fact, we know from Lemma 2.1 that the equation
has known two linear independent solutions φ 1 and φ 2 , since
Now by the method of variation of constants, we can obtain that the unique solution of the problem (2.5) can be represented by
where G, A and p are as in (2.9), (2.7) and (2.8), respectively. Next we check that the function defined by (2.6) is a solution of (2.5). From (2.10), we know that
and In fact, in [9] we studied the problem
which is a special case of (2. Proof. Since 0 < αφ 1 (η) < 1, we have that
Now set
By (2.6) and (2.20), we know that
G(t, s)p(s)y(s) ds + Aφ 1 (t)
1 0
G(t, s)p(s)y(s) ds. (2.21)
Let |u| 0 = u(t 0 ), where t 0 ∈ (0, 1]. We verify that
G(t, s) G(t 0 , s) q(t), t ∈ (0, 1], s ∈ (0, 1). (2.22)
To do this we distinguish four cases. (a) t, t 0 s:
(c) t 0 s t: 
Hence (2.22) is proved, and it follows from the fact that 1 φ 1 (t) q(t) for t ∈ [0, 1] that
u(t) q(t) 1 0 G(t 0 , s)p(s)y(s) ds + Aφ 1 (t) q(t) 1 0 G(t 0 , s)p(s)y(s) ds + A q(t) 1 0 G(t 0 , s)p(s)y(s) ds + Aφ 1 (t 0 ) = q(t) u(t 0 ) = q(t)|u|
G(t, s)p(s)h(s)f u(s) ds
where p and G are defined by (2.8) and (2.9), respectively. Denote
It is obvious that K is a cone in C[0, 1]. Moreover, by Lemma 2.3 and Lemma 2.6, T K ⊂ K. It is also easy to check that T : K → K is completely continuous. Now, since f 0 = 0, we may choose
Thus, if u ∈ K and |u| 0 = H 1 , then from (3.1) and (3.3), we get from that fact that G(t, s) G(s, s) and 0 φ 1 (t) 1 that
+ α 1 − αφ 1 (η) 1 0 G(η, s)p(s)h(s)f u(s) ds φ 1 (t) 1 0
G(s, s)p(s)h(s)f u(s) ds
Now if we let
and so
s)p(s)h(s)f u(s) ds
Hence, for u ∈ K ∩ ∂Ω 2 ,
Therefore, by the first part of the Theorem 1.2, it follows that T has a fixed point in
This completes the superlinear part of the theorem. Sublinear case. Suppose next that f 0 = ∞ and f ∞ = 0. We first choose H 3 > 0 such that f (y) My for 0 < y < H 3 , where
By using the method to get (3.7), we can get that
Thus, we may let
Now, since f ∞ = 0, there existsĤ 4 > 0 so that f (u) λu for u Ĥ 4 , where λ > 0 satisfies
We consider two cases: Case (i). Suppose f is bounded, say f (y) N for all y ∈ [0, ∞). In this case choose
G(s, s)p(s)h(s) ds
so that for u ∈ K with |u| 0 = H 4 we have 
G(t, s)p(s)h(s)f u(s) ds
+ α 1 − αφ 1 (η) 1 0
G(η, s)p(s)h(s)f u(s) ds φ 1 (t)
G(s, s)p(s)h(s)f u(s) ds
G(η, s)p(s)h(s)f u(s) ds

G(t, s)p(s)h(s)f u(s) ds
G(η, s)p(s)h(s)f u(s) ds φ 1 (t)
G(s, s)p(s)h(s)f u(s) ds
G(η, s)p(s)h(s)f u(s) ds
