Software Defined Networking is an emerging paradigm in Internet communication world that increases the flexibility of today's networks by decoupling control plane and data plane of the network devices. The fundamental aim is to centralize the control and reduce the complexity of the networks. The communication medium between control and data plane is through OpenFlow protocol, an open standard network protocol designed to manage the network traffic by software programs. To increase the scalability and flexibility of controllers the OpenFlow controllers are distributed based on location and network types. However, most critical issue is minimizing the communication cost between the controller domains. In this paper, two graph partitioning algorithms such as Fiduccia-Matthyses algorithm and Kernighan-Lin algorithm are used to minimize the communication cost between distributed OpenFlow controller domains. The implementation of the algorithms is under matlab simulation environment. The methodology used for the proposed algorithms is to interchange the elements from one domain to other domain to calculate the gain.
Software-Defined Networking (SDN) is an emerging architecture that is cost effective, manageable and dynamic in nature for today's applications (Hassan et al., 2015; Kreutz et al., 2015) . The architecture decouples control and forwarding by allowing the network control directly programmable. By this underlying infrastructure is abstracted for network services and applications.
SDN is associated with OpenFlow protocol as a southbound Application Program Interface (API), for communication between controllers and underlying network devices ( ONF,2012; Paper White ONF,2012) . OpenFlow is considered as the first the SDN architecture has several benefits such as programmability, centralized intelligence with optimized performance and abstraction of decoupling hardware and software.
At the beginning, the implementation of OpenFlow is on single controller for simplicity. However, as the size of network started increasing, it becomes difficult to single controller to handle whole network and is not feasible for several reasons such as amount of traffic going towards controllers, flow set up latencies and this flow set up grows significantly as the demand increases. There are many distributed controllers in the field now, ex: HyperFlow, Onix, DISCO, Flowvisor (Tootoonchian, 2010; Koponen et al.,2010; Phemius et al., 2014; Phemius et al., 2014; Sherwood et a; .
Main application of graph partitioning is, workload distribution for parallel computation. This minimizes the overall run time of the application, by allocating equal amount of workload which minimizes the cost of inter and intra network domain communication. And each domain is managed and handled separately. These partitioned networks are almost in same size.
Theory used behind the work is distributed computing, the most vibrant area in computer science is distributed computing. This supports new technologies for network applications with the help of new conceptual models and terminologies. A distributed computing is a computing, which is performed in distributed systems. This involves computing is performed in different multiple systems, and each has its own processes and resources. In our work these systems are tightly coupled systems, can utilize memory space by sharing data.
This paper discusses about minimization of domain controller communication cost with two well-known graph partitioning algorithms, Fiduccia-Matthyses and KernighanLin algorithm. The implementation of the algorithms is in OMNeT++ simulation environment with INET framework and OpenFlow module. The main contributions of our paper are as follows:
 Discussion Fiduccia-Matthyses algorithm  Discussion Kernighan-Lin algorithm  System model for both the algorithms  Comparison of results of both the algorithms with OMNeT++ simulation environment This paper is organized as follows. In section 2, related work is discussed based on distributed controllers. In section 3, proposed KLAP mechanism is discussed that minimizes the inter-domain communication cost between SDN controllers. The performance evaluation of the designed mechanism is organized in section 4 as in section 4.1 experimental settings and section 4.2 discusses about the results obtained by the simulation. Finally, our work of this paper is summarized in the last section that is section 5.
GRAPH PARTITIONING ALGORITHMS
The graph partition is defined as dividing the graph into sub graphs, so that all the sub graphs must be of same size and there must be few connections between the sub graphs for the purpose of computing, tack distributing and parallel processing. Mathematically graph partition is represented as, a graph G = (V,E) with vertices V and edges E, such that partition the graph G into smaller components with some specific properties. Ex: A k-way partition, divides the graph vertex into k smaller components and either number of edges between these components must be minimized or cost of the connecting edges must be smaller.
Graph partitioning algorithms are related to NP-hard (NoN-deterministic polynomial time hard) problems. In computational complexity theory NP-hard problems are defined as "at least as hard as the hardest problem in NP" Ex: A problem H is NP-hard problem, when every problem in NP-hard is reduced in polynomial time to H. (hand book algorithm and complexity). NP-hard problems are used in the areas like, data mining, configuration, selection, process monitoring and control, diagnosis, scheduling, rosters or schedulers, planning tutoring systems, vehicle routing and decision support.
Solution of the problems are derived using heuristic and approximation algorithm. However, graph partitioning is a NP-hard and practical solutions are based on heuristics. There are two methods, Local methods and Global methods. Local methods are effective 2-way cuts with local search strategies. E.g Kernighan-Lin algorithm and FiducciaMattheyses algorithm. Global methods rely on the properties of the graph. These are not concerned about arbitrary initial partition. E.g Spectral partitioning, partition is derived from the spectrum of adjacency matrix.
RELATED WORK
Distributed controllers or control plane is a promising approach to a flexible and scalable software defined networking because flexibility and scalability are key issues for controllers. In distributed controllers, each controller manages its own domain in the large network. There are two schemes of distributing the controllers flat architecture, horizontally equal controllers and hierarchical architecture, vertical layer from leaf node to root controller (Hassas and ganjali, 2012) . Both architectures improved the scalability of controller network, but the logical distance between controller to switch or switch to controller affects the communication cost.
We have sufficient literature on distributed OpenFlow controllers. According to SDN literature, distribution of controllers is on NOX-based through extended GMPLS protocols, and the same are deployed on a set of distributed nodes (Munoz et al.) ,. Yazici proposed a distributed controller framework for the achievement of scalability and reliability with heavy load in data centers (Sunay et al., 2012) . The framework supports for dynamic removal and addition of controllers without network interpretation, same concepts works for all OpenFlow controllers without any changes.
Many distributed techniques and algorithms are proposed for distributing the control plane to control the congestion, flooding of packets, exploiting loop structure, flow optimization, redirection of flows to control traffic, to improve scalability, latency and robustness using various topologies (2015; Liang et al., ; Bouet et al.,2015) . However, for the existing distributed controller architecture, a well-designed optimization technique is necessary to minimize the communication cost among controller domains and which facilitates inter domain routing.
FIDUCCIA-MATTHYSES (FM) ALGORITHM
This algorithm is a linear time heuristic algorithm which is used for network partitioning. This heuristic algorithm bipartitions the circuit with an iterative algorithm. Network is extended by inducing single-vertex, and partition to partitions moves. Algorithm starts with random solution and changes by a sequence of moves known as passes. At initial pass all moves are unlocked, nodes are free to move, and move is labeled with total cost it would cause. This cause is known as gain. After calculating the gain, the move with highest gain is selected and processed and locked and not allowed to move again. Later all the gains are updated. This process is repeated until all the gains are executed and all the nods are locked. The algorithm is terminated when solution quality improvement fails. Figure. 
Features of FM algorithm:
Here are the some of the basic features of FM algorithm,  Algorithm reduces net-cut cost  Single vertex is moved in single cut move  Weighted vertices  Balance factor is introduced to balance the partitions  Special data structure is used for selecting vertices to be moved. This improves the running time  Time complexity ( ), where is total number of terminals.
Figure1. Fiduccia-Matthyses example

KERNIGHAN-LIN ALGORITHM
Kernighan-Lin in 1970 started with some graph partitioning algorithms, which satisfy the size requirement with affordable cost. This algorithm divides a weighted graph with n nodes, into two equal parts, each of the size n/2. This partitioning minimizes the sum of the weights between two parts or groups. Kernighan-Lin is a heuristic algorithm for solving the problem of graph partitioning. The main application of this algorithm is in VLSI for the layout of digital circuits and components (Rathindra et al., 1989) . Figure 2 shows the example diagram of Kernighan-Lin algorithm.
Features of KL algorithm:
Most popular two way partitioning algorithm Can be extended to more general partitioning problems Problem is represented in the form of connectivity matrix . The element is given with cost of the edge from node i to node j The output of the partitioning algorithm is two sets and | | = = | | and intersection = Null set
Pseudo code of KL algorithm:
Step 1: Divide the graph into two equal parts
Step 2: Repeat until no nodes left
Step 3: Select ai belongs to , bi belongs to
Step 4: Swap ai and bi
Step 5: Let Ci be the cost of the partition after swapping ai, bi
Step 6: Return , Step 7: While cost continues to be reduced
Step 8: Call using the returned partition for new starting point. 
SYSTEM MODEL FOR GRAPH PARTITIONING ALGORITHMS
In this section, we describe the system model for both the algorithms and how they are applied in SDN environment with OpenFlow controllers. Let = { 1 , 2 , 3 , … . }, Where n is total number of switches, be number of switches referred as nodes for graph partitioning. The links connecting to switches are given with the set = { 1 , 2 , 3 , … . }, Where m is the total number of links. Number of controllers considered in the network graph are two and given as, = { 1 , 2 } and each controller is associated with /2 number of switches.
Kernighan-Lin algorithm:
Moving a node S 1 from domain 1 to domain 2 would increase the value of the cut set by and decrease it by . Where is external communication cost and is internal communication cost. Therefore cost profit after moving 1 from 1 to 2 is given by, = − 1 > 0 then gain is positive and < 0 then the gain is negative. To maintain balanced partition, the elements of the networks are swapped from one domain to other domain. two elements 1 1 and 2 2 are swapped the reduction in the cost is given by 1 2 = 1 + 2 − 2 1 2 2
Where 1 2 indicates there is an edge from 1 to 2 .
The initial cutsize and the final cutsize is calculated as,
Where = ⁄ 2
Fiduccia-Matthyses algorithm:
Here 1 is the number of networks that contain 1 as the only cell in one part. And 1 is the networks that contain 1 entirely located in one part.
Where ⎸ 1 ⎹ and ⎸ 2 ⎹ are the size of the partitions 1 and 2 respectively.
PERFORMANCE EVALUATION
In this paper, Matlab has been used for building our simulation model and doing our experiments, which is proprietary programming language developed by MathWorks. Matlab is used for numerical computing and programming languages. The language is mainly used for communications, computational finance, control design and machine learning. The experimental settings and results are discussed in the sub sections of this section.
We consider cut cost size as the parameter for the simulation. To validate the proposed mechanism we consider 4 switches to 12 switches for experimentation. Simulation is executed for 5 times and each iteration is repeated for 6 runs. Figure 3 shows the graph of total cutsize of traditional distribution of controller mechanism and KL mechanism. The horizontal axis represents the number of switches participating in the program that are from 4 to 12. The vertical axis represents total cutsize obtained before applying the algorithm and after applying the algorithm. In both the cases, cutsize is increasing gradually as the numbers of switches are increasing. Both the algorithm mechanisms are compared in figure 5 . In both the cases cutsize is increasing, however, KL algorithm gives the better results than FM algorithm. At the beginning all three are at the same point because number of switches are less but as the traffic switch number increases, the difference between the graph lines is also increasing. 
RESULTS AND DISCUSSION
CONCLUSIONS
In this paper, we discussed two graph-partitioning algorithms, KL algorithm and FM algorithm. The system model for both the algorithms are discussed to show the similarity and difference. Both algorithm perform well in partitioning the network graph. However, KL algorithm gives the better results than FM algorithm this is because, in KL partitioning the elements of the domains are swapped and the gain is calculated for swapping the elements. The swapping interchanges the inter domain link cost to intra domain link cost and intra domain to inter domain. Where as in FM graph partitioning algorithm elements are moved from one domain to other domain and the gain is calculated for the same. This gives imbalance in the graph weights. Our simulation results based on both the algorithms, show that the KL algorithm outperforms and is more robust in terms of parameter such as cut size cost. Even though this work focuses on inter domain communication cost minimization problem, the solution has wide application range. The algorithms are can be simulated in real simulation environment.
