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Abstract
The ground–state magnetic phase diagram is investigated for the two– and three–dimensional t–t′ Hubbard model. We take into
account commensurate ferro–, antiferromagnetic, and incommensurate (spiral) magnetic phases, as well as phase separation into
magnetic phases of different types, which was often missed in previous investigations. We trace the influence of correlation ef-
fects on the stability of both spiral and collinear magnetic order by comparing the results of employing both the generalized
non-correlated mean–field (Hartree–Fock) approximation and generalized slave boson approach by Kotliar and Ruckenstein with
correlation effects included. We found that the spiral states and especially ferromagnetism are generally strongly suppressed up to
non-realistic large Hubbard U, if the correlation effects are taken into account. The electronic phase separation plays an important
role in the formation of magnetic states and corresponding regions are wide, especially in the vicinity of half–filling. The details of
magnetic ordering for different cubic lattices are discussed.
Keywords: incommensurate magnetism, electronic correlation, band magnetism
1. Introduction
The investigation of the one-band Hubbard model is an ac-
tual problem already for more than a half century. In recent
decades, the two dimensional (2D) case closely related to the
problem of high temperature superconductivity has been inten-
sively studied.
The ground state of the model in the half–filled case for the
bipartite lattices is a Ne´el antiferromagnetic (AFM) insulator.
The types of instability of the antiferromagnetic state in the
presence of doping or the finite integral of the electron trans-
fer between the second neighbors are still not incompletely re-
vealed. According to the classical work [1], when one charge
carrier is added, the ground state on the bipartite lattice is the
saturated ferromagnetic (FM) one. This statement can be also
considered as a reasonable hypothesis in the case of finite dop-
ing [1–3].
Scenarios of possible doping–induced magnetic ordering in-
clude the phase separation (PS) of different types: to the ferro-
magnetic and antiferromagnetic phases [4] or the phase of the
superconducting electron liquid and the Ne´el antiferromagnetic
phase [5]. An alternative scenario is the formation of the spiral
(incommensurate) magnetic state. It was considered within dif-
ferent approaches: the analysis of the momentum dependence
of the generalized static magnetic susceptibility for the bare
spectrum [6], the Hartree–Fock approximation (HFA), small
and moderate U/W values being treated, where U is the param-
eter of the Coulomb repulsion and W is the bandwidth [7, 8],
and the t − J model (large U/W values) [9].
The experimental observation of antiferromagnetic or spiral
magnetic structures makes the classical problem of theoretical
description of different type magnetic order formation very ac-
tual. Spiral structures are observed in both two and three di-
mensional compounds: in iron based high temperature super-
conductors [11] in AFM chromium and fcc γ–iron. In doped
cuprates the spiral states are found as the dynamic magnetic or-
der [10]. Besides that, considerably enhanced incommensurate
magnetic fluctuations are observed in strontium ruthenates at
low temperatures [12] (see discussion in Refs. [8, 13, 14].
A detailed study of the magnetic phase diagram of the 2D
Hubbard model taking into account the electron transfer only
between the nearest neighbors t within HFA shows that the spi-
ral magnetic states occur in a wide range of parameters, es-
pecially at moderate values U . W [15]. It was shown in [8]
that inclusion of the electron transfer between second neighbors
(t′ , 0) in the Hamiltonian changes considerably the ground
state magnetic phase diagram. In addition to the spiral struc-
tures, the formation of so called stripes was predicted [16, 17].
However, this conclusion is somewhat devaluated by disregard-
ing the intersite Coulomb interaction, which can considerably
increase the energy of the stripes as inhomogeneous structures.
A convenient approach to study the formation of the mag-
netic order with account of correlations is the slave boson ap-
proximation (SBA) by Kotliar and Ruckenstein [18]. In the sad-
dle point approximation, this method is qualitatively similar to
the Gutzwiller approximation [19].
The effect of electron correlations on stability of the spi-
ral magnetic states was considered in [20] using SBA. The
phase diagram of the Hubbard model was built in the the
nearest-neighbor approximation (t′ = 0). Later, the general-
ized static magnetic susceptibility was studied within the same
method [21]. This makes it possible to determine the criterion
of the instability of the paramagnetic state with respect to a
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second–order transition into the incommensurate magnetic state
(this generalizes the criterion obtained within the random phase
approximation [22] to the strongly correlated states). As a re-
sult, a considerable tendency to ferromagnetic ordering at hole
doping and large t′/t values was found. However, the phase
transitions between the magnetically ordered states cannot be
studied within this approach.
Although the description of thermodynamics is a difficult
problem, in the ground state the approaches discussed can be
used also for three–dimensional (3D) lattices (e.g., transition
metal compounds). In the present paper we apply both non-
correlated mean-field (Hartree–Fock) approximation and the
slave boson approximation to 2D and 3D t–t′ Hubbard model.
2. Model and methods
We consider the Hubbard model
H =
∑
i jσ
ti jc†iσc jσ + U
∑
i
ni↑ni↓, (1)
where the matrix elements of the electronic transfer are ti j = −t
for the nearest neighbors and t′ for the next–nearest neighbors,
c
†
iσ, ciσ are electronic creation and annihilation operators corre-
spondingly.
Local spin space rotation matching different site magnetiza-
tion vectors by the angle QRi (where Q is a spiral wave vector,
Ri is a site position) is applied for the consideration of mag-
netic spirals. This transforms spiral magnetic state into the ef-
fective ferromagnetic one, but the hopping term in the Hamil-
tonian becomes non–diagonal with respect to spin index. The
Hartree–Fock treatment of many–particle Coulomb interaction
term replaces it by the one–electron interaction term with some
effective field Uniσ¯ which however mixes the contributions of
singly occupied states and doubles on the equal footing (niσ is
an average electronic density at site i and spin projection σ).
This is not correctly physically, especially at large U.
A simple way to take into account correlation effects (ener-
getically unfavorability of doubly occupied site states) is the
introducing of the slave boson operators ei(e†i ), piσ(p†iσ), di(d†i ),
describing the transitions between site states originating from
the electronic system dynamics on an alternative language but
simultaneously with the conventional Slater determinant based
formalism (related with one–electron operators). Conceptu-
ally this is close to the Hubbard X–operator formalism[3, 23],
where however the site transition X–operators are introduced
instead of the original one–electron operators. The extension of
the original Hubbard Hamiltonian (1) has the form where the
Coulomb interaction term is diagonal with respect to the boson
operators:
Hext =
∑
i jσσ′
tσσ
′
i j c
†
iσc jσ′z
†
iσz jσ′ + U
∑
i
d†i di. (2)
where tσσ′i j = exp[iQ(Ri − R j)σx]σσ′ ti j, and
ziσ = (1 − d†i di − p†iσpiσ)−1/2(e†i piσ + p†iσ¯di) × (3)
× (1 − e†i ei − p†iσ¯piσ¯)−1/2.
The Eq. (2) is equivalent to (1) if the unphysical site states
(which have no equivalents for the original electronic system)
are excluded. The range of definition ofHext is restricted by the
following constraints:
d†i di + p
†
iσpiσ = c
†
iσciσ, (4)
e
†
i ei +
∑
σ
p†iσpiσ + d
†
i di = 1. (5)
The presence of the constraints can be taken into account
within the functional integral formalism through the Lagrange
multipliers (on-site electron energy shift λiσ for Eq. (4) and
local bosonic “chemical potential” ηi for Eq. (5)) introduced
into the action. Up to now the transformation considered is
exact, but further exact functional treatment of both bosonic
and fermionic fields is hardly possible. A reasonable physi-
cal picture at large U/t (different from the Hartree–Fock’s) can
be obtained within the saddle–point approximation for bosonic
fields and Lagrange multipliers: for the action S generated by
Eq. (2) we replace the bosonic fields by their extremal real
values which are assumed to be site– and time–independent:
e
†
i , ei → e; p†iσ, piσ → pσ; d†i , di → d; ηi → η, λiσ → λσ.
The fermionic part of the action can be produced by the
Hamiltonian which has the form
Hf =
∑
σσ′ i j
zσzσ′ (tσσ′i j + δi jδσσ′λσ)c†iσc jσ′ , (6)
which eigenvalues (antiferromagnetic subbands) yield the
renormalization of the electronic spectrum:
Es=±1(k) = (1/2)
(
(z2↑ + z2↓)esk + λ↑ + λ↓
)
+ s
√
Dk, (7)
where
Dk = (1/4)
(
(z2↑ − z2↓)esk + λ↑ − λ↓
)2
+ (eakz↑z↓)2 (8)
and es,ak = (1/2)(tk+Q/2 ± tk−Q/2), tk =
∑
i exp(ik(Ri − R j))ti j is
a bare electronic spectrum.
On the thermodynamic level the impact of the on–site states
on the electronic states manifests itself in two types of bare
spectrum renormalization: narrowing of the bare spectrum (like
in the Hubbard–I approximation[24]), which is specified by
factor z2σ < 1 and the additional energy shift λσ (like in the
Hartree–Fock approximation where λHFσ = Un/2 − Umσ, n =∑
σ〈c†iσciσ〉 is the electronic density and m = (1/2)
∑
σ σ〈c†iσciσ〉
is the site magnetization). Both z2σ and λσ are essentially spin–
dependent which allows to investigate the formation of mag-
netic states. However, in the slave boson formalism, in contrast
with HFA, the one–electron energy shift λσ cannot be expressed
in terms of n and m only and should be specified separately, see
Eq. (12). To write SBA equations, it is convenient to introduce
an analogue of the Harris–Lange shift [25]
Φσ ≡ epσ + pσ¯d(e2 + p2σ¯)(p2σ + d2)
1
N
∑
ks
f (Es(k))∂Es(k)
∂(z2σ)
, (9)
where f (E) is the Fermi function and the derivative
∂Es(k)/∂(z2σ) corresponds to formal derivative of Eq. (7) with
2
respect to z2σ. Then we can write the saddle–point (mean–field)
equations:
n =
1
N
∑
ks
f (Es(k)), (10)
m =
1
4N
∑
ks
s f (Es(k))
esk(z2↑ − z2↓) + λ↑ − λ↓√
Dk
, (11)
λσ = ν
[
Φσ
(
pσ¯/e
e2 + p2σ¯
+
d/pσ
p2σ + d2
)
+ Φσ¯/(epσ)
]
, (12)
where we have introduced ν = ed − p↑p↓.
The saddle–point values of bosonic variables should be ob-
tained as a solution of self–consistent equations:
2d2 + p2↑ + p
2
↓ = n, (13)
(1/2)(p2↑ − p2↓) = m, (14)
e2 + p2↑ + p
2
↓ + d
2
= 1, (15)
ν
∑
σ
(
1
epσ¯
+
1
pσd
)
Φσ = U. (16)
Note that the HFA equations can be easily obtained from the
Eqs. (10,11,12,13,14,15,16) by the following ansatz: Eq. (16)
should be replaced by the equation ν = 0, λσ → λHFσ . Note
that ν = 0 implies the vanishing of λσ and these replacements
(especially at large U/t) violate the Eq. (16), which indicates
insufficiency of HFA. The condition ν = 0 is equivalent (by the
Schwarz inequality) to z2↑ = z2↓ = 1, which means that electronic
motion is insensitive to the character of site states, even in the
sense of averaging single and double site occupancies (nσ =
p2σ + d2).
The saddle point expression for the thermodynamic potential
of the spiral state(per site) Ω(Q) has a form
Ω(Q) = Ud2 −
∑
σ
λσ(p2σ + d2) + Ωf(z2σ, λσ), (17)
where Ω f (z2σ, λσ) is the standard potential for the non–
interacting electron system in the field λσ, with narrowed (by
factor z2σ) spectrum
Ωf(z2σ, λσ) ≡ −(T/N)
∑
ks
log
(
1 + exp(−Es(k)/T ) . (18)
The resulting wave vector is determined by the minimization
ofΩ over various spiral states (spiral wave vector Q). The mini-
mization ofΩ(Q) with respect to Q was performed numerically
while Q was running in the most relevant region of its param-
eter space; the step of changing its components is 0.01pi (here
and hereafter the lattice parameter a is taken to be unity). Since
Ω in the ground state actually depends on the chemical poten-
tial µ as a parameter, we can determine the dependence of the
magnetic structure on µ by a procedure taking into account the
possibility of the phase separation [8].
3. Results
3.1. 2D lattices
We calculated the phase diagrams of the ground state at dif-
ferent t′/t values within the Hartree–Fock approximation in [8];
for t′ = 0 we present these results in Fig. 1a). Analogous phase
diagram obtained within SBA is shown in Fig. 1b [26]. Note
that for both these approaches the phase transitions between
the different magnetic states are generally first-order transitions
that leads to considerable regions of phase separation.The ac-
count of PS considerably distinguishes the phase diagram ob-
tained within SBA from that presented in [20], where PS was
disregarded. The separation regions between the antiferromag-
netic phase and the spiral magnetic states (parallel, Q = (Q, pi)
and diagonal, Q = (Q, Q)) are especially wide. Therefore, the
regions of the pure spiral states are narrowed. In particular, this
refers to the diagonal phase, the existence of which becomes
possible only at U > 11t. The phase transition between the
paramagnetic and spiral magnetic states is of a second order.
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Figure 1: Ground state magnetic phase diagram of the Hubbard model for the
square lattice with t′ = 0 at n < 1 within (a) HFA [8] and (b) SBA. The phase
diagram for the case n > 1 due to the electron–hole symmetry (n ↔ 2 − n)
coincides with the given one. The spiral phases are denoted according to the
form of their wave vector. Filling shows the regions of the phase separation.
Bold lines denote the second order phase transitions. Solid lines correspond to
the boundaries between the regions of the homogeneous phase and the phase
separation. Dashed lines show the regions of the separation of different phases.
QAFM = (pi, pi)
One can see that the electron correlations lead to a notice-
able suppression of the magnetically ordered states in compari-
son with HFA: the corresponding concentration intervals in the
phase diagram decrease strongly, and the variety of the spiral
states disappears. Besides that, in the slave boson approxima-
tion there occurs a wide region of paramagnetic state. The fer-
romagnetic state covering a considerable part of the diagram
within HFA is shifted to the region of large values U & 60t.
This behavior reproduces the result obtained in [20] and is in a
good agreement with the variational study of the stability of the
saturated ferromagnetic phase [2]. The region of the separation
of the antiferromagnetic and spiral phases is narrowed by about
a factor of 2.
According to our calculations, even unrestricted increase of
U does not make the magnetically ordered states stable far from
half filling: at U = ∞, there are no spiral magnetic solu-
tions to equations of the slave boson method at n < 0.37 and
3
n > 1.63.At the same time, the saturated ferromagnetic solu-
tion becomes more favorable than the spiral ones at 1−n < 0.3.
Thus, the spiral magnetic state at large U values far from half
filling replaces the saturated ferromagnetic one. In contrast
to [3], the unsaturated ferromagnetic solutions exist within our
approach, but they are always energy unfavorable in compari-
son with the saturated ferromagnetic or spiral magnetic states.
Up to the end of this Section we present our results for the
square lattice for nonzero value of t′ for which the particle–hole
symmetry breaks down: The difference of hole–doped (n < 1)
and electron–doped (n > 1) systems properties is of a great
interest[8]. We present the phase diagram for t′ = 0.2t within
HFA (Fig. 2) and SBA (Fig. 3). In comparison with the case
t′ = 0, for the case n < 1 the diagonal phase shifts to the re-
gion of much smaller U/t values and the parallel phase becomes
more extended over the concentration parameter. The physical
origin is the shift of the density value nvH corresponding to the
coincidence of the Fermi level in the paramagnetic phase and
the van Hove singularity level (for t′ = 0.2t nvH ≈ 0.83) with
respect to half filling (n = 1): at t′ , 0 these points give their
own tendencies to the corresponding magnetic ordering. We see
that in the hole–doped half of the phase diagram the correlation
effects lead only to a quantitative renormalization of the phase
boundaries.
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Figure 2: Ground state magnetic phase diagram for the square lattice with
t′ = 0.2 within HFA [8]. Dashed lines denote the first order phase transitions in
the case where the region of the phase separation is narrow. The notations are
analogous to that in Fig. 1
In the case of n > 1, the correlation effects are more sig-
nificant: all homogeneous spiral states disappear, except for a
narrow region of the parallel phase. Such a suppression of mag-
netism is explained by the fact that here all the singular features
come from the point n = 1. Far from half filling, any spiral
magnetism is impossible and the saturated ferromagnetism is
unfavorable in comparison with the paramagnetic phase at any
large U value, when correlations are taken into account. Thus,
the electron–hole asymmetry is enhanced considerably in com-
parison with HFA.
These results can be used for qualitatively explaining of
 0
 2
 4
 6
 8
 10
 12
 14
 0  0.5  1  1.5  2
U/t
n
PM
PM
(Q,Q)
(Q,pi)
(Q,pi)
AF+
(Q,Q)
AF+
(Q,pi)
AFAF+
(Q,pi)
FM
(0,pi)
Figure 3: The same as in Fig. 2 within SBA
the magnetic properties of layered high–temperature supercon-
ducting perovskites, for which the fitting of the angular re-
solved photoemission spectroscopy spectra to the bare model
one yields t′ ∼ 0.2t. The results are in agreement[26] with
the experimental data on the magnetic structure of the hole–
doped compound La2−pSrpCuO4, which has a close value of
the t′/t parameter [27–30]. At the same time, for the high tem-
perature superconducting compound Nd2−xCexCuO4, in which
the charge carriers are electrons, the homogeneous commensu-
rate antiferromagnetic ordering is stable up to x = 0.14 [31] in
agreement with our results for n > 1 (see Fig. 3).
3.2. 3D lattices
Now we present the results for three–dimensional lattices:
simple cubic (sc) and body centered cubic (bcc) lattices. First
we consider the ground state magnetic phase diagram for sc lat-
tice with t′ = 0. The physical picture is very similar to that for
the square lattice (see Fig. 4 for comparison of the results of
HFA (a) and SBA (b) approaches): the density value n = 1 cor-
responding to both van Hove singularity and perfect antiferro-
magnetic nesting peculiarity retains its crucial role. The spiral
Q = (Q, pi) magnetic phase for the square lattice is replaced by
the spiral with Q = (Q, pi, pi). Note that finiteness of the density
of states at the Fermi level corresponding to n = 1 in the para-
magnetic phase (which makes the tendency to ferromagnetic
ordering weaker within the Stoner theory) does not actually af-
fect the phase diagram since this tendency is in any case much
weaker than the antiferromagnetic instability tendency present
in the vicinity of half–filling.
We consider the results of SBA in the case of non–zero t′ (see
Fig. 5) where these tendencies are well separated. One can see
that in the vicinity of nvH ≈ 0.25 and rather small U/t ≈ 1.5
the competition of diagonal (Q = (Q, Q, Q)) and ferromagnetic
phases is present to the right of nvH (this has a direct analogy
in the square lattice case). On the other hand, there is PS into
the paramagnetic and ferromagnetic phases to the left of point
nvH; this does not occur in the two–dimensional case. However,
the ferromagnetic region is rather narrow and survives (as well
4
as the diagonal phase) in the vicinity of nvH; this feature is dif-
ferent from the square lattice. As well as in the 2D case, we
found hole–particle strong asymmetry: for n < 1 the variety of
magnetic phases appears at not too large U/t. For instance, at
a realistic value U = 4t we found AFM phase in the vicinity of
half–filling, which is replaced by the phase with Q = (Q, pi, pi)
(and a small fracture of (Q, Q, pi) phase) as the density becomes
lower. Then one observes a wide non–magnetic region, and
at low density the system enters the region of ferromagnetic
and diagonal phase competition. For n > 1 the magnetism is
strongly suppressed (as well as in 2D case).
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Figure 4: Ground state magnetic phase diagram for the simple cubic lattice
with t′ = 0 at n < 1 within (a) HFA and (b) SBA. The notations are analogous
to that in Fig. 1. At second order transitions between collinear AFM and spiral
phases the wave vector Q reaches continuously the Brillouin zone boundary
(Q = pi); QAFM = (pi, pi, pi)
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Figure 5: Ground state magnetic phase diagram for the simple cubic lattice
with t′ = 0.3 within SBA. QAFM = (pi, pi, pi)
In Fig. 6 we present the results for the bcc lattice Hubbard
model in the case t′ = 0. One can see that correlation effects
strongly but only quantitatively renormalize the boundary phase
lines in a rather wide vicinity of half–filling, but well away from
half–filling they fully destroy magnetic ordering. The van Hove
singularity corresponding to n = nvH = 1 results in this case in
an especially wide PS and magnetic phase regions; the domi-
nating magnetic order is diagonal one (Q = (Q, Q, Q)). This is
a manifestation of especially strong van Hove singularity at the
band centre for the bcc lattice.
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Figure 6: Ground state magnetic phase diagram for the body centered cubic
lattice with t′ = 0 at n < 1 within (a) HFA and (b) SBA. At second order
transitions the wave vector Q reaches continuously the Brillouin zone boundary
(Q = pi or 2pi); QAFM = (0, 0, 2pi)
We present the results for bcc lattice with t′ = 0.3t obtained
within HFA (Fig. 7) and SBA (Fig. 8). It is evident that the re-
sults are considerably different from square and sc lattices. For
electron doping the correlation effects results in the fact that
up to large U/t pure antiferromagnetic ordering in the vicin-
ity of half–filling occurs, which is changed by paramagnetic
phase for n & 1.4. The variety of magnetic phases which ex-
ist far away from half–filling in HFA vanishes. For hole dop-
ing at rather large U/t & 10 there occur ferromagnetic phase
and Q = (0, 0, Q) phase which can be considered as a modu-
lated ferromagnetic phase. At smaller U/t the diagonal (0, 0, Q)
phase becomes favorable in a wide region. In HFA there exists
PS into ferromagnetic and AFM phases in the vicinity of half–
filling. It is interesting that in this case correlations practically
do not renormalize critical values of U. However the structure
of PS regions is strongly changed.
4. Conclusions and Discussion
The results obtained can be applied to analysis of properties
and phenomena in d–metals and their compounds, especially
with fcc and bcc structures. The correlations effects consid-
ered can be important, e.g. for metal–insulator (Mott) transi-
tions. Within the Hartree–Fock approximation including spiral
states the latter problem was treated in [32].
The slave boson approximation enables one to take into ac-
count correlations in terms of a few parameters renormaliz-
ing the electron spectrum. Such an approach is more simple
5
 0
 5
 10
 15
 20
 0  0.5  1  1.5  2
U/t
n
FM (pi,pi,pi)
(pi,pi,pi)
AF
AF+
(pi,pi,pi)
AF+FM
(Q,2pi,2pi)
(Q,Q,Q)
PM PM
(pi,pi,2pi)
(pi,pi,2pi)
Figure 7: Ground state magnetic phase diagram for bcc lattice with t′ = 0.3
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and transparent in comparison with dynamical mean–field the-
ory (DMFT) which employs local approximation for the self–
energy, so that spectrum renormalization is difficult for the in-
terpretation. We see that correlation effects lead to strong sup-
pression of the regions of the existence of the magnetic phases.
At the same time, the first-order transitions and the noticeable
regions of the phase separation between the magnetically or-
dered states are retained. The correlation effects near half filling
change only slightly the Hartree–Fock results, so that at small
t′/t they do not modify the sequences of the magnetic states
with increasing U.
The increase in the t′/t parameter leads to a redistribution of
the electron density of states closer to the band bottom and to
the van Hove singularity, which is important for formation of
magnetism. Thus the correlations result in a considerable mod-
ification of the phase diagram. In particular, the paramagnetic
region occurs in the SB method at large U. Besides that, the
asymmetry of the magnetic phases with respect to the sign of
charge carriers increases in comparison with the Hartree–Fock
approximation. When the concentration is far from half filling
and the Fermi level is far from the van Hove singularity, the
magnetic state cannot be formed at any U.
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