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Abstract
Developing machine learning systems from time-varying data requires to consider both the
stationary/non-stationary and the linear/non-linear input data properties. In this work,
some kernel-based approaches are presented to reveal the data main dynamics, enhancing
the samples interpretability and the performance of clustering, classiﬁcation, and regression
systems. Regarding this, a data decomposition approach based on kernel representations
and relevance analysis is developed to capture the main dynamics of time-varying data.
Moreover, a data representation methodology based on kernel adaptive ﬁltering frameworks
is proposed to infer data temporal structure as well as non-linear relations among samples.
In this sense, such a methodology reveals the main dynamics of multi-channel time series
by encoding inter-channel dependencies along time. Finally, a new adaptive ﬁltering quan-
tization scheme is build as a tool to enhance the proposed data representation methodology
performance. Our quantization strategy considers both the input data relations and the
adaptive ﬁltering performance. Proposed kernel-based approaches are tested in synthetic
and real-world datasets. Hence, some human activity analysis experiments are carried out
using Motion Capture Databases. Moreover, brain activity databases are also tested to sup-
port BMI tasks. Overall, our approaches are eﬃcient and competitive to support machine
learning procedures and to highlight the main dynamics of time-varying data.
Keywords: Kernel representations, relevance analysis, spectral clustering, adaptive learn-
ing, time-varying data, multi-channel data.
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Resumen
El desarrollo de sistemas de aprendizaje máquina utilizando datos variantes en el tiempo
requiere considerar la propiedades estacionarias y lineales de los datos de entrada. En éste
trabajo, algunas aproximaciones kernel son presentadas para revelar las dinámicas princi-
pales de los datos, mejorando asi el rendimiento en el agrupamiento y la clasiﬁcación. En
éste sentido, un enfoque de descomosición de datos basado en representaciones kernel y análi-
sis de relevancia es desarrollado para capturar las dinámicas principales de datos variantes
en el tiempo. Además, una metodología de representacion de los datos basada en ﬁltros
adaptativos kernel es propuesta para inferir la estructura temporal así como las relaciones
no lineales entre las muestas. La metodología propuesta, revela las dinámicas principales de
series de tiempo de multiples canales codiﬁcando dependencias entre canales a lo largo del
tiempo. Finalmente, un nuevo esquema de ﬁltro adaptativo cuantizado es construído como
una herramienta para mejorar el rendimiento de la metodología propuesta de representacion
de los datos. Nuestra estrategia de cuantización considera las relaciones de los datos de en-
trada y el rendimiento del ﬁltro adaptativo. Los enfoques kernel propuestos son validados en
datos sintéticos y bases de datos reales. Por lo cual, algunos análsis de actividades humanas
son llevados a cabo utilizando bases de datos Motion Capture. Además, bases de datos de
actividad cerebral son utilizadas para soportar tareas de BMI. En general, nuestros enfoques
son eﬁcientes y competitivos para soportar procedimientos de aprendizaje máquina y para
resaltar las dinámicas principales de datos variantes en el tiempo.
Palabras clave: Representaciones kernel, análisis de relevancia, agrupamiento espectral,
aprendizaje adaptativo, datos variantes en el tiempo.
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Part I.
Preliminary
1. Motivation
Machine learning studies how an automated system can watch the environment, learn to
distinguish patterns, and make decisions. The identiﬁcation, description, classiﬁcation, vi-
sualization, and clustering of events or patterns are important problems for engineering
developments and scientiﬁc issues, such as: biology, medicine, economy, artiﬁcial vision, ar-
tiﬁcial intelligence, industrial production, Brain Machine Interfaces (BMI), among others.
Therefore, in the last decades, machine learning community has been dedicating enormous
research eﬀorts to develop mathematical tools and methods to estimate the main patterns
of a given process [2–4].
In a local context, the Digital Signal Processing and Control Group (DSP&CG) of the
Universidad Nacional de Colombia has been working in the analysis of biosignal data, in
order to propose machine learning methodologies to support the development of automatic
systems for diagnostic assistance [5–10]. Recently, the research group is interested in the
analysis of brain activity to detect cerebral pathologies and to support further rehabilitation
procedures. In fact, world-wide machine learning and medical communities are interested in
the treatment of such kind of diseases based on BMI systems, which use machine learning
tools to allow the user to interact with the environment from the analysis of its own brain
signals [11, 12]. Finally, the DSP&CG is also interested in the dynamical analysis of video
and image data, in order to support motion and biomedical image data analysis, for both
health and interactive purposes, which are also world-wide topics of interest [13–16].
2. State of the Art
In machine learning systems it is diﬃcult to interpret the available information due to its
complexity and the large amount of obtained features. In addition, the analysis of the in-
put data requires the development of data representation methodologies to unfold the main
dynamics of the studied process, specially, when such signals contains diﬀerent structures
varying over time, e.g., non-stationary process [4, 12]. When the analyzed signals con-
tain such kind of time properties, directly applying machine learning procedures without
considering a suitable model that deals with both the statistical distribution and the time
structure, could lead in unstable results. Indeed, time in itself is fundamental and crucial
to many real-world problems because the instantaneous random variables are hardly ever
independently distributed, i.e., stochastic processes possess a time structure [11, 17]. For this
reason, there are widely used measures quantifying the time structure. Moreover, there are
a number of methods that are solely based on the statistical distribution, ignoring the time
structure. Besides, most of the algorithms for signal analysis are based on the assumption
of independent distribution of the data, which in many cases is not realistic. Therefore, an
accurate description of a stochastic process requires the information of both the distribution
and its time structure, in order to properly learn the data dynamics [18]. In this sense,
a common problem when analyzing high-dimensional signals resides in the identiﬁcation of
latent patterns at diﬀerent time scales (non-stationarity).
Overall, the problem of data-driven phase identiﬁcation is addressed by a huge number of
approaches, which can be roughly classiﬁed as either non-dynamical or dynamical methods.
On one hand, the class on non-dynamical methods exploits solely geometrical properties of
the data for clustering, regardless of their temporal occurrence [19]. On the other hand,
dynamical methods additionally take into account the temporal dynamics of data. Latter
class of methods can further be divided into Bayesian approaches, and the so-called local
kernel methods. Former approaches assume that the underlying dynamics are governed by
a stationary probabilistic model. Particularly, the assumption of stationarity holds, e.g., a
locally constant mean value and a locally constant variance. In many real world applications,
however, these implications are not valid due to theoretical or practical reasons, e.g., video
data analysis, biosignals analysis, time series forecasting, etc [4].
Moreover, other approaches aim to deal with non-stationary signals using kernel based
representations. Such algorithms have been achieved successful in various machine learn-
ing problems. These methods show powerful classiﬁcation and regression performance in
complicated nonlinear problems, when using Mercer kernels to map the original inputs into
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a high-dimensional feature space, and then performing the linear learning in feature space
[2, 12]. Overall, traditional oﬀ-line learning machines based on kernel methods aim to reveal
similarities among samples using just a given kernel function. In case of analyzed signals con-
taining diﬀerent time and/or spatial dynamic structures, however, the learning performance
might not be suitable if modeled as a time invariant process by a single stationary kernel
[3]. Therefore, most of the current dynamical approaches based on kernel frameworks lack
of automatic methodologies that allow to infer the real dynamical behavior of the learning
task (e.g. classiﬁcation and regression), because those methods assume that the training and
testing data have the same distribution over time, which is not the case in many real-world
problems [20–22].
In addition, although kernel based methods can be considered as a powerful machine
learning tool for revealing nonlinear data dynamics, it is important to note that they usually
require signiﬁcant memory and computational burden, because of the necessity of calculating
a large Gram matrix [12]. As an alternative to deal with these drawbacks, online kernel
learning (OKL) methods provide more eﬃcient way to identify the dynamics of the process
incrementally, in common by gradient descent techniques [23]. In this sense, OKL allows to
take into account the time structure of the process, while updating the statistical distribution
of the stochastic process. However, the extension of kernel methods to online settings, when
data arrives sequentially, has proven to provide some unsolved challenges [24, 25]. First, the
standard online settings for linear methods tend to overtrain the system when applied to an
estimator using a Hilbert Space method, because of the high-dimensionality of the weight
vectors. Second, the functional representation of classical kernel based estimators becomes
more complex as the number of observation increases. Thus, the complexity of the estimator
used in prediction increases linearly over time. Third, the training time of incremental
update algorithms typically increases interlinearly with the number of observations. Finally,
for a non-stationary learning system, the free parameters of the online learning algorithm
should be adaptive, which still remains an open issue [12].
Furthermore, in many real-world applications, the input data consists of multi-channel
time-series, thus is, we have to deal with the time structure and the statistical distribution
of the data, but also, it should be considered that each time-series can be related with the
others. In other words, the studied phenomenon is composed by inter-channel relations
varying over time. Regarding this, the complete information to solve such kind of problems
resides in the joint probability density function of the multivariate data, but it is never
done due to the high dimensionality of the joint distributions. Since each channel can be
considered as the marginal density of the joint probability of multivariate data, some ap-
proaches model the conditional dependence only with respect to the history of a vector of
channels [26]. So, they quantify temporal functional connectivity patterns by estimating
pairwise dependencies among channels to characterize its joint information. By instance,
functional connectivity patterns are employed to analyze EEG and spike trains data in [26–
28]. However, the functional connectivity patterns are represented by graphs or matrices
5instead of vectors, which carries diﬃculties when one wants to use graphs as an input to
the machine learning system. Other research directly addressing functional connectivity
graphs or matrices, implements graph theory to quantify the topological properties of a
graph pattern, including node degree, clustering coeﬃcient, betweenness centrality, among
others [29, 30]. These topology metrics extract feature vectors from the functional connec-
tivity graphs/matrices, which allows the implementation of traditional modeling approaches
using a vector-based input space. Nonetheless, the extracting process reduces the details of
the graph structure. In [26] a kernel for functional connectivity matrices is designed, which
allows to apply kernel-based machine learning algorithms directly from temporal functional
connectivity patterns with less information reduction, which could be useful to highlight the
multi-channel dependencies in an assembly. Nevertheless, how to design a suitable parameter
selection for the employed kernel is still an open issue, not mentioning that those similarities
measures are based on isotropic kernels, which only take into account the distance (norm)
between two graph matrices [31]. Hence, the local properties of the graphs could be not
properly estimated.
3. Objectives
3.1. General objective
Develop kernel-based approaches to support the analysis of time-varying data by considering
both input samples temporal structure and non-linear data relations. Proposed approaches
are aimed to reveal the main dynamics of stationary/non-stationary time series, enhancing
the input data interpretability and the performance of clustering, classiﬁcation, and regres-
sion systems.
3.2. Specific objectives
• Develop a data decomposition approach based on kernel representations and relevance
analysis that allows to capture the main dynamics of time-varying data. Presented ap-
proach should be useful to interpret visually intrinsic process variations and to enhance
the performance of clustering and classiﬁcation systems.
• Propose a data representation methodology using kernel adaptive ﬁltering frameworks
to infer samples temporal structure and non-linear data relations. Proposed method-
ology should reveal the main dynamics of multi-channel time series by encoding the
non-linear inter-channel relations along time. Moreover, presented algorithm should be
tested in terms of adaptive ﬁltering accuracy and main dynamics visual interpretability.
• Built a quantization scheme for the proposed data representation methodology that
considers the input data relations and the adaptive ﬁltering performance. Build scheme
should enhance the performance of proposed data representation methodology in terms
of ﬁltering accuracy and main dynamics visual interpretability.
Part II.
Materials and Methods
4. A New Approach to Identify Data
Main Dynamics Using
Kernel-Based Decomposition
The main dynamic identiﬁcation of time-varying data is an emergent task that has become
of great interest today for the scientiﬁc community on pattern recognition and machine
learning. There are a lot of important applications in which a dynamic analysis is needed,
such as human motion analysis, people identiﬁcation [32], image segmentation [33], and
video analysis [34]. In the state-of-art two main open issues related to time-varying analysis
are considered: nonlinear data distributions and non-stationary behaviors. To solve this
problems highlighting time-varying trajectories and identifying data main dynamics are pro-
posed. For the former, a tracking approach is proposed, which takes advantage of spectral
properties from a kernel-based clustering as well as a relevance ranking procedure. For the
latter, a system allowing to identify and classify characteristic patterns on the input data
has to be developed [35] [36].
This chapter is organized as follow: In Section 4.1, a relevance analysis to highlight time-
varying trajectories is proposed. In Section 4.2, a kernel-based projection to identify data
main dynamics is proposed. Obtained results are described and discussed in Section 4.3.
Finally, the concluding remarks are presented in Section 4.4.
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4.1. Relevance Analysis from Kernel-Based
Decomposition-RAKD
First, the input data are represented using a kernel function, second an eigen-based decom-
position is performed to apply a relevance ranking over the samples, similarly as the feature
relevance ranking proposed in [37]. It is important to highlight that such a decomposition
is obtained as a solution of a quadratic optimization problem, where an energy function is
maximized. Therefore the relevance vector is computed by a linear combination of resulting
eigenvectors [33].
Decomposing Data using Kernel Spectral Clustering
The aim of kernel spectral clustering (KSC), introduced in [38], is to divide a data set of
N samples into K homogeneous and disjoint subsets. Consider that the data is arranged in
a data matrix X ∈ RN×p assuming that each sample vector xi is p-dimensional. Assume
a latent variable model for the projections E ∈ RN×ne as E = ΦW + 1N ⊗ b⊤, being
Φ =
[
ϕ(x1)
⊤, . . . ,ϕ(xN)
⊤
]⊤
, Φ ∈ RN×dh, where ϕ : Rp → Rdh ;x 7→ ϕ(x), is a mapping
function from the original space to a new dh-dimensional space. Usually, dh >> p and
dh →∞ are assumed. W = [w(1), · · · ,w(ne)],W ∈ Rdh×ne is a weighting factor matrix, 1N
is a N dimensional ones vector, and b = [b1, . . . , bne], b ∈ R
ne, is a vector containing bias
terms. Notation ⊗ stands for the Kronecker product and term ne denotes the number of
considered support vectors. According to [38], within a least-square support vector machine
framework, a matrix primal formulation of KSC can be stated as:
min
E,W ,b
1
2N
tr(E⊤V EΓ )−
1
2
tr(W⊤W ) (4-1)
s.t. E = ΦW + 1N ⊗ b
⊤ (4-2)
where tr(·) denotes the trace operator, and Γ = Diag([γ1, . . . , γne]) is a diagonal matrix
formed by the regularization terms. KSC problem in equation (4-1) is solved by means of
the lagrangian strategy, as follows:
L(E,W ,Γ ,A) =
1
2N
tr(E⊤V EΓ )−
1
2
tr(W⊤W )− tr(A⊤(E −ΦW − 1N ⊗ b
⊤))
where matrix A = [α(1), · · · ,α(ne)], A ∈ RN×ne contains the Lagrange multiplier vectors,
and α(l) ∈ RN is the l-th Lagrange multiplier vector. Then, we determine the Karush-
Kuhn-Tucker conditions by solving the partial derivatives on L(E,W ,Γ ,A). Afterwards,
by eliminating the primal variables, the optimization problem posed in equation (4-1) is
reduced to the following dual problem: AΛ = V HΦΦ⊤A, where Λ = Diag(λ1, . . . , λne) is
a diagonal matrix formed by the eigenvalues λl = N/γl of the Laplacian matrix V HΦΦ
⊤A,
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matrix H ∈ RN×N is a centering matrix deﬁned as H = IN − 1/(1⊤NV 1N)1N1
⊤
NV , being
IN a N -dimensional identity matrix. In addition, by applying the kernel trick in such a
way that Ω ∈ RN×N is the kernel matrix Ω = [Ωij ], Ωij = g(xi,xj), i, j ∈ [1, N ], we have
that Ω = ΦΦ⊤, and g(·, ·) is a kernel function. Here, the well-known Gaussian kernel is
considered, which can be deﬁned as
g (l (xi,xj) ; σ) , exp
(
−
l (xi,xj)
2
2σ2
)
, (4-3)
where σ ∈ R+ is the kernel band-width and l (·, ·) ∈ R+ is a certain introduced distance
operator. So, we use Eq. (4-3) as a kernel-based data representation to encode nonlinear
relationship between samples. Note that matrix A becomes the eigenvectors. As a result,
the set of projections can be calculated as follows:
E = ΩA+ 1N ⊗ b
⊤ (4-4)
Taking into account that Ω represents the similarity matrix of a graph with K con-
nected subgraphs and assuming V = D−1, being D ∈ RN×N the degree matrix deﬁned as
D = Diag(Ω1N), such subgraphs can be infered from the K − 1 eigenvectors associated
to the largest eigenvalues. Therefore, ne value is ﬁxed to be K − 1. Afterwards, since each
cluster is represented by a single coordinate in the (K − 1)-dimensional eigenspace, we can
encode the eigenvectors considering that two points are in the same cluster if they are in
the same orthant in the corresponding eigenspace [39]. Therefore, by binaryzing the rows
of the projection matrix E, we obtain the codebook as E˜ = sgn(E), where sgn(·) is the
sign function. Thus, its corresponding rows are codewords, which allow to form the clusters
according to the minimal Hamming distance.
Computing Eigen-Based Relevance Vector
In order to highlight time-varying trajectories, a relevance vector is introduced. This is done
by combining the KSC with an extended sample relevance procedure in order to track the
dynamic behavior along a given sequence.
To this end, similarly as the relevance analysis explained in [37] in which a functional
regarding a non-negative matrix is introduced, we pose an optimization problem. Never-
theless, our approach is formulated for obtaining the ranking values for samples instead of
features, as follows: The non-negative matrix is chosen as Ω. By recalling equation (4-4),
an energy maximization problem is written as:
max
U
tr(U⊤Ω⊤ΩU) (4-5)
s.t. U⊤U = Ine (4-6)
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The orthonormal rotation matrix is U ∈ RN×ne, such that the linear transformation
Z ∈ RN × ne of kernel matrix is Z = ΩU . Considering the previously described procedure
(Decomposing Data using Kernel Spectral Clustering), we can notice that tr(U⊤ Ω⊤Ω U) =
tr(Λ2) and therefore a feasible solution of the problem is U = A. Now, as explained in [33],
a relevance vector η ∈ RN can be expressed as a linear combination of vectors α(l) then:
η =
ne∑
l=1
λl|α
(l)| (4-7)
where | · | denotes absolute value. Accordingly, the value ηl represents the relevance of a
unique sample.
4.2. Kernel-Based Projections to Identify Data Main
Dynamics-KPIMD
Our proposed KPIMD employs a kernel-based projection. To identify data main dynamics,
a kernel representation estimates multi-channel data temporal relations. In this sense, we
calculate a mapping based on Kernel Principal Component Analysis (KPCA), in order to
obtain a low-dimensional space that encodes the data main behaviors.
Kernel-based multi-channel data representation
Let us assume that input data matrix X ∈ RN×p holds N samples with p channels. Then,
our aim is to identify the main relationships that the channels share along time to infer
time-varying data patterns. For such purpose, a kernel function is employed to discover
such relationships by means of ϕ. Thus, the inner product between two samples (xi,xj) is
computed in a Reproducing Kernel Hilbert Space (RKHS). Taking advantage of the so-called
kernel trick, the kernel function can be computed directly from X.
Then, from equation (4-3) the similarity matrix Ω ∈ RN×N can be estimated. It is
important to note that other kind of kernels could be used, e.g., linear, polynomial, Laplacian,
tangential, among others. The selection of the kernel function depends on the prior data
known about a given application (see [2, 31]). In this sense, Ω encodes the temporal relations
of the multi-channel input data. Analyzing the pair-wise similarity information into Ω, it is
possible to cluster (segment) samples that are related to the same temporal phenomenon. If
input data are composed by diﬀerent processes, or the multi-channel data is non-stationary,
an unique kernel function is not enough to deal with such changes along the time, not
mentioning the need to consider the time structure of such kind of processes.
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Automatic multi-channel data segmentation
From the above mentioned kernel-based multi-channel representation, and in order to ﬁnd
out the main dynamics into X, we propose to use an eigen-based decomposition of Ω to
calculate a low-dimensional space Y ∈ RN×q, with q < p, which reveals the main com-
ponents of X. Therefore, the well-known Kernel Principal Components Analysis - KPCA
algorithm is performed over Ω [2]. Before applying KPCA, a Laplacian based normaliza-
tion is employed to avoid the eﬀect of outliers, thus, the matrix LM ∈ RN×N is com-
puted as LM = B−1/2ΩB−1/2, where B ∈ RN×N is a diagonal matrix with elements
dii =
∑n
i=1Ωij . Afterwards, the low-dimension KPCA mapping is obtained as Y = LMV eg,
where Veg ∈ RN×q is a matrix containing the ﬁrst q eigenvectors of LM , after discarding the
ﬁrst one as trivial solution.
As a result, we obtain a low-dimensional representation that contains the main dynamics
of X. Hence, we ﬁnd the local maxima or peaks vector ρ ∈ RF , where F indicates the
number of found peaks into the ﬁrst coordinate (column vector) y of Y . Note that, each
column vector of Y could be related to a diﬀerent cyclic component of X. However, for
complex dynamics and/or non-stationary environments, such components can mix more than
one cyclic behavior. As a ﬁrst approach, here, we assume that the given multi-channel data
encodes an unique cyclic dynamic. Besides, the signal to noise ratio is high enough to ensure
stable performances. Then, each element of ρ is estimated as follows. We compare each
element yi against its two nearest neighbors yi−1 and yi+1. If yi value is higher than the
value of its neighbors, so, yi is labeled as a local peak and ρf = i, with f ∈ {1, . . . , F}.
After that, we compute the diﬀerences between adjacent elements of ρ and ﬁnally, take
into account the amount of peaks found F , we obtain F − 1 segments of X. Fig. 4-1
illustrates the proposed approach for automatic multi-channel segmentation using a kernel
based representation.
Time series
Computing
Kernel
X Finding
Segments
Identifying
Peaks
r
Figure 4-1.: Proposed methodology for multi-channel data segmentation.
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4.3. Experiments and Results
4.3.1. Databases
Three-moving Gaussian
An artiﬁcial three dimensional Gaussian data sequence is considered, which consists of Gaus-
sian data with 3 clusters in such a way the deviation standard is static for all the frames and
means are decreasing to move per frame each cluster towards each other. Namely, for a total
of Nf frames the mean and standard deviation vectors at r-th frame are respectively in the
form µ = [µ1, µ2, µ3] = [−20(1 − r/Nfm), 0,−20(1 − r/Nfm)] and s = [s1, s2, s3] = [1, 2, 3],
being µj and sj the mean and standard deviation corresponding to the j-th cluster, respec-
tively; as well as j ∈ {1, 2, 3} and r ∈ {1, . . . , Nf}. The number of data samples per cluster
is 300 and the considered total of frames is 100. Thus, each frame is in size 900 × 3 which
means that xi is of length 2700 as well as data matrix is X ∈ R100×2700. In Fig. 4-2, some
frames of moving Gaussian are depicted.
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Figure 4-2.: Three Gaussian Database
Motion Capture
The CMU MoCap is used1. Such data were recorded in a MoCap lab at Carnegie Mellon
University, which contains 12 Vicon infrared MX-40 cameras, each of which is capable of
recording 120 Hz with images of 4 mega pixel resolution. The cameras are placed around
a rectangular area, of approximately 3m × 8m, in the center of the room. Subjects wear
a black jump suit and have 57 markers taped on, and the Vicon cameras see the markers
in infra-red. The images that the various cameras pick up are triangulated to get 3D data
representation. The subjects are asked to perform several human motions activities, which
are captured by the MoCap system. Then, a video in BVH format for each motion activity
by a given subject is recorded. For each video, an input multi-channel matrix X ∈ RN×p
is obtained, where p = 57 × 3 = 171 corresponds to the 57 joints in 3D coordinates, and N
represents the number of frames in the BVH ﬁle. As seen from Fig. 4-3, it is possible to
notice some examples from the database used on this work.
1http://mocap.cs.cmu.edu/
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Figure 4-3.: Some MoCap human activities representative frames.
4.3.2. RAKD Results and Discussion
The proposed relevance analysis from kernel-based decomposition, is tested in two databases,
i.e., in an artiﬁcial three-moving Gaussian, as well as, in a MoCap database. For MoCap,
three diﬀerent experiments are carried out, that is, the ﬁrst one correspond to a vertical jump
(subject 2-trial 4), the second one is a set of 20 gait cycle (walk) from diﬀerent subjects, and
ﬁnally the last one is a set of 20 samples of boxing from diﬀerent subjects.
All the experiments are performed under speciﬁc initial parameters, namely, the number of
clusters K and kernel function. For moving Gaussian, we empirically determine that K = 4.
For MoCap database, in case of the Vertical Jump, parameter K is set to be 5, while for walk
and boxing K is set to be 8 and 3 respectively. The considered kernel for both databases is
the Gaussian kernel deﬁned in equation (4-3). Free parameterm is empirically set by varying
it within an interval and then it is chosen as that one achieving greatest Fisher’s criterion
value. In the case of MoCap, we obtain m = 35 for Vertical Jump (jump) and m = 9 for
both walk and boxing ; while m = 10 for the moving Gaussian.
For comparison purposes, kernel K-means (KKM) and Min-Cuts are also considered [40].
The clustering performance is quantiﬁed by two metrics: normalized mutual information
(NMI) [41] and adjusted rand index (ARI) [42]. Both metrics return values ranged into the
interval [0, 1], being closer than 1 when better is the clustering performance. Normalized
Mutual Information (NMI) is often used for evaluating clustering result, information re-
trieval, feature selection etc, and is deﬁned as:
NMI(X, Y ) =
I(X, Y )√
H(X)H(Y )
(4-8)
where X and Y are two random variables, I(X, Y ) is the mutual information between X
and Y . H(X) and H(Y ) are the marginal entropies. On the other hand, Adjusted Rand
Index (ARI) is expressed as follows:
ARI =
IT − IE
IM − IE
(4-9)
where IT is the index to evaluate, IE is the expected index, and IM is the maximum index.
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Results for three-moving gaussian database
Fig. 4-4. depicts the relevance vectors when varying the number of cluster from 2 to 5 on
top, and the corresponding reference labeling vectors at bottom.
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Figure 4-4.: Relevance vectors for three-Gaussian moving
In Table 4-1, are show the clustering performance for both NMI and ARI. Note that K is
the number of clusters previously established. The results are computed using the reference
labels obtained in Fig. 4-4.
Measure K
Clustering Method
KSC KKM Min-Cuts
NMI
2 1 0.9291 1
3 0.5817 0.8068 0.7257
4 0.8839 0.8306 0.6408
5 0.7426 0.9470 0.5966
ARI
2 1 0.9600 1
3 0.4017 0.8135 0.7046
4 0.8924 0.8227 0.5037
5 0.5840 0.9416 0.4148
Table 4-1.: Eﬀect of number of groups in Gaussian database
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Results for motion capture database
• Vertical Jump:
The direct relationship between relevance vector and the partition of natural movements
from Subject 2-trial 4 can be appreciated in Fig. 4-5, where the top row shows one rep-
resentative frame per cluster (in diﬀerent color) while bottom row depicts the relevance
vector until the last frame of the corresponding cluster.
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Figure 4-5.: Relevance vectors for Vertical Jump
In Fig. 4-6, the relevance vectors obtained from the Subject 2 are depicted. Here,
each color represent one diﬀerent cluster for all the movement considered. From left
to right, the reference labels, KSC labels, KKM labels and Min-Cuts labels are shown
respectively.
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Figure 4-6.: Clustering results for Vertical Jump
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The clustering performance for Subject 2 with respect to NMI and ARI is presented
in Table 4-2.
Measure Clustering Method
KSC KKM Min Cuts
NMI 0.8410 0.6982 0.6974
ARI 0.8163 0.5752 0.5400
Table 4-2.: Clustering performance for Vertical Jump
• Walk:
In Table 4-3 the clustering performance for 20 gait cycles obtained from various
subjects are shown. The column sample correspond to the diﬀerent gait cycles (two
steps are considered per each sample).
Measure Sample
Clustering Method
KSC KKM Min-Cuts
NMI
1 0.8735 0.8595 0.7279
2 0.7861 0.7740 0.7905
3 0.8149 0.7627 0.7525
4 0.7833 0.8102 0.7555
5 0.8039 0.7947 0.7689
6 0.7571 0.7623 0.7523
7 0.7078 0.8641 0.8327
8 0.7758 0.7780 0.7759
9 0.7531 0.7784 0.7994
10 0.7518 0.7938 0.7600
11 0.7804 0.8108 0.7806
12 0.9029 0.9167 0.9032
13 0.8861 0.8864 0.7472
14 0.8925 0.8177 0.7765
15 0.8054 0.8067 0.6760
16 0.8273 0.7509 0.8186
17 0.8360 0.8503 0.7858
18 0.8328 0.8016 0.7725
19 0.8317 0.8205 0.8134
20 0.7416 0.8207 0.8010
Average 0.8072±0.0538 0.8138±0.0437 0.7795±0.0452
ARI
1 0.8008 0.7771 0.5190
2 0.6399 0.6078 0.6480
3 0.7006 0.5937 0.5713
4 0.6383 0.6625 0.5599
5 0.6892 0.6610 0.6036
6 0.5753 0.5817 0.5629
7 0.5010 0.7859 0.7361
8 0.6105 0.6284 0.6168
9 0.6009 0.6121 0.6300
10 0.5787 0.6525 0.5778
11 0.5991 0.7113 0.6102
12 0.8551 0.8733 0.8573
13 0.8302 0.8315 0.5534
14 0.8483 0.6859 0.5955
15 0.6761 0.6422 0.4062
16 0.6973 0.5280 0.6380
17 0.7134 0.7656 0.6101
18 0.7328 0.6608 0.5777
19 0.7387 0.7155 0.6992
20 0.5563 0.6753 0.6164
Average 0.6791±0.1010 0.6826±0.0878 0.6095±0.0886
Table 4-3.: Clustering performance for walk
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• Boxing:
In Table 4-4 the clustering performance for 20 samples of boxing from diﬀerent subjects
are shown in terms of the considered measures. The boxing samples was segmented
taking into account two movements, that is, defense position and attack position.
Measure Sample
Clustering Method
KSC KKM Min-Cuts
NMI
1 0.6423 0.6694 0.4263
2 0.4760 0.6179 0.4377
3 0.6175 0.6120 0.2572
4 0.5785 0.5722 0.6345
5 0.5186 0.5782 0.4606
6 0.4745 0.6219 0.6733
7 0.4891 0.4917 0.6126
8 0.5767 0.7028 0.6664
9 0.4620 0.5298 0.3720
10 0.6009 0.8983 0.7427
11 0.6221 0.5876 0.5794
12 0.7318 0.5735 0.2784
13 0.6157 0.5881 0.7094
14 0.5951 0.5984 0.3390
15 0.4066 0.6377 0.6442
16 0.5038 0.5487 0.5316
17 0.4719 0.5675 0.4426
18 0.5412 0.6762 0.3649
19 0.8173 0.7920 0.7849
20 0.4566 0.4569 0.3363
Average 0.5599±0.1007 0.6160±0.1007 0.5147±0.1632
ARI
1 0.5821 0.6249 0.3267
2 0.3377 0.5580 0.2731
3 0.5789 0.5501 0.1605
4 0.4719 0.4681 0.5604
5 0.3855 0.4940 0.2804
6 0.3252 0.5528 0.6036
7 0.3371 0.3991 0.5599
8 0.4741 0.6707 0.6195
9 0.2989 0.4217 0.2217
10 0.5494 0.9343 0.7353
11 0.5463 0.5252 0.5148
12 0.6431 0.4891 0.1686
13 0.5376 0.4841 0.6487
14 0.5105 0.5116 0.2324
15 0.4339 0.5167 0.5481
16 0.3638 0.4450 0.4129
17 0.3055 0.4922 0.3171
18 0.4100 0.6445 0.2480
19 0.8439 0.8437 0.8335
20 0.2606 0.2638 0.1266
Average 0.4598±0.1433 0.5445±0.1485 0.4196±0.2105
Table 4-4.: Clustering performance for boxing
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Discussion
The relevance vector (η) obtained for three-Gaussian database is shown in Fig. 4-4, such
vector is considered as the reference labels to quantify the clustering performance by NMI
and ARI. Fig. 4-4 depicts the relevance vectors when varying the number of clusters from
2 to 5 on top, and the corresponding reference labeling vectors at bottom. Moreover as it
can be noted, either K = 2 or K = 4 seems to be the proper number of clusters because in
those modes are well formed and then easily identiﬁable. Then, our approach can also be
used to determine the number of groups in a sequence of frames. Indeed, in Table 4-1 the
best performance is reached when clustering with those values of K.
Besides, similarly to the previous database, now we analyze the relevance vector obtained
using MoCap database. Particularly, for vertical jump, the relevance vector is shown in
Fig. 4-5. On this ﬁgure, the direct relationship between relevance vector and the partition
of natural movements from subject 2-trial 4 can be appreciated, where the top row shows one
representative frame per cluster, while bottom row depicts the relevance vector until the last
frame of the corresponding cluster. As expected, each mode from η plotting corresponds to
a natural cluster, which may even be determined by simple inspection. In Fig. 4-6, we can
appreciate that the identiﬁed local minima determine ﬁve clusters representing ﬁve dynamic
instances along time, associated to Subject #2. We name those clusters as follows: starting
jump (between frames 1 and 95), jump (between frames 96 and 182), arrival to the ground
(between frames 183 and 280), back step (between 281 and 404) and quiet (between frames
405 and 484). The tracking eﬀect can also be veriﬁed in Table 4-2.
In terms of the considered measures, we can observe that KSC outperforms both KKM and
Min-Cuts in the case of MoCap, speciﬁcally in the Vertical Jump, this fact can be attributed
to the coherence and evident linkage between the tracking vector and KSC. Also, note that
the samples are organized in sequence, then we expect resultant clusters do not contain
isolated or disconnected (out of sequence) samples. In other words, clustering indicators
reach low values when samples or frames are intermittently clustered along time. Then, KKM
and Min-Cuts generate partially wrong grouping. Nevertheless, it is worth mentioning that
this experimental framework was done with a speciﬁc type of kernel as well as a determined
parameter tuning, i.e., maximal Fisher’s criterion. Thus, it is possible that such tuning
process may not be appropriate for those methods. Albeit, it must be taken into account
that Fisher’s criterion is applied regardless of the method, that is to say that tuning process
is done not considering the clustering method but the nature of data by means of the within-
and between-variance ratio (Fisher’s criterion).
Despite the good results obtained from Vertical Jump, when we test our relevance vector
in some complex activities like walk and boxing the clustering has a lower performance. That
is, in Table 4-3 there are 20 diﬀerent gait cycles. here it is possible to note that classiﬁcation
results reached a lower performance in comparison with the results in Fig 4-2, this is due
to, walk is a complex activity and has 8 diﬀerent phases in the locomotion process, and our
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method is not enough good to identify more than 5 clusters. Also, in table 4-4 the clustering
performances are low, because in some of the examined samples the subject makes more than
a punch and our relevance vector can not identify behaviors repeated along the time. Note
that for both Tables 4-3 and 4-4, we selected manually only one cycle per sample, because
of, our algorithm failed when an activity is repeated along the time.
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4.3.3. KPIMD Results and Discussion
In order to avoid the bias eﬀect due to the subject translation along the 3-D space when
performing a human activity, e.g. walking and running, a preprocessing stage is carried out,
where each input frame is normalized with respect to the Hips joint 3-D coordinates. Thus
is, this joint will be always centered at the (0, 0, 0) position for every time instant. After
that, we compute the kernel matrix as shown in equation 4-3, where σ is computed according
to the empirical estimation of the Gaussian kernel band-width by the Sylverman’s rule [43].
From such kernel based representation, we estimate the diﬀerent segments for each video as
described in subsection 4.2.
Table 4-5 describes the amount of segments found automatically for each activity with our
approach. Such segments contain the main cycles of the dynamics for the diﬀerent considered
activities. As result we found 910 diﬀerent segments that represent 112045 frames. The main
stages for the proposed automatic segmentation approach are presented in Fig. 4-7 for two
MoCap videos examples.
Furthermore, given the computed segments, the generalization abilities for the provided
experimental conditions are tested by using a 10-fold cross-validation scheme. Regarding this,
a k -nearest neighbors (KNN) classiﬁer is used to recognize automatically diﬀerent activities.
The number of neighbors for this classiﬁer is optimized with respect to the leave-one-out error
of the training set. In this case, two kind of experiments are provided. First, each frame is
employed as an unique sample. Second, for a given video segment, its class membership is
estimated as the mode of the labels of the frames within the segment. In Tables 4-6 and 4-7
the mean confusion matrices for the above mentioned classiﬁcation conditions are presented.
Finally, at the bottom of the Table 4-7, the performance of the proposed methodology is
compared against the results obtained in [44].
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Figure 4-7.: Some automatic segmentation results - Main stages
224 A New Approach to Identify Data Main Dynamics Using Kernel-Based Decomposition
Activity Found Segments Activity Found Segments
jump 68 golf 23
walk 127 boxing 36
run 78 swimming 41
marching 81 yoga 86
salsa dance 114 monkey(HS) 135
chicken(HS) 121
Total: 910 Segments
Table 4-5.: Number of identiﬁed segments per each human activity.
Jump Walk Run Marching Salsa dance Chicken (HS) Golf Boxing Swimming Yoga Monkey (HS)
Jump 92,94 0,16 1,75 0,52 0,96 0,00 0,60 0,00 0,33 1,97 0,46
Walk 1,06 98,22 6,00 0,84 0,52 0,00 0,70 0,00 0,08 0,10 0,00
Run 0,70 1,06 79,84 3,25 1,24 0,00 0,58 0,00 1,93 0,63 0,00
Marching 0,37 0,42 5,16 94,34 0,95 0,00 0,21 0,00 1,47 0,84 0,00
Salsa dance 0,69 0,05 3,38 0,89 93,13 0,00 1,50 0,00 0,39 2,86 0,00
Chicken (HS) 0,00 0,00 0,00 0,00 0,08 100,00 0,00 0,00 0,00 0,14 0,00
Golf 0,09 0,00 0,62 0,00 0,97 0,00 92,28 1,47 0,00 0,80 0,00
Boxing 0,22 0,00 0,00 0,00 0,21 0,00 2,75 97,73 0,00 0,98 0,00
Swimming 0,00 0,09 2,40 0,00 0,12 0,00 0,39 0,10 95,80 0,00 0,00
Yoga 3,83 0,00 0,34 0,15 1,38 0,00 0,77 0,44 0,00 90,02 0,62
Monkey (HS) 0,10 0,00 0,52 0,00 0,45 0,00 0,23 0,27 0,00 1,64 98,92
Table 4-6.: Mean confusion matrix - frames classiﬁcation results
Jump Walk Run Marching Salsa dance Chicken (HS) Golf Boxing Swimming Yoga Monkey (HS)
Jump 98,57 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,83
Walk 0,00 100,00 2,50 0,00 0,91 0,00 0,00 0,00 0,00 0,00 0,00
Run 0,00 0,00 93,75 1,25 0,00 0,00 0,00 0,00 2,36 0,00 0,00
Marching 0,00 0,00 0,00 98,75 0,00 0,00 0,00 0,00 2,50 0,71 0,00
Salsa dance 0,00 0,00 2,50 0,00 99,09 0,00 0,00 0,00 0,00 1,48 0,00
Chicken (HS) 0,00 0,00 0,00 0,00 0,00 100,00 0,00 0,00 0,00 0,00 0,00
Golf 0,00 0,00 0,00 0,00 0,00 0,00 97,50 2,00 0,00 0,00 0,00
Boxing 0,00 0,00 0,00 0,00 0,00 0,00 2,50 98,00 0,00 0,00 0,00
Swimming 0,00 0,00 1,25 0,00 0,00 0,00 0,00 0,00 95,14 0,00 0,00
Yoga 1,43 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 96,32 0,00
Monkey (HS) 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 1,48 99,17
Simple Activities Complex Activities
Benchmark [44] Kernel Multi-Channel Benchmark [44] Kernel Multi-Channel
Mean accuracy 91.96% 97.77% 92.14% 97.88%
Table 4-7.: Mean confusion matrix - video segments classiﬁcation results
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Discussion
In order to evaluate the kernel-based projection proposed. Fig. 4-7 (b) shows the computed
kernel matrix, which properly identiﬁes the cyclic similarities (green circles) into the video.
Now, Fig. 4-7 (c) describes how our method models, in one-dimensional coordinate, the
main relationships among frames. In this case, due to walking is a slow motion with smooth
changes between adjacent frames, the KPCA mapping can be related to a sin function.
Now, from Fig. 4-7 (d) 3 peaks are calculated (red circles), which properly identify the 2
gait cycles performed by the subject. Analogously, at the bottom of the Fig. 4-7, we have
the main segmentation results for a jump MoCap video. Note that, even when jumping is a
cyclic activity with a stronger dynamic of change than walking, our approach is able to infer
such behaviors.
As seen in Fig. 4-7 (f) the computed kernel matrix highlights 2 set of frames that share
a strong similarity into them. Such segments can be identiﬁed in the ﬁrst KPCA coordi-
nate as presented in Fig. 4-7 (g). Again, note that how our approach is able to track the
activity cyclic behavior, even when S1 is smoother and longer than S2. Regarding to the
classiﬁcation results, as can be seen in Table 4-6, the mean confusion matrix for the frame
based classiﬁcation scheme demonstrates how our approach obtains a suitable recognition
accuracy. Overall, performances over the 90% are attained for all the provided classes. The
worst result is obtained for run, where the system is confused with walk and march classes.
Above drawback is expected considering that run is the class with lowest number of seg-
mented sequences (see Table 4-5). Moreover, a frame based classiﬁcation could not be the
best alternative to diﬀerentiate between activities that share many MoCap poses, e.g., run
and walk. Thus is, such video segments are conformed by some frames where the spatial
position of the human body joints are similar for both activities.
It is important to note that our method, in most of the cases, obtains a better frame based
classiﬁcation performance in comparison to a closed work presented in [44]. Moreover, our
approach is a simple solution that includes both, data segmentation and classiﬁcation. Now,
taking into account the segment based classiﬁcation scheme results presented in Table 4-7,
it is possible to see how such alternative is more stable than the frame based classiﬁcation.
Attained results describe an average accuracy over the 95%. Particularly, the worst frame
based classiﬁcation performance (run) is improved from 79, 84% to 93, 75%. Above system
behavior can be explained by the fact that a segment classiﬁcation decision considers the
mode of the frame labels as the segment membership. So, the mode function can be viewed
as a ﬁlter that is robust against wrong decisions due to pose mistakes (human body joint
similarities). Finally, at the bottom of the Table 4-7, the performance of the proposed
methodology is compared against the results obtained [4]. The classiﬁcation success of our
method lies in the automatic segmentation approach, which suitable identiﬁes the main
dynamic cycles of the process.
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4.4. Conclusion
A clustering scheme based on kernel representations and relevance analysis that allows to
capture the main dynamics of time-varying data to support grouping data task was presented.
In this sense, two approaches were proposed to ﬁnd out the main dynamics of time-varying
data. The ﬁrst one is a kernel based relevance analysis, this approach takes advantage of
spectral properties from a kernel-based clustering as well as a relevance ranking procedure
in order to determine relevance factors that has a direct relationship with the underlying
dynamic behavior of analyzed sequence. The proposed approach was tested in two database,
i.e., in a MoCap database as well as in artiﬁcial three-moving Gaussian. The measures used
to evaluate clustering performance are Normalized Mutual Information (NMI) and Adjusted
Rand Index (ARI). In terms of the considered measures, KSC outperforms both (KKM) and
Min-Cuts, which means that the clustering method might be coherent with the relevance
factors and suitable to identify the main dynamics of time-varying data.
By the other hand, the second approach is a kernel based projection, this algorithm is
employed to ﬁnd out the time relationships among channels. In this sense, a KPCA mapping
is calculated to highlight the main dynamics of the studied process in a low-dimensional
space. From such low-dimensional space, a local minimum based method is used to cluster
diﬀerent time segments that share a common behavior. Therefore, our approach is able
to capture cyclic behaviors hidden into multi-channel data. For concrete testing, proposed
approach is used to segment automatically the video data. Such segments are employed to
train a k-nearest neighbors (KNN) classiﬁer for recognizing automatically diﬀerent activities.
Furthermore, two kind of classify experiments are carried out for kernel based projections:
by considering each frame as an unique sample, and by considering a set of frames (video
segment). The attained results showed that our approach is a simple but eﬃcient alternative
to obtain a suitable classiﬁcation performance in comparison to other complex state of the
art methods related to MoCap data classiﬁcation. Moreover, state art methods employs,
in most of the cases, a manually video segmentation, which can lead to subjectively results
and ineﬃcient real-world implementations. Nevertheless, despite the good results for both
approaches, there are some aspects that need to be improved, e.g., the ﬁrst approach (Kernel
based relevance analysis) needs some initial parameters, that is to say, it is necessary to set
a tentative number of clusters at the beginning of the algorithm to obtain a hint about the
real number of clusters, indeed, the free parameter number of clusters could be an important
disadvantage, because it is necessary to know the nature of data to get a properly idea about
the possible dynamic behavior on the studied phenomenon, and this is not always possible
in some online systems for instance, video tracking, security systems and vehicular traﬃc
control, among others.
5. A New Methodology to Analyze
Time-Varying Data using Kernel
Adaptive Filtering
The main characteristic of an adaptive ﬁlter is that this adjusts its coeﬃcients and its
outputs according to an optimization problem, in other words, the ﬁlter coeﬃcients are
automatically reset on each iteration along the time. There are a wide range of applications
related to adaptive ﬁlters, such as adaptive equalization in communication receivers, adaptive
noise cancellation in active noise control, and system identiﬁcation, among others [25]. The
traditional adaptive ﬁlters uses an error-correction for their adaptive learning. Generally
the adaptive ﬁlters can be divided in two groups, i.e, Linear Adaptive Filter and Nonlinear
Adaptive Filter. The ﬁrst one includes a set of adaptive adjustable parameters, and the
ﬁltering process is repeated until the ﬁlter reaches a stop condition, and the second one, uses
advanced nonlinear models such as Neural Networks and Kernel Adaptive Filters to provides
linearity in a high dimension feature space (Reproducing Kernel Hilbert Space-RKHS) by
means of Mercer kernels.
A basic structure of an adaptive ﬁlter can be seen in Fig. 5-1., where xt is the input
signal applied to the ﬁlter at time t, yt is the ﬁlter response, dt is the corresponding desired
response, and et is the error signal.
Adaptive 
Filter
+-
dt
et
ytxt
Figure 5-1.: Basic structure of an adaptive ﬁlter.
According to [25], there are some advantages of the kernel adaptive ﬁlters in comparison
with other nonlinear techniques, such as: they are universal approximations, they have no
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local minima, and they have moderate complexity in terms of computational burden and
memory. As mentioned in previous chapter, the inner product between two samples (xi,xj)
is computed in RKHS using a Mercer’s kernel [2]. Thus, kernel-based representation allows
to deal with nonlinear structures that can not be directly estimated by traditional operators,
such as the linear correlation function. Taking advantage of the so-called kernel trick, the
kernel function can be computed directly fromX. On this chapter, the well-known Gaussian
kernel is considered as shows equation (4-3).
5.1. Online Kernel Learning
Online kernel learning (OKL) methods provide an eﬃcient way to identify the main dynamics
on a learning process using gradient descent techniques. OKL frameworks impose a temporal
restriction to highlight the time structure of a time-series, and used a kernel representation to
estimate non-linear relationships among diﬀerent time instances. In this sense, kernel adap-
tive ﬁltering (KAF) appear as an OKL-based method. In [45], they present three algorithms
to improve the accuracy and computational complexity of kernel adaptive ﬁlter, i.e., Kernel
Least Mean Square (KLMS), Kernel Recursive Least Square (KRLS), and Quantized Kernel
Least Mean Square (QKLMS). Additionally, some sparsiﬁcation techniques are used to de-
crease the complexity signiﬁcantly, these techniques chose an important subset of training
data to training the model. There are two principal ways to apply sparsiﬁcation techniques
on KAF, that is, elimination and construction. The ﬁrst one, is when the algorithm begins
considering all the training samples as potential centers, and part of the samples are removed
by solving the optimization problem, these algorithms are usually costly, some examples of
this methodology are, support vector machines (SVM), regularization networks and rele-
vance vector machines. The second one, occurs when the algorithm starts with an empty
net and adds centers gradually on each step of the construction process. However, such
methods do not consider how the inter-channel dependencies can inﬂuence the estimation of
the data time structure as a functional connectivity.
The general idea of OKL, is as follows: suppose the goal is to learn a continuous input-output
mapping f : U → R based on a sequence of input-output examples S = {(ui, di)}, where
d ∈ R with d = f(u), u ∈ Rm with m < p, and i = 1, 2, . . . , n being n the size of training
data. Also, it is assume that there exists a loss function c(f(u), d), where f is the output of
the learning algorithm, also known as hypothesis, and denote the set of all possible hypothe-
sis by H. OKL assumes H as a RKHS, this means that there exists a kernel κ : U×U→ R
and a dot product 〈·, ·〉H such that:
• κ has the reproducing property
〈f, κ(u, ·)〉H = f(u), ∀u ∈ U
• H is the closure of the span of all κ(u, ·). The inner product 〈·, ·〉H induces the norm
||f ||H := 〈f, f〉
1/2
H
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5.1.1. Risk Functionals
The empirical risk is the average loss of an estimator for a ﬁnite set of data, and is deﬁned
as follows:
Remp[f ] :=
1
n
n∑
i=1
c(f(ui), di) (5-1)
However, the minimization of Remp[f ] may lead to overﬁtting. In this sense, a way to
avoid this is to penalise complex functions by means of the regularised risk shown in (5-2)
Rreg[f, S] := Rreg,µ[f, S] := Remp[f ] +
µ
2
||f ||2H (5-2)
where µ > 0 and ||f ||H measures the complexity of f . However in online environments, we
need to deal with one example at time, thus, an instantaneous regularised risk is formulated
as shown (5-3), which is an instantaneous approximation of Rreg,µ [23].
Rinst[f,u, d] := Rinst,µ[f,u, d] := Rreg,µ[f, (u, d)] (5-3)
In online learning, the examples are available one by one, and the learning algorithm
produces a sequence of hypothesis f = (f1, . . . , fn). Where f1 is some arbitrary initial
hypothesis and fi for i > 1 is the hypothesis chosen after seeing the (i − 1)-th example.
Therefore c(fi(ui), di) is the loss when the algorithm tries to predict di, based on the pre-
vious examples (u1, d1), . . . , (ui−1, di−1). Finally, a suitable performance measure for online
algorithms in an online setting is the cumulative loss, deﬁned as [23]:
Lcum[f , S] =
n∑
i=1
c(fi(ui), di)
5.1.2. General Idea of OKL
The algorithm OKL is a stochastic gradient descend with respect to the instantaneous risk.
The general form of the update rule is
fi+1 := fi − ŋi∂fRinst,µ[f,ui, di]|f=fi,
ŋi > 0
where ∂f is the gradient with respect to f , and ŋi > 0 is the learning rate which is
often constant ŋi = ŋ. Note that ∂fc(f(ui), di) = c
′(f(ui), di)κ(ui, ·), therefore the update
becomes
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fi+1 := (1− ŋµ)fi − ŋic
′(fi(ui), di)κ(ui, ·) (5-4)
ŋ < 1/µ (5-5)
And if initial hypothesis is f1 = 0, then update rule will be:
fi(u) =
n−1∑
i=1
αˆig(ui,u); u ∈ U
5.2. Kernel Adaptive Filtering
Nowadays, technological advances have allowed development of applications based on ker-
nel adaptive ﬁltering (KAF) in ﬁelds where multiple interleaved stationary time series are
assumed as cyclostationary. Particularly, adaptive ﬁlters are designed for sequential learn-
ing, so that their free parameters must automatically adjust in response to cyclic variations
within the operating environment. Generally, to perform better estimations, KAF makes
use of input-output nonlinear mapping by minimizing a given instantaneous cost function,
so that their adaptive ability relies on the correction of error prediction at every iteration.
The least-mean-square (LMS) is the baseline adaptive ﬁltering rule that minimizes a Eu-
clidean metric-based cost function. Some adaptive LMS-based methods had been also de-
veloped (like Recursive Least-Squares and Extended Recursive Least-Squares). Due to the
knowledge of the cycles are practically not assured, accuracy on these L2-based algorithms
is not enough, especially, under highly non-stationary conditions (not mentioning their high
computational burden) [46]. To cope with this issue, generalized ﬁltering methods include
testing for cyclostationarity [47, 48]. However, achieved the computational cost is also high
and reached accuracy is still not good enough.
The kernel adaptive ﬁltering (KAF) can be considered as an emergent ﬁeld of OKL, and
appear as another alternative transforming the input data into a high-dimensional feature
space, but via a Reproducing Kernel Hilbert Space (RKHS). These algorithms include diﬀer-
ent kernel LMS-based versions [46, 49], kernel aﬃne projection [50], etc. These online kernel
learning methods compress the input space into a single quantization vector, or codebook,
that is actualized at every time instant, so that its content permanently renews through
the time. However, the principal disadvantage of KAF algorithms is the growing linear
structure with each new sample, which means a memory problem. Some of the most com-
monly KAF algorithms used are kernel least mean square (KLMS), and quantized kernel
least-mean-square (QKLMS). These methods are brieﬂy described below.
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5.2.1. Kernel Least Mean Square
The KLMS algorithm utilizes the gradient descent technique to search the optimization solu-
tion of least mean square (LMS) in RKHS. The sequential learning rule for KLMS algorithm
is deﬁned as [25]:
fi−1(ui) =
|Ci−1|∑
j=1
αˆ
j
i−1g(ui,C
j
i−1) (5-6)
where αˆi = αˆi−1 + ŋetg(ui, ·) with αˆ0 = 0. So, the ﬁlter output can be computed as:
fi−1(ui) = ŋ
|Ci−1|∑
j=1
eji−1g(ui,C
j
i−1) (5-7)
Ci = {ui} is the codebook at instant i with ui ∈ U, αˆi is the weight vector at instant i,
and αˆi ∈ R. Also, note that i = 1, . . . , n and n is the number of input samples. Finally and
according to OKL, the learning rule is computed as:
fi = fi−1 − ŋ∂fi−1{|ei|
2} (5-8)
(5-9)
Due to KLMS and in general terms the KAF algorithms are a particular case of OKL. It is
possible to establish an analogy with respect to the learning rule represents by the function
f . In this sense, the loss function of OKL c(fi−1(ui), di) is represented as |ei|2 in KLMS, so,
the loss function in KLMS is represented by the prediction error e as follows:
ei = di − fi−1(ui) (5-10)
Equation (5-10) estimates the error generated between the desired signal d and its corre-
sponding prediction f at time instance i. KLMS ﬁltering is done by kernel evaluation and
allocates a new kernel unit for the new training data with input ui as a center (codeword) and
ŋei as the coeﬃcient. Note that, in KLMS all the coeﬃcients and the centers are stored in
memory during training, this fact can be considered as a disadvantage because can increase
the computational complexity. How to choice some free parameters like kernel band-width
σ, and the step-size ŋ are still open issues. Nevertheless, the values depend of the application
[25]. The general scheme of KLMS is presented in Algortihm 5.2.1.
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Algorithm 1 – KLMS
Inputs: {ui, di}, ŋ, σ
Outputs: f , e, C, αˆ
αˆ1 = ŋd1, C1 = {u1}, f1 = αˆ1g(u1, ·)
while {ui, di} available do
fi−1(ui) =
|Ci−1|∑
j=1
αˆ
j
i−1g(ui,C
j
i−1)
ei = di − fi−1(ui)
Ci = {Ci−1,ui}
αˆi = ŋei
end while
5.2.2. Quantized Kernel Least Mean Square
As mentioned above, one problem of KLMS algorithm is that this algorithm consider equally
important the samples available and therefore store all the samples, which means a memory
problem. An alternative way to address this problem is to quantize the input space and
therefore only the information that best represents the studied phenomenon is stored.
In this sense, in the quantized kernel least-mean-square (QKLMS) algorithm proposed
in [12], the input space is quantized, and if the current quantized input is assigned as a
center (codeword), it is no necessary to add a new center because from the viewpoint of
sparsification, this input is redundant, but the coeﬃcient of this center is updated.
In other words, the algorithm uses a vector quantization to quantize the input space.
That is, every time a new sample arrives, the QKLMS algorithm checks if its distance
to the available codewords is less than the predeﬁned minimal distance. If there is an
existing codeword suﬃciently close to the new sample, the codebook and network size remain
unchanged, but the coeﬃcient of the closest codeword will be updated. Otherwise, the new
sample is included in the codebook. Algorithm 5.2.2 shows the QKLMS algorithm.
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Algorithm 2 – QKLMS
Inputs: {ui, di}, ŋ, ǫU , σ
Outputs: {fi}, Ci, αˆi
while {ui, di} available do
fi =
|Ci−1|∑
j=1
αˆ
j
i−1g(ui,C
j
i−1)
ei = di − fi
dis (ui,Ci−1) = argmin
j
‖ui −C
j
i−1‖
j∗ = argmin
j
‖ui −C
j
i−1‖
if dis (ui,Ci−1) ≤ ǫU
Ci = Ci−1
αˆj
∗
i = αˆ
j∗
i−1 + ŋei
else
Ci = {Ci−1,ui}
αˆi = {αˆi−1, ŋei}
end if
end while
where Cji−1 ∈ R
m denotes the j − th codeword of the codebook Ci−1.
5.3. Highlighting Time-Varying Data Main Dynamics
In many applications in real world related to digital signal processing, the input data are
multi-channel time-series. Some examples of such kind of data are: video, encephalography
recordings, speech recording, among others. In order to obtain more information about the
studied phenomenon, it is necessary to identify main relationships among the channels in the
input data, a way to do this, is highlight such channels information to properly model the
process. Therefore, a feature extraction methodology using a kernel adaptive ﬁltering scheme
is proposed, in order to enhance the interpretation of time series, allowing to highlight the
main dynamics to support supervised learning tasks.
Here, a Kernel-based Feature Representation (KFR) approach is proposed to support the
development of decoding systems. Our approach aims to encode functional connectivity by
ﬁnding spatio-temporal similarity among channels. Thus, input data is embed by using a
sliding window to ﬁnd Inter-Channel Similarity (ICS) by using a kernel function. Then, ICS
are employed as a new data representation to decode a given stimulus from relevant ICS
variations along time. Therefore, KFR facilitates the analysis of neural states by extracting
the main patterns of multichannel time-series.
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5.3.1. Kernel-based functional data representation
We represent brain neural activity through a multi-channel input matrix X ∈ RN×p, where
xi ∈ R
N with i ∈ {1, . . . , p}. To discover both spatial and the temporal relationships among
channels, we propose to embed each row vector xi in X by using a sliding window lasting
L ∈ N samples. Therefore, we get an embedding data representation set Ψ = {Dˆn : n =
1, . . . , N}, holding each matrix Dˆn ∈ Rp×L where each row vector dˆin ∈ R
L is calculated as
follows:
dˆin =
[
xi,L(n−1)+1, . . . , xi,L(n−1)+L
]
,
where xi,L(n−1)+1 ∈ R is the amplitude value of the i-th channel at the time instant L(n −
1) + 1. To measure spatial relationships among channels, we propose the use of pairwise
Inter-Channel Similarity (ICS) based on the introduced Gaussian kernel function (Eq. 4-3).
Thus, provided Dˆn, we estimate the ICS set Λ = {Sˆn : n = 1, . . . , N} within every n-th
sliding window, where elements of each matrix Sˆn ∈ Rp×p are computed as the following
pairwise row evaluation:
sˆn
ij = g
(
||dˆin − dˆ
i
n||2; σS
)
, (5-11)
where notation ‖ · ‖2 stands for the 2−norm.
Further functional representation of input data X is accomplished by encoding along
the time all estimated ICS values in Eq. (5-11), using once again the introduced RKHS
mapping. As a result, we obtain the Kernel-based Functional Representation (KFR) matrix
Kˆ ∈ RN×N with elements calculated as follows:
kˆnm = g
(
||Sˆn, Sˆm||F ; σK
)
, (5-12)
where notation ‖ · ‖F stands for the Frobenious norm.
5.3.2. Kernel-based functional data representation using QKLMS
A kernel adaptive ﬁltering algorithm is applied to the previous data representation obtained
from the proposed KFR to support neural decoding tasks in online environments. Here,
we select the quantized kernel least mean square (QKLMS) that has shown to perform high
accuracy under non-stationary conditions, at the same time, providing a moderate com-
putational cost. Note that, QKLMS algorithm aims to discover the main model structure
along the time by computing the Euclidean distance on the original input space between a
given sample and the available codewords, i.e., a new sample is incorporated into the current
codebook according to a dissimilarity/similarity criteria. However, the Euclidean distance is
not always appropriated under non-stationary conditions, because the dissimilarity measure
could not identify strong signal changes, and therefore the codebook will store unnecessary
samples. Thus, in order to enhance the precision in output signal from QKLMS, and to
improve the visual interpretation, we computed distances between given samples and the
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available codewords in RKHS using a kernel function, this allow us to deal with data in
a high dimensional space and not in the original input space as in traditional QKLMS.
Thereby, the traditional QKLMS algorithm is modiﬁed in its loss function, i.e., the dissim-
ilarity measure is now computed by a similarity measure using a Mercer kernel, the way to
store codewords are modiﬁed. In Algorithm 5.3.2 the new way to compute the loss function
is shown
Algorithm 3 – QKLMS-RKHS
Inputs: {ui, di}, ŋ, ǫU , σ
Outputs: {fi}, Ci, αˆi
while {ui, di} available do
fi =
|Ci−1|∑
j=1
αˆ
j
i−1g(ui,C
j
i−1)
ei = di − fi
sim (ui,Ci−1) = g
(
ui,C
j
i−1
)
j∗ = argmax
j
g
(
ui,C
j
i−1
)
if sim (ui,Ci−1) ≥ ǫU
Ci = Ci−1
αˆj
∗
i = αˆ
j∗
i−1 + ŋei
else
Ci = {Ci−1,ui}
αˆi = {αˆi−1, ŋei}
end if
end while
Note that, sim(·, ·) is the similarity measure employed (RBF kernel). The similarity
measure is arranged from 0 to 1, being 1 maximum similarity. Thus, j∗ represent the
codebook sample most identical to the current sample ui, and if the similarity value between
ui with sample j∗ is greater or equal than the threshold ǫU , the codebook (C) and the
corresponding weighting factor (αˆ) are updated, otherwise the current sample ui is stored
on the codebook, as well as its corresponding αˆi.
5.4. Experiments and Results
5.4.1. Databases
To test the advantages of our methodology to analyze time-varying data, two database are
used, the ﬁrst one is the MoCap database used on chapter 4, and the second one is the Food
Tracking Task database.
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MoCap database
Particularly, four activities are employed: walk, soccer-kick ball, basketball-dribble-shoot and
boxing. Here MoCap database is used to predict 3-D coordinate from 2-D poses using the
proposed kernel-based functional data representation.
Food Tracking Task database
A publicly available database from Brain Science Institute is used1. The database used
is called Food Tracking Task (FTT), where some monkeys were trained to reach for food
oﬀered by an experimenter using the hand contralateral to the implanted hemisphere while
the monkey movement was captured by an optical motion acquisition system. So, FTT holds
Electrocorticographic (ECoG) signals from two Japanese macaques (conditionally designated
as Monkey A and Monkey K ). Both monkeys were chronically implanted with electrodes in
the subdural space. Particularly, 32 electrodes were implanted in the right hemisphere of
Monkey A, and 64 electrodes were used in the left hemisphere of Monkey K. Brain signals
were recorded at 1 kHz while motion signals were captured at 120Hz. In Fig. 5.2(a) the
electrode locations in monkey A and monkey K are shown respectively. In Fig. 5.2(b)
the asynchronous food-reaching task is shown.
(a) Locations of electrodes (b) Food-reaching tasks
Figure 5-2.: FTT Database experimental design [1]
1http://www.neurotycho.org/
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5.4.2. MoCap Results and Discussion
As mentioned above, the MoCap database is used to predict 3-D coordinate from 2-D poses.
To this end, from multi-channel matrix X ∈ RN×p, we consider as input data a matrix
Xm ∈ R
(2× p3)×N formed only by the coordinates x and z. So, in order to highlight the main
dynamics from multi-channel input data, the proposed KFR is used. Then the QKLMS in
RKHS is used to predict the unknown coordinate, here the desired signal d is dm ∈ RN×
p
3 .
It is important to remember that in MoCap, p = 57 × 3 = 171 corresponds to the 57 joints
in 3-D coordinates and N represents the number of frames.
Prediction using KFR-based features
Here, the embedding data representation set Ψ is used as input data u, where L = 25.
Furthermore, the step size ŋ = 0.75, the quantization size ǫU = 0.81 and the kernel band-
width used in the similarity measure σ = 100. All these free parameters were empirically
ﬁxed. Finally, to identify the most relevant input samples, a statistical analysis is carry out
over the codewords available on the ﬁnal codebook. To evaluate the prediction performance,
the relative error is used, which is deﬁned as:
ǫr =
∆v
vt
=
vm − vt
vt
(5-13)
where ∆v is the absolute error, vm is the measured value, and vt is the real value. The
Fig. 5-3 shows the most important frames found.
From Fig. 5.3(a), the four poses were identiﬁed by computing the distances in RKHS space
using a kernel function. Also, note that the four poses seem to be very similar to principal
stages of gait cycle, indicating the success on the feature extraction methodology to highlight
the main dynamics. Similarly, Fig. 5.3(b) describes the main dynamics when a subject kicks
a ball. Fig. 5.3(c) shown a subject dribbling a basketball ball and the corresponding main
poses identiﬁed, the identiﬁed poses are the most common input sample along the prediction
task on each one channel, and ﬁnally, Fig. 5.3(d) describes the most representative frames
for a subject practicing boxing. Note that, the number of poses identiﬁed is higher in the
activities that involve a complex motion in terms of motor skills, e.g., boxing and soccer-kick
ball, and therefore the joint has a behavior highly non-stationary in such activities, that is,
the number of needed poses to represent an activity increases with the complexity of the
activity. On the other hand, the mean prediction error computed for all channels in each
activity are shown in Table 5-1.
In Table 5-1 each activity is performed for one subject and the prediction error is computed
for every joint (channel) in the subject, the values shown for each activity are the mean and
standard deviation of the relative error using (5-13). Note that the prediction error is the
prediction of coordinate y using QKLMS in RKHS. The values on this table are shown in
percentage (%).
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Figure 5-3.: Features extracted from diﬀerent activities
Measure
Activity
Walk Soccer Basketball Boxing
Average 1.6443± 1.8346 0.8049± 0.9224 1.0997± 1.8665 14.4029± 16.4290
Table 5-1.: 3-D channel prediction average relative error
The results in Table 5-1 shows that the success in prediction for simplex activities such as
Walk is relatively high, however for complex activities like Boxing the success in prediction
is low, and this is due to the behavior highly non-stationary of the joints (channels) for
this activity. Nevertheless, independently from the error prediction values obtained for the
activities, the results show that our methodology is able to identify data main dynamics,
and this is because the proposed KFR improves the behavior in terms of prediction for
QKLMS in RKHS, since the input sequence S for this KAF is more appropriate to deal
with non-stationary signals, and therefore only the important input samples are stored on
the codebook. Finally, it is very important tuning the free parameters, because otherwise the
system performance will be aﬀected.
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5.4.3. Food Tracking Task Results and Discussion
The proposed KFR training is tested as a suitable feature extraction approach to support
neural decoding systems from Electrocorticographic (ECoG) signals. So, a neural decoding
system based on KFR can be summarized in three main stages: i) the preprocessing of
brain activity signals is aimed to avoid the inﬂuence of artifacts and to highlight frequency
bands of interest, ii) the KFR-based feature extraction stage is performed to facilitate the
analysis of neural states, and iii) the learning stage which allows to ﬁnd neural patterns
that are related to a given stimulation, e.g., intention of movement and visual stimuli. For
concrete testing, system performance is validated in terms of data interpretability as well as
prediction accuracy. Fig. 5-4 shows the general scheme of the neural decoding system based
on proposed KFR.
✲ ✲ ✲
Brain
Data
ECoG
Preprocessing
Stage
Kernel-based
Functional
Representation
Learning
Stage
Figure 5-4.: Neural decoding system scheme where the proposed KFR stage (plotted with
dashed lines) is the object of the present analysis.
KFR-based extraction of relevant brain activity patterns
In the ﬁrst case of application, the KFR approach is used to extract a set of relevant brain
activity patterns in accordance to the following training stages:
• Preprocessing stage: In FTT database, all ECoG signals are ﬁltered using a low-
pass ﬁlter with cutoﬀ frequency of 250Hz and statistically normalized using a common
average reference (CAR). Besides, the motion channels are interpolated to get every
ECoG signal lasting the same length. We speciﬁcally consider the experiment carried
out with Monkey A on November 27th, 2008 that is setup with 56 channels, namely, 32
ECoG signals plus 8 XYZ-dimensional motion channels, i.e., 24 motion signals. Thus,
we get the preprocessed ECoG signal matrix X ∈ RN×32.
• KFR-based feature extraction: We estimate the KFR measure as spatio-temporal
similarity. Particularly, the time sequence ranges from 301 s to 400 s for the considered
Monkey A, where the needed sliding window size value is empirically ﬁxed as L = 100
with 90% of overlapping. In addition, as proposed in [51], both required kernel band-
width values, σS and σK in Eqs. (5-11) and (5-12), are automatically computed by
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maximizing the variance of considered Gaussian kernel matrix as:
σ∗ = argmax
σ
{var(g(·; σ))} . (5-14)
being var(·) the variance operator. Fig. 5-5 shows all estimated KFR-based features:
an example of ICS values is in the left side while the KFR spatio-temporal similarity
values is in the right side, which clearly indicate that cortical activity is activated by
the input stimuli. As evidenced by the obtained results, ICS reach scattered values,
suggesting that all channels are inﬂuenced by the same stimulus (See subﬁg. 5.5(a)).
Now, KFR-based features presented in subﬁg. 5.5(b) allows to highlight functional
brain connectivity along time according to the input stimulus. For instance, regarding
toMonkey A, attained spatio-temporal relationships among neural states (ICS) decode
the repetitive motion pattern of the monkey.
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(b) Kernel-based Functional Representation.
Figure 5-5.: KFR-based features for FTT database.
5.4 Experiments and Results 39
• Learning stage: To test the proposed neural decoding system in terms of data inter-
pretability, we try, from extracted KFR ECoG features, to infer the already known ac-
tivity labels that further are interrelated to the input stimuli applied on Monkey A. To
this end, we carry out spectral clustering of the obtained KFR spatio-temporal similar-
ity values using the weighted kernel principal component analysis (WKPCA) approach
that is based on primal-dual least-squares support vector machines formulations [52].
The considered experiment for the Monkey A is an asynchronous food-reaching task
with ECoG recordings lasting 15 minutes. Although there are several motion activities
that may be stated from the provided data collection, for the sake of simplicity, we
only consider visual interpretability of two arm motion activities: hand-to-food and
hand-to-mouth. Therefore, we ﬁx the number of clusters as two.
Fig 5-6 shows the 24 motion channels along the considered time sequence with the
labels obtained from applying spectral clustering on ECoG KFR matrix presented in
Fig. 5.5(b). As seen, there are mainly two stages: peaks and steady state; each one
relating to strong and smooth changes, respectively. Therefore, we can infer that one
cluster is associated to hand-to-food activity while another to hand-to-mouth.
Figure 5-6.: Neural decoding results from ECoG by applying spectral clustering on KFR-
based features. — hand-to-food. — hand-to-mouth.
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Stimuli Prediction using KFR-based Features
To test the proposed KFR on neural decoding tasks, we consider eight baseline experiments
to predict hand position that are widely carried out for the FTT database [1]: ﬁve forMonkey
A and three for Monkey K.
• Preprocessing stage: ECoG signals are low-pass ﬁltered with the 500Hz cutoﬀ
frequency. All recordings holding motion marker locations are down-sampled to 20Hz.
Both ECoG and motion channels are centered at CAR.
• KFR-based feature extraction: To compute the KFR-based features from pre-
processed ECoG signals within the time sequence ranging from 0 s to 900 s (i.e. 15
minutes), we empirically ﬁx the needed sliding window size as L = 500 with 95%
overlapping in all experiments. The values σS and σK are computed as in Eq. (5-14).
• Learning stage: Provided the KFR-based features, we try to predict each hand tra-
jectory accomplished by the primate. To this, we employ the kernel adaptive ﬁltering
approach proposed in [12] (termed Quantized Kernel Least Mean Square- QKLMS)
where the step and the quantization sizes are empirically adjusted as 0.81 and 0.9,
respectively. To perform prediction accuracy, we calculate the correlation coeﬃcients
between observed and predicted trajectories for X-Y-Z positions, but only for one part
of the recordings within the last 5 min. Table 5-2 shows the mean and standard
deviation of the estimated correlation coeﬃcients that are contrasted against a base-
line approach that computes spatio-spectra-temporal features over ECoG and employs
Partial Last Square regression for neural decoding purposes [1]. It must be noted that
in case of the KFR approach, 8 experiments are carried out while obtained results for
the PLS are for 35 experiments. The latter due to only 8 experiments are publicly
available.
Table 5-2.: Stimuli prediction results
Coordinate Baseline [1] KFR
X 0.71± 0.11 0.9327± 0.1024
Y 0.71± 0.13 0.8742± 0.2591
Z 0.75± 0.08 0.8801± 0.1861
The results shown how our algorithm improves the prediction task for all hand positions
in comparison to the baseline. This fact can be attributed to the proposed KFR feature
extraction, since, relevant relationships among cortical regions are encoded by ICS
variations along time. Thereby, QKLMS allows to suitable predict hand trajectories
by adapting a ﬁltering model given a new neural state representation (ICS).
5.5 Conclusions 41
5.5. Conclusions
A methodology termed kernel-based feature representation (KFR) is proposed to inferred
relevant features from multi-channel time-series. Particularly, each channel is embed by using
a sliding window to extract relevant Inter-Channel Similarity (ICS) in RKHS. Afterwards,
data functional connectivity is encoded from ICS by calculating similar ICS patterns using
another kernel function. Our methodology is tested on a well-known MoCap database, from
which some videos are used to track human activities. According to the attained results, our
methodology provides an adequate alternative for ﬁnding main dynamics. Also, the proposed
KAF is tested as feature extraction stage in neural decoding tasks from ECoG recordings of
macaques. Thus, we decode hand trajectories movement in FTT database. The obtained
results in terms of data interpretability and stimuli prediction show how KFR is able to infer
the main neural state relationships, which are related to motion cyclic patterns. Particularly,
attained FTT results exhibits how KFR decodes two main motion stages: hand-to-food and
hand-to-mouth hand-to-food activities. In addition, KFR features are used to estimate hand
trajectories in FTT by using a QKLMS-based prediction. Our approach outperforms a
baseline algorithm in terms of a correlation measure between the original and the predicted
time-series.
As a future work proposed KFR should be tested in diﬀerent neural decoding tasks to
validate its accuracy and stability for ﬁnding the main neural state relationships in com-
plex stimuli. Moreover, other algorithms for multi-channel prediction can be assessed by
using KFR-based features. Additionally, further analysis for generating diﬀerent codebooks
along the time could be useful to deal with non-stationary processes. Finally, developing a
methodology to select single cortical areas that respond mainly to a given stimulus in neural
decoding systems could be an interesting future work.
6. A New Quantization Scheme for
Kernel Adaptive Filtering
Nowadays, technological advances have allowed development of applications based on ker-
nel adaptive ﬁltering (KAF) in ﬁelds where multiple interleaved stationary time series are
assumed as cyclostationary, e.g., weather forecasting, rotating machinery analysis, etc. Gen-
erally, to perform better estimations, KAF makes use of input-output nonlinear mapping by
minimizing a given instantaneous cost function, so that their adaptive ability relies on the
correction of error prediction at every iteration.
The least-mean-square (LMS) is the baseline adaptive ﬁltering rule that minimizes a Eu-
clidean metric-based cost function. Some adaptive LMS-based methods had been also de-
veloped (like Recursive Least-Squares and Extended Recursive Least-Squares). Due to the
knowledge of the cycles are practically not assured, accuracy on these L2-based algorithms
is not enough, especially, under highly non-stationary conditions (not mentioning their high
computational burden) [46]. To cope with this issue, generalized ﬁltering methods include
testing for cyclostationarity [47, 48]. However, achieved the computational cost is also high
and reached accuracy is still not good enough.
The KAF algorithms appear as another alternative transforming the input data into a
high-dimensional feature space, but via a Reproducing Kernel Hilbert Space (RKHS). These
algorithms include diﬀerent kernel LMS-based versions [46, 49], kernel aﬃne projection [50],
etc. These online kernel learning methods compress the input space into a single quantization
vector, or codebook, that is actualized at every time instant, so that its content permanently
renews through the time. Hence, this memoryless codebook can not take advantage of
learned information from cyclically interleaved processes. Furthermore, the KAF must take
into account each cyclic random structure as it were a new process.
Here, we propose to build a kernel adaptive ﬁltering methodology that considers the input
samples, as well as the cyclostationary on the signal. The proposed methodology is termed
QKLMS-CP, and is used to support prediction tasks of time-series. We select the QKLMS
algorithm. However, contrary to the QKLMS, we take advantage the clyclostationary on the
signal to improve the prediction accuracy. This is done by a correntropy-based cost function
incorporated to the traditional QKLMS, and to a proposed prediction error. Obtained results
of QKLMS-CP testing, show an improved time series prediction accuracy with the beneﬁt
of better data interpretability.
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6.1. Correntropy-based Cost Function
Correntropy is a method to estimate probabilistically the similarity between two arbitrary
random variables [18, 53]. Thus, provided two concrete random variables, their Correntropy
value is computed as:
V (X, Y ) = E[g(X − Y )] (6-1)
where g is the Gaussian kernel in Eq. 4-3. The correntropia has demonstrated a wide
range of applications, such as adaptive system, principal component analysis (PCA), and
kernel principal component analysis (KPCA). When correntropy is used as cost function in
KAF, the kernel band-width selection σ it is not a trivial task. To solve this problem, in [54]
was proposed an adaptive algorithm for kernel band-width selection. On this method the
kernel band-width is updated at every iteration based on the shape of the prediction error
distribution. To this end, kurtosis is used to adjust the kernel band-width with respect to
the error standard deviation. If correntropy is used as the cost function of adaptive system,
then the goal of the system is to maximize the correntropy between the desired signal and the
system output. The most important properties of correntropy can be written as follow [55]:
• Bounded positive deﬁniteness
• Given the joint pdf ξX,Y (x, y) of an i.i.d. data sample, the value V (X, Y ) tends to the
Parzen estimation of the pdf ξˆE,σ, at the point e = 0 (e ∈ E).
• Since the Correntropy depends on the kernel bandwidth, it is strictly concave within the
range of E ∈ [−σ, σ]. Particularly, correntropy concavity guarantees the existence and
uniqueness of the optimal solution when used as optimization problem cost function.
However, the initial condition should be chosen carefully to make sure current solution
is near the global optimum.
It is important to highlight that the Correntropy tends to be superior than minimum
square error (MSE) measure if the residual of E is non-symmetric or with nonzero
mean [18, 54].
6.2. QKLMS based on Minimal Description Length
There are some kernel adaptive ﬁltering algorithms in [55] that uses sparsification techniques
such as the ﬁxed-budget QKLMS that ﬁxes the network size in a predeﬁned threshold, and
basically the strategy add-one-discard-one is applied, i.e., a new center should be added into
center dictionary according to quantization, an existing center with the smallest signiﬁcance
would be discarded. Therefore, the network size and computational complexity of adaptive
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ﬁlters are ﬁxed not adaptively adjusted by the complexity of the true system and the input
data.
On the other hand, Minimal Description Length (MDL) is a good option as a guide to
generate center dictionary in online environment, because measures the trade-oﬀ between
system accuracy (the prediction error) and complexity (network size). MDL utilizes the
description length as a measure of the model simplicity and implies the model with the
least description length is best. MDL has been used in various applications such as neural
networks, prediction problems and control system. To this end, it is necessary to estimate
the model parameters from a family parameter options Θ, that is:
M = {f(un)|θ : θ ∈ Θ ⊂ Rk
∗
}
based on the observation ui, where k∗ is the dimension of θ. MDL is a two-stage coding
scheme: the description length Lˆ(θˆ) and Lˆ(ui|θˆ). Then, the ﬁrst stage is expressed as:
Lˆ(θˆ) =
k∗
2
log2n
where γ is a constant related to the number of bits in the exponent of the ﬂoating point
representation of θj and δˆj is the optimal precision of θj . According to Shannon Entropy
principle, the second stage of MDL are often taken as:
Lˆ(ui|θˆ) = −log2f
∗(ui|θˆ)
Finally combining the description lengths, the two stages MDL formulation are:
• Simple MDL: Lmodel(i) = −log2f ∗(ui|θˆ) + k
∗
2
log2i.
• Mixture MDL: Lmodel(i) = −log2f ∗(ui|θˆ) +
∑k∗
j=1 log2
γ
δˆj
.
Then, by combining adaptive ﬁlter and sparsification techniques it is possible to improve
the prediction with low computational complexity. QKLMS based on MDL (QKLMS-MDL)
is an online sparsification kernel adaptive ﬁlter, and the basic idea of this algorithm is as
follow: when a new sample is received, the proposed algorithm calculates the description
length of adding this data as a new center and merging it to its nearest center.
6.2.1. Objective Function for QKLMS-MDL
In online MDL, a sliding window is adopted to estimate the description length value. The
QKLMS-MDL objective function is:
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Lmodel(t) = −log2P (elw(t)|Ci, αˆi) +
K∗(t)
2
log2(lw)
where lw is the window length, and elw = {ei−lw+1, . . . , et} expresses the prediction errors.
Remember thatC and αˆ are the codebook and weighting factors respectively, as we explained
in chapter 5. With the sliding window, the algorithm adjusts system structure according to
the latest information. Therefore, QKLMS-MDL is a sparsiﬁcation algorithm according to
the latest system performance. It is assumed that the system to be learned is stationary in
the window length (lw) and the prediction errors follow a i.i.d Gaussian distribution:
Lmodel(t) =
lw
2
log2(e) + log2
(
2π
lw
)lw/2
+ log2
(
t∑
i=t−lw+1
e2t
)
+
k∗(t)
2
log2(lw) (6-2)
6.2.2. Add vs Merge MDL Model
∆LModel(t) = Ladd(t)− LMerge(t)
∆LModel(t) = log2
(
t∑
i=t−lw+1
eˆ2i
)lw/2
− log2
(
t∑
i=t−lw+1
e¯2i
)lw/2
+ log2(lw) (6-3)
where eˆi expresses the estimated prediction error after adding a new center ui and e¯ is
the approximated prediction error after merging ui. If ∆LModel(t) > 0, the cost of adding a
new center is larger than the cost of merging. Therefore this new data should be merged to
its nearest center. Otherwise, a new center is added into the center dictionary. The errors
eˆi and e¯ are deﬁned as:
eˆi = ei − ηetg(ui,ut) (6-4)
e¯i = ei − ηetg(ui,C
k∗
i−1) (6-5)
where Ck
∗
i−1 is the nearest center of ui.
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6.3. QKLMS Quantization Combining Input Data
Relations and Correntropy-based Filtering Accuracy
Here, a quantization scheme that considers the input data relations and the adaptive ﬁltering
performance is proposed. To this end, the sparsiﬁcation technique MDL is modiﬁed in
order to improve the performance adaptive ﬁltering, and then this model is applied over
a kernel adaptive ﬁlter, which contains a similarity measure based on correntropy. The
similarity measure based on correntropy is the main contribution on this chapter, because
considers both the input data and the ﬁlter prediction, that is, this measure follow the input
signal dynamic in real time, and therefore a tradeoﬀ between prediction and computational
complexity is obtained.
6.3.1. A new model to add-merge input samples based on MDL
The model in (6-3) has been applied successfully in some works [45], however the estimation
for eˆi and e¯i is not the appropriate, that is, ei does not satisfy the MDL assumption, i.e.,
P (ei|Ci, αˆi). In other words, ei is estimated with {Ci−1, αˆi−1}, which is not the latest model
(best model) at i instant. Therefore, if the latest model {Ci−1, αˆi−1} is used to recalculate
ei as e˜i, we have:
e˜i = di −
|Ci−1|∑
j=1
αˆ
j
i−1g(ui,C
k∗
i−1) (6-6)
In this sense and according to (6-6), eˆi and e¯i can be calculated as:
1. ui is added into {Ci−1, αˆi−1}
eˆi = di −
|Ci−1|∑
j=1
αˆ
j
i−1g(ui,C
j
i−1) + ηetg(ui,ut)

eˆi = e˜i − ŋetg(ui,ut) (6-7)
where Ci = {Ci−1,ui}
2. ui is merged into {Ci−1, αˆi−1}
e¯i = di −
|Ci−1|∑
j=1
αˆ
j
i−1g(ui,C
j
i−1) +
(
αˆ
j
i−1 + ŋet
)
g(ui,C
k∗
i−1)

e¯i = di −
|Ci−1|∑
j=1
αˆ
j
i−1g(ui,C
j
i−1)− ŋetg(ui,C
k∗
i−1)
e¯i = e˜i − ŋetg(ui,C
k∗
i−1) (6-8)
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6.3.2. QKLMS based on correntropy pruning criteria (QKLMS-CP)
Finally, with the proposed alternative way to compute the errors for the model add-merge,
we design a new quantization scheme that considers the input data relations and system
performance. So, a new sample is merged into the codebook if:
α˜ g (ui,Ci−1) + (1− α˜)V (e¯t) > ǫU (6-9)
where α˜ ∈ N and is a weighting factor that controls directly the way in which the system
stored the input samples, therefore modiﬁes signiﬁcantly the ﬁlter output. The proposed
QKLMS-CP algorithm is shown in algorithm 6.3.2
Algorithm 4 – QKLMS-CP
Inputs: {ui, di}, ŋ, ǫU , α˜
Outputs: {fi}, Ci, αˆi
while {ui, di} available do
fi =
|Ci−1|∑
j=1
αˆ
j
i−1g(ui,C
j
i−1)
ei = di − fi
%compute the new merge model
e˜i = di −
∑|Ci−1|
j=1 αˆ
j
i−1g(ui,C
k∗
i−1)
e¯i = e˜i − ŋetg(ui,Ck
∗
i−1)
V (e¯t)
if α˜ g (ui,Ci−1) + (1− α˜)V (e¯t) ≥ ǫU
Ci = Ci−1
αˆk
∗
i = αˆ
k∗
i−1 + ŋei
else
Ci = {Ci−1,ui}
αˆi = {αˆi−1, ŋei}
end if
end while
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6.4. Experiments and Results
In order to test the capability of the proposed QKLMS-CP to ﬁnd the main data dynamics
of a given data while ensuring an acceptable prediction performance, two diﬀerent data sets
are employed: The ﬁrst one is the well-know Lorenz time-series, which is inferred from a
dynamical system of chaotic ﬂow. Lorenz time-series is commonly used to test the perfor-
mance of adaptive learning algorithms [12, 56], and the second one is the Food Tracking Task
database.
6.4.1. Databases
Lorenz time-series
This time-series were chosen because consist of a non-repeating pattern complex where the
prediction accuracy can be aﬀected by sudden changes on the signal. The Lorenz System is a
dynamical system of a chaotic ﬂow, noted for its butterﬂy shape, described by the following
set of diﬀerential equations:
x˙ = σ(y − x)
y˙ = −xz + γx− y
z˙ = xy − Bz
Two set of parameters are considered, and using these two parameter sets we generate two
time series, which we concatenate to create a non-stationary time series with rapid transition
as in [? ]. Here the QKLMS-CP methodology is used to predict a Lorenz time series. In
this sense, the two set of parameters are considered, i.e., one with σˆ = 10, γ = 28, B = 8/3,
another with σˆ = 16, γ = 45.62, B = 4, these parameters were chosen in order to make
our methodology comparable with the publications available in state of art [55]. The Lorenz
system considered is shown in Fig 6-1
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Figure 6-1.: Lorenz system
Food Tracking Task (FTT) databse
This is the same database described in chapter 5. Additionally, ECoG signals and hand
trajectories are the same considered in previous chapter.
6.4.2. QKLMS-CP Results and Discussion
Lorenz system and FTT are tested by prediction accuracy. For both databases the free
parameters were empirically set as: lw = 100, σ = 5, ŋ=0.81, ǫU = 0.9, and α˜ = 0.5. The
attained results using Lorenz system are shown in Fig. 6-2, 6-3 and 6-4. In Fig. 6-2 the
prediction performance for QKLMS and the proposed QKLMS-CP are presented, here red
line is the desired signal, black line is the prediction obtained from QKLMS, and blue line
is the prediction obtained from the QKLMS-CP. Notice that in terms of visual inspection,
QKLMS has an acceptable prediction performance as well as QKLMS-CP.
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Figure 6-2.: QKLMS-CP prediction using Lorenz system
In Fig. 6-3 the performance of QKLMS and QKLMS-CP are compared, and shows the
relative error along the time, from such ﬁgure it is possible to note that after the gradual
change (between sample 2250 and 2500), the relative error of QKLMS-CP (bue line) decrease
with respect to the relative error of QKLMS (black line), this is due to QKLMS only consider
the input sample relation to prediction tasks, while QKLMS-CP besides from considering
the relations from the input samples, also take into account the system performance.
Figure 6-3.: Error prediction performance
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From Fig. 6-4 it is possible to see the stored samples on the codebook (green circles).
Note that on the ﬁrst 500 samples, the algorithm stored many samples, this is because the
signal dynamic is unknown. After that, between samples 500 and 2000 only few samples are
stored, because on this range, the signal dynamic can be considered locally stationary, and
therefore it is not necessary to add new samples to the codebook. Finally on sample 2500
a new dynamic is incorporated to the signal, and our proposed QKLMS-CP identiﬁes this
change on the signal, and thus, new samples are stored.
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Figure 6-4.: Lorenz time series prediction using QKLMS-CP
In Fig. 6-5 the black circles represent the samples stored in the codebook to predict the
24 channels of hand trajectories. Again, QKLMS-CP is able to treat with non-stationary
signals, and this is supported by the stored samples just before that a diﬀerent dynamic
begin.
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Figure 6-5.: QKLMS-CP prediction using FTT database
Finally the obtained results in terms of error prediction are shown in Table 6-1. The
values on this table are in percentage (%).
Database QKLMS-CP QKLMS
Lorenz 0.9078 1.2720
FTT 12.53± 4.03 13.20± 4.41
Table 6-1.: QKLMS-CP outperforms traditional QKLMS performance
6.5 Conclusions 53
6.5. Conclusions
Here, a methodology based on kernel adaptive ﬁltering to support prediction tasks on time-
series was presented. To this end, the proposed methodology uses a sparsiﬁcation technique
based on minimal description length to improve the prediction accuracy, as well as the visual
interpretability. Also, a correntropy-based cost function is used as vector quantization to
quantize the input data in the codebook. The obtained results in terms of system accuracy
showed that QKLMS-CP is a suitable tool to predict time-series under non-stationary con-
ditions. The above demonstrates that combining correntropy-based cost function and the
proposed way to compute the error prediction at every time instant improves the accuracy
performance. That is, QKLMS-CP has shown to perform high accuracy under non-stationary
conditions, at the same time, providing moderate computational cost.
As future work proposed QKLMS-CP should be tested in other non-stationary time-series
to validate its accuracy and stability for prediction tasks. Moreover, other algorithms based
on kernel adaptive ﬁltering must be tested using the proposed prediction error. Finally, a
methodology to tuning free parameters should be designed.
Part III.
Conclusions and Future Work
7. Conclusions
In this work, we proposed and discussed the following main contributions. First, in chapter
4 we presented a data decomposition approach based on kernel representations and rele-
vance analysis. Our algorithm captures the main dynamics of time-varying data by taking
advantage of spectral properties from a kernel-based clustering as well as a relevance ranking
procedure. So, a relevance vector encoding the main data behaviors is obtained. Moreover,
a kernel-based projection is employed to ﬁnd the time relations among time series channels.
Consequently, the use of these approaches to capture data main dynamics facilitates the
data interpretability and understanding, being useful in clustering and classiﬁcation tasks.
The proposed approach was tested in two database, i.e., in a MoCap database as well as
in synthetic database. The measures used to evaluate clustering performance are NMI and
ARI. The achieved results shown that the clustering method might be coherent with the
relevance factors and suitable to identify the main dynamics of time-varying data as well as
the number of groups.
In this line of analysis, in chapter 5 we presented a data representation methodology
based on kernel adaptive ﬁltering as an alternative to identify data main dynamics consid-
ering the temporal structure and non-linear relations of multi-channel time series. Then,
a new representation that captures the inter-channel relations is obtained. Thereby, from
the introduced representation, a kernel-based adaptive ﬁltering framework is applied to take
advantage of the input data similarities in RKHS. This representation is obtained from a
functional connectivity analysis performed over the input data, using a sliding window to
ﬁnd out such connectivity at diﬀerent time instants. Then, given the functional connectivity
relationships describing the above mentioned dynamics at each window, a kernel adaptive
ﬁltering is applied to capture the main dynamics. Proposed framework was tested over a
well known Motion Capture data, in order to identify the main poses of the movement from
3D videos. According to the attained results, our framework seems to be a suitable tool to
estimated a feature representation that is useful to discover the main poses (biomechanics) of
the movement. In this sense our approach is useful to interpret and to analyze visually com-
plex relations into multi-channel time-series. Thereby, our approach improves the adaptive
ﬁltering performance using an alternative way to extract the main dynamics (codebooks)
along time.
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7.1. Academic Discussion
– S. García-Vega, A.M. Álvarez-Meza, G. Castellanos-Domínguez. MoCap Data Segmen-
tation and Classication using Kernel based Multi-Channel Analysis. In 18th Iberoamer-
ican Congress on Pattern Recognition - CIARP, 2013.
– D.H. Peluﬀo-Ordóñez, S. García-Vega, G. Castellanos-Domínguez. Kernel Spectral
Clustering for Dynamic Data. In 18th Iberoamerican Congress on Pattern Recognition
- CIARP, 2013.
– D.H. Peluﬀo-Ordóñez, S. García-Vega, R. Langone, J.A.K. Suykens, G. Castellanos-
Domínguez. Kernel Spectral Clustering for dynamic data Multiple Kernel Learning.
International Joint Conference on Neural Networks - IJCNN, 2013.
– D.H. Peluﬀo-Ordóñez, S. García-Vega, G. Castellanos-Domínguez. Kernel Spectral
Clustering for Motion Tracking: A ﬁrst approach. In. 5th. International Work-
Conference on the Interplay between Natural and Artiﬁcial Computation. Natural
And Artificial Models In Computation And Biology, Springer Verlag Berlin Heidelberg,
p.264 - 273 , v.7930, 2013.
– J.S. Castaño-Candamil, S. García-Vega, D.H. Peluﬀo-Ordoñez, C.G. Castellanos-Domínguez.
A Comparative Study of Weighting Factors for WPCA Based on a Generalized Distance
Measure. In XVI Simposio de Tratamiento de Señales, Imágenes y Visión Aartificial
- STSIVA, 2011.
8. Future work
Following the researching line described in this thesis, some main theoretical and experimen-
tal topics could be taken up.
• New spectral techniques are to be explored in order to design an accurate kernel-based
relevance analysis. Also, it would be interesting to identify the main dynamics of
time-varying data without to set a tentative number of clusters at the beginning of
the algorithm, i.e., the algorithm should identify the main dynamics as result of data
training and not by initialization of the user.
• In addition, it is necessary to test the proposed kernel based projections methodology
in other kind of human activities to ﬁnd the inter-channel relations as well as in non-
stationary environments.
• The proposed approach to identify data main dynamics based on kernel adaptive ﬁl-
tering, should be apply in other kind of multi-channel time series, due to it would be
interesting to proof the methodology in applications like brain signals, security systems,
and tracking.
• In order to obtain a more wide range of applications in real life, it is necessary to design
new schemes of kernel adaptive ﬁltering to capture data main dynamics using diﬀerent
sparsification measures, in order to ﬁnd a trade-oﬀ between computational complexity
and the prediction error.
• The kernel adaptive ﬁltering used on this work, are designed to systems with a reference
signal, in this sense it would be interesting extend the proposed methodology to online
systems.
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