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Abstract
We consider multitarget detection and tracking problem for a class of multipath detection system
where one target may generate multiple measurements via multiple propagation paths, and the association
relationship among targets, measurements and propagation paths is unknown. In order to effectively
utilize multipath measurements from one target to improve detection and tracking performance, a tracker
has to handle high-dimensional estimation of latent variables including target active/dormant meta-state,
target kinematic state, and multipath data association. Based on variational Bayesian inference, we
propose a novel joint detection and tracking algorithm that incorporates multipath data association,
target detection and target state estimation in a unified Bayesian framework. The posterior probabilities
of these latent variables are derived in a closed-form iterative manner, which is effective for reducing the
performance deterioration caused by the coupling between estimation errors and identification errors.
Loopy belief propagation is exploited to approximately calculate the probability of multipath data
association, saving the computational cost significantly. Simulation results of over-the-horizon radar
multitarget tracking show that the proposed algorithm outperforms multihypothesis multipath track
fusion and multi-detection (hypothesis-oriented) multiple hypothesis tracker, especially under low signal-
to-noise ratio circumstance.
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2I. INTRODUCTION
Multitarget detection and tracking (MDT) is essential for many applications in the areas of
defense, medical science, traffic control and navigation [1]. Most algorithms [2], [3] in the
literature addressing MDT are based on the assumption that, in a single scan, a target generates
at most one measurement and one measurement comes from at most one target. For certain
sensing systems, however, one target may result in multiple measurements that are not spatially
structured due to multipath propagation phenomenon [4]. Such sensing systems, called multipath
detection systems (MDS) in this paper, include skywave over-the-horizon radar (OTHR) [5],
passive coherent location (PCL) system [6], the sensors work in urban environments [7], [8],
etc. In OTHR, high-frequency radiowave propagation through a layered ionosphere often gives
rise to multiple propagation paths, resulting in multiple resolved detections for one target at each
radar scan. Likewise, a PCL with multistatic configurations may also receive multiple detections
from various transmitters of opportunity for a single target. Multiple delayed returns for one
target may be obtained when sensors work in urban environments because of dense terrains.
For MDS, if an MDT algorithm extracts target information in multiple measurements properly,
both estimation and detection performance can be improved by the increase of signal-to-noise
ratio (SNR) [9]. However, as elucidated in the following, unknown measurement-to-path associa-
tion brings several additional issues, making MDT for MDS more challenging. In terms of target
tracking, (1) measurements need to be associated with tracked targets, and besides that a target-
originated measurement needs to be associated with one of the propagation paths; (2) a tracker has
to handle high-dimensional estimation of latent variables including target active/dormant meta-
state, target kinematic state, and multipath data association; (3) exact computation of multipath
data association is intractable due to the “combinatorial explosion” in summing out target-to-
measurement-to-path association events. With regard to target detection, (1) the number of targets
is unknown and time-varying, and apart from that targets may appear and disappear anytime
anywhere in the absence of prior information; (2) as many as NP tracks from NP propagation
paths can be produced for one target. Additionally, target detection and target tracking are tightly
coupled. Existing work on MDT for MDS can be summarized as the following three categories.
Formulating MDT as two separate and sequential sub-problems, single-path target tracking
[10] and multipath track fusion [11], algorithms in the first category have a simple structure and
are computationally efficient. However, since only measurements from a single path are used in
3the single-path target tracking procedure, (multipath) tracks generated under each path are not
accurate or even missed under extreme low SNR circumstance, making fused tracks unreliable.
The second category algorithms address MDT by extending single-path data association to
multipath data association, such as multipath probabilistic data association (MPDA) [12], [13],
multihypothesis Viterbi data association (MVDA) [14], multi-detection joint probabilistic data
association (MD-JPDA) [15], multi-detection multiple hypothesis tracker (MD-MHT) [16], multi-
detection probability hypothesis density (MD-PHD) [9], and multi-detection Bernoulli (MD-
Bernoulli) [17]. By performing triple target-to-measurement-to-path association, these algorithms
fuse information on one target at the measurement level, leading to remarkable improvement on
tracking performance comparing with the first category algorithms. One drawback of the second
category algorithms is that they are unable to deal with the coupling between data association
and target state estimation, which means errors (e.g., a track is by chance associated with clutter
or/and a measurement is associated with a wrong path) cannot be corrected once they have
been made [18]. Among the above-mentioned algorithms, MPDA, MVDA and MD-Bernoulli
are capable only to track a single target, while MD-JPDA assumes the number of targets is
known and fixed. Others including MD-MHT and MD-PHD are able to perform MDT jointly.
MD-MHT approximates the triple target-to-measurement-to-path association by path-dependent
two-dimensional assignments and suffers from high computational cost. Based on the random
finite set theory, MD-PHD is time-consuming as well [9].
The key idea in the third category algorithms is to perform target state estimation and
data association jointly based on expectation-maximization (EM) framework [19]. The EM-
based algorithms in [20]–[22] alternate between computing the expected complete log-likelihood
according to the posterior probability density function (PDF) of missing data (multipath data
association) in E-Step and optimizing it with respect to (w.r.t.) the model parameters (state
estimation) in M-Step, which are attractive and desirable to reduce the performance deterioration
caused by the coupling between identification errors (from data association) and estimation errors
[23]. However, these work considered a single target tracking. Extending the work of [20]–[22]
to multitarget tracking with time-varying number of targets would give rise to high-dimensional
latent variables, in which case the EM algorithm may suffer from slow convergence [24].
Unlike EM that requires to calculate the conditional expectation of high-dimensional latent
variables, variational Bayes (VB) [25], as an extension of EM algorithm, casts an inference
problem as an optimization problem and provides analytical approximations to the posterior
4distributions of latent variables, and is superior to EM for complex graphical models [26]. VB
is gaining popularity within the target tracking community due to its following capabilities and
advantages: (1) it provides a unified Bayesian framework for joint detection and tracking; (2) it
tackles the coupling issue between estimation of latent variables via an iterative optimization;
(3) it avoids the enumeration of association hypotheses by using message passing on graphical
models; (4) it converges under mild conditions [26]. Based on VB, Sa¨arkka¨ and Nummenmaa
[27] proposed an adaptive Kalman filtering method to joint estimation of dynamic state and the
time-varying parameters of measurement noise. Laet et al. [28] proposed an online two-level
multitarget tracking and detection algorithm for targets with multiple measurements, where VB
is used in the measurement clustering level. La´zaro-Gredilla et al. [29] introduced a mixture
of Gaussian processes to model the mixed measurements received from multiple targets. The
hyperparameters of the mixture Gaussian are learned based on VB. Orguner [30] proposed a
VB based method for extended target tracking. Turner et al. [18] proposed a VB-based tracker
integrating track management, data association, and state estimation via an iterative manner,
where belief propagation is used to solve data association problem. Lau et al. [31] proposed a
multitarget tracking and detection algorithm based on structured mean-field VB. Williams and
Lau [32] proposed a multiple scan data association method based on convex fractional free
energy. However, to our best knowledge, no one has considered MDT for MDS by using VB.
This paper considers the MDT problem for MDS, and aims to derive the joint posterior
distribution over the high-dimensional latent variables including target kinematic state, target
active/dormant meta-state and multipath data association given the received measurements. By
leveraging on Mean-field VB, the joint posterior distribution over the high-dimensional latent
variables is approximated by a distribution which is from the family of the product of individual
posterior distributions over target kinematic state, target meta-state and multipath data association,
and that has the minimal Kullback-Leibler (KL) divergence to the joint posterior distribution.
The prior distribution functions of target kinematic state, target meta-state and multipath data
association are constructed from exponential family. Coordinate ascent together with an iterative
mechanism are used to optimize the approximate posterior distributions over target kinematic
state, target meta-state and multipath data association. In each iteration, fixed-interval smoother,
forward-backward algorithm are used to estimate target kinematic state and target meta-state,
respectively. Modeled by a factor graph, multipath data association integrates measurements
from multiple path at the measurement level and the corresponding association probability is
5approximated by loopy belief propagation (LBP). In summary, the key contributions of this paper
are as follows.
• For the first time, we incorporate multipath data association, target detection and target
kinematic state estimation in a unified Bayesian framework for joint MDT of MDS.
• We propose a computationally efficient joint MDT algorithm for MDS, JDT-VB, which
fuses information on one target at the measurement level and is capable of minimizing the
performance deterioration caused by the coupling between identification errors and estima-
tion errors, improving target detection and tracking performance for MDS significantly.
• To circumvent the enumeration of all joint multipath data association hypotheses, a factor
graph for modeling the multipath data association is presented, and the corresponding
marginal association probability is approximated by LBP.
Our work in this paper was inspired by the work of [18] but differs from [18] in three main
aspects. Firstly, multiple propagation paths are involved in measurement equation, making MDT
more challenging. Secondly, a new technique is proposed for estimating target kinematic state
by fusing the path-dependent state estimates. Thirdly, a new factor graph is used for modeling
multipath data association.
A preliminary version of the results presented here appeared in two conference papers [33],
[34]. Here, we present for the first time the entire formulation including implementation details,
and also supplement initialization, computational complexity analysis and simulations of the
proposed algorithm.
The rest of the paper is organized as follows. The problem formulation of joint MDT for MDS
is described in Section II. The closed-form analytical solutions of target meta-state estimation,
target kinematic state estimation and multipath data association are derived in Section III. The
simulation analysis and the conclusion are given in Section IV and Section V, respectively.
II. PROBLEM FORMULATION
Consider the following discrete-time dynamic system
xi,k+1 = fk(xi,k) + vi,k+1, i = 1, 2, . . . , NT , (1)
where xi,k ∈ Rnx is the ith target kinematic state to be estimated at time (scan) k with nx
being the dimension of xi,k, fk is the known kinematic state transition function, and vi,k is a
zero-mean Gaussian white noise with known covariance matrix Qi,k. Here, NT is the maximum
6number of targets in the region of interest, which can be determined by counting all candidate
tracks (targets) in initialization stage. The initial kinematic states of targets xi,0, i = 1, 2, . . . , NT
are assumed to be Gaussian distributed.
Denote yj,k ∈ Rny , j = 1, . . . , Nk,M as the jth measurement at time k with ny being the
dimension of yj,k and Nk,M being the known number of measurements. For the MDS, each
received measurement yj,k might be originated from an underlying target through a particular
propagation path or clutter. The multipath measurement model for the MDS is as follows.
yj,k =

h1k(xi,k) + w1,k if yj,k is originated from ith target through path 1
h2k(xi,k) + w2,k if yj,k is originated from ith target through path 2
...
...
hNPk (xi,k) + wNP ,k if yj,k is originated from ith target through path NP
clutter otherwise
(2)
where hτk(·), τ = 1, 2, . . . , NP , is the measurement function of the τ th propagation path with
NP being the known number of paths, and wτ,k is the corresponding measurement noise, which
is assumed to be a zero-mean Gaussian random variable with covariance Rτ,k. Here, vi,k, wτ,k
and xi,0 are assumed to be independent. As in [1], the false measurement (clutter) is assumed to
be uniformly distributed in the region of interest and the number of clutter per scan is assumed
to follow a Poisson distribution.
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Fig. 1: Multipath association events ai,j,τk (i > 0) (two targets, two measurements and two paths).
As illustrated by Fig. 1, the target-to-measurement-to-path association event (or hypothesis)
7ai,j,τk , i > 0, j > 0 represents that the jth measurement is originated from the ith target via the
τ th path. For i > 0, ai,0,τk means that the ith target is not detectable by the τ th path. We use
a0,jk , j > 0 to represent that the jth measurement is originated from clutter since a clutter is
irrespective of the propagation path. Let Ak =
{
ai,j,τk
}NT ,Nk,M ,NP
i=1,j=0,τ=1
⋃{
a0,jk
}Nk,M
j=1
be a joint event.
By the assumptions that a measurement via any one propagation path has only one source, for
each propagation path at most one measurement is received from a target, and a measurement of
a target is received through at most one propagation path [16], the joint event Ak is constrained
by the following equation group.
NT∑
i=1
ai,j,τk + a
0,j
k = 1,∀ j=1, . . . , Nk,M , τ=1, . . . , NP ,
Nk,M∑
j=0
ai,j,τk = 1, ∀ i = 1, . . . , NT , τ = 1, . . . , NP ,
NP∑
τ=1
ai,j,τk = 1, ∀ i = 1, . . . , NT , j = 1, . . . , Nk,M .
(3)
A joint event Ak is feasible if it satisfies equation group (3). Note that merged measurements
that may be originated from multiple targets via different propagation paths are not considered
in this paper.
Define the binary variable si,k ∈ {0, 1} to represent the active/dormant meta-state of target i.
By active state of a target we mean that the target is detectable with high probability. On the
contrary, a target is in dormant state if it is hardly detectable or it disappears. Here, si,k = 1
if target i is in active state at time k and si,k = 0 if target i is in dormant state. The sets of
measurements, target kinematic state, target meta-state are defined by Yk = {yj,k}Nk,Mj=1 , Xk =
{xi,k}NTi=1, Sk = {si,k}NTi=1, respectively. Note that targets may appear/disappear at different time in
the region of interest, i.e., they may have different lifetime. For ease of exposition (and without
loss of generality), we hereafter restrict the notation on the lifetime of all targets from 1 to K. The
sequences of sets Y K1 , X
K
1 , S
K
1 and A
K
1 refer to the collections of measurements, target kinematic
state, target meta-state, target-to-measurement-to-path association events up to and including time
K, respectively. That is, Y K1 = {Yk}Kk=1, XK1 = {Xk}Kk=1, SK1 = {Sk}Kk=1, AK1 = {Ak}Kk=1. In
this paper, target state variables (e.g., XK1 , S
K
1 ) and data association variables (e.g., A
K
1 ), which
are not directly observed but are rather inferred from measurements (e.g., Y K1 ), are called latent
variables.
8Based on the models of target kinematic state, target meta-state, multipath measurement and
multipath data association, our problem of joint MDT for MDS is to concurrently estimate target
kinematic state XK1 (tracking) and target meta-state S
K
1 (detection), given measurements Y
K
1 in
the presence of unknown multipath data association AK1 , i.e.,
p(XK1 |Y K1 ) =
∑
AK1
p(XK1 |Y K1 , AK1 )p(AK1 ),
p(SK1 |Y K1 ) =
∑
AK1
p(SK1 |Y K1 , AK1 )p(AK1 ).
(4)
A common way to solve the above-stated joint MDT problem (Eq. (4)) is to calculate joint
posterior PDF LK1 := p(XK1 , SK1 , AK1 |Y K1 ) first, and then marginalize the joint posterior PDF
LK1 to obtain the posterior PDF of target kinematic state XK1 and posterior probability mass
function (PMF) of target meta-state SK1 . Since the number of multipath data association events
increases exponentially with the number of targets, the number of (validated) measurements and
the number of paths, exact calculation of LK1 is computationally expensive and approximation so-
lutions are often sought. The sampling-based stochastic approximation methods (e.g., MCMC) are
computationally intensive [25]. VB, as an analytical-based deterministic approximation method,
is more computationally effective and suited to MDT problem of MDS.
III. VB FOR JOINT DETECTION AND TRACKING
VB provides a local-optimal, exact analytical solution to the approximation of an inference
problem, making it more competitive in the case of high-dimensional latent variables. In this
paper, we employ VB to solve the joint MDT of MDS.
The first step in applying VB is to pick up a simpler family of probability densities over the
latent variables ZK1 = {XK1 , SK1 , AK1 }. We will specify the form of the family we use later. Then,
we seek the distribution q(ZK1 ) closest to the posterior PDF p(Z
K
1 |Y K1 ) in this family and use it
to approximate p(ZK1 |Y K1 ), i.e., p(ZK1 |Y K1 ) ≈ q(ZK1 ). We choose the commonly used Kullack-
Leibler (KL) divergence as the dissimilarity function of two distributions. The KL-divergence
from the density q(ZK1 ) to the density p(Z
K
1 |Y K1 ) is defined as
KL(q||p) = Eq(ZK1 ) log q(ZK1 )− Eq(ZK1 ) log p(ZK1 |Y K1 )
= log p(Y K1 )− B(ZK1 ),
(5)
where
B(ZK1 ) = Eq(ZK1 ) log p(ZK1 , Y K1 )− Eq(ZK1 ) log q(ZK1 ) (6)
9is known as the variational free energy, which is also the lower bound for the evidence log p(Y K1 )
since the KL(q||p) is nonnegative. Evidently, minimizing KL(q||p) is equivalent to maximizing
B(ZK1 ).
We use mean-field variational family [25] where ZK1 is partitioned into three disjoint groups
XK1 , S
K
1 , A
K
1 and each of the factors q(X
K
1 ), q(S
K
1 ), q(A
K
1 ) is a probability distribution with a
free functional form. The joint distribution over high-dimensional latent variables are represented
by the product of individual PDFs (or PMF) of the low-dimensional latent variable. That is,
q(ZK1 ) = q(X
K
1 )q(S
K
1 )q(A
K
1 ). (7)
In general, B(ZK1 ) is non-convex and no explicit solution for q(ZK1 ) can be found. Coordinate
ascent, a computationally effective technique with competitive performance for large-scale non-
convex machine learning problems, is exploited to maximize Eq. (6). Next we show how to
apply coordinate ascent to solve Eq. (6).
Substitute Eq. (7) into Eq. (6), and rewrite Eq. (6) as a function of the factor q(XK1 ) for
example, one obtains,
B(ZK1 ) = Eq(XK1 )Eq(SK1 ),q(AK1 ) log p(ZK1 , Y K1 )− Eq(XK1 ) log q(XK1 ) + c, (8)
where c = −Eq(SK1 ) log q(SK1 )− Eq(AK1 ) log q(AK1 ), a constant w.r.t. XK1 . Let
q∗(XK1 ) = α exp
(
Eq(SK1 ),q(AK1 ) log p(Z
K
1 , Y
K
1 )
)
∝ exp
(
Eq(SK1 ),q(AK1 ) log p(Z
K
1 , Y
K
1 )
)
,
(9)
where α is the normalization constant.
Substituting Eq. (9) into Eq. (8) and by the definition of KL divergence, we have
B(ZK1 ) = −KL
(
q(XK1 )||q∗(XK1 )
)
+ c− logα. (10)
Clearly, B(ZK1 ) takes the maximum value when q(XK1 ) = q∗(XK1 ). Similarly,
q∗(SK1 ) ∝ exp
(
Eq(XK1 ),q(AK1 ) log p(Z
K
1 , Y
K
1 )
)
,
q∗(AK1 ) ∝ exp
(
Eq(XK1 ),q(SK1 ) log p(Z
K
1 , Y
K
1 )
)
.
(11)
Note that q∗(XK1 ), q
∗(SK1 ), q
∗(AK1 ) are not explicit solutions since calculation of any q
∗(·)
depends on expectations computed w.r.t. the other two factors. Therefore, the iterative mechanism,
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which starts from appropriately initialized q∗(·) and then cycles through the factors and update
each in turn by recalculating it using the current values for the other two factors, is resorted
to estimating q(·). Since B(ZK1 ) is convex w.r.t. each of the factors, the eventually derived
estimation of the factors are local optimal [26].
Based on the principled application of VB described above, we next propose a joint MDT
algorithm named JDT-VB for MDS. In the following, we first present the framework of the
proposed JDT-VB algorithm, and then provide all the implementation details.
A. Framework of JDT-VB Algorithm
In the same vein of [18], the interdependence among the variables in the joint MDT problem
can be described by the graphical model shown in Fig. 2. Target kinematic state Xk and target
meta-state Sk evolve with first-order Markov process. Multipath data association Ak is assumed
to be independent over time. At each time, observable variable Yk is generated from Xk via a
particular path or clutter, and the relationship among target-to-measurement-to-path association
is represented by Ak. Additionally, Ak is related to target meta-state Sk. Given multipath data
association AK1 , the measurements Y
K
1 are independent from target meta-state S
K
1 . The joint
PDFs can be factorized as
p(Y K1 , X
K
1 , A
K
1 , S
K
1 ) = p(Y
K
1 |XK1 , AK1 )p(AK1 |SK1 )p(SK1 )p(XK1 ). (12)
...
...
meta-state
multipath 
data association
kinematic state
measurements
𝑆1 𝑆3 𝑆𝐾 
𝑋1 
𝑆2 
𝑋2 𝑋3 𝑋𝐾 
𝑌1 𝑌2 𝑌3 𝑌𝐾 
...𝐴1 𝐴2 𝐴3 𝐴𝐾 
...
Fig. 2: Graphical model of joint detection and tracking.
Based on the graphical model in Fig. 2, the framework of the proposed JDT-VB algorithm
is depicted in Fig. 3. After constructing the prior probabilities of latent variables, the posterior
11
PDFs or PMF of target kinematic state, target meta-state, and multipath data association are
updated in an iterative loop. The details are further explained below.
• Prior PDFs modeling: one convenient and favorable class of priors is conjugate priors in
the exponential family. In this paper, the prior PDFs (or PMFs) of target kinematic state,
target meta-state and multipath data association are assumed to be a Gaussian distribution,
a Bernoulli distribution, and a distribution in exponential family composed of a Poisson
distribution and a Bernoulli distribution, respectively.
• Posterior multipath data association update (Module 3): given the rth iterative (path-
unconditional) PDF of target kinematic state qr(XK1 ) and PMF of target meta-state q
r(SK1 ),
the PDF of multipath data association qr(AK1 ) belongs to exponential family. The distribution
of each multipath data association event is approximately calculated by the LBP method.
• Posterior target kinematic state update (Module 1): given measurements Y K1 and the rth
iterative PDF of multipath data association qr(AK1 ), the PDF of target kinematic state
updated by measurements from a single path, called path-conditional PDF, is a Gaussian
distribution, of which the mean and covariance are obtained via a fixed-interval smoother.
The PDF of target kinematic state updated by measurement from all paths, called path-
unconditional PDF and denoted by qr(XK1 ), is a Gaussian distribution as well, and is
obtained by fusing the path-conditional PDFs of target kinematic state.
• Posterior target meta-state update (Module 2): given the rth iterative PDF of multipath data
association qr(AK1 ), the PMF of target meta-state q
r(SK1 ) is updated via forward-backward
algorithm, which is able to integrate statistical information (e.g., detection probability, false
alarm rate) relevant to the specific application.
• Iterative loop: Module 1- Module 3 above are repeated until B(ZK1 ) at two consecutive
iterations are close enough or the maximum number of iterations is reached.
B. The Conjugate Prior PDFs and Observation Modeling
1) Target Kinematic State Modeling: As seen from Fig 2, each target is assumed to indepen-
dently follow a first-order Markov process, that is,
p(XK1 ) =
NT∏
i=1
p(xi,1)
K∏
k=2
p(xi,k|xi,k−1), (13)
where p(xi,k|xi,k−1) = N (xi,k|fk(xi,k−1), Qi,k).
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Fig. 3: Framework of JDT-VB algorithm.
2) Target meta-state Modeling: The meta-state of each target is assumed to independently
follow a two-state Markov model as shown in Fig 2,
p(SK1 ) =
NT∏
i=1
p(si,1)
K∏
k=2
p(si,k|si,k−1), si,k ∈ {0, 1}, (14)
The initial probability p(si,1) and transition probabilities Ts(e, c) = p(si,k = e|si,k−1 = c), ∀e, c ∈
{0, 1} are assumed to be known. The detection decision on target i is made based on p(si,1:K).
3) Multipath Data Association Modeling: The PDF of multipath data association Ak con-
sisting of a Poisson distribution to model clutter and a Bernoulli distribution to model target
detection, is given by
p(Ak|Nk,M) = (λVk)
NC(Ak)
Nk,M !
exp(−λVk)
NT∏
i=1
NP∏
τ=1
(pτd(i))
di,τk (Ak)(1− pτd(i))1−d
i,τ
k (Ak), (15)
where
NC(Ak) = Nk,M −
NT∑
i=1
NP∑
τ=1
di,τk (Ak) (16)
is the number of measurements that are not associated with any target in the joint event Ak,
di,τk (Ak) is the path-dependent detection indicator of target i that indicates whether a measurement
is associated with target i via path τ in Ak, λ represents the clutter density, pτd(i) is the detection
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probability of target i via path τ , and Vk represents the volume of the region of interest, which
is the volume of the validation region when gating technique is used [1]. Note that the detection
probability of target i via path τ , pτd(i), is a function of target active/dormant meta-state si,k.
That is, pτd(i) takes a relatively large value if target i is in the active state (si,k = 1), and vice
versa. See Appendix A for the detailed derivation of Eq. (15).
4) Observation Modeling: Based on the assumption that measurements are independently
distributed conditioned on target kinematic state and multipath data association events (see the
graphical model in Fig. 2), the likelihood function p(Y K1 |XK1 , AK1 ) can be factorized as
p(Y K1 |XK1 , AK1 ) =
K∏
k=1
p
(
y1,k, . . . , yNk,M ,k|x1,k, . . . , xNT ,k, Ak
)
. (17)
Recall that Ak is a joint feasible data association event. If a
0,j
k = 1, j ∈ {1, . . . , Nk,M}, that is,
no target exists, then measurement j is from clutter and
p(yj,k|a0,jk = 1) = V −1k (18)
by the assumption that the clutter is uniformly distributed in the region of interest [1]. If ai,0,τk = 1,
i ∈ {1, . . . , NT}, τ ∈ {1, . . . , NP}, that is, target i is not detected via path τ , then
p(∅|xi,k, ai,0,τk = 1) = 1. (19)
Otherwise, if ai,j,τk = 1, i ∈ {1, . . . , NT}, j ∈ {1, . . . , Nk,M}, τ ∈ {1, . . . , NP}, that is,
measurement j is originated from target i through propagation path τ , we have
p(yj,k|xi,k, ai,j,τk = 1) = N (yj,k|hτk(xi,k), Rτ,k). (20)
By Eqs. (18), (19), (20) and expanding the right side of Eq. (17), likelihood function (17) is
rewritten as
p(Y K1 |XK1 , AK1 ) =
K∏
k=1
Nk,M∏
j=1
V
−a0,jk
k
NT∏
i=1
NP∏
τ=1
N (yj,k|hτk(xi,k), Rτ,k)a
i,j,τ
k . (21)
Note that observation likelihood p(Yk|Xk, Ak) represents the likelihood of the measurements Yk
for the given target states Xk and a joint feasible data association event Ak that is an assignment
among measurements, targets and propagation paths. The clutter density λ is not involved in
p(Yk|Xk, Ak).
14
C. Posterior Probability Update of JDT-VB
Based on the conditional independence of approximate distributions imposed by mean-field
method, the approximate posteriors on target kinematic state and target meta-state are factorized
over tracks, and approximate posteriors on multipath data association is factorized over time,
that is,
q(XK1 ) =
NT∏
i=1
q(xi,1:K), q(S
K
1 ) =
NT∏
i=1
q(si,1:K), (22)
q(AK1 ) =
K∏
k=1
q(Ak). (23)
1) Calculation of q(XK1 ): According to the definition of Eq. (9) and the factorization in
Eq. (22), the update of posterior PDF of each track can be derived separately as follows.
log q(xi,1:K) ∝ Eq(si,1:K),q(AK1 ) log p(xi,1:K , AK1 , si,1:K , Y K1 ). (24)
In the vein of Eq. (12), the PDF p(xi,1:K , AK1 , si,1:K , Y
K
1 ) is decomposed as
p(xi,1:K , A
K
1 , si,1:K , Y
K
1 ) = p(Y
K
1 |xi,1:K , AK1 )p(AK1 |si,1:K)p(si,1:K)p(xi,1:K). (25)
Substituting Eq. (25) into Eq. (24), and by
Eq(si,1:K),q(AK1 ) log p(xi,1:K) = log p(xi,1:K),
Eq(si,1:K),q(AK1 ) log p(Y
K
1 |xi,1:K , AK1 ) = Eq(AK1 ) log p(Y K1 |xi,1:K , AK1 ),
yield
log q(xi,1:K) = log p(xi,1:K) + Eq(AK1 ) log p(Y
K
1 |xi,1:K , AK1 ) + c1x, (26)
where c1x = Eq(si,1:K),q(AK1 ) log p(A
K
1 |si,1:K)p(si,1:K) is independent with xi,1:K . By a similar
derivation of Eq. (21), the expectation Eq(AK1 ) log p(Y
K
1 |xi,1:K , AK1 ) is expanded as
Eq(AK1 ) log p(Y
K
1 |xi,1:K , AK1 ) =
K∑
k=1
Nk,M∑
j=1
NP∑
τ=1
E
[
ai,j,τk
]
logN (yj,k|hτk(xi,k), Rτ,k) + c2x, (27)
where c2x = −
∑K
k=1
∑Nk,M
j=1 E[a
0,j
k ] log(Vk) is independent with xi,1:K .
Substituting Eq. (27) into Eq. (26), taking the exponential of both sides of Eq. (26), and
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throwing away the terms (c1x and c
2
x) that do not depend on xi,1:K , yield
q(xi,1:K) ∝ p(xi,1:K)
K∏
k=1
Nk,M∏
j=1
NP∏
τ=1
N (yj,k|hτk(xi,k), Rτ,k)E[a
i,j,τ
k ]. (28)
By applying the product of Gaussian PDFs (see details in Appendix B), we obtain
Nk,M∏
j=1
N (yj,k|hτk(xi,k), Rτ,k)E[a
i,j,τ
k ] = N (y¯i,τ,k|hτk(xi,k), R¯i,τ,k), (29)
where
y¯i,τ,k =
∑Nk,M
j=1 E[a
i,j,τ
k ]yj,k∑Nk,M
j=1 E[a
i,j,τ
k ]
, R¯i,τ,k =
Rτ,k∑Nk,M
j=1 E[a
i,j,τ
k ]
(30)
are synthetic measurement and its corresponding measurement covariance. Substituting Eq. (29)
into Eq. (28), yields,
q(xi,1:K)∝ p(xi,1:K)
K∏
k=1
NP∏
τ=1
N (y¯i,τ,k|hτk(xi,k), R¯i,τ,k). (31)
From Eq. (31), it is seen that q(xi,1:K) is equivalent to a dynamical system with multiple
(independent) synthetic measurements y¯i,τ,k, τ = 1, . . . , NP and corresponding measurement co-
variance R¯i,τ,k, τ = 1, . . . , NP . Note that since for different propagation path τ , the measurement
functions hτ (·), τ = 1, . . . , NP are different, the synthetic measurements y¯i,τ,k, τ = 1, . . . , NP
cannot be synthesized further over all paths. Here, we approximate Eq. (31) by fusing path-
dependent kinematic state PDFs which are obtained by Kalman smoother for linear system and
URTS for nonlinear system [35] based on the synthetic measurements corresponding to the path,
that is,
xˆi,k = Pi,k
NP∑
τ=1
P−1i,τ,kxˆi,τ,k, P
−1
i,k =
NP∑
τ=1
P−1i,τ,k, (32)
where xˆi,τ,k = E[xi,τ,k|y¯i,τ,1:K ], Pi,τ,k = cov[xˆi,τ,k|y¯i,τ,1:K ] are the mean and covariance of
path-dependent kinematic state PDFs. In Eq. (32), the interdependency of the path-dependent
kinematic state PDFs are neglected.
In order to reduce computational cost, gating technique [1] can be applied to eliminate very
unlikely association between targets and measurements. Accordingly, the candidate measurements
for posterior PDF update of target i under path τ should fall into the relevant validation region,
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which is defined as follows [1]:
Ωi,τ,k(γ) := {yj,k ∈ Yk : D(yj,k − y−i,τ,k, Si,τ,k) ≤ γ}. (33)
In Eq. (33), for current iteration r, measurement prediction y−i,τ,k = h
τ
k(xˆ
r−1
i,k ) and the associated
innovation covariance Si,τ,k = Rτ,k +HτkP
r−1
i,k (H
τ
k )
T , where xˆr−1i,k , P
r−1
i,k are the estimated target
kinematic state and the corresponding covariance in the last iteration r − 1, respectively. Hτk
is the Jacobian matrix of hτk w.r.t. xˆ
r−1
i,k . D represents Mahalanobis distance. The constant γ is
chosen to make gate probability equal to pg. The volume of the validation region is [1]
V i,τk = cnyγ
ny/2|Si,τ,k|1/2, (34)
where the coefficient cny depends on the measurement dimension ny. For ny = 3, cny = 4pi/3.
The validation region for multipath measurements is then defined to be the union of the
multipath validation regions for all targets. Calculating the volume Vk of the validation region
for multipath measurements, required by the calculation of data association probability, is com-
plicated since the multipath validation region for each target may overlap [12]. As in [12], here
we approximate the volume Vk by
Vk ≈
NT∑
i=1
max
{
V i,1k , . . . , V
i,NP
k
}
. (35)
Consequently, the synthetic measurement y¯i,τ,k and its corresponding measurement covariance
R¯i,τ,k in Eq. (30) can be rewritten as
y¯i,τ,k =
∑
j:yj,k∈Ωi,τ,k(γ) E[a
i,j,τ
k ]yj,k∑
j:yj,k∈Ωi,τ,k(γ) E[a
i,j,τ
k ]
, R¯i,τ,k =
Rτ,k∑
j:yj,k∈Ωi,τ,k(γ) E[a
i,j,τ
k ]
. (36)
The calculation of q(XK1 ) for the case of linear dynamic system is summarized in Module 1.
2) Calculation of q(SK1 ): By Eq. (11), Eq. (22) and the dependence of multipath data asso-
ciation on target meta-state shown in Fig. 2, for each target i, we have
log q(si,1:K) = log p(si,1:K) + Eq(AK1 ) log p(A
K
1 |si,1:K) + Eq(XK1 ),q(AK1 ) log p(Y K1 |XK1 , AK1 )︸ ︷︷ ︸
term that is independent with si,1:K
.
(37)
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Module 1 Tracking: calculation of q(XK1 ) (for linear system)
Input: measurements Y K1 ; E[AK1 ] from Module 3;
Output:
{
XˆK1 , P
K
1
}
: target kinematic state;
1: for each target i = 1 : NT do
2: for each path τ = 1 : NP do
3: for each time k = 1 : K do
4: Select measurements subset Ωi,τ,k via Eq. (33);
5: Calculate y¯i,τ,k and R¯i,τ,k via Eq. (36);
6: end for
7: Calculate {xˆi,τ,1:K , Pi,τ,1:K} via KS as follows.
8: for each time k = 1 : K do
9: x−i,τ,k = Fk−1xˆi,τ,k−1,
P−i,τ,k = Fk−1Pi,τ,k−1F
T
k−1 +Qi,k,
Si,τ,k = H
τ
kP
−
i,τ,k(H
τ
k )
T + R¯i,τ,k,
Ki,τ,k = P−i,τ,k(Hτk )TS−1i,τ,k,
xˆi,τ,k = x
−
i,τ,k +Ki,τ,k(y¯i,τ,k −Hτkx−i,τ,k),
Pi,τ,k = P
−
i,τ,k −Ki,τ,kSi,τ,kKTi,τ,k.
10: end for
11: Let xˆi,τ,K|K = xˆi,τ,K , and Pi,τ,K|K = Pi,τ,K .
12: for each time k = K − 1 : 1 do
13: G = Pi,τ,kF Tk (P−i,τ,k+1)−1,
xˆi,τ,k|K = xˆi,τ,k + G(xˆi,τ,k+1|K − xˆi,τ,k+1),
Pi,τ,k|K = Pi,τ,k + G(Pi,τ,k+1|K − Pi,τ,k+1)GT .
14: end for
15: end for
16: for each time k = 1 : K do
17: Calculate {xˆi,k, Pi,k} via Eq. (32).
18: end for
19: end for
Substituting Eq. (15) into Eq. (37), yields,
q(si,1:K) ∝ p(si,1) exp(ξi,1(si,1))
K∏
k=2
p(si,k|si,k−1) exp(ξi,k(si,k)) (38)
with
ξi,k(si,k) =
NP∑
τ=1
E[di,τk (Ak)] log p
τ
d(si,k) +
NP∑
τ=1
(
1− E[di,τk (Ak)]
)
log (1− pτd(si,k)). (39)
See Appendix C for the detailed derivations of Eq. (38).
Recall that di,τk (Ak) represents the event that target i is detected via path τ in the joint
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association event Ak. Therefore,
E[di,τk (Ak)] =
Nk,M∑
j=1
E[ai,j,τk ]. (40)
From Eq. (38), the posterior PMF of target meta-state q(si,1:K) can be updated via a forward-
backward algorithm [36]. Note that ξi,k integrates the detection probability pτd, τ = 1, ..., NP ,
resulting in improvement of the detection performance since information from all paths are
integrated. The calculation of q(SK1 ) is summarized in Module 2.
Module 2 Detection: calculation of q(SK1 )
Input: E[AK1 ]: multipath data association from Module 3;
Output:
{
SˆK1 , N
X
1:K
}
: target meta-state;
1: for each target i = 1 : NT do
2: for each time k = 1 : K do
3: Calculate bk(si,k) = exp(ξi,k(si,k)) with ξi,k(si,k) being given by Eq. (39);
4: end for
5: Initialize forward variable −→α 1(si,1) = p(si,1)b1(si,1);
6: for each time k = 1 : K − 1 do
7: Update −→α k(si,k) by −→α k+1(si,k+1) =
[
1∑
c=0
−→α k(c)Ts(si,k, c)
]
bk+1(si,k+1);
8: end for
9: Initialize backward variable
←−
β K(si,K) = 1;
10: for each time k = K − 1 : 1 do
11: Update
←−
β k(si,k) by
←−
β k(si,k) =
1∑
c=0
Ts(si,k, c)bk(c)
←−
β k+1(c);
12: end for
13: Calculate the posterior probability in terms of forward variable and backward variable by
q(si,k) =
−→α k(si,k)←−β k(si,k)
1∑
si,k=0
−→α k(si,k)←−β k(si,k)
;
14: end for
15: for each time k = 1 : K do
16: Initialize the number of confirmed tracks NXk = 0;
17: for each target i = 1 : NT do
18: If q(si,k = 1) ≥ δs (the track confirmation threshold), let NXk = NXk + 1;
19: end for
20: end for
3) Calculation of q(AK1 ): By Eq. (11) and Eq. (23), the dependence of multipath data
association on target meta-state, and the dependence of measurement on target kinematic state
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and multipath data association shown in Fig. 2, for each time k, we rewrite log q(Ak) as
log q(Ak) ∝ Eq(Sk) log p(Ak|Sk)−
Nk,M∑
j=1
a0,jk log Vk+
Nk,M∑
j=1
NT∑
i=1
NP∑
τ=1
ai,j,τk Eq(xi,k) logN (yj,k|xi,k, Rτ,k).
(41)
Reshape Ak as a column vector Ak =
[
a0,1k , . . . , a
0,Nk,M
k , a
1,0,1
k , . . . , a
1,0,NP
k , . . . , a
NT ,0,NP
k , a
1,1,1
k ,
. . . , a1,1,NPk , . . . , a
1,Nk,M ,NP
k , . . . , a
NT ,Nk,M ,NP
k
]T . Take the exponential of both sides of Eq. (41)
and rewrite it in the form of exponential family with a parameter χp,k that has the same dimension
with Ak.
q(Ak;χp,k) = Zk exp
(
χTp,kAk
)
I{Ak ∈ A}, (42)
where χp,k=
[
χ0,1k , . . . , χ
0,Nk,M
k , χ
1,0,1
k , . . . , χ
1,0,NP
k , . . . , χ
NT ,0,NP
k , χ
1,1,1
k , . . . , χ
1,1,NP
k , . . . , χ
1,Nk,M ,NP
k ,
. . . , χ
NT ,Nk,M ,NP
k
]T , and
χ0,jp,k =− log(Vk), χi,0,τp,k =
∑1
si,k=0
q(si,k) log
(
1− pτd(si,k)
)
,
χi,j,τp,k =
1∑
si,k=0
q(si,k) log(p
τ
d(si,k)/(λVk)) + log(2pi|Rτ,k|−
1
2 )
− 1
2
D(yj,k − hτk(xˆi,k), Rτ,k)−
1
2
Tr
{
R−1τ,kH
τ
kPi,k(H
τ
k )
T
}
,
i = 1, . . . , NT ; j = 1, . . . , Nk,M ; τ = 1, . . . , NP .
(43)
In Eq. (42), the constant Zk = Poisson(Nk,M) is the Poisson distribution with mean Nk,M , and
A is the set of feasible joint multipath data association events. See Appendix D for the detailed
derivations of Eqs. (42)-(43).
Calculating the exact expectation E[Ak] from Eq. (42) requires the enumeration of all feasible
target-to-measurement-to-path events, which is intractable since the number of feasible associa-
tion events increases exponentially with the increasing of the numbers of targets, measurements
and paths. Recently, the belief propagation schemes for data association have attracted much
attention [32], [37]–[40]. LBP runs belief propagation on a graph containing loops. Here, by
constructing the factor graph corresponding to the triple target-to-measurement-to-path asso-
ciation, we extend the LBP of [18] to approximate the marginal probabilities of multipath
data association. Note that, as in [16], an alternative way to solve triple target-measurement-
path association problem is to reduce it to a regular (non-multipath) data association problem,
with each (target, path) acting as a pseudo-target. By formulating the reduced problem as a
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two-dimensional maximum weighted matching problem, the technique in [18], [38] can be
applied immediately. However, the constraints on the triple target-measurement-path association
in this paper, i.e., equation group (3) (particularly the first equation), making the reduced two-
dimensional association problem not a two-dimensional maximum weighted matching problem,
and therefore prohibit applying the technique in [18], [38] to the triple target-measurement-path
association in this paper.
By expending the joint association event Ak, the posterior PDF q(Ak) can be represented as
a factor graph
q(Ak;χp,k) ∝
NT∏
i=1
NP∏
τ=1
fRi,τ
Nk,M∏
j=1
NP∏
τ=1
fCj,τ
NT∏
i=1
Nk,M∏
j=1
fPi,j
NT∏
i=1
Nk,M∏
j=0
NP∏
τ=1
fEi,j,τ
Nk,M∏
j=1
fE0,j (44)
with
fRi,τ = I
(Nk,M∑
j=0
ai,j,τk = 1
)
, fCj,τ = I
( NT∑
i=1
ai,j,τk + a
0,j
k = 1
)
,
fPi,j = I
( NP∑
τ=1
ai,j,τk = 1
)
, fEi,j,τ = exp
{
χi,j,τp,k a
i,j,τ
k
}
, fE0,j = exp
{
χ0,jp,ka
0,j
k
}
.
being factors, and ai,j,τk being variables.
Fig. 4 provides an exemplified factor graph [41] for modeling the association event Ak in
Fig. 1. There are four kinds of factors in factor graph, row factor fRi,τ , column factor f
C
j,τ , page
factor fPi,j , and evidence factor f
E
i,j,τ . We define the follow messages for LBP (omit subscript k
for simplicity):
µRi,j,τ := msgfRi,τ→ai,j,τ (xa), ν
R
i,j,τ := msgai,j,τ→fRi,τ (xa),
µCi,j,τ := msgfCj,τ→ai,j,τ (xa), ν
C
i,j,τ := msgai,j,τ→fCj,τ (xa),
µPi,j,τ := msgfPi,j→ai,j,τ (xa), ν
P
i,j,τ := msgai,j,τ→fPi,j(xa),
where µ := msgf→a(xa) denotes the message sent from factor f to variable a with xa ∈ {0, 1}
being the state of a, and ν := msga→f (xa) denotes the message sent from variable a to factor
f . Using the standard update rules of BP [42], a message from a variable a to a factor f is
msga→f (xa) =
∏
f¯∈n(a)\{f}
msgf¯→a(xa), (45)
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and a message from a factor f to a variable a is
msgf→a(xa) =
∑
x\xa
f(xf )
∏
a¯∈n(f)\{a}
msga¯→f (x
′
a¯), (46)
where n(a) is the set of neighboring factors to variable a, and n(f) is the set of neighboring
variables to factor f .
Message computation consists of message initialization step and message update step. The
evidence factor fEi,j,τ (leaf factor node) is utilized to initialize messages via Eq. (47), and the
rest factors are used to update messages. Due to the fact that there is only one nonzero value
in any row/column/page of Ak, the messages µRi,j,τ , µ
C
i,j,τ , and µ
P
i,j,τ are given as Eqs. (48)-(50),
respectively.
µiniti,j,τ =
fEi,j,τ (0)
fEi,j,τ (1)
 =
 1
exp(χi,j,τp,k )
 , (47)
µRi,j,τ =
µRi,j,τ (0)
µRi,j,τ (1)
 =

∑
j1 6=j
νRi,j1,τ (1)
∏
j2 6=j,j1
νRi,j2,τ (0)∏
j1 6=j
νRi,j1,τ (0)
 , (48)
µCi,j,τ =
µCi,j,τ (0)
µCi,j,τ (1)
 =

∑
i1 6=i
νCi1,j,τ (1)
∏
i2 6=i,i1
νCi2,j,τ (0)∏
i1 6=i
νCi1,j,τ (0)
 , (49)
µPi,j,τ =
µPi,j,τ (0)
µPi,j,τ (1)
 =

∑
τ1 6=τ
νPi,j,τ1(1)
∏
τ2 6=τ,τ1
νPi,j,τ2(0)∏
τ1 6=τ
νPi,j,τ1(0)
 . (50)
By the fact that each variable ai,j,τk , i > 0, j > 0 connects to factors f
R, fC , fP and fE , the
messages from variable to factor νRi,j,τ , ν
C
i,j,τ , and ν
P
i,j,τ (i > 0, j > 0) are given as
νRi,j,τ = µ
C
i,j,τ · µPi,j,τ · fEi,j,τ , (51)
νCi,j,τ = µ
R
i,j,τ · µPi,j,τ · fEi,j,τ , (52)
νPi,j,τ = µ
R
i,j,τ · µCi,j,τ · fEi,j,τ . (53)
For i = 0 or j = 0, the factors νC0,j and ν
R
i,0,τ only connect to the factor f
E , that is, νC0,j = f
E
0,j ,
νRi,0,τ = f
E
i,0,τ .
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Fig. 4: The factor graph for modeling the joint multipath association event in Fig. 1 (two targets,
two measurements and two path): (1) a (squared) node represents a factor; (2) a (circle) node
represents an individual variable of the joint association event; (3) Each factor f is a function
of the corresponding set of variables ak. There are undirected edges connecting each factor to
all of the variables on which that factor depends.
The messages are updated iteratively according to the factor graph. Once the iteration process
terminates, the estimated marginal distribution of each variable with its expectation can be
computed by multiplying the corresponding messages from adjoining factors corresponding to
the variable, that is,
q(ai,j,τk ) ∝ µRi,j,τ · µCi,j,τ · µPi,j,τ · fEi,j,τ , (54)
E[ai,j,τk ] = q(a
i,j,τ
k = 1). (55)
See Appendix E for the detailed derivation of LBP for multipath data association.
The computation of q(AK1 ) is summarized in Module 3.
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Module 3 Multipath data association: Approximated by LBP
Input: Measurements Y K1 , target kinematic state estimation {XˆK1 , PK1 } from Module 1, target
meta-state estimation SˆK1 from Module 2;
Output: PMF q(AK1 ), and expectation E[AK1 ];
1: for each time k = 1 : K do
2: Calculate hyper-parameter χp,k according to Eq. (43);
3: Initialize messages µiniti,j,τ via Eq. (47);
4: while no convergence do
5: Update messages νR, νC , νP via Eqs. (51) - (53);
6: Update messages µR, µC, µP via Eqs. (48) - (50);
7: end while
8: Calculate q(Ak) and E(Ak) via Eqs. (54) - (55);
9: end for
10: Output q(AK1 ) and E(AK1 ).
Remark 1: In [38], Williams and Lau considered the LBP for the two-way data association
problem, i.e., the correspondence between targets and measurements, in a single frame. By
modeling the two-way data association problem as a maximum weighted matching problem on
a bipartite graph and showing that the message update equations are contractions, the LBP was
proved to converge [38]. However, the technique in [38] may not be applied to the triple target-
measurement-path association that is a three-matching problem in this paper. So the convergence
of the LBP in the present paper is not guaranteed a priori. In the Supplement Material (Appendix
A), we provide a toy example (two targets, four propagation paths, low clutter rate) to observe the
convergence of the LBP algorithm. Divergence of the LBP is not seen in extensive simulations
of the toy example. It is our future work to investigate the convergence property of the LBP for
the triple target-measurement-path association.
Remark 2: By Eq. (44), the factor graph that models the multipath data association A with
NT targets, NM measurements and NP paths has NTNMNP + NTNP + NM variables ai,j,τ ,
NTNMNP + 2NTNP +NMNP +NTNM +NM factors (consisting of NTNP +NMNP +NTNM
constraint factors fRi,τ , f
C
j,τ and f
P
i,j , and NTNMNP +NTNP +NM evidence factor node f
E
i,j,τ ).
By the fact that each variable ai,j,τ , i > 0, j > 0, τ > 0 connects with four factors (fRi,τ , f
C
j,τ ,
fPi,j and f
E
i,j,τ ), each a
i,0,τ , i > 0, τ > 0 connects with two factors (fRi,τ and f
E
i,j,τ ), and each
a0,j, j > 0 connects with two factors (fCj,τ and f
E
j,τ ), there are total 4NTNMNP +2NTNP +2NM
edges in the factor graph. For applications with a large number of targets and measurements,
the gating technique can exclude the very unlikely target-to-measurement associations, reducing
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the number of variables and constraint factors fRi,j of the factor graph.
D. The JDT-VB Algorithm and Its Computational Complexity
The JDT-VB algorithm consisting of Modules 1, 2 and 3 is summarized in TABLE. I.
The iteration terminates if B(ZK1 ) between two consecutive iterations are close enough or the
maximum number of iterations is reached.
TABLE I: The summary of JDT-VB algorithm
1: Initialization. Initialize q0(XK1 ), q0(SK1 ), and NT .
2: Joint Detection and Tracking (the rth iteration)
(2.1) Association: Calculate qr(AK1 ) via Module 3.
(2.2) Detection: Estimate qr(SK1 ) via Module 2.
(2.3) Tracking: Estimate qr(XK1 ) via Module 1.
3: Iteration Termination. If iteration terminates, go to
step (4); otherwise reset r ← r + 1 and return to (2.1).
4: Outputs. Output the detection and tracking results.
The computational complexity of JDT-VB is equal to the sum of the computational cost of
Modules 1, 2 and 3, i.e.,
ctot = rvb × (cqx + cqs + cqa), (56)
where rvb is the number of JDT-VB iterations, and cqx, cqs, cqa are the computational complexity
of Modules 1, 2 and 3, respectively. For Module 1, cqx = O(2KNTNPn3x) [35] which is
proportional to the sum of computational cost of path-dependent state estimation and multipath
state fusion. Module 2 is carried out by forward and backward algorithm, and its computational
complexity cqs = O(4KNT ) [36]. The LBP algorithm is used to approximate the multipath
data association in Module 3. The main cost of LBP is the message update equation, which
is O(d2a) for each variable a at each iterations [43] with da being the number of possible
values of variable a. In our graphical model, there are total NTNMNP + NTNP + NM vari-
ables, and each variable takes values of 0 and 1, i.e., da = 2. Hence, the computational cost
cqa = O(rlbp
∑K
k=1 4NTNk,MNP ) with rlbp being the number of LBP iterations. At each iteration,
the computational cost of JDT-VB increases linearly with the number of targets, measurements
and propagation paths.
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Remark 3: There are several properties of JDT-VB:
• it provides an integrated solution for joint MDT for MDS in VB framework. The perfor-
mance of detection and tracking is improved by the fact that multipath measurements are
integrated to estimate target kinematic state and target meta-state.
• it has a closed-loop iterative manner among multipath data association, kinematic state
estimation, and meta-state estimation, which is effective in dealing with the coupling rela-
tionship between estimation errors and identification errors in the view of feedback control.
• it has polynomial computational complexity. The multipath data association is modeled by
a probabilistic graphical model, and the marginal association probabilities are calculated
approximately by the LBP algorithm.
E. Initialization of JDT-VB
• In scan k, we coarsely group the measurements that have not been used to update existing
tracks into different subsets Y ik, i = 1, . . . , N sk . In each subset Y ik, any two measurements
are within a preset threshold vector ρτ conditioned on the assumption that they are from the
same target. Subsets Y ik with at least two measurements are utilized to initialize heads of new
tracks by the assumption that it is rare to receive the measurement only from one path for a
target under the circumstance of multipath propagation. Considering each subset Y ik with at
least two measurements, for each measurement-to-path association hypothesis, we transform
the measurements in Y ik from measurement space to kinematic state space, obtaining a set
of the transformed kinematic states. The kinematic state estimate xˆik is obtained by fusing
the transformed kinematic states which have the minimum average Mahalanobis distance.
The covariance P ik is pre-determined based on measurement noise covariance. Set the initial
probability p(sik = 1) = min(1, (|Y ik|/NP )2).
• In scan k+ 1, target kinematic state estimation xˆk+1 and Pk+1 is performed individually by
using LBP and UKF. Meanwhile, the probability p(sk+1) is recursively updated by using the
forward-backward algorithm according to the Module 2. If the average detection probability
of target i in three successive scans is less than the threshold δs, the track i is deleted. The
measurements that do not fall into validation gates of any tracks are used to initialize new
tracks. NT is the total number of confirmed temporary tracks at scan K.
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IV. SIMULATION
OTHR exploits the reflection effect of the ionosphere for high-frequency signal (3-30MHz) to
detect and track airborne/surface targets at ranges an order of magnitude greater than conven-
tional line-of-sight radars [5]. As mentioned in Section I, multipath propagation phenomenon
often appears in OTHR [12] due to the multilayer structure of the ionosphere, resulting in
multiple measurements from one target. The correspondence among targets, measurements and
propagation paths is unknown.
The performance of JDT-VB is evaluated and compared against MPTF [11] and multi-detection
multiple hypothesis tracker using the OTHR target tracking scenario. For MPTF, multiple path-
dependent tracks are obtained in slant coordinate by using PDA and UKF. Then, these path-
dependent tracks are fused to derive target kinematic states in the ground coordinate. As a
multi-scan joint detection and tracking algorithm for MDS, MD-MHT [16] approximates the
three-dimensional multipath data association by path-dependent two-dimensional assignments
and is a suboptimal but computational effective MHT algorithm. In [16], MD-MHT is carried
out based on the track-oriented framework and solved by multiple frame assignment algorithm.
We here use the hypothesis-oriented framework together with Murty’s approximation method
[44], [45], which is called MD-HMHT. MD-PHD [9], which is limited to track a few high-value
targets due to its high computational cost [9], is not considered here.
A. Multitarget Tracking in OTHR Scenario
We consider an ionospheric model with two layers, E-layer and F-layer. There are four paths
in total, i.e., EE path, EF path, FE path and FF path. Refer to TABLE. II for the corresponding
look-up path table.
TABLE II: Propagation paths
Index Path ~t ~r pd Explanation
τ = 1 EE hE hE p1d transmit on E and receive on E
τ = 2 EF hE hF p2d transmit on E and receive on F
τ = 3 FE hF hE p3d transmit on F and receive on E
τ = 4 FF hF hF p4d transmit on F and receive on F
The OTHR measurement yk = [rk, r˙k, ζk]T in slant coordinates consists of slant range rk,
slant range rate r˙k and azimuth ζk. The target kinematic state xk = [gk, g˙k, ϑk, ϑ˙k]T in ground
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coordinates consists of ground range g, ground range rate g˙, bearing ϑ and bearing rate ϑ˙. The
measurement function is given by [12]
rk = rα,k + rβ,k
r˙k =
g˙k
4
(
gk
rα,k
+
gk − d sin(ϑk)
rβ,k
)
ζk = arcsin
(
gk sin(ϑk)
2rα,k
) (57)
with
rα,k =
√
g2k
4
+ ~2r, rβ,k =
√
g2k − 2dgk sin(ϑk) + d2
4
+ ~2t ,
where rα,k and rβ,k are the ray path of transmitter and receiver, and d is the distance between
the receiver and the transmitter.
1) Scenario parameters: The surveillance region is assumed to be [1500, 2000] km in range,
[0.428, 0.608] rad in azimuth, and [−0.524, 0.524] km/s in range rate. Four targets move in the
surveillance region with near-constant velocity (see Fig. 5a). Two of them (Target 1 and Target
2) move in parallel. The other two (Target 3 and Target 4) cross at k = 20. Initial kinematic
states and lifetime of the targets are given in TABLE. III. The sampling period Ts = 16 s,
and the number of scans K = 30. The standard deviation of the slant range, Doppler and
azimuth measurement errors for all paths are σr = 5 km, σr˙ = 0.001 km/s, and σζ = 0.003 rad,
respectively. The power spectral density of the process noise for targets is set to 10−8 km2/s3
in both g-direction and ϑ-direction. For ionosphere, NP = 4, ~E = 100 km and ~F = 260 km.
The distance between the transmitter and the receiver d = 100 km.
TABLE III: Initial parameters of targets
Target Initial state Lifetime
1 [1700, 0.10, 0.48, 8.7× 10−5]T [1, 20]
2 [1750, 0.10, 0.48, 8.7× 10−5]T [1, 20]
3 [1850, 0.20, 0.54, 8.7× 10−5]T [10, 30]
4 [1915,−0.20, 0.54, 8.7× 10−5]T [10, 30]
The performance of detection and tracking algorithms is related to the number of clutter Nc
and the detection probability pd. Without loss of generality, we do not distinguish the detection
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probabilities of different paths, i.e., pτd = pd for τ = 1, 2, 3, 4. We compare the performance of
JDT-VB, MPTF and MD-HMHT by varying the values of Nc and pd. 100 Monte Carlo runs are
carried out. All the three algorithms are implemented in MATLAB on a PC with an Intel CORE
i5 CPU and 4GB RAM.
2) Algorithm parameters: For JDT-VB, the threshold for the convergence of B(ZK1 ) δT =
10−5 and the maximum number of iterations for JDT-VB rmax = 20. Thresholds for the initial-
ization of track heads ρτ = [80 km, 0.005 km/s, 0.03 rad]T . The threshold for track confirmation
δs = 0.85. The initial target meta-state probability is given by the initialization, and transition
probabilities for target meta-state are p(0|0) = p(1|1) = 0.85 and p(0|1) = p(1|0) = 0.15. For
MPTF, M/N logic rule with parameter 2/2 & 1/3 is used for track confirmation. For MD-HMHT,
the Murty’s approximation method keeps the first n best hypothesis (in this paper, n = 3 when
Nc = 125 and n = 2 when Nc = 400). The window length of MD-HMHT is set to be three. For
both MPTF and MD-HMHT, a track will be deleted if no measurement falls into the gate of the
track over three successive scans when Nc = 125 or five successive scans when Nc = 400. The
gate probability pg = 0.971 for all of the algorithms.
B. Performance Evaluation
1) Performance Metrics Calculation: The following performance metrics are used to evaluate
the tracking algorithms.
• Number of Valid Tracks (NVT ↑)
• Track Probability of Detection (TPD ↑)
• Number of False Tracks (NFT ↓)
• Tentative Track Latency (TTL ↓)
• Average Euclidean Error (AEE ↓)
• Mean Optimal Subpattern Assignment (MOSPA ↓) [46]
• Total Execution Time (TET ↓)
For the definitions of NVT, TPD, NFT, TTL, AEE, TET, the reader can refer to [47]. Values of the
metrics are computed by averaging over all Monte Carlo runs. ↑ (↓) indicates the higher (lower)
value the metric, the better (worse) the performance is. Note that tracks with minimum length
five are used to calculate the metrics.
2) Performance comparison: Fig. 5b shows the multipath detections of the four targets and
clutter over all scans when pd = 0.75, Nc = 125. The trajectories obtained by MPTF and JDT-
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Fig. 5: Target trajectories and multipath detection.
VB in a single run (pd = 0.75, Nc = 125) are shown in Fig. 6. From Fig. 6a, it is seen that
MPTF successfully tracks all four targets. However, one false track (Trk-5) from clutter and
one ghost track (Trk-6) caused by the unsuccessful fusion of multipath tracks corresponding
to Target 4 appear as well. Fig. 6b shows that MD-HMHT successfully tracks all four targets
without producing false track or ghost track. Comparatively, as shown in Fig. 6c, the tracks for
the four targets obtained by JDT-VB are more smoother and no false track or ghost track is
generated.
TABLE IV provides the statistical performance of MPTF, MD-HMHT and JDT-VB when pd
takes values 0.75, 0.4 and Nc takes values 125, 400. As expected, the higher the SNR (higher
detection probability and less number of clutter), the better their performance is. Specifically,
in terms of NVT and TPD, JDT-VB performs better and better than MPTF and MD-HMHT
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Fig. 6: Tracks obtained by MPTF, MD-HMHT and JDT-VB (single run, pd = 0.75, Nc = 125)
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TABLE IV: Performance Comparison in different SNR (R = [5 km, 10−3 km/s, 3×10−3 rad])
SNR pd = 0.75, Nc = 125 pd = 0.75, Nc = 400 pd = 0.4, Nc = 125 pd = 0.4, Nc = 400
Metrics MPTF MD-HMHT JDT-VB MPTF MD-HMHT JDT-VB MPTF MD-HMHT JDT-VB MPTF MD-HMHT JDT-VB
NVT 3.92 3.88 3.80 3.84 3.31 3.72 2.04 3.04 3.50 1.88 1.91 3.23
TPD 0.99 0.96 0.97 0.99 0.86 0.96 0.63 0.63 0.88 0.65 0.45 0.87
NFT 1.86 0.40 0.57 12.7 1.21 2.18 3.93 0.51 0.94 15.2 1.14 1.90
TTL 0.24 0.47 0.38 0.14 0.69 0.70 3.44 0.14 0.38 3.58 0.70 0.48
AEE-R 1.56 2.47 1.59 1.6 3.01 1.88 2.49 4.03 2.19 2.47 4.33 2.41
AEE-B 1.42 1.20 0.58 1.54 1.80 0.50 2.28 2.10 0.98 2.24 2.30 1.16
MOSPA 18.7 10.9 10.4 37.5 31.6 22.4 30.8 31.2 18.2 39.6 39.7 23.1
TET (s) 9.08 81.8 7.42 58.6 1279 79.6 22.4 76.1 7.85 48.5 1233 82.4
AEE-R (km) and AEE-B (mrad) are the AEE in the direction of ground range and bearing, respectively.
with the decreasing of pd although their performances are comparable in the case of pd = 0.75.
This is because JDT-VB integrates the target information from multiple propagation paths at
measurement level which is more beneficial to track detection, especially in the case of low
detection probability (e.g., pd = 0.4). In the aspect of NFT, which is summation of the number
of false tracks and the number of ghost tracks, the performances of JDT-VB and MD-HMHT
are comparable, and are better than that of MPTF, especially when there is a large number of
clutter (e.g., Nc = 400). The main reason that both MD-HMHT and JDT-VB do not generate
many false tracks is the adoption of the multiple measurements clustering. On TTL, JDT-VB
and MD-HMHT have comparable performance, which are worse than MPTF if pd = 0.75
since it is not hard for MPTF to initialize tracks in the high detection probability case while
ignoring single element subsets in the above-mentioned track initialization method for JDT-VB
may generate delay for new tracks. In the low detection probability case, with the same reason
as the superiority to MPTF on NVT and TPD, JDT-VB performs better. On the tracking error,
JDT-VB and MPTF have comparable performance on range; however, the former performs much
better than the latter on azimuth. MD-HMHT has the largest tracking error. The reason is that
the marginal performance improvement brought by the iteration mechanism and state smooth
of JDT-VB is decreasing (Range rate is measurable but azimuth rate is not in OTHR). The
MOSPA shows that, on the whole, JDT-VB is superior to MPTF and MD-HMHT. JDT-VB
runs faster than MPTF when Nc = 125 but slower when Nc = 400. This is because the most
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computational expenditure of JDT-VB is caused by the multipath measurement clustering for
track initialization; this expenditure grows fast with the increase of the number of measurements.
When Nc = 125, the running time of track initialization takes 61.1% of the total running time
of JDT-VB, which increases up to 94.4% when Nc = 400. MD-HMHT is most time-consuming,
especially in the case of high false-alarm (e.g., Nc = 400). As a whole, JDT-VB outperforms
MPTF and MD-HMHT for MDT of MDS, especially under low SNR circumstance.
3) Performance analysis w.r.t. different iterations: Fig. 7 shows the performance of JDT-VB
w.r.t. the number of iterations considering different pd and Nc for 100 Monte Carlo runs. It is seen
that JDT-VB converges quickly and its performance improves as the increasing of the number
of iterations. Before the iteration starts (r = 0), the initial kinematic state error acquired by
the multipath measurement clustering is large because of clutter and non-zero missed detection
probability. This large state error may increase the risk of incorrect target-to-measurement-to-
path association in the subsequent scans which in turn leads to large kinematic state estimation
errors and/or the reduction of the track detection probability of the target. For r > 0, based on the
results from the last iteration, the estimations of target kinematic state and target meta-state are
improved by the smooth mechanism, leading to the reduction of incorrect target-to-measurement-
to-path association which in turn improves the estimation of target kinematic state and target
meta-state. By this procedure of iteration, the target detection and track performance of JDT-VB
is improved significantly at the end. More simulation results including detection and tracking
for each target are given in Supplementary Material.
V. CONCLUSION
We studied the MDT problem for MDS. Based on VB, we proposed a joint detection and
tracking algorithm, JDT-VB, which is a closed-loop solution among multipath data association,
target kinematic state estimation, and target detection. The corresponding analytical solutions are
calculated iteratively via LBP, URTS, and forward-backward algorithm, respectively. Simulations
of an OTHR multitarget tracking application have shown that JDT-VB improves the performance
of target detection and tracking significantly comparing with MPTF and MD-HMHT, and hence
should be considered as an alternative priority for MDT of MDS. The proposed JDT-VB al-
gorithm was implemented off-line although it is possible to develop an online version of the
algorithm by replacing the fixed-interval smoother and with filters.
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APPENDIX
A. Derivation of p(Ak|Nk,M)
Define variables δt(Ak), δm(Ak), δp(Ak) as detection indicators of target, measurement, and
path in the joint association event Ak, respectively. In particular, δti(Ak)δ
m
j (Ak)δ
p
τ (Ak) = 1
means that the ith target is associated with the jth measurement via propagation path τ . Denote
NC(Ak) the number of unassociated measurements in event Ak. For a given Ak, the vectors
δt(Ak), δp(Ak) and NC(Ak) are completely defined. Therefore,
p(Ak|Nk,M) =p(Ak, δt(Ak), δp(Ak), NC(Ak)|Nk,M)
=p(Ak|δt(Ak), δp(Ak), NC(Ak), Nk,M)p(δt(Ak), δp(Ak), NC(Ak)|Nk,M).
(58)
The first term in Eq. (58) is obtained from the following reasoning based on combinatorics:
• In event Ak, there are Nk,M − NC(Ak) target-originated measurements and NC(Ak) false
measurements.
• The number of joint association events Ak in which the same set of the target-originated
measurements is detected is given by the number of permutations of the Nk,M measurements
taken as Nk,M −NC(Ak).
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Therefore, assuming that each such event is a priori equally likely, the first term in Eq. (58) is
p(Ak|δt(Ak), δp(Ak), NC(Ak), Nk,M) = NC(Ak)!
Nk,M !
. (59)
Assume that δt(Ak), δp(Ak) and NC(Ak) are independent. The last term in Eq. (58) is,
p(δt(Ak), δ
p(Ak), NC(Ak)|Nk,M) = µF (NC(Ak))
NT∏
i=1
NP∏
τ=1
(pτd(i))
δtiδ
p
τ (1− pτd(i))1−δ
t
iδ
p
τ , (60)
where the PMF of the number of false measurements µF (NC(Ak)) is
µF (NC(Ak)) = exp(−λVk)(λVk)
NC(Ak)
NC(Ak)!
. (61)
Denoting di,τk (Ak) = δ
t
i(Ak)δ
p
τ (Ak), and substituting Eqs. (59-61) into Eq. (58), we obtain
Eqs. (15)-(16).
B. Derivation of Eq. (29)
Rewrite the Gaussian PDF N (yj,k|hτk(xi,k), Rτ,k) as the following canonical form
N (yj,k|hτk(xi,k), Rτ,k) = exp
[
ζτ,j,k+η
T
τ,j,kh
τ
k(xi,k)−
1
2
hτk(xi,k)
TΛτ,kh
τ
k(xi,k)
]
, (62)
where Λτ,k = R−1τ,k, ητ,j,k = R
−1
τ,kyj,k, and ζτ,j,k = −
1
2
(
ny log 2pi − log |Λτ,k|+ ηTτ,j,kΛ−1τ,kητ,j,k
)
.
Denote ητ,k =
∑Nk,M
j=1 E[a
i,j,τ
k ]ητ,j,k and Λ¯τ,k =
∑Nk,M
j=1 E[a
i,j,τ
k ]Λτ,k, the product of Nk,M
Gaussian PDFs
∏Nk,M
j=1 N (yj,k|hτk(xi,k), Rτ,k)E[a
i,j,τ
k ] is rewritten as
Nk,M∏
j=1
N (yj,k|hτk(xi,k), Rτ,k)E[a
i,j,τ
k ]
= exp
Nk,M∑
j=1
E[ai,j,τk ]ζτ,j,k + η
T
τ,kh
τ
k(xi,k)−
1
2
hτk(xi,k)
T Λ¯τ,kh
τ
k(xi,k)

= exp
Nk,M∑
j=1
E[ai,j,τk ]ζτ,j,k − ζ ′ + ζ ′ + ηTτ,khτk(xi,k)−
1
2
hτk(xi,k)
T Λ¯τ,kh
τ
k(xi,k)

∝ exp
[
ζ ′ + ηTτ,kh
τ
k(xi,k)−
1
2
hτk(xi,k)
T Λ¯τ,kh
τ
k(xi,k)
]
,
(63)
with ζ ′ = −1
2
(
ny log 2pi − log
∣∣Λ¯τ,k∣∣+ ηTτ,kΛ¯−1τ,kητ,k).
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Based on the canonical form Eq. (62) and the definitions of the synthetic measurement y¯i,τ,k
and its corresponding measurement covariance R¯i,τ,k in Eq. (30), Eq. (29) is derived.
C. Derivation of q(SK1 )
By the definition of Eq. (11) and the reduced factorization in Eq. (22), the updates of posterior
PDF of each target’s meta-state can be derived separately as follows.
log q(si,1:K) ∝ Eq(xi,1:K),q(AK1 ) log p(xi,1:K , AK1 , si,1:K , Y K1 ). (64)
Substituting Eq. (25) into Eq. (64), and by
Eq(xi,1:K),q(AK1 ) log p(si,1:K) = log p(si,1:K),
Eq(xi,1:K),q(AK1 ) log p(A
K
1 |si,1:K) = Eq(AK1 ) log p(AK1 |si,1:K),
yields
log q(si,1:K) = log p(si,1:K) + Eq(AK1 ) log p(A
K
1 |si,1:K) + cs, (65)
where cs = Eq(xi,1:K),q(AK1 ) log p(Y
K
1 |xi,1:K , AK1 )p(xi,1:K) is independent from si,1:K .
For two functions f and g, define f c= g if f = g + c, where c is an additive constant. By
expanding p(AK1 |si,1:K) over time k and throwing away the independent terms cs, we have
log q(si,1:K)
c
= log p(si,1:K) +
K∑
k=1
Eq(Ak) log p(Ak|si,k). (66)
Next we calculate Eq(Ak) log p(Ak|si,k).
Similar to Eq. (15), the conditional PDF p(Ak|si,k) is
p(Ak|si,k) = (λVk)
NC(Ak)
Nk,M !
exp(−λVk)
NP∏
τ=1
(pτd(si,k))
di,τk (Ak)(1− pτd(si,k))1−d
i,τ
k (Ak), (67)
where the detection probability pτd is now a function of si,k.
Substituting Eq. (67) into Eq(Ak) log p(Ak|si,k) and omitting the terms that are independent
from si,k, yield,
Eq(Ak) log p(Ak|si,k) c=
NP∑
τ=1
E[di,τk (Ak)] log p
τ
d(si,k) + (1− E[di,τk (Ak)]) log(1− pτd(si,k)). (68)
Substituting Eq. (68) into Eq. (66) and taking the exponential of both sides of Eq. (66) yield
36
Eq. (38).
D. Derivation of q(AK1 )
By Eq. (11) and Eq. (22), the updates of posterior PDF of data association can be derived
separately as follows.
log q(Ak) = Eq(Sk),q(Xk)
[
log p(Xk) + log p(Sk)
]
+ Eq(Sk),q(Xk)
[
log p(Ak|Sk) + log p(Yk|Xk, Ak)
]
.
(69)
Since
Eq(Sk),q(Xk) log p(Ak|Sk) = Eq(Sk) log p(Ak|Sk),
Eq(Sk),q(Xk) log p(Yk|Xk, Ak) = Eq(Xk) log p(Yk|Xk, Ak),
and the first two terms of Eq. (69) are independent from Ak, we have
log q(Ak)
c
= Eq(Sk) log p(Ak|Sk) + Eq(Xk) log p(Yk|Xk, Ak). (70)
Substituting the likelihood function Eq. (21) into Eq. (70), yields Eq. (41).
In the vein of Eq. (67), the PDF p(Ak|Sk) is
p(Ak|Sk) = (λVk)
NC(Ak)
Nk,M !
exp(−λVk)
NT∏
i=1
NP∏
τ=1
(pτd(si,k))
di,τk (Ak)(1− pτd(si,k))1−d
i,τ
k (Ak). (71)
Substituting Eqs. (16) and (40) into Eq. (71), and taking the logarithm of both sides of Eq. (71),
yield
log p(Ak|Sk) = Nk,M log(λVk)− λVk − logNk,M ! +
NT∑
i=1
NP∑
τ=1
ai,0,τk log(1− pτd(si,k))
+
NT∑
i=1
Nk,M∑
j=1
NP∑
τ=1
ai,j,τk (log p
τ
d(si,k)− log(λVk))
(72)
Take the exponential of both sides of Eq. (72), we have
p(Ak|Sk) = Zk exp
(
NT∑
i=1
NP∑
τ=1
ai,0,τk log(1− pτd(si,k)) +
NT∑
i=1
Nk,M∑
j=1
NP∑
τ=1
ai,j,τk log
pτd(si,k)
λVk
)
, (73)
where Zk = Poisson(Nk,M) is a normalization constant.
37
In the vein of Eq. (21), p(Yk|Xk, Ak) is
p(Yk|Xk, Ak) = exp
(
Nk,M∑
j=1
−a0,jk log(Vk) +
NT∑
i=1
Nk,M∑
j=1
NP∑
τ=1
ai,j,τk logN (yj,k|hτk(xi,k), Rτ,k)
)
. (74)
Substituting Eqs. (73) and (74) into Eq. (70), and taking the exponential of both sides of
Eq. (70), yield,
q(Ak;χp,k) = Zk exp
(
Nk,M∑
j=1
a0,jk (− log(Vk))︸ ︷︷ ︸
χ0,jp,k
+
NT∑
i=1
NP∑
τ=1
ai,0,τk Eq(Sk) log(1− pτd(si,k))︸ ︷︷ ︸
χi,0,τp,k
+
NT∑
i=1
Nk,M∑
j=1
NP∑
τ=1
ai,j,τk
(
Eq(Sk) log
pτd(si,k)
λVk
+ Eq(Xk) logN (yj,k|hτk(xi,k), Rτ,k)
)
︸ ︷︷ ︸
χi,j,τp,k
)
I(Ak ∈ A)
= Zk exp
(
χTp,kAk
)
I(Ak ∈ A).
(75)
The variational parameter χp,k are updated as follows.
• For j = 1, . . . , Nk,M , χ
0,j
p,k = − log(Vk),
• For i = 1, . . . , NT ; τ = 1, . . . , NP , χ
i,0,τ
p,k =
∑1
si,k=0
q(si,k) log(1− pτd(si,k)),
• For i = 1, . . . , NT , j = 1, . . . , Nk,M , τ = 1, . . . , NP
χi,j,τp,k =
1∑
si,k=0
q(si,k) log
(
pτd(si,k)
λVk
)
+ Eq(xi,k) logN (yj,k|hτk(xi,k), Rτ,k)︸ ︷︷ ︸
Ex
(76)
with
Ex =− 1
2
Eq(xi,k)
[
(yj,k − hτk(xi,k))TR−1τ,k(yj,k − hτk(xi,k))
]
+ log
(
2pi|Rτ,k|− 12
)
=− 1
2
Eq(xi,k)
[
Tr
{
R−1τ,k
(
(yj,k − hτk(xi,k))(yj,k − hτk(xi,k))T
)}]
+ log
(
2pi|Rτ,k|− 12
)
=− 1
2
Eq(xi,k)
[
Tr
{
R−1τ,k
(
yj,ky
T
j,k − yj,k(hτk(xi,k))T − yTj,khτk(xi,k) + hτk(xi,k)(hτk(xi,k))T
)}]
+ log
(
2pi|Rτ,k|− 12
)
(77)
Let xi,k = xˆi,k + x¯i,k with x¯i,k being the state estimation error. Assume that Eq(xi,k)[x¯i,k] = 0,
i.e., xˆi,k is an unbiased estimation of xi,k. Let hτk(xˆi,k + x¯i,k) ≈ hτk(xˆi,k) +Hτk x¯i,k, where Hτk is
38
the Jacobian matrix of the function hτk. Eq. (77) is then expanded as
Ex ≈− 1
2
Tr
{
R−1τ,k
(
yj,ky
T
j,k − yj,k(hτk(xˆi,k))T − yTj,khτk(xˆi,k) + hτk(xˆi,k)(hτk(xˆi,k))T
)}︸ ︷︷ ︸
D(yj,k−hτk(xˆi,k),Rτ,k)
− 1
2
Tr
R−1τ,k(Hτk Eq(xi,k)[x¯i,kx¯Ti,k]︸ ︷︷ ︸
Pi,k
(Hτk )
T )
+ log
(
2pi|Rτ,k|− 12
)
=− 1
2
D(yj,k − hτk(xˆi,k), Rτ,k)−
1
2
Tr
{
R−1τ,k
(
HτkPi,k(H
τ
k )
T
)}
+ log
(
2pi|Rτ,k|− 12
)
.
(78)
This ends the derivations of Eqs. (42) and (43).
E. LBP Derivation for Multipath Data Association
According to the standard update rules of Eq. (46), we have the message µRi,j,τ as
µRi,j,τ =
∑
ai,0,τ
· · ·
∑
ai,j−1,τ
∑
ai,j+1,τ
· · ·
∑
a
i,Nk,M ,τ
fRi,τ
Nk,M∏
j1=0,
j1 6=j
νRi,j1,τ . (79)
Recall that there is only one nonzero value in any row of A, i.e., if ai,j,τ = 1, then ai,j1,τ = 0,
j1 = 0, . . . , j − 1, j + 1, . . . , Nk,M . Eq. (79) can be rewritten as
µRi,j,τ =
µRi,j,τ (0)
µRi,j,τ (1)
=

∑
j1 6=j
νRi,j1,τ (1)
∏
j2 6=j1,j
νRi,j2,τ (0)∏
j1 6=j
νRi,j1,τ (0)
 . (80)
Since each variable ai,j,τ connects to the factors fE , fR, fC and fP , the message νRi,j,τ in
Eq. (80) is given by
νRi,j,τ = µ
C
i,j,τµ
P
i,j,τf
E
i,j,τ . (81)
39
Define the ratio µ˜Ri,j,τ as
µ˜Ri,j,τ :=
µRi,j,τ (0)
µRi,j,τ (1)
=
∑
j1 6=j
νRi,j1,τ (1)
∏
j2 6=j1,j
νRi,j2,τ (0)∏
j1 6=j
νRi,j1,τ (0)
=
∑
j1 6=j
νRi,j1,τ (1)
∏
j2 6=j
νRi,j2,τ (0)/ν
R
i,j1,τ
(0)∏
j1 6=j
νRi,j1,τ (0)
=
Nk,M∑
j1=0
νRi,j1,τ (1)
νRi,j1,τ (0)
− ν
R
i,j,τ (1)
νRi,j,τ (0)
=
Nk,M∑
j1=0
ν˜Ri,j1,τ − ν˜Ri,j,τ
(82)
with
ν˜Ri,j,τ :=
ν˜Ri,j,τ (1)
ν˜Ri,j,τ (0)
=
µCi,j,τ (1)µ
P
i,j,τ (1)f
E
i,j,τ (1)
µCi,j,τ (0)µ
P
i,j,τ (0)f
E
i,j,τ (0)
=
exp(λi,j,τp )
µ˜Ci,j,τ µ˜
P
i,j,τ
. (83)
We symmetrically apply Eqs. (80)-(83) to obtain the messages µCi,j,τ , ν
C
i,j,τ , µ˜
C
i,j,τ , ν˜
C
i,j,τ and
µPi,j,τ , ν
P
i,j,τ , µ˜
P
i,j,τ , ν˜
P
i,j,τ as follows.
µCi,j,τ =

∑
i1 6=i
νCi1,j,τ (1)
∏
i2 6=i1,i
νCi2,j,τ (0)∏
i1 6=i
νCi1,j,τ (0)
 , νCi,j,τ = µRi,j,τµPi,j,τfEi,j,τ , (84)
µ˜Ci,j,τ =
NT∑
i1=0
ν˜Ci1,j,τ − ν˜Ci,j,τ , ν˜Ci,j,τ =
exp(λi,j,τp )
µ˜Ri,j,τ µ˜
P
i,j,τ
, (85)
and
µPi,j,τ =

∑
τ1 6=τ
νPi,j,τ1(1)
∏
τ2 6=τ1,τ
νPi,j,τ2(0)∏
τ1 6=τ
νPi,j,τ1(0)
 , νPi,j,τ = µRi,j,τµCi,j,τfEi,j,τ , (86)
µ˜Pi,j,τ =
NP∑
τ1=1
ν˜Pi1,j,τ − ν˜Pi,j,τ , ν˜Pi,j,τ =
exp(λi,j,τp )
µ˜Ri,j,τ µ˜
C
i,j,τ
. (87)
Finally, the marginal distribution of multipath data association E[ai,j,τ ] is computed by nor-
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malizing the product of the incoming messages to each variable, i.e.,
E[ai,j,τ ] =
p(ai,j,τ = 1)
p(ai,j,τ = 1) + p(ai,j,τ = 0)
=
1
1 +
p(ai,j,τ = 1)
p(ai,j,τ = 0)
=
1
1 +
µRi,j,τ (1)µ
C
i,j,τ (1)µ
P
i,j,τ (1)f
E
i,j,τ (1)
µRi,j,τ (0)µ
C
i,j,τ (0)µ
P
i,j,τ (0)f
E
i,j,τ (0)
=
1
1 + exp(−x)
(88)
with
x := log
(
µRi,j,τ (0)µ
C
i,j,τ (0)µ
P
i,j,τ (0)f
E
i,j,τ (0)
µRi,j,τ (1)µ
C
i,j,τ (1)µ
P
i,j,τ (1)f
E
i,j,τ (1)
)
= log µ˜Ri,j,τ + log µ˜
C
i,j,τ + log µ˜
P
i,j,τ − λi,j,τp .
(89)
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