Suppose that X t = P 1 j=0 c j Z t?j is a stationary linear sequence with regularly varying c j 's and with innovations fZ j g that have in nite variance. Such a sequence can exhibit both high variability and strong dependence. The quadratic form Q n = P n t1s=1 b (t ?
Outline of the main ideas
The main result of this paper is a limit theorem for randomly centered quadratic forms Q n = n X t;s=1 b (t ? s)X t X s ; (1.1) where fX t g is a strongly dependent linear process whose innovations have a heavy-tailed distribution. In (1.1) , is an integrable function on ? ; ] which will be speci ed later, and the b (t) = (2 ) ?1 R ? e i t ( )d are its Fourier coe cients. Our goal is to characterize the asymptotic behavior of Q n , in situations where fX t g has in nite variance.
The quadratic forms (1.1) were studied by Fox and Taqqu 6] when fX t g is a Gaussian sequence with long-range (or strong) dependence. They assumed that fX t g is a mean zero The condition a + b < 1=2 ensures that the integral in (1.6) is nite. Observe that the spectral density f diverges at the origin when a > 0 (strong dependence). which clearly reduces to (1.6) if the Z t are Gaussian.
Giraitis and Surgailis 7] extended the result of Fox and
The main motivation for the above results comes from their applicability to the study of the large sample properties of the Whittle's estimator of parameters of linear processes with long memory (see Fox and Taqqu 5] and Giraitis and Surgailis 7] ). Recently Mikosch et al. 12] and Kokoszka and Taqqu 11] studied the Whittle's estimator for linear processes (1.7) with innovations Z t having in nite variance. The ideas and tools used in the in nite variance case are very di erent from those used under the Gaussian or more general nite variance assumptions. In this paper we show that these methods can also be applied to the study of the asymptotic behavior of general quadratic forms (1.1) with the X t of the form (1.7) and in nite variance Z t . For simplicity, we set c j = 0 for j < 0, that is, we focus only on causal moving averages (1.7).
We adopt here the normalization conventions of Harmonic Analysis, namely, b b t = (2 ) ? We now outline our approach, relegating the precise assumptions to Section 2. We will consider the following two cases at the same time: Case I (in nite variance): The tail probabilities PfjZ 1 j > xg behave like x ? ; 1 < < 2, as x ! 1, and Z 1 is symmetric.
Case II ( nite variance): EZ 2 1 = 2 < 1 and EZ 1 = 0. Set a n = 8 > < > :
(n log n) 1= ; in Case I; n 1=2 ;
in Case II; (1.9) and consider the periodogram I n;X ( ) = n ?2= n X t=1 e ?i t X t 2 ;
(1.10)
with the understanding that = 2 in Case II. The periodogram of the noise sequence, I n;Z ( ), is de ned correspondingly.
The main idea is to use the decomposition I n;X ( ) = 2 f( )I n;Z ( ) + R n ( );
where f( ) = (2 ) ?1 j P 1 j=0 c j e ?i j j 2 (the factor (2 ) ?1 makes this de nition consistent with (1.2) in the case = 2). The remainder term R n ( ) is de ned in Section 2. Observe that for both cases (for Case II, set = 2 and ignore log n wherever it appears). This will be our main goal. 3. An advantage of the approach described above is that it works in both the in nite and nite variance cases. Moreover, in the nite variance case, only the existence of the second moment of the noise sequence is assumed. A disadvantage is that we must impose stronger conditions on the functions f and than (1.3) and (1.4).
4. The random centering in (1.16), which is equivalent to removing the diagonal, is unavoidable in the Case I (in nite variance); since the mean of Q n does not exist. In
Case II, centering with the mean is possible if the fourth moment of the noise exists. We elaborate on this point in Section 2. The remainder of the paper is organized as follows: Section 2 contains assumptions and the statement of the main results with their proofs. The proof of the crucial relation (1.13) is given in Section 3.
In the sequel, c stands for a constant whose value is not of interest and may vary from line to line. It may also depend on the small number > 0 which frequently appears in the proofs.
Assumptions and main results
Consider the quadratic form (1.1) and assume that the X t ; t 2 Z (integers) are the (one- 3. Condition (A3) is used to ensure a proper rate of decay of certain Fourier coe cients. It could be replaced by a number of weaker but more cumbersome conditions on the rate of decay of some Fourier coe cients, resulting in a loss of clarity in the assumptions.
The theorems below hold also if ( ) is real, but not symmetric, and if b (t) is de ned as the cosine transform, namely b (t) = (2 ) ?1 R (cos t) ( )d .
We now state and prove our main result.
Theorem 2.1 Suppose that the assumptions (A1)-(A3) hold, and that 2d + e < 1 ? 1= .
(a) If the Z t satisfy (N1), then (n log n) ?1=
where E exp i S 1 = expf?C j j g; is de ned in (2.2) and C in (2.3)
where now Y 1 is N(0; 1) and 2 =Var Z 1 . Remarks r s?t Z s a n 9 = ; (2.20) c( a n ) ? (1 + log + ( a n )) can be proved by modifying the proof of Theorem 2.6 on p. 187 of Zygmund 14] . In the sequel we will frequently use Lemma 3.1 without speci cally mentioning it. This completes the veri cation of (3.7) for u = 1. 2) Veri cation of (3.7) with u = 2:
Here we must show that n ?1= with n (k; t) still de ned by (3.11) . Because of the di erent range of t and k than in the case u = 1, we need here other upper bounds on the n (k; t). We derive di erent bounds depending on whether e ?1 or e < ?1.
If e ?1, we split the integral in (3.11) into the integral over j j < =n and j j > =n, and get j n (k; t)j ck 3) The veri cation of (3.7) with u = 3 is the same as with u = 1. 4) Veri cation of (3 .7) This completes the veri cation of (3.7) for u = 4, and hence that of (3.1). for u = 1; 2; 3. The veri cation of (3.31) for u = 3 is essentially identical to that of (3.7) for u = 4, so we omit it. The idea behind the veri cation of (3.31) for u = 1 and u = 2 is to view 1n ( ) and 2n ( ) as trigonometric polynomials with random coe cients, a method used in Kokoszka (see the proof of (3.17)) and from n ? = P n m=2 j n (m)j ! 0. 
