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ABSTRACT
Design and Optimization of Lithium-Ion Batteries for Electric-Vehicle Applications
by
Nansi Xue
Chair: Joaquim R. R. A. Martins
Development of alternate energy storage systems for transportation use has been
driven by a combination of environmental preservation, fossil fuel price volatil-
ity and energy security concerns. Lithium-ion battery has emerged as a favored
choice, however its energy density is still orders of magnitude lower than the fos-
sil fuel. There is significant room for improvement in the battery cell and electric
vehicle system designs. The objective of this thesis is to automate the design
optimization of the lithium-ion battery pack. To achieve this goal three separate
optimization problems were formulated to provide guidelines on the cell parame-
ters at optimal solutions. The single cell design optimization is able to quantify the
variations of morphological parameters as a constant active mass ratio; the plug-
in hybrid vehicle battery design demonstrates an automated design process that
considers realistic performance constraints; the multi-cell design approach mini-
mizes the battery pack mass by utilizing separate cell designs to satisfy different
constraints. The usefulness of the current framework can be further enhanced by






People’s mobility has been significantly enhanced in the last two centuries by the invention
of new means of transportation, such as automobiles and airplanes. Due to their higher
speeds, these inventions have shortened the travel time across both continents and oceans.
While these means of transportation allow us to reach all corners of the world, they are
energy intensive and depend primarily on fossil fuels. In the past half century or so, hu-
mans’ demand for fossil fuels has steadily climbed, as both the larger population and their








Figure 1.1: Total oil consumption by sector from 1971 to 2008 [1]. ‘Other’ includes agri-
culture, commercial and public services, residential oil consumption.
The rise in fuel demand is shown in Figure 1.1. In 2008, 3502 million tons of oil were
1
consumed globally, and a significant portion of it (61.4%) was used for transport [1]. In
1971, transport only accounted for 45.3% of world oil consumption. For countries without
their own reserve, or countries that do not produce enough oil, importing oil is the only
option to sustain domestic demand. Dependence on foreign oil is most evident in the United
States, where foreign oil accounted for more than one quarter of the world’s crude oil
import in 2008 [1]. Such dependence on foreign oil makes a country vulnerable to volatility
in foreign oil supplies, potentially leading to international crisis such as the oil embargo of
1973.
Table 1.1: Net importers of crude oil (2008 Data) [1]
Net importer Weight (106 tons)
United States 564
Japan 199










Consumption of such large quantities of fossil fuels for transportation releases an equally
large amount of greenhouse gases (GHG) as well. GHG have been blamed as the main
cause of anthropogenic global warming. In 2011, transportation accounted for 28% of US
primary energy consumption, 93% of which came from petroleum [10]. This directly trans-
lates to 28% of GHG emissions [11]. The ability to control the amount and the sources of
energy used for transportation can result in a significant reduction in the amount of GHG
released into the atmosphere as well.
The difficulties in controlling the GHG emissions and the over-dependence of fossil
fuels play major roles in shaping the future of transportation. The impacts of these factors
are most evident in the air transport industry. In the past 30 years, great strides have been
made to make commercial airliners much more efficient by lowering the energy used per
passenger mile traveled and by increasing the aircraft utilization factor [12]. However, the
improvement in efficiency has been offset by the rising fuel costs. The crude oil prices have





















Figure 1.2: The fuel portion of direct operating costs of major North American airlines has
increased significantly due to rising fuel costs [2]
fold increase in oil prices drastically increased the fuel portion of overall aircraft operating
costs. As shown in Figure 1.2, fuel cost has increased from 13.4% in 2001 to 34.2% in
2008 for all major North American airlines. The net profit margins for airline industry
globally were negative for six of the eight years in the corresponding time span [13]. The
total fuel-related expenses for 2013 is expected to be about USD $213-billion, while the
total profit is forecast to be about USD$ 11.7-billion (September 2013 forecast [14]), thus
making the profit margin slim and extremely sensitive to fuel cost fluctuations.
While the air transport industry currently produces only 2% of anthropogenic CO2 [15],
the growth of air industry makes it one of the fastest growing sources of GHG. The problem
is further compounded by the altitude effect of GHG. The aircraft emissions of NOx at
cruise altitude increase the production of ozone in the upper troposphere. The net effect is a
higher radiative forcing than if the NOx were emitted at lower altitudes. This increase in the
contribution towards climate warming has been estimated to be 2–4 times the contribution
of NOx emissions at sea level [15].
The initiative to move away from using fossil fuels as the energy source for transport
use, therefore, arises from the need to address the following concerns:
Energy security: reduce dependence on foreign oil and to sustain development while fac-
ing decreasing available resources.
Environmental conservation: sustain development without negatively impacting the en-
vironment.
Revenue protection: maintain profitability and reduce the operating costs by insulating
3
against fluctuating fuel prices.
To address these issues, various green technologies, such as EVs, battery technology, and
alternative propulsion systems have gained prominence. The development has been most
obvious in the automotive industry, due to the need to improve vehicle fuel efficiency and
to satisfy increasingly stringent emission standards. Spurred by the feasibility of hydro-
gen fuel cells and development of higher energy density batteries, EVs have been demon-
strated as possible successors of traditional vehicles operating with an internal combustion
engine (ICE). Various energy carriers are available to power EV of different architecture.
Section 1.2 will explain various types of EVs, while Section 1.4 will discuss more about
various energy storage systems.
One of the main advantages of electric-powered vehicles is the significantly lower op-
erating costs compared to ICE powered vehicles. Table 1.2 shows an example comparing
the cost of flying a piston-engine general aviation aircraft and a theoretical electric aircraft
of the same design.
Table 1.2: Comparison of flying cost for an electric aircraft vs. a piston-engined aircraft.
Electricity cost obtained from Michigan Public Commission Service [4]
Description Value
1 gallon of 100LL fuel 35.3 kWh
100LL fuel cost $6.63/gal (DTW price)
Unit cost of 100LL fuel 18.78 cents/kWh
MI electricity cost (09/2013) 7.05–18.37 cents/kWh
Electric drive system efficiency 90%
Aircraft engine at achieves .45 brake s.f.c. 30%
Decrease in flying cost due to electrification 3–8× lower
Electric powertrains are much more efficient than a piston-engines, converting up to
90% of the energy to useful shaft power. The cost of electricity varies depending on the
local supplier, but it is either comparable or significantly lower than the cost per unit en-
ergy of aviation fuel. This results in 3–8 times lower operating cost from a purely energy
perspective. With ever increasing fuel prices, the economic benefit of electrification of
vehicles is only going to increase as well.
While EVs do not produce any in-situ pollutants, the electricity powering the vehicle is
a formed of processed energy that has to be produced off-site. In terms of emissions pro-
duced, an EV is only as clean as the method used to produce the electricity. In the US, 67%
of electricity is generated by fossil fuels, 37% of which is produced from coal [16], the dirti-
est of all electricity production methods. While the electricity grid production methods vary
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across the country, studies have shown that the amount of emissions from the least clean
electricity grid is comparable to the best non-hybrid vehicles, while the emissions from
the clean grid is much less than the amount produced from hybrid vehicles [17]. There-
fore, in addition to financial benefits, EVs can reduce transport-related pollution as well in
countries where most of the energy comes from nuclear or renewable energy sources.
Large transport electrical aircraft are not feasible with current battery and electric propul-
sion technology. The current generation batteries cannot be used to power large airliners
due to the low energy density. Therefore the development of electric aircraft has been
restricted to small general aviation aircraft and partial electrification of pneumatic and hy-
draulic systems. While the development of electric flyers have been limited by technology,
the benefits of such aircraft should be obvious. Even with the assumption that the future
electric aircraft have the same level of emissions as current aircraft, the simple act of trans-
ferring emission sources for aircraft at altitude to ground-based power plant will help to
reduce the net effect of GHG emissions on the climate.
1.2 Hybrid/Electric Vehicle Designs
EVs have existed for more than a century by now. In 1899, a Belgian electric vehicle
powered by lead-acid battery was able to reach 30 m/s [18]. However, the lack of progress
in batteries hindered the development of EVs and it was not until recently that electric and
hybrid vehicles re-emerged. EVs are powered entirely by electric propulsion systems, while
hybrid vehicles have two or more power sources—normally an ICE coupled to an electric
motor/generator powered by an electric energy storage system. A useful way to define the
powertrain characteristics of such vehicles is to use degree of hybridization (DOH), which
is defined as [19]:
DOH =
electric motor power
electric motor power + IC engine power
(1.1)
Depending on the DOH of the vehicle, a hybrid vehicle can be classified into the fol-
lowing groups:
Mild hybrid: vehicles which rely on secondary energy storage systems to assist ICE. A
moderately-sized battery is normally used as the second power source. The battery
has limited discharge range, low power output, and it offers slight fuel economy
improvement. This type of vehicle requires little modification to the existing vehicles
and incur the lowest incremental cost among the hybrid options. Vehicles belonging
to this category of hybrids include Toyota Prius and Honda Insights.
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Plug-in hybrid: vehicles with all-electric driving range. An ICE or turbine is available for
extended range or to recharge the battery. They use a large battery pack with high
power output that can be charged directly from the grid. Such vehicles offer signif-
icant fuel savings and reduced GHG emissions for short commutes. However, large
battery packs incur significant additional vehicle costs and weight. GM’s Chevrolet
Volt and Ford C-Max Energi are two of the commercially available plug-in hybrid
electric vehicle (PHEV)s.
Electric vehicle: vehicles with only all-electric driving capability. These use an extremely
large battery pack, and can only be recharged with electricity from the grid. These
vehicles have zero in-situ emissions, but they are currently either much more expen-
sive than conventional vehicles or have very limited range. Nissan Leaf and Model S
are both EVs that contain large lithium-ion battery packs to provide all of the onboard
energy.
While the system design of an all-electric vehicle is straightforward, there are various
ways to configure the drivetrain components of a hybrid vehicle. In a serial configuration,
the electric motor is the only component connected directly to the drive-train. The decou-
pling of the engine from the wheels means it can always operate at an optimum torque and
speed regime. It performs best for low-speed, high-torque applications, such as buses or
other urban work vehicles. However, it is less efficient, as mechanical energy from the
ICE needs to be converted to electrical energy in the generator and then converted back to
mechanical energy again.
The parallel configuration allows wheel to be driven by either the electric motor, the
ICE, or both. The benefit of this system is redundancy, which is important for both civilian
and military vehicles. However, direct connection between the engine and the wheel means
that the ICE may not operate at its most efficient regime, thereby limiting its efficiency.
Alternatively, a power-split configuration can be employed in which neither the ICE
nor the electric motor are directly connected to the drivetrain. A planetary gear is used
to transfer power from either the ICE or the motor to power the vehicle. Such a system
offers increased efficiency and reduced emissions over the previous two systems. However,
design complexity due to the coupling of the various sub-systems adds to the cost and
control strategies required.
Hybrid or electric vehicles offer many advantages over the ICE-powered vehicles. The
additional drivetrain components enable various operating modes to be engaged to maxi-
mize vehicle efficiency. Some of the benefits of hybrid and electric vehicles are [20]:
Idle-off: the average vehicle spends 20% idling, so turning off the engine at idle can sig-
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nificantly reduce fuel consumption by 5–8%. A 3–5 kW electric motor can spin the
engine up to idle speed in less than .5 seconds, thus enabling a smooth transition.
Regenerative braking: the electric motor and energy storage system can be used to re-
capture some of the energy that would otherwise be lost during braking. 5–10% fuel
savings can be expected, though the benefit is a function of electrical component
sizes, and requires a brake-by-wire system and an additional clutch between engine
and motor.
Engine downsizing: a smaller engine is usually more efficient for a given load, as it has
lower frictional, heat, and pumping losses. Hybrid systems can be used to augment
engine power during peak demand, thus allowing a smaller engine without loss of
performance. Benefit of downsizing is proportional to electrical component sizes.
A 10-20 kW electric motor and corresponding energy storage system coupled with
a downsized engine can provide 5–15% fuel savings over an ICE of similar peak
power.
Improved engine efficiency: a hybrid system can keep the engine at higher loads and min-
imize operation at less efficient modes. For example, the vehicle can be powered by
the electric motor alone at low speeds and loads, and highway driving can be pow-
ered by the ICE at lower speed. In addition, hybrid systems allow integration of
innovative engine designs, such as the Atkinson cycle gasoline engine.
Electrical accessories: most accessories (air conditioning compressor, water pump, power-
steering pump) are currently driven directly by mechanical connections to engines.
This creates inefficiency, as accessory speed varies with engine speeds. Hybrids
allows accessories to be powered by electrical energy storage systems directly, al-
lowing their operation to be independent from the ICE.
Hybrid/electric vehicles tend to be more expensive due to the additional drivetrain com-
ponents. Lithium-ion battery packs are especially costly, and can account for up to 25%
of the total vehicle cost in an all-electric vehicle, such as Nissan Leaf. EVs are a rela-
tively new technology that just established its foothold in the mass market. As its design
becomes more refined and gains wider acceptance, the volume of the battery production
should increase accordingly, decreasing the cost [21].
The development of hybrid/electric vehicles in the past two decades have been the re-
sults of better batteries and tighter integration of electric drive systems with the vehicles.
However, hybrid vehicles also face competition from improvements in ICEs. ICEs may be
inefficient, viewed as inherently dirty, and exacerbate dependence on foreign oil. However,
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they also offer long driving range, are quick to refuel. Recent improvements both in re-
duced emissions and increased fuel economy limit the incremental improvements offered
by alternative propulsion systems [20]. More sophisticated control strategies and additional
electric components could improve the hybrid efficiency and at the same time provide the
smoothness and adequate performance required by drivers. Optimizing all the interactions
in a hybrid system would demand a great deal of engineering design and software devel-
opment, but the benefits of improved efficiency could prove to be worthwhile in the long
term [20].
1.3 Hybrid/Electric Aircraft Designs
While the development of electric aircraft has been encouraged by the recent progress in
battery energy density, the idea has been proposed for close to a century. Patents for electric
airplane propulsion systems have been filed as early as 1924 [22]. The first manned electric
flight was achieved by Heino Brditschka in 1973, when he successfully flew in an electric
variant of the HB-3 motor-glider powered by Ni-Cd batteries. While the flight only lasted
15 minutes, it demonstrated the feasibility of electric aircraft.
There are numerous advantages to using electric propulsion in aircraft. Electric propul-
sion introduces the possibility of using multiple small electric motors instead of large en-
gines, thereby creating a distributed propulsion system [23]. Such a system would increase
safety through redundancy. In addition, the smaller cross-section areas of multiple propul-
sion units would enable embedding them into the airframe, providing additional aerody-
namic benefits, such as boundary layer ingestion, and reducing aircraft weight [24, 25].
The biggest issue hindering the development of electric aircraft is undoubtedly the en-
ergy density limitation of batteries. The energy density of current batteries is still orders
of magnitude lower than that of jet fuel (0.54 MJ/kg for lithium-ion batteries versus 43.02
MJ/kg for Jet-A fuel). While ground-based vehicles can manage the increased weight
due to electrification without drastic reduction in performance, the aircraft is much more
sensitive to mass increase. To demonstrate how the additional battery mass affects the per-
formance of the aircraft, a simplified equation based on conservation of energy is derived
for electric aircraft to examine how battery energy density affects its range. The energy
required for flying can be approximated by:
Etot = Egrav + Eke + Erange









Table 1.3: Battery mass required to provide the kinetic and gravitational potential energy
for a Boeing 737-800 to reach cruise altitude and speed [5]
B737-800 specifications Values
Maximum landing weight 66349 kg
Maximum fuel capacity 26020 L
Maximum fuel mass 21076 kg
Eing area 124.58 m2
Cruise altitude 10668 m
Cruise speed (IAS) 230 m/s
Cruise drag coefficient 0.03
Energy required to reach cruise altitude 8.70 x 103 MJ
Lithium-ion battery density 150 Wh/kg
Battery mass required to reach cruise altitude 1.61 x 104 kg
i.e., the total energy required by the aircraft is the sum of the gravitational potential energy
at the cruising altitude (Egrav), the kinetic energy at cruise speed (Eke), and the energy
required to overcome drag during steady level flight (Erange). This is also the total amount
of energy provided by the battery of mass Mbatt with an energy density of Ẽbatt.
Using Equation (1.2) and the data for a Boeing 737-800 aircraft, we perform the calcu-
lation listed in Table 1.3, which shows the battery required to reach the start of cruise.
Table 1.3 shows that the minimum battery mass required to reach cruise altitude and
speed (assuming perfect propulsion efficiency) is already more than 2/3 of the maximum
fuel mass that a Boeing 737-800 can carry. This suggests that even when taking into ac-
count the increased efficiency of the electric propulsion systems, the current generation
batteries alone are unable to provide all the energy needed by a airliner for extended oper-
ation.
The battery mass as a fraction of the maximum landing mass for the Boeing 737 is
plotted as a function of the achievable range of the aircraft in Figure 1.3. We show the
variations of the range with respect to the energy density for the energy density of current
lithium-ion batteries as well as the theoretical values of future battery systems. It is clear
that in order for electric passenger airliners to be viable, the battery energy density has to
be much higher than the current state of the art. However, even with the theoretical energy
density of Li-air battery systems (which has the same energy density as Jet-A fuel), the pro-
posed electric Boeing 737 is still unable to match the maximum range of the conventional
737. An electric aircraft with the same fuel mass and powered by lithium-air battery can
only achieve 1/4 of the maximum range of the as the conventional B737-800. This is due to
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the fact that unlike a conventional aircraft, which become lighter as fuel is consumed, the
battery mass remains constant during the flight. The additional mass of the battery requires
the aircraft to produce more lift in order to maintain cruise condition, which in turn leads
to reduced range.




























Figure 1.3: Fuel mass fraction as a function of range for different types of battery. The
range of a proposed electric aircraft with the same fuel mass fraction and powered by
lithium-air battery is about 4300 nautical miles shorter than that of the conventional B737-
800.
One of the main issues challenging the wisdom of developing of an electric aircraft is
the lack of energy recapture during flight. A hybrid system on a ground-based vehicle is
able to regenerate energy during braking that would otherwise be lost in a conventional
vehicle. However, there is no such advantage in an electric aircraft. The amount of energy
that can be recuperated by allowing propellers or fans to wind-mill during descent is small,
and since this happens only at the end of the flight, it would not be useful for extending the
range of the aircraft. The problem is further compounded by the improvement in aircraft
efficiency in terms of energy used per passenger mile traveled [12]. Unlike an automobile,
the flight path and cruise conditions of an airliner are predetermined, and therefore the
engine can be designed to be operate at optimum efficiency around cruise condition. Any
off-design flight conditions can be accounted for in the design phase by utilizing a multi-
point design method to maximize the aircraft efficiency over a range of flight plans [26].
Therefore, the improvement in aircraft efficiency from the energy perspective is likely to
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be even lower compared to the gains in ground-based electric vehicles.
Currently, the electrification of aircraft is limited to small general aviation aircraft
and unmanned aerial vehicle (UAV)s. The electrification of large passenger aircraft is
non-existent due to the lack of a suitable high-energy density charge carrier. The airline
industry is currently promoting more electric aircraft (MEA) to improve aircraft perfor-
mance and reliability. This results from the growing power requirements due to additional
avionics systems, increased use of electro-mechanical actuators, and increased use of info-
entertainment systems. MEA aims to replace onboard hydraulic, pneumatic and mechani-
cal systems with the electrical equivalents in an effort to reduce weight, system complexity,
and maintenance cost [27, 28].
To realize the full benefit afforded by an electric propulsion system, a complete air-
craft redesign that takes advantage of future technologies should be considered. Boeing
considered a 737 equivalent hybrid concept aircraft as on of the NASA N+3 studies [29].
The aircraft has strut-braced high aspect ratio wings and uses geared turboprop engines for
propulsion. It is estimated that the battery density needs to be more than 750Wh/kg in order
for the hybrid system to be viable. NASA developed a hybrid blended-wing body aircraft
concept that takes advantage of distributed propulsion systems [23, 30]. Benefits of such
a distributed propulsion concept include boundary layer ingestion, low noise level due to
lower fan pressure ratio, and lower wing structural weight due to better weight distribution.
While these aircraft designs demonstrate the possible benefits and improvements in future
transport aircraft, they will remain as concepts until technologies such as high-capacity
batteries and superconducting motors become viable.
1.3.1 General Aviation Aircraft
Electric-powered general aviation aircraft concepts have been developed as battery technol-
ogy has improved. Numerous electric general aviation aircraft are already available on the
market. In addition, various hybrid aircraft demonstrators have been produced as well. Just
like in road vehicles, there can be different configurations of hybrid-electric systems. The
DA36 E-Start motor glider, is the world’s first aircraft with a serial configuration propulsion
system and was showcased in 2011 [31]. Flight Design—a German company—coupled a
40 hp motor with a 115 hp Rotax 914 aircraft engine in a parallel configuration for a light-
sport aircraft [32]. Electric aircraft are generally characterized by high aspect ratio wings,
lightweight construction, low cruising speed, and limited endurance and range. The perfor-
mance of the aircraft is limited by the size and energy capacity of the battery pack, which
can easily make up to 1/3 of the empty aircraft weight [33]. However, given the low op-
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Table 1.4: Results of the top two teams of the NASA Green Flight Challenge [6, 7]
Team Pipistrel e-Genius
Empty mass (kg) 632 kg -
Battery mass (kg) 520 kg -
Energy used (kWh) 65.4 34.7
Distance (miles) 195.9 193.7
Speed (mph) 107.4 105.7
ePMPG 403.5 375.7
Noise at 250 feet (dB) 71.1 59.5
erational cost of electric flying—as highlighted in Table 1.2—there is potential for electric
aircraft as a mode of short-range transportation in the near future. The concept of utilizing
electric aircraft as an on-demand vehicle has been explored [34, 35, 36]. Studies show that
these aircraft will have significantly lower operating cost compared to existing general avi-
ation aircraft, and they can be used for trips that are unprofitable for airliners and take too
long in road vehicles. However they are likely to remain as low-range variants with limited
payload capacity until battery technology improves dramatically. Careful integration of the
propulsion system with the airframe that can represent significant variation from existing
airframe is needed to maximize performance.
NASA organized a Green Flight Challenge in 2011 to demonstrate the feasibility of
long distance sustainable flight. The entry aircraft was required to fly 200 miles at 100 mph
while using less than one gallon of gasoline (or equivalent energy) per passenger. The top
two winning aircraft were both electric-powered, with the winning aircraft achieving 403.5
equivalent passenger MPG. Both aircraft are much quieter than a typical piston-engined
aircraft. The noise produced by a typical general aviation aircraft is about 92 dB at 200 feet
away, or more than 20 dB higher than the noise produced by the electric aircrafts at 250
feet away.
The main benefits of electric general aviation aircraft are lower operating cost, im-
proved efficiency, and reduced noise levels. However such aircraft requires significant
redesign from existing airframes in order to be practical and take full advantage of electric
propulsion. The winning aircraft of the NASA Green Flight Challenge, for instance, has a
battery pack that weighs nearly as much as the empty weight of the aircraft [7] as shown
in Table 1.4, yet it is still limited to a range of about 400 km. The degradation and loss of
battery capacity is also a major issue that needs to be addressed.
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1.3.2 Unmanned Aircraft
The propulsion systems and fuel mass for small UAVs can exceed 60% of the vehicle
mass [37], rendering them more sensitive to propulsion system mass change. In addition,
the decreased aerodynamic efficiency of these vehicles at lower Reynolds number and de-
creased efficiency of power/propulsion systems at smaller scale makes the efficiency of the
power systems very critical to UAV design.
Electric propulsion is a better option than ICE for reconnaissance and surveillance
UAVs due to lower required maintenance and lower noise. However, any benefits of a
hybrid or electric system must be weighed against the loss in payload due to increased
energy storage system mass. For small UAVs, two important criteria often determine the
performance: loiter time (related to active operation time), and rate of climb (related to
vehicle survivability and safety). These two criteria are at odds at each other in an electric
UAV, as one maximizes the energy, while the other maximizes the power. Optimizing for
either objective results in the other being zero [38]. Various research groups have examined
innovative ways to design electric or hybrid UAVs, as they offer increased loiter time and
range compared to an electric-powered one and reduced acoustic and thermal signatures
over a gasoline-powered one [39]. Multiple propulsion systems also allow for more cre-
ative designs, such as the tail-dragger UAV proposed by Aksugur and Inalham [40]. Such
designs can achieve two hours of flight endurance and required only three minutes for a
vertical take-off and landing. A comprehensive review of hybrid propulsion systems for
small UAV is given by Hung et al. [41].
The design of an electric UAV is a multidisciplinary problem that includes aerody-
namic, structural, electric and performance analyses, and naturally lends itself to multidis-
ciplinary design optimization [42]. A fine balance between the onboard energy availability
and achieving the specific operational goals is needed for the best possible design. Fu-
ture design of an electric aircraft can potentially take advantage of the structural rigidity of
batteries and use the energy storage system as part of load-bearing structures [43, 44, 45].
Combining structure and energy functions into a single material could offer improvements
in system performance that would otherwise be impossible through separate individual
system optimizations. This is a long-term challenge that requires development of new
procedures to examine the multi-functional efficiency of such system. Problems such as
adequate load transfer from the structure through the energy storage materials and safety
concerns of battery performance under mechanical stress must be addressed as well [44].
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Figure 1.4: Energy density of representative energy storage systems
1.4 Energy Storage Systems
One of the most crucial aspects of a hybrid/electric vehicle design is the onboard energy
storage devices. There are various options available for energy storage. Depending on
the DOH of the vehicle, the energy storage system can be either battery, fuel-cell, super-
capacitor, or flywheel. Less common choices such as pneumatic power are available as
well [46]. Figure 1.4 shows the comparison of energy density between various systems.
Among the various energy storage systems, batteries in particular have been developed
to power a diverse range of applications due to their ease of use and availability of ex-
isting electric infrastructure. The concept of the battery is simple, but the energy density
of batteries have not been able to keep pace with the progress in electronics that follow
Moore’s law. This is mainly due to the lack of suitable electrode and electrolyte materials,
and the difficulty in ensuring compatibility at the interfaces. Nevertheless, there have been
some breakthroughs in new materials recently, most notably the development of various
lithium-ion technologies that are the focus of this thesis.
Much progress has been made in the numerical modeling of battery systems to examine
the physical phenomena occurring within the electrochemical cell, with varying levels of
fidelity and computational cost. Single particle models represent each electrode as a single
spherical particle [47, 48]. Liaw et al. [49, 50] developed an equivalent circuit model
and subsequently used it to examine the impact of variation in cell properties on overall
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energy capacity. Solving the simplified algebraic equations of the equivalent circuit model
enables real-time estimation of battery state of charge (SOC) and health [51]. Newman et
al. [52] developed a pseudo-2D model that uses porous electrode and concentrated solution
theories [53]. This is a macroscopic cell model that treats the electrode as a homogeneous
continuum. A review of various models for predicting cycling performance was written
by Santhanagopalan et al. [54]. Subsequently, various authors have studied the effects
of microstructural variations on transport properties and cell performance using micro-
scale models [55, 56, 57]. Additional work has been done to describe various degradation
mechanisms and side reactions occurring within the cell [58, 59, 60, 61, 62] to account for
differences in performance between ideal electrochemical cells and practical results.
Currently, there is yet to be one alternative energy storage system that is a clear-cut
choice to replace fossil fuels. Despite the improvement in new electrode materials, battery
energy densities are still orders of magnitude lower than that of fossil fuels. Hydrogen fuel
cells can satisfy both the high energy density and the zero GHG emission requirement, but
they have yet to be economically viable, as the electrode requires precious metals and the
infrastructure cost of hydrogen fuel stations is extremely high [63]. Continued research and
development on both the material science and the systems engineering fronts is crucial if
we are to shift away from fossil fuels and towards a more sustainable energy future.
1.4.1 Lithium-Ion Batteries
Lithium-ion batteries are a family of rechargeable batteries that shuttle lithium ions be-
tween the two electrodes during cycling. These batteries have emerged as the preferred
energy storage device for EV applications due to their relatively high energy density com-
pared to other batteries. Lithium-ion batteries are economically more viable than hydrogen
fuel cells as the associated infrastructure—a network of charging stations—has a much
lower cost compared to hydrogen refuel stations. Lithium is favored as the anode material
since it is the most electropositive (standard electrode potential = −3.04 V [64]) and it is
also the lightest metal (equivalent mass = 6.94 g/mol [64]), both of which are essential
for high energy density. The lithium-based rechargeable battery was first demonstrated in
the 1970s by using lithium metal as the negative electrode and titanium sulphide as the
positive electrode [65]. Such a battery system was found to have poor cycling behavior as
dendritic growth due to lithium plating upon repeated cycling poses the potential hazards
of short-circuiting and explosion. Lithium metal was subsequently substituted by a second
insertion material as the negative electrode to avoid lithium plating problems [66]. The
lithium-ion battery operates by reversibly incorporating lithium into the active material via
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an intercalation process, during which the ions are reversibly removed or inserted into a
porous host without significantly changing its structure. The family of compounds of the
form LixMO2 (where ‘M’ is Co, Ni, or Mn) was proposed [67, 68] in the 1980s and has
since gained wide-spread acceptance as the active material in cathodes.
The current generation of lithium-ion batteries consists of a cathode made of a metal
oxide with either a layered structure, such as lithium cobalt oxide, or a tunneled structure,
such as lithium manganese oxide. The negative electrode is usually a graphitic carbon.
Given its high energy density (5 times greater than that of lead-acid, and twice that of
Ni-MH), it has become the standard power source for a variety of electrical devices, from
personal electronic devices to vehicles and satellites. In addition, lithium-ion batteries have
low self-discharge rate, long cycle life, and a wide operating temperature range [69]. How-
ever, lithium-ion batteries are also more expensive than other battery types and require
complicated power management units to prevent degradation or thermal runaway due to
abusive use. Lack of overcharge or discharge tolerance has resulted in large battery packs
with limited useful capacity in order to extend battery cycle life for EV operations. Perma-
nent capacity loss also occurs at elevated temperatures. The high initial costs and restriction
on useful capacities resulting in driver range anxiety are two of the biggest obstacles in EV
acceptance. To circumvent these problems, lithium-ion battery costs need to be lowered
through increased production volume [21] and more sustainable production methods [18].
Useful capacity can be improved with more refined battery design and higher energy den-
sity materials.
1.4.2 Future Batteries
The development of next-generation battery systems looks promising, as researchers are
exploring multiple ways to increase the energy and power capabilities. Table 1.5 highlights
some of the more promising battery chemistries and the theoretical capacities of such bat-
tery systems.
Much attention has been focused on increasing the energy density of lithium batteries
with new electrode materials. Sulfur has been identified as a potential cathode material
as it has the possibility of increasing the energy density by 10 fold over current lithium-
ion batteries. Moreover, sulfur is an element that is naturally abundant, non-toxic and
inexpensive to obtain [70, 71]. However, development of sulfur-based cathode has been
plagued by low active material utilization, poor cycling, and low Coulombic efficiency [72].
Stable cycling behavior of lithium sulfide cathode with a poly-(vinylpyrrolidone) binder
was recently demonstrated [73].
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Table 1.5: Performance comparison of future battery systems [8]
Theoretical Theoretical specific
Battery type voltage (V) capacity (mAh/g) energy (Wh/kg)
Conventional lithium-ion 3.80 155 387
Li-S 2.20 1,672 2,567
Li-air (non-aqueous) 3.00 3,862 11,248
Al-air 2.70 2980 8,100
Zn-air 1.65 820 1,086
On the anode side, silicon has emerged as a viable replacement for carbon-based inser-
tion materials. It has problems of its own as well, such as excessive volume expansion [74],
and unstable electrolyte interphase growth on silicon surface [75]. Recent progress has
been made by immersing silicon-based anode in a conducting polymer hydrogel [76],
thereby creating a three-dimensional network that provides porous volume for expansion,
as well as a continuous electrically conductive network.
Lithium-air batteries, which couple a lithium anode with an air cathode, have extremely
high theoretical energy capacity that is comparable to that of gasoline. The first lithium-air
battery was demonstrated in 1996 [77]. However, desirable rechargeable behavior has yet
to be achieved. In order to achieve the desired performance for an Li-air battery, design-
ers need to master both the lithium and oxygen electrodes and overcome a multitude of
scientific and technical challenges [78].
One of the key areas of battery development has been application of nano-technology.
Nano-materials improve battery performance by increasing the interfacial surface area and
shortening the diffusion path for ions. They can also alter the reaction pathway in the
electrode, increasing capacity and life cycle in general [79]. However, batteries based on
nanomaterials need to overcome poor packing density and low energy efficiency before
becoming viable.
1.4.3 Lithium-Ion Battery Recycling
Since EVs are estimated to make up 7% of the global transportation market by [80], the
availability of lithium and other rare metals required for manufacturing batteries and the
disposal of lithium-ion batteries will become more critical factors in the life cycle analysis
of EVs. Unlike fossil fuel price fluctuations that only affect the running cost of vehicles,
raw material prices directly affect the production cost of EVs.
Battery recycling can lead to over 50% saving of natural resources in terms of decreased
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mineral ore dependency and reduced energy consumption [81]. What is surprising is that
lithium recovery is not the impetus for battery recycling. While lithium is the energy car-
rier in the battery, it makes up only 5–7% of the total battery mass [82]. The average
lithium cost associated with battery production is less than 3% of the total battery produc-
tion cost [83]. The driving force behind battery recycling is the recovery of more precious
materials, such as cobalt and nickel. Lithium in batteries is 100% recoverable and technol-
ogy is not the limiting factor in recycling process. However, it is typically not recovered as
recycled lithium costs approximately five times more than brine-based mining process [83].
Current battery production accounts for only 1/4 of the total lithium consumption, and it is
expected to increase to 40% by 2020. With price of lithium carbonate tripling in the past
decade [84], lithium recycling could prove to be an option to hedge against fluctuations in
raw material prices in future.
1.5 Objectives and Outline
Using alternative energy storage systems such as lithium-ion battery to replace fossil fuels
grows out of the need to reduce emissions, provide energy security, and improve vehicle
efficiency. Given that the most critical factor in determining the performance of the hy-
brid/electric vehicles and aircraft is the energy density of the energy storage system, it is
imperative to maximize the amount of energy available while satisfying the mass, volume
and cost constraints for practical applications. There are three ways to maximize the energy
content of a battery:
1. Maximize the chemical potential difference between the two electrodes, such that the
battery gives the most energy per electron.
2. Maximize the charge capacity of the electrode, such that the mass of reactant per unit
of electron is as small as possible.
3. Minimize the non-energy contributing components of the battery.
The first two criteria are inherently chemical properties that depend on the materials
used to construct the electrodes. To a large extent, the cell performance is determined by
the properties of the material used. Dramatic improvements in the raw battery energy ca-
pacity can be achieved through the discovery of new electrode materials such as silicon
and sulphur mentioned in the previous section. The third point relates the design and con-
struction of battery to its performance of energy and power, and the problem is there is still
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a significant gap between theoretical and realizable energy density [85, 86]. The electro-
chemical cell is a multi-scale, multi-phase system that involves multiple processes occuring
simultaeneously. An optimal cell design has to account for the various processes occuring
within a cell and find a balance point that minimizes the cumulative effects of these factors.
It is difficult to determine the best possible design in a highly nonlinear system such as the
electrochemical cell using simple parameteric analysis.
What has been missing is an efficient numerical tool and a comprehensive numerical
study to optimize the battery performance with respect to various cell parameters and sub-
ject to system-specific constraints. The objective of this thesis, therefore, is to devise a
numerical framework that automates battery design and to apply it in the design and analy-
sis of EV systems. By coupling a detailed electrochemical model that simulates all relevant
transport processes within a battery cell with nonlinear optimizers, a mathematical frame-
work for the complete and automatic battery optimization is demonstrated. The details of
the framework are presented in Chapter 2. Using this framework, three representative bat-
tery design problems representing different phases of battery pack designs are investigated.
Chapter 3 presents the design of a single electrochemical cell to maximize its energy
density subject to a power constraint. This chapter presents a design problem at the basic
cell level and the main objective is to quantify the variations of design variables with respect
to different cell power requirement. The design space encompasses all relevant variables,
including both morphological variables (electrode thickness, porosity, and particle size)
and transport parameters (conductivity and diffusivity). The optimal designs form a Pareto
front of maximum cell energy density at constrained power requirements.
The optimization framework is expanded in Chapter 4 to find the optimal design of a
battery pack for PHEV operation that minimizes the pack mass, volume or cost. The main
motivation is to provide a numerical framework for automated design and analysis of a re-
alistic PHEV battery design problem. The battery pack is made of uniform electrochemical
cells that have to simultaneously satisfy performance requirements of energy and power to
provide adequate vehicle performance. Additional voltage and current bounds as safety re-
quirements are considered in the design problem formulation as well. Actual federal-testing
driving cycles are used to simulate the real-life performance of the optimized battery pack
designs.
Chapter 5 examines the possible advantages of a battery pack with multiple cell designs
over one with uniform cells. This chapter is motivated by the discrepancies between opti-
mal single cell design and the optimal battery pack cell design in the prveious two chapters.
The contribution is to bridge the gap between an optimal cell design intended to perform
best at its specific design point and the need of a battery pack to satisfy a range of discharge
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conditions that depends on the driver throttle input and road conditions. A multi-cell de-
sign scheme that considers a two-level design strategy that is outlined in this chapter. The
individual cells are optimized based on the battery pack requirement and the combination
of the individual cells to best satisfy the battery pack are optimized as well. The situations
where the multi-cell design approach outperforms the conventional uniform-cell design are
specified.
Finally, the inadequacies and potential for improvements of the numerical framework
are addressed in the concluding chapter. Additional details such as cycling stability and cell
degradation have not been included in the current framework and qualitative analyses are
provided to address these issues. While the battery optimization problems are demonstrated
with one type of lithium-ion cell chemistry, generalization of the numerical framework to





An optimization framework requires three key components: a useful problem formulation,
an efficient optimization algorithm, and an accurate model to evaluate the objective func-
tion and constraints. This chapter describes these three components in detail.
2.2 Cell Model
Battery cell cycling behavior is typically nonlinear, since a number of factors influence
properties, such as the cell voltage and power output. Typically, as a battery discharges,
the open circuit voltage (OCV) of the cell is SOC-dependent. In addition, factors such as
activation polarization, concentration polarization, and internal resistance all contribute to
the potential drop in the cell [9]. Activation and concentration polarizations are related
to the charge and mass transfer kinetics, respectively, and internal resistance is the sum of
ionic, electrical, and interfacial resistances. To accurately model the cycling behavior of the
cell, a cell model has to account for all the major internal processes occurring between and
within the electrodes. Alternatively, an algebraic model that represents cell components
with simplified circuit components can be used as well to speed up computation. In the
following two sections, both types of models are be described.
2.2.1 Physics-Based Cell Model
A physics-based model that accounts for fundamental transport laws in a pseudo 2-dimensional
battery cell is used in this work [52, 87]. Specifically, we model the lithium ion transport







































Figure 2.1: Structure of a lithium-ion insertion cell shows three separate regions and two
different phases
as shown in Figure 2.1. The cell model incorporates an homogenous electrode formu-
lation [52, 88] with concentrated solution theory [53]. The state variables solved in the
model are the ion concentration in electrolyte, c, and in the solid matrix, cs, the current
density in the electrolyte, i2, the interfacial current density at the solid matrix surface, in,
and the potentials in the electrolyte and solid phases, Φ2 and Φ1 , respectively. These state
variables in turn provide the cell properties that are used to evaluate the cell energy density
and power output.
The governing equations with the associated transport parameters are defined in all
three regions of electrochemical cell: the positive electrode, the separator, and the negative
electrode. The porous electrodes consist of solid active materials and liquid electrolyte.
One key aspect of the pseudo-2D model is that the exact geometric details and microstruc-
trual effects of the electrode are ignored, and instead the electrode is modeled as a con-
tinuum medium [52] that is a mixture of both phases. This avoids the additional work of
explicitly defining solid and liquid phases and their boundaries. The influence of porosity is
instead accounted for using Bruggeman’s relation for spherical particles [89]. This relates
the effective transport property to the bulk property and the porosity in the form of:
Keff = ε
1.5K (2.1)
where K in this case is an arbitrary transport coefficient such as diffusivity or conductivity.
The main forces driving ion mass transfer in a cell are 1) the gradient in electrochemical
potential, which causes migration, 2) the concentration gradient, which causes diffusion,
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and 3) the electrolyte bulk velocity, which causes convection. A material balance on the











−∇ · i2 + i2 · ∇to−
z+ν+F
−∇ · vo + aj− (2.2)
where the terms on the right hand side represent the diffusion, the migration, the convec-
tion, and the reaction rate of the anion in the solution. The electrolyte velocity is usually
negligible [90], and the convection term can be ignored. The anion reaction term is zero in
the absence of the side reactions, leaving diffusion and migration as the main mass transfer
mechanisms. Initial conditions are prescribed for salt concentrations at every location in
the cell.
Ion movement is accounted for in both the liquid and solid phases. In the solid phase,
only the cations and electrons are mobile in the host matrix. If intercalation-induced stress












−∇ · csvo (2.3)
If one further assumes that the conductive additives make the solid material a good elec-
tronic conductor and assumes small volume fraction change and uniform spherical particle














where r is the radius of the solid particles. Note that in this treatment, there is no dis-
tinction between different types of solids. Any solid material property such as the solid
diffusion coefficient, Ds , has a bulk value that is representative of the conglomerate of var-
ious solids. In this case, Ds is approximated as a constant, and therefore, Equation (2.3) is
a linear partial differential equation. Instead of adding a second dimension to solve for the
diffusion in the solid phase, the flux at the solid surface can be approximated by Duhamel’s
superposition integral [91, 52] to simplify computation.














given that the potential is a relative value rather than an absolute one, Φ2 is set to zero at
the positive electrode-current collector interface as a boundary condition.
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For galvanostatic discharge or charge of the electrochemical cell, the total current in the
cell is constant and specified as a boundary condition. Therefore, the potential in the solid
phase is given by the Ohm’s Law of the following form:
I − i2 = i1 = −σ∇φ1 (2.6)
where I is the sum of current densities in both the solid and electrolyte phases in the
electrode. This value should equal to the liquid phase current density in the separator as
well. The cell voltage is given by the solid phase potential difference between the two ends
of the cell.
Finally the system is closed by accounting for the reaction rates at the solid-liquid














which relates the local electrochemical reaction rate (in), or the net pore-wall flux due to
reaction at the solid surface, to the local concentration and potential. By electroneutrality,
the current balance requires the flux term to be equal to the divergence of the current in the
electrolyte [88]:
∇ · i2 = ain (2.8)
where a is the interfacial surface area. The governing equations (2.2)–(2.8) are imple-
mented by Newman and his collaborators in a Fortran-based code called dualfoil [52,
87], which is modified for the work done in this thesis. The equations are solved on a one-
dimensional grid traversing from the negative to positive current collectors for the state
variables c, cs, i2 , in , Φ2 and Φ1 .
2.2.2 Numerical Treatment of the Cell Model
The model presented in Section 2.2.1 simulates the transient discharge process in an elec-
trochemical cell. Some numerical treatment is required to ensure the smoothness and con-
tinuity of the cell output with respect to the design parameters to ensure accurate derivative
output for the optimizers. Most notably, the discharge termination condition results in the
see-saw pattern of energy density function with respect to design variables such as cycling
rates (Figure 2.2).
The termination criterion for the galvnostatic discharge is determined by the cell voltage—
a state variable—reaching the cutoff value. Given that it is difficult to determine the cell
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voltage a priori, the termination condition is instead given as the last time step that results in
the cell voltage decreasing to below the cutoff voltage. This results in a final cell voltage in
the original function that does not precisely match the cutoff voltage. Furthermore, the fi-
nal cell voltage does not vary continuously with respect to the design variables, resulting in
the see-saw pattern of the energy density function. While simulation with such termination
condition is sufficient for estimating the cell performance, it is inadequate for gradient-
based optimization, which assumed continuous smooth functions. The random termination
condition results in erroneous derivatives with respect to the design variables. The inex-
actness of the cell voltage at termination also causes other numerical discontinuities in cell
properties that depend on cell voltage values.



















Figure 2.2: Original energy density function is see-saw shaped. The over-estimate of en-
ergy density increases as the final cell voltage decreases and is only reset when the number
of time step is reduced. The error can be reduced using Lagrangian interpolation
Figure 2.2 shows how the energy density of the original cell model varies with the
discharge cycling rate. As the cycling rate increases, the useful energy density extracted
from the cell should decrease. However, this is not the case from the original objective
function. As the cycling rate increases from 0.88 C to 0.884 C in Figure 2.2, the time step
termination condition results in the final cell voltage being increasingly less than the cutoff
voltage. This in turn causes an overestimate of the energy density due to the additional
discharge below the cutoff voltage. The error is only corrected when the number of time
step is reduced upon further increase in cycling rate, e.g., when the cycling rate is further
increased to beyond 0.884 C. The reduction in time step causes the final cell voltage to
reset to the cutoff voltage, and hence the loss of the final time step reduces the cell energy
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density. This issue is addressed by using dynamic step sizing and higher order interpolation.
Dynamic step sizing reduces the final time step sizes as the cell voltage approaches the
cutoff voltage, so as to reduce the cell voltage over-estimate. Lagrangian interpolation [92]
is also applied to approximate the objective function such that it gives an accurate estimate
of the cell property at the exact discharge termination condition. To ensure continuity of
the derivatives, second order Lagrangian interpolation was used.
2.2.3 Equivalent-Circuit Model
A detailed model is useful to understand how design parameters affect the performance
of the cell. However, it is too computationally intensive to perform control optimization,
or to estimate battery performance and state of health in real-time. A simplified model is
required that can offer a relative high degree of accuracy in terms of cell discharge char-
acteristics with a reasonable computational cost. An equivalent circuit model represents
the various characteristics of a battery using simplified circuit components. When accurate
experimental data on cell characteristics are available, it can offer an accurate prediction of
cell behavior.
There are various types of equivalent circuit representations for a battery cell [93].
Figure 2.3 shows a Thevenin model that takes into account all major factors contributing
the potential drop of the cell voltage. It consists of a parallel RC circuit connected in series
to a resistor. The resistor R1 represents the internal resistance in the cell, R2 represents the










Figure 2.3: Thevenin equivalent circuit representation of a battery cell
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The equivalent circuit model can be further simplified such that a single resistance
term is used to describe the total Ohmic drop in the cell. The behavior of the cell can be
represented by the following equation:
Vcell = Voc − IRint
Pcell = VocI −RintI2
(2.9)
The resistance term Rint and the OCV can be both functions of SOC to reflect how the
internal impedance of the cell varies as the battery discharges. The current can be calculated
by solving a quadratic equation in terms of the power output of the cell.
2.3 Vehicle Model
A simplified vehicle model is used to compute the battery power and energy needed to
follow various driving cycles. The power required to propel the vehicle is defined to be:
Pveh = Pclimb + Pacc + Pdrag + Proll + Pmis (2.10)
where the total power required is the sum of the power required to overcome aerodynamic
forces (Pdrag ), rolling resistance(Proll ), power miscellaneous systems (Pmis), and to achieve
the required acceleration (Pacc) and rate of climb (Pclimb) of the driving cycle. The mis-
cellaneous power refers to the power required for various auxiliary systems not related to
drivetrain. The total power required can be expressed in terms of vehicle parameters:
Pveh = MV
(








3 + Cd,rollMgV + Pmis (2.11)
where M is the combined mass of vehicle plus passengers, V is the instantaneous vehicle
velocity, A the frontal area of the vehicle, Cd ,aero and Cd ,roll are the aerodynamic drag and
rolling resistance coefficients, respectively.
2.4 Optimization Technique
Numerical optimization is the selection of the design variables that best satisfies certain
criteria. It differs from traditional engineering analysis by addressing the question of “is this
the best possible” instead of “is this good enough”. The advantage of optimization process
lies in the ability to quickly generate multiple alternative designs and to rigoriously analyze
them using a set of prioritized criteria. The optimization process is iterative, repeatedly
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sampling the design space to locate the optimal design point, as shown in Figure 2.4. The
convergence conditions can be either the local derivatives in the form of the Karush–Kuhn–
Tucker (KKT) conditions [94], or the improvement in objective functions over successive








Figure 2.4: Optimization process
A general nonlinear optimization problem can be written as:
minimize f(x), f : Rn → R
subject to

xmin ≤ x ≤ xmax
cj(x) = 0 j = 1, ...,m
ĉk(x) ≤ 0, k = 1, ..., m̂
(2.12)
where f (x) is the objective function to be optimized with respect to the bounded variables
x, subject to equality constraints c(x) and inequality constraints ĉ(x). Both gradient-
free and gradient-based optimizers can be employed to solve the battery pack optimization
problem. The previous section described the cell models used to compute the objective
function and the relevant constraints. This section will explain the optimizers and how they
determine the search directions and convergence criteria in the process.
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2.4.1 Gradient-Free Optimizers
Gradient-free optimizers, as the name suggests, depend only on function evaluations to
locate the optimal solutions, and these class of optimizers are used to solve the battery
pack optimization problem described in Chapter 4. The battery pack design problem is a
nonlinear mixed-integer problem with nonlinear constraints. The optimizer has to traverse
a discontinuous constrained design space and handle nonlinear problems efficiently. For
this reason gradient-free optimizer, which is effective in solving noisy, non-differentiable
and multi-modal problems, is selected for optimization problems with discontinuity in
the design space. There are many different types of gradient-free optimizers available,
and performance comparisons have been made of these optimizers on noisy optimization
problems [95, 96]. For this work we use the ALPSO method implemented within the py-
Opt framework [97, 98]. The ALPSO algorithm is a stochastic population-based method
that employs a group of candidate solutions—known as particles—to search for the opti-
mum [97]. These particles move about in the design space by updating their positions and






V ik+1 = w0V
i
k + w1r1 (p
i
k − xik) + w2r2 (pgk − xik)
(2.13)
where xik is the position of the ith particle at iteration k, V
i
k is its velocity vector, ∆t is
the time step size, pik is the position with the best objective function for particle i (particle
best), and pgk is the global position with the best objective function for all the particles up to
the kth iteration (global best). The movement of the particles are hence governed by their
own movement history as well as the collective influence of the entire swarm. The weights,
w0 , w1 , and w2 are assigned to each component of the velocity update. They are bound by
the following relations to ensure stability and to guarantee convergence [97]:
0 < w1 + w2 < 4
w1+w2
2
− 1 < w0 < 1
(2.14)
The constraints are included by introducing explicit Lagrangian multiplier estimates for
each constraint into the objective function. This approach transforms the constrained prob-
lem into an unconstrained one, while preserving the feasibility of the solution by including
the KKT conditions in the optimization problem formulation. The Lagrange function is
further augmented with a quadratic function to preserve the stationary properties of the
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solution, making the final function of the form [99, 100]:













where f(xik) is the objective function of the ith particle at kth iteration, λj and θj are the
Lagrange multiplier and quadratic function extension for the jth constraint respectively,
and rp is the quadratic penalty factor.
















































Figure 2.5: Solution history using ALPSO to solve a 2D problem. Left: initial distribution
of particles. Right: converged optimization where all particles are at the global optimum
Figure 2.5 shows the iteration process of ALPSO applied to a simple 2-variable opti-
mization problem. The optimization is initiated by distributing 20 particles randomly in
the design space. At each iteration, the objective function values at all the particle posi-
tions are evaluated, and the position of the particle with the best objective function value
(marked by the red diamond in Figure 2.5) is broadcast to every other particle. This pro-
vides a spatial step in the optimization, represented by the last term on the right-hand side
of Equation (2.13). At the same time, each particle keeps track of its own best position
throughout its iteration history. This ensures that past iteration information is not lost, and
it is represented by the second term on the right-hand side in Equation (2.13). Lastly, a
random component is added to each particle’s velocity to prevent premature convergence
to a local minimum. However, given the stochastic nature of this optimization algorithm
and lack of enforcement of mathematical optimality conditions, it is essential that multiple
optimization runs are conducted to fully explore the design space.
Gradient-free optimizers are apt at solving non-smooth optimization problems and can
handle discrete variables relatively easily. However, there is less confidence in the final so-
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lution because of the absence of mathematical optimality conditions. The optimization pro-
cess with gradient-free optimizers is computationally expensive, requiring a large number
of function evaluations. This is problematic if the objective function evaluation is costly,
or if there is a large number of variables. Therefore, gradient-free optimization algorithms
are only suitable for problems with small number of design variables, which is the case of
the optimization problem solved in Chapter 4.
2.4.2 Gradient-Based Optimizers
The performance and properties of a single electrochemical cell is determined by mor-
phological parameters, such as the electrode porosity and thickness, as well as transport
parameters, such as diffusivity and conductivity. The output of the cell should physically
vary smoothly with these continuous variables, though the effects can be nonlinear. In this
case, gradient-based optimization methods are preferable, as they are more efficient for
solving nonlinear optimization problems that have a continuous and smooth design space
that is convex near the optima. Gradient-based optimizers make use of both function eval-
uations and local derivatives to search for the optimal solutions in the design space.
There are various types of gradient-based optimizers available. One of the most effi-
cient ways to solve nonlinear constrained optimization problems is by approximating the
nonlinear problem as a quadratic subproblem at each iteration, also known as the sequential
quadratic programming (SQP) method. SQP is an active-set method that assumes the de-
sign space near the optimum to be convex. It uses the optimal solution for each quadratic
subproblem to define a new iterate point. This method can be viewed as the application of
Newton’s method to the KKT optimality conditions. An effective SQP algorithm has to be
able to compute a step from the quadratic subproblem and to generate an estimate of the
optimal active set. From the many different SQP implementations available, we use the
SNOPT package [101], which is a line-search SQP implementation.
SQP solves the following subproblem:
minimize fk +∇fTk p+ 12pT∇2xxLkp
subject to ∇ci(xk)Tp+ ci(xk) = 0
∇ĉi(xk)Tp+ ĉi(xk) ≤ 0
(2.16)
where p is the step size from the current iteration point that minimizes the quadratic sub-
problem, ∇fk is the gradient of the objective function with respect to the design variables,
and ∇2xxLk is the estimate of the second-order derivatives of the Lagrangian function. The
second-order derivative can be estimated by using a quasi-Newton approximation, such
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Broyden–Fletcher–Goldfarb–Shanno (BFGS) [94]. The matrices ∇ci(xk) and ∇ĉi(xk) are
the Jacobian of the equality and inequality constraints with respect to the design variables.
At each iteration, the solution to the quadratic subproblem is obtained using a quasi-Newton
approach.
















































Figure 2.6: Solution history using SNOPT package with finite-difference derivative ap-
proximation on a 2D problem. Left: initial starting location of the optimization. Right:
final iteration with the iteration history shown
Figure 2.6 shows the SQP applied to the same 2-variable problem as shown in Fig-
ure 2.5. Unlike ALPSO, SQP only requires one initial point. At each iteration, the opti-
mizer evaluates both the objective function and the local derivatives to determine the search
direction and step size that solves Equation (2.13). As shown in the figure, the optimizer
converges quickly to the optimum solution in less than ten iterations. The iteration history
shown in Figure 2.6 indicates that the optimizer has over-predicted the intermediate solu-
tion on two occasions, resulting in the intermediate solution being at the bounds. Given
that this sample problem only has two variables, the quadratic approximation used in SQP
should provide an exact approximation of the design space. The solution overshoot is most
likely due to errors in the derivatives supplied by the finite-difference approximation. How-
ever, in each case, the optimizer is able to backtrack its steps and successfully determine a
new search direction.
One of the issues with gradient-based optimization is the possibility of converging to
local optima instead of the global one. Given that one of the convergence criteria is the local
derivatives defined by the KKT conditions, it is foreseeable that the optimizer converges
to a local optimal solution when the problem is multi-modal. Figure 2.6 shows that there
exists a local minimum at (x1, x2) = (0, 0). An optimization initiated on the top right
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Figure 2.7: An optimization that is initiated from (x1, x2) = (1.5, 1.5) converges to the
local optimum at and fails to find the global optimum
corner of the design space can converge to the local minimum and fails to find the global
minimum on the bottom right corner, as shown in Figure 2.7. One way to increase the
chance of finding the global optimum is to initiate multiple optimization runs at random
locations.
2.4.3 Derivative Computation
One of the keys to taking full advantage of gradient-based optimization is to use efficient
and accurate method for computing derivatives derivatives. A range of derivative computa-
tion methods are available, depending on the nature of the optimization problem, the com-
plexity of the derivative computation, and the number of design variables [102]. Given that
the battery pack design problem has a relatively small number of variables, the complex-
step approximation method [103] is used to obtain the derivatives due to its accuracy and
the ease of implementation. The complex-step method is similar to the more common
finite-difference approach, except that a small step is taken in the imaginary axis instead of
the real axis. Taking the Taylor series expansion about a point in the real axis with a purely
complex step:













+ · · · (2.17)
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Equation (2.18) shows that the complex step derivative does not involve a subtraction
operation, and hence it is not subject to cancellation errors resulting from finite-precision
arithmetic, which is a problem with finite-difference derivative approaches. A step size
study is often needed for finite-difference approximations to determine the step size that
minimizes the cumulative effects of both approximation and cancellation error. However,
this is not a problem with the complex-step method, as its step size can be made arbitrarily
small. A comparison of the derivatives computed using the complex-step method and a
forward-difference approach is shown in Figure 2.8. The normalized errors of the two ap-
proaches are plotted against the step size. Figure 2.8 shows how the cancellation error due
to loss of significant digits dominates at small step size for the forward difference approach,
whereas the error of the complex-step approximation remains at machine-zero (10−16 for
double-precision arithmetic). The lack of cancellation error means that the complex-step
method does not require a step-size study to determine the optimal step size to minimize


























Figure 2.8: Error in the derivatives computed using finite-difference and complex-step ap-
proximations for varying step sizes. The complex-step approach is free of cancellation
errors that dominates finite-differences at small step sizes.
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The difference between the derivatives calculated using finite differences and the com-
plex step applied to the physics-based electrochemical model is shown in Figure 2.9. Note
that derivatives obtained from both the finite-difference and complex-step methods follow
the same trend, but there is much more scattering in the derivatives obtained using the
finite-difference method.





























Figure 2.9: Derivatives of energy density with respect to cycling rate obtained using the
finite-difference method show much more scattering compared to the complex-step ap-
proximation.
While the complex-step approximation offers the advantage of increased accuracy, it
only works in cases where the design variable or objective function of interest are not
already complex in the original function. The application of the complex-step to computa-
tional models requires the modification to the original source code, which can be non-trivial
in certain instances. The increased accuracy in the function evaluation also comes with
additional computational cost: changing all real variable operations to complex variable
operations increases the computational time by 3 to 4 times. The increased accuracy of the
derivatives computed by the complex-step approximation method as shown in Figures 2.8
and 2.9, however, make up for the additional computational cost in ensuring the optimizers
locate the true optimal solutions.
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2.4.4 Pareto Optimality
The optimization of a single objective function with respect to the design variables is
straight-forward as it will be the solution of the optimization problem. It is often the case,
however, that there are multiple competing objectives of interest. For instance, one may
want to maximize the energy density of a battery cell while at the same time maximize
the power output. Alternatively, one may want to minimize the mass, volume and cost of
a battery pack. Given that the decision maker may not be the person performing the op-
timization, it is often difficult to determine a priori the compromise between the various
objectives for the desired solution. Such multi-criteria decision making scenarios require
a Pareto front, or Pareto optimal points to examine the relations and trade-offs between
multiple objectives. By definition, a point is Pareto optimal if and only if none of the ob-
jectives can be improved without penalizing at least one of the others [104]. A Pareto front
therefore contains solutions that are not dominated by any other points in the design space,
i.e., the solutions on the Pareto front have the best objective functions at their respective
constraints [105, 106]. This front offers valuable insight into multi-objective optimization
in numerous engineering applications [105, 107], and it is used to examine the relation
between energy and power of optimal cell designs in Chapters 3 and 5.
2.4.5 Hybrid Optimization Method
The advantages and the disadvantages of gradient-free and gradient-based optimizers were
illustrated in Sections 2.4.1 and 2.4.2. While the different groups of optimizers work well
on separate classes of problems, it is possible to employ a hybrid optimization scheme
that combines the two types of optimizers, as shown in Figure 2.10 in the form of an
XDSM diagram. The hybrid process is governed by the optimization control, which uses
the rudimentary optimal results from the gradient-free optimization as the starting point
of the gradient-based optimization. The main reason to use the hybrid approach is to take
advantage of the different niches of the two classes of optimizers to facilitate an efficient
optimization process. The gradient-free optimizer minimizes the chance of getting trapped
in a local minimum in the nonlinear design space, and the gradient-based optimizer pin-
points the exactly location of the optimum with respect to the continuous variables. The
hybrid optimization process is used to solve the battery pack design problem discussed in
Chapter 4. While the design at the cell level involves continuous variables, the battery lay-
out (number of cells in series and parallel) at the pack level requires integer values, thus
making the battery pack design a mixed-integer optimization problem. For the pack design
problem, the hybrid optimization scheme can take advantage of the independence between
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Figure 2.10: The XDSM for the hybrid optimization process [3]. The numbers repre-
sent the steps in the optimization process. The optimization control (Step 0) first initiates
the gradient-free optimization (Loop 1–4), which provides a rudimentary optimal solution
and determines the optimal integer design variables. The results from the gradient-free
optimizion is then used to initialize the gradient-based optimization (Step 5). The gradient-






An important aspect in lithium-ion cell design is to maximize the energy density to meet
the demand of mass or volume sensitive applications. Conventional cell designs have relied
on ad-hoc rules—such as using thicker electrodes for high energy density—or parametric
analysis of one or two variables to guide the design process. Both experimental analy-
ses and numerical simulations have been applied to examine how various properties of an
electrochemical cell affect its performance. Choi et al. [108] investigated the particle size
effects on performance of a LiCoO2. Li et al. [109] studied carbon black and carbon nan-
otubes as conductive additives, and how they improve energy capacity and cycling stability.
Doyle et al. [110] used numerical simulation to study the trade-off between conductivity
and transference number for lithium-polymer batteries. While these efforts increased the
understanding of how individual components affect cell performance, they are unable to
fully maximize the cell performance, since the coupled interactions of the various parame-
ters were not been considered. To identify optimal cell designs, the design process has to
include all relevant design variables, and the coupling between various parameters during
cycling needs to be considered.
Several authors have carried out numerical optimizations of lithium-ion cells. New-
man [111] optimized the geometric design of a cell with respect to the positive electrode
thickness and porosity using a simplified reaction zone model. By confining the lithium-ion
intercalation to a narrow zone in the positive electrode, he obtained an analytical solution





where U is the open-circuit potential, κ the electrolyte conductivity, tdis the discharge time,
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q+ the capacity density of the active material, and Ls the separator thickness. Values for
optimal electrode thickness and porosity were found by fixing the discharge time tdis . Sub-
sequent optimization efforts involved design of an iron phosphate lithium-ion cell while
maintaining constant capacity ratio and porosity in the negative electrode [112], as well as
coupling lithium-ion batteries with capacitors for hybrid electric vehicle operation [113]. In
an optimization study with respect to cycling rate, particle size, diffusivity and conductivity
using a surrogate model formulation, Du et al. [114] quantified the cell performance as a
function of ratio of discharge time to diffusion time. Ramadesigan et al. [115] found that
optimizing the spatial distribution of porosity can lower the internal resistance by 15–33%
compared to a uniform distribution. Golmon et al. [116] went one step further and varied
both the spatial porosity and the particle size distribution using a multi-scale model. They
found that when both porosity and particle size distribution are varied, the improvement in
energy capacity is less than 2% compared to a cell with optimized constant porosity and
particle size. More recently De et al. [117] used the control vector parameterization method
to sequentially optimize the electrode thicknesses and porosities with a reformulated model
for improved computational efficiency.
The application of numerical optimization to battery design is still in its nascent stage.
The high computational cost of a physics-based model and the lack of a complete math-
ematical description of the processes occurring in a battery system have hindered the im-
plementation of optimization schemes in battery design. One way to reduce the compu-
tational cost of battery optimization is to speed up the cell model simulations. Specif-
ically, approximations have been derived to accelerate the solid phase diffusion compu-
tation [118, 119, 55]. Additional improvements in computational efficiency are achieved
by improving the model calculation in the direction normal to the electrode/separator inter-
face [120, 121]. Reduction in computational cost can be realized by minimizing the number
of function evaluations as well. Surrogate model analyses proposed by Du et al. [114, 122]
reduces the design space by removing design variables that do not affect objective func-
tion. An efficient optimizer that requires relatively few function evaluations to converge to
the optimum can be used as well. Various optimization methods can be used to tackle the
battery optimization problem [98, 114, 123, 124, 125, 126]. Given the nonlinear nature of
the battery problem and the computational cost (each function evaluation is on the order
of minutes), a gradient-based optimization scheme, which makes use of derivatives to de-
termine the search directions, is well suited to handle such a problem due to its numerical
efficiency and accuracy [124].
In optimizing the battery design, both morphology and material transport properties
need to be considered as variables in the design process. The design space should in-
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clude all relevant parameters of a full lithium-ion sandwich cell with insertion compounds
for both electrodes. With this goal in mind, a numerical framework that couples an opti-
mization algorithm with a detailed electrochemistry model to optimize the cell design is
presented here. The objectives are as follows:
1. Maximize the energy density of a lithium-ion cell subject to a power requirement.
2. Determine electrode morphological designs at optimal cell designs under various
discharge rates.
3. Quantify the relative sensitivity of the design variables on cell performance.
3.2 Problem Formulation
A numerical optimization framework coupling the SQP method (Section 2.4.2) with the
macroscopic cell model (Section 2.2.1) is used to maximize the gravimetric energy density
of an ideal lithium-ion cell subject to power requirement. The materials of the cell and
their respective properties are listed in Table 3.1. The cell used in this problem consists of
a lithium-ion cell with spinel manganese oxide LiMn2O4 for the cathode and mesocarbon
microbead (MCMB) graphite for the anode. Manganese oxide is used as the cathode ma-
terial, since it is relatively inexpensive, easily disposable, and exhibits good capacity re-
tention rate. Carbon is used as the anode active material as it experiences small volume
change, which is essential in capacity retention. The validation of lithium-ion cell with
spinel manganese cathode and graphite anode using the cell model outlined in Section 2.2.1
is provided by Doyle et al [127].
The cell performance is obtained through galvanostatic discharge of the cell until a
cutoff voltage of 3.0 V is reached. This cutoff value is selected as further discharge of in a
real cell could lead to irreversible damage to the battery. The energy density of the cell is











(tk+1 − tk) (3.2)
where I denotes the cell current, which is constant. k is the time step number and n is the
number of time steps needed to reach the cutoff voltage. The cell mass, Mcell , in turn is
given as follows:
Mcell = M+ +Msep +M− +Mmisc (3.3)
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Table 3.1: Lithium-ion cell material properties and fixed parameters [9]
Parameter Value
Cathode material Spinel Mn2O4
Cathode initial stoichiometric parameter (y in LiyMn2O4) 0.2
Coulombic capacity of cathode material 148 mAh/g
Density of cathode material 4280 kg/m3
Volume fraction of inert filler in cathode 0.1
Anode material MCMB 2528 graphite
Anode initial stoichiometric parameter (x in LixC6) 0.9
Coulombic capacity of anode 372 mAh/g
Density of anode material 2260 kg/m3
Volume fraction of inert material in anode 0.05
Electrolyte material LiPF6 in EC:DMC
Initial salt concentration 1000 mol/m3
Inert filler material PVDF
Ambient temperature 298 K
where M+ and M− are the mass of the positive and negative electrode active materials
respectively, Msep is the mass of the electrolyte, and Mmisc is the mass of all the other non-
energy contributing materials such as current collectors. The mass of each component is a
function of its thickness and porosities of various materials that make up its composition.
Additional components, such as casings, are not considered; hence the energy densities
obtained will be that for a jelly roll.
To maximize the energy density, the 12 design variables listed in Table 3.2 are selected.
While cycling rate is an operating condition and not a cell design variable, it is necessary
to allow it to vary freely within the design space in order to meet the power requirement.
The simulation technique and the subsequent optimizations are not confined to any partic-
ular operating condition. Allowing cycling rate to vary freely enables us to obtain optimal
cell designs to meet different application requirements. The remaining 11 design vari-
ables consist of 5 design variables for each of the electrodes, and the separator thickness.
Among the 5 electrode variables, porosity, thickness, and to some extent, particle size,
can be controlled during the manufacturing process, while the diffusivity and conductivity
are material properties. However, there are substantial variations in the values reported in
the literature for transport coefficients. These variations are due to experimental uncer-
tainty, differences in electrode microstructure, manufacturing process, and experimental
technique [9, 128, 129]. The bounds on the particle size, diffusivity and conductivity there-
fore represent the minimum and maximum reported values from published research. These
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Table 3.2: Design variables and their bounds for single cell optimization
Design variable Lower bound Upper bound
Cycling rate (C) 0.1 10.0
Separator thickness (µm) 10.0 100.0
Cathode particle size (µm) 0.2 20.0
Cathode thickness (µm) 40.0 250.0
Cathode porosity 0.1 0.6
Cathode diffusivity (m2/s) 10−16 10−11
Cathode conductivity (S/m) 1.0 100.0
Anode particle size ((µm) 0.5 50.0
Anode thickness (µm) 40.0 250.0
Anode porosity 0.1 0.6
Anode diffusivity (m2/s) 10−16 10−11
Anode conductivity (S/m) 1.0 100.0
parameters are treated as bounded variables instead of given exact values as it is not the
intent of this framework to optimize the design of a particular lithium-ion cell subject to
a specific pre-fabrication treatment and manufacturing process. Rather, these variables are
intended to provide guidelines on what combination of properties and cell designs would
produce batteries of optimized performance, such as maximum achievable cell capacity.
To achieve optimality, the cell has to balance energy capacity with the ionic transport re-
quirement, while at the same time minimize Ohmic losses. Among the 12 design variables,
the cycling rate controls the current density, and hence galvanostatic boundary conditions.
Low cycling rate is desired to maximize energy density, as it reduces Ohmic losses. Sep-
arator thickness controls the amount of electrolyte in the separator region. Out of the five
electrode variables, thickness and porosity determine the amount of active materials avail-
able for lithium-ion intercalation process and the amount of electrolyte available for ionic
transport. The electrode thicknesses and porosities, together with separator thickness, de-
termine the mass of the cell and hence its energy density. Diffusivity and conductivity are
transport parameters that affect the concentration overpotential in the cell, while the parti-
cle size affects the energy density by changing diffusion path length and interfacial surface
area.
The range of the conductivities for both electrodes is high compared to the conduc-
tivities of the pure active materials in each electrode. These values reflect the increased
electronic conductivity after the addition of carbon additives to the solid matrix. The cell
model does not account for the effects of carbon additives on effective transport explicitly.
However, using the high conductivity allows for theoretical cells that have performance
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more representative of what can be obtained in practice.
Nine different optimizations at each constrained power requirement were carried out.
The optimizations are initiated from random design points to reduce the possibility of op-
timization converging to local optima. Due to the random nature of the initial points and
the convergence tolerance of the optimization, there are some differences between the re-
sults in terms of number of iterations required and the optimal solutions. The results from
the various optimization runs are collectively presented in the form of box plots. The box
represents the interquartile range, with the line in the center representing the median. The
whiskers extend from the boxes to show the full range of the data excluding the outliers,
which are marked with the + symbols.
3.3 Results
3.3.1 Power vs. Energy
In the absence of power requirement on the cell, the maximum energy density would
achieved by using a very small discharge current such that there is minimal Ohmic drop
in the cell. The cell voltage would be as close to the OCV as possible, and the resulting
cell design would be one with maximum thickness, minimum porosity due to low ionic
transport rate requirement. In this case, most (if not all) of the design variables listed in Ta-
ble 3.2 would go to their respective bounds. Figure 3.1 shows a simple cell design problem
where cycling rate and positive electrode particle size are the only two variables. Maximum
energy density occurs in the lower left corner of the design space, resulting in the simple
optimal solution where both the cycling rate and the positive electrode particle size are at
their lower bounds.
A meaningful cell design problem, therefore, should consider how the cell designs
are affected by the power requirements. Figure 3.2 shows the power density contours (in
color) on top of the energy density contours (in gray) for the same 2-variable problem. As
the power requirement increases, the design space that is able to satisfy the requirement
becomes smaller. In this case the power density is mostly a function of the cycling rate.
The graphical representation of the design space and objective function clearly shows that
the cycling rate has to increase as the power increases while the cell design with maximum
energy density has the smallest particle size regardless of the power requirement.
The optimization problem is expanded to the full design space of 12 design variables.
The potential for using gradient-based optimization framework in cell design is demon-
strated by maximizing its gravimetric energy density at various specific power require-
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Figure 3.1: Contour plot of energy density shows monotonically decreasing energy density
as cycling rate and particle size increases. Maximum energy density occurs at minimum
cycling rate and particle size.
ments. The constrained power requirement increases from 50 W/kg/m2 at increment of
50 W/kg/m2 until 1500 W/kg/m2 , at which point a further increase in power is only possi-
ble by expanding the upper bound of the cycling rate. The competing effects of increasing
power and decreasing energy at higher power form a Pareto front. In this case the Pareto
front is formed from the set of points with the maximum achievable cell energy capacity
for each required power level.
Figure 3.3 shows the optimal energy density with respect to various power require-
ments. As expected, the maximum achievable energy density decreases as the power re-
quirement increases. For all nine optimization runs at each specified power requirement,
the final optimal energy densities converged to within 0.1% of one another. The Pareto front
is contrasted with the Ragone plots. The Ragone plot compares the performance of the en-
ergy storage device at different power ratings by plotting its available energy density against
power density [130]. While the Pareto front consists of cells optimized for each power re-
quirement, the Ragone plot shows the variation of energy density versus power density for
a specific cell. Four representative Ragone plots are shown in Figure 3.3. The 0.2-C cell
corresponds to the power requirement of 50 W/kg/m2, while the 2-C is at 400 W/kg/m2,
4-C is at 800 W/kg/m2, and the 9-C is at 1500 W/kg/m2. Each Ragone plot intersects the
optimal Pareto front at only one point, indicating that each cell design is optimized for only
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Figure 3.2: Contour plot of power density overlaid on top of energy density (light grey
lines) shows how power requirements restrict the design space. The energy density in-
creases when moving from the top right corner (high cycling rate, large particles) of the
design space towards the bottom left (low cycling rate, small particles)
a specific power requirement and no single cell is the best design for all power require-
ments. The 0.2-C cell has the highest energy density at 50 W/kg/m2. However, its energy
capacity decreases rapidly if its discharge rate is increased. All four Ragone curves exhibit
the typical knee, indicating the rapid deterioration of cell performance away from its spec-
ified design condition. Comparison between the Ragone plots and the optimal Pareto front
demonstrates the importance of a properly designed cell for a specific operating condition.
Any deviation of cell design away from its intended purpose will lead to rapid loss of en-
ergy capacity. Thereofore, it is important that the cell is properly designed using numerical
algorithms so as to achieve maximum performance at its intended discharge rate.
Some representative energy and power density values from the literature [131, 132, 133]
are also plotted in Figure 3.3 for comparison. The energy and power densities obtained
from the optimization results are for an idealized lithium-ion battery jelly roll only, hence
it is expected that their values are significantly higher than those achieved experimen-
tally [131, 132]. Comparison of jelly-roll energy density with published simulation re-
sults [133] shows that the maximum achieved energy density shown here is about 4%
higher.
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Figure 3.3: Pareto front of optimal energy density vs. specific power. Ragone plots at
four discharge rates are also shown, which represent the variation of energy density with
discharge rates for a particular cell.
3.3.2 Sensitivity at Optimal Designs
Next, the design variables of the optimal cell designs for various power requirements are
quantified in terms of their numerical values and effects on optimal designs. Table 3.3
shows the sensitivities of energy density with respect to the variables at the optima. Note
that since there is an optimal design point for each cell power requirement, it would be too
cumbersome to show the sensitivity of each variable for all the optimum points. Therefore
the average sensitivity across all optima is listed in Table 3.3 to give a qualitative compari-
son of the relative effects of variables on energy density. The sensitivity studies show that
the morphological parameters such as cell thickness and particle sizes have much greater
effect on energy density than transport parameters, such as diffusion and conduction coeffi-
cients. On average, the effects of transport parameters are an order of magnitude lower than
those of other parameters. A more complete treatment of global sensitivity with respect to
cathode variables is provided by Du et al. [122]. The relative effects of various design pa-
rameters will be elaborated on when discussing the transport parameters at optimal designs.
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Table 3.3: Design variables and their sensitivities at optimal designs. Sensitivity is cal-
culated as percentage change of objective function due to a percentage change in design
variable.
Design variables Optimized design values Average sensitivity (%)
Cycling rate (C) 0.2–9.4 2.3
Separator thickness (µm) 10.0 0.25
Cathode particle size (µm) 0.2 0.34
Cathode thickness (µm) 133.4–250.0 0.34
Cathode porosity 0.13–0.54 0.30
Cathode diffusivity (m2/s) 1.09× 10−12–10−11 0.028
Cathode conductivity (S/m) 80.3–100.0 0.043
Anode particle size (µm) 0.5 0.054
Anode thickness (µm) 67.3–163.7 1.3
Anode porosity 0.14–0.33 0.37
Anode diffusivity (m2/s) 1.66× 10−12–10−11 0.029
Anode conductivity (S/m) 1.3–100.0 0.029
3.3.3 Separator Thickness and Electrode Particle Size
Table 3.3 also shows the ranges of design variables at the optima for all cell power re-
quirements. While some design variables change with cell power requirements, the separa-
tor thickness and electrode particle sizes invariably converge to their respective minimum
bounds. While these parameters go to the bound in an idealized cell design, their effects on
practical cell designs cannot be ignored.
Separator thickness converges to its minimum bound for an optimal cell design. The
separator does not contribute to the physics model of an ideal cell, since no electrochemical
reactions occur there. The purpose of the ions in the separator is solely to transport charges
from one electrode to the other. Therefore, the separator thickness only affects the weight
of the cell, which is to be minimized in order to maximize the energy density. In practical
cell design, there needs to be a minimum separator thickness to prevent short-circuiting due
to dendritic growths from the electrodes [134].
Smaller particle sizes are preferred as they reduce diffusion path length for lithium ions
in the electrodes, and also increase interfacial surface area. A large interfacial surface area
is important for ensuring adequate rate of ion transport between the two phases. Reduction
in particle size results in more interfacial surface area at a smaller porosity, and hence the
electrode is able to pack more active material without sacrificing the mass transfer capabil-
ity. This results in a cell design with higher energy density. Increased surface area has the
additional benefit of reducing the current density and subsequently the transport overpo-
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tential in the cell. Various authors have shown improved the electrochemical performance
of smaller particles in positive electrodes [135, 136]. Cells made with nanoscale particles
demonstrate high energy capacities and fast charge and discharge kinetics of lithium ions
compared to cells with micro-sized particles. On the other hand, the cycling stability of
electrodes with small particles is unfavorable due to the polarization overpotential associ-
ated with small particles and the possible increase in manganese dissolution [61, 137].
The particle size is not uniform in the electrode, but exhibits a distribution of size and
aspect ratio [138]. The effect of particle size distribution was examined by Darling and
Newman [139]. The authors showed that the electrodes with a particle-size distribution
have larger solid-phase resistance and longer relaxation time than an electrode with uniform
particle size. Particles of different sizes also have varying packing density compared to
uniform particles and the discrepancies affect the porosity of the electrode. It is possible
to optimize the porosity in the electrode to maximize utilization by changing the particle
size distribution [140]. However, such refined control over spatial distribution within an
electrode is difficult to achieve in practice and the gain in energy density is insignificant
compared to an optimally designed cell with uniform porosity distribution [116].
3.3.4 Electrode Thickness and Porosity
The electrode morphological variables at optimal solutions are examined next. Figure 3.4
plots the optimal values for electrode thickness and porosity as the discharge rate is varied.
When the discharge rate increases, a thinner, more porous electrode is preferred to meet
the transport rate requirements. The combination of decreased electrode thickness and
increased porosity reduces the amount of active materials in the cell and hence reduces the
energy capacity of the cell.
Figure 3.4 also shows that the optimal cell design requires a thicker and more porous
positive electrode paired with a thinner, less porous negative electrode. This is due to the
difference in volumetric Coulombic capacities between the two electrodes (633 mAh/cm3
vs. 841 mAh/cm3). The positive electrode is therefore thicker than the negative one to
balance the charge capacity. Higher porosity is required in a thick electrode to provide
adequate rate of ion transport, which in turn causes the electrode to be even thicker. This
shows that to achieve optimal energy density, it is essential to that the thick electrode should
either have very high transport coefficient or be made of small particles in order to meet
mass transfer requirements and to maximize the packing efficiency of active materials.
The changes in electrode thickness and porosity can be quantified by plotting the mass
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Figure 3.4: Variations of electrode thickness and porosity of optimal cell designs with
respect to cell power requirement





where L is the electrode thickness, ε is the mass fraction of active materials, ρ is the solid
density, and the + and signs denote positive and negative electrodes, respectively. The op-
timal mass ratios range from 2.77 to 2.85, as shown in Figure 3.5, which is consistent with
the optimal mass ratio of 2.8 reported by Tarascon and Guyomard [141]. The optimization
results also show that the optimal mass ratio for a well-designed cell is not constant but is
a linear function of the cell power, although the overall variation in the mass ratio is less
than 3%.
The small variation in optimal mass ratio is attributed to the fixed cutoff voltage of 3 V,
which results in a slightly different SOC at the end of simulation. The positive to negative





where q denotes the Coulombic capacity of active material in mAh/g, ∆y and ∆x represent
the change in stiochiometric lithium coefficients in the cathode and anode, respectively.
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Figure 3.5: Active material mass ratio and charge capacity ratio for optimal cell designs
Note there is balance between positive and negative charge ratio for all optimized cells.
This is the result of charge conservation. If the SOC remaining in the cell at the cutoff volt-
age is taken into account, the actual capacity ratio varies slightly from 0.99 to 1.02. The
slight imbalance in capacity ratios maximizes the SOC range during which the cell voltage
is above the cutoff voltage, and subsequently maximizes the amount of useful energy ex-
tracted during galvanostatic discharge. In practical cell designs, the negative electrode often
has a larger capacity to ensure full utilization of the positive electrode and to compensate
for loss of cyclable lithium due to side reactions such as solid electrolyte interface (SEI)
layer formation. Such side reactions are not included in the current model and their effects
on cell behavior are ignored. The proximity of the capacity ratios to unity for optimal cell
designs at all power requirements validates the approach of requiring charge balance in the
electrodes for preliminary cell design.
3.3.5 Conductivity and Diffusivity
The results from the various optimization runs initialized from different starting points
indicate that the diffusivity and conductivity values do not converge to specific values at
the optimal designs. Initialization from different starting points result in different final
design points as well. The conductivity value range used in this study reflects cathode
materials already doped with conduction-enhancing carbon additives [142]. While higher
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values are favored, in this range the cell performance is relatively insensitive to change in
conductivity.

















50 350 650 950 1250 1550

















Figure 3.6: Diffusivity variations at optimal cell designs. Diffusivities need to be high at
optimal cell designs to facilitate ion movement.
The diffusivity ranges at optimal cell designs are plotted in Figures 3.6, which shows the
variations of diffusivity over the entire diffusivity range, and 3.7, and presents the close-up
view that spans only one order of magnitude. One can see that for all cases the diffusivity
values of the optimal designs converge close to the upper bound, with values ranging from
1012 to 1011 m2/s. Given that the diffusivity bound spans 5 orders of magnitude, the optimal
diffusivity ranges are small. Du et al. [114] have shown that the performance of the lithium
manganese batteries is related to a dimensionless time τ , which is defined as the ratio








where r and Ds are the solid particle radius and bulk diffusivity in the positive electrode,
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Figure 3.7: Close-up view of diffusivity distributions at optimal cell designs. While the
diffusivity values need to be high, they do not converge to any specific values.
respectively. Cell designs for which τ is greater than unity demonstrate very little increase
in energy capacity upon further increase in diffusivity. All optimal designs converged to
the smallest particle sizes given by the lower bound, and hence this results in very large
τ , even at high cycling rates such that the cells are diffusion-limited only when the bulk
diffusivity is close to the lower bound of 10−16 m2/s.
To examine the effects of diffusivity on energy density, a one-dimensional sweep of
diffusivity is carried out at the optimal design points, with all other design parameters
fixed. The differences between the energy densities and the maximum achievable values
are plotted as functions of bulk diffusivities and dimensionless time τ in Figure 3.8. Effects
of diffusivity on energy density at four representative discharge rates are shown. The values
of dimensionless time, τ , at the optimal cell designs for all four cells are much greater than
unity. As the value of τ decreases as diffusivity decreases, the energy density of the cell
decreases as well, but the reduction is not significant. As shown in the right-side plots in
Figure 3.8, the decrease in energy density is more than 1% only when anode τ is close to the
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Figure 3.8: Variation of energy density as a function of normalized diffusivity
value of unity, which corresponds to a decrease in diffusivity of three orders of magnitude
from its optimal values. Figure 3.8 also indicates that the effects of diffusivity on energy
density increases as cell power requirement increases. This is to be expected, as higher cell
power requires higher effective diffusion rate, which is directly proportional to the bulk
diffusivity.
That an optimal cell design should have diffusivity as large as possible is a trivial solu-
tion. However, the objective of the analysis done here is to quantify the effects of diffusivity
on cell performance. Results for Table 3.3 and Figure 3.8 show that cells with suboptimal
diffusivity suffer only small decreases in energy density if the optimality of other design
variables can be guaranteed.
In the current cell model, the bulk material properties are treated as constants, and
the effective properties are only functions of porosity via Bruggemans equation [89]. In
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reality, the bulk properties are functions of the electrode material compositions and particle
sizes as well. Zhu et al. [143] showed that the aggregation of carbon additives to active
material as function of particle size, carbon-to-active-material mass ratio and temperature.
Decreasing particle size was shown to reduce the amount of carbon particles attached to
active materials, hence limiting the conductivity. A more refined treatment should include
the dependence of material properties on other cell variables, which would lead to more
realistic electrode designs.
3.3.6 Practical Battery Optimization
Results shown in the above sections have provided the theoretical guidelines to optimize the
battery performance. Maximizing the energy density of a lithium-ion battery cell requires
a combination of optimal engineering design provided via numerical optimization as well
as precise manufacturing control over the design parameters. Optimal mass ratio has often
been cited in the experimental as well as simulation studies as key to maximize the battery
capacity [144, 127]. It is mainly a function of the charge capacity of the active materials,
however it is also dependent on other aspects such as the OCV curve, the remaining capac-
ity at the cut-off voltage, and the amount of lithium lost to the SEI layer. Consideration of
the additional factors causes the mass ratio to deviate from the optimal one given by the
charge capacity balance and the precise value can be provided via optimization results.
Morphological change due to external pressure loads on battery needs to be accounted
for to ensure the right electrode porosity distribution to meet the mass transfer requirement.
Compression on electrodes due to either battery assembly or mechanical loading can alter
the porosity composition by as much as 40% [145]. Therefore it is important to simulate
the exterior environment of the battery pack to ensure that the post-assembly electrode
properties are as close to the theoretical design guideline as possible.
The quality control of the electrode materials is a key aspect in providing high energy
density. Optimization results have shown that keeping particle size small is important to
minimize diffusion path length. At the same time the uniformity of the particle sizes is
critical in ensuring high Coulombic capacity [139] as well. Refined manufacturing process
to minimize contact resistance at the current collector/ electrode interfaces also plays a key




The CPU time and the number of iterations taken to reach convergence are plotted in Fig-
ure 3.9. Due to the randomized initial starting points, the number of iterations taken to reach
convergence differs significantly. The average CPU time decreases as the cell power re-
quirement increases. Optimization for the 50 W/kg/m2 cell, which corresponds to a cycling
rate of 0.2 C, required on average 62 hours to reach convergence; while the 1500 W/kg/m2
(9 C) cell required about 26 hours. This is because a low powered cell requires more time
steps to reach the cutoff voltage, and hence requires longer CPU time per function evalua-
tion.
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Figure 3.9: Number of iterations and optimization time versus cell power requirement
3.4 Summary
In this chapter, a new numerical framework is developed to address the inadequacy of
using ad-hoc rules and parametric analysis to design battery cells. The objective is to au-
tomate cell designs and provide mathematically optimal designs. The framework couples
the physics-based cell model explained in Section 2.2.1 with a gradient-based optimiza-
tion algorithm (Section 2.4.2). In the present study the framework is applied to maximize
the gravimetric energy density of a lithium-ion cell with manganese dioxide cathode and
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graphite anode under different discharge scenarios. A complete design of the cell that takes
both morphological and transport parameters is shown here, and the numerical relations of
how the optimal electrode parameters vary with the power requirement are quantified. The
gradient-based optimization framework is able to efficiently find the optimal cell designs
for each power requirements.
All optimal cell designs have the smallest possible particle size and separator thick-
ness. This is to minimize diffusion path length and to reduce the non-energy contributing
component mass. The electrode thickness decreases and the porosity increases as the cell
power increases, in order to satisfy increasing mass transfer requirement. The decrease in
electrode thickness and increase in porosity at higher discharge rates can be quantified via
the active material mass ratio and the charge capacity ratio at optimal designs. The charge
capacity ratios remain at unity for all optimal cells and the computed optimal electrode
mass ratio of 2.8 is consistent with the ones reported in literature. To maximize the use-
ful energy density, there are slight variations in the optimal mass ratios as the discharge
rate changes. This is to maximize the range of SOC that the cell voltage remains above
the cutoff voltage. Bulk transport parameters, such as diffusivity and conductivity, need to
be as high as possible, but their effects on energy density are limited. A non-dimensional
analysis of the discharge time versus diffusion time indicates that their effects on energy
density is only significant if the dimensionless ratio greater than one.
The current framework is able to obtain mathematically optimal designs and provide
the exact electrode morphological parameters needed to achieve maximum energy density.
Its practicality can be improved by including additional processes due to various capacity
fade mechanisms and micro-scale constraints. Factors such as SEI layer formation alter the
active material mass ratio as the charge capacity has to be balanced after, by accounting for
the consumption of cyclable lithium by various side reactions. The electrode dissolution
and lithium plating on charging are likely to limit the minimum particle sizes and separator
thicknesses as well. Accounting for these processes would introduce additional constraints
to the design problem and further restrict the feasible design space.
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CHAPTER 4
Design Optimization of a Battery Pack for
Plug-in Hybrid Vehicles
4.1 Introduction
The previous chapter establishes the framework for achieving maximum energy density of a
single lithium-ion cell subject to power constraints. Such design methods may be sufficient
to compute the optimal battery designs for personal electronics, where the battery design
is simple, and the discharge rate is approximately constant. The battery design for EVs,
on the other hand, is much more involved, since the discharge rate of the battery cannot
be expected to be constant, and the battery pack often contains thousands of cells. Slight
variations in cell properties are multiplied in the pack property difference. In addition, the
battery pack is required to satisfy multiple objectives and constraints to meet the drivers’
demand as well as safety requirements. These criteria include energy density, specific
power, voltage, energy efficiency, commercial availability of battery materials, and cost. A
properly designed EV battery pack has to take into account all these factors in the design
process.
There are different levels of hybrid vehicles with varying DOH, each requiring a purpose-
built battery pack. Mild hybrid battery packs are mainly used to assist the ICE and to cap-
ture energy through regenerative braking. The discharge depth is shallow and the battery
packs are small. Battery packs for PHEVs and EVs have to satisfy vehicle power demand
and provide adequate driving range between recharging. However, the energy density of
the most advanced batteries is currently still orders of magnitude lower than that of gaso-
line. As such, the battery packs on PHEVs tend to be heavy, bulky and expensive. This
in turn limits the all-electric driving range for these vehicles, and thus optimally designed
battery system is essential to maximize the potential benefits of an electric powertrain.
Various types of battery models have been developed to analyze battery performance
with respect to various parameters. While numerical models provide an understanding
57
of the physics of battery operation, optimization algorithms provide the means to maxi-
mize battery properties and performance in hybrid vehicle operations. Shahi et al. [146]
applied a multi-objective optimization approach for the hybridization of a PHEV subject
to Urban Dynamometer Driving Schedule (UDDS) and Winnipeg Weekday Duty Cycle
(WWDC) drive cycle requirements. Wu et al. [147] described a methodology to mini-
mize the drivetrain cost of a parallel PHEV by optimizing its component sizes. Hung and
Wu [148] developed an integrated optimization strategy in which both the component siz-
ing and control strategies are taken into consideration to maximize the energy capacity
stored, while minimizing the energy consumed for a given driving cycle. Optimization of
combined component sizing and control strategies were explored by Zou et al. [149] to
study the hybridization of a tracked vehicle, and by Kim and Peng [150] for the design of
fuel cell/battery hybrid vehicles. In all these efforts, however, EV system designers treated
the battery either as a black box with energy and power output, or used simple algebraic
equations to model the battery performance.
While power management, control strategies, and component sizing play key roles
in achieving greater overall vehicle efficiency, a detailed optimization of PHEV battery
packs has not been considered. Most of the earlier battery optimization efforts focused
on single-cell optimization, where the battery was optimized for maximum energy den-
sity [111, 151, 114, 115, 116]. More recent efforts have optimized the energy capac-
ity of battery cells with respect to different power capacities by varying the applied cur-
rent [126, 117]. Most optimization studies, however, ignored the multitude of hybrid ve-
hicle operational requirements. Specifically, the battery pack has to satisfy: (1) voltage
and current constraints for both safety reasons and to minimize power electronic cost, and
(2) energy and power requirements for performance. To address these issues, a numerical
framework is used to optimize the mass, volume and material costs of the battery pack,
while satisfying all the relevant requirements. By combining efficient numerical methods
with existing battery models, waste attributed to sub-optimal pack design can be reduced.
This type of analysis is especially important as EVs become more mainstream and higher
volume, where small variations from the optimal solution, which may only result in slight
overdesign (in terms of cost or volume), results in large penalties when compounded over
large quantity of vehicles. This type of analysis also provides a rapid, cost effective de-
sign tool in the early phases of vehicle development, giving realistic guidelines on what is
possible in terms of cost, size, and weight for a given battery chemistry.
In this chapter, optimization of a representative PHEV battery pack is performed us-
ing a hybrid optimization strategy explained in Section 2.4.5. Optimization is used to
demonstrate that the resulting battery pack is able to fulfill the various PHEV operation
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requirements most efficiently, hence maximizing the potential gains of PHEV operation.
Finally, three federal test drive cycles are used to evaluate the realistic performance of the
optimized battery designs by comparing the all-electric driving ranges.
4.2 Problem Formulation
4.2.1 Battery Model
A battery pack model that consists of identical electrochemical cells is arranged in series
and parallel, as shown in Figure 4.1. There are n modules arranged in series, and each
module consists of m layers arranged in parallel. The cells are arranged in such a way that
they have to satisfy the safety (voltage and current) and performance (energy and power)
constraints. In reality, the cell properties differ slightly due to manufacturing imprecisions,
causing variations in cell capacities. As such, accurate battery pack modeling requires each
cell to be treated individually [50]. Charge equalization techniques are employed to balance
the cells to enhance battery life and to maintain total capacity as well [152, 153]. Variations
in cell properties also cause additional difficulties in estimating the battery SOC.
These additional details in the battery modeling are ignored, as they are not fundamen-
tal to the design philosophy outlined in this chapter. Accounting for these issues would
increase computational burden without shedding new insights into the pack design. How-
ever, using the physics-based cell model as the foundation for the pack model would easily
allow cell-to-cell variations and accurately reflect intrinsic cell imbalance due to variations
in the amount of active materials in the cells [50].
PHEV operations require large battery packs of high energy density cells to provide
adequate all-electric driving range. Currently, only lithium-ion batteries are able to fulfill
the requirements. There are various viable lithium-ion electrochemical cells of different
energy densities, costs and cycling stability. An energy density comparison of various
lithium-ion cells using dimensional analysis has been provided by Du et al. [154]. The
cells used for PHEV battery pack is identical to the ones used in the single-cell optimization
shown in Chapter 3. The fixed properties of the cell are listed in Table 3.1 and will not be
repeated here. In addition to the fixed parameters of Table 3.1, the cycling rate is kept
constant and the negative to positive electrode Coulombic capacity ratio is fixed to one
in the PHEV battery design. For an ideal cell, equality in the electrode charge capacities
results in optimal cell designs, as shown in Figure 3.5. In reality, commercially available
lithium-ion cells are made with negative to positive electrode charge capacity ratios larger






Figure 4.1: Layout of a battery comprised of uniform cells
phase, and to prevent lithium plating from occurring during charging.
In addition to the fixed variables, six free variables (Table 4.1) are selected to deter-
mine the optimal cell design and pack configuration that best fulfills the pack requirements.
These six variables are selected because they represent design parameters that can be read-
ily manipulated by the battery manufacturer to tailor the battery pack properties. There are
other parameters, such as diffusivity and conductivity, as well as electrode particle size, that
also affect the performance of the cell. Results from the previous chapter [126] showed that
in the absence of degradation mechanisms and side reactions, these other variables should
go to the bounds at optimal cell designs. Their relative effects on energy density of the cell
were also shown to be less than the morphological parameters chosen for this study [114].
Therefore, these are treated as fixed parameters in this study. Among the six variables, the
electrode thicknesses and porosities are morphological parameters that balance the amount
of energy content in the cell with the ion transport requirement. A thicker electrode con-
tains more active material for the intercalation process, and hence higher energy capacity.
A more porous electrode allows higher rate of ion transport by increasing the effective
transport coefficient. However, this reduces the fraction of charge-storing active materi-
als and overall capacity of the cell. The competing effects of higher energy and higher
power results in an optimal cell design that must reach a compromise between energy and
power. The cutoff voltage determines the lowest SOC in the cell that can still fulfill the
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power requirement. The peak power available is dependent on the capacity remaining in
the battery and must be accurately determined to avoid over-discharging the battery. While
the SOC and cell voltage required to calculate peak power can be conveniently extracted
from the cell model in the current framework, a more practical approach would involve a
multi-parameter, model-based method [155] to estimate the peak power. The last variable
is the number of cells connected in parallel within each module, which also determines the
maximum current of the pack. The number of modules connected in series is fixed by the
maximum voltage of the battery pack, which will be explained in greater detail at the end
of this section.
Table 4.1: Design variables are the morphological parameters and battery layout variables
that can be easily altered by battery designer.
Parameters Lower bound Upper bound
Cathode thickness (µm) 40.0 250.0
Anode thickness (µm) 40.0 250.0
Cathode porosity (µm) 0.1 0.6
Anode porosity (µm) 0.1 0.6
Cut-off voltage (V) 2.6 3.6
Number of layers 1 30
Three key properties of the battery pack are identified as the objective functions to be
minimized: mass, volume and material cost. Each objective can be given as linear functions


















where n and m are the number of modules and layers in the battery pack, respectively, A is
the cross-section area of each cell, ε, ρ and b are the volume fraction, the mass density and
the unit cost [156] of the constitutive materials, respectively, l is the thickness of the cell
component. The index j cycles over the cell components, namely the positive electrode,
separator, negative electrode, and the current collectors, while i cycles over the cell mate-
rials. Note that if the materials with higher density have higher unit prices, then the cost
becomes directly correlated with the mass, and reducing the battery pack mass reduces the
cost as well.
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Table 4.2: Conversion of pack-level requirements to cell-level constraints
Pack Cell
Voltage
Vpack ≤ 400 V
=⇒
n · Vcell,init ≤ 400 V
Vpack ≥ 280V n · Vcell,end ≥ 280 V
Current Ipack ≤ 420 A m · Icell ≤ 420 A
Energy Epack ≥ 12 kWh nm · Ecell ≥ 12 kWh
Power Ppack ≥ 120 kW nm · Pcell ≥ 120 kW
Charge balance Q+ = Q−
Equations (4.1) show that the objective functions are linear with respect to the design
variables. Minimization of the objective functions without proper consideration of con-
straints results in the trivial solution where all design variables are at their lower bounds.
Therefore, a useful battery pack design requires satisfying appropriate design constraints.
These safety and performance requirements impose limits on how close to the lower bounds
the design variables can go. The constraints for the problem are listed in Table 4.2.
The energy of the battery pack is computed by galvanostatic discharge of the cells at
1 C cycling rate, while the maximum power is the average power available during a 10-
second maximum current pulse at the end of the 1 C discharge. The maximum power is
computed at the lowest SOC, as this is the point where cell voltage is the lowest. If the
battery can meet the power requirement at the end of discharge, it can meet the power re-
quirement throughout its operation. The 10-second current pulse requirement provides a
good estimate of the maximum power required for vehicle operation. Based on the con-
straints outlined in Table 4.2, the maximum voltage limits the number of battery modules
connected in series. The maximum voltage in a cell is the OCV at the fully charged state,
and the maximum pack voltage divided by this value provides the number of modules al-
lowed in the battery pack. In this study, the number of cells connected in series is fixed at
99. The minimum voltage is computed at the end of the 10-second maximum current pulse
and it sets the limit on the depth of discharge of the cells. Hence, the optimization problem
can be simplified by replacing the voltage constraints with the fixed number of modules in




A typical discharge profile obtained from the cell-model simulation is shown in Figure 4.2,
where both the cell voltage and the current density profiles are plotted. The small insert in
Figure 4.2 shows the voltage and current profiles at the transition between the galvanostatic
discharge and peak power current pulse. The sudden jump in the cell current creates a
discontinuity in the voltage profile, and it is the result of a sudden increase in the current
density. The cell voltage decreases rapidly as the amount of charge is depleted at a greater
rate at the end of the discharge.













































Figure 4.2: Discharge profile for a lithium-ion cell undergoing 1 C constant current dis-
charge (main) followed by a 10-second peak power pulse at the end of the discharge (insert)
The secant method is used to obtain the maximum current during the 10-second pulse.
The maximum current is defined as the largest current possible while maintaining the min-
imum voltage at the end of the pulse. The iterative process for the maximum current com-
putation is shown in Figure 4.3. The final cell voltage decreases monotonically as the pulse
current is increased, and the negative correlation between the maximum current and the
final cell voltage is shown in the insert.
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Figure 4.3: Discharge profiles of the 10-second peak current phase. The secant method
is used to determine the maximum current such that the cell potential is exactly at the
minimum voltage at the end of the discharge (insert)
4.3.2 Optimization Results
As mentioned previously, three different optimization problems are solved to design the
PHEV battery pack: 1) battery mass minimization, 2) battery volume minimization, and 3)
battery material cost minimization. The six design variables are listed in Table 4.1 and the
four constraints are listed in Table 4.2. To compare the performance of the optimized cell
designs, three initial pack designs are selected. The first two designs follow the general ad
hoc guidelines for cell electrode design: the first one is a power cell with thin electrode
and high porosity, and the second one is an energy cell with thick electrode and low poros-
ity. The third one is based on the earlier work of single cell optimization subjected to a
power constraint [126]. The optimized cell selected for comparison is designed at the same
power-to-energy ratio as specified in the problem constraint shown in Table 4.2. The dif-
ference between the single cell and pack design philosophy is that single cell optimization
is performed at one discharge rate, while the power and energy requirement for the pack
design are performed at different discharge conditions, resulting in additional constraints
in the design problem. The specifications for the three initial designs and their properties
are listed in Table 4.3. All three initial designs satisfy the capacity balance requirement
imposed on the problem.
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Table 4.3: Battery cell properties of initial designs
Power cell Energy cell Optimized single cell
Cathode thickness (µm) 129.9 189.8 141.7
Anode thickness (µm) 80.0 120.0 70.0
Cathode porosity 0.4 0.2 0.442
Anode porosity 0.4 0.2 0.322
Cutoff voltage (V) 3.53 3.63 3.53
Number of layers 13 13 13
Mass (kg) 86.89 126.00 87.14
Volume (dm3) 29.34 39.62 29.52
Cost ($) 1398 1862 1401
Energy capacity [≥ 12kWh] 11.9 11.8 11.9
Maximum current [≤ 420A] 388.0 385.2 389.3
Peak power [≥ 120kW] 121.5 123.3 121.7
Analyses of initial pack designs show that the optimized single cell and power cell
designs have similar properties, with the power cell exhibiting slightly better performance.
The energy cell design is the worst among the three, as its thick electrodes and low porosity
result in an expensive and bulky cell without providing any energy density improvement
over the other two. All three initial pack designs require 13 layers of cells in parallel to
satisfy the pack constraints. This results in the energy cell designs being the heaviest, most
voluminous, and most expensive.
Given that the three separate objective functions are not linear combinations of one an-
other, the optimal design for one objective should not be the optimum for another. Table 4.3
shows that the power cell design performs the best for all three objectives, it is thus not ex-
pected to be the true optimal design. In addition, while the power requirement of the pack
is exceeded, the energy capacity requirement is not fully satisfied by any of the three initial
designs. Therefore, further improvement is possible and can be achieved using numerical
optimization.
The gradient-free optimization is first carried out to obtain an approximate estimate of
the optimal design and to determine the integer value of number of cell layers. A repre-
sentative iteration history of cost optimization is shown in Figure 4.4. Note that ALPSO
is a population-based optimization method such that at each iteration, there are multiple
design points existing simultaneously. The plots shown here contain only the design point
that best satisfies the design problem criteria at each iteration, evaluated by the Lagrange
function for each particle [97].
Subplots a, b and c in Figure 4.4 show how the six design variables change during
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Figure 4.4: Iteration history of an optimization to minimize battery cost showing the evolu-
tion of: a) electrode thicknesses, b) cutoff-voltage and no of layers, c) electrode porosities,
and d) cost and normalized inequality constraint values
the iteration, while subplot 4.4d shows the evolution of the objective function (solid line)
and the normalized constraint values (dashed lines) during the optimization process. The
normalized constraint value is given as a percentage, with 100% and above indicating that
the constraint is satisfied. The charge balance constraint is an equality constraint that has
to be satisfied exactly at all times and hence is not plotted. The optimization history shown
in Figure 4.4 can be broken down into three phases. The initial design has large number
of layers and this resulted in a high battery cost and extremely high current. The first six
iterations reduce the number of layers and hence lower the current to below the maximum
allowed value. However, this results in energy and power requirements not being met.
Further adjustment of the design variables in the next five iterations results in the cell design
converging towards the final cell design, at which point the energy and power constraints
are fulfilled exactly. Given the competing effects of energy and power in the battery cell,
this result is expected, as the optimal cell design would be one that satisfies but does not
exceed both requirements. The maximum current is well below the maximum allowed
level, indicating that it is not an active constraint.
Multiple optimizations runs of ALPSO were performed for each optimization problem.
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The best results are listed in Table 4.4. Optimizing for mass and material costs results in
very similar optimal cell designs. In fact, the optimal design obtained for cost minimization
has the lowest battery pack mass as well. Given that reduction in battery mass naturally
leads to less materials and hence lower cost, this result is not surprising. While the differ-
ence between the minimal-mass weight and minimal-cost weight is within the convergence
tolerance of the optimizer, it also indicates that ALPSO is unable to locate the true op-
tima in this situation, such that the final result found for mass minimization problem is
sub-optimal.
Properties Objective functionMass Volume Cost
Mass (kg) 74.97 75.67 74.90
Volume (dm3) 24.91 24.02 24.48
Cost ($) 1153 1169 1147
Cathode thickness (µm) 169.8 141.9 168.8
Anode thickness (µm) 104.7 86.4 99.8
Cathode porosity 0.321 0.272 0.305
Anode porosity 0.314 0.252 0.269
Cutoff voltage (V) 3.52 3.53 3.53
Number of layers 9 10 9
Energy capacity [≥ 12kWh] 12.0 12.0 12.0
Maximum current [≤ 420A] 398.4 395.0 396.6
Peak power [≥ 120kW] 120.1 119.9 120.1
Table 4.4: Preliminary designs after gradient-free optimization. Results shown are the
best-available ones due to stochastic nature of the ALPSO algorithm.
A comparison between Tables 4.3 and 4.4 shows decreases of 13.4%, 18.1%, and 17.9%
in mass, volume and cost respectively from initial to optimal designs. Compared with
the best initial cell designs, all three optimal designs have thicker electrodes and lower
porosities. Therefore, each cell has higher energy density, while still satisfying the power
requirement. The energy and power requirements are satisfied with far fewer cells (9 or 10
layers vs. 13), and hence better overall pack properties.
There are some differences between the three optimized designs. The mass and cost
minimization problems produce optimal cell designs that have thick electrodes, such that
the cell has as much active material for lithium ion intercalation as possible. This is to
maximize the energy density of the cell, and to reduce the total amount of materials needed.
While the cost minimization problem results in a battery pack lighter than the one obtained
from the mass minimization problem, the difference is within the convergence tolerance
of ALPSO. Volume minimization, on the other hand, produces an optimal cell design that
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has thinner electrodes with lower porosities. This results in a cell design that has lower
gravimetric energy density, but higher volumetric energy density compared to the designs
for the other two problems.
Table 4.5: Refined optimal designs obtained using gradient-based optimizations
Properties Objective functionMass Volume Cost
Mass (kg) 74.77 79.53 75.06
Volume (dm3) 24.49 23.85 24.37
Cost ($) 1146 1241 1146
Cathode thickness (µm) 169.2 111.7 169.4
Anode thickness (µm) 99.4 64.3 97.5
Cathode porosity 0.310 0.220 0.300
Anode porosity 0.270 0.150 0.245
Cutoff voltage (V) 3.53 3.55 3.54
No. of layers 9 12 9
Energy capacity [≥ 12kWh] 12.0 12.0 12.0
Maximum current [≤ 420A] 395.9 392.5 394.4
Peak power [≥ 120kW] 119.9 120.1 119.8
The optimal cell designs are further improved by using SNOPT to refine the continuous
cell variables. The gradient-based optimization is initiated at the optimal designs obtained
from ALPSO. The number of layers in each module, which is a discrete variable, is fixed
at the values around the optimal number of layers obtained via ALPSO, while the gradient-
based optimizer fine-tunes the continuous variables. The results obtained using SNOPT
are listed in Table 4.5. Again the mass minimization and cost minimization solutions are
almost identical, and the material cost difference between the two is less than one dollar.
The volume minimization problem produces a battery pack with much thinner electrodes
and lower porosities. Comparing the SNOPT and ALPSO volume minimization results,
the cathode and anode thicknesses are 21.3% and 25.6% thinner, respectively, while the
porosities are 19.1% and 40.5% lower. The number of cells required increases by 20%. The
low electrode porosity means the cell design is less adequate for handling high discharge
rates. However, this is alleviated by having a larger number of cells connected in parallel,
and hence a smaller current density through each cell. The SNOPT optimal design has
higher mass and material cost, but lower volume. While utilizing larger number of cells
with lower energy density may seem counter-intuitive, it demonstrates the ability of the
optimizer to drive the design to achieve the objective, which in this particular instance is to
minimize the volume of the pack.
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Results in Table 4.5 show that improvements from gradient-free optimization to gradient-
based optimization results are less than 1% for all three optimization problems. This is
mainly due to the flatness of the design space near the optimum, and there is little gain
in pinpointing the exact location of the optimal designs, as evidenced by the 8% differ-
ence in negative electrode porosity between ALPSO and SNOPT results. Such differences,
however, may become more important as more details about cell modeling are included.
For instance, manganese dissolution rate has been shown to correlate to the interfacial sur-
face area in the porous electrode [157]. Increase in cathode porosity increases interfacial
surface area and could potentially cause accelerated cell degradation. Inclusion of addi-
tional degradation mechanisms would likely add nonlinearity to the design space, further
restricting the feasible design regions.
One common problem with gradient-based optimization is that it often converges to
local optimum solutions instead of global best ones. To show that the solutions are indeed
global optima, and that the design space near the solutions does not have local optima,
the contour plots of the objective functions near the optimal regions are plotted. The region
plotted is a 2-dimensional plane defined by the three optimal design points of mass, volume
and cost, respectively. The plane is obtained by projecting the design space onto the plane
spanned by the coordinates of the three optimal design points. These three points are
transformed into the non-dimensional coordinates (0 , 0 ), (1 , 0 ), (0 , 1 ), respectively, on
the plane. The shaded area on Figure 4.5 indicates the region where the energy, power,
voltage and current requirements are all satisfied. The blue curve indicates the narrow band
that fulfills the charge balance requirement, while the black lines show the design space
that satisfies the integer requirement imposed on the number of layers.
In the plots shown in Figure 4.5, one can see that the objective functions vary smoothly
in the feasible design space. The mass and cost contours vary monotonically in the feasible
design space, while there is a local volume maximum for the volume contour plot. All three
optimal design points are located on the boundary of the feasible space, again confirming
that the constraints are active in this design problem. The location of the optimal designs
are further restricted by the charge capacity equality constraints and the integer requirement
on the number of cell layers. Based on the information available in Figure 4.5, it is clear that
the optimal designs are indeed the best possible designs in the 2-dimensional plane shown
here. Such information, together with the smoothness of the objective functions, gives us
confidence about the global optimality of the results. The similarity between mass and cost
optimal designs can also be explained from the contour plots in Figure 4.5. Comparison
of the mass and cost contours reveal that the two objectives are very similar to one another
in the given plane. The gradients for both objectives point in the same x-direction, and in
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Grey area represents the feasible design space that sat-
isfies the energy, power, and current constraints. The
black lines represent integer constraint on the num-
ber of layers and blue curves represent the part of the
design space satisfying charge capacity balance. The
backgrounds are overlay with the contour plots of a)
mass in kg, b) volume in liters, and c) cost in US$.
Figure 4.5: Contour plots of objective functions on the plane spanning the three optimal
design points
both cases the best objective functions are on the left boundary of the feasible space. The
similarities of the objectives result in mass and cost optimal designs being very close to
each other in the actual design space.
The optimal cell design for mass minimization problem is compared with the optimal
single-cell design results from the previous work [126], in which the optimal cell has the
maximum energy density at constrained discharge rates. Comparison to the optimal cell
at 1C discharge rate shows the PHEV pack cell design has thinner electrodes and higher
porosities. This is due to the additional peak power requirement at the end of discharge,
which imposes a higher ion transport requirement. The resulting cell design, while not
optimal in terms of energy density, is able to meet both the energy and power requirements
simultaneously, which is more important, given the variations in power demand under nor-
mal driving conditions.
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Table 4.6: Properties of the vehicle used to complete the driving cycle
Properties Values
Vehicle mass (kg) 1500
Passenger mass (kg) 150
Rolling resistance coeff. 0.01
Drag coefficient 0.30




Regenerative braking factor 0.1
Miscellaneous power (kW) 1.0
4.3.3 Driving Cycle Test
While the optimal designs obtained using the aforementioned optimization framework
show better overall properties than the initial design, it is important to show that they
translate to actual performance advantage in the operation of the PHEV. In this case, it
is useful to compare the performance of the battery packs by simulating discharge for stan-
dard federal testing driving cycles. A standard sedan with the properties listed in Table 4.6
is used to compute the battery power required to complete the driving cycles. The required
power is computed using the vehicle model shown in Section 2.3, and taking the motor and





While the drivetrain and motor efficiencies change with the power and velocity of the ve-
hicle, they are assumed to be constant in this case.
The battery packs are discharged through the three standard federal driving cycles:
UDDS, SC03 and US06, whose speed and corresponding power profiles are shown in Fig-
ure 4.6. The UDDS and SC03 cycles both mimic city driving conditions. The SC03 cycle
is the more aggressive. US06 simulates highway driving condition. The highway accel-
eration requirements impose higher power demands on the battery, with power demands
peaking at 100 kW. The battery is discharged from an initial SOC of approximately 0.8
until the minimum voltage of 280 V is reached and the total distance covered for each of
the driving cycle is calculated. Calculations have shown that the minimum voltage of 280
V corresponds to a SOC level of approximately 5%. In reality, the depth of the discharge
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Figure 4.6: Federal driving cycle speed profiles and the corresponding battery power re-
quirement:
of EV battery packs is much less than that, hence the all-electric range obtained here will
be higher than what can be expected from actual EVs with a similar battery pack.
Both the initial design and optimal battery packs are discharged through the simulated
driving cycles. The voltage and SOC profiles of the minimum mass optimal battery pack
and the initial design discharged through the simulated US06 driving cycle are shown in
Figure 4.7. The open-circuit voltage (OCV) curve is plotted on the same figure for com-
parison. The SOC profile shows that the optimal battery pack lasts longer than the initial
design battery pack, resulting in 3.5% longer electric range. The initial battery design con-
tains more cells in parallel compared to the optimal battery pack, and therefore each cell
is subjected to a smaller current density. This results in higher battery pack voltage in the
initial design, and less energy lost per cell due to internal resistance. However, the higher
energy density of the optimal battery pack cells still results better performance overall.
The all electric ranges for various battery pack designs subject to the three driving cy-
cles are listed in Table 4.7. For all three driving cycles, the optimal battery pack designs
outperform the initial battery pack designs in terms of all-electric range. The most improve-
ment is in the SC03 cycle discharge, for which the electric ranges of minimum-volume and
minimum-cost battery packs are almost 10% better than the initial design.
While the electric driving range of the optimal battery pack designs show significant
improvement over the initial design, a better measure of the battery performance is the
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init. range: 39.7 km
opt. range: 41.1 km
Figure 4.7: Comparison of the voltage and SOC profiles of the initial design and minimum-
mass optimal battery pack discharged through the simulated US06 driving cycle
Table 4.7: All electric driving range for various battery designs
Battery design
Drive cycle Initial Min. mass Min. volume Min. cost
UDDS 53.7 km 57.2 km 58.1 km 58.1 km
SC03 48.6 km 52.5 km 53.4 km 53.4 km





































Figure 4.8: Comparison of battery performance between initial and optimal designs using
driving cycle data
distance traveled per unit of battery performance metric, where the metric is either mass,
volume or material cost. Figure 4.8 compares the performance of the optimal battery de-
signs with the best initial design. While the initial and optimal designs have similar all-
electric drive range, the optimal designs clearly have better performance per unit of battery
performance metric. On average, the optimal battery packs show 23.1% improvement in
distance per unit of battery mass, 32.8% improvement in distance per unit volume and
31.4% improvement in distance per unit cost.
The results in Table 4.7 also show that the minimum-volume battery pack has the
longest electric range among the optimal battery pack designs. The disparity between the
electric driving ranges of the various optimal battery packs demonstrates that while the bat-
tery packs satisfy similar energy and power requirements, the performance is dependent on
the driving cycle, or control variables governing the discharge of the battery. This points to
the possible advantage of performing a design-control coupled optimization. In addition,
only the all-electric operating mode rather than the overall performance of the PHEV drive
is considered. The problem definition is limited to minimizing the properties of the bat-
tery pack, and this allows decoupling of the battery from other drivetrain components. To
truly optimize the operation of the PHEV, the hybrid mode, during which both engine and
electric power are in use, and the driving conditions that favor the hybrid mode need to be
considered as well. The degree of hybridization in the PHEV, which is the ratio of electric
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motor power to the total drivetrain power, is shown to affect the optimality of the drivetrain
components performance [19]. Therefore, the overall hybridization scheme of a PHEV is
defined by the battery, electric motor, and internal combustion engine collectively [146].
Inclusion of various components also necessitates the coupling of power control strategies
with design parameters to determine the optimal performance. Kim and Peng [150] showed
that the “power management and design” optimization improved fuel economy by 17% rel-
ative to “power management only” optimization. Consideration of the engine and electric
motor sizes could allow for battery design that best meets the peak power demand during
climbing and acceleration, while keeping the engine operation at maximum efficiency.
4.4 Summary
This chapter extends the battery optimization framework shown in Chapter 3 to the de-
sign of a PHEV battery pack. Given the nonlinear and mixed-integer nature of the pack
design problem, a hybrid optimization approach that takes advantage of type of optimizer
is developed. A gradient-free optimizer is first used to obtain an approximate estimate of
the optimal design and to obtain the optimal integer design variables. The design is then
further refined using the gradient-based optimization. Most EV system optimization tends
to treat the battery as a black box or a simplified circuit model, thus ignoring the transport
laws governing the behavior of the electrochemical cells. The framework developed here
provides detailed battery design in the context of EV operation. It enables optimization of
the battery pack layout, as well as the morphological design parameters of the individual
cells.
Three optimization problems of minimizing the battery pack mass, volume, and cost are
demonstrated using the optimization framework. Comparisons between the initial designs
using general guidelines and the optimal designs show overall improvements of 13.9%,
18.7% and 18.0% in battery mass, volume, and cost, respectively, thus validating the ne-
cessity of a numerical approach to the battery pack design. The optimal designs also per-
form better in real drive cycle simulations. The improvements in battery pack properties
can be translated to 23.1% increase in distance traveled per unit mass, 32.8% increase in
distance per unit volume, and 31.4% increase in distance per unit cost. The electrochemical
cell in this case is assumed to be ideal, so additional capacity fade mechanisms should be
considered in the future.
The design methodology shown here is useful in obtaining the best possible initial
designs, from which further refinement can be carried out by accounting for additional
details, such as degradation mechanisms and manufacturing constraints. The driving cycle
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comparison shows that the three optimal battery pack designs, while satisfying the same
set of constraints, have slightly different all-electric driving ranges. The minimum volume
battery pack has the furthest driving range for all three federal driving cycles. This is due to
the difference between design discharge condition and the actual driving cycle conditions.
Therefore, it could be useful to perform a cell design optimization that uses the driving
cycle power requirement as the discharge profile. Multi-point design schemes [26] can be
employed to ensure the obtained optimal solution is not specific cycle beating.
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CHAPTER 5
Multi-Cell Design Optimization for Electric
Vehicle Battery Packs
5.1 Introduction
The previous chapter demonstrates the design optimization of a battery packs for PHEV op-
eration. The optimization algorithm is able to minimize the battery pack mass, volume or
cost subject to various constraints. The problem formulation follows the conventional phi-
losophy of using uniform cells for battery pack design and altering the cell power-to-energy
ratio for different battery packs. However, given that energy and power are competing ob-
jectives, cell designs that have to satisfy both are sub-optimal in both aspects. Therefore,
it is unclear whether a uniform-cell pack design is the best way to fulfill both requirements
in an EV application.
The Pareto front in Figure 5.1 shows that the power-to-energy function of optimal cell
designs is nonlinear function—as the discharge current is increased, the power capability
of the optimal cell design is increasing at a rate faster than it is losing energy capacity.
There are two reasons affecting the power to energy relation of optimal cell designs. As
the power requirement is reduced, the rate of ion transport required in the electrode is
reduced as well. The optimal electrode is one that contains more active materials and less
electrolyte. Therefore, the lower-power optimal cell design gains additional energy density
compared to the higher-power optimal cells. In addition, Equation (2.9) shows that the
power lost to the internal resistance is proportional to the square of the current. As the cell
power is reduced, the amount of power lost to overcome the internal resistance is reduced
as a quadratic function of current density, thus further increasing the energy density of the
optimal cells.
The Ragone plots shown on Figures 3.3 and 5.1 indicate that the energy density of a
lower-power optimal cell design decreases rapidly as the power requirement is increased
beyond its design point, while a higher-power optimal cell is unable to increase its energy
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Figure 5.1: Pareto front of optimal single-cell designs on a normal scale, comparing the
single-cell design with pack cell design
density significantly as the cell discharge power is decreased, resulting in cell discharge
characteristics deviating significantly from the Pareto front. There is not one cell that per-
forms the best across a wide range of power spectrum. The battery pack in an EV is ex-
pected to operate across a wide range of discharge scenarios as road conditions and driver
throttle input varies. The requirement for both high energy density and adequate power
capability results in a cell design that is non-optimal from a single-cell discharge perspec-
tive, as shown by the energy and power densities of the minimal-mass pack cell design
plotted in Figure 5.1. The concave shape of the power-energy curve and the non-optimality
of the pack cell design suggest that it may be advantageous to utilize cell designs that are
either power-specific or energy-specific, such that they lie on the power-energy Pareto front
instead of a cell design that is a compromise.
Another reason for utilizing multi-cell pack design comes about when we consider
the variation of internal resistance with current and SOC. Figure 5.2 compares the total
internal resistance variations of cells undergoing the UDDS federal driving cycle discharge
introduced in Chapter 4. The black points are the internal resistance of the initial power-cell
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designs, and the green points are the internal resistance of the minimal-mass optimal cell
designs. The initial cell design has much higher porosity in both electrodes, resulting in
lower energy density, and hence higher battery pack mass due to lower resistance to mass
transfer. However, its internal resistance is consistently lower than that of the optimal cell
designs. The difference is most obvious during peak power demands, such as when SOC is
approximately 0.55, where the internal resistance of the optimal cell designs are more than
double of that of the initial cell designs. Calculation shows that the 1.2% of nominal energy
capacity is used to overcome the internal resistance for the initial cell designs, while in the
optimal designs, it is 3.8%.














































Figure 5.2: Comparison of cell internal resistance between the initial PHEV pack design
and the optimized pack design
Figure 5.2 shows that while the optimally-designed uniform-cell pack is able to achieve
the lowest battery pack properties—such as mass, volume, or cost—it is not the most effi-
cient way of utilizing the stored energy capacity. It can be inferred that while the a single
type of cell is optimal for a constant discharge rate, it is possible that a multi-cell design can
potentially minimize energy lost to overcome internal resistance during a varied discharge
scenario, such as during a typical driving cycle. The high-energy cells can be used to pro-
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vide constant power at low discharge requirement, while high-power cells can be used to
meet peak power demand and capture energy from regenerative braking. To fully utilize
such a system, a complex control strategy that is SOC and power dependent is required.
Various multi-chemistry energy storage systems have been proposed by combining dif-
ferent batteries, fuel cells with lithium-ion batteries [150], or lithium-ion batteries with
super-capacitors [158, 159]. The choice between batteries, fuel cells and capacitors is one
between cost, energy density, power, and cycling stability. As stated in Chapter 1, lithium-
ion cells have very high energy density and good power and cycling behavior; fuel cells
have the highest energy density among the three but highest infrastructure cost; super-
capacitors, on the other hand, have high power densities and very long cycling stability.
The problem with super-capacitors, though, is that its energy density is orders of magni-
tude lower than that of lithium-ion battery [160]. While capacitors can supplement the
instantaneous peak power, their small energy density makes them unsuitable for large bat-
tery packs, such as those required in a PHEV or EV. Most of the lithium-ion/capacitor
packs that have been designed are for mild hybrid vehicles to provide moderate gain in
efficiency, rather than for full-scale vehicle operation, such as in an EV. In addition, its
advantage in power density has been diminished as modern purpose-built batteries are able
to achieve power densities comparable to that of capacitors [161]. Having two different
energy storage systems also adds to the complexity and costs of the already expensive EV
architecture, as additional components—such as DC-to-AC converters—are needed to en-
able compatibility between the various systems.
Figure 5.1 shows that even within a single lithium-ion chemistry, altering design variables—
such as electrode thickness and porosity—can produce cells with orders of magnitude more
power and power density. Therefore, it is foreseeable that a battery pack with multiple bat-
tery cells of the same chemistry can be produced to satisfy the varying discharge require-
ments.
The research done on modeling and optimization of a single lithium-ion cell and a
uniform-cell battery pack was explored in the previous two chapters. The idea of a battery
pack with multiple cell designs has been previously proposed [69, 19]. However, there are
no studies on establishing the designs of such multi-cell systems. Multi-cell batteries have
been used in medical devices, such as pace-makers [162, 163], where a low-power circuit
is used to control and monitor the device, while a second high-power output circuit delivers
the electrical pulses. In this case, the power requirements of the constant-discharge low-
power control circuit and pulse-discharge output circuit are known and independent of one
another. Specialized cells with multiple electrodes tailored for such discharge conditions
have been created and subsequently patented [164, 165].
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Various research groups and companies have developed multi-cell battery systems for
automobiles as well. Earlier efforts focused on developing a dual-battery system that con-
sists of a main unit and reserve pack for emergency vehicle start [166]. This concept has
been extended by Tesla to a full EV hybrid-battery pack [167], in which a second battery
pack is used only when the extended range mode is selected, or the SOC of the main battery
pack is critically low. General Electric demonstrated an electric bus fitted with a dual bat-
tery system in 2010 as well [168], where a high-energy density sodium battery is coupled
with a high-power lithium battery to fulfill the EV performance requirement.
What has is missing is a systematic study and quantification of the advantages of such
concepts over traditional uniform-cell designs. The objective of this chapter is to char-
acterize the performance of a multi-cell battery pack design with respect to cell design
parameters, and to compare that with a uniform-cell battery pack design. The conditions
under which a multi-cell design is advantageous are established and the improvements of
such designs are quantified as well.
5.2 Problem Formulation
In this section a new battery pack design that contains multiple cell designs is proposed. In
this case, a full EV that is driven purely by electricity is considered as the baseline vehicle.
The battery pack for an EV has to satisfy a minimum of two criteria, namely the energy and
power requirements. Figure 5.3 illustrates a simple multi-cell battery configuration, where
the energy and power requirements are fulfilled by separate high-energy density and high-
power cells. To simplify subsequent computation, the power requirement is solely satisfied
by the power cells, while the energy requirement is satisfied by the combined energy of both
types of cells. The number of cells in series for each pack is the same, and the battery packs
are connected in parallel. This configuration ensures that each battery pack has the same
maximum voltage, such that the two battery packs can be used individually or together to
power the EV.
To simplify the analyses in the subsequent sections, only one type of battery chemistry
is considered in the multi-cell battery design. The cell designs are varied to produce cells
of different power-to-energy ratio. The design variables in consideration here are the same





Figure 5.3: Layout of a battery pack with multiple cell designs. The power and energy
packs are connected in series so as to not exceed the voltage limits of other electrical com-
ponents.
5.3 Simplified Analysis
To compare the performance of a multi-cell battery pack with a uniform-cell battery pack,
and to examine how the power and energy ratio of the different cells affect the battery
pack properties, the equations governing the design methodology have to be derived. The
battery pack is analyzed in the criterion space, where the energy and power of cells are
the parameters in consideration. These parameters in turn depend on cell variables, such
as those highlighted in Table 3.2, whose effects can be modeled via a cell model. For the
work shown here, the mass of the battery pack is the objective that is to be minimized.
The requirement of the multi-cell battery pack follows the specifications listed Ta-
ble 4.2. This is to ensure consistency in pack design for comparison. For a given battery
pack with energy requirement Ereq and power requirement Preq , the mass of the power
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where p is the maximum achievable power density of the power cells. The peak power
requirement in this case is calculated from a 10-second maximum current pulse at the
end of discharge. It is very unlikely that the battery will be completely drained from the
10-second pulse discharge. Any energy capacity remaining from the 10-second pulse dis-
charge contributes towards the energy requirement. Furthermore, the maximum power
attainable is dependent on how much energy is used to contribute towards the energy re-
quirement. Hence, the power density of the power cell can be given as a function of its
energy density:
p = F(upow), 0 ≤ upow ≤ umax (5.2)
where upow is the energy density of the power cell and umax corresponds to the nominal
energy density of the cell, i.e., when the power requirement is zero. Hence umax ≥ uegy .





The energy contribution of the power cells, Epow , is:




Since the combined energy from the power and energy cells have to meet the pack require-
ment, the mass of the energy cells can be obtained from the additional energy required to







Ereq − upow PreqF(upow)
]
(5.5)
Hence the mass of the battery pack can be expressed solely as a function of the energy
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density of the power cells as follows:















The energy cells can be assumed to undergo discharge at a constant rate that is inversely
proportional to the energy capacity of the pack. There is an optimal cell design that attains
the maximum energy density at that particular discharge rate. The maximum achievable
energy density is assumed for the energy cells. Given that the optimal energy density is a
constant for a particular discharge rate, Equation (5.6) is only a function of the power cell
energy density, upow . How the battery pack mass varies with the power cell energy density
in turn depends on the function F(upow).















By equating the derivatives in Equation (5.7) to zero, the energy density of the power cell






For a uniform-cell design, a single type of cell has to provide both the power and the energy
requirements. Given the problem definition in Section 5.2, the uniform-cell design becomes
a multi-cell pack design but with power cells only. Hence, the required energy density of
the cell can be obtained from Equation (5.5):





The equations above allow the battery designer to examine how the performance of
the cells affect the battery pack design using a reduced-order model in the criterion space,
where the battery pack property is a function of power and energy density only. The de-
sign of a multi-cell pack involves judiciously selecting the right combination of power and
energy cells, such that the battery pack property is optimized. The cell designs can be
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subsequently determined by interpolating between the optimal cell designs at the required
energy and power.
5.4 Theoretical Multi-cell Battery Analysis
Equation (5.6) shows that the multi-cell battery pack mass is dependent on the energy
density of the power cell as well as its power versus energy relation, which is a function
of the battery’s material properties and cell parameters. The analysis of battery pack mass
variation can be simplified by assuming certain generic functions forF(upow). This enables
optimal battery pack mass to be derived analytically. The situations in which the multi-cell
battery pack has better properties than the uniform-cell design can be readily identified as
well. The dependence of maximum power density on energy density can be assumed to
obey a simple power-law function of the form:
F (u) = a− b · uc (5.10)
The power coefficient c is given three representative values of 0.5, 1.0, and 2.0 to simulate
the power to energy functions. These values allows the analytical functions to cover a wide
range of battery discharge characteristics. In addition, a quadratic function is added for
comparison as well. Reasonable values for a and b that reflect realistic bounds on energy
and power densities are selected to complete the functions.
Figure 5.4 plots how the battery pack mass varies with the energy density of the power
cells. The energy capacity of the battery pack is 30 kWh, and the required power is 150 kW.
The battery pack mass variations with different power to energy curves, and the comparison
with the mass of a uniform-cell battery pack are plotted on the bottom half of Figure 5.4.
For all cases, the theoretical cells are assumed to have the same maximum energy density
of 210 Wh/kg and maximum power density of 10 kW/kg.
The battery pack masses for all four curves converge to the same point when the power
density of the cells is maximum. This is the result of the power to energy curves having the
same y − axis intersection when the energy density is zero. One can also see that if the
relationship between the energy and power is linear, there is no difference in battery pack
mass as the energy density of the power cell is varied. Therefore, there is no advantage in
terms of mass between the multi-cell and uniform-cell pack designs.
For a battery with a convex power to energy function, i.e., F(u) = a − b · u0.5, the
uniform-cell pack design is lighter than the multi-cell pack design. However, Figure 5.1
shows that the power to energy relations of optimal cell designs can be concave. In this
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Figure 5.4: Top: variation of power density as functions of energy density. Bottom: mass
for a 30kWh and 120kW battery pack as functions of energy density
case, it is more advantageous to have cell designs that are on the extreme ends of the
function, such that the power and energy requirements are satisfied entirely by different
types of cells. The lightest battery pack consists of energy cells and power cells with
maximum power density and zero energy density.
Figure 5.4 shows the differences between of multi-cell and uniform-cell designs for a
particular battery pack. The battery characteristic that favors the multi-cell pack design has
been identified. To examine how the advantages vary with the battery pack specifications,
a grid is used to compare battery pack masses of 6–48 kWh and 70–250 kW (Figure 5.5).
The energy and power ranges encompass battery packs of a diverse group of commercially
available EVs, and the subsequent analysis can be used to examine how the multi-cell de-
sign affect the battery pack mass. On the same plot, the mass of cells needed to satisfy only
the energy requirement for different packs is shown. The energy-only battery mass pro-
vides the minimum bounds on the battery pack mass. As expected, the mass of energy cells
increases with the pack energy requirement, and is independent of the power requirement.
The mass of the multi-cell battery pack is calculated using Equation (5.9). Analyses
concentrate on the cases in which a multi-cell design outperforms a uniform-cell design.
For situations when the uniform-cell design is optimal, the battery pack design simply
follows the design methodology outlined in Chapter 4.
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Figure 5.5: Mass of energy cells as a function of battery pack energy and power require-
ment. The specifications of some commercially available EV battery packs are shown as
well.
Figure 5.6 shows the variation of the optimal battery pack mass when the multi-cell
design approach yields the lighter battery pack. Note that there are two different power-
to-energy functions for which the multi-cell approach is better, and they both result in the
identical multi-cell design of maximum-power and zero-energy power cells. These results
indicate that the mass is mostly a function of the energy capacity requirement. This is
because the amount of cells required to satisfy the power requirement is much lower than
that required for energy capacity.
The uniform-cell battery packs for the two cases when the multi-cell approach produces
lighter packs are computed as well. The mass difference between multi-cell and uniform-
cell designs are plotted in Figure 5.7. The quadratic power to energy relation results in
a uniform-cell pack design that is heavier compared to those with power-law power-to-
energy function, and thus the weight-saving advantage of the multi-cell approach is greater
as well. The maximum reduction in mass is about 20% for the quadratic power-to-energy
function battery, while for the concave power-law function it is about 14% .
Figure 5.7 also indicates that the fraction of mass reduction achieved using the multi-
cell approach is proportional to the power-to-energy ratio of the battery pack in both sce-
narios. This result can be inferred from the bottom graph in Figure 5.4: As the power to
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Figure 5.6: Mass of multi-cell pack designs as function of pack energy and power require-
ments
energy ratio increases, there is a greater compromise in the uniform-cell design to satisfy
both requirement. For the multi-cell approach, increasing power at fixed energy require-
ment results in a linear increase in battery mass, as the only change involves stacking more
power cells into the battery pack. This results in a greater mass difference between the
uniform-cell and multi-cell designs. It is also worth noting that given the different shapes
of the power to energy function, the advantage of using a multi-cell design at higher power-
to-energy ratio is increasing at a faster rate for the quadratic power to energy function, while
it is increasing at a decreasing rate for the power-law power-to-energy function.
5.5 Optimization Results
To examine how the multi-cell battery pack compares with the uniform-cell designs in
reality, a lithium-ion cell with manganese spinel cathode and MCMB anode is used. The
fixed properties of the cell are listed in Table 3.1. The multi-cell design process requires
optimization of the individual cell designs as well as optimization of the cell combinations.
Numerical optimization is performed to obtain the following:
• Maximum energy density cells at different discharge rates
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Figure 5.7: Difference between multi-cell and uniform-cell pack designs
• Minimum mass uniform-cell battery packs
• Maximum power to energy curve for the power cells by minimizing the cell mass at
different power-to-energy ratios
• Minimum mass multi-cell battery packs by determining the power cell energy density
that achieves optimal pack mass.
A brief explanation of each of the optimization process is provided in the following sec-
tions.
5.5.1 Energy Cell Optimization
The energy cells in a multi-cell pack are only required to meet energy capacity of the
battery pack, therefore its design process is relatively straight forward. The theoretical
analysis in the previous section assumes that energy cells for all battery packs have identical
energy density. This is a simplification, as batteries of different energy capacity discharge
at different cycling rate. Inverse proportionality is assumed between the discharge rate and
battery pack energy capacity. Using the generic PHEV specifications listed in Table 4.2 as
the baseline, a battery pack of 12 kWh is assumed to have a galvanostatic discharge rate of
1 C. Therefore, a 6 kWh battery pack is discharged at 2 C while a 48 kWh pack is discharged
at a rate of 0.25 C. The maximum energy density is then obtained as a function of the
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cycling rate by using the single cell design optimization process outlined in Chapter 3. The
resulting energy density as a function the cycling rate is plotted in Figure 5.8. The mass
of energy cells for different battery packs can then be obtained by using the appropriate
energy density for at specific cycling rates.



















E = -110.8C0.2326  + 302.4
optimized energy density
power-law curve-fit
Figure 5.8: Energy density of energy cells as a function of galvanostatic cycling rate, with
the power-law curve fit shown as well.
5.5.2 Uniform-cell Battery Pack Optimization
The mass of the optimal uniform-cell battery pack is obtained using the battery pack de-
sign methodology outlined in Chapter 4. The design constraints are relaxed by removing
the maximum current constraints due to the variations in power requirements. While the
number of cells in series is fixed at 99, the integer requirement on the number of layers is
removed to obtain the best possible cell designs. The mass of the battery pack is plotted
in Figure 5.9. The trends shown here are similar to those in Figure 5.12. The increase in
uniform-cell battery pack mass is mostly a function of energy capacity and weakly depen-
dent on the power requirement.
5.5.3 Power Cell Optimization
In the context of multi-cell battery design, the role of the power cells is to provide maxi-
mum amount of energy while maintaining certain end-of-discharge power output. Hence
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Figure 5.9: Mass of uniform-cell battery pack designs
the optimal cell designs are obtained by maximizing the energy density subject to power
constraints. The power and energy discharge conditions are the same as the ones used in
Chapter 4—the energy density of the cell is computed from galvanostatic discharge, while
the maximum power output is the average power of the 10-second peak current pulse dis-
charge. The resulting power versus energy curve is shown in Figure 5.10.
To examine how the power-to-energy ratio varies in the cell, the power density and
energy density are plotted against the cutoff voltage at which the galvanostatic discharge
rate ends and the peak power pulse current begins. The cutoff voltage is used as a proxy to
estimate the fraction of charge capacity used for power or energy discharge. The resulting
plot shown in the top graph of Figure 5.10 indicates that the variations of the energy and
power with the cutoff voltage follow similar trend: As the cutoff voltage is increased, both
the rate of energy density decrease and the rate of power density increase are accelerated.
The trend shown here is more indicative of the material properties, such as the shape of the
OCV curve.
A comparison between the energy and maximum power density is shown in the bottom
half of Figure 5.10. The blue dots in the top graph of Figure 5.10 are all the iteration points
of the optimizations, while the red circles represent the Pareto optimal points that have the
best power density to energy density ratio. A best-fit curve of the Pareto optimal points
is used to determine the relationship between maximum power and energy density. The
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Figure 5.10: Power versus energy function of the power cells; the power to energy function
is only weakly quadratic
relationship of power to energy ratio obtained from optimization is only weakly quadratic
in this case. The quadratic curve fit of the Pareto front only differs slightly from the linear
interpolation. The proximity of the Pareto front to a linear interpolation suggests that the
improvement of multi-cell battery packs is small relative to uniform-cell battery packs.
5.5.4 Multi-cell versus Uniform-cell Optimization
The multi-cell battery pack mass can be obtained by combining the optimal energy cells
and the power cells for the required energy and power capacity. Using the curve fit of power
to energy relation of power cells, the power cell energy density that minimizes battery pack
mass is first obtained. The energy and power cell masses can then be obtained based on the
optimal power cell energy density. The difference between the uniform-cell battery pack
mass and the mass of cells required to satisfy energy constraint is shown in Figure 5.11.
As expected, the difference between the uniform-cell and energy-only battery pack is a
function of the power requirement of the battery pack. Note that the maximum difference
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between the uniform-cell and energy-only battery pack mass is only about 15% for the grid
of battery packs given, and thus the possible mass saving of the multi-cell battery pack is
limited.




























Figure 5.11: Difference between uniform-cell battery pack and pure energy cell mass
The combined energy cells and power cells form the multi-cell battery packs and the
total mass as a function of pack power and energy requirement is shown in Figure 5.12. The
battery mass is again mostly a function of the energy capacity, and it is only weakly de-
pendent on the power requirement. Given the shape of the optimal power to energy density
curve of the power cell (Figure 5.10), the resulting minimum-mass multi-cell battery packs
consist of pure energy and pure power cells, similar to the results presented in Section 5.4.
The mass fraction of the power-cells is shown in Figure 5.13. The power-cell mass
fraction increases as a function of the power-to-energy ratio of the battery pack, as more
power cells are needed to satisfy the power demand at higher power-to-energy ratios. The
power cells accounts for less than 15% of the total battery mass, and therefore its influence
on the total battery mass is limited.
The difference between the multi-cell and uniform-cell battery pack masses obtained
through cell model simulation is shown in Figure 5.14, as a percentage of the uniform-
cell battery pack mass. The results show that the multi-cell battery packs are lighter than
the uniform-cell battery packs, with a maximum reduction in mass of approximately 6%.
This is much less than the reduction in mass shown in Section 5.4, where the maximum
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Figure 5.12: Mass of multi-cell battery pack designs
reduction in mass is close to 20%. The decreased in improvement is due to the power-
to-energy curve of the power-cells. The theoretical power-to-energy curve is assumed to
have a concave shape, while the actual curve obtained via optimization is more close to the
linear profile. This reduces the advantages of using separate cells for different requirement.
Figure 5.14 also shows that the difference between the multi-cell and uniform-cell de-
signs is mostly a function of the power requirement. For battery packs of low power re-
quirement, there is little difference between the power and energy cells, regardless of the
pack energy capacity. The difference increases steadily as the pack power requirement in-
creases. This is in contrast with the results shown in Figure 5.7, where the mass difference
is a function of the power-to-energy ratio of the battery pack.
5.5.5 Practical Design Considerations
The results shown in the previous sections indicate that the optimal multi-cell pack design
consists of power-cells with maximum power density and zero energy density. In another
words, the power-cells are expected to completely discharge within 10 seconds. Such cells
have minimal thickness and high porosity to satisfy the high mass transfer rate due to the
peak current demand. However, their energy capacity is extremely limited. Given that
each current pulse is a deep discharge for the cell, the cells will be undergoing multiple
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Figure 5.13: Fraction of pack mass that is power cell
charge and discharge cycles within a typical drive cycle in order to meet the power peaks.
Such discharge behavior is likely to cause rapid degradation of the cells, thus negating any
weight-saving advantages in the battery pack design.
Hence, it is more practical to design a multi-cell battery pack requiring power-cells to
have some minimal energy capacities for practical considerations. In the following analy-
sis, the energy density of the power-cells is limited to a minimum of 50 Wh/kg. The battery
pack energy requirement are satisfied by both energy and power cells. Figure 5.15 shows
that the resulting battery packs are still lighter than the uniform-cell packs, but that the
weight reduction is diminished.
5.6 Summary
A new multi-cell battery pack design approach is explored in this chapter. Current EV
battery packs utilize a single type of cells to meet both power and energy requirements
of vehicle operations. While multi-cell or multi-chemistry energy storage systems have
been explored by various other authors, there still lacks a systematic study of the possible
benefits of such battery pack design. The objective of this chapter is to derive simplified
equations to analyze the performance of such batteries and to compare the multi-cell with
the uniform-cell battery packs.
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Figure 5.14: Difference between uniform-cell and multi-cell battery pack mass
The multi-cell design separates the battery pack into power and energy cells, where
each cell type is responsible for a particular constraint. It is shown that the multi-cell
design approach depends on the power-to-energy relation of the cells in use. When the
power-to-energy function has a concave shape, the multi-cell design is more advantageous
than the uniform-cell approach. Multi-cell battery pack designs with manganese spinel-
MCMB lithium-ion cells are demonstrated, and they are found to be up to 6% lighter than
the uniform-cell pack designs.
There are practical hurdles to be overcome before the implementation of such pack de-
signs is feasible. While the multi-cell design may lead to better battery properties in terms
of mass or volume, its cost is likely to increase as multiple type of cells are installed within
the same battery pack, thereby increasing material and manufacturing cost. In addition,
using separate power and energy cells also lead to the possibility of completely discharging
the power cells before the energy cells are discharged. This leads to the EV being unable
to meet the power demand at low SOC, or to the power-cells requiring onboard charging
via the energy-cells or via a second energy source. However, the multi-cell concept can
be advantageous in the long run, as more specialized batteries are produced for various
applications. In this chapter, the multi-cell design consists of a single type of lithium-ion
chemistry with varying electrode designs to achieve different power to energy ratios. The
multi-cell concept can be readily extended to different lithium-ion chemistries such that the
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Figure 5.15: Difference between uniform-cell and multi-cell battery pack mass with mini-
mum 50 Wh/kg energy density






This dissertation is a numerical optimization study directed towards the improvement of
battery designs. The objectives are to develop numerical frameworks that can automate
the optimization of battery designs for practical applications. The optimal solutions can
provide guidelines and devise new strategies to further enhance battery performance. Three
battery design problems were discussed in this work. Chapter 3 analyzes the optimization
of a single lithium-ion cell with respect to the electrode morphological parameters, as well
as the transport properties. The objective is to maximize the gravimetric energy density,
and to quantify the effects of various parameters on energy density. Chapter 4 extends
the framework to the more practical problem of the design of a PHEV battery pack. The
objective is to minimize the battery pack mass, volume and cost. Chapter 5 then combines
the design frameworks in the previous two chapters and explores the possibility of a multi-
cell design approach in battery pack design. The summary of the contributions and findings
are briefly recounted here.
A numerical framework coupling a detailed electrochemistry model with an optimizer
is able to efficiently determine the optimal cell designs suitable for various applications. A
complete design that includes all relevant parameters is considered in Chapter 3, where the
objective is to maximize the gravimetric energy density of a single lithium-ion cell sub-
ject to constrained power. For an ideal lithium-ion cell, the electrode particles should be
as small as possible to minimize diffusion-related overpotential, while the bulk transport
parameters need to be as large as possible. However, its relative effects EW diminished for
the optimal designs, as the small particle sizes significantly reduced the characteristic dif-
fusion time. The resulting cell is not diffusion limited in the solid phase. The optimization
results also enables the quantification of the decrease in thickness and increase in porosity
as the power requirement increases. The mathematical relation between the optimal elec-
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trode parameters can be computed via the active mass ratio, and it is found to be almost
constant for all power constraints.
A battery pack designed for PHEV operation requires consideration of separate energy
and power constraints. Additional voltage and current limits have to be taken into account
as well. A hybrid optimization scheme utilizing both gradient-free and gradient-based
optimizers is used to tackle the pack design problem. This simplifies the design process
by considering multiple design constraints simultaneously. The optimization algorithm is
applied to minimize the mass, volume and cost for a generic PHEV battery pack. The
optimized designs have battery pack properties that are superior to ad hoc designs that
follow general guidelines. They can sustain longer all-electric driving ranges when subject
to federal drive cycle discharge simulations as well. An optimized battery pack provides
realistic bounds on the possible configurations for a given battery chemistry, and gives the
best possible starting points in a battery design cycle.
Given that the discharge of a cell at any off-design condition results in rapid loss of
either power or energy density away from the Pareto front, the optimal battery pack cells
obtained in Chapter 4 are a compromise between power and energy at different discharge
rates. A new design approach that uses multiple cells to satisfy power and energy require-
ments separately is explored. It is more favorable to utilize the multi-cell approach for cells
with concave power-to-energy relations. By utilizing cells at the extreme ends of the power
to energy function, the multi-cell battery is shown to be lighter than the single-cell pack
designs.
The methods and results presented in this dissertation provide contributions towards
battery and EV system design process. Single cell optimization quantifies the optimal
electrode parameters and sets guidelines in dealing with the interactions between various
design variables. The PHEV pack design methodology provides an efficient tool for esti-
mating the best cell designs and battery layout to meet vehicle requirement. Minimization
with respect to different objective function shows the importance of an objective-oriented
process to achieve the best possible design for particular function. Finally, the multi-cell
approach demonstrates how a more complex optimization process can be used to further
advance the design of battery packs.
6.2 Realistic Cell Considerations
For all three design problems shown here, the cell model assumes an ideal electrochem-
ical cell and ignores any cell degradation mechanisms that may result from any extreme
cell designs. These mechanisms are important when considering the overall life cycle per-
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formance. While some of the capacity fade reactions have been discussed throughout the
dissertation, they are treated more systematically in this section. Phenomena not considered
in the current cell model that may be important for other types of battery cells are discussed
here as well. These processes may be discussed independently, but they are tightly coupled
and do not occur separately from each other.
For cell designs that include aging mechanisms, the evaluation of the cell performance
with respect to one discharge cycle would be insufficient. A cell design that has maximum
initial energy density or performance only to suffer catastrophic capacity loss or power
fade within a small number of cycles would be a poor design. Additional constraints that
set lower bounds on the end-of-life energy density or modifications to the objective function
that accounts for cumulative useful energy over the entire lifetime should be included.
6.2.1 Volume Change in Solid Phase
Volume fraction change in the graphite anode and manganese spinel cathode is small and
is neglected in the cell model, however it is not the case for some of the other materials,
such as silicon in anodes. Volume change up to factors of 3–4 can be expected during
intercalation. The large volume increase means that the ion transport equation in the solid
phase cannot be simplified to the diffusion equation (2.3).
Volume change in the electrode affects the cell performance in several ways. First,
volume change causes change in porosity. Reduction in porosity during intercalation in-
creases cell impedance, leading to loss of power. The effects of porosity change is further
enhanced at high cycling rates. Drastic volume change can also cause contact loss of active
material particles, resulting in capacity fade due to loss of cyclable lithium and available
intercalation sites [169].
Accounting for the effects of volume expansion in the cell model requires coupling of
a physics-based degradation model to determine how design variables, such as particle size
and volume fraction, contribute to contact loss. Factors such as particle packing density
and size influence the effect of volume change [170] and need to be considered as well.
Significant change in porosity requires modeling the porosity as a dynamic parameter that
changes with the current density and direction.
6.2.2 Modeling of Additives
The solid matrix in the electrode is made up of active material, conduction additives, and
polymer binders that hold everything in place. Therefore, the actual properties of the solid
material are functions of the solid matrix composition, and not constant in a homogeneous
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electrode. The solid conductivity, for instance, depends on the interaction between the car-
bon additives and the active material, which is a function of both active material particle
size, and carbon additives to active material mass ratio [143]. Larger active material par-
ticles exert greater attraction forces on the carbon additives, while a higher mass fraction
increases the probability of additives attaching the active material.
Instead of treating conductivity as an independent variable whose effect is only mod-
ified by the porosity, conductivity can be modeled as a function the solid phase composi-
tion, where the mass fraction of active material, polymer binder, and carbon additives are
the independent variables. The cell optimization problem then becomes a balance between
maximizing the amount of energy-contributing energy material, the need to maintain suf-
ficient electronic conductivity using additives and to reduce concentration polarization by
ensuring adequate porosity in the electrode.
6.2.3 Solid-Electrolyte Interface Formation
One of the primary causes of lithium loss in the cell is the decomposition of electrolyte at
the negative electrode/electrolyte interface to form a passivated SEI layer during the initial
cycles [169]. This is due to the anode operating at voltages that are outside the electrochem-
ical stability window of electrolyte components. SEI formation is an irreversible process
that consumes cyclable lithium. However the SEI layer is also beneficial in preventing
further decomposition of solvent and at the same time allows lithium ions to pass through.
Ideally, a good cell design should encourage an SEI layer that is both chemically and
mechanically stable. The latter is especially important for electrodes experiencing large
volume change during cycling. To accurately model the formation, growth and subsequent
stabilization of SEI layer, physics-based interaction between electrode active material and
electrolyte and influence of SEI thickness on electrolyte diffusivity should be included in
the cell model [171]. Electrode design also has to take lithium loss due to SEI layer into
account when determining the optimal mass ratio.
6.2.4 Intercalation-Induced Stress
Factors such as volume change and SEI formation all affect the intercalation-induced stress
experienced by the solid particles. The amount of stress depends on the shape and size of
particles, and it is interrelated through the local surface flux, and ion concentration gra-
dient [56]. Multi-scale modeling has shown that lithium intercalation for large particles
is diffusion limited and that the resulting diffusion-stress coupling causes mismatching
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strains and stresses [116]. High stress is also experienced in nanoscale particles due to
surface stress effect [172].
Stress and particle fracture inclusion in the cell design process requires modeling of
local material and transport properties, such as local particle geometry and flux density.
Simulation of the entire cell at the particle level requires three-dimensional modeling of all
electrode particles to replace the Butler–Volmer equation.
6.3 Recommendations for Future Work
The main focus of this dissertation was to maximize the gravimetric energy density of
lithium-ion cells, and to improve battery pack designs using numerical optimization. The
homogeneous electrode treatment and the lack of cell degradation considerations high-
lighted in the previous section limit the scope of the dissertation. Several aspects can be
undertaken to expand on the existing framework to improve the practical impact of the
optimization results.
First, detailed micro-structure modeling can be incorporated into the cell model to
provide high-fidelity cell design optimization. It has been shown that there is discrep-
ancy between the effective transport coefficients and the estimates using Bruggeman’s re-
lation [173], and porosity alone cannot fully account for the variations in the effective
transport coefficients in a porous material [174]. A second parameter, such as tortuosity,
may be required to provide more accurate predictions of the material properties.
To account for effects of microscale geometries on cell performance, a multi-scale cell
model is needed. However, the transient microscale simulation of the entire cell can be
prohibitively expensive for optimization purposes. A surrogate multi-scale approach can
be applied to provide microscale information to the cell-level model [174]. A response
surface is generated using a large number of microscale simulations in a representative
elementary volume. In this case different particle geometries and orientations have to be
considered and statistical analysis can be used to quantify their effects on the local mass
transfer rate within the electrode. Subsequent computations at the cell level will be based
on the metamodel that is much faster to execute.
A more complete way to perform multi-cell battery pack optimization than the one
presented in Chapter 5 is to couple the electrode design parameters, battery layout, and
control variables that determine the optimal discharge profiles for different cells. Sequential
optimization of the battery pack design followed by an optimal control strategy often leads
to non-optimal overall systems as the coupling between the battery pack design and control
parameters is not captured. Therefore, simultaneous optimization of the various disciplines
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in a multidisciplinary optimization framework is required to obtain the true optimal system
design. Such formulation would also remove the necessity of having fixed energy and
power capacities as the constraints and simply focus on maximizing the electric driving
ranges of the battery pack. To prevent the optimal battery pack from becoming tailored
for a particular driving cycle, an aggregate objective function could be used to determine
a multi-point optimal design, such that the optimal solution is one that performs the best
across the different driving cycles.
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[129] JR Dygas, M Kopeć, F Krok, D Lisovytskiy, and J Pielaszek. Conductivity and
dielectric relaxation phenomena in lithium manganese spinel. Solid State Ionics,
176(25):2153–2161, 2005.
[130] DV Ragone. Review of battery systems for electrically powered vehicles. Society of
Automotive Engineers, 1968.
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