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  CIRANO
Nous étudions dans un cadre bivarié les propriétés statistiques du ratio
de variance et du rapport de Student fondés sur les rendements de K périodes. En
suivant l'approche K/T ß 6 de Richardson et Stock (1989), nous montrons que les
distributions asymtotiques obtenues sous l'hypothèse nulle de marché efficient et
sous différentes alternatives sont non standards. Par simulations de Monte Carlo,
nous montrons sous l'hypothèse nulle que les approximations proposées sont
satisfaisantes à distance finie, corroborant les résultats de Richardson et Stock
(1989). Sous les hypothèses alternatives retenues, la puissance du test fondé sur le
ratio de variance augmente avec 6 atteint un maximum puis décroît. En revanche,
la puissance du test fondé sur le rapport de Student est une fonction décroissante
de 6.
We study in a bivariate framework the statistical properties of the
variance ratio test and t-statistic based on long period returns. Following Richardson
and Stock (1989)with their approach K/T ß 6, we show that the asymptotic
distributions of those statistics are non-standard. Under the null hypothesis of
market efficiency, we show in finite sample that our approximations are adequate
as in Richardson and Stock (1989). Under various alternative hypotheses, the
asymptotic power of the variance ratio test, as a function of 6, increases up to
some value, and then decreases. On the other hand, the power of the test based on
the t-statistic decreases with 6.
Mots Clés : Rendements de K périodes, K = O(T), ratio de variance,
t-statistique, distributions asymptotiques, adéquation, puissance
asymptotique
Keywords : K periods return, K = O(T), variance ratio, t-statistic, asymptotic
distributions, adequation, asymptotic power
1 Introduction
La prevision des rendements de court et de long terme en conjonction
avec les tests de marche ecient et les tests de retour a la moyenne,
a suscite beaucoup d'intere^t dans les travaux empiriques ayant domine
la litterature des annees 1980 en nance: voir Fama (1991) pour une
litterature plus complete.
La plupart des etudes tendent a soutenir l'hypothese de retour a
la moyenne des prix et rejettent l'hypothese nulle de marche ecient
pour les rendements de long terme. On note a cet egard que les rende-
ments de long terme (3 a 4 ans, 5 a 10 ans) sont negativement correles
[Fama et French (1988a), Poterba et Summers (1988)] alors que ceux
de court terme sont positivement correles [Fama (1965), Fisher (1966),
Lo et Mackinlay (1988), Poterba et Summers (1988)]. En outre ces dif-
ferentes etudes soulignent que le rapport dividende/prix a un eet positif
sur les rendements excedentaires [Roze (1984), Shiller (1984), Camp-
bell et Shiller (1988)]: pour Fama et French (1988b), cet eet est faible
pour les rendements de court terme (1 a 3 mois) mais considerable pour
ceux de long terme (2 a 4 ans).
D'un point de vue statistique, les resultats obtenus pour les ren-
dements de K periodes exposes ci-dessus ont souleve des controverses
a la suite des travaux de Poterba et Summers (1988) selon lesquels
l'hypothese nulle de marche aleatoire sur le logarithme des prix n'est
pas rejetee du fait de la faible puissance des tests sous l'alternative spe-
ciant deux composantes pour les prix. Ces resultats contrastent avec
ceux de Fama et French (1988a) et alimentent du coup les reexions
quant a la validite de l'approximation normale du ratio de variance et de
l'autocorrelation des rendements lorsque K est eleve. Pour le ratio de
variance en particulier, des etudes de Monte Carlo ont montre d'une part
que la loi normale est une mauvaise approximation de la loi exacte de
cette statistique dans les petits echantillons; d'autre part, ces etudes ont
montre que l'utilisation des valeurs critiques asymptotiques y aerentes
conduit a des distorsions de niveau qui sont tres severes lorsque la peri-
ode retenue pour le calcul des rendements est relativement elevee [Faust
(1988)], Lo et Makinlay[1989].
Richardson et Stock (1989) proposent comme solution au probleme de
niveau une theorie asymptotique qui repose sur le fait que le parametre
d'agregation K = O(T ) avec  comme valeur limite du rapport K=T .
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Les distributions limites derivees pour l'autocorrelation des rendements
de K periodes de Fama et French (1988a) et le ratio de variance de
Lo et Mackinlay (1988) sont des fonctions de mouvements browniens
lesquelles contrastent avec l'approche standard xant K. La qualite de
ces approximations est satisfaisante d'apres les simulations de Monte
Carlo eectuees par les auteurs.
Campbell (1993) explore les proprietes de la regression standard de
K periodes et de ses variantes en supposant que le regresseur est un
processus AR(1). Il fait une analyse theorique de la puissance du test de
l'hypothese nulle de marche ecient contre l'alternative speciant que
la vraie valeur de ce parametre est egale a 1. En considerant comme
mesure de la puissance l'approximation des pentes de Bahadur (1960) et
de Geweke (1981), Campbell montre que la puissance du test cro^t avec
K. Richardson et Smith (1991) utilisent aussi la me^me approche mais
considerent comme regresseur les rendements retardes. Selon Campbell
(1993), l'avantage de l'approximation des pentes dans le contexte des
regressions de longue periode repose sur la correlation negative des inno-
vations des rendements et de la variable explicative et n'impose pas que
les rendements soient negativement correles. Contrairement a Richard-
son et Stock (1989), Campbell (1993) n'examine pas le cas ou K tend
vers l'inni mais suppose que K ne depasse T=2.
L'objectif des presents travaux est d'etudier l'extension de l'approche
K=T !  de Richardson et Stock (1989) avec un modele discret iden-
tique a celui de Campbell (1993). Nous considerons comme regresseur le
rapport dividende/prix qui est un processus AR(1) quasi-integre dont le
coecient autoregressif s'ecrit exp(c=T ) ou c est le parametre de decen-
trage et T le nombre d'observations. Selon que c est negatif, positif ou
nul, le processus est dit localement stationnaire, localement explosif ou
integre. Pour explorer les proprietes de long terme des rendements, on
considere comme statistiques de test le ratio de variance et le rapport de
Student du coecient estime dans la regression standard de K periodes
de Fama et French (1988b). On derive les lois limites de ces statistiques
sous l'hypothese nulle et sous une suite d'alternatives locales. Ces dis-
tributions dependent de la correlation des erreurs aleatoires du modele
et des parametres c et ; elles sont non standards et fonctions de mou-
vements browniens. Sous l'hypothese nulle, on montre par simulations
de Monte Carlo que les distributions limites sont de bonnes approxima-
tions des lois exactes a distance nie, ce qui conrme les resultats de
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Richardson et Stock (1989). L'etude de la puissance des tests sous une
suite d'alternatives locales revele des comportements dierents selon la
statistique retenue. D'apres nos simulations, la puissance du test fonde
sur le rapport de student decro^t en general avec  quelles que soient
les valeurs des autres parametres. Quant au test fonde sur le ratio de
variance, on note que la puissance augmente puis diminue avec  sous
les alternatives d'intere^t dont font etat les travaux empiriques [voir Lo
et Mackinlay (1989)].
Le plan s'articule comme suit. Dans la section 2, on presente le
modele sous l'hypothese generale et l'hypothese nulle d'intere^t. Dans la
section 3 on derive les distributions asymptotiques du rapport de Student
sous l'hypothese nulle et sous l'hypothese l'alternative en considerant les
rendements de K periodes de longueur h puis, on etudie les proprietes
statistiques du test par simulations de Monte Carlo. La section 4 analyse
les proprietes du test fonde sur le ratio de variance. La section 5 presente
les implications des theories developpees sur les resultats empiriques de
Fama et French (1988b); on montre notamment pour les rendements de
type \equal-weighted" sur la periode 1927-1986 que l'evidence sur longue
periode en faveur du pouvoir de prediction du rapport dividende/prix
n'est soutenue qu'au niveau de 10% contrairement a ce qu'observaient
Fama et French au niveau conventionnel de 5%. La section 6 presente
la conclusion.
2 Modele et hypothese nulle d'intere^t
2.1 Modele
On considere le processus bivarie (X
t
; R
t
)
0
genere par le systeme (1)
decrit ci-apres:
X
t
= exp(c=T )X
t 1
+ v
t
(1)
R
t
= X
t 1
+ "
t
ou u
t
= (v
t
; "
t
)
0
est une dierence de martingale avec

 = E (u
t
u
0
t
j u
t 1;:::
) ; sup
t
E"
4
t
< 1 et sup
t
Ev
4
t
< 1.

A un facteur
multiplicatif 2 pres, on designe par
P
=

 
 1

la densite spectrale
a la frequence 0 de u
t
et on pose  = =
p
 . L'hypothese selon laquelle
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ut
est une dierence de martingale implique que
P
= 
. On designe
par
P
1=2
la matrice triangulaire inferieure resultant de la decomposition
de Cholesky de
P
avec
P
1=2
=

p
 0

p
1  
2

: Dans (1), R
t
est le
rendement excedentaire d'un actif ou d'un portefeuille, lequel rendement
est calcule sur une periode de longueur h (h = 1 semaine, 1 mois, 1 an) et
X
t
est le rapport dividende/prix. X
t
est un processus quasi-integre deni
en fonction du parametre de decentrage c. Si c = 0, le processus X
t
est
I (1); en revanche si c < 0 (resp. c > 0), X
t
est localement stationnaire
(resp. localement explosif). Le modele (1) implique que le processus
univarie de R
t
est un ARMA(1; 1) compatible avec l'idee selon laquelle
les prix ont une composante transitoire et une composante permanente
[voir Poterba et Summers (1988), Campbell (1993)]. Il implique aussi
que le rendement espere verieE(R
t+1
=I
t
) = X
t
+(=)v
t+1
. Il s'ensuit
que l'anticipation des rendements futurs est aectee par le choc v
t+1
sur
le rapport dividende/prix futur.
2.2 Hypothese nulle d'intere^t
L'hypothese nulle d'intere^t est H
0
 = 0 contre une alternative locale
H
1
:  =
e
=T avec
e
 > 0. L'hypothese H
0
correspond a l'hypothese
nulle de marche ecient. Dans ce contexte les alternatives unilaterales
retenues sans perte de generalite dans H
1
tiennent compte du resultat
empirique selon lequel le rapport dividende/prix a un eet positif sur les
rendements [Fama et French (1988b)]. Pour tester l'hypothese nulle H
0
,
on considere deux statistiques usuelles fondees sur les rendements de K
periodes de longueur h. Il s'agit d'une part du rapport de student issu
de la regression standard de Fama et French (1988b) et d'autre part,
du ratio de variance [voir Cochrane (1986), Poterba et Summers (1988),
Faust (1988), Lo et Mackinlay (1989)].
Dans tout ce qui suit, on s'interesse au cas ou K = O (T ) et on pose
 = lim
K;T!+1
avec 0    1=2. Le cas particulier  = 0 s'interprete
comme celui ou T cro^t plus vite que K:
3 Statistique du rapport de Student
On considere la regression suivante de Fama et French (1988b):
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Rt+K 1
= (K)X
t 1
+ 
t
(K) (2)
avec R
t+K 1
(K) =
P
K 1
i=0
R
t+i
; t = 1; 2; :::; T  K +1: L'estimateur
des moindres carres ordinaires de (K) est donne par
b
 (K) =
P
T K+1
t=1
X
t 1
R
t+K 1
(K) =
P
T K+1
t=1
X
2
t 1
. Sa variance asymp-
totique est denie suivant l'approche de Newey et West (1994) et An-
drews et al. (1992) par V
NW
b
(K)
et suivant celle de Hansen et Hodrick
(1980) par V
H
b
(K)
avec:
V
NW
b
(K)
=
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 1
P
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K

b
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b
R
X
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b
R
"
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n
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P
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t=1
X
2
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o
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b
R(j) = (T  K + 1)
 1
T K+1
X
t=1+jjj
h
X
t 1
b

t
(K)
i h
X
t 1 jjj
b

t jjj
(K)
i
b
R
X
(j) = (T  K + 1)
 1
T K+1
X
t=1+jjj
X
t 1
X
t 1 jjj
b
R
X
(j) = (T  K + 1)
 1
T K+1
X
t=1+jjj
b

t
(K)
b

t jjj
(K)
b

t
(K) etant le residu de la regression (2). La vraie valeur de (K) et
l'expression de 
t
(K) sont obtenues par de simples calculs algebriques.
On a:
 (K) =  (exp(cK=T )  1) = (exp(c=T )  1)

t
(K) = 
K 1
X
i=1
t 1+i
X
j=t
exp(c(t  1 + i  j)=T )v
j
+
K 1
X
i=0
"(t+ i)
La statistique naturelle du test de l'hypothese nulleH
0
contre l'alternative
H
1
est le rapport de Student t
b

(K)
=
b
 (K) =
h
V
b

(K)
i
1=2
. Cette statis-
tique est notee dans la suite, t
i
b
(K)
avec V
b

(K)
= V
i
b
(K)
pour i = NW ,
H .
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3.1 Distributions asymptotiques
Les distributions asymptotiques obtenues dans cette section reposent sur
le theoreme central limite fonctionnel ou le principe d'invariance fonc-
tionnelle. Le theoreme stipule d'une part que T
 1=2
P
[Tr]
t=1
u
t
converge
faiblement vers
P
1=2
W (r) ou [Tr] est la partie entiere de Tr etW (r) un
processus de Wiener standard bivarie. D'autre part, toute forme fonc-
tionnelle continue g

T
 1=2
P
[Tr]
t=1
u
t

(g pouvant posseder des points de
discontinuite de mesure nulle) converge faiblement vers g

P
1=2
W (r)

:
voir entre autres Hall et Heyde (1980) et Herrndorf (1984), Phillips et
Durlauf (1986).
3.1.1 Cas ou 0 <  < 1=2
Pour les rendements de K periodes avec K=T !  , on suppose que
t=T ! r. Sous l'hypothese nulle H
0
selon laquelle  = 0, on a pour tout
0 <  < 1=2 les convergences distributionnelles suivantes :
b
 (K) )
1
p

R

0
h
R
1 +s
s
J
1
(r   s)dW
12
(r)
i
ds
R
1 
0
J
2
1
(r)dr
(3)
V
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R
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 
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0
12
(r   juj)dr
i
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0
J
2
1
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o
2
(4)
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i
I
0

(u) du
n
R
1 
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J
2
1
(r)dr
o
2
(5)
t
NW
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(K)
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0
h
R
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J
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12
(r)
i
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R
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i
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o
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(6)
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o
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(7)
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H
0
12
(r) = W
12
(r + ) W
12
(r)
 Q(r)
Z

0
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Z
1 +s
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(r   s)dW
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
ds;
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(u) =
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1 
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12
(r)H
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W
12
(x) =
p
1  
2
W
2
(x) + W
1
(x);
Q(r) = J
1
(r)=
Z
1 
0
J
2
1
(r)dr
et
J
1
(r) =
Z
r
0
exp(c(r   s))dW
1
(s):
La relation (3) indique que la distribution asymptotique de l'estimateur
b
 (K), comme celles de V
NW
b
(K)
et V
H
b
(K)
, est non degeneree pour tout
 6= 0. Il s'ensuit que
b
 (K) n'est pas un estimateur convergent de
(K). Quant aux relations (6) et (7) elles indiquent que la distribution
asympotique des t-statistiques n'est pas standard.
Sous l'hypothese alternative locale H
1
:  =
e
=T , il est facile de
montrer que les distributions asymptotiques de t
NW
b
(K)
et t
H
b
(K)
sont re-
spectivement:
t
NW
b
(K)
)
A

e
; ; c; 

n
G
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
e
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o
1=2
(8)
t
H
b
(K)
)
A
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e
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
n
G
H
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e
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o
1=2
(9)
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A

e
; ; c; 

=
e

p

Z
1 
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J
1
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
Z
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r
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1
(s)ds

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+
Z

0

Z
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s
J
1
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
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
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
=
Z
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#
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e
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#
I
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(u)du
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Z
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r
J
1
(s)ds+H
0
12
(r)
I

(u) =
Z
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juj
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Pour un niveau , la puissance asymptotique est donnee pour tout 
non nul par:
P
i

e
=; c; 

= Pr ob

A

e
; ; c; 

=
h
G
i

e
; ; c; 
i
1=2
> 
1 
()

i = NW;H
ou 
1 
() designe le quantile d'ordre 1   de l'une des lois limites
denies en (6) et (7).
3.1.2 Cas particulier:  = 0
On s'interesse maintenant au cas ou K=T ! 0. Nous accordons une
attention particuliere a ce cas parce qu'il ne peut pas s'interpreter comme
le cas classique ou K est xe, sauf si K = 1. Les exemples qui suivent
illustrent notre propos.
Exemple 1 : Pour K = 1 (rendements d'une periode de longueur h),
on considere la regression:
R
t
= (1)X
t 1
+ b"
t
Sous l'alternative locale  =
e
=T , on a:
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1
(r)dr

1=2
+
p
1  
2
R
1
0
J
1
(r)dW
1
(r) + 
R
1
0
J
1
(r)dW
2
(r)
h
R
1
0
J
2
1
(r)dr
i
1=2
(11)
En posant
e
 = 0 dans (11), on a sous H
0
t
b
(1)
)
p
1  
2
R
1
0
J
1
(r)dW
1
(r) + 
R
1
0
J
1
(r)dW
2
(r)
h
R
1
0
J
2
1
(r)dr
i
1=2
(12)
Remarque 1 : Il est interessant de noter que l'estimateur
b
 (1) est su-
per convergent. La distribution (12) est non standard. C'est une combi-
naison convexe de la loi normale standard
R
1
0
J
1
(r)dW
2
(r)=
h
R
1
0
J
2
1
(r)dr
i
1=2
[voir Rothenberg et Stock (1993), Elliot et Stock (1994)] et de la distribu-
tion
R
1
0
J
1
(r)dW
1
(r)=
h
R
1
0
J
2
1
(r)dr
i
1=2
laquelle represente l'extension au
cas quasi-integre de celle de Dickey et Fuller obtenue pour c = 0. La
distribution
R
1
0
J
1
(r)dW
1
(r)=
h
R
1
0
J
2
1
(r)dr
i
1=2
a ete intensement etudiee,
entre autres, par Bobkoski (1983), Chan et Wei (1988), Phillips (1987),
Nabeya et Tanaka (1988,1990) et Perron (1989).
Exemple 2 : Pour K > 1 mais xe, on considere dans la regression
(2) l'estimateur de (K). On montre alors que sous l'alternative locale
H
1
:
n
 =
e
=T
o
T
b
(K))
e
K +
1
p

K
X
i=1
R
1
0
J
1
(r)dW
(i)
12
(r)
R
1
0
J
2
1
(r)dr
(13)
ou les W
(i)
12
(r) sont des mouvements browniens independants tires de
W
12
(r) =
p
1  
2
W
2
(r) + W
1
(r).
Interessons-nous maintenant au cas ou K ! 1 et K=T ! 0: Avec
un argument asymptotique standard, on montre sous l'alternative locale
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H0
1
:
n
 =
e
=TK
1=2
o
que K
 1=2
T
b
(K) converge vers la me^me distribu-
tion que T
b
 (1). Plus precisement, on a:
K
 1=2
T
b
(K))
e
 +
1
p

p
1  
2
R
1
0
J
1
(r)dW
1
(r) + 
R
1
0
J
1
(r)dW
2
(r)
R
1
0
J
2
1
(r)dr
Ce resultat montre que le cas standard K xe ne peut e^tre resolu
de facon strictement identique au cas K=T ! 0. On doit admettre ici
qu'en le confondant au cas K=T ! 0 pour de petites valeurs de K, on
introduit des distorsions dans le niveau exact du test lesquelles seront
negligeables pour K relativement eleve.
3.2 Adequation des approximations
La table 1.1 presente les quantiles de la distribution asymptotique de
la statistique t
NW
(K)
sous l'hypothese nulle. On y observe les points car-
acteristiques suivants: - si  = 0, la distribution limite est symetrique,
centree au point 0 quels que soient c et  xes et leptokurtique; cette
derniere caracteristique met en evidence l'existence des queues de distri-
butions plus importantes que celles de la loi normale; l'aspect leptokur-
tique est d'autant signicatif que le parametre  augmente; similaire eet
s'observe avec le parametre de decentrage c contrastant les resultats de
Perron (1991) sur la loi asymptotique de la statistique T (b ) dans le
modele AR(1) quasi-integre; - si  6= 0, la loi limite presente un aspect
leptokurtique similaire au cas  = 0 par rapport auquel on note une
translation des fonctions de repartition vers la droite; plus la correlation
 est forte en module, plus accentue est le deplacement des fonctions de
repartitions empiriques.
Pour mettre en evidence l'adequation de l'approximation (6) par rap-
port aux lois exactes a distance nie, on presente dans la table 1.2 (a) le
niveau exact du test utilisant les valeurs critiques asymptotiques corre-
spondant aux niveaux nominaux de 5% et 10%. En general, la loi limite
est une bonne approximation de la distribution de la statistique t
NW
(K)
a
distance nie et reproduit les dierents comportements distributionnels
observes en fonction des parametres dans les petits echantillons. On
observe aussi que la convergence est rapide lorsque   0:25 mais lente
pour les petites valeurs de  ( = 0:05).
Pour corroborer l'inadequation de l'approximation normale, on a
presente dans la table 1.2 (b) les niveaux exacts utilisant la valeur cri-
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tique de N(0,1) au niveau conventionnel de 5%. On y observe que le
test fonde sur les valeurs conventionnelles est trop liberal: par exemple,
quand T = 40; c =  5 et  = 0; le niveau exact est 10.5% lorsque
= 0:05 et 22.1% si = 0:25 contre 14.9% et 29.9% lorsque  =  0:90.
3.3 Puissance asymptotique
Les gures 1.1 et 1.2 presentent pour un niveau nominal de 5% la fonction
puissance de t
NW
(K)
sous des alternatives unilaterales correspondant aux
valeurs 0.01, 0.05, 0.125, 0.25 et 0.40 du parametre d'agregation .
L'examen des gures revele la forte sensibilite de la fonction puissance
par rapport aux dierents parametres, en particulier le parametre :
Le point caracteristique important est la similitude observee entre les
courbes. En eet, pour tout couple (c, ) xe, la puissance est en tout
point g > 0 une fonction decroissante de : Autre point interessant non
reporte est que les graphes des puissances correspondant aux valeurs  =
0:002 et 0:0 sont confondus. Comme l'utilisation des valeurs critiques de
 = 0 introduit de fortes distorsions de niveau contrairement a l'approche
K=T ! , le resultat ci-dessus suggere l'avantage des regressions de K
periodes pour les faibles valeurs de  (  0:05).
4 Statistique du ratio de variance
On s'interesse dans cette section au test du ratio de variance. Ce test
a occupe une part considerable dans la litterature nanciere des annees
1980. Il repose sur l'idee selon laquelle la somme des variances de K
rendements identiquement equidistribues de K periodes doit e^tre egale a
K fois la variance du processus generant ces rendements. Par consequent,
le rapport de la variance de la somme des K rendements a K fois la
variance de la distribution des rendements devrait e^tre egal a un dans
la population. Une statistique naturelle de test serait le rapport des
estimateurs des variances en question. Ce test a ete utilise, entre autres,
par Cochrane(1986) dans le contexte des cycles reels et par Poterba et
Summers(1988), Lo et Mackinlay (1989), Faust (1988, 1992) sur les prix
des actifs nanciers pour tester l'hypothese de retour a la moyenne \mean
reversion". On se place dans le contexte du modele presente en (1) et
on denit le ratio de variance comme suit:
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4.1 Denition
Soit fR
t
g le processus deni par le modele (1). On appelle ratio de
variance, la statistique V R(K) denie pour K >1; par:
V R (K) =
1
K
var (R
K
(t)) = var (R (t)) (14)
ou
R
K
(t) =
K 1
X
i=0
R ((t  i))
var (R
K
(t)) = T
 1
T
X
t=K 1
[R
K
(t)]
2
var (R (th)) = T
 1
T
X
t=1
[R (th)]
2
L'hypothese nulle d'intere^t s'ecrit maintenant H
0
: R
t
= "
t
. Trois
hypotheses alternatives sont considerees. La premiere est H
1
: R
t
=
X
t 1
+"
t
ou  =
e
=T avec
e
 > 0. Elle integre l'eet positif du rapport
dividende/Prix sur les rendements.
La deuxieme hypothese alternativeH
2
est la version discrete du mod-
ele de Shiller et Perron (1985) qui stipule que le logarithme des prix p
t
est un processus de diusion de type Ornstein - Uhlenbeck . La dis-
cretisation exacte de p
t
est le processus AR(1) avec derive est donnee
par:
p
t
=  + exp(c=T )p
t 1
+ "
t
(15)
ou "
t
est une dierence de martingale de variance instantanee 
2
et
 = e=
p
T:
Comme troisieme hypothese alternative H
3
, on suppose que le log-
arithme des prix a une composante transitoire p
a
t
et une composante
permanente p
b
t
lesquelles sont denies par:
p
a
t
= 
a
+ exp(c=T )p
a
t 1
+ u
t
(16)
p
b
th
= 
b
+ p
b
t 1
+ v
t
(17)
ou u
t
et v
t
sont deux dierences de martingale independantes et

i
= e
i
=
p
T (i = a; b).
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Sous H
0
et les alternatives H
j
(j = 1; 2; 3), on denit par R
t
=
p
t
  p
t 1
le rendement d'une periode de longueur h. . On a les resultats
suivants:
Proposition 1 : Si K=T !  avec 0 <  < 1; on a sous l'hypothese
nulle H
0
:
V R(K))
1

Z
1

[W (r)  W (r   )]
2
dr (18)
Sous l'alternative H
1
; on a:
V R(K))
1

Z
1


e

p

Z
r
r 
J
1
(s)ds+W
12
(r)  W
12
(r   )

2
dr (19)
Sous l'alternative H
2
; on a:
V R(K))
1
(1 + !
2
)
Z
1


 + c
Z
r
r 
J
c
(s)ds+W (r) W (r   )

2
dr
(20)
Sous l'alternative H
3
; on a:
V R(K))
1
(1 +  )
Z
1


+ c
Z
r
r 
J
c
(s)ds+W
3
(r)  W
3
(r   )

2
dr
(21)
avec
 = e exp(cr) (1  exp( c)) =c;
 =

e
b
+ e
a
exp(cr) (1  exp( c)) =c

=
a
;
! = e=;
W
12
(r) =
p
1  
2
W
2
(r) + W
1
(r);
W
3
(r) = W
1
(r) + W
2
(r);
 = 
b
=
a
;
J
c
(s) =
Z
s
0
exp(c(s  u))dW
2
(u);
 = 
2
+
h
 
e
b

2
+ (e
a
)
2
(exp(2c)  1) =2c
+2e
b
e
a
(exp(c)  1)=c

=(
a
)
2
Preuve: La preuve de cette proposition a ete volontairement omise.
Le lecteur peut se referer a Richardson et Stock (1989) pour une de-
marche analogue a la no^tre.
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Remarque 2 : La distribution (18) est similaire a celle etudiee par
Richardson et Stock (1989); elle diere neanmoins de la loi limite de
ces derniers par le terme  W (1) en raison de leur hypothese nulle
qui specie une moyenne non nulle inconnue pour les rendements. La
distribution (18) ne depend que du parametre d'agregation ; elle n'est
pas gaussienne et contraste avec celle obtenue avec l'approche standard
xant K de Lo et Mackinlay (1989).
Comme region critique, on a retenu comme Lo et Mackinlay (1989),
la region critique bilaterale denie par fV R(K) < 
1
ou V R(K) > 
2
g
ou 
1
et 
2
sont des constantes. Si 

1
() et 
1 
2
() sont les quantiles
d'ordre 
1
et 1  
2
de la loi limite (18), la puissance asymptotique du
test bilateral de niveau  (
1
+ 
2
= ) fonde sur le ratio de variance
est donnee pour tout g
1
 0 par:
lim
T;K!1
P
T;K
(g
1
; ; c) = lim
h!0
Pr ob fV R(K) < 

1
()
ou V R(K) > 
1 
2
()g
= Pr ob fL
1
(g
1
; ; c; ) < 

1
()
ou L
1
(g
1
; ; c; ) > 
1 
2
()g
ou L
1
(g
1
; ; c; ) est l'une des lois limites obtenues sous les alternative
H
1
, H
2
et H
3
Sous les alternatives H
2
et H
3
la puissance depend du parametre de
decentrage c: lorsque c = 0 (les prix logarithmiques sont des marches
aleatoires), la puissance asymptotique est egale au niveau du test si
e = e
a
= e
b
= 0; sous l'hypothese H
3
, la puissance depend aussi du
parametre  qui se reduit a (
b
=
a
)
2
sous la condition e = e
a
= e
b
= 0;

2
=
 

b
=
a

2
correspond au rapport de la variance relative de la marche
aleatoire p
b
t
a la composante stationnaire p
b
t
.

A cet eet, on note que si
 = 0 les alternatives H
2
et H
3
conduiront a des puissances identiques
toutes choses etant egales par ailleurs; si  > 1 et susamment eleve
par rapport a c, la composante permanente serait preponderante dans
les prix et la puissance obtenue sous l'alternative H
3
va tendre vers le
niveau. En revanche, si 0 < < 1, la composante transitoire serait la
dominante et il y aura sans doute un gain en puissance relativement au
cas  > 1; cependant, la puissance va baisser en comparaison au cas
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 = 0 en raison de la presence de la composante permanente: [voir aussi
Lo et Mackinlay (1989)].
4.2 Experiences de Monte Carlo
Richardson et Stock (1989) ont etudie pour  = 1=3 l'adequation de la
variante
1
de la distribution (18) integrant une moyenne non nulle pour
les rendements; ils ont conclu que leur approximation est satisfaisante
me^me dans les echantillons relativement faibles (T = 60). Dans cette
section, on etudie d'abord l'eet de  sur la distribution asymptotique de
V R(K). On examine ensuite l'adequation de l'approximation proposee
pour toute valeur de  < 1. On etudie enn la puissance asymptotique
sous les hypotheses H
1
, H
2
et H
3
.
4.2.1 Eet du parametre  sur la distribution asympotique de
VR(K)
Comme l'indique la gure 2.1, la distribution limite (18) du ratio de
variance VR(K) est aplatie a droite si  > 0:01; ce qui conrme les
resultats de Poterba et Summers (1988) et ceux de Lo et Mackinlay
(1989) obtenus dans le cas standard ou K est xe.
L'eet du parametre d'agregation  sur la distribution limite se carac-
terise par un deplacement des graphes des fonctions de densite de droite
vers la gauche lorsque  augmente. La consequence de cette translation
est la concentration au point 0 de la loi limite si ! 1 ou au point 1 si
! 0.
4.2.2 Adequation de l'approximation asymptotique
La table 2.1 presente sous l'hypothese H
0
les quantiles asymptotiques et
a distance nie de la distribution de VR(K) pour  = 0:05; 0:125, 0:25;
0:50: On y remarque que l'approximation (18) reproduit de facon satis-
faisante la loi exacte a distance nie et specialement pour T  120: La
qualite de l'approximation est corroboree par les niveaux exacts obtenus
avec les valeurs critiques asymptotiques [table 2.2]. Toutefois, on note
dans les petits echantillons des distorsions non negligeables dans les ex-
tremites des queues : par exemple pour T = 40 et  = 0:05 le niveau
1
Richardson et Stock (1989) ont etudie l'adequation de
1

R
1

[W (r) W (r   )  W (1)]
2
dr
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exact est de 0:5% pour un niveau nominal de 5%. Contrairement a
Richardson et Stock (1989) dont l'approximation est satisfaisante pour
T = 60 et  = 0:13, les distorsions de niveau persistent dans notre cas
pour T = 80 et  = 0:125:
Avec l'approximation normale
2
, les travaux de Faust(1988) indiquent
que les niveaux exacts du test de ratio de variance sont 0:0 et 1:5% pour
des niveaux nominaux de 5% et 10% lorsque  = 1=6 et T = 720:En com-
paraison avec l'approche K=T ! , les distorsions de niveau sont neg-
ligeables pour tout  < 1 et T = 720: On en deduit que l'approximation
proposee est meilleure a l'approximation normale.
4.2.3 Puissance asymptotique
La puissance asymptotique du test est determinee par simulations de
2000 replications de Monte Carlo sous les alternatives H
1
, H
2
et H
3
et
pour  = 0:01, 0:05, 0:125, 0:25, 0:50.
Sous l'hypothese alternativeH
1
, les graphes des puissances sont repre-
sentes en fonction de la normalisation g =
e

p
 dont les valeurs carac-
terisent l'alternative locale au point 0: Ils sont representes aussi pour
dierentes valeurs de c et ; ce qui permet d'enrichir l'analyse.
Interessons-nous d'abord a l'eet du parametre d'agregation . Pour
dierentes valeurs de c et , on decele en examinant les gures 2.2, 2.3
et 2.4 l'allure en cloche du graphe de la puissance. En d'autres termes,
la puissance cro^t puis decro^t avec un mode  qui varie en fonction de
g, c et . En eet, si X
t
est localement stationnaire (resp. integre ou
localement explosif),  se situerait quel que soit  entre 0:25 et 0:50 si
g 2]0; 8] (resp. si g 2]0; 12] ou si g 2]0; 18]) et entre 0:125 et 0:25 si g > 8
(resp. si g > 12 ou si g > 18). La forte sensibilite de la valeur modale 
par rapport a c se traduit par une puissance maximale superieure a 0:75
si g  8 et c  0. En revanche si c < 0 la puissance maximale serait
superieure a 0:75 quand g  12 et voisine de 0:50 si 6 < g  8.
Quand on s'interesse aux eets de c et , on note que la puissance est
2
Lo et Mackinlay (1988,1989) montre sous l'hypothese selon laquelle les rende-
ments sont i.i.d gaussiens que T
1=2
(V R(K)   1) ) N (0; 2(2K   1)(K   1)=3K) :
D'apres les travaux de ces derniers, cette approximation normale est satifaisante pour
K petit et T relativement grand et moins satisfaisante pour des valeurs elevees de K:
Avec l'approche K=T ! , on obtient V R(K) ) N (1; 4=3). Cette approximation
qui decoule de celle de Lo et Mackinlay peut e^tre comparee a l'approximation (18)
pour apprecier la qualite de celle-ci.
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fortement sensible a c pour  et  xes. La puissance est peu sensible a
 si  et c sont xes avec c  0. En revanche si c et  restent xes avec
c  0, la puissance diminue lorsque  cro^t en module.
Sous les alternatives H
2
et H
3
la puissance est analysee en fonc-
tion du parametre de decentrage c et du parametre  lequel indique
sous l'alternative H
3
en particulier le rapport des ecarts-types des com-
posantes permanente et transitoire. Contrairement a l'alternativeH
1
, on
note [gure 2.5] que la fonction puissance est monoto^ne croissante par
rapport au parametre d'agregation  sur ]0,0.50]; et ce, lorsque c < 0.
Puisque le module de c s'interprete aussi comme une mesure du delai
d'ajustement des prix suite a un choc aleatoire, on note que la puissance
est faiblement sensible aux variations de  et tend vers le niveau nomi-
nal du test lorsque les prix retournent lentement a leur moyenne (c tend
vers 0). En revanche, plus vite les prix retournent a leur moyenne, mieux
l'eet de  est substantielle. Par exemple pour c =  16 et  = 0:0125
(resp. 0:25), la puissance est 0:55 (resp. 0:74) sous H
2
ou (H
3
,  = 0).
Quand  est non nul, l'interpretation du parametre c en terme de
delai d'ajustement doit se faire avec precaution sous H
3
: Car, comme on
l'a deja souligne si  > 1 et susamment eleve par rapport a c, la com-
posante permanente serait preponderante dans les prix et la puissance
obtenue sous l'alternative H
3
va tendre vers le niveau. En revanche, si
0 < < 1, la composante transitoire serait la dominante et il y aura sans
doute un gain en puissance relativement au cas  > 1. Malheureuse-
ment, les valeurs de  = 0:50 et 2 retenues ne permettent pas d'observer
clairement ce comportement.
5 Implications des theories sur les resultats
empiriques de Fama et French (1988b)
Fama et French (1988b) ont estime pour dierentes valeurs de K le co-
ecient (K) en introduisant une constante dans la regression (2). Les
donnees utilisees sont les prix des portefeuilles construits a partir des
donnees de la bourse de New-York sur la periode 1927-1986. Les rende-
ments sont construits par dierence des prix logarithmiques; les rende-
ments mensuels, trimestriels et annuels sont obtenus sur des observations
non embo^tees et ceux de 2 a 4 ans sur observations embo^tees. Pour les
premiers, le mode d'echantillonnage des rendements permet d'eviter le
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probleme de correlation des erreurs tandis que pour les rendements de
2 a 4 ans ce probleme reste pose. Fama et French utilise l'approche de
Hansen et Hodrick (1980) pour ajuster le t-statistique.
Dans cette section, on analyse les implications des theories develop-
pees sur les resultats des tables 3 et 4 de Fama et French. Pour ce faire,
on a dans une premiere phase estime, sur la base des donnees statis-
tiques contenues dans leurs tables 2 et 6, le coecient d'autocorrelation
 et le coecient autoregressif  du processus AR(1) generateur du rap-
port dividende/prix; dans une seconde phase, on a determine par 10000
iterations de Monte Carlo les \p-value" asymptotiques des t-statistiques
calcules par Fama et French sur la base des quantiles empiriques de la
variante des distributions asymptotiques (6) et (7) integrant une con-
stante dans le modele de base.
La table 4 presente un extrait des resultats de Fama et French pour
les rendements reels de deux types de portefeuille: \equal-weighted"
et \value-weighted". Elle indique qu'avec la normalite asymptotique,
l'hypothese nulle d'ecience des marches est rejetee au niveau conven-
tionnel de 5% sur toutes les periodes a l'exception de la sous-periode
1927-1956 pour les portefeuilles de type \equal-weighted" . Avec l'appro-
che K=T !  les conclusions sont substantiellement dierentes pour les
portefeuilles de type \equal-weighted". En eet, avec ladite approche
l'examen des \p-value" (voir table 4) montre que l'hypothese nulle serait
toujours rejetee au niveau de 5% pour les portefeuilles \value-weighted";
en revanche elle ne serait pas rejetee avec ce niveau sur les periodes 1927-
1986 et 1927-1956 pour les portefeuilles \equal-weighted". Toutefois sur
la periode 1927-1986, on pourrait rejeter l'hypothese nulle d'ecience
des marches au niveau de 10%.
Les conclusions auxquelles on parvient avec le niveau conventionnel
de 5% tendent a ne pas soutenir notamment sur la periode 1927-1986,
l'evidence empirique de Fama et French (1988b) en faveur du pouvoir de
prediction du rapport dividende/prix sur les rendements reels des porte-
feuilles de type \equal-weighted". Avec la me^me approche Richardson
et Stock (1989) trouvent aussi que les evidences en faveur du retour a la
moyenne des prix sont moins marquees sur la periode 1926-1985 avec les
resultats empiriques de Fama et French (1988a). En somme, l'approche
K=T !  suggere d'interpreter avec precaution les evidences empiriques
anterieures en ce qui concerne le retour a la moyenne des prix sur longue
periode.
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6 Conclusion
Nous avons etudie les proprietes statistiques des tests usuels de marche
ecient dans le cas particulier des rendements de long terme en sup-
posant que K=T ! . Sous l'hypothese nulle, les distributions asympto-
tiques obtenues sont non-standards. Elles remettent en cause la normal-
ite asymptotique du ratio de variance et sont satisfaisantes a distance
nie du point de vue du niveau des tests corroborant ainsi les travaux de
Richardson et Stock (1989). En revanche, sous l'hypothese alternative
selon laquelle le rapport dividende/prix a un eet positif sur les ren-
dements excedentaires, les comportements suivant les valeurs de  du
graphe de la fonction puissance s'opposent d'une statistique a l'autre.
Avec le ratio de variance, la puissance augmente avec  et rencherit
l'avantage de l'approche K=T !  par rapport a la methode classique
xant K. Par contre, avec le t-statistique la puissance decro^t avec .
Etant donne la perte considerable de puissance observee, l'utilisation de
cette derniere statistique n'est pas recommandee dans le contexte des
rendements de long terme.
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Table 1.1: Quantiles de la distribution asymptotique de la
statistique t
NW
(K)
sous l'hypothese nulle
Modele: R
t
= X
t 1
+ "
t
X
t
= exp (c=T )X
t 1
+ v
t
Regression:
P
K 1
i=0
R
t i
= (K)X
t 1
+ 
t
(K)
Hypotheses: H
0
: (K) = 0 H
a
: (K) > 0
1% 2.5% 5% 10% 50% 90% 95% 97.5% 99%
 = 0:0
c=-5
=0.0500 -3.633 -3.011 -2.388 -1.787 0.023 1.870 2.435 2.958 3.618
0.0625 -3.880 -3.087 -2.484 -1.863 0.024 1.865 2.457 3.049 3.813
0.1250 -5.149 -4.002 -3.125 -2.301 -0.037 2.150 3.034 3.905 5.006
0.2500 -8.400 -6.073 -4.509 -3.118 0.005 3.134 4.313 5.638 7.756
0.4000 -20.478 -14.779 -10.758 -6.883 0.115 7.095 10.471 14.944 20.514
c=0
=0.0500 -3.677 -2.953 -2.388 -1.787 0.035 1.856 2.417 2.957 3.654
0.0625 -4.134 -3.200 -2.536 -1.880 0.003 1.896 2.511 3.093 3.705
0.1250 -5.244 -3.922 -3.145 -2.301 -0.008 2.221 3.126 3.951 5.056
0.2500 -9.229 -6.707 -4.885 -3.408 -0.044 3.423 4.871 6.507 8.925
0.4000 -25.349 -17.474 -13.022 -8.548 0.143 8.662 12.637 18.037 25.841
c=2
=0.0500 -3.775 -2.982 -2.442 -1.809 0.029 1.841 2.424 3.000 3.729
0.0625 -4.188 -3.261 -2.624 -1.950 0.001 1.897 2.571 3.154 3.910
0.1250 -5.440 -4.151 -3.247 -2.327 0.013 2.289 3.201 4.098 5.479
0.2500 -9.699 -6.767 -5.035 -3.478 -0.059 3.535 5.302 6.939 9.666
0.4000 -25.360 -18.379 -13.511 -8.897 0.150 9.009 13.284 18.407 27.220
 =  0:50
c=-5
=0.0500 -3.399 -2.697 -2.160 -1.582 0.196 2.064 2.630 3.288 3.937
0.0625 -3.325 -2.706 -2.206 -1.616 0.214 2.085 2.766 3.368 4.184
0.1250 -4.569 -3.501 -2.694 -1.946 0.167 2.440 3.381 4.226 5.575
0.2500 -7.244 -5.173 -3.837 -2.609 0.265 3.523 5.071 6.653 9.093
0.4000 -19.338 -13.991 -9.817 -6.281 0.551 7.921 12.078 16.575 22.042
c=0
=0.0500 -3.392 -2.654 -2.097 -1.526 0.295 2.136 2.780 3.369 4.088
0.0625 -3.504 -2.797 -2.216 -1.593 0.323 2.223 2.891 3.486 4.287
0.1250 -4.607 -3.462 -2.709 -1.915 0.256 2.651 3.575 4.478 5.936
0.2500 -7.983 -5.601 -4.149 -2.787 0.309 3.914 5.668 7.691 10.467
0.4000 -21.765 -15.314 -11.392 -7.434 0.641 10.572 15.614 21.277 29.401
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Table 1.1: Quantiles de la distribution asymptotique de la statistique t
NW
(K)
Regression:
P
K 1
i=0
R
t i
= (K)X
t 1
+ 
t
(K)
(Suite)
1% 2.5% 5% 10% 50% 90% 95% 97.5% 99%
c=2
 =0.0500 -3.610 -2.823 -2.235 -1.576 0.284 2.192 2.818 3.439 4.223
0.0625 -3.826 -3.057 -2.340 -1.673 0.317 2.292 2.931 3.513 4.247
0.1250 -5.277 -3.842 -2.968 -2.075 0.284 2.758 3.774 4.712 6.125
0.2500 -8.606 -5.974 -4.481 -3.015 0.293 4.046 5.913 8.313 11.270
0.4000 -22.317 -16.250 -11.588 -7.689 0.672 11.147 16.731 23.400 32.568
 =  0:90
c=-5
 =0.0500 -2.962 -2.365 -1.926 -1.422 0.331 2.226 2.821 3.416 4.121
0.0625 -3.044 -2.417 -1.931 -1.388 0.346 2.296 2.994 3.715 4.489
0.1250 -3.888 -2.980 -2.284 -1.612 0.364 2.708 3.601 4.558 5.750
0.2500 -6.446 -4.404 -3.227 -2.150 0.529 3.907 5.312 7.072 9.442
0.4000 -17.317 -12.440 -9.039 -5.818 0.935 8.345 11.997 16.604 23.593
c=0
 =0.0500 -3.066 -2.446 -1.949 -1.320 0.542 2.385 2.950 3.507 4.266
0.0625 -3.342 -2.547 -1.993 -1.364 0.583 2.479 3.123 3.778 4.636
0.1250 -4.313 -3.217 -2.447 -1.652 0.567 2.975 3.923 4.903 6.173
0.2500 -7.017 -4.977 -3.691 -2.440 0.713 4.575 6.357 8.218 11.584
0.4000 -18.746 -13.518 -9.762 -6.604 1.060 12.195 18.277 25.702 35.926
c=2
=0.0500 -3.473 -2.669 -2.097 -1.488 0.518 2.574 3.167 3.714 4.422
0.0625 -3.684 -2.820 -2.234 -1.553 0.560 2.715 3.310 3.893 4.639
0.1250 -4.884 -3.671 -2.829 -1.952 0.562 3.339 4.351 5.300 6.566
0.2500 -7.553 -5.594 -4.135 -2.776 0.632 5.109 7.147 9.317 12.872
0.4000 -20.474 -14.650 -10.351 -6.851 0.954 13.983 20.995 29.103 42.295
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Table 1.2 (a): Niveaux exacts du test fonde sur la statistique t
NW
(K)
utilisant
les valeurs critiques asymptotiques au niveau nominal 
Hypotheses: H
0
: (K) = 0 H
a
: (K) > 0
 = 0:00  =  0:50  =  0:90
c=-5 c=0 c=2 c=-5 c=0 c=2 c=-5 c=0 c=2
 = 0:05
 = 0:05
T= 20 0.014 0.014 0.014 0.011 0.008 0.011 0.006 0.006 0.005
40 0.040 0.041 0.045 0.037 0.039 0.041 0.034 0.036 0.037
60 0.041 0.042 0.042 0.045 0.038 0.041 0.041 0.040 0.041
100 0.046 0.045 0.045 0.050 0.045 0.044 0.045 0.051 0.048
200 0.040 0.049 0.052 0.051 0.044 0.048 0.049 0.048 0.054
 = 0:25
T= 20 0.049 0.047 0.040 0.042 0.045 0.046 0.041 0.043 0.043
40 0.051 0.050 0.044 0.045 0.049 0.048 0.052 0.050 0.047
60 0.053 0.053 0.043 0.047 0.049 0.050 0.050 0.048 0.049
100 0.054 0.048 0.044 0.049 0.052 0.051 0.053 0.053 0.048
200 0.054 0.052 0.045 0.050 0.053 0.053 0.052 0.051 0.051
 = 0:40
T= 40 0.049 0.046 0.048 0.044 0.047 0.043 0.046 0.047 0.046
60 0.052 0.051 0.047 0.048 0.049 0.049 0.049 0.048 0.045
100 0.049 0.050 0.051 0.044 0.047 0.048 0.046 0.046 0.044
200 0.049 0.051 0.049 0.046 0.047 0.042 0.048 0.048 0.044
 = 0:10
 = 0:05
T= 20 0.042 0.040 0.042 0.034 0.034 0.035 0.021 0.020 0.023
40 0.081 0.086 0.090 0.081 0.087 0.088 0.073 0.078 0.083
60 0.085 0.086 0.090 0.087 0.086 0.085 0.081 0.080 0.085
100 0.096 0.089 0.092 0.092 0.093 0.092 0.092 0.092 0.096
200 0.095 0.094 0.096 0.094 0.095 0.096 0.095 0.094 0.105
 = 0:10
T= 20 0.090 0.090 0.088 0.091 0.100 0.098 0.083 0.091 0.090
40 0.098 0.100 0.101 0.100 0.106 0.102 0.096 0.104 0.097
60 0.100 0.098 0.096 0.096 0.103 0.104 0.092 0.097 0.098
100 0.100 0.097 0.098 0.100 0.108 0.104 0.102 0.104 0.096
200 0.100 0.093 0.098 0.103 0.105 0.108 0.098 0.098 0.104
 = 0:40
T=40 0.093 0.090 0.094 0.095 0.093 0.091 0.095 0.100 0.094
60 0.101 0.097 0.096 0.099 0.096 0.098 0.097 0.097 0.093
100 0.095 0.094 0.093 0.094 0.092 0.093 0.090 0.093 0.089
200 0.093 0.096 0.094 0.096 0.094 0.095 0.092 0.098 0.090
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Table 1.2 (b): Niveaux exacts du test fonde sur la statistique t
NW
(K)
utilisant
les valeurs critiques de N(0,1) au niveau nominal 
Hypotheses: H
0
: (K) = 0 H
a
: (K) > 0
 = 0:00  =  0:50  =  0:90
c=-5 c=0 c=2 c=-5 c=0 c=2 c=-5 c=0 c=2
 = 0:05
 = 0:05
T= 20 0.061 0.059 0.061 0.070 0.084 0.091 0.070 0.093 0.134
40 0.105 0.110 0.114 0.134 0.152 0.162 0.149 0.186 0.226
60 0.114 0.109 0.112 0.136 0.150 0.159 0.156 0.189 0.232
100 0.123 0.114 0.115 0.147 0.160 0.165 0.168 0.205 0.241
200 0.124 0.120 0.119 0.145 0.165 0.169 0.174 0.209 0.243
 = 0:25
T= 20 0.216 0.225 0.234 0.251 0.284 0.293 0.282 0.339 0.354
40 0.221 0.239 0.245 0.261 0.292 0.297 0.299 0.350 0.369
60 0.222 0.236 0.244 0.263 0.288 0.292 0.291 0.343 0.360
100 0.223 0.234 0.239 0.263 0.285 0.289 0.300 0.345 0.364
200 0.222 0.230 0.237 0.264 0.288 0.294 0.295 0.351 0.361
 = 0:40
T=40 0.332 0.360 0.372 0.379 0.408 0.414 0.425 0.457 0.458
60 0.339 0.365 0.372 0.383 0.410 0.413 0.425 0.452 0.454
100 0.332 0.354 0.365 0.372 0.400 0.406 0.423 0.451 0.454
200 0.337 0.366 0.373 0.387 0.413 0.415 0.431 0.455 0.455
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Table 1.3: Niveaux asymptotiques du test fonde sur la statistique t
NW
(K)
utilisant les valeurs critiques obtenues pour  = 0
Hypotheses: H
0
: (K) = 0 H
a
: (K) > 0
1% 2.5% 5% 10% 90% 95% 97.5% 99%
 = 0:0
c=-5
=0.0500 0.058 0.089 0.128 0.185 0.827 0.885 0.917 0.946
0.1250 0.087 0.121 0.156 0.213 0.774 0.830 0.867 0.902
0.2500 0.154 0.187 0.224 0.273 0.731 0.781 0.814 0.846
c=0
 =0.0500 0.056 0.086 0.126 0.185 0.828 0.882 0.917 0.947
0.1250 0.094 0.125 0.162 0.216 0.778 0.833 0.871 0.902
0.2500 0.167 0.199 0.232 0.278 0.715 0.762 0.798 0.833
 =  0:50
c=-5
 =0.0500 0.065 0.101 0.137 0.196 0.835 0.888 0.921 0.951
0.1250 0.101 0.135 0.168 0.225 0.793 0.847 0.885 0.919
0.2500 0.171 0.209 0.241 0.290 0.754 0.800 0.835 0.870
c=0
 =0.0500 0.065 0.098 0.137 0.200 0.839 0.891 0.924 0.952
0.1250 0.109 0.144 0.180 0.238 0.798 0.851 0.885 0.917
0.2500 0.182 0.220 0.258 0.304 0.746 0.793 0.824 0.858
 =  0:90
c=-5
 =0.0500 0.075 0.108 0.149 0.207 0.840 0.891 0.927 0.955
0.1250 0.116 0.150 0.193 0.250 0.818 0.868 0.904 0.931
0.2500 0.198 0.236 0.279 0.328 0.786 0.832 0.864 0.890
c=0
 =0.0500 0.093 0.127 0.164 0.212 0.836 0.892 0.923 0.952
0.1250 0.163 0.192 0.227 0.268 0.796 0.852 0.886 0.914
0.2500 0.249 0.272 0.299 0.335 0.745 0.791 0.825 0.860
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Table 2.1: Quantiles de la distribution du ratio de variance VR(K)
sous l'hypothese nulle
V R(K) = K
 1
P
T
t=K 1

P
K 1
i=0
R
t i

2
=
P
T
t=1
R
2
t
H
0
: R
t
= "
t
1% 2.5% 5% 10% 50% 90% 95% 97.5% 99%
=0.05
T= 40 0.620 0.675 0.720 0.775 0.974 1.176 1.234 1.276 1.331
80 0.558 0.609 0.657 0.717 0.952 1.237 1.327 1.397 1.500
120 0.531 0.588 0.631 0.691 0.944 1.246 1.342 1.430 1.530
180 0.512 0.566 0.617 0.679 0.939 1.256 1.359 1.448 1.577
360 0.503 0.554 0.603 0.663 0.930 1.264 1.387 1.490 1.621
720 0.502 0.550 0.597 0.661 0.929 1.281 1.388 1.495 1.645
1 0.487 0.534 0.588 0.654 0.920 1.272 1.390 1.503 1.630
=0.125
T= 40 0.334 0.389 0.442 0.521 0.856 1.333 1.486 1.628 1.804
80 0.310 0.360 0.417 0.493 0.839 1.355 1.557 1.727 1.945
120 0.304 0.357 0.414 0.484 0.828 1.361 1.541 1.730 1.948
180 0.299 0.352 0.405 0.479 0.832 1.364 1.553 1.729 1.947
360 0.293 0.346 0.393 0.463 0.815 1.371 1.566 1.782 2.017
720 0.288 0.343 0.391 0.464 0.816 1.369 1.579 1.769 2.027
1 0.281 0.333 0.382 0.450 0.811 1.373 1.570 1.762 2.024
=0.250
T= 40 0.164 0.201 0.240 0.302 0.671 1.369 1.647 1.880 2.170
80 0.155 0.193 0.232 0.291 0.663 1.380 1.665 1.984 2.352
120 0.151 0.185 0.224 0.282 0.650 1.377 1.656 1.939 2.312
180 0.147 0.185 0.227 0.284 0.646 1.390 1.661 1.928 2.274
360 0.144 0.178 0.218 0.277 0.638 1.391 1.685 1.995 2.404
720 0.138 0.174 0.216 0.277 0.640 1.391 1.682 1.960 2.346
1 0.137 0.174 0.211 0.270 0.630 1.376 1.655 1.972 2.292
=0.50
T= 40 0.046 0.060 0.080 0.108 0.366 1.164 1.521 1.871 2.336
80 0.045 0.059 0.075 0.104 0.354 1.136 1.542 1.928 2.440
120 0.044 0.057 0.073 0.101 0.349 1.136 1.496 1.887 2.418
180 0.044 0.057 0.074 0.103 0.350 1.114 1.460 1.823 2.337
360 0.043 0.056 0.073 0.099 0.338 1.111 1.490 1.865 2.388
720 0.042 0.057 0.072 0.098 0.344 1.134 1.504 1.915 2.417
1 0.040 0.055 0.071 0.098 0.342 1.093 1.475 1.861 2.297
Les quantiles sont obtenus par 10000 replications de Monte Carlo
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Table 2.2: Niveaux exacts du test fonde sur le ratio de variance
utilisant les valeurs critiques asymptotiques
1% 2.5% 5% 10% 90% 95% 97.5% 99%
=0.05
T=40 0.001 0.002 0.005 0.018 0.973 0.997 1.000 1.000
80 0.002 0.006 0.018 0.048 0.924 0.973 0.991 0.997
120 0.003 0.011 0.025 0.066 0.917 0.964 0.987 0.996
180 0.005 0.016 0.034 0.076 0.909 0.960 0.983 0.994
360 0.006 0.017 0.043 0.091 0.904 0.951 0.978 0.991
720 0.006 0.019 0.044 0.092 0.896 0.950 0.976 0.989
=0.125
T= 40 0.003 0.009 0.022 0.054 0.917 0.966 0.987 0.998
80 0.005 0.016 0.032 0.069 0.904 0.953 0.978 0.993
120 0.006 0.018 0.035 0.073 0.905 0.955 0.979 0.993
180 0.007 0.018 0.037 0.076 0.903 0.953 0.979 0.993
360 0.008 0.019 0.044 0.090 0.901 0.951 0.974 0.990
720 0.008 0.021 0.046 0.089 0.902 0.948 0.974 0.990
=0.25
T= 40 0.004 0.013 0.030 0.071 0.901 0.952 0.980 0.993
80 0.006 0.017 0.035 0.080 0.898 0.948 0.975 0.989
120 0.007 0.019 0.041 0.089 0.899 0.950 0.977 0.989
180 0.007 0.021 0.039 0.085 0.896 0.950 0.978 0.991
360 0.008 0.023 0.045 0.095 0.895 0.946 0.974 0.987
720 0.010 0.025 0.047 0.095 0.895 0.946 0.976 0.989
=0.50
T= 40 0.005 0.019 0.037 0.081 0.886 0.946 0.974 0.989
80 0.006 0.021 0.042 0.090 0.891 0.944 0.972 0.987
120 0.007 0.023 0.047 0.096 0.892 0.948 0.974 0.987
180 0.006 0.022 0.045 0.090 0.896 0.952 0.976 0.989
360 0.008 0.023 0.046 0.099 0.896 0.949 0.975 0.988
720 0.008 0.023 0.048 0.101 0.894 0.947 0.973 0.988
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