Abstract: In high-dimension, low-sample size (HDLSS) data, it is not always true that closeness of two objects reflects a hidden cluster structure. We point out the important fact that it is not the closeness, but the "values" of distance that contain information of the cluster structure in highdimensional space. Based on this fact, we propose an efficient and simple clustering approach, called distance vector clustering, for HDLSS data. Under the assumptions given in the work of Hall et al. (2005), we show the proposed approach provides a true cluster label under milder conditions when the dimension tends to infinity with the sample size fixed. The effectiveness of the distance vector clustering approach is illustrated through a numerical experiment and real data analysis.
Introduction
In various fields, discovering hidden homogeneous classes from high-dimension, low-sample size (HDLSS) data is of significant importance. Many clustering methods for high-dimensional data have been proposed (e.g., Ahn et al., 2013; Liu et al., 2008; Witte and Tibsirani, 2010) . One prevalent clustering method operates via variable selection (e.g., Witte and Tibsirani, 2010). Conversely, Ahn et al. (2013) focused on how to measure the distance between clusters and proposed an efficient clustering method. In this study, as in the case of Ahn et al. (2013) , we focus on the means of measuring the distance between clusters. Hall et al. (2005) prove the significant fact regarding the geometric representation of data points in HDLSS contexts. Based on this fact, the closeness of the Euclidean distance depends on the mean and variance structure, and does not always contain hidden cluster information. Thus, a classical clustering method does not always work well for high dimensional data. For more details about the asymptotic behaviors of the classical hierarchical method for highdimensional data, see Borysov et al. (2013) . Thus, we need a distance measure between clusters for HDLSS data that is more appropriate than the Euclidean distance. The maximal data piling (MDP) distance (Ahn and Marron, 2010) is one possible choice for measuring the difference between clusters. The MDP distance was proposed in the context of supervised learning, but we can also apply this distance measure to the case of unsupervised learning. Ahn et al. (2013) proposed a hierarchical clustering method based on the MDP distance, called MDP clustering. In Ahn et al. (2013) study, under certain conditions, MDP clustering can detect the difference between mean vectors of "two" clusters when the dimension tends to infinity with the sample size fixed. In addition, Ahn et al. (2013) showed that we can approximate MDP clustering by a simple algorithm based on singular value decomposition. These properties have proven to be quite useful for HDLSS data.
However, the sufficient condition for the label consistency of MDP clustering depends on the sample sizes and variances of the two clusters, while MDP clustering only focuses on the difference between the mean vectors of two clusters. Moreover, we cannot detect the differences between the variances of clusters. In HDLSS contexts, there is some possibility that the difference between the variances of each cluster contains the cluster information. In this study, we point out the important fact that it is not the closeness, but the "values" of the Euclidean distance that contain information regarding the cluster structure in high-dimensional space. Based on this fact, we propose an efficient and simple clustering approach, called distance vector clustering, for HDLSS data. By the proposed approach, we can detect not only the differences between mean vectors of clusters but also the differences between the variances of clusters. Moreover, the computational cost of the proposal approach increases linearly with the number of dimensions of data. Under the assumption given in the work of Hall et al. (2005) , we show that the proposed approach also gives the true cluster label under milder conditions when the dimension tends to infinity with the sample size fixed. This paper is organized as follows. In Section 2, some notation and preliminaries are described. Then, the difficulty of clustering HDLSS data by the usual method is presented, and the sufficient condition for label consistency of MDP clustering is discussed. In Section 3, the main idea of the proposed method is described, and the algorithm of the distance vector clustering is proposed. In Section 4, sufficient conditions for the asymptotic label consistency of the proposed approach are described. In Sections 5 and 6, the effectiveness of the proposed approach is illustrated through a numerical experiment and real data analysis, respectively.
Preliminaries and difficulty of clustering HDLSS data
Let K be the number of clusters, N be the sample size, and n k be the sample size of the k-th
T denotes the p-dimensional random vector for the k-th cluster (k = 1, . . . , K). For 1 ≤ k ≤ K, let the independent and identically distributed (i.i.d.) sample points of the k-th cluster be denoted by X k1 , . . . , X kn k . As was done by Ahn et al. (2013) , we also assume the following conditions in Hall et al. (2005) :
and V (p) in the HDLSS contexts. be sample points independently drawn from the distribution of X (p) 1 . As p goes to infinity,
where · and · are the Euclidean norm and the inner product, respectively.
Based on this fact, we obtain the sufficient condition for the label consistency of the classical hierarchical clustering method.
be independent random vectors with the distribution of X (p) 1 . Let V (p) be a random vector with the distribution of X
2 . Here, we assume that U
and V (p) are mutually independent. Figure 1 shows geometric representations of these objects in the HDLSS context. and V (p) (i = j), may be combined first in classical hierarchical clustering. Thus, the sufficient condition for the label consistency of classical hierarchical clustering is given by √ 2σ 1 < δ 2 12 + σ 2 1 + σ 2 2 . These facts indicate that in HDLSS contexts, the closeness of two objects may not reflect the hidden true cluster structure. Thus, Ahn et al. (2013) proposed a clustering method using the maximal data piling distance, called MDP clustering. The MDP distance between two clusters is defined as the orthogonal distance between the affine subspaces generated by the sample points in each cluster. MDP clustering finds successive binary splits, each of which creates two clusters in such a way that the MDP distance between them is as large as possible. In Ahn et al. (2013) , the sufficient condition for label consistency of MDP clustering is given by
where G ≤ min{n 1 , n 2 }. Since it is difficult to understand this condition directly, we consider two specific cases under the conditions n 1 = n 2 (=: n). First, we consider the case where there is no clear difference between two mean vectors, that is, δ 12 = 0. In this case, the sufficient condition is given by
} for all n ∈ N and the sufficient condition cannot hold. Thus, we cannot detect the difference between variances of two clusters by MDP clustering. Next, we consider the case that there is a clear difference between two mean vectors, that is, δ 12 > 0. In this case, the sufficient condition is given by
For simplicity, we assume that σ := σ 1 = σ 2 . If nδ 12 > {(n − G)/nG}σ 2 , the sufficient condition holds. Thus, when the difference between mean vectors of two clusters is sufficiently large, we can discover the true cluster structure. Consequently, MDP clustering focuses on the difference between the mean vectors of two clusters.
Distance vector clustering

Main idea and algorithm of distance vector clustering
In HDLSS data, there is some possibility that the differences between variances of each cluster contain the cluster information. Moreover, the sufficient condition of MDP clustering depends on the variances and the sample sizes of two clusters, whereas MDP clustering focuses on the difference between the mean vectors of two clusters.
In this section, we propose a simple and efficient clustering approach based on the usual distance (or inner product) matrix. Here, we first describe the main idea of our approach.
T . In this setting, the condition of MDP clustering does not hold. We compute the distance matrix for the data matrix X. Figure 2 shows heatmaps of the distance matrices for various numbers of dimensions. From this figure, we can see that the contrast of the distance matrix between two clusters becomes apparent with increasing number of dimensions. Example 2 indicates that in HDLSS contexts the closeness between data points may not be meaningful, but values of distance contain the true cluster information. Based on this fact, we propose the following clustering algorithm:
Step 1. Compute the usual Euclidean distance matrix D := (d (p) ij ) N ×N (or the inner product matrix S := XX T ) from the centered data matrix
Step 2. Compute the following distance matrix Ξ := (ξ
Step 3. For the matrix Ξ, apply a usual clustering method (e.g., Ward's method). Figure 3 shows the flow of this algorithm using the inner product matrix S := XX T and Ward's method. 
Theoretical properties
In this section, we prove the label consistency of this algorithm with a conventional clustering method under the assumption given by Hall et al. (2005) . First, we prove the label consistency for the k-means type algorithm.
K-means type
The objective function of the k-means type distance vector clustering method is given by
where
We can optimize this function by the usual k-means algorithm (e.g., Lloyd's algorithm).
From Proposition 1, we can obtain the following result.
Lemma 1. Let K be the true number of clusters. Under the general assumptions a) -d), for an arbitrary
Proof. The proof is straightforward.
Based on Lemma 1, we obtain the sufficient condition for the label consistency of the distance (or inner product) vector clustering approach. Proposition 2. We assume the general assumptions a) -d) and and also assume that n k ≥ 2 (k = 1, . . . , K). Suppose that the true number of clusters K is given.
kl > 0, then the estimated cluster label vector with the k-means type distance vector clustering method based on the distance matrix D converges to the true label vector in probability as p → ∞. b) Moreover, if ∀k, l (k = l); δ 2 kl > 0, then then the estimated cluster label vector with the k-means type distance vector clustering method based on the inner product matrix S converges to the true label vector in probability as p → ∞.
Proof. Let C K := {C 1 , . . . , C K } be the true cluster partition. From Proposition
Conversely, for i ∈ C k and j, t ∈ C l (j = t; k = l), as p → ∞,
kl , which contradicts the assumption σ k = σ l or δ 2 kl > 0. Thus, we obtain the condition where ξ (p) ij converges in probability to some positive constant for i ∈ C k and j ∈ C l (k = l). From Lemma 1 and this fact, we obtain the label consistency of the k-means type distance vector clustering method based on the distance matrix D.
Next, we consider the k-means type clustering based on the inner product matrix S. From Proposition 1, for i, j ∈ C k we also have ξ
For i ∈ C k and j ∈ C l (k = l), if ξ (p) ij P −→ 0 as p → ∞, then we obtain δ 2 kl = 0, which contradicts the assumption δ 2 kl > 0. Thus, for the inner product matrix S, we also obtain the condition where ξ (p) ij converges in probability to some positive constant for i ∈ C k and j ∈ C l (k = l). From Lemma 1 and this fact, we obtain the label consistency of the k-means type distance vector clustering method based on the inner product matrix S.
Hierarchical clustering type
For hierarchical clustering with the matrix Ξ, the label consistency also holds under the same conditions as that of the k-means type method. The following theorem provides sufficient conditions of the label consistency for the distance vector clustering approach using classical hierarchical clustering methods (e.g., the single linkage and Ward's method).
Proposition 3. We assume the general assumptions a) -d) and also assume that n k ≥ 2 (k = 1, . . . , K). Let C K := {C 1 , . . . , C K } be the true cluster partition.
Proof. The proof of this proposition is equivalent to the proof of Proposition 2.
To compare the sufficient condition of MDP clustering, we consider the case where the number of clusters is two. In this case, the sufficient condition of proposed approach using the distance matrix is given by
Moreover, the sufficient condition of the proposed approach using the inner product matrix is given by δ 12 > 0.
Thus, if we use the distance matrix, we can detect the differences between variances or mean vectors. Alternatively, if we use the inner product matrix, we only focus on the differences between mean vectors. Moreover, the sufficient conditions of our approach do not depend on the sample size. The sufficient condition of our approach using the inner product matrix dose not depend on variances. In fact, the following example shows that the proposal clusterings with S and D works well, but MDP clustering does not. sample point independently drawn from N p (−µ, 1.
2 . Here, we set p = 2000. Write X := (U 1 , . . . ,
T . In this setting, the conditions for the label consistency and the approximation algorithm for MDP clustering does not hold while the conditions for the consistency of the proposed approach using S and D hold. Figure 4 shows the results of these methods. Figure 4 , we can see that the proposed approach using S and D works well, but MDP clustering does not.
Simulation study
In this section, we illustrate the performance of the proposed approach via numerical experiments. Here, to compare the proposed approach, we choose Ward's method, k-means clustering, sparse k-means (SK-means) clustering (Witten and Tibshirani, 2010) , and MDP clustering. For the proposed approach, we use the Ward type and k-means type distance vector clustering methods with the inner product matrix S and the distance matrix D. Here, we refer to the k-means type distance vector clustering methods using S and D as DSKM and DDKM, respectively. Similarly, we refer to the Ward type distance vector clustering methods using S and D as DSW and DDW, respectively.
In these experiments, we set the true number of clusters K = 3, the number of variables p = 1000 and 2000, and the sample size N = 100. For µ > 0, we set T (i = 1, . . . , N ) are generated as
where u i = (u i1 , u i2 , u i3 ) and ǫ ik (i = 1, . . . , n) are independently generated from the multinomial distribution for three trials with probabilities π = (π 1 , π 2 , π 3 ) and the p-dimensional normal distribution N p (0, Σ k ), respectively. In this experiment, we use the following four settings:
Setting I. Let µ = 0.6, 0.8, 1 and Σ k := I p (k = 1, 2, 3), where I p is the p × p identity matrix. Set π = (0.7, 0.2, 0.1) and (1/3, 1/3, 1/3). Setting II. Let µ = 0.6, 0.8, 1 and We constructed 100 datasets for each setting and applied the eight methods to each standardized dataset with zero means and unit variances. To compare the results of the eight clustering methods, we used the adjusted rand index (ARI) (Hubert and Arabie, 1985) . Note that we applied to MDP clustering with the turning parameters T = 1, 2, 3 and G = min{5, n 1 , n 2 , n 3 }, and employed the best ARI score as the ARI score listed for the MDP clustering results. Table 1 shows the average ARI scores and their standard errors for each method in Setting I. In Setting I, there are only differences between mean vectors of the three clusters. Even if µ = 0.6, MDP clustering and the distance vector clustering approach using the inner product matrix work well. Since DDW and DDKM focus on differences between both mean vectors and variances, these methods do not work well in this setting. Table 2 shows the average ARI scores and their standard errors for each method in Setting II. In Setting II, there are also only differences between mean vectors of the three clusters but informative variables are correlated. The data for Setting II show a similar tendency to that of Setting I, although the ARI scores of Setting II are overall lower than those of Setting I. Table 3 shows the average ARI scores and their standard errors for each method in Setting III. In Setting III, there are both differences among mean vectors of the three clusters and the variances of the first cluster having a zero mean vector are larger than those of other clusters. Thus, it is difficult to detect differences between mean vectors by usual clustering methods. In fact, K-means, SK-means, and MDP clusterings do not work well overall, while the distance vector clustering approach using the distance matrix does. Moreover, the distance vector clustering approach using the inner product matrix appears unaffected by the variances, while MDP clustering does not work well. In fact, the ARI scores of DSW with σ 2 = 1.5, 2.0, 2.5 are approximately similar in each case. From this fact, we can confirm that the sufficient condition of the label consistency for the distance vector clustering approach using the inner product matrix does not depend on the variances and the sample size. Note that for the distance vector clustering approach using the inner product matrix, the Ward type algorithm performs better than the k-means type algorithm. Conersely, for the distance vector clustering approach using the distance matrix, the Ward Thus, the results of Ward's method are also acceptable in this setting. For more details about the asymptotic behaviors of Ward's method for high-dimensional data, see Borysov et al. (2013) . Setting IV is similar to Setting III, but informative variables are correlated. As with Setting I and II, the data for Setting IV given in Table 4 show a similar tendency to that of Setting III, although the ARI scores of Setting IV are overall lower than those of Setting III. Consequently, the distance vector clustering approach show competitive performance in these numerical experiments. 
Application to Microarray Data
Here, we apply the distance vector clustering approach to the preprocessed microarray gene expression datasets, which are used in Dettling (2004) . These datasets are available at http://stat.ethz.ch/~dettling/bagboost.html. For details about these datasets, see Dettling (2004) . As with Section 4, to compare the proposed methods with other clustering methods, we again chose Ward's method, k-means clustering, SK-means clustering, and MDP clustering as competitors. We used the hierarchical type (Ward's and the single linkage methods) and k-means type distance vector clustering methods with the inner product matrix S and the distance matrix D as the proposed approach. Here, we refer to the k-means type distance vector clustering method using S and D as DSKM and DDKM, respectively. Similarly, we also refer to the Ward (the single linkage) type distance vector clustering method using S and D as DSW (DSS) and DDW (DDS), respectively. According to the suggestion in Ahn et al.
(2013), we set T = 2 and G = 5 as the tuning parameters of the MDP clustering method. Note that we fixed the number of clusters for each algorithm to make a straightforward comparison. Table 5 shows the number of errors for each method and each dataset. From this table, it appears that the results of the distance vector clustering approach are also competitive among the compared methods for real data.
We mention here that there are some differences between our table and the results in Ahn et al. (2013) . For example, in Ahn et al. (2013) , the number of errors for the MDP clustering method for Colon data is 15. However, in this work, the number of errors for the MDP clustering method for Colon data is 30. These differences may be because of differences in data preprocessing. For the preprocessed data used in this study, the MDP distance for the split induced by the largest gap of the discarded first eigenvector is 6.970 while the MDP distance with the discarded second eigenvector is 6.551. According to the algorithm of MDP clustering, we choose the split which has the largest MDP distance. Thus, we must choose the split induced by the first eigenvector, while the number of errors of the second eigenvector is 15. 
Conclusion
In this study, we pointed out the important fact that it is not the closeness, but the "values" of distance that contain information of the cluster structure in highdimensional space. We proposed an efficient and simple clustering approach, called distance vector clustering, for HDLSS data based on that fact. Under the assumption of Hall et al. (2005), we showed that the proposed approach provides the true cluster label under milder conditions when the dimension tends to infinity with the sample size fixed. The effectiveness of the distance vector clustering approach was illustrated through numerical experiments and real data analysis. Under some regularity conditions, in HDLSS data, we can detect the cluster structure, which consists of differences not only between mean vectors but also variances. Moreover, we also showed that the distance vector clustering approach using the inner product matrix is less susceptible to the variances of hidden clusters than in the MDP clustering method. Only the distance or the inner product matrix and the usual clustering algorithm are needed for the distance vector clustering approach. Thus, the distance vector clustering approach is easily implementable and understandable. It can be considered from the present results that this approach is another possible choice for clustering HDLSS data. In future work, we intend to provide an efficient selection method for the determination of the number of clusters by this method.
