Many project tasks and manufacturing processes consist of interdependent timerelated activities that can be represented as networks. Deciding which of these subprocesses should receive extra resources to speed up the whole network (i. e., where activity crashing should be applied) usually involves the pursuit of multiple objectives amid a lack of a priori preference information. A common decision support approach lies in first determining efficient combinations of activity crashing measures and then pursuing an interactive exploration of this space. As it is impossible to exactly solve the underlying multiobjective combinatorial optimization problem within a reasonable computation time for real world problems, we have developed proper solution procedures based on three major (nature-inspired) metaheuristics. This paper describes these implementations, discusses their strengths, and provides results from computational experiments.
Introduction
Meeting customers' demand for short production, lead and service times while simultaneously using available resources as economically as possible is a critical challenge in competitive markets. A project manager thus regularly faces a decision problem that follows a general pattern: carrying out a project on time necessitates crashing certain activities by exploiting extra resources (e. g., using additional manpower, assigning highly-skilled personnel to specific jobs, improving machines or equipment, subcontracting certain tasks, etc. [31, 36] ), which, on the other hand, increases the costs of the project.
Traditionally, this time-cost problem is addressed by CPM-based approaches [25] that assume both unlimited resources and the existence of a continuous duration-cost function. However, given the discrete nature of most resources, activities can often be crashed only stepwise and/or to a limited extent or must even be left un-crashed. Such discrete versions of the activity crashing problem have been introduced by several authors in a deterministic [22, 26] , as well as in a stochastic context [11, 15, 20, 21] .
In practice, the problem is even more complicated because several conflicting objectives (e. g., overall project duration versus additional costs for applying activity crashing measures) usually drive the decision-making process. While the popular goal programming approaches require extensive a priori preference information that decision-makers often are not able or willing to provide [27] , the alternative interactive decision support procedures allow the decisionmakers to specify their preferences gradually and, thus, to participate in and to control the decision process [35] . Typically, such an interactive approach consists of a solution generation phase and a solution evaluation phase. While there are several appropriate approaches for the latter [34] , identifying the set of the efficient alternatives for the first phase is a problem that becomes very demanding for larger problem instances. Here, metaheuristic approaches come into play because they regularly provide a favorable compromise between the quality of the (approximation of the) solution space and the required computing time; for a state-of-the-art survey cf. Ehrgott and Gandibleux [17] .
We have developed proper implementations of three nature-inspired metaheuristics, namely Nondominated Sorting Genetic Algorithm II (NSGA-II), Pareto Simulated Annealing (PSA) and Pareto Ant Colony Optimization (PACO), for the activity crashing problem at hand. This paper will discuss their individual strengths and compare their performance in computational experiments based on problem instances whose network structures are taken from an on-line library and randomly generated crashing measures.
The remainder of the paper is organized as follows: Section 2 formalizes the problem of activity crashing under multiple objectives. Section 3 describes in detail the implementation of PACO, PSA and NSGA-II. The experimental design is outlined in Section 4, while results of the numerical experiments are given in Section 5. And finally, Section 6 summarizes our findings and provides an outlook to further research.
Problem description

Multicriteria analysis
As outlined in the introduction, we intend to provide the decision maker with a set of feasible solutions to a multiobjective optimization problem by eliminating those solutions that are not Pareto-efficient. A solution is called Paretoefficient if there is no other solution that dominates it, where the dominance relation for K objective functions f k (x) (k = 1, . . . , K) is defined as follows (without loss of generality, we refer to a formulation of the problem as a minimization problem): solution x (1) dominates solution x (2) , if
) for all k, and there is at least one k such that
).
For abbreviation, we will sometimes use the shorter term "efficient" instead of "Pareto-efficient". We define the Pareto frontier as the set of objective function value vectors (f 1 (x), . . . , f K (x)) corresponding to Pareto-efficient solutions x.
In many cases, one cannot expect to be able to determine the set of all Paretoefficient solutions exactly, at least not for problem instances of a realistic magnitude. Accordingly, one needs to establish approximations of a sufficiently high quality for this set.
Mathematical model
In this subsection, we provide a formal definition for the problem investigated in this paper. Let us represent the given activity structure as an activity-onnodes network, whose nodes are numbered by 1, . . . , n. (For activity-on-nodes and activity-on-arcs representations of project networks, cf. Tavares [32] .) Arcs are used to indicate precedence relationships between nodes (activities). The time required for activity i is denoted by d(i). For given values d(i), the shortest project time δ is defined as the length of a critical path.
We assume that a finite set M (i) of measures is assigned to each node i. A measure x i ∈ M (i) is any means that influences the duration of the activity connected with node i. Each measure x i is characterized by three values: application of measure x i (since we are interested in speed-ups, we assume It is always assumed that M (i) contains at least the null measure x (0) i (meaning "do nothing"), characterized by
Note that for some activities the null measure might be the only possible measure assigned, with the consequence that the corresponding activity cannot be crashed. Further, we assume that the measures x (s) i ∈ M (i) are sorted in descending order with respect to the durations
. Thus, the decision variables are the chosen measures x i ∈ M (i) assigned to each single node. In other words, a feasible solution is a combination of measures -or, formally speaking, an element
Based on the assumptions above, we derive three (non-decreasing) objective functions, assigning duration and costs to each feasible solution x = (x i ):
where δ(x) is the shortest project time after reduction of the durations
(iii) Objective 3:
With ϕ 1 , ϕ 2 and ϕ 3 chosen as identity functions, f 1 expresses the project duration, whereas f 2 and f 3 represent overall invested costs of the two types. The functions ϕ 1 , ϕ 2 and ϕ 3 allow for monotonous transformations of these performance parameters, if necessary. For example, in some cases it is not the project duration itself that matters, but rather the tardiness, i. e., the difference between project termination time and a pre-defined due date. Similarly, for one of the cost factors, whether or by which amount a certain budget limit is exceeded may be more relevant than the value of the cost factor itself.
For convenience, we shall use a slightly simplified notation in the description of the algorithms in the following Section 3: If, for some i, the measure set M (i) consists of the ν i + 1 elements
, . . . , x
i from M (i) can be identified by indicating the index s (0 ≤ s ≤ ν i ) of the measure within the measure set. As we have noted, the measures x 
In accordance with this simplified notation, we eventually write c 1 
In contrast to classical activity crashing problems on continuous decision spaces that are easily solved by applying LP approaches or methods of nonlinear optimization, the problem defined above is a hard combinatorial problem due to its discrete and nonconvex nature. Note that even its single-objective counterpart problem (e. g., when combining the three objective functions to a weighted average) is NP-complete, since it can be reduced to a knapsack problem. (The proof is similar to that given by Gutjahr [20] for a related problem.)
Finally, let us note that our problem formulation is closely related to the so-called discrete time-cost tradeoff problem as defined by De et al. [9] . The differences are the following: (i) Instead of only a single cost criterion, we consider two independent cost criteria. (ii) We allow that for the definition of the three objective functions, both the time criterion and the two cost criteria are subjected to monotonous transformations. (iii) In [9] , the solution paradigm consists in optimizing time on budget constraints or minimizing costs on time constraints, respectively; if this is done in a parametrical way, the time-cost curve is obtained. This approach is not applicable anymore for our case of three criteria, because when transiting from two to more than two criteria the "efficient frontier" is no longer a frontier but becomes a surface and it is not possible to parameterize a surface. Therefore, we provide a "true" multicriteria problem formulation (i. e., one with more than two objective functions in contrast to a bicriteria formulation) and aim to determine the set of Pareto-efficient solutions.
Solution procedures
Pareto Ant Colony Optimization
PACO is an extension of the Ant Colony Optimization (ACO) metaheuristic that has evolved from the Ant System paradigm [6] . The ACO approach imitates the real-world behavior shown by ants when they search for food. Ants exchange information about food sources via pheromone, a chemical substance that they deposit on the ground as they move along. Short paths from the nest to a food source obtain a larger amount of pheromone per time unit than longer paths. As a result, an ever increasing number of ants is attracted to such routes, which in turn reinforces these pheromone trails. Artificial ants not only imitate the learning behavior described above, they also apply additional, problem-specific heuristic information. ACO has been successfully applied to various hard combinatorial optimization problems [1, 3, 12, 16, 18] ; moreover, the convergence of specific ACO algorithms to optimal solutions has been shown [19] . By applying the ideas of ACO to the multiobjective case, PACO has proven to be a highly efficient heuristic technique in the field of multiobjective portfolio selection [13, 14, 30] .
We developed two variants of PACO for the activity crashing problem at hand. PACO-LSpan, a variant that works in a manner analogous to the procedure described in Doerner et al. [13] , uses a "lifespan" concept: the artificial unit called ant iteratively selects activities to increase crashing levels until a randomly determined lifespan has expired. The alternative variant PACO-Assign uses a different solution construction mechanism: Each ant visits each activity i exactly once and assigns a crashing level s i to it; this level is not changed afterwards. We provide a description of the PACO-Assign algorithm in the following section, while the alternative PACO-LSpan is discussed in Subsection 3.1.5. In our experiments, PACO-Assign turned out to be distinctly more efficient than PACO-LSpan with respect to the chosen evaluation criteria. The only exception existed for one specific criterion (metric Q R ; see Section 5.1 for a discussion on the evaluation metrics) where PACO-Assign already produced superior results compared to the other tested heuristics. Therefore, we will omit presenting the numerical results for PACO-LSpan for the sake of brevity. procedure PACO-Assign () { initialize solution set M by the empty set; create Γ ants; initialize pheromone matrices τ k (k = 1, 2, 3) with constant entries; repeat until termination criterion is satisfied { for ant = 1 to Γ { determine the weight p k for each objective k at random; for i = 1 to n select a crashing level s i using formula (5); check efficiency of solution
remove solutions dominated by x from M ; } } for each objective k from the solutions just found by the Γ ants, determine the R − 1 best solutions x rk for objective k (r = 1, . . . , R − 1); do pheromone update using formula (6); } }
In an initialization phase, a number of Γ ants are generated. In the so-called construction phase of the algorithm, each ant constructs a solution x by applying a random-proportional decision rule (see Subsection 3.1.3) while using randomly generated, individual objective weights p k as well as "attractiveness information" and "pheromone information" (see Subsections 3.1.1 and 3.1.2). Both types of information are stored in matrices τ
respectively. If the identified solution x is efficient with respect to the current elements of the set M , it is added to M , and elements of M dominated by x are removed. Finally, a pheromone update takes place; the specifics of the update are described in Subsection 3.1.4.
Attractiveness information
In Ant Colony Optimization, "attractiveness" (also called "visibility") denotes the result of a heuristic pre-evaluation of how good a certain construction step will presumably be.
For objective k, the attractiveness information is stored in a matrix η k . The rows of this matrix correspond to the activities i that can be crashed, and the columns correspond to the different crashing levels s = 0, . . . , ν i for each activity i. (As a consequence, different rows may be filled up to different lengths.) The value η k is represents the attractiveness information for crashing activity i to the level s with respect to objective k.
For the cost-related objectives 2 and 3, the attractiveness values are represented by the reciprocals of the costs of type 1 or 2, respectively, incurred by crashing activity i to the level s:
We do not use relevant attractiveness information for objective 1, i. e., we set
Pheromone information
"Pheromone" is the term used in Ant Colony Optimization for information that has been obtained from experience with solutions that have already been evaluated: The pheromone values assigned to construction steps that have turned out as favorable are increased, while those assigned to unsuccessful construction steps are decreased. In PACO, specific pheromone values are defined for each of the objectives.
For objective k, the pheromone information is stored in a matrix τ k . The rows of this matrix correspond to the activities i that may be crashed, and the columns correspond to the different crashing levels s = 0, . . . , ν i of each activity i. (As in the case of the attractiveness matrix, different rows may be filled up to different lengths.) The value τ k is represents the current pheromone information for crashing activity i to the level s with respect to objective k.
Decision rule
Given the attractiveness information and the pheromone information, PACOAssign chooses a crashing level s for the current activity i according to the following random-proportional rule: Value s is selected with probability
This probability distribution is parameterized by the exponents α and β, which determine the relative influence of pheromone and attractiveness, respectively.
Pheromone update
The Γ solutions produced by the ants are evaluated according to each criterion k to obtain the R − 1 best solutions for each criterion. After that, pheromone values are updated using the following rule: First, each pheromone value is reduced through multiplication with a factor ρ (0 < ρ < 1), the so-called persistence factor ; then, for each k, pheromone entries in matrix τ k that belong to one of the best R − 1 solutions according to criterion k are reinforced by increments depending on the rank of the solution (highest increment for the best solution, etc.). Technically, the update rule is as follows: Consider a fixed criterion k and the corresponding pheromone matrix τ k ; let x rk denote the solution ranked as the r-th best with respect to objective k; then, for each i and each s,
This update is performed for each k.
Tests have shown that setting R = 3 leads to good results. However, the performance is not very sensitive with respect to this parameter.
PACO-LSpan
In this variant, for each ant, a lifespan L is drawn from a uniform distribution with a minimum value of 0 and a maximum value of L max , where
Each ant starts with initial solution (0, . . . , 0), i. e., a solution containing only null measures. Instead of going through the activities in the pre-defined order (as in PACO-Assign) and deciding for each activity at which level it should be crashed (including level 0 as an option), the variant PACOLSpan allows each ant to decide at each construction step to which activity i it will move for the next crashing action. The crashing action consists in an increment of the current value for variable s i by one unit. The process is repeated until the number of construction steps has reached the predefined lifespan L of the ant.
Pareto Simulated Annealing
In order to compare the implemented PACO results with those of a multiobjective simulated annealing variant, we apply a technique introduced by Czyzak and Jaszkiewicz [8] , called "Pareto Simulated Annealing" (PSA). An extension of the multiobjective simulated annealing algorithms proposed by Serafini [29] , and by Ulungu et al. [33] , PSA uses a population-based simulated annealing approach that keeps a sample S of solutions, the so-called generating sample, in each iteration. The aim is (a) to move S towards the set of Pareto-efficient solutions, while (b) favoring dispersion among the elements of S. The last goal is achieved as follows: For a given x ∈ S, the weights of the objectives are changed in such a way that x is given a tendency of moving away from its closest neighbor x in S. This is done by increasing the weights of objectives on which x is better than x and decreasing the weights of the other objectives.
S
generating sample set of current feasible solutions, Part of each simulated annealing algorithm involves a procedure for the transition to a random neighbor solution. We compute a neighbor as follows: For a given solution x = (s 1 , . . . , s n ), we draw a number κ of crashing level modifications uniformly from {1, . . . , N m }. Now, in a loop with κ iterations, a random position i is selected, and the crashing level s i is either increased by one (if possible), or decreased by one (if possible). The decision on "increase" or "decrease" is made with probability 0.5 for each alternative. Note that by pursuing this approach we do not restrict ourselves to single local changes (case κ = 1), but allow changes in several components.
A pseudo-code formulation of our implementation of PSA is given below. As in the previous subsections, K and n are the number of objective functions and the number of activities, respectively, f k is the k-th objective function, and x = (s 1 , . . . , s n ) is a feasible solution.
procedure PSA () { initialize S with the empty set; repeat until S contains σ solutions { generate a random vector x = (s 1 , . . . , s n ) of length n by selecting s i randomly from {0, . . . , ν i } (i = 1, . . . , n); add x to sample set S; } initialize M with the empty set; for j = 1 to σ if (j-th solution x in S is efficient w. r. t. M ) add x to solution set M and remove dominated solutions; initialize temperature parameter T ; repeat until termination criterion is satisfied
choose a random neighbor solution y to x; if (y is efficient w. r. t. M ), add y to solution set M and remove dominated solutions from M ; x = element in S non-dominated by x that has minimum number of different components to x; if (first run or no x found) { for k = 1 to 3 draw random weight w jk ; normalize weights w jk to k w jk = 1; } else { for k = 1 to 3 { if (x better than x according to criterion k) w jk = aw jk ; else w jk = w jk /a; } normalize weights w jk to k w jk = 1; } accept y (i. e., replace x as the j-th solution in S by y) with probability min (1, exp
Nondominated Sorting Genetic Algorithm II
There are several variants of multiobjective genetic algorithm techniques; for a comprehensive survey, we refer the reader to Coello [4] . For our problem context, we implemented the Nondominated Sorting Genetic Algorithm II (NSGA-II) by Deb [10] .
The basic idea of NSGA-II is to create a sequence of generations of solutions, to sort the current generation into nondomination levels, to perform a finer evaluation of solutions from the same nondomination level by using a crowding distance measure, and to combine subsequent parent-offspring sets to candidate sets for the selection of the next generation. We use the following notation to describe the algorithm:
S P sample set of solutions -parent population, S Q sample set of solutions -offspring population, σ number of elements in S P and in S Q (fixed integer), M solution set (i. e., set of all proposed efficient solutions), µ mutation probability (fixed parameter between 0 and 1).
NSGA-II uses an auxiliary procedure fast-nondominated-sort(S P ) that partitions a given set S P of solutions into sets F 1 , F 2 etc., where F l denotes the l-th nondomination level of S P . (The first nondomination level consists of the nondominated elements in S P , the second nondomination level consists of the nondominated elements after removing the elements of F 1 from S P , etc.). For the details of fast-nondominated-sort(), we refer the reader to Deb [10] .
Furthermore, we apply an auxiliary procedure called crowding-distance-assignment(S P ), which assigns to each element x ∈ S P a measure indicating how close other solutions of S P lie to x in objective space. In our implementation, we used the Euclidean distance to the nearest neighbor point in objective space to quantify this measure.
An order relation ≺ is defined based on the nondomination level numbers rank(x) and the crowding distance measures distance(x): For two solutions, x ≺ y if rank(x) < rank(y), or if rank(x) = rank(y) and distance(x) > distance(y).
As in ordinary genetic algorithms, for each parent population S P , an offspring population S Q is computed by the operators selection, mutation and crossover. The crowded-comparison operator ≺ is used for fitness evaluation in the selection step. For the mutation step, we use the same procedure as applied in PSA for the transition to a neighbor: If a solution x is to be mutated, it is replaced by a random neighbor solution as described in Section 3.2. Crossover is done in a straightforward manner, namely as two-point crossover of strings x and y.
procedure NSGA-II () { initialize both S P and S Q with the empty set; repeat until termination criterion is satisfied { combine parent and offspring generation:
apply fast-nondominated-sort to S R to obtain nondominated levels F 1 , F 2 , . . .;
initialize S P with the empty set;
l := 1;
add the first σ − |S P | elements of F l to S P ; make a new population S Q from S P ; set S P := S P and S Q := S Q ;
for j = 1 to σ if (j-th solution x in S Q is efficient w. r. t. M ) add x to solution set M and remove dominated solutions;
} } 4 Experimental design
Network structure of problem instances
As a means of ensuring a fair comparison in terms of solution quality and performance, we generated random problem instances based on various complex network-structures taken from literature. Figure 1 illustrates such a complex network with 43 activities and 60 arcs taken from [25] . We refer to this network as to "Moder1" in the result description. Figure 2 depicts a network-structure with 73 nodes and 113 arcs taken from [25] as well. This network will be referred to as "Moder2" in the result description. Both networks have been enriched by crashing measures that may be characterized by values of (monetary) cost and time. In addition, computational experiments have been run for two groups of even larger instances taken from the on-line library provided by Kolisch and Sprecher [24] . Each of these two groups comprise five networks containing 90 activities ("Kolisch1" to "Kolisch5" in the result description) and 120 activities ("Kolisch11" to "Kolisch15" in the result description), respectively.
Cost and time structure of problem instances
We randomly generated cost and time values for the crashing activities for the above-mentioned network structures:
A. Time structure. The duration d(i) of an activity i follows a uniform distribution on the interval [1, 10] . We define that crashing reduces the activity duration and c 2 (i, x i ) representing the two different cost types. In our problem instance generation procedure, both cost terms depend on the achieved reduction s of the activity duration and are computed as
i ) = 0, where each random variable ξ ijk is drawn independently from an uniform distribution on the interval [0.5, 1.5]. Thus, ξ ijk represents marginal costs of type k required for further reducing the duration of activity i (i = 1, . . . , n) given that it has already been crashed by j − 1 measures (j = 1, . . . , ν i ).
Parameters for the three approaches
In this subsection we describe the parameter values chosen for the test runs of Pareto Ant Colony Optimization, Pareto Simulated Annealing and the Nondominated Sorting Genetic Algorithm II at our test instances (for an overview see Table 2 ).
The parameter settings of the PACO chosen for the computational experiments (α = 1, β = 1, ρ = 0.9, Γ = 20) were taken from other applications in which they have proven to be advantageous [3] , and were pre-tested for the problem under consideration. The entries in the pheromone matrix were initialized with the value 1.
For PSA, some parameter settings described by Czyzak and Jaszkiewicz [8] were directly applied to our problem instances (e. g., weight modification and annealing factor), whereas others had to be adapted to the size of our problem instances: We chose a size σ of 200 for the sample set. The weight modification factor a was set to 1.05, and L was set to 2, such that 400 trials on neighbor solutions were made on each temperature level. Finally, the temperature is reduced by a factor b = 0.95. The maximum number of level modifications N m was set to the value 16.
Also the standard parameter values for NSGA-II, as described in the literature, had to be adjusted to the size of our problem instances. A population size σ of 200 feasible portfolios was used for the entire set of instances. Furthermore, we applied a mutation rate µ of 0.1, as tests have shown that this rate is adequate. 
Computational results
We performed all runs on a personal computer with a Pentium IV-2.4 GHz microprocessor, 256 MB RAM, and the operating system Windows 2000; all procedures were implemented in C++ and compiled using the Borland compiler v. 6. All of the algorithms were given the same runtime of 60 CPU seconds. Five runs with different random numbers were performed for each algorithm and each test instance.
Evaluation metrics
Numerous metrics have been proposed for evaluating multiobjective metaheuristics [5, 23, 38] . While many pairs of such metrics produce correlated results, there are also metrics that are capable of measuring the achievement of conflicting goals. Therefore, the evaluation of multiobjective metaheuristics can itself be regarded as a multiobjective decision analysis problem.
Evaluation metrics of multiobjective metaheuristics that follow the Pareto approach can be categorized according to some of the principal aims they pursue. There seem to be at least three such aims that are complementary to each other: (1) a good approximation of the set of Pareto-efficient solutions (i. e., of the Pareto frontier), (2) a fairly equal distribution of the proposed solutions (either in solution space or in objective space), and (3) coverage of a broad range of the region of the Pareto frontier. For the results of our experimental tests, we have chosen one specific metric from each of these three groups, and added a fourth metric that allows a pairwise comparison of metaheuristics also in cases where the Pareto frontier is unknown.
All applied metrics have been computed based on normalized instead of absolute objective function values. Normalization is performed by multiplying each objective function value f k (x) by a range equalization factor
where range(k) measures the range of the objective function values for f k (x) as the difference of an upper and a lower bound of these values [23] . In our case, we have set
where the sum is over the activities i of a critical path for the considered test instance. This is the difference of f 1 (x) between the worst case and an "utopia point", where δ has been crashed to zero. Similarly, we have set
which represents the difference between the maximum possible cost and cost zero for each of the two cost types.
We denote the normalized objective function value by usingf k (x). The set of normalized solution points,
, where M is the set of solutions proposed by a given metaheuristic, is denoted by symbols A or B.
Metric 1: For measuring the degree by which the set A of proposed points (more precisely: normalized solution value vectors) approximates the Pareto frontier, we have chosen the metric Q 4 (A) in the notation of Jaszkiewicz [23] ; this metric was originally introduced by Czyzak and Jaszkiewicz [7] . For determining Q 4 (A), one must rely on a reference set RS that is identical to or at least a good approximation of the Pareto frontier P F . We computed RS for a given test instance as the set obtained from the union of points proposed by any of the metaheuristics in any of the random runs by removing dominated points. Q 4 (A) is given by
where D(., .) is a distance measure in objective space, for which we took the Euclidean distance.
Metric 2: For measuring how uniformly the points in A are distributed in objective space, we have chosen the Spacing metric Q 5 (A) by Schott [28] :
where
andD is the mean of all values D(z).
Metric 3: For measuring how well the whole possible range of the Pareto frontier is covered by the points in A, we have applied the following simple measure:
Metric 4: For a mutual comparison of the sets A and B produced by two metaheuristics, we applied a metric introduced by Zitzler and Thiele [37] ; following Jaszkiewicz [23] , we abbreviate it by Q 6 (A, B).
. Q 6 (A, B) = 1 indicates that every point in B is dominated by or equal to some point in A, whereas Q 6 (A, B) = 0 indicates that no point in B is dominated or equal to some point in A.
From a project manager's point of view the decision on which of the above metrics to focus on primarily depends on his/her current requirements. If the manager needs to ensure that proposed efficient solutions in general are identical or close to one of the solutions out of a reliable reference set, metric Q 4 has to be favored. If the uniform distribution in objective space is of importance (e. g., for ensuring availability of proper, but not necessarily true efficient, decision alternatives for each potential combination of (implicit) objective weights), a project manager may opt to primarily rely on metric Q 5 . Otherwise, if all what matters is the determination of the correct broad ranges of the given objective functions, metric Q R may be the best choice. Metric Q 6 , finally, is probably more of interest for academics evaluating the performances of different metaheuristic procedures. However, note that prioritizing these metrics itself may constitute a multiobjective decision problem as stated above. Table 3 shows the results obtained for the metric Q 4 , which measures how well the Pareto frontier is approximated. Each entry is an average of Q 4 (A) over the five test runs for each heuristic and each test instance; smaller values of Q 4 correspond to better results. One can observe that PSA produced the best results and NSGA-II produced the poorest ones for the smaller "Moder" test instances. This effect changed for the larger "Kolisch" test instances: Here PACO usually produced the best results, the results of NSGA-II were only marginally worse (and, in three cases, even slightly better), and PSA performed the worst. The fact that the PSA outcomes drop from first to last place when passing from the smaller to the larger test instances indicates that PSA would possibly have required a larger runtime on the larger instances. Table 4 shows the results obtained for the Spacing-metric Q 5 . Again, the entries represent the averages for the five test runs; smaller values of Q 5 correspond to better results. NSGA-II produces the best results in all cases except one (in which PSA performs best), while PACO turns out to be distinctly inferior to the two other approaches. This can easily be explained by the fact that both PSA and NSGA-II use specific mechanisms to distribute the solutions equally over the Pareto frontier approximation, whereas PACO does not apply such a mechanism. Table 5 shows the results obtained for the metric Q R measuring the width of the range covered by the proposed solutions; once again, the entries represent averages for the five test runs. In this case, larger values of Q R correspond to better results. For the smaller "Moder" instances, PSA produced the best results, followed by PACO. However, for the larger "Kolisch" instances, PACO proved to be best, followed by PSA. This ranking is consistent over the 10 test For an explanation of why PSA outperforms PACO in the smaller instances, whereas this effect is reversed for the larger instances, we might consider Table  6 presenting the average number of solutions proposed as efficient by each heuristic. It makes clear that PSA proposes a larger number of solutions than PACO in the smaller instances, but fewer solutions than PACO in the larger instances. Table 7 shows pairwise comparisons of the three heuristics measured by Q 6 . In this evaluation, the union of the five solution sets produced by the five runs, minus dominated elements, has been "sent into the competition" for each test instance and each heuristic. We can see that in these comparisons, NSGA-II performs best (outperforming PACO in all but one case), followed by PACO. Although PACO usually achieves a better approximation to the Pareto-frontier than NSGA-II, the solutions delivered by NSGA-II are able to cover (i. e., to dominate or to equalize) a larger percentage of those delivered by PACO than vice versa. This seeming contradiction is also explained by the observation that PACO usually produces the largest number of solutions, which facilitates an approximation of the points on the Pareto frontier, but only gives a comparably small advantage in dominating solutions produced by other approaches. To investigate the influence of computation time on the relative performance of the three approaches in relation to each other, we repeated the Q 6 evaluations at the instance "Kolisch1" for larger runtimes of 2, 5 and 10 minutes per run.
Analysis
The results are shown in Table 8 . Note that the following parameter values have been adapted to the runtime: If the runtime was multiplied by a given factor, in the case of PACO, the value 1 − ρ was divided by this factor, and in the case of PSA, the number L of iterations at a specific temperature level was multiplied by this factor. NSGA-II uses no parameter that require a direct adaptation to the runtime; increasing the number of generations is sufficient.
One can see that the advantage of PACO over PSA decreases with increasing computation time, confirming the conjecture above that PSA requires more runtime to unfold its capability. On the other hand, the advantage of NSGA-II over PACO and PSA becomes overwhelming for longer computation times, at least in the measure of metric Q 6 . It should be emphasized that also computation time must be considered as a quality criterion for a heuristic, especially if the heuristic is intended for incorporation into an interactive decision support system in which repeated optimization runs with changed, refined or extended parameter assignments should be made feasible.
Conclusions
Project managers in real-world applications are regularly confronted with conflicting requirements: Early due dates necessitate speeding up certain activities by crashing measures (using additional manpower, assigning highly-skilled personnel to specific jobs, improving machines or equipment, subcontracting of certain tasks, etc.), which, on the other hand, increase the costs of the project. Selecting the "right" processes and applying the "right" crashing measures under time and cost considerations is a key issue. One alternative for solving problems with multiple objectives involves an interactive approach that consists of an initial solution generation phase and a succeeding solution evaluation phase. In this article, three nature-inspired metaheuristics (namely, Nondominated Sorting Genetic Algorithm II, Pareto Simulated Annealing, and Pareto Ant Colony Optimization) were investigated as potential tools for identifying the set of efficient alternatives in the first phase.
We designed and implemented variants of the three approaches for the solution of the considered activity crashing problem. To compare the solution quality, we applied the three metaheuristics to 12 heterogeneous random problem instances; their network structure was taken from literature, while crashing alternatives and associated costs were generated randomly. For the evaluation, four different metrics were used, three of which are commonly applied evaluation metrics taken from the multiobjective optimization literature.
In short, we establish the following: Under the condition of a given (rather scarce) computation time, Pareto Ant Colony Optimization proved to be slightly superior to the other approaches in a metric measuring approximation of the Pareto frontier and in a metric measuring width of the covered range in objective space. Conversely, the Nondominated Sorting Genetic Algorithm II and Pareto Simulated Annealing were better in a metric measuring equal distribution of the proposed solutions. Moreover, the Nondominated Sorting Genetic Algorithm II outperformed the two other approaches in a "pairwise comparison" metric measuring mutual dominance of proposed solutions; this superiority became even more distinct with increasing runtimes.
Future research will focus on real world requirements by, for instance, considering stochastic influences on activity durations, applying the approaches to large networks and accounting for constrained resources. A further enhancement would provide an additional option for speeding up a project by making it possible to change the activity sequence through a change in a network's topology. On the level of multiobjective heuristic optimization, the experimental comparison should be extended to other metaheuristic techniques (e. g., memetic algorithms or particle swarm optimization) and/or a module for automatic parameter tuning (e. g., based on F-Race [2]) may be added.
Appendix: Parameter Tests
Our results are based on specific parameter settings for the three tested algorithms. It cannot be expected that these settings are optimal for each test instance: Even if the parameter combinations would be "optimized" in some sense for each of the tested algorithms on a specific instance (note that due to the existence of more than one evaluation metric, parameter tuning is not a single-objective optimization task, but a multicriteria decision problem!), it would still remain questionable whether the chosen parameter combination is still suitable for the other test instances or for new instances as they will occur in practical applications. Nevertheless, for our results to be conclusive, it is important to verify at least two properties: First, we have to convince ourselves that the performance of the three heuristic algorithms is at least relatively robust with respect to parameter changes. Secondly, we must have evidence that in our tests, the chosen parameter values did not systematically favor one of the algorithms over the other two.
To check this, we tested different alternative parameter sets for the three algorithmic approaches, and we compared the results with the standard parameter sets reported in Section 5.2. To each algorithm, we also tested three modified variants of it: We modified the evaporation rate for the PACO algorithm (variant (1), (2), (3)), we modified the cooling process in the PSA algorithms (variant (4), (5), (6)), and we modified the mutation rate in the NSGA-II (variant (7), (8), (9)). Table 9 contains the modified settings. Each modified algorithm was tested against the standard variants of the two other algorithms. Then, we compared the variants on the basis of our used metrics.
The results are shown in Tables 10-13 . The numbers in the tables indicate for how many test instances (from our set of 12 instances) the algorithm named in the corresponding line, eventually modified as indicated in the corresponding column, is the winner of the three algorithms in solution quality; the numbers in dots report for how many test instances the algorithm is the second best. It can be observed that the results obtained by our standard parameter settings remain rather robust after performing the changes. Sometimes the solution quality is improved by a parameter modification, sometimes it gets worse, but it never happens that the overall ranking of the algorithms is changed. To some extent, the observed (small) changes seem to be due to random effects rather than due to significant differences in performance: e.g., the solution quality became slightly better when we decreased the mutation rate in the NSGA-II as well as when we increased the mutation rate.
Moreover, Tables 10-13 show that all the three algorithms can profit in a comparable order of magnitude from a fine-tuning of the parameters, such that our tests with the standard parameter settings did not systematically prejudice one of the algorithms. This indicates that the main experimental results of this paper are stable with respect to parameter modifications. Table 9 Parameter settings for numerical experiments.
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