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Abstract
Motivated by the Central Limit Theorem, in this paper, we study both universal and non-universal
simulations of random variables with an arbitrary target distribution QY by general mappings, not
limited to linear ones (as in the Central Limit Theorem). We derive the fastest convergence rate of
the approximation errors for such problems. Interestingly, we show that for discontinuous or absolutely
continuous PX , the approximation error for the universal simulation is almost as small as that for the
non-universal one; and moreover, for both universal and non-universal simulations, the approximation
errors by general mappings are strictly smaller than those by linear mappings. Furthermore, we also
generalize these results to simulation from Markov processes, and simulation of random elements (or
general random variables).
Index terms: Universal simulation, random number generation, absolutely continuous distribution,
total variation distance, Kolmogorov-Smirnov distance, squeezing periodic functions
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1 Introduction
The Central Limit Theorem (CLT) states that for a sequence of i.i.d. real-valued random variables Xn ∼ PnX ,
the normalized sum 1
Var(X)
√
n
∑n
i=1 (Xi − E [X]) converges in distribution to a standard Gaussian random
variable as n goes to infinity. This implies that an n-dimensional i.i.d. random vector Xn can be used
to simulate a standard Gaussian random variable Y by the normalized sum so that the approximation
error asymptotically vanishes under the Kolmogorov–Smirnov distance. Moreover, from the Berry-Esseen
theorem [1, Sec. XVI.5], the approximation error vanishes in a rate of 1√
n
. Note that here, the distribution
PX of X is arbitrary, and given the mean and variance, the linear function is independent of PX . Hence such
a linear function can be considered as a universal linear function. The corresponding simulation problem
can be considered as being universal. In this paper, we consider general universal simulation problems,
in which general1 simulation functions, not limited to linear ones, are allowed. We are interested in the
following question: What is the optimal convergence rate for such universal simulation problems? To know
how important the knowledge of the distribution PX is in a simulation, we are also interested in the optimal
convergence rate for non-universal simulation problems (in which PX is known). Is the optimal convergence
rate for universal simulation as fast as, or strictly slower than, that for non-universal simulation?
The CLT is about universal simulation of a continuous random variable (more specifically, a Gaussian
random variable). In addition to simulation of continuous random variables, there are a large number of
works that consider universal simulation of a sequence of discrete (or atomic) random variables from another
1We say a mapping is general if it is either linear or non-linear.
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sequence of discrete random variables. In 1951, von Neumann [2] described a procedure for exactly generating
a sequence of independent and identically distributed (i.i.d.) unbiased random coins from a sequence of i.i.d.
biased random coins with an unknown distribution. To obtain unbiased outputs, two pairs of bits (0, 1) and
(1, 0) (which have the same empirical distribution) are mapped to 0 and 1, respectively, and (0, 0) and (1, 1)
are discarded. Elias [3] and Blum [4] considered a more general situation in which the process of the repeated
coin tosses is subject to an unknown Markov process, instead of a traditional i.i.d. process, and then studied
the efficiency of such a procedure measured according to the expected number of output coins per input coin.
Knuth and Yao [5], Roche [6], Abrahams [7], and Han and Hoshi [8] considered another general simulation
problem in which an arbitrary target distribution is generated by using a unbiased or biased M -coin (i.e.,
an M -sided coin) but with a known distribution. They showed that the minimum expected number of coin
tosses required to generate the target distribution can be expressed in terms of the ratio of the entropy of the
target distribution to that of the seed distribution. In all of the works above [2–8], simulators are defined as
functions that map a variable-length input sequence to a fixed-length output sequence. Hence, to produce
an output symbol, arbitrarily long delay or waiting time may be required.
To reduce delay, a direction of generalizing the random number generation problem is to require that
an output must be generated for every k bits input from a unbiased or biased coin, for any fixed k, but
at the same time, relax the requirement of exact generation to that of approximate generation. That is,
we may require only that the target distribution should be generated approximately within a nonzero but
arbitrarily small tolerance in terms of some suitable distance measures such as the total variation distance
or divergences. Such a problem in the asymptotic context with known seed and target distributions has
been formulated and studied by Han and Verdú [9]; its inverse problem has been investigated by Vembu
and Verdú [10]; and a general version of these problems —– generating an i.i.d. sequence from another i.i.d.
sequence with arbitrary known seed and target distributions —– has been studied in [11–13].
All of the works above only considered simulating a sequence of discrete random variables from another
sequence of discrete random variables. In contrast, in this paper we consider approximately generating an
arbitrary random variable (or a random element) from a sequence of random variables (or another random
element) with arbitrary but unknown seed distribution.
Besides the CLT, this work is also motivated by the following questions. 1) Given a distribution QY
(defined on (R,BR)), is there a measurable function f : R → R such that Pf(X) = QY for all absolutely
continuous distribution PX? Here Pf(X) is the distribution of the image f(X) induced by PX and the
function f . 2) Given QY , is there a sequence of measurable functions fk : R → R such that Pfk(X) → QY
as k → ∞ (under the total variation distance or other distance measures) for all absolutely continuous
distribution PX? By some simple derivations, it is easy to show that the answer to the first question is
negative. So it is intuitive to conjecture the answer to the second one is also negative, since the second
question reduces to the first question if the limit of the sequence {fk} is set to the function f . However, the
results in this paper show that this conjecture is not right, since the limit of the optimal sequence {fk} does
not exist and hence these two questions are not equivalent. Interestingly, we show that the answer to the
second question is positive.
1.1 Problem Formulation
Before formulating our problem, we first introduce two statistical distances. For an arbitrary measurable
space (Ω,BΩ), we use P(Ω,BΩ) to denote the set of all the probability measures (a.k.a. distributions) defined
on (Ω,BΩ). Given an arbitrary measurable space (Ω,BΩ), the total variation (TV) distance between two
probability measures P,Q ∈ P(Ω,BΩ) is defined as
|P −Q|TV = sup
A∈BΩ
|P (A)−Q(A)| .
The Kolmogorov–Smirnov (KS) distance between two probability measures P,Q ∈ P(R,BR) is defined as
|P −Q|KS = sup
x∈R
|F (x)−G(x)| ,
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(a) The universal (PXn , QY )-simulation problem
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Figure 1: Universal and non-universal simulation problems.
where F and G respectively denote the CDFs (cumulative distribution functions) of P and Q. For P,Q ∈
P(R,BR), we have
0 ≤ |P −Q|KS ≤ |P −Q|TV ,
since |P −Q|KS = supA∈I |P (A)−Q(A)| with I := {(−∞, y] : y ∈ R} ⊆ BR. Furthermore, both |P −Q|KS
and |P −Q|TV are metrics, and hence |P −Q|KS = 0 ⇐⇒ P = Q and |P −Q|TV = 0 ⇐⇒ P = Q.
Based on these two distances, we next formulate our problem. In this paper, we consider the following
problem: When we use an n-dimensional real-valued random vector Xn with distribution PXn to generate a
real-valued random variable Y by a function y = f(xn) so that its distribution is approximately QY , what is
the fastest convergence speed of the approximation error over all functions f as n tends to infinity? Here the
approximation error is measured by the TV distance or the KS distance. We term the Borel space (Rn,BRn)
of Xn as the seed space, and the Borel space (R,BR) of QY as the target space.
Definition 1.1. Given the seed Borel space (Rn,BRn) and the target Borel space (R,BR), a simulator is a
measurable function f : Rn → R.
Given a random vector Xn ∼ PXn and a target distribution QY , we want to find an optimal simulator
Y = f(Xn) that minimizes the TV distance or the KS distance between the output distribution PY :=
PXn ◦ f−1 (the distribution of the output random variable Y ) and the target distribution QY . For such a
simulation problem, we consider two different scenarios where PXn is respectively known and unknown a
priori.
As illustrated in Fig. 1 (a), if the seed distribution PXn is unknown, but the class PXn ⊆ P(Rn,BRn) that
PXn belongs to is known, we term such simulation problems as (universal) (PXn , QY )-simulation problems.
Hence, the simulator f : Rn → R in the universal simulation problem may depend on everything including
QX and PXn , but except for PXn . That is, it is independent of PXn given PXn . Next we give a mathematical
formulation for the universal simulation problem, which avoids ambiguous languages, like “PXn is unknown”.
Definition 1.2. A function g : PXn → R is called TV-achievable (resp. KS-achievable) for the universal
(PXn , QY )-simulation, if there exists a sequence of simulators {fn,k}∞k=1 such that
lim sup
k→∞
∣∣PYn,k −QY ∣∣θ ≤ g(PXn)
for all PXn ∈ PXn , where PYn,k := PXn ◦ f−1n,k and θ = TV (resp. θ = KS).
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Definition 1.3. The set of TV-achievable (resp. KS-achievable) functions for the universal (PXn , QY )-
simulation is defined as
Eθ(PXn , QY ) := {g : PXn → R : g is θ-achievable}
where θ = TV (resp. θ = KS).
According to Lebesgue’s decomposition theorem [14], the distributions of real-valued random variables
can be partitioned into three classes2: discontinuous distributions (including discrete distributions and mix-
tures of discrete and continuous distributions), absolutely continuous distributions, and continuous but not
absolutely continuous distributions (including singular continuous distributions and mixtures of singular
continuous and absolutely continuous distributions). The sets of these distributions are respectively denoted
as Pdc,Pac, and Pc\Pac, where Pc = P(R,BR)\Pdc denotes the set of continuous distributions on (R,BR).
For the i.i.d. case, we define P(n)X := {PnX : PX ∈ PX}. In this paper, we want to characterize Eθ(P(n)X , QY )
with PX respectively set to Pdc,Pac, or Pc\Pac. Note that Eθ(P(n)X , QY ) is an upper set. For brevity, for
such sets and a function g : PX → R, we denote Eθ(P(n)X , QY )  g if there exists a g′ ∈ Eθ(P(n)X , QY )
such that g′(PX) ≤ g(PX),∀PX ∈ PX ; and Eθ(P(n)X , QY )  g if g′(PX) ≥ g(PX),∀PX ∈ PX for all
g′ ∈ Eθ(P(n)X , QY ). In addition, Eθ(P(n)X , QY )  g if and only if Eθ(P(n)X , QY )  g and Eθ(P(n)X , QY )  g.
In general, there does not necessarily exist g such that Eθ(P(n)X , QY )  g. However, if it exists, then
g(PX) = infg′∈Eθ(P(n)X ,QY )
g′(PX) for PX ∈ PX .
Similarly, we write Eθ(P(n)X , QY ) ˙ gn if there exists a g′n ∈ Eθ(P(n)X , QY ) such that3 g′n(PX) ≤˙ gn(PX),∀PX ∈
PX ; and Eθ(P(n)X , QY ) ˙ g if g′n(PX) ≥˙ gn(PX),∀PX ∈ PX for all g′n ∈ Eθ(P(n)X , QY ). In addition,
Eθ(P(n)X , QY ) ˙ gn if and only if Eθ(P(n)X , QY ) ˙ g and Eθ(P(n)X , QY ) ˙ g. Furthermore, Eθ(P(n)X , QY ) 
e−Ω(gn) (resp. Eθ(P(n)X , QY )  e−ω(gn)) if there exists a g′n ∈ Eθ(P(n)X , QY ) such that4 g′n(PX) = e−Ω(gn(PX))
(resp. g′n(PX) = e−ω(gn(PX))) for all PX ∈ PX .
Conversely, as illustrated in Fig. 1 (b), if PXn is known, we term such problems as (non-universal)
(PXn , QY )-simulation problems. The simulator f : Rn → R in the non-universal simulation problem may
depend on all of PXn , QX , etc.
Definition 1.4. The optimal TV-achievable (resp. KS-achievable) approximation error for the non-universal
(PXn , QY )-simulation is defined as
Eθ(PXn , QY ) := inf
fn:Rn→R
|PYn −QY |θ ,
where PYn := PXn ◦ f−1n and θ = TV (resp. θ = KS).
The non-universal (PXn , QY )-simulation problem can be seen as a special universal (PXn , QY )-simulation
problem with PXn set to {PXn}. Hence Eθ({PXn} , QY )  Eθ(PXn , QY ). On the other hand, by definitions,
the set Eθ(PXn , QY ) for the universal (PXn , QY )-simulation with θ ∈ {KS,TV} must satisfy Eθ(PXn , QY ) 
Eθ(PXn , QY ). That is, the approximation errors for non-universal simulation problems are not larger than
those for universal simulation problems.
In general, simulating a continuous random variable is more difficult than simulating a discontinuous
one, as stated in the following lemma. Hence in this paper, sometimes we only provide upper bounds on the
approximation errors for simulating continuous random variables. It should be understood that those upper
bounds are also upper bounds for simulating any other random variables (e.g., discrete random variables).
Furthermore, to make our results easier to follow, we summarize them in Table 1.
2We say a distribution (or a probability measure) P is discrete (or atomic) if it is purely atomic; continuous if it does not
have any atoms; discontinuous if it has at least one atom; absolutely continuous if it is absolutely continuous with respect
to Lebesgue measure, i.e., having a probability density function; and singular continuous if it is continuous, and meanwhile,
singular with respect to Lebesgue measure.
3Throughout this paper, for two positive sequences f(n), g(n), we write f(n) ≤˙ g(n) or g(n) ≥˙ f(n) if
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Simulating a Random Variable from a Stationary Memoryless Process
(PX ,QY ) Non-universal Simulation
(continuous, arbitrary) Eθ(PX , QY ) = 0 for θ ∈ {KS,TV} (Prop. 2.1)
(discontinuous, arbitrary) EKS(PnX , QY ) ≤ 12 (maxx PX(x))n (Cor. 2.1 & Lem. 1.1)
Special Case 1: (discontinuous, continuous) EKS(PnX , QY ) =
1
2 (maxx PX(x))
n (Cor. 2.1)
Special Case 2: (discrete with finite
alphabet, discrete with finite alphabet)
EKS(P
n
X , QY ) ≤˙ (minx PX(x))n (Prop. 2.3)
(PX ,QY ) Universal Simulation
(absolutely continuous, arbitrary) Eθ(PX , QY )  0 for θ ∈ {KS,TV,Renyi} (Thm. 3.1 & 3.2 )
(discontinuous, arbitrary) EKS(P(n)X , QY ) ˙ (maxx PX(x))n (Cor. 3.1 & Lem. 1.1)
Special Case: (discontinuous, continuous) EKS(P(n)X , QY ) ˙ (maxx PX(x))n (Cor. 3.1)
(continuous but not absolutely continuous,
arbitrary)
EKS(P(n)X , QY )  e−ω(n) (Cor. 3.2)
Special Case: (FX is Hölder continuous
with exponent α where 0 < α ≤ 1, arbitrary)
EKS(P(n)X , QY )  e−αΩ(n logn) (Cor. 3.2)
Simulating a Random Variable from a Markov Process with Order k
(PXn ,QY ) Non-universal Simulation
(a Markov chain of order k with finite state
space X and initial state x0−k+1, arbitrary)
EKS(PXn , QY ) ≤˙ e−nH∞(x
0
−k+1,PXk+1|Xk ) (Cor. 4.1 & Lem. 1.1)
Special Case: (a Markov chain of order k
with finite state space X and initial state
x0−k+1, continuous)
EKS(PXn , QY )
.
= e
−nH∞(x0−k+1,PXk+1|Xk ) (Cor. 4.1)
(PXn ,QY ) Universal Simulation
(a Markov chain of order k with finite state
space X and initial state x0−k+1, arbitrary)
EKS(P(n)Xk+1|Xk , QY ) ˙ e
−nH∞(x0−k+1,PXk+1|Xk ) (Thm. 4.1 & Lem. 1.1)
Special Case: (a Markov chain of order k
with finite state space X and initial state
x0−k+1, continuous)
EKS(P(n)Xk+1|Xk , QY ) ˙ e
−nH∞(x0−k+1,PXk+1|Xk ) (Thm. 4.1)
Simulating a Random Element from another Random Element
(PX ,QY ) Non-universal Simulation
(continuous, arbitrary) ETV(PX , QY ) = 0 (Thm. 5.1)
Special Case: (continuous random variable,
arbitrary random vector)
Eθ(PX , QY ) = 0 for θ ∈ {KS,TV} (Cor. 5.1)
(PX ,QY ) Universal Simulation
(absolutely continuous respect to a
continuous distribution, arbitrary)
ETV(PX , QY )  0 (Thm. 5.2)
Special Case: (absolutely continuous
random variable, arbitrary random vector)
Eθ(PX , QY )  0 for θ ∈ {KS,TV} (Cor. 5.2)
Table 1: Summary of our results. Here PX and QY respectively denote the classes that PX and QY belong
to.
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Lemma 1.1. Assume QY and QZ are two distributions defined on (R,BR), and moreover, QY is continuous.
Then the approximation errors for non-universal and universal simulations satisfy
Eθ(PXn , QZ) ≤ Eθ(PXn , QY ), (1)
Eθ(PXn , QZ) ⊇ Eθ(PXn , QY ), (2)
for any PXn and PXn , where θ ∈ {KS,TV}.
Proof. Proposition 2.1 (which is given in the next section) states that there exists a non-decreasing mapping
z = g(y) : R→ R such that Z = g(Y ) ∼ QZ , where Y ∼ QY . Observe that for any PZ ,
|PZ −QZ |KS = sup
A∈I
|PZ(A)−QZ(A)|
= sup
A∈I
∣∣PY (g−1(A))−QY (g−1(A))∣∣
≤ sup
B∈I
|PY (B)−QY (B)|
= |PY −QY |KS ,
where I := {(−∞, y] : y ∈ R}. Hence (1) and (2) hold for θ = KS.
By similar steps but with I replaced by BR, we can easily obtain that (1) and (2) also hold for θ = TV.
2 Non-universal Simulation from a Stationary Memoryless Process
In this section, we consider non-universal simulation of a real-valued random variable. If the seed distribution
PX is continuous and the target distribution QY is arbitrary, then we can simulate a random variable Y that
exactly follows the distribution QY . The following is a well-known result for such a case. Hence the proof is
omitted.
Proposition 2.1. For a continuous distribution PX and an arbitrary distribution QY , using the inverse
transform sampling function y = G−1Y (FX(x)), we obtain PY = QY , where
5 G−1Y (t) := min {y : GY (y) ≥ t}
denotes the quantile function (generalized inverse distribution function) of GY . That is, Eθ(PX , QY ) = 0
for θ ∈ {KS,TV}.
Next we consider the case PX is discontinuous. For this case, exact simulation cannot be obtained.
Proposition 2.2. Assume PX is discontinuous and QY is continuous. Then for the non-universal (PX , QY )-
simulation problem,6 EKS(PX , QY ) = 12 maxx PX(x).
Proof. Denote A as the set of discontinuity points of FX . Then for each x ∈ R\A, map x to G−1Y (FX(x)).
For each x ∈ A, map x to G−1Y (limx˜↑x FX(x˜)) + 12PX(x)). For such mapping, we have |PY −QY |KS =
1
2 maxx PX(x). Furthermore, the converse is obvious.
Applying Proposition 2.2 to the vector case, we get the following corollary.
Corollary 2.1. Assume PX is discontinuous and QY is continuous. Then for the non-universal (PnX , QY )-
simulation problem, EKS(PnX , QY ) =
1
2 (maxx PX(x))
n.
lim supn→∞
1
n
log
f(n)
g(n)
≤ 0. In addition, f(n) .= g(n) if and only if f(n) ≤˙ g(n) and f(n) ≥˙ g(n).
4For two positive sequences f(n), g(n), we write f(n) = Ω(g(n)) (resp. f(n) = ω(g(n))) if lim infn→∞ f(n)g(n) > 0 (resp.
limn→∞ f(n)g(n) =∞).
5Here the minimum exists since CDFs are right-continuous.
6For simplicity, we denote PX({x}) for x ∈ R as PX(x). Hence for a discrete random variable X, PX(x) is the probability
mass function of X.
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The result above shows that if the seed and target distributions are respectively discontinuous and
continuous, then the optimal approximation error vanishes exponentially fast. We next show that if the seed
and target distributions are both discrete, the optimal approximation error vanishes faster. The proof of
Proposition 2.3 is provided in Appendix A.
Proposition 2.3. Assume both PX and QY are discrete with finite alphabets X and Y respectively. Then
for the non-universal (PnX , QY )-simulation problem, EKS(P
n
X , QY ) ≤˙ (minx PX(x))n.
Remark 2.1. More specifically, we can prove that for n ≥ |Y|max1≤i≤|X|−1 PX(xi)PX(xi+1) ,
EKS(P
n
X , QY ) ≤
1
2
PX(x|X |−1)
(
PX(x|X |)
)n−1
,
where x1, x2, ..., x|X | is a resulting sequence after sorting the elements in X such that PX(x1) ≥ PX(x2) ≥
... ≥ PX(x|X |).
3 Universal Simulation from a Stationary Memoryless Process
In this section, we consider universal simulation of a real-valued random variable. For universal simulation,
we divide the seed distributions into three kinds: absolutely continuous, discontinuous, as well as continuous
but not absolutely continuous distributions.
3.1 Absolutely continuous seed distributions
We first consider absolutely continuous seed distributions, and show an impossibility result for this case.
Proposition 3.1. For non-degenerate distribution QY , there is no simulator (measurable function) Y =
f(X) : (R,BR)→ (R,BR) such that PY = QY for any absolutely continuous PX .
Proof. Suppose that there exists a measurable function f : (R,BR) → (R,BR) such that PY = QY for any
absolutely continuous PX .
Case 1: Suppose that there exists a set A ∈ BR such that both f−1(A) and R\f−1(A) have positive
Lebesgue measures. Then PY (A) = PX(f−1(A)). For two absolutely continuous measures PX and P˜X
such that PX(f−1(A)) 6= P˜X(f−1(A)), then PY (A) 6= P˜Y (A), where P˜Y is the distribution induced by P˜X
through the mapping f . This implies that PY (A) 6= QY (A) or P˜Y (A) 6= QY (A). This contradicts with the
assumption that PY = QY for any absolutely continuous PX .
Case 2: Suppose that either f−1(A) or R\f−1(A) has zero Lebesgue measure for all A ∈ BR. Then for any
absolutely continuous PX , we have PY (A) = PX(f−1(A)) = 0 or PY (R\A) = 1−PY (A) = 1−PX(f−1(A)) =
PX(f
−1(R\A)) = 0 for all A ∈ BR. That is, PY (A) = 0 or 1 for all A ∈ BR. However for any non-degenerate
measure QY , there exists an A ∈ BR such that 0 < QY (A) < 1. This contradicts with the assumption that
PY = QY .
Combining the two cases above, we have Proposition 3.1.
The theorem above implies that for any simulator f : R→ R, we always have |PY −QY |TV > 0 for some
absolutely continuous PX . However, we can prove that there exists a sequence of simulators that make the
TV-approximation error |PY −QY |TV arbitrarily close to zero for any absolutely continuous PX .
Theorem 3.1. Assume PX = Pac and QY is arbitrary. Then for the universal (PX , QY )-simulation problem,
Eθ(PX , QY )  0 for θ ∈ {KS,TV}.
Given Proposition 3.1, I think this result is rather surprising and counter-intuitive. If f is a differen-
tiable bijective function, then the input distribution is determined by f and the output distribution, since
pX(x) = pY (f(x))f
′(x), where pX and pY are respectively the PDFs (probability density functions, i.e.,
Radon–Nikodym derivatives respect to the Lebesgue measure) of PX and PY . Hence given f and the output
7
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Figure 2: Illustration of the universal mapping.
distribution, the input distribution is unique. However, in our case, we consider a sequence of non-bijective
mappings fn. Hence given fn and the output distribution, the input distribution is not unique. The essence
of our proof of this theorem is that any PDF pX can be approximated within any level of approximation
error by a sequence of step functions, and on the other hand, such step functions can be used to generate
any distribution in a universal way. Hence PX can be used to simulate any distribution within any level of
approximation error.
Proof. We first restrict our attention to the case that QY is absolutely continuous. Let pX , pY , and qY be
the PDFs of PX , PY , and QY respectively.
Universal Mapping: Partition the real line into intervals with the same length ∆, i.e.,
⋃∞
i=−∞(i∆, (i+
1)∆]. We first simulate a uniform distribution on [a, b] by mapping each interval (i∆, (i + 1)∆] into [a, b]
using the linear function x 7→ a + b−a∆ (x − i∆). We then transform the output distribution to the target
distribution QY , by using function x 7→ G−1Y
(
x−a
b−a
)
, where G−1Y (t) := min {y : GY (y) ≥ t}. Therefore, each
x ∈ (i∆, (i+ 1)∆] is mapped to G−1Y
(
1
∆ (x− i∆)
)
. Hence the final mapping is
f∆(x) :=
∞∑
i=−∞
G−1Y
(
1
∆
(x− i∆)
)
1 {x ∈ (i∆, (i+ 1)∆]} ,
which is shown in Fig. 2. Furthermore, some properties on squeezing such a periodic function are provided
in Appendix D.1.
The PDF of the output of this mapping (respect to the input distribution PX) is denoted as PY . However,
if the input distribution is P̂X with PDF p̂(x) :=
∑∞
i=−∞
1
∆
∫ (i+1)∆
i∆
p(x)dx · 1 {x ∈ (i∆, (i+ 1)∆]}, then the
output distribution becomes the one with CDF ĜY (y) satisfying
ĜY (y) =
∫
{x:f∆(x)≤y}
∞∑
i=−∞
1
∆
∫ (i+1)∆
i∆
p(x)dx · 1 {x ∈ (i∆, (i+ 1)∆]} dx
=
∞∑
i=−∞
∫ i∆+∆GY (y)
i∆
dx
1
∆
∫ (i+1)∆
i∆
p(x)dx (3)
=
∞∑
i=−∞
∆GY (y)
1
∆
∫ (i+1)∆
i∆
p(x)dx
8
= GY (y),
where in (3), swapping the integral and the sum follows from Fubini’s theorem. Hence the output distribution
induced by inputting P̂X results in QY exactly.
Based on the above observations, we have
|PY −QY |TV ≤
∣∣∣PX − P̂X ∣∣∣
TV
(4)
=
∫ ∞
−∞
|p(x)− p̂(x)| dx
= 2
∫ ∞
−∞
[p(x)− p̂(x)]+ dx, (5)
where [z]+ = max{z, 0}, and (4) follows from the data processing inequality on the total variable distance,
i.e., |PY −QY |TV ≤ |PX −QX |TV with PY (·) :=
∫
PY |X(·|x)dPX(x) and QY (·) :=
∫
PY |X(·|x)dQX(x).
Observe that [p(x)− p̂(x)]+ ≤ p(x) and p(x) is integrable, and moreover,
lim
∆→0
p̂(x) = lim
∆→0
∞∑
i=−∞
1
∆
∫ (i+1)∆
i∆
p(x′)dx′1 {x ∈ (i∆, (i+ 1)∆]}
= lim
∆→0
1
∆
∫ (b x∆c+1)∆
b x∆c∆
p(x′)dx′
= p(x) a.e., (6)
where (6) follows by Lebesgue’s differentiation theorem [15, Thm. 7.7]. Hence by Lebesgue’s dominated
convergence theorem [15, Thm. 1.34],
lim
∆→0
∫ ∞
−∞
[p(x)− p̂(x)]+ dx =
∫ ∞
−∞
lim
∆→0
[p(x)− p̂(x)]+ dx
= 0. (7)
Therefore, combining (5) with (7) yields
lim
∆→0
|PY −QY |TV = 0.
That is, ETV(PX , QY )  0.
If QY is not absolutely continuous, we can first simulate an absolutely continuous random variable Z with
distribution QZ and then use it to simulate Y ∼ QY . As stated in Lemma 1.1, this will result in a smaller
TV-approximation error for (PX , QY )-simulation problem than that for (PX , QZ)-simulation problem. Hence
the TV-approximation error for this case also approaches to zero as ∆→ 0.
For the universal mapping proposed in the proof of Theorem 3.1, the induced approximation error
|PY −QY |TV depends on the interval length ∆, and converges to zero as ∆ → 0. We next investigate
how fast the approximation error converges to zero as ∆→ 0.
Proposition 3.2 (Convergence Rate as ∆ → 0). Assume PX is an absolutely continuous distribution
with an a.e. (almost everywhere) continuously differentiable PDF pX such that |p′X(x)| is bounded, and
QY is an arbitrary distribution. Then the TV-approximation error induced by the universal mapping x 7→∑∞
i=−∞G
−1
Y
(
1
∆ (x− i∆)
)
1 {x ∈ (i∆, (i+ 1)∆]} satisfies lim sup∆→0 1∆ |PY −QY |TV ≤
∫ |p′X(x)| dx, where
P∆ denotes the distribution of the output Y .
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Proof. The mean value theorem implies there exists xi ∈ (i∆, (i+1)∆] such that PX(xi) = 1∆
∫ (i+1)∆
i∆
pX(x)dx.
By Taylor’s theorem, we have pX(x) = pX(xi) + p′X(xi,∆)(x− xi) for some xi,∆ ∈ (i∆, (i+ 1)∆]. Therefore,
from Remark D.3, we have
1
∆
|PY −QY |TV ≤
1
∆
∞∑
i=−∞
∫ (i+1)∆
i∆
∣∣∣∣∣pX(x)− 1∆
∫ (i+1)∆
i∆
pX(x)dx
∣∣∣∣∣ dx
=
1
∆
∞∑
i=−∞
∫ (i+1)∆
i∆
|pX(xi) + p′X(xi,∆)(x− xi)− pX(xi)| dx
≤
∞∑
i=−∞
|p′X(xi,∆)|∆.
Since |p′X(x)| is continuous a.e. and bounded, |p′X(x)| is Riemann-integrable on every interval [a, b] with
a < b. Then
lim sup
∆→0
∞∑
i=−∞
|p′X(xi,∆)|∆ = Riemann-
∫
|p′X(x)| dx,
where Riemann-
∫
denotes the Riemann-integral. Furthermore, for any non-negative Riemann-integrable
function, its Riemann-integral and Lebesgue-integral are the same. That is
Riemann-
∫
|p′X(x)| dx =
∫
|p′X(x)| dx.
Therefore, lim sup∆→0
1
∆ |PY −QY |TV ≤
∫ |p′X(x)| dx.
Proposition 3.2 implies that if the total variation
∫ |p′X(x)| dx of pX is finite, then the approximation error
|PY −QY |TV converges to zero at least linearly fast as ∆→ 0. If
∫ |p′X(x)| dx is infinity, then it is not easy
to obtain a general bound on |PY −QY |TV. However, for some special cases, e.g., pX = − log x, x ∈ (0, 1] or
pX = (1− r)x−r, x ∈ (0, 1], r ∈ (0, 1), we provide upper bounds as follows.
Example 3.1 (Convergence Rate as ∆→ 0 for ∫ |p′X(x)| dx =∞). [16] For the PDF pX(x) = − log x, x ∈
(0, 1], |PY −QY |TV ≤ ∆2 ln 2pi 1∆ . For the PDF pX(x) = (1− r)x−r, x ∈ (0, 1], r ∈ (0, 1), |PY −QY |TV ≤
C∆1−r for some constant C.
Universal simulations in Theorem 3.1 for the uniform distribution on [0, 1] for different PX are illustrated
in Fig. 3. For Gaussian and exponential distributions, the total variations of their PDFs are finite. Hence
the approximation errors for these two distributions decay linearly in ∆. For logarithmic and polynomial-like
distributions, the total variations of their PDFs are infinite. As stated in Proposition 3.1, the approximation
errors for these two distributions decay respectively in order of ∆ ln 1∆ and ∆
1−r.
3.1.1 Relative Entropy and Rényi Divergence Measures
Next we extend Theorem 3.1 to the relative entropy and Rényi divergence measures. The relative entropy and
Rényi divergence are two information measures that quantify the “distance” between probability measures.
Fix distributions PX , QX ∈ P(R,BR). The relative entropy and the Rényi divergence of order α ∈
(0, 1) ∪ (1,∞) are respectively defined as
D(PX‖QX) :=
∫ (
dPX
dQX
log
dPX
dQX
)
dQX
Dα(PX‖QX) := 1
α− 1 log
∫ (
dPX
dQX
)α
dQX ,
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Figure 3: Universal simulations in Theorem 3.1 for the uniform distribution on [0, 1] by the mapping
x 7→ ∑∞i=−∞ 1∆ (x − i∆)1 {x ∈ (i∆, (i+ 1)∆]} with ∆ = 0.01. The seed distributions PX are illus-
trated in top figures, which are respectively the standard Gaussian distribution N (0, 1), exponential dis-
tribution Exp(1), logarithmic distribution pX(x) = − log x, x ∈ (0, 1], and polynomial-like distribution
pX(x) = (1− r)x−r, x ∈ (0, 1], r = 0.5. The generated distributions PY are illustrated in bottom figures.
and the conditional versions are respectively defined as
D(PY |X‖QY |X |PX) := D(PXPY |X‖PXQY |X)
Dα(PY |X‖QY |X |PX) := Dα(PXPY |X‖PXQY |X).
The Rényi divergence of order α ∈ {0, 1,∞} is defined by continuous extension. Throughout, log and exp are
to the natural base e. It is known that D1(PX‖QX) := limα→1Dα(PX‖QX) = D(PX‖QX) so a special case
of the Rényi divergence (resp. the conditional version) is the usual relative entropy (resp. the conditional
version). The Rényi divergence of infinity order is defined as
D∞(PX‖QX) := lim
α→∞Dα(PX‖QX) = log ess supPX
dPX
dQX
.
Definition 3.1. A function g : PX → R is called α-Rényi-achievable for the universal (PX , QY )-simulation,
if there exists a sequence of simulators {fk}∞k=1 such that
lim sup
k→∞
Dα(PYk‖QY ) ≤ g(PX) (8)
for all PX ∈ PX , where PYk := PX ◦ f−1k .
Definition 3.2. The set of α-Rényi-achievable functions for the universal (PX , QY )-simulation is defined
as
E(α)Renyi(PX , QY ) := {g : PX → R : g is α-Rényi-achievable} .
For (A,BA) ⊂ (R,BR), define
P(α)ac (A,BA) :=
{
PX ∈ Pac (A,BA) : lim
∆→0
sup
{Ai}:supi|Ai|≤∆
Dα(PX|{Ai}‖PX) = 0
}
,
where the supremum is taken over all partitions {{Ai} : Ai are intervals, and
⋃
iAi = A, Ai ∩ Aj = ∅,∀i 6= j}
of A, |Ai| is the length of the interval Ai, and PX|{Ai} := 1{x∈Ai}|Ai| PX (Ai). Based on the notations above,
we have the following theorem.
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Theorem 3.2. Assume (A,BA) ⊂ (R,BR),
PX =
{
Pac α ∈ [0, 1)
P(α)ac (A,BA) α ∈ [1,∞]
,
and QY is arbitrary. Then for the universal (PX , QY )-simulation problem, E(α)Renyi(PX , QY )  0.
Remark 3.1. For 0 < a ≤ b <∞,
P [a,b]ac (A,BA) := {PX ∈ Pac : a ≤ p(x) ≤ b a.e. in A, and PX(R\A) = 0}
⊂ P(α)ac (A,BA) , α ∈ [1,∞]
Hence Theorem 3.2 still holds for PX = P [a,b]ac (A,BA) and α ∈ [1,∞]. Furthermore, Theorem 3.2 also holds
if in (8) Dα(PYk‖QY ) is replaced with Dα(QY ‖PYk), α ∈ [0,∞].
Proof. It is easy to verify that (4) with the total variable distance replaced by the Rényi divergence still
holds. This implies the cases α ∈ [1,∞] in Theorem 3.2. The cases α ∈ [0, 1) are implied by combining
Theorem 3.1 with the following lemma which shows the “equivalence” between the Rényi divergence of order
α ∈ (0, 1) and the TV distance, in the sense that Dα(PX‖QX)→ 0 if and only if |PX −QX |TV → 0.
Lemma 3.1. For α ∈ (0, 1),
1
α− 1 log
(
1 +
1
2
|PX −QX |TV
)
≤ Dα(PX‖QX) ≤ 1
α− 1 log
(
1− 1
2
|PX −QX |TV
)
.
Proof. This lemma follows from the following two inequalities. Define A := {x : PX(x) ≥ QX(x)}. Then
Dα(PX‖QX) = 1
α− 1 log
(∫
A
(
dPX
dQX
)α
dQX +
∫
R\A
(
dQX
dPX
)1−α
dPX
)
≤ 1
α− 1 log
(∫
A
dQX +
∫
R\A
dPX
)
=
1
α− 1 log (1− (PX (A)−QX (A)))
=
1
α− 1 log
(
1− 1
2
|PX −QX |TV
)
.
Similarly,
Dα(PX‖QX) ≥ 1
α− 1 log
(
1 +
1
2
|PX −QX |TV
)
.
3.2 Discontinuous seed distributions
Next we consider the case PX ⊆ Pdc. We first derive a discontinuous version of Theorem 3.1. Since
in the previous subsection, Theorem 3.1 is proven only for absolutely continuous seed distributions, one
may doubt the effectiveness of the proposed universal mapping in Fig. 2 when the seed distributions are
discontinuous or even discrete. In the following, we prove that our proposed universal mapping still works
well for discontinuous seed distributions, as long as the CDF of seed distribution is smooth enough.
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Figure 4: Universal simulations in Proposition 3.3 for the uniform distribution on [0, 1] by the mapping
x 7→ ∑∞i=−∞ 1∆ (x − i∆)1 {x ∈ (i∆, (i+ 1)∆]} with ∆ = 0.01. The blue and red curves in the left figure
correspond to the cases in which the seed distributions PX are respectively the standard Gaussian distribution
N (0, 1) and its quantized version. The blue and red curves in the right figure correspond to the cases in
which the seed distributions PX are respectively the logarithmic distribution pX(x) = − log x, x ∈ (0, 1] and
its quantized version. For both of these two cases, the quantized versions are generated by using the same
quantization step 1n = 0.0001.
Assume {∆n} is a sequence of non-increasing positive numbers. Assume {PXn}∞n=1 is a sequence of
distribution sets such that for every sequence {PXn} ∈ {PXn}, its CDFs {FXn} satisfy
lim
n→∞ supx1:FXn (x1+∆n)>FXn (x1)
sup
x∈(x1,x1+∆n]
∣∣∣∣ FXn(x1 + x)− FXn(x1)FXn(x1 + ∆n)− FXn(x1) − x∆n
∣∣∣∣ = 0. (9)
We obtain a discontinuous version of Theorem 3.1. The proof of Proposition 3.3 is provided in Appendix B.
Proposition 3.3. Assume {PXn} is the sequence of distribution sets defined above. Then there exists a se-
quence of universal mappings Yn = fn(Xn) (which are dependent on {∆n}) such that limn→∞ |PYn −QY |KS =
0,∀ {PXn} ∈ {PXn}. That is, limn→∞ EKS(PXn , QY )  0.
The proposition above implies that if the CDF of seed random variable Xn gets more and more smooth
as n→∞ in the sense that it can be approximated by a linear function for every small interval (x1, x1 +∆n]
as (9), then we can find a sequence of universal mappings that achieve vanishing KS-approximation error.
Here is a simple example.
Example 3.2. Assume X is an absolutely continuous random variable with a bounded PDF. We define
Xn :=
bnXc
n as a quantized version of X with quantization step
1
n , and ∆n is set to
1√
n
, then ({Xn} , {∆n})
satisfies (9).
The example above with 1n = 0.0001, ∆ = 0.01, and PX to be the standard Gaussian distribution or
logarithmic distribution, is illustrated in Fig. 4.
If the seed is a sequence of i.i.d. discrete random vectors, then the approximation error decays expo-
nentially fast. Given a Borel subset (X ,BX ) ⊆ (R,BR) with X countable, P(X ,BX ) denotes the set of
distributions on (X ,BX ).
Theorem 3.3. Assume PX = P(X ,BX ) and QY is continuous. Then for the universal (P(n)X , QY )-
simulation problem, EKS(P(n)X , QY ) ˙ (maxx PX(x))n.
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Proof. We first consider the case in which X is a finite set. We use a type-based mapping scheme to prove
Theorem 3.3. Here we adopt the notation from [17]. We use Txn (x) := 1n
∑n
i=1 1 {xi = x} to denote the
type (empirical distribution) of a sequence xn, and TX to denote a type of sequences in Xn, where the
indicator function 1{A} equals 1 if the clause A is true and 0 otherwise. For a type TX , the type class (set
of sequences having the same type TX) is denoted by TTX . The set of types of sequences in Xn is denoted
as Pn (X ) := {Txn : xn ∈ Xn}. It has been shown that |Pn (X )| ≤ (n+ 1)|X | in [17].
For any i.i.d. Xn, all sequences in a type class have a equal probability. That is, under the condition
Xn ∈ TTX , it is uniformly distributed over the type class TTX , regardless of PX . Now we construct a mapping
f that maps the uniform random vector on TTX to a random variable such that supy∈R |FY (y|TX)−GY (y)|
is minimized. Here FY (y|TX) denotes the CDF of the output random variable for the type TX . Since
the probability values of uniform random vectors are all equal to |TTX |−1, supy∈R |FY (y|TX)−GY (y)| =
1
2 |TTX |−1. Therefore, the output distribution induced by f is
FY (y) =
∑
TX
∑
xn∈TTX
PnX(x
n)1{f(xn) ≤ y} (10)
=
∑
TX
PnX(TTX )
∑
xn∈TTX
PnX(x
n)
PnX(TTX )
1{f(xn) ≤ y}
=
∑
TX
PnX(TTX )
∑
xn∈TTX
1
|TTX |
1{f(xn) ≤ y}
=
∑
TX
PnX(TTX )FY (y|TX)
∈
∑
TX
PnX(TTX )
(
GY (y) +
[
−1
2
|TTX |−1 ,
1
2
|TTX |−1
])
= GY (y) +
∑
TX
PnX(TTX )
[
−1
2
|TTX |−1 ,
1
2
|TTX |−1
]
.
Using this equation we obtain
|FY (y)−GY (y)| ≤ 1
2
∑
TX
PnX(TTX ) |TTX |−1
=
1
2
∑
TX
en
∑
x TX(x) logPX(x)
≤ 1
2
(n+ 1)
|X |
max
TX
en
∑
x TX(x) logPX(x)
≤ 1
2
en(log maxx PX(x)+|X |
log(n+1)
n ) (11)
.
= en log maxx PX(x)
=
(
max
x
PX(x)
)n
(12)
We next consider the case in which X is countably infinite. For brevity, we assume X = Z. We partition
Z into 2k + 1 intervals7 U−k := [−∞ : −k], U−(k−1) := {− (k − 1)}, ..., Uk−1 := {k − 1}, Uk := [k :
∞]. Denote Zk = f1,k(X) ∈ Z := [−k : k] as the index that X ∈ UZk . Hence PZk is defined on the
finite set Z. Now we use Zk to simulate Y ∼ QY . By the derivation above, we have that there exists
a universal mapping Yk = f2,k(Zk) : Z → Y such that |PYk −QY |KS
.
= (maxz PZk(z))
n. Furthermore,
7Sometimes, we use [a : b] to denote Z ∩ [a, b].
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as k → ∞, maxz PZk(z) → maxx PX(x). Therefore, the universal mappings f2,k ◦ f1,k, k ∈ Z satisfy
lim supk→∞ |PYk −QY |KS ≤˙ (maxx PX(x))n.
The converse part follows from Theorem 2.3, since even non-universal simulation cannot make the ap-
proximation error decay faster than (maxx PX(x))
n, hence universal simulation cannot as well.
Now we consider a discontinuous PX . We partition the real line into intervals Uk := ((k−1)∆, k∆], k ∈ Z
with ∆ = 1√
k
. Denote Zk = f1,k(X) ∈ Z as the index that X ∈ UZk . Hence PZk is defined on
the set Z. Now we use Zk to simulate Y ∼ QY . By Theorem 3.3, we have that there exists a uni-
versal mapping Yk = f2,k(Zk) : Z → Y such that |PYk −QY |KS
.
= (maxz PZk(z))
n. Furthermore, as
k → ∞, we have maxz PZk(z) → maxx PX(x). Therefore, the universal mappings f2,k ◦ f1,k, k ∈ Z satisfy
lim supk→∞ |PYk −QY |KS ≤˙ (maxx PX(x))n. Therefore, we have the following result.
Corollary 3.1. Assume PX = Pdc and QY is continuous. Then for the universal (P(n)X , QY )-simulation
problem, EKS(P(n)X , QY ) ˙ (maxx PX(x))n.
3.3 Continuous but not absolutely continuous seed distributions
Next we consider continuous but not absolutely continuous PX . For this case, we have maxx PX(x) = 0.
Hence the approximation error decays sup-exponentially fast. To provide a better bound, we assume FX is
Hölder continuous with exponent α, where 0 < α ≤ 1. That is, L = supx1 6=x2 FX(x2)−FX(x1)(x2−x1)α is finite. Consider
the following mapping. We partition the real line into 2k + 2 intervals U−k := (−∞,−k∆], U−(k−1) :=
(−k∆,− (k − 1) ∆], ..., Uk := ((k − 1)∆, k∆], Uk+1 := (k∆,∞). Denote Z = f1(X) ∈ Z := [−k : k + 1] as
the index that X ∈ UZ . Now we use Z to simulate Y ∼ QY . By the derivation till (11), we have that there
exists a universal mapping Y = f2(Z) : Z → Y such that |PY −QY |KS ≤ 12en(log maxz PZ(z)+(2k+2)
log(n+1)
n ).
Set ∆ = lognn , k =
n√
logn
. Then ∆ → 0 and k∆ = √log n → ∞. Since FX is Hölder continuous with
exponent α, we have maxz PZ(z) ≤ maxx {FX(x+ ∆)− FX(x)} ≤ L∆α. Hence the universal mapping
Yn = f2 ◦ f1(Xn) satisfies |PYn −QY |KS = e−αΩ(n logn). Therefore, we have the following result.
Corollary 3.2. Assume PX = Pc\Pac and QY is arbitrary. Then for the universal (P(n)X , QY )-simulation
problem, EKS(P(n)X , QY )  e−ω(n). That is, there exists a sequence of simulators such that |PY (n) −QY |KS de-
cays sup-exponentially fast as n→∞ for any PX . Moreover, if PX = {PX : FX is Hölder continuous with exponent α}
with 0 < α ≤ 1, then EKS(P(n)X , QY )  e−αΩ(n logn).
4 Simulating a Random Variable from a Markov Process
In the preceding sections, we consider simulation of a random variable from a stationary memoryless process.
Next we extend Theorem 3.3 to Markov processes of order k ≥ 1.
Definition 4.1. Given a Markov chain X = {Xn : n ∈ N} of order k ≥ 1 with finite state space X =
{1, 2, ..., |X |}, initial state x0−k+1 := (x−k+1, x−k+2, ..., x0), and transition probability PXk+1|Xk , the min-
entropy (∞-order Rényi entropy) rate of X is defined as8
H∞(X) = − lim
n→∞
1
n
max
xn
logP (xn).
Since the distribution of Xn is determined by the initial state x0−k+1 and transition probability PXk+1|Xk ,
hence sometimes we also use H∞(x0−k+1, PXk+1|Xk) to denote H∞(X).
Given a state space X of any Markov chain {Xn : n ∈ N} of order k = 1 with transition probability
PXk+1|Xk , a loop is a sequence of distinct states of the chain (i1, i2, ..., il) with l ≥ 1 such that Pis,is+1 > 0
8The existence of the limit is guaranteed by Fekete’s subadditive lemma.
15
for s = 1, 2, ..., l where il+1 = i1. (If Pi,i > 0, then (i) is a loop.) The set of all loops of length l is denoted
by Cl(P ).
Let P be the transition matrix of an ergodic Markov chain of order k = 1 on a finite alphabet X . The
min-entropy rate of this Markov chain is given by [18]
H∞(X) = min
1≤l≤|X|
min
1
l
l∑
s=1
ıX2|X1(is+1|is) = min
1≤l≤|X|
min
1
l
l∑
s=1
log
1
pis+1is
,
where the inner minimum is taken over all loops (i1, i2, ..., il) ∈ Cl(P ), and ıX2|X1(j|i) := log 1Pij .
4.1 Non-universal Simulation from a Markov Process
As a direct consequence of Proposition 2.1, we can obtain the approximation error for non-universal simula-
tion from a Markov process.
Corollary 4.1. Assume X = {Xn : n ∈ N} is a Markov chain of order k with finite state space X , initial
state x0−k+1, and transition probability PXk+1|Xk , and QY is a continuous distribution. Then for the non-
universal (PXn , QY )-simulation problem, EKS(PXn , QY )
.
= e
−nH∞(x0−k+1,PXk+1|Xk ).
4.2 Universal Simulation from a Markov Process
Given a finite state space X , a order k ≥ 1, and a initial state x0−k+1, we denote the set of all possible distribu-
tions of Markov chains with these parameters as P(n)
Xk+1|Xk :=
{∏n
i=1 PXk+1|Xk(xi|xi−1, ..., xi−k) : PXk+1|Xk ∈ PXk+1|Xk
}
,
where PXk+1|Xk denotes the set of all possible transition probability PXk+1|Xk (from X k to X ).
We next consider universal simulation from a Markov process. We generalize Theorem 3.3 to this case.
The proof of Theorem 4.1 is provided in Appendix C.
Theorem 4.1. Assume QY is a continuous distribution. Then given a finite state space X , an order k, and
an initial state x0−k+1, for the universal (P(n)Xk+1|Xk , QY )-simulation problem, we have9 EKS(P
(n)
Xk+1|Xk , QY ) ˙
e
−nH∞(x0−k+1,PXk+1|Xk ).
5 Simulating a Random Element from another Random Element
5.1 Non-universal Simulation
Next we show that an arbitrary continuous random element (or general random variable) is sufficient to
simulate another arbitrary random element. Here random elements is a generalization of random variable,
which may be defined on any non-empty Borel set in a separable metric space.
Theorem 5.1. Assume PX and QY are two distributions respectively defined on any non-empty Borel sets
(X ,BX ) and (Y,BY) in two Polish spaces (complete separable metric spaces). If PX is continuous, then there
exists a measurable mapping Y = f(X) such that PY = QY . That is, ETV(PX , QY ) = 0.
Proof. For any two Borel subsets of Polish spaces, they are Borel-isomorphic if and only if they have the
same cardinality, which moreover is either finite, countable, or c (the cardinal of the continuum, that is,
of [0, 1]) [14]. Hence for any measurable space (X ,BX ), we can always find a Borel subset (W,BW) of
([0, 1],B[0,1]) such that (X ,BX ) and (W,BW) are Borel-isomorphic. Suppose ϕ is a Borel isomorphism
from (X ,BX ) to (W,BW). Denote PW := PX ◦ ϕ−1. Since PX is continuous (or atomless), PW must be
continuous as well. This is because if PX(ϕ−1(w)) = PW (w) > 0 for some w ∈ [0, 1], then it contradicts with
9Here the definition of ˙ is analogous to that for stationary memoryless processes.
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the continuity of PX . Hence PW is continuous. (Furthermore, the existence of the Borel isomorphism ϕ can
be shown by [19, Theorem 9.2.2] as well.)
Similarly, for any measurable space (Y,BY), we can always find a Borel subset (Z,BZ) of (R,BR) such
that (Y,BY) and (Z,BZ) are Borel-isomorphic. Suppose φ is a Borel isomorphism from (Y,BY) to (Z,BZ).
Denote QZ as the distribution of Z˜ := φ(Y˜ ) with Y˜ ∼ QY .
By Proposition 2.1, we know that there exists a measurable mapping η such that Z := η(W ) ∼ QZ with
W ∼ PW . Now consider the mapping Y = φ−1 ◦ η ◦ ϕ(X). Obviously, Y = φ−1(Z) ∼ QY .
Note that random vectors defined on (Rn,BRn), n ∈ Z+ are special cases of such random elements. Hence
we have the following corollary.
Corollary 5.1. For a continuous PX defined on (R,BR) and an arbitrary QY n defined on (Rn,BRn), n ∈ Z+,
there exists a measurable mapping Y n = f(X) : R→ Rn such that PY n = QY n .
5.2 Universal Simulation
Now we generalize Theorem 3.1 to simulating random elements.
Theorem 5.2. Assume RX and QY are two distributions respectively defined on any non-empty Borel
sets (X ,BX ) and (Y,BY) in two Polish spaces, and moreover, RX is continuous. PX(RX) denotes the
set of all absolutely continuous distributions (defined on (X ,BX )) respect to RX . Then for the universal
(PX(RX), QY )-simulation problem, ETV(PX(RX), QY )  0.
Proof. Since RX is continuous, as shown in the proof of Theorem 5.1, there exists a Borel isomorphism
ϕ from (X ,BX ) to a Borel subset (W,BW) of ([0, 1],B[0,1]) such that the output distribution RX ◦ ϕ−1 is
continuous. Denote RZ as the uniform distribution (which is also the Lebesgue measure) on ([0, 1],B[0,1]).
Then by Proposition 2.1, we know that there exists a measurable mapping η : (W,BW)→ ([0, 1],B[0,1]) such
that
RX ◦ ϕ−1 ◦ η−1 = RZ . (13)
Hence a random element X˜ ∼ RX is mapped to a uniform random variable Z˜ ∼ RZ through the mapping
Z˜ = η ◦ ϕ(X˜). We define PZ := PX ◦ ϕ−1 ◦ η−1, which denotes the distribution of Z = η ◦ ϕ(X) where
X ∼ PX . Since PX is absolutely continuous respect to RX , we have that PZ is absolutely continuous respect
to RZ (or the Lebesgue measure). This is because on one hand, by (13), we have RX(ϕ−1 ◦ η−1(A)) = 0
for any A such that RZ(A) = 0; on the other hand, PX is absolutely continuous respect to RX , hence
PX(ϕ
−1 ◦ η−1(A)) = 0, i.e., PZ(A) = 0.
Since PZ is absolutely continuous, by Theorem 3.1, we know that there exists a sequence of universal
mappings τk : ([0, 1],B[0,1])→ ([0, 1],B[0,1]) (independent of PZ) such that the resulting approximation error
lim
k→∞
∣∣PZ ◦ τ−1k −RZ∣∣TV = 0.
Observe that PZ = PX ◦ϕ−1◦η−1 and η, ϕ (only depend on RX) are independent of PX . Hence the universal
mappings τk ◦ η ◦ ϕ satisfy
lim
k→∞
∣∣PX ◦ ϕ−1 ◦ η−1 ◦ τ−1k −RZ∣∣TV = 0. (14)
Since RZ is continuous, by Theorem 5.1, we know that then there exists a measurable mapping κ :
([0, 1],B[0,1])→ (Y,BY) such that RZ ◦ κ−1 = QY .
Now we consider the universal mappings Y = κ ◦ τk ◦ η ◦ ϕ(X). We have∣∣PX ◦ ϕ−1 ◦ η−1 ◦ τ−1k ◦ κ−1 −QY ∣∣TV = sup
A∈BY
∣∣PX ◦ ϕ−1 ◦ η−1 ◦ τ−1k ◦ κ−1(A)−QY (A)∣∣
= sup
A∈BY
∣∣PX ◦ ϕ−1 ◦ η−1 ◦ τ−1k (κ−1(A))−RZ(κ−1(A))∣∣
≤ sup
B∈B[0,1]
∣∣PX ◦ ϕ−1 ◦ η−1 ◦ τ−1k (B)−RZ(B)∣∣
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=
∣∣PX ◦ ϕ−1 ◦ η−1 ◦ τ−1k −RZ∣∣TV .
Combining this with (14) yields
lim
k→∞
∣∣PX ◦ ϕ−1 ◦ η−1 ◦ τ−1k ◦ κ−1 −QY ∣∣TV = 0.
Note that a random vector defined on (Rn,BRn), n ∈ Z+ is a special case of such a random element.
Furthermore, for any absolutely continuous (respect to the Lebesgue measure) PXn defined on (Rn,BRn), n ∈
Z+, it must be absolutely continuous respect to the n-dimensional standard Gaussian distribution (since its
PDF is positive for every point in Rn). Hence we have the following corollary.
Corollary 5.2. For the set Pac of absolutely continuous distributions on (R,BR) and an arbitrary QY n
on (Rn,BRn), n ∈ Z+, the approximation errors for the universal (Pac, QY n)-simulation problem satisfies
Eθ(Pac, QY n)  0 for θ ∈ {KS,TV}.
6 Concluding Remarks
In this paper, motivated by the CLT and other universal simulation problems in the literature, we consider
both universal and non-universal simulations of random variables with an arbitrary target distribution QY
by general mappings. We investigate the fastest convergence rate of the approximation error for such a
problem. One of our interesting results is that under universal simulation, an absolutely continuous random
element (or a general random variable, including random vectors) respect to some continuous distribution
is sufficient to simulate another random element arbitrarily well. This requirement is a little stronger than
that for non-universal simulation, since under non-universal simulation, a continuous random element is
sufficient to exactly simulate another random element. Another interesting result is that when we use a
stationary memoryless process or a Markov process to simulate a random variable by a universal mapping,
the approximation error decays at least exponentially fast with rate H∞(PX) := − log maxx PX(x) as the
dimension n of Xn goes to infinity. Furthermore, as a byproduct, we also obtain a property on uncorrelation
between a squeezed periodic function and any other integrable function. We think this topic is of independent
interest, and expect it to be further applied in other problems in the future.
As for application aspects of our results, although practical digital computers have finite precision for
processing or storing datum, as indicated by Proposition 3.3, our proposed universal mapping in Fig. 2 still
works well on such digital computers, as long as they have sufficiently high precision; see the illustration in
Fig. 4.
A Proof of Proposition 2.3
Sort the sequences in Xn as xn1 , xn2 , ..., xn|X |n such that PnX(xn1 ) ≥ PnX(xn2 ) ≥ ... ≥ PnX(xn|X |n). Map xn1 to
y1 := arg maxy∈Y QY (y); map xn2 to y2 := arg maxy∈Y {QY (y)− PnX(xn1 )1 {y = y1}}; ...; map xn|X |n−|Y|−2 to
y|X |n−|Y|−1 := arg maxy∈Y
{
QY (y)−
∑|X |n−|Y|−1
i=1 P
n
X(x
n
i )1 {y = yi}
}
. Map the remaining |Y|+ 1 sequences
xnj , |X |n − |Y| ≤ j ≤ |X |n to sequences in Y in a similar way as in the proof of Proposition 2.2, such that
supy∈R
∣∣∣∑y′≤y∑ji=1 PnX(xni )1 {y′ = yi} −GY (y)∣∣∣ is minimized for |X |n − |Y| ≤ j ≤ |X |n.
For this mapping, observe that for any 1 ≤ j ≤ |X |n,
max
y∈Y
{
QY (y)−
j∑
i=1
PnX(x
n
i )1 {y = yi}
}
≥
∑
y∈Y
{
QY (y)−
∑j
i=1 P
n
X(x
n
i )1 {y = yi}
}
|Y|
=
1−∑ji=1 PnX(xni )
|Y|
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=∑|X |n
i=j+1 P
n
X(x
n
i )
|Y| .
This implies that if PnX(x
n
j+1) ≤
∑|X|n
i=j+1 P
n
X(x
n
i )
|Y| , then
∑j+1
i=1 P
n
X(x
n
i )1 {yj+1 = yi} ≤ QY (yj+1). Therefore, the
following claim holds.
Claim A.1. If PnX(x
n
j+1) ≤
∑|X|n
i=j+1 P
n
X(x
n
i )
|Y| holds for 1 ≤ j ≤ m (for some integerm), then
∑m+1
i=1 P
n
X(x
n
i )1 {y = yi} ≤
QY (y) for all y ∈ Y.
Next we prove the following claim.
Claim A.2. PnX(x
n
j+1) ≤
∑|X|n
i=j+1 P
n
X(x
n
i )
|Y| holds for 1 ≤ j ≤ |X |n−|Y|−2 and for n ≥ |Y|max1≤i≤|X|−1 PX(xi)PX(xi+1) .
We split the proof into two cases.
• Case 1 (1 ≤ j ≤ |X |n − n− 2): For 1 ≤ j ≤ |X |n − n− 2, denote k as the smallest integer such that
k ≥ j + 2 and Txnk 6= Txnj+1 . Then we have
PnX(x
n
j+1) ≤ PnX(xnk ) max
1≤i≤|X|−1
PX(xi)
PX(xi+1)
. (15)
This is because if xnk and x
n
j+1 are different in only one component, say the ith components xk,i and
xj+1,i, then by the generation process of xn1 , xn2 , ..., xn|X |n , we have
PX(xk,i)
PX(xj+1,i)
≥ min1≤i≤|X|−1 PX(xi+1)PX(xi) .
Hence
PnX(x
n
j+1) = P
n
X(x
n
k )
PX(xj+1,i)
PX(xk,i)
≤ PnX(xnk ) max
1≤i≤|X|−1
PX(xi)
PX(xi+1)
.
If xnk and x
n
j+1 are different in more than one components, then by the generation process of xn1 , xn2 , ..., xn|X |n ,
we have PnX(x
n
j+1) ≥ PnX(xnk ) ≥ PnX(x˜nk ) for any sequence x˜nk such that x˜nk are different from xnj+1 in
only one component. Hence by the same argument above, we obtain
PnX(x
n
j+1) ≤ PnX(x˜nk ) max
1≤i≤|X|−1
PX(xi)
PX(xi+1)
≤ PnX(xnk ) max
1≤i≤|X|−1
PX(xi)
PX(xi+1)
.
Therefore, (15) holds. Next, we prove (15) implies Claim A.2.
PnX(x
n
j+1)∑|X |n
i=j+1 P
n
X(x
n
i )
≤ P
n
X(x
n
j+1)∑|X |n
i=k P
n
X(x
n
i )
≤
PnX(x
n
k ) max1≤i≤|X|−1
PX(xi)
PX(xi+1)∑|X |n
i=k P
n
X(x
n
i )
According to the definition of xnk , we have TTxn
k
⊆
{
xnk , x
n
k+1, ..., x
n
|X |n
}
. Furthermore, each type class
has at least n elements, hence
∣∣∣TTxn
k
∣∣∣ ≥ n. Therefore,
PnX(x
n
k ) max1≤i≤|X|−1
PX(xi)
PX(xi+1)∑|X |n
i=k P
n
X(x
n
i )
≤
PnX(x
n
k ) max1≤i≤|X|−1
PX(xi)
PX(xi+1)
nPnX(x
n
k )
=
max1≤i≤|X|−1
PX(xi)
PX(xi+1)
n
(16)
For n ≥ |Y|max1≤i≤|X|−1 PX(xi)PX(xi+1) , we have (16) ≤ 1|Y| . Therefore, PnX(xnj+1) ≤
∑|X|n
i=j+1 P
n
X(x
n
i )
|Y| .
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• Case 2 (|X |n − n − 1 ≤ j ≤ |X |n − |Y| − 2): For |X |n − n − 1 ≤ j ≤ |X |n − |Y| − 2, we know
xnj+1, ..., x
n
|X |n−1 belong to a same type class, P (x
n
j+1) = ... = P (x
n
|X |n−1) =
(
PX(x|X |)
)n−1
PX(x|X |−1),
and P (xn|X |n) =
(
PX(x|X |)
)n. Hence we have PnX(xnj+1)∑|X|n
i=j+1 P
n
X(x
n
i )
≤ P
n
X(x
n
j+1)
|Y|PnX(xnj+1) =
1
|Y| .
Combining the two cases above, we have Claim A.2. By Claim A.1, we further have
∑m+1
i=1 P
n
X(x
n
i )1 {y = yi} ≤
QY (y) for all y ∈ Y with m = |X |n − |Y| − 2.
Since the remaining |Y|+ 1 sequences are mapped to sequences in Y in a similar way as in the proof of
Proposition 2.2, similar to Proposition 2.2, here we can show that the output measure PY induced by the
mapping satisfies |PY −QY |KS ≤ 12PX(x|X |−1)
(
PX(x|X |)
)n−1.
B Proof of Proposition 3.3
Universal Mapping: ForXn, partition the real line into intervals with the same length ∆n, i.e.,
⋃∞
i=−∞(i∆n, (i+
1)∆n]. We first simulate a uniform distribution on [a, b] by mapping each interval (i∆n, (i+ 1)∆n] into [a, b]
using the linear function x 7→ a+ b−a∆n (x− i∆n). That is, the function used here is
f1(x) :=
∞∑
i=−∞
(
a+
b− a
∆n
(x− i∆n)
)
1 {x ∈ (i∆n, (i+ 1)∆n]} .
We then transform the output distribution to the target distribution QY , by using function x 7→ G−1Y
(
x−a
b−a
)
,
where G−1Y (t) := min {y : GY (y) ≥ t}. Therefore, each x ∈ (i∆n, (i+ 1)∆n] is mapped to G−1Y
(
1
∆ (x− i∆)
)
.
Hence the final mapping is
f(x) :=
∞∑
i=−∞
G−1Y
(
1
∆n
(x− i∆n)
)
1 {x ∈ (i∆n, (i+ 1)∆n]} .
For such a universal simulator, we have
|PYn −QY |KS ≤
∣∣Pf1(Xn) −Unif([a, b])∣∣KS (17)
= sup
z∈[a,b]
∣∣∣∣∣
∞∑
i=−∞
[
FXn
(
i∆n + ∆n
z − a
b− a
)
− FXn(i∆n)
]
− z − a
b− a
∣∣∣∣∣
= sup
x∈[0,∆n]
∣∣∣∣∣
∞∑
i=−∞
[FXn(i∆n + x)− FXn(i∆n)]−
x
∆n
∣∣∣∣∣
= sup
x∈[0,∆n]
∣∣∣∣∣
∞∑
i=−∞
[FXn((i+ 1)∆n)− FXn(i∆n)]
(
FXn(i∆n + x)− FXn(i∆n)
FXn((i+ 1)∆n)− FXn(i∆n)
− x
∆n
)∣∣∣∣∣
≤
∞∑
i=−∞
[FXn((i+ 1)∆n)− FXn(i∆n)] sup
x∈[0,∆n]
∣∣∣∣ FXn(i∆n + x)− FXn(i∆n)FXn((i+ 1)∆n)− FXn(i∆n) − x∆n
∣∣∣∣
≤ sup
x1:FXn (x1+∆n)>FXn (x1)
sup
x∈(x1,x1+∆n]
∣∣∣∣ FXn(x1 + x)− FXn(x1)FXn(x1 + ∆n)− FXn(x1) − x∆n
∣∣∣∣
→ 0, as n→∞,
where (17) follows from Lemma 1.1.
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C Proof of Theorem 4.1
We still use a type-based mapping scheme (similar to that used in the proof of Theorem 3.3) to prove
Theorem 4.1.
Here we adopt the notation from [20]. Assume the Markov process X starts from the fixed initial state
(x−k+1, x−k+2, ..., x0). The k-th order Markov type Txn of a sequence xn ∈ Xn is defined as the number of
occurrences in xn of each string s ∈ X k+1, denoted nxn(s), namely
nxn(s) = |{i : 1 ≤ i ≤ n, (xi−k, ..., xi−1, xi) = s}|
where |·| denotes cardinality. We use Tk to denote a k-th order Markov type of sequences in Xn. For a type
Tk, the k-th order Markov type class TTk is the set of all sequences xn ∈ Xn that have the same type Tk.
Obviously, all sequences in a type class have a equal probability, i.e, P (xn) = P (x˜n) for all xn, x˜n ∈ TTk .
That is, under the condition Xn ∈ TTk , it is uniformly distributed over the type class TTk , regardless of the
distribution of the Markov process. Furthermore, the set of k-th order Markov types of sequences in Xn is
denoted as Pk,n (X ) := {Txn : xn ∈ Xn}. It has been shown that |Pk,n (X )| ≤ (n+ 1)|X |
k+1
in [20].
Now we construct a mapping f that maps the uniform random vector on TTk to a random variable
such that supy∈R |FY (y|Tk)−GY (y)| is minimized. Here FY (y|Tk) denotes the CDF of the output random
variable for the uniform random vector on TTk . Since the probability values of uniform random vectors are all
equal to |TTk |−1, supy∈R |FY (y|Tk)−GY (y)| = 12 |TTk |−1. Following the same steps as (10)-(12), we obtain
|FY (y)−GY (y)| ≤˙ max
xn
P (xn).
The converse part follows from Theorem 2.3, since even non-universal simulation cannot make the ap-
proximation error decay faster than maxxn P (xn), hence universal simulation cannot as well.
D Properties on Squeezing Periodic Functions
For a function g : [a, b]→ R and a number ∆ > 0, we define a periodic function g∆ induced by g as
g∆(x) :=
∞∑
i=−∞
g
(
a+
b− a
∆
(x− i∆)
)
1 {x ∈ (i∆, (i+ 1)∆]} .
Now we squeeze this periodic function in the x-axis direction by letting ∆→ 0. It is easy to see that the
limit lim∆→0 g
(
a+ b−a∆ (x− i∆)
)
of function g does not exist. However, the integral lim∆→0
∫
f(x)g∆(x)dx
for any integrable function f exists. Moreover, this limit is equal to the product of the integral of f(x)
and the normalized integral of g∆(x) (or g (x)). That is, f(x) and g∆(x) are asymptotically uncorrelated as
∆→ 0.
Define
L∆ :=
∫ ∞
−∞
f(x)g∆(x)dx
and
L :=
1
b− a
∫ ∞
−∞
f(x)dx
∫ b
a
g (x′) dx′.
Lemma D.1. Assume f(x) and g(x) are arbitrary integrable functions, and |g (x)| is bounded a.e. Then
f(x) and g∆(x) are asymptotically uncorrelated as ∆→ 0. That is,
lim
∆→0
L∆ = L.
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Remark D.1. More specifically, it holds that
|L∆ − L| ≤ ess sup
x
|g (x)|
∞∑
i=−∞
∫ (i+1)∆
i∆
∣∣∣∣∣f(x)− 1∆
∫ (i+1)∆
i∆
f(x)dx
∣∣∣∣∣ dx.
Remark D.2. If f(x) is bounded and continuous a.e. on an interval [c, d] (i.e., Riemann-integrable), and
f(x) = 0, x ∈ [c, d], then the condition supx |g (x)| is finite can be relaxed to that
∫ b
a
|g (x)| dx is finite.
Furthermore, for this case, Lemma D.1 also holds for g (x) = g1(x)+
∑∞
i=−∞ ciδ(x−xi) with xi ∈ [a, b] such
that
∫ b
a
|g1(x)| dx+
∑∞
i=−∞ ci is finite, where δ(·) denotes the Dirac delta function.
The proof of Lemma D.1 is provided in Appendix D.1.
Now we generalize Lemma D.1 by considering g : [a, b] × R → R to be a real multivariate function. For
such g and a number ∆ > 0, we define a periodic function g∆ induced by g as
g∆(x, y) :=
∞∑
i=−∞
g
(
a+
b− a
∆
(x− i∆), y
)
1 {x ∈ (i∆, (i+ 1)∆]} .
Define
L∆(y) :=
∫ ∞
−∞
f(x)g∆(x, y)dx
and
L(y) :=
1
b− a
∫ ∞
−∞
f(x)dx
∫ b
a
g (x′, y) dx′.
Lemma D.2. Assume f(x) and g(x, y) are arbitrary integrable functions, and
∫∞
−∞ |g (x, y)| dy is bounded
a.e. Then f(x) and g∆(x, y) are asymptotically uncorrelated under the L1-norm distance as ∆ → 0. That
is,
lim
∆→0
∫ ∞
−∞
|L∆(y)− L(y)| dy = 0. (18)
Furthermore, (18) also holds for g (x, y) = g1(x, y) + g3(x)δ(y− g2(x)) such that g2(x) is a differentiable a.e.
function and ddxg2(x) 6= 0 for almost every x ∈ [a, b] and supx
∫∞
−∞ |g (x, y)| dy = supx
{∫∞
−∞ |g1 (x, y)| dy + |g3(x)|
}
is finite.
Remark D.3. More specifically, it holds that∫ ∞
−∞
|L∆(y)− L(y)| dy
≤ ess sup
x
∫ ∞
−∞
|g (x, y)| dy
∞∑
i=−∞
∫ (i+1)∆
i∆
∣∣∣∣∣f(x)− 1∆
∫ (i+1)∆
i∆
f(x)dx
∣∣∣∣∣ dx. (19)
If g (x, y) = g1(x, y) + g3(x)δ(y − g2(x)), then (19) still holds with ess supx
∫∞
−∞ |g (x, y)| dy replaced by
ess supx |g3(x)|.
Remark D.4. If f(x) is bounded and continuous a.e. on an interval [c, d], and f(x) = 0, x ∈ [c, d], then
the condition that
∫∞
−∞ |g (x, y)| dy is bounded a.e. can be relaxed to that
∫∞
−∞
∫ b
a
|g (x, y)| dxdy is finite.
Furthermore, for this case, Lemma D.2 also holds for g (x, y) = g1(x, y) + g3(x)δ(y − g2(x)) such that g2(x)
is a differentiable a.e. function and g′2(x) 6= 0 for almost every x ∈ [a, b] and
∫∞
−∞
∫ b
a
|g (x, y)| dxdy =∫∞
−∞
∫ b
a
|g1 (x, y)| dxdy +
∫ b
a
|g3(x)| dx is finite.
The proof of Lemma D.2 is similar to that of Lemma D.1, and hence omitted. Furthermore, Lemmas
D.1 and D.2 can be extended to multivariant function cases.
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D.1 Proof of Lemma D.1
Define
L∆ =
∫ ∞
−∞
f(x)g∆(x)dx
=
∞∑
i=−∞
∫ (i+1)∆
i∆
f(x)g
(
a+
b− a
∆
(x− i∆)
)
dx
and
∞∑
i=−∞
∫ (i+1)∆
i∆
(
1
∆
∫ (i+1)∆
i∆
f(x)dx
)
g
(
a+
b− a
∆
(x− i∆)
)
dx
=
∞∑
i=−∞
(
1
∆
∫ (i+1)∆
i∆
f(x)dx
)∫ (i+1)∆
i∆
g
(
a+
b− a
∆
(x− i∆)
)
dx
=
∞∑
i=−∞
(
1
∆
∫ (i+1)∆
i∆
f(x)dx
)
∆
b− a
∫ b
a
g (x′) dx′
=
1
b− a
∫ ∞
−∞
f(x)dx
∫ b
a
g (x′) dx′
= L.
Then we bound |L∆ − L| as follows.
|L∆ − L|
=
∣∣∣∣ ∞∑
i=−∞
∫ (i+1)∆
i∆
f(x)g
(
a+
b− a
∆
(x− i∆)
)
dx
−
∞∑
i=−∞
∫ (i+1)∆
i∆
(
1
∆
∫ (i+1)∆
i∆
f(x)dx
)
g
(
a+
b− a
∆
(x− i∆)
)
dx
∣∣∣∣
=
∣∣∣∣∣
∞∑
i=−∞
∫ (i+1)∆
i∆
(
f(x)− 1
∆
∫ (i+1)∆
i∆
f(x)dx
)
g
(
a+
b− a
∆
(x− i∆)
)
dx
∣∣∣∣∣
≤
∞∑
i=−∞
∫ (i+1)∆
i∆
∣∣∣∣∣f(x)− 1∆
∫ (i+1)∆
i∆
f(x)dx
∣∣∣∣∣
∣∣∣∣g(a+ b− a∆ (x− i∆)
)∣∣∣∣ dx
≤ ess sup
x
|g (x)|
∞∑
i=−∞
∫ (i+1)∆
i∆
∣∣∣∣∣f(x)− 1∆
∫ (i+1)∆
i∆
f(x)dx
∣∣∣∣∣ dx
= ess sup
x
|g (x)|
∞∑
i=−∞
∫ (i+1)∆
i∆
2
[
f(x)− 1
∆
∫ (i+1)∆
i∆
f(x)dx
]+
dx
= ess sup
x
|g (x)|
∫ ∞
−∞
2 [f(x)− f∆(x)]+ dx, (20)
where [z]+ = max{z, 0}, and
f∆(x) :=
∞∑
i=−∞
1
∆
∫ (i+1)∆
i∆
f(x)dx1 {x ∈ (i∆, (i+ 1)∆]} .
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Observe that [f(x)− f∆(x)]+ ≤ f(x) and f(x) is integrable, and moreover,
lim
∆→0
∞∑
i=−∞
1
∆
∫ (i+1)∆
i∆
f(x)dx1 {x0 ∈ (i∆, (i+ 1)∆]}
= lim
∆→0
1
∆
∫ (b x0∆ c+1)∆
b x0∆ c∆
f(x)dx
= f(x0), a.e., (21)
where (21) follows by Lebesgue’s differentiation theorem [15, Thm. 7.7]. Hence by Lebesgue’s dominated
convergence theorem [15, Thm. 1.34], (20) converges to zero as ∆→ 0.
Therefore, lim∆→0 L∆ exists and equals L.
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