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Wave Equations with Variable Coefficients
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Abstract
In this work, we present some easily verifiable sufficient conditions that guarantee the control-
lability of wave equations with non-constant coefficients. These conditions work as complements
for those obtained in [3].
1 Introduction and the Main Results
Let T > 0 and Ω ⊂ Rn be a bounded domain with a C2 boundary ∂Ω. Let aij ∈ C1(Ω)(i, j =
1, · · · , n) such that aij = aji and A
△
= (aij)1≤i,j≤n is a uniformly positive definite matrix.
Consider the following hyperbolic equation:

ytt −
n∑
i,j=1
(
aijyxi
)
xj
= 0 in (0, T )× Ω,
y = 0 on (0, T )× ∂Ω,
y(0) = y0, yt(0) = y1 on Ω.
(1.1)
Here (y0, y1) ∈ H
1
0 (Ω)×L
2(Ω). In order to establish the boundary observability estimate for the
equation (1.1) by multiplier method or Carleman estimate, one needs the following conditions
(see [2] for example):
Condition 1.1. There exists a function d ∈ C2(Ω) such that
n∑
i,j=1
{ n∑
i′,j′=1
[
2aij
′
(ai
′jdx′
i
)xj′ − a
ij
xj′
ai
′j′dxi′
]}
ξiξj ≥ µ0
n∑
i,j=1
aijξiξj , (1.2)
when (x, ξ1, · · · , ξn) ∈ Ω× R
n, and such that and
|∇d| > 0 in Ω. (1.3)
Remark 1.1. One can directly verify the following: The condition (1.2) is equivalent to that
the matrix
B = (bij)1≤i,j≤n
△
=
( n∑
i′,j′=1
(
aij
′
ai
′jdxi′xj′ +
aij
′
ai
′j
xj′
+ ajj
′
ai
′i
xj′
− aijxj′a
i′j′
2
dxi′
))
1≤i,j≤n
(1.4)
is uniformly positive definite.
The function d verifying (1.2) and (1.3) does not exist for some cases. This can be seen from
the following example:
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Example 1.1. Let Ω = {(x, y) : x2 + y2 ≤ 2}. Let (aij)1≤i,j≤2 = diag (a
1, a2) with a1(x, y) =
a2(x, y) = 1+ x2 + y2. By an indirect proof based on the Geometric Control Condition given in
[1], we can show that there is no such a function d that satisfies (1.2).
Now, we study the existence of functions d verifying (1.2) and (1.3) for suitable (aij)1≤i,j≤n.
We will focus our studies on the special case where A = (aij)1≤i,j≤n = diag (a
1, · · · , an), where
ai ∈ C1(Ω). From Example 1.1, we see that even in this case, the above-mentioned functions d
may not exist. Thus, it is interesting to provide certain easily verifiable condition to ensure the
existence of such functions d in the case when A is diagonal. The main results of this study are
as follows:
Theorem 1.1. Let A = diag (a1, · · · , an), with ai ∈ C1(Ω) (1 ≤ i ≤ n), be positive uniformly
definite over Ω. If there exists j ∈ {1, · · · , n} such that all the terms of {aixj}1≤i≤n;i6=j remain
positive (or negative ) over Ω, then there is a function d ∈ C2(Ω) verifying Condition 1.1.
It is worth mentioning that, in the statement of the main theorem, we don’t need the
structural condition on ajxj where j is the fixed index. Before carrying out the proof, we give
two corollaries. The first one corresponds to the case j = 1:
Corollary 1.1. Let A = diag (a1, · · · , an), with ai ∈ C1(Ω), i = 1, · · · , n, be positive uniformly
definite over Ω. Suppose that
akx1 > 0 (or a
k
x1
< 0) over Ω, for 2 ≤ k ≤ n, (1.5)
then, there is a function d ∈ C2(Ω) verifying Condition 1.1.
Corollary 1.2. Let A = diag (a1, a2), with a1, a2 ∈ C1(Ω), be positive uniformly definite over
Ω. Suppose that a1x2 (or a
2
x1
) is either positive or negative over Ω. Then there is a function
d ∈ C2(Ω) satisfying Condition 1.1.
2 Proof of Main Theorem:
Proof of Theorem 1.1: case 1. We first consider the following case:
aixj < 0, uniformly over x ∈ Ω, for all 1 ≤ i ≤ n with i 6= j. (2.1)
where j is a fixed index. Let
d , d(x) = eλ(c+xj) +
∑
1≤i≤n,i6=j
eλxi , x ∈ Ω,
where c > 0 satisfies that
min
x∈Ω
{c+ xj} ≥ 1 + max
x∈Ω
∑
1≤i≤n,i6=j
|xi|, (2.2)
and λ > 0 is a large number will be determined later. Using (2.2), one could check that the
function d(x) enjoys the following properties:
• For any 1 ≤ i ≤ n,
dxixi > 0, dxi > 0, uniformly for x ∈ Ω . (2.3)
• For any 1 ≤ i ≤ n,
lim
λ→+∞
dxi
dxjxj
= 0 uniformly for x ∈ Ω . (2.4)
• For any 1 ≤ i ≤ n with i 6= j,
lim
λ→+∞
dxi
dxj
= 0, lim
λ→+∞
dxixi
dxj
= 0, uniformly for x ∈ Ω . (2.5)
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From Remark 1.1, to prove d enjoys (1.2) for the case A = diag (a1, · · · , an), we only need
to show the uniformly positivity of the following matrix:
B =
1
2
(
aiajxidxj + a
jaixjdxi
)
1≤i,j≤n
+ diag
(
(a1)2dx1x1 −
1
2
n∑
k=1
aka1xkdxk , · · · , (a
n)2dxnxn −
1
2
n∑
k=1
akanxkdxk
)
. (2.6)
To achieve this goal, we only need to show that all the leading principal minors of B are
positive. In order to avoid the terrible expansion of the determinant, we shall make full use of
the asymptotic behavior with respect to the parameter λ. We denote by ei the i-th standard
basis of Rn and by {Bi}
n
i=1 the row vector of B. It can be verified that, with a very large λ > 0,
the matrix B is uniformly positive definite over Ω if and only if all the leading principal minors of
the matrix B˜(x, λ) :=


B1
dxj
...
Bj−1
dxj
Bj
dxjxj
Bj+1
dxj
...
Bn
dxj


is uniformly positive over Ω. This later condition is relatively
easier to be verified because we could calculate the limit B˜(x,+∞) = limλ→+∞ B˜(x, λ) and
the condition (2.1) guarantees that all the leading principal minors of B˜(x,+∞) are uniformly
positive over Ω. Now we give the details of this:
By (2.6)
Bj =
1
2
(
ajalxjdxl + a
lajxldxj
)
1≤l≤n
+
(
(aj)2dxjxj −
1
2
n∑
k=1
akajxkdxk
)
ej (2.7)
Making use of (2.3),(2.4) and (2.5), we deduce
lim
λ→+∞
Bj
dxjxj
= (aj)2ej uniformly for x ∈ Ω. (2.8)
In the same spirit, for 1 ≤ i ≤ n with i 6= j, we have
Bi =
1
2
(
aialxidxl + a
laixldxi
)
1≤l≤n
+
(
(ai)2dxixi −
1
2
n∑
k=1
akaixkdxk
)
ei (2.9)
One could verify by using (2.4) and (2.5) that
lim
λ→+∞
Bi
dxj
=
1
2
aiajxiej −
1
2
ajaixjei uniformly for any x ∈ Ω. (2.10)
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By (2.18) and (2.20), we deduce that
lim
λ→+∞


B1
dxj
...
Bj−1
dxj
Bj
dxjxj
Bj+1
dxj
...
Bn
dxj


=


− 12a
ja1xj · · · 0
1
2a
1ajx1 0 · · · 0
...
. . .
...
...
...
...
0 · · · − 12a
jaj−1xj
1
2a
j−1ajxj−1 0 · · · 0
0 · · · 0 (aj)2 0 · · · 0
0 · · · 0 12a
j+1ajxj+1 −
1
2a
jaj+1xj · · · 0
...
...
...
...
. . .
...
0 · · · 0 12a
najxn 0 · · · −
1
2a
janxj


(2.11)
uniformly for x ∈ Ω. We deduce from the above formula and (2.3), (2.1) that all the leading
principal minors of B˜(x, λ) are uniformly positive with a large λ. This complete the proof.
Proof of Theorem 1.1, case 2. Here we discuss the case when
aixj > 0, uniformly over x ∈ Ω, 1 ≤ i ≤ n, i 6= j, (2.12)
where j is a fixed index. In this case, the proof is quite similar as above: we define a function
d , d(x) = e−λ(xj−c) +
∑
1≤i≤n,i6=j
e−λxi , x ∈ Ω,
where c > 0 satisfies that
max
x∈Ω
{xj − c}+ 1 ≤ min
x∈Ω
n∑
1≤i≤n,i6=j
|xi|, (2.13)
and λ > 0 is a large number will be determined later. Using (2.13), one could also check that
the function d(x) enjoys the following properties:
• For any 1 ≤ i ≤ n,
dxi < 0, dxii > 0, uniformly for x ∈ Ω . (2.14)
• For any 1 ≤ i ≤ n,
lim
λ→+∞
dxi
dxjxj
= 0 uniformly for x ∈ Ω . (2.15)
• For any 1 ≤ i ≤ n with i 6= j,
lim
λ→+∞
dxi
dxj
= 0, lim
λ→+∞
dxixi
dxj
= 0, uniformly for x ∈ Ω . (2.16)
As before, we deduce from (2.14),(2.15) and (2.16) that the matrix B is uniformly positive
definite if and only if all the leading principal minors of the matrix Bˆ(x, λ) :=


− B1
dxj
...
−
Bj−1
dxj
Bj
dxjxj
−
Bj+1
dxj
...
− Bn
dxj


is
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uniformly positive over Ω when λ is large enough. By (2.6)
Bj =
1
2
(
ajalxjdxl + a
lajxldxj
)
1≤l≤n
+
(
(aj)2dxjxj −
1
2
n∑
k=1
akajxkdxk
)
ej (2.17)
Making use of (2.15) and (2.16), we deduce
lim
λ→+∞
Bj
dxjxj
= (aj)2ej uniformly for x ∈ Ω. (2.18)
In the same spirit, for 1 ≤ i ≤ n with i 6= j, we have
Bi =
1
2
(
aialxidxl + a
laixldxi
)
1≤l≤n
+
(
(ai)2dxixi −
1
2
n∑
k=1
akaixkdxk
)
ei (2.19)
One could verify by using (2.4) and (2.5) that
lim
λ→+∞
Bi
dxj
=
1
2
aiajxiej −
1
2
ajaixjei uniformly for any x ∈ Ω. (2.20)
By (2.18) and (2.20), we deduce that
lim
λ→+∞


B1
dxj
...
Bj−1
dxj
Bj
dxjxj
Bj+1
dxj
...
Bn
dxj


=


− 12a
ja1xj · · · 0
1
2a
1ajx1 0 · · · 0
...
. . .
...
...
...
...
0 · · · − 12a
jaj−1xj
1
2a
j−1ajxj−1 0 · · · 0
0 · · · 0 (aj)2 0 · · · 0
0 · · · 0 12a
j+1ajxj+1 −
1
2a
jaj+1xj · · · 0
...
...
...
...
. . .
...
0 · · · 0 12a
najxn 0 · · · −
1
2a
janxj


(2.21)
uniformly for x ∈ Ω. The above formula implies
lim
λ→+∞


− B1
dxj
...
−
Bj−1
dxj
Bj
dxjxj
−
Bj+1
dxj
...
− Bn
dxj


=


1
2a
ja1xj · · · 0 −
1
2a
1ajx1 0 · · · 0
...
. . .
...
...
...
...
0 · · · 12a
jaj−1xj −
1
2a
j−1ajxj−1 0 · · · 0
0 · · · 0 (aj)2 0 · · · 0
0 · · · 0 − 12a
j+1ajxj+1
1
2a
jaj+1xj · · · 0
...
...
...
...
. . .
...
0 · · · 0 − 12a
najxn 0 · · ·
1
2a
janxj


(2.22)
uniformly for x ∈ Ω. We deduce from the above formula and (2.14), (2.12) that all the leading
principal minors of Bˆ(x, λ) are uniformly positive with a large λ. This complete the proof.
3 Examples and Comments
There have been a lot of conditions to ensure the existence of the function d. In [3] (see also
[4]), the author provides a sectional curvature condition to guarantee the existence of functions
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d. This condition is that the sign of the sectional curvature function k for the Riemannian
manifold, with a metric A−1 = (aij)−11≤i,j≤n, is either positive or negative over Ω.
In this section, we will compare the condition in Theorem 1.1 with the above-mentioned
condition given in [3]. Then, we will see some advantage can be taken from the condition in
Theorem 1.1. First, [3] needs the C∞-regularity for coefficients ai,j ; while our Theorem 1.1 only
needs the C1-regularity for coefficients. Second (more important), there are many cases which
can be solved by our Theorem 1.1, but cannot be solved by the sectional curvature condition
provided in [3]. Here, we present an example to explain the second advantage above-mentioned.
Example 3.1. Let A = diag (a1, a2), where a1, a2 ∈ C∞(Ω). Suppose that a2x1 < 0 over
Ω. By Theorem 1.1 or Corollary 1.2, there is a function d ∈ C2(Ω) verifying Condition 1.1.
However, by making use of the sectional curvature condition provided in [3], we cannot imply
the existence of the above-mentioned d. In fact, after some computation, one can see that the
sectional curvature given by the metric A−1 is as follows:
k =
1
4(a1a2)2
[
a2a1x1a
2
x1
+ a1(a2x1)
2 − 2a1a2a2x1x1
]
. (3.1)
From (3.1), one can construct many such ai, i = 1, 2, with the property that a2x1 < 0 over Ω,
such that the corresponding k changes its sign over Ω.
Here, we provide one of them as follows: Let Ω = {(x1, x2) : (x1 − 2)
2 + x22 < 3/2} ⊂ lR
2.
Let a1 = eµ1x1 and a2 = e−µ2x
2
1 , where µ1 and µ2 satisfy
µ1 > 0; µ2 > 0; µ1 + 2µ2 < 2; 3µ1 + 18µ2 > 2. (3.2)
Clearly, (3.2) has solutions.
In this case, it is clear that a2x1 < 0 over Ω because x1 > 0 over Ω. From (3.1), we see
4(a1a2)2k = −2µ1µ2x1e
µ1x1−2µ2x
2
1 + 4µ22x
2
1e
µ1x1−2µ2x
2
1 + 4µ2e
µ1x1−2µ2x
2
1 − 8µ22x
2
1e
µ1x1−2µ2x
2
1
= −2µ2e
µ1x1−2µ2x
2
1
(
µ1x1 + 2µ2x
2
1 − 2
)
.
From (3.2), it follows that
(µ1x1 + 2µ2x
2
1 − 2)
∣∣
x1=1
< 0
and
(µ1x1 + 2µ2x
2
1 − 2)
∣∣
x1=3
> 0.
Hence, k > 0 in the set Ω ∩ {(x1, x2) : x1 = 1}; while k < 0 in the set Ω ∩ {(x1, x2) : x1 = 3}.
From these, we conclude that k changes its sign over Ω. Therefore, the method in [3] does not
work for the current case.
The next two examples are taken from [3] for which the existence can be ensured by either
the sectional curvature condition provided in [3] or our Theorem 1.1.
Example 3.2. Let A = (aij)1≤i,j≤2 = diag (e
x3+y3 , ex
3+y3). One can directly check that
a2x1 = 3y
2ex
3+y3 > 0.
Then, according to Theorem 1.2, there is a d satisfiing (1.2) and (1.3).
Example 3.3. Let A = (aij)1≤i,j≤2 = diag (e
x+y, ex+y). One can easily check that a2x1 =
ex+y > 0. Then, by Theorem 1.2, there exists a d satisfing (1.2) and (1.3).
Remark 3.1. The sectional curvature condition provided in [3] works better than our Theo-
rem 1.1 when aij is not of diagonal form. For instance, the Example 3.2 in [3].
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