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Abstract
We introduce a novel way of measuring the entropy of a set of values undergoing
changes. Such a measure becomes useful when analyzing the temporal development
of an algorithm designed to numerically update a collection of values such as arti-
ficial neural network weights undergoing adjustments during learning. We measure
the entropy as a function of the phase-space of the values, i.e. their magnitude
and velocity of change, using a method based on the abstract measure of entropy
introduced by the philosopher Rudolf Carnap. By constructing a time-dynamic
two-dimensional Voronoi diagram using Voronoi cell generators with coordinates
of value- and value-velocity (change of magnitude), the entropy becomes a function
of the cell areas. We term this measure teleonomic entropy since it can be used
to describe changes in any end-directed (teleonomic) system. The usefulness of the
method is illustrated when comparing the different approaches of two search algo-
rithms, a learning artificial neural network and a population of discovering agents.
Key words: Carnap entropy, teleonomic entropy, teleonomic creativity,
phase-space, Voronoi diagram, artificial neural network, agent system
1 Introduction
Any entropy measure similar to Boltzmann’s entropy SB in thermodynamics,
which is based on a statistical approach, is useful only in cases where a great
number of values are investigated. Two further limitations of Boltzmann’s
measure are: (a) The value of SB depends on the cell size chosen and the
location of cell boundaries, both of which are arbitrary, (b) As the system
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continuously changes in time according to the laws of motion, molecules pass
from one cell to another resulting in a discontinuous change in SB. Carnap’s [3]
abstract entropy concept does not show these limitations and its adaptation
for our purposes is discussed here.
In the next section we first introduce a justification for the particular choice
of parameters for our measure of entropy by visiting the Maxwell-Boltzmann
Distribution for ideal gases showing that it represents a distribution of veloc-
ities of maximum entropy consistent with the second law of thermodynamics.
This warrants our subsequent approach to adopt value-magnitudes and their
rate of change, i.e. their velocities, as a basis for entropy calculation. We then
introduce the abstract concept of entropy as developed by Carnap in section 3.
In section 4 we propose a method of measuring the entropy of a system by
its phase-space using an adaptation of Carnap entropy. In section 5 we ap-
ply this measure to compare two different search algorithms, a learning ANN
and a discovering agent system, to demonstrate a practical application. After
discussion our results in section 6 we finally offer some concluding remarks in
section 7.
2 Justification
Entropy is a measure of unavailable energy—energy still existing but inacces-
sible for the purpose of performing work. It is also often identified with the
amount of disorder in a system. In other words, entropy measures the lack of
information about the exact state of a system. The distribution having max-
imum entropy for a given mean and variance is the Gaussian [1, p.243]. The
Maxwell-Boltzmann Distribution, which describes the velocity distribution of
the molecules of an ideal gas, corresponds to the product of three simple one-
dimensional Gaussians. Expressed in terms of the x, y, z components of the
velocity u, one for each of the three Cartesian components of Euclidian space,
we can write [9]
f (ux, uy, uz) = ae
−bu2x · ae−bu2y · ae−bu2z , (1)
with
a =
√
m
2pikBT
and b =
m
2kBT
, (2)
where the exponent is the kinetic energy associated with the particle motion in
that direction, m its mass, T the absolute temperature and kB the Boltzmann
constant.
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It can now be said that the velocities of molecules of an ideal gas following the
Maxwell-Boltzmann Distribution are in a state of maximum entropy. This is
consistent with the second law of thermodynamics. From this it follows that
measuring the entropy of a set of velocities is a reasonable approach if one
wants to capture the temporal activity of a dynamic system.
When measuring the entropy of such a system, we will use the one-dimensional
velocity vw of value changes. To describe the microstates of the value space
completely in the classical manner, we must not only specify the velocities
but also the position w of the values, i.e. the one-dimensional value itself.
We are therefore forming a two-dimensional velocity-value space vw, w in the
same manner as is customary in quantum mechanics when forming a six-
dimensional position-momentum space to specify quantum states. Momentum
is the product of mass and velocity and by arbitrarily setting the mass of a
value to unity we arrive at the same result. In other words, we employ a method
that measures the entropy S using the two-dimensional velocity-position space
or phase-space of the values, i.e. the velocities of value-change vs. the value-
magnitudes S = f(vw, w). Since common entropy measures deal with discrete
values, they are less suitable for measuring continuous variables. After some
adaptations, the method of calculating entropy developed by Rudolf Carnap
becomes however ideal for this purpose.
The adapted measure of Carnap entropy can be used as a measure to monitor
the temporal changes of internal state variables of any end-directed process.
These kind of processes, biological or otherwise, have been described as teleo-
nomic by Pittendrigh [7, p.391,394] and Mayr [5, p.1504]. John Campbell [2,
p.280] also supports Mayr’s [6, p.114] view that an executing computer pro-
gram can legitimately be considered a teleonomic processes. We therefore call
our measure of entropy teleonomic entropy.
3 Carnap Entropy
The philosopher Rudolf Carnap developed the abstract concept of entropy for
use in inductive logic while in Princeton in 1952 and 1954. His two essays where
published posthumously in 1977 [3]. He himself did not make much use of the
concept, possibly due to the difficulty of calculating the entropy value (without
the aid of computers) which is based on the complex geometric shapes of
Voronoi diagrams. Only in 1986 Steve Fortune [4] developed a very efficient and
fast algorithm of order O(n log n) which quickly became popular for computer
implementations of Voronoi diagram calculations. In the following we describe
Carnap’s [3, p.77] concept of abstract entropy.
Given a system of N elements ai (i = 1, . . . , N), each with n magnitudes φj
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(j = 1, . . . , n), with φj(ai) = uij, we can represent each element ai by its
phase point bi in n-dimensional µ-space. Carnap explicitly states that “the
nature of the elements is not specified; they need not be molecules or other
physical particles; they may be entities of any kind whatsoever”. Rµ is the
region of admitted phase points with the finite volume V µ. Instead of dividing
Rµ now into an arbitrary number K of equal parts (cells) of equal volume
vµ, he chooses a fixed equal number of phase points for each part, namely
one. Each phase point is so assigned to a part of Rµ containing it, which is
called the environment ei of bi. The volumes vi will be generally different. The
environments ei must fulfill the following conditions.
(1) Every ei is a subset of R
µ.
(2) For every ei, its volume vi > 0.
(3) The environments of the distinct phase points do not overlap.
(4) Almost every point of Rµ (i.e., every point with the possible exception
of a set of points of measure 0) belongs to one of the N environments;
hence
∑N
i=1 vi = V
µ.
(5) Given the cartesian distance D between two points x and x′ in µ-space
with the coordinates uj (j = 1, . . . , n) and u
′
j respectively calculated
from D(x, x′) =
√∑n
j=1(uj − u′j)2), D of the phase points of two distinct
elements is D > 0, i.e. two points must not have identical coordinates.
(6) The environment ei of the phase point bi is the set of those points X of
Rµ for which the distance between X and bi is smaller than any other of
the N phase points.
As an alternative to the Boltzmann entropy SB, Carnap now defines S
′
B as
S ′B = kB
∑
i
ln vi . (3)
He then continues that the abstract entropy is not restricted to gas molecules
but applicable to arbitrary elements enabling the replacement of kB with
1/ ln 2. The Carnap entropy now becomes
SC =
N∑
i
log2 vi , (4)
a continuous function of the N values vi and each of these values is in turn
a continuous function of the nN values of uij. Carnap did not name the ge-
ometric structure from which he calculated entropy, but it is now commonly
known as a Voronoi diagram.
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4 Teleonomic Entropy
Teleonomic entropy is an adaptation of the abstract concept of Carnap en-
tropy. We will now describe those adaptations. Since we will only deal with
2-dimensional Voronoi cell volumes, we replace Carnap’s notations V and v
with A and a respectively in the remainder. Using Carnap’s abstract entropy
concept we can formulate a mechanism to calculate the entropy of a teleo-
nomic system considering the dynamic development of its phase-space. The
teleonomic system will adjust its process variables in an effort to maintain
its programmed objective. The velocity vxii of the process variable xi can be
calculated from the change in its magnitude after t time steps vxii = ∆xi/t.
Since some process variables may not have boundary conditions (an assump-
tion made by by Carnap), the maximum extent of the phase-space can be an
unknown quantity. As a first adaptation we will broaden Carnap’s concept by
dropping this restriction and introducing variable boundaries. We define the
boundary of the rectangular Voronoi diagram with the area Aµ ≡ A to be lim-
ited by the dynamic coordinates of the minimum and maximum values of the
process variables, i.e. the minimum and maximum magnitudes of position and
velocity respectively. This rectangular area shall be parallel to the coordinate
axes of magnitude and velocity. Since the boundary of this phase-space is dy-
namic it becomes necessary to introduce a normalization factor to be able to
compare the entropy value computed from several differently sized V µ. This
normalization comprises our second adaptation. We adjust for the dynami-
cally changing total area At at each time step t by dividing each individual
cell area ai by the total area of all cells generated at that step,
At =
N∑
i
ai (5)
Alternatively, due to its definition, this area can be calculated from the ex-
tensions of the rectangular area itself
At = (x
x
max − xxmin) · (vxmax − vxmin) , (6)
which is computationally faster. Since log(x) ≤ 0 for 0 < x ≤ 1, this normal-
ization step will make it necessary to replace kB in eqn. 3 with −1/ ln(2) (not
1/ ln(2) as Carnap proposed) to retain a positive value for the entropy, this is
the third and last adaptation. Combining eqn. 4 and the normalization from
eqn. 5, the normalized expression for the entropy for N elements becomes
ST = −
N∑
i
log2
ai
A
, (7)
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Fig. 1. Voronoi diagram containing Carnap’s original nomenclature (red and italics)
and our rendition of those (black and bold).
with ai, i = 1, 2, . . . , N being the areas of the two-dimensional Voronoi cells
formed by N generators gi(xi, v
xi
i ) from magnitudes xi and velocities vi (re-
sulting from a change in magnitudes). The rectangular area A of the Voronoi
diagram is bounded by the minimum and maximum values of the magnitudes
and velocities (xmin, v
x
min) and (xmax, v
x
max), being the lower left and upper
right corner of each diagram at each time step t respectively (cf. Figure 1).
We will make use of eqn. 7 for teleonomic systems and we will call the entropy
calculated from this equation teleonomic entropy. Due to the use of log2 the
unit of measure for teleonomic entropy is bits. We can now observe the teleo-
nomic entropy changes in any N -dimensional teleonomic system based on its
internal process variables during some dynamic development. For this purpose
we have to calculate the Voronoi diagram at each time interval ∆t anew and
compute ST from the resulting N cell areas of size ai.
5 Examples
Since computer programs are included in the class of teleonomic processes we
will use them as examples here. Two different search algorithms are compared
by following their teleonomic entropy development, a learning artificial neural
network (ANN) and a discovering population of agents.
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5.1 Learning ANN
We follow the temporal entropy development inside an ANN during learning.
When measuring entropy changes in a learning ANN, one has to decide which
values to observe. A natural choice are the weights that form the network’s
memory and that undergo changes until a task has been learned. We remarked
earlier that conventional methods of entropy calculations fail when the number
of elements is small. The XOR toy-problem is therefore of particular interest
to us since it has only nine weights.
The batch backpropagation algorithm described in [8] was applied for 200
epochs at which point the mean squared error (MSE) is less than 0.0005
with β = 2, η = 0.75, α = 0.9 and −0.1 < wstart < 0.1. Eqn. 7 was used
to compute the teleonomic entropy at the end of each epoch. The temporal
development of the nine-dimensional weight phase-space during learning is
displayed in Figure 2 (left). The teleonomic entropy development is depicted
in the background of the figure. The MSE is included for comparison as a
measure of the quality of the solution.
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Fig. 2. The temporal development of teleonomic entropy calculated from the nine
network weights of an ANN that is learning to solve the XOR problem (left) and of
an artificial agent system attempting to maximize fitness (right).
5.2 Discovering Agents
A simple teleonomic system is introduced containing an internal process con-
trolled by two parameters that determine the end-directed behavior of the sys-
tem. The system we describe is not modelled on any specific natural system,
nor do we claim to have invented a new robust optimization algorithm. We
shall only be concerned with the fact that there is a certain end-directedness
present within the system. The end-state the system is seeking (its teleonomic
nature) is a maximization of fitness.
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The system is subjected to an external environment formed by a 1-D fitness
landscape containing K = 1 dynamic peaks. We construct this fitness land-
scape using
F (x) =
K∑
i
1
wi(−x+ di)2 + 1/hi (8)
in which di and hi specify the approximate distance from the origin and height
of peak i respectively and wi is a parameter controlling the width of each
peak (d1 = 0.5, h1 = 1, w1 = 50 in our simulations). At each iteration t,
N = 10 agents are released into this fitness landscape. Each agent carries its
own mean µi and standard deviation σi for i = 1, 2, . . . , N (µi and σi are
initialized randomly as σi = Φ(0, 1) and µi = Φ(0, σi) with Φ(µ, σ) being
the Gaussian distribution function with mean µ and std. dev. σ). Using those
mean and standard deviations the agents perform a single jump into the fitness
landscape starting from x-position 0. The success of a jump is measured in
terms of fitness. Each agent’s position xi will translate to a fitness Fi as per
eqn. 8. The fitness of each agent is averaged (F¯ ) over its lifetime. The agent
with the lowest average fitness is determined every J = 5 iterations. This
agent is removed and replaced with a new agent denoted ? which inherits a
slightly modified and randomized version of the fittest agent’s mean µ• and
standard deviation σ• using
σ? = s|σ• + F¯ • − F •| (9)
µ? = s(µ• + Φ(0, 1) σ?) (10)
with
s =
 1 if mod(t, J) = 0,0 if mod(t, J) 6= 0.
This comprises the negative feedback loop leading to the adaptive, end-directed
behavior. After a short initial search (1 ≤ t ≤ 200) the agent’s parameters
adapt to optimum values (σi = 0 and µi = 0.5). At iteration t = 500 the fitness
landscape is mirror imaged with respect to the origin, i.e. d1 is changed from
0.5 to −0.5. This immediately causes the agents to widen their search (σi > 0
and |µi| > 0.5) to locate the new maximum which they settle on at iteration
t = 950 with re-adapted parameters σi = 0 and µi = −0.5. The algorithm is
stopped after a pre-determined number of iterations T = 1000. Figure 2 (right)
shows the phase-space of the agents with the teleonomic entropy pictured in
the back of the figure.
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6 Discussion
Both teleonomic systems are trying to maintain a stable state, the ANN at-
tempts to minimize its MSE and the agent system seeks to maximize its fit-
ness. The dynamic properties of each system are however different. The ANN
achieves its goal via small adjustments to its weights and the agent system
through adjustments to the mean and std. dev. of jump sizes. This is reflected
in the gradual change in teleonomic entropy in the first case and more erratic
changes in the latter due to the stochastic nature of the algorithm.
If we focus our attention to iterations 1 to 200 of Figure 2 (right), we find
that despite agent velocities and jump sizes larger than encountered later at
iteration 500, the teleonomic entropy of the system remains largely unaffected.
However, at iteration 500 when the agents are discovering the new fitness peak,
the teleonomic entropy rises considerably with comparatively smaller jump
sizes and velocities. We can therefore not simply observe velocities and jump
sizes in a teleonomic system to judge if a system is undergoing a phase transi-
tion of discovery or teleonomic creativity. A measure of teleonomic entropy as
suggested here will disclose this phenomenon. The cause for this discrepancy
is to be found in the asymmetric distribution of phase points indicating the
start of the discovery phase. All agents are moving between iteration 1 and
200, at iteration 500 initially only one and then a few are moving at the same
time, it is this movement of only a few that increases the teleonomic entropy.
7 Conclusion
The purpose of this article was to introduce a measure for internal changes
occurring in teleonomic systems. At first a justification for the use of velocities
is given by recalling that the Maxwell-Boltzmann Distribution for ideal gases
represents a distribution of velocities of maximum entropy. We then introduced
the abstract concept of Carnap entropy which is based on Voronoi diagrams.
After applying some adaptations this measure proves useful in calculating
the entropy of a 2-dimensional set of magnitude and increment in magnitude
of internal values of a teleonomic system. We term this measure teleonomic
entropy and apply it to the example of an ANN learning the XOR task and
a small population of discovering agents. We calculated the development of
ST in both systems and showed how teleonomic entropy can be employed to
distinguish learning from discovery. But an even more important quality of
teleonomic entropy is its ability to express the state of an active teleonomic
system. This is due to its ability to express interrelations of phase points
using a single number. In this way teleonomic entropy is able to distinguish
between a system that is in a random state or in a state of active search
9
after disturbed order. The examples shown illustrate that teleonomic entropy
is a suitable measure to reflect the temporal development of internal process
variables of teleonomic systems.
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