Abstract: A repetitive learning control method combined with backstepping technology is proposed for a class of high-order nonlinear systems with triangular structure with unknown control coefficients. The Nussbaum-gain method is incorporated into the control design to counteract the lack of a priori knowledge of the control directions. A differential-difference repetitive control law is presented to avoid the difficulties encountered in the derivation of the fictitious control. It is shown that the output of the controlled system could converge to the desired trajectory asymptotically through repetitive learning.
INTRODUCTION
Learning control aims at achieving perfect tracking mostly through directly updating the control input of current trial with the information of previous trials. Two types of learning control methods, iterative learning control (ILC) (see e.g. Arimoto et al. (1984) ; Saab (1994) ; Chen et al. (1999) ) and repetitive control (RC) (see e.g. Hara et al. (1988) ; Ghosh and Paden (2000) ; Dixon et al. (2002) ), have been proposed and developed during the past decades. The main difference lies in the setting of the initial conditions for each trial. ILC requires all the initial conditions to be the same value, while in RC, the final conditions of the previous trial naturally become the initial conditions of the current trial. At the early stage of learning control, the analyses were carried out based on the contraction mapping techniques. There are several strict requirements such as the global Lipschitz condition and relative degree limitation restricting the development and application of learning control, especially to nonlinear systems. In order to relax these limitations, adpative learning control based on Lyapunov functional (see e.g. Qu and Xu (2002) ; Xu and Tan (2003) ; Tayebi (2004) ; Marino and Tomei (2009) ) have been proposed and receives increasing attentions.
The backstepping method introduced in Krstic et al. (1995) is regarded as one of the most important developments in the adaptive control for high-order nonlinear systems. It could be utilized to deal with nonlinear systems with certain structure (parametric strict-feedback, pure-feedback, triangular structure) under state transformation. French and Rogers (2000) first proposed a nonlinear iterative learning control algorithm with a slight modification straightforwardly to the standard Lyapunov adaptive designs. A differential-difference learning law was first adopted in Ham et al. (2001) to facilitate the backward recursive design procedure for the high-order cascaded systems. However, only uniform ultimate boundedness of the tracking error could be derived with the proposed control law. Then an extension to the former result was taken in Qu and Xu (2002) to show the asymptotic convergence of the controlled cascaded systems under certain assumptions. Later, a moving average estimator method was presented in Tian and Yu (2003) to incorporate the backstepping algorithm to robust learning control for parametric strict-feedback systems. Tayebi et al. (2006) constructed backstepping-like design procedure in a systematic way by considering the derivatives of the virtual control at previous step as time-varying unknowns to be handled along with the unknown system dynamics at current step.
In the learning control designs, the control directions play a key role since they represent motion directions of the system under any control. A common assumption of most existing results is that the control directions are known and then assumed to be positive without loss of generality. However, in some cases, the control directions are difficult to detect or be decided from physical meaning. The technique of Nussbaumgain is a common method to counteract the lack of a priori knowledge of control directions. It was first proposed by Nussbaum (1983) , and later adopted in the adaptive control of highorder nonlinear systems (Ye and Jiang (1998) , Ge and Wang (2003) ). It is worth mentioning that the Nussbaum-type gain method has already been incorporated with learning control design in Chen and Jiang (2004) with a λ-tracking technology and Xu and Yan (2004) for first-order nonlinear systems. In this paper, we successfully incorporate the technique of Nussbaumtype gain into backstepping learning control for the high-order nonlinear systems with triangular structure for the first time. A differential-difference repetitive control law is proposed to avoid the difficulties encountered in the derivation of the fictitious control. There is no requirement as global Lipschitz or growth condition for the nonlinearity in the system. The paper is organized as follows. In Section 2, problem is formulated and preliminaries about Nussbaum-gain is introduced. In Section 3, backstepping repetitive learning control design is presented. Learning convergence property is summarized in Section 4. Finally, the conclusion is made in Section 5.
PROBLEM FORMULATION AND PRELIMINARIES
We shall consider the following high-order nonlinear uncertain system in the repeatable environment:
where
n is the measurable state vector, u is the system input, y is the system output, respectively. b i and θ j , 1 ≤ i ≤ n, 1 ≤ j ≤ p are unknown constant parameters with b i 0. The signs of b i , which are called the control directions, are assumed unknown. β(x, t) and ϕ i, j are known nonlinear functions with ϕ i, j (0) = 0 and β(x, t) 0, ∀x ∈ n . t ∈ [0, T ] where T is the repetitive period. Remark 1. When the constant parameters b i , 1 ≤ i ≤ n are all equal to 1, the system behaves as the so-called "parametric strict-feedback" system defined in Krstic et al. (1995) . When b i , 1 ≤ i ≤ n are all known, the system (1) possesses a "triangular" structure, which consider in Seto et al. (1994) . However, the control directions are required to be known as a priori to take the control algorithms in the papers mentioned above. The control objective is to design a sequential of inputs u k where k is the iteration number repetitively to drive the output of system (1) to converge to the desired trajectory asymptotically. To carry out the repetitive learning control algorithm, we make the following assumptions. Assumption 1. The desired trajectory is differentiable up to nth order with respect to t ∈ [0, T ] with the property y
Assumption 2. System (1) satisfies the alignment condition:
In the following learning control design, we adopt the Nussbaumtype gain method to deal with the lack of a priori knowledge of control directions. Definition 1. υ(·) is an even smooth Nussbaum-type function, if the function has the following properties:
Throughout this paper, we choose the following Nussbaumtype function
Associated with the Nussbaum-type gain, we have the following result in our previous work (Ye and Jiang (1998) ): Lemma 1. Let V(·) and ξ(·) be smooth functions defined on [0, t f ) with V(t) ≥ 0, ∀t ∈ [0, t f ), υ(·) be an even smooth Nussbaum-type function, and b be a nonzero parameter. If the following inequality holds:
where c 0 represents some suitable constant, then V(t), ξ(t) and t 0 (bυ(ξ(τ)) + 1)ξ(τ)dτ must be bounded on [0, t f ).
ADAPTIVE REPETITIVE LEARNING CONTROL DESIGN
In the repeatable condition, system (1) at the kth iteration becomes:
The backstepping repetitive learning control design consists of n steps. At the fist step, a fictitious control α 1 is designed in the place of x 2 . Then a state transformation is carried out in the second step, where a new state variable is derived as the difference of x 2 and α 1 . The procedure goes on until the nth step and the fictitious control of the last step coincides with the actual control.
Step 1: Define z
We define the fictitious control α 1 for the first step at the kth iteration as:
where υ(ξ k i ), 1 ≤ i ≤ n, is the Nussbaum-type gain defined in (3) at the ith step. γ ∈ [0, 1) is the constant learning control gain.θ k i, j , 1 ≤ i ≤ n, 1 ≤ j ≤ p, is the estimate of θ j at the ith step at kth iteration.
We make the following assumption with respect to the parameter updating law in order to learn the unknown constants repetitively:
k is the iteration number. Moreover, considering Assumptions 1 and 2, it is easy to see thatξ
Step i(2 ≤ i ≤ n − 1): the fictitious control at the ith step is defined as 
As k tend to ∞, it is actually an infinite series which cannot be achieved in real-implementation. There would also be heavy noises making the system uncertain as the order increases.
Under the proposed differential-difference control law, the estimatesθ 1, j of current iteration and previous i − 1 iterations would appear in the expression after i − 1 derivations, which is available since the system order is finite.
where We define the fictitious control α i as
(
Step n: At the last step, the fictitious control α n coincides with the real control input u. The derivative of z k n can be expressed asż
where θ p+ j = b j , 1 ≤ j ≤ n − 1; φ k n, j , 1 ≤ j ≤ n + p − 1 are appropriately defined smooth functions associated with the unknown constant parameters; φ k n,n+p is the known truncated term at the kth iteration.
The system control input is defined as
LEARNING CONVERGENCE PROPERTY ANALYSIS
The learning convergence property of the system under the proposed control algorithm is summarized in the following theorem.
Theorem 1. Suppose that the proposed backstepping repetitive learning control procedure is applied to the system (1), which operates under Assumptions 1, 2 and 3, then for all initial conditions, uniform boundedness of all signals in the controlled system are guaranteed. Furthmore, the system output tracks the desired trajectory asymptotically.
Proof. Choose the Lyapunov functional for the ith step at the kth iteration as
Step 1: The difference of Lyapunov functional between two successive iterations is
From control law (7) and (8), the first term on the right hand of (22) can be expressed as (23) where
for simplicity where no confusion arises.
Considering the parameter updating law (9), noting the alge- (23) and (24) into (22), we have
Let t = T , considering Assumptions 1, 2 and 3, we have
Take the sum of ∆V k 1 , it is easy to see that
Define a new function ξ 1 (t
From Assumption 3, it is shown thatξ 1 (t) is a continuous function and ξ 1 (t) is a C 1 function as k tends to ∞ and (27), (28) we have
Take k to ∞, applying Lemma 1, it is easy to see that lim From the derivation of (25), the derivative of
Now for the beginning iteration of the repetitive process, from the system dynamic (1), applying Lemma 1, control laws (7) (8) (9) are continuous, we can conclude that V 0 1 (t) is bounded on t ∈ [0, T ] according to the existence theorem of differential equation under the condition z 0 2 (t) is bounded. Remark 3. As indicated in Ye and Jiang (1998) , we adopt the so-called "decoupled" backstepping method here. Using Young's inequality, (29) becomes
When z 2 is square integrable, it can be shown from the above derivation that z 1 is also square integrable.
Step i(2 ≤ i ≤ n − 1): Similar with (26) in Step 1, the difference of Lyapunov functional between two successive iterations can be derived as
As the same procedure in Step 1, we can prove V 0 i (T ) is bounded. According to Lemma 1, if z k i+1 can be regulated such that it is square integrable, then z k i is also square integrable.
Step n: Similar with Step 1, noting the relationship β(x k , t)u = α n , the difference of Lyapunov functional between two successive iterations can be derived as The whole proof is completed.
CONCLUSION
In this paper, we incorporate the technique of Nussbaum-type gain into learning control for the high-order triangular nonlinear systems with unknown control directions for the first time. A differential-difference control law is proposed to avoid the difficulties encountered in the derivation of the fictitious control in the backstepping design procedure. Asymptotical tracking is achieved under the proposed control method.
