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1 Introduzione
Il mezzo interstellare (ISM) nella nostra Galassia non e´ distribuito uniformemente, ma
presenta delle fluttuazioni di densita´, sotto forma di grandi nubi e filamenti che risaltano
rispetto al mezzo diffuso circostante. Questi complessi si formano sotto l’azione di vari
processi, come ad esempio collasso gravitazionale e instabilita´ termiche, ed e´ al loro interno
che avviene la formazione di nuove stelle. Lo studio delle proprieta´ delle nubi interstellari e´
quindi di fondamentale importanza per comprendere le condizioni in cui avviene la forma-
zione stellare. In particolare, la distribuzione di velocita´ interna alle nubi e´ determinante
per l’instaurarsi di processi di frammentazione gravitazionale, presupposto necessario per
la formazione di nuove strutture.
La dinamica del gas interstellare puo´ essere indagata tramite osservazioni spettroscopiche
dell’emissione di specie molecolari come 12CO e CS, che sono forti emettitori radio. La
velocita´ lungo una linea di vista viene ricavata tramite lo spostamento doppler della riga
di emissione. Obiettivi ideali per questo tipo di analisi sono le High Latitude Molecular
Clouds [43], nubi molecolari poste ad alte latitudini Galattiche. Le HLMC presentano due
caratteristiche fondamentali che le distinguono dalle nubi molecolari presenti sul piano Ga-
lattico. Innanzitutto non hanno al loro interno formazione di stelle, che perturba il campo
di velocita´ con venti e shocks e rende molto difficile l’interpretazione dei dati raccolti. Inol-
tre, essendo lontane dal piano Galattico, possiamo ragionevolmente supporre che lungo una
linea di vista e in un dato intervallo di velocita´ non si affollino troppe strutture diverse.
Questo e´ essenziale per interpretare correttamente il profilo di emissione osservato.
A partire dai primi anni ottanta, si sono susseguite molte osservazioni di HLMC [44, 20,
10, 65], che hanno rivelato interessanti proprieta´ del campo di velocita´ interno alle nubi.
La caratteristica principale di queste osservazioni e´ che tutte mostrano profili di riga so-
vratermici, cioe´ la dispersione di velocita´ lungo la linea di vista e´ maggiore di quella che
ci aspetteremmo se questa fosse dovuta solamente all’agitazione termica del gas. Questa
dispersione non termica fornisce alle strutture un supporto contro il collasso gravitazionale.
Gran parte delle HLMC non e´ infatti gravitazionalmente legata.
Nonostante le nubi molecolari perdano costantemente energia sotto forma di radiazione
infrarossa e millimetrica, queste sembrano strutture abbastanza stabili, con tempi di vita
caratteristici di almeno 107 anni. Deve quindi esistere un meccanismo che reintegri l’energia
radiata.
Una possibile spiegazione sia dei moti supersonici osservati, sia dell’energetica delle nubi
molecolari, potrebbe essere la presenza di un campo di velocita´ turbolento. In questo scena-
rio l’energia verrebbe immessa a grande scala dai gradienti di velocita´ dovuti alla rotazione
differenziale della Galassia e si propagherebbe poi a scale piu´ piccole tramite una cascata
turbolenta, per essere infine dissipata sotto forma di calore o tramite processi radiativi. A
sostegno dell’ipotesi turbolenta si sono accumulate negli ultimi 10 anni molte osservazio-
ni che rivelano come le nubi molecolari abbiano caratteristiche simili ai fluidi turbolenti
osservati in laboratorio, come la formazione di strutture coerenti (vortici, filamenti) e la
presenza di distribuzioni di velocita´ non Gaussiane [52]. In un certo numero di complessi
molecolari sono state riscontrate inoltre relazioni tipo legge di potenza [36] tra larghezza
di riga e dimensioni della regione osservata, che mimerebbero le leggi di scala tipiche delle
teorie classiche della turbolenza.
ll mio lavoro si inserisce in questo contesto e consiste nell’analisi di nuove osservazioni di
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emissione molecolare, ad alta risoluzione spaziale e spettrale, in nubi ad alta latitudine
Galattica. Le osservazioni, effettuate nell’inverno 2006 con il telescopio di 20m di diametro
dell’Onsala Space Observatory in Svezia, consistono sia di spettri singoli che di mappe delle
prime transizioni rotazionali di CS,12CO e HCO+, all’interno delle sorgenti MBM40, L1512
e Polaris Flare.
In questa sezione introduttiva descriviamo le caratteristiche generali delle nubi molecolari
nella nostra Galassia, assieme ai principali processi che le determinano. Una rapida tratta-
zione della turbolenza, e delle sue manifestazioni all’interno di queste strutture, e´ riportata
nel capitolo 2. I capitoli 3 e 4 sono dedicati ai metodi osservativi utilizzati ed all’analisi dei
dati. Le conclusioni sono raccolte nel capitolo 5.
1.1 Formazione di strutture
Il meccanismo di formazione ed evoluzione delle nubi molecolari e´ ancora un problema
aperto, essendo il risultato di molti processi concomitanti aventi origine diversa. La mag-
gior parte delle strutture osservate non mostrano evidenti processi di espansione o collasso
esono quindi considerate strutture stabili. In generale , l’equilibrio di questi sistemi e´ il
risultato di un bilanciamento tra meccanismi di contrazione, dovuti ad esempio l’attrazio-
ne gravitazionale, e meccanismi di supporto della struttura. Vediamo quindi sotto quali
condizioni il mezzo interstellare puo´ formare strutture e quali sono i principali processi che
ne determinano la stabilita´.
1.1.1 Teorema del Viriale
Una condizione generale di equilibrio per strutture autogravitanti e´ data dal Teorema del
Viriale, derivato per la prima volta da Clausius nel diciannovesimo secolo per un sistema di
masse puntiformi che si muovono sotto l’influenza del potenziale gravitazionale collettivo
senza collisioni. L’equazione del moto per ogni particella e´ semplicemente mx¨i = Fi. Il
lavoro compiuto per spostare una particella di un tratto x = (xi − xi,0) e´ dato da:
W ≡ mxx¨i = 1
2
m
d2x2
dt2
−mx˙i, (1)
e sommando su tutte le particelle otteniamo
1
2
dI2
dt2
= 2T +W, (2)
dove I e´ il momento di inerzia, T l’energia cinetica e W l’energia potenziale del sistema. Per
un sistema stazionario, la variazione del momento di inerzia deve essere nulla, quindi si ha
2T+W=0. La formulazione originale di Clausius puo´ essere estesa ad un sistema continuo,
caratterizzato da una funzione di distribuzione f(v), prendendo come energia cinetica e
potenziale i valori mediati sulla distribuzione. In questo caso il teorema del viriale diventa
2〈T 〉+ 〈W 〉 = 0. Nel caso di un sistema legato gravitazionalmente abbiamo
〈T 〉 = 1
2
Mtotσ
2, (3)
〈W 〉 = −kgGM
2
tot
Rtot
, (4)
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con Mtot e Rtot massa e raggio totale della nube, kg fattore che dipende dalla geometria
del sistema (3/5 per una sfera) e σ dispersione di velocita´ interna. Per nubi virializzate la
dispersione di velocita´ dovra´ essere dell’ordine di
σvir =
√
GMtot
Rtot
. (5)
Il teorema del viriale ci fornisce quindi uno strumento per poter stimare se una data strut-
tura sia o meno all’equilibrio meccanico, una volta che siano note massa, dimensioni e
dispersione di velocita´ caratteristiche. Le stime di massa e dimensioni sono pero´ difficili
da determinare per le nubi interstellari, poiche´ dipendono fortemente dalla calibrazione del
rapporto tra emissione molecolare e abbondanza di idrogeno e dalla stima della distanza
dell’oggetto. Inoltre con l’osservazione dello spostamento doppler delle linee molecolari e´
possibile rivelare solamente una componente della velocita´, quella parallela alla linea di
vista; dobbiamo quindi assumere un campo di velocita´ isotropo perche´ l’applicazione del
viriale abbia senso. Questo naturalmente fallisce in presenza di forti anisotropie, come
gradienti di velocita´ o rotazione della struttura.
1.1.2 Instabilita´ di Jeans
Consideriamo uno strato di gas autogravitante e supponiamo che valga un’equazione di
stato isoterma del tipo P = ρ · c2s, con cs velocita´ del suono costante. Analizziamo la
stabilita´ del sistema per una piccola variazione locale di densita´ δρ = ρ0e
i(kx−ωt).
Per l’equazione di continuita´ abbiamo
∂ρ
∂t
+ ρ∇ · v = 0. (6)
Al primo ordine in δρ e trasformando con Fourier, la (6) diventa
−iωδρ+ ikρ0δv = 0. (7)
Similmente l’equazione per il momento
ρ
∂v
∂t
+ ρv · ∇v = −∇P + ρ∇Φ, (8)
diventa al primo ordine
−iωδv = −ikc2s
δρ
ρ0
+ ikδΦ. (9)
Il potenziale gravitazionale segue l’equazione di Poisson
∇2Φ = −4piGρ, (10)
che diventa, applicando la variazione di densita´
k2δΦ = (4piGρ0)
δρ
ρ0
. (11)
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Combinando le tre equazioni troviamo la relazione di dispersione ω2 = c2sk
2 − 4piGρ0. La
condizione critica per la stabilita´ del mezzo e´ data da ω = 0, che implica
λJ =
√
pic2s
Gρ0
. (12)
La lunghezza d’onda critica λJ , e´ detta lunghezza di Jeans ed e´ la scala oltre la quale il
mezzo diventa instabile per collasso gravitazionale. Per dimensioni λ > λJ abbiamo infatti
un ω immaginario che tende a far divergere esponenzialmente la fluttuazione di densita´
iniziale δρ.
L’espressione (12) puo´ essere compresa anche comparando i tempi caratteristici della
contrazione gravitazionale e della risposta del sistema. La variazione di densita´ e´ infatti
contrastata dalla forza di richiamo dovuta alla pressione. Quest’ultima agisce su tempi
scala dell’ordine del sound crossing time ts = L/cs, che e´ il tempo che una perturbazione di
densita´ impiega per attraversare una regione di dimensione L. Il sound crossing time deve
essere comparato con il tempo caratteristico della crescita dell’instabilita´, che e´ dato dal
free fall time tff = 1/
√
Gρ. Per tff < tc la contrazione e´ piu´ veloce della forza di richiamo
e la struttura collassa. Possiamo vedere facilmente che imponendo tff = tc ritroviamo la
condizione LJ ≈ cs/
√
Gρ.
La relazione di dispersione per l’instabilita´ puo´ essere riscritta in termini dei tempi
caratteristici del processo
ω2 = c2sk
2 − 4piGρ0 ' 1
t2c
− 1
t2ff
→ ω =
√
t2ff − t2c
t2c · t2ff
. (13)
Nel caso in cui tff < tc, la la crescita dell’instabilita´, e quindi la formazione della
struttura, avviene su tempi scala dell’ordine di tJ = 1/ωR, con ω = iωR.
La massa contenuta all’interno di una lunghezza di Jeans, MJ =
4
3
piρ0L
3
J per una sfera,
e´ detta massa di Jeans e rappresenta la massa limite per una struttura gravitazionalmente
stabile. Quando una struttura che eccede la massa di Jeans comincia a contrarsi, aumenta
la propria densita´ e di conseguenza la lunghezza di Jeans diminuisce, portando alla for-
manzione di strutture a scala sempre piu´ piccola e con densita´ sempre maggiori. Questo
fenomeno, noto come frammentazione, continua fino a che non si raggiunge una dimensione
limite alla quale altri processi, dovuti all’aumento di densita´ ed opacita´, non fermano il
collasso dei singoli frammenti (ad esempio la formazione di protostelle).
1.1.3 Instabilita´ termica
Il mezzo interstellare presenta un vasto range di temperature, che vanno dalle poche decine
di gradi Kelvin delle nubi molecolari, ai 106 K delle regioni HII. Il riscaldamento e´ dovuto
principalmente ai raggi cosmici ed al campo di radiazione diffuso (ISRF) che ionizzano il
gas interstellare immettendovi elettroni veloci. L’energia termica viene invece dissipata tra-
mite processi radiativi che comprendono, a seconda del range di temperatura, transizioni
atomiche, emissione infrarossa dei grani di polvere e emissione molecolare.
Una rapida diminuzione di temperatura porta ad un deficit di pressione locale che puo´ cau-
sare l’implosione della regione. La condizione critica e´ regolata dal rate di raffreddamento
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e dalla velocita´ del suono nel mezzo. Se il tempo caratteristico di raffreddamento, e quindi
di variazione della pressione, e´ minore del sound crossing time tsound = `/cs, l’equilibrio
non puo´ essere ristabilito e si ha il collasso.
Il rate di raffreddamento dipende sia dalla temperatura che dalla densita´ del gas, se questo
aumenta al diminuire della temperatura (o al’aumentare della densita´) si ha un feedback
positivo per la crescita dell’instabilita´.
Definiamo la funzione di raffreddamento (cooling function) come il risultato dei due pro-
cessi concorrenti di riscaldamento e dissipazione radiativa dell’energia, L = Λ(ρ, T )−Γ(ρ).
Per il rate di riscaldamento si ha Γ ∝ Γradn, con Γrad flusso della radiazione incidente e
n densita´ numerica degli assorbitori. Il termine di raffreddamento Λ dipende dal rate di
eccitazione delle transizioni molecolari responsabili per la radiazione dell’energia, ed e´ quin-
di determinato non solo dalla densita´ ma anche dalla temperatura. Il rate di eccitazione
collisionale di queste transizioni dipende infatti dal tempo di collisione tcol ∼ ρ−1/3T−1/2.
La dipendenza di Λ da densita´ e temperatura non e´ comunque cos´ı facile da determinare
poiche´ e´ condizionata anche dall’efficienza dei processi di creazione e distruzione delle mo-
lecole emettitrici, che non hanno una dipendenza banale da queste due variabili (per un
approfondimento dei processi che determinano L si veda [70]).
Consideriamo un mezzo in cui si ha L(ρ0, T0) = 0, cioe´ dove le perdite radiative sono bi-
lanciate dal rate di ionizzazione. Assumiamo che il gas rimanga in equilibrio di pressione
con il mezzo circostante e applichiamo una piccola variazione isobara di temperatura e di
densita´. L’entropia del sistema cambiera´ di una quantita´ δS, che e´ legata alla variazione
δL dalla relazione
δLdt = −Td(δS), (14)
con la condizione di instabilita´ che e´ data da [15](
∂L
∂S
)
P
> 0. (15)
Assumendo una funzione di stato di gas perfetto, si ha TdS = CpdT e la (15) diventa(
∂L
∂T
)
P
=
(
∂L
∂T
)
ρ
− ρ0
T0
(
∂L
∂ρ
)
T
< 0. (16)
La derivata della funzione di raffreddamento rispetto alla densita´ e´ sempre positiva
a causa della natura collisionale dell’eccitazione delle transizioni atomiche o molecolari
responsabili delle perdite di energia. Il verificarsi dell’instabilita´ dipende quindi dall’anda-
mento di L al diminuire della temperatura.
Nel caso in cui sia presente un campo di velocita´ turbolento, e´ molto probabile che i
moti supersonici causino delle compressioni tali da innescare un’instabilita´. Consideriamo
una regione di gas di dimensioni d, pressione iniziale P0 e densita´ ρ0, e comprimiamola fino
a raggiungere una pressione P1 > P0. La variazione di energia interna per unita´ di volume
sara´ data da
∆U = Cv∆(ρT ) =
1
γ − 1(P1 − P0), (17)
con γ indice adiabatico del gas. I tempo necessario a dissipare l’incremento di energia
interna sotto forma di radiazione e´ trad = ∆U/〈ρL〉, dove 〈ρL〉 e´ il rate medio di raffred-
damento durante la compressione. La condizione di condensazione trad < tsound ≡ d/cs,
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diventa quindi
d > dcrit ≡ (P1 − P0)cs
(γ − 1)〈ρL〉 . (18)
Per le condizioni tipiche della fase atomica del gas interstellare (P0 ∼10−13 J m−3 e cs ∼10
km/s), Hennebbelle e Pe´rault (1999) [22] trovano per questa dimensione critica un valore
di circa 15 pc.
1.2 Nubi Molecolari
Quando la densita´ di colonna di una regione e´ abbastanza alta da rendere efficienti i mec-
canismi di formazione molecolare, le specie formatesi raffreddano il mezzo interstellare
dissipando radiativamente l’energia termica del gas. La regione quindi si raffredda e si
contrae (vedi Par. 1.1.3) fino alla formazione di una nube molecolare. Le strutture cos´ı
formate hanno proprieta´ molto eterogenee, ma sono tutte caratterizzate da basse tempe-
rature, dell’ordine dei 10-50K. Le dimensioni variano da 0.1 a 20 pc, con densita´ tipiche
di 103-104 cm−3. I complessi piu´ grandi sono rappresentati dalle Giant Molecular Clouds
(GMC) situate sul piano Galattico, che con masse caratteristiche di 105M, contengono la
maggior parte del materiale molecolare della Galassia.
La distribuzione del materiale molecolare nella nostra Galassia e´ mostrata in Fig. 1, che
riporta l’emissione della transizione J=1-0 del 12CO per latitudini Galattiche |b| ≤34◦.
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FIG.  2.–Velocity-integrated CO map of the Milky Way. The angular resolution is 9´ over most
of the map, including the entire Galactic plane, but is lower (15´ or 30´) in some regions out
of the plane (see Fig. 1 & Table 1). The sensitivity varies somewhat from region to region,
since each component survey was integrated individually using moment masking or clipping
in order to display all statistically significant emission but little noise (see §2.2). A dotted line
marks the sampling boundaries, given in more detail in Fig. 1.
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Figura 1: a) Emissione in 12CO J=1-0 della Galassia. b) Mappa longitudine-velocita´
ottenuta integrando lungo la latitudine Galattica. Entrambe le mappe derivano dalla survey
effettuata nel 2000 da Dame, Hartmann e Thaddeus [5].
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1.2.1 Chimica Interstellare
Le nubi molecolari sono costituite principalmente da H2 e He, che rappresentano rispetti-
vamente circa il 63% e il 36% della massa delle strutture. Il restante 1% e´ composto da
grani di polvere e altre molecole, la piu´ abbondante delle quali e´ il monossido di carbonio
12CO. Sebbene rappresentino una frazione trascurabile della massa delle nubi, questi ultimi
due costituenti giocano un ruolo fondamentale nel determinarne le proprieta´ chimiche e
dinamiche.
La formazione dell’idrogeno molecolare avviene infatti sulla superficie dei grani di polvere,
dove gli elementi possono interagire abbastanza a lungo da permettere l’azione delle deboli
forze associative tra gli atomi neutri di H. Questo meccanismo e´ molto piu´ efficiente della
reazione di associazione radiativa 2H → H2+γ e di altre catene di formazione che possono
avvenire nella fase gassosa.
I grani di polvere non fungono solamente da catalizzatori per la formazione di H2, ma
forniscono anche una difesa contro la radiazione ultravioletta e i raggi cosmici provenienti
dall’esterno della nube, che sono i maggiori responsabili della dissociazione della molecola.
Se la densita´ di colonna supera un certo valore critico ( N(H2)'1020 cm−3 [57]), lo stesso
H2 ha un’azione schermante, poiche´ la radiazione incidente di energia E≥11 eV viene assor-
bita nella dissociazione della molecola. Questo determina un feedback positivo per il rate
di formazione di H2, che si riflette in una rapida transizione tra gas atomico e molecolare
all’aumentare della densita´ di colonna.
Pur essendo il principale costituente delle nubi molecolari, l’H2 non puo´ essere rivelato
direttamente, poiche´ non possiede un momento di dipolo elettrico e la transizione di qua-
drupolo J=2-0 richiede per essere eccitata una temperatura di circa 509 K, molto superiore
alle temperature tipiche del gas molecolare (vedi Par. 1.2.2). Come traccianti delle nu-
bi molecolari si utilizzano quindi molecole molto meno abbondanti, ma che sono efficienti
emettitori radio, come CO, CS e HCO+.
La formazione della maggior parte delle molecole, a parte l’H2, avviene nella fase gassosa
tramite interazioni che coinvolgono ioni. Gli ioni sono prodotti dai raggi cosmici che pe-
netrano nella struttura, con rates caratteristici dell’ordine di 10−17s−1. La presenza di uno
ione induce un dipolo elettrico nelle specie neutre vicine, aumentando la sezione d’urto di
cattura. Reazioni ione-neutro quindi sono molto piu´ efficienti di processi che coinvolgono
solamente specie neutre.
Un esempio delle reazioni tipiche dell’interno delle nubi molecolari e´ dato dalla formazione
dell’HCO+. Assumiamo che il processo avvenga in una regione schermata dal fondo di ra-
diazione diffuso (ISRF) e che quindi la ionizzazione sia dovuta unicamente ai raggi cosmici
(CR). La catena di reazioni e´ quindi
H2 + CR→ H+ +H + e (19)
H+ +H2 → H+3 (20)
H+3 + CO → HCO+ +H2.
Le molecole cariche cos´ı formate, vengono distrutte dalla ricombinazione con elettroni liberi
H+3 + e→ H2 +H (21)
HCO+ + e→ H + CO.
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La formazione del CO nelle nubi a bassa densita´ (N(H2)'1020 cm−2) avviene principalmente
[68] tramite la catena
C+ +OH → CO+ +H (22)
→ CO +H+,
seguita da
CO+ +H2 → HCO+ +H (23)
HCO+ + e→ CO +H.
L’abbondanza di una specie molecolare e´ quindi regolata dai rates dei processi di creazione
e distruzione che possono seguire catene di reazione molto complesse. Stabilire il network di
reazioni che portano alla formazione di una data specie molecolare e´ molto difficile, poiche´ i
rates delle singole reazioni dipendono fortemente dalle condizioni di temperatura e densita´
presenti nel gas.
1.2.2 Emissione molecolare
Analogamente agli atomi, gli stati elettronici nelle molecole sono caratterizzati dallo spin
e dal momento angolare totale elettronico ed hanno separazioni in energia molto simili a
quelle dei livelli atomici, dell’ordine di alcuni eV. Tali transizioni ricadono quindi nella
regione ultravioletta dello spettro e richiedono alte temperature ( > 104K) per essere
eccitate. Rispetto al caso atomico, le molecole possiedono altri tipi di transizioni permesse
oltre a quelle elettroniche, che sono dovute ai gradi di liberta´ aggiuntivi legati al moto dei
nuclei che le compongono. Si hanno infatti dei livelli vibrazionali, dovuti all’oscillazione dei
nuclei all’interno del potenziale molecolare, che per i livelli piu´ bassi di molecole diatomiche
e´ ben approssimato da un oscillatore armonico, con separazioni in energia Ev = ~ω0(v +
1/2). Molecole poliatomiche hanno inoltre stati vibrazionali aggiuntivi, dovuti alle diverse
disposizioni possibili per i nuclei costituenti, come gli spostamenti relativi O-H tra atomi
di ossigeno e di idrogeno nella molecola dell’acqua.
Stati rotazionali sono invece legati alla precessione libera dei nuclei attorno al centro di
massa della molecola e sono caratterizzati dal momento angolare quantizzato J. Per una
molecola diatomica con momento di inerzia I, le separazioni in energia dei livelli rotazionali
sono date da
EJ =
h
4piI J(J + 1), (24)
che, a causa dell’alto valore del momento di inerzia, sono dell’ordine di 0.01 eV. Per molecole
poliatomiche, la descrizione dei livelli rotazionali si complica poiche´ e´ necessario considerare
i momenti di inerzia relativi non piu´ ad un solo asse , ma nel caso ancora dell’H2O, da due
a tre assi distinti. I tre tipi di stati, elettronici, vibrazionali e rotazionali sono fortemente
accoppiati e si hanno quindi splitting di livelli altrimenti degeneri, in modo analogo a quan-
to avviene negli atomi per stati elettronici con uguale momento angolare, ma spin diverso.
Gli stati rotazionali degeneri sono ad esempio divisi in sottolivelli detti stati vibrionici
dall’accoppiamento con i modi vibrazionali.
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Le transizioni vibrazionali emettono tipicamente nell’ottico e nell’infrarosso, mentre
le energie delle righe rotazionali ricadono nel millimetrico o centimetrico. Per studiare
l’emissione di nubi molecolari, dove le temperature raramente superano i 100 K, dobbiamo
quindi guardare alle transizioni rotazionali. I piu´ importanti emettitori radio a lunghezze
d’onda millimetriche sono molecole diatomiche, in particolare il CO e il CS, per le quali le
probabilita´ di transizione sono date dal coefficiente di dipolo
Au,l =
64pi4ν30
3hc3
|µul|2 (25)
|µJ,J+1|2 = µ2D
J + 1
2J + 1
|µJ+1,J |2 = µ2D
J + 1
2J + 3
,
con µD momento elettrico di dipolo che vale 0.112 e 1.98 debyes (1 debye= 3.33610
−30 C·m)
per CO e CS rispettivamente.
Molecole omonucleari non possiedono un momento di dipolo e sono quindi impossibili da
identificare attraverso la loro emissione radio. Questo e´ il caso dell’H2, che pur essendo
il maggiore costituente delle nubi molecolari, non puo´ essere osservato direttamente, ma
solo tramite delle molecole traccianti, come e´ appunto il CO, per il quale esiste una rela-
zione sperimentale tra intenista´ dell’emissione e densita´ di colonna dell’H2 (vedi Par. 1.2.4).
I diversi livelli energetici subiscono processi stocastici di eccitazione e de-eccitazione, con
rates caratteristici dai quali dipendono le proprieta´ dell’emissione osservata. Consideriamo
la transizione da uno stato atomico o molecolare ni ad uno stato eccitato nj. I principali
processi che agiscono sulla popolazione di uno stato sono emissione stimolata e assorbi-
mento , che dipendono da intensita´ e frequenza della radiazione incidente, e l’emissione
spontanea, dovuta al rate di decadimento intrinseco del particolare stato eccitato verso li-
velli inferiori di energia. Il passaggio i→ j avviene tramite l’assorbimento risonante di un
fotone incidente, la cui frequenza rientri nella larghezza di riga intrinseca della transizione
φ(ν), ed ha un rate dato da
Rij =
1
4pi
niBij
∫
line
nνφνhνdν, (26)
dove Bij e´ la probabilita´ di assorbire un fotone di frequenza νji = (Ej − Ei)/h e nν e´ il
flusso di fotoni incidenti.
Una volta eccitato, livello j puo´ decadere sia tramite emissione spontanea, sia tramite un
processo stimolato. L’emissione spontanea e´ indipendente dalla radiazione incidente ed e´
caratterizzata da un rate di decadimento
Rsponji =
1
4pi
njAji
∫
line
φνhνdν, (27)
dove Aji e´ la probabilita´ che un sistema eccitato la livello j, decada spontaneamente emet-
tendo un quanto di radiazione. La funzione φ(ν) rappresenta la larghezza di riga intrinseca
della transizione ed e´ legata alla vita media dello stato eccitato ( e quindi al coefficiente
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Aji).
L’emissione stimolata provoca invece la de-eccitazione del livelo, con un rate proporzionale
alla radiazione incidente:
Rstimji =
1
4pi
njBji
∫
line
nνφνhνdν. (28)
Da notare che abbiamo assunto che il profilo intrinseco della riga φν sia uguale in tutti e
tre i casi. La variazione della popolazione del livello i− esimo sara´ quindi data da
dn
dt
= −Rij + (Rsponji +Rstimji ). (29)
Assumiamo ora che la popolazione dei livelli sia in equilibrio con la radiazione, mettiamoci
cioe´ in uno stato stazionario, con dn/dt = 0. Per le popolazioni dei due livelli, dalla (29)
avremo
nj
ni
=
BijIν
BjiIν + Aji
, (30)
che per alte intensita´ di radiazione, o Aji molto piccoli, e´ indipendente dall’intensita´ del
campo di radiazione.
Le molecole non sono isolate, ma interagiscono con le molecole e gli atomi vicini tramite
collisioni, che se sono abbastanza frequenti, cioe´ se la densita´ e´ abbastanza alta, dominano
le popolazioni dei livelli. Le collisioni causano l’eccitazione e la de-eccitazione dei livelli con
rates niCijNp e njCjiNp, dove Np e´ la densita´ delle particelle perturbatrici. Se le collisioni
dominano le popolazioni dei livelli, si ha
nj
ni
=
Cij
Cji
, (31)
che, sostituita nella (30), permette di ricavare l’intensita´ della radiazione in equilibrio con
le collisioni.
Il caso in cui i livelli siano accoppiati dalle collisioni e la radiazione sia all’equilibrio con
esse, viene detto equilibrio termico locale (LTE). All’equilibrio termico, le popolazioni dei
livelli sono determinate dalla statistica di Boltzmann:
nj
ni
=
gj
gi
e−∆Eij/kT , (32)
con gi e gj, pesi statistici che rappresentano la popolazione massima dei livelli. In questo
caso le popolazioni di equilibrio sono fissate quindi da un unico parametro: la temperatura.
Se radiazione e materia sono all’equilibrio, le (30) e (32) devono essere equivalenti, di
conseguenza e´ possibile ricavare l’intensita´ della radiazione emessa eguagliando le due
equazioni:
Iν =
Aji/Bji
niBij/njBji− 1 =
Aji
Bji
(
e∆Eji/kT
giBij
gjBji
− 1
)−1
. (33)
Poiche´ siamo all’LTE, la distribuzione di energia risultante deve essere quella di un’emis-
sione termica, cioe´ una funzione di Planck:
Iν ≡ Bν(T ) = 2hν
3
c2
(
ehν/kT − 1)−1 . (34)
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A questo punto, uguagliando le (33) e (34), troviamo:
giBij = gjBji,
Aji
Bji
=
2hν3
c2
, (35)
quindi, nel caso di equilibrio termico, possiamo determinare non solo le equazioni di rate
delle transizioni, ma anche relazioni precise tra coefficienti di emissione e assorbimento.
Inoltre la temperatura che nella (32) determina le popolazioni dei livelli energetici, detta
temperatura di eccitazione Tex, in questo caso e´ uguale alla temperatura cinetica del gas.
Questo vedremo che ha importanti conseguenze per la determinazione delle proprieta´ delle
nubi molecolari, poiche´ la temperatura di emissione di transizioni che possano essere con-
siderate all’LTE, corrisponde proprio alla temperatura cinetica interna alla struttura.
Un fotone emesso all’interno di una nube molecolare, puo´ essere assorbito o deviato dalle
interazioni con la materia interstellare e noi possiamo vedere solamente la radiazione che
riesce a fuggire dalla struttura. Poiche´ la probabilita´ di essere assorbita o deviata dipende
dalla lunghezza del percorso che questa deve effettuare per poter giungere fino a noi, puo´
esistere un profondita´ all’interno della nube oltre la quale non possiamo piu´ vedere, dove
cioe´ per la radiazione tale probabilita´ e´ uguale a uno. Questo ragionamento e´ formalizzato
introducendo una profondita´ ottica τ , definita da
dτ = −kρdz, (36)
con k coefficiente di assorbimento, ρ densita´ del mezzo e dz distanza dal punto di emissione
della radiazione. Una profondita´ ottica di ordine dell’unita´, significa che la radiazione verra´
quasi sicuramente assorbita o deflessa prima di raggiungere l’osservatore. L’intensita´ di
radiazione osservata lungo una particolare linea di vista dipende dai processi di creazione,
assorbimento e deviazione che questa subisce lungo il suo percorso all’interno dell’ISM.
Questi processi sono riassunti dall’equazione del trasporto radiativo
dIν
dτν
= Iν − jν
kν
= Iν − Sν . (37)
I due termini jν e kν sono coefficienti di emissione e assorbimento e rappresentano la
radiazione che viene aggiunta o sottratta al fascio di fotoni lungo la linea di vista. Il loro
rapporto Sν e´ detto funzione sorgente e all’equilibrio termico e´ uguale allo spettro di Planck,
Sν = Bν(T ). Nel caso in cui la funzione sorgente sia indipendente dalla profondita´ ottica,
l’equazione del trasporto ci permette di ricavare l’intensita´ emergente da una profondita´ τ
Iν(τ) = S0
(
1− e−τν) . (38)
Questa e´ l’emissione che ci aspetteremmo da una nube molecolare all’equilibrio termico e
con temperatura interna costante, per cui vale S0 = B(T ).
Le densita´ caratteristiche dell’ISM sono talmente basse che non e´ possibile assumere
l’equilibrio termico locale. In queste condizioni, le collisioni e le interazioni tra il gas e
la radiazione sono molto rare. Non possiamo quindi supporre seguano delle particolari
distribuzioni, come abbiamo fatto invece nel caso dell’LTE.
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Le popolazioni dei livelli sono ancora regolate dai rates di eccitazione e de-eccitazione
collisionali e radiativi, per un sistema a due livelli si ha, nel caso stazionario
ni(Cij +BijIij) = nj(Aji +BjiIji + Cji). (39)
Possiamo ancora definire l’intensita´ della radiazione, la popolazione relativa dei livelli
e il rapporto tra i coefficienti di eccitazione e de-eccitazione collisionale in termini di
temperatura
Iν ≡ Bν(Tb), (40)
nj
ni
=
gj
gi
e−
∆E
kTex ,
Cij
Cji
=
gj
gi
e
− ∆E
kTcin ,
con Tb temperatura di brillanza, Tex temperatura di eccitazione e Tcin temperatura cinetica
del gas. A differenza del caso LTE, le tre temperature sono in genere diverse.
Se la densita´ e´ abbastanza bassa, l’interazione tra radiazione e materia e´ trascurabile (caso
otticamente sottile) e possiamo non considerare i termini di eccitazione e de-eccitazione
indotta. In questo caso si ha
nj
ni
=
Cij
Aji + Cji
. (41)
Il coefficiente di de-eccitazione collisionale ha una forma Cji ∝ n〈σv〉, con n densita´ nu-
merica, v velocita´ e σ sezione d’urto delle interazioni. Per densita´ e temperature bas-
se, condizioni caratteristiche delle nubi molecolari, l’emissione spontanea supera il rate di
de-eccitazione collisionale, vale a dire npCji/Aji  1 e si ha
nj
ni
=
Cij
Aji
. (42)
In questo caso, una transizione eccitata collisionalmente si de-eccita spontaneamente emet-
tendo un fotone. L’energia termica viene quindi convertita in radiazione che, poiche´ il
mezzo e´ otticamente sottile, abbandona rapidamente la struttura. Si vede quindi come
queste transizioni siano efficaci nel raffreddare il mezzo interstellare.
Sostituendo le (40) nella (39), e ponendo Tb, Tex, Tcin  ∆E/k ≡ T0 (approssimazione
Rayleigh-Jeans), possiamo trovare la relazione che lega le tre diverse temperature che
caratterizzano il mezzo
Tex = Tcin
TbAji + T0Cji
TcinAji + T0Cji
. (43)
Se Cji  Aji, cioe´ se domina la radiazione, si ha Tex ∼ Tb. Nel caso opposto, cioe´ quando
dominano le collisioni, Tex ∼ Tcin. Poiche´ Cji ∝ n, le collisioni domineranno in situazioni
di alta densita´, per cui si avra´ che la temperatura di eccitazione della linea sara´ uguale
alla temperatura cinetica del gas. La densita´ per cui Aji ∼ Cji ' nc〈σv〉, e´ detta densita´
critica.
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1.2.3 Allargamento doppler del profilo di riga
L’emissione di una transizione atomica o molecolare non avviene ad una frequenza unica
ν0 = ∆E/h, ma e´ distribuita in un intorno di questo valore con una funzione di probabilita´
Lorentziana del tipo
φ(ν) ∝ γ
(ν − ν0)2 + (γ/2)2 , (44)
dove γ rappresenta l’allargamento intrinseco del profilo dovuto alla vita media dello stato
eccitato, γ ∼ Aj,i.
Le molecole che assorbono ed emettono radiazione si muovono con velocita´ random dovuta
all’agitazione termica. La frequenza dei fotoni vista dalle componenti del gas e´ quindi
spostata dall’effetto Doppler rispetto alla frequenza a riposo, di una quantita´ ∆ν = ν0×v/c.
Se siamo all’equilibrio termico, al distribuzione di velocita´ delle molecole e´ una Maxwelliana.
Questa si riflette direttamente nella distribuzione di probabilita´ delle frequenze dei fotoni
G(∆ν) ∝ exp
(
− ∆ν
∆νD
)2
, (45)
con ∆νD dovuta alla dispersione di velocita´ termica del mezzo. Il profilo di riga risultante
e´ dato dalla convoluzione del profilo intrinseco con la distribuzione Gaussiana Doppler
P (∆ν) =
∫ ∞
−∞
G(∆ν ′)φ(∆ν −∆ν)d∆ν ′. (46)
Solitamente l’allargamento Doppler e´ molto maggiore della larghezza del profilo intrinseco
dell’emissione, quindi il profilo risultante e´ una Gaussiana di larghezza
∆νD =
ν0
c
σv, (47)
con σv dispersione di velocita´ del mezzo. In generale la dispersione puo´ essere dovuta
non solo alla velocita´ termica, ma anche a moti random non termici su scala comparabile
con il libero cammino medio delle molecole. Se questi moti sono isotropi e hanno una
distribuzione Gaussiana di larghezza σnt, l’allargamento Doppler risultante sara´
∆ν =
ν0
c
√
σ2th + σ
2
nt. (48)
La dispersione ∆ν del profilo di emissione e´ quindi una stima della dispersione di velocita´
del gas osservato. Questo risultera´ molto utile nell’analisi del campo di velocita´ interno
alle nubi molecolari. Da notare che la (46) rimane valida per una qualsiasi distribuzione
di probabilita´ G(∆v) delle fluttuazioni di velocita´. In molti casi si osservano infatti profili
non-Gaussiani che riflettono particolari proprieta´ della dinamica degli emettitori.
1.2.4 High Latitude Molecular Couds
Le GMC (vedi Par. 1.2) contengono la maggior parte del gas molecolare della nostra Galas-
sia, e sono fondamentali per comprenderne la dinamica a grande scala. Ai fini dello studio
della dinamica su piccola scala, risultano pero´ proibitive, a causa dell’ingente formazione
stellare al loro interno e dell’elevato numero di strutture che si sovrappongono nella nostra
1 INTRODUZIONE 20
linea di vista. Osservare una nube molecolare vuol dire infatti rivelare la radiazione prove-
niente da una particolare posizione nel cielo, senza avere pero´ alcun controllo sulla distanza
della sorgente dall’osservatore. Il rivelatore quindi somma i segnali provenienti da tutte le
strutture presenti all’interno della linea di vista. Poiche´ la maggior parte del gas si trova sul
piano Galattico, all’interno della linea di vista si affolleranno un gran numero di strutture,
rendendo molto complicata l’interpretazione del segnale raccolto. Questo e´ ben visibile in
Fig.1b, dove per una data longitudine Galattica si riscontrano molteplici strutture, in un
intervallo di velocita´ dell’ordine di 100 km/s. Se vogliamo studiare la dinamica di singoli
complessi, dobbiamo quindi andare a latitudini maggiori.
Figura 2: Distribuzione delle High Latitude Moleculart Clouds in coordinate Galattiche
[44].
La prima survey estensiva di materiale molecolare a grande distanza (angolare) dal
piano Galattico, e´ stata realizzata tra il 1983 e il 1985 da Magnani, Blitz e Mundy (MBM)
[3, 43], che hanno osservato l’emissione in 12CO e 13CO di nubi molecolari poste a latitudini
Galattiche b >20, dette High Latitude Molecular Clouds. La selezione dei campi osservati da
MBM e´ stata effettuata cercando zone che mostravano un incremento dell’estinzione visuale
nelle lastre della Palomar Observatory Sky Survey (POSS). Le densita´ stellari delle lastre nei
filtri Blu e Rosso sono state comparate per rilevare la presenza di arrossamento (reddening)
dovuto alla polvere e quindi alla possibile presenza di gas molecolare. L’individuazione
delle nubi tramite le lastre POSS e´ molto difficile poiche´, come vedremo in seguito, le
HLMC hanno estinzioni visuali molto ridotte e hanno dimensioni angolari comparabili
con quelle delle lastre fotografiche esaminate (6◦ × 6◦). Delle 488 posizioni osservate, 133
hanno mostrato un’emissione di CO, portando all’identificazione di 35 complessi principali
dinamicamente distinti. Una survey simile e´ stata effettuata da Keto e Myers (1986) [27]
per l’emisfero sud della Galassia (β < −20◦), e ha portato all’individuazione di altre 15
nubi molecolari con caratteristiche simili a quelle di MBM. Con gli anni il numero di HLMC
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Proprieta´ delle HLMC [44]
Quantita´ Range di valori Valor Medio
Numero di nubi 120 ...
σc [km s
−1] 0.1-3.1 0.92
σr [km s
−1] ... '1
σcc [km s
−1] ... 5.8
Area [deg2] < 0.1-40.2 0.8
Distanza [pc] 60-350 150
Altezza di scala [pc] ... 124
Massa [M] <1-340 40
Densita´ H2 [cm
−3] ... 140
Copertura Cielo a b>25 ... 0.005
Densita´ di massa superficiale [Mpc−2] ... 0.3
Tabella 1: Proprieta´ delle HLMC: σc dispersione centroidi, σr larghezza della riga di
emissione 12CO(1-0), σcc dispersione velocita´ da nube a nube[44]
e´ costantemente aumentato, fino ad arrivare ad un numero di nubi identificate superiore a
100. Le caratteristiche generali di un campione di 120 HLMC sono riportate in un articolo
di Magnani, Hartmann e Speck (MHS) del 1996[44] e sono riassunte in Tab. 1
La distanza delle high latitude clouds e´ stata individuata con metodi sia diretti che
statistici. Il metodo diretto si basa sull’analisi dell’estinzione di stelle poste nel campo
della nube; conoscendo la distanza della stella non oscurata piu´ lontana da noi e´ possibile
stimare la distanza del complesso. Purtroppo per la maggior parte degli oggetti non e´
possibile individuare tali stelle di confine poiche´ a queste latitudini la densita´ stellare e´
molto minore che sul piano Galattico. Per determinare la distanza media delle HLMC,
MBM[43] hanno utilizzato un metodo statistico che si basa sulla dispersione di velocita´
del campione. Supponendo che le nubi abbiano una distribuzione di densita´ Gaussiana
centrata sul piano Galattico, l’altezza di scala della distribuzione e´ data da
h = 0.72
√
〈v2z〉z0/
√
piGρ0, (49)
con 〈v2z〉 dispersione di velocita´ del campione, ρ0 e z0 densita´ di massa e altezza di scala locali
della popolazione stellare, con valori 50±10 Mpc−2 e 0.60±0.05 kpc rispettivamente. La
dispersione di velocita´ dell’enseble e´ 5.8 km s−1, che porta ad un’altezza di scala h '124
pc. La distanza statistica della popolazione di HLMC puo´ essere ottenuta dalla media
della quantita´ 〈z〉 csc(b)[3], con 〈z〉 = 0.798h valore di aspettazione della distanza dal
piano Galattico per una distribuzione Gaussiana. La distanza media risultante e´ 150 pc.
Questo dato, unito al fatto che la distribuzione di velocita´ delle nubi non mostra di seguire
marcatamente la dinamica Galattica a grande scala, ci permette di affermare che le HLMC
siano una popolazione essenzialmente locale. Essendo i complessi molecolari piu´ vicini a
noi, questi oggetti ci forniscono quindi la possibilita´ di studiare la struttura dell’ISM con
elevate risoluzioni spaziali.
Una catalogazione introdotta da van Dishoeck e Black nel 1988[68], divide le nubi in
diffuse, translucent e dark clouds in base all’estinzione visuale ed a considerazioni astro-
chimiche. Le diffuse clouds hanno abbondanza (rispetto alla densita´ di idrogeno) e densita´
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di colonna di CO ( ≤ 10−6 e ≤ 1015 cm−2 rispettivamente), troppo basse per essere rive-
late facilmente con gli attuali ricevitori millimetrici, ed estinzioni visuali AV ≤1 mag. Le
translucent clouds hanno invece abbondanze e densita´ di colonna ( da 10−6 a 10−4 e ≥ 1015
cm−2) che possono essere facilmente rivelate, ed estinzioni comprese tra 1 e 5 mag. Le dark
clouds hanno abbondanze di CO dell’ordine di 10−4 e densita´ di colonna maggiori rispetto
alle translucent. A differenza delle diffuse e translucent, le dark clouds hanno estinzioni
talmente elevate da non permettere il passaggio della luce proveniente dalle stelle di back-
ground. Dal punto di vista astrochimico, le translucent clouds rappresentano un regime di
transizione tra le diffuse, dove i processi sono dominati dalla radiazione proveniente dal-
l’esterno (ISRF, raggi cosmici), e le dark, dove dominano invece le collisioni. Dall’analisi
del campione di MHS emerge che la gran parte delle HLMC sono del tipo translucent,
con estinzioni visuali dell’ordine di 2 magnitudini, il che´ le rende facilmente osservabili con
rivelatori millimetrici, ma ne rende difficile l’individuazione in estinzione sulle lastre POSS
come anticipato.
Una cinquantina di nubi sono state mappate completamente da MHS, anche se a basse
risoluzioni angolari, permettendo una stima della massa e della distribuzione di velocita´
interna. Queste due quantita´ sono essenziali per capire lo stato dinamico della nube, ovvero
se la struttura sia o no all’equilibrio. La massa delle nubi molecolari puo´ essere ricavata
attraverso tre misure indipendenti. Il primo metodo sfrutta una relazione tra intensita´
dell’emissione J=1-0 del 12CO e densita´ di colonna di H2. Questa relazione e´ ricavata
dall’osservazione di CO e idrogeno molecolare in regioni interne della Galassia [6, 5], e vale
N(H2) ' 2× 1020ICO cm−2, (50)
con ICO intensita´ dell’emissione del
12CO (1-0) mediata su sutte le linee di vista osservate.
Poiche´ l’idrogeno e´ il costituente principale delle nubi, la massa della struttura puo´ essere
stimata come Mtot ∼ A × N(H2) × mH2 , con A superficie della sorgente proiettata sulla
volta celeste e mH2 massa della molecola di idrogeno.
La densita´ di colonna di idrogeno puo´ essere stimata anche attraverso l’estinzione visuale
AV per stelle di background, per la quale vale la relazione [43]
AV ' 5.3× 10−22[N(HI) + 2N(H2)]. (51)
Questo metodo funziona bene per nubi poste vicine al piano Galattico, per le quali si ha un
elevato numero di stelle di background che permette di ridurre gli errori statistici derivanti
dalla dispersione intrinseca della popolazione stellare. Per le HLMC questo metodo risulta
piu´ incerto a causa delle basse estinzioni visuali delle nubi e dell’errore introdotto dalla
diminuzione di stelle di backgorund ad alte latitudini Galattiche.
Una stima della massa puo´ essere ottenuta infine conoscendo la dispersione di velocita´
interna e dalle dimensioni della nube, mediante il Teorema del Viriale. Questo e´ un potente
metodo per stimare la massa di strutture autogravitanti, poiche´ non dipende da relazioni
del tipo delle (50,51), la cui calibrazione e´ sempre un problema aperto. Tuttavia, vedremo
che non e´ possibile applicarlo alle HLMC poiche´ queste raramente sono virializzate.
La massa della popolazione delle HLMC riportata da MHS e´ stata calcolata principalmente
a partire dall’intensita´ dell’emissione del CO ed ha un valore medio di circa 40M[44].
Come abbiamo visto nel paragrafo 1.2.3, il campo di velocita´ interno di una nube si
riflette, tramite effetto doppler, sulle caratteristiche del profilo di riga della radiazione
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emessa. Una stima della dispersione di velocita´ interna alla struttura e´ data dalle quantita´
σr, dispersione media del singolo profilo di riga, e σc dispersione delle velocita´ medie ricavate
dai singoli profili (vedi paragrafo 4.1). Se consideriamo le due dispersioni come provenienti
da due distribuzioni Gaussiane indipendenti, la dispersione di velocita´ totale interna alla
nube e´ data da σtot =
√
σ2c + σ
2
r .
Conoscendo la distanza media della nube e la sua estensione sulla volta celeste, e´ possibile
risalire alle dimensioni e quindi stimarne la stabilita´ tramite il Teorema del Viriale. La
dispersione di velocita´ per una struttura virializzata deve essere
σvir =
√
GM2tot
Rtot
, (52)
per una dispersione interna σtot ' σvir si ha una struttura legata gravitazionalmente. Il
rapporto σtot/σvir osservato per le HLMC rimane sempre maggiore di uno, con valori ti-
pici dell’ordine di 10 , quindi le strutture osservate non sembrano essere autogravitanti.
Le translucent clouds potrebbero essere oggetti transienti in espansione sotto l’impulso del
campo di velocita´ interno, con tempi scala tesp ∼ Rtot/σtot dell’ordine di 106 anni [43].
Tuttavia in rari casi sono state osservate delle stelle T Tauri all’interno di alcune di queste
nubi. Poiche´ l’eta´ media di queste stelle e´ di circa 106 anni, i complessi che le ospitano sono
sicuramente piu´ vecchi.
Un’altra indicazione dell’eta´ delle HLMC la abbiamo dalla loro distribuzione spaziale al-
l’interno della Galassia. Consideriamo infatti che le nubi molecolari si formino sul piano
Galattico; poiche´ sono distribuite con un’altezza di scala di circa 124 pc (vedi Tab. 1) e la
dispersione di velocita´ del campione vale σcc ' 5.8 kms−1, non possono essere piu´ giovani
di tdim = 124 pc/σcc ' 107 anni.
Deve quindi esistere un meccanismo di contenimento , oltre alla gravita´, che limiti l’espan-
sione delle strutture. Un modello probabile potrebbe essere quello proposto da Keto e
Myers [27], in cui la nube fredda e´ inclusa in una regione di gas piu´ caldo che esercita una
pressione esterna Pext tale da bilanciare il campo di velocita´ interno. I valori di pressione
necessari sono dell’ordine di Pext/kB ' 103− 104 K cm−3, compatibili con i valori osservati
nel mezzo inter-nube.
La temperatura di una nube puo´ essere calcolata stimando la temperatura di eccitazione
di particolari transizioni molecolari. Una relazione sicura tra temperatura di eccitazione e
intensita´ osservata della transizione esiste solamente se la linea molecolare e´ otticamente
spessa, cioe´ se possiamo supporre un equilibrio termico locale (LTE). Questo e´ il caso della
transizione rotazionale 12CO (1-0), la cui opacita´ pu’o essere calcolata dal confronto con
la stessa transizione dell’isotopo 13CO, che nelle nubi translucent e´ otticamente sottile a
causa della bassa abbondanza. Se definiamo I12/I13 il rapporto tra le emissioni di
12CO
(1-0) e 13CO (1-0), nel caso otticamente sottile, questo vale I12/I13 ' 40 − 90, mentre i
valori osservati nelle nubi molecolari sono dell’ordine di I12/I13 ' 3 − 10, il che´ implica
un’alta opacita´ per il 12CO. Inoltre il rate di decadimento spontaneo della transizione
J=(1-0) e´ molto basso, circa 6 × 10−8s−1, e quindi non richiede alti valori di densita´ per
termalizzare (vedi discussione nel paragrafo 1.2.2). Di conseguenza possiamo assumere che
valga l’LTE e l’emissione in questa transizione puo´ essere considerata come un’emissione
di corpo nero a una temperatura pari alla temperatura cinetica del gas. I questo caso la
temperatura osservata TR puo´ essere espressa in termini della temperatura di eccitazione
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Tex della transizione e della temperatura di background TBB ∼ 2.7 K:
J(TR) = J(Tex)− J(TBB), (53)
con J(T ) funzione di Planck per una temperatura T . Questa relazione porta a una
temperatura di eccitazione per la transizione J=(1-0) del 12CO di
Tex(1−0) = 5.53
[
ln
[
1 +
1
(exp(5.53/TR)− 1)−1 + 0.148
]]−1
(54)
La temperatura caratteristica delle HLMC, calcolata con questo metodo, risulta essere di
circa 10 K [3, 43].
Le larghezze di riga per il 12CO dovute all’agitazione termica a 10 K dovrebbero essere
dell’ordine di 0.05 kms−1, mentre le osservazioni mostrano delle righe con FWHM '
1 kms−1, nettamente sovratermiche.
Dalla discussione sull’instabilita´ di Jeans nel paragrafo 1.1.2, nubi molecolari fredde
dovrebbero essere il sito ideale per il verificarsi di un collasso gravitazionale e quindi per la
nascita di nuove stelle. In quasi nessuna delle translucent clouds sono invece stati rilevati
fenomeni di formazione stellare, nonostante alcuni dei nuclei piu´ densi, con densita´ dell’or-
dine di 103 − 104 cm−3, abbiano masse superiori alla massa critica di Jeans. Deve quindi
esistere un qualche meccanismo di supporto in grado di contrastare l’attrazione gravitazio-
nale. Le larghezze di riga sovratermiche ci suggeriscono che questa funzione di sostegno
potrebbe essere svolta da una dispersione di velocita´ non termica interna alla nube.
Il quadro diventa ancora piu´ interessante se consideriamo l’energetica di questi oggetti. Il
solo fatto che noi riusciamo a vedere le nubi, implica che perdono energia costantemente.
L’energia termica viene dissipata sotto forma di radiazione dalle varie specie molecolari
presenti. Rispetto a nubi piu´ dense, questo processo e´ molto piu´ rapido nelle translucent
clouds, poiche´ sono otticamente sottili1; un fotone emesso anche molto all’interno della
nube, riesce il piu´ delle volte a scappare senza subire alcuna interazione con essa e senza
esserne riassorbito. Deve esistere quindi un meccanismo di immissione di energia che possa
far fronte alle perdite radiative. Tale meccanismo deve essere esterno alla nube, poiche´ le
HLMC mancano di fonti di energia interne dovute alla presenza di stelle, come per esempio
shocks o venti stellari, che sono invece presenti nei complessi molecolari del piano Galattico.
Negli ultimi venti anni, un grande numero di questi oggetti e´ stato studiato in detta-
glio [20, 10, 35, 65], con risoluzioni spaziali e spettrali sempre crescenti. Le proprieta´ delle
HLMC sembrano essere in accordo con la presenza di un campo di velocita´ turbolento. L’e-
nergia verrebbe immessa dai gradienti di velocita´ dovuti alla rotazione differenziale della
Galassia e sarebbe trasferita a scale piu´ piccole attraverso una cascata turbolenta. Questo
fornirebbe non solo un meccanismo per bilanciare le perdite radiative, ma giustificherebbe
anche la presenza di larghezze di riga sovratermiche, in quanto dovute al generarsi di vortici
tipici della turbolenza, su scale inferiori alla dimensione del beam del telescopio.
Un’altra possibile spiegazione per le dispersioni sovratermiche osservate potrebbe essere
la propagazione di onde di Alfven, dovute alla presenza di un campo magnetico interno
alla nube (vedi paragrafo 2.7). Se supponiamo che la nube sia sostenuta dall’energia del
1Questo non vale per il 12CO(1-0)
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campo magnetico, possiamo eguagliare l’energia cinetica interna con l’energia del campo,
ottenendo
B2
8pi
' 1
2
ρσ2r , (55)
che per la dispersione di velocita´ implica σr ' B/
√
4piρ ≡ VA, con VA velocita´ di Alfven.
Per riprodurre le larghezze di riga osservate, il campo magnetico dovrebbe avere un’inten-
sita´ dell’ordine dei 10µG, valore che´ e´ in accordo con misurazioni dell’effetto Zeeman [66]
effettuate in nubi molecolari. Questo non esclude tuttavia il modello turbolento, poiche´ la
sostanziale equipartizione dell’energia tra onde di Alfven e moti turbolenti, rende di fatto
i due modelli indistinguibili se ci basiamo solamente sulla dispersione delle righe spettrali.
L’ipotesi piu´ probabile e´ che i due processi concorrano entrambi al trasporto dell’energia
all’interno della nube ed al suo sostegno contro il collasso gravitazionale.
Comprendere l’origine dei moti sovratermici nelle translucent clouds, ed in particolare
il meccanismo di immissione di energia che li alimenta, e´ molto importante per riuscire a
capire come avviene la formazione stellare nella nostra Galassia. I processi osservati nelle
HLMC dovrebbero infatti influire anche sulle nubi con formazione stellare attiva, la quale
avverrebbe quindi in un ambiente turbolento, dove abbiamo visto che il criterio di Jeans
non e´ piu´ capace di prevedere la stabilita´ delle strutture.
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2 Turbolenza
2.1 Fenomenologia
Cerchiamo ora di capire cosa si intenda per turbolenza e perche´ si pensi che questa sia alla
base delle peculiari caratteristiche dinamiche delle HLMC.
Sebbene le prime testimonianze di studi sulla turbolenza risalgano a manoscritti cinque-
centeschi di Leonardo da Vinci, ancora oggi risulta difficile darne una definizione precisa.
Introduciamo quindi una definizione operativa, assumendo che un fluido o gas possa tro-
varsi in due configurazioni distinte, ovvero sotto forma di flusso laminare, quando il flusso
e´ regolare, e nello stato opposto, caratterizzato dall’oscillazione irregolare delle variabili
fisiche che lo descrivono, come velocita´, pressione, temperatura, etc. Quest’ultimo stato e´
detto turbolento ed e´ la configurazione piu´ comune per un fluido in Natura.
Pur essendo un fenomeno molto complesso, la turbolenza nasce dalla teoria fluida clas-
sica e possiamo affermare che tutte le sue caratteristiche siano racchiuse nell’equivalente
dell’equazione di Newton per la fluidodinamica, l’equazione di Navier-Stokes (in seguito
NS):
∂v(r, t)
∂t
+ v(r, t) · ∇v(r, t) = −1
ρ
∇P (r, t) + ν∇2v(r, t) + f(r, t) (56)
∇ · v = 0 (57)
La condizione (57) esprime l’incomprimibilita´ del fluido. Questa ipotesi semplifica molto
la trattazione del problema ed e´ utilizzata in gran parte dei modelli, tuttavia il mezzo in-
terstellare e´ altamente comprimibile e la turbolenza e´ spesso supersonica, dovremo quindi
tenerne conto quando cercheremo di confrontare i risultati della teoria incomprimibile con
i nostri dati. Nella (56) ritroviamo tutti i principali processi che caratterizzano un fluido
turbolento, e che abbiamo visto potrebbero essere alla base del trasporto di energia all’in-
terno delle HLMC. Intuitivamente infatti l’energia, immessa a grande scala dal termine di
forcing esterno f , si propaga attraverso scale sempre piu´ piccole grazie al termine inerziale
v · ∇v ed infine viene dissipata dalla viscosita´ tramite ν∇2v. Da notare che l’ISM e´ molto
rarefatto, quindi il termine dissipativo potrebbe essere dominato dalla radiazione piuttosto
che dalla diffusione su scala molecolare (vedi discussione su NLTE in Par. 1.2.2).
La manifestazione piu´ evidente della turbolenza e´ data dal generarsi di vortici ed insta-
bilita´ in presenza di ostacoli, o all’interfaccia tra fluidi di diversa velocita´, questo fenomeno
diventa sempre piu´ evidente all’aumentare della velocita´ del flusso. In realta´ la transizio-
ne tra flusso laminare e flusso turbolento non e´ regolata tanto dalla velocita´, quanto da
un parametro adimensionale Re, detto Numero di Reynolds, introdotto nel 1883 dal fisico
Osborne Reynolds:
Re =
UL
ν
, (58)
dove U ed L sono velocita´ e scala caratteristiche del flusso e ν e´ la viscosita´. Il parametro Re,
ricavato da Reynolds in modo empirico, trova una sua giustificazione fisica se analizziamo
nuovamente l’equazione di NS, in particolare il rapporto tra termine inerziale e dissipativo.
Da un’analisi dimensionale abbiamo:
v(r, t) · ∇v(r, t)
ν∇2v(r, t) ≈
U2/L
νU/L2
=
UL
ν
≡ Re (59)
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Il numero di Reynolds indica quindi il rapporto tra inerzia e dissipazione in un flusso e ne
regola il comportamento sotto molti aspetti. Da notare che diverse combinazioni di velocita´
e scale possono portare a valori uguali di Re e presentare quindi le stesse caratteristiche.
Questo viene sfruttato ad esempio nei test aerodinamici in tunnel del vento, effettuati con
modelli in scala ridotta ma a velocita´ molto elevate in modo tale da riprodurre le condizioni
di turbolenza presenti alla scala originale.
Il range di scale a cui possiamo trovare turbolenza nell’Universo e´ enorme. Questa gioca
infatti un ruolo determinante nell’equilibrio termico e meccanico delle atmosfere planetarie,
essendo responsabile del trasporto di calore e momento vicino alla superficie. Sulla Terra e´
ad esempio alla base dei processi che regolano il tempo atmosferico. Su scala extraGalattica
la formazione di strutture dopo il Big Bang potrebbe essere avvenuta in un ambiente tur-
bolento e questo potrebbe aver lasciato delle tracce nella formazione di cluster di Galassie.
Dalla dimensione del laboratorio ai cluster di Galassie c’e´ un intervallo di scale dell’ordine
di 1025, fatto che rende la turbolenza uno dei processi piu´ importanti e onnipresenti nella
fisica dei mezzi continui.
In Natura si incontrano sistemi con Numeri di Reynolds molto diversi, un batterio lungo
pochi µm ed un uomo che nuotino immersi nell’acqua sperimenteranno rispettivamente un
Re di 10
−5 e 104. I due sistemi sono caratterizzati da una fisica totalmente differente, per
avere un’idea dei problemi che si riscontrano per Re  1 si veda [55], noi ci occuperemo
invece di di sistemi ad alti Re poiche´, come vedremo in seguito, il mezzo interstellare e´ ca-
ratterizzato da altissimi Numeri di Reynolds, ed e´ in queste condizioni che la turbolenza si
sviluppa pienamente. Da notare che, mentre in un laboratorio la dimensione caratteristica
del fluido e quindi dell’immissione di energia e´ fissata dalle dimensioni fisiche dell’apparato
sperimentale, per oggetti astrofisici l’individuazione di tale quantita´ non e´ cos´ı immediata
(vedi Par. 2.8).
Sperimentalmente [16] la transizione tra flusso laminare e flusso turbolento avviene per
Re ≥ 40 e la complessita´ delle strutture formatesi cresce all’aumentare di Re fino a che,
per valori dell’ordine di 103, non e´ piu´ possibile distinguere le singole strutture, ma si ha
un campo di velocita´ turbolento omogeneo e isotropo. Uno schema dei tre diversi regimi e´
mostrato in Fig. 3.
2.2 Instabilita´ di Kelvin-Helmoltz
La presenza di gradienti di velocita´ e´ in genere molto efficace nel generare un comporta-
mento turbolento del mezzo. Consideriamo l’interfaccia tra due fluidi che si muovono con
velocita´ Ua e Ub lungo l’asse x. Supponiamo che l’unica differenza tra i due flussi sia la
velocita´, trascuriamo quindi differenze di densita´ e eventuali campi gravitazionali. Chia-
miamo ζ(x, z, t) lo spostamento della superficie di separazione tra i due fluidi. Per ogni
lato, la velocita´ dovuta allo spostamento ζ e´
vz ≡ dζ
dt
=
(
∂
∂t
+ Ui
∂
∂x
)
ζ, (60)
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a) b)
Figura 3: a): Flusso laminare attorno ad un ostacolo cilindrico con Re ' 1.5[16].b): Tur-
bolenza generata da una griglia [58]. Il numero di Reynolds cresce da sinistra verso destra.
Si noti che ad alto Re le strutture appaiono distribuite omogeneamente.
dove l’indice i = a, b indica uno dei due flussi. Sulla superficie di separazione vale l’equazione
di Bernoulli
dv
dt
= −∇
(
P
ρ
+
v2
2
)
. (61)
Se consideriamo un fluido incomprimibile (∇v=0) e irrotazionale (∇ × v=0), la velocita´
puo´ essere espressa come gradiente di un potenziale scalare φ = φ0e
(kx−ωt)f(z). Sostituendo
v = ∇φ, l’equazione (61) diventa
∇
(
φ˙+
P
ρ
+
v2
2
)
= 0. (62)
Quindi per il termine tra parentesi si ha φ˙ + P
ρ
+ v
2
2
= F (t), che e´ funzione solamente del
tempo. Ridefiniamo il potenziale φ→ φ− ∫ F (t)dt e otteniamo
φ˙+
P
ρ
+ Uvx = 0, (63)
dove abbiamo posto v2/2 = (
−→
U +−→v )2 ∼ Uvx. Poiche´ ∇v=0, il potenziale φ deve soddisfare
∇2φ=0, e la dipendenza da z deve essere del tipo φ ∝ e±z. con il + che vale per z negative
e il − per zeta positive. Per i due fluidi si ha quindi
φa = φ10e
(kx−ωt)e+z , (64)
φb = φ10e
(kx−ωt)e−z , (65)
dove abbiamo considerato che il flusso b sia a z positive. Se sostituiamo queste due equazioni
per φ nella (63) e scomponiamo in onde piane, troviamo
−iωφa + ikUaφa + P/ρa = 0 (66)
−iωφb + ikUbφb + P/ρb = 0,
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dove ci siamo ricordati che vx = ∂φ/∂x. Analogamente si ha per la perturbazione lungo z,
vz = ∂φ/∂z = ±kφ. La (60) diventa quindi per i due fluidi
(ikUa − iω)ζ = kφa, (67)
(ikU b − iω)ζ = −kφb.
Se imponiamo che la pressione sia uguale ai due lati dell’interfaccia (Pa = Pb), e ricaviamo
il rapporto φa/φb dalle (66) e (67), uguagliando i due risultati otteniamo
ω
k
=
ρaUa + ρbUb ±
√−ρaρb(Ua − Ub)2
ρa + ρb
. (68)
Si vede che se se le velocita´ dei due fluidi sono diverse, la frequenza della perturbazione ha
una componente immaginaria che porta ad una crescita esponenziale dell’instabilita´. Una
piccola perturbazione dell’interfaccia tra i due flussi viene quindi amplificata dalla differen-
za di velocita´ e si ha la generazione dei vortici tipici della turbolenza.
2.3 Trattazione Probabilistica
Una caratterisitca della turbolenza, e di conseguenza di ogni misura di variabili turbolente,
e´ che il segnale appare altamente disorganizzato, con strutture a tuttle le scale, ed impre-
vedibile nel suo comportamento dettagliato. Tuttavia le proprieta´ statistiche del segnale
risultano avere un buon grado di riproducibilita´, fatto che ha dato origine nella prima meta´
del 1900 ad una trattazione probabilistica della turbolenza, che ancora oggi rappresenta il
campo di indagine principale per la comprensione del fenomeno.
La velocita´ e´ una della variabili di un flusso turbolento che risulta piu´ facile da misurare,
che si tratti di un flusso in laboratorio o una sorgente astrofisica. Consideriamo quindi
la velocita´ fluida v(r, t) come nostra variabile random e vediamo quali proprieta´ possiamo
ricavare dall’analisi statistica del segnale. Prima di tutto diamo delle definizioni generali:
〈v〉 ≡
∫
R
vp(v)dv Media (69)
〈vm〉 ≡
∫
R
vmp(v)dv, m ∈ N Momento di ordine m (70)
La notazione 〈...〉 indica una media sull’ensemble. La probabilita´ che v assuma un valore
compreso tra v e v+dv e´ data da p(v)dv, con p(v) distribuzione di probabilita´ (p.d.f.) della
variabile random. La p.d.f. e´ normalizzata in modo tale che∫
R
p(v)dv = 1 (71)
Una variabile stocastica v si dice centrata se 〈v〉 = 0. Per una variabile centrata si defi-
niscono la varianza 〈v2〉, la skewness S = 〈v3〉/(〈v2〉)3/2 e la kurtosis K = 〈v4〉/(〈v2〉)2 −
3.
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Supponiamo ora che la nostra v sia una variabile random stazionaria, funzione del tempo
t e delle condizioni iniziali del sistema $ e definiamo
v(t,$) =
∫
R
eiftv˜(f,$)df, (72)
v<F (t,$) =
∫
|f |<F
eiftv˜(f,$)df, F > 0. (73)
Lo spettro di energia cumulativo e´ definito da
E(F ) = 1
2
〈[v<F (t)]2〉, (74)
che per una variabile stazionaria e´ indipendente dal tempo. Possiamo interpretare E(F )
come l’energia cinetica media contenuta in intervallo temporale ∆t > F−1. Il contenuto
energetico delle varie frequenze che compongono il segnale e´ rappresentato dallo spettro di
energia
E(f) =
d
df
E(f) > 0. (75)
Il contributo all’energia cinetica media da parte delle armoniche di frequenza compresa (in
valore assoluto) tra f e f + df e´ quindi data da E(f)df . Per F che tende a ∞ la v<F tende
semplicemente alla v, quindi integrando E(f) otteniamo
1
2
〈v2〉 =
∫ +∞
0
E(f)df. (76)
Lo spettro E(f) e´ legato alla funzione di correlazione C(τ) = 〈v(t)v(t+τ)〉 dalla formula
di Wiener-Kinchin
E(f) =
1
2pi
∫ +∞
−∞
eifτC(τ)dτ . (77)
Da questa relazione deriva l’espressione per la funzione di struttura di secondo ordine S2(τ),
definita come il valor medio del quadrato dell’incremento di velocita´ tra il tempo t e il tempo
t+ τ
S2(τ) = 〈(v(t+ τ)− v(t))2〉 = 2
∫ +∞
−∞
(
1− eifτ)E(f)df, (78)
con E(f) che puo´ essere esteso a frequenze negative ponendo E(−f) = E(f).
Un caso interessate e´ quando lo spettro dell’energia si presenta sotto forma di legge
di potenza de tipo E(f) ∝ |f |−n. In questo caso l’integrale (76) diverge, quindi non
puo´ esistere una variabile random stazionaria con varianza limitata e spettro tipo legge di
potenza. L’espressione (78) invece, se per il parametro n vale 1 < n < 3, non diverge e
abbiamo che la funzione di struttura al secondo ordine e´ anch’essa una legge di potenza
S2(τ) = 〈(v(t+ τ)− v(t))2〉 ∝ τn−1 1 < n < 3. (79)
Poiche´ nell’analisi delle proprieta´ della dinamica di nubi molecolari si utilizzano mappe
di emissione piuttosto che serie temporali, e´ opportuno estendere le definizioni appena
fornite a una velocita´ v(r,$), funzione della posizione. Analogamente al caso precedente
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possiamo definire una v<K(r,$), con K che ora rappresenta la frequenza spaziale di cutoff.
Lo spettro di energia sara´
E(k) =
d
dk
E(k), (80)
con E(k) definito in modo simile alla (74), come l’energia cinetica media contenuta nelle
armoniche con frequenza spaziale minore di k, o analogamente in regioni di dimensioni
r > k−1.
Possiamo anche definire lo spettro di energia tridimensionale E3D(k) come la trasfor-
mata di Fourier tridimensionale della funzione di correlazione spaziale Γ(ρ) = 〈v(r) · v(r +
ρ)〉
E(k) = 4pik2E3D(k) =
1
pi
∫ ∞
0
kρΓ(ρ) sin kρdρ. (81)
Nel caso in cui lo spettro di energia sia una legge di potenza, vale ancora la relazione
E(k) ∝ k−n, 1 < n < 3 → S2(ρ) ∝ ρn−1, (82)
con S(ρ) = 〈(v(r + ρ)− v(r))2〉.
La funzione di struttura e la funzione di correlazione possono essere estratte sperimen-
talmente da flussi creati in laboratorio misurando il campo di velocita´ per mezzo di sensori
operanti in entrambi i domini, temporale e spaziale. Dagli esperimenti effettuati in tunnel
del vento, con Numeri di Reynolds dell’ordine di 103, si trova che la funzione di struttura
spaziale per velocita´ misurate a distanza ` segue una legge di potenza
S2(`) ∝ ` 23 , (83)
in un range di ` che si estende per alcuni ordini di grandezza.
Nel dominio spaziale dobbiamo precisare lungo quale direzione vengono presi gli incrementi
di velocita´ δv(r) = v(r+`)−v(r) e gli spostamenti `. In particolare definiamo gli incrementi
di velocita´ longitudinali come δv|| = [v(r + `)− v(r)] · ˜`, con ˜` versore di `. Similmente gli
incrementi di velocita´ perpendicolari saranno dati da δv⊥ = [v(r+ `)−v(r)]⊥˜`, cioe´ da una
delle componenti perpendicolari all’incremento spaziale `. Entrambe le funzioni di struttura
derivanti dai due tipi di incrementi di velocita´, Si2(`) = 〈δ(vi)2〉, mostrano l’andamento a
legge di potenza descritto. Questa distinzione tra funzioni di struttura longitudinali e
perpendicolari risulta importante soprattutto nel caso di osservazioni astrofisiche, dove e´
possibile misurare solamente la componente della velocita´ parallela alla linea di vista e
qundi si possono ricavare solamente incrementi di velocita´ perpendicolari. Gli esperimenti
in laboratorio permettono anche di ricavare lo spettro di energia E(k), che risulta essere
una legge di potenza
E(k) ∝ k− 53 , (84)
come ci aspetteremmo dalla relazione (82).
2.4 Teoria di Kolmogorov (1941): La Cascata Turbolenta
Una teoria che riesca a riprodurre i risultati sperimentali a partire dall’analisi dell’equazione
di Navier-Stokes non e´ ancora stata sviluppata. Esistono comunque teorie della turbolenza
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che, partendo da assunzioni in accordo con i dati sperimentali, riescono ad avere capacia´
predittive. Il piu´ noto tra questi modelli di turbolenza e´ quello sviluppato a partire dai
primi anni ’40 da A. N. Kolmogorov (K41) [29, 30, 31].
La teoria di Kolmogorov, si basa su alcune assunzioni di base che riporto in seguito non
nell’ordine e nella formulazione originale, ma seguendo un percorso logico che tenga conto
anche dell’evoluzione della teoria e successive modifiche.
Innanzitutto assumiamo che, nel limite di Re grandi e se ci poniamo sufficientemente lon-
tani dalle cause che generano la perturbazione, a piccole scale la turbolenza sia omogenea
e isotropa (A1). Per piccole scale intendiamo ` < `0, con `0 dimensione caratteristica del-
l’ostacolo o del gradiente di velocita´ che crea la turbolenza.
Imponiamo inoltre che per il nostro sistema valga un’invarianza di scala. Assumiamo cioe´
che gli incrementi di velocita´ soddisfino δv(r, λ`) = λhδv(r, `), per λ reale positivo, e che
l’esponente h sia unico (A2).
Supponiamo infine che, il fluido abbia un rate medio finito  di dissipazione dell’energia per
unita´ di massa (A3) e che le proprieta´ statistiche a piccola scala del campo turbolento siano
determinate unicamente da ` ed  (A4). La (A4) e´ detta seconda assunzione di universalta´
di Kolmogorov ed e´ alla base della derivazione originale della teoria.
Da queste prime assunzioni deriva gia´ un’importante proprieta´ della funzione di strut-
tura del secondo ordine S2(`). Dall’analisi dimensionale sappiamo che [S2(`)] = [L]
2[T ]−2 e
per il rate di dissipazione [] = [L]2[T ]−3. Se vale (A4), allora la funzione di struttura dovra´
dipendere unicamente da  ed ` e, per rispettare l’analisi dimensionale, dobbiamo avere
S2(`) = C
2
3 `
2
3 , (85)
con C costante adimensionale. Per la (A2) deve essere S2(`) = 〈(δv(`))2〉 ∝ `2h, che se
confrontata con la (85) implica h = 1/3.
Dalla S2(`), tramite la relazione (82), possiamo ricavare l’andamento dello spettro
dell’energia, che risulta essere
E(k) = CKolm
2
3k−
5
3 , (86)
in accordo con i dati sperimentali ottenuti in laboratorio. La CKolm e´ detta costante di
Kolmogorov.
Il ragionamento dimensionale puo´ essere applicato anche alle funzioni di struttura di
ordine superiore Sp(`) = 〈(δv(`))p〉. Dalla (A2) ricaviamo Sp(`) ∝ ` p3 , quindi
Sp(`) = Cp
p
3 `
p
3 . (87)
Nel lavoro originale di Kolmogorov, le costanti che compaiono in (85,86,87) hanno valore
universale, non dipendono cioe´ ne´ dalle proprieta´ del fluido, ne´ dalle caratteristiche del
particolare processo di produzione della turbolenza ( come la scala di immissione di energia
`0 o la geometria del sistema). Tale universalita´ e´ stata contestata da Landau nella prima
edizione del suo libro di meccanica dei fluidi del 1944, dove dimostra l’impossibilita´ che Cp
sia universale per p 6= 3. Tuttavia i risultati della teoria K41, sebbene non universali, sono
comunque validi. La teoria di Kolmogorov puo´ essere infatti derivata assumendo solamente
l’esistenza di un rate finito di dissipazione (A3) e l’invarianza di scala (A2), come illustrato
da Frisch in [16].
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Un risultato esatto della K41, che non dipende quindi dall’assunzione di universalita´, e´
la cosiddetta legge dei quattro quinti
S3(`) = 〈(δv||(r, `))3〉 = −4
5
`, (88)
ricavata da Kolmogorov a partire dall’equazione di Navier-Stokes, assumendo solamente
omogeneita´, isotropia e l’ipotesi (A3). La (88) rappresenta uno dei risultati piu´ importanti
del modello K41 poiche´, essendo al tempo stesso esatta e non banale, costituisce un ban-
co di prova fondamentale per una teoria della turbolenza. Ogni modello turbolento deve
infatti essere in accordo con la (88) o violarne esplicitamente le assunzioni fondamentali.
La (88) ha inoltre una chiara valenza universale poiche´ la costante C3 e´ in questo caso un
numero, indipendente quindi dalle particolarita´ del fluido e dalla geometria del sistema.
Nell’introdurre il fenomeno della turbolenza abbiamo detto che essa consiste essenzial-
mente nel trasporto di energia da scale grandi, alle quali l’energia e´ immessa, a scale piu´
piccole dove avviene la dissipazione. Cerchiamo di essere ora piu´ precisi utilizzando la
definizione di scala sviluppata nel paragrafo precedente per indagare come avvenga effet-
tivamente questa trasmissione di energia. Se definiamo PK come l’operatore passa-basso
che converte una funzione f(r) in f<K(r) e lo applichiamo all’equazione di Navier-Stokes
(56,57), dopo un po’ di calcoli [16] troviamo
∂tEK = FK − ΠK − 2νΩK , (89)
dove EK e´ l’energia cumulativa contenuta in k < K, ΩK e´ l’enstropia cumulativa, definita
come
ΩK =
1
2
〈(ω<K)2〉, (90)
dove ω e´ la vorticita´, ω = ∇ × v. L’iniezione di energia cumulativa da parte del termine
forzante f e´
FK = 〈f<K · v<K〉, (91)
mentre il flusso di energia attraverso il numero d’onda K e´ dato da
ΠK = 〈v<K · (v<K · ∇v>K)〉+ 〈v<K · (v>K · ∇v>K)〉. (92)
Dalla (89) vediamo che il cambiamento dell’energia contenuta in scale ` > K−1 e´ uguale
all’energia immessa a tali scale dalla forza FK , meno l’energia dissipata (2νΩK), meno il
flusso di energia verso scale piu´ piccole (ΠK) dovuto al termine non lineare v · ∇v della
(56).
Se supponiamo che il sistema sia stazionario, possiamo eliminare nella (89) le derivate
temporali e rimaniamo con
ΠK = FK − 2νΩK . (93)
Se l’energia e´ immessa solo a grandi scale, possiamo assumere che i numeri d’onda K 
Kc = `
−1
0 non diano contributi. Per K  Kc e usando la definizione di FK (91) si ha
FK = 〈f<K · v<K〉 ∼ 〈f · v〉. (94)
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Assumiamo ora che l’energia immessa bilanci esattamente le perdite dissipative, cioe´ 〈f ·
v〉 = (ν) e troviamo
FK ∼ (ν). (95)
Per Numeri di Reynolds infiniti, ovvero per ν → 0 si ha che il termine dissipativo della (89)
2νΩK tende anch’esso a zero. Per l’ipotesi (A3) il rate di dissipazione (ν) ha un limite
finito  per Re →∞, quindi sostituendo nella (93) si ha
lim
ν→0
ΠK = , K  Kc. (96)
Nei fluidi reali si ha ν 6= 0, me e´ possibile ricondurci and un equazione del tipo (96) se
imponiamo che il termine dissipativo per il numero d’onda K sia trascurabile rispetto al
flusso di energia . Per K  Kc la (93) diventa
ΠK = − 2νΩK , (97)
che per 2νΩK  , al primo ordine implica ΠK = . Il range di numeri d’onda che
soddisfano tale relazione e´ detto range inerziale, poiche´ nel bilancio energetico i termini
inerziali, cioe´ i termini non dissipativi, dominano sulla viscosita´. Le leggi di scaling ricavate
finora valgono solamente all’interno di questo intervallo. Il range inerziale in termini di
dimensioni ` e´ definito da `0  ` ηK , dove `0 e´ la scala tipica dell’immissione di energia
nel sistema e η, detta scala di dissipazione di Kolmogorov, e´ la scala al di sotto della quale
domina la viscosita´ e l’energia viene dissipata.
La scala di dissipazione puo´ essere stimata con semplici argomenti dimensionali. Prendiamo
come velocita´ caratteristica di una certa scala `, lo scarto quadratico medio degli incrementi
longitudinali v` ∼ 〈
√
〈δv2||〉〉 . Il tempo caratteristico dell’evoluzione di una struttura di
dimensione ∼ ` in un flusso turbolento sara´ quindi dato da t` ∼ `/v`, che e´ detto tempo di
circolazione (o eddy turnover time). Il tempo caratteristico per la dissipazione puo´ essere
stimato dalla NS:
∂tv ∼ ν∇2v ⇒ ν ∼ `
2
t
⇒ tdiss` ∼
`2
ν
. (98)
Uguagliando i due tempi t` e t
diss
` troviamo
η ∼
(
ν3

) 1
4
, (99)
che e´ la scala di dissipazione di Kolmogorov.
L’estensione del range inerziale dipende dal numero di Reynolds del sistema. Alla scala di
immissione dell’energia abbiamo  ∼ v30/`0, che unita alla (99) implica
`0
η
∼
(
ν3
`30v
3
0
)− 1
4
∼ R
3
4
e . (100)
Quindi l’estensione del range inerziale aumenta all’aumentare di Re.
Il trasferimento di energia attraverso le varie scale nella teoria K41 e´ comunemente
descritto come una cascata, di cui lo schema in Fig. 4a mostra una rappresentazione grafica.
Le diverse scale sono rappresentate da vortici di dimensioni decrescenti. La dimensione
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Figura 4: a): Trasferimento a cascata dell’energia per il modello K41. b): Schema di
cascata per il modello β. Si noti che ad ogni passo nel modello β i vortici occupano uno
spazio sempre minore.
massima dei vortici e´ `0, mentre le successive generazioni hanno scale ` = `0r
n, (n=0,1,2,...),
con 0 < r < 1, fino a raggiungere la scala di dissipazione η. Il numero di vortici per unita´
di volume cresce come r−3n, in modo tale che elementi piu´ piccoli riempiano lo spazio allo
stesso modo di quelli piu´ grandi. Questo garantisce che sia rispettata l’invarianza di scala.
Il flusso di energia segue le relazioni (95,96) trovate in precedenza. L’energia e´ immessa
alla scala `0 con un rate , si trasmette attraverso le scale piu´ piccole con un flusso sempre
uguale a  e viene dissipata a scale ` < η ancora con un rate .
Lo schema della cascata rende evidente un’altra proprieta´ fondamentale della teoria
K41, che e´ la localita´ delle interazioni. Per localita´ si intende che nel range inerziale il
flusso di energia coinvolge solamente scale vicine di dimensioni comparabili. Assumiamo che
l’energia si trasmetta attraverso gradienti di velocita´ (shear) tra scale diverse. Il gradiente
di velocita´ tipico alla scala ` e´ dato da
g` ∼ v`
`
∼  13 `− 23 , (101)
i gradienti aumentano quindi di intensita´ al diminuire della scala. Di conseguenza un vortice
di dimensione ` saraa´ poco influenzato da uno di dimensione `′  `, poiche´ a quelle scale
g`′  g`. Vortici di dimensioni `′  ` non influiscono su ` poiche´ a quella scala agiscono
incoerentemente. Una derivazione rigorosa di questa prorieta´ e´ possibile se osserviamo che
nell’espressione esplicita del flusso di energia ΠK per turbolenza omogenea e isotropa, i
contributi fondamentali vengono dalle scale ` ∼ K−1 [16].
Come abbiamo visto, il modello K41 riesce a spiegare i risultati sperimentali per lo
spettro di energia e per la funzione di struttura di secondo ordine S2(`). Un buon accordo
tra teoria e dati sperimentali lo abbiamo anche per la funzione di struttura del terzo ordine,
che segue la legge dei quattro quinti ed e´ quindi indipendente dalle particolari assunzioni
della K41. Delle discrepanze cominciano tuttavia ad emergere se ci spostiamo a funzioni
di struttura di ordine superiore. Cioe´, se la funzione di struttura presenta una legge di
potenza de tipo
Sp(`) ∝ `ζp , (102)
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gli esponenti ζp divergono dalla previsione ζp = p/3 della K41. Questo risulta evidente nel
grafico in Fig. 5a, che mostra i valori dell’esponente ζp al variare di p per un esperimento
condotto in laboratorio da Lewis e Swinney nel 1998 [40]. I valori di ζp si allontanano
evidentemente dalla previsione K41 per p > 3, e la differenza tra i dati sperimentali e la
teoria di Kolmogorov aumenta all’aumentare di p.
a) b)
Figura 5: a): Valori di ζp per funzioni di struttura di ordine p. I triangoli rappresentano
dati acquisiti con numero di Reynolds Re = 69000, i cerchi con Re = 540000 [40]. La
retta punteggiata rappresenta la previsione del modello K41, mentre le curve tratteggiata
e continua si riferiscono rispettivamente al modello She-Leˆveˆque e al fit con modello log-
normale. b): Distribuzione di probabilita´ (PDF) degli incrementi di velocita´ δv` per valori
dello spostamento ` compresi tra 0.07 e 0.42 cm [40]. Si noti che all’aumentare della
separazione `, la distribuzione si avvicina ad una gaussiana.
2.5 Intermittenza e modelli multifrattali
Poiche´ il modello K41 non riesce a riprodurre oltre un certo limite i dati sperimentali, e´
possibile che alcune delle assunzioni fondamentali su cui il modello si basa non siano sempre
verificate. Consideriamo ad esempio l’ipotesi dell’invarianza di scala. Una conseguenza
dell’assunzione (A2) e´ che le proprieta´ statistiche delle variabili turbolente dovrebbero
essere indipendenti dalla scala considerata. Consideriamo la quantita´
FK =
(〈v>K(`))4〉
(〈v>K(`))2〉2
, (103)
con v>K velocita´ composta solamente da numeri d’onda k > K. La FK e´ detta flatness ed e´
legata alla probabilita´ di rivelare un segnale che si discosti di molto dal valor medio della
variabile v. Per variabili con distribuzioni di probabilita´ Gaussiane e segnali invarianti di
scala, la flatness e´ indipendente dal numero d’onda K. Per variabili gaussiane si ha infatti
FK = 3 ∀K, mentre se vale l’invarianza di scala si deve avere
v>λK = λ
−h · v>K ⇒ FλK =
λ−4h
λ−4h
FK = FK , (104)
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cioe´ FK non dipende da K.
Un segnale per il quale la FK cresce senza limiti all’aumentare del numero d’onda K e´
detto intermittente. Fenomenologicamente i sistemi intermittenti mostrano, a piccole scale,
dei salti di intenista´ distribuiti in modo disomogeneo, alternati a zone di bassa attivita´,
proprio come se intervenisse un interruttore ad accendere e spengere segnale.
La distribuzione di probabilita´ (PDF) degli incrementi di velocita´ δv`, ricavata per di-
versi valori della separazione `, riflette questo comportamento intermittente. Per ` ∼ `0 la
PDF e´ indistinguibile da una Gaussiana, mentre per ` piccoli appartenenti al range iner-
ziale del sistema, nel profilo si formano delle ali non Gaussiane. La formazione delle ali
e´ interpretabile come una maggiore probabilita´ del verificarsi di eventi molto lontani dal
valor medio al diminuire della scala considerata ed e´ quindi tipica dei fluidi intremittenti.
Un esempio di PDF per un fluido turbolento e´ mostrato in Fig. 5b.
L’intermittenza e´ un fenomeno molto comune sia in esperimenti in laboratorio che in
osservazioni astrofisiche, ne deriva che l’ipotesi di invarianza di scala deve essere rivista.
2.5.1 Modello β
Un modo semplice per modificare la teoria K41 perche´ comprenda anche gli effetti dell’in-
termittenza e´ il modello β, schematizzato in Fig. 4b. Assumiamo che ad ogni passo della
cascata turbolenta il volume occupato dai vortici diminuisca di un fattore β (0 < β < 1)
e lasciamo inalterate le altre proprieta´ della cascata K41 di Fig. 4a. In questo modello,
la frazione P` di spazio contenuta dai vortici di dimensioni ` = r
n`0 diminuisce come una
potenza di `:
P` = β
n = β
ln `/`0
ln r =
(
`
`0
)3−D
, (105)
con 3 − D ≡ ln(β)/ ln r. La D puo´ essere interpretata come la dimensione frattale del
sistema, la teoria di Kolmogorov ha D = 3. Definiamo la velocita´ caratterisitica v` come la
differenza di velocita´ su una distanza ` all’interno di un vortice di dimensione ∼ `. Per il
tempo di circolazione vale sempre la definizione t` = `/v`. Poiche´ i vortici attivi riempiono
solamente una frazione P` del volume totale, l’energia per unita´ di massa associata ai moti
su scala ∼ ` e´ data da
E` ∼ v2`P` = v2`
(
`
`0
)3−D
. (106)
Il flusso di energia attraverso la scala ` puo´ essere stimato come ∼ E`/t`, nel caso del
modello β abbiamo quindi
Π` ∼ v
3
`
(
`
`0
)3−D
. (107)
Assumiamo che come nel caso K41 esista un range inerziale in cui il flusso di energia
sia indipendente dalla scala e sia uguale al rate di dissipazione . In questo caso abbiamo
Π` ∼  ∼ v
3
0
`0
(108)
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Dalla (107) e (108) ricaviamo
v` ∼ v0
(
`
`0
) 1
3
− 3−D
3
, (109)
cioe´ il campo di velocita´ conserva l’invarianza di scala ma con un nuovo esponente
h =
1
3
− 3−D
3
. (110)
Per la funzione di struttura di ordine p abbiamo
Sp(`) = 〈δvp` 〉 ∼ vp` ·
(
`
`0
)3−D
≡ vp`
(
`
`0
)ζp
, (111)
con
ζp =
p
3
+ (3−D)
(
1− p
3
)
. (112)
Dalla funzione di struttura di secondo ordine possiamo ricavare lo spettro dell’energia
nel range inerziale, che risulta essere
E(k) ∝ k−( 53+ 3−D3 ) (113)
che e´ piu´ ripido rispetto alla K41. Per p = 3 troviamo ζ3 = 1, come richiesto dalla legge
dei quattro quinti di Kolmogorov. La quantita´ µ ≡ 3−D e´ detta intermittency exponent,
poiche´ per µ = 0 ritroviamo la teoria K41.
Abbiamo quindi mostrato che l’intermittenza e´ intimamente legata alla natura frattale
della turbolenza, che non ricopre uniformemente lo spazio, ma e´ concentrata in strutture di
dimensione D<3. Una possibile spiegazione di questo comportamento risiede nella dinamica
dei tubi di vorticita´, definiti come l’insieme delle linee che in ogni punto r hanno la direzione
della vorticita´ ω(r) = ∇× v(r). I tubi si deformano e si piegano sotto l’effetto del campo
di velocita´ turbolento, ma non possono intersecarsi [23, 53]. Questo puo´ essere mostrato
tramite il teorema di circolazione di Kelvin, nel caso in cui si possa trascurare la viscosita´
(grandi Re). La turbolenza e´ quindi concentrata in filamenti che, essendo self-avoiding, non
possono riempire omogeneamente lo spazio e danno origine a esponenti µ 6= 0.
2.5.2 Modelli multifrattali
Il modello β, sebbene introduca il concetto di intermittenza, non abbandona l’assunzione
di invarianza di scala con un singolo esponente h e di conseguenza implica per ζp una
dipendenza lineare dall’ordine della funzione di struttura, che non trova conferma nei dati
sperimentali di Fig. 5a.
Il modello β assume che il campo di velocita´ abbia un esponente di scala h su un set S
di dimensione frattale D. Una possibile generalizzazione di questo modello consiste nell’i-
potizzare l’esistenza di due subset S1 e S2 compresi nello spazio considerato, i quali abbiano
esponenti h1 e h2 diversi ( ovvero due diverse dimensioni frattali D1 e D2). Assumiamo
quindi che
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δv`(r)
v0
∼

(
`
`0
)h1
, r ∈ S1(
`
`0
)h2
, r ∈ S2,
(114)
con δv`(r) incremento di velocita´ tra il punto r ed un altro punto posto a distanza `. La
funzione di struttura ora sara´ composta dai contributi derivanti dai due diversi set:
〈δvpl 〉
vp0
= µ1
(
`
`0
)ph1 ( `
`0
)3−D1
+ µ2
(
`
`0
)ph2 ( `
`0
)3−D2
, (115)
dove µ1 e µ2 sono due costanti dell’ordine dellunita´. Nel range inerziale abbiamo `  `0,
quindi domina la funzione di struttura con esponente piu´ piccolo.
Come esempio prendiamo un sistema in cui agiscano sia dei processi tipo K41, sia una
turbolenza del dipo descritto dal modello β. Ovvero consideriamo D1 = 3, h1 = 1/3,
0 < D < 3 e h2 = 1/3− (3−D2)/3 e otteniamo
ζp =
{
p/3, 0 ≤ p ≤ 3
p/3 + (3−D2)(1− p/3) p ≥ 3. (116)
Il grafico di ζp in Fig. 6a e´ rappresentato da una linea spezzata, che presenta per p = 3 un
cambiamento di pendenza conosciuto come transizione di fase.
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Figura 6: a): Grafico dell’esponente ζp della funzione di struttura per un modello bi-frattale
con h1 = 1/3 e h2 = 1/3 − (3 −D2)/3 . b): Andamento della D(h) e di ζp per il modello
multifrattale.
L’invarianza di scala ora non ha piu´ carattere globale, ma vale solamente localmente
all’interno due set S1 e S2 con esponenti di scala diversi. Il passo successivo rispetto al
modello bi-frattale e´ una teoria che includa un esponente di scala h che varii con continuita´
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all’interno di un intervallo (hmin, hmax). Per ogni valore di h, esiste un set Sh ∈ R3 di
dimensione frattale D(h), tale che per `→ 0 vale
δv`
v0
∼
(
`
`0
)h
, r ∈ Sh. (117)
Gli esponenti hmin e hmax, cos´ı come la funzione D(h) sono assunti essere universali, cioe´
indipendenti dal meccanismo di produzione della turbolenza. Questa assunzione sostituisce
l’ipotesi (A2) della teoria K41.
Similmente a quanto trovato per il modello bi-frattale, per la funzione di struttura vale
Sp(`)
vp0
∼
∫ hmax
hmin
dµ(h)
(
`
`0
)ph+3−D(h)
, (118)
con dµ(h) che rappresenta il peso di ogni esponente h. Ancora, poiche´ nel range inerziale
si ha `  `0, all’interno dell’integrale dominera´ la legge di potenza con l’esponente piu´
piccolo, ovvero
lim
`→0
lnSp(`)
ln `
= ζp ⇒ Sp(`)
vp0
∼
(
`
`0
)ζp
, (119)
con
ζp = inf
h
[ph+ 3−D(h)]. (120)
La quantita´ ∆ ≡ 3− ζp puo´ essere interpretata geometricamente ( vedi Fig. 6b) come
la distanza verticale del grafico di D(h) dalla retta passante per l’origine con pendenza p.
Supponiamo che D(h) sia concava, cioe´ che la sua derivata non sia una funzione crescente.
Per un dato valore di p la distanza tra il grafico di D(h) e la retta con pendenza p assume
il valore ∆ in h?(p) tale che
D′(h?(p)) = p, ζp = ph?(p) + 3−D(h?(p)). (121)
Differenziando la seconda delle equazioni (121) troviamo
dζp
dp
= h?(p) + [p−D′(h?(p))]dh?(p)
p
= h?(p), (122)
Quindi l’esponente di scala h rappresenta la pendenza del grafico di ζp per il valore di p
che minimizza ph + 3 − ζp. La pendenza del grafico di ζp varia con p, come mostrato in
Fig. 6. L’andamento dell’esponente della funzione di struttura per il modello multifrattale
si avvicina quindi a quello sperimentale di Fig. 5a.
2.5.3 Modello lognormale
Un modo di ottenere un flusso turbolento multifrattale e´ quello di costruire una cascata
moltiplicativa random. Supponiamo di cominciare con un cubo di lato `0 nel quale suppo-
niamo che la dissipazione  sia uniforme. Suddividiamo poi il cubo iniziale in cubi uguali
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di lato ` = `02
−n, moltiplicando ad ogni passo n la dissipazione per una variabile random
W che soddisfi
W ≥ 0, 〈W 〉 = 1, 〈W q〉 <∞ ∀q > 0. (123)
Dopo n passi la dissipazione in ognuno dei cubi sara´
` = W1W2...Wn, (124)
per cui vale 〈`〉 = , cioe´ la media sull’ensemble dei rate di dissipazione rimane uguale al
rate medio iniziale, ma ogni singolo ` non e´ in generale legato alla somma della dissipazione
all’interno dei sottocubi di lato `/2. Un processo di questo tipo e´ di conseguenza non
conservativo. I momenti della distribuzione dei rate di dissipazione sono dati da
〈q`〉 = q
(
`
`0
)τq
, (125)
con
τq = − log2〈W q〉. (126)
Per la K41 avevamo δv` ∝ (`) 13 , cioe´ gli incrementi di velocita´ hanno le stesse proprieta´
di scala della quantita´ (`)
1
3 . Possiamo quindi esprimere l’esponente della funzione di
struttura, che abbiamo trovato per il modello multifrattale, in funzione dell’esponente τq
nel modo seguente [16]
ζp =
p
3
+ τp/3, (127)
che esprime il passaggio da un modello multifrattale basato sulla dissipazione ad uno basato
sugli incrementi di velocita´. Dalla (127) deriva quindi
ζp =
p
3
− log2〈W p/3〉. (128)
Supponiamo ora che W segua una legge lognormale del tipo W = 2−m, dove m e´
una variabile random Gaussiana con valor medio m = 〈m〉 e varianza σ2 = 〈(m − m)2〉.
Dall’ipotesi 〈W 〉 = 1 si ha 2m = σ2 ln 2 ≡ µ. Dalla (125) e dalla (126) e´ possibile ricavare
l’esponente per la funzione di struttura di ordine p per il modello lognormale
ζp =
p
3
+
µ
18
(3p− p2). (129)
La (129) risulta essere in buon accordo con i dati sperimentali, vedi per esempio Fig. 5a.
2.6 Turbolenza Comprimibile
Il mezzo interstellare e´ comprimibile e i moti turbolenti che si osservano nelle nubi molecolari
sono molto spesso supersonici. Proviamo quindi ad abbandonare l’ipotesi di incomprimi-
bilita´ per avere un’idea delle complicazioni che si aggiungono nel caso reale. L’effetto piu´
evidente della comprimibilita´ dell’ISM e´ la generazione di onde acustiche, cioe´ di variazioni
di pressione e densita´ che si propagano con velocita´ finita. L’equazione di continuita´, se
assumiamo che siano possibili variazioni di densita´, al primo ordine diventa
∂ρ
∂t
+∇ρv = 0 ⇒ ∂ρ
∂t
+ ρ0∇v = 0 (130)
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quindi gradienti di velocita´ cambiano la distribuzione di densita´ locale. Nel quadro della
turbolenza che abbiamo fin qui sviluppato, lo shear, attraverso il quale l’energia viene
ridistribuita attraverso vortici di scala diversa, causa delle variazione di densita´ che si
propagano come onde acustiche all’interno del mezzo. L’equazione di continuita´ nel caso
incomprimibile, poiche´ ∇v = 0, si riduce a ∂ρ/∂t = 0 e quindi non si ha la generazione di
onde.
Per l’equazione del moto abbiamo
∂ρvi
∂t
+
∂Tij
∂xj
= −∂P
∂xi
= −c2s
∂ρ
∂xi
, (131)
dove cs e´ la velocita´ del suono nel mezzo e´ Ti,j = ρδviδvj e´ il tensore degli stress di Reynolds,
che tiene conto solamente delle fluttuazioni della velocia´ attorno al flusso medio. Possiamo
non includere termini dovuti alla viscosita´ poiche´ consideriamo il caso di alti numeri di
Reynolds e perche´, secondo la derivazione originale di Lighthill (1955) [41], il tensore degli
stress viscoso genera un campo sonoro di intensita´ trascurabile.
Assumiamo che l’ energia totale contenuta in una variazione di densita´ δρ sia trasferita
al campo di velocita´ sotto forma di energia cinetica. Questa si chiama analogia di Lighthill
e riflette una descrizione della turbolenza come propagazione di onde acustiche. Nell’am-
bito dell’analogia di Lighthill, il tensore degli stress Tij varia su un tempo caratteristico
determinato dalla velocita´ del suono e dalla lunghezza caratteristica per le variazioni di
densita´ e velocita´ del flusso. Possiamo quindi esprimere le derivate temporali in termini
di derivate spaziali, ovvero ∂Tij/∂t → cs(∂Tij/∂xj) [62]. Deriviamo ora rispetto al tempo
l’equazione (131) e sostituiamo l’equazione di continuita´ al termine ∂ρ/∂t:(
∂2
∂t2
− c2s∇2
)
ρ = − ∂
2Tij
∂xi∂xj
, (132)
che e´ un’equazione d’onda per la densita´, con un termine di sorgente dovuto proprio al
flusso di momento ρvivj. A grande distanza dalla sorgente della fluttuazione, il metodo dei
potenziali ritardati ci restituisce la soluzione della (132) per la fluttuazione di densita´
δρ ∼ − 1
c4s
∫
(ri − r′i)(rj − r′j)
|r − r′|
∂2
∂t2
Tijdr
′. (133)
La potenza emessa per unita´ di volume sotto forma di onde acustiche e´ proporzionale a
(c3s/ρ) · (δρ)2, se assumiamo che le fluttuazioni siano stocastiche e mediamo su tutte le onde
si trova
P ∼ c
3
s
ρ
〈δρ〉 ∼ c
3
s
ρ
〈T¨ijT¨ij〉
c8s
. (134)
Se supponiamo che Tij subisca variazioni significative nell’arco di un tempo di circolazione
t` = `/v`, le derivate temporali nella (134) possono essere approssimate con ∂
2/∂t2 →
1/t2` = (v`/`)
2. Allo stesso modo possiamo approssimare T` con v
2
` . La potenza emessa da
un vortice di volume `3, sara´ quindi
 ∼ `3 · c
3
s
ρ0
· 1
c8s
· v
2
`
`2
· v
2
`
`2
· v2` · v2` · ρ20 =
ρ0v
8
`
c5s`
→  = Kρ0v
8
`
c5s`
, (135)
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che e´ la relazione ottenuta da Lighthill. Per il caso di turbolenza omogenea e isotropa,
K ' 40.
In termini del numero di Mach M` = v`/cs, la (135) puo´ essere riscritta come
 = K
ρ0v
3
`
`
M5` , (136)
dove il termine ρ0v
3
`/` e´ la dissipazione nel modello K41 incomprimibile ed e´ indipendente
dalla scala considerata. Se supponiamo che l’energia irradiata sotto forma di onde sonore
sia dissipata come calore, vediamo che la comprimibilita´ del mezzo aumenta la dissipazione
di un fattore che dipende fortemente dal numero di Mach. Per M`  1, cioe´ per moti
supersonici, le onde sonore assumono la forma di shocks che risultano molto efficaci nel
dissipare l’energia irradiata. I modelli di turbolenza comprimibile implicano quindi non
solo una cascata tipo K41, ma anche un insieme di onde e shocks che interagiscono tra di
loro e contribuiscono alla dissipazione dell’energia. In realta´ non vi e´ alcuna differenza tra
la turbolenza propriamente detta e le onde da essa generate poiche´ entrambe contribuiscono
all’equazione (135) e sono di fatto indistinguibili.
2.7 Turbolenza in presenza di campi magnetici
Il mezzo interstellare e´ ionizzato ( frazioni tipiche di 10−4) e magnetizzato, con campi
dell’ordine dei 10µG [66]. Similmente a quanto accade per la turbolenza comprimibile,
la presenza di un campo magnetico porta alla generazione di onde (onde di Alfven) che
trasportano energia lontano dai vortici, aumentando la dissipazione rispetto al caso in cui
questa sia dovuta solamente alla viscosita´.
Consideriamo ancora la trasformata della velocita´ vk in funzione del numero d’onda k.
Dimensionalmente abbiamo vk = [E(k)k]
1/2 e, assumendo una relazione di scala del tipo
 = kv3k si ha E(k) = 
2/3k−5/3, che sarebbe lo spettro della turbolenza incomprimibile.
Assumiamo ora che esista un campo magnetico B0 su grande scala, comparabile con la
scala di immissione dell’energia L. La velocita´ di Alfven, cioe´ la velocita´ con la quale
si propagano le perturbazioni del campo, e´ data da vA = B/
√
4piρ e implica un tempo
caratteristico tA = L/vA per il trasporto dell’energia. Confrontiamo tA con l’eddy turnover
time te = 1/kvk, quando questi sono comparabili si ha L/vA ' kvk. Per lo spettro di
energia si ha quindi
E(k) ∼ vA
L
k−3/2, (137)
che e´ lo spettro derivato da Kraichnan nel 1965 [32]. Questo risultato puo´ essere ottenuto
anche osservando che il campo magnetico aumenta il rate dissipazione di un fattore vk/vA.
Di conseguenza abbiamo  = kv4k/vA e lo spettro diventa E(k) = 
1/2v
1/2
A k
−3/2.
In questo scenario, la turbolenza in un fluido incomprimibile in presenza di un campo
magnetico si riduce all’interazione di pacchetti di onde di Afven. Consideriamo una varia-
zione di velocita´ stazionaria e isotropa di ampiezza v`  vA, caratteristica di una scala `.
Le fluttuazioni risultanti possono essere scomposte in onde di Alfven che si propagano in
direzioni opposte, parallelamente alle linee di forza del campo, con scale λ ≤ `. Le colli-
sioni tra questi pacchetti di onde avviene con tempi dell’ordine di ω−1k ∼ (vAk)−1. Durante
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l’interazione, l’onda subisce una perturbazione
δvλ
vλ
∼ dvλ
dt
(vAkvλ)
−1 ∼ vλ
vA
 1. (138)
In seguito a collisioni successive, queste perturbazioni si sommano con fase random. Per-
che´ la variazione relativa di intensita´ sia dell’ordine dell’unita´, e´ necessario un numero di
interazioni
Nλ ∼
(
vλ
δvλ
)2
∼
(
vA
vλ
)2
. (139)
Il rate di trasferimento dell’energia attraverso le varie scale e´  ∼ v2λ/tλ, dove il tempo
caratteristico della cascata e´ dato da tλ ∼ Nλ/(vAk) ∼ vA/(kv2λ). Di conseguenza si ha
 ∼ kv4λ/vA, che se assunto indipendente dalla scala, implica per lo spettro di energia
tridimensionale
vλ ∼
(

vA
k
)−1/4
, E3D(k) ∼ v2λ/k3 ∼ 1/2v1/2A k−7/2. (140)
Quella fin qui descritta e´ la teoria di Iroshinkov-Kraichnan (IK) [25, 32], che assume l’iso-
tropia del campo di velocita´. La presenza di un campo magnetico introduce inevitabilmente
un’anisotropia nel sistema, poiche´ le particelle cariche sono influenzate in maniera diversa
a seconda che si muovano parallelamente o perpendicolarmente alle linee del campo.
Un’estensione della teoria isotropa di IK e´ stata realizzata da Goldreich e Sridhar (1997)
[18] in termini di collisioni di pacchetti di onde di Shear-Alfven che si propagano parallela-
mente alle linee del campo. L’anisotropia e´ introdotta assumendo che il rate di interazioni
tra onde parallele ωint ∼ k||vA sia comparabile con il rate della cascata di energia perpen-
dicolare ωcas ∼ k⊥v⊥ (critical balance condition [19]).
Per il flusso di energia abbiamo  ∼ v2⊥ωcas ∼ v3⊥k⊥. Questo e´ anche fissato dal rate di
immissione di energia alla scala L, che e´ dato da  = v3A/L. Uguagliando i due rates otte-
niamo v⊥/vA ∼ (k⊥L)−1/3. Per i numeri d’onda abbiamo k⊥/k|| ∼ (k⊥L)−1/3. Queste due
relazioni esprimono il grado di anisotropia al variare del numero d’onda, con i vortici che
diventano sempre piu´ distorti al diminuire della scala (k⊥ grandi).
Anche lo spettro di energia ha un comportamento diverso lungo le due direzioni. Lo
spettro perpendicolare e´ infatti uguale allo spettro di Kolmogorov, con una dipendenza
k
−5/3
⊥ . Nella direzione parallela lo spettro risulta invece piu´ ripido, con un andamento
E(k) ∼ 3/2v−5/2A k−5/2|| .
Le osservazioni di nubi molecolari non hanno ancora raggiunto una risoluzione tale da
poter campionare un range di scale (numeri d’onda) sufficiente a distinguere tra i vari
modelli illustrati. Tuttavia, a partire dagli ultimi anni ’90 sono state effettuate molte si-
mulazioni di turbolenza MHD, sia in 2 che in 3 dimensioni, che presentano leggi di scala
per la cascata di energia, in accordo con le previsioni della GS97 . Un risultato interessante
e´ che anche la turbolenza MHD comprimibile sembra seguire uno scaling E(k) ∝ k−5/3,
tipico della turbolenza idrodinamica incomprimibile [4].
Lo sviluppo di una teoria della turbolenza MHD, come pure della turbolenza in genere,
e´ comunque ancora un problema aperto. La ricerca in questo ambito viene oggi effettua-
ta con simulazioni numeriche molto complesse, che non possono pero´ raggiungere il range
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dinamico necessario a descrivere la turbolenza nel mezzo interstellare. Gli enormi Re ca-
ratteristici dell’ISM, comportano infatti una grande estensione del range inerziale, che non
e´ possibile osservare completamente con le attuali capacita´ di calcolo. Per una panoramica
dei risultati di metodi numerici applicati al caso della turbolenza interstellare, si veda [8].
I modelli fin qui descritti, seppure non presentino una teoria completa della turbolenza,
forniscono comunque delle indicazioni molto importanti sulle proprieta´ fondamentali dei
fluidi turbolenti. Queste possono essere confrontate con osservazioni del campo di velocita´
interno alle nubi interstellari, per verificare la natura turbolenta dell’ISM.
2.8 Turbolenza nel mezzo interstellare
All’interno delle nubi molecolari si osservano gradienti di velocita´ dell’ordine dei 10 km
s−1pc−1, con densita´ e temperature tipiche di nH ∼100 cm−3 e T≤100 K. Se supponiamo
che la viscosita´ sia determinata dalla diffusione, si ha ν ∼ vth`cm, con vth velocita´ termica
e `cm libero cammino medio. Per l’idrogeno, che e´ il principale costituente delle nubi, si
ha vth ∼ 0.2 km/s per valori caratteristici della temperatura T∼ 10 K. Il libero cammino
medio puo´ essere stimato con `cm ∼ 1/σn, dove σ e´ la sezione d’urto per le collisioni, che
possiamo prendere uguale alla sezione di una molecola di idrogeno σ ∼(1.5×10−10)2 m2.
L’idrogeno molecolare ha quindi un libero cammino medio di `cm ∼4.4×1011 m∼ 3 ua, che
implica per la viscosita´ un valore di ν ∼1.2×1013 m2/s. Il Numero di Reynolds risultante
per queste strutture e´ dato da
Re =
UL
ν
= 10 km/s × 1 pc × (1.2)−1 × 10−13m−2 s ∼ 107. (141)
Il mezzo interstellare e´ caratterizzato da alti Re e sembrerebbe quindi l’ambiente ideale per
lo svilupparsi della turbolenza.
Uno dei principali indizi della presenza di un campo di velocita´ turbolento alla base del-
la dinamica delle nubi molecolari e´ ritenuta l’osservazione di relazioni tipo legge di potenza
tra la dispersione di velocita´ e le dimensioni della regione emettitrice. L’articolo piu´ citato
a questo riguardo e´ stato pubblicato da Larson [36] nel 1981 e mostra un andamento della
dispersione σ ∼ `β per circa 60 nubi molecolari in un range di scale caratteristiche comprese
tra 1 e 100 pc (vedi Fig. 7). L’esponente trovato da Larson e´ β ∼ 0.38, molto vicino al
valore β = 1/3 predetto dalla K41. Osservazioni successive presentano valori leggermente
diversi per l’esponente β, ma l’esistenza di relazioni di questo tipo all’interno dell’ISM a
grande scala sembra un fatto ormai appurato (vedi anche [12]).
Che tali relazioni siano o meno un’indicazione della presenza di un campo turbolento e´ una
questione ampiamente dibattuta. Queste potrebbero infatti essere dovute alla presenza di
gradienti a grande scala, che causano necessariamente un ’aumento della dispersione della
velocita´ all’aumentare delle dimensioni della sorente. All’aumentare della regione mappa-
ta, aumenta inoltre la probabilita´ di includere nella nostra analisi componenti a diversa
velocita´ che si sovrappongono lungo la linea di vista e creano di fatto un’aumento della
dispersione.
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Un’ulteriore analogia tra la turbolenza studiata in laboratorio e la dinamica del mezzo
interstellare e´ data dall’osservazione di code non Gaussiane nella distribuzione di probabilita´
degli incrementi di velocita´ (PDF). Nel paragrafo 2.5 abbiamo visto come la deviazione della
PDF da una Gaussiana sia attribuibile alla presenza di intermittenza all’interno del flusso
considerato. Poiche´ l’intermittenza e´ ritenuta essere una della caratteristiche fondamen-
tali della turbolenza, l’osservazione di PDF non Gaussiane in complessi molecolari e´ forse
l’indicazione piu´ forte della presenza, al loro interno, di un campo di velocita´ turbolento.
a)
b)
Figura 7: a): Relazione scala-dispersione di velocita´ ricavata da Larson [36]. Le lettere si
riferiscono ai diversi complessi molecolari studiati. Gli assi sono in scala logaritmica. b):
PDF degli incrementi di velocita´ ricavate da Pety e Falgarone per l’emissione di 12CO nel
Polaris Flare [52]. Si noti che all’aumentare della separazione ` le ali della distribuzione si
avvicinano ad una Gaussiana.
In Fig. 7b mostriamo le PDF ricavate da Pety e Falgarone per l’emissione di 12CO nel
Polaris Flare. Si nota che per piccole separazioni (lags) ` le distribuzioni mostrano delle ali
molto evidenti. Queste diminuiscono all’aumentare di `, fino a scomparire per separazioni
superiori al minuto d’arco, alle quali la distribuzione rilassa ad una Gaussiana. Le ali sono
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dovute a regioni caratterizzate da grandi incrementi di velocita´, all’interno delle quali av-
viene la maggior parte della dissipazione viscosa dell’energia. Le zone che contribuiscono
alle ali della distribuzione degli incrementi di velocita´ non sono distribuite omogeneamen-
te, ma sono spesso raggruppate sotto forma di strutture allungate [52]. In questo scenario,
la dissipazione avviene quindi in filamenti caratterizzati da piccoli filling-factors, cio’e che
occupano una piccola frazione del volume complessivo della nube e sono distribuiti in modo
non uniforme (vedi Figg. 4,8).
La variazione della PDF riflette questa concentrazione degli incrementi di velocita´ in strut-
ture confinate. Piccole separazioni, minori o comparabili con le dimensioni dei filamenti,
campionano infatti le grandi differenze di velocita´ all’interno di queste strutture, che danno
vita alle ali della distribuzione. A grandi separazioni gli incrementi di velocita´ sono invece
mediati su scale maggiori delle dimensioni dei filamenti, i cui contributi si sommano in-
coerentemente e vanno a confondersi con il fondo Gaussiano. Si vede quindi come questo
meccanismo intermittente di dissipazione introduca delle lunghezze caratteristiche all’in-
terno del mezzo, che possono essere stimate dalla separazione alla quale scompaiono le ali
non-Gaussiane.
Se l’emissione osservata e´ otticamente sottile, la temperatura di antenna TA(v) e´ propor-
zionale al numero totale di molecole all’interno della linea di vista che si muovono con una
velocita´ v in direzione dell’osservatore. La quantita´
P (δv) =
T (v)∫
linea
T (v)dv
(142)
rappresenta quindi la probabilita´ dell’incremento δv = v − v0, dove v0 e´ la velocita´ piu´
probabile, che corrisponde ad un massimo dell’emissione. Il profilo di riga e´ in questo caso
equivalente alla distribuzione degli incrementi di velocita´ caratteristica del volume di gas
contenuto in un beam. Nelle regioni intermittenti la grande dispersione di velocita´ fa s´ı
che la probabilita´ di auto-assorbimento di un fotone emesso da una transizione molecolare
sia molto bassa. Possiamo quindi assumere che queste siano sempre otticamente sottili e
che quindi il profilo di riga sia equivalente alla PDF. Profili che presentano marcate ali
non-Gaussiane sono stati effettivamente osservati in gran parte dei maggiori complessi mo-
lecolari [12].
Un’ulteriore indicazione dalla natura turbolenta dell’ISM e´ data dalla distribuzione
dell’intensita´ integrata dell’emissione molecolare, che presenta in molti casi una struttura
frattale. La dimensione frattale puo´ essere definita attraverso la relazione tra area e pe-
rimetro di superfici di iso-intensita´. Su un piano, perimetro e area di un oggetto classico
(ad esempio un cerchio) sono legati dalla relazione P ∝ A1/2, mentre per un oggetto di
dimensione frattale D, questa relazione vale P ∝ AD/2. All’aumentare di D, aumenta la
comlpessita´ del profilo.
Osservazioni di linee molecolari a grande risoluzione spaziale [13], rivelano che l’emissione
presenta strutture a tutte le scale (fino alla risoluzione del beam), caratterizzate da una
dimensione frattale D > 1 (vedi Fig. 8). Questo comportamento e´ caratteristico del range
inerziale di una cascata turbolenta, all’interno della quale ci aspettiamo di trovare strutture
simili ad ogni scala, non esistendo altre dimensioni privilegiate oltre alla scala di immissione
dell’energia `0 e la scala di dissipazione η .
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Figura 8: In alto: Comportamento autosimilare dei profili di emissione all’interno del com-
plesso molecolare del Toro [13]. Le mappe riportano la temperatura di antenna integrata
sulle ali del profilo di emissione. Si noti che le caratteristiche geometriche delle strutture
rimangono invariate in un range di scale di due ordini di grandezza (5pc-0.05pc). In bassio:
Relazione Area-Perimetro per lo stesso campo riportato in alto. I diversi simboli si riferi-
scono a diverse risoluzioni della mappa. I dati, riportati in coordinate logaritmiche, sono
fittati con una retta con pendenza 0.68, che implica una dimensione frattale D ∼ 1.36.
L’emissione nelle nubi molecolari e´ concentrata quindi in filamenti, che assumiamo ri-
flettano la distribuzione di densita´ all’interno del complesso. Questi sono generati dalla
turbolenza supersonica che innesca processi di condensazione dal mezzo circostante, sia
tramite onde di shock, sia eccitando instabilita´ radiative, come l’instabilita´ termica descrit-
ta nel paragrafo 1.1.3. Le strutture cos´ı formate sono distrutte su tempi scala dinamici,
determinati dalla dispersione di velocita´ del campo turbolento, a meno che non abbiano
proprieta´ tali da innescare un ulteriore collasso dovuto a instabilita´ gravitazionali [8, 60, 48].
In questo scenario il rate di formazione stellare dovrebbe essere molto basso, poiche´ questa
avverrebbe all’interno di strutture create dal campo intermittente, che rappresentano una
frazione molto piccola della massa totale della nube. I processi che regolano l’innesco della
formazione stellare all’interno di questi filamenti evanescenti (transient) [48] sono ancora
in gran parte ignoti e costituscono a mio avviso il campo di indagine piu´ interessante per
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uno sviluppo futuro della teoria del mezzo interstellare.
Riassumendo, le proprieta´ pricipali delle HLMC sono: 1) i profili di emissione mostrano
dispersioni sovratermiche, 2) si osservano relazioni tipo legge di potenza tra la la larghezza
di riga del profilo e le dimensioni della regione integrata, con esponenti in accordo con la
teoria incomprimibile K41, 3) la distribuzione di probabilita´ degli incrementi di velocita´,
cos´ı come i profili di riga, presentano ali non-Gaussiane che aumentano per separazioni
piccole, 4) l’emissione e´ organizzata in filamenti con distribuzione spaziale frattale.
Queste caratteristiche sono riscontrabili in tutti i complessi molecolari ad alta latitudine e
sembrano quindi essere proprieta´ universali della dinamica dell’ISM.
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3 Osservazioni
Le osservazioni sono state effettuate tra il 26 gennaio e l’11 febbraio 2006 con il telescopio
di 20 metri di diametro dell’Onsala Space Observatory, situato a circa 50 km da Go¨teborg,
in Svezia. Prima riportare i dati raccolti, e´ opportuno spiegare brevemente le tecniche di
osservazione e le caratteristiche degli strumenti utilizzati per poter comprendere meglio
tutte le problematiche che sorgono nell’osservazione di sorgenti radio millimetriche.
3.1 Fondamenti di Radioastronomia
Un radiotelescopio e´ costituito essenzialmente da un sistema di raccolta della radiazione,
generalmente uno specchio paraboloide di grande superficie, e da un ricevitore che trasfor-
ma la radiazione ricevuta in un segnale analizzabile. Il ricevitore puo´ essere posizionato
direttamente nel fuoco dello specchio principale o nel fuoco di uno specchio secondario, po-
sto di fronte al primario. La seconda soluzione e´ detta configurazione Cassegrain e, seppur
limitando l’area efficace del telescopio a causa della presenza di uno specchio secondario,
presenta rispetto alla prima notevoli vantaggi. In un telescopio Cassegrain infatti, a dif-
ferenza del sistema a fuoco diretto, il ricevitore punta verso l’alto, limitando di molto il
disturbo generato dalla radiazione proveniente dal terreno. Questo e´ di particolare impor-
tanza per osservazioni a lunghezze d’onda infrarosse o millimetriche, poiche´ il suolo emette
come un corpo nero a 300 K. Nella configurazione Cassegrain inoltre il ricevitore puo´ essere
posto dietro lo specchio primario, facilitando le operazioni di manutenzione e sostituzione
degli strumenti.
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Figura 9: a): Schema dell’apparato di ricezione. b): Lobi di sensibilita´ tipici di un’antenna
per osservazioni astronomiche.
L’apparato di ricezione e´ schematizzato in Fig. 9a. Un’antenna dipolare converte la
radiazione proveniente dalla sorgente in una differenza di potenziale, oscillante alla stessa
frequenza νRF del segnale entrante. Il voltaggio e´ amplificato da un primo amplificatore RF
(Radio Frequency), solitamente raffreddato a temperatura dell’elio liquido per minimizzare
la distorsione del segnale, che in questa fase e´ molto debole. L’elettronica utilizzata per
processare il segnale dipende molto, in termini di efficienza e stabilita´, dalla frequenza del
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segnale stesso. Viene quindi introdotto un mixer per portare il segnale alla frequenza ot-
timale di esercizio del sistema. Nel mixer il segnale proveniente dall’antenna a frequenza
νRF viene fatto interferire con un segnale generato da un oscillatore locale (LO) avente
frequenza νLO leggermente diversa, il risultato e´ un segnale in uscita alla frequenza di bat-
timento tra i due segnali νIF = νRF −νLO. Il segnale IF (Intermediate Frequency) viene poi
amplificato e mandato alle apparecchiature di backend che possono essere di vario tipo a
seconda della natura dell’osservazione. Da notare che variando la frequenza dell’oscillatore
locale e´ possibile ricondurre un vasto range di frequenze ad una stessa νIF ed utilizzare
quindi lo stesso backend per l’osservazione di bande diverse.
Poiche´ di solito le esigenze in termini di frequenza dell’apparato di trasporto del segnale
e dell’elettronica di elaborazione sono differenti, e´ possibile aggiungere un secondo mixer
in modo tale da passare da una IF ottimale per il trasporto a una BF ( Base Frequency)
adatta alle apparecchiature di backend impiegate.
Una delle caratteristiche piu´ importanti di un telescopio e´ la capacita´ di assorbire effi-
cientemente la radiazione incidente. Questa caratteristica e´ in genere descritta dall’apertura
efficace, definita come
Ae =
Wa
Fi
, (143)
con Wa densita´ di potenza per unita´ di frequenza ai capi dell’antenna e Fi densita´ di flusso
per unita´ di frequenza della radiazione incidente. L’apertura efficace ha le dimensioni
di un’area ed e´ determinata dalle caratteristiche strutturali del telescopio. L’efficienza
dello strumento nel raccogliere al radiazione e´ spesso espressa dall’efficienza di apertura ηA,
definita come il rapporto tra apertura efficace e superficie totale del primario, ηA = Ae/Stot.
L’apertura efficace dipende dall’angolo di incidenza della radiazione, cioe´ Ae = Ae(θ, φ),
con θ e φ angoli misurati a partire dall’asse ottico del telescopio. La variazione della
sensibilita´ dello strumento in funzione della direzione e´ rappresentata dal power patern,
definito come
P (θ, φ) =
Ae(θ, φ)
Amaxe
. (144)
Il power pattern presenta un lobo principale, detto main lobe e massimi secondari, detti
appunto lobi secondari (sidelobes). Un esempio di power pattern e´ riportato in Fig. 9b.
L’angolo θHP formato dai due punti in cui il lobo principale dimezza il suo valore, e´ detto
Half Power Beamwidth, e determina la risoluzione angolare dello strumento, quindi per
l’osservazione di sorgenti astrofisiche richiediamo che il θHP sia il piu´ piccolo possibile.
Dalla teoria della diffrazione, trattando lo specchio del telescopio come un’apertura che
diffrange la radiazione incidente, troviamo
θHP ∝ λ
D
, (145)
dove λ e´ la lunghezza d’onda della radiazione che vogliamo osservare e D il diametro del
primario. A parita´ di risoluzione angolare il diametro del telescopio scala quindi linear-
mente con la lunghezza d’onda. Se per raggiungere risoluzioni di 10” nella banda ottica
(λ ' 5000A˚) basta un piccolo telescopio amatoriale del diametro una decina di centimetri,
per raggiungere una risoluzione comparabile a lunghezze d’onda millimetriche occorre un
primario di qualche decina di metri.
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Prendendo come dimensione del main beam (MB) l’angolo θHP , vorremmo essere sicuri
che la radiazione rivelata provenga effettivamente da sorgenti all’interno del MB, per po-
terne determinare con accuratezza la posizione. I sidelobes invece fanno s´ı che la radiazione
emessa in punti anche abbastanza lontani dal nostro bersaglio rientri nel segnale raccolto.
Anche questi devono quindi essere minimizzati, per ridurre la quantita´ di radiazione che
non proviene dalla sorgente desiderata. Una misura della direzionalita´ del telescopio e´ data
dalla main beam efficency ηMB, definita come il rapporto tra la potenza raccolta dal lobo
principale e la potenza totale rivelata,
ηMB =
∫
MB
P (θ, φ)dΩ∫
4pi
P (θ, φ)dΩ
(146)
I segnali rivelati in radioastronomia sono spesso espressi in termini di temperatura
di antenna TA misurata in gradi Kelvin. Questo deriva dal formalismo sviluppato per
l’osservazione di sorgenti termiche. Se prendiamo infatti un corpo nero ad una temperatura
T, l’emissione di radiazione segue uno spettro di Plank
B(ν) =
2hν3
c2
1
ehν/kT − 1 , (147)
con B(ν) potenza emessa per, unita´ di superficie, frequenza e anglolo solido, cioe´ [B]=[W
m−2 Hz−1]. Se hν  kT , vale l’approssimazione di Rayleigh-Jeans:
B(ν) ' 2ν
2
c2
kT =
2kT
λ2
, (148)
la temperatura di brillanza di una sorgente radio e´ quindi definita come
TB =
λ2
2k
B(ν). (149)
Da notare che la temperatura di brillanza rappresenta l’effettiva temperatura della sorgente
solamente nel caso di emissione termica, per esempio per oggetti che emettano per thermal-
bremstrahlung, in cui lo spettro osservato e´ la parte a bassa frequenza dello spettro di Plank.
Se il processo di emissione non e´ termico, per esempio per emissione di sincrotrone o di
linea, lo spettro B(ν) non e´ piu´ quello di un corpo nero e la TB non rappresenta alcuna
temperatura fisica. La temperatura di antenna e´ definita in analogia alla (149):
TA =
P
k
, (150)
con P potenza assorbita per unita´ di frequenza dal ricevitore. Anche in questo caso la
temperatura di antenna non corrisponde all’effettiva temperatura del ricevitore, ma e´ so-
lamente un unita´ di misura convenzionale per la potenza emessa da una sorgente radio. Il
segnale ai capi del dell’antenna risulta essere la convoluzione tra temperatura di brillanza
del cielo ed area efficace del telescopio:
TA(θ, φ) =
1
2
∫
TB(θ
′, φ′)Ae(θ′ − θ, φ′ − φ) sin(θ′)dθ′dφ′, (151)
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dove il fattore 1/2 tiene conto del fatto che generalmente solo una polarizzazione e´ assorbita
dal rivelatore.
Anche il rumore caratteristico di un’osservazione e´ espresso in termini di temperatura,
detta temperatura di sistema. Questa e´ definita analogamente alla Ta come Tsys = P0/k,
dove P0 e´ la potenza per unita´ di frequenza, misurata puntando un campo privo di sorgenti.
La temperatura di sistema e´ determinata da molti fattori che dipendono sia dallo strumento
che dalle caratteristiche del sito osservativo. In generale possiamo scrivere Tsys = Tback +
Tsky + Tspill + Tel.
La Tback e´ dovuta alla radiazione di background del cielo, dominata a basse frequenze
dallo spettro continuo di emissione della Galassia e comunque mai minore dell’emissione di
corpo nero a 3 K dovuta alla radiazione cosmica di fondo (CMB).
La Tsky rappresenta il fondo di radiazione introdotto dall’atmosfera terrestre. La
variazione dell’intensita´ di una sorgente astrofisica per effetto dell’atmosfera e´ descritta
dall’equazione del trasporto
Iν(s) = Iν(0)e
−τν(0) +
∫ τν(0)
0
Bν(T (τ))e
−τdτ , (152)
dove
τν(s) =
∫ s
s0
kν(s)ρds (153)
e´ la profondita´ ottica in funzione del cammino geometrico s effettuato dalla luce all’interno
dell’atmosfera lungo la linea di vista. Nel nostro caso s = 0 alla sommita´ dell’atmosfera
e s = s0 al telescopio. Dalla (152) vediamo che l’intensita´ della sorgente Iν(0) viene
attenuata di un fattore e−τν(0) e contemporaneamente l’atmosfera emette come un corpo
nero a temperatura T . Poiche´ la variazione della temperatura in funzione di s e´ molto piu´
lenta della variazione della densita´ dell’atmosfera ρ, possiamo riscrivere la (152) in termini
delle temperature efficaci della sorgente e dell’atmosfera,
TA(s) = Tsorg(0)e
−τ(0) + Tatm(1− e−τ(0)). (154)
Le caratteristiche fisiche dell’atmosfera sono racchiuse nella derivazione dell’opacita´ totale
τ0 lungo la linea di vista e nella Tatm. La Tatm e´ composta da un continuo termico e dall’e-
missione delle specie molecolari presenti nell’atmosfera, come O2 e H2O, che sono efficaci
emettitori radio. Le stesse specie molecolari sono responsabili dell’assorbimento della ra-
diazione, che ha dei picchi in corrispondenza delle principali transizioni.
Come risulta evidente dalla (152), sia l’assorbimento che l’emissione, dipendono dalla lun-
ghezza del cammino effettuato dalla radiazione nell’atmosfera, e in particolare dalla densita´
di colonna presente lungo la linea di vista. All’aumentare dell’angolo zenitale z, aumenta la
quantita´ di atmosfera attraversato dalla radiazione, che e´ rappresentato tramite la massa
d’aria relativa
χ(z) =
1∫∞
0
ρ(h)dh
·
∫ ∞
0
ρ(h)√
1− ( R
R+h
n(0)
n(h)
)2 sin2 z
dh, (155)
dove h e´ l’altezza nell’atmosfera, h = r − R, con R raggio terrestre, ρ(h) e´ la densita´
dell’atmosfera in funzione dell’altezza ed n(h) e´ l’indice di rifrazione del mezzo. La profon-
dita´ ottica ad un dato angolo zenitale sara´ quindi τ(z) = τ0 · χ(z), con τ0 profondita´ ottica
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allo zenit, cioe´ per z = 0. Anche l’emissione atmosferica scala in modo simile con la massa
d’aria, quindi l’osservazione di una sorgente bassa sull’orizzonte sara´ affetta da una Tsky
maggiore rispetto ad una posta allo zenit. Inoltre, poiche´ la massa d’aria varia con la den-
sita´ del mezzo, avremo un analogo aumento di Tsky anche nel caso di copertura nuvolosa,
o in generale di un aumento dell’umidita´ dell’aria. Questo e´ particolarmente rilevante nel
caso di osservazioni a lunghezze d’onda millimetriche, dove il contributo principale dell’at-
mosfera e´ dovuto alla presenza di vapore acqueo, e quindi alle condizioni metereologiche
del sito osservativo.
La Tspill e´ dovuta dalla radiazione di corpo nero a 300 K del terreno, che entra nella
nostra osservazione attraverso i lobi secondari del Power Pattern dell’antenna, e dipende
molto dalle caratteristiche costruttive del telescopio e dall’orografia del luogo.
La Tel comprende gli effetti di dissipazione e distorsione del segnale introdotti dall’elet-
tronica utilizzata, che sono dominati dal rumore termico di Johnson-Nyquist. Per questo
motivo il ricevitore e tutte le componenti elettroniche fino all’amplificatore IF sono raffred-
date alla temperatura dell’elio liquido. Nei moderni ricevitori la Tel e´ trascurabile rispetto
alle altre fonti di rumore.
Valori tipici della temperatura di sistema vanno da poche decine di gradi a circa 1000 K,
a seconda della lunghezza d’onda osservata, e sono generalmente dominati dal contributo
del cielo Tsky. Le osservazioni nella banda millimetrica sono quindi limitate dal fondo di
radiazione del cielo e non dalle caratteristiche dello strumento utilizzato.
Conoscere la temperatura di sistema tipica di un determinato sito osservativo e´ essen-
ziale per pianificare un’osservazione. Per un rumore Gaussiano, la relazione tra intervallo
di frequenza e dominio temporale e´ data da ∆t ·∆ν = 1, quindi se il nostro rivelatore ha
una banda passante ∆ν, due campioni presi a intervalli di tempo minori di ∆t = 1/∆ν,
non sono indipendenti. Di conseguenza, in un tempo di integrazione τ , avremo N = τ/∆ν
campioni indipendenti. Per una statistica Gaussiana, l’errore totale diminuisce con la ra-
dice quadrata del numero dei campioni, per un numero N di campioni si ha cioe´ un errore
relativo 1/
√
N . Se il rumore di un singolo campione e´ caratterizzato da una temperatura
di sistema Tsys, il rumore totale dopo un tempo di integrazione τ sara´
∆T =
Tsys√
∆ντ
. (156)
Per un segnale con temperatura di antenna TA, il rapporto segrale/rumore e´ quindi
dato da
SNR =
TA
∆T
=
TA
Tsys
·
√
∆ντ . (157)
Il SNR di un’osservazione e´ una proprieta´ fondamentale, poiche´ determina con quale
accuratezza e´ possibile misurare l’intensita´ della sorgente, Un alto SNR e´ necessario inoltre
per poter ricavare le proprieta´ morfologiche della linea di emissione, che come vedremo
hanno un ruolo determinante per ricavare la statistica del campo di velocita´ interno alle
strutture osservate.
Dalla (157), avendo una stima dell’intensita´ prevista della sorgente e conoscendo la Tsys
caratteristica del sito osservativo, e´ possibile stimare il tempo di integrazione necessario per
ottenere il SNR desiderato. La scelta del tempo di integrazione e´ spesso il risultato di un
compromesso tra un SNR accettabile e una durata ragionevole dell’osservazione. Questo
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Specifiche dello strumento utilizzato
86 GHz 115 GHz
θHP 33
′′ 44′′
ηMB 0.65 0.43
ηA 0.5 0.32
∆ν 12.5 kHz 12.5 kHz
Tabella 2: Proprieta´ del telescopio di 20 m di diametro dell’Onsala Space Observatory,
utilizzato per le osservazioni. Vedi Par. 3.1 per la definizione delle quantita´ riportate.
e´ particolarmente importante per procedure di mapping, in cui devono essere osservate
decine di posizioni in un periodo di tempo non troppo lungo, in modo tale che il rumore
caratteristico del sistema, che come abbiamo visto dipende fortemente dalle condizioni
metereoligiche, non vari troppo all’interno della mappa.
3.2 Specifiche dello strumento utilizzato
Il Radiotelescopio impiegato per le osservazioni e´ costituito da un’antenna Cassegrain di
20.1 metri di diametro con montatura alt-azimutale, racchiuso all’interno di un radome
grazie al quale lo strumento non risente dell’effetto del vento e delle precipitazioni nevose,
particolarmente frequenti nella regione specialmente nel periodo in cui si sono svolte le
osservazioni. La trasmittivita´ del radome e´ ottimizzata per frequenze attorno a 100 GHz,
dove e´ circa il 95%. La risoluzione del telescopio (FWHM del main beam) varia tra 33” a
86 GHz e 44” a 115 GHz, ai fini di stabilire l’intervallo di campionamento opportuno per la
mappatura delle sorgenti considereremo quindi una risoluzione spaziale di 40”. L’efficienza
del main beam ηMB, ha valori compresi tra 0.65 (86 GHz) e 0.43 (115 GHz), l’efficienza
di apertura ηA, varia tra 0.50 (86 GHz) e 0.32 (115 GHz). L’antenna ha una precisione di
puntamento di 3” rms in azimuth ed elevazione, il modello di puntamento viene verificato
regolarmente dallo staff dell’osservatorio utilizzando sorgenti con posizione nota, tipicamen-
te masers di SiO. Il ricevitore utilizzato e` un SIS mixer, collegato a un correlatore a 1600
canali, corrispondenti a una risoluzione in frequenza di 12.5 kHz, per una banda osservata
di 20MHz. Vedi Tab. 2 per un riassunto delle specifiche del telescopio.
3.3 Acquisizione dei dati
L’acquisizione di una linea spettrale e´ in genere effettuata sottraendo al segnale uno spettro
di riferimento, per eliminare i difetti sistematici dello strumento e le fluttuazioni dovute
alla turbolenza atmosferica. Le due modalita´ di acquisizione da noi utilizzate sono il beam
switching (BSW) ed il frequency switching (FSW).
Nel BSW uno specchio rotante collocato nel fuoco del secondario separa il fascio in due
componenti poste a 11′ di distanza in azimuth rispetto all’asse ottico del telescopio. Uno
dei due fasci contiene la sorgente che vogliamo osservare, mentre l’altro e´ utilizzato come
segnale di riferimento e viene sottratto al primo in fase di acquisizione. La frequenza con la
quale segnale e riferimento vengono alternati e´ di 1.8 Hz, piu´ veloce dei tempi caratteristici
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di variazione dell’atmosfera. Questo metodo puo´ essere utilizzato solamente con sorgenti
di estensione minore della distanza tra due beam, cioe´ di una ventina di minuti d’arco, per
essere sicuri che nel fascio di riferimento non ci sia emissione.
Come illustrato nel Par. 1.2.4, le translucent clouds hanno estensioni caratteristiche
di alcuni gradi, il BSW e´ stato quindi utilizzato solamente quando non fosse disponibile
il FSW. Quest’ultimo consiste nello spostare la frequenza del segnale che arriva allo spet-
trometro tramite variazioni della frequenza dell’oscillatore locale LO1. In genere questo
spostamento e´ simmetrico rispetto alla frequenza di riferimento della transizione osservata
e ha valori caratteristici di una decina di Hz. I due segnali vengono sottratti ad ogni cam-
biamento di frequenza, cosicche´ lo spettro risultante presenta due componenti, una negativa
e l’altra positiva, separate da un intervallo ∆f . Il segnale reale viene ricostruito mediante
una procedura di folding, illustrata in Fig. 10b. Questa consiste nel sottrarre all’originale
uno spettro traslato di ∆f , in modo tale che la posizione dei due picchi coincida; la riga di
emissione risultante viene poi posizionata alla frequenza corretta mediante una traslazione
in senso inverso di ∆f/2.
Il FSW e´ il metodo migliore in termini di rapporto segnale/rumore poiche´ il ricevitore ri-
mane puntato sulla sorgente per l’intera durata del tempo di osservazione, a differenza del
BSW, dove questo e´ diviso equamente tra sorgente e spettro di riferimento. Il tempo di
integrazione viene quindi raddoppiato, aumentando il SNR di un fattore
√
2.
a)
(2)
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Figura 10: a): Rimozione della baseline tramite fit polinomiale. La figura in alto mostra
un tipico spettro acquisito in FSW, con in colore il fit polinomiale della baseline. In basso
e´ riportato lo spettro corretto. b): Procedura di folding. Partiamo da uno spettro con
baseline corretta (1 dall’alto). Questo viene traslato (2) di -10 Hz verso sinistra (frequenze
minori). Lo spettro traslato viene sottratto all’originale (3). Applichiamo un’ulteriore
traslazione di +5 Hz per riportare il picco alla frequenza corretta al centro della banda (4).
Una caratteristica delle osservazioni spettroscopiche e´ la presenza di un fondo non uni-
forme, detto baseline, dovuto sia al continuo di radiazione proveniente dal cielo, sia ad
imperfezioni e instabilita´ della banda passante del correlatore. La baseline viene corretta
sottraendo allo spettro un fit polinomiale (vedi Fig 10a).
Particolare attenzione deve essere posta, a questo proposito, nella riduzione dei dati ac-
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quisiti in FSW, poiche´ questo metodo di osservazione non e´ efficace quanto il BSW nel
rimuovere il fondo ed eventuali irregolarita´ nella funzione di trasferimento del filtro passa-
banda del correlatore. Questo risulta in un deterioramento della baseline, che dovra´ essere
accuratamente rimossa.
3.4 Dati osservativi
Le osservazioni si sono concentrate sulle nubi molecolari MBM40, L1512 e Polaris Flare.
Per MBM40 sono stati raccolti solamente spettri singoli in una posizione di riferimento,
mentre negli altri due oggetti sono state osservate posizioni multiple. In particolare per il
Polaris Flare e´ stata ottenuta una mappa 15x10 pixels dell’emissione J=1-0 di HCO+. Le
linee osservate e relative risoluzioni in velocita´ sono riportate in Tab.3. Un riassunto delle
osservazioni effettuate e` mostrato in Tab.4. I dati sono stati acquisiti in modalita´ FSW
per le misure ad alta frequenza, HCO+, 12CO e CS (2-1), mentre per il CS (1-0) abbiamo
utilizzato il BSW.
La distanza tra le singole posizioni osservate nelle nostre mappe e´ di 20′′, il che´ corrisponde,
per un main beam di 40′′, ad un campionamento completo della regione in termini di criterio
di Nyquist. Gli spettri riportati non sono quindi indipendenti, ma risultato della convo-
luzione dell’emissione della sorgente con il power pattern del telescopio ( FWHP∼40′′= 2
pixels).
Linea Frequenza [GHz ] Ris. Velocita´ [kms−1]
HCO+ (1-0) 89.188 0.042
CS (2-1) 97.981 0.038
CS (1-0) 48.991 0.076
12CO (1-0) 115.271 0.032
13CO (1-0) 110.201 0.034
Tabella 3: Linee osservate e relativa risoluzione in velocita´
3.4.1 MBM40
La nube molecolare MBM40 e´ una HLMC che si estende per circa un grado sulla volta
celeste, all’interno di un complesso posto a circa 130 pc dal sole [50], che si allontana da
esso con velocita´ VLSR di 3.5 km/s. Le proprieta´ della nube sono state ricavate da Ma-
gnani et al. [44], combinando immagini infrarosse di IRAS con osservazioni di una serie di
specie molecolari (12CO, 13CO, CS e H2CO). La nube ha una massa di 20-40 M, presenta
sottostrutture con densita´ nH2 ≥ 103 cm−3 e una densita´ di colonna di idrogeno molecolare
tipica N(H2) = 1 − 7 × 1020 cm−2. Proprieta´ simili sono state calcolate anche da van
Dishoeck et al. [69], che stimano per la temperatura della nube un valore T ∼ 30K. Diver-
samente dalla maggior parte delle HLMC, questa nube sembra essere quasi autogravitante
[44], tuttavia non presenta al suo interno fenomeni di formazione stellare. Nel 2003, Shore
et al. [65] hanno ottenuto una mappa completa di MBM40 in 12CO, 13CO e HI, con alte
risoluzioni spaziali (∼45” ) e spettrali ( ∼0.05 km s−1). La nube mostra una struttura ad
arco ( chiamata hairpin per la sua somiglianza ad una forcina per capelli), con l’emissione
concentrata in ammassi caratterizzati da temperature di brillanza di CO dell’ordine dei
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Sorgente VLSR Transizione Pos. Obs. Mode Tsys On Source Fig.
[km/s] [◦K] [s]
MBM40 3.5 12CO (1-0) S FSW 2700 3600 11
HCO+ (1-0) S FSW 354 7200 11
CS (2-1) S FSW 900 3600 11
L1512 7.5 HCO+ (1-0) 12 FSW 500-900 900 12
13CO (1-0) S FSW 790 1200 13
CS (2-1) S FSW 490 3000 13
Polaris -4.5 CS (2-1) 5×5 FSW 390 900 14
CS (1-0) 6 BSW 300 600 14
HCO+ (1-0) 10×15 FSW 500-800 900 15
Tabella 4: Riassunto delle osservazioni. Nella colonna Pos. e´ riportato il numero di
posizioni osservate, nel caso di mappe complete sono indicate le dimensioni in pixels, la
lettera S indica che e´ stata effettuata una singola osservazione nella posizione di riferimento.
La colonna On Source indica il tempo di integrazione effettivo.
5-10 K. Tali ammassi corrispondono anche alle regioni piu´ dense della nube, con densita´ di
colonna di H2 di circa 10
21 cm−2, inferiori alla densita´ di colonna critica per l’instanilita´ di
Jeans, NJ = nλJ ' 8×1021 cm−2. Di conseguenza le concentrazioni di materiale molecolare
presenti all’interno della struttura non sembrano essere gravitazionalmente legate.
Le nostre osservazioni in MBM40 consistono in spettri singoli di HCO+, 12CO (1-0) e
CS (2-1) nella posizione di riferimento ` : 37◦31′47′′.4, b : 44◦36′49′′. Gli spettri osservati
sono riportati in Fig. 11. Il 12CO presenta una forte emissione, con intensita´ di picco di
circa 4 ◦K, e un rapporto segnale/rumore di circa 5. Il profilo mostra due componenti
distinte, separate in velocita´ di circa 0.5 km s−1, con dispersioni di riga dell’ordine degli
0.2 km s−1. L’intensita´ integrata su un intervallo di 2 km/s attorno alla VLSR e´ di 4.03
K. La dispersione totale della riga e´ 0.34 km/s, in accordo con il valore medio di 0.4 km/s
trovato da Shore et al. per la stessa regione.
Per l’HCO+ abbiamo effettuato un’integrazione di due ore, ottenendo un’intensita´ molto
bassa, 0.08 K, con un rapporto segnale/rumore di circa 1.5. La dispersione della riga e´ di
0.41 km/s, simile a quella riscontrata per il 12CO.
Il segnale di CS (2-1) risulta indistinguibile dal fondo; un limite superiore e´ posto quindi
dalla dispersione del rumore, che implica un’emissione ≤0.23 K.
3.4.2 L1512
Questo campo e´ situato in un’estremita´ del complesso Toro-Auriga-Perseo (Ungerechts e
Thaddeus 1987 [67]), ad una distanza dal Sole ' 150 pc e VLSR=7 km/s. La regione e´
stata identificata in origine a causa di un nucleo denso (nH2 ' 104− 105 cm−3), che appari-
va come una macchia opaca di alcuni minuti d’arco nelle lastre della Palomar Sky Survey.
Tale nucleo e´ incluso in un ambiente abbastanza rarefatto, con una densita´ di colonna di
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Figura 11: Osservazioni in MBM40 di (a) 12CO, (b) HCO+ e (c) CS (2-1). Per il 12CO
e´ mostrato il fit gaussiano del profilo a due componenti. In ascissa e´ riportata la velocita´
dell’emissione rispetto all’LSR in km/s, in ordinata la temperatura di antenna in gradi
Kelvin.
H2, mediata su una regione di 0.5 pc, dell’ordine di 10
20 cm−2, ed un’estinzione visuale at-
torno alle AV ' 0.5mag. Una mappa in emissione delle transizioni J=1-0 e J=2-1 di 12CO
e 13CO e´ stata effettuata da Falgarone et al. (1998) nell’ambito dell’IRAM key-project
[10], con alte risoluzioni spaziali (7.5′′) e spettrali (0.026-0.052 km/s). La regione ad alta
densita´, che ha dimensioni dell’ordine di 0.1 pc, e´ stata osservata in diverse altre specie
molecolari, come HC3N e NH3 (Fuller e Myers,1993 [17]). Queste osservazioni rivelano
righe di emissione molto strette, che tuttavia non possono essere dovute solamente ad agi-
tazione termica, poiche´ la larghezza di riga non scala con l’inverso della radice quadrata
della massa molecolare. Per una temperatura, stimata per la regione piu´ densa, di 11.6 K la
dispersione del profilo di riga ha un contributo non termico dell’ordine di σNT ∼ 0, 04 km/s.
In L1512 abbiamo osservato una mappa parziale di 12 spettri dell’emisione dell’HCO+,
centrata nella posizione di riferimento ` : 171◦52′8′′.3, b : −5◦14′30′′, che corrisponde alla
posizione (0,0) in Fig. 12. Sono inoltre state effettuate due osservazioni singole di 13CO
(1-0) e CS (2-1) nella posizione di riferimento, riportate in Fig. 13. Intensita´ di emissione
e dispersione della riga sono state ricavate integrando su un intervallo di 1 km/s attorno
alla VLSR.
L’emissione di HCO+, mediata sulle 12 posizioni, risulta di 0.23 K, con righe spettrali molto
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strette, caratterizzate da una dispersione media di 0.13 km/s. Il rapporto segnale/rumore
ha valori compresi tra 2 e 3.
Anche il CS (2-1) mostra una dispersione di riga molto bassa σr = 0.1 km/s, e un’intensita´
di 0.23 K, comparabili con quelle riscontrate per l’HCO+.
L’emissione di 13CO e´ abbastanza forte, TA = 1.9K, e presenta una dispersione del profilo
di 0.24 km/s, maggiore rispetto alle specie precedenti. In entrambi gli spettri singoli il
rapporto segnale/rumore e´ sufficientemente alto, dell’ordine di 5.
Figura 12: Emissione di HCO+ in L1512. In ascissa e´ riporata la velocita´ relativa all’LSR
espressa in km/s, in ordinata la temperatura di antenna in gradi Kelvin. La mappa e´
centrata nella posizione di riferimento, per la quale non e´ stato possibile raccogliere dati a
causa di mancanza di tempo osservativo.
3.4.3 Polaris Flare
Il Polaris Flare, mappato in emissione molecolare per la prima volta da Heithausen e Thad-
deus nel 1990 [20] (in seguito HT90), e´ una regione situata vicino al Polo Nord Celeste, che
connette il Cepheus Flare con le nubi molecolari situate nell’Orsa Minore a latitudini Ga-
lattiche 30◦ ≤ b ≤ 33◦. L’emissione di CO proviene da una regione eccezionalmente vasta
che comprende circa l’80% dei 50 deg2 osservati da HT90 e supera di un ordine di grandezza
le dimensioni tipiche delle nubi molecolari catalogate da MBM [44]. Proprio per enfatizzare
3 OSSERVAZIONI 61
a) b)
Figura 13: Spettri singoli in L1512: a) 13CO (1-0), b) CS (2-1). In ascissa e´ riportata la
velocita´ dell’emissione rispetto all’LSR in km/s, in ordinata la temperatura di antenna in
gradi Kelvin.
questa apparente diversita´ rispetto alle nubi molecolari standard, Heithausen e Thaddeus
hanno assegnato a questo oggetto il nome di Polaris Flare, in analogia alla regione vici-
na chiamata da Hubble Cepheus Flare. A parte le dimensioni straordinarie, questa nube
presenta le proprieta´ tipiche delle HLMC. Innanzitutto, osservazioni dell’arrossamento di
stelle di background ci dicono che e´ abbastanza vicina al Sole, con una distanza compresa
tre 100 e 240 pc. Nel loro articolo HT90 assumono una distanza di 240 pc, poiche´ la nube
sembra raccordarsi con continuita´ al Cepheus Flare, la cui distanza e´ appunto di circa 250
pc. Questo porta ad una dimensione della nube di 30 pc, considerevolmente piu´ grande
della media del campione di MBM.
Dalle osservazioni di idrogeno atomico ed estinzione visuale, che per la nube vale circa
AV ∼ 0.3mag, HT90 ricavano il coefficiente di proporzionalita´ tra intensita´ di 12CO (1-0)
e densita´ di colonna di H2, e quindi una massa di materiale molecolare di circa 1700 Med
una massa totale di 5500 M. Questa e´ significativamente maggiore delle masse caratte-
ristiche delle HLMC, ma inferiore alla massa di Jeans per la struttura, MJ ∼ 3.6 × 104
M. Il Polaris Flare, come la maggior parte delle nubi ad alta latitudine, non e´ quindi
gravitazionalmente legato. Inoltre in direzione del complesso non si osservano stelle, ne´ i
dati di IRAS [1] mostrano delle sorgenti infrarosse puntiformi che possano essere associate
a processi di formazione stellare.
Le nostre osservazioni nel Polaris Flare consistono di 3 mappe di emissione delle tran-
sizioni CS (1-0), CS (2-1) e HCO+, attorno alla posizione di riferimento ` : 123◦40′37′′, b :
24◦56′28′′. Per CS (2-1) e´ stata osservata una mappa di 5× 5 pixels impiegando un ricevi-
tore a bassa frequenza con acquisizione in BSW, mentre del CS (1-0) sono state osservate
solamente 6 posizioni a causa della rottura del ricevitore ad alta frequenza, avvenuta du-
rante le osservazioni. L’intensita´ di CS (1-0) presenta un valore mediato sulle 6 posizioni
di 0.48 K e un valore massimo di 0.72 K. La dispersione di riga media risulta essere di 0.25
km/s. La transizione J=2-1 del CS mostra un’emissione media di 0.25 K e larghezze di riga
caratteristiche uguali a quelle della transizione a frequenza maggiore. Gli spettri ottenuti
per l’emissione di CS sono riportati in Fig. 14.
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Per la transizione J=1-0 HCO+ e´ stata osservata una mappa di 10× 15 pixels, riportata in
Fig. 15. L’emissione risulta concentrata in una striscia verticale spessa circa 10 pixels, che
si estende in direzione Nord-Sud (Galattici). Valori tipici della temperatura di antenna e
della dispersione di velocita´ sono 0.4 K e 0.4 km/s.
Figura 14: Emissione del CS (2-1), linea continua, e CS (1-0), linea tratteggiata, nel Polaris
Flare. La mappa e´ centrata nella posizione di riferimento.
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Figura 15: Mappa dell’emissione di HCO+ (1-0) nel Polaris Flare. In ascissa e´ riporata la
velocita´ relativa all’LSR espressa in km/s, in ordinata la temperatura di antenna in gradi
Kelvin. La posizione di riferimento per il campo osservato corrisponde alla posizione (0,0)
della mappa.
4 ANALISI DEI DATI 64
4 Analisi dei dati
4.1 Centroidi di Velocita´
Le proprieta´ del campo di velocita´ interno ad una nube possono essere ricavate dalle linee di
emissione osservate mediante il metodo dei Centroidi, come descritto da Dickman e Kleiner
(1985) [28, 7].
Supponiamo che v(x,y,z) sia la componente della velocita´ del gas lungo la linea di vista, nella
posizione (x,y,z) all’interno di una nube omogenea di spessore caratteristico L. L’intensita´
della radiazione emessa da una transizione molecolare a frequenza ν, e´ espressa in termini
di temperatura di antenna TA corrispondente ad uno spostamento di velocita´ u rispetto alla
velocita´ media della sorgente u0. La relazione tra frequenza della radiazione e spostamento
di velocita´ e´ data dall’effetto Doppler
u ≡
(
ν0 − ν
ν0
)
c− u0, (158)
con c velocita´ della luce nel vuoto e ν0 frequenza di emissione a riposo della transizione
osservata. Le osservazioni ci permettono di ricavare la temperatura di antenna relativa ad
uno spostamento u, proveniente da una determinata posizione (x,y) sulla volta celeste. Se
chiamiamo la radiazione emergente dalla nube TA(u;x, y), la relazione tra questa quantita´ e
la temperatura di eccitazione della specie molecolare osservata Tx(r) e´ data dalla soluzione
dell’equazione del trasporto radiativo per uno strato di gas omogeneo in assenza di sorgenti
di background:
TA(u;x, y) =
∫ τ(u;x,y,L)
0
Tx(r)e
−τ(u;r)dτ(u; r), (159)
dove τ(u; r) e´ la profondita´ ottica alla velocita´ Doppler u e posizione r ≡ (x, y, z) all’interno
della nube. La profondita´ ottica e´ legata al coefficiente di assorbimento del gas (opacita´)
dalla relazione
τ(u; r) =
∫ z
0
k0(r
′)φ(u− v(r′))dz′, (160)
con k0(r) coefficiente di assorbimento integrato, dipendente solamente dalle condizioni di
eccitazione della molecola in r, e φ(u − v(r)) profilo di linea locale, che dipende da u (la
veocita´ equivalente alla frequenza di emissione) e v(r), la proiezione della velocita´ del gas
in r lungo la linea di vista. Il profilo della linea e´ normalizzato in modo tale che∫
φ(u− v(r))du ≡ 1. (161)
Nel caso di in cui l’emissione sia otticamente sottile, cioe´ τ  1, l’equazione (159) diventa
TA(u;x, y) =
∫ L
0
Tx(r)k0(r)φ(u− v(r))dz, (162)
che e´ un’approssimazione abbastanza buona, date le basse concentrazioni di emettitori
molecolari all’interno delle nubi. Come abbiamo visto, questo non vale per il 12CO (1-0),
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che e´, nella maggior parte dei casi, otticamente spesso.
Definiamo ora i centroidi di velocita´ come
vc(x, y) =
∫
TA(u;x, y)udu∫
TA(u;x, y)du
, (163)
che e´ una media della velocita´ u osservata, pesata con l’intensita´ corrispondente. L’integra-
zione e´ effettuata sul profilo di riga e, poiche´ questo e´ di solito una funzione molto piccata,
puo´ essere estesa all’intervallo (−∞,∞).
Vediamo ora come i centroidi possono descrivere il campo di velocita´ interno alla nube,
cioe´, nel nostro caso, quale sia la relazione tra i centroidi e la proiezione v(r) della velocita´
del gas lungo l’asse z.
Applicando l’approssimazione (162), il denominatore della (163) puo´ essere riscritto nella
forma∫ ∞
−∞
TA(u;x, y)du =
∫ L
0
Tx(r)k0(r)dz
∫ ∞
−∞
φ(u− v(r))du =
∫ L
0
Tx(r)k0(r)dz, (164)
dove abbiamo usato la normalizzazione (161) per il profilo di linea. Similmente, per il
numeratore della (163) si ha∫ ∞
−∞
TA(u;x, y)udu =
∫ L
0
Tx(r)k0(r)dz
∫ ∞
−∞
φ(u− v(r))udu =
∫ ∞
−∞
φ(q)(q + v(r))dq,
(165)
dove abbiamo introdotto una nuova variabile q ≡ u − v(r). L’ultimo integrale in dq, puo´
essere sviluppato nel modo seguente:∫ ∞
−∞
φ(q)(q + v(r))dq = v(r)
∫ ∞
−∞
φ(q)dq +
∫ ∞
−∞
qφ(q)dq. (166)
Se supponiamo che il profilo di riga locale sia simmetrico, l’ultimo termine dell’equazione
precedente e´ nullo, e quindi il centroide per una transizione otticamente sottile e´ esprimibile
come
vc(x, y) =
∫ L
0
v(r)Tx(r)k0(r)dz∫ L
0
Tx(r)k0(r)dz
. (167)
Per una nube omogenea, Tx(r) e k0(r) sono costanti, quindi il centroide diventa la velocita´
media lungo la linea di vista:
vc(x, y) =
1
L
∫ L
0
v(r)dz ≡ 〈v(r)〉z. (168)
L’assunzione di omogeneita´ non e´ molto realistica, poiche´ nelle nubi molecolari si osserva
un distribuzione di densita´ molto complessa, con l’emissione concentrata in ammassi e
filamenti. Comunque, poiche´ i termini Tx(r) e k0(r) appaiono sia al numeratore che al
denominatore nella (167), eventuali deviazioni dall’omogeneita´ lascerebbero invariato il
risultato (168) all’ordine dominante. Il centroide e´ quindi una buona misura della velocita´
media del gas lungo la linea di vista e puo´ essere utilizzato per ricavare la struttura del
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campo di velocita´ della nube. Il valor medio di vc(x, y) e´ equivalente alla velocita´ media
del gas all’interno della struttura,
〈vc(x, y)〉x,y = 〈〈v(r)〉z〉x,y = 〈v(r)〉x,y,z ≡ 〈v(r)〉. (169)
La teoria fin qui sviluppata puo´ essere applicata anche alla dispersione di velocita´ interna
alla nube. Come abbiamo accennato nel paragrafo 1.2.4, si possono individuare tre diverse
prorieta´ statistiche che descrivono la dispersione di velocita´ della nube. Queste sono la
dispersione σr dei singoli profili, la dispersione σc dei centroidi e la σtot, dispersione totale
di velocita´, e sono definite come segue:
σ2r ≡ 〈〈[v(r)− 〈v(r)〉z]2〉z〉x,y, (170)
σ2c ≡ 〈[〈v(r)〉z − 〈v〉]2〉x,y, (171)
σ2tot ≡ 〈[v(r)− 〈v〉]2〉r. (172)
Ognuna di queste proprieta´ puo´ essere ricavata dalle osservazioni. La dispersione totale
corrisponde infatti alla dispersione del profilo integrato, ricavato sommando i profili spet-
trali di tutta la regione. La σc e´ semplicemente lo scarto quadratico medio dell’insieme dei
centroidi, mentre la σr corrisponde alla dispersione media della riga molecolare osservata,
pesata con l’intensita´:
σ2r(x, y) =
∫
TA(u;x, y)[u− vc(x, y)]2du∫
TA(u;x, y)du
. (173)
Nel caso otticamente sottile, si vede che la (173) puo´ essere ricondotta all’espressione (170),
semplicemente sostituendovi il risultato (162) per la temperatura di antenna TA. Le tre
quantita´ non sono indipendenti poiche´, assumendo una statistica Gaussiana, dalle (170) e
(171) si ha σ2tot = σ
2
r + σ
2
c .
4.2 Proprieta´ dei Profili di Riga
Nel paragrafo precedente abbiamo visto che importanti proprieta´ del campo di velocita´
interno alla nube possono essere ricavate dai profili di riga dell’emissione molecolare. Ve-
diamo quindi come sia possibile ricavare tali informazioni dai dati raccolti durante le nostre
osservazioni.
Innanzitutto, il problema fondamentale che dobbiamo affrontare nel tradurre in pratica le
relazioni ricavate analiticamente, e´ la definizione di un intervallo di integrazione appropria-
to. Se infatti l’integrazione nel caso analitico puo´ essere estesa all’intervallo (−∞,+∞),
per spettri reali questo non e´ possibile, poiche´ una finestra di integrazione troppo ampia
comporta una degradazione del segnale a causa delle fluttuazioni del rumore e di eventuali
irregolarita´ della baseline. Dobbiamo quindi scegliere un intervallo che sia il piu´ stretto
possibile, ma che allo stesso tempo comprenda tutto il segnale. Nella nostra analisi, una
prima stima della regione da integrare e´ stata fatta a occhio ed e´ stata poi affinata in modo
tale da massimizzare intensita´ e rapporto segnale/rumore. Nei casi in cui il segnale fosse
molto degradato dal rumore, per esempio nel caso dell’HCO+ in MBM40, l’intervallo di
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integrazione e´ stato scelto variandone la larghezza fino a quando non si apprezzassero piu´
cambiamenti significativi nell’intensita´ integrata. Questo metodo, illustrato in Fig. 16a,
e´ utilizzato anche nella fotometria di sorgenti puntiformi, quando si voglia distinguere il
confine tra sorgente (allargata dalla PSF dello strumento) e fondo del cielo. I valori da
noi utilizzati come finestra di integrazione vanno da 1 km/s per L1512, ai 4 km/s per il
Polaris Flare (vedi Fig. 16b). Una volta determinato l’intervallo di frequenze (velocita´)
a) b)
Figura 16: Metodi di individuazione degli intervalli di integrazione. a): Emissione di HCO+
in MBM40. Il segnale e´ molto debole e degradato dal rumore. Per stimare l’intervallo di
integrazione ottimale, si costruisce la successione delle somme parziali (linea tratteggiata in
figura). Questa successione ha un’incremento esponenziale nella regione del picco, mentre
mantiene un’andamento al piu´ lineare nelle regioni con assenza di segnale. Le quantita´
in figura sono riscalate per poter comparire nello stesso grafico. b): Emissione di HCO+
in Polaris, integrata sulla mappa 15 × 10. La qualita´ del segnale e´ sufficientemente alta
da poter distinguere ad occhio la regione con emissione. Le linee tratteggiate verticali
delimitano l’intervallo di 4 km/s sul quale effettuare l’integrazione. Le fasce laterali, sono
utilizzate per calcolare la potenza del rumore.
che contiene il segnale, e´ possibile ricavare l’intensita´ integrata, i momenti della riga di
emissione e il rapporto segnale/rumore caratteristico dell’osservazione.
L’intensita´ integrata e´ stata calcolata sommando l’intensita´ relativa ai vari canali di velo-
cita´, moltpilicata per la larghezza dei singloli canali:
TA =
N∑
0
TA(u)du, (174)
dove TA(u) e´ l’intensita´ rivelata nel canale a velocita´ u, e du e´ l’ampiezza del canale. La
somma e´ effettuata sugli N canali dell’intervallo di integrazione.
I momenti del picco di emissione sono stati calcolati seguendo il metodo illustrato da
Dickman e Kleiner, estendendolo anche ai momenti di ordine tre e quattro, cioe´ a Skewness
e Kurtosis. I momenti sono stati ricavati nel modo seguente:
vc =
∑
uTA(u)∑
TA(u)
Centroide (175)
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σ2r =
∑
TA(u)(u− vc)2∑
TA(u)
Dispersione dellaRiga (176)
Skewness ≡
∑
TA(u)[(u− vc)/σr]3∑
TA(u)
(177)
Kurtosis ≡
∑
TA(u)[(u− vc)/σr]4∑
TA(u)
. (178)
La dispersione della riga puo´ essere ricavata anche dalla larghezza a meta´ altezza (FWHM)
del picco di emissione, supponendo che la distribuzione di velocita´ lungo la linea di vista
sia Gaussiana. In questo caso σr = FWHM/
√
8 ln 2. La FWHM e´ spesso riportata in
letteratura come una stima della dispersione della riga, tuttavia questo implica un’ipotesi
sulla particolare distribuzione di velocita´ del gas, e quindi sulla forma del profilo di emis-
sione, che non ha molto senso, poiche´ il campo di velocita´ interno alla nube e´ proprio una
delle incognite della nostra ricerca. Riteniamo quindi piu´ opportuno ricavare le proprieta´
dei profili per via statistica, senza fare alcuna ipotesi sul tipo di distribuzione.
Il rapporto segnale/rumore e´ stato calcolato paragonando l’emissione integrata alla potenza
media contenuta nelle regioni poste a lato dell’intervallo di integrazione (vedi Fig. 16b) .
Come potenza del rumore abbiamo preso la quantita´
Wn =
√∑
[TA(u)− 〈TA〉u]2
N
×∆u, (179)
cioe´ la deviazione standard del rumore, moltiplicata per l’intervallo di velocita´ ∆u, di
ampiezza uguale a quello contenente la riga di emissione. Il rapporto segnale/rumore e´
quindi dato per ogni spettro da
SNR =
TA
Wn
, (180)
dove Wn e´ il risultato della media della (179) sulle due regioni ai lati della riga.
In Tab. 5 riportiamo i risultati dell’analisi delle proprieta´ delle righe di emissione nelle
sorgenti osservate. Nel ricavare i momenti dei profili ci siamo fermati al momento di ordine
2, cioe´ alla dispersione della riga. I momenti di ordine superiore sono troppo influenzati
dal rumore e dipendono fortemente dalle dimensioni della finestra di integrazione.
4.3 Profili sovratermici
La velocita´ termica di una specie molecolare e´ data da
vth =
√
kBT
m
, (181)
dove m e´ la massa molecolare della specie considerata. Nel nostro caso abbiamo:
mHCO = 29uma ∼ 48× 10−27 kg
mCS = 44uma ∼ 73× 10−27 kg
mCO = 28uma ∼ 46× 10−27 kg.
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Source Line Pos. vc TA σr S/N Vel. Int.
[km/s] [km/s] [K] [km/s] [km/s]
MBM40 12CO (1-0) S 3.5 4.03 0.34 5 2
3.03 0.18
3.57 0.24
HCO+ (1-0) S 3.5 0.16 0.49 2.5 2
CS (2-1) S - <0.23 - - 2
L1512 HCO+ (1-0) 12 7.15±0.1 0.23±0.1 0.13±0.17 2-3.5 1
13CO (1-0) S 7.1 1.92 0.24 4.6 1.5
CS (2-1) S 7.1 0.23 0.1 4.8 1
Polaris CS (2-1) 5×5 -4.57±0.2 0.25±0.15 0.25±0.12 1.5-4 2
CS (1-0) 6 -4.48±0.19 0.48±0.16 0.25±0.05 2.5-3.3 2
HCO+ (1-0) 10×15 -4.5±0.24 0.45±0.25 0.43±0.2 2-4 2
Tabella 5: Proprieta´ delle righe ricavate con il metodo descritto nei Par. 4.1 e 4.2. Per
ogni quantita´ calcolata su una mappa sono riportati il valore medio e la dispersione a 1σ.
Per il rapporto segnale/rumore sono mostrati il valore medio e massimo. La colonna Vel.
Int. indica l’intervallo di velocita´ che e´ stato utilizzato per ricavare le proprieta´ della riga.
Per una temperatura media delle sorgenti osservate di T∼10 K, le velocita´ termiche risul-
tanti sono dell’ordine di vth ∼ 0.05 km/s. Le dispersioni di velocita´ riportate in Tab. 5
sono tutte maggiori del valore termico, con rapporti σr/vth che vanno da 2, per L1512, a
circa 8 per MBM40 e Polaris Flare.
Per verificare che le larghezze di riga osservate non siano dominate dalla point spread
function dovuta alla risoluzione finita in frequenza, abbiamo applicato una procedura
di deconvoluzione ad uno spettro tipico del Poalris Flare. Lo spettro risultante e´ quasi
indistinguibile dall’originale, segno che stiamo veramente risolvendo il profilo dell’emissione.
4.4 HCO+ nel Polaris Flare
La mappa di HCO+ nel Polaris Flare e´ l’unica abbastanza estesa da permettere di studiare le
proprieta´ spaziali dell’emissione e del campo di velocita´ interno. Inoltre, il numero di profili
deve essere abbastanza grande perche´ le proprieta´ statistiche ricavate siano sufficientemente
affidabili. Le 150 posizioni osservate nel Polaris Flare costituiscono, in questo senso, un
campione abbastanza significativo. Dall’analisi dei singoli spettri risulta che l’emissione e´
concentrata in una regione di velocita´ larga circa 2 km/s, scegliamo quindi questo valore
come intervallo di integrazione per ricavare le proprieta´ delle righe.
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4.4.1 Emissione integrata
La mappa dell’emissione di HCO+ e´ stata costruita assegnando ad ogni posizione il valore
della temperatura di antenna, calcolata mediante la (174). Il risultato, riportato in Fig. 17,
mostra un’emissione concentrata in una fascia centrale, spessa circa un minuto d’arco, che
si estende in direzione Nord-Sud (Galattici) per tutta la regione mappata. La temperatura
di antenna per la regione centrale ha valori compresi tra 0.3 e 0.7 K, in accordo con le
osservazioni di Falgarone et al. [11] effettuate nello stesso compesso molecolare.
Il profilo della regione emettitrice e´ molto marcato, con l’intensita´ che decresce rapidamente
agli estremi. Come evidenziato anche dalla mappa degli spettri di Fig. 15, ai bordi questa
varia infatti di piu´ del 50% nell’arco di un beam, confondendosi di fatto con il rumore.
Figura 17: Mappa della temperatura di antenna integrata per l’emissione di HCO+ nel
Polaris Flare. In ascissa e ordinata sono riportati, in secondi d’arco, gli offset in longitudine
e latitudine Galattica rispetto alla posizione di riferimento (vedi Par. 3.4.3). La scala di
intensita´ e´ in gradi Kelvin. La linea nera racchiude la regione con rapporto segnale/rumore
maggiore di 2.
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4.4.2 Struttura del campo di Velocita´
Il campo di velocita´ e´ stato ricavato calcolando il centroide (175) dello spettro di ogni po-
sizione osservata. In questo modo abbiamo ottenuto una mappa, riportata in Fig. 18, che
mostra la velocita´ di ogni singola linea di emissione.
Ad una prima analisi risulta evidente un cambiamento della velocita´ media del gas lungo
la direzione Nord-Sud (Galattici), dove questa varia sistematicamente da circa -4.5 km/s a
-4.3 km/s.
Per valutare meglio l’entita´ del gradiente di velocita´ ci siamo serviti sia di un fit polinomiale
della superficie dei centroidi, sia di un plot posizione-velocita´ (P-V). Il fit e´ stato ottenuto
con il metodo dei minimi quadrati, utilizzando la routine sfit.pro di IDL, con un esponente
massimo di 5. In Fig. 19 sono riportati la mappa del fit e la sua proiezione sull’asse della
latitudine Galattica. La proiezione, ottenuta sommando i valori del fit lungo la longitudine
Galattica, e´ confrontata con la stessa operazione effettuata sulla mappa dei centroidi osser-
vati (vedi Fig. 19b). Le proiezioni del fit e dei centroidi coincidono quasi perfettamente e
mostrano entrambe un gradiente di velocita´ dell’ordine di 5 km s−1 deg−1. Assumendo una
distanza della nube di 200 pc, si ha 1◦ '3.5 pc, e quindi il gradiente di velocita´ diventa di
circa 1.5 km s−1 pc−1.
Il plot P-V e´ ottenuto sommando l’intensita´ di ogni canale lungo una delle due coordi-
nate, cioe´
PV (y, v) =
∑
x
TA(x, y, v), (182)
dove TA(x, y, v) e´ la temperatura di antenna del canale v nella posizione (x, y). In Fig. 20
sono riportati i plot P-V lungo longitudine e latitudine Galattiche. Si vede che il grafico
b-v, cioe´ integrato lungo la longitudine, presenta due componenti di emissione, una posta
a circa -4.75 km/s (1) e l’altra a -4.25 km/s (2).
4.4.3 Relazione Scala-Velocita´
Come abbiamo visto nel paragrafo 2.8, uno degli indizi principali a supporto della teoria
turbolenta del mezzo interstellare e´ l’osservazione di relazioni tipo legge di potenza tra la
dispersione di velocita´ caratteristica di una regione e le dimensioni della regione stessa.
Nel nostro caso possiamo confrontare la dispersione di velocita´ di un profilo di riga con
l’estensione della regione dal quale questo proviene, che e´ data, per i singoli spettri, dalla
proiezione del lobo principale del telescopio sulla volta celeste. Scale maggiori possono
essere indagate analizzando spettri integrati su piu´ pixels della mappa, che equivale ad
aumentare le dimensioni del beam del telescopio. La scala massima a cui possiamo arrivare
con questo metodo, corrisponde alle dimensioni della mappa osservata.
La procedura utilizzata consiste nel suddividere, per ogni scala `, la mappa nel massimo
numero di quadrati `×` che e´ possibile costruire al suo interno. Il numero di queste regioni
dipende ovviamente dalla scala e dalle dimensioni della mappa e vale Nell = (`map− `+1)2.
Per ognuna di queste sotto-mappe viene calcolato un profilo integrato, che e´ dato dalla
media dei profili delle singole posizioni
Φi,`(v) =
∑xi+`
x=xi
∑yi+`
y=yi
TA(x, y, v)
`× ` . (183)
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Per ognuno di questi profili viene calcolata la dispersione σi,` e il rapporto segnale/rumore
con il metodo descritto nel paragrafo 4.2. Alla scala ` viene quindi associata la media delle
dispersioni misurate per tutti i profili cos´ı ottenuti. Ogni σi viene pesata con il rapporto
segnale/rumore per assicurarci che i profili dove questa puo´ essere ricavata con maggior
precisione contribuiscano maggiormente al valore finale. Si ha quindi
σ` =
∑
i σi,` × snri,`∑
i snri,`
. (184)
Il risultato di questo procedimento applicato alla mappa di HCO+ nel Polaris Flare e´
mostrato in Fig. 21. Come stima dell’errore abbiamo considerato l’errore strumentale
∆v ∼0.04 km/s, dovuto alla risoluzione del correlatore, diviso per un fattore statistico√
Nind, con Nind numero di profili indipendenti per i quali e´ stata ricavata la dispersione.
Da notare che in generale Nind ≤ Nell, poiche´ gran parte delle sotto-mappe costruite dal
nostro procedimento non sono indipendenti, ma presentano delle sovrapposizioni parzia-
li. Questa nostra stima dell’errore e´ molto ottimistica, poiche´ non abbiamo considerato
l’incertezza introdotta dalla TA nel calcolo della dispersione del profilo (vedi Eq. 176).
Figura 18: Mappa dei centroidi dei velocita´ per l’emissione di HCO+ nel Polaris Flare.
In ascissa e ordinata sono riportati, in secondi d’arco, gli offset in longitudine e latitudine
Galattica rispetto alla posizione di riferimento (vedi Par. 3.4.3). La scala di intensita´ e´ in
km/s. La linea nera racchiude la regione con rapporto segnale/rumore maggiore di 2.
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a) b)
Figura 19: Fit dei centroidi per HCO+ nel Polaris Flare. a): Mappa del fit polinomiale.
b): Proiezione sulla latitudine Galattica della mappa dei centroidi (linea continua) e del fit
(linea tratteggiata).
Ciononostante, vediamo dal grafico che la variazione di σ` attraverso l’intero range di scale
considerate, e´ minore dell’errore caratteristico delle misure.
4.4.4 Autocorrelazione dei Centroidi
Come accennato nel paragrafo 2.3, la funzione di autocorrelazione (ACF) della velocita´ e´
legata allo spettro di energia dalla formula di Wiener-Kinchin
E(k) =
1
2pi
∫ +∞
−∞
eikτC(τ)dτ , (185)
dove τ e´ la separazione spaziale tra due posizioni all’interno del flusso. La presenza di
turbolenza all’interno della struttura osservata dovrebbe quindi riflettersi in un certo grado
di correlazione dei centroidi di velocita´ [28, 7]. La turbolenza e´ inoltre caratterizzata dalla
formazione di strutture intermittenti coerenti (vortici, filamenti) che dovrebbero comporta-
re l’esistenza di una o piu´ lunghezze caratteristiche all’interno del mezzo e quindi implicare
una lunghezza di correlazione non nulla.
Definiamo la funzione di autocorrelazione come
c(τ) = 〈vc(x, y)vc(x′, y′)〉x,y, (186)
con (x − x′)2 + (y − y′)2 = τ 2. Nel nostro caso le vc sono i centroidi di velocita´ ricavati
tramite la (175) nella posizione (x,y) della mappa di emissione. L’ACF viene di solito nor-
malizzata in modo tale che valga 1 per spostamenti nulli, cioe´ C(τ) = c(τ)/c(0). Da notare
che c(0) = 〈v2c (x, y)〉x,y, cioe´ il valore della correlazione per τ = 0 e´ la varianza dei centroidi
della mappa. La separazione λc alla quale C(τ) si riduce di un fattore e rispetto al valore
massimo e´ detta lunghezza di correlazione. Su scale molto maggiori di λc le fluttuazioni di
velocita´ di un fluido turbolento appaiono totalmente random.
In generale l’ACF per una separazione τ = (τx, τy) e´ costruita calcolando la quantita´
P (x, y, τ) = vc(x, y)× vc(x+ τx, y + τy) per ogni punto per cui si abbia 0 ≤ x+ τx ≤ Dx e
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a) b)
Figura 20: Grafici P-V dell’emissione di HCO+ nel Polaris Flare. a): Grafico b-v del-
l’intensita´ integrata lungo la longitudine. In ascissa sono riportati, in secondi d’arco, gli
offset in latitudine Galattica relativi alla posizione di riferimento. In ordinata compare
la velocita´ in km/s. La scala di intensita´ e´ in gradi Kelvin. Si noti la presenza di due
componenti di velocita´ (1) e (2). b): Grafico `-v dell’intensita´ integrata lungo la latitudine.
La rappresentazione e´ analoga alla figura (a), con in ascissa spostamenti in longitudine
Galattica.
Figura 21: Relazione scala-velocita´ per l’emissione di HCO+ nel Polaris Flare. Le barre di
errore sono date da ∆v/
√
Nind, con ∆v risoluzione del correlatore e Nind numero di spettri
indipendenti.
0 ≤ y + τy ≤ Dy, con Dx e Dy dimensioni della mappa. All’aumentare della separazione,
diminuisce il numero di punti per i quali sia possibile calcolare il prodotto P , quindi la
correlazione a grandi τ ha un incertezza maggiore, essendo mediata su un numero minore
di posizioni.
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Il metodo da noi utilizzato, implementato nella routine correl2d.pro (vedi Appendice), puo´
essere schematizzato come segue. Per ogni posizione viene effettuato un controllo per veri-
ficare se lo spostamento τ ci porta o no fuori dalla mappa, in caso negativo viene calcolato
il prodotto P (x, y, τ). L’autocorrelazione C(τ) e´ data dalla media di P (x, y, τ), effettuata
sulle posizioni per le quali e´ stato calcolato. Questo procedimento viene ripetuto per tutti
gli spostamenti τ = (τx, τy), che possono essere sia positivi che negativi. Poiche´ spostamenti
verticali ed orizzontali vengono considerati separatamente, e´ possibile costruire una ACF
bidimensionale che conserva l’informazione su eventuali anisotropie del campo di velocita´.
Sommando sulle due direzioni otteniamo invece l’ACF unidimensionale, che rappresenta le
proprieta´ isotrope della distribuzione dei centroidi.
Prima di applicare la procedura appena descritta, alla mappa dei centroidi viene sottratta
la quantita´ 〈vc(x, y)〉x,y, poiche´ siamo interessati alle fluttuazioni di velocita´ attorno al flus-
so medio. Per lo stesso motivo, gradienti di velocita´ su grande scala, che supponiamo non
appartenere alla cascata turbolenta, devono essere sottratti. Che i gradienti di velocita´ in-
terni alle nubi molecolari debbano essere considerati o meno parte della cascata turbolenta
e´ ancora un problema ampiamente dibattuto in letteratura (per i due differenti approcci si
veda [52, 65]), noi esamineremo quindi entrambi i casi.
I gradienti di velocita´ sono solitamente rimossi sottraendo alla mappa dei centroidi Mc
una sua versione Ms alla quale sia stata applicata una procedura di smoothing. Applicare
uno smoothing di passo n significa sostituire ad ogni punto della mappa la media delle
posizioni comprese in un quadrato n × n centrato nel punto stesso. Se scegliamo n molto
maggiore della lunghezza di correlazione dei centroidi, ma minore della scala caratteristica
dei gradienti, la mappa risultante e´ una buona approssimazione delle variazioni di velocita´
a grande scala. Sottraendola alla mappa originale otteniamo la distribuzione delle fluttua-
zioni di velocita´ attorno al flusso medio.
Il principale inconveniente dello smoothing e´ che questo viene applicato solamente a quei
punti che distano (n − 1)/2 posizioni dai bordi della mappa. Nel nostro caso, rimuovere i
gradienti tramite smoothing ridurrebbe drasticamente il numero di punti disponibili su cui
calcolare l’ACF. Abbiamo quindi scelto di sottrarre alla mappa dei centroidi il fit polino-
miale Mfit, descritto nel paragrafo 4.4.2.
In Fig. 22 sono mostrati i risultati delle funzioni di correlazione 1D e 2D per le due mappe
M1 ≡ Mc − 〈vc(x, y)〉x,y e M2 ≡ Mc − Mfit. L’ACF bidimensionale per il primo caso
mostra una chiara anisotropia, con un profilo di correlazione che si estende lungo l’asse
longitudinale, a cui corrispondono due zone simmetriche di anticorrelazione poste lungo la
direzione perpendicolare a quest’asse. La disposizione dei profili di correlazione e anticor-
relazione e´ in accordo con la presenza di un gradiente di velocita´ in direzione Nord-Sud
(Galattici). Le velocita´ dei punti posti lungo la direzione parallela al gradiente variano
infatti molto velocemente e quindi si scorrelano prima rispetto alle posizioni perpendicolari
a questo, per le quali la velocita´ rimane sostanzialmente invariata. L’anisotropia scompare
se rimuoviamo il gradiente di velocita´, come risulta evidente dall’ACF bidimensionale di
M2 in Fig. 22.
Le funzioni di correlazione undimensionali sono state fittate con una funzione del tipo
C(τ) = A+Bτβ, dopo che i tentativi di fittarle con funzioni Gaussiane o esponenziali sono
risultati infruttuosi. La lunghezza di correlazione puo´ essere ricavata dai grafici di Fig. 22
ed equivale allo spostamento per il quale il fit interseca la linea tratteggiata, corrispondente
ad un valore di 1/e. PerM1 si ha λc ∼ 25′′, di poco maggiore della distanza tra le posizioni
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della mappa. Per M2 la lunghezza di correlazione risulta λc ∼ 10.5′, circa la meta´ della
minima distanza significativa.
Ricordiamoci ora che le mappe sono campionate con frequenza spaziale doppia rispetto
alla risoluzione effettiva del telescopio, che e´ di circa 40′′. In nessuno dei due casi quindi
possiamo affermare di essere riusciti a risolvere la lunghezza di correlazione delle fluttua-
zioni dei centroidi, che rimane al disotto della risoluzione del nostro strumento. Possiamo
comunque porre un limite superiore per λc, che per una distanza stimata di 200 pc vale
λmaxc ∼ 4× 10−2 pc.
Il rumore strumentale introduce delle variazioni nel calcolo dei centroidi. Queste va-
riazioni sono distribuite casualmente sulla mappa e ne diminuiscono il grado correlazione.
Cerchiamo quindi di stimare l’effetto che gli errori di misura introducono nella determina-
zione dell’ACF.
Figura 22: Autocorrelazione dei centroidi di velocita´ per il Polaris Flare. In alto: ACF
2D e 1D di Mc − 〈vc(x, y)〉x,y. In basso: Autocorrelazione per Mc −Mfit. Lungo gli assi
dell’autocorrelazione 2D e in ascissa dell’ACF 1D sono riportati gli spostamenti τ in secondi
d’arco. Per le funzioni unidimensionali sono riportati i fit migliori, ottenuti con il metodo
del minimo chi-quadro, per la la funzione C(τ) = A + Bτβ. I valori dei parametri del
fit sono riportati solamente per l’ACF corretta. La linea tratteggiata orizzontale segna il
valore 1/e.
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Innanzitutto scomponiamo il centroide in una componente v?c , che equivale al valore di vc
in assenza di rumore, e in una componente random δvc che supponiamo essere scorrelata
spazialmente e con media nulla. Definiamo la quantita´ σ2n come la varianza delle fluttua-
zioni, 〈δv2c 〉x,y ≡ σ2n. Sostituendo nella (187) l’espressione per il centroide vc = v?c + δvc
otteniamo
c(τ) = 〈[v?c (x, y) + δvc(x, y)][v?c (x′, y′) + δvc(x′, y′)]〉x,y. (187)
Poiche´ vale 〈δvc(x, y)δvc(x′, y′)〉x,y = 0 per spostamenti non nulli, la funzione di correlazione
per τ 6= 0 non viene influenzata dal rumore, si ha infatti
c(τ) = c?(τ), per τ 6= 0, (188)
dove c?(τ) e´ l’ACF senza il contributo del rumore. Per τ = 0 abbiamo
c(0) = c?(0) + σ2n. (189)
Poiche´ la quantita´ che osserviamo e´ l’autocorrelazione normalizzata C(τ) = c(τ)/c(0),
l’incremento di c(0) dovuto al rumore porta ad una diminuzione della correlazione per
spostamenti non nulli. L’entita´ di questa riduzione e´ data da
C(τ)
C?(τ)
=
[
1 +
(
σn
c?(0)
)2]−1
(190)
La quantita´ c?(0) esprime la varianza delle fluttuazioni dei centroidi in assenza di rumore,
che e´ legata alla varianza dei centroidi σc dalla relazione c
?(0) = σ2c − σ2n. La (190) puo´
quindi essere riscritta come
C(τ)
C?(τ)
= 1−
(
σn
σc
)2
. (191)
Rimane ora da ricavare l’errore σ2n introdotto dalle incertezze dei centroidi. Supponiamo che
la principale fonte di errore per la determinazione del centroide sia data dall’incertezza sulla
temperatura di antenna del singolo canale. Per ogni canale i, questa puo´ essere scomposta
in Ti(x, y) = T
?
i (x, y) + δTi(x, y). Dove δTi(x, y) e´ una variabile random Gaussiana per cui
vale 〈δTi〉 = 0 e 〈δTiδTj〉 = 1 per i 6= j. Il centroide sara´ quindi dato da
vc =
∑
Tiui∑
Ti
=
∑
T ?i ui +
∑
δTiui∑
T ?i +
∑
δTi
, (192)
dove le somme sono effettuate sui canali dell’intervallo di integrazione. Per semplificare il
calcolo scegliamo la scala di velocita´ in modo tale che
v?c =
∑
T ?i ui∑
Ti
= 0 (193)
e ∑
ui = 0. (194)
Sotto queste condizioni, l’errore indotto dal rumore nella determinazione del centroide di
velocita´ diventa
δvc =
∑
δTiui∑
T ?i +
∑
δTi
. (195)
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La quantita´ che vogliamo determinare e´ σ2n ≡ 〈δv2c 〉. Seguendo Dickman e Kleiner [7]
stimiamo la dispersione dovuta al rumore σ2n propagando l’errore.
In generale la varianza di una variabile random Z=X/Y dipende dalle varianze di X e Y
nel modo seguente:
σ2z '
X20
Y 20
(
σ2X
X20
+
σ2Y
Y 20
)
=
σ2X
Y 20
+
X20σ
2
Y
Y 40
, (196)
dove X0 e Y0 sono i valori medi di X e Y. Nel nostro caso Z ≡ δvc e dalla (195) si ha
X0 = 〈
∑
T ?i ui〉 = 0, (197)
Y0 = 〈
∑
T ?i +
∑
δTi〉 =
∑
T ?i , (198)
σ2x = 〈X2〉 − 〈X〉2 = δT 2
∑
u2i , (199)
σ2y = 〈Y 2〉 − 〈Y 〉2 = δT 2. (200)
Supponendo che l’intervallo di integrazione sia simmetrico rispetto a u = 0, possiamo
scrivere (vedi [7])
N∑
i=1
u2i '
δu2N3
12
, (201)
dove N e´ il numero di canali dell’intervallo di integrazione e δu e´ la risoluzione in velocita´
del nostro correlatore (larghezza di un canale). Sostituendo tutti i termini nella (196),
troviamo
σ2n '
δu2N3δT 2
12(
∑
Ti)2
=
δu4N3δT 2
12〈TA〉2 , (202)
dove 〈TA〉 e´ l’intesita´ integrata del profilo di riga medio.
A questo punto possiamo stimare σ2n per la nostra mappa. Il numero di canali su cui
viene effettuata l’integrazione e´ dato da N = ∆v/δu, con ∆v intervallo di velocita´ su cui
integriamo il profilo. La (202) puo´ essere quindi ulteriormente semplificata:
σ2n '
δu∆vδT 2
12〈TA〉2 . (203)
Le quantita´ δT 2 e 〈TA〉 sono date dalla dispersione media del rumore e dall’intensita´ inte-
grata del profilo mediato sulla mappa. Per i nostri dati si ha 〈δT 2〉=0.014 K, 〈TA〉=0.35,
∆v=2 km/s, δu=0.04 km/s, che sostituiti nella (203) danno σ2n ' 10−3 km2 s−2. La va-
rianza dei centroidi vale σ2c '0.06 km2 s−2, quindi il fattore correttivo dovuto al rumore
e´
C(τ)
C?(τ)
= 1−
(
σn
σc
)2
' 0.9 (204)
La funzione di autocorrelazione viene diminuita di circa il 10%. In Fig. 22 abbiamo
riportato l’ACF unidimensionale corretta per il rumore, si vede che i cambiamenti apportati
dalla correzione non sono sostanziali e non cambiano i risultati della nostra analisi.
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4.4.5 PDF degli incrementi di velocita´
Come abbiamo visto nel paragrafo 2.8, la distribuzione di probabilita´ degli incrementi di
velocita´ e´ uno strumento essenziale per studiare le proprieta´ intermittenti della turoblenza.
La PDF viene ricavata dalla mappa dei centroidi di velocita´, costruendo l’istogramma della
quantita´ δv` = vc(x, y)− vc(x+ τ, y + τ) per varie separazioni spaziali τ . Nel nostro caso,
gli incrementi di velocita´ δv` sono stati ricavati sottraendo all’originale una mappa traslata
di τ . Consideriamo equivalenti spostamenti lungo la latitudine e la longitudine Galattica,
la PDF non contiene quindi informazioni su eventuali anisotropie. Questo procedimento e´
stato applicato, sia alla mappa delle fluttuazioni dei centroidi M1 ≡Mc − 〈vc(x, y)〉x,y, sia
alla mappa dalla quale sono stati rimossi i gradienti a grande scala M2 ≡Mc −Mfit (vedi
Par. 4.4.4).
I risultati, riportati in Fig. 23, mostrano chiaramente la presenza di ali non-Gaussiane in
entrambi i casi. Da notare che la minima separazione (lag) significativa e´ τ = 2 pixels,
poiche´ la nostra mappa e´ campionata a frequenza spaziale doppia rispetto alla risoluzione
del telescopio.
Le ali non-Gaussiane non cambiano all’aumentare della separazione, a differenza di quanto
rilevato per l’emissione di 12CO da Falgarone et al. [52] in una regione del Polaris Flare
che comprende il campo da noi osservato (vedi discussione in Par. 2.8 e Fig. 7b). Le PDF
mostrate in Fig. 7b sono calcolate per separazioni spaziali simili alle nostre (τ ∼ 22′′) e
mostrano un chiaro rilassamento ad una Gaussiana per τ ∼ 90′′ (lag=4 nella nostra Fig.
23).
4.4.6 Confronto con 12CO e 13CO
I dati da noi raccolti nel Polaris Flare, sono stati confrontati con l’emissione J=1-0 di 12CO
e 13CO mappata da IRAM (Falgarone et al. [10, 2]) nella stessa regione2.
In Fig. 24 riportiamo l’emissione integrata della transizione (1-0) del 12CO. Si vede che
il nostro campo corrisponde all’estremita´ nord-orientale della mappa di IRAM, ai margini
della regione a piu´ alta emissione, in una zona caratterizzata da valori della temperatura
di antenna T12 del
12CO di circa 10 K.
Per confrontare la mappa di CO con le singole posizioni da noi osservate, abbiamo dovu-
to ricampionarla in modo tale che posizioni dell’emissione e dimensioni del beam coincides-
sero. Per far questo abbiamo dapprima costruito una griglia di coordinate G(xHCO, yHCO),
corrispondente alle nostre posizioni. Ad ogni punto della griglia (xHCO, yHCO) abbiamo poi
associato la media pesata con una Gaussiana delle posizioni del CO che distavano da que-
sto di una quantita´ (xCO − yHCO)2 + (yCO − yHCO)2 ≡ d ≤ dHCO, con dHCO=20′′ distanza
tra le posizioni della nostra mappa. Se chiamiamo CO(xCO, yCO) la mappa di IRAM, il
procedimento di ricampionamento puo´ essere quindi descritto nel modo seguente:
CO(xHCO, yHCO) =
∑
d≤dHCO CO(xCO, yCO)×W (d)∑
W (d)
, (205)
dove W (d) e´ il valore di una Gaussiana centrata in (xHCO, yHCO) e avente una larghezza a
2I dati per 12CO e 13CO provengono dal database del Centre de Donne´es astronomiques de Strasbourg
(CDS), website: http://cdsweb.u-strasbg.fr/
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a)
b)
Figura 23: Distribuzione di probabilita´ degli incrementi dei centroidi nel Polaris Flare. a):
PDF della mappa delle fluttuazioni dei centroidi M1. b): PDF della mappa dei centroidi
M2 a cui e´ stato sottratto il fit polinomiale. Nei due casi sono mostrate le PDF per diversi
valori della separazione (lag) in pixels. Gli errori riportati sono errori statistici σ =
√
N ,
con N numero dei punti contenuti in ogni intervallo dell’istogramma. I dati sono confrontati
con un fit Gaussiano. L’asse delle ordinate e´ in scala logaritmica.
meta´ altezza (FWHM) di 20′′. Questo equivale ad una convoluzione della mappa di IRAM
con un beam-pattren Gaussiano che simuli la nostra risoluzione. Il risultato di questo
procedianeto e´ mostrato in Fig., dove riportiamo gli spettri dell’emissione di 12CO (1-0)
insieme a quelli di HCO+ da noi osservati.
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Figura 24: Emissione integrata di 12CO (1-0) nel Polaris Flare [10, 2]. La linea nera
rappresenta le curve di livello per l’emissione di HCO+. In ascissa e in ordinata sono
riportate longitudine e latitudine Galattica in gradi.
Vediamo che gli spettri di 12CO presentano due componenti, una che ha la stessa velocita´
media e la stessa larghezza di riga dell’emissione di HCO+, mentre l’altra e´ spostata verso
velocita´ piu´ positive ed e´ caratterizzata da una dispersione maggiore. Questo risulta ancora
piu´ evidente in Fig. 26, dove riportiamo le stesse quantita´ di Fig. 25, ma con una risoluzione
spaziale dimezzata, in modo tale da aumentare il rapporto segnale/rumore degli spettri.
La nuova mappa e´ ottenuta applicando la procedura di ricapionamento alle emissioni di
entrambe le specie molecolari, su una griglia di passo doppio (40′′) rispetto a quella di Fig.
25.
Dall’analisi delle due mappe risaltano alcune proprieta´ interessanti. Innanzitutto l’e-
missione di HCO+ e´ piu´ concentrata spazialmente, questa e´ infatti assente nelle posizioni
periferiche della regione osservata, dove si ha invece una forte emissione di 12CO. Per quan-
to riguarda il porfilo di emissione dell’HCO+, questo presenta un’asimmetria che varia in
direzione Nord-Sud, con il massimo che si sposta sistematicamente verso velocita´ positive
al diminuire della latitudine Galattica. Anche l’emissione di HCO+ mostra quindi un pro-
filo a due componenti, la cui intensita´ relativa cambia lungo la direzione del gradiente di
velocita´ individuato precedentemente (vedi Par. 4.4.2). Poiche´ la velocita´ lungo una linea
di vista e´ stata determinata con il metodo dei centroidi, e quindi tramite una media pesata
con la temperatura di antenna di ogni canale, la variazione relativa di emissione delle due
componenti e´ alla base del gradiente osservato.
In Fig. 27 riportiamo i profili integrati dell’emissione delle due specie molecolari. L’esisten-
za di due componenti con proprieta´ dinamiche distinte nel profilo del CO risulta evidente.
La componente a velocita´ piu´ positiva ha una dispersione di circa σ ∼ 0.8 km/s, , doppia
rispetto a quella dei profili di HCO+. La differenza di velocita´ tra i picchi delle due com-
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Figura 25: Linea sottile: emissione di 12CO (1-0) corrispondente alle posizioni da noi
osservate nel Polaris Flare. Linea spessa: emissione di HCO+ moltiplicata per un fattore
5.
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Figura 26: Uguale alla Fig. 25, ma con risoluzione spaziale di 40′′. La mappa e´ stata
ottenuta tramite convoluzione con una Gaussiana larga due pixels (FWHM=40′′). Le linee
continua e tratteggiata rappresentano rispettivamente l’emissione di 12CO (1-0) e 5×HCO+.
ponenti e´ piu´ piccola della FWHM della componente piu´ larga, quindi possiamo supporre
che siano dinamicamente legate e provengano dalla stessa struttura.
Osservando le Fig. 25 e 26, notiamo che la componente larga e´ presente in tutte le posizioni
ed e´ quindi molto piu´ estesa di quella stretta. Una possibile interpretazione dei profili os-
servati potrebbe essere l’esistenza di una struttura densa inclusa all’interno di una regione
diffusa. Il profilo piu´ stretto proverrebbe dalla regione densa, mentre la componente piu´
larga, che ha un’estensione spaziale maggiore, corrisponderebbe alla regione diffusa. Que-
sto spiegherebbe anche la distribuzione dell’HCO+, poiche´ l’abbondanza di questa specie
molecolare dipende fortemente dalla densita´.
Per studiare le proprieta´ del nucleo denso abbiamo provato a rimuovere l’emissione diffu-
sa. Poiche´ questa non varia apprezzabilmente di intensita´ all’interno della regione, abbiamo
sottratto a tutti gli spettri di CO lo spettro osservato in una posizione dove supponiamo
sia presente solamente la componente larga. Il profilo da noi utilizzato come standard del-
l’emissione diffusa e´ quello della posizione (-3,1) di Fig. 26, al quale abbiamo applicato
uno smoothing su 5 punti. Il risultato di questo procedimento e´ mostrato in Fig. 28. La
rimozione della componente diffusa risulta molto efficace, rivelando un’insieme di profili
di riga con velocita´ medie e dispersioni simili a quelle osservate per l’HCO+. Questo e´
ancora piu´ evidente in Fig. 29, dove riportiamo l’emissione stretta di 12CO (1-0) per le
posizioni della nostra mappa, assieme all’emissione di 13CO (1-0) derivante dalle osserva-
zioni di Falgarone et al. [10, 2]. Si vede che velocita´ e dispersione dei profili dei due isotopi
coincidono perfettamente nella maggior parte delle posizioni, con il 13CO che non presenta
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a) b)
Figura 27: Profili integrati dell’emissione di 12CO (1-0) e HCO+ (1-0) nel Polaris Flare.
a): Profilo medio del 12CO confrontato con l’emissione di HCO+. Sono riportati anche
il fit Gaussiano della componente ad alta dispersione e il risultato della rimozione della
componente diffusa dagli spettri del CO. b): Profilo di HCO+ integrato su tutta la regione
osservata, scomposto nelle due componenti Gaussiane fondamentali.
Figura 28: Rimozione della componente diffusa dell’emissione di 12CO . La linea continua
rappresenta l’emissione originale, quella tratteggiata indica il risultato della sottrazione
dell’emissione diffusa. I dati sono campionati con una risoluzione di 40′′.
alcuna componente larga diffusa.
Il rapporto medio tra le abbondanze delle due specie, misurato in tutta la Galassia [34]
per regioni otticamente sottili, vale R12,13 = T12/T13 ∼60. A una prima analisi di Fig.
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Figura 29: Emissione di 12CO (1-0) e 13CO (1-0) nelle posizioni corrispondenti alla nostra
mappa di HCO+ (risoluzione di 20′′). La linea sottile indica l’emissione di 12CO a cui e´
stata sottratta la componente diffusa. Il 13CO e´ rappresentato dalla linea spessa. Si noti
la buona corrispondenza di velocita´ e dispersione tra i profili dei due isotopi nella maggior
parte delle posizioni.
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29 notiamo invece che il 13CO ha intensita´ comparabile con l’emissione dell’isotopo piu´
comune, di conseguenza la transizione (1-0) del 12CO sembra essere otticamente spessa (vedi
discussione in Par. 1.2.4). In Fig. 30 riportiamo la distribuzione spaziale e l’istogramma
del rapporto R13,12 = T13/T12, per la regione del Polaris Flare da noi mappata in HCO
+.
a) b)
Figura 30: Rapporto R13,12 = T13/T12 tra le temperature di antenna di
13CO e 12CO.a):
Mappa di R13,12 per la regione del Polaris Flare da noi osservata in HCO
+. In ascissa e
ordinata sono riportate longitudine e latitudine Galattica. b): Istogramma di R13,12 con
intervalli di ampiezza 0.1.
Si vede che circa il 70% dei pixels ha valori di R13,12 compresi tra 0.5 e 1, che implicano
un range diR12,13 tra 2 e 1, molto minori del valore caratteristico per l’emissione otticamente
sottile. La profondita´ ottica τ per l’emissione J=1-0 del 12CO e´ quindi molto elevata. Di
conseguenza, per questa transizione possiamo ritenere che valga l’LTE (vedi Par. 1.2.2) e
che la temperatura cinetica del gas Tcin sia uguale alla temperatura di eccitazione Tex della
transizione. Nel Par. 1.2.4, abbiamo riportato la relazione tra temperatura di antenna e
temperatura di eccitazione della transizione J=1-0 del 12CO nel caso in cui sia presente una
radiazione di background dovuta al fondo cosmico a 2.7 K. Per gli spettri di IRAM possiamo
supporre che non sia presente alcuna radiazione di fondo, essendo stata rimossa assieme
alla baseline. Se definiamo TA12 e T
ex
12 come la temperatura di antenna e la temperatura
di eccitazione della transizione J=1-0 del 12CO, si ha J(TA12) = J(T
ex
12 ) e la temperatura
cinetica del gas e´ data da
Tcin =
5.53
ln
(
1 + 5.53
TA12+0.82
) . (206)
Una mappa della temperatura cinetica del gas, ottenuta tramite l’Eq. 206, e´ mostrata in
Fig. 31a. Si vede che nella regione da noi osservata in HCO+, la temperatura ha valori
compresi tra 6 e 9 K, in accordo con la stima T∼10 K utilizzata nel Par. 4.3 per calcolare
le velocita´ termiche.
Come abbiamo visto nel Par. 1.2.4, la densita´ di colonna di H2 puo´ essere ricavata dalla
temperatura di antenna T12 della transizione J=1-0 del
12CO, tramite la relazione [6]
N(H2) ' 2× 1020T12 cm−2. (207)
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Nel nostro caso pero´ il 12CO (1-0), essendo otticamente spesso, non e´ un buon indicatore
della densita´ della struttura, poiche´ l’emissione non proviene da tutto il volume del gas, ma
solamente dalla superficie a profontia´ ottica τ=1. In queste condizioni la riga e´ saturata
e ad un incremento di densita´ di colonna non corrisponde un’aumento della temperatura
di antenna. Ci serviamo quindi dell’emissione T13 del
13CO per stimare la temperatura di
antenna T12 di
12CO che avremmo nel caso otticamente sottile. Se assumiamo che valga
R12,13 '60, la temperatura giusta da inserire nella (207) e´ data da T12=T13× 60.
La mappa della densita´ di colonna di H2 cos´ı ricavata e´ mostrata in Fig 31b. Si vede che
per la regione dove abbiamo riscontrato emissione di HCO+, questa vale 3-5 ×1022 cm−2,
circa un ordine di grandezza in piu´ rispetto ai valori tipici di 1021 cm−2 riscontrati in nuclei
densi dello stesso complesso molecolare da Falgarone et al. [11].
Conoscendo la densita´ di colonna di H2, possiamo stimare la massa totale di gas mole-
colare contenuta nella struttura osservata. Consideriamo appartenere alla regione densa, le
posizioni dove la temperatura di antenna di HCO+ e´ maggiore o uguale a 0.3 K. Scegliamo
questo limite perche´ il valore medio del rumore nelle posizioni della regione centrale e´ di
circa 0.2 K. La massa totale della struttura e´ data da
Mtot ∼ d2
∑
Thco≥0.3
N(H2)x,y = d
2 × 2× 1022 ×
∑
Thco≥0.3
T13(x, y), (208)
dove d2 e´ l’area compresa in un beam e T13(x, y) la temperatura di antenna del
13CO per
ogni posizione (x,y) . Per ridurre l’effetto del rumore nella determinazione di T13, invece
di calcolarla per ogni singolo spettro e poi integrare sulle posizioni, costruiamo prima lo
spettro integrato sulla regione e ricaviamo da questo l’emissione totale T tot13 . La (208)
diventa quindi
Mtot = d
2 × 2× 1022 × T tot13 . (209)
a) b)
Figura 31: a):Temperatura cinetica del gas per il Polaris Flare, calcolata a partire dalla
temperatura di antenna del 12CO (1-0). In ascissa e ordinata sono riportate longitudine
e latitudine Galattiche. La scala di temperatura e´ in gradi Kelvin. b) Densita´ di colonna
di H2, calcolata dalla temperatura di antenna del
13CO. La scala di colore a sinistra del
grafico deve essere moltiplicata per un fattore 1022. I valori son in cm−2. Le curve di livello
in nero mostrano la temperatura di antenna dell’HCO+ da noi osservato.
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L’intensita´ totale, integrata sulle 52 posizioni che soddisfano THCO ≥ 0.3 K, e´ T tot13 ∼ 178
K. La dimensione del beam, per una distanza della nube di 200 pc, e´ d ∼ 0.02 pc. La massa
totale della struttura risulta quindi
Mtot ∼ 4× 1031 kg ∼ 20M. (210)
Vediamo ora se la struttura e´ gravitazionalmente stabile. Abbiamo visto nel Par. 1.1.2,
che si ha instabilita´ se la massa supera la massa di Jeans
MJ ∼ ρL3J = ρ
(
pic2s
Gρ
)3/2
=
(
Mtot
L3
)−1/2
c3s
( pi
G
)3/2
, (211)
con L dimensione della regione e cs velocita´ termica. Nel nostro caso abbiamo L ∼
8 pixels ∼ 0.16 pc, e cs ∼ 0.05 km/s, che comportano una massa limite di MJ ∼ 6 ×
1028 kg ∼ 6×10−3M. La struttura, se fosse supportata solamente dalla dispersione termi-
ca di velocita´, sarebbe quindi gravitazionalmente instabile e destinata al collasso. Abbiamo
pero´ visto nel Par. 4.3 che la dispersione di velocita´ interna alla regione ha valori tipici di
circa 0.5 km/s, che se sostituiti nella (211) al posto della cs, implicano una massa limite di
M turbJ ∼ 6×1031 kg ∼ 60M> Mtot. I moti sovratermici sembrano quindi fornire il sostegno
necessario ad impedire il collasso della struttura.
5 Conclusioni
Riassumiamo ora i principali risultati della nostra analisi, cercando di inquadrarli in una
discussione piu´ generale sulla turbolenza nelle HLMC.
Innanzitutto, le linee di emissione in tutti i campi osservati mostrano dispersioni sovra-
termiche. Nel caso del Polaris Flare abbiamo visto che queste svolgono un ruolo importante
nella stabilizzazione della struttura contro il collasso gravitazionale. L’interpretazione di
questi moti non-termici come fluttuazioni di velocita´ dovute ad un campo turbolento, ri-
chiede l’utilizzo di ulteriori metodi di indagine, come PDF, funzione di autocorrelazione
(ACF) e stime del bilancio energetico.
Le PDF calcolate per diversi valori di separazione spaziale nella regione del Poalris Fla-
re, mostrano ali non-Gaussiane, che abbiamo visto sono interpretabili come il manifestarsi
dell’intermittenza, una caratteristica fondamentale della turbolenza. Queste ali dovrebbero
diminuire all’aumentare della separazione, poiche´ su grandi distanze il campo di velocita´
dovrebbe essere totalmente scorrelato. La separazione alla quale avviene il rilassamento
ad una Gaussiana viene spesso interpretata come la lunghezza di correlazione delle strut-
ture coerenti generate dalla turbolenza. Nel nostro caso non vediamo alcun cambiamento
nelle ali della distribuzione in un range di separazioni tra 0.02 e 0.1 pc. Le ali osservate
potrebbero quindi essere un effetto della scarsa statistica degli incrementi di velocita´ molto
lontani dal valor medio. Tutte le mappe per cui sono state calcolate PDF che mostrano una
lunghezza di correlazione ben definita [64, 52] sono infatti molto piu´ grandi della nostra,
con un numero di posizioni osservate superiore di piu´ di un ordine di grandezza.
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Le ACF della mappa dei centroidi non mostrano lunghezze di correlazione maggiori del-
la risoluzione spaziale del telescopio. Da un’analisi della degradazione della correlazione,
dovuta alle incertezze nella determinazione dei centroidi di velocita´, abbiamo trovato che
la nostra ACF non e´ pesantemente influenzata dal rumore (∼ 10%). Dobbiamo quindi con-
cludere che le dimensioni caratteristiche delle strutture nelle quali avviene la dissipazione
dell’energia a piccola scala, siano minori delle dimensioni del beam (0.02 pc).
I dati del Polaris Flare non presentano alcuna relazione scala-velocita´. Questo e´ in
accordo con altre osservazioni di nubi translucent [63, 35], con dimensioni tipiche di 0.5
pc. A scale piu´ grandi (∼10 pc) relazioni del tipo σv ∝ `α sono state osservate con espo-
nenti compresi tra 0.2 e 0.6 [36, 8]. Una possibile spiegazione e´ data dalla presenza di
gradienti di velocita´ su grande scala dell’ordine di 1 km/s pc−1. Su scale maggiori di 1 pc,
queste variazioni sistematiche di velocita´ superano la dispersione intrinseca della regione
(∼ 1 km/s) e dominano la larghezza di riga. All’aumentare dell’area integrata, aumen-
ta anche la probabilita´ di incontrare gradienti maggiori, quindi la dispersione di velocita´
deve necessariamente aumentare. Su piccola scala non si hanno variazioni significative poi-
che´ il profilo e´ dominato dal campo di velocita´ turbolento ed e´ poco probabile che nubi di
dimensioni di poco maggiori di 0.2-0.5 pc presentino piu´ di un singolo gradiente di velocita´.
Poiche´ le nubi translucent non hanno sorgenti di energia interne, il meccanismo di
alimentazione dei moti supersonici osservati deve provenire dall’esterno della struttura.
Questo potrebbe essere rappresentato dai gradienti di velocita´ a grande scala (shear flows)
presenti nella componete atomica dell’ISM, all’interno della quale questi oggetti si formano.
L’energia verrebbe immessa nella struttura attraverso instabila´ (vedi Par. 2.2) che, trasfor-
mando il moto ordinato dovuto alla rotazione differenziale della Galassia in fluttuazioni di
velocita´ turbolente, darebbero inizio al processo a cascata di trasferimento di energia verso
scale piu´ piccole. Il rate di trasferimento di energia puo´ essere stimato con
t ∼ ρσ3v`, (212)
per una dispersione di velocita´ σv ad una certa scala ` ≤ 0.1 pc appartenente range inerziale
della cascata. Per la mappa del Polaris Flare possiamo considerare la dimensione del beam
` ∼ 0.02 pc e la relativa dispersione del profilo σv ∼ 0.5 km/s. Se supponiamo che la
profondita´ della nube sia comparabile con la sua estensione longitudinale L ∼0.16 pc, la
densita´ di colonna osservata implica una densita´ numerica di H2 compresa tra 10
4 e 105
cm−3. La densita´ di massa e´ data da ρ = mH2 × nH2 , che sostituita nella (212) implica per
il rate di trasferimento dell’energia un valore di t ∼ 6.6× 10−24 J s−1 m−3.
Per il rate di immissione di energia dovuto al gradiente di velocita´ esterno, imponiamo che
la viscosita´ turbolenta sia ηT = ρ`σv, con σv che e´ sempre data dalla dispersione media
delle righe e ` dimensione del beam.
Riscriviamo l’equazione di NS (56) nella forma
∂tvi + vj∂jvi = −∂iP/ρ+ ν∂jjvi (213)
∂ivi = 0,
e moltiplicando a destra e a sinistra per vi otteniamo
∂tvivi
2
+
∂jvjvivi
2
= −vi∂iP/ρ+ νvi∂jjvi. (214)
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La conservazione dell’energia e´ quindi data dall’espressione
d
dt
〈v
2
2
〉 = −〈∂jvjvivi
2
〉 − 〈vi∂iP/ρ〉+ ν〈vi∂jjvi〉, (215)
dove la notazione 〈...〉 esprime la media sul volume. Se trascuriamo i termini di superficie
del tipo 〈∂iQ〉, la (215) si riduce a3
d
dt
〈v
2
2
〉 = −ν〈(∇× v)2〉. (216)
Il rate di immissione dell’energia puo´ essere quindi essere stimato [64, 63] tramite
in = ηT
(
∆V
L
)2
, (217)
con ∆v/L gradiente di velocita´ caratteristico della regione. La mappa dei centroidi del
Polaris Flare presenta un gradiente di circa 2 km/s pc−1, che implica un rate di iniezio-
ne dell’energia di in ∼ 4 × 10−24 J s−1 m−3. I due rates di immissione e trasferimento
dell’energia sono comparabili. Gradienti di velocita´ dell’ordine di 1 km/s pc−1 potrebbero
quindi sostenere i moti osservati nelle HLMC.
Nella teoria idrodinamica della turbolenza, la cascata termina con il regime intermit-
tente, in cui i le grandi differenze di velocita´ agli estremi dei vortici dissipano viscosamente
l’energia sotto forma di calore. Il quadro si complica se consideriamo gli effetti della radia-
zione.
Abbiamo visto che nelle nubi molecolari l’emissione non e´ distribuita uniformemente, ma
si concentra in amassi e filamenti densi (nH2 ∼ 104 cm−3) immersi in un ambiente piu´ ra-
refatto (nH2 ∼ 102 cm−3). Questa distribuzione disomogenea di densita´, unita alla grande
dispersione di velocita´ osservata per le righe spettrali, diminuisce l’opacita´ effettiva della
regione, rendendo molto efficienti le perdite radiative anche per alte densita´ di colonna.
Per temperature di circa 10 K e densita´ di colonna di idrogeno molecolare dell’ordine di
1021 cm−2, simulazioni di turbolenza MHD [33] mostrano per il cooling rate dovuto al 12CO,
valori di Λ ∼ 10−22 J s−1 m−3. L’energetica di queste strutture potrebbe quindi essere do-
minata totalmente dalla radiazione. In questo caso, l’assunzione di una cascata turbolenta
adiabatica, che e´ alla base dei modelli attuali, verrebbe meno e l’energia potrebbe essere
dissipata molto prima di raggiungere la scala viscosa di Kolmogorov.
L’elevata efficienza del raffreddamento radiativo dovuto all’emissione molecolare, po-
trebbe essere alla base del meccanismo di formazione delle HLMC tramite condensazione
dalla componente atomica del gas interstellare (veid Par. 1.1.3). Anche i nuclei densi
osservati all’interno di queste strutture potrebbero essere generati da instabilita´ termiche,
eccitate dalla turbolenza comprimibile [63]. Un meccanismo alternativo sarebbe la com-
pressione del gas da parte di onde di shock. Un fronte di shock e´ caratterizzato da un forte
gradiente di velocita´, al quale e´ associato un aumento di densita´ e temperatura, che dovreb-
be riflettersi un incremento dell’intensita´ della radiazione osservata. Nella nostra mappa del
3Utilizziamo la relazione 〈v∇2v〉 = −〈(∇× v)2〉
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Polaris Flare, non si osserva una correlazione tra il gradiente di velocita´ e la temperatura di
antenna della transizione J=1-0 dell’HCO+. L’assenza di correlazioni gradiente-intensita´ e´
tipica anche di altri complessi molecolari, come MBM40, MBM16 e MBM3 [65, 35, 64]; e´
quindi poco probabile che il campo di densita´ osservato nelle HLMC sia strutturato dalla
presenza di onde di shock. Queste potrebbero comunque giocare un ruolo importante nella
dissipazione di energia a scale minori della attuale risoluzione spaziale delle osservazioni (∼
0.01 pc).
Le abbondanze di alcune specie molecolari, come l’HCO+, all’interno delle regioni piu´
dense delle HLMC mostrano valori superiori a quelli che deriverebbero dalla chimica in un
mezzo statico, in cui la dispersione di velocita´ e´ determinata solamente da moti termici.
Questo viene interpretato da alcuni autori [11] come l’innescarsi di reazioni endotermiche,
che in condizioni normali sono inibite dalle alte energie di attivazione. I grandi incrementi
di velocita´ (shocks o vortici [51]) caratteristici della turbolenza potrebbero fornire l’energia
necessaria per rendere efficienti tali canali di formazione molecolare, che sarebbero un’ul-
teriore fonte di dissipazione per la cascata, trasformando energia cinetica in energia chimica.
Sa turbolenza riesce a spiegare i moti sovratermici e la stabilita´ delle strutture, abbia-
mo visto che l’energetica delle nubi molecolari translucent presenta ancora delle incognite.
Soprattutto, gli effetti che i vari processi di dissipazione non-viscosa potrebbero avere sulla
cascata turbolenta non sono chiari. Questo e´ sicuramente il campo di indagine piu´ inte-
ressante per migliorare la nostra conoscenza dell’ISM e, in ultima analisi, delle condizioni
in cui la formazione stellare puo´ svilupparsi. Le interazioni tra i vari processi dissipativi
e il loro feedback nella dinamica turbolenta sono altamente non lineari e dovranno quindi
essere indagate con simulazioni numeriche che tengano conto della chimica e del trasporto
radiativo al’interno del mezzo. Tali simulazioni sono di difficile realizzazione poiche´ i canali
di formazione delle varie specie molecolari dipendono fortemente dalle condizioni di tem-
peratura e densita´ del gas e hanno rates in gran parte sconosciuti. La soluzione dettagliata
del trasporto radiativo per una nube molecolare richiede inoltre di considerare moltissime
transizioni per una stessa specie [33] ed e´ altamente dipendente dalla struttura di densita´
(opacita´) del mezzo e dalle condizioni di eccitazione.
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7 Appendice: Codici per la riduzione e l’analisi dei
dati
7.1 Riduzione dei dati
Gli spettri osservati sono immagazzinati in files .fits che contengono tutte le informazioni
relative al puntamento ed alla calibrazione di intensita´ e scala di velocita´. I dati vengono
estratti tramite procedure in IDL e convertiti in array che possono essere facilmente ana-
lizzati. Nel caso di mappe, i dati vengono organizzati in cubi posizione-posizione-velocita´,
cioe´ in matrici tridimensionali C(i,j,k) in cui i primi due indici si riferiscono alle posizioni
sulla sfera celeste e il terzo ai canali di velocita´ dello spettro. In questa sezione mostriamo
le principali procedure per la riduzione dei dati e la creazione di cubi PPV.
7.1.1 Esempio di header di un file .fits per un osservazione in FSW
SIMPLE = T / Basic FITS format
BITPIX = 16 / number of bits used for pixel value
NAXIS = 3 / number of axes, first one defines spectrum
NAXIS1 = 1600 / number of frequency channels in spectrum
NAXIS2 = 1 / longitude axis
NAXIS3 = 1 / latitude axis
ORIGIN = ’OSO-PEGASUS’ / at Onsala Space Observatory, Sweden
TELESCOP= ’OSO-20M ’ / data aquisition telescope
PROJECT = ’05 :05 ’ / project
OBSERVER= ’Shore Costagliola’ / observer
OBJECT = ’MCLD 123.5+24.9’ / object of observation
LINE = ’HCO+ ’ / molecule line
INSTRUME= ’COR5 RCC7’ / backend receiver
OBSMODE = ’FSW SIG ’ / mode of observation (PSW/BSW/DSW/FSW/SSW)
OBSTYPE = ’combined’ / type of observation (SIG/REF/CAL/COM/AVE)
SCAN-NUM= 15909 / scan sequence number 0-999999
COMMENT = ’ ’
BSCALE = 4.209558E-05 / real = tape*BSCALE + BZERO
BZERO = 4.173179E+00 / bias added
BUNIT = ’K ’ / brightness units
DATAMAX = 5.552524E+00 / maximum amplitude of data
DATAMIN = 2.793833E+00 / minimum amplitude of data
CTYPE1 = ’FREQ ’ / f(i) = RESTFREQ + (Hz)
CRVAL1 = 0.0 / CRVAL1 + offset frequency
CDELT1 = -12500.0 / CDELT1 * frequency resolution
CRPIX1 = 801.000 / (i-CRPIX1) reference channel
CTYPE2 = ’GLON ’ / longitude at reference (epoch) = (deg)
CRVAL2 = 123.677002 / CRVAL2 + reference position
CDELT2 = 0.011111 / CDELT2/cos(DEC) * sky offset
CRPIX2 = 0.000 / (1-CRPIX2)
CTYPE3 = ’GLAT ’ / latitude at reference (epoch) = (deg)
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CRVAL3 = 24.941000 / CRVAL3 + reference position
CDELT3 = -0.016667 / CDELT3 * sky offset
CRPIX3 = 0.000 / (1-CRPIX3)
OBSTIME = 900.00 / true observed integration time (sec)
INTTIME = 140.97 / effective integration time (sec)
TAMB = 271.8 / ambient temperature (K)
PRESSURE= 102440.0 / air pressure (Pa)
HUMIDITY= 0.39 / relative humidity (fractions)
TLOAD = 273.80 / load temperature (K)
TCOLD = 80.00 / liquid nitrogen load temperature (K)
TREC = 150.00 / receiver noise temperature at feed horn (K)
TSYS = 757.99 / chopper wheel system noise temperature (K)
TCOMP = 300.00 / comparison system noise temperature (K)
DBLOAD = 1.4930 / load attenuation (dB)
CHOPPERW= 1.1026 / chopper wheel factor
TAU-ATM = 0.8436 / optical depth of the atmosphere (neper)
DATE-OBS= ’2006-01-30’ / date of data acquisition (ccyy/mm/dd)
UTC = ’10:08:14.18’ / universal time at start of observation
LST = ’19:33:48.12’ / sidereal time at start of observation
JDATE = 2453765.922386 / julian date at start of observation
EQUINOX = 2006.0822 / equinox of coordinates
RA = 0.0 / object apparent right ascension (deg)
DEC = 0.0 / object apparent declination (deg)
RAOFF = 0.0 / offset in right ascension (sky deg)
DECOFF = 0.0 / offset in declination (sky deg)
GLON = 123.677002 / galactic longitude (deg)
GLAT = 24.941000 / galactic latitude (deg)
GLON_OFF= 0.011111 / offset in galactic longitude (sky deg)
GLAT_OFF= -0.016667 / offset in galactic latitude (sky deg)
AZIMUTH = 184.143926 / telescope azimuth readout (deg)
ELEVATIO= 57.055172 / telescope elevation readout (deg)
AZOFF = 0.000000 / offset in azimuth (sky deg)
ELOFF = 0.000000 / offset in elevation (sky deg)
AZPOINT = 0.251213 / total pointing offset in azimuth (instr.deg)
ELPOINT = -0.364422 / total pointing offset in elevation (instr.deg)
POSLONG = 2 / map position
POSLAT = -3 / map position
SPACELON= 0.0055556 / map position spacing (deg)
SPACELAT= 0.0055556 / map position spacing (deg)
MAPTILT = 0.00 / map position angle (deg)
AZCORR = 0.000000 / pointing correction in azimuth (sky deg)
ELCORR = 0.000000 / pointing correction in elevation (sky deg)
REFRAC = 0.011269 / refraction angle at current elevation (deg)
BEAMEFF = 0.572 / antenna beam efficiency (fraction)
APEREFF = 0.0 / antenna aperture efficiency (fraction)
VLSR = -4500.0 / velocity of reference channel (m/s)
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DELTAV = 4.201605E+01 / velocity spacing of channels (m/s)
RESTFREQ= 89188518000.0 / rest frequency (Hz)
OBSFREQ = 89190041989.3 / observed frequency at reference channel (Hz)
IMAGFREQ= 97191565978.5 / image sideband freq corresp. to OBSFREQ (Hz)
RELEASE = ’9402 ’ / linux 2.2.16 i686 version 2000
HISTORY = --------------------------------------------------------------------
HISTORY = TRACK_RMS 0.0004740 0.0003806 (deg)
HISTORY = SUB_OFFSET 0.00 0.00 (mm)
HISTORY = ANT_TEMPS 64.80 0.00 0.00 -99.99 -99.99 -99.99 -99.99 -99.99(C)
HISTORY = INCLINOMETER 1.376 -0.609 -3.044 EW/NS/CW (V)
HISTORY = --------------------------------------------------------------------
END
7.1.2 Procedura di folding per spettri ottenuti con frequency switching
Abbiamo visto che spettri osservati in FSW necessitano di una procedura di folding prima
di poter essere analizzati. La procedura seguente esegue il folding e applica le calibrazioni
in intensita´ e velocita´ ad uno spettro estratto da un file .fits.
function fold_scale,file,th,vel=vel,rev=rev,baserem=baserem
;Programma per il folding di spettri ottenuti con osservazioni in FSW.
fitdeg=11 ; ordine del fit per la rimozione della baseline
sp=mrdfits(file,0,he) ; ricavo lo spettro dal file fits
s=size(sp)
l=s(1)
;stabilisco a quanti canali corrisponde lo spostamento in frequenza th del FSW
sh=th/(12.5e-3)
dec=sh mod 1
if (dec le .5) then begin
sh=sh-(dec)
endif else begin
sh=sh-(dec)+1
endelse
;ricavo la scala di temperatura dalla variabile bscale nell’header del file fits
sp=double(sp)
bscale=fxpar(he,’bscale’)
sp=sp*bscale
;------------------------------------
;rimozione della baseline
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if (keyword_set(baserem) eq 1.) then begin
p=poly_fit(findgen(l),smooth(sp,71),fitdeg,yfit=y)
sp=sp-y
endif
;costruisco lo spettro traslato di -sh canali
;e lo sottraggo allo spettro originale
r=sp-shift(sp,-sh)
;applico una traslazione in senso inverso di sh/2
;per riportare la riga al centro della banda
sh2=sh/2.
dec=sh2 mod 1
if (dec le .5) then begin
sh2=sh2-(dec)
endif else begin
sh2=sh2-(dec)+1
endelse
r=shift(r,sh2)/2.
if (keyword_set(rev) eq 1) then begin
r=-r
endif
;costruisco la scala di velocit\’a
deltav=fxpar(he,’deltav’)/1000.
vlsr=fxpar(he,’vlsr’)/1000.
refch=fxpar(he,’crpix1’)-1.
vel=findgen(l)*deltav
vel=vel-vel(refch)+vlsr
return,r
end
7.1.3 Creazione di un cubo di dati PPV
I files fits contenenti gli spettri che compongono una mappa, sono organizzati in una li-
sta list. La procedura seguente costruisce un cubo PPV, ricavando le informazioni sulla
posizione reciproca degli elementi della lista direttamente dall’header di ogni file .fits.
pro datacube_create_scale,list,cube,xscale=xscale
; Programma per creare un cubo posizione-posizione-velocita
; da una lista di files fits
7 APPENDICE: CODICI PER LA RIDUZIONE E L’ANALISI DEI DATI 97
ls=size(list)
ls1=ls(1)
;ricavo la dimensione dello spettro dal primo elemento
;della lista
r=mrdfits(list(0),0,h)
rs=size(r)
rs1=rs(1)
poslat=fltarr(ls1)
poslon=fltarr(ls1)
lat=fltarr(ls1)
lon=fltarr(ls1)
tsys=fltarr(ls1)
;per ogni elemento della lista ricavo lo spettro, e la collocazione
;(poslon,poslat) rispetto alla posizione di riferimento
for i=0,ls1-1 do begin
dl=mrdfits(list(i),0,u)
poslat(i)=fxpar(u,’poslat’)
poslon(i)=fxpar(u,’poslong’)
lat(i)=fxpar(u,’crval3’)
lon(i)=fxpar(u,’crval2’)
tsys(i)=fxpar(u,’TSYS’)
endfor
x=max(poslon)-min(poslon)+1
y=max(poslat)-min(poslat)+1
start=[min(poslon),min(poslat)]
;per ogni posizione applico la procedura fold_scale.pro per
;ricavare l’intensit e la scala di velocita e la colloco
;all’interno del cubo PPV, "cube"
cube=fltarr(x,y,rs1)*0.
for i=0,x-1 do begin
for j=0,y-1 do begin
med_count=0
pos=start+[i,j]
for k=0,ls1-1 do begin
if (poslon(k) eq pos(0)) then begin
if(poslat(k) eq pos(1)) then begin
f=fold_scale(list(k),5,/baserem,vel=xscale)
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z=x-1-i
;se esistono piu spettri per una stessa posizione faccio una media pesata
;con la temperatura di antenna
we=tsys(k)
med_count=med_count+(1/we*1.)
print,list(k),’ in pos’,z,j
cube[z,j,*]=(f/we*1.)+cube[z,j,*]
endif
endif
endfor
cube[z,j,*]=cube[z,j,*]/(med_count*1.)
endfor
endfor
end
7.2 Analisi dati
Una volta immagazzinati in array unidimensionali (spettri singoli) o tridimensionali (cubi
PPV) i dati possono esser facilmente analizzati. In questa sezione riportiamo i codici
utilizzati per ricavare i risultati discussi nel capitolo 4.
7.2.1 Calcolo delle proprieta´ degli spettri
function single_lineprops,x,y,vlsr,velint=velint,mute=mute,warning=warning,$
gaussfwhm=gaussfwhm,sig=sig
;funzione per calcolare temperatura di antennna, centroide, dispersione,
;skewness, kurtosis e rapporto segnale/rumore di uno spettro
smn=3 ;smoothing della t_a usata come peso
warning=1. ; 1. se tutto va bene, 0. se devo fare stima della dispersione
; con FWHM
; definisco l’intervallo di velocita su cui integrare.
; se non e’ fornito in input lo pongo uguale a 2 km/s
if (keyword_set(velint) ne 1.) then begin
velint=2.
endif
deltax=abs(x[0]-x[1]) ; risoluzione in velocita dello spettro
d=abs(x-vlsr) & icent=where(d lt deltax/2.)
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intw=velint/(2.*deltax)
intw=intw-(intw mod 1.)
i1=icent-intw & i2=icent+intw
linea=y[i1:i2]
xlinea=x[i1:i2]
tasm=smooth(linea,smn) ; funzione usata come peso
; centroide
cent=double(total(xlinea*tasm)/total(tasm))
if (cent ge max(xlinea)) or (cent le min(xlinea)) then begin
cent=vlsr
endif
; ridefinisco l’intervallo attorno al centroide
d=abs(x-cent) & icent=where(d lt deltax/2.)
intw=velint/(2.*deltax)
intw=intw-(intw mod 1.)
i1=icent-intw & i2=icent+intw
linea=y[i1:i2]
xlinea=x[i1:i2]
; T_antenna
ta=total(linea)*deltax
; dispersione di velocita
tasm=smooth(linea,smn)
disp=sqrt(total(tasm*(xlinea-cent)^2.)/total(tasm))
if keyword_set(gaussfwhm) then begin ; stima con ipotesi gaussiana
disp=total(tasm*deltax)/(sqrt(2*!pi)*max(tasm))
endif
; se la dispersione non e’ definita
; la ricavo dalla FWHM della linea
if (finite(disp) eq 0.) then begin
hm=max(linea)/2.
wm=where(linea gt hm)
disp=max(xlinea(wm))-min(xlinea(wm))
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disp=disp/2.36
warning=0.
endif
; skewness
sk=total(((xlinea-cent)/disp)^3.*tasm)/total(tasm)
; kurtosis
ku=(total(((xlinea-cent)/disp)^4.*tasm)/total(tasm))-3
; signal to noise ratio
noise1=y[icent-3.*intw:icent-intw]
noise2=y[icent+intw:icent+3.*intw]
m1=moment(noise1)
m2=moment(noise2)
sig1=sqrt(m1[1]) ;rms del rumore per le fasce a destra
sig2=sqrt(m2[1]) ;e a sinistra della linea
sig=(sig1+sig2)/2.
snratio=ta/(velint*sig)
; risultati
if (keyword_set(mute) ne 1.) then begin
plot,x,y,xrange=[x[icent-3.*intw],x[icent+3.*intw]],xstyle=1,psym=10
oplot,[x[i1],x[i1]],[-100,100],linestyle=2.
oplot,[x[i2],x[i2]],[-100,100],linestyle=2.
print,’Centroide: ’,cent,’[Km/s]’
print,’Temperatura Antenna: ’,ta,’[K]’
print,’Dispersione Riga’,disp,’[Km/s]’
print,’Skewness’,sk
print,’Kurtosys’,ku
print,’Rapporto segnale/rumore: ’,snratio
print,’Potenza Rumore: ’,velint*sig
endif
return,[cent,ta,disp,sk,ku,snratio]
end
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7.2.2 Funzione di distribuzione di probabilita´ degli incrementi dei centroidi di
velocita´ (PDF)
pro shiftpdf,velmap,lag,pdf,locs,gfit=gfit,xfit=xfit,$
binsize=binsize,mute=mute
;programma per il calcolo della distribuzione di probabilita
;degli incrementi dei centroidi di velocit (PDF) per una
;separazione ’lag’
s=size(velmap)
s1=s(1)
s2=s(2)
;costruisco una mappa degli incrementi di velocit sottraendo
;alla mappa dei centroidi originale una versione traslata
;di ’lag’ pixels.
if (lag ge 1.) then begin
big=fltarr(s1*2,s2*2)
big[0:s1-1,0:s2-1]=velmap-shift(velmap,lag,0)
big[s1:s1*2.-1,0:s2-1]=velmap-shift(velmap,-lag,0)
big[s1:s1*2.-1,s2:s2*2.-1]=velmap-shift(velmap,0,lag)
big[0:s1-1,s2:s2*2.-1]=velmap-shift(velmap,0,-lag)
endif else begin
big=fltarr(s1*2,s2*2)
big[0:s1-1,0:s2-1]=velmap
big[s1:s1*2.-1,0:s2-1]=velmap
big[s1:s1*2.-1,s2:s2*2.-1]=velmap
big[0:s1-1,s2:s2*2.-1]=velmap
endelse
if (keyword_set(binsize) ne 1.) then begin
binsize=(max(big)-min(big))/sqrt(n_elements(big))
endif
;costruisco l’istogramma delle mappe delle differenze
;di velocita
pdf=histogram(big,locations=locs,binsize=binsize)
;fit gaussiano della PDF
gfit=gaussfit(locs,pdf,nterms=3,coef)
x=findgen(100)*((max(locs)-min(locs))/100.)+min(locs)
z=(x-coef(1))/coef(2) & gx=coef(0)*exp(-(z^2.)/2.)
if (keyword_set(mute) ne 1.) then begin
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plot,x,gx
oplot,locs,pdf,psym=2
endif
xfit=x
gfit=gx
end
7.2.3 Funzione di autocorrelazione per la mappa dei centroidi di velocita´
pro correl2d,map,correl,structf,lag,unidim=unidim,interpol=interpol,mute=mute
;programma per calcolare la funzione di autocorrelazione
;e la funzione di struttura della mappa dei centroidi
;di velocita
n=size(map)
nx=n[1]
ny=n[2]
; ACF UNIDIMENSIONALE
if (keyword_set(unidim)) then begin
correl=fltarr(lag+1)
structf=fltarr(lag+1)
for k=0,lag do begin
C=fltarr(nx,ny)*0.
S=fltarr(nx,ny)*0.
for i=0,nx-1 do begin
for j=0,ny-1 do begin
count=0.
;calcolo il prodotto cent(x,y)*cent(x+lag_x,y+lag_y) per
;tutte le lag che non mi portano fuori
;dalla mappa
if i+k le nx-1 then begin
C(i,j)=C(i,j)+double(map(i,j)*map(i+k,j))
S(i,j)=S(i,j)+(double(map(i,j)-map(i+k,j)))^2
count=count+1.
endif
if i-k ge 0. then begin
C(i,j)=C(i,j)+double(map(i,j)*map(i-k,j))
S(i,j)=S(i,j)+(double(map(i,j)-map(i-k,j)))^2
count=count+1.
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endif
if j+k le ny-1 then begin
C(i,j)=C(i,j)+double(map(i,j)*map(i,j+k))
S(i,j)=S(i,j)+(double(map(i,j)-map(i,j+k)))^2
count=count+1.
endif
if j-k ge 0. then begin
C(i,j)=C(i,j)+double(map(i,j)*map(i,j-k))
S(i,j)=S(i,j)+(double(map(i,j)-map(i,j-k)))^2
count=count+1.
endif
if count gt 0. then begin
C(i,j)=C(i,j)/count
S(i,j)=S(i,j)/count
endif
endfor
endfor
;per ogni lag ’k’, calcolo la media del prodotto
;cent(x,y)*cent(x+k,y+k)
correl(k)=total(C)/n_elements(C)
structf(k)=total(S)/n_elements(S)
endfor
correl=correl/correl(0)
if (keyword_set(mute) ne 1) then begin
window,/free,title=’Correlazione’
plot,correl,ystyle=1
window,/free,title=’Funzione di Struttura’
plot,structf,ystyle=1
endif
endif else begin
;ACF BIDIMENSIONALE
correl=fltarr(2*lag+1,2*lag+1)*0.
structf=fltarr(2*lag+1,2*lag+1)*0.
for h=-lag,lag do begin
for k=-lag,lag do begin
C=fltarr(nx,ny)*0.
S=fltarr(nx,ny)*0.
for i=0,nx-1 do begin
for j=0,ny-1 do begin
count=0.
if (i+h le nx-1 and i+h ge 0. and j+k le ny-1 and j+k ge 0.)then begin
C(i,j)=C(i,j)+double(map(i,j)*map(i+h,j+k))
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S(i,j)=S(i,j)+(double(map(i,j)-map(i+h,j+k)))^2
count=count+1.
endif
if count gt 0. then begin
C(i,j)=C(i,j)/count
S(i,j)=S(i,j)/count
endif
endfor
endfor
correl(h+lag,k+lag)=total(C)/n_elements(C)
structf(h+lag,k+lag)=total(S)/n_elements(S)
endfor
endfor
correl=correl/max(correl)
;costruisco la scala degli assi x e y per la
;rappresentazione della ACF 2D
x=findgen(2*lag+1)-lag
y=findgen(2*lag+1)-lag
if (keyword_set(interpol) ne 0.) then begin
x=findgen(2*lag*5+1)/5.-lag
y=findgen(2*lag*5+1)/5.-lag
correl=min_curve_surf(correl,xgrid=[-lag,1.],ygrid=[-lag,1.],xout=x,yout=y)
structf=min_curve_surf(structf,xgrid=[-lag,1.],ygrid=[-lag,1.],xout=x,yout=y)
endif
if (keyword_set(mute) ne 1) then begin
loadct,39
window,/free,title=’Correlazione’
contour,correl,x,y,nlevels=20,/fill,xstyle=1,ystyle=1
window,/free,title=’Funzione di Struttura’
contour,structf,x,y,nlevels=20,/fill,xstyle=1,ystyle=1
loadct,0
endif
endelse
end
7.2.4 Relazione Scala-Velocita´
pro datacube_velsize,v,cube,vlsr,arrout,xout=xout,$
velint=velint,count=count,indsamples=indsamples,sigma=sigma
;Programma per il calcolo della relazione scala-velocita
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if (keyword_set(velint) ne 1.) then begin
velint=2.
endif
s=size(cube)
s1=s[1]
s2=s[2]
;determino lag massima
maxsize=min([s1,s2])
war=0. ; segna quanti warning sono stati emessi da single_lineprops
countarr=fltarr(maxsize)
arrout=fltarr(6,maxsize)*0.
count=0.
for i=0,s1-1 do begin
for j=0,s2-1 do begin
;calcolo la dispersione della riga di ogni singolo spettro con
;single_lineprops.pro e ne faccio la media pesata con
;il segnale/rumore
props=single_lineprops(v,cube[i,j,*],vlsr,/mute,velint=velint,warning=wa)
if (finite(props[2])) then begin
arrout[*,0]=arrout[*,0]+props*props[5]
count=count+props[5]; peso con il segnale_rumore
war=war+wa
endif
endfor
endfor
countarr[0]=count
arrout[*,0]=arrout[*,0]/count
;per ogni dimensione ’siz’, suddivido la regione nel massimo
;numero di quadrati siz*siz che posso cotruire al suo interno.
;per ognuna di queste regioni produco un profilo integrato e
;calcolo la dispersione di velocita
for siz=1,maxsize-1 do begin
ix=s1-siz
iy=s2-siz
count=0.
for i=0,ix-1 do begin
for j=0,iy-1 do begin
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datacube_sum,cube[i:i+siz,j:j+siz,*],sum
props=single_lineprops(v,sum,vlsr,/mute,velint=velint,warning=wa)
if (finite(props[2])) then begin
arrout[*,siz]=arrout[*,siz]+props*props[5]
count=count+props[5]
war=war+wa
endif
endfor
endfor
countarr[siz]=count
arrout[*,siz]=arrout[*,siz]/count
endfor
xout=findgen(n_elements(arrout[0,*]))+1.
if (keyword_set(mute) ne 0.) then begin
window,/free
plot,xout,arrout[0,*]/max(arrout[0,*]),linestyle=1
legend,[’Centroidi’,’T_a’,’Dispersione’,’Skew’,’Kurtosis’,’S/N’],$
linestyle=[1,2,3,4,5,6]
oplot,xout,arrout[1,*]/max(arrout[1,*]),linestyle=2
oplot,xout,arrout[2,*]/max(arrout[2,*]),linestyle=3
oplot,xout,arrout[3,*]/max(arrout[3,*]),linestyle=4
oplot,xout,arrout[4,*]/max(arrout[4,*]),linestyle=5
oplot,xout,arrout[5,*]/max(arrout[5,*]),linestyle=6
endif
count=countarr
indsamples=fltarr(maxsize)
for i=0,maxsize-1 do begin
;numero di campioni indipendenti
indsamples(i)=(s1/(i+1))*(s2/(i+1))
endfor
;calcolo l’errore dallo scarto quadratico medio
;delle dispersioni dei profili
if keyword_set(sigma) then begin
sigma=fltarr(6,maxsize)
count=0.
for i=0,s1-1 do begin
for j=0,s2-1 do begin
props=single_lineprops(v,cube[i,j,*],vlsr,/mute,velint=velint)
if (finite(props[2])) then begin
sigma(*,0)=sigma(*,0)+(props-arrout(*,0))^2*props[5]
count=count+props[5]; peso con il segnale_rumore
endif
endfor
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endfor
sigma(*,0)=sigma(*,0)/count
for siz=1,maxsize-1 do begin
ix=s1-siz
iy=s2-siz
count=0.
for i=0,ix-1 do begin
for j=0,iy-1 do begin
datacube_sum,cube[i:i+siz,j:j+siz,*],sum
props=single_lineprops(v,sum,vlsr,/mute,velint=velint)
if (finite(props[2])) then begin
sigma(*,siz)=sigma[*,siz]+(props-arrout(*,siz))^2*props[5]
count=count+props[5]
endif
endfor
endfor
sigma[*,siz]=sigma[*,siz]/count
endfor
sigma=sqrt(sigma)
endif
end
7.2.5 Ricampionamento di una mappa su una griglia di coordinate a risolu-
zione minore
function datacube_regrid,cube,x,y,xout,yout
;Programma per il campionamento di una mappa su
;una griglia di coordinate a risoluzione minore
s=size(cube)
s1=s(1)
s2=s(2)
s3=s(3)
;risoluzione della griglia di output
deltout=abs(xout(1)-xout(0))
cubeout=fltarr(n_elements(xout),n_elements(yout),s3)*0.
;per ogni punto della griglia di output calcolo il profilo
;mediato sulle posizioni della mappa in un raggio ’deltout’,
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;pesandolo con una gaussiana con FWHM uguale alla risoluzione
;della griglia di uscita
for i=0,n_elements(xout)-1 do begin
for j=0,n_elements(yout)-1 do begin
gwtot=0.
for h=0,s1-1 do begin
for k=0,s2-1 do begin
dist=sqrt((xout(i)-x(h))^2.+(yout(j)-y(k))^2.)
if (dist le deltout) then begin
;peso gaussiano:
gw=gaussfunction(dist,sigma=deltout/(sqrt(8*alog(2))))
gwtot=gwtot+gw
cubeout(i,j,*)=cubeout(i,j,*)+cube(h,k,*)*gw
endif
endfor
endfor
if (gwtot ne 0.) then begin
cubeout(i,j,*)=cubeout(i,j,*)/gwtot
endif
endfor
endfor
return,cubeout
end
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