The solution to a multiobjective optimization problem (MOP) consists of the nondominated set that portrays all relevant trade-off information. The ultimate goal is to identify a Decision Maker's most preferred solution without generating the entire set of nondominated solutions. We propose a bilevel programming formulation that can be used to this end. The bilevel program is capable of delivering an efficient solution that maps into a given set, provided that one exits. If the Decision Maker's preferences are known a priori, they can be used to specify the given set. Alternatively, we propose a method to obtain a representation of the nondominated set when the Decision Maker's preferences are not available. This requires a thorough search of the outcome space. The search can be facilitated by a partitioning scheme similar to the ones used in global optimization. Since the bilevel programming formulation either finds a nondominated solution in a given partition element or determines that there is none, a representation with a specified coverage error level can be found in a finite number of iterations. While building a discrete representation, the algorithm also generates an approximation of the nondominated set within the specified error factor. We illustrate the algorithm on the multiobjective linear programming problem.
Introduction
Many decision making models take into account a single objective. However, most real life decision making problems are more complex and require considering several conflicting objectives in the decision making process. When a mathematical programming framework is utilized to model such problems, the result is a multiobjective optimization problem (MOP) which is a generalization of traditional single-objective optimization. In multiobjective optimization, the set of efficient solutions is sought instead of an optimal solution. An efficient solution has the property that no improvement in any objective is possible without sacrificing at least in one other objective. The collection of all efficient solutions of an MOP is called the efficient set. This set portrays all relevant trade-off information to a Decision Maker and its image under the objective functions is called the nondominated set [13] .
When preferences of the Decision Maker are known a priori, a single objective formulation can replace the multiobjective problem by means of aggregation and scalarization. When the Decision Maker's preferences are allowed to evolve during a process of searching for a most preferred solution, an interactive approach may reconstruct the single objective problem several times until a satisfactory solution is obtained. When there is no information about Decision Maker's preferences, obtaining the entire nondominated set becomes the goal, which leads to a computationally prohibitive task except for some special cases. The computational difficulties encountered by methods that seek the entire efficient set have hindered their applicability in realistic settings. To date, interactive methods remain as viable tools despite the fact that they may not be able to guarantee not missing out a truly most preferred solution. A line of research has emerged that suggests obtaining a finite discrete subset of the nondominated set, usually referred to as a representation, as a solution. As we also propose an approach for finding a representation, we will provide a detailed review of this literature after we briefly look at approaches that are designed to find the entire nondominated set.
In multiobjective linear programming (MOLP) problems, the efficient set can be defined as a union of efficient faces [53] . The exact methods for MOLP aim to generate all extreme efficient solutions or all efficient faces of MOLP (see, for e.g., [4] , [12] , [40] ). In multiobjective discrete optimization (MODO), generating all efficient solutions may be computationally expensive even in relatively small problems [29, 7] . Finding only extreme supported efficient solutions [38, 36] may therefore be considered. Multiobjective mixed integer programming (MOMIP) problems are difficult to solve because of the isolated portions of the nondominated set [50, 45] . For MOMIP problems, characterization of the nondominated set is a major challenge, and the current methods are mostly limited to biobjective problems [45] .
An early work on representations is Benson and Sayın's global shooting procedure that seeks to find global representations of an MOP with a compact feasible set by constructing a special simplex that contains the feasible set in objective space [3] . Das and Denis propose the boundary intersection method for finding an evenly distributed set of solutions in the nondominated set [8] . Recently Shao and Ehrgott combine these methods to obtain well distributed nondominated solutions for MOLP [44] . Other methods for finding representations are due to Kim and De Weck for bicriteria nonconvex problems [27] and general MOPs [28] , Sylva and Crema [46] and Masin and Bukchin [33] for MOMIP problems and Karasakal and Koksalan for MOLP [26] . All of these approaches aspire to deliver good representations whereas the definition of a good representation is discussed more extensively in other studies.
Different measures have been introduced to quantify the quality of a representation [41, 17] . One of the frequently used measures is the coverage error. This measure assumes that each element of the nondominated set is represented by a closest element in the repre-sentation, the distance between the two is the coverage error for that particular point, and the worst represented element of the nondominated set determines the coverage error for the representation. Several methods have been proposed to generate representations that satisfy some of these quality measures. In [42] , Sayın gives a method for MOLP problems to find a discrete representation with a specified coverage error level or the maximum coverage possible given a target cardinality by using a mathematical program. Sayın and Kouvelis [43, 30] propose a parametric search algorithm with min-max type subproblems to generate a representation with specified coverage error for biobjective discrete optimization problems. For the same problem, Hamacher et al. generate the representation by using boxes and ε-constraint method [22] . Bokrantz and Forsgren introduce an algorithm to approximate nondominated sets of convex problems [5] . They control the quality of the approximation by using the Hausdorff distance between the outer and the inner approximations.
Another common quality measure is the uniformity of the solutions in the representation. Eichfelder gives a method to generate a representation considering the spacing of the solutions in the set [15, 16] . Leyffer formulates the problem of finding a maximally uniform representation of the nondominated set with a given number of solutions for convex multiobjective optimization problems as a mathematical program with complementarity constraints [31] . Faulkenberg et al., addressing a similar problem, use a bilevel programming formulation in which the upper level formulation controls spacing and the lower level formulation generates the nondominated solutions [18] . Other methods that focus on the bicriteria problem are due to Pereyra et al. [37] and Vaz et al. [47] .
In this study, we propose an approach that is capable of focusing on particular regions of interest in the nondominated set. If there is prior information about the preferences of a Decision Maker and these can be expressed via constraints in a mathematical programming setting, our proposed bilevel programming formulation is capable of returning a nondominated solution from the set, provided that one exists. When preferences are not known a priori, this formulation can be used in a method that generates a representation of the nondominated set with respect to a specified coverage error. To do this, we apply partitioning ideas that have been utilized in global optimization [24] to the image of the feasible set in the outcome space. For each partition element, a bilevel programming based subproblem is solved. Once solved, the subproblem either returns a nondominated solution from the partition element or determines that none exists. Depending on this outcome, the partition element is either subdivided and refined further or eliminated from the search. We show that our proposed algorithm is finite, and the resulting representation satisfies the specified coverage error. Moreover, an approximation of the nondominated set is also obtained.
In the following section, we present general definitions for MOP and present the bilevel programming formulation which is used to find a nondominated solution in a given set. In Section 3, the representation algorithm that is built on the bilevel programming based subproblem and related results are given. In Section 4, the representation algorithm is illustrated on MOLP problems by using rectangles as partition elements. Finally, conclusions are presented in Section 5.
2 Definitions and a Bilevel Programming Based Formulation
In multiobjective optimization, p objective functions f j : R n → R for all j ∈ {1, . . . , p} are minimized simultaneously. The feasible set is denoted as X ⊆ R n . Each feasible solution x ∈ X is mapped into its corresponding objective vector y = f (x) and Y = {y ∈ R p : y = f (x) for some x ∈ X } is the set of feasible outcomes in the objective space. We assume that objective functions are continuous and X is compact. Hence, Y is also compact. In mathematical terms, MOP is defined as:
Due to conflicting objectives, MOP is expected to have more than one solution. These solutions are called efficient solutions. In the definition below and thereafter, we use < and ≤ not in the vector sense but componentwise, i.e. for y, z ∈ R n , y < (≤)z means y i < (≤)z i for all i = 1, . . . , n.
Definition 1.
A solution x * ∈ X is called an efficient solution if there exists no feasible solution x ∈ X such that f j (x) ≤ f j (x * ) for all j ∈ {1, . . . , p} and there exists ∈ {1, . . . , p} such that f(x) < f(x * ). For an efficient solution x * , f (x * ) ∈ R p is referred to as a nondominated solution in the outcome space.
The set of all efficient solutions for MOP is called the efficient set and is denoted as X E . The image of the efficient set in the objective space is called the nondominated set and is denoted as Y N , i.e. Y N = {y ∈ R p : y = f (x) for some x ∈ X E }.
We model the problem of finding a nondominated solution in a given closed set S ⊆ R p as a bilevel programming problem. The upper and lower decision variables are x ∈ R n and z ∈ R n respectively.
In the above formulation, d(·, ·) is a metric defined on R p , and w ∈ R p is a given positive weight vector. The feasible set of the bilevel program is
For any x ∈ X and f (x) ∈ S, the rational reaction set for the lower level formulation is
In BPP, for any x ∈ R n , the lower level aims to find a solution z ∈ X such that all components of f (z) are less than or equal to f (x). In other words, while the upper level problem seeks a feasible solution whose image is in S, the lower level problem seeks a feasible solution in X that might dominate it. The goal of BPP is to minimize the distance between the images of the two solutions x ∈ X with f (x) ∈ S and z ∈ Ω(x) in the outcome space. In doing so, the subproblem serves as an indicator of existence of nondominated solutions in S. Before we build the results that are needed to illustrate this, we note that in a solution to a bilevel program in general, there might be alternative optimal solutions to the lower level problem and the choice among these alternative solutions might impact the upper level objective function. This has led to modeling the reaction of the lower level problem in an optimistic or pessimistic sense. In our case, all lower level alternative optimal solutions have the same image in the outcome space. Since the upper level objective function measures distances in the outcome space, we do not need to emphasize a particular way of modeling the lower level reaction.
Proof. Let x 0 ∈ X be such that f (x 0 ) ∈ S. Note that x 0 is feasible to the lower level problem, i.e. the lower level problem cannot be infeasible as long as the upper level problem is feasible. Since X is compact and f is continuous, min
exists and is achieved at some z 0 ∈ X . Thus Ω(x 0 ) = ∅ follows.
The above result indicates that BPP is always well-defined and any infeasibility of BPP might stem from the upper level problem. We now explore the relationship between efficiency of an x ∈ X and its optimality to BPP. Proposition 1. Let w > 0 and S ⊆ R p be given. For any x ∈ X such that f (x) ∈ S, any z * ∈ Ω(x) is efficient.
Proof. Letx ∈ X be such that f (x) ∈ S. Pick z * ∈ Ω(x). Suppose, to the contrary, that z * is not efficient. Then ∃z ∈ X such that f (z ) ≤ f (z * ) with f(z ) < f(z * ) for somê  ∈ {1, . . . , p}. Then f (z ) ≤ f (z * ) ≤ f (x) so that z is feasible to the lower level problem and w T f (z ) < w T f (z * ), which contradicts that z * ∈ Ω(x). Thus we conclude that z * is efficient.
Our lower level problem is closely related to a scalarization studied in [25] where it is shown that for a given x ∈ X , the scalarization will deliver efficient solutions. Along with Proposition 2, Proposition 1 will lead to key results that follow below.
Proposition 2. Let w > 0 be given. For a given S ⊆ R p , for any efficient solution with f (z * ) ∈ S, there exists x * ∈ X such that z * ∈ Ω(x * ).
, which would contradict efficiency of z * . Thus we conclude that z * ∈ Ω(x * ).
Proposition 3. Let w > 0 be given. For a given set S ⊆ R p , if there exists (x * , z * ) that solves the bilevel programming formulation
Proof. Let w > 0 and S ⊆ R p be given. Let (x * , z * ) be an optimal solution of BPP with
Note that z * ∈ Ω(x * ) since (x * , z * ) is optimal to BPP. Hence, by Proposition 1, z * is an efficient solution and 
ii An optimal solution (x * , z * ) to BPP exists and
Then (x , z ) where z = x is feasible to the bilevel formulation. Moreover, d(f (x ), f (z )) = 0, which contradicts optimality of (x * , z * ).
Hence we conclude that S ∩ Y N = ∅ must hold.
To summarize, Theorem 1 states that BPP can be used to identify existence of nondominated solutions in a set. An infeasible BPP implies that S ∩ Y = ∅. A feasible BPP with a positive optimal objective function value (of the upper level problem) implies that S ∩ Y N = ∅. A feasible BPP with a zero optimal objective function value implies that S ∩ Y N = ∅ and x * ∈ X such that f (x * ) ∈ S ∩ Y N is returned. Figure 1 .c. For the x 0 ∈ X and w > 0 given in the figure, the rational reaction set has one element, z * ∈ Ω(x 0 ) such that f (z * ) ∈ Y N (Figure 1.c) . In this case, (x 0 , z * ) is not an optimal solution to BPP since d(f (x 0 ), f (z * )) > 0 whereas for a nondominated solution that is in S an upper level objective value of zero is possible.
The results above hold for a general MOP and an arbitrary closed set S. Hence, the bilevel formulation can be used to solve different MOP problems. In particular, an interactive use of BPP can be envisioned. In interactive methods, the Decision Maker is involved in the solution process and continuously interacts with the method to determine the most preferred solution [21] . The Decision Maker expresses preferences at each iteration in order to get efficient solutions that are of interest to her/him and learn what kind of solutions are attainable [34] . When the Decision Maker's preferences are expressed by using the set S, BPP is able to determine a nondominated solution that satisfies the Decision Maker's preferences. If there exists no such nondominated solution, BPP identifies it as well and the Decision Maker's preferences can be updated to rebuild S.
Before we proceed to discuss how BPP can be used to obtain a representation of the nondominated set of MOP when a set S describing the Decision Maker's preferences is not readily available, we note that there are several issues surrounding solution of BPP for the general case. In addition to the known difficulty of solving bilevel problems in general [1] , the structure of our problem may pose challenges. In particular, Slater's condition need not hold for some upper level feasible solutions because of the domination constraints in the lower level problem in BPP. As noted by Jahn in a single level study of the scalarization that corresponds to our lower level problem, when an efficient solution is present on the right hand side, the feasible set of the problem may become a singleton, thus violating Slater's condition [25] . In a bilevel setting, this may hurt the equivalence between a bilevel program with a convex lower level problem and a mathematical program with complementarity constraints as demonstrated in [10] , rendering a Karush-Kuhn-Tucker (KKT) transformation ineffective. Several solution methods have been proposed to solve different types of bilevel programs with convex lower level problems such as the descent approach [48] , bundle algorithm [9] , penalty approach [32] , trust-region method [6] , smooth approximation of the KKT transformation [20] and reformulating the problem as a binary integer programming problem [19] . In addition, more complex bilevel programs have been studied such as problems with discrete variables [2, 49] , with nonconvex lower level problems [35] and research on such problems is ongoing. BPP for MOLP can be solved with relatively well-established methods [51] . In Section 4, a KKT formulation reformulated with binary variables will be given for this case.
Finding a Representation of the Nondominated Set
In order to obtain a representation of the nondominated set with a specified coverage error, partitioning the image of the feasible region in the objective space into smaller sets and working on each partition element is a key aspect of our approach. BPP is used as a subproblem to examine whether the partition element contains any nondominated solutions or not. The quality of the representation is then improved via further partitioning, which is performed using a subdivision process in the spirit of those used in global optimization methods. We provide definitions about partition elements and their subdivision as well as definitions of representations and approximations. We then state the algorithm and discuss its validity and finiteness.
Partition Elements and Their Subdivision
An idea that has been used in branch and bound type global optimization approaches is to embed the feasible set into a simple polytope or a convex polyhedral set such as a rectangle, simplex or a polyhedral cone to facilitate computation of a bound for the original problem. This set is then broken into smaller pieces and the bounding operation is repeated [24] . We utilize this well-established infrastructure of partitioning to build a representation. We first define a partition.
Definition 2. Let P 0 be a subset of R p and I be a finite subset of indices. A set {P i : i ∈ I} of subsets of P 0 is said to be a partition of P 0 if P 0 = ∪ i∈I P i , P i ∩ P k = ∂P i ∩ ∂P k for all i, k ∈ I and i = k where ∂P i denotes the boundary of P i [24] .
A subdivision procedure is applied to a chosen partition element with the goal of replacing it with a finite number of newly formed partition elements. Let δ(P) denote the diameter of a partition element P, which is determined as the maximum distance between two elements of P, i.e. δ(P) = sup y,ȳ∈P d(y,ȳ). With this notation, exhaustiveness of a subdivision procedure is defined as follows.
Definition 3.
A subdivision procedure is called exhaustive if lim i→∞ δ(P i ) = 0 for all nested subsequences {P i } of partition elements generated by the subdivision [24] .
The idea in our procedure is to start with an initial partition element P 0 that contains Y and thus Y N . Then BPP is solved with this partition element. Then and thereafter, a current partition element will be subject to a subdivision procedure, i.e. it will be divided into smaller subsets in a way to yield partition elements of the same structure. Validity and finiteness of our approach rely on the exhaustiveness of the procedure.
Representations
Any finite discrete subset of the nondominated set is called a representation and is denoted as Y R . A representation should contain points from every portion of the nondominated set without missing any region. This is captured by the coverage error as defined in [41] and computed as
In (1), any point in the nondominated set y ∈ Y N is represented by a closest point in the representation. The worst represented point in the nondominated set determines the coverage error associated with representation Y R . This measure is related to the one-sided Hausdorff distance between two sets A and B given by d(A, B) = sup x∈A inf y∈B d(x, y) [23] . Under our assumptions of a compact X and continuous f j 's, the coverage error of representation Y R is equivalent to the one-sided Hausdorff distance. Therefore from here on we use the notation d(Y N , Y R ) to denote the coverage error of representation Y R .
Our algorithm generates a representative set that conforms to a specified coverage error level α ∈ R. Note that although the definition of an α-representation relies on Y N , the representation is generated and must conform to this standard in the absence of Y N .
Another concept in MOP is that of an approximation. Unlike representations, approximation sets may contain infinitely many solutions which are not necessarily nondominated but are within a certain proximity of the nondominated set. Approximate nondominated solutions are traditionally defined as feasible solutions that are not necessarily nondominated. These solutions usually become nondominated when subjected to some perturbation. The algorithm we are about to present generates an approximation that is consistent with the concept of -efficiency in general and with a definition labeled as E 1 in [52] in particular. E 1 is a strong approximation that guarantees existence of an efficient point within a distance of . The outcome version of E 1 can be defined as Y 1 ( ) = {y ∈ Y : there existsȳ ∈ Y N such that d(y,ȳ) ≤ } [52] . We will later show that for a given α, our approximation Y A satisfies Y A ⊆Ȳ 1 (α). although our approximate solutions are not guaranteed to belong to Y and can come from R p , they are guaranteed to conform with a given proximity requirement.
The Representation Algorithm
A P 0 that covers Y can be built in accordance with the procedures used in global optimization methods developed for the particular type of partition element in use [24] . In the examples given in the next section, we illustrate one way of building P 0 with rectangular partition elements. The algorithm initiates a search list that consists of P 0 as the only partition element. In each iteration, the algorithm picks a partition element from the search list and solves BPP. If there exists an efficient solution whose image is in partition element P, then the algorithm subdivides P into smaller partition elements. If there exists no nondominated solution in P, the algorithm removes P from the search list. Since our aim is to obtain an α-representation, we can eliminate some of the partition elements whose elements are within an α distance of the current representation. In other words, if d(P, Y R ) is less than or equal to desired coverage error level α, then further subdivision of P is not necessary and it can be eliminated from the search.
Finally, some of the partition elements can be eliminated by using dominance ideas. Let (x * , z * ) be an optimal solution of BPP. By Proposition 1, z * ∈ X E . Then the region f (z * ) dominates and the region that consists of the points dominating f (z * ) cannot contain any nondominated solutions. We define R 1 (f (z * )) = {y ∈ R p : y < f (z * )} and R 2 (f (z * )) = {y ∈ R p : y > f (z * )}. Hence, any partition element P with P ⊆ R 1 (f (z * )) or P ⊆ R 2 (f (z * )) can be eliminated.
The algorithm terminates when there exists no element in the list. We call this algorithm Representative Set Generation Algorithm (RSGA). A formal description of RSGA is given below.
Representative Set Generation Algorithm Input: Desired coverage error (α), MOP (objective functions f j , j ∈ {1, . . . , p}, feasible set X ), P 0 that contains Y, positive weight vector w ∈ R p . Output: an α-representation of the nondominated set (Y R ) and an approximation of the nondominated set (Y A ).
Step 0. Y R = ∅, Y A = ∅. Initialize the list L = {P 0 } where Y ⊆ P 0 . k:=1.
Step k.1 If L is empty, return representative set Y R , approximation set Y A and stop.
Otherwise, pick a partition element from the list L with a largest diameter, i.e. P k ∈ arg max P∈L δ(P).
k.1.1. If there exists y ∈ Y R such that y ∈ P k , then go to Step-k.2. Else, solve BPP with P k ⊆ R p and w > 0. If BPP is feasible, let (x * , z * ) denote an optimal solution. Otherwise, set L = L \ {P k }, k:=k+1. Go to Step k.1.
Step-k.1.
Step k.2. Construct a partition of P k . Let L k be the collection of all new partition elements.
RSGA starts to search the outcome space with a sufficiently large set P 0 and iteratively refines the initial partition by obtaining new nondominated solutions. Some of the subsets of the initial search space are removed if either there exists no nondominated solution in the partition element or the partition element satisfies the acceptable coverage error level α. Note that if Y N = ∅ RSGA will terminate during its first iteration returning Y R = ∅. In what follows, we assume that Y N = ∅. For most of the results below, the subdivision procedure used in RSGA must be exhaustive. Therefore we also assume that an exhaustive subdivision procedure is employed.
Lemma 2. Suppose α = 0 in RSGA. Let δ k denote the diameter of the partition element picked at step k of RSGA, i.e. δ k = δ(P k ) = max P∈L δ(P). Then {δ k } is an infinite sequence and lim k→∞ δ k = 0.
Proof. First, observe that the algorithm stops when the list of partition elements becomes empty. A partition element P is discarded in step k.1.1 when P ∩ Y = ∅, in step k.1.3 or k.2.1 when P ∩ Y N = ∅. Hence a partition element P with P ∩ Y N = ∅ can only be discarded in step k.2.2, which implies with α = 0 such partition elements cannot be eliminated and remain in the list L. Thus RSGA generates an infinite sequence δ k . Next, observe that δ k is a nonincreasing sequence bounded from below and must converge. Since an exhaustive subdivision procedure is used, there exists a nested subsequence of {P k } such that lim i→∞ δ(P k i ) = 0. Thus lim k→∞ δ k = δ(P k ) = 0 follows. Proof.
Observe that α k ≥ 0 for all k and
R . Now, let y 0 ∈ Y N be an arbitrary point. Then y 0 ∈ P 0 . As discussed in proof of Lemma 2, a partition element that contains y 0 can only be eliminated in step k.2.2 when it satisfies the coverage condition. This implies that with α = 0, such partition elements cannot be eliminated. Therefore a nested sequence of partition elements P 0 ⊇P 1 ⊇ . . . ⊇P i ⊇ . . . are generated throughout the algorithm such that y 0 ∈P i for all i. Moreover, lim i→∞ δ(P i ) = 0 since an exhaustive subdivision procedure is used. This implies, for any > 0, ∃N such that for all i ≥ N , max y,ȳ∈P i d(y,ȳ) < . Pickî > N . Then maxȳ ∈Pî d(y 0 ,ȳ) < . Since lim k→∞ δ k = 0 by Lemma 2, RSGA will set Pk =Pî at some iterationk, obtain y * ∈ Y N ∩ Pk and set Yk R = Yk
Since y 0 ∈ Y N is arbitrary, it can be stated that for any > 0, there exists N such that for Proof. From Lemma 2, for any α > 0, there exists an iterationk such that δk becomes less than α. We will argue that Pk will be eliminated from L, even if Pk ∩ Y N = ∅ (otherwise Pk is clearly eliminated as discussed before). If RSGA does not detect a y * ∈ Pk ∩ Y R , then BPP will be solved and y * ∈ Pk will be added to Y R . Thus when step k.2 is executed, for any subsetP of Pk, d(P, Y R ) ≤ α will hold, leading to their elimination. This proves that RSGA is finite, and for any partition element with nondominated points at elimination, the coverage error requirement is met.
Proof. Partition elements that contain nondominated solutions can only be eliminated in k.2.2 and whenever they are eliminated from the search list, they are added to Y A . Therefore
Thus for any y ∈ Y A , there exists y * ∈ Y N such that d(y, y * ) ≤ α.
Note that we do not have Y A ⊆ Y 1 (α), as our partition elements may contain points that are not in Y.
Above, C ∈ R p×n represents the objective coefficients, A ∈ R m×n is the matrix of technical coefficients, b ∈ R m is the right hand side vector, and x ∈ R n is the vector of decision variables. We define c = C T w and let S = {y ∈ R p : l ≤ y ≤ u}. S is a rectangle with lower vertex l ∈ R p and upper vertex u ∈ R p . The vertices may be indicated by a Decision Maker as specifications on objective function values or may be determined so as to describe P 0 as we will discuss shortly. With this notation, BPP can be expressed as follows.
We will reformulate it as a single-level integer programming problem [19] . This approach utilizes KKT optimality conditions for the lower level problem to turn BPP into a single level optimization problem [11] and manages complementarity constraints via binary variables. Let ω ∈ R m , π ∈ R n and µ ∈ R p be the dual variables associated with Az ≤ b, z ≥ 0 and Cz ≤ Cx, respectively. For the complementary slackness condition, three sets of binary variables, o ∈ {0, 1} m , t ∈ {0, 1} n and v ∈ {0, 1} p , are defined. Let M be a sufficiently large number, and I denote the n × n identity matrix. Our formulation is given by
This formulation can be linearized if the 1 -norm or the ∞ -norm is used in the objective function following the procedure given in [41] . Below, we will give two examples where we use the 1 -norm. In both examples, we compute representations and approximations with different quality specifications. We define the initial rectangle P 0 as P 0 = {y ∈ R p : y I ≤ y ≤ y U } where y I j = min x∈X f j (x) and y U j = max x∈X f j (x). We employ bisection using a longest edge for subdivision, which is an exhaustive process [24] . The weights of the lower level problem are set to 1, w = 1.
Our first MOLP problem has n = p = 2 with the following parameters given below [13] .
Outcome space and the nondominated set (bold faces of the two-dimensional polytope) are shown in Figure 2 . To compute the coverage error, we use the ∞ -norm normalized with respect to objective value ranges. In Figure 2 In the same figure, approximations of the nondominated set obtained by RSGA with the three α levels are given.
We compute the exact coverage errors associated with these representations using the fact that the nondominated set of the problem is a union of nondominated faces, which turn out to be 0.0313 for α = 0.05, 0.0625 for α = 0.10, and 0.1667 for α = 0.20. In Figure 2 , we also mark the worst represented point of the nondominated set with a "+."
The second problem has n = p = 3 and C = −I [3] . To make interpreting the three-dimensional figures easier, we illustrate the problem as a maximization problem therefore multiplying each component of the results by -1. The feasible set in outcome space and the nondominated set (shaded faces of the polytope) are shown in Figure 3 . In this figure, representative sets with 0.05, 0.10 and 0.20 coverage errors are given. The cardinality of representative sets are 585, 164, and 43, respectively. RSGA solves 1026, 278, and 72 subproblems until termination. In Figure 4 , approximations of the nondominated set obtained by RSGA with the three α levels are given. The exact coverage errors associated with these representations are 0.0495 for α = 0.05, 0.0778 for α = 0.10, and 0.1477 for α = 0.20. Again, we show the worst represented point of the nondominated set with a "+" marker.
On sample MOLPs, we observe that representations are well-dispersed over the nondominated set (uniformity), and the number of nondominated solutions (cardinality) in the representative set decreases significantly when we double the allowed coverage error level although the procedure does not have direct control over these measures. 
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We propose a bilevel programming formulation that can identify nondominated solutions in a targeted region associated with an MOP. We suggest that the formulation may be used in an interactive way if preferences of the Decision Maker can help express the region in terms of constraints. When this is not possible, we suggest the formulation can be embedded into a search framework as those used in global optimization and a representation of the nondominated set that conforms to a quality specification in terms of coverage error can be obtained as well as an approximation with certain properties. We show that the representation algorithm is finite when a positive quality level is chosen and the representation delivered converges to the nondominated set when the quality level is chosen as zero.
There are several paths to follow for further research. An immediate extension might explore interactive use of BPP. In particular, translating the Decision Maker's preferences into building the set S in a good way requires further research. Although our lower level problem incorporates weights, the upper level problem optimizes distances in the objective space and is indifferent among nondominated solutions in S when several such solutions exist. It is possible to use a metric that involves weights in the upper level objective function. Whether this would guide the search in a desired direction requires experimentation.
Our approach for finding representations and approximations is presented in a standard way here and several variations may be possible. Choice of different partition elements and construction of a tighter initial one may be worth exploring. Stronger dominance elimination techniques might be sought. Alternative search strategies other than largest diameter first might be investigated.
It may be possible to use BPP for finding the nadir point of MOP. The nadir point is constructed from the worst objective function values over the efficient set and determination of the nadir point is generally a hard problem [14] . To obtain the nadir value for one of the objective functions, for instance f 1 , BPP can be utilized to conduct a line search between a lower bound on the nadir value, for instance obtained via the pay-off table, and an upper bound on the nadir value, for instance the associated component of the ideal solution. Initially S can be chosen so as to contain all nondominated solutions and can be constrained on values of f 1 only in order to facilitate a desired line search. Whether such an approach is computationally competitive requires further investigation.
BPP is a subproblem with strong theoretical aspects and serious numerical limitations. Computational and numerical challenges associated with solving BPPs with different structures may be studied, including an assessment of the impact and implications of solving the bilevel programming subproblem heuristically. As we build upon bilevel programming and global optimization, implications of recent research findings in these fields on solving BPP may be explored. Clearly, alternative subproblems with equivalent theoretical and better numerical aspects can be sought.
