Abstract-Compared to other one-step integration methods, the 4th-order Runge-Kutta is much more accurate while still consisting in a rather reduced algorithmic structure. However, in terms of the computing power, it is more expensive than others. While the Forward Euler's method updates the state variable with a single evaluation of the derivative, 4th-order Runge-Kutta's method requires four. This is the reason why, when simulation speed is a central matter, e. g. in the digital emulation of CNN dynamics, the speed-accuracy trade-off is resolved in favour of the simpler, though less accurate, methods. A workaround for the computationally intensive calculation of the state variable update can be found for certain CNN models. If a FSR CNN model is employed, where the state variable is not allowed to go beyond the limits of the linear region of the cell output characteristic, the output can be identified with the state. In these conditions, and having linear templates, the update of the state variable can be computed, for a 4th-order RungeKutta's method, with a single function evaluation. It means that a digital emulation of the CNN dynamics following this method is as light-weighted as a Forward Euler's integrator, but much more accurate.
I. INTRODUCTION
After the invention of the CNN, an agile but reliable integration algorithm for the simulation of CNN dynamics was needed. Several numeric integration methods, commonly employed in engineering, were surveyed and compared [1] . From these studies, the major conclusion was that simulation speed and the accuracy of the results had to be traded off according to the application needs. In this regard, CNN simulators developed along the years [2] [3] [4] [5] [6] [7] have been providing various different integration cores. This, for the user to select the most appropriate integrator for his/her speed/accuracy requirements. In all the cases, the 4th-order Runge-Kutta (RK4) method [8] represents a good compromise between computational effort and accuracy. However, when very demanding timing requirements are to be met, what is the case for real-time emulation of CNN dynamics, the use of RK4 is impractical. Either the available computing power is not enough to meet the requirements, or the amount of hardware to be incorporated to each processing element results in an unusefully small network. A much simpler Forward Euler's method (FE), instead of RK4, is usually employed either if a dedicated architecture is devised [9] [10] [11] , or a general purpose architecture with parallel data processing capabilities is programmed to implement a CNN operating at high speed [12, 13] . The reason behind this widespread use of FE method can be easily seen from the inspection computational requirements. The objective of an integration method is the dicrete-time emulation of this equation:
where the time-derivative of vector x, which represents the state of the system, is given by a function of the state itself, and either explicitly or implicitly, of time. Numerical integration of such equation consists in the approximation of the integral:
Following the FE algorithm, it is approximated by:
what means that function f (x, t) is evaluated only once, precisely at the beginning of the interval. On the other side, RK4 estimates the integral in Eq. (2) by:
where:
From these equations, it results obvious that, in the more general case, updating the state variable in RK4 requires four evaluations of f (x, t). However, there are special cases in which these function evaluations can be reduced to one single calculation, like in FE. This is the case for a CNN that follows the full signal range (FSR) model [14] .
II. FSR CNN MODEL
The evolution law of a standard CNN [15] with linear templates can be expressed in matrix form as:
where u, x and y are the input, state and output vectors, respectively, whose length, for a M × N grid, is just M N . Also in Eq. (6), matrices A and B have been obtained from the feedback and control templates, respectively, following the procedure established in [16] , and have dimensions M N ×M N . Besides, the bias term z is also a M N -component long vector. The output vector is computed through the cell's activation function, that is usually a sigmoid-type nonlinear function:
where 1 is a M N × 1 vector with all elements equal to unity. Besides, the FSR model introduces some modifications to this standard CNN . Everything starts with the restriction of the possible values of the state variable to a limited interval by introducing a nonlinear implementation of the losses term:
where the losses can be written in this compact form:
and ideally m → ∞. If Eq. (9) is substituted in (8) , it is easy to see that as soon as any component of x try to cross the boundaries of the linear region, i. e. the interval [−1, 1], it is pushed back against the interval limit. In these conditions, the output and state variables can be identified, and the evolution law of the CNN reduces to:
as long as each component of the state vector is forced to belong to [−1, 1] . Notice that I is here a M N ×M N elements identity matrix. Although discrepancies between the steady-states of networks following the standard and the FSR models have been found in some cases [17] , having a bound in the state variable range represents a useful property when devising a real circuit. Therefore, the FSR model has been widely adopted in VLSI implementation of CNNs, both in analog and mixed-signal circuits [18] and in digital emulation [19] .
III. 4TH-ORDER RUNGE-KUTTA SIMPLIFICATION
Let us now integrate Eq. (10) by using the RK4 method described by Eqs. (4) and (5). We start by computing the first term:
Notice that the FE method will stop here, after the first evaluation of f (x), the time derivative of the state, resulting in the update equation:
Now, back to RK4, we have to compute the second, third and fourth terms in Eq. (5), and for that we are going to introduce our major restriction to the type of dynamics that we will be able to simulate correctly with this simplified method. The restriction is that neither the feedback and control templates, A and B, nor the input and bias vectors, u and z, can vary during the evolution of the network. Fortunately this is the case for the most of the image processing templates. If not, the complete processing can at least be approximated by decomposing the network evolution into discrete steps in which these magnitudes are considered constant. In these conditions we have:
and operating, we find that Eq. (4) turns into:
what means that, despite being RK4, the update of the state variable can be computed with only one single evaluation of the derivative. The update equation being now:
The only difference between equations (12) and (15) is the multiplication of vector k 1 by a matrix M that can be calculated in advance outside of the integration loop. Even more, this multiplication can be also realized before the integration loop, modifying matrices A and B, and vector z, as long as they remain constant during the evolution of the network, what was already required for the simplification of the RK4 algorithm. Then, during integration, we can use the modified versions of the matrices to evaluate the derivative. Let us begin by defining:
thus the new update of the state variable is calculated with the same computational effort as the FE's update, as can be seen by calculating:
and comparing it to Eq. (11).
(*) Appendix for further speed improvement
For all methods, and given that B, u and z remain constant during the evolution of the network, the vector:
can be evaluated right before the beginning of the integration loop. This eliminates the need for one matrix multiplication plus one sum of vectors for each integration step, for FE and simplified RK4 methods. In the case of the regular RK4, it is four times this.
IV. TESTS AND MEASUREMENTS
The tests reported in this section are intended to validate the above described simplification of the RK4 algorithm. The important results are, namely: achieving the same accuracy of the regular RK4 algorithm, achieving the same speed as a FE simulation. We must insist here that the main restriction made on the CNN dynamics to be simulated is the linear timeinvariance of the templates (A, B and z, from which matrices A, B and z are derived) and the CNN input (u). In these conditions, there is no explicit dependence on time in the timederivative of the state (x). As the network follows the FSR CNN model, i. e. x and y can be identified, the simplification depicted by Eq. (15) can be done. This is a strong restriction for the study of dynamic systems in general, described by sets of ODEs or PDEs, and whose excitations are usually a function of time. But in the case of CNNs, many interesting image processing tasks and pattern formation dynamics are realized with zero or constant inputs and linear time-invariant templates. Therefore this approach is very useful.
All the examples presented in this section have been simulated with MATLAB, version 7.0.8.347, running in a x86-64 Linux computer, using a dual-core AMD Opteron(tm) processor, @2211MHz, 1024KB cache and 2GB RAM shared by other 3 processors like this one. The scripts that we have employed, together with the input images for each of them, can be found in http://www.imse-cnm.csic.es/vmote/cnnsim. The 00README file explains which files are required to reproduce each of the examples reported here. Although exact CPU times will depend on the architecture and characteristics of the processor being employed. In all cases, a RK4 method using a very small integration step is employed as the reference against which the rest of the simulated trajectories are going to be compared. This methodology has been widely accepted since [1] . Then a FE, a regular RK4 and a simplified RK4 simulations are performed. The CPU time dedicated to each one of the integration loops is evaluated with the help of MATLAB's commands tic and toc. The results obtained are summarized in Tables I and II. As can be seen, the simplified RK4 method reports computing speeds similar to those achieved by the simpler FE while maintaining the full RK4 accuracy. 
A. Linear diffusion
Linear diffusion can be achieved within the CNN framework by means of the following templates:
The input, being B equal to zero, is irrelevant. From the image processing point of view, the input image is the initial state of the network, x(0). The time constant of the network is τ = 1µs, and the integration step, relatively small, is 0.02τ . integration methods. Differences are not apparent with these pictures. Fig. 2 displays the RMSE observed when comparing the trajectories predicted by the FE method with the reference. For a relatively small integration step, 0.02τ , the error peaks at 2.6mV, for a signal range of 2V p-p . For the RK4 methods, both the regular RK4 and the simplified one, the error is much smaller (Fig. 3 and Fig. 4 ). There is no appreciable difference between the results obtained by RK4 and the simplified version of the RK4 (Fig. 5 . Therefore it is confirmed that the simplification employed renders, at least in this case, RK4 accuracy. Concerning the simulation speed, reported in Table I , the simplified method renders FE speed, and therefore it takes only 25% of the time required by the regular RK4.
B. Trigger-waves
A trigger-wave is a binary wave that expands, from an initial triggering seed, in a direction that is normal to the interface of the active and inactive regions (Fig. 6 ). This trigger-waves can be employed to perform morphological operations and to implement some image metrics. The templates employed for The network time-constant and the integration time step are the same as in the previous example. Again, the distribution of CPU times obtained is of the same nature, FE and simplified RK4 take nearly the same amount of time to finish the integration loop, and they do it in 25-30% of the time employed by the regular RK4. Accuracy of the RK4 methods is higher, again, as can be seen in Fig. 7 for a 48 × 48-cells network. While the results using either of the RK4 methods, the regular or the simplified version are virtually the same (Fig. 8) . 
C. Pattern generation
Perhaps this is not as useful in image processing as the previous templates but still can be realized by autonomous CNNs. In this case, starting from a random initial state, the template encodes the organization of the states into some pattern of a prescribed form (Fig. 9) . The templates employed for this operation are: 
For the same τ and time step, similar results are obtained in this case, concerning the CPU times (Table I ) and the maximum error (Table II) . Accuracy of the RK4 methods is higher than that of FE (Fig. 10) . While both verions of RK4 are equally precise (Fig. 11) . 
In this case the initial state (x(0)) is zero and the input image is the CNN input (u). Once more, the outcome of the simulations points to the same results: the simplified RK4 method renders FE speed (Table I ) with RK4 accuracy (Table II) . Figs. 13 illustrate this fact for the simulation of the edge detection in a 48 × 51 image. Accuracy of both RK4 methods is the same in practice (Fig. 14) .
V. CONCLUSIONS
In this paper we have presented a simplification of the state calculation in the 4th-order Runge-Kutta method that results in FE speed while still maintaining RK4 accuracy. The initial assumptions, necessary in order to apply this methodology, are that input vector, feedback and control templates and bias vector are constant during the evolution of the network; the templates are linear; and that the state and output vectors can be identified. These conditions, although too restrictive for many dynamic networks, are usually met by CNNs following the FSR model and running many different image processing templates. Therefore, simulation of these networks using the proposed simplification can be done, roughly, in 25-30% of the time employed by RK4, without loosing accuracy on the simulated trajectories. Even more, for a prescribed accuracy, the time steps of the integration loops can be made larger than for the light-weighted FE method. These advantanges might not be quite relevant for off-line simulation, but can be of a lot of help for the digital emulation of a CNN under restrictive time requirements or scarce computing resources.
