Abstract. Large-scale Support Vector Machine (SVM) classification is a very active research line in data mining. In recent years, several efficient SVM generation algorithms based on quadratic problems have been proposed, including: Successive OverRelaxation (SOR), Active Support Vector Machines (ASVM) and Lagrangian Support Vector Machines (LSVM). These algorithms have been used to solve classification problems with millions of points. ASVM is perhaps the fastest among them. This paper compares a new projection-based SVM algorithm with ASVM on a selection of real and synthetic data sets. The new algorithm seems competitive in terms of speed and testing accuracy.
Introduction
In this paper, we consider the problem of constructing an SVM classifier based on a given classification of m points in the n-dimensional space R n , represented by the m × n matrix D, given the membership of each data point D i , i = 1, . . . , m in one of two classes.
For this problem, the standard SVM with a linear kernel (Vapnik, 1995; Burges, 1998; Cristianini & Shawe-Taylor, 2000) is given by the following quadratic program with parameter α > 0: 
where w is a vector of separator coefficients, y is a vector of slack variables, γ is an offset, α is an error penalty, C is a m × m diagonal matrix with plus ones or minus ones along its diagonal (depending on the class of the points represented by D rows) and e stands for a vector of ones of appropriate dimension (in Section 3.3 we consider an extension of this approach to nonlinear kernels via the use of a small subset of the training points as kernel points). Lee and Mangasarian (1999) proposed an alternative quadratic programming model: min w,γ ,y 1 2 (y y + w w + γ 2 )
such that C(Dw − eγ )
which we follow in this paper by introducing a suitable m × (n + 1) matrix A and setting v = (w, γ ):
If we compare (3) with (1), we see that (3) tries to minimize the 2-norm of the errors instead of the 1-norm, while maximizing the margin 2 w w+γ 2 between the bounding planes x w = γ ± 1, instead of the margin 2 w w (or, in other words, with respect to both orientation w and relative location to the origin γ ).
Previous research , 2000b has shown that this modification yields competitive performance on diverse problems. A salient feature of (3) is that its dual is a quadratic optimization problem subject to bounds on the variables, and several efficient algorithms have been proposed for its solution (Bielschowsky et al., 1997; Diniz-Ehrhardt et al., in press ). Among them, Active Support Vector Machines (ASVM) and Lagrangian Support Vector Machines (LSVM) (Mangasarian & Musicant, 2000b) have successfully solved linear classification problems with millions of points. ASVM is one of the fastest and most scalable, and consequently we have selected it as a competitor method in this research. Letting B = [A 1 α I ] and the m × m matrix Q = BB , the dual problem considered by ASVM is:
Projection techniques have become a successful approach for solving convex systems (See for instance Bauschke & Borwein, 1996; Butnariu, Censor, & Reich, 2001; Censor & Zenios, 1997 and references therein) . The main objective of this paper is to demonstrate that projection techniques yield an efficient approach to SVM classification. In Section 2 we propose a projection algorithm that finds a feasible point in the convex set:
θ ≥ y ≥ 0, which, for some bound θ > 0, approximates the solution of (3) (note that (5) is the feasible set of (3), plus an upper bound θ on y components, since y ≥ 0 holds at the solution of (3)).
Projection algorithms tend to quickly reach the neighborhood of feasible regions (García-Palomares & González-Castaño, 1998) . We wish to exploit this property to obtain fast approximations to highly accurate linear separators.
In principle, iterative quadratic programming algorithms like ASVM are not directly applicable in the nonlinear case. The "kernel trick" is problematic in this setting, since it generates a problem that is too large in the feature space (m ×m). Specifically, the ShermanMorrison-Woodbury identity, a critical tool for fast performance , is only useful if m n. However, it is possible to use advanced techniques such as kernel PCA preprocessing to reduce the dimensions of the feature space. By doing so, ASVM-like algorithms can still be applied.
Section 3 reports numerical results on data generated via the NDC Matlab code (Musicant, 2000) and real problems taken from the UCI Machine Learning Repository (Murphy & Aha, 1992) and the MNIST database (LeCun, 2001) .
Conclusions and directions for further research, particularly with respect to parallel implementations, are given in the last section of this paper.
We briefly comment our notation: Capital Latin letters are sets or matrices depending upon the context. Lowercase Latin letters denote vectors in R n , except for the range i, . . . , q that denotes integers. Lower case Greek letters are real scalars. Subindices are different components, i.e., x i is the i-th component of the n-component vector x and a b is the inner product 
Projection SVM
The projection SVM (PSVM) algorithm can be described as follows:
PSVM iteration:
Step 1: Define the subindex set K = {i ∈ 1..m | A i v < 1}.
Step 2:
Convergence of the PSVM algorithm: Algorithm PSVM alternates projections onto blocks (Steps 2 and 3 ) and θ ≥ y K ≥ 0 (Step 4). It is, therefore, a sequential block-projection algorithm, an instance of a widely used projection technique (PT) for solving the convex feasibility problem (Bauschke & Borwein, 1996; García-Palomares, 1994) , and its convergence properties are well understood (Bauschke & Borwein, 1996; Flåm & Zowe, 1990; García-Palomares, 1998 .
Theorem (Convergence theorem). Assume that (5) has nonempty intersection. Let L = {i ∈ 1..m | i appears infinitely often in the set K defined in Step 1 of PSVM}. PSVM converges to a point satisfying the constraints
.m}], which means that the algorithm terminates and the sets are strictly separated. If L = ∅, then K ⊆ L from some moment on. This means that the algorithm projects on convex sets that include the nonempty set
Therefore, the projection algorithm PSVM will generate a Fejér sequence that converges to a point satisfying θ ≥ y L ≥ 0 and the equalities in (6), because Flåm Zowe condition holds (Flåm & Zowe, 1990) , that is, all constraints in the set L are repeatedly considered. Furthermore, if i ∈ L Step 1 ensures that A i v ≥ 1 from some moment on, and consequently the inequalities in (6) are satisfied.
In practice, it is necessary to set a heuristic to stop sequential block-projection algorithms in a finite number of iterations (e.g., when the variation in (v, y) drops below a given threshold). The stopping criteria used in this paper are related to the number of iterations required in the tuning stage to achieve a given tuning accuracy goal, and are explained in detail in Sections 3.1, 3.2.2 and 3.3.2.
Geometric interpretation of the PSVM algorithm:
-At the first iteration, (a) the algorithm starts at (v 0 , y 0 ) = 0, and then (b) projects (v 0 , y 0 ) = 0 onto Av + 1 α y = e, which is equivalent to minimizing the objective function (3) subject to Av + 1 α y = e (Steps 2 and 3).
-At the j-th iteration, (a) the algorithm determines the subset -At each iteration, the algorithm enforces y ≥ 0 and the upper bound θ (Step 4) by projecting on these bounds.
which is equivalent to finding a point that satisfies
Therefore, the choice of the initial point is a key issue, since each subsequent point remains as close as possible to the previous point. Note that (v 0 , y 0 ) = 0 is the unconstrained minimizer of the objective function in (3). Our numerical results indicate that, starting from that initial point, the successive points generated by PSVM are increasingly better approximations to the solution of (3). While PSVM converges to a feasible point of model (3), this point is not necessarily an optimal solution of that problem. Rather, the sequence remains as close as possible to the unconstrained minimizer (v 0 , y 0 ) = 0, while converging to the set of points satisfying (3). From a classification perspective, however, this property appears to be sufficient to yield excellent classifiers for large-scale problems, particularly when the block-dynamic implementation discussed in Section 3 is employed.
Remark 1. In a fully primal implementation, any iterative projection algorithm could be used to solve Step 2 (García-Palomares, 1999, Lemma 1). For example, a parallel projection algorithm such as (García-Palomares & González-Castaño, 1998) could be employed.
Remark 2. In cases such that m n, the matrix inverse in Step 2 can be efficiently computed by using the Sherman-Morrison-Woodbury identity.
Numerical results
We performed numerical tests on a Linux 600 MHz Pentium III machine, with 64 MB of main memory, 256 KB L2 cache, 64 MB of swap partition and 12 GB of hard disk.
For the sake of clarity, we reproduce the ASVM algorithm here . Let Q be defined as in PSVM and let u be the dual variables that solve (4).
Initialization: Start with
u = (Q −1 e) + .
ASVM iteration:
Step 1:
As detailed in , there are added tricks to avoid situations where the algorithm gets stuck. Nevertheless, in our ASVM implementations, we never needed them (the authors in reported a similar experience).
Since m n, the Sherman-Morrison-Woodbury identity was used in ASVM and PSVM (Step 2). All auxiliary matrix inverses were calculated by means of Choleski factorizations.
UCI machine learning repository
As an initial test, we classified four problems available from the UCI Machine Learning Repository. For each problem and algorithm:
-We generated 100 random splits of training, tuning and testing sets (81%, 9% and 10% of the original set, respectively). -Tuning: we chose parameter values (α and θ ) such that, when running the algorithms on the training sets, we obtained the best average accuracies possible on the tuning sets, across the 100 splits. Separate (α, θ ) were chosen for PSVM and ASVM. -Testing: With those parameter values, we re-ran ASVM and PSVM on combined training + tuning sets, and obtained average accuracies on the testing sets, across the 100 splits.
In the tuning stage, ASVM execution was stopped if the variation of the objective function (3) in two consecutive iterations was less than 10 −4 times its initial value. ASVM required 4-7 iterations, depending on the problem. Then, we tuned PSVM for the number of iterations required to achieve a comparable tuning accuracy (overlapping error bars, approximately 5 iterations), for all problem instances.
In the testing stage, for ASVM, we applied the same stop criterion used in the tuning stage. For PSVM, we used the number of iterations that was determined in the tuning stage, i.e. we limited the number of iterations based on the tuning set and then we applied it in the testing stage. Table 1 shows average testing accuracies across the 100 splits, with the corresponding standard error deviations. Elapsed time was so small in all cases that it could not be accurately estimated by means of clock() nor time() system calls. The results achieved by both algorithms were comparable.
NDC problems
In the next experiment, we carried out runs on medium-scale problems. As opposed to UCI sets, these problems are large enough to observe performance evolution during execution time.
We used the NDC Matlab code to generate four problems, with points with 32 features each (n = 32). These problems, labeled P 1 to P 4 , are summarized in Table 2 . It was observed that if the NDC expansion factor, which controls classification correctness, is set to 10, testing accuracy is in the range of 85%. When it is set to 20, the resulting testing accuracy is around 75%. For the experimental methodology, we generated ten splits per problem, with three subsets: 80%, 10% and 10% of the total. The second subsets of all splits of the same problem do not overlap. The same consideration holds for the third subsets of all splits.
Training subsets.
An interesting characteristic of some large-scale problems is that a high testing accuracy can be obtained by selecting a random subset of all potential training points, as the actual training set. This methodology is coherent with the results in Lee and Mangasarian (2000) . Since we are interested in fast training, we explored different sizes of training subsets, as follows:
-PSVM: For a given split, in the tuning stage, we select at each iteration a random subset J of fixed size BSIZE in the first subset (80% of the points). The second subset (10%) is the tuning set. In the testing stage, we select J in the combined first and second subsets (90% of the points). The third subset (10%) is the testing set. Set K in Step 1 is defined as K = {i ∈ J | A i v < 1}. The resulting relaxed PSVM is also a block-projection algorithm; therefore, the convergence theorem still holds, although we cannot assert that
Note however that, if we let the algorithm run for enough iterations, there would be a very small probability that both i ∈ L and A i v < 1 hold, because this would mean that the i-th constraint would never be randomly picked from some moment on. We call this variant block-dynamic PSVM. -ASVM: The block-dynamic trick could not be applied in the case of ASVM. A straightforward block-dynamic ASVM implementation would simply pick a random subset J of size BSIZE at each iteration, and define K = {i ∈ J | u i > 0}. Unfortunately, our tests suggest that such an implementation does not converge nor provide useful results, and its development lies beyond the purpose of this paper. Therefore, in order to reduce the computational load per iteration, ASVM works with fixed subsets of BSIZE points, which do not vary during algorithm execution. In the tuning stage, for each split, we selected BSIZE random points in the first subset (80%) as training set, and the second subset (10%) as tuning set. In the testing stage, for each split, we selected BSIZE random points in the combined first and second subsets (90% of the points) as training set, and the third subset (10%) as testing set.
Tuning stage.
-ASVM: For each problem and BSIZE value, we chose α to obtain the highest average tuning accuracy possible, across the ten splits, using the ASVM stop criterium in Section 3.1. -Block-dynamic PSVM: For each problem and BSIZE value, we chose algorithm parameters to obtain an average tuning accuracy similar to ASVM tuning accuracy (better or, at least, with overlapping error bars), across the ten splits. In all cases, this happened in a single iteration (initialization and a single execution of Steps 1-4). Therefore, it was not necessary to tune θ (Step 4 of the last iteration has no influence on the classifier and, in this case, there was only one iteration). We did not observe a significant change in tuning accuracy when tuning PSVM for more iterations. However, ASVM tuning accuracy experiments a quick degradation for less iterations than those in Table 3 .
For PSVM, parameter α varies in the range (0.32, 1.58) for P 1 and P 3 , and in the range (0.5, 2.24) for P 2 and P 4 . For ASVM, parameter α varies in the range (0.32, 1.58) for P 1 and P 3 , and in the range (0.87, 1.58) for P 2 and P 4 . The variation of α with BSIZE could be expected, because the compromise between error minimization and margin maximization varies with the number of errors considered.
Testing stage.
Besides reducing training set size, another possible approach to realtime algorithm implementations is to perform a small number of iterations before checking solution quality (Pousada-Carballo et al., 2000) . Consequently, our second approach to fast training in large-scale problems is to reduce the number of iterations as much as possible. Table 3 shows the result of limiting ASVM iterations as much as possible, while keeping similar average testing accuracies (with overlapping error bars) to those attained with the ASVM criterium in Section 3.1 (with that criterium, the testing accuracy attained is quite similar in the last 2-3 iterations). We indicate the number of iterations required in parentheses. Table 3 also shows PSVM average testing accuracies across all splits, for as many iterations as determined in the tuning stage, for each problem and BSIZE value. We indicate elapsed times in seconds for both ASVM and PSVM.
We also evaluated ASVM average testing accuracies across all splits for even less iterations. The average testing accuracies with exactly one iteration less are noticeably worse, depending on BSIZE. The difference is less than 5% in six problem/BSIZE combinations. In the remaining ones, it is as bad as 10-20%.
The average testing accuracies attained by both PSVM and ASVM are quite similar. However, PSVM was faster in all cases.
Handwriting recognition
We close Section 3 with a real problem derived from the MNIST database of handwritten digits (LeCun, 2001) . The MNIST database contains a training set with 60,000 points and a tuning set with 10,000 points. Each point is a 28 × 28 image with 256 gray levels, corresponding to a handwritten digit ("0" to "9"). Therefore, m = 60000 and n = 784.
A list of algorithm benchmarks is available in LeCun (2001) . The best results so far have been obtained with a nonlinear SVM with a degree 9 polynomial kernel, plus some data preprocessing (DeCoste & Schoelkopf, 2002) .
As commented in the introduction, the "kernel trick" cannot immediately be applied in our setting. In order to reduce the dimensions of the feature space, we will simply select a subset with q training points as kernel points, to illustrate the possibilities of ASVM and PSVM as fast training algorithms.
Still, the full MNIST problem was too large for our architecture. Note that the authors in DeCoste and Schoelkopf (2002) required 50 hours of a 450 MHz Sun Ultra60 workstation with 2 GB of RAM, allowing an 800 MB kernel cache, in one of their experimental settings to obtain ten binary recognizers. For that reason, we extracted a hard subproblem from a human's point of view, which is discriminating between a handwritten "7" and a "9" (this strategy was inspired by a case study in DeCoste and Schoelkopf (2002) ). The resulting problem has 12,214 training points and 2,037 testing points. We selected the first 100 "7" and "9" points in the training set as kernel points (q = 200), so that the product m × q is similar to m × n in the largest NDC problem in Section 3.2. Note that the feature space has less dimensions than the input space (200 vs. 784) .
In order to map the training set into the feature space, we used the preprocessing operation :
. . q and z 1 . . . z q is the kernel subset extracted from the training set. After pre-processing all points in the training set, we ran ASVM and PSVM on the resulting q-dimensional dataset. We chose the degree 9 polynomial kernel in DeCoste and Schoelkopf (2002) : 3.3.1. Training subsets. In the tuning stage, we generated 10 splits of the 12,214-point training set, with two subsets: 90% and 10% of the total. The second subsets do not overlap across splits. For each split, we selected BSIZE random points in the first subset as training set (fixed for ASVM and dynamic for PSVM). The second subset (10%) is the tuning set.
In the testing stage, we made 10 runs with picks of BSIZE random points in the original 12,214-point training set (fixed for ASVM and dynamic for PSVM), and checked testing accuracies on the original blind 2,037-point testing set.
Tuning stage.
We selected algorithm parameters to obtain the highest average tuning accuracy possible across all splits. We tuned ASVM α for the ASVM stop criterium in Section 3.1. In the case of PSVM, we tuned θ for BSIZE = 1000, and α for the minimum number of iterations (2-3) required to obtain an average tuning accuracy similar to ASVM tuning accuracy (better or, at least, with overlapping error bars), across the ten splits. Parameter θ was tuned for a single BSIZE value assuming that error bounds are similar regardless of the number of points considered. We did not observe a significant change in tuning accuracy when tuning PSVM for more iterations. Nevertheless, ASVM tuning accuracy suffers a severe degradation for less iterations than those in Table 4 .
For PSVM, parameter α varies in the range (14.14, 51.96). For ASVM, it varies in the range (28.28, 89.44). Table 4 shows the result of limiting ASVM iterations as much as possible, while keeping similar average testing accuracies across all picks (with overlapping error bars) to those attained with the ASVM criterium in Section 3.1, for each problem and BSIZE value. Table 4 also shows PSVM average testing accuracies across all picks, for as many iterations as determined in the tuning stage for each problem and BSIZE value. We indicate elapsed times in seconds for both methods.
Testing stage.
We also evaluated ASVM average testing accuracies across all picks for less iterations. The average testing accuracies for one iteration less are much worse (A difference of 10-45%, depending on BSIZE).
The average testing accuracies attained by both methods are quite similar. However, note that, again, PSVM was faster in all cases.
Conclusions
In this paper, we have proposed a new algorithm for SVM generation, PSVM, and carried out numerical tests on real and synthetic datasets. PSVM is competitive with ASVM
