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A biomimetic model of cell-cell communication was developed to probe the passive molecular
transport across ion channels inserted in synthetic lipid bilayers formed between contacting droplets
arranged in a linear array. Diffusion of a fluorescent probe across the array was measured for different
pore concentrations. The diffusion characteristic time scale is found to vary non-linearly with the
pore concentration. Our measurements are successfully modeled by a continuous time random walk
description, whose waiting time is the first exit time from a droplet through a cluster of pores. The
size of the cluster of pores is found to increase with their concentration. Our results provide a direct
link between the mesoscopic permeation properties and the microscopic characteristics of the pores
such as their number, size and spatial arrangement.
In multicellular organisms, cell-cell communication is
essential for morphogenesis, cell growth and differentia-
tion as well as cell homeostasis [1]. Cells have thus de-
veloped various mechanisms to communicate with each
other, such as the release of solutes/vesicles in their en-
vironment, electrical signals and direct cell-cell contacts.
Within direct cell-cell contacts, communication through
molecular exchange is made possible with protein gates
that create nanopores spanning between apposed cyto-
plasmic cell membranes. Plants and fungi for instance,
use respectively the so-called plamosdesmata and sep-
tal pores. In animals, two kinds of pores, gap junction
channels and tunneling nanotubes have also been identi-
fied and are very similar in their structure and function
to their plants and fungi counterparts. Gap junctions in
particular, consist of juxtaposed protein based hemichan-
nels that can assemble into clustered structures of typi-
cal size a few hundreds of nanometers [2]. They enable
a passive diffusion–based transport of small hydrophilic
molecules between connected cells, whose properties are
mostly measured for cells in vitro with dye transfer tech-
niques [3], such as gap-FRAP [4] for instance, allowing
to determine the permeability of the gap junction.
In recent years, the use of well controlled artificial mul-
ticellular systems to design complex reaction-diffusion
processes within the framework of bottom-up synthetic
biology has considerably increased. In particular, syn-
thetic membranes such as Droplet Interface Bilayers
(DIBs) [5], that are obtained by putting in contact aque-
ous droplets bathing in an oil-lipid mixture, have al-
lowed the study of molecular transport through both
passive ion channels [6, 7] and active transporters [8],
using fluorescence imaging. Very recently, networks of
DIBs connected by passive staphylococcal α-hemolysin
pores (αHL), were used to probe genetically engineered
reaction-diffusion based processes [9]. In all these exper-
iments, both for cells in vitro and for artificial systems,
diffusion processes across either gap junctions or DIBs
decorated with nanopores, are usually modeled with a
Fick’s law combined with a phenomenological permeation
law through a membrane, yielding a large scale effec-
tive diffusion coefficient. The microscopic mechanisms
that underly the permeation law and therefore control
the value of this effective diffusion coefficient are how-
ever poorly described. In particular, its dependence with
the concentration of the nanopores in the membrane and
their spatial arrangement has never been evidenced ex-
perimentally, nor modeled theoretically.
In this Letter, we report a thorough study of the dif-
fusion of molecular probes through linear networks of
aqueous droplets connected by DIBs decorated with αHL
pores at different concentrations. We model the diffusion
from one droplet to its neighbors with a continuous time
random walk model whose waiting time is the first exit
time from a droplet, either through independent pores
or through clusters of pores. Our experimental measure-
ments strongly suggest that the diffusion law is controlled
by the clustering of the nanopores, and provide estimates
of the clusters size as a function of αHL’s concentration.
Monomers of αHL (Sigma Aldrich) were diluted in
an aqueous buffer (HEPES 10 mM, KCl 100 mM,
Sigma Aldrich, pH 7.4) at concentrations c rang-
ing from 150 to 300 µg/mL. DPhPC lipids in
chloroform (4ME 16:0 PC/1,2-diphytanoyl-sn-glycero-3-
phosphocholine, Avanti) were evaporated under nitrogen
and resuspended at a concentration of 6.5 mg/mL in
a mixture (50:50 vol:vol) of hexadecane and silicone oil
AR20 (Sigma Aldrich).
Droplets of the αHL solution were produced inside
a Plexiglas pool containing the oil/lipid solution and
mounted on an XY translation stage, using a Droplet-
On-Demand technique [10] (Fig. 1a). Briefly, the aqueous
phase was flown through a glass capillary (inner diameter
20 µm) periodically extracted through the oil/lipid-air in-
terface. The frequency of this extraction, together with
the size of the capillary and the flow rate, control the
radius R of the produced droplets. Linear arrays were
obtained by depositing droplets of typical R ≈ 75 µm in
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2FIG. 1. (a) Sketch of the experimental setup. The aque-
ous solution is injected through a glass capillary pulled out
periodically across the oil/lipid-air interface. The detached
droplets sediment in a Plexiglas pool decorated with paral-
lel grooves and form a DIB network. Lateral positioning of
the droplets is achieved by moving the pool with a motorized
translation stage. Eventually, a source droplet seeded with
fluorophores is deposited. Diffusion of fluorophores is imaged
in epifluorescence microscopy. Inset: Image of three typical
DIB networks. The white bar is 200 µm long. (b) Sketch of
the diffusion process of fluorophores across DIBs decorated
with αHL protein pores.
micromilled grooves (width 200 µm, depth 100 µm) at
the bottom of the pool (Fig. 1a). Since each droplet is
stabilized with a lipid monolayer, a bilayer was formed
at each droplet-droplet contact, thus forming linear ar-
rays of DIBs in which αHL monomers can heptamerize
to form nanopores (Fig. 1b). The adhesion area appear-
ing between neighboring droplets was a signature of a
DIB formation (see the pairs of white segments at each
contact on Fig. 2a).
Source droplets containing a solution of fluorophores
(5-carboxyfluorescein from Sigma 20 µM in HEPES
10 mM, KCl 100 mM) were then added either at the
end (Fig. 2a) or in the middle of a DIB array. To
limit evaporation of the aqueous droplets, a coverslip was
placed on the oil/lipid pool (Fig. 1b). Diffusion of fluo-
rophores from the source droplet to its neighbors through
the nanopores was imaged in epifluorescence microscopy
overnight (typically for 15 hours, every 11 minutes). A
typical diffusion process over 16 hours is shown in Fig. 2.
FIG. 2. (a) Composite image from bright field (grey) and
fluorescence (green) microscopy, of a typical diffusion process
of carboxyfluorescein across a DIB network (c = 200 µg/mL)
at t = 15 h. The white bar is 100 µm long. (b) Occupancy
probability P of carboxyfluorescein as a function of time, for
the network of (a). From top to bottom, the different curves
correspond respectively to the source droplet S and the first
N1 and second N2 neighboring droplets. The dashed line
corresponds to t = 15 h.
Image analysis was performed on bright field images
in order to find the radii and center coordinates of each
droplet using a home-made Matlab routine. The fluo-
rescence intensity Ii(t) inside each droplet Ni was mea-
sured by taking the average intensity inside a disc that
measures half the total droplet size. We checked however
that the value of Ii(t) does not change with the disc size.
The occupancy probability Pi inside a droplet (except for
the source droplet) was then defined as
Pi(t) =
Ii(t)− Ii(t0)
Is(t) +
∑
j 6=s
(Ij(t)− Ij(t0)) (1)
where Ii(t0) is the average intensity at the beginning of
the experiment, Is(t) the intensity of the source droplet
and where the summation runs over all droplets in the
network but the source. For the source droplet, the nu-
merator of Eq. 1 is taken as Is(t), so that Ps(t0) = 1.
Therefore, Ps(t) decreases with t as fluorophores diffuse
from the source to its neighbors, while Pi(t) of the neigh-
boring droplets Ni,i 6=s increases (Fig. 2b). Note that a
size decrease of the droplets due to evaporation causes an
increase of the fluorophore concentration. When evapo-
ration dominates over diffusion, this yields Ps(t) > 1 and
such cases have thus been excluded from our analysis.
3In addition, we performed control experiments in the ab-
sence of αHL nanopores, and measured for 90% of them
no significant increase of P in the network. However, in
some cases, an osmotic shock could occur, create tran-
sient pores in the DIB, and lead to a rapid increase of
the fluorescence signal in immediate neighors over short
time scales (typically less than 1 hour). Such fast ki-
netics events can be easily identified and have also been
excluded from the present analysis.
We quantified the diffusion kinetics by specifically fo-
cusing on the source and first neighbor droplets and us-
ing different networks with different αHL monomer con-
centrations. The introduced monomers αHLm are first
adsorbed and then diffuse within the bilayer to form
a heptamer αHL. Since the heptamerization process is
fast [11], we describe this chemical sequence as a single
step equilibrium 7αHLm ↔ αHL, which implies that the
number of pores adsorbed inside the bilayer scales with
the monomer concentration c as c7.
Figure 3a shows the occupancy probability P1 for the
first neighbor as a function of time t for increasing αHL
monomer concentrations c=150; 200; 250; 300 µg/mL.
Each curve is an average over several experimental real-
izations. All curves can be separated within experimen-
tal error bars and the diffusion dynamics are faster as the
pore concentration increases.
Theoretically, for an infinite array of connected com-
partments, one can model the time evolution of Pi using a
continuous time random walk approach [12]. Each probe
molecule is described as a random walker jumping to the
adjacent site with a time-dependent probability. The cor-
responding waiting time is defined as the first exit time
of a molecule from a droplet. For 3D brownian diffusion,
the latter is known to be exponentially distributed with a
mean value that we denote τ [13]. Since diffusion within
a droplet occurs on time scales much shorter (∼ 10 s,
with a diffusion coefficient of carboxyfluorescein in water
D = 4.10−10m2/s [14]) than the typical diffusion time
from one droplet to its neighbors (∼ 1 h), one can assume
that the fluorophore concentration is uniform within the
droplets, and therefore model the droplets network with
a set of discrete connected sites. Within this framework,
one can derive using standard tools [12] the occupancy
probability within the first neighbor P th1
P th1 (t) = e
−t/τI1(t/τ) (2)
where I1 is the modified Bessel function of the first kind.
In our experiments, droplet arrays have a finite size.
Thus, Eq. 2 cannot model our data at long times. How-
ever, in the short time limit (t/τ  1), Eq. 2 yields to
first order P th ∼ λt with λ = 2/τ , independently of the
total number and position of the droplets.
Experimentally, at very short times, our data shows a
small deviation from linearity (Fig. 3a) that we interpret
as the combined result of both DIBs equilibration and
FIG. 3. (a) Occupancy probability P1 as a function
of time t for 4 different αHL monomer concentrations,
c=150; 200; 250; 300 µg/mL, with N = 18; 25; 8; 10 respec-
tively. Error bars are standard deviation of the data. The
dashed lines are linear fits used to extract the characteristic
rate λ (see main text). They are shifted vertically to ease vi-
sualization. (b) Characteristic rate λ as a function of c. The
solid line is a power law fit of exponent 3±1. The dashed line
is a fit using an exponent of 7/2. The dashed dotted line is a
fit using and exponent of 7. Inset: Occupancy probability as
a function of the rescaled time < λ > t.
proteins adsorption kinetics at the lipid bilayer. Past
this regime, one observes that P1(t) is approximately lin-
ear. For the highest concentration of nanopores, P1(t)
eventually reaches a steady state. For all experimen-
tal curves used to compute the average, we have iden-
tified this linear regime and chosen to fit it to extract λ.
This was done by testing for the existence of an inflection
point at t = tin and extracting the slope λ in its vicin-
ity. In case the inflection point was inexistent, we fitted
the last 3 hours of the data. Whatever the method used,
we checked that the values of λ were equally distributed
within experimental error bars. For the purpose of il-
4lustration, we have performed linear fits on the averaged
P1(t), as shown with the dashed lines on Fig. 3a. We also
linearly fitted every single curve to extract λ as a function
of the nanopore concentration. Resulting λ’s are shown
in Fig. 3b on a log-log plot, and are consistent with a
power-law dependence with c. Fitting this data with a
power law yields λ ∼ c3±1. The value of this exponent
will be discussed further down theoretically. The inset of
Fig. 3b shows the occupancy probability as a function of
the rescaled time < λ > t, where < λ > is the average
value plotted on the main panel. All curves at different
c collapse on the same master curve, indicating that λ−1
is the only time scale that governs the diffusion kinetics.
In recent years, DIBs have increasingly been used
[9, 15] to study both passive and active transport of
molecules using fluorescence based measurements [6, 7,
9]. All these studies assume that diffusion of a molecular
probe across a membrane can be described with a phe-
nomenological permeation law, from which an effective
large scale permeation coefficient is deduced. However,
the microscopic origins that set its value have not been
explored. Within the theoretical description presented
above (see Eq. 2), we propose that the molecular trans-
port from one droplet to another is fully characterized
by the mean waiting time τ in a droplet. This time is
the average time necessary for a chemical messenger to
reach any single pore of diameter a within the cell, i.e.
the first exit time [16, 17]. For a spherical domain of
radius R and a single pore, this time has been obtained
theoretically [18] and writes
< T1 >=
4piR3
3Da
(3)
This time is much larger – by a factor R/a (∼ 105) –
than the typical time needed for a probe to explore in
bulk a typical length R. For a spherical domain that
contains n pores, two different regimes have to be con-
sidered. If pores are independent (the typical distance
between pores is much larger than a), the first passage
time < Tn > simply writes < Tn >=< T1 > /n. On the
contrary, if n pores are clustered, they can be considered
as a single pore of area na2, with a typical size a∗ =
√
na,
and thus < Tn >=< T1 > /
√
n. Therefore, how diffusion
kinetics depend on the number of nanopores carries in-
formation on nanopores spatial organization within the
membrane.
Since αHL is a heptamer, we expect for both cases the
characteristic diffusion rate λ to scale either as c7 if pores
are considered independent, or as c7/2 if pores are clus-
tered. Shown in Fig. 3b (dashed line) is a power law fit
of λ(c) with an exponent 7/2, in reasonable agreement
with the data. On the contrary, a power law with an
exponent 7 is far from providing a quantitative agree-
ment. It suggests that the diffusion kinetics are con-
trolled by clustered rather than independent nanopores.
This non-linearity of the diffusion characteristic time con-
trasts with previously used phenomenological models [9].
Using expressions of< Tn >, one can also deduce the typ-
ical cluster sizes
√
na ≈ λ < T1 > a. Taking R = 75 µm,
D = 4.10−10m2/s, and a = 1.4 nm [19] gives sizes of clus-
ters that range from about 10 nm (n ≈ 100) at the lowest
concentration to about 100 nm (n ≈ 104) at the high-
est concentration. This clustering should also depend on
membrane composition, which might explain the discrep-
ancies in the reported αHL pore concentrations between
different lipid mixtures [20].
We have used DIBs decorated with αHL passive
ion channels to mimic the passive molecular transport
through biological cells. Using fluorescence imaging, we
have quantified the effect of the pore concentration on
the diffusion kinetics of a molecule from one cell to its
neighbors. We have found that the diffusion kinetics are
efficiently captured by a continuous time random walk
model. We also found that the characteristic diffusion
time scale varies as the inverse square root of the num-
ber of pores within the lipid bilayer, suggesting a pore
clustering scenario. Such clustering has been evidenced
numerically for transmembrane proteins [21]. Taking into
account this clustering for nanopores is thus likely to be
relevant for molecular transport in real biological sys-
tems.
The authors deeply thank J. Mathe´, J.-C. Galas,
A. Estevez-Torres and A. Senoussi for sharing experi-
mental details, T. Bertrand for fruitful theoretical dis-
cussions and acknowledge financial support from ANR
(BOAT, ANR-17-CE30-0001).
∗ elie.wandersman@sorbonne-universite.fr
† alexis.prevost@sorbonne-universite.fr
[1] S. Bloemendal and U. Ku¨ck, Naturwissenschaften 100, 3
(2013).
[2] J.-C. Herve´ and M. Derangeon, Cell and Tissue Research
352, 21 (2013).
[3] M. Abbaci, M. Barberi-Heyob, W. Blondel, F. Guillemin,
and J. Didelon, Biotechniques 45, 33 (2008).
[4] M. Wade, J. Trosko, and M. Schindler, Science 232, 525
(1986).
[5] S. Leptihn, O. K. Castell, B. Cronin, E.-H. Lee, L. C. M.
Gross, D. P. Marshall, J. R. Thompson, M. Holden, and
M. I. Wallace, Nature Protocols 8, 1048 (2013).
[6] A. J. Heron, J. R. Thompson, B. Cronin, H. Bayley, and
M. I. Wallace, Journal of the American Chemical Society
131, 1652 (2009).
[7] E. Walsh, A. Feuerborn, and P. R. Cook, Scientific Re-
ports 6, 34355 (2016).
[8] H. E. Findlay, N. J. Harris, P. J. Booth, X. Liu, and
P. J. Booth, Scientific Reports 6, 39349 (2016).
[9] A. Dupin and F. C. Simmel, Nature Chemistry 11, 32
(2019).
[10] M. Valet, L.-L. Pontani, A. M. Prevost, and E. Wander-
sman, Physical Review Applied 9, 014002 (2018).
5[11] J. R. Thompson, B. Cronin, H. Bayley, and M. I. Wal-
lace, Biophysical Journal 101, 2679 (2011).
[12] B. D. Hughes, Random walks and random environments
(Clarendon Press Oxford, New York, 1995).
[13] O. Be´nichou, C. Chevalier, J. Klafter, B. Meyer, and
R. Voituriez, Nature Chemistry 2, 472 (2010).
[14] T. Casalini, M. Salvalaglio, G. Perale, M. Masi, and
C. Cavallotti, The Journal of Physical Chemistry B 115,
12896 (2011).
[15] M. J. Booth, V. R. Schild, F. G. Downs, and H. Bayley,
Molecular BioSystems 13, 1658 (2017).
[16] Z. Schuss, A. Singer, and D. Holcman, Proceedings of
the National Academy of Sciences of the United States
of America 104, 16098 (2007).
[17] I. V. Grigoriev, Y. A. Makhnovskii, A. M. Berezhkovskii,
and V. Y. Zitserman, The Journal of Chemical Physics
116, 9574 (2002).
[18] C. Chevalier, O. Be´nichou, B. Meyer, and R. Voituriez,
Journal of Physics A: Mathematical and Theoretical 44,
025002 (2011).
[19] L. Song, M. R. Hobaugh, C. Shustak, S. Cheley, H. Bay-
ley, and J. E. Gouaux, Science 274, 1859 (1996).
[20] J. Lemie`re, K. Guevorkian, C. Campillo, C. Sykes, and
T. Betz, Soft Matter 9, 3181 (2013).
[21] U. Schmidt, G. Guigas, and M. Weiss, Physical Review
Letters 101, 128104 (2008).
