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We study the information that a distribution function provides about the ﬁnitely additive probability measure inducing
it. We show that in general there is an inﬁnite number of ﬁnitely additive probabilities associated with the same distribution
function. Secondly, we investigate the relationship between a distribution function and its given sequence of moments. We
provide formulae for the sets of distribution functions, and ﬁnitely additive probabilities, associated with some moment
sequence, and determine under which conditions the moments determine the distribution function uniquely. We show that
all these problems can be addressed eﬃciently using the theory of coherent lower previsions.
 2007 Elsevier Inc. All rights reserved.
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sequence1. Introduction
This paper consists of two parts, each devoted to one of two speciﬁc, but related, problems.
The ﬁrst problem is: To what extent does a distribution function determine a probability measure? This ques-
tion has a well-known answer when we are talking about probability measures that are r-additive. We believe
the corresponding problem for probability measures that are only ﬁnitely additive has received much less
attention. This paper tries to remedy that situation somewhat by studying the particular case of ﬁnitely addi-
tive probability measures on the real unit interval [0,1] (or equivalently, after an appropriate transformation,
on any compact real interval). For this study, it will be very convenient to use the mathematical machinery
behind Walley’s [27] theory of coherent lower previsions, for which we introduce the basics in Section 2.
We shall see that, generally speaking, there is an inﬁnite (closed and convex) setMðF Þ of ﬁnitely additive
probability measures that correspond to a given distribution function F. However, by their very nature, and0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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usually inconstructibles, meaning that they cannot actually be constructed, but that their existence may be
inferred from the Hahn–Banach Theorem (or even stronger, the Axiom of Choice); see [25, Sections 12.31
and 6.6] for more details. It was one of Walley’s achievements to show that we can eﬃciently and constructively
deal with them not by looking at the members ofMðF Þ individually, but by working with their lower envelope
EF, which in his language is called the natural extension of the distribution function F.
1 Not only can this lower
envelope always be constructed explicitly, but it is the closest we can get in a constructive manner to the ﬁnitely
additive probabilities themselves. It turns out to be a coherent lower prevision with very special properties.
The set of ﬁnitely additive probabilities with a given distribution function has been considered before by de
Finetti [13, Chapter 6], who seems to suggest2 that the value EF(f) of this natural extension in a function f is
actually given by the lower Riemann–Stieltjes integral ðRSÞR 1
0
f ðxÞdF ðxÞ of f with respect to the distribution
function F. We study the relationship between EF and lower Riemann–Stieltjes integrals in Section 3, and
we shall see in Theorem 1 that de Finetti’s suggestion needs some qualiﬁcation, as it is essentially only correct
when F is right-continuous.
In the second part, from Section 4 onwards, we address the second question: Is a distribution function
uniquely determined by the corresponding sequence of moments? In a companion paper [21], we have studied
the set of ﬁnitely additive probabilitiesMðmÞ that produce a given moment sequence m. The fundamental step
we take there is analogous to the one followed in the present paper for distribution functions. It consists of not
considering the ﬁnitely additive probabilities inMðmÞ themselves, but to study their lower envelope Em, which
is a coherent lower prevision with very special properties too. In answering the second question, we build on
those results, but by looking at distribution functions we are also able to extend them.
We shall establish that a distribution function F uniquely determines its moment sequence m. In Section 4
then, we investigate to what extent, conversely, a moment sequence determines the distribution function. For
distribution functions coming from r-additive probability measures, the relation between moment sequences
and distribution functions is well-known to be one-to-one, but again, the answer is not so clear when we let go
of the assumption of r-additivity. We shall prove that in general there may be an inﬁnite number of distribu-
tion functions with the same moment sequence, and investigate under which conditions the distribution func-
tion is unique.
It will perhaps not come as too much of a surprise, at this point, that we can show that the set of ﬁnitely
additive probability measures MðmÞ that corresponds to a moment sequence is the union of the sets MðF Þ
over all the distribution functions F that are compatible with the moment sequence m. This is also done in
Section 4 (see Theorem 6). In Section 5, we further exploit the connection between distribution functions
and moment sequences to come up with a number of quite interesting formulae expressing Em (i) as a convex
mixture of a lower Riemann–Stieltjes integral and so-called lower oscillation functionals associated with point
probability masses (see Theorem 14); and (ii) as a r-additive convex mixture of completely monotone lower
previsions associated with neighbourhood ﬁlters, which express that all probability mass is concentrated in
arbitrarily small neighbourhoods of elements of the unit interval (see Theorem 16). In passing, we give an
alternative, constructive proof of the F. Riesz Representation Theorem (see Theorem 8 and Remark 4).
2. Coherent and completely monotone lower previsions
Let us give a short introduction to those concepts from the theory of coherent lower previsions that we shall
use in this paper. We refer to Walley’s book [27] for their behavioural interpretation, and for a much more
complete introduction and treatment.1 This natural extension is quite closely related to the Minkowski functional that appears in the more usual formulations of the Hahn–
Banach theorem. Not surprisingly, it also makes its appearance, although in a diﬀerent guise, as the lower bound in de Finetti’s
Fundamental Theorem of Probability [13, Sections 3.10–12].
2 See [13, Section 6.4.11] where de Finetti states for the bounds on the prevision of a random quantity obtained for a given distribution
function from his Fundamental Theorem of Probability, that ‘‘we are, of course, dealing with the upper and lower integrals in the
Riemann sense’’. Before, in [13, Section 6.4.4] he refers to these same bounds as ‘‘in the Riemann–Stieltjes sense’’, so the omission of
‘Stieltjes’ in the ﬁrst quote appears to be an oversight.
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of all gambles on X byLðXÞ. It is a linear space, and actually a Banach space when provided with the topol-
ogy of uniform convergence of gambles.
A lower prevision P is a real-valued map deﬁned on some subsetK of LðXÞ. If the domainK of P only
contains indicators IA of events A, then P is also called a lower probability. We also write P(IA) as P(A), the
lower probability of the event A. The conjugate upper prevision P of P is deﬁned on K by P ðf Þ :¼ P ðf Þ
for every f in K. If the domain of P contains indicators only, then P is also called an upper probability.
A lower prevision P deﬁned on the set LðXÞ of all gambles is called coherent if, with f, g in LðXÞ, it is
super-additive: P(f + g)P P(f) + P(g), positively homogeneous: P(kf) = kP(f) for all kP 0, and positive:
P(f)P inf f. A lower prevision P on an arbitrary domain K is then called coherent if it can be extended to
some coherent lower prevision on all gambles. This is the case if and only if
sup½Pni¼1fi  mf0PPni¼1P ðfiÞ  mP ðf0Þ for any n,mP 0 and f0, f1, . . . , fn inK. For a coherent lower previ-
sion P, deﬁned on a setK, it holds that P ðf Þ 6 P ðf Þ for all f 2K \ K. Also, a coherent lower prevision is
monotone: f 6 g) P(f) 6 P(g), and uniformly continuous: if a sequence of gambles fn, nP 0 converges uni-
formly to another gamble f, then P(fn)! P(f).
A linear prevision P onLðXÞ is a self-conjugate coherent lower prevision: P(f) = P(f). In other words, a
linear prevision is a positive and normalised (P(1) = 1) linear functional (we also use 1 as the constant function
with value 1). A functional deﬁned on an arbitrary subset K of LðXÞ is called a linear prevision if it can be
extended to a linear prevision on LðXÞ. This is the case if and only if sup Pni¼1fi Pmj¼1gjPPn
i¼1P ðfiÞ 
Pm
j¼1P ðgjÞ for any n,mP 0 and f1, . . . , fn, g1, . . . ,gm inK. We let PðXÞ denote the set of all linear
previsions on LðXÞ.
The restriction Q of a linear prevision P on LðXÞ to the set of all events is a ﬁnitely additive probability
(probability charge). Linear previsions are completely determined by the values they assume on events; they
are simply expectations with respect to ﬁnitely additive probabilities. This can be expressed using a Dunford
integral (see, for instance [3]): for any gamble h in LðXÞ we have P ðhÞ ¼ ðDÞ R hdQ.
The natural extension EP toLðXÞ of a coherent lower prevision P deﬁned onK, is the point-wise smallest
coherent lower prevision that extends P to all gambles. It is equal to the lower envelope of the setMðP Þ of all
linear previsions that point-wise dominate P on its domain K: for any gamble f in LðXÞEP ðf Þ ¼ min
Q2MðPÞ
Qðf Þ:Observe that the setMðPÞ is convex, and closed (compact) in the relativisation to PðXÞ of the weak* topol-
ogy on the topological dual LðXÞ of the Banach space LðXÞ. Moreover, MðEP Þ ¼MðP Þ. Indeed, if P is a
coherent lower prevision on LðXÞ and P is its conjugate upper prevision, then for any gamble f and for any
a 2 ½P ðf Þ; P ðf Þ there exists a linear prevision P 2MðPÞ such that P(f) = a.
The procedure of natural extension is transitive: if we consider E1 the point-wise smallest coherent lower
prevision on some domainK1 K that dominates P onK (i.e., the natural extension of P toK1) and then
the natural extension E2 of E1 to all gambles, then E2 is also the natural extension of P to LðXÞ. Moreover,
MðE2Þ ¼MðE1Þ ¼MðPÞ. In particular, if P is a linear prevision on a negation invariantK that has a unique
extension P1 to some larger negation invariant domainK1, then a linear prevision on all gambles will dom-
inate (agree with) P on K if and only if it dominates (agrees with) P1 on K1.
Let us introduce next the notion of n-monotonicity. A thorough study of the properties of n-monotone
coherent lower previsions can be found in earlier papers [9,10]. Here, we only mention those properties that
we shall need further on.
A lower prevision deﬁned on a lattice K of gambles (a set of gambles closed under point-wise minima ^
and maxima _) is called n-monotone if, for all 1 6 p 6 n, and all f, f1, . . . , fp in K it holds thatX
If1;...;pg
ð1ÞjI jP f ^
^
i2I
fi
 !
P 0:
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for linear previsions. Another example is given by the so-called vacuous previsions. The vacuous prevision PA
relative to an event A is given by PA(f) = infx2Af(x) for any gamble f. A convex combination or a Moore–
Smith limit of completely monotone and coherent lower previsions is again a completely monotone and coher-
ent lower prevision.
We can easily characterise the natural extension of a completely monotone coherent lower prevision P. If P
is deﬁned on a lattice of eventsA that includes ; and X, its natural extension to all events is again completely
monotone, and coincides with its inner set function P*, whereP ðAÞ ¼ supfP ðBÞ : B 2A; B  Ag:
Moreover, given a completely monotone coherent lower prevision P deﬁned on a linear lattice of gambles
K that contains all constant gambles, its natural extension E to all gambles coincides with its inner extension
P*, whereP ðf Þ ¼ supfP ðgÞ : g 2K; g 6 f g
and E is again completely monotone.
A completely monotone coherent lower prevision P on all gambles satisﬁes a number of interesting prop-
erties. First, it is comonotone additive: we have P(f + g) = P(f) + P(g) for any two gambles f and g that are
comonotone, meaning that for all x and - in X if f(x) < f(-) then also g(x) 6 g(-). Secondly, it is completely
determined by the values it assumes on events. Actually, it is equal to the Choquet functional associated with
the set function (a completely monotone coherent lower probability) that is the restriction of P to events: for
all gambles f on XP ðf Þ ¼ ðCÞ
Z
f dP ¼ inf f þ ðRÞ
Z sup f
inf f
P ðfhP tgÞdt;where the ﬁrst integral is a Choquet and the second a Riemann integral. Thirdly, the class of P-integrable gam-
bles, that is, those gambles h satisfying P ðhÞ ¼ P ðhÞ, is a uniformly closed linear lattice that contains all con-
stant gambles. In particular, the class of P-integrable events is a ﬁeld. Interestingly, a gamble h is P-integrable
if and only if its cut sets {fP t} :¼ {x 2 [0,1] : f(x)P t} are P-integrable for all but a countable number of t.
3. The natural extension of lower and upper distribution functions
Since we shall be dealing with the unit interval and its subintervals throughout, it will be well to establish a
number of relevant conventions here. We consider the (Euclidean) topologyT of open sets on [0,1] that is the
relativisation to [0,1] of the Euclidean topology on the set of real numbers R. By an open interval we shall
mean a subinterval of [0,1] that is open (belongs toT), or in other words, that is the intersection of [0,1] with
some open interval of R. Thus for x and y in [0,1], (x,y) is an open interval, but so are [0,1], [0,x) and (y, 1].
For any set A  [0, 1], we denote its topological interior by int(A) and its topological closure by cl(A).
We are now ready to tackle the ﬁrst problem, mentioned in Section 1: To what extent does a distribution
function determine a ﬁnitely additive probability?
3.1. A precise distribution function
Since we are dealing in this paper with the unit interval, this shall be the domain we consider for the notion
of distribution function:
Deﬁnition 1. A distribution function on [0,1] is a non-decreasing function F : [0,1]! [0,1] that satisﬁes the
normalisation condition F(1) = 1.
The interpretation of such a distribution function is as follows: we consider a random variable
X : [0, 1]! [0, 1] and assume that F provides information about the accumulated probability of X. This means
that we can deﬁne a functional PF (the probability induced by the random variable X) such that for any
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PF((x, 1]) of (x, 1] is equal to 1  F(x). In other words, specifying a distribution function F is tantamount to
specifying a set function PF on the set of events3 To
a linea
4 As
Propo
given iH :¼ f½0; x : x 2 ½0; 1g [ fðx; 1 : x 2 ½0; 1g: ð1Þ
and since F satisﬁes the properties of a distribution function, this PF can be seen as a linear prevision on (the
set of indicator functions of) the elements of H [26, Lemma 3.58]. This linear prevision can be uniquely ex-
tended to a linear prevision on the lattice Q of subsets of [0,1] generated byH,3 where all elements of Q have
the form½0; x1 [ ðx2; x3 [    [ ðx2n2; x2n1 [ ðx2n; 1; or ðx2; x3 [    [ ðx2n2; x2n1 [ ðx2n; 1;
where 0 6 x1 < x2 6 x3 <    6 x2n1 < x2n 6 1.4 If we also denote this unique linear prevision on Q by PF,
then we have thatPF ð½0; x1 [ ðx2; x3 [    [ ðx2n2; x2n1 [ ðx2n; 1Þ ¼ F ðx1Þ þ
Xn1
k¼1
½F ðx2kþ1Þ  F ðx2kÞ þ 1 F ðx2nÞ ð2Þand similarlyPF ððx2; x3 [    [ ðx2n2; x2n1 [ ðx2n; 1Þ ¼
Xn1
k¼1
½F ðx2kþ1Þ  F ðx2kÞ þ 1 F ðx2nÞ: ð3ÞThe natural extension EF of PF is the smallest coherent lower prevision on all gambles that extends PF. It is
the lower envelope of the setMðF Þ :¼MðPF Þ of all linear previsions Q with distribution function F, i.e., for
which Q([0,x]) = F(x), x 2 [0, 1]. For any gamble h on [0,1], ½EF ðhÞ;EF ðhÞ is the range of the value Q(h) for all
such linear previsions Q.
Since the domain Q of PF is a lattice of events containing both ; and [0,1], and since any linear prevision on
such a lattice of events is in particular completely monotone, we deduce from the discussion in Section 2 that
(i) the natural extension EF is a completely monotone and comonotone additive coherent lower prevision;
(ii) that the restriction of EF to events is the inner set function PF,* of PF, given byPF ;ðAÞ ¼ supfPF ðBÞ : B 2 Q; B  Ag ð4Þ
for all A  [0,1]; and (iii) that for all gambles h on [0,1]EF ðhÞ ¼ ðCÞ
Z
hdEF ¼ inf hþ ðRÞ
Z sup h
inf h
P F ;ðfhP tgÞdt: ð5ÞWe can also draw a number of conclusions about the gambles h to which the linear prevision PF can be
extended uniquely:
Deﬁnition 2. A gamble h on [0,1] is said to be F-integrable when EF ðhÞ ¼ EF ðhÞ. The set of F-integrable
gambles is denoted by LF .
Then we also know that (iv) LF is a uniformly closed linear lattice containing all constant gambles, and
that (v) a gamble h is F-integrable if and only if its cut sets {hP t}, or equivalently its strict cut sets
{h > t}, are F-integrable for all but a countable number of t in R.
Remark 1 (The non-uniqueness of finitely additive probability measures with a given distribution function). If we
consider the set Q \ ½0; 1 of all rational numbers between zero and one, then it is clear that {0} = [0,0] is the
only element of Q that is included in this set, and therefore EF ðQ \ ½0; 1Þ ¼ PF ;ðQ \ ½0; 1Þ ¼ F ð0Þ. On thesee this, observe that (i) there is a unique extension as a linear (ﬁnitely additive) set function, and (ii) there always is an extension to
r prevision on all gambles by [27, Theorem 3.4.2], and in particular to Q, because PF is a linear prevision.
remarked by one of the referees, there is also a unique extension as a linear prevision to the algebra generated by H. See [14,
sition 2.10;5, Theorem 11.2.2]. For the purposes of this paper, it suﬃces to use the expression of the unique extension to the lattice Q
n Eqs. (2) and (3).
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irrational numbers between zero and one, so we see that EF ðQ \ ½0; 1Þ ¼ 1 EF ððQ \ ½0; 1ÞcÞ ¼ 1. This shows
that the natural extension of any distribution function F is not a linear prevision (precise probability) unless all
the probability mass is concentrated in 0. So, unless F(0) = 1, there is an uncountable inﬁnity of linear
previsions (ﬁnitely additive probabilities) Q with distribution function F, and for each a 2 [F(0), 1], there is
some such Q for which QðQ \ ½0; 1Þ ¼ a. To put it diﬀerently, a linear prevision onLð½0; 1Þ is not completely
determined by its distribution function unless it corresponds to the degenerate distribution on 0.
Example 1. Deﬁne the simple break function b(Æ; d,a) : [0, 1]! [0, 1] bybðx; d; aÞ :¼
0 if x < d;
a if x ¼ d;
1 if x > d
8><
>:for d and a in [0,1]. If d < 1 then b(Æ; d,a) is a distribution function on [0,1], which has one ‘break’ (disconti-
nuity) at d unless d = 0, a = 1. For d = 1, b(Æ; d,a) is a distribution function if and only if a = 1. In the lan-
guage of de Finetti [13, Section 6.5], the distribution function b(Æ; d,a) has adherent mass 1 at d: any open
interval that contains d has probability 1, but we do not know exactly (due to the lack of r-additivity) the
probability of {d}: it may be 1, but then it may also be 0, and all the mass may then be left- or right-adherent
to d. In general, the adherent mass at d will distribute between the left-adherent mass at d, the right-adherent
one, and P(d). See also Remark 6.
As we shall show in Section 5, in the case of the distribution function of the probabilities with a sequence of
moments m, we know the masses adherent to any of the discontinuity points, but not exactly the mass
allocated at the discontinuity point. De Finetti argues that we should regard the distribution functions as
indeterminate in those discontinuity points.
Let us, as an example, determine the natural extension EF when F = b(Æ; d,a) where 0 < d < 1. Clearly
F = (1  a)b(Æ; d, 0) + ab(Æ; d, 1), and using Lemma 9 further on, we see thatEF ¼ ð1 aÞEbð;d;0Þ þ aEbð;d;1Þ;
so it suﬃces to determine Eb(Æ;d,0) and Eb(Æ;d,1). Since b(Æ; d, 0) and b(Æ; d, 1) only assume the values 0 and 1, so
do the restrictions of their natural extensions to events; see Eqs. (2)–(4). For any event A, we have that
Eb(Æ;d,0)(A) = 1 if and only if (d,x)  A for some d < x 6 1, and it then follows from Eq. (5) thatEbð;d;0ÞðhÞ ¼ supd<x61inf z2ðd;xÞhðzÞ:
Similarly, Eb(Æ;d,1)(A) = 1 if and only if (x,d]  A for some 0 6 x < d, and thereforeEbð;d;1ÞðhÞ ¼ sup06x<d inf z2ðx;dhðzÞ ¼ min hðdÞ; sup06x<d inf z2ðx;dÞhðzÞ
 
:We shall come back to these break functions in Section 4.
As we already stated in Section 1, de Finetti [13, Section 6.4.4, p. 235] suggests that what we call the lower
natural extension EF of a distribution function F coincides with the lower Riemann–Stieltjes integral with
respect to that distribution function. We devote some attention to (lower) Riemann–Stieltjes integrals in
the next section.
3.2. Lower and upper Riemann–Stieltjes integrals
With a distribution function F, we can also associate integrals of the Riemann–Stieltjes type. Let us recall
brieﬂy how this is done. We refer to [19] for an excellent and more detailed exposition of this and other types
of integrals. Consider a subdivision of [0,1], i.e., a ﬁnite collection S of adjacent closed intervals
[0,x1], [x1,x2], . . . , [xn1,xn], [xn, 1] that cover [0,1], where 0 = x0 < x1 < x2 <    < xn < xn+1 = 1. Say that a
subdivision S2 reﬁnes a subdivision S1, which we denote as S2  S1, if every closed interval in S2 is a subset
of some closed interval in S1. Then the reﬁnement relation  is reﬂexive and transitive, and the set S of all
subdivisions is directed under the reﬁnement relation, meaning that for any two subdivisions S1 and S2 there is
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limits with respect to this directed set; see [22] for more information. Consider, for a gamble h on [0,1], the net
fISðh; F Þ : S 2 Sg which associates the real numberISðh; F Þ :¼
Xn
k¼0
½F ðxkþ1Þ  F ðxkÞinf z2½xk ;xkþ1hðzÞ ð6Þwith any subdivision S of [0,1]. This net is bounded above by suph and increasing: if S2  S1 then
IS2ðh; F ÞP IS1ðh; F Þ. This implies that it Moore–Smith-converges to some real number (its Moore–Smith lim-
it), and this real number is called the lower Riemann–Stieltjes integral of h with respect to F, denoted by:ðRSÞ
Z 1
0
hðxÞdF ðxÞ ¼ lim
S2S
ISðh; F Þ ¼ supS2SISðh; F Þ: ð7ÞThe real functional that maps any gamble h in Lð½0; 1Þ to its lower Riemann–Stieltjes integral
ðRSÞR 1
0
hðxÞdF ðxÞ can be interpreted as a lower prevision. It is not diﬃcult to show, using Eqs. (6) and (7), that
it is super-additive and positively homogeneous, and that moreover½F ð1Þ  F ð0Þ inf h 6 ðRSÞ
Z 1
0
hðxÞdF ðxÞ 6 ½F ð1Þ  F ð0Þ sup h;so ðRSÞR 1
0
 dF ðxÞ will be a coherent lower prevision on Lð½0; 1Þ if and only if F(1)  F(0) = 1, or equiva-
lently, F(0) = 0. We see from Eqs. (6) and (7) that in that case ðRSÞR 1
0
 dF ðxÞ is a point-wise limit of convex
mixtures of vacuous lower previsions. Such vacuous lower previsions are completely monotone, and so is,
therefore, the lower Riemann–Stieltjes integral; see [9–11] for more details.
But when F(0) = 0, its coherence and complete monotonicity allows us to say much more interesting things
about the associated lower Riemann–Stieltjes integral. Indeed, as we have already had occasion to mention
before, it ensures that this lower integral is the Choquet integral with respect to its restriction to events. More-
over, let C be the lattice of events generated by all closed intervals of [0, 1], i.e., the set consisting of ; and all
ﬁnite unions of closed intervals of [0,1], and for any C = [x1,x2] [    [ [x2n1,x2n] in C with
x1 6 x2 6    6 x2n in [0,1], letQF ðCÞ :¼ ðRSÞ
Z 1
0
ICðxÞdF ðxÞ ¼
Xn
k¼1
½F ðx2kÞ  F ðx2k1Þ ð8Þand let QF(;) = 0. Then C is a lattice of events containing both ; and [0,1], and the set function QF is the
restriction of the lower Riemann–Stieltjes integral to C, and is therefore a coherent and completely monotone
lower probability. Moreover, we infer from Eqs. (6) and (7) that for any event AðRSÞ
Z 1
0
IAðxÞdF ðxÞ ¼ supfQF ðCÞ : C 2 C;C  Ag ¼ QF ;ðAÞ;so the lower Riemann–Stieltjes integral coincides on events with the inner set function (the natural extension)
QF,* of QF. Finally, since the lower Riemann–Stieltjes integral is a coherent and completely monotone lower
prevision, it coincides with the Choquet integral of its restriction to events, whenceðRSÞ
Z 1
0
hðxÞdF ðxÞ ¼ ðCÞ
Z
hdQF ; ¼ inf hþ ðRÞ
Z sup h
inf h
QF ;ðfhP tgÞdtfor any gamble h on [0,1].
The upper Riemann–Stieltjes integral ðRSÞR 1
0
hðxÞdF ðxÞ is deﬁned similarly, with the inﬁma in Eq. (6)
replaced by suprema. Alternatively, becauseðRSÞ
Z 1
0
hðxÞdF ðxÞ ¼ ðRSÞ
Z 1
0
 hðxÞdF ðxÞ
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for some gamble h, we say that h is Riemann–Stieltjes integrable with respect to F, and we call the common
value the Riemann–Stieltjes integral of h with respect to F. It follows from the complete monotonicity and
coherence of F (when F(0) = 0) that the set of all Riemann–Stieltjes integrable gambles constitutes a uniformly
closed linear lattice, and that a gamble is Riemann–Stieltjes integrable if and only if (the indicators of) its cut
sets {hP t} are Riemann–Stieltjes integrable for all but a countable number of real numbers t.
We are now able to investigate de Finetti’s suggestion that the natural extension EF of a distribution func-
tion F can be written as the lower Riemann–Stieltjes integral with respect to F. The following theorem shows
that this is not always the case! It was ﬁrst proven by Troﬀaes in his doctoral dissertation [26, Theorem 4.59].
We give an alternative proof here that is much shorter than his, because we are able to harness the power of
the mathematical machinery behind completely monotone coherent lower previsions.
Theorem 1. For any distribution function F on [0,1], EF ðhÞ ¼ ðRSÞ
R 1
0
hðxÞdF ðxÞ for all gambles h on [0,1] if and
only if F is right-continuous (i.e., it has no right adherent masses) and F(0) = 0.
Proof. We begin with the ‘necessity’ part. Take any x 2 [0, 1]. It follows from the deﬁnition of the lower Rie-
mann–Stieltjes integral that ðRSÞR 1
0
I ðx;1ðtÞdF ðtÞ ¼ 1 F ðxþÞ whereas EF((x, 1]) = PF((x, 1]) = 1  F(x). This
shows that F must be right-continuous on [0,1]. Similarly, consider [0,x] for any x in [0, 1], then
ðRSÞR 1
0
I ½0;xðtÞdF ðtÞ ¼ F ðxÞ  F ð0Þ and EF([0,x]) = PF([0,x]) = F(x), so we also must have that F(0) = 0.
We now turn to the ‘suﬃciency’ part. Assume that F(0) = 0 and that F is right-continuous. First check,
using Eqs. (2), (3) and (8) that in this case PF(B) = QF,*(B) for any B in Q and QF(C) = PF,*(C) for any C in C.
Then for any A  [0,1]PF ;ðAÞ ¼ supfPF ðBÞ : B 2 Q;B  Ag ¼ supfQF ;ðBÞ : B 2 Q;B  Ag ¼ supB2Q;BA supfQF ðCÞ : C 2 C;C  Bg
6 supfQF ðCÞ : C 2 C;C  Ag ¼ QF ;ðAÞand a completely symmetrical argument shows that QF,*(A) 6 PF,*(A). Hence the coherent lower probabilities
PF,* and QF,* coincide on all events, and so do therefore their natural extensions EF and ðRSÞ
R 1
0
 dF ðxÞ on all
gambles. h3.3. Moments of a distribution function
Interestingly, any distribution function F produces precise moments, i.e., the polynomials pk deﬁned by
pk(x) :¼ xk, k > 0 and p0(x) :¼ 1 are always F-integrable. To see this, verify that for k > 0, {pk > t} is equal
to ðt1k; 1 if tP 0 and to [0,1] if t < 0, and that {p0 > t} equals [0, 1] if t < 1 and ; if tP 1, so all the strict
cut sets belong to H, and are therefore F-integrable.
Using Eq. (5), we ﬁnd for the corresponding moments mk that for k > 0, after an appropriate change of
variables in the Riemann integral, and integration by parts,mk :¼ EF ðpkÞ ¼ EF ðpkÞ ¼ ðRÞ
Z 1
0
½1 F ðt1kÞdt ¼ 1 ðRÞ
Z 1
0
kxk1F ðxÞdx ¼ ðRSÞ
Z 1
0
xkdF ðxÞ; ð9Þsince PF ;ððt1k; 1Þ ¼ PF ððt1k; 1Þ ¼ 1 F ðt1kÞ. For k = 0 on the other hand, we have that m0 = 1 and thatðRSÞ
Z 1
0
x0 dF ðxÞ ¼ ðRSÞ
Z 1
0
1dF ðxÞ ¼ F ð1Þ  F ð0Þso we see that m0 ¼ ðRSÞ
R 1
0
x0dF ðxÞ if and only if F(0) = 0.
Let us therefore assume that F(0) = 0. Then all polynomials p on [0,1] are both F-integrable and Riemann–
Stieltjes integrable with respect to F. Since we have seen that both EF and ðRSÞ
R 1
0
 dF ðxÞ are coherent and
completely monotone lower previsions, it follows that both the F-integrable and the Riemann–Stieltjes inte-
grable gambles constitute a uniformly closed linear lattice. This implies that all continuous gambles are both
F-integrable and Riemann–Stieltjes integrable with respect to F. We conclude that for all continuous gambles
h 2 Cð½0; 1Þ
5 Th
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Z 1
0
hðxÞdF ðxÞand we can use the Riemann–Stieltjes integral to calculate the natural extension of F to continuous gambles.
We might be tempted to extrapolate this result and surmise that more generally, we can use the lower Rie-
mann–Stieltjes integral to calculate EF for all gambles. Theorem 1 tells us however that we cannot expect this
to be the case unless F is right-continuous besides F(0) = 0. We shall have occasion to come back to the
intriguing connection between (lower) Riemann–Stieltjes integrals and the natural extensions of distribution
functions (and moment sequences) in the following sections.
3.4. Lower and upper distribution functions
Let us now turn to a more general problem. Suppose we have two maps F ; F : ½0; 1 ! ½0; 1, which we inter-
pret as a lower and an upper distribution function, respectively. This means that F and F determine a lower
probability PF ;F on the set H given by Eq. (1) as follows:PF ;F ð½0; xÞ ¼ F ðxÞ and PF ;F ððx; 1Þ ¼ 1 F ðxÞfor all x 2 [0,1]. Walley has mentioned [27, Section 4.6.6] and Troﬀaes [26, Theorem 3.59, p. 93] has shown
that PF ;F is a coherent lower probability if and only if F 6 F and both F and F are distribution functions,
i.e., non-decreasing and normalised. We shall assume in what follows that these conditions are satisﬁed. Lower
probabilities of this type are sometimes called probability boxes, see for instance [16].
The natural extension EF ;F of the coherent lower probability PF ;F to all gambles is the smallest coherent
lower probability that coincides with PF ;F onH, or in other words, that has lower and upper distribution func-
tions F and F . It is the lower envelope of the setMðF ; F Þ :¼MðPF ;F Þ ¼MðEF ;F Þ of all linear previsions whose
distribution function F satisﬁes F 6 F 6 F . In fact, we have the following result.5 Denote byUðF ; F Þ ¼ fF : F distribution function and F 6 F 6 F g ð10Þ
the set of all distribution functions (non-decreasing and normalised) on [0,1] that lie between F and F .
Theorem 2. MðF ; F Þ ¼ SF2UðF ;F ÞMðF Þ, and so EF ;F is the lower envelope of all natural extensions EF of the
distribution functions F in UðF ; F Þ: for all gambles h on [0,1]EF ;F ðhÞ ¼ inffEF ðhÞ : F 2 UðF ; F Þg:Proof. Recall that for any linear prevision Q on Lð½0; 1Þ, Q has distribution function F if and only if
Q 2MðF Þ. Now Q 2MðF ; F Þ if and only if the distribution function of Q lies between F and F , so if and only
if there is some F in UðF ; F Þ such that Q 2MðF Þ. This means that indeedMðF ; F Þ ¼ SF2UðF ;F ÞMðF Þ. Taking
lower envelopes yields the desired expression involving the natural extensions, since EF ;F is the lower envelope
of MðF ; F Þ and EF is the lower envelope of MðF Þ. h4. Distribution functions determined by a moment sequence
We have seen that a distribution function F always has precise moments, that is, if we know the values that
the prevision PF takes inH, there is a unique extension to the class of polynomials, and as a consequence also
to the class of continuous gambles, in which the set of polynomial gambles is uniformly dense. In this section,
we are going to study the converse problem: to what extent do the values of the moments of a ﬁnitely additive
probability determine its distribution function? This is related to the so-called moment problem, which we now
turn our attention to.is result was mentioned by Walley [27, Section 4.6.6]; we give a (straightforward) proof here for the sake of completeness.
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Let P be a linear prevision on the setVpð½0; 1Þ :¼ fpk : k P 0g:
The value mk :¼ P(pk) is called the (raw) moment of order k of the distribution P. Then, using linearity, we
can determine the value of P in the setVð½0; 1Þ of all polynomial gambles on [0,1], and since any continuous
gamble is the uniform limit of a sequence of polynomials, these determine the values of P on all elements of the
set Cð½0; 1Þ of continuous gambles on [0,1]. Since trivially a linear prevision on Cð½0; 1Þ determines the values
of all the moments, we see that there is a one-to-one correspondence between linear previsions on Vpð½0; 1Þ
and those on Cð½0; 1Þ.
In a companion paper [21], we have investigated to which extent a sequence of moments determines a
ﬁnitely additive probability measure. Let us give a short survey of the results we found there, as they will
be useful in addressing the problem at hand.
First, we recalled a number of necessary and suﬃcient conditions for a real sequence m :¼ (mk)kP0 in [0,1]
to be the sequence of moments of some ﬁnitely additive probability measure on the subsets of [0,1]. One such
condition is the complete monotonicity of the sequence m:
Deﬁnition 3. A sequence m in [0,1] is said to be completely monotone when m0 = 1 and (1)nDnmkP 0 for all
k,nP 0, the Dnmk are the nth order diﬀerences deﬁned recursively by D
nmk :¼ Dn1mk+1  Dn1mk and
D0mk :¼ mk.
We shall also call a completely monotone sequence a Hausdorﬀ moment sequence, referring to Hausdorﬀ’s
[17,18] original study of the moment problem for r-additive probabilities. In these works, Hausdorﬀ proved
that the complete monotonicity of m is also necessary and suﬃcient for the existence of a r-additive proba-
bility measure with this sequence of moments, which is moreover unique.
Secondly, we also studied to which extent a Hausdorﬀ moment sequence m determines its inducing prob-
ability measure. Observe that such a sequence uniquely determines a linear prevision P^ m on the set Cð½0; 1Þ.
This implies that the linear previsions on all gambles with the given moment sequence m are precisely those
linear previsions that extend P^ m. LetMðmÞ denote the set of all these linear previsions. The lower and upper
envelopes of MðmÞ are given for any gamble h on [0,1] byEmðhÞ ¼ supfP^ mðgÞ : g 2 Cð½0; 1Þ; g 6 hg;
EmðhÞ ¼ inffP^ mðgÞ : g 2 Cð½0; 1Þ; h 6 gg:
ð11ÞAny linear prevision onLð½0; 1Þ induces the moment sequence m if and only if it dominates Em. Note that
only one of the restrictions of these ﬁnitely additive probabilities inMðmÞ to the Borel sets is also r-additive.
We shall denote this probability by P rm, and by F
r
m its (right-continuous) distribution function.
Next, we list some properties of Em and Em (proven in [21]). For this, let us deﬁne, for any gamble h on [0,1],
the gamblesh"ðxÞ ¼ supfgðxÞ : g 2 Cð½0; 1Þ; g 6 hg;
h#ðxÞ ¼ inffgðxÞ : g 2 Cð½0; 1Þ; h 6 gg: ð12ÞTheorem 3 [21]. Consider a Hausdorff moment sequence m, and let Em be the functional given by Eq. (11). The
following statements hold:
1. For any gamble h on [0,1], Em(h) = Em(h
") and EmðhÞ ¼ Emðh#Þ. In particular, for any event A  [0,1],
Em(A) = Em(int(A)) and EmðAÞ ¼ EmðclðAÞÞ.
2. For any set AEmðAÞ ¼ EmðintðAÞÞ ¼
X
I2IðAÞ
EmðIÞ; ð13Þ
where IðAÞ is a countable family of disjoint open intervals whose union is int(A).
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bles h on [0,1]EmðhÞ ¼ ðCÞ
Z
hdEm :¼ inf hþ ðRÞ
Z sup h
inf h
EmðfhP tgÞdt ¼ inf hþ ðRÞ
Z sup h
inf h
Emðfh > tgÞdt;
where the first integral is the Choquet integral associated with the restriction of Em to events, and the second
and third integrals are Riemann integrals.Deﬁnition 4. Let m be a Hausdorﬀ moment sequence, and let Em and Em be the lower and upper previsions
deﬁned in Eq. (11). The associated lower distribution function Fm and upper distribution function F m on [0,1]
are given byF mðxÞ :¼ Emð½0; xÞ and F mðxÞ :¼ Emð½0; xÞ
for all x 2 [0, 1].
As we said before, a linear prevision has moment sequence m if and only if it belongs toMðmÞ; in that case,
its distribution function belongs to the set UðF m; F mÞ that we can deﬁne using Eq. (10). We shall see in The-
orem 6 later on that the converse also holds: a linear prevision whose distribution function belongs to
UðF m; F mÞ will always produce the moment sequence m.
For any function f on [0,1] and any x 2 [0, 1] let f(x) :¼ limt!x,t<xf(t) denote the left limit of f in x (if it
exists) when x > 0, and let f(0) :¼ f(0). Similarly, let f(x+) :¼ limt!x,t>xf(t) denote the right limit of f in x (if it
exists) when x < 1, and let f(1+) :¼ f(1). Let then DF m :¼ fx 2 ½0; 1 : F mðxÞ 6¼ F mðxþÞg denote the set of all
points of discontinuity of Fm, and DF m ¼ fx 2 ½0; 1 : F mðxÞ 6¼ F mðxþÞg denote the set of points where F m is
not continuous. Let Dm :¼ DF m [DF m denote their union. It follows from the non-decreasing character of Fm
and F m that DF m and DF m are countable subsets of [0,1], and as a consequence so is their union Dm.
Proposition 4 [21]. Let m be a Hausdorff moment sequence, and let F m; F m be its associated lower and upper
distribution functions. The following statements hold:
(1) For any x 2 [0,1], F mðxþÞ ¼ F mðxÞ ¼ F mðxþÞ.
(2) For any x 2 (0,1), F mðxÞ ¼ F mðxÞ ¼ F mðxÞ.
(3) F mð1Þ ¼ F mð1Þ 6 F mð1Þ ¼ F mð1Þ ¼ 1.
(4) F mð0Þ ¼ F mð0Þ ¼ 0 6 F mð0Þ ¼ F mð0Þ.We are now ready to ﬁnd out what are the distribution functions that correspond to a given Hausdorﬀ
moment sequence m. We shall see that the coherent lower prevision Em helps us solve this problem.
4.2. First results
Deﬁnition 5. A gamble h on [0,1] is called m-integrable when EmðhÞ ¼ EmðhÞ. We shall denote by Em the
restriction of Em (or Em) to the class of m-integrable gambles.
The transitivity of the natural extension ensures that Em is the natural extension of Em. Since it follows from
Theorem 3 that Em is determined by its restriction to events and these are in turn determined by the values in
open intervals, we only need to be interested in the values that Em takes in the lattice Om generated by the open
m-integrable intervals. Denote by ~Pm the restriction of Em (and therefore also Em) on Om. It is easy to see that
the elements of this lattice take the formO ¼ ½0; x1Þ [ ðx2; x3Þ [    [ ðx2n2; x2n1Þ [ ðx2n; 1; ð14Þ
where 0 6 x1 6 x2 < x3 6    6 x2n2 < x2n1 6 x2n 6 1, xk 62 Dm, and that~PmðOÞ ¼ F mðx1Þ þ
Xn1
k¼1
½F mðx2kþ1Þ  F mðx2kÞ þ 1 F mðx2nÞ: ð15Þ
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tribution functions Fm and F m, or in other words, that these two functions already capture, in a very speciﬁc
way, all the information that is present in the moments. We ﬁrst cite the following lemma, which follows
immediately from Proposition 4.
Lemma 5. Consider a Hausdorff moment sequence m, and let F 2 UðF m; F mÞ. Then
1. F mðxÞ ¼ F ðxÞ ¼ F mðxÞ for all x 62 Dm;
2. F ðxÞ ¼ F mðxÞ ¼ F rmðxÞ for all x 2 (0,1];
3. F ðxþÞ ¼ F mðxÞ ¼ F rmðxÞ for all x 2 [0,1].We see then that the distribution functions of the ﬁnitely additive probabilities with a given sequence of
moments m may only diﬀer in the countable set Dm of discontinuity points of F m; F m. On such points d,
the diﬀerence between the distribution functions will come from the distribution of the mass jumps between
the left-adherent and right-adherent parts, and P(d). That UðF m; F mÞ has such structure6 can be perhaps better
understood if we think of the moments produced by a distribution function by means of a Riemann–Stieltjes
integral, and the fact that this integral ‘ﬂattens out’ adherent masses. We shall be more precise about this in
Proposition 15 further on.
Remark 2 (The uniqueness of the r-additive probability measure with a given moment sequence). This lemma
allows for a very simple proof of the fact that there is only one r-additive probability with a given moment
sequence m that satisﬁes the Hausdorﬀ moment condition, or in other words that there is only one r-additive
probability measure that extends a linear prevision on the set of all continuous gambles on [0,1] (which is,
essentially, the F. Riesz Representation Theorem in the form mentioned by Feller [15, Section V.1]). On the
one hand, by the ﬁrst statement in Proposition 4, the distribution function F m is right-continuous, and the
associated r-additive probability measure has moment sequence m. On the other hand, let Pr be any r-additive
probability on the Borel sets of [0, 1] with moment sequence m. Then its distribution function Fr is right-
continuous (by r-additivity), and it must belong to UðF m; F mÞ. By the third statement of Lemma 5, we see that
F r ¼ F m, so F is uniquely determined, and therefore so is Pr.7
Theorem 6. Consider a Hausdorff moment sequence m, and let UðF m; F mÞ be given by Eq. (10). Then the follow-
ing statements hold:
1. For all F in UðF m; F mÞ, the restriction of EF to the lattice of events Om generated by the m-integrable open
intervals is equal to ~Pm.
2. For all F in UðF m; F mÞ, EF dominates Em and therefore all m-integrable gambles are also F-integrable:
Lm LF .
3. Em ¼ inffEF : F 2 UðF m; F mÞg ¼ EFm;F m .Proof. We begin with the ﬁrst statement. Consider any distribution function F in the set UðF m; F mÞ and any
ﬁnite union O 2 Om of m-integrable open intervals. Such a union has the form given by Eq. (14). If we now
apply Eqs. (2) and (4), we ﬁnd in particular that for this union, if x1 > 06 We
7 An
reason
nor un
mentioEF ðOÞ ¼ PF ;ðOÞ ¼ F ðx1Þ þ
Xn1
k¼1
½F ðx2kþ1Þ  F ðx2kÞ þ 1 F ðx2nÞ
¼ F mðx1Þ þ
Xn1
k¼1
½F mðx2kþ1Þ  F mðx2kÞ þ 1 F mðx2nÞ;are grateful to one of the referees for drawing our attention to this.
astute reader might worry at this point about the appearance of F rm in Lemma 5, which might lead him to suspect that our
ing here is circular. But there is no real cause for concern: in no essential part of the development so far have we needed the existence
iqueness of a r-additive probability measure that produces the moment sequence m. We could essentially have dropped every
n of P rm and F
r
m until now, and used Lemma 5 to prove their existence and uniqueness.
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Xn1
k¼1
½F ðx2kþ1Þ  F ðx2kÞ þ 1 F ðx2nÞ ¼
Xn1
k¼1
½F mðx2kþ1Þ  F mðx2kÞ þ 1 F mðx2nÞ:If we compare these expressions with Eq. (15), we see that EF ðOÞ ¼ ~PmðOÞ, so ~Pm (and therefore Em) and EF
coincide on Om. This proves the ﬁrst statement.
Since Em is the natural extension of ~Pm, and therefore the smallest coherent lower prevision that extends ~Pm,
we see that EFP Em. So for any gamble h on [0,1], EmðhÞ 6 EF ðhÞ 6 EF ðhÞ 6 EıtmðhÞ. If h is m-integrable
gamble, then EmðhÞ ¼ EmðhÞ, whence also EF ðhÞ ¼ EF ðhÞ, so h is F-integrable as well. This completes the proof
of the second statement.
To prove the third statement, use Theorem 2 to deduce from EFP Em that EFm;F m P Em. For the converse
inequality, recall that since the coherent lower prevision Em has lower distribution function Fm and upper
distribution function F m, it must dominate the smallest coherent lower prevision EFm;F m with these lower and
upper distribution functions, so Em P EFm;F m . h
We see from this theorem that, given a distribution function F in UðF m; F mÞ, and a linear prevision P with
distribution function F, the linear prevision P belongs to the classMðEF Þ MðEmÞ, and as a consequence the
moment sequence of P is m. Hence, UðF m; F mÞ is exactly the class of distribution functions whose moment
sequence is m.
Next, we establish a number of necessary and suﬃcient conditions for the equality F m ¼ F m, or, equiva-
lently, for the uniqueness of the distribution function with a given sequence of moments. As it could be
expected, it amounts to the m-integrability of all the sets inH, which in turn means that the only distribution
function inducing these moments is (except for maybe at 1) continuous.
Corollary 7. Consider a Hausdorff moment sequence m. Then the following statements are equivalent:
1. F m ¼ F m whence in particular F mð0Þ ¼ 0;
2. Fm, F m and F
r
m are continuous on [0,1);
3. Em = EF for some F 2 UðF m; F mÞ;
4. Em = EF for all F 2 UðF m; F mÞ;
5. Em ¼ ðRSÞ
R 1
0
 dF ðxÞ for all F 2 UðF m; F mÞ.Proof. It is clear from Proposition 4 that the ﬁrst two statements are equivalent.
We now give a circular proof of the equivalence of statements 1, 3 and 4. The fourth statement implies the
third. To show that the third statement implies the ﬁrst, consider any x 2 [0,1] and the distribution function F
for which Em = EF. Then it follows from the assumption that Fm(x) = Em([0,x]) = EF([0,x]) = F(x). But it
follows by conjugacy that also Em ¼ EF , so F mðxÞ ¼ Emð½0; xÞ ¼ EF ð½0; xÞ ¼ F ðxÞ. This means that F m ¼ F m.
So we are left to show that the ﬁrst statement implies the fourth. It follows from F m ¼ F m that UðF m; F mÞ only
contains one distribution function F m ¼ F m, and Theorem 6 then tells us that indeed Em ¼ EFm ¼ EFm .
To complete the proof, assume that any (and hence all) of the ﬁrst four statements hold. Then in particular
Em ¼ EFm (statement 4). Now, since F m is right-continuous and satisﬁes F mð0Þ ¼ 0 (statement 1), we know
from Theorem 1 that also EFm ¼ ðRSÞ
R 1
0
 dF mðxÞ. Since F m is the only element of UðF m; F mÞ (statement 1), we
see that the ﬁfth statement holds. Conversely, it follows from the assumption that Em ¼ ðRSÞ
R 1
0
 dF mðxÞ. In
particular, 1 ¼ Emð1Þ ¼ ðRSÞ
R 1
0
1dF mðxÞ ¼ F mð1Þ  F mð0Þ, so F mð0Þ ¼ 0 ¼ F mð0Þ. Moreover, for all 0 < x 6 1,
F mðxÞ ¼ ðRSÞ
R 1
0
I ½0;xðtÞdF mðtÞ ¼ F mðxÞ  F mð0Þ ¼ F mðxÞ. h
Remark 3 (Distribution functions are more informative than moment sequences). Let us then argue that, for
ﬁnitely additive probabilities, specifying a distribution function F is generally speaking more informative than
specifying a moment sequence (contrary to what we are used to for r-additive probabilities). Indeed, let F be a
distribution function on [0,1]. We have seen in Section 3.3 that F produces a precise moment sequence m with
m0 = 1 and mk ¼ ðRSÞ
R 1
0
xk dF ðxÞ, k > 0; and it is clear that this moment sequence satisﬁes the Hausdorﬀ
moment condition. By Theorem 6, EFP Em and Lm LF , so EF is indeed generally more informative
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integral associated with F, which (due to Theorem 1) holds if and only if F is continuous on [0,1) and F(0) = 0.
In Section 3.1, we have studied the relationship between the natural extension of a distribution function F
and the lower and upper Riemann–Stieltjes integrals. We now consider the more general situation where our
information is given by a moment sequence m. We have already argued that in that case the linear previsions
with that moment sequence are those that lie between Em and Em, and that the corresponding distribution
functions are those that lie between Fm and F m. We may be tempted to think that Em and Em coincide with
the lower and upper Riemann–Stieltjes integrals with respect to Fm and F m, respectively. However, this is gen-
erally not the case. The relationship between them is given by the following theorem.
Theorem 8. Consider a Hausdorff moment sequence m. For any F 2 UðF m; F mÞ such that F(0) = 0 and any
gamble h on [0,1],EmðhÞ 6 ðRSÞ
Z 1
0
hðxÞdF ðxÞ 6 ðRSÞ
Z 1
0
hðxÞdF ðxÞ 6 EmðhÞ:Moreover, we have thatEmðhÞ ¼ infF2UðF m;F mÞðRSÞ
Z 1
0
hðxÞdF ðxÞfor all gambles h on [0,1] if and only if F mð0Þ ¼ 0, or equivalently, 0 62 Dm.
Proof. We begin with the ﬁrst part. Consider any ﬁnite union O 2 Om of m-integrable open intervals, which
always has the form given by Eq. (14). Consider any F 2 UðF m; F mÞ, then it follows from the deﬁnition of
the lower Riemann–Stieltjes integral that if x1 > 0, ðRSÞ
R 1
0
IOðxÞdF ðxÞ is equal toF ðx1Þ  F ð0Þ þ
Xn1
k¼1
½F ðx2kþ1Þ  F ðx2kþÞ þ 1 F ðx2nþÞ
¼ F mðx1Þ  F ð0Þ þ
Xn1
k¼1
½F mðx2kþ1Þ  F mðx2kÞ þ 1 F mðx2nÞ ¼ ~PmðOÞ  F ð0Þ;where the ﬁrst equality follows from Lemma 5, and the fact that xk 62 Dm for all k, and the second one from
Eq. (15). A similar reasoning allows us to deduce that ~PmðOÞ ¼ ðRSÞ
R 1
0
IOðxÞdF ðxÞ if x1 = 0. So if F(0) = 0, we
see from Section 3.2 that ðRSÞR 1
0
 dF ðxÞ is a coherent lower prevision, and the above developments imply that
it coincides with the coherent lower probability ~Pm on Om, and therefore dominates the smallest coherent lower
prevision Em that coincides with ~Pm on Om: ðRSÞ
R 1
0
 dF ðxÞP Em. The other inequalities follow immediately
from conjugacy.
We now turn to the equality involving lower Riemann–Stieltjes integrals. Consider 0 < a < 1. Then, for any
F 2 UðF m; F mÞ, ðRSÞ
R 1
0
I ½0;aÞðxÞdF ðxÞ ¼ F ðaÞ  F ð0Þ ¼ F mðaÞ  F ð0Þ by Lemma 5 and the second statement
of Proposition 4, soinfF2UðF m;F mÞðRSÞ
Z 1
0
I ½0;aÞðxÞdF ðxÞ ¼ F mðaÞ  F mð0Þand this is equal to Em([0,a)) = Fm(a) [use Proposition 4 and the monotonicity of Em] only if F mð0Þ ¼ 0. Hence,
the condition is necessary. Let us prove now that it is also suﬃcient. Assume therefore that F mð0Þ ¼ 0, or
equivalently, 0 62 Dm. Consider any F in UðF m; F mÞ. Then by assumption F(0) = 0, so we know from Section
3.2 that the lower Riemann–Stieltjes integral with respect to F is a completely monotone lower prevision on all
gambles, which is therefore the natural extension of its restriction QF,* to events. QF,* is the natural (inner)
extension to events of QF, which is deﬁned on the lattice C of events generated by all closed intervals of
[0,1] by Eq. (8). Now observe that for any event C = [x1,x2] [    [ [x2n1,x2n] in C we have, taking into ac-
count Eqs. 2 and 3, F(0) = 0 and F(1) = 1, that
8 No
9 We
10 We
fn inK
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Xn
k¼1
½F ðx2kÞ  F ðx2k1Þ ¼ PF ððx1; x2 [    [ ðx2n1; x2nÞ 6 PF ;ðCÞ:Consequently, we ﬁnd for any event A  [0,1] that
QF ;ðAÞ ¼ supfQF ðCÞ : C 2 C;C  Ag 6 supfPF ;ðCÞ : C 2 C;C  Ag
¼ supC2C;CA supfPF ðBÞ : B 2 Q;B  Cg 6 supfPF ðBÞ : B 2 Q;B  Ag ¼ PF ;ðAÞ
and therefore also ðRSÞR 1
0
hðxÞdF ðxÞ 6 EF ðhÞ for all gambles h on [0,1]. From Theorem 6, we then deduce thatEmðhÞ ¼ infF2UðF m;F mÞEF ðhÞP infF2UðF m;F mÞðRSÞ
Z 1
0
hðxÞdF ðxÞfor any gamble h. The converse inequality follows from the ﬁrst part. h
Remark 4 (On the F. Riesz Representation Theorem). It follows from Theorem 8 that if a gamble h is m-inte-
grable, then it is Riemann–Stieltjes integrable with respect to any F 2 UðF m; F mÞ such that F(0) = 0, and
moreoverEmðhÞ ¼ EmðhÞ ¼ ðRSÞ
Z 1
0
hðxÞdF ðxÞ ¼ EF ðhÞ ¼ EF ðhÞ: ð16ÞThis holds in particular for all continuous gambles on [0,1], which strengthens the conclusions in Section 3.3.
We shall be able to further strengthen this statement in Corollary 17 below.
But Eq. (16) for continuous gambles is actually a statement of the original form of the F. Riesz
Representation Theorem ([23], see also [24, Section 50]). Indeed, we already know that specifying a Hausdorﬀ
moment sequence m is equivalent to considering a positive (normalised) linear functional P^ m on the set
Cð½0; 1Þ of all continuous gambles on [0,1]. And for such a functional, we now see that P^ m ¼ ðRSÞ
R 1
0 dF ðxÞ
for all distribution functions F in UðF m; F mÞ such that F(0) = 0. Since it is clear that there are such distribution
functions (for instance Fm), we have indeed proven that any positive linear functional on Cð½0; 1Þ can be
written as the Riemann–Stieltjes integral with respect to some non-decreasing function.8 Conversely, it is
trivial that the Riemann–Stieltjes integral associated with a distribution function F such that F(0) = 0 is the
restriction of the lower Riemann–Stieltjes integral (a coherent lower prevision) to the uniformly closed linear
lattice of all Riemann–Stieltjes integrable gambles. Hence, the Riemann–Stieltjes integral is a linear prevision
on this lattice, and therefore a positive linear functional.
Observe that this proof is, as far as we can see, constructive, because it is based on the constructible natural
extension Em (and on the constructive version of the Stone–Weierstraß theorem using approximations of
continuous gambles by Bernstein polynomials). Contrary to Banach’s fairly well-known unconstructive proof
[2] it does not rely on the Hahn–Banach Theorem. Observe, by the way, that there is a small and easily
correctable mistake in Banach’s proof which involves, interestingly and tellingly, the assumption F(0) = 0.9 It
is also of historical interest to note that in F. Riesz’s approach, as reported in [24, Section 50], as well as in
Daniell’s [6] more general treatment of the extension problem, the proof proceeds by analogy of Dedekind’s
construction of the reals (see for instance [7, Chapter 2] for an interesting discussion of so-called Dedekind–
MacNeille completion of partially ordered sets to complete lattices) showing that the linear functional on the
continuous gambles can be extended uniquely to a linear functional satisfying monotone convergence10 on the
convex cone of lower semi-continuous gambles, and then proceeding from there using the, by now familiar,
inner and outer extensions. Since we cannot generally assume monotone convergence for our finitely additive
extensions, we do not have uniqueness of the extending positive linear functionals on the cone of lower semi-
continuous functions, and we have to use inner extension earlier in the process to get to Em. But interestingly,rmalisation is not an issue here.
owe this remark to Eric Schechter.
say that a linear functional L satisﬁes monotone convergence on some set of gamblesK if for any monotone sequence of gambles
that converges point-wise to some gamble f inK, it holds that L(fn)! L(f).
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continuous gambles; see Theorem 3. In fact, we shall see further on in Theorem 16 that Em coincides on the
convex cone of lower semi-continuous gambles with the unique extension satisfying monotone convergence
constructed in the manner of F. Riesz and Daniell described above. Dual (conjugate) statements can be made
for Em.5. Interesting expressions for Em
We are now going to combine all the previous results in order to derive a very elegant expression for Em. In
order to get there, we only need to take a closer look at distribution functions and their discontinuity points.
Consider any distribution function F in UðF m; F mÞ. Then since F is non-decreasing its set of discontinuities
is a countable subset of [0, 1]. From Lemma 5, it is moreover a subset of Dm. Let us introduce a new
distribution function F by letting F(x) :¼ F(x) if x 2 (0,1] and F(0) :¼ 0.11 Then we may infer from
Lemma 5 that the sum of the probability masses concentrated in the discontinuity points11 We
then th
is deﬁn
12 ThX
d2Dm
½F ðdþÞ  F ðdÞ ¼
X
d2Dm
½F mðdÞ  F mðdÞ ¼: lm ð17Þis the same for every F in UðF m; F mÞ, and completely determined by Fm and F m (and therefore by the moment
sequence m). Since lm is the sum of the jumps of F at its discontinuity points, we must have that 0 6 lm 6 1.
Then we can write F as a convex mixtureF ¼ lmF b þ ð1 lmÞF c ð18Þ
of a continuous distribution function Fc and a ‘pure break function’ Fb, which is a uniformly and absolutely
convergent sum (convex mixture) of simple break functions.12 Explicitly, we have for all x 2 [0, 1]lmF bðxÞ :¼
X
d2Dm
½F ðdþÞ  F ðdÞb x; d; F ðdÞ  F
ðdÞ
F ðdþÞ  F ðdÞ
 
¼
X
d2Dm
½F mðdÞ  F mðdÞbðx; d; smðF ; dÞÞ
¼ F ðxÞ  F mðxÞ þ
X
d2Dm;d<x
½F mðdÞ  F mðdÞ ð19Þusing Lemma 5, where we letsmðF ; dÞ :¼ F ðdÞ  F mðdÞ
F mðdÞ  F mðdÞ
; ð20Þand b is the simple break function deﬁned in Example 1. On the other hand,ð1 lmÞF cðxÞ :¼ F ðxÞ  lmF bðxÞ ¼ F mðxÞ 
X
d2Dm;d<x
½F mðdÞ  F mðdÞ:We see that the continuous part Fc is the same for all distributions F in UðF m; F mÞ, and completely determined
by the lower and upper distribution functions Fm and F m. We shall denote it by Fm. Observe that Fm(0) = 0.
The pure break parts are identical in all the continuity points of Fm and F m, and diﬀer only by the values F(d)
they assume in the countably many discontinuity points d 2 Dm. Indeed, we can get to all F in UðF m; F mÞ by
for each such break point d assigning to F(d) any value in ½F mðdÞ; F mðdÞ (independently of all the other break
points) if d < 1, or equivalently, assigning to sm(F,d) any value in [0,1]; if d = 1 is a break point, then there is of
course only one possible choice F(1) = 1, or sm(F, 1) = 1.introduce this new notation because if d is a discontinuity point of F then the mass jump in d is F(d+)  F(d) if d > 0. But if d = 0,
is mass jump is F(0+), and we introduced the convention before that F(0) :¼ F(0), which may be diﬀerent from zero whereas F(0)
ed to be zero. So the new notation allows us to write F(d+)  F(d) for the mass jump in every d.
is idea is explained more extensively in [13, Section 6.2;19, Section II.13].
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F m ¼ lmF m;b þ ð1 lmÞF m and F m ¼ lmF m;b þ ð1 lmÞF m; ð21Þwhere for all x 2 [0,1)
lmF m;bðxÞ ¼
X
d2Dm;d6x
½F mðdÞ  F mðdÞ ð22ÞandlmF m;bðxÞ ¼
X
d2Dm;d<x
½F mðdÞ  F mðdÞ; ð23Þand where we have also used the second statement in Proposition 4. In particular, for any break point d < 1, we
have that sm(Fm,d) = 0 and smðF m; dÞ ¼ 1. It is not hard to see (check also Proposition 13 further on) that Fm,b
and F m;b are exactly the lower and upper distribution functions produced by the moment sequence mb, whereðmbÞk ¼
X
d2Dm
F mðdÞ  F mðdÞ
lm
dk ¼
X
d2Dm
½F m;bðdÞ  F m;bðdÞdk;which corresponds to a discrete r-additive probability measure with probability mass F m;bðdÞ  F m;bðdÞ con-
centrated in the elements d of Dm.
Indeed, we shall see that we can decompose the moment sequence m into a ‘continuous’ part mc and a ‘dis-
crete’ part mb. This is due to the convexity property of the natural extension established in the following two
lemmas.
Lemma 9. Let F1 and F2 be two distribution functions on [0,1], and let, for a 2 [0,1], the distribution function
F = aF1 + (1  a)F2 be a convex mixture of F1 and F2. Then ðRSÞ
R 1
0
 dF ðxÞ ¼ aðRSÞR 1
0
 dF 1ðxÞþ
ð1 aÞðRSÞR 1
0
 dF 2ðxÞ and EF ¼ aEF 1 þ ð1 aÞEF 2 .
Proof. For the lower Riemann–Stieltjes integral, observe that the subdivisions of [0,1] form a directed set
under the reﬁnement relation, and that consequently, such a lower integral is a Moore–Smith limit. Since
the limit of a convex mixture is the convex mixture of the limits, the result follows.
For the natural extensions, the reasoning is similar, if somewhat more involved. First of all, consider the
natural extension to all events. Since the set Q is a lattice of events, it is closed under unions, and therefore
constitutes a directed set under the inclusion relation. This ensures that the supremum in Eq. (4) is actually a
Moore–Smith limit. Since the limit of a convex mixture is the convex mixture of the limits, the result follows
for the natural extension to events. For the natural extension to gambles, the proof is now an immediate
consequence of Eq. (5) and the linearity of the Riemann integral. h
Lemma 10. Let m 0 and m00 be two Hausdorff moment sequences, and consider, for any a 2 [0,1], the moment
sequence m :¼ am 0 + (1  a)m00 (a convex mixture). Then m satisfies the Hausdorff moment condition as well,
and Em ¼ aEm0 þ ð1 aÞEm00 .
Proof. First of all, m0 = a1 + (1  a)1 = 1 and moreover ð1ÞnDnmk ¼ að1ÞnDnm0k þ ð1 aÞð1ÞnDnm00k P 0
for any k,nP 0, so m satisﬁes the Hausdorﬀ moment condition. Observe (i) that P^ m ¼ aP^ m0 þ ð1 aÞP^ m00 ,
(ii) that Eq. (11) tells us that the natural extension of a moment sequence is a Moore–Smith limit, and
(iii) that the limit of a convex mixture is the convex mixture of the limits. h
Applying these results, we deduce thatmk ¼ ð1 lmÞðmcÞk þ lmðmbÞk ¼ ð1 lmÞðRSÞ
Z 1
0
xkdF mðxÞ þ
X
d2Dm
½F m;bðdÞ  F m;bðdÞdkfor all kP 0 [for the ﬁrst term, observe that Fm(0) = 0 and recall the results of Section 3.3] and thatEm ¼ ð1 lmÞEmc þ lmEmb ¼ ð1 lmÞEFm þ lmEmb :
Remark 5. It is instructive to derive these results in an alternative manner. We may infer from Theorem 8 that
any distribution function F in UðF m; F mÞ produces the moment sequence m. But then Eq. (9) leads to the
conclusion that for k > 0,
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Z 1
0
xk dF ðxÞ ¼ ðRSÞ
Z 1
0
xk dF mðxÞ ¼ ðRSÞ
Z 1
0
xk dF mðxÞ:Now Eqs. (18)–(23), together with a property of Riemann–Stieltjes integrals, which gives a decomposition for
the Riemann–Stieltjes integral as a convex mixture of a continuous and a break part (see for instance [19,
Theorem 13.8, p. 60]), allow us to rewrite any of these Riemann–Stieltjes integrals asð1 lmÞðRSÞ
Z 1
0
xkdF mðxÞ þ
X
d2Dm
½F m;bðdÞ  F m;bðdÞdk:Proposition 13 below provides a ‘converse’ to these results. Before we can prove it, we need to introduce
some additional concepts.
Deﬁnition 6. Deﬁne, for d 2 [0,1], the functionals oscd and oscd on Lð½0; 1Þ by
oscdðhÞ :¼ supd2B2Tinf z2BhðzÞ and oscdðhÞ :¼ infd2B2Tsupz2BhðzÞfor all gambles h on [0,1], where T is the topology of the open subsets of [0,1].
The functional oscd is a completely monotone coherent lower prevision on Lð½0; 1Þ and oscd is its conju-
gate upper prevision. Indeed, for any open interval B 	 [0,1], the vacuous lower prevision PB(h) = infz2Bh(z) is
coherent and completely monotone, and oscd is a Moore–Smith limit of such vacuous lower previsions, which
is consequently also completely monotone and coherent. It is easy to prove that for any gamble h on [0,1],oscdðhÞ  oscdðhÞ ¼ infd2B2Tsupz;z02BjhðzÞ  hðz0Þj :¼ oscdðhÞ
is the so-called oscillation of h in d (see for instance [25, Section 18.28]), and it is known that h is continuous in
d if and only if oscd(h) = 0, or in other words if oscdðhÞ ¼ oscdðhÞ. Because of this, we shall call oscd(h) 6 h(d)
the lower oscillation of h in d, and oscdðhÞP hðdÞ the upper oscillation. Also, if h has a left and right limit in d,
we get oscd(h) = min{h(d),h(d),h(d+)}.
The following lemma tells us that the gamble osc(h) which maps any x in [0,1] to oscx(h) is the point-wise
greatest lower semi-continuous gamble that is dominated by h, and similarly that oscðhÞ is the point-wise
smallest upper semi-continuous gamble that dominates h. They coincide moreover with the gambles h", h#
deﬁned in Eq. (12). Also, the gamble osc(h) that maps any x in [0,1] to oscx(h) is upper semi-continuous as
the sum of two upper semi-continuous gambles oscðhÞ and oscðhÞ ¼ oscðhÞ.
Lemma 11. Consider any gamble h on [0,1]. Then h" = osc(h) is the point-wise greatest lower semi-continuous
gamble on [0,1] that is dominated by h. Similarly, h# ¼ oscðhÞ is the point-wise smallest upper semi-continuous
gamble on [0,1] that dominates h.
Proof. It follows from the deﬁnition of osc(h) that for any real t, {osc(h) > t} = int({h > t}). This implies that
{osc(h) > t} is open, so osc(h) is lower semi-continuous. Now let g be a lower semi-continuous gamble on [0,1]
that is dominated by h. Then for any real t, {g > t}  {h > t}, whence {g > t} = int({g > t}) 
int({h > t}) = {osc(h) > t}. This implies that for any d 2 [0,1],gðdÞ ¼ supft : d 2 fg > tgg 6 supft : d 2 foscðhÞ > tgg ¼ oscdðhÞ;
so g 6 osc(h). This already tells us that osc(h) is the point-wise greatest lower semi-continuous gamble on [0,1]
that is dominated by h. We now prove that h" = osc(h). Observe that h" is lower semi-continuous, as a point-
wise supremum of continuous gambles. Hence h" 6 osc(h). To prove the converse inequality, consider any d in
(0,1), and consider a B 2T that contains d. Then there is some B 0 	 B inT that also contains d and such that
infB 0 > infB and supB 0 < supB. Deﬁne the gamble g to be constant and equal to infh outside B, constant and
equal to infz2Bh(z) on B 0 and linear on the intervals (infB, infB 0] and [supB 0, supB). Then g 6 h and g is
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supd2B2Tinf z2BhðzÞ ¼ oscdðhÞ. The case where d 2 {0,1} is similar. h
Lemma 12. Let h be a gamble on [0,1]. Then for any d 2 [0,1],ðRÞ
Z sup h
inf h
I intðfhPtgÞðdÞdt ¼ oscdðhÞ  inf h:Proof. It follows from the equality {oscd(h) > t} = int({h > t}), valid for all t. h
Proposition 13. Consider a countable subset D of [0,1], and (strictly) positive real ad, d 2 D that sum to one. Let
the moment sequence m be given by m0 = 1 and mk ¼
P
d2Dadd
k, k > 0. Then this moment sequence satisfies the
Hausdorff moment condition. Moreover, lm = 1, Dm ¼ D and for any x 2 [0,1]F mðxÞ ¼ F m;bðxÞ ¼
X
d2D;d<x
ad and F mðxÞ ¼ F m;bðxÞ ¼
X
d2D;d6x
ad : ð24ÞFinally, for any gamble h on [0,1],EmðhÞ ¼
X
d2D
adoscdðhÞ: ð25ÞProof. Let Pr be the r-additive probability measure on the Borel sets of [0,1] with probability mass
Pr({d}) = ad in d 2 D. Then this probability measure has moment sequence m, so mmust satisfy the Hausdorﬀ
moment condition, and Pr is the only r-additive probability measure with this moment sequence, i.e.,
P r ¼ P rm. We denote the (right-continuous) distribution function of this P rm by F rm. By r-additivity, we have
for all x 2 [0, 1] thatF rmðxÞ ¼ P rmð½0; xÞ ¼
X
d2D;d6x
adand Eq. (24) now follows from Proposition 4 and Lemma 5. The set DF m of discontinuity points of Fm is there-
fore given by D and similarly DF m ¼ D n f0g. Hence Dm ¼ DF m [DF m ¼ D. For any d 2 D we also infer from
Eq. (24) that F mðdÞ  F mðdÞ ¼ ad , so lm ¼
P
d2Dad ¼ 1 by Eq. (17). Then, because lm = 1, it also holds that
Fm = Fm,b and F m ¼ F m;b.
We now prove Eq. (25). Use Theorem 3 and Eq. (24) to show that for any B 2T, EmðBÞ ¼
P
d2B\Dad . We
can then use Theorem 3 to ﬁnd that for any A  [0,1],
EmðAÞ ¼
X
d2D\intðAÞ
ad ¼
X
d2D
ad I intðAÞðdÞ:(Recall that oscðIAÞ ¼ I"A ¼ I intðAÞ.) Now consider any gamble h on [0,1], and label the elements of D with nat-
ural numbers, so D ¼ fdk : k P 0g. Deﬁne the gambles gn on R by gnðtÞ :¼
Pn
k¼0adk I intðfhPtgÞðdkÞ. Then
0 6 gn 6 1, so this sequence is uniformly bounded. Moreover, for each t 2 R,lim
n!1
gnðtÞ ¼
X1
k¼0
adk I intðfhPtgÞðdkÞ ¼
X
d2D
ad I intðfhPtgÞðdÞ ¼ EmðfhP tgÞ:Since we know by Theorem 3 that Em is the Choquet functional associated with its restriction to events, we
can invoke a known convergence result for Riemann integrals (Osgood’s Theorem, see for instance [19, The-
orem 15.6, pp. 71–74]) to pull the limit through the integral and deduce thatEmðhÞ ¼ inf hþ ðRÞ
Z sup h
inf h
EmðfhP tgÞdt ¼ inf hþ lim
n!1
Xn
k¼0
adk ðRÞ
Z sup h
inf h
I intðfhPtgÞðdkÞdt
¼
X
d2D
ad inf hþ ðRÞ
Z sup h
inf h
I intðfhPtgÞðdÞdt
 
¼
X
d2D
adoscdðhÞ;where the last equality follows from Lemma 12. h
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‘interesting formula for Em’ we promised to derive.
Theorem 14. Consider a Hausdorff moment sequence m. Then for any gamble h on [0,1]EmðhÞ ¼ ð1 lmÞEFmðhÞ þ
X
d2Dm
½F mðdÞ  F mðdÞoscdðhÞ; ð26Þwhere osc is the lower oscillation given by Definition 6. Moreover, it holds in general that EFm ¼ ðRSÞ
R 1
0
 dF mðxÞ,
but we haveEm ¼ inf ðRSÞ
Z 1
0
 dF ðxÞ : F 2 UðF m; F mÞ
( )
() F mð0Þ ¼ 0:Proof. The ﬁrst statement follows from Lemmas 9 and 10, and Proposition 13; the second, from Corollary 7.
Finally, the equivalence is a consequence of Theorem 8. h
Proposition 15. Consider a continuous distribution function F on [0,1] such that F(0) = 0, and the associated
moment sequence m given by mk ¼ ðRSÞ
R 1
0
xk dF ðxÞ, kP 0. Then F m ¼ F m ¼ F m ¼ F and Em ¼
EF ¼ ðRSÞ
R 1
0
 dF ðxÞ. Moreover, the following statements are equivalent for any gamble h on [0,1]:
1. h is m-integrable;
2. h is F-integrable;
3. h is Riemann–Stieltjes-integrable with respect to F.
Finally, for all gambles f on [0,1],Emðf Þ ¼ EF ðf Þ ¼ ðRSÞ
Z 1
0
f ðxÞdF ðxÞ ¼ ðRSÞ
Z 1
0
oscxðf ÞdF ðxÞ ¼ ðLSÞ
Z 1
0
oscxðf ÞdF ðxÞ:Proof. From Lemma 5, we deduce that F mðxÞ ¼ F mðxÞ for all x 2 (0,1]. Moreover, the lemma also implies that
F mð0Þ ¼ F ð0Þ ¼ 0. The equivalence between the ﬁrst three statements follows then from Corollary 7.
Finally, the ﬁrst three equalities in the last chain follow from Theorem 3 and the ﬁrst part of this
proposition. For the last equality, let us prove that Em and the (LS) integral coincide on lower semi-continuous
gambles.
First, consider an open set A. Then, there is a countable family of pair-wise disjoint open intervals In such
that A =
S
nIn. For any n, we know that ðLSÞ
R 1
0 IInðxÞdF ðxÞ ¼ F ðsup InÞ  F ðinf InÞ ¼ EmðInÞ, where the last
equality follows from the ﬁrst part of this corollary. Moreover,ðLSÞ
Z 1
0
IAðxÞdF ðxÞ ¼ ðLSÞ
Z 1
0
IS
n
In
ðxÞdF ðxÞ ¼ lim
n!1
ðLSÞ
Z 1
0
ISn
k¼1
Ik
ðxÞdF ðxÞ ¼ lim
n!1
Xn
k¼1
ðLSÞ
Z 1
0
IIk ðxÞdF ðxÞ
¼ lim
n!1
Xn
k¼1
EmðIkÞ ¼ EmðAÞ;where the second equality is a consequence of the monotone convergence of the Lebesgue–Stieltjes functional
and the last one follows from Eq. (13).
Now, let us consider a gamble f on [0,1], and let osc(f) be its lower oscillation. Then, the strict cut sets
{osc(f) > t} of osc(f) are open for all real t. Since both Em and the Lebesgue–Stieltjes integral operator are
completely monotone and coherent functionals (see [10]), they are equal to the Choquet integrals with respect
to their restrictions to events. From this, we deduce that Emðf Þ ¼ ðLSÞ
R 1
0 oscxðf ÞdF ðxÞ, also taking into
account that osc(f) is Borel-measurable (its strict cut sets are), and therefore Lebesgue–Stieltjes integrable. h
152 E. Miranda et al. / Internat. J. Approx. Reason. 48 (2008) 132–155Theorem 16. Consider a Hausdorff moment sequence m. Then for all gambles h on [0,1],EmðhÞ ¼ ðLSÞ
Z 1
0
oscxðhÞdF rmðxÞ: ð27ÞProof. It follows from Theorem 14 and Proposition 15 that, since Fm is by construction continuous and sat-
isﬁes Fm(0) = 0EmðhÞ ¼ ð1 lmÞðLSÞ
Z 1
0
oscxðhÞdF mðxÞ þ
X
d2Dm
½F mðdÞ  F mðdÞoscdðhÞfor any gamble h on [0,1]. Now using Eqs. (21) and (22), and the fact that F m ¼ F rm (Lemma 5), we see that for
all x 2 [0, 1)F rmðxÞ ¼ ð1 lmÞF mðxÞ þ
X
d2Dm;d6x
½F mðdÞ  F mðdÞ:Combining these two equalities leads to the desired result. h
Corollary 17. Consider a Hausdorff moment sequence m. Then the following statements are equivalent for any
gamble h on [0,1]:
1. h is m-integrable;
2. h is continuous in all the discontinuity points d 2 Dm, as well as Riemann–Stieltjes-integrable with respect to
Fm (or equivalently Fm-integrable) if lm < 1;
3. ðLSÞ R 1
0
oscxðhÞdF rmðxÞ ¼ 0, i.e., h is continuous almost everywhere with respect to the unique r-additive prob-
ability measure induced by the moment sequence m.
4. EmðoscðhÞÞ ¼ 0.
Moreover, for any m-integrable gamble h we haveEmðhÞ ¼ ðRSÞ
Z 1
0
hðxÞdF mðxÞ ¼ ðRSÞ
Z 1
0
hðxÞdF mðxÞ
¼ ð1 lmÞðRSÞ
Z 1
0
hðxÞdF mðxÞ þ
X
d2Dm
½F mðdÞ  F mðdÞhðdÞ:Proof. We derive from Eqs. (26) and (27) thatEmðhÞ  EmðhÞ ¼ ð1 lmÞ½EFmðhÞ  EFmðhÞ þ
X
d2Dm
½F mðdÞ  F mðdÞoscdðhÞ ¼ ðLSÞ
Z 1
0
oscxðhÞdF rmðxÞalso using that osc(h) is upper semi-continuous and therefore Borel-measurable. This shows that the ﬁrst three
statements are equivalent. We now prove that the ﬁrst statement implies the fourth. Since Em is coherent and
therefore monotone and sub-additive, we get0 6 EmðoscðhÞÞ ¼ EmðoscðhÞ  oscðhÞÞ 6 EmðoscðhÞÞ þ EmðoscðhÞÞ ¼ EmðoscðhÞÞ  EmðoscðhÞÞ
¼ EmðhÞ  EmðhÞ;where the last equality follows from Theorem 3 and Lemma 11. So if h is m-integrable, then EmðhÞ ¼ EmðhÞ and
therefore also EmðoscðhÞÞ ¼ 0. Let us also prove that the fourth statement implies the third; the rest of the
proof is then obvious. Observe that the positive and normed linear continuous functional on the Borel-mea-
surable gambles on [0,1], given by ðLSÞ R 1
0
dF rmðxÞ has moment sequence m, and is therefore dominated by Em
on all Borel-measurable gambles. Since osc(h)P 0
13 See
ultraﬁl
14 To
integra
if we a
15 To
convex
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Z 1
0
oscxðhÞdF rmðxÞP 0for any gamble h on [0,1]. h
Remark 6 (On discrete probability mass). If follows in particular from Proposition 13 that for a given
d 2 [0, 1], the natural extension of the moment sequence mk = dk, kP 0 is given by Em = oscd. Similarly, sup-
pose we have a linear prevision Pd on the set of all continuous gambles Cð½0; 1Þ given by Pd(h) = h(d). Then
the natural extension of this linear prevision to the set of all gambles is again oscd.
Intuitively, the situation above may be described by the phrase ‘‘all the mass of the probability distribution
is concentrated in d’’. The discussion in this remark aims at making this interesting case more intelligible to the
reader.
Let us consider a non-empty set F of subsets of [0, 1], and deﬁne the lower probability PF byPFðAÞ :¼
1 if A 2F;
0 if A 62F:
	Then PF is coherent if and only if F is a proper filter, i.e., a proper subset of the powerset of [0, 1] that is
increasing and closed under ﬁnite intersections.13 Its natural extension to the set of all gambles on [0,1] will
also be denoted by PF, and is given by
14PFðf Þ ¼ supft 2 R : ff P tg 2Fg ¼ supA2Finfx2Af ðxÞ: ð28Þ
If we consider the neighbourhood filterNd of d, i.e., the ﬁlter of all neighbourhoods of d, or in other words, of
all subsets of [0,1] that include some open interval containing d, then it follows from Eq. (28) thatPNd ¼ oscd ;
so oscd is actually the smallest coherent lower prevision that assumes the value one on any neighbourhood of d
(and zero elsewhere). So ‘‘all probability mass concentrated in d’’ should actually be formulated more exactly
as ‘‘all probability mass located within any neighbourhood of d’’.
But there is more. A linear prevision Q coincides with Pd, or in other words, satisﬁes Q(h) = h(d) for all
continuous gambles h, if and only if it dominates PNd ¼ oscd , and it is not so diﬃcult to show that15MðoscdÞ ¼MðPdÞ ¼ cofPU : U! dg; ð29Þ
where co denotes ‘convex closure’ in the weak* topology, the U denote ultrafilters, or maximal proper ﬁlters,
and U! d means thatNd  U, or in the language of topology, that U converges to d. This means that the
linear previsions PU with U! d constitute the extreme points of the convex weak*-closed set of all linear pre-
visions with moments mk = d
k.
Among the ultraﬁlters U converging to d, there is only one for which PU is r-additive on events, namely the
fixed ultrafilter U ¼ fA  ½0; 1 : d 2 Ag. Any other ultraﬁlter U converging to d is free, meaning that the
intersection of all the sets in U is the empty set. For those, the corresponding linear previsions PU are only
ﬁnitely additive, because r-additivity of PU is easily seen to imply that fdg 2 U.
If for a given ultraﬁlter U we deﬁne d :¼ inffx 2 ½0; 1 : ½0; xÞ 2 Ug, then U! d, so every ultraﬁlter
converges to some element of [0,1]. Moreover, for any ultraﬁlter U! d one of the three mutually exclusive
possibilities holds: (i) ½0; dÞ 2 U; (ii) ðd; 1 2 U; or (iii) fdg 2 U. Case (iii) singles out the unique ﬁxed
ultraﬁlter, with PUðAÞ ¼ 1 if and only if d 2 A. The distribution function for this linear prevision is given by
b(Æ; d, 1), where b is the simple break function deﬁned in Example 1. For case (i), we see that PUððd  ; dÞÞ ¼ 1Walley’s book [27, Section 2.9.8] for a proof. Walley also shows there that PF is a linear prevision if and only if F is actually an
ter.
see this, check that the coherent lower probability PF is actually completely monotone, so its natural extension is the Choquet
l associated with this lower probability, which is again completely monotone. Evaluating this Choquet integral then yields Eq. (28),
lso take into account that the lower probability PF only assumes the values zero and one.
see this, combine Theorems 3.6.2 and 3.6.4 in [27, Section 3.6]. The linear previsions PU withF  U are the extreme points of the
weak*-compact set MðPFÞ.
154 E. Miranda et al. / Internat. J. Approx. Reason. 48 (2008) 132–155for all  > 0 and PUð½d; 1Þ ¼ 0, and the distribution function for this linear prevision is given by b(Æ; d, 1). We
say that U represents probability mass left-adherent to d. In the language of non-standard analysis, we can say
that all probability mass is concentrated in some non-standard real number inﬁnitesimally close to, and to the
left of, d. Similarly, case (ii) describes probability mass that is right-adherent to d, with distribution function
b(Æ; d, 0). It follows from these considerations and Eq. (29) that the distribution function of any linear prevision
with moments mk = d
k is b(Æ; d,a) with a 2 [0,1].
Remark 7 (On Choquet–Maaß representation). We can now extend the results mentioned in the previous
remark to general moment sequences m, and not just the ones associated with ‘discrete probability mass’.
Indeed, it is a consequence of results by Choquet [4, Section 45] and Maaß [20, Section 2.4] that any coherent
and completely monotone lower prevision can be written as a ‘r-additive convex mixture’ of the extreme
points of the set of all coherent and completely monotone lower previsions. Now, it follows, again from results
by Choquet [4, Section 43.7], that the extreme coherent and completely monotone lower previsions are pre-
cisely the lower previsions PF associated with proper ﬁlters F. If we rewrite Eq. (27) as follows:EmðhÞ ¼ ðLSÞ
Z 1
0
PNxðf ÞdF rmðxÞwe see that for the completely monotone and coherent natural extension Em of the moment sequence m, we can
actually identify the ‘r-additive convex mixture’ and the extreme points that participate in it: the mixture is
precisely the one associated with the unique r-probability measure induced by the moment sequence m,
and the extreme points are the lower previsions associated with the neighbourhood ﬁltersNx, x 2 [0, 1]. As
we have seen above, the latter express that all probability mass is located within any neighbourhood of x. Note
that the representation in terms of extreme points of the constructible Em is constructible as well.
We want to point out here that this result can be generalised quite easily. If P is a linear prevision on the set
of continuous gambles CðKÞ on some metrisable compact space K, then the lower envelope EP of all linear
previsions that extend P toLðKÞ is given by EP ðf Þ ¼ ðLÞ
R
PN dl, where l is the unique r-additive ‘extension’
of P to all Borel-measurable gambles on K, andNx the neighbourhood ﬁlter of x 2 K. See [8] for more details.6. Conclusion
A r-additive probability measure is uniquely determined by its distribution function, and also by its
sequence of moments. In this paper, together with [21], we have investigated if the same holds when we con-
sider ﬁnitely additive probability measures.
Our results show that, in terms of the amount of information they provide, distribution functions are
located between probability measures and sequences of moments. On the one hand, for any given distribution
function there is an inﬁnite number of ﬁnitely additive probability measures inducing it. Only one of these, of
course, is r-additive. On the other hand, a distribution function uniquely determines a sequence of moments,
but in general there will be an inﬁnite number of diﬀerent distribution functions with the same moments.
Again, only one of these distribution functions corresponds to a r-additive probability measure. Interestingly,
that is also the greatest distribution function with those moments. This is because of the assumption of right-
continuity made in the (classical) deﬁnition of a distribution function.
We have also investigated under which conditions the moments uniquely determine the distribution func-
tion. We have proven that they do if and only if the distribution function is continuous on [0,1). In that case,
we can characterise the (inﬁnite) set of probability measures associated to the distribution by means of a Rie-
mann–Stieltjes integral.
More generally, the complete monotonicity of the linear prevision we can associate with a distribution func-
tion allows us to represent the corresponding set of linear previsions by means of a Choquet integral, which in
turn can be expressed in terms of a Riemann integral. The complete monotonicity also implies that we can
characterise this set by the corresponding restrictions to events. This then provides an alternative equivalent
representation of the information given by a distribution function.
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