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Dieses Preprint bescha¨ftigt sich mit einem Teilgebiet der linearen Elastizita¨ts-
theorie. Es werden einige Forschungsergebnisse zu der Mindlin-Reissner-Platte
vorgestellt und diskutiert. Weiterhin wird auf einige Schwierigkeiten im Umgang
mit den einzelnen Elementen hingewiesen. Zum Abschluß werden dann noch di-
verse Fehlerscha¨tzerentwicklungen vorgestellt und einige Ergebnisse diskutiert.
2 Mindlin-Reissner-Plattentheorie
In diesem Abschnitt soll nur ein kurzer Abriss der Plattentheorie erfolgen. Zum
tieferen Versta¨ndniss wird auf [1,4] verwiesen, wo dies alles ausfu¨hrlich dargestellt
worden ist.
Man betrachtet eine du¨nne Platte mit konstanter Dicke t, deren Mittelebene










, Ω ∈ R2
Die Platte wird durch a¨ußere Kra¨fte belastet, die orthogonal zur Mittelebene sind,
d.h die Kra¨fte wirken nur in x3-Richtung auf die Platte ein ~f = ~e3 · f(x1, x2).
Hypothesen von Mindlin und Reissner
H1 Linearita¨tshypothese. Die Segmente auf jeder Normalen werden linear defor-







bleiben auf einer Geraden (∀ x ∈ Ω).
H2 Die Verschiebungen in x3-Richtung sind unabha¨ngig von der x3-Koordinate.
H3 Die Punkte auf der Mittelebene werden nur in x3-Richtung deformiert.
H4 Die Normalspannung σ33 verschwindet, d.h. es gilt ebener Spannungszu-
stand (σ33 = 0).
Mit den Hypothesen H1-H3 haben die Verschiebungen folgende Gestalt
ui(x1, x2, x3) = −x3θi(x1, x2) i = 1, 2 (1)
u3(x1, x2, x3) = w(x1, x2) (2)
Wobei w als tranversale Verschiebung und θ = (θ1, θ2)
T als Verdrehung (bezu¨g-













~g · u dS
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kann nun mit Hilfe von (1),(2), den entsprechenden Ableitungen, Integration u¨ber
die x3-Variable wie folgt geschrieben werden.







2µx23ε(θ) : ε(θ˜) + x
2
3λESZdiv θdiv θ˜ (3)
+ µκ(∇w − θ)T (∇w˜ − θ˜) dΩ dx3
oder vereinfacht







2µε(θ) : ε(θ˜) + λESZdiv θdiv θ˜ dΩ.
Der erste Term entha¨lt den Biegeanteil, ist ein ganz normales 2D Elastizita¨ts-
problem. Der zweite Term ist der Scherterm, der hier von besonderer Bedeutung
ist und mit verschieden Ansa¨tzen behandelt werden kann. Daraus ergibt sich







2ε(θ) : ε(θ˜) +
λESZ
µ
div θdiv θ˜ dΩ (5)
Man lo¨st
a0(θ, θ˜) + t














Es gibt verschiedene Mo¨glichkeiten die oben genannte Gleichung zu diskretisieren.
In diesem Artikel werden drei verschiedene Elementetypen vorgestellt. Na¨here
Einzelheiten zum Aufbau der lokalen Steifigkeitsmatrizen sind in [1] zu finden.
Es wird nur auf einigen Besonderheiten beim Aufbau der Steifigkeitsmatrizen
eingegangen.
3.1 Allgemeine Dreiecks- bzw. Viereckselemente
Dies sind die einfachsten Elemente, die zur Diskretisierung verwendet werden
ko¨nnen, haben aber entscheidende Nachteile bezu¨glich Konvergenz und Genau-
igkeit, weil der Raum fu¨r den Scherterm H0(rot ,Ω) nicht beru¨cksichtigt wird.
2
Elemente :
TRI3 allgemeines lineares Dreieckselement
Quad4 allgemeines bilineares Viereckselement
TRI6 allgemeines quadratisches Dreieckselement
Quad8 allgemeines biquadratisches Viereckselement (Serendipity-Klasse)
TRI7 allgemeines quadratisches Dreieckselement + Bubblefunction
Quad9 allgemeines biquadratisches Viereckselement + Bubblefunction
Die Unterschiede zwischen TRI6 und TRI7 und oder Quad8 oder Quad9 sind
nicht wesentlich. Durch Hinzunahme der Bubblefunktion wird die Approxima-
tionsgu¨te der einzelnen Elemente bezu¨glich des Finite Elemente Raums erho¨ht.
Man erha¨lt aber leider keine nennenswerten Verbesserungen bezu¨glich der Lo¨sung
und des Konvergenzverhaltens.
Bei der Implementierung wird, wie in [1] erwa¨hnt, der Reduktionsoperator
im Biegeanteil auf Rh = I gesetzt. Damit vereinfacht sich die Implementierung
wesentlich.
3.2 Arnold und Falk-Element
Das Plattenproblem wird als gemischte Formulierung dargestellt und eine neue
Schervariable
γ = (t−2 − α)(∇w − θ) und 0 ≤ α < t−2
eingefu¨hrt. Daraus entsteht folgendes Problem :
Gesucht wird (w, θ) ∈ H10(Ω)×H
1
0(Ω)
2 und γ ∈ L2(Ω)
2, so daß
a(w, θ, w˜, θ˜) + b(w˜, θ˜, γ) = (f˜ , w˜)
b(w, θ, γ˜)− c(γ, γ˜) = 0
mit
a(w, θ, w˜, θ˜) = a0(θ, θ˜) + (α(∇w − θ),∇w˜ − θ˜)0
b(w, θ, γ˜) = (∇w − θ, γ˜)0
c(γ, γ˜) = (t2/(1− αt2)γ, γ˜)0.
und
∀ w˜ ∈ H10, ∀ θ˜ ∈ H
1
0(Ω)
2 und γ˜ ∈ L2(Ω)
2
gilt. Damit ergibt sich fu¨r die FEM folgende Raumkonstellation :
Hw := P2(T ) ∩H
1
0(Ω)
Hθ := (P1(T ) + B3(T )
2 ∩ (H10(Ω))
2
Lγ := (P0(T )
2,
3
wenn mit Pk(T ) der Raum der Polynome k-ten Grades auf jedem Element τ ∈ T
bezeichnet wird (ab k ≥ 1 sind dies stetige Funktionen).
Die Diskretisierung der Gleichungen weicht einwenig ab von den bisherigen Ele-
menten, deshalb soll hier darauf kurz eingegangen werden.
3.2.1 Diskretisierung des Arnold und Falk - Elements
Man verwendet folgende Ansa¨tze :
w = Φw Φ = (φ1, . . . , φnw), φi . . .Ansatzfkt. fu¨r w
θ = ~Ψθ ~Ψ = (ψ1~e1, ψ1~e2 . . . , ψnθ~e1, ψnθ~e2), ψi~ek . . .Vektoransatzfkt. fu¨r θ
γ = ~Ξγ ~Ξ = (ϑ1~e1, ϑ1~e2 . . . , ϑnel~e1, ϑnel~e2), ϑi =
{
1 im Element i
0 sonst
Damit la¨sst sich a(., .) wie folgt schreiben :











Der zweite Term in der ersten Gleichung la¨sst sich ebenso einfach schreiben :











Die Matrixblo¨cke sind definiert wie folgt :
L = (∇Φ)H(∇Φ)
B = (∇Φ)H ~Ψ
E = Steifigkeitsmatrix des 2D-Elastizita¨tsproblems (mit ~Ψ)





D = ~ΞH~Ξ = diag (mes T1, mes T1 . . . , mes Tnel, mes Tnel)
Die Schreibweise (. . .)H(. . .) ist als Matrix der L2-Skalarprodukte aller einzelnen
Ansatzfunktionen zu verstehen.
Die 2.Gleichung la¨sst sich genauso darstellen :















Damit ergibt sich folgendes elementare Gleichungssystem :






















































das endgu¨ltige Gleichungssystem. Die Systemmatrix kann lokal, wie bei den an-
deren Elementen berechnet und aufgestellt werden.
Na¨here Informationen zu dem Verhalten der Lo¨sung, Konvergenz und Fehler-
scha¨tzer in den folgenden Abschnitten.
3.3 MITC-Elemente
Bei diesen Elementen wird ein spezieller Reduktionsoperator im Scherterm ein-
gefu¨hrt.
a(w, θ, w˜, θ˜) = t2a1(θ, θ˜) + µκ(∇w − Rhθ,∇w˜ − Rhθ˜)0 (6)
Diese Elemente wurden in [1] vollsta¨ndig beschrieben.
4 Ergebnisse und Vergleich der Elemente
Hier wird ein Beispiel vorgestellt, wo man die Lo¨sung auch analytisch bestimmen
kann. Dieses wird nun numerisch berechnet und dabei werden die einzelnen Ele-
mente betrachtet.
Beispiel :
Man betrachtet eine Kreisplatte mit folgenden Abmessungen und Daten :
Radius = 1
Dicke t = 0.1
Elastizita¨tszahl E = 1
und die Poisonzahl ν = 0.3.
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Die Platte wird als voll eingespannt betrachtet, damit sind alle Randbedingungen
gleich Dirichletbedingungen. Fu¨r w und θ gelten folgenden Funktionen :
θ = 4(r2 − 1)~x r2 = ~xT~x
w = r4 − r2(16t2α + 2) + 16t2α + 1
Diese werden nun in die Formulierung der Mindlin-Reissner-Platte eingesetzt.
t2
12
div σ + κµ(∇w − θ) = 0
f + κµdiv (∇w − θ) = 0





f = Et2 · 5.8608059
erha¨lt man diese Maxima :
w(0) = 1 + t2 · 4.571428
max |θ| = 1.5396
Nun werden alle Elemente mit dieser Lo¨sung verglichen. Man erha¨lt folgende



















Die MITC-Elemente sind bezu¨glich des Fehlers, die Elemente mit der ho¨chsten
Approximationsgu¨te.
5 Fehlerscha¨tzer / Fehlerindikator
Zuerst ein allgemeiner Fehlerscha¨tzer, der aus dem 3D-Bereich kommt und mit
dem speziellen Ansatz fu¨r die Mindlin-Reissner-Elemente arbeitet. Dieser ist aber
leider nicht mathemathisch korrekt bezu¨glich der MITC-Elemente, aber als Feh-
lerindikator benutzbar. Der Scherterm wird nicht exakt beru¨cksichtigt. Aber als
Ausgangspunkt fu¨r zuku¨nftige mathematisch exakte Fehlerscha¨tzer soll er hier
mit erwa¨hnt werden, da er wichtige Implementierungsdetails entha¨lt.
5.1 Allgemein
































( λT ist kleinster Eigenwert des
Material-Tensor C). Die Klammern [. . .] bezeichnen den Sprung u¨ber Fla¨chen im
3D bzw. Kanten im 2D.
5.2 Resultierender Fehlerindikator fu¨r Mindlin-Reissner-
Gleichung
Man kann von obigem Fehlerscha¨tzer ausgehen, aber mit den Einschra¨nkungen :
1. uh erfu¨llt nicht exakt die 3D-Gleichung (siehe z.B. (6))
a3D(uh, vh) = (f · ~e3, vh) ∀ vh ∈ FE-Ansatzraum
2. u∗ erfu¨llt nicht exakt σ33 = 0, aber
a3D(u




Als weitere Voraussetzung wird getroffen, daß die Materialparameter, speziell
λESZ (ebener Spannungszustand), identisch sind in beiden Gleichungen. Damit
wa¨re die Galerkin-Orthogonalita¨t des Fehlers
a3D(u
∗ − uh, vh) = 0 vh ∈ FE-Ansatzraum
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erfu¨llt und obiger Fehlerscha¨tzer definierbar. Wie bereits erwa¨hnt trifft dies nicht
bei MITC-Elementen / Arnold und Falk-Element zu, wegen des speziellen Re-
duktionsoperators. Aber als Fehlerindikator ist (7) durchaus geeignet.











wobei θih und wh von (x1, x2) abha¨ngig sind. Damit ergeben sich folgende Formeln.
Fu¨r









Unter Beachtung der Fla¨chen T × t
2
bzw. T × − t
2
und Integration u¨ber die x3-
Variable entsteht fu¨r den Elementanteil im Fehlerindikator folgende Gleichung
h2T
λT
(∥∥∥∥ t212∇T2Dσ2D(θh) + µ(∇wh − θh)T
∥∥∥∥2
T











(∥∥∥∥ t212[σ2D(θh) · n]
∥∥∥∥2
E






Fu¨r die linearen Elemente vereinfachen sich obige Formeln. Die Berechnung wird
an dieser Stelle kurz dargestellt. Es werden folgende Ansa¨tze fu¨r wh, θ
i




























h + λESZdiv θh
]
Offensichtlich ist fu¨r das lineare Dreickselement ∇Tσ2D(θh) = 0. Bei den
bilinearen Elementen sind nur die gemischten Ableitungen von Null ver-
schieden. Daraus folgt :











2. Betrachtung von µ(∇wh − θh) :
Bei diesem Term muß keine spezielle Umformung vorgenommen werden.
U¨blicherweise wird der sogenannte Scherterm γh mit dem Scherkorrektur-
faktor κ = 5/6 multipliziert, der im folgenden stets benutzt wird
γh := µκ(∇wh − θh).
3. Betrachtung von µκ∇T (∇wh − θh) :





Offensichtlich entfa¨llt fu¨r das lineare Dreieckselement ∆wh.
4. Betrachtung des Kanten-Anteils im Fehlerscha¨tzer :
hE
λT
(∥∥∥∥ t212[σ2D(θh) · n]
∥∥∥∥2
E





Bei diesem Anteil muß auch nichts besonders umgeformt oder beachtet wer-
den.
5.4 Quadratische Elemente
Bei den ho¨heren Elementen verschwinden keine Terme im Fehlerscha¨tzer (Fehler-
indikator) mehr. Dies hat zur Folge, dass kompliziertere Formeln fu¨r den Fehler-
scha¨tzer no¨tig sind.
1. Betrachtung von ∇Tσ2D(θh) : In diesem Fall muß ∇
Tσ2D komplett berech-































2. Betrachtung von µκ(∇wh − θh) ist analog zu den linearen Elementen.
3. Betrachtung von µκ∇T (∇wh − θh) ist auch wieder analog zu den linearen
Elementen.
4. Betrachtung des Kanten-Anteils im Fehlerscha¨tzer ist auch analog wie bei
den linearen Elementen aufzubauen.
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5.5 Implementierung
Setzen isotropes Netz hE = |E| und hT = |T | voraus. Damit ergeben sich folgende













div σ2D(θh) + µκ(∇wh − θh) im Elementanteil
Die Berechnung von ∇Tσ2D ist etwas schwieriger, weil wie beim folgenden
Term die Darstellung im natu¨rlichen Koordinatensystem erfolgen muß. Des-
halb ist es sinnvoll eine Aufteilung des Spannungstensors σ2D vorzunehmen



















































∇Tσ2D = µ[spur (∇∇
T θ1h)
... spur (∇∇T θ2h] + (µ+ λESZ)[∂1div θh
... ∂2div θh].
Zur einfachen Berechnung setzt man ~α = [α1 α2]
T mit :
α1 = µ spur (∇∇
T θ1h) + β1
α2 = µ spur (∇∇







= (λESZ + µ)∇div θh.
Weiterhin
~r = µκ(∇wh − θh) = µκ(J




∥∥∥∥ t212∇Tσ2D(θh) + µκ(∇wh − θh)T
∥∥∥∥2 dΩ2D















Mit folgenden einfachen Berechnungsformeln :






















wobei J der Jacobian der Abbildung auf das Masterelement ist.
2. µκ div (∇wh − θh) + f im Elementanteil
Dieser Term wird mit Hilfe
∇T∇ = spur (∇∇T )
berechnet. Weil man beachten muß, daß der Gradient immer im natu¨rlichen
Koordinatensystem dargestellt wird und die Matrix fu¨r den Basiswechsel
ebenfalls von xˆ abha¨ngen kann. Daraus ergibt sich folgende Berechnungs-
formel :




= µκ spur (J−T ∇ˆ∇ˆTwhJ
−1)− µκ spur (J−T ∇ˆθTh ),




‖µκ spur (J−T ∇ˆ∇ˆTwhJ
−1)− µκ spur (J−T ∇ˆθTh ) + f‖
2 dΩ2D















Fu¨r η21,E ist obige Formel einfach zu implementieren. Die Terme fu¨r die























4. µκ(∇wh − θh) im Kantenanteil











‖[µκ(∇wh|MP − θh|MP ) · E
⊥]‖2
5.6 Fehlerindikator mit speziellem σ(θh)
Da bei MITC-Elementen ein spezieller Ansatz verwendet wird, kann man obigen
Fehlerindikator auch dahin aba¨ndern, daß er den Reduktionsoperator im Scher-
term mit beachtet. Damit ergibt sich folgendes σ3D
σ3D =
[





Man erha¨lt dann diesen Fehlerindikator :
h2T
λT
(∥∥∥∥ t212∇T2Dσ2D(θh) + µκ(∇wh −Rhθh)T
∥∥∥∥2
T










(∥∥∥∥ t212[σ2D(θh) · n]
∥∥∥∥2
E





Dieser Fehlerindikator, ist nicht exakt mathematisch herleitbar, weil der Re-
duktionsoperator in der 3D-Gleichung nicht auftritt und damit keine Galerkin-
Orthogonalita¨ten berechnet werden ko¨nnen. Aber um den speziellen Typ der
MITC-Elemente hervorzuheben, ist der Fehlerindikator mit Rh geeignet.
Die Implementierung der einzelnen Terme ist analog wie in dem vorangegan-
gem Abschnitt beschrieben. An dieser Stelle wird nur auf einige Besonderheiten
eingegangen. Na¨here Details zum Reduktionspoerator Rh siehe [1].
In diesem Fall wird ∇wh − θh durch ∇wh − Rhθh ersetzt. Vermutlich ko¨nnte
der Projektor Rh im Fehlerscha¨tzer eine besondere Bedeutung einnehmen, was
aber erst noch besta¨tigt werden muß.
Der Projektor Rhθ besitzt folgende Darstelung :
−Rhθh = J
−TMH−1Z · θ.
M = M(xˆ) entha¨lt die Vektoransatzfunktionen des Raumes Γh bezu¨glich des
Masterelementes. Damit a¨ndern sich folgende Terme :
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‖µκ spur (J−T ∇ˆ∇ˆTwhJ
−1)− µκ spur (J−T ∇ˆ(Rhθh)
T ) + f‖2 dΩ2D







+spur (J−T|MP M˜|MP J
−1
|MP
) + f}2| detJ |
Es wird eine MITC-Maske M˜ definiert durch
M˜ := ∇ˆ(Rhθh)
T = ∇ˆ(M(xˆ)H−1Z · θ)T .
Dieser Ausdruck ist im Matrix Sinne zu verstehen. Man erha¨lt eine 2 × 2-
Matrix. In [1] wurden die einzelen Elemente und ihre Darstellungen herge-
leitet. Es werden die Koeffizienten
MITCn : H−1Zθ = [a, b, . . .]T
bezu¨glich der Basis der einzelnen Elemente berechnet. Damit ergeben sich
















b1 + dxˆ2 b2 − 2dxˆ1 − exˆ2





b1 + d1xˆ2 b2 + d2xˆ2 + 2e2xˆ1
c1 + d1xˆ1 + 2e1xˆ2 c2 + d2xˆ1
]
Damit ist der Elementeanteil leicht berechenbar.












−T (MH−1Z · θ)|MP ) · E
⊥]‖2
Beim Vergleich dieser beider Fehlerindikatoren konnten noch keine schlu¨ssigen
Ergebnisse festgestellt werden, welcher gu¨nstiger ist. Dies kann man darauf zu-
ru¨ckfu¨hren, daß der mathematische Beweis beider Indikatoren noch nicht erbracht
wurde.
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5.7 Fehlerscha¨tzer fu¨r die Mindlin Reissner Gleichung -
direkt
Im Unterschied zu 5.2 wird sofort von der Mindlin-Reissner-Gleichung (4) ausge-
gangen und fu¨r die exakte Lo¨sung die Identita¨ten
t2
12
div σ + κµ(∇w − θ) = 0
f + κµdiv (∇w − θ) = 0.
benutzt. Fu¨r die Na¨herungslo¨sung wh, θh wird die gleiche Gleichung verwendet
(Elemente : Trin und Quadn), was durch einfaches Umformen zu den Galerkin-
Orthogonalita¨ten
a(w∗ − wh, θ
∗ − θh, w˜, θ˜) = 0 ∀ w˜, θ˜ ∈ FE-Ansatzraum
fu¨hrt.












∥∥∥∥ t212div σ(θh) + µκ(∇wh − θh)
∥∥∥∥2
η2,T = ‖f + µκ∇









η2,E = ‖[µκ(∇wh − θh) · n]‖
2
Wie man unschwer erkennt ist dieser mit dem bisherigen Fehlerindikator identisch.
5.8 Fehlerscha¨tzer fu¨r Arnold und Falk-Element
Fu¨r das Arnold und Falk-Element existiert ein Fehlerscha¨tzer. Dieser ist im Detail
in [2] beschrieben. Deshalb wird hier nicht na¨her darauf eingegangen. Der Fehler-
scha¨tzer fu¨r das Arnold und Falk-Element wurde hier nicht weiter beachtet, weil
das Fehlerverhalten bezu¨glich der Konvergenz dieses Elements in Vergleich zu den
anderen Elementen nicht sehr gut ist. Aber die Grundlagen, die in [2] dargestellt
werden, dienen als Ausgangsbasis fu¨r die Entwicklung eines Fehlerscha¨tzers fu¨r
MITC-Elemente.
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6 Versuch der Herleitung eines Fehlerscha¨tzers
fu¨r MITC-Elemente
Erste Versuche mit der Gleichung
t2a1(θh, θh) + µ(Rh(∇wh − θh), Rh(wh − θh))0 − 2(f, wh)0 → min
wh,θh
fu¨r die MITC-Elemente ein geeignetes Fehlerfunktional zu berechnen schlugen
fehl wegen des Reduktionsoperators Rh, der in der exakten Gleichung nicht exi-
stiert. Es konnten keine exakten Galerkin-Orthogonalita¨ten berechnet werden.
Dies hat zur Folge, daß keine gut berechenbaren Terme fu¨r den Fehlerscha¨tzer
hergeleitet werden konnten.
Ein Ausweg ko¨nnte darin bestehen, daß wie beim Arnold und Falk-Element von
der Helmholtz-Zerlegung ausgegangen wird. Einge Details zu dieser Zerlegung
sind in [1] beschrieben.
6.1 Herleitung mittels Helmholtz-Zerlegung
Ausfu¨hrliche Details und Informationen siehe dazu [3]. Es werden folgende Aus-
gangsgleichungen (Herleitung mit Helmholtz-Zerlegung) verwendet :






(∇r,∇v) = (f˜ , v) ∀ v ∈ H10(Ω)




−(rot θ, q)− t2(curl p, curl q) = 0 ∀ q ∈ H10(Ω)/R
(∇w,∇z)− (θ,∇z) = t2(f˜ , z) ∀ z ∈ H10(Ω)
mit
γ = t−2(∇w − θ) = ∇r + curl p η = ∇z + curl q
Bei MITC-Elemente ist : γh = t
−2(∇w − Rhθ). In der Diskretisierung wird fol-
gendes verwendet :
γh = ∇rh + curl hph ηh = ∇zh + curl hqh.
Daraus folgt dann dieses System : Finde (θh, wh, rh, ph) ∈ (Θh ×Wh ×Wh ×Qh)
mit
(∇rh,∇vh) = (f, vh) ∀ vh ∈Wh
a(θh, ψh)− (ph, rotψh) = (∇rh, Rhψh) ∀ ψh ∈ Θh
−(rot θh, qh)− t
2(curl hph, curl hqh) = 0 ∀ qh ∈ Qh
(∇wh,∇zh)− (Rhθh,∇zn) = t
2(f, zh) ∀ zh ∈Wh
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Γh ⊂ H0(rot ,Ω)
Qh ⊂ L2(Ω)/R
Zur Herleitung einer Galerkin-Orthogonalita¨t entstehen folgende Schwierigkeiten
1. die Raumunterschiede in der 3. Gleichung (vgl. [3]) und
2. die Hinzunahme des Reduktionsoperators Rh.
Die Ra¨ume und Operatoren erfu¨llen folgende Eigenschaften :





in den Raum der Scherterme.
2. Man definiert einen Ortho-Projektor
Ph : L














3. U¨ber die Diskretisierung von curl weiß man :
curl h : Qh → Γh mit (curl hqh, η) = (qh, rot η) ∀ η ∈ Γh.
4. Der Raum Γh ist darstellbar als eine L2-orthogonale Zerlegung
Γh = ∇Wh ⊕ curl hQh.
5. Fu¨r qh ∈ Qh und wh ∈Wh gilt :
(curl hqh,∇wh) = (qh, rot∇wh) = 0.
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6. Die Projektoren Ph und Πh sind Ortho-Projektoren mit :
curl hPhρ = Πhcurl ρ ∀ ρ ∈ H
1(Ω).










7. Weiterhin gilt fu¨r ρ ∈ H1 und γh ∈ Γh :
(curl hPhρ, γh) = (Phρ, rot γh) = (ρ, rot γh) = (curl ρ, γh) = (Πhcurl ρ, γh).
Man kann folgende Bilinearformen definieren, da es mehre Mo¨glichkeiten gibt,
um die Gleichungen zu addieren bzw. subtrahieren.
A1(θ, w, p, r;ψ, v, q, z) = (∇r,∇v) + a(θ, ψ)− (p, rotψ)− (∇r, ψ)
−(rot θ, q)− t2(curl p, curl q)
+(∇w,∇z)− (θ,∇z) oder
A2(θ, w, p, r;ψ, v, q, z) = (∇r,∇v) + a(θ, ψ)− (p, rotψ)− (∇r, ψ)
+(rot θ, q) + t2(curl p, curl q)
−(∇w,∇z) + (θ,∇z)
und die rechten Seiten
F1(x) := (f, v + t
2z) x := v ± t2z
F2(x) := (f, v − t
2z).
Die zweite Bilinearform hat eine nu¨tzliche Eigenschaft :
A2(θ, w, p, r; θ, w, p, r) = a(θ, θ) + t
2‖curl p‖2.
Es werden folgende Fehlerterme definiert :




ew = w − wh ∈ H
1
0(Ω)




ep = p− ph ∈ L2(Ω)/R
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Es wird die Differenz von Ausgangs- und diskretisierter Gleichung gebildet, um
berechenbare Fehler zu erhalten. Ziel ist es folgende Abscha¨tzung
A∗(eθ, ew, ep, er; eθ, ew, ep, er) ≤ η‖eθ, ew, ep, er‖
zu berechnen.
Die Differenzbildung in jeder der vier Gleichungen ergibt :
1. (∇er,∇v˜) = 0 ∀ v˜ ∈Wh
2. a(eθ, ψ˜)− (ep, rot ψ˜)− (∇er, ψ˜) + (∇rh, (Rh − I)ψ˜) = 0 ∀ ψ˜ ∈ Θh
3. −(rot eθ, q˜)− t
2(Rhcurl p− curl hph, curl hq˜) = 0 ∀ q˜ ∈ Qh
4. (∇ew,∇z˜)− (eθ,∇z˜) + ((Rh − I)θh,∇z˜) = 0 ∀ z˜ ∈Wh,
woraus eigentlich Galerkin-Orthogonalita¨ten zwischen Fehlern und Ansatzra¨umen
folgen sollten. Es wird folgendes Fehlerfunktional :
A2(eθ, ew, ep, er; eθ, ew, ep, er) = (∇er,∇ew) + a(eθ, eθ)− (ep, rot eθ)− (∇er, eθ)
+(rot eθ, ep) + t
2(curl hep, curl hep)
−(∇ew,∇er) + (eθ,∇er)
definiert. Dazu addiert man die obigen Pseudo-Galerkin-Orthogonalita¨ten zu
A2(eθ, ew, ep, er; eθ + ψ˜︸ ︷︷ ︸
θ˜
, ew + v˜︸ ︷︷ ︸
w˜
, ep + q˜︸ ︷︷ ︸
p˜
, er + z˜︸ ︷︷ ︸
r˜
) + Restterme
= (∇er,∇w˜) + a(eθ, θ˜)− (ep, rot θ˜)− (∇er, θ˜) + (∇rh, (Rh − I)ψ˜)
+(rot eθ, p˜) + t
2(curl hep, curl hp˜) + t
2((Rh − I)curl p, curl hq˜)
−(∇ew,∇r˜) + (eθ,∇r˜) + ((Rh − I)θh,∇z˜).
Wie man unschwer erkennen kann, rufen die Terme mit dem Reduktionsoperator
einige Schwierigkeiten hervor. Dieser kann aber nicht vernachla¨ssigt werden, da
er fu¨r die korrekte Berechnung des Scherterms γh und den daraus resultieren
Lo¨sungen ohne Scher-Locking gebraucht wird. Diese Terme mu¨ßten abgescha¨tzt
werden. Die restlichen Terme mu¨ssen wieder zusammengefu¨gt werden, da die
diskretisierten Gleichungen der MITC-Elemente weniger Variablen besitzen.
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7 Ausblick
In den vorangegangenen Abschnitten wurde direkt oder indirekt auf die Schwie-
rigkeiten bei der finite Elemente Behandlung der Mindlin-Reissner-Platte hinge-
wiesen. Diese Schwierigkeiten machen es mit den herko¨mmlichen Methoden un-
mo¨glich, einen geeigneten Fehlerscha¨tzer mit Hilfe der Galerkin-Orthogonalita¨t
zu berechnen.
Nach weitergehenden Forschungen auf diesem Gebiet und einem tieferen Ver-
sta¨ndniss fu¨r den Reduktionsoperator ko¨nnte sich doch noch eine Mo¨glichkeit
ergeben, um einen geeigneten Fehlerscha¨tzer zu berechnen. Alternativ ko¨nnten
auch andere Fehlerscha¨tzerideen verfolgt werden. Die Residuenscha¨tzer sind lei-
der hier nicht geeignet. Die Nichtkonformita¨t der Elemente macht dies fast un-
mo¨glich. Beim Anold und Falk-Element (konform) ist der Fehlerscha¨tzer durch
spezielle Konstanten und Normdefinitionen herleitbar. Diese Techniken sind aber
leider fu¨r das MITC-Element nicht nutzbar.
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