Introduction
Preconditioning is a procedure of an application of a transformation, called the preconditioner that conditions a given problem into a form that is more suitable for numerical solution. Preconditioning is typically related to reducing a condition number of the problem. The preconditioned problem is then usually solved by an iterative method [1] . We consider the following preconditioned linear system P AX = P b (1.1) where A = (a ij ) n×n ∈ R n×n is a known nonsingular M-matrix, P ∈ R n×n called the preconditioner, is nonsingular, b ∈ R(A) is known and X ∈ R n×1 is unknown, R(A) is the range of A . Throughout of this paper, without loss of generality, we always assume that the coefficient matrix A has a splitting of the form A = I − L − U , where I is the identity matrix , −L and −U are strictly lower triangular and strictly upper triangular part of A, respectively.
To efficaciously solve the preconditioned linear system (1.1), a variety of preconditioners have been proposed, see [3] - [6] , [11] , [8] , [10] .
The preconditioner P Smax in [6] is as follows :
where S max formed by
In 2009, B. Zheng et. al [18] proposed the MGS method for solving the linear system by M-matrix with the following two preconditioners:
and
with k n = min{j| |a n,j | = max { |a n,l | , l = 1, ..., n − 1 }}, and
In [9] Z.Lorkojori et al use the preconditioners (1.5) and (1.6) for MJ method. For the convenience of the readers, for solving the linear systems by MGS method, we use index G and for solving by MJ method, we use index J. For the preconditioner (1.5), the preconditioned matrix A max = (I + S max + R max )A, can be split as
where D , E and F are respectively the diagonal, strictly Lower triangular and strictly upper triangular parts of S max L, while D ′ and E ′ are the diagonal, strictly lower triangular parts of R max (L + U ). If M max G and M max J are nonsingular, the iterative matrixes for MGS and MJ methods respectively are
For the preconditioners (1.6), the preconditioned matrix A R = (I + S max + R)A can be split as
where D ′′ , E ′′ are the diagonal, strictly Lower triangular of R(L+U ), respectively. If M R G and M R J are nonsingular, the iterative matrixes for MGS and MJ methods respectively are
This paper is organized as follows : Section 2 is the preliminaries. In Section 3 , we prove the comparison theorem of MGM method and MJ method with preconditioners P max and P R . Next,in Section 4 we present two numerical examples to confirm our theoretical analysis. Finally, in Section 5 conclusion is drown.
Preliminaries
.., n, where 0 is an n × n zero matrix. For the vectors a, b ∈ R n×1 , a ≥ b and a ≥ 0 can be defined in the similar manner. [17] [15] ) Let A be a nonsingular n × n nonzero matrix, then [19] )Let A and B be n × n matrices, then AB and BA have the same eigenvalues, counting multiplicity .
Definition 2.1. (See
)A matrix A is a L-matrix if a ii > 0 , i = 1, ..., n and a ij ≤ 0 for all i, j = 1, ..., n , i ̸ = j. A nonsingular L-matrix A is a nonsingular M-matrix if A −1 ≥ 0.
Lemma 2.1. (See

(a). ρ(A), the spectral radius of A, is an eigenvalue; (b). A has a nonnegative eigenvalue corresponding to ρ(A); (c). ρ(A) is a simple eigenvalue of A.
(d). ρ(A) increases when any entry of A increases.
Definition 2.2. Let A be a real matrix. Then
A = M − N1 ≥ M −1 2 then ρ(M −1 1 N 1 ) ≤ ρ(M −1 2 N 2 ) < 1
Lemma 2.4. (See
Theorem 2.1. Let A be a nonsingular M-matrix. Assume that
0 ≤ a i,k i a k i ,i < 1 , 1 ≤ i ≤ n − 1 and 0 ≤ a n,k j a k j ,n < 1 , k j = 1, ..., n − 1, then (a). A max G = M max G − N max G is
regular and Gauss-Seidel convergent splitting [18] (b). A max J = M max J − N max J is regular and Jacobi convergent splitting [9]
Theorem 2.2. Let A be a nonsingular M-matrix and let
0 ≤ a i,k i a k i ,i < 1 , 1 ≤ i ≤ n − 1 and 0 ≤ ∑ n−1 k=1 a n,k a k,n < 1, then (a). A R G = M R G − N R G is
regular and Gauss-Seidel convergent splitting .[18] (b). A R J = M R J − N R J is regular and Jacobi convergent splitting .[9]
Comparison theorem of MGS and MJ methods
In this part, we compare the modified Gauss-Seidel method and modified Jacobi method by preconditioners P max = I + S max + R max and P R = I + S max + R, respectively.
The comparison results show that the MGS method is superior to the MJ method with preconditions P max and P R . 0 ≤ a n,k j a k j ,n < 1 , k j = 1, . .., n − 1, then we have − 1 and 0 ≤ a n,k j a k j ,n < 1 , k j = 1, . .., n − 1 ,then by theorem (2.1)(a), we know that
On the preconditioner
By theorem (2.1) (b), we know that A max J = P max A is a regular and Jacobi convergent splitting . To compare ρ(T max G ) with ρ(T max J ), we consider the following splitting of A:
We take
and by attention to
be two convergent and regular splitting also note that
Proof. The proof is same as the proof of Theorem(3.1).
Numerical examples
In this part, we give two examples to illustrate the theory in Sections 3.
Example 4.1. Let us consider the matrix
By attention to definition (2.1), A is M-matrix. By computation in Matlab 7.11 , we have ρ(
Now, we compare the numerical behaviors of the MGS and MJ methods by next example. P max and P R are used for solving the linear system. The computational results for 10 iteration are listed in Table 1 .All iterations are started from vector (0, −1, 1, 1) T . where x i is i th iterative vector for corresponding iterative method, while x * is the solution of the given linear system. We denote MGS method with P R G by MGS-I, MGS method with P max G by MGS-II, MJ method with P R J by MJ-I and MJ method with P max J by MJ-II. Obviously the preconditioning of P max and P R can improve the convergence behavior of Gauss-Seidel and Jacobi methods and we have shown that the modified Gauss-Seidel methods are superior.
