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The standard Bernoulli two-armed bandit model is modified by terminating the choice problem 
after the first unsuccessful trial. Both terminal reward situations and instances in which payoffs 
accrue with each success are considered. For independent machines, the stay-on-a-winner rule 
holds in each of these instances. Moreover, for the terminal payoff case, staying on a winner is 
optimal with interdependent machines. Increased prior information concerning the properties of a 
machine decreases its attractiveness by diminishing the prospect for long-term survival. 
Two-armed bandit stay-on-a-winner 
Bernoulli bandit geometric termination 
I. Introduction 
In discrete-time two-armed bandit problems, one of two stochastic processes is 
selected at each of a number of stages. The process elected at a stage depends on the 
history of selections and results, so the descision problem is sequential, or dynamic. 
When the processes are Bernoulli, the usual objective is to maximize the expected 
number of successes, possibly discounted. Recent contributions to this problem 
include Fabius and van Zwet [S], Berry [l], Joshi [8], Gittins [7], and Berry and 
Fristedt [2], all of which contain additional references. Of special importance 
historically are papers by Thompson [9], Bradt, Karlin, and Johnson [3], and 
Feldman [6]. 
The problem considered here is a modified version of the two-armed bandit 
described above - now the objective is to maximize the expected number of successes 
(again possibly discounted) before the first failure. This problem was considered by 
Viscusi [ 101 for the individual job choice problem involving uncertainties, where the 
worker may remain with a firm after a favorable outcome but must leave after an 
unfavorable outcome-being fired, killed, or disabled, for example. Another possible 
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application involves environmental management; Viscusi and Zeckhauser [l 1 I
discuss a Markovian decision problem which terminates when the process reaches an 
absorbing state. 
The problem structure considered here is also encountered in analyses of medical 
treatments in which two drugs can be used for a particular disease, but only one drug 
at a time. A patient is to be treated with one of the drugs each week, say, until an 
unfavorable outcome (e.g., death) occurs, at which time treatment must stop. Most 
diseases are present in a variety of levels so the simplistic assumption made here of 
dichotomous responses is not always appropriate. Some of the uncertainty involved 
in a trial may be :,atient-specific, so that, eventually, each trial begins with about the 
same kind of uncertainty, and learning takes place only within a trial. Our approach 
considers a particular trial with the information present initially suitably quantified, 
whatever its source may be. 
In Section 3 we consider complete discounting for every stage but one, say the nth. 
This corresponds to the medical trial case in which the only objective is to keep the 
patient alive through n stages of treatment. The results of Section 3 hold for both 
dependent and independent processes. 
In Section 4 we consider geometric discounting, both infinite and finite horizon. 
The processes are assumed to be independent for the analysis of Section 4. 
The major result is the same for both Sections 3 and 4: namely, there is an optimal 
selection procedure under whit the same process is observed at each stage. If such a 
procedure is followed, then, conditional on the parameter of ‘he process, the time to 
termination has a geometric distribution. 
These results hold, with evident modifications, for m machines, m > 2, as ~$11 as 
for t’wo machines. The proofs given can easily be generalized; we present the case 
m = 2 for expository reasons. 
We give a precise statement of the general problem in the next section. However, 
we shall avoid exaensive notation and terminology. The interested reader is referred 
to Dubins and Savage [4] for a formal and extensive development of a general theory 
of gambling. 
2. Statement of the general problem 
Let WI, X2r . ..) and 0’1, Y2, . . .) be sequences of Bernoulli random variables 
genersted by Machine 1 and Machine 2, respectively; let pi and p2 denote the 
corresponding probabilities of the outcome ‘1’. Given pi and ~2, (Xi, X2,. . .) and 
(K, y29 l l .) are assuned to be independent sequences of independent random 
variables. Both p1 and p2 are unknown; we take the Bayesian point of view and let 
F( ~1, ~2) denote the (joint) distribution function, and also the distribution measure, 
of (~1, ~2). The ‘information’ present initially is then given by R Expectation E will 
be with respect o F. Let Fl and F2 denote the marginal distribution functions (and 
measures) of pt and p2. 
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The decision maker can choose to observe either Xk or Yk at stage k ; let Wk be the 
variable observed at rrC when following a particular strategy. The choice at stage k can 
depend on the previous k - 1 choices and on WI, . . . , Wk-1 - but not on variaibles 
not chosen for observation. For k = 1,2, . . . , define 
j=l 
Any sequence A = (al, a~, . . .) with each cyk 2 0 is called a discount sequence. The 
decision maker’s objective is to maximize his expected payoff: 
where expectation is calculated for tht? strategy followed. Let 
v* =SUp E ; a&, 
k-l 
where the supremum is over all possible strategies. 
Every strategy that has expected payoff V* is called optimal. we shall find every 
optimal strategy for the discount sequences considered in this paper. The basic tool in 
our demonstrations i  ‘the fundamental theorem of gambiing’ [4, Theorem 2.12.11 in 
which a strategy is shown to be optimal by showing that its expected payoff is 
excessive. 
3. Terminal rewards case 
In this section we consider the discount sequence: 
A =(O,. . . ,0, l,O,. . .); 
all the c&k are 0 except for one, say CY~, which is taken to be 1 without losing generality. 
The machines are used (or, processes observed) with the single objective of getting at 
least n immediate successes. The following theorem says that it is optimal to use 
either Machine 1 or Machine 2 exclusively for the entire trial (or, at least until a 
failure obtains or stage n is reached). That is, V* is the maximum of the nth moments 
of F1 and F2. 
Theorem 3.1. For a discount sequence with cyIl = 1 and aI( = 0, k # n, and all initial 
distributions F, an optimal strategy is to use Machine i exclusively if E p:? = 
max{E p y, E pg}. Furthermore, it is uniquely optimal to use a single machine (i.e., necer 
to switch) provided PF(pI =p2)< 1. 
Remark. It is straightforward to prove this theorem by showing tlhat 
max{E p;, E pz} is excessive. However, for this rather simple discount sequence a 
more direct proof is possible, and we present one. 
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Froof of Theorem 3.1. In general, Machine 1 can be used at k stages and Machine 2 
at the remaining n - k stages. Now, V* is the maximal firobability of n immediate 
successes: 
v*= u~jxn E(~:p2”-~). 
Regarding k as real rather than integral, we have 
ak2 (p~p~-k)=E(p:p~-k[logpl-logp212)b0. ‘* E 
That is, E(p:p;-“) is convex in k and so attains its maximum at k = 0 or k = n, and 
the first result follows. 
The uniqueness part of the theorem now follows from the fact that 
V* > ppc_ E(P:P;-~) 
unless PF( p1 = p2) = 1. 
Example 3.1. Suppose the pi have beta densities: 
dlcl:(x)~x”‘-‘(l-~)bi-* dx, x E (0, 1), 
wit’h ai, bi >O, i = 1,2 (where p1 and p2 may be dependent). Then 
ai+n-1 Ep+z... - 
ai + bi ai+bi+n-1’ 
Without loss of generality assume a I+ b 1 > a2 + b2, so that at least as much is known 
about Machine 1 as about Machine 2. Define 
r(i) = 
al-+-l 
I 
a+j-I 
al+bl+j-1 a2+b+j-1 
According to Theorem 3.1, Machine 1 is oprimal if 
Ep;/Epz = fi r(j)*L 
j=l 
(3.1) 
There is a number n*, possibly infinite, such that (3.1) holds for all n 3 n *. For, 
r(n) =G 1 has exactly one real solution when b2 # bl; namely, 
which provides a lower bound for n*. 
Suppose b2 2 b 1. Then 
and nc, s 1. That is, r(n) r, 1 for all n, and, therefore, n* = 1 and (3.1) holds for all n. 
D.A. Berry, WK. Viscusi / Bernoulli two-armed bandits 39 
The fact that the ‘prior number of failures’ with Machine 2 is larger than with 
Machine 1 more than compensates for the fact that less is known about Machine 2. 
Now suppose br < 62. Then no is finite but may be cl, =l, or >l. If vto< 1, then 
n * = 1. If no > 1, then, as more generally, n * 2 no. But n* may be arbitrarily larger 
than no, and in fact may be infinite; that is, it may be that 
fi r(j)<1 nftl r(j) 
j=no J j=l 
even though no C 00. Still, the machine about which less is known represents amore 
desirable choice for larger values of n. 
The monotoneity of the optimal strategy in n - demonstrated here for beta 
distributions - does not hold for arbitrary distributions, even though moment 
sequences for distributions on [0, l] are extremely regular (being completely 
monotone). 
Theorem 3.1 can be viewed as a stay-on-a-wirlner rule. For the classical two-armed 
bandit, Berry [l] shows that there is an optimal strategy that stays on a winner when 
the machines are independent and Bradt, Johnson, and Karlin [3] give a counterex- 
ample(forcui=a2=1,ak= 0, k 23) when the machines are depen%t. There are 
similar counterexamples inour problem when at least two of the CY~‘S are positive (cf. 
Example 4.2), so it is noteworthy that Theorem 3.1 shows there are no such 
counterexamples when just one cyk is positive. 
4. Geometric discounting case 
We now consider the discount sequence in which, for some a > 0 and n 2 1, 
k-l 
CY 9 if k s n, 
t& = 
0, if k >n. 
When Q! C 1, ar can be interpreted as a traditionail discount factor, and n = 00 
(‘infinite horizon’) has meaning. For, when n = 00 and LY < 1, the expected payoff of 
strategy is bounded (by (1 -- a)-‘, e.g.) for every F. Whereas, when n = 00 and a) 2 1, 
the expected payoff of a variety of strategies may be infinite if l-Fi(U-’ - E) is large 
enough for i = 1 and 2. For example, if (pl, p2) has uniform density on the unit 
square, then every strategy has infinite expected payoff when cy 2 1 (using Machine i 
exclusively gives 
00 
c 
*a 
k-l 
iY k-lEpf = c --=uc), 
k=l k=l k+l 
When CY > 1, it can be viewed as the growth factor for payoffs that one might 
encounter, for example, in gambling situations in which one’s fortune rises dis- 
proportionately with one’s successes. When cy = 1 we have a traditional nondiscoun- 
ted problem. In case a! 2 1 we assume n COO. 
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For the results of this section we assume that p1 and p2 are initially (and, therefore, 
also henceforth) independent. 
We first consider cy < 1 and it = 00. We note that at stage k the current discount 
sequence is a constant multiple of the original sequence, and so the problem is 
changed only by changes in F. 
The expected payoff using’only Machine i is 
(4.1) 
for i = 1,2. The function Vi has a nice interpretation as a generating function (cf. 
Berry and Fristedt [2, Example 5.31). In particular, it shares many characteristics of 
the moment generating function. 
Define Vils(a) to be the generating function of pi conditioned on a single success 
with Machine i; the corresponding conditional measure is dFils(x) = xdFi(x)/E pi. 
Then 
pi+cU f akwlPf+’ 
k=l 1 
Epi 
= E pi + aE pivils(a), (4.2) 
a result that also follows easily from the definitions of Vi and &Is. Clearly, 
The next result reduces the number of strategies that need be considered to just 
two: use Machine 1 exclusively, and use Machine 2 exclusively. It is similar to 
Theorem 3.1 in this sense, and it too is a stay-on-a-winner ule. 
Theorem 4.X. Assume A = (1, a, a2, . . .), where CY E (0, l), and p1 and p;! are 
independent. An optimal strategy is to use Machine i if V,(a) = ma:K{ VI(a), V2(a!)). 
Furthermore, it is uniquely optimal to use a single machine (i.e., never to switch ) crnless 
boith machines are optimal initially and either F1 or F2 is a one-point distribution. 
Proof. According to Theorem 2.12.1 of [4], we need only show that 
V = max Vi(a) 
i 
is excessive, that is, the expected value of V under either initial choice is not greater 
than V itself. Two cases will be considered according to which machine is used first. 
Without loss of generality, assume VI(a) 2 &(a). Let 7 denote the strategy that uses 
.Machine 1 whenever the current expected value of p&l - arpl) is not less than that of 
,!%!I( 1- arp2). 
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Suppose first that Machine 2 is used initially and T followed thereafter. The total 
expected payoff of this strategy is 
E PZ+~E p2 max{Vdd, V&d). (4.4) 
If V2&)a &(a), then (4.4) becomes 
Ep2+aEpzV2&d= V2W, 
in view of (4.2), which is not greater than VI (a) by assumption. If VI (ar )2 V2& ), 
then we need to show 
or equivalently, 
EP2 
1-suEp2 
S V,(cY). 
The function x/( I- (cux) isconvex for x E [0, 11, so Jensen’s inequality applies to show 
that 
EP2 <E P2 
1 --cwEp2- II 1 1 -cyp2 = V2(a)s V&z). 
Now suppose Machine 1 is used first and r followed thereafter. The total. expected 
payoff of this strategy is 
Of course, if Vlp&) a V2(a), then (4.5) becomes 
in view of (4.2), or directly from the definition of 7, If V&X) 3 &l&a), then 
E~r+crEp,V2(a!)~Ep,+aEp,Vl(a,)~Epl+aEplVl~s(a)= VI(~), 
from (4.3) and (4.2). 
Therefore, V is excessive; so V = V* and every strategy (e.g., 7) which has 
expected payoff V is optimal. 
The uniqueness conclusion in the theorem follows from the fact that (4.3) holds 
with equality if and only if Fi is a one-point distribution. 
Example 4.1. Suppose p1 has a uniform density on (0,l) and F2 concentrates all its 
mass at $; so that p2 is known to be 3. Then . ‘ir 
,,*)=j$+ -a-210g(l-a)-a-1, 
= 
and, of course, 
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These are pictured in Fig. 1. 
o1 ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ 
0 .5 1.0 
Fig. 1. Comparison of Machines 1 and 2 in Example 4.1. 
Define a~* by V&*) = V&e*); for this example a* + 0.8834. Machine 2 is 
optimal for ay S a * and Machine 1 is optimal for cy 2 Q *. It follows from Theorem 4.1 
that for any Q! E (0, l), there is an optimal strategy that never switches. However, 
since p2 is known in this example, if a = (Y*, then a switch from Machine 2 to Machine 
1 after any number of successes is also optimal since both machines are optimal 
initially and P’2 is unchanged by outcomes on Machine 2. But a switch from Machine 
1 to Machine 2 is not optimal since F1 is changed by outcomes on Machine 1; in fact, 
V&(a) > VL(a), for all a! E (0, 1). 
The above example illustrates a phenomenon that holds more generally for the 
problem considered here (cf. Example 3.1), and for other two-armed bandit prob- 
lems as well. When ar is large, the prospect of future payoff makes it worthwhile to 
use a machine about which little is known, even if this means sacrificing some 
immediate payoff. That is, when CY is large, the higher moments of Fr and F2 play an 
important role in the decision problem. When cy is smtill, however, the higher 
moments are less important and the wise decision maker is reluctant o sacrifice early 
payoff. (It is somewhat curious in Example 4.1 that V~(CY) - V,(a) is actually 
increasing for small and moderate values of a.) 
As an illustration of this phenomenon consider random variables on [0, l] that 
have the largest variance for given mean: namely, random variables on (0, 1). 
Random variables with common mean, say cc, have generating functions equal at 
0 = 0, and all such generatipg functions are uniformly dominated by that of the 
random variable supported by (0, 1) with mass p at 1. One such function, 
is plGtted in Fig. 1; here p = ’ 3. The advantage of a corresponding machine is evident 
for large cy. From the opposite point of view, generating functions for machines with 
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known characteristics provide a lower bound for machines with the same mean. So 
that if a machine has (expected) probabi!ity of success pcL, then its generating function 
lies in the interval 
[ 
EL P -- 
l-pa91-a 1 
for any cy E [0, 11. 
Another point to be made from Fig. 1 is that, since Theorem 4.1 applies as well for 
an arbitrary number of machines, the choice among the three machines with 
generating functions pictured can be made by choosing the machine with the largest 
V(a) and using that machine exclusively, 
The next example illustrates another aspect of the relation between known 
machines and machines about which learning is possible, but its main purpose is to 
provide a counter-example to the stay-on-a-winner rule in the independent case 
by going outside the geometric discounting case. 
Example 4.2. Let F1 and & be as in Example 4. I, again with p1 and p2 independent, 
but now assume that 
A= (10, cy, LYE, (Ye,. . .). 
If cu%Z”-- 0.8834, then it seems clear from the calculations in Example 4.1 that 
Machine 2 ;Y optimal initially and henceforth. If cx is slightly larger than 0.88 34 {any 
number between 0.884 and 0.987 will do), then Machine 2 is still optimal initially 
since cyl = 10 is so large compared to the other Q. However, if Machme 2 is 
successful initially, then, after normalizing, the new discount sequence is 
(1, a, (Y2, l . .j and Fi and F2 are unchanged. Therefore, Example 4.1 applies iand, 
since a~ 3 LY*, Machine 1 is now uniquely optimal. So, in this case, the known machine 
is used to reap an early benefit and the unknown machine is then used on the chance 
that it will provide some long-term benefits. 
We now consider the finite horizon case with arbitrary positive cy. The total 
c:xpected payoff using only Machine i is 
v&y,n)=E i ak-‘p” 
k=l 
=nPF,(p, =cu-‘)+E X(1 ---~“p~) pi # Cy PF,(pi Z (.y-i) 
1 -CYpi I 1 
=E + 
[ _ap.(l -cPp:l) 1 if pi, (Pi .= a-‘) = 0. I 
The next tlieorem says that an optimal strategy for the finite horizon c:ise is similar 
to that for the infinite horizon case. We give the theorem without proof snce it is very 
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similar to the proof of Theorem 4.1; now, V = max{ V&, n), l&.x, n j} is shown to 
be excessive. 
Theorem4.2. AsswneA=(l,cw,cu* ,..., ctn-l,O ,... ),wherea>Oand Nn<c~, 
and p1 and p2 are independent. An optimal strategy is to use Machine i if V-;(ar, n) = 
max( Vl(,cy, n), V&x, n )}. Furthermore, it is uniquely optimal to use a single machine 
unless Fl and F2 are the same one-point distribution. 
Example 4.3. The determinants of the value of alternative machines follow the 
expected patterns. Let Machine i be characterized by a beta prior (see Example 3.1), 
i = 1,2. Then, it is straightforward to show the Vi increases with a! and ai and 
decreases with bi. Furthermore, if E pi = ai/(ai + bi) is fixed while ai + bi is decreased, 
then Vi increases. Again, machines with properties that are dimly understood are 
preferred since they offer a greater opportunity for long-term survival. This is 
especially important if a! is large. 
5. Conclusions 
The termination of a two-armed bandit problem after the first unsuccessful 
outcome has similar implications both for situations in which outcomes in each 
period are valued and fos contexts in which only terminal rewards are of 
consequence. If the trials on the two machines are independent, the stay-on-a- 
winner rule holds, as in traditional models of this type. For the terminal rewards 
situation, staying with a winner is also optimal when the trials are interdependent. 
Both situations are generalizable to an arbitrary number of machines. 
In the conventional two-armed bandit models, the preference for machines 
associated with littlie prior information derives from the potential for learning 
through experience about an uncertain alternative and then staying with it if one’s 
experiences are favorable and switching to some other policy if the outcomes are 
sufficiently unfavorable. While no such adaptation is possible when adverse 
outcomes terminate the decision problem, ‘loose’ priors are preferred, relatively 
speaking, since they offer greater prospects for long-term survival. 
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