The paper presents a fast and accurate algorithm for estimating four significant parameters (i.e., amplitude, frequency, phase angle, and damping factor) of a typical transient signal. The method can be connoted as the constrained symmetric strong tracking square-root cubature Kalman filter (CSSTSCKF). The important aspects of the proposed algorithm are: 1) constraints are imposed on the state vectors by way of a logarithmic barrier function that is either ignored or handled heuristically; 2) symmetric sub-optimal multiple fading factors (FFs) are augmented into the predicted covariance matrix to capture sudden changes and to tune the gain matrix in real-time; moreover, symmetry of the covariance matrix is guaranteed by the influence of Cholesky triangular decomposition; 3) effect of noise can be adjusted by tuning the soften factor. Several case studies have been simulated to evaluate the proposed algorithm with respect to some of the well-known state-of-the-art methods. The real-time performance has been evaluated by flashing the filter codes into an ARM Cortex-M7 processor board and tracking the real-time signal from the experimental test bench. The results, presented herein, indicate that the CSSTSCKF remarkably outperforms all other considered techniques. Furthermore, the stability analysis of the nonlinear filter has been proved based on the constructor expression considering the boundedness of the estimation errors and other sub-items.
I. INTRODUCTION
Transients are the special type of power quality disturbances that persist for short duration, degrade the voltage and current waveforms and have a strong impact on both the grid and customers [1] . Transients are primarily related to the switching operations in transmission and distribution systems [2] . They pose challenging issues for power-electronic devices, communication systems, and sensitive loads. Modeling and analyzing the transient signatures are essential for network health monitoring, supply quality assessment, fault detection and diagnosis, correct operation of circuit breakers, powerquality assessment, and protection of electronic equipment. In [3] , it is reported that the overall transient profile tends to be preserved in loads that use active wave-shaping or power
The associate editor coordinating the review of this manuscript and approving it for publication was Amedeo Andreotti . factor correction. For this reason, the transient is regarded as a significant feature in residential load identification and energy monitoring. Moreover, transient signature provides the best means for real-time identification of the loads.
Considerable research has been conducted on the estimation of the parameters (i.e., amplitude, frequency, and phase) of a noisy sinusoid in different fields, such as radar, sonar, nuclear magnetic resonance (NMR), power systems, and earth waves analysis. Transient analysis exploiting shorttime Fourier transform (STFT) and wavelet transform (WT) has been studied in [4] , and [5] - [7] , respectively. Modelbased approach for parameters estimation is proposed by Bollen et al. [2] . Though STFT can provide time-frequency information related to the disturbance waveform but unable to describe the particular transient event due to fixed window size [8] . The shortcoming of non-model-based WT is its inability to resolve signal components within the same band [4] , whereas in [2] all the transient components start at the same time instant is assumed a prior.
Several methods have been proposed in the literature to accurately estimate the parameters of sinusoids using parametric and non-parametric methods. Discrete Fourier Transform (DFT) [9] - [11] with fixed data length is used [12] where picket fence effect and spectral leakage [13] are two inevitable defects occur due to nonsynchronous sampling. To circumvent the above problems designing an optimal window function is required. This influences the reduction of spectral leakage [14] . Ferrero et al. [15] and Duda [16] have proposed the windowed interpolation FFT (WIFFT) algorithm in this regards. Nonetheless, the resolution is a major issue in the DFT class of estimators. A large window is required for the finer resolution, which may increase the computational burden and hence may not be suitable for realtime implementation.
In the parametric approach, Kalman filter (KF) and its variants are the popular methods that mitigate noise and track the signal parameters with respect to a given process and measurement model. Routray et al. [17] have addressed frequency estimation of a distorted power system signal using the extended Kalman filter (EKF) where the hysteresis method has been utilized to reset the covariance matrix; nevertheless, further improvisation has been made by Huang et al. [18] by embedding a new weighting function into the extended complex Kalman filter (ECKF) to restrain the sudden changes during frequency estimation. Serna and Rodríguez-Maldonado [19] have applied Taylor-Kalman-Fourier filter for tracking instantaneous oscillating phasor using frequency response method. The unscented Kalman filter (UKF) is another popular filter that follows the unscented transform (UT) to capture the mean and covariance of a Gaussian density has been reported in [20] . Though the UKF shows better performance than the EKF by avoiding the complex calculations of Jacobian and Hessian matrices and making the filter algorithm easy to implement, still there are some unavoidable problems when compared with the cubature Kalman filter (CKF), such as, instability due to UT and computationally slower [21] , [22] . Sharma et al. [23] have applied the CKF for power system dynamic state estimation. Unlike EKF, the CKF does not require the Taylor series expansion of the nonlinear function as well as Jacobian matrix during its execution, thus improving the computational complexity, numerical stability, and convergence. Nonetheless, there are still some ineludible issues faced by the CKF such as loss of symmetry and positive definiteness of error covariance matrix, which makes the CKF ill-conditioned. In view of these problems, the squareroot cubature Kalman filter (SCKF) is the good solution, and to date, the SCKF has been successfully applied to several real-time problems like maneuvering aircraft tracking [24] , spacecraft attitude estimation [25] , state estimation of nonlinear BLDC motors [26] due to its numerous advantages, such as improved numerical stability and accuracy of the state error covariance matrix, which is achieved from the matrix triangular factorization, thus avoiding the recursive square-root operation [24] , [27] .
There are still some unresolved issues with the KF class of filters in quickly responding to the change in parameters. This is because the error covariance matrix cannot keep pace with the abrupt changes. To overcome the aforementioned shortcomings, the idea of the strong tracking Kalman filter (STKF) is introduced in which the time-varying fading factor (FF) has been brought into the KF equations to enhance the trace of covariance matrix at the time of sudden change in state variables [1] , which provides reliable real-time tracking ability. In [28] and [29] , a simplified adaptive strong tracking EKF (STEKF) is proposed to alleviate the problems that exist in the EKF, such as lose optimality, accuracy reduction, and filter divergence. Further, Yin et al. [30] have proposed the symmetric strong tracking EKF (SSTEKF) to avert the stability related issues commence in the STEKF. Huang et al. [31] have developed double suboptimal scaling factor based adaptive STKF (DSTKF) algorithm for phasor measurement to adjust the process noise covariance matrix and the error covariance matrix in real-time, thus mitigating the shortcomings of the STKF. Li et al. [32] have proposed the strong tracking CKF (STCKF) for real-time orbit determination, which adjusts the gain matrix online and forces the residual errors to be mutually orthogonal, thus allowing more accurate performance than the CKF. In [27] , the strong tracking SCKF (STSCKF) method has been adopted for maneuvering aircraft tracking, which is further modified by using recently developed the symmetric strong tracking SCKF (SSTSCKF) [24] filtering algorithm that mitigates the symmetry and divergence related problems faced by the STSCKF, and also yields the improved system stability during environmental variation; moreover, provides the better performance than the other strong tracking based hybrid algorithms.
Though the above-reported literature is very rich and most of the authors have practically demonstrated their methods according to their applications but to the best of our knowledge, very few algorithms have been developed for the estimation of the parameters of a transient signature. Moreover, systematically no such consistency analysis has been evaluated in the reported algorithms. Besides, in [29] , [30] , and [31] the stability and divergence related problems have not been discussed so far, though these two are the important factors in the transient analysis. To resolve the issues mentioned above, in this paper, we have developed the constrained symmetric strong tracking square-root cubature Kalman filtering (CSSTSCKF) algorithm, in which the referred problems have been addressed as follows: (i) the stability related issues are alleviated by introducing the symmetric suboptimal multiple FFs into the SCKF, and hence making the algorithm to be stable, (ii) the divergence related problem is solved by imposing the nonlinear state constraints into the state vectors, (iii) noise sensitivity is controlled by tuning the soften factor (SF) and making the algorithm to be robust against the model uncertainty and environmental change.
The major contributions of the paper are as follows: -Modeling the transient signal for parameters estimation (amplitude, frequency, phase, and damping factor). -Development of the symmetric strong tracking SCKF (SSTSCKF) to improve the model adaptability with the environmental variations and to enhance the stability of the algorithm. -Further, constraints are imposed on the state vectors to prevent the filter from providing wayward estimates by converting constrained optimization problem into an unconstrained one by means of the log-barrier method, which formulates a novel transient state estimation algorithm i.e., the constrained SSTSCKF (CSSTSCKF). -The proposed method has been benchmarked by comparing the state estimation results obtained using the CSSTSCKF with the results obtained using four other well-known reported state-of-art algorithms i.e., the STCKF [21] , STKF [1] , DSTKF [31] , and SSTEKF [30] . -Various statistical tests have been performed for consistency analysis. -Hardware implementation has been performed on ARM Cortex-M7 based discovery board to validate the proposed method. -The stability analysis has been performed by introducing some results from stochastic stability theory and providing boundedness on the estimation errors. The CSSTSCKF demonstrates superior performance after vigorous experiments and analysis.
The rest of the paper is structured as follows: Section II presents the problem formulation. Section III provides an overview of the mathematical model of the transient signal. Section IV elaborates the proposed technique and the logarithmic barrier function. Section V discusses the performance metrics for consistency analysis. Section VI presents the simulation results and validates the performance of the proposed method. Section VII shows experimental results of the proposed algorithm. Finally, Section VIII summarizes the whole work. The stability analysis is provided in the Appendix.
II. PROBLEM DEFINITION
Basically, amplitude, frequency, and damping factor are the dominant parameters in power system transients. The transients can be modeled as a sum of exponentially decaying sinusoids with additive white noise v k
in which p is the number of sinusoids or the model order,
are the 4p time-varying amplitude, angular frequency, phase, and damping factor of the i-th sinusoid, respectively, t is the sample interval, k is the time step. The model noise v k is a stationary Gaussian white noise with zero mean and variance σ 2 v .
Our objective in this paper is to estimate the original transient signal z(k) and the parameters (amplitude A i , frequency ω i , phase φ i , and damping factor α i ) of each of the sinusoids from a finite number of noisy observations considering that the number of sinusoids p is known and the variance σ 2 v of noise is unknown.
III. NONLINEAR ESTIMATION OF MULTIPLE TRANSIENTS
In this section, we shall first model the signal z(k) in (1) using state-space representation and then derive a nonlinear filter for estimating the signal and parameters in white noise. The signal model in (1) is expressed in the state-space form as
where ψ k is the state transition matrix given by
where the dimension of the state transition matrix is equals to ψ k = I 4p , I is the unit matrix of dimension 4p, and v k is the model noise. The state variables are
The nonlinear measurement model can be obtained as
where
and ε k is the measurement noise. Therefore amplitude, frequency, phase, and damping factor of the ith multiple transient signal can be computed using the following expressions
In this paper, an attempt has been made to modify the SCKF algorithm by incorporating the state inequality constraints into the structure of the SCKF through logarithmic barrier function, which is traditionally being overlooked because they do not fit easily into the conventional KF framework and to develop a robust estimator by embedding symmetric suboptimal multiple FFs into the error covariance matrix, which has the capability to cope up with the sudden changes.
IV. FORMULATION OF CONSTRAINED SYMMETRIC STRONG TRACKING SCKF WITH LOGARITHMIC BARRIER FUNCTION
In this section, a detailed derivation of the constrained strong tracking filter (STF) based SCKF algorithm has been presented.
A. SQUARE-ROOT CUBATURE KALMAN FILTER
In general, the state to be estimated and the measurement of a nonlinear dynamic system corrupted with additive white noise can be modeled as
where k is a discrete time index, x k+1 is a state vector, f (.), h(.) are the nonlinear functions associated with system states x k+1 and x k , and measurements, respectively, z k is a measurement vector. w k is the zero-mean Gaussian white process noise with covariance Q k . The measurement noise η k is also white with zero-mean and covariance R k . The SCKF exploits the square-root of the error covariance matrix to preserve symmetry and positive definiteness [27] , [33] , in each update cycle. Hence, the numerical stability improves than the other classes of KFs. Here, the symbols used are defined as follows: R is the upper triangular matrix obtained from the QR decomposition on matrix A T , so the QR decomposition to A can be expressed as S = Tria(A) = R T , where S is the lower triangular matrix. The associated steps of the SCKF are described as follows:
In prediction step, the states and error covariance matrix are estimated based on the previous state. To initiate the algorithm the sequences are as follows:
Step 1: Assume at kth time step the posterior density
denotes the history of measurement up to time (k − 1) is known [33] . Now factorize P k−1|k−1 .
Step 2: Calculate the cubature points of the state vectors.
n is the dimension of the state vector x and e is the unity matrix.
Step 3: Evaluate the propagated cubature points through the state function f(.).
Step 4: Estimate the predicted state.
Step 5: Calculate the square-root factor of the predicted state error covariance.
where the weighted, centered matrix
The measurement update and propagation steps are given below:
Step 1: Propagate the cubature points.
where x cz i,k|k−1 is the ith cubature point vector evaluated at measurement step.
Step 2: Evaluate the cubature points with the help of the measurement function h(.).
Step 3: Estimate the predicted measurement.
Step 4: Estimate the square-root of the innovation covariance matrix.
Step 5: Calculate the residual error covariance matrix.
Step 6: Estimate the cross-covariance matrix.
Step 6: Calculate the Kalman gain.
Step 7: Estimate the updated state and the square-root factor of the corresponding error covariance matrix.
Basically, for steady state signal, Kalman gain and error covariance matrix are restricted to a fixed value. However, the tracking ability of the conventional filter is lost during the transient because of filter saturation. To overcome the abovementioned problem and to detect the faster change in presence of white noise strong tracking filtering (STF) algorithm is introduced in [1], [34] , which is further implemented in the EKF and CKF in [24] , [28] , respectively, that exhibit the robustness against the model uncertainty by fading the past data utilizing forgetting factor λ k . In [35] - [37] , multiple FFs are considered instead of a single FF because of insufficient information obtained from the complex signal with multivariable.
In this paper, a novel constrained symmetric strong tracking SCKF (CSSTSCKF) has been developed for transient detection and parameters estimation where (i) the constraints on the state variables are encountered in dynamic state estimation by means of logarithmic barrier function; (ii) at the same time, nonlinear symmetric STF framework has been exploited in the SCKF structure to track the sudden changes quickly while maintaining the residual sequences to be orthogonal to each other; (iii) moreover, Cholesky triangular decomposition has been utilized so that symmetric suboptimal multiple FFs in the error covariance matrix can be relocated that confirms the symmetry of the error covariance matrix during every iteration. Nevertheless, the stability and divergence related problems are also solved using the CSSTSCKF and provides robustness against the model uncertainties and environmental changes.
1) STRONG TRACKING FILTER
In the STF algorithm, two important properties of the filter are considered as follows that satisfies the gain matrix [38] .
Here v k is the residual error at kth time instant. Eq. (27) reflects that the output of the filter should be achieved in least mean-square error sense. To ensure that the residual sequences remain orthometric at different times, (28) must be satisfied [27] . The recursive equations of the STF can be summarized aŝ
where λ k is the associated fading matrix having multiple FFs, described as λ k = diag[λ 1 k , λ 2 k , · · · , λ n k ] and can be obtained applying the different methods used in [1] , [28] , [30] . Unfortunately, the symmetry of P k in (29) cannot be guaranteed when λ k with different diagonal elements is multiplied with the matrix F k|k−1 P k−1 F T k|k−1 . This results in non-symmetric P k with inaccurate estimation of states using the STSCKF and in worst case estimator may diverge.
C. SYMMETRIC STSCKF
In this section, a symmetric STSCKF (SSTSCKF) has been proposed to mitigate the symmetry and divergence related problems due to the position of λ k in predicted error covariance matrix. For this purpose, Cholesky triangular decomposition is utilized to change the working principle of the multiple FFs matrix, which enhances the stability of algorithm. Simultaneously, the proposed SSTSCKF algorithm maintains strong tracking performance to estimate the parameters of the transient signal. Likewise, conditions (27) and (28) hold. The error covariance matrix of the SSTSCKF can be reformulated after introducing the symmetric suboptimal multiple FFs as
where λ k =λ kλ T k andλ k = diag λ 1 k , λ 2 k , · · · , λ n k according to Cholesky triangular decomposition and the superscript '' sst'' is used to denote the symmetric strong tracking.
1) FF AND SSTSCKF ALGORITHM
The FF introduced in the SSTSCKF is given as
where c k is the undetermined factor, ρ is the forgetting factor, and 0 ≤ ρ ≤ 1, ζ is the softening factor utilized to improve the smoothness of state estimation. A larger ζ leads to better estimation accuracy, while a smaller ζ provides stronger tracking capability. The values of ρ and ζ are usually determined through simulation, and ρ = 0.95, ζ = 4.5 are commonly selected values [28] .
Before going in details about the recursive equations of the SSTSCKF, two theorems have been discussed in this subsection.
Theorem 1: Let us consider f (.) and h(.) are two nonlinear state and measurement functions, respectively. Expanding x k+1 and z k as in (8) and (9), respectively, aroundx k [38] , and considering upto second order Taylor series expansion and neglecting other terms, we obtain
Theorem 2: Assume that, the state estimation errorx k is defined asx k = x k −x k wherex k is the estimated state using the SSTSCKF. If O( x k 2 ) O( x k ), then for the covariance of residual error sequences, the following equation holds [24] , [30] :
According to the orthogonality principle in (28) , in order to
From (40), it yields
Substituting (30) , in (41), we get
Assume that P zz,k|k−1 and P xz,k|k−1 are the residual error covariance and cross-covariance matrix, respectively, before introducing the FF. The following equations can be written as
Comparing (41) and (43), we obtain
Inserting the FF in P zz,k|k−1 and P xz,k|k−1 , the newly developed P sst zz,k|k−1 and P sst xz,k|k−1 are reformulated as
Taking the trace of (42) it is found
we get
To soften the influence of FF and to smooth the state estimation, we introduce a softening factor ζ into (49) and can be reformulated as
The filter outperforms when λ k is less than one and no correction is required [39] . Henceforth, from (50), we can get (31) as
D. CONSTRAINED SSTSCKF
In this section, constrained SSTSCKF (CSSTSCKF) algorithm has been developed that modifies the recursive SSTSCKF algorithm by including the inequality constraints on the state variables. The minimization problem can be set up in the following mathematical form 52) is the nonlinear objective function that utilizes logarithmic barrier function and minimizes the trace of error covariance matrix.
1) LOG-BARRIER METHOD
The idea behind the log-barrier method is to eliminate the inequality constraints by making use of suitable barrier functions with boundary constraints [40] . The problem associated in (52) can be visualized as the class of constrained optimization that transforms the inequality constrained problem into unconstrained one. The logarithmic barrier function has the form as follows
where µ is the barrier parameter, µ > 0, and x is the state vector. By making use of inequality constraints in (52), the log-barrier function in (53) can be modified as
Eq. (54) has become an unconstrained optimization problem. Subsequently, at k th instant for m th state vector, the augmented error e m k|k−1 embedded with logarithmic barrier func-
where u m k|k−1 = 1 √ 2n (x * m i,k|k−1 −x m k|k−1 ) = χ * m i,k|k−1 = weighted centered matrix of m th state vector obtained from (16) . e m k|k−1 = constrained error of m th state vector.
and t is a scaling parameter. An important issue is the choice of the initial value of t. If t is chosen too large, the first inner loop may require a large number of iterations [41] . If t is too small, the algorithm will require extra outer iterations. Hence, selection of t neither be too small nor be too large.
In most of the cases, t = 1 serves a good starting value. After every iteration, t is updated as t k+1 = µt k , where µ is a positive number, greater than one. The choice of µ is not particularly critical, values from around 3 to 100 work well. With the first order Taylor's series expansion about a priori estimatex m k|k−1 ,
Now, solving for four parameters (m = 4) using (55), the modified square-root factor of the predicted state error covariance is
Eq. (58) is the new square-root factor of the predicted state error covariance for the proposed algorithm, which replaces (15) .
V. PERFORMANCE METRICS FOR CONSISTENCY ANALYSIS
To compare the performance of different algorithms in terms of accuracy and consistency, various standard performance metrics are utilized. A ''consistent'' filter accurately estimates the uncertainty whereas an ''inconsistent'' filter produces large estimation error. The performance metrics used in this paper are described as follows
where N is the total number of Monte Carlo runs, at time step k for ith Monte Carlo runx k|k and x k are the estimated state and true state, respectively.
B. MEAN ABSOLUTE ERROR (MAE)
MAE measures the average magnitude of the errors in a set of predictions and can be calculated as below
NEES is a measure to check the filter consistency and is defined as follows [42] , [43] ζ
where ς (i) is the NEES at ith run, M is the total number of Monte Carlo runs, and n is the dimension of x. The proposed filter is consistent if NEES follows χ 2 D distribution where D is the number of states.
D. PERFORMANCE INDEX
The performance index is a measure of accuracy in estimation which can be defined as follows [22] 
where x(i) andx(i) are the actual and estimated signals, respectively. The performance index µ provides an accuracy of the algorithm. Smaller the value of µ more accurate estimation and vice versa.
E. COMPUTATIONAL COMPLEXITY
The computational complexities of the algorithms are analyzed and compared in terms of the relative computational running time required for the simulations.
VI. SIMULATION RESULTS AND PERFORMANCE EVALUATION
To test the performance of the proposed algorithm, in this section, some specific power system transient events such as fault, sag, oscillation, transient harmonic, and frequency jump have been adopted for simulation using MATLAB 2016b on a single Intel (R) Core (TM) i5-6200U CPU (2.40 GHz) processor with 8 GB RAM, Windows 10 OS. The sampling frequency of all the simulated cases is 25 kHz. Q = σ 2 w I and R = σ 2 η are the covariance matrices of the process and measurement noise, respectively. Here, σ 2 w is chosen as 0.01 2 . The initial state estimatex 0|0 is chosen randomly from ∼ N (x 0|0 , P 0|0 ), where x 0|0 and P 0|0 are the initial state and the associated covariance, respectively. The algorithm starts with X(0) = 0 and P(0) = 10 2 I. The obtained results are compared with the STKF [1] , SSTEKF [30] , STCKF [21] , and DSTKF [31] and analyzed.
A. PARAMETERS ESTIMATION OF EARTH FAULT SIGNAL
The earth fault current is represented as a summation of exponentially damped and pure sinusoids as follows [44] x
where i is the number of elementary functions, A i is the amplitude in A, f i is the frequency in Hz, α i is the damping factor in sec −1 , and ϕ i is the phase in radians. The test signal consists of four elementary functions namely two exponentially damped sinusoids i.e., EDS1 and EDS2, one damped exponential i.e, DE, and one pure sinusoid i.e., PS. The parameters of each elementary function are shown in Table 1 . The signal is corrupted by random noise normally-distributed with zero mean and σ 2 η = 3.5 2 , which corresponds to the total signal to noise ratio (SNR) as 20 dB. Fig. 1(a) and (b) display the estimated amplitude and damping factor of the EDS1, respectively, using the CSSTSCKF, DSTKF, STCKF, SSTEKF, and STKF. Fig. 1(c) shows the estimation of the frequency of the EDS2 whereas Fig. 1(d) depicts the tracking of the damping factor of the DE signal using the five aforementioned filtering techniques. Fig. 1(e )-(f) display the tracking of amplitude and phase, respectively, of the PS signal using the CSSTSCKF, DSTKF, STCKF, SSTEKF, and STKF. From Fig. 1(a)-(f) , it is observed that the STKF exhibits oscillations in estimating the amplitude, frequency, phase, and damping factor of the fault signal as considered in (64) in presence of noise. For a fair comparison, a total of N = 100 independent Monte Carlo simulations are performed. Fig. 1 (g) and 1(h) represent the ANEES of amplitude (EDS1) and phase (PS), respectively, for the CSSTSCKF, DSTKF, STCKF, SSTEKF, and STKF with the chi-square 0.95 probability bounds. The average RMSEs (ARMSE) and average NEESs (ANEES) obtained from different methods are shown in Table 2 and Table 3 , respectively. Table 4 presents the computational time of different algorithms. From Table 4 , it is clear that the STKF takes less computational time than the four other algorithms since there is a clear formula to calculate the Jacobian matrix. However, the DSTKF takes more time than the STCKF because of calculation of double suboptimal-scaling factors present in process noise and prediction covariance matrix. Subsequently, the computational cost of the proposed algorithm increases when compared with the STCKF and DSTKF due to the calculation of square-root of the error covariance matrix and the logarithmic barrier function. The linearization of the model is required in the SSTEKF by calculating the Jacobian matrix and the estimator needs to calculate the suboptimal FF at each time step, which makes the SSTEKF more complex than the other algorithms. Henceforth, comparing the results, we can conclude that our proposed algorithm is robust and consistent despite the fact that its computational complexity is comparable to that of the other algorithms.
B. OSCILLATORY TRANSIENT
In order to assess the performance of the proposed algorithm, an oscillatory signal is simulated as in (65)
The aforementioned signal is corrupted by random noise having σ 2 η = 0.25 2 , which corresponds to the 10 dB SNR. Fig. 2(a) shows the oscillatory signal in (65) where the sudden transient in magnitude occurs at t = 0.1 s. Fig. 2(b) and (c) demonstrate the tracking of amplitude and damping factor, respectively, using the CSSTSCKF, DSTKF, STCKF, SSTEKF, and STKF during an oscillatory transient. It is noticed from Fig. 2(b) , though our proposed algorithm and the DSTKF exhibit almost the same tracking behaviour but the DSTKF provides oscillations (from the zoomed figure) in estimating the fundamental amplitude which is close to the peak-to-peak value of the signal. Moreover, during the transient, the CSSTSCKF estimates the amplitude more rapidly than the other filtering techniques and provides a smooth response. Likewise, as soon as the transient disperses the CSSTSCKF comes to the steady state value faster than the other methods. Fig. 2(c) illustrates the fact that at the time of oscillation i.e., at t = 0.1 s there is a sudden jump in damping factor from 0 to 12 s −1 and at t = 0.2 s after disappearing of the oscillation, damping factor decays to zero value which is tracked using five different algorithms; however, the CSSTSCKF accurately tracks the transition in amplitude and damping factor without any delay.
C. TRANSIENT HARMONIC
A transient harmonic signal is expressed as shown in (66),
The signal is distorted using random noise having normal distribution with zero mean and σ 2 η = 0.55 2 , which corresponds to 5 dB SNR. For clear visibility, only the performance of the CSSTSCKF, DSTKF, and STCKF are presented here. Fig. 3(a)-(d) show the fundamental, third, fifth, and seventh harmonic amplitude, respectively, estimated using the CSSTSCKF, DSTKF, and STCKF. Table 5 highlights the errors (%) in estimating the harmonic amplitudes using different algorithms. For further analysis, comparisons of performance indices at different noise levels have been conducted and displayed in Table 6 . Therefore, from both Table 5 and 6, it can be concluded that the proposed algorithm is more efficient in estimating harmonic amplitudes when compared with other algorithms at the noisy condition. 
D. FREQUENCY ESTIMATION
A frequency-varying signal is simulated as
The signal in (67) is corrupted by random noise with zero mean and standard deviation of 0.5, which corresponds to 5 dB SNR. Fig. 4 shows the estimated frequency of the signal in (67) using the CSSTSCKF, DSTKF, and STCKF. It is noted from Fig. 4 that the CSSTSCKF manages to trace the timevarying frequency. The (%) error and computational time in estimating frequency are summarized in Table 7 . From Table 7 , we can outline that though our proposed algorithm is computationally cost effective but it provides accurate response than the other two algorithms.
VII. HARDWARE IMPLEMENTATION
In this section, a hardware platform is introduced to validate the applicability of the proposed algorithm for real-time application against the real standard signals. Laboratory experiments are designed to evaluate the performance of the proposed algorithm in terms of MAE, RMSE, and performance index. Here, three different test cases have been considered which are described in details in the following subsections. All the test signals are sampled at 12 kHz.
A. EXPERIMENTAL SETUP OF REAL SAG
In this experiment, a test bench has been developed to produce voltage sag as depicted in Fig. 5 (a) at time t = 0.41 s. The input voltage waveform is stored using a digital storage oscilloscope (DSO) (Tektronix Ltd.), and then, through Open Choice PC Communication software, data are acquired to the PC. The measurement is deliberately made crude by inserting multiple loops in the connecting wire to incorporate external noise. The sag signal is generated as
The performance of the algorithms in estimating amplitude and frequency are the displayed in Fig. 5(b) and (c), respectively. From Fig. 5(b) , we can comment that the proposed method and the DSTKF algorithm provide almost the same output with certain oscillations in the DSTKF. However, the other methods provide more oscillations in estimating the amplitude (can be seen from zoomed portion of Fig. 5(b) ). The same incident can be observed in case of frequency estimation as shown in Fig. 5(c) and accuracy of the proposed algorithm is almost unaffected. Therefore, we can conclude that the overall performance of the CSSTSCKF is better than the other algorithms during voltage sag. It can be seen that the proposed algorithm shows well match during the dynamic response. Table 8 highlights the same.
B. LABORATORY EXPERIMENT OF REAL SWELL
In this experiment, a real-time swell signal is generated. Fig. 6(a) demonstrates the connection diagram consisting an experimental test bench for signal generation, STM32F746G Discovery Board that belongs to the family of ST-Microelectronics ARM Cortex-M7 core-based STM32F746NGH6 micro-controller featuring 1 Mbyte of Flash memory and 340 Kbytes of RAM, three 12-bit ADCs, two 12-bit DACs, 216 MHz max CPU frequency, and a personal computer. The generated signal is sent to the discovery board using 12-bit ADC to perform the CSSTSCKF algorithm using embedded C code in the Code Composer Studio IDE, whose results are displayed to the personal computer. The swell signal is generated as Fig. 6(b) represents the real-time swell. Fig. 6 (c) and (d) depict the amplitude and frequency response, respectively, obtained from the CSSTSCKF and other four selected algorithms. The figures reveal that the proposed algorithm is robust and provides the fast response; moreover, Table 8 explains the same fact.
C. EXPERIMENTAL SETUP FOR TRANSIENT IN AIR CONDITIONER
To validate the proposed algorithm in estimating the parameters of domestic load transient, in this experiment, switching transient of an air conditioner is considered. The switchon current is measured using Fluke i310s current probe and the data is stored obeying the same procedure like real sag experiment. Fig. 7 (a) and (b) show the tracking performance of the original signal using the CSSTSCKF, and the DSTKF, respectively. Fig. 7 (c) depicts the tracking performance of the original signal using the STCKF, SSTEKF, and STKF. Observing Fig. 7(a) -(c), we can understand that the proposed algorithm gives accurate and fast response when compared with other algorithms mentioned above. Fig. 7(d )-(f) represent the estimation of amplitude, frequency, and damping factor, respectively, using the five filtering techniques. Table 9 highlights the performance indices of five different algorithms. From Fig. 7 and Table 9 , we can conclude that the CSSTSCKF outperforms.
VIII. CONCLUSION
In this paper, we propose a fast and accurate algorithm based on constrained symmetric strong tracking square-root cubature Kalman filter (CSSTSCKF) to estimate the parameters of the power system transients. The Cholesky triangular decomposition has been adopted to change the work process of the symmetric suboptimal multiple FFs in estimating the covariance matrix and to circumvent the symmetry-related issue. Consequently, sudden changes are suppressed by tuning the soften factor in noise covariance matrix during realtime estimation. Moreover, the influence of state constraints further mitigates the divergence related problem, thus making the filter robust.
To demonstrate the efficiency of the CSSTSCKF in terms of accuracy and consistency, different transient signals are considered. The simulations are performed in comparing performances of the CSSTSCKF with the DSTKF, STCKF, SSTEKF, and STKF. The conclusions to be drawn from the simulation results are summarized as follows: Among the five nonlinear filters considered herein, the CSSTSCKF is the most accurate and consistent having comparable computational time with that of the DSTKF, STCKF, and SSTEKF. Although the STKF takes less run time, from the accuracy and consistency point of view, the STKF is not acceptable.
The CSSTSCKF offers fast and stable dynamic response with higher estimation accuracy.
In addition, the real-time experiment has been performed by flashing the filter codes into an ARM Cortex-M7 processor board to validate the effectiveness of the proposed method. After rigorous tests, the CSSTSCKF turns out to be the best method of choice for tracking the transients considered in this paper.
APPENDIX

A. DERIVATION OF THE CONSTRUCTOR FOR THE CSSTSCKF
In this subsection, derivation of the constructor which yields the filtering stability is represented. The prediction error of the state vector is defined as
Expanding x k+1 in (8) by a Taylor series aboutx k|k , we get [45] x
where D i x is the i th order differential operator of the state vector, and x = x k −x k|k . Taylor expansion atx k|k of nonlinear transmission function is
Taylor expansion of (72) after cubature transformation iŝ
where D σ i,k f = F k x and F k = ∂f ∂x (x k ). From (71) and (75), it can be obtained that e k+1|k = F k (x k −x k|k ) + w k + φ 1 (x k ,x k|k , w k ) (76) VOLUME 7, 2019 where φ 1 (x k ,x k|k , w k ) is the higher order term of Taylor expansion. Similarly, the prediction error of measurement can be defined as e z k|k−1 = z k −ẑ k|k−1 = H k (x k −x k|k−1 ) + η k + φ 2 (x k ,x k|k−1 , η k ) (77) where H k = ∂h ∂xx k|k−1 and φ 2 (x k ,x k|k−1 , η k ) is the higher order terms of Taylor expansion. Now, according to the Kalman filtering theory, the state estimatex k|k can be represented asx
Substituting (77) into (78), it can be obtained that
Putting (79) into (76), it can be obtained that
The covariance matrix P sst k+1|k is obtained
Neglecting higher-order differential terms, P sst k+1|k can be obtained as
where β * k is the higher-order nonlinear term. The constructor for the CSSTSCKF can be written as V k+1 (e k+1|k ) = e T k+1|k P −sst k+1|k e k+1|k where the real numbers a max , h max , p max , p min , q min r min , κ φ1 , κ φ2 > 0. According to the characteristic of matrix norm, we can get from (82)
Putting the values of P sst zz,k|k−1 and P sst xz,k|k−1 from (46) and (47), respectively, to (25) Inserting the value of K * k from (94) into r k , the following inequality is obtained r k ≤ φ 1 (x k ,x k|k , w k ) + a max λ max p max h max r min φ 2 (x k ,x k|k−1 , η k ) (99)
