We propose a novel feature coding method that exploits invariance. We consider the setting where the transformations that preserve the image contents compose a finite group of orthogonal matrices. This is the case in many image transformations such as image rotations and image flipping. We prove that the group-invariant feature vector contains sufficient discriminative information when we learn a linear classifier using convex loss minimization. From this result, we propose a novel feature modeling for principal component analysis, and k-means clustering, which are used for most feature coding methods, and global feature functions that explicitly consider the group action. Although the global feature functions are complex nonlinear functions in general, we can calculate the group action on this space easily by constructing the functions as the tensor product representations of basic representations, resulting in the explicit form of invariant feature functions. We demonstrate the effectiveness of our methods on several image datasets.
Introduction
Feature coding is the method that calculates one global feature by summarizing the statistics of local features extracted from one image. To obtain the local features {x n } N n=1 ∈ R d local , we use a nonlinear function F and F = 1 N N n=1 F (x n ) ∈ R d global as a global feature. Nowadays, we use activations of convolutional layers of pretrained CNNs such as VGG-Net [25] as local features to obtain considerable performance improvement [23, 29] . Further, the existing works handle coding methods as differentiable layers and train them end-to-end to obtain high accuracy [1, 8, 18] . Thus, feature coding is a general method for transferring the information of CNNs to a wider domain.
Invariance of images under geometric transformations is essential for image recognition because we can obtain compact and discriminative feature by focusing on the information invariant to the transformations that preserve image contents. For example, some researchers construct CNNs with more complex invariances such as image rotation [3, 4, 31 ] and obtain the model with high accuracy with reduced model parameters. Therefore, we expect to construct a feature coding method that contains highly discriminative information per dimension, and is robust to the considered transformations by exploiting invariance information into the coding methods.
In this work, we propose a novel feature coding method that exploits invariance. Specifically, we assume that the transformations T that preserve the image contents act as a finite group consisting of orthogonal matrices on each local feature x n . For example, when we use the concatenation of pixel values in the image subregion as the local feature, image flipping acts as the change of pixel values. Hence, it can be represented by a permutation matrix, which is orthogonal. We ignore the change in the feature position because we apply global feature pooling. We need to construct a nonlinear feature coding function F that exploits T . Our first result is that when we learn the linear classifier using l2-regularized convex loss minimization on the vector space where T act as orthogonal matrices, the learned weight exists in the subspace invariant under the T action. From this result, we propose a guideline that we first construct a vector space in which T act orthogonally on F (x n ), and calculate the T -invariant subspace. Figure 1 : Overview of the proposed feature coding method. First, we construct a global feature space where π (g)F (x) = F (π(g)x) holds for some orthogonal π . We subsequently apply the projection to the trivial representation to P 1 to obtain the invariant global feature.
Two problems occur in constructing the global feature. The first problem is that, in general, F exhibits complex nonlinearity. The action of T on CNN features can be calculated relatively easily because CNNs consist of linear transformations and point-wise activation functions.This is not the case for feature coding methods. The second is that we must learn F from the training data. When we encode the feature, we first apply principal component analysis (PCA) on x n to reduce the dimension. We often learn the clustering using k-means or Gaussian Mixture Model (GMM) and calculate F from the learned model. Therefore, we must consider the effect of T on the learned model.
To solve these problems, we exploit two concepts of the group representation theory: reducible decomposition of the representation and tensor product of two representations. The former is the decomposition of the action of T on x n into the direct sum of irreducible representations. This decomposition is important when we construct the dimensionality reduction method that is compatible with group action, and we subsequently calculate the tensor product of the representations. The tensor product of the representations is the method that we construct a vector space where the group acts from the product of input representations. Therefore, it is important when we construct nonlinear feature functions that the group action can be easily calculated.
With these concepts, we propose a novel feature coding method, and model training methods that exploit the group structure. We applied our methods to the D4 group that consists of π/2 rotations and flipping, and conducted experiments on image recognition datasets. We observed the performance improvement and robustness to such image transformations.
In summary, our contributions are as follows:
• We prove that the linear classifier becomes group-invariant when trained on the space where the group of content-preserving transformations acts orthogonally.
• We propose a group-invariant extension of feature modeling and feature coding methods when the group acts orthogonally on local features.
• We evaluated the accuracy and invariance of our methods on image recognition datasets.
Related Work

Feature coding
Two types of feature coding approaches exist: covariance-based and clustering-based approaches.
The covariance-based approach models the distributions of local features using Gaussian distributions, and use statistics as the global feature. For example, GLC [20] uses the mean and covariance of the local descriptors as the feature. The global Gaussian [21] applies an information geometric metric on the statistical manifold of the Gaussian distribution as the similarity measure. Bilinear pooling (BP) [18] uses the mean of self-products instead of the mean and covariance, but the performance is similar. BP is defined as F = vec 1 N N n=1 x n x t n , where vec (A) denotes the vector that stores the elements of A. Because of the simplicity of BP, there are various extensions such as [17, 28, 9] . For example, improved bilinear pooling (iBP) used the matrix square root as a global feature.
The most simple clustering-based approach is the vector of locally aggregated descriptors (VLAD) [12] . The VLAD is a Cd local -dimensional vector that uses k-means clustering where C is the number of clustering components, and consists of the sum of the difference from each local feature to the cluster centroid µ c to which it is assigned written as F c = xn∈Sc (x n − µ c ), where S c is the set of local descriptors that are assigned to the c-th cluster. The VLAT [22] is an extension of the VLAD that exploits second-order information. The VLAT uses the sum of tensor products of the difference from each local descriptor to the cluster centroid µ c :
t of all the local descriptors assigned to the c-th cluster. The VLAT contains information similar to the full covariance of the GMM. The Fisher vector (FV) [23] also exploits second-order information but use only diagonal covariance.
Feature extraction that considers invariance
One direction to exploit the invariance in model structure is to calculate all the transformations and subsequently apply pooling with respect to the transformation to obtain the invariant feature. TI-Pooling [14] first applies various transformations on input images and subsequently applies the CNN with the same weight, and finally applies max-pooling to obtain the invariant feature. RotEqNet [19] calculates the vector field by rotating the convolutional filters and lines up with the activations, and subsequently applies pooling to the vector fields to obtain rotation-invariant features. Group equivariant CNNs [3] construct a network by the average of activation with respect to the transformed convolutional filters and point-wise activations.
Another direction is to exploit the group structure of transformations and construct the feature using group representations. Harmonic networks [31] consider the continuous image rotation, and construct a layer with spherical harmonics that is the basis of the representation of two-dimensional (2-d) rotation groups. Steerable CNNs [3] consider the D4 group and constructs the filter with the direct sum of the irreducible representations of the group to reduce the model parameters while preserving accuracy. Unlike these works, we handle feature modeling methods and feature coding methods whose functions are more complex than the network layers.
Preliminary about group representation
In this section, we present an overview of the group representation theory necessary for constructing our method. More specific explanations are available in [7] .
Group representation When set G and an operation • : G × G → G satisfying the properties:
• The identity element e ∈ G exists that satisfies g • e = e • g = g for all g ∈ G.
• All g ∈ G contains the inverse g −1 that satisfies
The pair G = (G, •) is called a group. The axioms above are the abstraction of the properties of the set of transformations. For example, the set consists of 2-d image rotations associated with the composition of transformations form a group. When the number of elements in G written as |G| is finite, G is called a finite group. As mentioned in Section 1, we consider a finite group herein.
We now consider a complex vector space C d . We use a complex space for the simplicity of the theory; however, in our setting, the proposed global feature is real. The space of bijective on C d can be identified with the space of d × d regular complex matrices written as GL(d, C), which is also a group with the matrix product as the operator. The homomorphism π from G to GL(d, C): the mapping π : G → GL(d, C) that satisfies
• π(e) = 1 d×d .
is called the representation of G on C d , where 1 d×d denotes the d-dimensional identity matrix. When we explicitly denote the space that the matrices act on, we denote (π, C d ). The representation that maps all g ∈ G to 1 d×d is called a trivial representation. We denote a one-dimensional trivial representation as 1. When all π(g) are unitary matrices, the representation is called a unitary representation. Moreover, we call it an orthogonal representation when the π(g)s are orthogonal matrices. An orthogonal representation is also a unitary representation. In this work, we assume that all transformations are orthogonal.
Intertwining operator For two representations
This implies that (π , AC d ) also becomes a representation. Thus, it is important when we apply linear dimension reduction that the projection matrix is an intertwining operator. We write the space of the intertwining operator as Hom G (π, π ). When a bijective A ∈ Hom G (π, π ) exists, we write π π . This implies that the two representations are virtually the same, and that the only difference is the basis of the vector space.
Irreducible representation Given two representation π, σ, the mapping that associates g with the matrix that we concatenate π(g), σ(g) in the block-diagonal form is the representation on the space of the direct sum of the input representation spaces. This representation is called the direct sum representation of π, σ, written as π ⊕ σ. When the representation π is equivalent with some direct sum representations, π is called a completely reducible representation. The direct sum is the composition of space that the group acts on independently. Therefore, a completely reducible representation can be decomposed by independent and simpler representations. When the representation is unitary, the representation that cannot be decomposed is called an irreducible representation, and all representations are equivalent with the direct sum of irreducible representations. The irreducible representation τ t s is decided from the group structure. π is decomposed by π n 1 τ 1 ⊕ n 2 τ 2 ⊕ ...n T τ T , where n t τ t is n t times direct sum of τ t . When we denote the characteristic function of g as χ π (g) = Tr(π(g)), we can calculate these coefficients as
Further, the projection operator P τ to n t τ t is calculated as
we can calculate the projection to the trivial representation using
This equation reflects the fact that the average of all π(g) is invariant to the group action. Schur's lemma indicates that Hom G (τ t1 , τ t2 ) = {0} if t 1 = t 2 and Hom G (τ t , τ t ) = CA for some matrix A.
Tensor product representation Finally, we explain the tensor product representation. The tensor product representation is important when we construct nonlinear feature functions. Given π, σ, the mapping that associates g with the matrix tensor product of π(g), σ(g) is the representation on the space of the tensor product of input spaces. We write the tensor product representation as π ⊗ σ. The tensor product of the unitary representation is also unitary. The important properties of the tensor representation are (i) a distributive property where
Thus, we can calculate the irreducible decomposition of tensor representation from that of irreducible representations.
Invariant Tensor Feature Coding
In this section, we explain the proposed method. Our goal is to construct an effective feature function
when the transformations that preserves the image contents acts as the finite group of orthogonal matrices on x n . Hence, we prove a theorem that reveals the condition of the invariant feature with sufficient discriminative information in Section 4.1. We subsequently explain the feature modeling method necessary for constructing the coding in Section 4.2. We describe our proposed invariant feature function in Section 4.3. We finally discuss the group and local feature feature used in the experiment in Section 4.4.
Guideline for Invariant Feature
First, to decide what an effective feature is, we prove the following theorem. Theorem 1. When we assume finite group G acts as an orthogonal representation π on R d , and preserves the distribution of the training data
∈ R d × C for any g, the solution of the l2-regularized convex loss minimization arg min
d×dproj which is intertwining and orthonormal
is G-invariant, implying that π(g)w = w for any g and P 1 w = w.
The G-invariance of the training data corresponds to the fact that g does not change the contents of the image. From another viewpoint, this corresponds to data augmentation that use transformed images as additional training data. The proof is described in the appendix.
This theorem indicates that we can reduce the complexity of the problem by considering the invariance. Because the generalization error increases with the complexity, this theorem explains one reason that invariance contributes to the good test performance. Sokolic et al. analyzed the generalization error in a similar setting using a covering number [26] . While this work calculated the upper bound of the complexity, we focus on the linear classifier, and obtain the explicit complexity and the form of the learned classifier. Hence, our guideline is to construct a global feature as an invariant vector in the vector space where the group acts orthogonally.
Invariant feature modeling
We first construct a novel feature modeling method necessary for calculating the feature coding methods that consider group action.
Invariant PCA The original PCA is the solution of
where µ = 1 N N n=1 x n . PCA attempts to maximize the sum of variance of the projected vectors. The solution is the matrix where we line up the eigenvectors of
t that correspond to the top eigenvectors.
In addition to the original constraint W t W = I, we assume that W is an intertwining operator to the projected space, such that the projected space is also the representation space. From Schur's lemma described in Section 3, W that satisfies these conditions is the matrix that we line up the composition of P τt and dimensionality reduction within n t τ t . Further, when we denote n t τ t = nt o=1 τ t,o and τ t,o -th element of x n as x (t,o) n , the dimensionality reduction within n t τ t is the form of x
for w (t,o) ∈ C because of Schur's lemma. Hence, our basic strategy is to first calculate w (t,o) s that maximize the variance with the orthonormality preserved, and subsequently choose t for larger variances per dimension. In fact, w (t,o) s can be calculated using PCA with the sum of covariance between each dimensional element of x
Because the projected vector must be real, additional care is required when some elements of τ t are complex. We describe the modification for this case in the appendix. In our application, we use the D4 group in which all irreducible representation can be real; thus, we can use τ t directly. The algorithm is written in Algorithm 1.
Algorithm 2 Calculation of Invariant k-means
randomly initialize µ e,c for c ∈ {1, ..., C} for it = 1 to maxiter do µ g,c ← π(g)µ e,c for g ∈ G, c ∈ {1, ..., C} S g,c ← {n|(g, c) = arg min (g,c)
x n − µ g,c } µ e,c ← 1 g∈G |Sg,c| g∈G n∈Sg,c π(g) −1 x n for c ∈ {1, ..., C}.
end for
Invariant k-means The original k-means is calculated as
To guarantee that G acts orthogonally on the learned model, we simply hold the cluster centroids by applying all the transformations to the original centroid. This implies that we learn µ g,c for g ∈ G, c ∈ {1, ..., C} such that µ g,c satisfies π(
. The algorithm is shown in Algorithm 2.
Invariant Feature Coding
We subsequently construct a feature coding function F as the G-invariant vector in the space where G acts orthogonally. We first use the space of the function of x n where we can guarantee that G acts orthogonally as the basis space, and construct more complex representation spaces using the tensor product. First basis space is the space of x n itself. The second is the C|G|-dimensional 1-of-k vector that we assign x n to the nearest µ g,c . When we apply π(g) on x n , the nearest µ corresponds to the vector where we apply π(g) on the nearest µ g,c . Therefore, g acts as a permutation matrix on the space that is orthogonal. We denote this representation as 1 µ (g).
Invariant Bilinear Pooling Since BP is written as the tensor product of x n , we can directly use
as the invariant global feature. Though P 1 is a projection to the trivial representation defined by Eq. (1), in actual we can calculate this feature from the irreducible decomposition of x n and the irreducible decomposition of the tensor products. We can also apply normalization on the invariant covariance with respect to each P 1 (τ t,o ⊗ τ t,o )-th elements to get the variant of BP such as iBP. Because we discard elements that are not invariant, the feature dimensions of these methods are smaller than the original ones.
Invariant VLAD We subsequently propose an invariant version of the VLAD as follows:
where µ c is the nearest centroid to x n . Because 1 µ (x n ) is the vector where only the elements corresponding to the nearest µ is 1, the tensor product becomes the vector where the elements corresponding to the nearest µ is x n − µ c , which is the same as the original VLAD. Because both 1 µ (x n ) and x n − µ c are orthogonal representation spaces, this space is also an orthogonal representation space. Although the size of the codebook becomes |G|-times larger, the dimensions of the global feature is not as large because we only use the invariant vector. When we use the D4 group, as will be described later, we can prove that the dimension of the Invariant VLAD is Cd local .
Invariant VLAT We finally propose the invariant VLAT that can incorporate local second-order statistics. We can calculate the feature by combining the two features above.
The dimension of the Invariant VLAT with C|G| components is the same as that of the VLAT with C components.
D4 group
In the experiment, we used the D4 group in [4] that contains rich information, and is easy to calculate. The D4 group is a group consisting of π/2 rotation r, and an image flipping m with |G| = 8. We summarize the property of the D4 group in the appendix.
Because D4 does not act orthogonally to the output of general CNNs, we pretrain the group equivariant CNNs with respect to the D4 group, and used the last convolutional activation as the local feature extractor. The group equivariant CNN is the model where we preserve the G action using |G|-times number of filters where we applied π(g)s on the original filters, and used the average with respect to g when we applied convolution. When the feature is a d CNN × 8 dimension, it can be regarded as d CNN times the direct sum of the eight-dimensional orthogonal representation space because D4 acts as a permutation. The representation is decomposed as follows:
Experiment
Experiment with fixed local features
In this subsection, we evaluated our methods on image recognition datasets using pretrained CNN local features. Note that we fixed the local features to compare only the performance of coding methods, and thus the overall scores are lower than the existing end-to-end methods.
We evaluated the methods on the Flickr Material Dataset (FMD) [24] , describable texture datasets (DTD) [2] , UIUC material dataset (UIUC) [16] , Caltech-UCSD Birds (CUB) [30] ) and Stanford Cars (Cars) [13] . FMD contains 10 material categories with 1,000 images. DTD contains 47 texture categories with 5,640 images. UIUC contains 18 categories with 216 images. CUB contains 200 bird categories with 11,788 images. Cars consists of 196 car categories with 16,185 images. We used the given train-test splits for DTD, CUB and Cars, and randomly split 10 times such that the sizes of the train and test data are the same for each category for the FMD and UIUC.
We pretrained the group equivariant CNNs with the VGG19 architecture with convolutional filter sizes of 23, 45, 91, 181, 181 instead of 64, 128, 256, 512, 512 as the local feature extractor. Further, we added batch normalization layers for each convolution layer to accelerate the training speed. We trained the model with the ILSVRC2012 dataset [5] . We applied the standard data augmentation strategy and used the same learning setting as the original VGG-Network.
We extracted the last convolutional activation of this pretrained group equivariant VGG19 after rescaling the input images by 2 s , where s = −3, −2.5, ..., 1.5. For efficiency, we discarded the scales that increased the image size to more than 1, 024 2 pixels. Subsequently, we applied the nonlinear embedding proposed in [27] such that the feature dimension is three times as large. Because this embedding is a point-wise function, we can regard the output as three times the direct sum of the original representations when we consider the group action.
We subsequently reduce the local feature dimension using PCA for the existing method, and the proposed Invariant PCA for the proposed method. We applied BP and iBP with the dimension 1,024, VLAD with 512 dimension and 1,024 components, FV with 512 dimension and 512 components, and VLAT with 256 dimension and 8 components. We also applied the proposed BP and iBP with the same setting, and VLAD and VLAT with eight times the number of components.
We used the linear SVM implemented in liblinear [6] , and evaluated the average of the test accuracy. Further, to validate that the proposed feature is D4 invariant, we used the same training data and evaluated the accuracy when we augmented the test data eight times using the D4 group. Table 2 : Comparison of accuracy using end-to-end model. The score with "(reported)" denotes the score reported in the original paper [15] . Note that the reported score used non-equivariant Resnet50.
Method iSQRT-COV (reported) [15] also shows that the existing methods shows poor performance on the augmented test data, but the proposed methods demonstrates the similar performance to the original score. These results suggest that the existing methods use information that does not relate image contents, but some dataset biases such as the angle of contents in the image. Our method can discard such bias and focus more on the contents of the image.
Experiment with end-to-end model
We then applied our Invariant BP to end-to-end learning framework and evaluated the accuracy on ILSVRC2012 [5] dataset. We constructed the model based on the iSQRT-COV [15] which is the variant of BP that demonstrated good performance.
We used the group equivariant CNNs with Resnet50 [10] architecture as a local feature extractor, where we reduced the filter sizes like the case of VGG19. We then substituted global average pooling with iSQRT-COV and proposed Invariant iSQRT-COV.
We learn the whole models including feature extractor using a momentum grad with an initial learning rate 0.1, momentum 0.9, and weight decay rate to 1e-4 for 65 epochs. We multiplied the learning rate by 0.1 at 30, 45 and 60 epochs. We set the batch size to 160 for Inv iSQRT-COV and 80 for iSQRT-COV due to the GPU memory restriction. We then evaluated the top-1 and top-5 test error. We used the average score for the original image and the flipped image for the evaluation. Table 2 shows that iSQRT-COV does not gain accuracy by changing the feature extractor to the equivariant one. On the other hand, our Inv iSQRT-COV demonstrates good accuracy with small feature dimension. Therefore, considering invariance is also effective for the end-to-end training.
Conclusion
In this research, we proposed a feature coding method that considered the transformations that preserved the image information. Based on the group representation theory, we proposed a guideline that we first constructed a feature space in which a group acted orthogonally, and subsequently calculated the invariant vector. We subsequently constructed a novel model learning method and coding methods that explicitly considered group action. We applied our methods on image classification datasets and demonstrated that our feature can yield high accuracy while preserving invariance. Our work becomes a novel framework when we construct an invariant feature.
[28] Q. Wang, P. Li, and L. Zhang. G2denet: Global gaussian distribution embedding network and its application to visual recognition. In CVPR, 2017. A Ilustrative Example of the proposed method.
We visualize our methods in the simple setting.
Group consists of identity mapping and image flipping. We consider the group consists of identity mapping e and horizontal image flipping m. Since we get original image by applying image flipping twice, it follows that e • e = e , e • m = m, m • e = m, m • m = e. This definition satisfies the three properties of group by setting m −1 = m:
Also, we can see that the irreducible representations are τ 1 : τ 1 (e) = 1, τ 1 (m) = 1 and τ −1 : τ −1 (e) = 1, τ −1 (m) = −1. This is proved as follows: The τ s defined above satisfies the conditinos of representation
• τ (e) = 1 d×d .
1-dimensional representations are trivially irreducible. When the dimension of the representation space is larger than 1, we denote π(e) = 1 d×d and π(m) = A ∈ GL(d, C). We apply eigendecomposition of A to obtain A = T −1 ΛT where Λ is diagonal and we denote the i-th diagonal eelements as λ i . Because π(e) = T −1 I d×d T and π(m) = T −1 ΛT , this implies π is decomposed as direct sum representatin of π i (e) = 1, π i (m) = λ i for each i-th dimension. Therefore, this representation is not irreducible. Thus the irreducible representation needs to be 1-dimensional. Also, π(m) 2 = π(e) = 1. Thus, π(m) is 1 or -1.
Image feature and its irreducible decomposition. As a image feature, we use the concatenation of luminosity of two horizontally adjacent pixels as a local feature and apply average pooling to get global feature. Thus, the feature dimension is 2. Since image flipping changes the order of the pixels, it acts as the permutation of first and second elements in the feature space. Therefore, the group acts as π(e) = 1 0 0 1 , π(m) = 0 1 1 0 , as plotted in the left figure of Figure 2 . By applying orthogonal matrices calculated by Eq. (7) in the original paper, we get the feature space written in the central of Figure 2 . In this space, the group acts as π(e)
is the irreducible decomposition of π into τ 1 ⊕ τ −1 defined by Irreducible representation paragraph in Section 3 of the original paper. Note that in general case each representation matrices are block-diagonalized instead of diagonalized and each diagonal blocks become more complex like those written in Table 1 in the original paper.
Invariant classifier. In this decomposed space, when we train the classifier by considering both original images and flipped images, the classification boundary learned with l2-regularized convex loss minimization becomes the form of x = b as plotted in the right figure of Figure 2 . Thus, we can discard y-elements of features and get compact feature vector. This result is validated as follows: when we denote the feature in the decomposed space corresponds to the original image as (x n , y n ), Tensor product representation. Subsequently, we consider the 'product' of feature space to get nonlinear feature. We consider the two feature space (x 1 , y 1 ) and (x 2 , y 2 ) with π acts as π(e) = 1 0 0 1 , π(m) = 0 1 1 0 on both spaces. We can use any input spaces whenever these spaces and π satisfy the above condition. For example, we use the same feature space for (x 1 , y 1 ) and (x 2 , y 2 ) to obtain bilinear pooling. The tensor product of these spaces becomes 4-dimenisonal vector space consisting of Invariant k-means and VLAD. As plotted in Figure 3 , when the learned codebook is µ i for i = 1, 2, 3, x 1 and x 2 are both assigned to µ 1 . When these features are flipped, flipped x 1 is assigned to µ 3 while flipped x 2 is assigned to µ 2 . Thus image flipping does not act consistently on the assignment vector 1 µ (x n ). As plotted in Figure 4 , when we learn the codebook so that there exists µ with y-element flipped for each codeword, the group acts consistently on 1 µ (x n ). It is because whenever x n is assigned to µ e,i , flipped x n is assigned to µ m,i . Also flipped x n is assigned to µ e,i when x n is assigned to µ m,i . Thus, the group acts orthogonally on 1 µ (x n ).
B Proof of Theorem 1.
In this section, we provide the proof for Theorem 1. In the case where some τ have complex elements, we cannot apply Algorithm 1 directly because intertwining operator and covariance matrices become complex. In this case, we couple τ t with τ t into τ τ t ⊕ τ t . Because χ τt = χ τt , the multiplicity of τ t and τ t in the decomposition are equal because of Eq. (6), and the projected vectors are complex conjugate of each other because of (7). Thus, √ 2 times the concatenation of the real and imaginary parts becomes the τ -th elements. We replace τ t with τ t defined above in Algorithm 1 to obtain Invariant PCA in general case.
D Property of D4 group
We summarize the irreducible representations and decomposition of the tensor products in Tables 3  and 4 respectively. E Proof that the dimension of Invariant VLAD and VLAT is the same as that of original feature
When we use C components, we can decompose 1 µ into Cτ 1,1 ⊕Cτ 1,−1 ⊕Cτ −1,1 ⊕Cτ −1,−1 ⊕2Cτ 2 . When first or second order statistics are decomposed as
, which is the same as the dimension of original feature. Table 6 : Irreducible representations of D6 group.
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F Results on SIFT features
In this section, we report the results using SIFT feature that D4 acts orthogonally. We describe the irreducible decomposition of SIFT feature in Section F.1. We evaluate the accuracy on image recognition datasets in Section F.2.
F.1 Irreducible decomposition of SIFT
We plot the overview of SIFT feature in Figure 5 , where D4 group acts as permutation on both {a, b, c, d, e, f, g, h} and 1... 16 . We can further decompose these into permutation on {a, c, e, g}, {b, d, f, h}, {1, 4, 13, 16}, {6, 7, 10, 11}, and {2, 3, 5, 8, 9, 12, 13, 14}. These permutations can be decomposed as
respectively, which can be calculated using characteristic function. Thus, permutation on SIFT can be decomposed as
F.2 Experimental Results
We evaluated the methods on (FMD) [24] , (DTD) [2] , (UIUC) [16] and CUB [30] ). The evaluation protocol is the same as that of VGG-feature.
We extracted the dense SIFT feature from multi-scale images like the case of VGG, then applied nonlinear homogeneous mapping [27] to make the feature dimension three times as large.
We reduced the dimension to 256 and then we applied BP, VLAD with 1,024 components, FV with 512 components, and VLAT with 16 components. We also applied the proposed Invariant BP with the same setting, and VLAD and VLAT with eight times the number of components. Table 5 shows the similar tendency to the results for the VGG-feature. Our methods demonstrate better performance than existing methods for both original test data and augmented test data.
G Application to D6 group
Furthermore, we apply our method to D6 group that is more complex than D4 group. D6 group consists of π/3 rotation r and an image flipping m with |G| = 12. We summarize the irreducible representations and decomposition of the tensor products for this group in Tables 6 and 7 respectively. To obtain the local feature that D6 acts orthogonally, we pretrained the CNN with hexaconv [11] . Hexaconv models the input images in hexagonal axis and applies D6 group-equivariant convolutional layers to construct the CNN. Since D6 acts as a permutation of the positions in this hexagonal axis, the convolutional activations are D6-equivariant. Therefore, we can use this convolutional activations as the input for our coding methods.
We pretrained the group equivariant CNNs with the VGG19 architecture with convolutional filter sizes of 18, 37, 74, 148, 148 instead of 64, 128, 256, 512, 512 as the local feature extractor. Further, we added batch normalization layers for each convolution layer to accelerate the training speed. Therefore, the dimensionality of the local features is 148 × 12. We trained the model with the ILSVRC2012 dataset [5] . Since the input image size increases when we change the axis from Euclidean axis to hexagonal axis, we randomly cropped 160 × 160 image from the original image rescaled to 192 × 192 for training. The rest settings followed the original VGG.
We extracted the last convolutional activation of this pretrained model after rescaling the input images by 2 s , where s = −3, −2.5, ..., 1.5. For efficiency, we discarded the scales that increased the image size to more than 512 2 pixels. Subsequently, we applied the nonlinear embedding proposed in [27] . The dimension and the number of components used for the coding methods followed those for D4 experiments.
We can see from Table 8 that though the overall accuracy is lower than D4 case which may arise from the discriminative performance of the local feature extractor itself, the proposed coding methods consistently demonstrate better performance than the non-invariant methods. Furthermore, the dimensionality of Invariant BP and iBP is smaller than the dimensionality for D4 case. This is because D6 group representes more complex transformations than D4 group and thus the number of invariants with respect to D6 group is smaller than the number with respect to D4 group. Therefore, the proposed framework is also effective for D6 group.
