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Abstract
The limit behavior of the conditional probability of error of linear and quadratic discriminant
analyses is studied under wide assumptions on the class conditional distributions. Results obtained
may help to explain analytically the behavior in applications of linear and quadratic discrimination
techniques.
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1. Introduction
Consider a discriminant problem, where the goal is to assign an individual to one of
a ﬁnite number of classes or groups g1, . . . , gk on the basis of p observed features x =
(x1, . . . , xp)′. Let Dn = {xij : i = 1, . . . , k, j = 1, . . . , ni} be a training database of
individuals previously classiﬁed, where xij is the jth individual in the ith class and n =∑k
i=1ni is the total sample size. Let also xi =
∑ni
j=1 xij /ni and Si =
∑ni
j=1(xij − xi )
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(xij − xi )′/ni be, respectively, the sample p× 1 mean vector and p×p covariance matrix
of the data in the ith group, i = 1, . . . , k. The linear discriminant analysis (LDA) rule
assigns x to gi when
(x − xi )′S−1p (x − xi ) = min1 jk (x − xj )
′S−1p (x − xj ) , (1)
where Sp =∑ki=1 niSi/(n− k) =∑ki=1∑nij=1(xij − xi )(xij − xi )′/(n− k) is the sample
p × p pooled covariance matrix. A generalization of (1) is the quadratic discriminant
analysis (QDA) rule
log (|Si |)+ (x − xi )′S−1i (x − xi )
= min
1 jk
[log (|Sj |)+ (x − xj )′S−1j (x − xj )] . (2)
For an introduction to LDA and QDA, see for example [17, Section 4.3].
Fisher [9] for the case of k = 2 groups and Rao [28, Section 9c] for the general case
k > 2, gave an alternative derivation ofLDAbased on a concept of separation of populations.
Let B̂ = ∑ki=1 ni(xi − x)(xi − x)′/n and Ŵ = ∑ki=1∑nij=1(xij − xi )(xij − xi )′/n be,
respectively, the samplep×p between groups andwithin groups dispersionmatrices, where
x = ∑ki=1∑nij=1 xij /n is the sample mean vector. The idea is to ﬁnd the directions that
maximize the Fisher–Rao discriminant criterion
max
a∈Rp
a′B̂a
a′Ŵa
, (3)
and hence the spread of the xi relative to the within class variability. For j = 1, 2,…,
the discriminant directions âj can be obtained recursively as the eigenvectors of Ŵ−1B̂
(see e.g. [29, Chapter 5]). For rp, deﬁne also the canonical or discriminant coordinates
ŷr = Â′r (x − x) of the feature vector x, where Âr = (̂a1, â2,…, âr ) is a p × r matrix.
Assigning ŷr to the closest centroid m̂r,i = Â′r (xi − x), i = 1, . . . , k, leads to the reduced
rank linear discriminant analysis (RLDA) rule
‖̂yr − m̂r,i‖2 = min
1 jk
‖̂yr − m̂r,j‖2 , (4)
where ‖.‖ is the usual euclidean norm. For an overview of the construction and properties
of RLDA, see [17, Section 4.3].
Despite the customary interpretation of LDA and QDA as sample maximum likelihood
discriminant rules related to normal populations, Hastie et al. [17, p. 89] comment on the
good behavior of the linear and quadratic rules in a diverse set of applications. There is not
a clear explanation for this phenomenon, and the available answers depend on empirical
experiments and heuristic arguments. For example, Hastie et al. [17, p. 89] suggest that the
reason does not seem to lie in the approximate gaussianity of the class conditional densities,
but rather on the fact that the data can only support simple linear or quadratic separation
boundaries. Hastie and Zhu [18, p. 180] remark that criterion (3) depends only on location
and dispersion, and this may provide a partial justiﬁcation for the robustness of LDA under
non-gaussian conditions. On the other hand, and as suggested by Johnson andWichern [19,
Chapter 11], not much is known about the behavior of RLDA in applications. In particular,
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there is not a well established procedure for choosing in practice the number of canonical
coordinates r (see e.g. [10, Section 7.3]).
The aim of this paper is to study the limit behavior of the conditional probability of
misclassiﬁcation of both linear and quadratic discriminant analyses. This behavior can
give, when the sample size n is moderately large, some analytical answers for the issues
related in the previous paragraph. Section 2 establishes notation, reviews previous literature,
and gives some background and motivation for our results. Section 3 is devoted to LDA and
QDA, and Section 4 to RLDA. Section 5 contains some ﬁnal comments.
2. Background and motivation
This section introduces the notation that will be used throughout the paper. Since our
results are motivated by adequate pseudo plug-in representations of LDA, QDA and RLDA,
the consistency properties of these sample criteria as parametric plug-in rules are also
reviewed.
2.1. Notation
Let g denote the classmembership of the individual under study and, for i = 1, . . . , k, put
i = P [g = i] > 0 for the ith class prior probability and fi(x) for the ith class conditional
density. Any solution to the classiﬁcation problem deﬁned by the pairs (i ,fi(x)), i =
1, . . . , k, is given by a discriminant rule r(x) =∑ki=1 iIRi (x), where the subsets R1,…, Rk
form a partition of Rp and IRi (.) is the indicator function of Ri . The notation implies that x
is assigned to gi when r(x) = i or, equivalently, when x belongs toRi . Given (x,g), rule r(x)
is in error when r(x) = g and the probability of misclassiﬁcation L[r(x)] = P [r(x) = g]
is
L[r(x)] = 1−
k∑
i=1
P [g = i]P [x ∈ Ri | g = i] = 1−
k∑
i=1
i
∫
Ri
fi(x) dx . (5)
The optimal or Bayes rule, that is, the rule that minimizes the functional L[r(x)] of (5), is
given by the partitionR∗i = {x : ifi(x) = max1 jk j fj (x)}, i = 1, . . . , k (see e.g. [29,
Chapter 6]). According to (5), the probability of misclassiﬁcation of r∗(x) =∑ki=1 iIR∗i (x)
is the optimal or Bayes error
L∗ = L[r∗(x)] = 1−
k∑
i=1
i
∫
R∗i
fi(x) dx . (6)
If P [ifi(x) = j fj (x)] = 0 for all i = j , the Bayes rule is unique except for sets of
probability zero [1, Chapter 6; 24, Chapter 1]. That is, if s∗(x) = ∑ki=1 iIS∗i (x) is also
optimal, then P [s∗(x) = r∗(x)] = 1 and the partitions R∗i and S∗i are equivalent, that is,
P [x ∈ R∗i S∗i ] = 0, i = 1, . . . , k, where  is the symmetric difference of subsets.
In general both i and fi(x) are unknown, so the rules used in practice are of the form
r̂n(x) = ∑ki=1 iIR̂i,n (x), where the subsets R̂i,n, i = 1, . . . , k, depend on the training
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database Dn. The appropriate measure of error of a sample rule r̂n(x) is its conditional
probability of misclassiﬁcation Ln = P [̂rn(x) = g | Dn]. From (5) and (6), if the pair
(x, g) is independent of Dn,
Ln = 1−
k∑
i=1
i
∫
R̂i,n
fi(x) dx , (7)
and then the random variable Ln satisﬁes 0L∗Ln1. Following Devroye, Györﬁ and
Lugosi [8, Chapter 6], the sequence of sample rules {̂rn(x)} is (Bayes risk)weakly or strongly
consistent when, as n goes to inﬁnity, Ln converges in probability or almost everywhere
(a.e.) to the optimum L∗.
2.2. Consistency of LDA, QDA and RLDA as parametric plug-in rules
A common procedure for constructing sample rules in practice is the plug-in approach.
The idea is to consider a partitionof the form R̂i,n = {x : ̂i f̂i,n(x) = max1 jk ̂j f̂j,n(x)},
i = 1, . . . , k, where ̂i and f̂i,n(x) are estimators computed fromDn of i and fi(x), respec-
tively. The priors are usually estimated by a ﬁxed set of probabilities, for example i = 1/k,
i = 1, . . . , k, or by the sample proportions ̂i = ni/n→ i a.e. Following Glick [11, Sec-
tion 5], if, for each i = 1, . . . , k, f̂i,n(x) is a probability density that converges to fi(x) a.e.
for almost all x ∈ Rp, then the associated sequence of plug-in rules is strongly consistent.
Therefore [11, example 4], if the class conditional densities are speciﬁed by k parametric
families fi(x) = hi(x;), i = 1, . . . , k, ̂n is an estimator of  such that ̂n →  a.e.,
and each hi(x;) is a continuous function of , the sequence of rules determined by the
estimated densities f̂i,n(x) = hi(x; ̂n), i = 1, . . . , k, is strongly consistent. A natural
choice for ̂n is the maximum likelihood (ML) estimator of .
As an application of the previous result, LDA is strongly consistent when the i are
equal and the fi(x) are multivariate normal Np(i ,) with a common positive deﬁnite
(p.d.) covariance matrix , i = 1,…, k. To see this, notice that (1) is equivalent to
criterion f̂i,n(x)/k = max1 jk f̂j,n(x)/k, where f̂i,n(x) = (2)−p/2 | Ŵ |−1/2
exp[−(x − xi )′Ŵ−1(x − xi )/2], i = 1,…, k, that in turn is a plug-in version of the
optimal rule fi(x)/k = max1 jk fj (x)/k (or equivalently (x − i )′−1(x − i ) =
min1 jk(x − j )′−1(x − j )) with parameters i and  replaced by their ML esti-
mators xi and Ŵ, respectively. Similarly, QDA is strongly consistent when the fi(x) are
Np(i ,i ) with different covariance matrices i , i = 1, . . . , k. This asymptotic optimality
under multivariate normality of LDA and QDA, in the presence of homoscedasticity and
heteroscedasticity respectively, is explained in [24, Chapter 3]. See also [11, example 4].
On the other hand, when the fi(x) ∼ Np(i ,), i = 1, . . . , k, and the rank r0 =
r(B) min (k − 1,p) of the population between groups dispersion matrix B = V ar[E(x |
g)] = ∑ki=1(i−)(i−)′/k is known, where  = E(x) =∑ki=1 i/k, Hastie and Tib-
shirani [15, Section 3] obtain the ML estimators ̂i (r0) and Ŵ(r0) of i and  respectively,
computed under the restriction r0 = r(B). See also [3]. These estimators can be written in
terms of the spectral decomposition
Ŵ−1/2B̂Ŵ−1/2 = ĈD̂Ĉ , (8)
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where Ĉ, with columns ̂j , is a p× p orthogonal matrix of eigenvectors, and D̂ is a p× p
diagonal matrix of eigenvalues ̂1 ̂2 · · ·  ̂p0. It can be checked that
[x − ̂i (r0)]′Ŵ−1(r0)[x − ̂i (r0)] = ‖Â′r0(x − xi )‖2 + Q̂(x) , (9)
where, writing Ĉr0 = (̂1, ̂2,…, ̂r0), Ĉ(r0) = (̂r0+1, . . . , ̂p) and D̂(r0) = diag(̂r0+1,…,
̂p), Âr0 = Ŵ−1/2Ĉr0 = (̂a1, â2, . . . , âr0) is a p × r0 matrix of discriminant directions
normalized by conditions â′jŴâk = 1 (j = k) and = 0 (j = k), ‖Â′r0(x − xi )‖2 =
‖̂yr0 − m̂r0,i‖2 is as deﬁned in (4), and Q̂(x) =‖ [Ip−r0 + D̂(r0)]−1/2Ĉ′(r0)Ŵ−1/2(x− x) ‖2
is a quadratic term that depends on x and the training sample, but not on the class index i.
Consequently, under the assumption r0 = r(B), the rule of (4) corresponding to r0
canonical coordinates is equivalent to theML plug-in rule deﬁned by the estimated normal
densities f̂i,n(x) = (2)−p/2 | Ŵ(r0) |−1/2 exp{−[x − ̂i (r0)]′Ŵ−1(r0)[x − ̂i (r0)]/2],
i = 1, . . . , k. Then, RLDA is consistent for r = r0. In practice, this result is of limited
interest, since, with the exception of a two group problem in which r0 = 1, the rank of the
matrix B is in general unknown.
2.3. Pseudo plug-in representations of LDA, QDA and RLDA
Consider now a continuous and strictly decreasing function h0(.) from [0,∞) to [0,∞)
which is such that h0(t) > 0 for all t0. For convenience, suppose also that h0(u′u) is a
probability density in u ∈ Rp. Since Ŵ = (n− k)Sp/n, the LDA rule in (1) is equivalent
to
ĥi,n(x)/k = max
1 jk
ĥj,n(x)/k , (10)
where ĥi,n(x) = | Ŵ |−1/2 h0[(x−xi )′Ŵ−1(x−xi )], i = 1, . . . , k. Observe that this sample
equivalence holds regardless of the model assumed for both the class prior probabilities and
the class conditional densities. Notice also that, since h0(.) is arbitrary, the random function
ĥi,n(x) above is not necessarily a consistent estimator of fi(x), i = 1, . . . , k. Then, criterion
(10) can be appropriately viewed as a pseudo plug-in representation of LDA. Similarly,
when log |Si |c, i = 1, . . . , k, where c is some ﬁxed constant, the QDA rule in (2) is
approximately equivalent to the pseudo plug-in classiﬁcation criterion
ĥi,n(x)/k = max
1 jk
ĥj,n(x)/k , (11)
where now ĥi,n(x) = |Si |−1/2h0[(x − xi )′S−1i (x − xi )], i = 1, . . . , k.
In the same fashion, for r canonical coordinates, the RLDA rule of (4) can be represented
as
ĥi,n(r; x)/k = max
1 jk
ĥj,n(r; x)/k , (12)
where the sample density ĥi,n(r; x) = |Ŵ|−1/2h0[Q̂i(r; x)] is determined by the quadratic
Q̂i(r; x) = ‖̂yr − m̂r,i‖2 + ‖Ĉ′(r)Ŵ−1/2(x − x)‖2, (13)
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i = 1, . . . , k, where Ĉ(r) = (̂r+1, ̂2,…, ̂p) is as deﬁned in decomposition (8). The
function Q̂i(r; x) of (13) is similar in structure to the decomposition (9) above, obtained in
the normal case by Hastie and Tibshirani [15] when r = r0 = r(B).
In what follows, we investigate, under general assumptions for the class conditional
densities fi(x), i = 1, . . . , k, the limit behavior of the conditional probabilities of misclas-
siﬁcation of the pseudo plug-in rules (10)–(12). This approach is new and different from
the consistency properties of LDA, QDA and RLDA reviewed in the previous subsection,
where an speciﬁc parametric normal model was supposed for the fi(x), i = 1, . . . , k. The
results obtained can offer some insight into the robustness properties of LDA and QDA
(Section 3), as well as offering some guidelines for choosing in practice the number of
directions in RLDA (Section 4).
3. Asymptotic properties of LDA and QDA
Observe ﬁrst, in connection with representation (10) for LDA, that, if no particular as-
sumption is made on the form of the class conditional densities, xi and Ŵ are not in general
ML estimators of the population class mean i = E(x | g = i) and population within dis-
persion matrixW, respectively. However, if the training sample Dn = {xij : i = 1, . . . , k,
j = 1,…, ni} is formed by i.i.d. observations and the feature vector x = (x1, . . . , xp)′
satisﬁes E(x2j ) < +∞, j = 1,…, p, using the law of the large numbers it follows that, as
n → ∞, xi → i a.e., i = 1, . . . , k, and Ŵ → W a.e. Consequently, by continuity of
h0(.),
ĥi,n(x)→ hi(x) = |W |−1/2 h0[(x − i )′W−1(x − i )] , (14)
a.e. for almost all x, where hi(x) is an elliptically symmetric density that is not necessarily
equal to fi(x), i = 1, . . . , k. Similarly, the random functions used in representation (11)
for QDA are such that ĥi,n(x) = |Si |−1/2h0[(x − xi )′S−1i (x − xi )] → hi(x) = | Vi |−1/2
h0[(x − i )′V−1i (x − i )], where Vi = V ar(x | g = i) is the ith p.d. class conditional
dispersion matrix, i = 1, . . . , k.
The asymptotic properties of rules (10) and (11) are then a consequence of the following
result, that characterizes the limit behavior of the conditional probability of error Ln =
P [̂rn(x) = g | Dn] of a sequence of sample rules {̂rn(x)} determined by a partition of the
form
R̂i,n = {x : ̂i ĥi,n(x) = max
1 jk
̂j ĥj,n(x)} , (15)
i = 1, . . . , k, where the ̂i → i a.e., and the  × Rp measurable random functions
{̂hi,n(x)}, where  is the underlying probability space, are such ĥi,n(x) → hi(x) a.e. for
almost all x ∈ Rp, where hi(x) is an arbitrary density function, i = 1,…, k.
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Proposition 3.1. Under the previous assumptions on the sequences {̂i} and {̂hi,n(x)},
i = 1, . . . , k, if P [ihi(x) = j hj (x)] = 0 for all i = j , then, as n→∞,
Ln → 1−
k∑
i=1
i
∫
Ri(h)
fi(x) dx a.e., (16)
where Ri(h) = {x : ihi(x) = max1 jk j hj (x)}, i = 1, . . . , k.
Proposition 3.1 can be easily established applying to deﬁnition (7) of Ln a well-known
result on interchanging limits and integrals of random functions due to Glick [12] (see also
Lemma 3.1.3 in [27, p. 191]), and the proof is therefore omitted. Although clearly related
to the results of Glick [11] mentioned in Section 2.2 on the consistency of plug-in rules,
this proposition is different in nature, since, as in representations (10) and (11) above, the
ĥi,n(x) are not necessarily consistent estimators of the class conditional densities fi(x),
i = 1, . . . , k. Observe also that, in general, the right-hand side of expression (16) will be
larger than the Bayes error L∗.
As a corollary, by comparing (16) to expression (6) for the optimal error, and using
uniqueness of the Bayes rule when P [ifi(x) = j fj (x)] = 0 for all i = j , the sequence
of pseudo plug-in rules {̂rn(x)} considered in Proposition 3.1 will be strongly consistent if
and only if R∗i = {x : ifi(x) = max1 jk j fj (x)} = Ri(h), i = 1, . . . , k, that is, if
and only if the limit and optimal partitions coincide. Clearly, a sufﬁcient condition for this
to occur is hi(x) = fi(x), i = 1, . . . , k. This is however not necessary, since situations
exist in which the partitions are identical but the densities hi(x) and fi(x) are not (see e.g.
Section 3.2 below). Phrased differently, the consistency of a sequence of pseudo plug-in
rules depends on the structure of the optimal partition, rather than on the speciﬁc probability
model assumed for the pairs (i ,fi(x)), i = 1, . . . , k.
In general, the limit densities hi(x) will not be known. However, there may exist a
complete characterization of the partition Ri(h) = {x : ihi(x) = max1 jk j hj (x)},
i = 1,…, k. This allows to identify conditions for the class conditional densities underwhich
R∗i = {x : ifi(x) = max1 jk j fj (x)} = Ri(h), i = 1,…, k, and thus the sequence
of sample rules (15) is asymptotically optimal. This could be interesting in practice, for
example when trying to decide on the use of a given sample rule that admits a pseudo
plug-in representation of the form (15).
Applications of these principles in connection with LDA and QDA are studied next. For
the rest of this paper, the class priors are assumed to be equal, that is, in all the results above
̂i = i = 1/k, i = 1, . . . , k.
3.1. LDA
As seen in (14), the random functions ĥi,n(x) used in representation (10) for LDA con-
verge, if second order moments exist, to hi(x) = | W |−1/2 h0[(x − i )′W−1(x − i )],
i = 1, . . . , k. Therefore, by Proposition 3.1, the conditional probability of error of LDA
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converges a.e. to
1− 1
k
k∑
i=1
∫
Ri(h)
fi(x) dx , (17)
where, from the strict monotonicity of h0(.), the subset Ri(h) = {x : hi(x)/k =
max1 jk hj (x)/k} coincides with {x : (x−i )′W−1(x−i ) = min1 jk(x−j )′W−1
(x − j )}, i = 1, . . . , k. Consequently, comparing (6) and (17), LDA will be consistent if
and only if the optimal partition R∗i is determined minimizing the Mahalanobis distances
of the feature vector x to the population class means i , i = 1,…, k , in the metric deﬁned
by the p × p matrixW = E[V ar(x | g)] =∑ki=1Vi/k.
As an application of this result, suppose that the class conditional densities are of the
form
fi(x) = ||−1/2f0[(x − i )′−1(x − i )] , (18)
i = 1, . . . , k, where  is a p × p p.d. matrix, and f0(.) is an strictly decreasing func-
tion in (a subset of) [0,∞), not necessarily continuous, and such that f0(u′u) is a density
function in u ∈ Rp. Possible (continuous) choices for f0(.) are the multivariate normal,
f0(t) = (2)−p/2 exp(−t/2), mixtures of normals with the same dispersion shape, f0(t) =
(2)−p/2[(1−ε) exp(−t/2)+ε−p exp(−t/22)], 0 < ε < 1,  > 0, the multivariate Stu-
dent’s tm distributionwithm > 2 degrees of freedom, f0(t) = c(m, p)[1+(t/m)]−(m+p)/2,
where c(m, p) > 0 is some adequate constant, and the general multivariate Pearson Type
II or Type VII distributions considered by Cooper [6]. A useful description of (18) is given
by the inverse location regression model [5, p. 158]
x | g D= i = i + 1/2u , (19)
i = 1, . . . , k, where u is a random vector independent of the class label g with density
f0(u′u).
If second-order moments exist, E(x | g = i) = i and Vi = V ar(x | g = i) = a,
i = 1, . . . , k, where a > 0 is a constant independent of the class index i [26, p. 34].
Therefore, W = E[V ar(x | g)] = a, and then, under (18), the optimal partition R∗i
is determined minimizing (x − i )′−1(x − i ) or, equivalently, (x − i )′W−1(x − i ),
i = 1, . . . , k. This fact was noted by Glick [13, Section 4], generalizing a previous result
of Day [7] (see also [24, p. 238]).
Proposition 3.1 allows then to extend immediately to the whole family (18) the strong
consistency under normality of LDA, obtained in Section 2.2 as a consequence of a result
by Glick [11, example 4] on the consistency of parametric plug-in rules. A partial converse
is also true, since, by (17), LDA will be consistent only when the optimal partition is
determined minimizing the Mahalanobis distances (x − i )′W−1(x − i ), i = 1, . . . , k.
We believe that this is a new aspect of LDA, which indicates that, in some sense, (18) is the
largest class under which rule (1) should be considered for its use in practice.
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3.2. Remarks and comparison with previous work
Observe ﬁrst that, although leading to the same partition, in general the limit densities
hi(x) = | W |−1/2 h0[(x − i )′W−1(x − i )] in (14) will be different from the class
conditional densities fi(x) in (18), i = 1, . . . , k.
Notice also that the type of limit properties that can be obtained for LDA under (18),
exploitingProposition 3.1 and the identityR∗i = Ri(h), i = 1, . . . , k, arewider and different
than the ones that would follow by applying to the estimated model densities
f̂i,n(x) = | Ŵ/a |−1/2 f0[(x − xi )′(Ŵ/a)−1(x − xi )] , (20)
i = 1, . . . , k, the parametric consistency result of Glick [11, example 4] mentioned in
Section 2.2. This is because, although criterion (1) is clearly equivalent to the plug-in rule
f̂i,n(x)/k = max1 jk f̂j,n(x)/k deﬁned by the random functions of (20), and xi → i
and Ŵ/a → W/a = , the estimator f̂i,n(x) does not necessarily converge to the class
conditional density fi(x) = ||−1/2 f0[(x−i )′−1(x−i )] in (18), since the measurable
function f0(.) is not supposed to be continuous. Recall also that the constant a = a(f0) > 0
will be in general unknown.
3.3. QDA
To proceed with the analysis, suppose that the p.d. class covariance matrices Vi =
V ar(x | g = i) are such that log |Vi |c, i = 1, . . . , k, where c is some ﬁxed constant.
This condition is quite ﬂexible, since even if the determinants |Vi | are large and different,
they will tend to be closer in the log scale. As log |Si | → log |Vi |c, i = 1, . . . , k,
the approximate representation (11) for QDA in terms of the random functions ĥi,n(x) =
| Si |−1/2 h0[(x − xi )′S−1i (x − xi )], i = 1, . . . , k, follows.
As seen earlier, ĥi,n(x) → hi(x) = | Vi |−1/2 h0[(x − i )′V−1i (x − i )], i = 1, . . . , k,
so, by Proposition 3.1, the conditional probability of error of the pseudo plug-in rule (11)
converges a.e. as n→∞ to
1− 1
k
k∑
i=1
∫
Ri(h)
fi(x) dx ,
where now, using condition log |Vi |c, i = 1, . . . , k, the subset Ri(h) = {x : hi(x)/k =
max1 jk hj (x)/k} is approximately determined by minimizing the Mahalanobis dis-
tances (x − i )′V−1i (x − i ), i = 1, . . . , k.
As an application, suppose that the class conditional densities are of the form
fi(x) = |i |−1/2f0[(x − i )′−1i (x − i )] , (21)
i = 1, . . . , k, where the i are a collection of p×p p.d. matrices, and f0(.) is as deﬁned in
(18). This family includes as a particular case the distributions considered by Cooper [6].
A convenient representation of (21) is given by the inverse location-scale regressionmodel
[5, p. 160]
x | g D= i = i + 1/2i u , (22)
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i = 1, . . . , k, where the error term u is as in (19). If moments of second order exist,
E(x | g = i) = i and Vi = V ar(x | g = i) = ai , a > 0. Therefore, noticing that
log |i | = log |Vi | −p log(a)c−p log(a), i = 1,…, k, under (21) the optimal partition
R∗i is approximately determined by minimizing (x − i )′−1i (x − i ) or, equivalently,
(x − i )′V−1i (x − i ), i = 1, . . . , k.
By Proposition 3.1, QDA will be then (approximately) consistent not only under nor-
mality, but also under the whole class (21). A partial converse also follows, since for QDA
to be consistent, the optimal partition must be found (approximately) by minimizing the
Mahalanobis distances (x− i )′V−1i (x− i ), i = 1, . . . , k. A general family for the fi(x)
under which this property holds is given by (21).
3.4. Applications
The results obtained in Sections 3.1 and 3.3 can be used to justify analytically some
aspects of the behavior in applications of LDA and QDA. McLachlan [24, Section 5.6.1]
reports conclusions from simulation studies for continuous feature data. For sample sizes n
large enough, the linear and quadratic rules seem to work well when the class conditional
densities are (elliptically) symmetric but not necessarily gaussian. However, both rules are
affectedwhen, given themodel for the fi(x), the Bayes rule is not determined byminimizing
the Mahalanobis distances, (x − i )′W−1(x − i ) or (x − i )′V−1i (x − i ), i = 1,…, k,
respectively, as for example when a skewed lognormal distribution is used to generate the
class conditional densities. This type of empirical ﬁndings are a direct consequence of our
previous results on the connection existing between consistency of LDA and QDA and the
associated form of the optimal partition.
As seen above, a natural framework for considering the use of LDA and QDA in practice
is given by the inverse regression models (19) and (22), respectively. These models have an
structure that depends on general characteristics of the multivariate class conditional distri-
butions x | g = i, i = 1, . . . , k, such as: location (i ), dispersion, either homoscedastic ()
or heteroscedastic (i ), and a density f0(u′u) for the random vector u, that is decreasing
and spherically symmetric, but not necessarily known, continuous or multivariate normal.
Consequently, rather than standard parametric plug-in rules associated to an estimated
continuous probability model, LDA and QDA can be considered, in some sense, as non-
parametric rules associated to the elementary inverse regression models (19) and (22),
respectively, in which (elliptical) symmetry is a key factor. We believe that this is a new
aspect of the linear and quadratic rules. In particular, the property for LDA formalizes the
comments by Hastie and Zhu [18, p. 180], mentioned in the introduction, on the importance
of location and dispersion for a correct performance in applications of the linear rule.
Finally, models (19) and (22) could be used as a ﬁrst approximation for the class con-
ditional distributions whenever their characteristics seem adequate for the classiﬁcation
problem at hand. As an illustration, consider the wave form data. This is an artiﬁcial clas-
siﬁcation problem with k = 3 groups and p = 21 variables, introduced by Breiman et al.
[2, p. 49] and studied extensively in the literature of discriminant analysis. Let h1(i) =
max(6 − |i − 11|,0), h2(i) = h1(i − 4) and h3(i) = h1(i + 4) be the shifted wave
form functions and, for j = 1, 2, 3, deﬁne the 21 × 1 vector hj = (hj (i) : 1 i21).
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The probabilistic structure of x is
x | g = i D= i (ε)+ u , (23)
i = 1, . . . , 3, where ε ∼ U(0,1) is independent of u ∼ N21(0, I21) and i (ε) = εhj +
(1− ε)hk , where (j, k) = (1, 2) for i = 1, (j, k) = (1, 3) for i = 2, and (j, k) = (2, 3) for
i = 3.All the priors are set toi = 1/3.Model (23) can be approximated to ﬁrst order by the
inverse location x | g = i = i+u, where i = E[i (ε)] = i (1/2) = (hj +hk)/2, i = 1,
2, 3. This approximation amounts to replacing the random vector i (ε) = εhj + (1− ε)hk
in (23), where 0ε1, by the midpoint of the segment that connects hj with hk . LDA
and QDA are consistent under the latter approximate model and should be then expected
to behave correctly in this problem, as least as preliminary classiﬁcation methods. In fact,
Hastie et al. [16] found that, in this data set, LDA outperformed their nonlinear methods in
terms of misclassiﬁcation error.
4. Asymptotic properties of RLDA
This section analyzes, as a function of the number r of canonical coordinates considered,
the asymptotic behavior of the conditional probability of misclassiﬁcation of the reduced
linear rule (4).Motivated by the consistency results obtained forLDA in the previous section,
an inverse locationmodel of the form (18)–(19) is assumed for the class conditional densities
fi(x), i = 1, . . . , k. As before, the random vector uwill have ﬁnite second-order moments.
4.1. Preliminaries
Recalling the notation of (8) for the spectral decomposition Ŵ−1/2B̂Ŵ−1/2 = ĈD̂Ĉ, the
jth eigenvalue ̂j = ̂′jŴ−1/2B̂Ŵ−1/2̂j =
∑k
i=1 ni[ ̂′jŴ−1/2(xi − x)]2/n calibrates the
separation existing between the standardized class centroids Ŵ−1/2(xi − x), i = 1, . . . , k,
after projecting onto ̂j = Ŵ1/2̂aj , j = 1,…, p, where âj is the jth discriminant direction.
For each 1jp, we will partition Ĉ = (Ĉj | Ĉ(j)), where Ĉj = (̂1, ̂2,…, ̂j ) is of
p × j and Ĉ(j) = (̂j+1,…, ̂p) is of p × (p − j).
Put now q = min(k − 1,p). If r0 = r(B)q is the (unknown) rank of the matrix
B = ∑ki=1(i − )(i − )′/k, the spectral decomposition
W−1/2BW−1/2 = CDC′ , (24)
the population counterpart of (8), is given by the p × p orthogonal matrix of eigenvectors
C = (1, 2,…, p) and the p × p diagonal matrix of eigenvalues D = diag(1,…, r0 ,
0,…, 0), where 12 · · · r0 > 0. For convenience, we will assume that all the non-
null eigenvalues are simple, that is, j > j+1 for 1jr0. As before, we will partition
C = (Cj | C(j)), where Cj = (1, 2,…, j ) is of p × j and C(j) = (j+1,…, p) is of
p × (p − j).
In the continuous case, the ith sample dispersion matrix Si will be p.d. with probability
one for all nip + 1, i = 1, . . . , k, and the same is true for Ŵ =∑ki=1 niSi/n. Also, the
rank of the samplep×p between groups dispersionmatrix B̂ =∑ki=1 ni(xi−x)(xi−x)′/n
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can be seen to be equal to q with probability one. This property holds independently of the
true value of r0 = r(B).
The eigenvalues of (8) satisfy then ̂1 ̂2 · · ·  ̂q > 0 = ̂q+1 = · · · = ̂p. This in-
equality implies Ĉ′(q)Ŵ−1/2xi = Ĉ′(q)Ŵ−1/2x, i = 1, . . . , k. As a consequence, following
for example the derivation in [24, pp. 91 and 186–187], RLDA coincides with LDA for all
rq. This is a well-known result that is mentioned here mainly to emphasize that, while
there are exactly r0 = r(B) canonical coordinates in the population, in the continuous case
the possible number of sample canonical coordinates is 1rq. In fact, when the number
of groups k is relatively large as compared to p, itmaywell occur that r0 = r(B)>r(B̂) = q.
4.2. Convergence results
As seen in expression (12) of Section 2.3, RLDA is, for 1rq canonical coordinates,
equivalent to a pseudo plug-in criterion deﬁned in terms of the sample densities
ĥi,n(r; x) = |Ŵ|−1/2h0[Q̂i(r; x)] ,
i = 1, . . . , k, where the quadratic Q̂i(r; x) = ‖̂yr − m̂r,i‖2 + ‖Ĉ′(r)Ŵ−1/2(x − x)‖2
is given in (13). Observe ﬁrst that, since ‖̂yr − m̂r,i‖2 = ‖Ĉ′rŴ−1/2(x − xi )‖2 = (x −
xi )
′Ŵ−1/2Ĉr Ĉ′rŴ−1/2(x−xi ) and Ĉ(r)Ĉ′(r) = Ip−Ĉr Ĉ′r , the limit behavior of the random
functions ĥi,n(r; x) above depends on the p × p matrix Ĉr Ĉ′r , the orthogonal projection
operator onto the column space of Ĉr = (̂1, ̂2,…, ̂r ).
If second-order moments exist, Ŵ−1/2B̂Ŵ−1/2 → W−1/2BW−1/2 a.e., so using well-
known results (see e.g. [31, Lemma 2.1, p. 726]), it follows that, when r > r+1,
Ĉr Ĉ′r → CrC′r a.e., (25)
where thematrixCr = (1, 2,…, r ) is as deﬁned in the population spectral decomposition
(24). Similarly, Ĉ(r)Ĉ′(r) = Ip − Ĉr Ĉ′r → Ip − CrC′r = C(r)C′(r). Notice also that, since
r0 = r(B), condition r > r+1 can only be satisﬁed for 1rr0.
4.2.1. Case 1rr0
From (25), Q̂i(r; x) → Qi(r; x) = ‖C′rW−1/2(x − i )‖2 + ‖C′(r)W−1/2(x − )‖2,
i = 1, . . . , k. Thus,
ĥi,n(r; x) = |Ŵ|−1/2h0[Q̂i(r; x)] → hi(r; x) = |W|−1/2h0[Qi(r; x)], (26)
a.e. for almost all x ∈ Rp, i = 1, . . . , k.
Consequently, by Proposition 3.1, the conditional probability of error Ln(r) of RLDA
converges a.e. as n→∞ to
L(r) = 1− 1
k
k∑
i=1
∫
Ri(hr )
fi(x) dx , (27)
where, using (26), the subsets Ri(hr ) = {x : hi(r; x)/k = max1 jk hj (r; x)/k} are
determined minimizing the population counterparts ‖C′rW−1/2(x − i )‖2 of the sample
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quantities ‖̂yr − m̂r,i‖2 = ‖Ĉ′rŴ−1/2(x − xi )‖2 considered in (4), i = 1, . . . , k. On the
other hand, the probabilities of error L(r) of (27), 1rr0, satisfy
L(1) > L(2) > · · · > L(r0) = L∗ . (28)
The proof of (28) follows similar lines as in the normal case and is therefore omitted (see
e.g. [24, Section 3.9]).
Therefore, as a conclusion from (27) and (28), Ln(r0) converges a.e. to L∗. That is, for
r = r0 sample canonical coordinates, RLDA is asymptotically optimal under the whole
family (18). This result extends the consistency under normality of the reduced linear rule
for r = r0, mentioned in Section 2.2 in connection with the ML decomposition (9).
4.2.2. Case r0 < rq
If r0 < q and the number r of sample canonical coordinates used exceeds r0, the quadratic
Q̂i(r; x) = ‖̂yr − m̂r,i‖2 + ‖Ĉ′(r)Ŵ−1/2(x − x)‖2 can be decomposed additively in the
form Q̂i(r; x) = Q̂i(r0; x)+ D̂i(r0, r; x), where, for r0 < rq,
D̂i(r0, r; x) =
r∑
j=r0+1
[ ̂′jŴ−1/2(x − xi )]2 −
r∑
j=r0+1
[ ̂′jŴ−1/2(x − x)]2 , (29)
i = 1, . . . , k. Using the elementary bound [ ̂′jŴ−1/2(xi − x)]2(ni/n)−1̂j → kj = 0
(j > r0), and the Cauchy–Schwartz inequality, the difference D̂i(r0, r; x) in (29) can be
seen to converge to zero a.e. for almost all x, i = 1, . . . , k.
Therefore, for r0 < rq, the random function ĥi,n(r; x) = |Ŵ|−1/2h0[Q̂i(r; x)] of (12)
converges to hi(r0; x) = |W|−1/2h0[Qi(r0; x)] in (26), i = 1, . . . , k. Consequently, by
Proposition 3.1 and the previous analysis for the case 1rr0, RLDA is also consistent
for all r0 < rq.
4.3. Choosing the number of directions in RLDA
By the results of the previous subsection, the reduced linear rule is not consistent for
1r < r0, since it ignores directions that are relevant for classiﬁcation. In contrast, RLDA
is consistent when the number of sample canonical coordinates used is r0rq. However,
since for r0 < rq,
‖̂yr − m̂r,i‖2 = ‖̂yr0 − m̂r0,i‖2 + D̂i(r0, r; x)+
r∑
j=r0+1
[ ̂′jŴ−1/2(x − x)]2 ,
and D̂i(r0, r; x) → 0, i = 1,…, k, the consistency for r > r0 is achieved at the cost of
considering spurious directions with no effective separatory power.
As mentioned in the introduction, an important issue in RLDA is choosing in practice the
number of canonical coordinates. The analysis above suggests that, in general, the choice
r = r0 = r(B) can be recommended. That is, the effective number of sample canonical
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coordinates used in (4) should coincide with the exact number of canonical coordinates in
the population. However, for problems with k > 2 groups, the rank r0 = r(B)q = r(B̂)
is in general an unknown constant, and its true value should be assessed by some formal
testing method. McLachlan [24, Section 6.5.2] reviews inference techniques for r0 = r(B).
Commonly, these testing procedures requirefi(x) ∼ Np(i ,), i = 1, . . . , k.An alternative
method is to proceed by trial and error (see e.g. [14, p. 85]) since, as mentioned by Hastie et
al. [16, p. 1256], in applications it is often enough to consider a low number r3 of sample
canonical coordinates, even in problems with a large number of groups.
The trial and error approach is related to selecting the number of canonical coordinates
after an exploratory analysis of the relative size of the sum
∑r
j=1 ̂j as compared to the total
sum
∑q
j=1 ̂j . Speciﬁcally, recalling the properties of the spectral decompositions (8) and
(24), let p̂j = ̂j /∑qj=1 ̂j be the proportion of total separation among standardized class
centroids Ŵ−1/2(xi−x), i = 1, . . . , k, provided by direction ̂j and, for 1rq, consider
the cumulative proportion q̂r = ∑rj=1 p̂j = ∑rj=1 ̂j /∑qj=1 ̂j . A natural criterion for
selecting the number of directions as a function of the training data set Dn is
r̂0 = r̂0(Dn) = ﬁrst integer 1rq such that q̂rC , (30)
whereC > 0 is a constant close to one. In fact, for an adequate choice ofC , the consistency
of a feasible RLDA rule of the form
‖̂ŷr0 − m̂r̂0,i‖2 = min1 jk ‖̂ŷr0 − m̂r̂0,j‖
2
, (31)
can be established. To do this, consider the population cumulative separation proportions
qr =∑rj=1 j /∑r0j=1 j , r = 1,…, r0, and, for convenience, put q0 = 0.
Theorem 4.1. Under an inverse location model (18)–(19) with ﬁnite second order mo-
ments, the feasible RLDA rule of (30) and (31) is strongly consistent for all values of C such
that qr0−1 < C < qr0 = 1.
Proof. Write l̂n(x) = ∑ki=1 iIR̂0i,n (x) for the feasible reduced linear rule, where R̂0i,n =
{x : ‖̂ŷr0 − m̂r̂0,i‖2 = min1 jk ‖̂ŷr0 − m̂r̂0,j‖2}, i = 1, . . . , k, and put l̂0(x) for the
theoretical RLDA rule of (4) based on r0 = r(B) canonical coordinates. Consider also a
sequence D∞ = {(xj ,gj ) : j1} of independent observations with the same distribution
than the pair (x,g). If (x,g) andD∞ are independent, using standard properties of conditional
expectation (see e.g. [22, p. 365]), the conditional probability of error Ln = 1−P [̂ln(x) =
g | Dn] can be represented as
Ln = 1− E[I{0}(̂ln(x)− g) | Dn] = 1− E[I{0}(̂ln(x)− g) | D∞] , (32)
whereDn = {(xj ,gj ) : 1jn} is the training data set and I{0}(.) is the indicator function
of {0} ⊂ R. As in (32), the conditional probability of error of l̂0(x) can be written Ln(r0) =
1−E[I{0}(̂l0(x)− g) | D∞]. As seen previously, Ln(r0)→ L∗ a.e., so to get convergence
of Ln to L∗ it is then enough to proof that, as n→∞, Ln− Ln(r0)→ 0, a.e.
S. Velilla, A. Hernández / Journal of Multivariate Analysis 96 (2005) 219–236 233
If IAn(.) is the indicator function of An = {Dn : r̂0 = r̂0(Dn) = r0 = r(B)}, the feasible
rule l̂n(x) can be decomposed additively in the form
l̂n(x) = l̂n(x)IAn(Dn)+ l̂n(x)IAcn(Dn)
= l̂0(x)IAn(Dn)+ l̂n(x)IAcn(Dn) = l̂0(x)+ Zn , (33)
where Zn = Zn(x,Dn) = [̂ln(x)− l̂0(x)]IAcn(Dn). By the representations of the conditional
probabilities ofmisclassiﬁcationLn andLn(r0) given above, (33) implies that the difference
Ln − Ln(r0) can be written in the form
Ln − Ln(r0) = E(Wn | D∞) , (34)
whereWn = I{0}(̂ln(x)− g)− I{0}(̂l0(x)− g) = I{0}([̂l0(x)− g] + Zn)− I{0}(̂l0(x)− g).
Observe that |Wn|1 so, by (34) and the dominated convergence theorem for conditional
expectations (see e.g. [30, p. 216]), to get Ln −Ln(r0)→ 0 a.e. it is then enough to verify
that, as n→∞,Wn → 0, a.e.
From the deﬁnition ofWn, for all ε > 0
P [ sup
mn
|Wm|ε]P [⋃∞m=n{Zm = 0}]P [⋃∞m=nAcm] , (35)
so it sufﬁces to check that the upper bound of (35) converges to zero as n → ∞. By (30)
An = {Dn : r̂0 = r̂0(Dn) = r0 = r(B)} = ⋂r0−1r=0 {Dn : q̂r < C} ∩ {Dn : q̂r0C}, so for
any 0 <  < min {C − qr0−1,qr0 − C} = min {C − qr0−1,1− C}, the inequality
P [ sup
mn
max
0 r r0
|̂qr − qr |]P [⋂∞m=nAm] (36)
holds, where q̂0 = q0 = 0. Since ̂j → j a.e., j = 1, . . . , p, then, for all 0rr0q,
q̂r = ∑rj=1 ̂j /∑qj=1 ̂j → qr = ∑rj=1 j /∑r0j=1 j a.e. That is, max0 r r0 |̂qr −
qr | → 0 a.e. and then both the left- and right-hand sides of inequality (36) converge to 1.
Going back to (35), P [⋃∞m=nAcm] = 1− P [⋂∞m=n Am] → 0. 
As a consequence of the proof above, one has
P [ sup
mn
|̂r0(Dm)− r0|ε]P [⋃∞m=nAcm] → 0 ,
so r̂0 → r0 = r(B), a.e. That is, the construction of the feasible rule (31) replaces in the
theoretical RLDA rule l̂0(x) the unknown quantity r0 by the strongly consistent estimator r̂0
of (30). Theorem 4.1 extends then to the unknown r0 = r(B) case, the consistency of RLDA
for r0 known obtained in the previous subsection. This result justiﬁes also asymptotically
the usual exploratory practice of considering a number of directions r such that q̂rC > 0,
where C1. In other words, a properly deﬁned separatory criterion of the form (30) leads,
as in (31), to an asymptotically optimal allocatory rule.
4.4. Example: the vowel recognition data set
The results obtained in Sections 4.2 and 4.3 can explain some properties of RLDA. Since
r0 = r(B) is the optimal dimension for classiﬁcation, a plot of the conditional probability
234 S. Velilla, A. Hernández / Journal of Multivariate Analysis 96 (2005) 219–236
1 2 3 4 5 6 7 8 9 10
0.45
0.5
0.55
0.6
0.65
0.7
Ln
(r)
 
r
Fig. 1. Vowel recognition data set: estimated error rates L̂n(r) in test data for 1 r10.
of error Ln(r) versus r, r = 1, 2, . . . , q, can be conjectured to have a marked decreasing
pattern for 1rr0. After reaching its minimum at r = r0, the plot should have, as a result
of the inclusion of spurious directions, an increasing erratic pattern for r0 < r , with a trend
to stability as r approaches q.
This is in agreement with the empirical behavior of the plot of the estimated error rates
L̂n(r) versus r in some well studied classiﬁcation problems, as for example the vowel
recognition data set introduced in [16, Section 3]. See also [17, Section 4.3]. For this
problem, there are k = 11 groups and p = 10 variables, and therefore q = min(k−1,p) =
10. There are also n = 528 and m = 462 observations in, respectively, the training and
testing data sets. Fig. 1 displays the estimated error rates in the test data L̂n(r)Ln(r),
r = 1, 2, . . . , 10. See also Fig. 4.10 in [17, p. 96]. Taking r0 = 2, the plot has a pattern that
seems to conformwith the characteristics described in the previous paragraph. In particular,
L̂n(2) = 0.4913 = min1 r10 L̂n(r) and L̂n(10) = 0.5563, so RLDAwith two canonical
coordinates is preferable to LDA.
On the other hand, an analysis of the cumulative proportions q̂r , r = 1, 2,…, 10, leads to
q̂1 = 0.5617, q̂2 = 0.9135, and 0.9580 q̂r1, 3r10, so the feasible reduced linear
rule corresponding to the constant C = 0.90 uses r̂0 = 2 canonical coordinates. This is in
agreement with the optimality of the two dimensional RLDA rule observed in the previous
paragraph.
5. Final comments
The behavior of LDA and QDA under non-gaussian conditions has been studied ex-
tensively, both theoretically and by simulation, in the literature of discriminant analysis.
For example, Lachenbruch et al. [21] concentrate on continuous nonnormal data, while
Krzanowski [20] analyzes the behavior of LDA under mixtures of binary and continuous
data. McLachlan [24, Section 5.6] gives a comprehensive account of additional references.
Robustness of LDA and QDA has received recent attention in [5], who study the connec-
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tion of LDA and QDA with, respectively, the dimension reduction methods sliced inverse
regression (SIR) of Li [23] and sliced average variance estimation (SAVE) of Cook and
Weisberg [4]. Hastie and Zhu [18] provide additional insights on the relationships LDA–SIR
and QDA–SAVE.
This paper obtains some limit results for the conditional probability of error of the linear
and quadratic rules that might be helpful to explain analytically some aspects of their
behavior in applications. Our asymptotic theory is based on some adequate pseudo plug-in
representations of LDA and QDA, given in Section 2.3, that allow a wider analysis than
the one based on standard consistency results for parametric plug-in rules. For continuous
data, the results of Section 3 indicate that, when the class prior probabilities are identical
and the sample size n is large enough, the correct behavior of LDA and QDA is not related
to the usual gaussian assumptions for the class conditional densities fi(x), but to the more
general elliptical families of (18) and (21), respectively. In other words, it is (elliptical)
symmetry, and not normality or any other known parametric model, the key aspect for a
correct performance in practice of the linear and quadratic rules. As explained above, this
can be interpreted as a certain nonparametric character of LDA and QDA.
The results of Section 3 can justify, at least in the common symmetric case, the comments
of Hastie et al. [17, p. 89] on the frequent correct performance in applications of the linear
and quadratic rules. These comments are based on the results reported in the STATLOG
project by Michie et al. [25]. In fact, Hastie et al. [17, p. 89] recommend using LDA and
QDA as initial simple exploratory classiﬁcation tools, despite the eventual utilization of
more sophisticated classiﬁers. In practice, the true model for the class conditional densities
will not be known. However, according to Section 3, if the available sample information
on the fi(x) through the elements in training sample Dn, i = 1, . . . , k, does not seem to
indicate symmetry, the use of the linear and quadratic rules is perhaps questionable.
Resorting to asymptotics is justiﬁed by the typical use in practice of moderate to large
data sets. However, as pointed out by one of the referees, there is often the situation in which
a sample rule must be formed from small data sets, due to the lack of training observations
of known classiﬁcation. If this is the case, our limit results should be then interpreted with
some caution.
Finally, the asymptotic results obtained in Section 4.2 detect r0 = r(B) as an optimal
dimension for reduced linear classiﬁcation. We believe that these results are new and can
offer, as related in Section 4.4, some analytical explanation for the behavior in practice of the
conditional probability of misclassiﬁcation of RLDA. In addition to this, Theorem 4.1 can
offer, as developed in Section 4.3, some guidelines for choosing the number of directions
in RLDA. The idea is to exploit the asymptotic optimality of the separatory criterion (30).
Since this method for estimating r0 is developed under the location model (19), it is perhaps
more ﬂexible than methods based on standard tests of dimension that require explicit use
of the normality assumption fi(x) ∼ Np(i ,), i = 1, . . . , k.
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