In this article we study variable exponent Sobolev spaces on metric measure spaces. We employ two definitions: a Haj lasz type definition, which uses a pointwise maximal inequality, and a Newtonian type definition, which uses an upper gradient. We prove that these spaces are Banach, that Lipschitz functions are dense as well as other basic properties. We also study when these spaces coincide.
Introduction
The theory of Sobolev spaces was originally developed in domains of R n using the notion of distributional derivatives. To generalize this theory to metric spaces alternative ways to define Sobolev spaces were needed. P. Haj lasz showed in [14] that a p-integrable function u, 1 < p < ∞, belongs to W 1,p (R n ) if and only if there exists a non-negative p-integrable function g such that |u(x) − u(y)| |x − y|(g(x) + g(y)) for almost every x, y ∈ R n . This inequality can be stated also in metric measure spaces if |x − y| is replaced by the distance between the points x and y. Spaces defined using this inequality are often called Haj lasz spaces.
Another way to define Sobolev spaces on metric measure spaces is via the concept of an upper gradient. A non-negative function ρ is said to be an upper gradient of u if
for every x, y and curve γ connecting x to y. In an open set Ω of R n this holds for a Sobolev function u on every curve not belonging to an exceptional family of pmodulus zero [13] . If this holds in a general metric space, we call g a weak upper gradient of u. Existence and p-integrability of a weak upper gradient together with p-integrability of the function lead to another characterization of W 1,p (Ω). These spaces are often called Newtonian spaces. For basic properties of Newtonian spaces see the pioneering work of N. Shanmugalingam [39] . Sobolev spaces on metric measure spaces have been studied very intensively during the last ten years, and the "standard" framework is now available in the monograph [25] by J. Heinonen. On the other hand new approaches are still being put fourth, see e.g., [15] . For instance it is known that if the measure is doubling and the space supports a (1, p)-Poincaré inequality, then the Haj lasz and Newtonian spaces coincide. These advances have made possible the development of potential theory in metric measure spaces, see for example [1, 29] .
Variable exponent Lebesgue and Sobolev spaces have attracted a steadily increasing interest over the last couple of years, but most papers have dealt only with the Euclidean case. Variable exponent spaces have been independently discovered by several investigators [11, 31, 38, 40] and are related to differential equations with non-standard coercivity conditions. For some of the latest advances in the Euclidean theory see [8, 21, 30] .
In metric measure spaces the variable exponent is very natural. For example, it allows us to study Sobolev spaces with integrability connected to the dimension of the space, which changes with location. Only three papers exist on variable exponent spaces on metric measure spaces, two by T. Futamura, Y. Mizuta and 3 T. Shimomura [12, 33] and one by the authors [24] . All of these papers deal only with variable exponent Lebesgue spaces.
In this article we study Haj lasz and Newtonian spaces with variable exponent in metric measure spaces. In the next section we review some definitions and present the theory of variable exponent Lebesgue spaces on metric measure spaces. In Section 3 we study properties of the variable exponent Haj lasz space. We show that it is a Banach space, that the Poincaré inequality holds and that Lipschitz continuous functions are dense, and study a related Sobolev capacity. In Section 4 we show that the variable exponent Newtonian space is a Banach space. We prove that Lipschitz continuous functions are dense if the measure is doubling and the space supports a Poincaré inequality. In the final section we study when Haj lasz and Newtonian spaces coincide in a metric measure space and also in Euclidean space.
Preliminaries
This section contains some material on variable exponent Lebesgue spaces. The results in the first two sections are used throughout this paper. The last two sections are necessary only for specific parts, and can be read later as needed.
Metric measure spaces
By a metric measure space we mean a triple (X, d, µ), where X is a set, d is a metric on X and µ is a non-negative Borel regular outer measure on X which is finite in every bounded set. For simplicity, we often write X instead of (X, d, µ). For x ∈ X and r > 0 we denote by B(x, r) the open ball centered at x with radius r. We use the convention that C denotes a constant whose value can change even between different occurrences in a chain of inequalities.
A metric measure space X or a measure µ is said to be doubling if there is a constant C 1 such that
for every open ball B(x, r) ⊂ X. The constant C in (2.1) is called the doubling constant of µ. By the doubling property, if B(y, R) is an open ball in X, x ∈ B(y, R) and 0 < r R < ∞, then
for some C Q and Q depending only on the doubling constant. For example, in R n with the Lebesgue measure (2.2) holds with Q equal to the dimension n.
We say that the measure µ is lower Ahlfors Q-regular if there exists a constant C > 0 such that µ(B) C diam(B) Q for every ball B ⊂ X with diam B 2 diam X. We say that µ is upper Ahlfors Q-regular if there exists a constant C > 0 such that µ(B) C diam(B) Q for every ball B ⊂ X with diam B 2 diam X. The measure µ is Ahlfors Q-regular if it is upper and lower Ahlfors Q-regular, i.e. if µ(B) ≈ diam(B) Q for every ball B ⊂ X with diam B 2 diam X. If X is a bounded doubling metric measure space, so that µ(X) < ∞ and diam(X) < ∞, then it is lower Ahlfors Q-regular.
Variable exponent Lebesgue spaces
We call a measurable function p : X → [1, ∞) a variable exponent. For A ⊂ X we define p + A = ess sup x∈A p(x) and p − A = ess inf x∈A p(x); we further abbreviate
and the norm ∥u∥ p(·) = inf{λ > 0: ϱ p(·) (u/λ) 1}. Sometimes we use the notation ∥u∥ p(·),X when we want to emphasize in what metric space the norm is taken. The variable exponent Lebesgue space L p(·) (X, d, µ) consists of those µ-measurable functions u : X → R for which ∥u∥ p(·) < ∞. This is a special case of an Orlicz-Musielak space, cf. [34] .
As in the Euclidean setting, we easily see that
holds also in variable exponent Lebesgue spaces, where p ′ is the pointwise Hölder conjugate of p, i.e.
Variable exponent Lebesgue spaces on metric measure spaces have been studied in [12, 24, 33] 
Recall that a Banach space is said to be uniformly convex if for every δ > 0 there exists ε > 0 such that ∥u∥ = ∥v∥ = 1 and ∥u − v∥ > δ imply that ∥u + v∥ < 2−ε. Recall also that a measure µ is atomless if µ({x}) = 0 for every point x ∈ X. For future reference we record the following simple but useful fact
Proof. It is clear that the (x, z) → z p(x) is a uniformly convex modular in the sense of [34] (as also pointed out by Diening, [4] ). Therefore it follows from [34, Theorem 11.6 ] that L p(·) (X) is uniformly convex.
Some well-known consequences of uniform convexity are summarized in the following corollary.
Corollary 2.4. If 1 < p − p + < ∞ and µ is atomless, then L p(·) (X, µ) is reflexive and has the Banach-Saks property, namely, if u i ⇀ u weakly, then
The following condition has emerged as the right one to guarantee a high degree of regularity for variable exponent spaces in R n . We say that p : Lemma 2.6 (Lemma 3.6, [24] ). Assume that p + < ∞ and consider two conditions:
(i) p is log-Hölder continuous;
(ii) for all balls B ⊂ X we have µ(B) p
If µ is lower Ahlfors Q-regular, then (i) implies (ii). If µ is upper Ahlfors Qregular, then (ii) implies (i).
The Hardy-Littlewood maximal operator
Recall that the Hardy-Littlewood maximal operator is defined for a locally integrable function u by
Recall also that the integral to the right denotes the mean value of u in B(x, r).
Assume that 1 < p − p + < ∞, p is log-Hölder continuous and satisfies the decay estimate
for every x, y ∈ R n , |y| |x|. Then Cruz-Uribe, Fiorenza and Neugebauer proved that the Hardy-Littlewood maximal operator is bounded from L p(·) (R n ) to itself [3, Theorem 1.5]. In the local case this result was first derived by Diening [5] . Nekvinda [35] has given another global version of the boundedness result, using a decay condition stated in terms of an integral. Pick and Růžička [37] constructed an example which shows that log-Hölder continuity is in some sense sharp. Nekvinda has given an example which shows that the decay condition is not necessary [36] , and Diening [7] has further studied the necessity of decay conditions.
In bounded doubling metric measure spaces the Hardy-Littlewood maximal operator is bounded if p is log-Hölder and satisfies 
Density of smooth functions in R n
Variable exponent Sobolev spaces are defined in the obvious way: For Ω ⊂ R n the variable exponent Sobolev space W 1,p(·) (Ω) is the subspace of functions u ∈ L p(·) (Ω) whose distributional gradient exists almost everywhere and satis-
For the Newtonian space to agree with the classical Sobolev space the density of differentiable functions turns out to be crucial. This question is not as well understood in variable exponent spaces as is the boundedness of the maximal operator, but we do have some results: Samko proved in [38] that smooth function are dense in W 1,p(·) (R n ) if p + < ∞ and p is log-Hölder continuous. Diening proved a similar, though slightly weaker, result [5] . Edmunds and Rákosník showed that a certain monotonicity condition on the exponent is also sufficient for the density of smooth functions, see [10] . Hästö [14] gave an example of a variable exponent Sobolev space in which continuous functions are not dense. In this example the continuous exponent has growth just slightly greater than allowed by log-Hölder continuity.
The following simple lemma will be needed later on.
be a sequence of functions converging to u in W 1,p(·) (Ω) and let Φ ∈ C 1 0 (Ω) be a non-negative cut-off function which equals 1 in the support of u. Then Φφ i converges to u since
Haj lasz space
In this section we define Sobolev spaces on metric measure spaces with variable exponent by a pointwise maximal inequality. This definition is due to P. Haj lasz, [14] . We show that the variable exponent Haj lasz space is a Banach space, that the p(·)-Poincare inequality holds and that Lipschitz continuous functions are dense provided that the exponent is bounded. The proofs follow the ideas used by Haj lasz in [14] .
Basic properties
Throughout this section we restrict our attention to exponents p : X → (1, ∞) not taking the value 1. We say that a p(·)-integrable function u belongs to Haj lasz
for µ-almost every x, y ∈ X. The function g is called a Haj lasz gradient of u. We equip M 1,p(·) (X) with the norm
where the infimum is taken over all Haj lasz gradients of u.
Proposition 3.1. Suppose that 1 < p − p + < ∞ and that µ is atomless. Then for every u ∈ M 1,p(·) (X, µ) there exists a unique Haj lasz gradient of u, denoted by g u , which minimizes the norm.
Proof. Let (g i ) be a minimizing sequence of Haj lasz gradients of u, i.e. a sequence such that lim
where the infimum is taken over all Haj lasz gradients g of u. Since L p(·) (X) is reflexive (Corollary 2.4) there is a subsequence, denoted again by (g i ), and a 
Since every g i is a Haj lasz gradient of u, we have
for µ-almost all x, y ∈ X, hence h k is a Haj lasz gradient of u for all k. So g u is a Haj lasz gradient of u, because a subsequence of (h k ) converges to g u poinwise µ-almost everywhere in X.
Let ε > 0. Then there is k ∈ N such that ∥g i ∥ p(·) < inf ∥g∥ p(·) + ε for all i ≥ k, where the infimum is taken over all Haj lasz gradients of u. With this k we have
This implies that ∥g u ∥ p(·) = inf ∥g∥ p(·) , hence g u is a minimal Haj lasz gradient of u.
Suppose there are two minimal Haj lasz gradients of u, g 1 and g 2 such that
we get functions with unit norm. The uniform convexity of the norm implies that ∥g 1 /m + g 2 /m∥ p(·) < 2. Multiplying this by m/2 gives
which is a contradiction, since
2 g 2 is also a Haj lasz gradient of u by the argument in (3.2) . Therefore g u is the unique minimal Haj lasz gradient of u.
We can choose a subsequence, denoted again by
for µ-almost all x, y ∈ X. Adding the inequalities (3.4) we get
for j > i, and letting j → ∞ yields
for µ-almost all x, y ∈ X. Therefore
the inequalities (3.6) and (3.5) imply that u ∈ M 1,p(·) (X) and
The Poincaré inequality and density of Lipschitz functions
The Poincaré inequality in variable exponent Sobolev spaces has been studied in [20] . The pointwise Haj lasz equation gives it easily in our case. Recall the following notation for an integrable function u and a finite space X:
Theorem 3.7 (The Poincaré inequality). Let p + < ∞ and assume that X is bounded and of finite measure.
By Hölder's inequality this yields
Since the previous inequality holds pointwise for every Sobolev function, especially for u/λ and every λ > 0, we obtain
Remark 3.8. Notice that, in contrast to the Euclidean case, the constant in the Poincaré inequality depends on the measure of the space X.
Theorem 3.9. If p + < ∞, then Lipschitz functions are dense in M 1,p(·) (X). Specifically, for every u ∈ M 1,p(·) (X) and every ε > 0 there exists a Lipschitz function h ∈ M 1,p(·) (X) such that
Proof. We fix u ∈ M 1,p(·) (X) and denote by g ∈ L p(·) (X) a Haj lasz gradient of u.
We write E λ = {x ∈ X : |u(x)| λ and g(x) λ}.
The function u| E λ is Lipschitz continuous with constant 2λ. We extend u| E λ by McShane extension, [32] , to all of X as a Lipschitz function by defininḡ
Next we slightly modify this extension by truncating:
It is clear that u λ is Lipschitz with constant 2λ, u| E λ = u λ | E λ and |u λ | λ. We have for every λ > 1 that
and hence µ {x ∈ X : u(x) ̸ = u λ (x)} → 0 as λ → ∞.
Next we prove that u λ → u in M 1,p(·) (X). Using u λ λ |u| + g in X \ E λ for the second inequality we get
It is a direct calculation to check that the function
for almost every x, y ∈ X. We have
and the same arguments as above implies that ∥g λ ∥ p(·) → 0 as λ → 0. This completes the proof.
Remark 3.10. It is easy to see that the approximating function h constructed in the previous theorem has the additional property of being non-negative whenever u is.
Sobolev capacity on Haj lasz space
In this section we introduce a Sobolev-type capacity associated to the Haj lasz space. In the fixed exponent case this has been done by Kinnunen and Martio [27, 28] . In fact the proofs are mostly the same and will only be indicated here. The Sobolev capacity has been previously considered by Harjulehto, Hästö, Koskenoja and Varonen [21] in variable exponent Sobolev spaces in the Euclidean case. The proofs in this case do not carry over.
, where the infimum is taken over Haj lasz gradients of u. For E ⊂ X we denote
The function u ∈ S p(·) (E) is said to be p(·)-admissible for the set E. The Sobolev p(·)-capacity of E is defined by
In case S p(·) (E) = ∅, we set C p(·) (E) = ∞. Notice that the gradient which minimizes the capacity does not necessarily coincide with the (norm-)minimal gradient from Proposition 3.1. However, if p + < ∞, this has no effect on what the zero sets of the capacity are, and is thus of minor importance. We can show as in [27, Lemma 2.4] that M 1,p(·) (X) is a lattice. The following properties also follow as in [27] : Theorem 3.11. Assume that p + < ∞. The set function E → C p(·) (E) has the following properties:
Proof. The first two properties are trivial. Properties (iii) and (iv) follow as in Remark 3.3 and Lemma 3.4 of [27] , respectively.
In [21] the assumption 1 < p − was needed for countable subadditivity, Property (v). Let us therefore prove (v) here, following [27] . We assume that
We define u = sup i u i and g = sup i g i . Then
where X i is the subset of X in which u i = u. Hence we conclude that u ∈ L p(·) (X). Similarly, g ∈ L p(·) (X). Let us next define v k = max i k u i . By the lattice property, h k = max i k g i is a Haj lasz gradient of v k . Since v k → u and h k → g pointwise a.e., it follows as in [27, Lemma 2.5] that g is a Haj lasz gradient of u. Since u is greater than or equal to 1 in a neighborhood of
The claim follows by letting ε → 0.
Properties (i), (ii), and (v) of the capacity are equivalent by definition to being an outer measure. Thus we have The following results shows that our capacity is a Choquet capacity. The proof is the same as that of [28, Theorem 4.1], as long as we write ϱ p(·) (u) where they have ∥u∥ p L p (X) . Theorem 3.13. If 1 < p − p + < ∞ and E 1 ⊂ E 2 ⊂ . . . are subsets of X, then
The following results describe how to get quasicontinuous representatives of Sobolev functions. The proofs are as in [21] .
Lemma 3.14. Let p + < ∞. For each Cauchy sequence of functions in C(X) ∩ M 1,p(·) (X) there is a subsequence which converges pointwise except in a set of zero p(·)-capacity. Moreover, the convergence is uniform outside a set of arbitrarily small p(·)-capacity.
Recall that a function u is said to be p(·)-quasicontinuous if for every ε > 0 there exists an open set U ⊂ X with C p(·) (X \ U ) < ε such that u is continuous in X \ U .
Proof. Notice that Lipschitz functions are dense in Haj lasz space, by Theorem 3.9. Therefore the additional assumption of the density of continuous functions in [21] is not needed here. After this the proof is exactly as in [ 
Newtonian spaces
In this section we define Sobolev spaces on metric measure spaces using an upper gradient. These so-called Newtonian spaces spaces were first studied, in the fixed exponent case, by N. Shanmugalingam [39] , see also [2] .
A curve γ in X is a non-constant continuous map γ : I → X, where I = [a, b] is a closed interval in R. The image of γ, γ(I), is denoted by |γ|. By Γ rect we denote the family of all rectifiable curves in X.
Let Γ be a family of rectifiable curves. We denote by F (Γ) the set of all admissible functions, i.e. all Borel measurable functions ρ :
for every γ ∈ Γ, where ds represents integration with respect to path length. We define the p(·)-modulus of Γ by
If F (Γ) = ∅, then we set M p(·) (Γ) = ∞. The arguments from R n imply that the p(·)-modulus is an outer measure on the space of all curves of X, for the proof see 
Basic properties
Let u be a real valued function on X. A non-negative Borel measurable function ρ on X is a p(·)-weak upper gradient of u, or weak upper gradient for short, if there exists a family Γ of rectifiable curves with M p(·) (Γ) = 0 and
for every rectifiable curve γ / ∈ Γ with endpoints x and y. The Newtonian space N 1,p(·) (X) is the collection of functions in L p(·) (X) with a weak upper gradient in L p(·) (X) equipped with the norm
where the infimum is taken over all weak upper gradients of u. It is easy to see that N 1,p(·) (X) is a lattice like classical first order Sobolev space.
Next we show that Newtonian space is a Banach space. For that purpose we introduce a Sobolev type capacity in Newtonian space and study the relation between the capacity and the modulus. Our proof is along the lines of the proofs of [23] and is shorter than the original proof of Shanmugalingam [39] .
We define the capacity in Newtonian space by
where the first infimum is taken over all u ∈ N 1,p(·) (X), which are at least 1 in E and the second infimum is taken over weak upper gradients of u. If the class of test functions is empty we set c p(·) (E) = ∞. The arguments given in the proof of Theorem 3.11 show that the capacity is an outer measure provided that p + < ∞. We denote by Γ E the family of all rectifiable curves whose image intersects the set E.
Lemma 4.2. Suppose that E ⊂ X and p
Proof. For every i ∈ N we choose a function u i ∈ N 1,p(·) (X) with weak upper gradient h i such that u i (x) 1 for every x ∈ E and
We define
We find that ρ k = k i=1 h i is a weak upper gradient of v k . For every l > m we find that
and therefore the sequences (v k ) ∞ k=1 and (ρ k ) ∞ k=1 are Cauchy sequences in the Banach space L p(·) (X). So (ρ k ) converges to a function ρ in L p(·) (X), which we may assume to be Borel. Since the sequence (v k (x)) is non-negative and increasing for every x ∈ X the limit v(x) = lim k→∞ v k (x) (possibly +∞) exists for every x ∈ X and v ∈ L p(·) (X). For x ∈ E we see that v k (x) k for every k and thus
Therefore it suffices to show that M p(·) (Γ E∞ ) = 0.
Lemma 4.1 gives a subsequence of (ρ k ), denoted again by (ρ k ), such that there is an exceptional family Γ 1 and
for every rectifiable curve γ ̸ ∈ Γ 1 . Let Γ 2 be the family of all curves γ such that γ v ds = ∞ and Γ 3 the family of curves γ with γ ρ ds = ∞. Since v/i is admissible for Γ 2 and every i = 1, 2, . . . and since v ∈ L p(·) (R n ), we find that
for all i ∥v∥ p(·) , by [31, (2.11) ]. Therefore M p(·) (Γ 2 ) = 0 and similarly M p(·) (Γ 3 ) = 0. Let Γ 4,i be the exceptional family of curves from the definition of u i . By subadditivity we obtain that M p(·) (Γ 4 ) = M p(·) ( Γ 4,i ) = 0. This yields that M p(·) (Γ * ) = 0, where
To complete the proof we show that Γ E∞ ⊂ Γ * . Suppose that γ / ∈ Γ * . Since γ / ∈ Γ 2 there is y ∈ |γ| with v(y) < ∞. For any point x ∈ |γ| we find since γ / ∈ Γ 4 that
Taking the limit as i → ∞ in this inequality gives, using (4.3) and γ / ∈ Γ 1 for the inequality, that
Since γ / ∈ Γ 3 and v(y) < ∞, the right-hand-side is finite. Hence v(x) < ∞ for all x ∈ |γ|, which implies that γ / ∈ Γ E∞ . Thus Γ E∞ ⊂ Γ * , which completes the proof.
Proof. Let u i be a Cauchy sequence in N 1,p(·) (X). Passing to a subsequence if necessary we assume that
Let ρ ′ i be a weak upper gradient of 2 i |u i+1 − u i | such that
Hence we obtain, using 2 i |u i+1 − u i | as a test function for the capacity,
is a Cauchy sequence in R and we set u(x) = lim i→∞ u i (x).
Next we show that u has a weak upper gradient. Let g 1 be a weak p(·)-integrable upper gradient of u 1 and let g i+1 that a weak upper gradient of u i+1 −u i with ∥g i ∥ p(·) ≤ 2 −2i for i = 1, 2, . . .. Define ρ i = g 1 + . . . + g i and note that ρ i is a weak upper gradient of u i . Since (ρ i ) is a Cauchy sequence it converges to a function ρ in L p(·) (X). Passing to a subsequence, if necessary, we obtain by Lemma 4.1 that lim i→∞ γ ρ i ds = γ ρ ds except for γ in a family of curves Γ of zero p(·)-modulus. By Lemma 4.2, the modulus of Γ F is zero. Hence we obtain for every rectifiable γ / ∈ Γ ∪ Γ F joining x, y ∈ X that
The first equality follows since x, y ̸ ∈ F , as they lie on a curve not in Γ F . Thus we have shown that ρ is a weak upper gradient of u. Now we have only to prove that
This completes the proof of Theorem 4.4
Density of Lipschitz continuous functions
Next we study when Lipschitz functions are dense in the Newtonian space. For this result we need to assume that the Hardy-Littlewood maximal operator is locally bounded from Theorem 4.5. Let X be a doubling space that supports a (1, 1)-Poincaré inequality. Assume that p + < ∞ and the Hardy-Littlewood maximal operator is bounded from
Proof. It is easy to see by a truncation argument that bounded functions are dense in N 1,p(·) (X) (e.g. [39, Lemma 4.3] ). Hence it suffices to consider the case of bounded u ∈ N 1,p(·) (X), say |u(x)| < u 0 . Let ρ ∈ L p(·) (R n ) be a weak upper gradient of u. We set E λ = {x ∈ X : Mρ(x) > λ}.
Note that E λ is open since M is lower semi-continuous. If x ∈ X \ E λ , then for all r > 0 and for balls B = B(x, r) we have
Hence for s ∈ [ r 2 , r] and x ∈ X \ E λ the doubling property implies that
Using this inequality for r = r 0 , r 0 /2, r 0 /4, . . . we find that
where i is the largest integer for which s 2 −i r. Hence any sequence (u B(x,r i ) ), r i → 0, is a Cauchy sequence in R. Therefore on X \ E λ we can define
Since µ-almost every point is a Lebesgue point for every function in L 1 loc (X) we note that u(x) = u λ (x) for µ-almost every x ∈ X \ E λ . For x, y ∈ X we define a chain of balls (B i ) i∈Z\{0} by setting We calculate by the doubling property and the (1, 1)-Poincaré inequality that
Dividing by µ(B 1 ) and using the doubling property we get
If x, y ∈ X \ E λ , then they are Lebesgue points also of u λ and hence
Hence u λ is cλ-Lipschitz in X \ E λ . We extend u λ as a Lipschitz function to all of X by McShane extension, [32] , by setting
We may assume that the extension is bounded by u 0 . This can be done by truncation.
Then we easily see that u λ → u in L p(·) (X):
Since p + < ∞, the norm goes to zero when the modular goes to zero, so we have shown convergence in L p(·) (X). Non-zero values of u − u λ are obtained only at points in E λ and on a set L whose measure is zero. Since E λ is open and u − u λ is zero µ-almost everywhere in the complement of E λ , we may assume by [39, Lemma 4.3] that the upper gradient of u − u λ is zero in X \ E λ . Notice that λχ E λ ∈ L p(·) (X) by the definition of λ since Mu is in L p(·) (X). Therefore we find that the function (cλ + ρ)χ E λ is a weak upper gradient of u − u λ . Hence u − u λ is in N 1,p(·) (X) and therefore so is u λ . We obtain
Since both ρ and Mρ belong to L p(·) (X), the right hand side converges to zero as λ → ∞. Hence the sequence u λ converges to u in N 1,p(·) (X).
Remark 4.6. It is easy to see that the approximating functions constructed in the previous theorem has the additional property of being non-negative whenever the function itself is.
Equivalence of function spaces
In this section we study when Haj lasz, Newtonian and classical Sobolev spaces agree. We will see that, roughly speaking, Haj lasz space agrees with Sobolev space if the maximal operator is bounded, whereas the Newtonian space agrees with Sobolev space if differentiable functions are dense. This reflects the fact that the boundedness of the maximal function is somehow built into the definition of Haj lasz space, as the density of differentiable functions is into Newtonian space. For what is known about when these conditions hold, see Sections 2.3 and 2.4.
for almost every x, y ∈ X. We know that g ∈ L 1 (B) in every ball B and hence by [15, Proposition 1] (or [25, Remark 5.13] ) ∇u exists and satisfies |∇u| C(n) g almost everywhere. Thus we obtain that |∇u| ∈ L p(·) (R n ), and so
To prove the second claim we fix u ∈ W 1,p(·) (R n ) and assume that M is bounded. We find as in [14, Chapter 2] that
for almost every x, y ∈ R n . Since the maximal operator M is bounded in L p(·) (R n ), we find that M|∇u| is a Haj lasz gradient of u in L p(·) (R n ), and so u ∈ M 1,p(·) (R n ).
We give two alternative characterizations of the Haj lasz space. For this purpose we introduce a fractional sharp maximal operator. For every locally integrable function u we define
In the variable exponent setting the sharp maximal operator has been studied by Diening and Růžička [8, 9] . The following theorem is a generalization of [17, Theorem 3.4] , and the proof given in that paper also works in our case.
Theorem 5.2. If the Hardy-Littlewood maximal operator is bounded from L p(·) (X) to itself, then the following three statements are equivalent:
(ii) u ∈ L p(·) (X) and there exists a non-negative g ∈ L p(·) (X) such that Proof. Let u ∈ N 1,p(·) (R n ). Then u is absolutely continuous on every curve except a family of zero p(·)-modulus, and hence u has classical derivatives almost everywhere. Denote by ρ a weak upper gradient of u. Let Q = (−r, r) n for r > 0. We have that (−r,r) n−1 (−r,r) ρ(t, y) dt dH n−1 (y)
which means that (−r,r) ρ(t, x) dt < ∞ except in a set E k with m n−1 (E k ) = 0. For y ̸ ∈ E k H 1 -almost every point in ((−r, y), (r, y)) is a Lebesgue point. Thus for almost every point in Q we have ρ ds,
Since u is differentiable almost everywhere, this implies that |∂ 1 u(x)| ρ(x) almost everywhere in Q. Letting r → ∞ and using the subadditivity we derive the same claim in all of R n . Finally the same argument applies in directions e 2 , . . . , e n as well, so we get |∇u(x)| √ nρ(x) for almost every x. Therefore |∇u| ∈ L p(·) (R n ) and so u ∈ W 1,p(·) (R n ).
To prove the inclusion W 1,p(·) (Ω) ⊂ N 1,p(·) (Ω) we need to show that every function in W 1,p(·) (Ω) has a weak upper gradient. But it follows as in [23, Theorem 4.2] that the distributional gradient is an upper gradient in R n . From this it follows that the same claim holds in Ω ⊂ R n using the argument of [23, Theorem 4.6] , taking into account Lemma 2.7. Proof. Let u ∈ M 1,p(·) (X). If u is continuous, we find as in [39, Lemma 4.7] that 4g is an upper gradient for u, where g is the Haj lasz gradient of u. Since continuous functions are dense in M 1,p(·) (X) by Theorem 3.9, we can approximate u ∈ M 1,p(·) (X) with continuous functions u i . Since u i → u, g i → g u , and N 1,p(·) (X) is a Banach space by Theorem 4.4, we find that 4g is an upper gradient of u.
Next let u ∈ N 1,p(·) (X), and let ρ be a weak upper gradient of u. Since by the definition ρ ∈ L p(·) (X), ρ is non-negative and X supports (1, 1)-Poincaré inequality, the inclusion M 1,p(·) (X) ⊃ N 1,p(·) (X) follows by Theorem 5.2. This completes the proof.
