Distributed Constrained Recursive Nonlinear Least-Squares Estimation:
  Algorithms and Asymptotics by Sahu, Anit Kumar et al.
1Distributed Constrained Recursive Nonlinear
Least-Squares Estimation: Algorithms and
Asymptotics
Anit Kumar Sahu, Student Member, IEEE, Soummya Kar, Member, IEEE,
Jose´ M. F. Moura, Fellow, IEEE and H. Vincent Poor, Fellow, IEEE
Abstract
This paper focuses on recursive nonlinear least squares parameter estimation in multi-agent networks, where
the individual agents observe sequentially over time an independent and identically distributed (i.i.d.) time-series
consisting of a nonlinear function of the true but unknown parameter corrupted by noise. A distributed recursive
estimator of the consensus+innovations type, namely CIWNLS, is proposed, in which the agents update their
parameter estimates at each observation sampling epoch in a collaborative way by simultaneously processing the
latest locally sensed information (innovations) and the parameter estimates from other agents (consensus) in the local
neighborhood conforming to a pre-specified inter-agent communication topology. Under rather weak conditions on the
connectivity of the inter-agent communication and a global observability criterion, it is shown that, at every network
agent, CIWNLS leads to consistent parameter estimates. Furthermore, under standard smoothness assumptions on
the local observation functions, the distributed estimator is shown to yield order-optimal convergence rates, i.e., as
far as the order of pathwise convergence is concerned, the local parameter estimates at each agent are as good as the
optimal centralized nonlinear least squares estimator that requires access to all the observations across all the agents
at all times. To benchmark the performance of the CIWNLS estimator with that of the centralized nonlinear least
squares estimator, the asymptotic normality of the estimate sequence is established, and the asymptotic covariance of
the distributed estimator is evaluated. Finally, simulation results are presented that illustrate and verify the analytical
findings.
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1. INTRODUCTION
The paper focuses on distributed nonlinear least squares estimation in distributed information settings. Each
agent in the network senses sequentially over time independent and identically distributed (i.i.d) time-series that
are (nonlinear) functions of the underlying vector parameter of interest corrupted by noise. To be specific, we are
interested in the design of recursive estimation algorithms to estimate a vector parameter of interest that are consistent
and order-optimal in the sense of pathwise convergence rate and such that their asymptotic error covariances are
comparable with that of the centralized weighted nonlinear least squares estimator1. The estimation algorithms we
design are recursive – they process the agents’ observations at all times as and when they are sensed, rather than
batch processing. This contrasts with centralized setups, where a fusion center has access to all the observations
across different agents at all times, i.e., the inter-agent communication topology is all-to-all or all-to-one. Centralized
estimators are burdened by high communication overheads, synchronization issues, and high energy requirements.
Moreover, there is the requirement of global model information, i.e., the fusion center requiring information about
the local models of all agents. All these make centralized estimation algorithms difficult to implement in multi-
agent distributed setups of the type considered in this paper, motivating us to revisit the problem of distributed
sequential parameter estimation. To accommodate energy constraints in many practical networked and wireless
settings, the inter-agent collaboration is limited to a pre-assigned possibly sparse communication graph. Moreover,
due to limited computation and storage capabilities of individual agents in a typical multi-agent networked setting,
we restrict to scenarios where individual agents are only aware of their local model information; hence, we allow
for heterogeneity among agents, with different agents possibly having different local sensing models and noise
statistics. This paper proposes a distributed recursive algorithm, namely, the CIWNLS (Consensus + innovations
Weighted Nonlinear Least Squares), which is of the consensus + innovations form [3]. We specifically focus on a
setting in which the agents make i.i.d observations sequentially over time, only possess local model information, and
update their parameter estimates by simultaneous assimilation of the information obtained from their neighboring
agents (consensus) and current locally sensed information (innovation). This justifies the name CIWNLS, which
is a distributed weighted nonlinear least squares (WNLS) type algorithm of the consensus + innovations form. To
replicate practical sensing environments accurately, we model the underlying vector parameter as a static parameter,
that takes values in a parameter set Θ ⊆ RM (possibly a strict subset of RM ). The dimension M is possibly large,
but the observation of any agent n is Mn dimensional with typically Mn  M in most applications; this renders
the parameter locally unobservable at each agent. The key assumptions concerning the sensing functions in this
1A centralized estimator has access to all agent data at all times and has sufficient computing ability to implement the classical weighted
nonlinear least squares estimator [1], [2] at all times.
3paper are required to hold only on the parameter set Θ and not on the entire space2 RM . The distributed sequential
estimation approach of the consensus + innovations form that we present accomplishes the following:
Consistency under global observability: We assume global observability3 and certain monotonicity properties of
the multi-agent sensing model, as well as the connectedness of the inter-agent communication graph. We show
that our recursive distributed estimator generates parameter estimate sequences that are strongly consistent (see,
[4], [5] for a detailed treatment on consistency) at each agent. Global observability is a minimal requirement for
consistency; in fact, it is necessary for consistency of centralized estimators as well.
Optimal pathwise convergence rate4: We show that the proposed distributed estimation algorithm CIWNLS
yields order-optimal pathwise convergence rate under certain smoothness conditions on the sensing model. These
conditions are standard in the recursive estimation literature and we require them to hold only on the parameter set
Θ. Even though recursive, our distributed estimation approach guarantees that the parameter estimates are feasible
at all times, i.e., they belong to the parameter set Θ. Further, the parameter estimates at each local agent n are as
good as the optimal centralized estimator as far as pathwise convergence rate is concerned. The key point to note
here is that, for the above order optimality to hold we need to only assume that the inter-agent communication
graph is connected irrespective of how sparse the link realizations are.
Asymptotic Normality: Under standard smoothness conditions on the sensing model, the proposed distributed
estimation algorithm CIWNLS is shown to yield asymptotically normal5 parameter estimate sequences (see, [4],
[5] for a detailed treatment on asymptotic normality). Distributed estimation does pay a price. The asymptotic
covariance of the proposed distributed estimator is not as efficient as that of the centralized estimator; nonetheless,
it shows the benefits of inter-agent collaboration. In absence of inter-agent collaboration, the parameter of interest
most likely is unobservable at each individual agent, and hence non-collaborative or purely decentralized procedures
will lead to divergence under the usual asymptotic normality scaling at the individual network agents.
Related Work: Distributed inference approaches addressing problems related to distributed estimation, parallel
computing, and optimization in multi-agent environments through interacting stochastic gradient and stochastic
approximation algorithms have been developed extensively in the literature –see, for example, early work [6]–[9].
Existing distributed estimation schemes in the literature can be broadly divided into three classes. The first class
includes architectures that are characterized by the presence of a fusion center (see, for example [10], [11]) that
2By taking the parameter set Θ = RM , the unconstrained parameter estimation problem can be addressed, and thus the setup in this paper
enables a richer class of formulations.
3Global observability corresponds to the centralized setting, where an estimator has access to the observations of all sensors at all times. The
assumption of global observability does not mean that each sensor is observable; rather, if there was a centralized estimator with simultaneous
access to all the sensor measurements, this centralized estimator would be able to reasonably estimate the underlying parameter. A more precise
definition is provided later in Assumption M2.
4By optimal pathwise convergence rate, we mean the pathwise convergence rate of the centralized estimator to the true underlying parameter
with noisy observations.
5An estimate sequence is asymptotically normal if its
√
t scaled error process, i.e., the difference between the sequence and the true parameter
converges in distribution to a normal random variable, where t refers to (discrete) time or equivalently the number of sampling epochs.
4receives the estimates or local measurements or their quantized versions from the network agents and performs
estimation. The second class involves single snapshot data collection (see, for example [12], [13]) followed by
distributed consensus or optimization protocols to fuse the initial estimates. In contrast to these classes, the third
class involves agents making observations sequentially over time and where inter-agent communication, limited to
arbitrary pre-assigned possibly sparse topologies, occurs at the same rate as sensing (see, for example [3], [14]–
[16]). Two representative schemes from the third class are consensus+innovations type [3], [17] and diffusion type
algorithms [16], [18]–[21]. Broadly speaking, these algorithms simultaneously assimilate a single round of neighbor-
hood information, consensus like in [8], [22]–[24], with the locally sensed latest information, the local innovation;
see for example consensus+innovation approaches for nonlinear distributed estimation [3], [25] and detection [26]–
[28]. A key difference between the diffusion algorithms discussed above and the consensus+innovations algorithms
presented in this paper is the nature of the innovation gains (the new information fusion weights). In the diffusion
framework, the innovation gains are taken to be constant, whereas, in the consensus+innovations schemes these are
made to decay over time in a controlled fashion. The constant innovation gains in the diffusion approaches facilitate
adaptation in dynamic parameter environments, but at the same time lead to non-zero residual estimation error at the
agents (see, for example, [16]), whereas the time-varying innovation weights in the consensus+innovations approach
ensure consistent parameter estimates at the agents. We also note that [29], [30] consider the problem of distributed
recursive least squares using constant step-size recursive distributed algorithms for the estimate update. In order to
ensure that their proposed algorithm is adaptive, the weights (the innovation gains) in their algorithm are static,
but the adaptivity comes at a loss in terms of accuracy, i.e., the algorithms result in asymptotic residual non-zero
mean square error. The observation model considered in [29], [30] is linear. In comparison, we consider a general
non-linear observation model and propose an algorithm of the consensus+innovations form, in which the innovation
gains are made to decay in a controlled manner so as to ensure consistency and almost sure convergence of the
sequence of parameter estimates. Other approaches for distributed inference in multi-agent networks have been
considered, see for example algorithms for network inference and optimization, networked LMS and variants [31]–
[36].
More recently, in [37]–[39] asymptotically efficient (in the sense of optimal asymptotic covariance and optimal decay
of estimation errors) consensus+innovations estimation procedures were presented for a wide class of distributed
parameter estimation scenarios including nonlinear models and settings with imperfect statistical model information.
In the context of the current paper, as the parameter belongs to a constrained set, we consider in addition a local
projection to ensure that the parameter estimate is feasible at all times. Distributed iterative algorithms that include
a (local) projection step have been proposed (see, for example, [40]) to ensure convergence in the context of
distributed optimization.
The consensus+innovations procedures generalize stochastic approximation (see [41] for an early work) to distributed
multi-agent networked settings. To achieve optimality (for instance, optimal decay of errors in a parameter estimation
setup), these algorithms are designed to have a mixed time-scale flavor. By mixed time-scale, we mean that the
inter-agent communication (consensus) occurs at the same rate as that of observation sampling or incorporation of
5the latest sensed information (innovation), however, the consensus and innovation terms in the iterative update are
weighed by two different weight sequences, which decay to zero in a controlled manner at different rates. (It is to
be noted that this mixed time-scale is different from stochastic approximation algorithms with coupling (see [42]),
where a quickly switching parameter influences the relatively slower dynamics of another state, leading to averaged
dynamics.) The consensus+innovations class of algorithms not only converges to the true value of the underlying
parameter, but also yields asymptotic efficiency, see, for example [37]. We also note that in [43], in the context
of optimization, methods pertaining to mixed time-scale stochastic approximation algorithms are developed, albeit
in the centralized context. The corresponding innovation term in the algorithm proposed in [43] is a martingale
difference term. However, in consensus+innovations algorithms, see [3], [37], and this work the innovation term is
not a martingale difference sequence and hence it is of particular interest to characterize the rate of convergence
of the innovation sequence to a martingale difference sequence, so as to establish convergence and consistency of
the parameter estimate sequence.
We contrast the current algorithm CIWNLS with the distributed estimation algorithm of the consensus+innovations
form developed in [39] for a very general nonlinear setup. In [39], strong consistency of the parameter estimate
sequence is established, and it is shown that the proposed algorithm is asymptotically efficient, i.e., its asymptotic
covariance is the same as that of the optimal centralized estimator. However, in [39], the smoothness assumptions
on the sensing functions need to hold on the entire parameter space, i.e., RM . In contrast, we consider here a
setup where the parameter belongs to a constrained set and the smoothness conditions on the sensing functions
need to hold only on the constrained parameter set; this allows the algorithm proposed in this paper, namely
CIWNLS, to be applicable to other types of application scenarios. Moreover, in [39] the problem setup needs
more detailed knowledge of the statistics of the noise processes involved, as it aims to obtain asymptotically
efficient (in that the agent estimates are asymptotically normal with covariance equal to the inverse of the associated
Fisher information rate) estimates for general statistical exponential families. In particular, to achieve asymptotic
efficiency, [39] develops a consensus+innovations type distributed recursive variant of the maximum likelihood
estimator (MLE) that requires knowledge of the detailed observation statistics. In contrast, in this paper, our setup
only needs knowledge of the noise covariances and the sensing functions. Technically speaking, for additive noisy
observation models, the weighted nonlinear squares estimation, the distributed version of which is proposed in
this paper, applies to fairly generic estimation scenarios, i.e., where observation noise statistics are unknown. In
a previous work [25], we considered a similar setup as used in this paper and proposed a consensus+innovations
type distributed estimation algorithm, where the parameter set is a compact convex subset of the M -dimensional
Euclidean space and established the consistency and order-optimality of the parameter estimate sequence. In this
paper, we not only establish the consistency and order-optimality of the parameter estimate sequence, but also the
asymptotic normality of the parameter estimate sequence.
Distributed inference algorithms have been applied to various other problems in the networked setting, such
as, distributed optimization and distributed detection. Distributed optimization in networked settings has been
considered, see for example [44]–[47] that established that distributed gradient or distributed subgradient based
6algorithms converge to the optimum solutions for a general class of optimization problems. Consensus+innovations
algorithms (see, [17] for example) have been proposed to address problems pertaining to networked inference and
networked optimization (see, [39], [48] for example). Distributed detection has been very popular of late, where
distributed inference algorithms of the third class, as discussed above, which assimilate information from neighbors
and current locally sensed observations at the same rate, have been extensively used. References [26]–[28] use large
deviations theory to find decay rates of error probabilities for distributed detectors of the consensus+innovations
type; see also subsequent work [49], [50] that study similar problems for the class of diffusion algorithms.
Paper Organization: The rest of the paper is organized as follows. The notation to be used throughout the paper is
presented in Section 1-A, where spectral graph theory is also reviewed. The multi-agent sensing model is described
in Section 2, where we also review some classical concepts on estimation theory. Section 3 presents the proposed
distributed parameter estimation algorithm CIWNLS. The main results of this paper concerning the consistency
and the asymptotic normality of the parameter estimate sequence are provided in Section 4. Section 5 presents
the simulation results. The proof of the main results of this paper are provided in Section 6. Finally, Section 7
concludes the paper and discusses future research avenues.
A. Notation
We denote by R the set of reals, by R+ the set of non-negative reals, and by Rk the k-dimensional Euclidean
space. The set of k × k real matrices is denoted by Rk×k. The set of integers is Z, whereas, Z+ is the subset of
non-negative integers. Vectors and matrices are in bold faces; Aij or [A]ij the (i, j)-th entry of a matrix A; ai or
[a]i the i-th entry of a vector a. The symbols I and 0 are the k × k identity matrix and the k × k zero matrix,
respectively, the dimensions being clear from the context. The vector ei is the i-th column of I. The symbol >
stands for matrix transpose. The determinant and trace of a matrix are det(.) and tr(.), respectively. The k × k
matrix J = 1k11
>, where 1 is the k×1 vector of ones. The operator ⊗ denotes the Kronecker product. The operator
||.|| applied to a vector is the standard Euclidean L2 norm, while when applied to matrices stands for the induced
L2 norm, which is equivalent to the spectral radius for symmetric matrices. The cardinality of a set S is |S|.
Throughout the paper, we assume that all random objects are defined on a common measurable space (Ω,F)
equipped with a filtration (sequence of increasing sub-σ-algebras of F) {Ft} (see [51]). The true (but unknown)
value of the parameter is denoted by θ. For the true but unknown parameter value θ, probability and expectation
on the measurable space (Ω,F) are written as Pθ [·] and Eθ [·], respectively. A stochastic process {zt} is said to
be adapted to a filtration {Gt} or {Gt}-adapted if zt is measurable with respect to (w.r.t.) the σ-algebra Gt for all
t. All inequalities involving random variables are to be interpreted almost surely (a.s.).
For deterministic R+-valued sequences {at} and {bt}, the notation at = O(bt) implies the existence of a constant
c > 0 such that at ≤ cbt for all t sufficiently large; the notation at = o(bt) denotes at/bt → 0 as t → ∞. The
order notations O(·) and o(·) will be used in the context of stochastic processes as well in which case they are to
be interpreted almost surely or pathwise.
7Spectral graph theory: The inter-agent communication network is an undirected simple connected graph G =
(V,E), with V = [1 · · ·N ] and E denoting the set of agents (nodes) and communication links, see [52]. The
neighborhood of node n is
Ωn = {l ∈ V | (n, l) ∈ E} . (1)
The node n has degree dn = |Ωn|. The structure of the graph is described by the N × N adjacency matrix,
A = A> = [Anl], Anl = 1, if (n, l) ∈ E, Anl = 0, otherwise. Let D = diag (d1 · · · dN ). The graph Laplacian
L = D−A is positive definite, with eigenvalues ordered as 0 = λ1(L) ≤ λ2(L) ≤ · · · ≤ λN (L). The eigenvector
of L corresponding to λ1(L) is (1/
√
N)1N . The multiplicity of its zero eigenvalue equals the number of connected
components of the network; for a connected graph, λ2(L) > 0. This second eigenvalue is the algebraic connectivity
or the Fiedler value of the network (see [53] for instance).
2. SENSING MODEL AND PRELIMINARIES
Let θ ∈ Θ (to be specified shortly) be an M -dimensional (vector) parameter that is to be estimated by a network
of N agents. We specifically consider a discrete time system. Each agent n at time t makes a noisy observation
yn(t) that is a noisy function (nonlinear) of the parameter. Formally, the observation model for the n-th agent is
given by
yn(t) = fn(θ) + ζn(t), (2)
where fn(·) is, in general, a non-linear function, {yn(t)} is a RMn -valued observation sequence for the n-th agent
and for each n, {ζn(t)} is a zero-mean temporally independent and identically distributed (i.i.d.) noise sequence with
nonsingular covariance matrix Rn, such that, ζn(t) is Ft+1-adapted and independent of Ft. In typical application
scenarios, the observation at each agent is low-dimensional, i.e., Mn M , and usually a function of only a subset
of the M components of θ, i.e., agent n observes a function of Kn components of θ with Kn M , which most
likely entails that the parameter of interest θ is locally unobservable at the individual agents. Hence, to achieve a
reasonable estimate of the parameter θ, it is necessary for the agents to collaborate through inter-agent message
passing schemes.
Since, the sources of randomness in our formulation are the observations yn(t)’s by the agents, the filtration {Ft}
(introduced in Section 1-A) may be taken to be the natural filtration generated by the random observations, i.e.,
Ft = σ
({
{yn(s)}Nn=1
}t−1
s=0
)
, (3)
which is the σ-algebra induced by the observation processes.
To motivate our distributed estimation approach (presented in Section 3) and benchmark its performance with respect
to the optimal centralized estimator, we now review some concepts from centralized estimation theory.
Centralized weighted nonlinear least-squares (WNLS) estimation. Consider a network of agents where a
hypothetical fusion center has access to the observations made by all the agents at all times and then conducts the
estimation scheme. In such scenarios, one of the most widely used estimation approaches is the weighted nonlinear
8least squares (WNLS) (see, for example, [1]). The WNLS is applicable to fairly generic estimation scenarios,
for instance, even when the observation noise statistics are unknown, which precludes other classical estimation
approaches such as the maximum likelihood estimation. We discuss below some useful theoretical properties of
WNLS like, in case the observation noise is Gaussian, it coincides with the (asymptotically) efficient maximum
likelihood estimator. To formalize, for each t, define the cost function
Qt (z) =
t∑
s=0
N∑
n=1
(yn(s)− fn(z))>R−1n (yn(s)− fn(z)) , (4)
where Rn denotes the positive definite covariance of the measurement noise ζn(t). The WNLS estimate θ̂t of θ
at each time t is obtained by minimizing the cost functional Qt(·),
θ̂t ∈ argminz∈ΘQt(z). (5)
Under rather weak assumptions on the sensing model (stated below), the existence and asymptotic behavior of
WNLS estimates have been analyzed in the literature.
Assumption M1. The set Θ is a closed convex subset of RM with non-empty interior int(Θ) and the true (but
unknown) parameter θ ∈ int(Θ).
Assumption M2. The sensing model is globally observable, i.e., any pair θ, θ´ of possible parameter instances in
Θ satisfies
N∑
n=1
∥∥∥fn(θ)− fn(θ´)∥∥∥2 = 0 (6)
if and only if θ = θ´.
Assumption M3. The sensing function fn(.) for each n is continuously differentiable in the interior int(Θ) of the
set Θ. For each θ in the set Θ, the matrix Γθ that is given by
Γθ =
1
N
N∑
n=1
∇fn (θ) R−1n ∇f>n (θ) , (7)
where ∇f denotes the gradient of f(·), is invertible.
Smoothness conditions on the sensing functions, such as the one imposed by assumption M3 is common in the
literature addressing statistical inference algorithms in non-linear settings. Note that the matrix Γθ is well defined
at the true value of the parameter θ as θ ∈ int(Θ) and the continuous differentiability of the sensing functions hold
for all θ ∈ int(Θ).
Assumption M4. There exists 1 > 0, such that, for all n, Eθ
[
‖ζn(t)‖2+1
]
<∞.
9The following classical result characterizes the asymptotic properties of (centralized) WNLS estimators.
Proposition 2.1. ([1]) Let the parameter set Θ be compact and the sensing function fn(·) be continuous on Θ for
each n. Then, a WNLS estimator of θ exists, i.e., there exists an {Ft}-adapted process {θ̂t} such that
θ̂t ∈ argminz∈ΘQt(z), ∀t. (8)
Moreover, if the model is globally observable, i.e., Assumption M2 holds, the WNLS estimate sequence {θ̂t} is
consistent, i.e.,
Pθ
(
lim
t→∞ θ̂t = θ
)
= 1. (9)
Additionally, if Assumption M3 holds, the parameter estimate sequence is asymptotically normal, i.e.,
√
t+ 1
(
θ̂t − θ
)
D
=⇒ N (0,Σc) , (10)
where
Σc = (NΓθ)
−1
, (11)
Γθ is as given by (7) and
D
=⇒ refers to convergence in distribution (weak convergence).
The WNLS estimator, apart from needing a fusion center that has access to the observations across all agents at
all times, also incorporates a batch data processing as implemented in (5). To mitigate the enormous communi-
cation overhead incurred in (5), much work in the literature has focused on the development of sequential albeit
centralized estimators that process the observations y(t) across agents in a recursive manner. Under additional
smoothness assumptions on the local observation functions fn(·)’s, recursive centralized estimators of the stochastic
approximation type have been developed by several authors, see, for example, [54]–[58]. Such centralized estimators
require a fusion center that process the observed data in batch mode or recursive form. The fusion center receives
the entire set of agents’ observations, {yn(t)}, n = 1, 2, 3, · · · , N, at all times t. Moreover, both in the batch and
the recursive processing form, the fusion center needs global model information in the form of the local observation
functions fn(·)’s and the observation noise statistics, i.e., the noise covariances Rn’s across all agents. In contrast,
this paper develops collaborative distributed estimators of θ at each agent n of the network, where each agent n
has access to its local sensed data yn(t) only and local model information, i.e., its own local sensing function
fn(·) and noise covariance Rn. To mitigate the communication overhead, we present distributed message passing
schemes in which agents, instead of forwarding raw data to a fusion center, participate in a collaborative iterative
process to estimate the underlying parameter θ. The agents also maintain a copy of their local parameter estimate
that is updated by simultaneously processing local parameter estimates from their neighbors and the latest sensed
information. To obtain a good parameter estimate with such localized communication, we propose a distributed
estimator that incorporates neighborhood information mixing and local data processing simultaneously (at the same
rate). Such estimators are referred to as consensus + innovations estimators, see [3], for example.
10
3. A DISTRIBUTED ESTIMATOR : CIWNLS
We state formally assumptions pertaining to the inter-agent communication and additional smoothness conditions
on the sensing functions required in the distributed setting.
Assumption M5. The inter-agent communication graph is connected, i.e., λ2(L) > 0, where L denotes the
associated graph Laplacian matrix.
Assumption M6. For each n, the sensing function fn(·) is Lipschitz continuous on Θ, i.e., for each agent n, there
exists a constant kn > 0 such that
‖fn (θ)− fn (θ∗)‖ ≤ kn ‖θ − θ∗‖ , (12)
for all θ,θ∗ ∈ Θ.
Distributed algorithm. In the proposed implementation, each agent n updates at each time t its estimate sequence
{xn(t)} and an auxiliary sequence {x̂n(t)} using a two-step collaborative procedure; specifically, 1) x̂n(t) is
updated by a consensus+innovations rule and, subsequently, 2) a local projection to the feasible parameter set Θ
updates xn(t). Formally, the overall update rule at an agent n corresponds to
x̂n(t+ 1) = xn(t)− βt
∑
l∈Ωn
(xn(t)− xl(t))︸ ︷︷ ︸
neighborhood consensus
− αt (∇fn(xn(t))) R−1n (fn(xn(t))− yn(t))︸ ︷︷ ︸
local innovation
(13)
and
xn(t+ 1) = PΘ[x̂n(t+ 1)], (14)
where : Ωn is the communication neighborhood of agent n (determined by the Laplacian L); ∇fn(·) is the gradient
of fn, which is a matrix of dimension M×Mn, with the (i, j)-th entry given by ∂[fn(xn(t))]j∂[xn(t)]i ; PΘ[·] the projection
operator corresponding to projecting6 on Θ; and {βt} and {αt} are consensus and innovation weight sequences
given by
βt =
b
(t+ 1)δ1
, αt =
a
t+ 1
, (15)
where a, b > 0, 0 < δ1 < 1/2− 1/(2 + 1) and 1 was defined in Assumption M4.
The update in (13) can be written in a compact manner as follows:
x̂(t+ 1) = x(t)− βt (L⊗ IM ) x(t)
+ αtG(x(t))R
−1 (y(t)− f (x(t))) , (16)
6The projection on Θ is unique under assumption M1.
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where: x(t)> = [x1(t)> · · ·xN (t)>]; x̂(t)> = [x̂1(t)> · · · x̂N (t)>], f(x(t)) =
[
f1(x1(t))
> · · · fN (xN (t))>
]>
;
R−1 = diag
[
R−11 , · · · ,R−1N
]
; and G (x(t)) = diag [∇f1 (x1(t)) , · · · ,∇fN (xN (t))]. We refer to the parameter
estimate update in (14) and the projection in (15) as the CIWNLS (Consensus + innovations Weighted Nonlinear
Least Squares) algorithm.
Remark 3.1. The parameter update is recursive and distributed in nature and hence is an online algorithm.
Moreover, the projection step in (14) ensures that the parameter estimate sequence {xn(t)} is feasible and belongs
to the parameter set Θ at all times t.
Methods for analyzing the convergence of distributed stochastic algorithms of the form (13)-(16) and variants were
developed in [3], [37]–[39]. The key is to obtain conditions that ensure the existence of appropriate stochastic
Lyapunov functions. To enable this, we propose a condition on the sensing functions (standard in the literature of
general recursive procedures) that guarantees the existence of such Lyapunov functions and, hence, the convergence
of the distributed estimation procedure.
Assumption M7. The following aggregate strict monotonicity condition holds: there exists a constant c1 > 0 such
that for each pair θ, θ´ in Θ we have that
N∑
n=1
(
θ − θ´
)>
(∇fn(θ)) R−1n
(
fn(θ)− fn(θ´)
)
≥ c1
∥∥∥θ − θ´∥∥∥2 . (17)
In this paper, we assume that the noise covariances are known apriori. However, in scenarios where the noise
covariances are not known apriori, in order to verify Assumption M7, only the gradient ∇fn (·) needs to be
computed. In case of unknown noise distribution, i.e., unknown noise covariance, the first few observations can
be used to estimate the noise covariance so as to get a reasonable estimate of the inverse noise covariance. The
estimated noise covariance can then be used to verify the assumption.
Remark 3.2. We comment on the Assumption M1-M7. Assumptions M1-M4 are classical with respect to the
WNLS convergence. Assumption M6 specifies some smoothness conditions of the non-linear sensing functions. The
smoothness conditions aid in establishing the consistency of the recursive CIWNLS algorithm. The classical WNLS
is usually posed in a non-recursive manner, while the distributed algorithm we propose in this paper is recursive
and hence, to ensure convergence we need Lyapunov type conditions, which in turn is specified by Assumption M7.
Moreover, Assumptions M6-M7 are only sufficient conditions. The key assumptions to establish our main results,
Assumptions M1, M2, M6, and M7 are required to hold only in the parameter set Θ and need not hold globally in
the entire space RM . This allows our approach to apply to very general nonlinear sensing functions. For example,
for functions of the trigonometric type (see Section 5 for an illustration), properties such as the strict monotonicity
condition in M7 hold in the fundamental period, but not globally. As another specific instance, if the fn(·)’s are
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linear7, condition (6) in Assumption M2, reduces to
∑N
n=1 F
>
nR
−1
n Fn being full rank (and hence positive definite).
The monotonicity condition in Assumption M7 in this context coincides with Assumption M2, i.e., it is trivially
satisfied by the positive definiteness of the matrix
∑N
n=1 F
>
nR
−1
n Fn. Asymptotically efficient distributed parameter
estimation schemes for the general linear model have been developed in [37], [38].
4. MAIN RESULTS
This section states the main results. The first concerns the consistency of the estimate sequence in the CIWNLS
algorithm; the proof is in Section 6-A.
Theorem 4.1. Let assumptions M1-M2 and M4-M7 hold. Furthermore, assume that the constant a in (15) satisfies
ac1 ≥ 1, (18)
where c1 is defined in Assumption M7. Consider the sequence {xn(t)} generated by (14)-(15) at each agent n.
Then, for each n, we have
Pθ
(
lim
t→∞(t+ 1)
τ‖xn(t)− θ‖ = 0
)
= 1 (19)
for all τ ∈ [0, 1/2). In particular, the estimate sequence generated by the distributed algorithm (13)-(16) at any
agent n is consistent, i.e., xn(t)→ θ a.s. as t→∞.
At this point, we note that the convergence in Theorem 4.1 is order-optimal, in that standard arguments in
(centralized) estimation theory show that in general there exists no τ ≥ 1/2 such that a centralized WNLS estimator
{θ̂t} satisfies (t+ 1)τ‖θ̂t − θ‖ → 0 a.s. as t→∞.
The next result establishes the asymptotic normality of the parameter estimate sequence {xn(t)} and characterizes
the asymptotic covariance of the proposed CIWNLS estimator. This can be benchmarked with the asymptotic
covariance of the centralized WNLS estimator. We direct the reader to Section 6-B for a proof of Theorem 4.2.
Theorem 4.2. Let the assumptions M1-M7 hold. Assume that in addition to assumption M1, the parameter set Θ
is a bounded set. Furthermore, let a defined in (15) satisfy
a > max
{
1
c1
,
1
2 infθ∈Θ Λθ,min
}
, (20)
where c1 is defined in Assumption M7, Λθ and Λθ,min denote respectively the diagonal matrix of eigenvalues and
the minimum eigenvalue of Γθ, with Γθ defined in (7). Then, for each n, the parameter estimate sequence at agent
n, {xn(t)}, under Pθ satisfies the following asymptotic normality condition,
√
t+ 1 (xn(t)− θ) D=⇒ N (0,Σd) , (21)
where
Σd =
aI
2N
+
(
NΓθ − NI2a
)−1
4
, (22)
7To be specific, fn (θ) is then given by Fnθ, where Fn is the sensing matrix with dimensions Mn ×M .
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and D=⇒ refers to convergence in distribution (weak convergence).
As the parameter set Θ is a bounded set in Theorem 4.2, in addition to being a closed set as in Assumption M1, we
have that Θ is compact and hence infθ∈Θ Λθ,min = minθ∈Θ Λθ,min, i.e., the infimum is attained. Moreover, from
Assumption M3, we have that the matrix Γθ is invertible ∀θ ∈ Θ and hence infθ∈Θ Λθ,min > 0. Further, under
the assumption that a > 12 infθ∈Θ Λθ,min , the difference of the asymptotic covariance of the distributed estimator and
that of the centralized estimator, i.e., the matrix aI2N +
(Γθ− I2a )
−1
4N − (NΓθ)−1, is positive semidefinite. The above
claim can be established by comparing the i-th eigenvalue of the asymptotic covariance of the distributed estimator
with that of the centralized estimator, as both the covariance matrices are simultaneously diagonalizable, i.e., have
the same set of eigenvectors. To be specific,
a2Λ2θ,ii − 2aΛθ,ii + 1 ≥ 0
⇒ 1
Λθ,ii
≤ a
2Λθ,ii
2aΛθ,ii − 1
⇒ 1
NΛθ,ii
≤ a
2Λθ,ii
2aNΛθ,ii −N , (23)
which holds for all i = 1, 2, · · · , N .
We now benchmark the asymptotic covariance of the proposed estimator CIWNLS with that of the optimal
centralized estimator. From Assumption M6, we have for all θ ∈ Θ
‖Γθ‖ ≤ max
n=1,··· ,N
k2n
∥∥R−1n ∥∥ = k∗max, (24)
where kn is defined in Assumption M6. Moreover, from the hypotheses of Theorem 4.2 we have that Λθ,min > 12a ,
for all θ ∈ Θ. Thus, we have the following characterization of the eigenvalues for the matrix Γθ for all θ ∈ Θ,
1
2a
< Λθ,ii ≤ k∗max, (25)
for all i. The difference of the i-th eigenvalue of the asymptotic covariance of the distributed estimator and the
centralized estimator Λd,i, is given by Λd,i =
(aΛθ,ii−1)2
NΛθ,ii(2aΛθ,ii−1) . Now, we consider two cases. Specifically, if the
condition
k∗max > max
{
1
c1
,
1
2 infθ∈Θ Λθ,min
}
, (26)
is satisfied, then a can be chosen to be a < 1/k∗min, and then we have,
1
2a
< Λθ,ii ≤ 1
a
. (27)
It is to be noted that the function h(x) = (ax−1)
2
Nx(2ax−1) is non-increasing in the interval
(
1
2a ,
1
a
)
. Hence, we have that
‖Σd −Σc‖ = (aΛθ,min − 1)
2
NΛθ,min (2aΛθ,min − 1) , (28)
where,
max
{
1
c1
,
1
2 infθ∈Θ Λθ,min
}
< a <
1
k∗max
. (29)
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In the case, when the condition in (26) is violated, we have that,
‖Σd −Σc‖
= max
{ (
aΛθ,min − 1
)2
NΛθ,min
(
2aΛθ,min − 1
) , (aΛθ,max − 1)2
NΛθ,max (2aΛθ,max − 1)
}
≤ max
{ (
aΛθ,min − 1
)2
NΛθ,min
(
2aΛθ,min − 1
) , (ak∗max − 1)2
Nk∗max (2ak∗max − 1)
}
, (30)
where Λθ,max denotes the largest eigenvalue of Γθ. Note that the proposition in (30) is equivalent to (28), when the
condition in (26) is satisfied. Hence, for all feasible choices of a, which are in turn given by (20), the characterization
in (30) holds.
The above mentioned findings can be precisely stated in the form of the following corollary:
Corollary 4.3. Let the hypothesis of Theorem 4.2 hold. Then, we have,
‖Σd −Σc‖
≤ max
{
(aΛθ,min − 1)2
NΛθ,min (2aΛθ,min − 1) ,
(ak∗max − 1)2
Nk∗max (2ak∗max − 1)
}
, (31)
where Σd and Σc are defined in (22) and (11), respectively.
Furthermore, as noted above that the difference of the asymptotic covariance of the distributed estimator and that
of the centralized estimator is positive semi-definite. (This is intuitively expected, as a distributed procedure may
not outperform a well-designed centralized procedure.) The inefficiency of the distributed estimator with respect to
the centralized WNLS estimator, as far as the asymptotic covariance is concerned, is due to the use of suboptimal
innovation gains (see, for example (13)) used in the parameter estimate update. An optimal innovation gain sequence
would require the knowledge of the global model information, i.e., the sensing functions and the noise covariances
across all the agents. (See Remark 4.3 below for a detailed discussion.) Though the distributed estimation scheme is
suboptimal with respect to the centralized estimator as far as the asymptotic covariance is concerned, its performance
is significantly better than the non-collaborative case, i.e., in which agents perform estimation in a fully decentralized
or isolated manner. In particular, since the agent sensing models are likely to be locally unobservable for θ, the
asymptotic covariances in the non-collaborative scenario may diverge due to non-degeneracy.
Remark 4.4. In this context, we briefly review the methodology adopted in [39] to achieve asymptotically efficient
distributed estimators for general standard statistical exponential families. The asymptotic efficiency of the estimator
proposed in [39] is a result of a certainty-equivalence type distributed optimal gain sequence generated through
an auxiliary consistent parameter estimate sequence (see, for example Section III.A. in [39]). The generation of
the auxiliary estimate sequence comes at the cost of more communication and computation complexity as two other
parallel recursions run in addition to the parameter estimate recursion. To be specific, the adaptive gain refinement,
which is the key for achieving asymptotic efficiency, involves communication of the gain matrices that belong to
the space RM×M . Moreover, in a setting like the one considered in this paper, where the parameter belongs to a
closed convex subset Θ ∈ RM , the parameter estimate at all times provided by the algorithm in [39] might not be
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Fig. 1: Network Deployment of 10 agents
feasible. In contrast, the communication and computation complexity in CIWNLS is significantly lower than that
of the algorithm proposed in [39]. The price paid by CIWNLS is the lower asymptotic performance as measured
in terms of the asymptotic covariance as we discuss next.
We compare the computational and communication overhead of CIWNLS and of the algorithm in [39]. For
simplicity, we consider a d-regular communication graph with every agent connected to d other agents. We
compute the computation and communication overhead agent wise. In one sampling epoch, an agent in CIWNLS
communicates M -dimensional parameter estimates to its neighbors, i.e., the communication overhead is Md. In
the algorithm proposed in [39] (see, (8)-(11) in Section III.A), an agent not only communicates its auxiliary and
optimal parameter estimates but also its gain matrix, to its neighbors, with the communication overhead 2Md+M2d.
With respect to the computational overhead, in every sampling epoch the number of computations in CIWNLS at
agent n is given by O (MnM +M(d+ 1)). The maximum computational overhead across all agents is thus given
by maxn=1,··· ,N O (MnM +M(d+ 1)). In comparison, the number of computations at any agent in the algorithm
proposed in [39] is given by O
(
M3 + 2M2(d+ 1) + 2M(d+ 1)
)
. Thus, the communication and computational
complexity of the proposed algorithm is much lower than that of the algorithm proposed in [39], at the cost of
suboptimal asymptotic estimation error covariances.
5. SIMULATIONS
We generate a random geometric network of 10 agents, shown in Figure 1. The x coordinates and the y coordinates
of the agents are sampled from a uniform distribution on the interval [0, 1]. We link two vertices by an edge if the
distance between them is less than or equal to g = 0.4. We go on re-iterating this procedure until we get a connected
graph. We choose the parameter set Θ to be Θ =
[−pi4 , pi4 ]5 ∈ R5. This choice of Θ conforms with Assumption
M1. The sensing functions are chosen to be certain trigonometric functions as described below. The underlying
parameter is 5 dimensional, θ = [θ1, θ2, θ3, θ4, θ5]. The sensing functions across different agents are given by,
f1(θ) = sin(θ1 +θ2), f2(θ) = sin(θ3 +θ2), f3(θ) = sin(θ3 +θ4), f4(θ) = sin(θ4 +θ5), f5(θ) = sin(θ1 +θ5), f6(θ) =
sin(θ1 + θ3), f7(θ) = sin(θ4 + θ2), f8(θ) = sin(θ3 + θ5), f9(θ) = sin(θ1 + θ4) and f10(θ) = sin(θ1 + θ5).
Clearly, the local sensing models are unobservable, but collectively they are globally observable since, in the
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parameter set Θ under consideration, sin(·) is one-to-one and the set of linear combinations of the θ components
corresponding to the arguments of the sin(·)’s constitute a full-rank system for θ. Hence, the sensing model
conforms to Assumption M2. The agents make noisy scalar observations where the observation noise process is
Gaussian and the noise covariance is given by R = 2I10. The true (but unknown) value of the parameter is taken
to be θ = [pi/6, −pi/7, pi/12, −pi/5, pi/16]. It is readily verified that this sensing model and the parameter set
Θ =
[−pi4 , pi4 ]5 satisfy Assumptions M3-M7. The projection operator PΘ onto the set Θ defined in (14) is given
by,
[xn(t)]i =

pi
4 [x̂n(t)]i ≥ pi4
[x̂n(t)]i
−pi
4 < [x̂n(t)]i <
pi
4
−pi
4 [x̂n(t)]i <
−pi
4 ,
(32)
for all i = 1, · · · ,M .
The sensing model is motivated by distributed static phase estimation in smartgrids. For a more complete treatment
of the classical problem of static phase estimation in power grids, we direct the reader to [59]. Coming back to
the current context, to be specific, the physical grid can be modeled as a network with the loads and generators
being the nodes (vertices), while the transmission lines being the edges, and the sensing model reflects the power
flow equations. The goal of distributed static phase estimation is to estimate the vector of phases from line flow
data. The interested reader is directed to Section IV.D of [3] for a detailed treatment of distributed static phase
estimation.
We carry out 250 Monte-Carlo simulations for analyzing the convergence of the parameter estimates and their
asymptotic covariances. The estimates are initialized to be 0, i.e., xn(0) = 0 for n = 1, · · · , 5. The normalized
error for the n-th agent at time t is given by the quantity ‖xn(t)− θ‖ /5. Figure 2 shows the normalized error
at every agent against the time index t. We compare it with the normalized error of the centralized estimator in
Figure 2. We note that the errors converge to zero as established in Theorem 4.1. The decrease in error is rapid
in the beginning and slows down with increasing t; this is a consequence of the decreasing weight sequences {αt}
and {βt}. Finally, in Fig. 3 we compare the asymptotic variances of our scheme and that of the centralized WNLS
estimator. For the distributed estimator CIWNLS and for each n, Fig. 3 plots the quantities (t + 1) ‖xn(t)− θ‖2
averaged over the Monte-Carlo trials. By Theorem 4.2, this quantity is expected to converge to the trace of the
asymptotic covariance Σd of the CIWNLS, i.e., tr(Σd), the same for all n. We also simulate the centralized WNLS
and plot the scaled error (t+ 1)
∥∥∥θ̂(t)− θ∥∥∥2 averaged over the Monte-Carlo trials. Similarly, from Proposition 2.1
we have that Eθ
[
(t+ 1)
∥∥∥θ̂(t)− θ∥∥∥2] → tr (Σc). In this simulation setup, tr (Σc) and tr (Σd) are evaluated to be
3.6361 and 5.4517, respectively, a loss of about 1.76 dB. From the simulation experiment conducted above, the
experimental values of tr (Σc) and tr (Σd) are found to be 3.9554 and 5.6790 respectively. These experimental
findings verify the conclusions of Theorem 4.2.
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Fig. 3: Asymptotic variance at each agent
6. PROOF OF MAIN RESULTS
In this section, we provide the proofs of Theorems 4.1 and 4.2.
A. Proof of Theorem 4.1
Proof: The proof of Theorem 4.1 is accomplished in three steps. First, we establish the boundedness of the
estimate sequence followed by proving the strong consistency of the estimate sequence {xn(t)} and then in the
sequel we establish the rate of convergence of the estimate sequence to the true underlying parameter. We follow
the basic idea developed in [39].
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Lemma 6.1. Let the hypothesis of Theorem 4.1 hold. Then, for each n, the process {xn(t)} satisfies
Pθ
(
sup
t≥0
‖x(t)‖ <∞
)
= 1. (33)
Proof: The proof is built around a similar framework as the proof of Lemma IV.1 in [39] with appropriate
modifications to take into account the state-dependent nature of the innovation gain and the projection operator
used in (15). Define the process {z(t)} as follows z(t) = x(t)− 1N ⊗ θ where θ denotes the true (but unknown)
parameter. Note the following recursive relationship:
x̂(t+ 1)− 1N ⊗ θ = z(t)− βt(L⊗ IM )z(t)
+ αtG (x(t)) R
−1 (y(t)− f(x(t))) , (34)
which further implies that,
x̂(t+ 1)− 1N ⊗ θ = z(t)− βt(L⊗ IM )z(t)
+ αtG (x(t)) (y(t)− f (1N ⊗ θ))
− αtG (x(t)) R−1 (f (x(t))− f (1N ⊗ θ)) . (35)
In the above, we have used a basic property of the Laplacian L,
(L⊗ IM ) (1N ⊗ θ) = 0, (36)
Since the projection is onto a convex set it is non-expansive. It follows that the inequality
‖xn(t+ 1)− θ‖ ≤ ‖x̂n(t+ 1)− θ‖ (37)
holds for all n and t. Taking norms on both sides of (34) and using (37), we have,
‖z(t+ 1)‖2 ≤ ‖z(t)‖2 − 2βtz>(t) (L⊗ IM ) z(t)
− 2αtz>(t)G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))
+ β2t z
>(t) (L⊗ IM )2 z(t)
+ 2αtβtz
>(t) (L⊗ IM ) G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))
+ α2t
∥∥G (x(t)) R−1 (y(t)− f (1N ⊗ θ))∥∥2
+ α2t
∥∥G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))∥∥2
+ 2αtz
>(t)G (x(t)) R−1 (y(t)− f(1N ⊗ θ))
+ 2α2t (y(t)− f(1N ⊗ θ))>R−1G> (x(t))
×G (x(t)) R−1 (f (1N ⊗ θ)− f (x(t))) . (38)
Consider the orthogonal decomposition
z = zc + zc⊥, (39)
where zc denotes the projection of z to the consensus subspace C = {z ∈ RMN |z = 1N ⊗a, for some a ∈ RM}. From
(2), we have that,
Eθ [y(t)− f (1N ⊗ θ)] = 0. (40)
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Consider the process
V2(t) = ‖z(t)‖2 . (41)
Using conditional independence properties, we have,
Eθ[V2(t+ 1)|Ft] ≤ V2(t) + β2t z>(t)
(
L⊗ IM
)2
z(t)
+ α2tEθ
[∥∥G (x(t)) R−1 (y(t)− f (1N ⊗ θ))∥∥2]
− 2βtz>(t)
(
L⊗ IM
)
z(t)
− 2αtz>(t)G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))
+ 2αtβtz
>(t)
(
L⊗ IM
)
G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))
+ α2t
∥∥∥(f (x(t))− f (1N ⊗ θ))>G> (x(t)) R−1∥∥∥2 . (42)
We use the following inequalities ∀t ≥ t1,
z>(t) (L⊗ IM )2 z(t)
(q1)
≤ λ2N (L)||zC⊥(t)||2;
z>(t)G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ)) ≥ c1||z(t)||2
(q2)
≥ 0;
z>(t) (L⊗ IM ) z(t)
(q3)
≥ λ2(L) ‖zC⊥(t)‖2 ;
z>(t) (L⊗ IM ) G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))
(q4)
≤ c2 ‖z(t)‖2 , (43)
for c1 as defined in Assumption M7 and a positive constant c2. Inequalities (q1) and (q4) follow from the
properties of the Laplacian. Inequality (q2) follows from Assumption M7 and (q4) follows from Assumption M6
since we have that ‖∇fn (xn(t))‖ is uniformly bounded from above by kn for all n and hence, we have that
‖G (x(t))‖ ≤ maxn=1,··· ,N kn. We also have
Eθ
[∥∥G (x(t)) R−1 (y(t)− f (1N ⊗ θ))∥∥2] ≤ c4, (44)
for some constant c4 > 0. In (44), we use the fact that the noise process under consideration has finite covariance.
We also use the fact that ‖G (x(t))‖ ≤ maxn=1,··· ,N kn, which in turn follows from Assumption M5. We further
have that, ∥∥G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))∥∥2 ≤ c3 ‖z(t)‖2 , (45)
where c3 > 0 is a constant. It is to be noted that (45) follows from the Lipschitz continuity in Assumption M5
and the result that ‖G (x(t))‖ ≤ maxn=1,··· ,N kn. Using (42)-(45), we have,
Eθ[V2(t+ 1)|Ft] ≤
(
1 + c5
(
αtβt + α
2
t
))
V2(t)
− c6(βt − β2t )||xC⊥(t)||2 + c4α2t , (46)
for some positive constants c5 and c6. As β2t goes to zero faster than βt, ∃t2 such that ∀t ≥ t2, βt ≥ β2t . Hence
∃t2 and ∃τ1, τ2 > 1 such that for all t ≥ t2
c5
(
αtβt + α
2
t
) ≤ c7
(t+ 1)τ1
= γt and c4α2t ≤ c8
(t+ 1)τ2
= γˆt, (47)
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where c7, c8 > 0 are constants. By the above construction we obtain ∀t ≥ t2,
Eθ∗ [V2(t+ 1)|Ft] ≤ (1 + γt)V2(t) + γˆt, (48)
where the positive weight sequences {γt} and {γˆt} are summable i.e.,∑
t≥0
γt <∞,
∑
t≥0
γˆt <∞. (49)
By (49), the product
∏∞
s=t(1 + γs) exists for all t. Now let {W (t)} be such that
W (t) =
( ∞∏
s=t
(1 + γs)
)
V2(t) +
∞∑
s=t
γˆs, ∀t ≥ t2. (50)
By (50), it can be shown that {W (t)} satisfies,
Eθ∗ [W (t+ 1)|Ft] ≤W (t). (51)
Hence, {W (t)} is a non-negative super martingale and converges a.s. to a bounded random variable W ∗ as t→∞.
It then follows from (50) that V2(t)→W ∗ as t→∞. Thus, we conclude that the sequences {θn(t)} are bounded
for all n.
Due to inherent stochasticity associated with the noisy observations, there need not be uniform boundedness of
the estimate sequences. Hence, while Lemma 6.1 establishes the pathwise boundedness of the parameter estimate
sequence, it does not guarantee uniform boundedness over almost all sample paths.
Lemma 6.2. Let the hypotheses of Theorem 4.1 hold. Then, we have,
Pθ
(
lim
t→∞
xn(t) = θ
)
= 1, ∀n. (52)
Proof: Denote the processes {zn(t)} and {ẑn(t)} as
zn(t) = xn(t)− θ and ẑn(t) = x̂n(t)− θ (53)
respectively. Let z(t) =
[
z>1 (t) · · · z>n (t)
]> and ẑ(t) = [ẑ>1 (t) · · · ẑ>n (t)]>. From, (16), we have,
ẑ(t+ 1) = z(t)− βt (L⊗ IM ) z(t)
+ αtG(x(t))R
−1 (y(t)− f (x(t))) , (54)
where we have used the fact that (L⊗ IM ) (1N ⊗ θ) = 0. Define the {Ft}-adapted process {V (t)} by
V (t) = ‖z(t)‖2 . (55)
Now, using (34) and the fact that Eθ [y(t)− f (1N ⊗ θ)] = 0, we have,
Eθ[V (t+ 1)|Ft] ≤ V (t) + β2t z>(t)
(
L⊗ IM
)2
z(t)
+ α2tEθ
[∥∥G (x(t)) R−1 (y(t)− f (1N ⊗ θ))∥∥2]
− 2βtz>(t)
(
L⊗ IM
)
z(t)
− 2αtz(t)>G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))
+ 2αtβtz(t)
> (L⊗ IM)G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))
+ α2t
∥∥∥(f (x(t))− f (1N ⊗ θ))>G (x(t))>R−1∥∥∥2 . (56)
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Following the steps as in the proof of Lemma 6.1 and using (43)-(45), we have,
Eθ[V (t+ 1)|Ft] ≤ (1− c7αt)V (t) + c7α2t
≤ V (t) + c7α2t , (57)
for an appropriately chosen positive constant c7. Now, consider the {Ft}-adapted process {V1(t)} defined as
follows
V1(t) = V (t)− c7
∞∑
s=t
α2s
= V (t)− bc7
∞∑
s=t
(t+ 1)−2. (58)
Since, {(t + 1)−2} is summable, the process {V1(t)} is bounded from below. Moreover, it also follows that
{V1(t)}t≥t1 is a supermartingale and hence converges a.s. to a finite random variable. By definition from (58), we
also have that {V (t)} converges to a non-negative finite random variable V ∗. Finally, from (57), we have that,
Eθ[V (t+ 1)] ≤ (1− c1αt)Eθ[V (t)] + bc7(t+ 1)−2, (59)
for t ≥ t1. The sequence {V (t)} then falls under the purview of Lemmas 4 and 5 of [37], and we have Eθ[V (t)]→ 0
as t→∞. Finally, by Fatou’s Lemma, where we use the non-negativity of the sequence {V (t)}, we conclude that
0 ≤ Eθ[V ∗] ≤ lim inf
t→∞
Eθ[V (t)] = 0, (60)
which thus implies that V ∗ = 0 a.s. Hence, ‖z(t)‖ → 0 as t→∞ and the desired assertion follows.
We will use the following approximation result (Lemma 6.3) and the generalized convergence criterion (Lemma
6.4) for the proof of Theorem 4.1.
Lemma 6.3 (Lemma 4.3 in [60]). Let {bt} be a scalar sequence satisfying
bt+1 ≤
(
1− c
t+ 1
)
bt + dt(t+ 1)
−τ , (61)
where c > τ, τ > 0, and the sequence dt is summable. Then, we have,
lim sup
t→∞
(t+ 1)τ bt <∞. (62)
Lemma 6.4 (Lemma 10 in [61]). Let {J(t)} be an R-valued {Ft+1}-adapted process such that E [J(t)|Ft] = 0
a.s. for each t ≥ 1. Then the sum ∑t≥0 J(t) exists and is finite a.s. on the set where ∑t≥0 E [J(t)2|Ft] is finite.
We now return to the proof of Theorem 4.1. Define τ¯ ∈ [0, 1/2) such that,
Pθ
(
lim
t→∞
(t+ 1)τ¯ ‖z(t)‖ = 0
)
= 1, (63)
where {z(t)} is as defined in (53) and note that such a τ¯ always exists by Lemma 6.2 (in particular τ¯ = 0). We
now analyze and show that there exists a τ such that τ¯ < τ < 1/2 for which the claim in (63) holds. Now, choose
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a τ̂ ∈ (τ, 1/2) and let µ = (τ̂ + τ¯)/2. The recursion for {z(t)} can be written as follows:
‖z(t+ 1)‖2 ≤ ‖z(t)‖2 − 2βtz>(t) (L⊗ IM ) z(t)
− 2αtz>(t)G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))
+ β2t z
>(t) (L⊗ IM )2 z(t)
+ 2αtβtz
>(t) (L⊗ IM ) G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))
+ α2t
∥∥G (x(t)) R−1 (y(t)− f (1N ⊗ θ))∥∥2
+ α2t
∥∥G (x(t)) R−1 (f (x(t))− f (1N ⊗ θ))∥∥2
+ 2αtz
>(t)G (x(t)) R−1 (y(t)− f(1N ⊗ θ))
+ 2α2t (y(t)− f(1N ⊗ θ))>R−1G> (x(t))
×G (x(t)) R−1 (f (1N ⊗ θ)− f (x(t))) . (64)
Let J(t) = G (x(t)) R−1 (y(t)− f (1N ⊗ θ)). Now, we consider the term α2t ‖J(t)‖2. Since, the noise process under
consideration has finite second moment and 2µ < 1, we have,
∑
t≥0
(t+ 1)2µα2t ‖J(t)‖2 <∞. (65)
Let W(t) = αtz(t)>G (x(t)) R−1 (y(t)− f(1N ⊗ θ)). It follows that Eθ [W(t)|Ft] = 0. We also have that
Eθ
[
W2(t)|Ft
] ≤ α2t ‖z(t)‖2 ‖J(t)‖2. Noting that the noise under consideration has finite second order moment, we
have,
Eθ
[
W2(t)|Ft
]
= o
(
(t+ 1)−2−2τ¯
)
, (66)
and, hence,
Eθ
[
(t+ 1)4µW2(t)|Ft
]
= o
(
(t+ 1)−2+2τ̂
)
. (67)
Hence, by Lemma 6.4, we conclude that
∑
t≥0(t + 1)
2µW(t) exists and is finite, as 2τ̂ < 1. Similarly, it can
be shown that, for W1(t) = αtβtz(t)>G (x(t)) R−1 (f(1N ⊗ θ)− y(t)), the sum
∑
t≥0(t + 1)
2µW1(t) exists and
is finite. Finally, consider W2(t) = α2t (y(t)− f (1N ⊗ θ))>R−1G (x(t))> ×G (x(t)) R−1 (f (1N ⊗ θ)− f (x(t))). It
follows that Eθ [W2(t)|Ft] = 0. We also have that Eθ
[
W22(t)|Ft
] ≤ α4t ‖z(t)‖2 ‖J(t)‖2. Following as in (66) and
(67), we have that
∑
t≥0(t+1)
2µW2(t) exists and is finite. Using all the inequalities derived in (43)-(45), we have,
‖z(t+ 1)‖2 ≤ (1− c1αt + c2αtβt + c3α2t ) ‖z(t)‖2 + α2t ‖J(t)‖2
− c6(βt − β2t ) ‖zC⊥(t)‖2 + 2W(t) + 2W1(t) + 2W2(t). (68)
Finally, noting that c1αt dominates c2αtβt and c3α2t , βt dominates β
2
t , we have eventually
‖z(t+ 1)‖2 ≤ (1− c1αt) ‖z(t)‖2
+ α2t ‖J(t)‖2 + 2W(t) + 2W1(t) + 2W2(t). (69)
To this end, using the analysis in (65)-(67), we have, from (69)
‖z(t+ 1)‖2 ≤ (1− c1αt) ‖z(t)‖2 + dt(t+ 1)−2µ, (70)
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where
dt(t+ 1)
−2µ = α2t ‖J(t)‖2 + 2W(t) + +2W1(t) + 2W2(t). (71)
Finally, noting that c1αt(t+ 1) = 1 > 2µ, an immediate application of Lemma 6.3 gives
lim sup
t→∞
(t+ 1)2µ ‖z(t)‖2 <∞ a.s. (72)
So, we have that there exists a τ with τ¯ < τ < µ for which (t + 1)τ ‖z(t)‖ → 0 as t → ∞. Thus, for every
τ¯ for which (19) holds, there exists τ ∈ (τ¯ , 1/2) for which the result in (19) still continues to hold. By a simple
application of induction, we conclude that the result holds for all τ ∈ [0, 1/2).
B. Proof of Theorem 4.2
Proof: The proof of Theorem 4.2 needs the following Lemma from [62] concerning the asymptotic normality
of the stochastic recursions.
Lemma 6.5 (Theorem 2.2 in [62]). Let {zt} be an Rk-valued {Ft}-adapted process that satisfies
zt+1 =
(
Ik − 1
t+ 1
Γt
)
zt + (t+ 1)
−1ΦtVt + (t+ 1)
−3/2Tt, (73)
where the stochastic processes {Vt}, {Tt} ∈ Rk while {Γt}, {Φt} ∈ Rk×k. Moreover, suppose for each t, Vt−1
and Tt are Ft-adapted, whereas the processes {Γt}, {Φt} are {Ft}-adapted.
Also, assume that
Γt → Γ,Φt → Φ, and Tt → 0 a.s. as t→∞, (74)
where Γ is a symmetric and positive definite matrix, and admits an eigen decomposition of the form P>ΓP = Λ,
where Λ is a diagonal matrix and P is an orthogonal matrix. Furthermore, let the sequence {Vt} satisfy E [Vt|Ft] =
0 for each t and suppose there exists a positive constant C and a matrix Σ such that C >
∥∥E [VtV>t |Ft]− Σ∥∥→
0 a.s. as t → ∞ and with σ2t,r =
∫
‖Vt‖2≥r(t+1) ‖Vt‖
2 dP, let limt→∞ 1t+1
∑t
s=0 σ
2
s,r = 0 for every r > 0. Then, we
have,
(t+ 1)1/2zt
D
=⇒ N
(
0,PMP>
)
, (75)
where the (i, j)-th entry of the matrix M is given by
[M]ij =
[
P>ΦΣΦ>P
]
ij
(
[Λ]ii + [Λ]jj − 1
)−1
. (76)
From Theorem 4.1 and the fact that θ lies in the interior of the parameter set Θ, we have that there exists an
 > 0, such that B(θ) ∈ Θ, where B(θ) denotes the open ball centered at θ with radius . In particular, fix an
 > 0 for which B(θ) ∈ Θ. Then, we have that there exists a random time t(ω), which is almost surely finite,
i.e., P (t(ω) <∞) = 1, such that ‖xω(t)− θ‖ <  for all t ≥ t(ω), where ω denotes the sample path. In the
above, we introduce the ω-argument to emphasize that the time t(ω) is random and sample-path dependent and our
analysis is pathwise. With the above development in place, we note that (13) and (14) can be rewritten as follows:
x(t+ 1) = x(t)− βt (L⊗ IM ) x(t)
+ αtG(x(t))R
−1 (y(t)− f (x(t))) + eP(t), ∀t ≥ 0, (77)
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where eP(t) is the projection error which is given by,
eP(t) = x(t+ 1)− x̂(t+ 1), (78)
and in particular eP(t) = 0 for all t ≥ t.
Define the process {xavg(t)} as
xavg(t) =
(
1>N
N
⊗ IM
)
x(t). (79)
It is readily seen that the process {xavg(t)} satisfies the recursion
xavg(t+ 1) = xavg(t) +
(
1>N
N
⊗ IM
)
eP(t)
+ αt
(
1>N
N
⊗ IM
)
G(x(t))R−1 (y(t)− f (x(t)))
= xavg(t) +
(
1>N
N
⊗ IM
)
eP(t)
+
αt
N
N∑
n=1
∇fn (xn(t)) R−1n (yn(t)− fn (xn(t))) . (80)
Now noting that, for all t ≥ 0, xn(t) ∈ Θ for each n and as Θ is a convex set, we have that xavg(t) ∈ Θ for all
t ≥ 0. Then, we have by the mean-value theorem for each agent n
fn (xavg(t)) = fn (θ) +∇>fn (cθ + (1− c)xavg(t)) (xavg(t)− θ) , (81)
where 0 < c < 1. It is to be noted that ∇>fn (cθ + (1− c)xavg(t))→ ∇>fn (θ) as xavg(t)→ θ in the limit t→∞.
Using (81) in (80), we have for all t ≥ 0,
xavg(t+ 1)− θ =
(
I− αt
N
(
N∑
n=1
∇fn (xn(t)) R−1n
× ∇>fn (cθ + (1− c)xavg(t))
))
(xavg(t)− θ)
+
αt
N
N∑
n=1
∇fn (xn(t)) R−1n ζn(t) +
(
1>N
N
⊗ IM
)
eP(t)
+
αt
N
N∑
n=1
∇fn (xn(t)) R−1n (fn (xavg(t))− fn (xn(t))) . (82)
The following Lemma will be crucial for the subsequent part of the proof.
Lemma 6.6. For every τ0 such that 0 ≤ τ0 < 1− τ1 − 1/(2 + 1), we have,
Pθ
(
lim
t→∞
(t+ 1)τ0 (xn(t)− xavg(t)) = 0
)
= 1. (83)
Proof: The proof follows exactly like the proof of Lemma IV.2 in [39]. Note the additional term that comes
up in xn(t) − xavg(t) in the current context due to the projection error is given by eP,n(t) −
(
1>N
N
⊗ IM
)
eP(t);
nonetheless, this term satisfies the property that Pθ
(
limt→∞(t+ 1)τ0
(
eP,n(t)−
(
1>N
N
⊗ IM
)
eP(t)
)
= 0
)
= 1 as
eP(t) = 0 for all t ≥ t. Hence, the techniques employed in the proof of Lemma IV.2 also apply here. Lemma IV.2
in [39] is concerned with the asymptotic agreement of the estimates across any pair of agents, but as an intermediate
result the agreement of the estimate at an agent and the averaged estimate is established.
As τ1 + 1/(2 + 1) < 1/2, from Lemma 6.6 we have that there exists an 2 > 0 (sufficiently small) such that
Pθ
(
lim
t→∞
(t+ 1)
1
2
+2 (xn(t)− xavg(t)) = 0
)
= 1. (84)
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We consider the process {xavg(t)} for the application of Lemma 6.5. Hence, comparing term by term of (82) with
(73), we have,
Γt =
a
N
N∑
n=1
∇fn (xn(t)) R−1n ∇>fn (cθ + (1− c)xavg(t))
→ a
N
N∑
n=1
∇fn (θ) R−1n ∇f>n (θ) = aΓθ,
Φt = a
(
1>N
N
⊗ IM
)
G(x(t))R−1 → a
(
1>N
N
⊗ IM
)
G(1⊗ θ)R−1
= aΦ,
Vt = ζ(t),E [Vt|Ft] = 0,E
[
VtV
>
t |Ft
]
= R,
Tt = a(t+ 1)
1/2
(
1>N
N
⊗ IM
)
G(x(t))R−1×
(f (1⊗ xavg(t))− f (x(t))) + (t+ 1)3/2
(
1>N
N
⊗ IM
)
eP(t)→ 0, (85)
where the convergence of Tt follows from Lemma 6.6. Due to the i.i.d nature of the noise process, we have the
uniform integrability condition for the process {Vt}. Hence, {xavg(t)} falls under the purview of Lemma 6.5, and
we thus conclude that
(t+ 1)1/2 (xavg(t)− θ) D=⇒ N (0,PMP>), (86)
where
aP>ΓθP = aΛθ,
[M]ij =
[
a2P>ΦRΦ>P
]
ij
(
a [Λ]θ,ii + a [Λ]θ,jj − 1
)−1
=
a2
N
[Λ]ij
(
a [Λ]θ,ii + a [Λ]θ,jj − 1
)−1
, (87)
which also implies that M is a diagonal matrix with its i-th diagonal element given by a
2Λθ,ii
2aNΛθ,ii−N . We already
have that PΛθP> = Γθ. Hence, the matrix with eigenvalues as
a2Λθ,ii
2aNΛθ,ii−N is given by
PMP> =
aI
2N
+
(
Γθ − I2a
)−1
4N
. (88)
Now from (84), which is a consequence of Lemma 6.6, we have that the processes {xn(t)} and {xavg(t)} are
indistinguishable in the t1/2 time scale, which is formalized as follows:
Pθ
(
lim
t→∞
∥∥√t+ 1 (xn(t)− θ)−√t+ 1 (xavg(t)− θ)∥∥ = 0)
= Pθ
(
lim
t→∞
∥∥√t+ 1 (xn(t)− xavg(t))∥∥ = 0) = 1. (89)
Thus, the difference of the sequences
{√
t+ 1 (xn(t)− θ)
}
and
{√
t+ 1 (xavg(t)− θ)
}
converges a.s. to zero as
t→∞, and hence we have,
√
t+ 1 (xn(t)− θ) D=⇒ N
(
0,
aI
2N
+
(
Γθ − I2a
)−1
4N
)
. (90)
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7. CONCLUSION
In this paper, we have considered the problem of distributed recursive parameter estimation in a network
of sparsely interconnected agents. We have proposed a consensus + innovations nonlinear least squares type
algorithm, CIWNLS, in which every agent updates its parameter estimate at every observation sampling epoch
by simultaneous processing of neighborhood information and locally sensed new information and in which the
inter-agent collaboration is restricted to a possibly sparse but connected communication graph. Under rather weak
conditions, connectivity of the inter-agent communication and a global observability criterion, we have shown
that the proposed algorithm leads to consistent parameter estimates at each agent. Furthermore, under standard
smoothness assumptions on the sensing nonlinearities, we have established order-optimal pathwise convergence
rates and the asymptotic normality of the parameter estimate sequences generated by the proposed distributed
estimator CIWNLS. A natural direction for future research consists of obtaining techniques and conditions to
obtain innovation gains so as to reduce the gap between the agent asymptotic covariances and that of the centralized
WNLS estimator. Methods developed in [39] may be employed and extended to obtain such characterization. The
adaptation of specialized distributed algorithms, for example, distributed localization studied in [63] to the framework
and the techniques developed in this work would also be an interesting direction of future work.
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