Information, ideas, and diseases, or more generally, contagions, spread over space and time through individual transmissions via social networks, as well as through external sources. A detailed picture of any diffusion process can be achieved only when both a good network structure and individual diffusion pathways are obtained. The advent of rich social, media and locational data allows us to study and model this diffusion process in more detail than previously possible. Nevertheless, how information, ideas or diseases are propagated through the network as an overall process is difficult to trace. This propagation is continuous over space and time, where individual transmissions occur at different rates via complex, latent connections.
Abstract-Information, ideas, and diseases, or more generally, contagions, spread over space and time through individual transmissions via social networks, as well as through external sources. A detailed picture of any diffusion process can be achieved only when both a good network structure and individual diffusion pathways are obtained. The advent of rich social, media and locational data allows us to study and model this diffusion process in more detail than previously possible. Nevertheless, how information, ideas or diseases are propagated through the network as an overall process is difficult to trace. This propagation is continuous over space and time, where individual transmissions occur at different rates via complex, latent connections.
To tackle this challenge, a probabilistic spatiotemporal algorithm for network diffusion (STAND) is developed based on the survival model in this research. Both time and spatial distance are used as explanatory variables to simulate the diffusion process over two different network structures. The aim is to provide a more detailed measure of how different contagions are transmitted through various networks where nodes are geographic places at a large scale.
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I. INTRODUCTION
With the advent of rich social and other web-based media containing both temporal and locational information, tracing the diffusion of ideas, political opinions and even evidence of processes such as the spread of disease at a large scale has become a focus of research in recent years. Diffusion is the process by which contagions spread over space and time via complex network structures. Contagions start at specific nodes and spread from node to node over the edges of the network. These traces are called cascades.
Previous network research [1] indicates that observing when individual nodes in the network get infected by various contagions is easy, but determining the transmission pathways is difficult. In other words, the times at which nodes get infected are noted in the observational data but the sequence and parent node through which each node gets infected is usually not. Many algorithms have been developed to simulate cascades for different contagions to drive a better understanding of diffusion process. However, most current algorithms only exploit time as an explanatory variable and don't take the geographic space into consideration. To address the issues described above, we have developed a more detailed probabilistic algorithm built upon the survival model to simulate spatiotemporal diffusion cascades through various network structures for different contagions at a large scale and implemented a visualization to facilitate interpretation of the diffusion process.
In a broader context, our research can more generally lead to new insights of how different contagions are propagated over both space and time and provide a new solution to network inference problems for realistic spatiotemporal diffusion phenomena.
II. RELATED WORK
There is a large amount of recent research relating to diffusion over networks in geographic space via collecting and analyzing real-world data [2, 3, 4] . When it comes to modeling the diffusion process at a large-scale, however, simulating the complete topology of spatiotemporal networks and multiple contagions spread over them becomes much more complex and challenging for two reasons: First, in many cases we can only observe the timing information of when nodes get infected [5] . Second, even though great amounts of digital heterogeneous data are now available via the World Wide Web, locational information is extremely sparse, unstructured and often ambiguous. Developing a flexible model for deriving the network structure and cascade behaviors is key to uncovering the mechanism that governs spatiotemporal diffusion processes and their dynamics.
Several differential equation models (DE) and agent-based models (AB) have been proposed to simulate the network structure and spatiotemporal diffusion cascades. DE models [6, 7] usually aggregate agents into several states (e.g., infected or uninfected). The transitions among different states are modeled by differential equations. In contrast, agent-based models [8, 9] have considered the heterogeneity of agents. They simulate the diffusion in realistic networks by defining how the infection may occur through individual-based interactions (e.g., infection can only occur when agents are at the same location).
While, most existing simulation models of network diffusion are based on assumptions of agent homogeneity or how agents interact with each other for spreading contagions, none have III. THE STAND ALGORITHM Table I defines the parameters used in the diffusion network model NETINF, and we build upon their notation. When a specific contagion spreads over the network, it will create a cascade by infecting nodes in a spatiotemporal sequence. The cascade of a contagion c is denoted by a directed tree T , consisting of a set of infected nodes with observed infection time:
A. Temporal Probabilistic Survival Likelihood
The likelihood of a contagion c spreading over an edge (i, j) in such existing algorithms like NETINF, is calculated by a probabilistic exponential function and assumed to depend only on the time difference ∆ i,j .
Only the first time when a node gets infected will be counted for each contagion c and the contagion must diffuse forward in time. If there is a node j that never got infected by any contagion, then t j = ∞ and ∆ i,j ≈ ∞. Thus each infected node will only have one parent node who diffuses the contagion c and the t j > t i .
However, there may exist more than one possible tree for the same set of infected nodes. These trees have the same temporal sequence for the occurrences of infections but their diffusion paths are different. Equation (1) which only exploits the infection time difference to explain the diffusion probability, cannot solve which diffusion path has a higher probability.
Fig. 1: Different cascade trees
For example, Figure 1 shows three different trees with the same observed spatiotemporal diffusion sequence where the nodes are geographic locations,
The diffusion path from Washington to Pittsburgh can be (W ashington → P hiladelphia → P ittsburgh) as shown by the red line in the left plot or (W ashington → P ittsburgh) in the middle plot. The diffusion probability of these two paths defined by Equation (1) are same, demonstrated by:
where i is Washington, j is Pittsburgh and k is Philadelphia.
To extend the current diffusion probabilistic algorithms to include space as well as time, geographic distance is integrated into Equation (1) as a starting point to better model the dynamic diffusion over the spatial network.
B. Spatiotemporal Probabilistic Survival Likelihood
We assume the spatiotemporal diffusion probability P c (i, j) that a cascade c will spread from a node i to a node j decreases with both the spatial distance d ij and time difference ∆ i,j in a certain way. Considering that the geographic distance may have direct influence on the diffusion speed and infection time interval, this influence is modeled by the survival analysis model [10] .
Supposing T is the observed infection time of a node, then the probability that this node would not yet be infected at any time t is denoted by the survival function, S(t) = P (T > t).
The probability that a given node would get infected at any time t, is denoted by a cumulative probability density function (CDF), F (t) = P (T ≤ t) = 1 − S(t). The probability that a node will get infected within a time interval (t, t + dt) is
is the infection rate over time, given by the probability density function (PDF):
The instantaneous infection rate h(t) at the given time t, is called the hazard rate, that reflects the likelihood that the uninfected node will get infected within a very short time interval (t, t+dt), given this node hasn't been infected before:
The survival likelihood S(t) and the cumulative infection probability F (t) have the following relationships with the hazard rate h(t):
where the t 0 h(t)dt is the cumulative hazard that represents the total risks of a node being infected up to the time point t.
In order to measure pairwise infection likelihood in Equation (1), the probability density f (t) and the hazard rate h(t) are needed to calculate the probability that a node j gets infected by the node i within the time interval (t i , t i + dt). A higher value of density function f (t) means the node j is more likely to be infected by the node i within a short time interval dt which results in a higher hazard rate.
In this step, we use the a proportional hazard function suggested by [11] to exploit the geographic properties in the form below:
where the h 0 (t; θ) is the baseline hazard function, and t is the observed infection time. X is a vector of explanatory variables associated with node properties and Y is a vector of explanatory variables associated with the spatial dependencies. λ and θ are parameter coefficients for the explanatory variables X and the baseline hazard function.
To simplify, the baseline hazard rate h 0 (t; θ) in Equation (6) is assumed to be constant and independent with time for any node-pairs. Thus the h 0 (t; θ) and its associated cumulative hazard rate H 0 (t; θ) are: (7) Furthermore, only the spatial distance is implemented into the diffusion probability as a starting point. Thus the λX is a constant modeled by the parameter λ and the explanatory variables Y , accounting for spatial dependencies in Equation (6) is modeled by the distance between any node-pair i and j with a decay parameter. To unify the parameter coefficients, the λ for node properties is reset as λ 0 and the decay parameter for spatial dependencies (i.e., distance here) is set as λ 1 . Equation (6) can be reformatted as:
where the d i,j is the geographic distance between the node i and j. The cumulative probability F (t), the probability density f (t), and the infection likelihood defined in Equation (1) with the hazard rate θe (λ0+λ1di,j ) over the infection time interval ∆ i,j can be rewritten as:
The network inference problem can also be solved by finding all edges in the underlying network G that can maximize the P (C|G) with the parameter α (α = θe (λ0+λ1di,j ) ) and β.
IV. EXPERIMENTAL SIMULATION AND RESULT ANALYSIS
In order to simulate real-world diffusion processes, and evaluate our algorithm for recovering the network structure on the synthetic cascades, experiments are described in the following sections.
A. Simulation of Ground-truth Network
One hundred geographic cities/counties with the largest population in the United States, excluding Hawaii and Alaska, are taken as spatial network nodes V . The original data is from the U.S. Geological Survey collected in 2017. Some cities/counties having high population and very close geographic locations were merged into larger metro areas (e.g., New York City or Greater Los Angeles). Then we manually deleted a few small cities and add other cities in Montana, Wyoming, North and South Dakota to make the nodes more evenly distributed over the United States.
Considering that many real-world networks share some similar properties, such as relatively small average path length, high clustering coefficient, or high reciprocity (i.e., the percentage of mutually connected node-pairs), two directed network structures are considered to generate the ground-truth network G. They are the random network structure [12] , and the small-world network structure [13] . The pseudocode for simulating both networks and cascades is given as below:
Algorithm 1 STAND Algorithm
Require: coordinates of n nodes (lng, lat), number of edges m, network G(V, E), parameter β, θ, λ 0 , λ 1 , cutoff diffusion time t max , number of nearest neighbours k.
Step 1:
return simulated cascades C random , Csw 1) Simulation of Random Network: The random network originally proposed in [12] assumes the node degree in the network has a normal distribution and edges are randomly picked with a constant probability with a same node-edge density. This has been widely used for network simulations with the absence of topological information about the network structure.
Building this type of network begins with n spatial isolated nodes and selecting out of those any two to randomly place an edge between them until all edges of the required number have been added to the network without repetition. An example is shown in Figure 2 (Left).
2) Simulation of the Small-world Network: The smallworld network as shown in Figure 2 (Right) assumes the node degree follows the power-law distribution, in which only a small proportion of nodes has a large number of links while the majority has only few or no links. Thus it has a high clustering coefficient and a relative short average path length. The small-network model is widely used in many application contexts, such as the outbreak of disease or social activities.
Building this type of network starts with connecting each spatial node to its k nearest neighbors. Next, a small proportion of edges are randomly rewired by removing the original edge and reconnecting the starting node of the original edge to another node with a probability p (i.e., 0.05).
Here, we have built 600 edges among these geographic locations for each network structure. In comparing left and right figures in Figure 2 , it is obvious that the average edge distance of the random network is much longer than that of the small-world network, which has made the small-world network seem sparser over space than the random network even though they have the same number of edges. The smallworld network also shows a significant clustering pattern of cliques in contrast to the random network.
B. Simulation of Cascades
A set of cascades C that spreads over the network G are generated by the probabilistic function defined in Equation (9) . At this step, each node is selected as the single starting infected node with assigned an infection time 0, and then it starts to spread the contagion to every remaining node. The infection time of remaining nodes is calculated based on Equation (9) . If there is no edge between any two nodes, the hazard rate α is forced to be set as 0.
Different parameter values are selected for generating diffusion cascades. Recalling that the hazard rate α = θe (λ0+λ1di,j ) in Equation (8) controls the infection rate that a contagion spreads over edges, there are three parameters to express this; θ (i.e., a baseline hazard rate), λ 0 (i.e., influence of node properties), and λ 1 (i.e., parameter coefficient of influence of distance).
Several parameters are set as fixed values in this step because they are constant scaling factors irrelevant to account for the influence of explanatory variables (i.e., the distance). They are: 1) the prior probability of an edge to successfully spread the contagion, β = 0.5. A higher value of β means most of edges are more likely to spread the contagion, which results in large infections/cascade size within the network; 2) the baseline hazard rate, θ = 0.5; 3) the influence of node properties on the diffusion hazard rate, λ 0 = 1; and 4) the penalty parameter that accounts for the small probability that the contagion may spread via non-existing edges, = 10 −4 . The parameter coefficient of the influence of the distance λ 1 and the cutoff diffusion time t max used to decide to what extent the diffusion should fail when the diffusion time along an edge is too long, are chosen from a list of values in Table  II .
These values of λ and t max increase monotonically and can represent cascades ranging from small (i.e., contagions can almost not spread) to large (i.e., a large infection over all nodes). The reason to set λ 1 as negative is that in general, the hazard rate α should be small when the spatial distance is very large. In other words, the diffusion time that a contagion spreads via a network edge is longer when two nodes are far away from each other if all other parameters are fixed. The α has a positive relationship with λ 1 . When λ 1 increases from the −5 * 10 −5 to −2 * 10 −6 , the diffusion/infection speed via network edges will be larger.
The cutoff diffusion time t max is used to set those nodes that are infected beyond the threshold as ∞. For example, if 1000 (time units) is selected as the cutoff value, then nodes with simulated infection time more than 1000 should be set as "won't get infected". It can model phenomena that the outbreaks of some contagions happen within a short period then fades very quickly due to geographic constraints while others can easily spread at a large scale and last for a long time.
The analysis of the simulated cascades of the static random network and the static small-world network is given in the following section using the parameters selected above.
C. Analysis of Results

1) Distribution of the Distance: The histograms and
Quantile-Quantile (QQ) plots in Figure 3 are used to examine the statistical distribution of the edge distance. The range of the statistical distance (km) between two nodes in the random networks is much larger than that in the small-world network. Both of them have a bell-shaped curve as shown in the top of Figure 3 . However, the density curves in black suggest that the distribution of the edge distance in the random network is smoother and more widely distributed while the edge distance the small-world is dominated by more lower values. The reason accounting for this in the random network may be due to the limited number of geographic points, thus few observations can easily skew the distribution. For the smallworld network, the reason is the existence of a small portion of edges that connect different cliques. Table II , 100 cascades are generated by taking every node as a starting infected node and the information including the infected node name, the infection time, the parent node from whom the contagion spreads, the diffusion pathway and the cascade id are reported. For example, the information in Table III suggests a diffusion cascade that starts from the node Chicago spreads via two pathways (Chicago → M ilwaukee) and (Chicago → F ort W ayne → Grand Rapids).
The left series of plots in Figure 4 shows how the total number of infected nodes changes for different values of λ 1 , Figure  4 shows how the total number of infected nodes changes for different cutoff diffusion time t max , fixing λ 1 . The box-plots in Figure 5 also give a clearer picture of the distribution of the number of infected nodes under different sets of λ 1 and t max . Several conclusions about the influence of λ 1 and t max and the difference between the random network structure and the small-world network structure are drawn from these statistical results:
1) If the cutoff diffusion time is set as ∞ where all nodes can get infected (i.e., the bottom row of the left plot in Figure 4 ), the value of λ 1 has no influence on the total Fig. 5 : Box plots of the number of infected nodes in 100 simulated cascades for Random network and Small-world network number of infected nodes; 2) For other cutoff diffusion times, it is clear that the geographic distance has a great influence on the total number of infected nodes. The number of infected nodes monotonically increases to the peak when λ 1 increases; 3) When the absolute value of λ 1 is low, the influence of the distance on the diffusion is small, which results in an approximate constant hazard rate for all location-pairs; 4) When the absolute value of λ 1 is high, more nodes will survive from contagions due to the geographic constraint as first several columns of the right plot in Figure 4 ; 5) The maximum number of infected nodes that the smallworld network can reach is more than that in the random network because the small-world network is highly clustered that makes the contagion spreads more easily; 6) The simulation process of the random network is more sensitive to the change of parameters and the number of infected nodes will increase gradually when λ 1 and t max increase. This number in the small-world network will increase dramatically to the peak within a short range of λ 1 and is less sensitive to the change of the cutoff diffusion time except when λ 1 = −2 * 10 −5 .
When λ 1 is very small, most nodes fail to spread contagions for different cutoff diffusion time except for ∞. When λ 1 increases, most nodes in the small-world network can get infected within a short time due to an average small distance. So the influence of the cutoff diffusion time is only obvious for λ 1 around −2 * 10 −5 . The distribution of the number of infected nodes of the random network is nearly normally distributed while that of the small-world network is more skewed with a large proportion of outliers identified.
V. VISUALIZATION OF DIFFUSION CASCADES
To better understand the geographic distribution of the infected nodes in the diffusion process, Figures 6 and 7 below show simulated cascades generated by taking Chicago as the starting infected node under different sets of λ 1 and cutoff diffusion time t max for the random network and the smallworld network.
When λ 1 and cutoff diffusion time t max is very small, it is hard for contagions to spread over the random network until they increase to −10 −5 and 1000. However, contagions can still spread from Chicago to Milwaukee in the small-world network when λ 1 = −5 * 10 −5 and t max = 500 due to nodes in the small-world network are highly connected to other nodes within a small average geographic distance, forming cliques. It is also intuitive to observe that the contagion spreads like a chain via the connected cliques in the small-world network but more divergent over space in the random network. When the cutoff diffusion time increases to Inf , still the node 40(i.e., Raleigh) in the random network and the node 41 (i.e., Miami) in the small-world network haven't been infected. This is because some individual nodes only have unidirectional outward connections with others. Contagions cannot spread to these nodes unless they are chosen as the starting infected node.
VI. CONCLUSIONS AND FUTURE WORK
This research presents a network diffusion algorithm STAND based on the framework of probabilistic survival modeling, to simulate the diffusion cascades and infer the underlying spatiotemporal network over which various contagions (e.g., political policies, social opinions, news, diseases, etc.) spread over both space and time. It can estimate the diffusion speed and the individual-level infection likelihood by simulating the diffusion pathways and network structures and also to predict new occurrences of infections over space and time as well as detect where and when the diffusion began.
There are two main areas that are left for future research. In many cases, the realistic spatiotemporal diffusion network and individual-level infections are not fully observed at a large scale. The greedy inference algorithm to recover the groundtruth network based on simulated diffusion cascades needs to be developed based on the STAND algorithm. A more complex interactive visualization tool and an R package that integrates the STAND algorithm should be developed in the future to model the synthetic spatial network and simulated diffusion cascades as an aid to understanding high-dimensional and complex results.
Also, only the geographic distance between node-pairs is implemented in the current research project. In order to better understand the role of geographic information played in the diffusion process, further work should take other geographic characteristics into consideration, such as the local population or geographic scale. ACKNOWLEDGMENT We would also like to thank to Prof. Guido Cervone who provided many suggestions and comments about this research.
