It is well-known that the high computational complexity and the insufficient samples in large-scale array signal processing restrict the real-world applications of the conventional full-dimensional adaptive beamforming (sample matrix inversion) algorithms. In this paper, we propose a computationally efficient and fast adaptive beamforming algorithm under small sample support. The proposed method is implemented by formulating the adaptive weight vector as a linear combination of training samples plus a signal steering vector, on the basis of the fact that the adaptive weight vector lies in the signal-plus-interference subspace.
However, the usable samples are very limited for large-scale arrays, especially when the external interferences are space-heterogeneous and time-variable. Second, the high computational complexity also limits the on-line applications of the conventional large-scale adaptive BF. In addition, to obtain high resolution and good performance, the number of modern array sensors [8, 9] is so huge that it may be significantly larger than that of usable samples, which may cause the failure of the conventional adaptive BF. Moreover, problems of insufficient samples and heavy computation load are also widely encountered in the multiple-input multiple-output MIMO radar [10] and the space-time adaptive processing (STAP) [11] system whose degrees of freedom are frequently greater than dimensions of the external interference subspace. Therefore, quick convergence and computationally-efficient adaptive BF techniques for large arrays or high-dimension systems are urgently required.
The aim of this paper is to reduce the computation load of beamforming for large-scale array. Inspired by linear kernel methods [12, 13] which can be found wide applications in machine learning and pattern recognition, we can use the kernel trick to fast obtain the adaptive BF weight vector via the inverse of the low-dimension Gram matrix instead of the inverse of the high dimension SCM, if the number of antenna array elements is very large compared with that of the training samples. The main contributions of this paper are twofold: 1) a novel strategy using the samples to construct the adaptive weight vector is proposed, which makes the well-known minimum variance distortionless response (MVDR) methods be more useful in the BF of a large-scale array; 2) only a low dimension combinational vector needs to be computed, which results in a fast adaptive BF for a large-scale array and under small sample size.
II. Structure of Optimal Weight Vector
In this paper, we adapt the standard narrowband beamforming model in which a set of M +1 
where 
The beamformer (4) is also commonly referred to as the minimum variance distortionless response (MVDR) beamformer.
Remark 1: In practice, autocorrelation matrix
where (4) and (5) that the computation load of (4) 
Remark 2: It is seen from

The multiplication and division number is marked as the MDN for short, which is used as an index of the computational complexity in this paper. It is easily shown
from matrix theory [14] that the total computation complexity of (4) (6) and (3) into (4) and applying the matrix inversion lemma [14] , we have the following formulation
where (7) tells us that the optimal weight vector can be constructed by an 1 M  -dimension subspace spanned by target steering vector and interference eigenvectors.
In general, the signal steering vector may be not orthogonal to the interference subspace which often leads to the computation difficulty. To keep the orthogonality between the signal steering vector and the interference subspace and let 
represents the corresponding coefficient vector. Very interestingly, expression (8) shows that the adaptive weight vector also can be obtained by estimating only the low-dimension interference subspace and the coefficient vector c  , which provides a foundation for decreasing the computation load of our beamforming method under small samples case.
III. Adaptive BF Algorithms Based on Linear Kernel Method
Relation (8) demonstrates that the optimum adaptive weight vector can be spanned by the signal-plus-interference subspace when the receiver noises are Gaussian white. For a large scale array, the dimension of the interference subspace is much lower than that of the optimal weight vector. Similarly to a linear kernel method [12, 13] , we can directly use the interference subspace to construct the adaptive weight vector to achieve computational reduction. Under the assumption that the training samples are independent and identically distributed (IID) and mainly composed of interference, it can be seen from (8) 
The ICM R in (10) is usually unknown and can be generally estimated by (5) . Considering that X P XX P Xβ X P XX s X P X X P Xβ X s 0. (12) It is immediately followed by
where  R denotes a famous Gram matrix [15] or linear kernel matrix and is computed by
in which    s X P X . It is easily verified that (13) can be directly deduced by the following least squares 
According to the linear algebra theory [14] , we find that equations (13) and (16) 
. Very interestingly, equations (13) and (16) preserve the following proposition.
X , the solution of formula (13) is equivalent to that of (16) at the sense of the minimum norm solution.
Proof: According to the linear algebra theory [14] , the minimum norm solutions of (13) and (16) are respectively described by
Let us perform the eigenvalue decomposition (EVD) on R
matrix formed by all the eigenvectors, and the diagonal matrix Σ consists of all the eigenvalues arranged in non-increasing order. According to the linear algebra theory [14] , Σ has the following two forms
where
More concretely, (19) has also the following two forms 
The above formula shows that Proposition 1 has been proved.
Substituting relation (21) into expression (9) 
The main computation load of (22) 
In the noise case, the smallest eigenvalues of R  are mainly determined by the noises, which may appear to be very small and random. Consequently, the combination vector β turns out to be also undetermined and lead to performance degradation. Assuming the number of interferences is known as a prior or can be estimated by semi-heuristic techniques such as the Akaike information criterion (AIC) [16] or minimum description length (MDL) [17] , a directly way to prevent β from being random is that only the first M column of V are used to compute β , namely
IV. Experiments
In this section, we present simulation results to compare the proposed method with the conventional 
V. Conclusions
In this paper, the adaptive weight vector was represented as a linear combination of the training data and the desired signal steering vector by exploiting the facts that the received samples are mainly composed of interference and desired signal and the adaptive weight vector lies in the signal-plus-interference subspace.
Using the well-known linear kernel methods, a fast algorithm has been developed and can be applied in large array beamforming under the small sample support. When the number of samples is much smaller than that of array elements, theoretical analysis and experiments demonstrate that the computational complexity of the proposed method is far smaller than the conventional LSMI and Eigenspace based beamformer. 
