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 Software-defined networking (SDN) technology is one key technology in 
telecommunications networks that are currently widely studied. In SDN-
based networks, the controller holds the key to the reliability of a network 
because all control functions are held by the controller as one of the open-
source controllers, the Open Network Operating System (ONOS) has two 
forwarding mechanisms, namely reactive forwarding, and proactive 
forwarding. This study compares performance between reactive forwarding 
and proactive forwarding on ONOS with VM migration as traffic. The 
parameter measured is the total migration time using simple network 
topology. From the test results, the proactive forwarding scenario can 
optimize the fastest potential of the topology tested by using the path that has 
the largest bandwidth available on the network topology. In comparison, 
reactive forwarding can only pass through the smallest hops of the tested 
topology. From the measurement results, the average migration time 
performance using a proactive forwarding scenario is 36.16% faster than the 
reactive forwarding scenario. 
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The use of cloud computing technology is becoming more and more popular in the information 
technology industry because of its flexibility and scalability. The flexibility and scalability offered by cloud 
computing can be delivered because of abstraction and virtualization technology that already can be used for 
various functions in the field of computing and networking. 
One of the technologies used to support flexibility and scalability in cloud computing technology is 
virtual machine (VM) technology. One of the main features of a VM is its ability to be transferred from a 
physical machine (PM) to another PM [1]. In this study, the VM is used to replace the role of the physical 
server (PS), and we use the Kernel-based Virtual Machine (KVM) as our main migration handler because of it 
is the ability to customize multiple migration scheme [2]. 
Besides VM technology, software-defined networking (SDN) technology is also widely used as one 
of the supporting technologies to provide service flexibility and to facilitate network management. The main 
difference between SDN and conventional networks is the separation of the control plane from the data plane 
[3]. With this approach, the user or network administrator has the full ability to control the network by 
programming. Currently, SDN has separated the control function from the device into a single entity to control 
all SDN devices connected, named controller. All forwarding mechanisms that were initially done by 
forwarding devices are converted into an application that runs on the SDN controller.  
In this study, Open Network Operating System (ONOS) is used as an SDN network controller, and 
Open vSwitch (OVS) is used as a virtual switch on the SDN network. 
To do the forwarding task, ONOS was equipped with reactive forwarding as a default forwarding 
mechanism. This mechanism installs all forwarding entries to all OVS that connected to the network. The entry 
can be installed by request after the sender starts sending the first packet. Another alternative for forwarding is 
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proactive forwarding. In this mechanism, the installation of forwarding entries is installed before the sender 
sends the packet [4]. 
In this study, OVS is used as a virtual switch that runs OpenFlow as a protocol on SDN networks. 
OVS is used as a form of virtualization from conventional switches. The network topology in this study built 
by Mininet. Mininet is an application that can create a realistic virtual network, running real kernel, switch, 
and application code, on a single machine (VM, cloud, or native), in seconds, with a single command [5]. 
This study used multiple VM as virtualization from PS and nested VM as host for simulating personal 
computer (PC). For doing the migration task, this study uses a warm migration scenario. This scenario moves 
the entire VM from one PS to another PS persistently and identically, then removes the VM that has been 
moved to the original PS [6]. While VM migration task executed, there is some service interrupt occurred 
because the VM is paused. 
The measurement of total migration time is done by using a bash script that starts when the VM 
migration is executed and ends when the entire migration process is complete. VM migration task is 
accomplished twice using different forwarding schemes, reactive forwarding, and proactive forwarding 
schemes. Both forwarding schemes are using the same environment design and the same network topology.  
This study focused on comparing two forwarding mechanisms, reactive forwarding mechanism, and 
proactive forwarding mechanism on the ONOS controller to determine the best performance for migrating 
VMs on the SDN-based network. From the measurement results, at average proactive forwarding mechanism 




 , the network must be built using a full SDN environment and uses the OpenFlow protocol. This 
method is implemented to find out the best performance between reactive forwarding and proactive forwarding. 
This study uses open source software for all required software in which the source code can be accessed and 
modified freely by all users. 
 The first step done in this research is creating an SDN environment. The environment is fully made 
by utilizing virtualization functions. The environment is separated into five sections to make networking easier. 
It is based on its functions, namely Host 1 and Host 2, Switch VM, Controller VM, and Management VM. 
 After creating the SDN environment, then the topology is configured by utilizing the Mininet 
application. The topology created is only a simple topology consisted of three virtual switches with OpenFlow 
as a protocol. After the topology ready to be connected to the ONOS controller, reactive and proactive 
forwarding mechanisms are used interchangeably after the total migration time has been measured. 
 Total migration time is measured by a timer built through a bash script. The timer starts when the 
migration task is executed and ends when the whole migration task completed. For the migration task, this 
study uses a warm migration scenario. The warm migration scenario actually transfers the entire VM from a 
PS to another, and the migrated VM is persistent. This means that the migrated VM can be used as a normal 
VM and stored in the destination virtualization PS storage. All VMs that have been stored on destination PS 
storage is removed from the original PS virtualization. This study also uses three different VM size to be 
migrated. 
 
2.1 ENVIRONMENT DESIGN 
 The entire environment design in this study was built by using SDN-based environments and open-
source platforms. Software-defined networking (SDN) is a new paradigm that performs abstraction by 
separating the control plane from the data plane. With this approach, the network developer or network 
administrator can get the full ability to manage the network by programming. Then the separated control plane 
is made into a stand-alone entity, commonly known as a controller. 
 ONOS is one of the opensource-based controllers available and can be used on SDN-based networks. 
ONOS can be used to serve communication among hosts to perform SDN-based network routing, management, 
and monitoring functions.  
 Open vSwitch (OVS) is a production quality, multilayer virtual switch licensed under the open-source 
Apache 2.0 license [7]. OVS is designed to enable massive network automation through programmatic 
extension, while still supporting standard management interfaces and protocols (e.g., NetFlow, sFlow, IPFIX, 
RSPAN, CLI, LACP, 802.1ag).  In addition, it is designed to support distribution across multiple physical 
servers similar to VM ware's vNetwork distributed switch or Cisco's Nexus 1000V. 
 This study used Kernel Virtual Machine (KVM) for virtualizing PC. Since KVM is an open-source, 
the migration method can be configured freely by following the general QEMU development guide [8][9]. The 
design environment used in this study is as follows: 






Figure 1. Environment Design 
 
 Based on figure 1, it can be seen that the environment in this study was built following the main 
principle of SDN, which is the separation of the control plane and the data plane. All control plane traffic is 
only allowed to pass physical interface one while data plane traffic is only allowed to pass physical interface 
2. 
 Host 1 is used as the original physical server (PS), while Host 2 is used as the destination PS. Mininet 
installed inside the VM Switch performs all functions related to routing, switching, and all other matters 
relating to network topology settings. The Controller VM is used to be a controller that regulates the use of 
reactive forwarding or proactive forwarding scenarios. VM management is used to provide migration execution 
commands and measure the total migration time of a VM. Migration commands are done by python commands 
[10] and built into three migration scenarios, cold migration [11], warm migration [12], and live migration 
[13].  
 
2.2 NETWORK TOPOLOGY IMPLEMENTATION 
 This study uses a Mininet application to build network topology. Mininet creates some OVS and also 
create a link among OVS created. Each OVS created, communicate using the OpenFlow protocol. Mininet can 
manage bandwidth link size through programming but can not exceed its physical network interface [14]. This 
is the simple network topology used in this study: 
 
 
Figure 2. Network Topology 
 
 Based on figure 2, the topology used in this study only uses 3 OVS; each link has a different bandwidth 
limit. A-B and B-C links have 1 Gb bandwidth, while A-C links have 500 Kb bandwidth.  
A. PROACTIVE FORWARDING IMPLEMENTATION 
 Beside implementing reactive forwarding, this research also implementing a proactive forwarding 
mechanism for all virtual switches connected to ONOS. The execution between reactive forwarding and 
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Figure 3. Proactive Forwarding Implementation 
  
 The proactive forwarding mechanism is implemented to take advantage of the maximum benefits of 
the network topology. Unlike reactive forwarding mechanism that always passes through the smallest hop 
without considering the maximum benefits of network users can have. 
 
2.3 REACTIVE FORWARDING IMPLEMENTATION 
 Reactive forwarding implementation is done at the ONOS controller. By default, the ONOS controller 
already has a reactive forwarding mechanism but must be activated manually [15]. The reactive forwarding 
mechanism can not be configured. It will forward any packet through connected OVS. Following is the picture 
when reactive forwarding is implemented: 
 
 
Figure 4. Reactive Forwarding Implementation 
 Figure 4 shows the implementation of reactive forwarding has been successfully implemented. It also 
can be seen by observing the data flow, as shown above. By default, if there is no forwarding mechanism 




activated, there will be no data flow on the SDN network. The reactive forwarding mechanism can be activated 
by turning it on at the ONOS controller. 
 
3. RESULTS AND DISCUSSION 
 This study uses total migration time as the main parameter of measurement. After all of the VM 
samples measured, then the average migration time is used as a measurement result. The total migration time 
is obtained from a timer created using a bash script when the migration is executed. VM size samples that are 
migrated are 1GB, 2GB, and 5GB. Following is the comparison of the results from the measurement result 
from both reactive forwarding and proactive forwarding mechanism conducted in this study: 
 
 
Figure 5. Migration Time Measurement Result 
 
 From figure 5, it can be seen that the migration time required by the reactive forwarding mechanism 
is greater than proactive forwarding at any different VM size sample.  
 The migration time with a proactive forwarding mechanism on a 1GB VM is 27.83% faster than the 
reactive forwarding mechanism, for a 2GB VM, the migration time with proactive forwarding mechanism is 
51.39% faster than the reactive forwarding mechanism. And for 5GB VM, the migration time with a proactive 
forwarding mechanism is 27.79% faster than the reactive forwarding mechanism. 
 
4. CONCLUSION 
 From the measurement results from this study, it can be concluded that the VM migration process on 
the SDN-based network that uses a proactive forwarding mechanism is faster than the reactive forwarding 
mechanism. By average measurement, the proactive forwarding mechanism is 36.16% faster than the reactive 
forwarding mechanism in terms of migrating 1Gb, 2GB, and 5GB VMs on the SDN-based network. 
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