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Abstract—The energy efficiency (EE) of a multi-user multi-
relay system with the maximum diversity network coding
(MDNC) is studied. We explicitly find the connection among
the outage probability, energy consumption and EE and formu-
late the maximizing EE problem under the outage probability
constraints. Relay scheduling (RS) and power allocation (PA)
are applied to schedule the relay states (transmitting, sleeping,
etc) and optimize the transmitting power under the practical
channel and power consumption models. Since the optimization
problem is NP-hard, to reduce computational complexity, the
outage probability is first tightly approximated to a log-convex
form. Further, the EE is converted into a subtractive form
based on the fractional programming. Then a convex mixed-
integer nonlinear problem (MINLP) is eventually obtained. With
a generalized outer approximation (GOA) algorithm, RS and PA
are solved in an iterative manner. The Pareto-optimal curves
between the EE and the target outage probability show the EE
gains from PA and RS. Moreover, by comparing with the no
network coding (NoNC) scenario, we conclude that with the same
number of relays, MDNC can lead to EE gains. However, if RS
is implemented, NoNC can outperform MDNC in terms of the
EE when more relays are needed in the MDNC scheme.
Index Terms—nergy efficiency-outage probability tradeoff, net-
work coding, relay scheduling, power allocation, generalized
outer approximation (GOA).nergy efficiency-outage probability
tradeoff, network coding, relay scheduling, power allocation,
generalized outer approximation (GOA).E
I. INTRODUCTION
A. Related Works and Motivation
Energy management for the energy constrained networks
continues to be a challenging issue and has attracted considerable
research interest recently (see [1] and references therein). To
assess how efficiently the energy is managed, energy efficiency
(EE) has been proposed and it is defined as the sum of successfully
transmitted bits per unit energy [2]. As a single metric, it
conveniently combines the quality-of-service parameter (e.g.,
throughput, bit error rate and outage probability) with energy
consumption together and continues to be a popular topic in
recent years [2], [3], [17]-[26].
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Network coding (NC) in the physical layer is a commonly
used technique to improve the energy efficiency. With NC, the
messages of different users are combined into new codewords at
the intermediate nodes [3]-[16]. Recently, there are a significant
amount of works on the physical layer network coding for
the multi-access networks. More specifically, based on binary
network coding, classical butterfly network and the two-way
relay scheme have been widely studied [3]-[8]. Relay selection was
conducted to maximize the energy efficiency (EE) [3], to minimize
the bit error rate [4], [7] and to maximize the throughput [6], [8].
To enable more users to cooperate, analog network coding (ANC)
was applied. In [10], the packet flow and the channel occupation
frames were both scheduled to improve the network throughput.
In [11], the EE-maximization problem for ANC-based two-way
relay (TWR) networks has been tackled. In [12], the authors
have shown that when the number of sources/relays or the mod-
ulation order increases, ANC may be more energy efficient than
the conventional time-orthogonal non-cooperative transmission
scheme (referred to as No Network Coding scenario (NoNC)).
However, above network coding schemes were suboptimal in
terms of reliability, especially in high signal-to-noise ratio (SNR)
regions resulting in a suboptimal diversity order. To achieve the
full diversity order for a group of cooperative users, the idea
of the maximum diversity network coding (MDNC) has been
proposed in [13] and [14]. It was shown that, for both orthogonal
and non-orthogonal channels, an M -user N -relay network based
on MDNC can achieve a diversity of N−M+1 if direct source-BS
channels are absent, while the analog network coding [11] cannot
in general [13]. It was also proved in [13] that MDNC can provide
the network with a larger outage capacity than ANC in the high
SNR region. Further, given fixed data transmitting power and
noise power, reference [9] illustrated that an increasing Galois
field size can bring energy saving. In [13] and [14], the authors
studied only the diversity order (i.e., the exponent of SNR in the
upper bound) of the MDNC networks.
Apart from energy efficient network coding, resource alloca-
tion strategies to improve the EE mainly include the following:
maximizing rates without increasing the energy costs [3], [4],
minimizing the outage probability or energy costs to indirectly
improve the EE [17], [19] and optimizing energy aware infras-
tructure including schedule the modes of relays and base stations
(BSs) to decrease the electrical energy cost [19], [25]-[29]. In
particular, to maximize the EE, there is a tradeoff between
decreasing the electrical circuit energy consumption by utilizing
fewer relays and decreasing the outage probability along with
transmission power by employing more relays to improve the
diversity order. This naturally raises the problem of optimum
relay selection problem. In particular, there are many articles
focusing on relay selection rules [18], [19], [21]-[25] and they
differ in network setups (single- [18], [22], [25], [26] vs. multi-
relay and single source-destination pair [19]), relay protocol
(with GF(2) [4], [7], [11], ANC [12] vs. without network coding
(e.g., Amplify-and-Forward (AF) or Decode-and-Forward (DF))
[18], [19], [22]-[26]) and channel conditions (CSI available [23]-
[26] vs. unavailable at the transmitters [6], [19], [23], [24] ).
2networks with or without CSIT. For the network with CSIT,
the relay was selected according to the average CSI including
the path-loss, transmission distance [21], instantaneous SNR [25]
or fading states of links [19]. For the network without CSIT,
a (max-)min-max criterion to select one single relay such that
the BER [7] or the outage probability [6], [23], [24] of the
worst user/channel was optimized. To maximize the throughput,
reference [4] proposed a relay selection criterion that decides
according to the weighted rate sum for any bidirectional rate pair
on the boundary of the achievable rate region individually. Relay
selection strategies in [19]-[25] are only valid for the networks
where a selected relay is only connected with one unique source-
destination pair. In their studied systems, the source message can
be recovered as long as any relay manages to forward its message
to the destination. However, in the networks that are coded
over Galois Field (mostly nonbinary), one relay is connected
with multiple sources. Additionally, the destination must obtain
enough number of codewords from a group of selected relays to
jointly recover multiple source messages; otherwise, an outage
event happens. Thus, the derivation of the outage probability is
different from those in published cooperative relaying protocols,
including binary network coding [4], [7], [11], analog network
coding [12] and no network coding [18], [19], [25]. As mentioned
above, since one relay is connected with multiple users, the
“quality” of one specific relay can not be measured by just
two channels, i.e., user-relay and relay-destination channels.
Additionally, in contrast to the published relaying protocols in
[19]-[25], relays work cooperatively rather than separately in
our MDNC scheme. We have to select an optimum relay group
such that the messages of a specific user group can be jointly
recovered. Though [19] selected a group of relays to minimize
the total consumed energy for a source-destination pair, it solved
the relay selection by determining the optimum SNR threshold
in an exhaustive search way. The selection of the optimum relay
group is still an open problem for networks that are coded over
Galois Field, especially when CSI is not available at transmitters
and inter-channels do not necessarily follow identical distribution
(non-i.d.).
Furthermore, as we will show in Section V-D with more relays
being selected, the diversity order can be increased and thus the
energy consumption for the data transmission can be lowered;
however, the electrical circuit energy consumption increases. This
may decrease the energy efficiency. In other words, a tradeoff
exists between the diversity order and energy efficiency. Thus
the circuit energy consumption is not negligible and should be
taken into account [1]. One effective way to reduce the energy
costs is to adopt the sleeping/off-based mechanism at relays and
BSs [28], [29]. That is, the selected relays and BSs are scheduled
to be in receiving/transmitting/sleeping modes when necessary,
while the unselected relays stay at the off mode during the whole
transmission.
B. Our Contributions
We study the EE of MDNC based multi-user and multi-
relay (MUMR) networks without CSIT. We aim at maximizing
the EE meanwhile satisfying the outage probability constraint.
Specifically, our main contributions are listed as follows:
(1) We explicitly find the connection among the outage
probability, energy consumption and EE for the net-
works that are coded over Galois Field and formulate
the maximizing EE problem. A joint power allocation
(PA) and relay scheduling (RS) is conducted to solve
the EE-maximization problem with satisfying the outage
probability constraint. We note that the channel model
is practical and general in the sense that the inter-
channels are non-i.d. and the path-loss related to the
transmission distance is also incorporated. All these lead
to a completely new mathematical problem from the
current state of arts.
(2) In our problem, the exact expression of the network
outage probability is shown to be not tractable mathe-
matically. To solve the optimization problem efficiently,
outage probability is approximated by its log-convex
form. Numerical results in Section V indicate that our
approximation is sufficiently tight.
(3) EE is transformed into its subtractive-form based on
the fractional programming theory. We transform our
original problem into a convex mixed-integer nonlin-
ear one, for which a generalized outer approximation
(GOA) algorithm [40] is applied to decompose RS and
PA such that they can be solved in an iterative manner.
To our best knowledge, this is the first time when the
GOA algorithm is used in similar network setups to
efficiently determine an optimal relay group.
(4) We provide an EE comparison between MDNC and
NoNC. It is shown that with the same number of
selected relays, MDNC can lead to EE gains. However,
if RS is implemented, NoNC can outperform MDNC
in terms of the EE when more relays are needed in
the MDNC scheme. Additionally, the impacts of relay
number and locations are also investigated. All these
can give valuable insights on the system design of future
wireless networks.
The rest of the paper is organized as follows. In Section II,
we present the system model. Problem formulation is given in
Section III. In Section IV, an approximated-optimal RS and PA
algorithm is proposed. The convergence and complexity analyses
are also given. The analytical and simulation results are presented
in Section V. Section VI concludes this paper.
II. SYSTEM MODEL
We consider a common scenario in wireless networks, where
M users intend to transmit their independent messages (i.e., a
sequence of 0-1 bits) to a BS with the assistance of N micro
relays. We make the following assumptions: (i) Every user has
one message to be transmitted and all messages are of the same
length1; (ii) Without loss of generality, we assume that all the
users and relays transmit information with a fixed rate α0
bits per second (bps) on every channel2; (iii) There is no direct
connection between users and the BS due to the long distance or
the presence of physical obstacles.
A. Transmission Scheme
We assume that all nodes operate in non-overlapping time slots
adopted in [9], [19] and [25]. Let Ui, i ∈ {1, 2, · · · ,M}, and Rj ,
j ∈ {1, 2, · · · , N}, respectively represent the ith user and jth
relay. The whole transmission consists of two hops.
1) The First Hop: User-relay Transmission
The source message Si (∀i) is first protected by channel coding
and converted into a unit power-channel codeword, denoted as
X(Si) (∀i). In Ui’s broadcasting phase, Rj receives the channel
codeword X(Si) as follows:
Yi,j = hij
√
piX(Si) + zij , (1)
1We note that this assumption is made for simplifying illustration. The
system model can be extended to general cases where different users may have
different message lengths. More specifically, if different users have different
message lengths, we can divide the messages into shorter ones such that the
lengths of shorter messages are the same and some users have more messages
while some have fewer messages. Then, the users with fewer messages may
not participate in all transmission rounds.
2This assumption is also made for simplifying illustration. Our model and
algorithm are also applicable for different fixed rates on different channels.
The rates affect the values of the data transmitting time and outage probability.
However, different rates have no impact in the convexity of P2 presented in
Section IV. Hence, the analysis and proposed scheme are still feasible.
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Fig. 1. M users - N relays - one BS network with MDNC.
where hij ∼ CN (0, d−nijij σ2hij ) is the channel gain, which com-
bines path-loss and Rayleigh fading. d−nijij and σ
2
hij
denote the
path loss and variance of the Rayleigh distribution, respectively;
dij is the distance; nij is the channel path loss exponent; pi is
the transmitting power of X(Si); zij ∼ N (0, N0,ijB) denotes
the additive Gaussian white noise; N0,ij is the one-sided power
spectral density of white Gaussian noise and B is the bandwidth.
The achievable rate for the channel between Ui and Rj is
given by
Cij = Blog2(1 +
|hij |2pi
N0,ijB
), (2)
where |hij | is the amplitude of hij .
Since all the channel codewords are of the same length (with
the same length, i.e., α0T bits) and transmitted with the same
rate, the transmission of every channel codeword in the first
hop will take one time slot with the length of T seconds.
Correspondingly, every relay will receive all the M channel
codewords in MT seconds.
After user transmission, the selected relay, e.g., Rj , will decode
Yi,j , ∀i ∈ {1, 2, · · · ,M} and recover Si. An outage event
occurs in the channel between Ui and Rj when the fixed data
transmission rate, denoted as α0, is larger than the achievable
rate Cij .
2) The Second Hop: Relay-BS Transmission
The following notations will be used in our description of the
transmission process.
uj : It is defined as
uj =
{
1, Rj is selected,
0, otherwise.
We have
N∑
j=1
uj = ||U||1, where U = {ui,∀i} and || · ||1 is
1-norm operation, which equals the number of “1” in U and
correspondingly represents the number of selec ted relays.
Θ: The index set of the selected relays with cardinality ||U||1.
ΦK : Suppose K relays succeed in receiving M channel
codewords (i.e., X(S1), X(S2), · · · , X(SM )) and recovering all
the users’ messages (i.e., S1, S2, · · · , SM ) by channel decoding
in the first hop. The index set of these K relays is collected into
ΦK .
ψτ : The index set of τ relays, which forward messages to
the BS in the second hop. τ = 0 means that no relay forwards
messages to the BS.
Clearly, ψτ ⊆ ΦK ⊆ Θ.
As shown in Fig. 1, if Rj fails to decode any of the channel
codewords, it will not forward signals but remains in the
transmitting mode and ready for forwarding the next decoded
message3 . Otherwise, if it can decode all M channel codewords
(i.e., X(S1), X(S2), · · · , X(SM )) and recover all the users’
messages (i.e., S1, S2, · · · , SM ) by channel decoding, MDNC
will be applied. A network codeword Wj (∀j ∈ ΦK ) is generated
at Rj by the linear combination of M source messages over a
finite field GF(Q), where Q is the alphabet size. That is,
Wj =
M∑
i=1
ei,jSi,∀j ∈ ΦK , (3)
where ei,j is the global encoding kernel for Si at relay Rj . ei,j
converts log2(Q) bits of one source message into one symbol.
And it constitutes the transfer matrix H||U||1×M corresponding
to MDNC
H||U||1×M =


e1,1 e2,1 . . . eM,1
e1,2 e2,2 . . . eM,2
. . . . . .
e1,||U||1 e2,||U||1 . . . eM,||U||1

 .
H||U||1×M has a rank M for any M columns [13].
Wj (∀j) is a symbol sequence. One symbol can take any value
in {0, 1, 2, ..., Q − 1}. Then Rj regards Wj as a sequence of
information symbols and produces a channel codeword, X(Wj),
which will be further forwarded to the BS.
We note X(Wj) itself is a unit-power channel codeword. Let p′j
denote the transmitting power of X(Wj). With network coding,
X(Wj) and X(Si) (∀i, j) have the same number of bits, i.e.,
α0T bits (interested readers can refer to [13], [14] for detailed
illustration). Correspondingly, every transmission in the second
hop uses T seconds.
Suppose τ relays manage to forward their codewords to the
BS, as shown in Fig. 1. The received channel codeword at the
BS can be written as
Wˆj = gj
√
p′jX(Wj) + zj ,∀j ∈ ψτ , (4)
where gj ∼ CN (0, d−njj σ2gj ) is the channel gain; d
−nj
j and σ2gj
denote the path loss and variance of the Rayleigh distribution,
respectively; dj is the distance; nj is the channel path loss
exponent; zj ∼ N (0, N0,jB) is the noise term and N0,j is the
power spectral density of noise.
After that, as depicted in Fig. 1, by conducting channel decod-
ing at the BS, {Wˆj , ∀j ∈ ψτ} are decoded into {Wj ,∀j ∈ ψτ}.
Finally, the BS tries to obtain the source messages (i.e., S1, S2,
· · · , SM ) jointly from {Wj , ∀j ∈ ψτ} by network decoding.
B. Power Consumption Model
The power consumption at sources, relays and BS in different
modes are listed as follows:
1) Power Consumption at Users: pi is upper bounded by the
battery capacity PS,max, i.e., pi ≤ PS,max, ∀i ∈ {1, 2, · · · ,M}.
We denote the set of pi, ∀i, as PS .
2) Power Consumption at Relays: The power consumptions
at the relays in sleeping, receiving and transmitting modes is
described as follows [1]:
PR =


P0,R, receiving mode,
P0,R + △P p
′
j , transmitting mode,
Psleep,R, sleeping mode,
(5)
where △P is the slope of the load-dependent power consumption.
Generally, we have P0,R > Psleep,R. We note that the power used
3We note that if Rj , ∀j ∈ ΦK , decodes a part of the source messages
before forwarding them to the BS, the user messages may be recovered at the
BS. Under our relaying protocol, we obtain the upper bound of the outage
probability and the corresponding lower bound of the EE.
4by the network coding is also included in P0,R. We assume p′j is
upper bounded by PR,max, i.e., p′j ≤ PR,max. The set of p′j ,∀j,
is denoted as PMDNC .
3) Power Consumption at the BS: Different from the relays,
the BS will never turn off since the restarting, reconfiguring and
reloading are usually time consuming procedures. The power of
the BS in receiving and sleeping modes is given as
PBS =
{
Psleep,BS , sleeping mode in the first hop,
P0,BS . receiving mode in the second hop.
(6)
In general, we have P0,BS > Psleep,BS . We note that the power
consumed for network decoding is also included in P0,BS .
III. PROBLEM FORMULATION
A. Problem Formulation
For the network described in Section II, we aim at maximizing
the EE by optimizing the data transmission power and scheduling
the relay modes under the outage probability constraint. The
formulation of the optimization problem can be formulated as
P1 : [U∗,P∗S,P∗MDNC ] = argmax
[U,PS,PMDNC ]
ηEE (7)
s.t.
uj ∈ {0, 1}, ∀j ∈ {1, 2, · · · , N}, (8)
uj = I(0,PR,max](p
′
j)
∆
=
{
1 p′j ∈ (0, PR,max],
0 otherwise,
(9)
Prout ≤ Prout,target, (10)
EBS,1 + EBS,2 + ER,1 + ER,2 ≤ E0, (11)
0 < pi ≤ PS,max,∀i ∈ {1, 2, · · · ,M}, (12)
0 ≤ p′j ≤ PR,max,∀j ∈ {1, 2, · · · , N}, (13)
where (·)∗ represents the optimum solution. I(·) is an indicator
function. Inequation (9) describes the relationship between uj
and p′j , which indicates that if a relay is not selected, no power
is allocated for data transmission. Inequation (10) requires that
the outage probability, denoted as Prout should be lower than
the target level Prout,target. Inequation (11) means that the total
energy at the BS (suppose EBS,1 and EBS,2 joules energy are
respectively consumed in the first and second hop at the BS) and
relays (suppose ER,1 and ER,2 joules energy are consumed in
the first and second hop at the relays, respectively) should be
less than the total available energy, E0, which varies with the
power supply condition in the power grid. It limits the maximum
number of selected relays that the network can support.
In what follows, we give the detailed formulation for ηEE ,
Prout, EBS,1, EBS,2, ER,1 and ER,2, respectively.
B. Energy Efficiency
The EE is evaluated as the expected number of successfully
transmitted information bits L divided by the total consumed
energy Etot in the first and second hop [2], [9], i.e.,
ηEE =
L
Etot
. (14)
Since the network decoder either recovers all source messages or
does not recover any message, the outage probability for all users
in the MDNC scenario is the same. Thus, L can be expressed as
L =Mα0T (1− Prout), (15)
where Prout is the outage probability ( similar definitions of the
expected number of bits/throughput can be found in [22], [31],
[32]). Then (14) can be rewritten as
ηEE =
Mα0T (1− Prout)
Etot
. (16)
C. Total Consumed Energy
We note that Etot takes into account all the energy con-
sumption factors, including the states of relays/BS and allocated
transmitting power. We first give its expression in (17). The
detailed illustrations are given as follows.
In the first hop, Ui consumes piT joules to broadcast its
message to the ||U||1 selected relays. Every selected relay enters
the receiving mode and consumes P0,RMT joules in MT seconds,
while the remaining relays shut down to save energy. All the users
and relays respectively consume ES and ER,1 joules in the first
hop. At the same time, the BS stays at the sleeping mode for
MT seconds and consumes EBS,1 joules. ES , ER,1 and EBS,1
are shown in (17).
Transmission mode Sleeping mode off
Ract,1
Ract,2
Ract,3
Ract,||U||1
Time
slots
T T T T T
Fig. 2. A timing diagram for relaying transmission process and mode
transition in the second hop for the MDNC scheme.
In the second hop, the states of all relays are rescheduled. As
shown in Fig. 2, the selected relays are denoted as Ract,1, Ract,2,
...,Ract,||U||1 , which will forward their respective codewords in
a round-robin fashion. The selected relay, e.g., Rj will consume
(P0,R + △P p
′
j)T joules energy to forward its codeword. Note
that relays cannot enter the transmitting mode immediately from
the off mode. Thus, to make the relay ready for immediately
switching into the transmitting mode, it is necessary to first stay
at a sleeping mode, which acts as a transitional stage as shown in
Fig. 2. We assume the sleeping period lasts for βT seconds, where
β is a constant and limited between 0 and 1. Specifically, during
the last βT seconds of one selected relay’s transmission period,
the next selected relay in the round-robin queue will be in the
sleeping mode until its turn to be active and forward its codeword.
Meanwhile, the other relays are off to reduce energy consumption
and avoid interference. Thus, except the first selected relay (i.e.,
Ract,1), any other selected relay will be in the sleeping mode for
βT seconds and consumes βTPsleep,R joules. The BS will be in
the receiving mode in ||U||1 time slots. In total, ER,2 and EBS,2
joules will be consumed respectively by relays and the BS as
shown in (17).
D. Outage Probability
Since MDNC is used, any M out of τ network codewords
can be used to recover the M user messages at the BS. An
outage event happens when fewer than M network codewords
are received by the BS, i.e., τ ≤ M [13]. Thus, it is required
that in every transmission, the number of transmitters should be
smaller than the number of relays. If the number of users exceeds
N , we will split the users into several groups and transmission
proceeds group by group. For convenience, we assume M ≤ N .
Suppose K relays succeed in receiving all the source messages.
As illustrated above, an outage event happens in the following
two cases in terms of K.
1. Case A: K < M
5Etot = ES + ER + EBS
=
1st hop︷ ︸︸ ︷
M∑
i=1
piT
︸ ︷︷ ︸
ES
+
N∑
j=1
ujP0,RMT
︸ ︷︷ ︸
ER,1
+Psleep,BSMT︸ ︷︷ ︸
EBS,1
+
2nd hop︷ ︸︸ ︷
N∑
j=1
uj(P0,R + △P p
′
j)T + (
N∑
j=1
uj − 1)Psleep,RβT
︸ ︷︷ ︸
ER,2
+P0,BS
N∑
j=1
ujT
︸ ︷︷ ︸
EBS,2
.
(17)
In this case, user messages cannot be recovered no matter how
the second hop proceeds. Let Pr {ζK} denote the probability that
K relays successfully receive all the user messages in the first
hop. An outage event happens when K < M with probability
Prout,A, i.e.,
Prout,A =
M−1∑
K=0
Pr {ζK}. (18)
Let ρj represent the probability that Rj can successfully recover
all M user messages in the first hop. It can be represented as
ρj =
M∏
i=1
(1− Pre,ij), (19)
where Pre,ij is the outage probability of Ui-Rj end-to-end
transmission and can be calculated as
Pre,ij = Pr{Cij < α0} = Pr{|hij |2 < (2
α0/B − 1)N0,ijB
pi
}.
(20)
Since xij = |hij |2 follows the exponential probability density
function (PDF) [19]
f(xij) =
1
σ2hijd
−nij
ij
exp(− xij
σ2hijd
−nij
ij
),
(20) can be rewritten as
Pre,ij = 1−
∫ +∞
(2α0/B−1)N0,ijB
pi
f(xij)dxij = 1− exp(− cij
pi
),
(21)
where cij = (2
α0/B−1)N0,ijB
d
−nij
ij
σ2
hij
> 0. Thus, Pr {ζK} can be
represented as
Pr{ζK} =
∑
ΦK

 ∏
j∈ΦK
ρj
∏
j∈Θ\ΦK
(1− ρj)

, (22)
where K is the number of relays succeeding in receiving and
decoding all the user messages in the first hop;
∑
ΦK
(θ)
represents the sum of θ when ΦK is in different cases. ΦK consists
of K relays randomly chosen from the selected ||U||1 relays and
have CK||U||1 cases.
2. Case B : K ≥M
In this case, an outage event happens when the number of
relays forwarding the codewords to the BS in the second hop is
smaller than M .
Let Prout,B denote the outage probability in case B, given by
Prout,B =
||U||1∑
K=M
(
Pr {ζK} ·
M−1∑
τ=0
Pr {ςτ |ζK}
)
, (23)
where Pr {ζK} is given in (22); Pr {ςτ |ζK} represents the
probability that any combination of τ relays in ΦK successfully
transmits the user message in the second hop, which is given as
Pr{ςτ |ζK} =
∑
ψτ

 ∏
j∈ψτ
(1− Pre,j)
∏
j∈ΦK\ψτ
Pre,j

, (24)
where “A\B” means A is the complementary set of B. ∑ψτ (̟)
represents the sum of ̟ when ψτ is in different cases. Since ψτ
is the set of τ indexes randomly chosen from ΦK , including CτK
cases. Pre,j is the outage probability for the transmission between
Rj and the BS. Similar to the calculation of Pre,ij , Pre,j can be
evaluated as
Pre,j = 1− exp(− cj
ujp′j
), (25)
where cj = (2
α0/B−1)N0,jB
d
−nj
j σ
2
gj
> 0.
Since cases A and B are mutually independent, the outage
probability can be calculated as
Prout = Prout,A + Prout,B. (26)
IV. APPROXIMATED-OPTIMAL RELAY SCHEDULING AND
POWER ALLOCATION
As can be seen from (18) − (26), although Prout offers the
exact expression of the network outage probability, it consists of
multiple exponential items. Note the coefficients of exponential
items are positive and negative constants that alternately appear.
Additionally, due to the existence of binary variables uj ,
∀j ∈ {1, 2, · · · , N}, P1 is a mixed integer nonlinear pro-
gramming (MINLP) problem [39] that is usually NP-hard [34].
Furthermore, the product form of ujp′j in (17) and (26) and
nonlinear fractional structure of ηEE make P1 more complicated
and challenging. All these makes (10) in P1 not tractable
mathematically.
To solve it efficiently, we will make following efforts to convert
it into a convex optimization problem such that the efficient
algorithm can be adopted. Specifically, three steps will be used
including converting Prout and ηEE into convex forms and
decomposing RS and PA into two-subproblems. More detailed
steps are described as follows.
Step 1: Geometric Programming Approximation of Prout
Based on above observations, we are motivated to look into
the structure of the expression for outage probability in the high
SNR region and find a simplified but tight approximation. In the
sequel, we manage to convert it into a geometric programming
form, which is further converted into a log-convex form. The
detailed methods are illustrated as below.
We start with the following four items, i.e., ρj , (1 − Pre,j),
(1 − ρj) and Pre,j that appear in the expression of Prout. By
substituting (21) into (19), we have
ρj = exp(−
M∑
i=1
cij/pi), 1− Pre,j = exp(−cj/(ujp′j)). (27)
6For high SNR regions, i.e., when cij/pi → 0, cj/(ujp′j)→ 0, we
have exp(−cij/pi) ∼ 1 and exp(−cj/(ujp′j)) ∼ 1. Furthermore,
according to (19) and (25), we have
ρj ∼ 1, (1− Pre,j) ∼ 1. (28)
Moreover, since lim
x→0
(1− exp(−x)) = x, we have
1− ρj = 1− exp(−
M∑
i=1
cij/pi) ≈
M∑
i=1
cij
pi
. (29)
Pre,j = 1 − exp(−cj/ujp′j) should be 1 if p′j = 0. However,
using the approximation lim
x→0
(1 − exp(−x)) = x will lead to
Pre,j infinitely large, and thus invalid. Instead, we take the
approximation 1− e−x ∼ x
x+1
and thus,
Pre,j =
cj
cj + ujp′j
. (30)
Note that Pre,j = 1 when uj = 0. By substituting (28) − (30)
into (18) − (26), we rewrite Prout as (31), which is a tight
approximation of Prout in the high SNR region.
The multiplicative form of integer variables (i.e., uj ,
∀j ∈ {1, 2, · · · , N}) and real variables p′j makes P1 non-
convex/concave. To covert into convex with variable substitution,
two new variables, i.e., p˜i and p˜′j are first defined as below
pi = e
p˜i , ujp
′
j = cje
p˜′j − cj , (32)
where (cjep˜
′
j − cj) is the real transmitting power at Rj .
Then, (12), (13) and (31) can be rewritten as (33), (34) and
(35), respectively.
0 < pi = e
p˜i ≤ PS,max, (33)
0 ≤ ujp′j = cjep˜
′
j − cj≤ ujPR,max. (34)
Now, Prout is approximated to a sum form of exponential items
multiplied by positive constants, which is log-convex [35].
Step 2: Fractional Programming for the Objective
Note that the objective, i.e., ηEE is still in a nonlinear fractional
form, which cannot be guaranteed be to convex even though we
ignore the existence of the 0 − 1 variables. Following Step 1,
we further convert ηEE into its subtractive form by conducting
fractional programming based on the fractional programming
theory [36], we have the following lemma for solving P1.
Lemma 1. Define V = Mα0(1 − Prout) − qEtot, P˜MDNC =
{p˜′j , ∀j} and P˜S = {p˜i, ∀i}. If U is fixed, the resource allocation
policy can achieve the maximum energy efficiency
q∗ = max ηEE ,
if and only if
V (q∗) = V (q∗, P˜∗S, P˜∗MDNC ,U∗)
= max{Mα0(1− Prout)− q∗Etot} = 0, (36)
where V (q∗) is referred to as the subtractive-form of the primal ob-
jective function; q∗ is the maximum energy efficiency; P˜∗S , P˜∗MDNC
and U∗ are the optimal solutions.
Proof: The proof is provided in Appendix A.
According to Lemma 1, P1 can be reformulated as finding
the optimum transmitted powers at users and relays to satisfy
max{V = (Mα0(1− Prout)− qEtot)} = 0. (37)
In Dinkelbach’s method, q is iteratively updated [36]. In every
iteration, it solves (37) with a given q and then judges whether
V (q) converges to a given tolerance. If not, q is updated and we
repeat the maximization problem until it converges or reaches
the maximal iterations. The details can be found in [36], [37].
Note that with given q in every iteration, we have
max V ⇔ min −V ⇔ min V ′ (a)⇔min V˜ , (38)
where “⇔ means the expression in the left side is equivalent to
that in the right side. V ′ and V˜ are respectively defined as
V ′ = −V +Mα0 + qT∆P
N∑
j=1
cj , (39)
V˜ = log(V ′). (40)
(a) satisfies with the fact that V ′ > 0.
By taking log for both sides of (10), we have P2 shown below.
P2 : min
P˜S , P˜MDNC , U
V˜
s.t. (11), (33), (34),
log(Prout) ≤ log(Prout,target). (41)
According to (37)-(40), the optimal solutions, i.e., P˜∗S , P˜∗MDNC
and U∗ must satisfy
min{V˜ } = log(Mα0 + qT∆P
N∑
j=1
cj). (42)
Finally, we have the following proposition for P2.
Proposition 1. With given q, P2 is a convex optimization problem
with respect to p˜i, ∀i ∈ {1, 2, · · · ,M} and p˜′j ∀j ∈ ΦK . Moreover,
the existence of the 0−1 variable, i.e., uj , ∀j makes it also a convex
MINLP.
Proof: The proof can be found in Appendix B.
Step 3: Iterative Algorithm for PA and RS
In Proposisition 1, we state that our optimization problem
has been converted into a convex MINLP. Based on that, in this
section, we seek the optimum solutions of P2 with the GOA
algorithm [39], which is proposed to efficiently solve the MINLP
problem in [39] and [40]. We use the optimum power allocation
(PA) solutions obtained in the prior iterations to further optimize
relay selection (RS) in the sequent iterations. Specifically, we
separate P2 into two subproblems, a primal problem (PP) and a
master problem (MP). PP focuses on obtaining P˜S and P˜MDNC
with obtained U in the prior iteration, while the master problem
aims at updating the 0 − 1 combinations of U with previously
obtained P˜S , P˜MDNC and U . The two optimization problems
are solved iteratively.
Primal problem in the tth iteration: In the tth iteration, the
primal problem of P2 is formulated as
PP : min V˜ (q(θ), P˜S, P˜MDNC ,U(t−1))
s.t. (11), (33), (34), (41),
where q(θ) is the newly updated value of q in its θth iteration;
U(t−1) is the optimum 0-1 combinations of U in the (t − 1)th
iteration. Proposition 1 have revealed that PP is a standard
convex optimization, which can be solved efficiently with the
interior point method [35].
Additionally, let UBD(t) stand for the upper bound of V˜
provided by the primal problem within the first t iterations.
UBD(t) is set as the minimum value of V˜ obtained in the current
and the prior iterations, i.e.,
UBD(t) = min {V˜ (m)},∀m ≤ t. (43)
7Prout ≈
M−1∑
K=0
∑
ΦK

 ∏
j∈Θ\ΦK
M∑
i=1
cij
pi

+
||U||1∑
K=M

(∑
ΦK
(
∏
j∈Θ\ΦK
(
M∑
i=1
cij
pi
))) · (
M−1∑
τ=0
∑
ΦK
(
∏
j∈ΦK\ψτ
cj
ujp
′
j + cj
))

.
(31)
Prout ≈
M−1∑
K=0
∑
ΦK

 ∏
j∈Θ\ΦK
M∑
i=1
cije
−p˜i

+
||U||1∑
K=M

(∑
ΦK
(
∏
j∈Θ\ΦK
(
M∑
i=1
cije
−p˜i))) · (
M−1∑
τ=0
∑
ΦK
(
∏
j∈ΦK\ψτ
e−p˜
′
j))

.
(35)
Master problem in the tth iteration: In the tth iteration, the
master problem aims at updating the 0-1 combinations in U(t),
which will be used in the (t + 1)th primal problem iteration.
Recall that the optimal 0-1 combination corresponds to the best
RS strategy. We formulate it as
MP : min
P˜S,P˜MDNC ,U,wGOA
wGOA
s.t. (11), (33), (34),
wGOA ≥ V˜ (q(θ), P˜(m)S , P˜(m)MDNC ,U(m−1))
+∇V˜ (P˜(m)S , P˜(m)MDNC ,U(m−1))T
·

 P˜S − P˜
(m)
S
P˜MDNC − P˜(m)MDNC
U − U(m−1)

 , (44)
0 ≥ g(P˜(m)S , P˜(m)MDNC)
+∇g(P˜(m)S , P˜(m)MDNC)T
·
(
P˜S − P˜(m)S
P˜MDNC − P˜(m)MDNC
)
, (45)
UBD(t) > wGOA, (46)
||U||(low)1 ≤ ||U||1 ≤ ||U||(up)1 , (47)
where P˜(m)S and P˜(m)MDNC are the previously obtained optimal
solutions of the primal problem in the mth (m ≤ t) iteration;
U(m−1) is the fixed 0-1 assignment that was obtained in the
(m − 1)th iteration. ∇V˜ (·) is the partial derivative of V˜ . Take
∇V˜ (P˜S) as an example. It is the M -dimensional vector of the
partial derivatives of V˜ with respect to p˜1, p˜2, · · · , p˜M . g(·) in
(45) describes the outage probability constraint, i.e., g = Prout−
Prout,target. (44) and (45) respectively linearise the objective and
the constraint around the obtained solution point (i.e., P˜(m)S ,
P˜(m)MDNC , m = 1, 2, · · · , t) of the primal problem, PP.
Additionally, we note that U(t) obtained only with the con-
straints in (44)-(46) may make the next primal problem (i.e.,
PP(t + 1)) infeasible. That is, some constraints cannot be met
[39]. Thus, unnecessary computation is carried out if the obtained
U(t) is utilized in the (t+1)th primal problem iteration. To avoid
that, the feasible region for ||U||1 is given as (47). Specifically,
||U||(low)1 stands for the minimum required number of relays to
satisfy the outage probability constraint. ||U||(low)1 is determined
by (48) and (49) as follows:
Prout,mp(||U||(low)1 ) ≤ Prout,target, (48)
Prout,mp(||U||(low)1 − 1) > Prout,target, (49)
where Prout,mp(||U||(low)1 ) is the outage probability when all the
users and ||U||(low)1 relays transmit data with their maximum
possible power. Further, let ||U||(up)1 represent the upper bound
number of relays, which is defined as
||U||(up)1 = min(N, ||U||(PC)1 ), (50)
where ||U||(PC)1 is the maximum number of relays that can be
supported by the total available energy in the constraint (11).
It can be observed that, appart from (44) and (45), the other
constraints in MP, including (11), (33), (34), (46) and (46) are
also (or can be easily converted into) linear inequations. Thus,
it can be claimed that MP is a mixed-integer linear problem
(MILP), for which the branch-and-cut algorithm in the reliable
solver such as Cplex can be applied [39].
Note that, as illustrated in [39], w(t)GOA obtained in the tth
iteration can be considered as a lower bound of V˜ . We denote it
as LBD(t).
In Algorithm 1, we summarize the algorithm of RS and PA
strategies.
Algorithm 1: RS and PA strategies for MDNC based
MUMR Networks
1 INPUT: M , N , d
−nij
ij , d
−nj
j , pi, p
′
j , σ
2
ij , σ
2
j , σ
2
hij
, σ2gj ,
∀i ∈ {1, 2, · · · ,M}, ∀j ∈ {1, 2, · · · , N}, the maximum
tolerance ǫ and the maximal iterations θmax for q, the
maximum tolerance ε for the primal and master
problem.
2 OUTPUT: q∗, U∗, P˜∗S , P˜
∗
MDNC .
3 Set the initial q = 0, the iteration index of θ = t = 0 and
RS vector U (0);
4 while V˜ (qθ, P˜∗S , P˜
∗
MDNC ,U
∗) > ǫ, and θ 6= θmax do
5 while |LBD(t) − UBD(t)| > ε do
6 Solve the primal problem with the interior point
method to obtain P˜
(t)
S , P˜
(t)
MDNC and the upper
bound UBD(t);
7 Solve the master problem to obtain U (t) and the
lower bound LBD(t);
8 t = t+ 1;
9 end
10 θ = θ + 1;
11 Update q =
Mα0(1−Prout(P˜
∗
S ,P˜
∗
MDNC ,U
∗))
Etot(P˜∗S ,P˜
∗
MDNC
,U∗)
, where
(P˜∗S , P˜
∗
MDNC ,U
∗) is the optimal solution obtained
according to the computation from lines 5-8;
12 end
13 Mark corresponding q∗, P˜∗S , P˜
∗
MDNC , U
∗.
14 Retrieve P∗S and P
∗
MDNC according to (32).
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S,i
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MT An outage event happens for , when
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vely. In particular, the EE gains provided
by dynamic switching between MDNC and NoNC when RS
is implemented are also depicted. In the last, we show the
of circuit energy costs on RS and the impact of the
on the EE.
A. Relay Selection Results
TABLE II shows the relay selection results for NoNC and
” marks the unselected relays. We can
available relays, only parts of them
in the NoNC scenario.
B. Verification of approximated-optimal RS and PA
3 demonstrates the Pareto-optimal tradeoff curves
EE Prout,target
by Algorithm 1, the Brute-
vely. Pareto-optimal
8Convergence Analysis: We first analyze the monotonicity of
the upper bound in the consecutive iterations. The primal
subproblem (i.e., PP) can be solved with the efficient algorithm
with given U . It provides an upper bound (i.e., UBD) of the
original problem P2. The upper bound is updated according to
(43), which guarantees that the sequence of the updated upper
bound is non-increasing. For the lower bound (i.e., LBD), the
constraint in (44) guarantees that w(t)GOA ≥ w(m)GOA, ∀m ≤ t.
Thus, the lower bound sequence is non-decreasing. Considering
the aforementioned analysis, it can be claimed that the GOA
algorithm converges with finite iteration times.
To have an insight of the convergence rate, we further give an
analysis on the computational complexity in what follows.
Complexity Analysis: With our algorithm, PA and RS were
decomposed and respectively converted into the standard convex
PP and mixed-integer linear MP, which can be efficiently
solved with interior point method and branch-and-cut algorithm.
Specifically, in Dinkebach’s method, the iteration time for q is
limited [36]. Furthermore, with the interior-point method applied
for PP, the complexity will be O(C1C2), where Z is the total
number of exponential terms in the objective and constraints,
C1 = (M + ||U||1 + Z + 1)1/2, C2 = (M + ||U||1 + 1)Z2 + Z3 +
(M + ||U||1)3 [38]. Obviously, O(C1C2) is a polynomial in M ,
N , and ||U||1 . Due to the existence of the integer RS variables,
the computational complexity of MP may be non-polynomial.
However, efficient optimization solvers, e.g., Cplex, Mosek or
Mskgpopt can be applied to solve the master problem.
V. NUMERICAL RESULTS
In what follows, we will give numerical results based on above
theoretical analyses and simulations. The following parameters
are assumed in our system. σh and σg denote the variance
matrices of the Rayleigh fading gains; N0,h and N0,g represent
the power spectrum density matrices respectively for S-R and
R-BS channels, which are measured in Watts/Hz; dh and dg
represent the distance matrices which are measured in meter; nh
and ng represent the path-loss exponent matrices. Specifically,
elements at the ith row and the jth column of σh, dh, nh and
N0,h corresponding to the parameters for the channel between
Ui and Rj . Elements at the jth columns in σg, dg, ng and N0,g
corresponding to the parameters for the channel between Rj and
the BS. The other system parameters are shown in TABLE I.
P0,BS , Psleep,BS , ∆P , Psleep,R and P0,R are also used in [1].
The randomly generated values for all above parameters are as
follows.
σh =
[
5.1291 3.5040 4.3367 1.1597
4.6048 0.9505 7.0924 0.7808
]
,
σg =
[
5.0213 4.6821 3.4823 0.8667
]
,
dh =
[
857.5 457.6 927.1 840.2
1064.8 990.5 435.3 161.8
]
,
nh =
[
2.5570 2.9150 2.3152 3.0143
3.0938 3.1298 2.6412 2.9708
]
,
dg =
[
321.7 895.7 752.2 929.4
]
,
ng =
[
2.8006 2.2838 2.8435 2.5315
]
,
N0,h = 10
−14
[
0.063 0.035 0.27 0.003
0.001 0.001 0.214 0.548
]
,
N0,g = 10
−14 [ 0.1900 0.3621 0.0132 0.0612 ] .
For comparison, we also draw the curves for the TDMA NoNC
scenario. The transmission process is similar to that in the MDNC
scenario shown in Fig. 2. A sleeping period with length βT
seconds is also reserved for the relays. The difference from the
NoNC scenario is that every selected relay will use MT seconds
instead of T seconds to forward all the M users’ messages one
by one. The power is fixed during the MT seconds. An outage
TABLE I
SYSTEM PARAMETERS
M 2 N 4
P0,R 56 watts PS,max 10 watts
B 125K Hz PR,max 20 watts
P0,BS 130 watts Psleep,BS 75 watts
∆P 2.6 Psleep,R 39 watts
α0 300K |XS,i| 125K
β 0.1 E0 900 Joules
||U||
(up)
1 4
event happens for Ui, ∀i, when no relay successfully receives and
forwards its message to the BS.
In the following, we first provide the relay selection results.
After that, we illustrate the EE gains from RS, PA and MDNC,
respectively. In particular, the EE gains provided by dynamic
switching between MDNC and NoNC when RS is implemented
are also depicted. In the last, we show the impacts of circuit
energy costs on RS and the impact of the relay locations on the
EE.
A. Relay Selection Results
TABLE II shows the relay selection results for NoNC and
MDNC scenarios. “×” marks the unselected relays. We can see
that though there are 4 available relays, only parts of them are
selected. Note that with the same target outage probability, more
selected relays are generally needed for the MDNC scenario than
that in the NoNC scenario.
[6e-7,8e-6]
R1
[8e-4,1e-3]
[1e-5,5e-4]
[4e-3,1e-1]
R4R3R2
MDNC
NoNC
MDNC
MDNC
NoNC
MDNC
NoNC
Inactive relay
NoNC
        Table II
 
 
Relay Scheduling
Pr
out,target
B. Verification of approximated-optimal RS and PA
Fig. 3 demonstrates the Pareto-optimal tradeoff curves be-
tween ηEE and Prout,target for the MDNC and NoNC scenarios
which are obtained by Algorithm 1, the Brute-force algorithm
and simulation, respectively. Pareto-optimal tradeoff curves con-
sist of Pareto-optimal points, at which ηEE cannot be increased
without increasing Prout,target and vice versa. Moreover, the
numerical results imply that, in the high SNR region, the
Pareto-optimal ηEE is obtained when Prout = Prout,target. The
simulation results are obtained by respectively averaging the
outage probability, total consumed energy and EE over 108
random realizations of the Rayleigh fading channels. It can be
observed that the results from Brute-force, Algorithm 1 and the
simulations are closely matched. All these show that the analytical
results obtained by Algorithm 1 are valid.
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Fig. 3. Tradeoff between outage probability and EE for MDNC and NoNC
scenarios.
C. EE Gains from RS
1) EE Gains from RS for the MDNC scenario: For compar-
ison, we plot “MDNC+PA+RS” (MDNC with PA and RS), 4-relay
“MDNC+PA” (MDNC with PA) and 3-relay “MDNC+PA” curves
in Fig. 3. Due to the relay selection, jumping points appear in the
curve for the scenario with RS. We can see from Table II that:
at these jumping points, the number of selected relays varies
from 2 to 3 and then 4 when Prout decreases. Correspondingly,
the electrical circuit consumption at the relays sharply increases.
This results in the abrupt decrease in the EE.
Specifically, the curves of “MDNC+PA+RS” and 4-relay
“MDNC+PA” overlap when 5 × 10−6 ≤ Prout ≤ 10−5. This
is because in that region, both cases need 4 relays to forward
messages. Meanwhile, “MDNC+PA+RS” outperforms 4-relay
“MDNC+PA” when 10−5 ≤ Prout ≤ 10−2. To be specific, more
than 40% of EE gain is achieved by RS.
For 3-relay “MDNC+PA”, we note the lower bound of Prout
is 10−5. Correspondingly, 3-relay “MDNC+PA” curve ends when
Prout = 10
−5
. It overlaps with “MDNC+PA+RS” when 10−5 ≤
Prout ≤ 10−3 and both cases need 3 relays.
When Prout ≥ 4 × 10−3, only two relays are selected in the
“MDNC+PA+RS”. It is worth noticing that 2-relay “MDNC+PA”
curve overlaps with that of 2-relay “MDNC+PA+RS” when
Prout ≥ 4 × 10−3. The outage probability beyond that region
is not achievable with 2-relay “MDNC+PA+RS” or 2-relay
“MDNC+PA” scheme. Correspondingly, more than 28% of EE
gain is achieved by “MDNC+PA+RS” compared with 3-relay
“MDNC+PA”. We note that, for 1-relay scenario, network coding
is not needed since the relay is the only path for the source to
reach the destination.
We also draw the tradeoff curves when relays decoding a part
of source messages are allowed to forward the corresponding
codewords. As we can see, a higher EE can be obtained compared
with our relay forwarding rule. But the extra EE gains are small.
To illustrate the impacts of Prout on the RS and PA, we
plot the curves of total consumed energy used for the data
transmission, denoted as Etotdata, versus Prout in Fig. 4. The
curve for “MDNC+PA+RS” fluctuates and two peak points A1
and A2 appear. They correspond to the two jumping points in
Fig. 3. We can see that at these two points, the power allocated
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Fig. 4. Etotdata versus Prout for MDNC scenario.
to the users both reaches the upper limit, i.e. 10 Watts. For
the curve segment connecting A0 and A1, only R1 and R3
are selected. When Prout decreases, the power allocated to the
users and relays becomes larger and reaches the upper bound
at A1. To further decrease Prout, another relay, R2, is selected
to increase the diversity order. Consequently, Etotdata decreases.
When the power allocated to the users achieves the upper bound
again at point A2, the relay with the lowest priority, i.e., R4,
is selected to further increase the diversity order and decrease
Prout. Consequently, data transmitting power is diminished.
2) EE Gains from RS for the NoNC scenario: Due to the
relay selection, jumping points appear in the curve for the NoNC
scenario with RS. We can see from Table II that at these jumping
points, the number of selected relays varies from 1 to 2 when
Prout,target decreases.
In Fig. 3, by comparing “NoNC+PA+RS” (NoNC scheme with
PA and RS) with 4-Relay “NoNC+PA” (NoNC scheme with PA),
we can see that at the same outage probability level, more than
80% of EE gains can be obtained from RS. The gap between the
“NoNC+PA+RS” and 3-Relay “NoNC+PA” implies that around
40% of EE gains can be achieved by RS.
We also plot the curve of Etotdata versus Prout for
“NoNC+PA+RS” in Fig. 5. The curve for “NoNC+PA+RS”
fluctuates and there is also one jumping point. It corresponds
to the jump point in Fig. 3. For the curve connecting B0 and
B1, only R1 is selected. At B1, the power allocated to the first
user reaches its upper limit, i.e. 10 Watts. To further decrease
Prout, another relay, R3, is selected to increase the diversity
order. Consequently, the total data transmitting powers can be
diminished.
D. EE Gains from Dynamic Switching between MDNC and
NoNC
By comparing 4-relay “NoNC+PA” and 4-relay “MDNC+PA”
curves in Fig. 3, we can see that MDNC outperforms NoNC. We
can achieve the same conclusion by comparing between 3-relay
“NoNC+PA” and 3-relay “MDNC+PA” scenarios. That is, with
the same number of relays being selected, MDNC can lead to EE
gains. Additionally, when RS is implemented, we can obtain that
MDNC can outperform the NoNC scheme in some target outage
probability region, where the numbers of selected relays for
MDNC and NoNC are the same or very close. Specifically, in the
region Prout ∈ (5×10−4, 3×10−3), 2 and 3 relays are respectively
needed for “NoNC+PA+RS” and “MDNC+PA+RS”. As can be
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Fig. 5. Etotdata versus Prout for NoNC scenario.
seen, “MDNC+PA+RS” achieves a higher EE, which implies the
EE gains resulting from network coding. The reason is given
as follows. We note that the total consumed energy consists of
two parts, the electrical circuit energy and the data transmission
energy. Though the MDNC scheme consumes more energy in
electrical devices and circuits due to one extra activated relay
(i.e., R2), less data transmitting energy is consumed as shown in
Fig. 4 and Fig. 5, such that the total consumed energy is less than
that of the NoNC scenario. Thus, higher EE is obtained in the
MDNC scenario. On the other hand, in other outage probability
regions, NoNC can perform better than the MDNC scheme if
much fewer relays are needed for the NoNC scenario. In the
region Prout ∈ (6 × 10−7, 5 × 10−6) where 2 and 4 relays are
respectively needed for “NoNC+PA+RS” and “MDNC+PA+RS”,
“NoNC+PA+RS” outperforms “MDNC+PA+RS”. This is because
electrical devices consume more energy to support another 2
relays in the network coding scenario. Thus, a dynamic policy at
the relays, i.e., switching between NoNC and MDNC, based on
the target outage probability can potentially improve the EE.
E. EE Gains from PA
To clearly show the energy saving effect from PA, we plot
the curves of Etotdata versus Prout for both 3 and 4-relay
scenarios in Fig. 6. The Etotdata gap between the curves for 4-
relay “MDNC+PA” and 4-relay “MDNC” (MDNC without PA or
RS) in Fig. 6 shows the energy saved with PA. Similar conclusions
can also be obtained from 3-relay “MDNC+PA” and 3-relay
“MDNC”. It is clear that for the same Prout, more than 30% of
energy is saved.
F. Effect of Circuit Energy Costs on RS
From Fig. 6, we can conclude that if the circuit energy
costs are ignored, the EE of four relays is larger than that
of three relays. This is due to the fact that with more relays
assisting in forwarding messages, a higher diversity order can
be provided. Contrarily, if we take the electrical consumption
into account, more relays may result in a decreasing EE, as
shown in Fig. 3. This is because that the outage probability gains
achieved by adding extra relays are at the cost of basic electrical
circuits consumption. Thus, we cannot ignore the circuit energy
consumption. Based on that knowledge, the relay scheduling,
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including the modes (active, sleeping or off) and the number of
relays, are significant.
G. Effects of the Relay Locations
To investigate the effect of the relay locations on the EE, we
move the relays farther away from/closer to the users and closer
to/farther away from the BS. To be specific, the distance between
Ui, ∀i, and Rj , ∀j, is changed into (dij + ∆) meters while the
distance between Rj and the BS becomes (dj−∆) meters, where
∆ can be regarded as the shifting distance of one relay. As can
be seen from Table II, 3 relays are selected to optimize the EE
when 1 × 10−5 ≤ Prout,target ≤ 10−3. In Fig. 7, we draw the
EE curves versus the shifting distance for 3-Relay “MDNC+PA”
scenario when Prout = 10−3, 5× 10−4, 2× 10−4 and 1× 10−4,
respectively. It can be found that the optimum value of ∆ with
respect to the EE is 50. For 50 ≤ ∆ ≤ 200, increasing ∆ causes
a larger path loss in the source-relay channels. Note that the
first hop transmission is dominant in the two-hop transmission
11
scheme. The increasing path loss in the first hop deteriorates the
outage performance, which needs more energies in the second
hop to compensate. On the other hand, for −150 ≤ ∆ ≤ 50, an
decreasing ∆ yields a decline in the EE. This is because when
the relays get closer to the destination node, the path loss of the
relay-BS channel becomes larger. In this case, larger transmitting
power is needed at relays and EE correspondingly decreases.
VI. CONCLUSIONS
The energy efficiency of MDNC-based MUMR networks with-
out CSIT has been studied. To formulate the EE maximization
problem under constraints of the outage probability, the exact
outage probability expression was first derived but shown to
be not tractable mathematically. Motivated by this, the outage
probability was tightly approximated by its log-convex form.
The method can be extended into various networks, such as
NoNC, TWR and ANC, etc. Then we eventually transformed
our original problem into convex mixed-integer nonlinear one,
for which a generalized outer approximation (GOA) algorithm
was applied to decompose RS and PA such that they can be
solved in an iterative manner. In particular, PA and RS were
respectively converted into a standard convex and mixed-integer
linear problem and efficiently solved with interior point method
and branch-and-cut algorithm. Analytical results showed that
the proposed PA and RS strategies can improve the EE. Further,
when the number of selected relays was the same for MDNC and
NoNC, it turned out that MDNC outperformed NoNC in terms of
the EE. However, with RS, the NoNC scenarios may outperform
the MDNC scenario in some outage probability region, where
fewer selected relays were needed for the NoNC scenario and
thus the circuit energy costs were lowered. Additionally, we
have shown that transmitting power with more relays can
be decreased, since with more relays assisting in forwarding
messages, larger diversity was obtained. Moreover, the optimum
relay positions with respecting to the EE were found at a
specific outage probability. It was demonstrated that a further
increase/decrease in the transmission distance of the first/second
hop both deteriorated the EE performance.
APPENDIX
A. Proof of Lemma 1
Proof: In [36], the following conclusion has been obtained.
Let N(x) and D(x) be continuous and real-valued functions.
Suppose D(x) > 0. Then it is proved that
q∗ = N(x∗)/D(x∗) = max{N(x)/D(x)}, (51)
if and only if,
F (q∗) = F (q∗, x∗) = max{N(x)− q∗D(x)} = 0. (52)
We note that if U is fixed, both Mα0(1 − Prout) and Etot
are continuous and real-valued functions and Etot > 0. For P1,
by replacing x∗, N(x) and D(x) in (52) with [P˜∗s , P˜∗MDNC],
Mα0(1 − Prout) and Etot, respectively, then Lemma 1 can be
obtained.
B. Proof of Proposition 1
It is obvious that (33) and (34) are convex. With fixed U ,
(11), (35) and Etot are the sum of multiple exponential terms
multiplied by positive constants, which are in the geometric
programming form. Then their log-form i.e., V˜ and (41) are
convex [35]. Thus, P2 is convex. The efficient interior-point
method [35] can be applied to obtain the solution.
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