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Blockspin renormalization-group study of color confinement due to violation of the
non-Abelian Bianchi identity
Tsuneo Suzuki1, ∗
1Kanazawa University, Kanazawa 920-1192, Japan
Block-spin transformation of topological defects is applied to the violation of the non-Abelian
Bianchi identity (VMABI) on lattice defined as Abelian monopoles. To get rid of lattice artifacts,
we introduce 1) smooth gauge fixings such as the maximal center gauge (MCG), 2) block-spin
transformations and 3) the tadpole-improved gauge action. The effective action can be determined
by adopting the inverse Monte-Carlo method. The coupling constants F (i) of the effective action
depend on the coupling of the lattice action β and the number of the blocking step n. But it is found
that F (i) satisfy a beautiful scaling, that is, they are a function of the product b = na(β) alone
for lattice coupling constants 3.0 ≤ β ≤ 3.9 and the steps of blocking 1 ≤ n ≤ 12. The effective
action showing the scaling behavior can be regarded as an almost perfect action corresponding to
the continuum limit, since a→ 0 as n→∞ for fixed b. The infrared effective monopole action keeps
the global color invariance when smooth gauges such as MCG keeping the invariance are adopted.
The almost perfect action showing the scaling is found to be independent of the smooth gauges
adopted here as naturally expected from the gauge invariance of the continuum theory. Then we
compare the results with those obtained by the analytic blocking method of topological defects from
the continuum, assuming local two-point interactions are dominant as the infrared effective action.
The action is formulated in the continuum limit while the couplings of these actions can be derived
from simple observables calculated numerically on lattices with a finite lattice spacing. When use is
made of Berezinskii-Kosterlitz-Thouless (BKT) transformation, the infrared monopole action can be
transformed into that of the string model. Since large b = na(β) corresponds to the strong-coupling
region in the string model, the physical string tension and the lowest glueball mass can be evaluated
analytically with the use of the strong-coupling expansion of the string model. The almost perfect
action gives us
√
σ ≃ 1.3√σphys for b ≥ 1.0 (σ−1/2phys ), whereas the scalar glueball mass is kept to be
near M(0++) ∼ 3.7√σphys. In addition, using the effective action composed of simple 10 quadratic
interactions alone, we can almost explain analytically the scaling function of the squared monopole
density determined numerically for large b region b > 1.2 (σ
−1/2
phys ).
PACS numbers: 11.15.Ha,14.80.Hv,11.10.Wx
I. INTRODUCTION
It is shown in the continuum limit that the violation of
the non-Abelian Bianchi identities (VNABI) Jµ is equal
to Abelian-like monopole currents kµ defined by the vi-
olation of the Abelian-like Bianchi identities [1, 2]. Al-
though VNABI is an adjoint operator satisfying the co-
variant conservation rule DµJµ = 0, it gives us, at the
same time, the Abelian-like conservation rule ∂µJµ = 0.
There are N2− 1 conserved magnetic charges in the case
of color SU(N). The charge of each component of VN-
ABI is quantized a` la Dirac. The color invariant eigen-
value λµ of VNABI also satisfies the Abelian conserva-
tion rule ∂µλµ = 0 and the magnetic charge of the eigen-
value is also quantized a` la Dirac. If the color invariant
eigenvalue make condensation in the QCD vacuum, each
color component of the non-Abelian electric field Ea is
squeezed by the corresponding color component of the
sorenoidal current Jaµ . Then only the color singlets alone
can survive as a physical state and non-Abelian color
confinement is realized.
∗e-mail:suzuki04@staff.kanazawa-u.ac.jp
To prove if such a new confinement scheme is realized
in nature, studies in the framework of pure SU(2) lat-
tice gauge theories have been done as a simple model of
QCD [2]. An Abelian-like definition of a monopole fol-
lowing DeGrand-Toussaint [3] is adopted as a lattice ver-
sion of VNABI, since the Dirac quantization condition of
the magnetic charge is taken into account on lattice. In
Ref [2], the continuum limit of the lattice VNABI density
is studied by introducing various techniques of smooth-
ing the thermalized vacuum which is contaminated by
lattice artifacts originally. With these improvements,
beautiful and convincing scaling behaviors are seen when
we plot the density ρ(a(β), n) versus b = a(β), where
ρ(a(β), n) =
∑
s,µ
√∑3
a=1(K
a
µ(s))
2/(4
√
3V b3), Kaµ(s) is
an n blocked monopole in the color direction a, n is the
number of blocking steps, V is the four-dimensional lat-
tice volume and b = na(β) is the lattice spacing of the
blocked lattice. A single universal curve ρ(b) is found
from n = 1 up to n = 12, which suggests that ρ(a(β), n)
is a function of b = na(β) alone. The scaling means that
the lattice definition of VNABI has the continuum limit.
The monopole dominance and the dual Meissner ef-
fect of the new scheme were studied already several years
ago without any gauge fixing [4] by making use of huge
number of thermalized vacua produced by random gauge
2transformations. The monopole dominance of the string
tension was shown beautifully. The dual Meissner effect
with respect to each color electric field was shown also
beautifully by the Abelian monopole in the correspond-
ing color direction.
Now in this paper we perform the blockspin
renormalization-group study of lattice SU(2) gauge the-
ory and try to get the infrared effective VNABI action by
introducing a blockspin transformation of lattice VNABI
(Abelian monopoles). Since lattice VNABI is defined
as Abelian monopoles following Degrand-Toussaint [3],
the renormalization-group study is similar to the previ-
ous works done in maximally Abelian (MA) gauge [5–
8]. However here we mainly adopt global color-invariant
maximal center gauge (MCG) [9, 10] as a gauge smooth-
ing the lattice vacuum, although comparison of the re-
sults in other smooth gauges is discussed. Beautiful scal-
ing and gauge-independent behaviors are found to exist,
not only with respect to the monopole density done in
Ref. [2], but also with respect to the effective monopole
action.
After numerically deriving the infrared effective ac-
tion with the simple assumption of two-point monopole
interactions alone, we try to get the monopole action
in the continuum limit by applying the method called
blocking from the continuum [11]. When use is made of
Berezinskii-Kosterlitz-Thouless (BKT) transformation,
the infrared monopole action can be transformed into the
string model action. Since large b = na(β) corresponds to
the strong-coupling region in the string model, the string
tension and the lowest glueball mass can be evaluated
analytically with the use of the strong-coupling expan-
sion. The almost perfect action gives us
√
σ ≃ 1.3√σphys
for b ≥ 1.0 (σ−1/2phys ), whereas the lowest scalar glueball
mass is kept to be near M(0++) ∼ 3.7√σ [12]. Finally,
we try to explain the scaling behavior of the monopole
density observed in Ref. [2] starting from the obtained
effective monopole action composed of 10 quadratic in-
teractions alone. Since the square-root operator is dif-
ficult to evaluate, we adopt the squared monopole den-
sity R(b) =
∑
s,µ(
∑3
a=1(K
a
µ(s))
2)/(4V b3). R(b) is found
numerically to be a function of b = na(β) alone. It is
interesting to see the numerically determined scaling be-
havior of R(b) can almost be reproduced analytically by
the simple monopole action for b > 1.2 (σ
−1/2
phys ), although
there remains around 30% discrepancy due mainly to
the choice of simplest 10 quadratic monopole interactions
alone.
II. THE EFFECTIVE MONOPOLE ACTION
AND THE BLOCKSPIN TRANSFORMATION OF
LATTICE MONOPOLES
The method to derive the monopole action is the fol-
lowing:
1 We generate SU(2) link fields {U(s, µ)} using the
tadpole-improved action [13] for SU(2) gluodynam-
ics:
S = β
∑
pl
Spl − β
20u20
∑
rt
Srt (1)
where Spl and Srt denote plaquette and 1× 2 rect-
angular loop terms in the action,
Spl,rt =
1
2
Tr(1 − Upl,rt) , (2)
the parameter u0 is the input tadpole improvement
factor taken here equal to the fourth root of the
average plaquette P = 〈12 trUpl〉. We consider 484
(244) hyper-cubic lattice for β = 3.0 ∼ 3.9 (for β =
3.0 ∼ 3.7). For details of the vacuum generation
using the tadpole-improved action, see Ref. [2].
2 Monopole loops in the thermalized vacuum pro-
duced from the above improved action (1) still con-
tain large amount of lattice artifacts. Hence we
adopt a gauge-fixing technique smoothing the vac-
uum, although any gauge-fixing is not necessary
for smooth continuum configurations. The first
smooth gauge is the maximal center gauge [9, 10]
which is usually discussed in the framework of the
center vortex idea. We adopt the so-called direct
maximal center gauge which requires maximization
of the quantity
R =
∑
s,µ
(TrU(s, µ))2 (3)
with respect to local gauge transformations. Here
U(s, µ) is a lattice gauge field. The above condi-
tion fixes the gauge up to Z(2) gauge transforma-
tion and can be considered as the Landau gauge for
the adjoint representation. In our simulations, we
choose simulated annealing algorithm as the gauge-
fixing method which is known to be powerful for
finding the global maximum. For details, see the
reference [14].
For comparison, we also consider the direct Lala-
cian center gauge(DLCG) [15], Maximal Abelian
Wilson loop (AWL) gauge [2] and Maximally
Abelian (MA) plus U1 Landau gauge(MAU1) [2,
16–18].
3 Next we perform an abelian projection in the above
smooth gauges to separate abelian link variables.
We explain how to extract the Abelian fields and
the color-magnetic monopoles from the thermalized
non-Abelian SU(2) link variables [4],
U(s, µ) = U0(s, µ) + i~σ · ~U(s, µ), (4)
where ~σ = (σ1, σ2, σ3) is the Pauli matrix. Abelian
link variables in one of the color directions, for ex-
ample, in the σ1 direction are defined as
uµ(s) = cos θµ(s) + iσ
1 sin θµ(s) , (5)
3where
θ1µ(s) = arctan
(U1(s, µ)
U0(s, µ)
)
(6)
corresponds to the Abelian field.
4 Monopole currents can be defined from abelian
plaquette variables θaµν(s) following DeGrand and
Toussaint [3]. The abelian plaquette variables are
written by
θaµν(s) ≡ θaµ(s) + θaν(s+ µˆ)− θaµ(s+ νˆ)− θaν(s),
(−4π < θaµν(s) < 4π).
It is decomposed into two terms:
θaµν(s) ≡ θ¯aµν(s) + 2πnaµν(s),
(−π ≤ θ¯aµν(s) < π).
Here, θ¯aµν(s) is interpreted as the electro-magnetic
flux with color a through the plaquette and the
integer naµν(s) corresponds to the number of Dirac
string penetrating the plaquette. One can define
quantized conserved monopole currents
kaµ(s) =
1
2
ǫµνρσ∂νn
a
ρσ(s+ µˆ), (7)
where ∂ denotes the forward difference on the lat-
tice. The monopole currents satisfy a conservation
law ∂′µk
a
µ(s) = 0 by definition, where ∂
′ denotes the
backward difference on the lattice.
5 We consider a set of independent and local
monopole interactions which are summed up over
the whole lattice. We denote each operator as Si[k].
Then the monopole action can be written as a lin-
ear combination of these operators:
S[k] =
∑
i
F (i)Si[k], (8)
where F (i) are coupling constants.
The effective monopole action is defined as follows:
e−S[k] =
∫
DU(s, µ)e−S(U)
×
∏
a
δ(kaµ(s)−
1
2
ǫµνρσ∂νn
a
ρσ(s+ µˆ)),
where S(U) is the gauge-field action (1).
We determine the monopole action (8), that is, the
set of couplings F (i) from the monopole current
ensemble
{
kaµ(s)
}
with the aid of an inverse Monte-
Carlo method first developed by Swendsen [19] and
extended to closed monopole currents by Shiba and
Suzuki [6]. The details of the inverse Monte-Carlo
method are reviewed in AppendixA. See also the
previous paper [7].
Practically, we have to restrict the number of in-
teraction terms. It is natural to assume that
monopoles which are far apart do not interact
strongly and to consider only short-ranged local
interactions of monopoles. The form of actions
adopted here are shown in Appendix B and in Ap-
pendix C. Some comments are in order:
– Contrary to previous studies in MA gauge,
there are three colored Abelian monopoles
here. Due to the possible interactions be-
tween gauge fields and monopoles, there may
appear interactions between different colored
monopoles. When we consider here only ef-
fective actions of Abelian monopoles, such
induced interactions between monopoles of
different colors become jnevitablly non-local.
Also no two-point color-mixed interactions ap-
pear.
– We adopt only monopole interactions which
are local and have no color mixing, since sta-
ble convergence could not be obtained with
introduction of color-mixed four and six-point
local interactions.
– Actually, we study here in details assum-
ing two-point monopole interactions alone, al-
though some four and six point interactions
without any color mixing are studied for com-
parison. For the discussions concerning the
set of monopole interactios, see Appendix C.
– All possible types of interactions are not in-
dependent due to the conservation law of the
monopole current. So we get rid of almost all
perpendicular interactions by the use of the
conservation rule [6, 8].
6 We perform a blockspin transformation in terms of
the monopole currents on the dual lattice to inves-
tigate the renormalization flow in the IR region.
We adopt n = 1, 2, 3, 4, 6, 8, 12 extended conserved
monopole currents as an n blocked operator [5]:
Kµ(s
(n)) =
n−1∑
i,j,l=0
kµ(s(n, i, j, l))
≡ Bkµ(s(n)), (9)
where s(n, i, j, l) ≡ ns(n) + (n− 1)µˆ+ iνˆ + jρˆ+ lσˆ.
The renormalized lattice spacing is b = na(β) and
the continuum limit is taken as the limit n → ∞
for a fixed physical length b.
We determine the effective monopole action
from the blocked monopole current ensemble{
Kµ(s
(n))
}
. Then one can obtain the renormal-
ization group flow in the coupling constant space.
7 The physical length b = na(β) is taken in unit of
the physical string tension σ
−1/2
phys . We evaluate the
4string tension σlat from the monopole part of the
abelian Wilson loops for each β since the error bars
are small in this case. The lattice spacing a(β) is
given by the relation a(β) =
√
σlat/σphys. Note
that b = 1.0 σ
−1/2
phys corresponds to 0.45fm, when
we assume σphys ∼= (440MeV )2.
FIG. 1: The coupling constants of the self and the two
nearest-neighbor interactions in the effective
monopole action versus b = na(β) in MCG on 484.
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FIG. 2: The coupling constants of the two next to the
nearest-neighbor interactions in the effective
monopole action versus b = na(β) in MCG on 484.
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III. NUMERICAL RESULTS
As discussed in Appendix B and Appendix C, in
the main part of this work, we adopt 10 short-ranged
quadratic interactions alone as the form of the effective
monopole action for simplicity and also for the compari-
son with the analytic blocking from the continuum limit.
A. Results in MCG gauge on 484 lattice
The 10 coupling constants F (i) (i = 1 ∼ 10) of
quadratic interactions are fixed very beautifully for lat-
tice coupling constants 3.0 ≤ β ≤ 3.9 and the steps of
blocking 1 ≤ n ≤ 12. Remarkablly they are all expressed
by a function of b = na(β) alone, although they origi-
nally depend on two parameters β and n. Namely the
scaling is satisfied and the continuum limit is obtained
when n → ∞ for fixed b = na(β). The obtained action
can be considered as the projection of the perfect action
onto the 10 quadratic coupling constant plane. These
behaviors are shown for the first 5 dominant couplings
5FIG. 3: The renoramlization-group flow projected onto the
two-dimensional coupling constant planes in MCG
on 484.
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in Fig.1 and Fig.2. These data are actually much more
beautiful than those obtained in previous works in MA
gauge considering the third color component alone [8].
FIG. 4: The renoramlization-group flow projected onto the
two-dimensional coupling constant planes in MCG
on 484.
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B. Renormalization group flow diagrams
The perfect monopole action draws a unique trajec-
tory in the multi-dimensional coupling-constant space.
To see if such a behavior is realized in our case, we plot
the renormalization group flow line of our data projected
onto some two-dimensional coupling-constant planes in
Fig.3 and Fig.4. Except the case for small b = na(β)
regions especially with n = 1 case, the unique trajectory
is seen clearly. The behaviors are again much more beau-
tiful than those obtained previously in MA gauge [8].
C. Volume dependence in MCG gauge
Volume dependence is checked in comparison with the
data on 244 and 484 lattices in MCG gauge. Fig. 5 shows
examples of the most dominant self-coupling coupling
F (1) and the coupling of the next nearest-neighbor in-
teraction F (5). Volume dependence is seen to be small,
although the error bars of the data on 244 become natu-
rally larger due to the boundary effect when the couplings
6FIG. 5: Volume dependence of the infrared effective
monopole action in MCG on 244 and 484. The
coupling constants of the self F (1) and the next
next nearest-neighbor interactions F (6) are shown
as examples.
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at larger distances are considered.
D. Smooth gauge dependence
The above results are all obtained in MCG gauge. Be-
fore studying other smooth gauges, we show the result
without any gauge-fixing. In this case, the vacuum is con-
taminated by dirty artifatcs. Nevertheless, the infrared
effective monopole action is determined. Fig.6 shows an
example of the coupling of the self-interaction F (1) in
comparison with that in MCG gauge. One can see that
scaling is not seen at all in NGF case.
FIG. 6: The self coupling of the infrared effective monopole
action in NGF case in comparison with that in
MCG case.
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FIG. 7: The infrared effective monopole action in DLCG
and MCG on 244. The coupling constants of the
self and the next next nearest-neighbor
interactions are shown as an example.
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7FIG. 8: The infrared effective monopole action in AWL
and MCG on 484. The coupling constants of the
self and the next nearest-neighbor interactions are
shown as an example.
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1. DLCG gauge
The direct Lapacian center gauge(DLCG) is a gauge
used to study the center vortex [15] as MCG. Since DLCG
gauge fixing needs more maschine time, we take data
on smaller 244 lattice only. The results are shown in
comparison with those in MCG in Fig.7 with respect to
the self-coupling F (1) and the next nearest-neighbor cou-
pling F (5) as an example. Both data are almost equal
for the b = na(β) regions considered, although small de-
viations are seen in the F (5) case having the finite-size
effects on small 244 lattice.
2. AWL gauge
The third smooth gauge is the maximally Abelian Wil-
son loop (AWL) gauge [2, 27], where Abelian 1× 1 Wil-
son loop is maximized as much as possible. The data in
AWL is shown in Fig.8 along with those in MCG with re-
spect to the self-coupling F (1) and the next next nearest-
neighbor coupling F (6) as an example. The scaling is
FIG. 9: The coupling constants of the self and the two
nearest-neighbor interactions in the effective
monopole action versus b = na(β) in MAU1 on 484.
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found very clearly and the both data are almost the same
even with respect to F (6) on 484 lattice.
3. MAU1 gauge
Now let us compare MCG and MAU1 gauges, the
latter of which is the combination of the maximally
8FIG. 10: The coupling constants of the self and the
nearest-neighbor interactions in the effective
monopole action versus b = na(β) in MAU1 and
MCG on 484. The sum of each coupling constants
with respect to three color components are shown.
 0
 2
 4
 6
 8
 10
 0  0.5  1  1.5  2  2.5  3  3.5  4  4.5
F
(1
)
b=a(β)
2MA1+MA3 and 3MCG
Self coupling F(1)
13 2MA1+MA3 monopole
23 2MA1+MA3 monopole
33 2MA1+MA3 monopole
43 2MA1+MA3 monopole
63 2MA1+MA3 monopole
83 2MA1+MA3 monopole
123 2MA1+MA3 monopole
MCG all monopoles
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 0  0.5  1  1.5  2  2.5  3  3.5  4  4.5
F
(2
)
b=a(β)
2MA1+MA3 and 3MCG
Nearest-neighbor coupling F(2)
13 2MA1+MA3 monopole
23 2MA1+MA3 monopole
33 2MA1+MA3 monopole
43 2MA1+MA3 monopole
63 2MA1+MA3 monopole
83 2MA1+MA3 monopole
123 2MA1+MA3 monopole
MCG all monopoles
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 0  0.5  1  1.5  2  2.5  3  3.5  4  4.5
F
(3
)
b=a(β)
2MA1+MA3 and 3MCG
Nearest-neighbor coupling F(3)
13 2MA1+MA3 monopole
23 2MA1+MA3 monopole
33 2MA1+MA3 monopole
43 2MA1+MA3 monopole
63 2MA1+MA3 monopole
83 2MA1+MA3 monopole
123 2MA1+MA3 monopole
MCG all monopoles
Abelian(MA) gauge-fixing [17] and Landau gauge fixing
with respect to the remaining U(1) [18]. In MAU1, the
global isospin invariance is broken and the effective action
S(k3) is different from those of the off-diagonal monopole
currents S(k1) and S(k2). See Fig.9 as an example. With
respect to F (1) and F (2), the isospin breaking is not so
FIG. 11: The coupling constants of the two next to the
nearest-neighbor interactions in the effective
monopole action versus b = na(β) in MAU1 and
MCG on 484. The sum of each coupling constants
with respect to three color components are shown.
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big, but large deviation is observed with respect to F (3).
However, if the effective actions in both MAU1 and
MCG are on the renormalized trajectory corresponding
to the continuum limit, the total sum of the monopole ac-
tions in three color directions in MAU1 should be equiva-
lent to the sum of three monopole actions in MCG gauge.
It is very interesting to see from Fig.10 and Fig.11 that
the expectation is realized. Actually except for small
b = na(β) regions, the gauge-invariance is seen clearly.
E. Summary of studies in smooth gauges
From the above data in various gauges, one can con-
clude that if scaling behaviors are obtained and the ef-
fective monopole action is on the renormalized trajectory
with the introduction of some smooth gauge fixing, the
trajectory obtained becomes universal naturally. In fact,
the renormalized trajectory represents the effective ac-
tion in the continuum limit and gauge dependence should
not exist in the continuum. It is exciting to see that this
9natural expectation is realized actually at least for larger
b regions b ≥ 0.5 (σ−1/2phys ).
FIG. 12: Comparison of the coupling constants of the self
and the nearest-neighbor interactions in the
effective monopole action between numerical
MCG data and theoretical values derived from
the almost perfect action.
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FIG. 13: Comparison of the coupling constants of the next
nearest-neighbor interactions in the effective
monopole action between numerical MCG data
and theoretical values derived from the almost
perfect action.
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IV. BLOCKING FROM THE CONTINUUM
LIMIT
The infrared effective action determined above numeri-
cally shows a clear scaling, that is, a function of b = na(β)
alone and it can be regarded as an action in the contin-
uum limit. But it is an action still formulated on a lattice
with the finite lattice spacing b = na(β). Hence vari-
ous symmetries such as rotational invariance of physical
quantities in the continuum limit is difficult to observe,
since the action itself does not satisfy, say, the rotational
invariance. One has to consider a perfect operator in ad-
dition to a perfect action on b lattice in order to reproduce
a symmetry such as rotational invariance in the contin-
uum limit [8, 28]. For example, a simple Wilson loop on
a plane does not reproduce the rotational-invariant static
potential on the b lattice.
It is highly desirable to get a perfect action formulated
in the continuum space-time which reproduce the same
physics at the scale b as those obtained by the above per-
fect action formulated on the b lattice. If such a perfect
10
TABLE I: Best parameters fitted
b = na(β) 0.5 1 1.5 2 2.5 3 3.5 4 4.5
κ 0.117504 0.470017 1.057538 1.880067 2.937605 4.230151 5.757705 7.520268 9.51784
m1 9 18 27 36 45 54 63 72 81
m2 0.9 1.8 2.7 3.6 4.5 5.4 6.3 7.2 8.1
α¯ 8.682261 2.170565 0.964696 0.542641 0.34729 0.241174 0.177189 0.13566 0.107188
β¯ 6.963001 6.963001 6.963001 6.963001 6.963001 6.963001 6.963001 6.963001 6.963001
γ¯ 1.06e-01 6.63e-03 1.31e-03 4.15e-04 1.70e-04 8.19e-05 4.42e-05 2.59e-05 1.62e-05
action in the continuum space-time is given, the rota-
tional invariance of physical quantities is naturally re-
produced with simple operators such as a simple Wilson
loop, since the action also respects the invariance.
If the infrared effective monopole action is quadratic,
it is possible to perform analytically the blocking from
the continuum and to get the infrared monopole action
formulated on a coarse b = na(β) lattice [8, 28]. Perfect
operators are also obtained. This is similar to the method
developed by Bietenholz and Wiese [11].
We review the above old works [8, 28] shortly. Let
us start from the following action composed of quadratic
interactions between magnetic monopole currents. It is
formulated on an infinite lattice with very small lattice
spacing a:
S[k] =
∑
s,s′,µ
kµ(s)D0(s− s′)kµ(s′). (10)
Here we omit the color index. Since we are starting from
the region very near to the continuum limit, it is natural
to assume the direction independence of D0(s−s′). Also
we adopt only parallel interactions, since we can avoid
perpendicular interactions from short-distant terms us-
ing the current conservation. Moreover, for simplicity,
we adopt only the first three Laurent expansions, i.e.,
Coulomb, self and nearest-neighbor interactions. Explic-
itly, D0(s − s′) is expressed as α¯δs,s′ + β¯∆−1L (s − s′) +
γ¯∆L(s− s′) where α¯, β¯ and γ¯ are free parameters. Here
∆L(s − s′) = −
∑
µ ∂µ∂
′
µδs,s′ . Including more compli-
cated quadratic interactions is not difficult.
When we define an operator on the fine a lattice, we
can find a perfect operator along the projected flow in the
a → 0 limit for fixed b. We assume the perfect operator
on the projected space as an approximation of the correct
operator for the action S[k] on the coarse b lattice.
Let us start from
〈Wm(C)〉 =
∞∑
kµ(s)=−∞
∂′µkµ(s)=0
exp{−
∑
s,s′,µ
kµ(s)D0(s− s′)kµ(s′)
+2πi
∑
s,µ
Nµ(s)kµ(s)}
×
∏
s(n),µ
δ
(
Kµ(s
(n))− Bkµ(s(n))
)
/Z[k], (11)
where Bkµ(s(n)) ≡
∑n−1
i,j,l=0 kµ(s(n, i, j, l)) (9). Note that
the monopole contribution to the static potential is given
by the term in Eq.(11)
Wm(C) = exp
(
2πi
∑
s,µ
Nµ(s)kµ(s)
)
,
Nµ(s) =
∑
s′
∆−1L (s− s′)
1
2
ǫµαβγ∂αS
J
βγ(s
′ + µˆ),(12)
where SJβγ(s
′ + µˆ) is a plaquette variable satisfying
∂′βS
J
βγ(s) = Jγ(s) and the coordinate displacement µˆ is
due to the interaction between dual variables. Here Jµ(s)
is an Abelian integer-charged electric current correspond-
ing to an Abelian Wilson loop. See Ref. [8].
The cutoff effect of the operator (11) is O(a) by def-
inition. This δ-function renormalization group transfor-
mation can be done analytically. Taking the continuum
limit a→ 0, n→∞ (with b = na is fixed) finally, we ob-
tain the expectation value of the operator on the coarse
lattice with spacing b = na(β) [28]:
〈Wm(C)〉 = exp
{
−π2
∫ ∞
−∞
d4xd4y
∑
µ
Nµ(x)
× D−10 (x− y)Nµ(y) + π2b8
∑
s(n),s(n)
′
µ,ν
Bµ(bs
(n))
× Dµν(bs(n) − bs(n)
′
)Bν(bs
(n)′)
}
×
∞∑
b3Kµ(bs)=−∞
∂′µKµ=0
exp
{
−S[Kµ(s(n))]
+2πib8
∑
s(n),s(n)
′
µ,ν
Bµ(bs
(n))Dµν(bs
(n) − bs(n)′)
× Kν(bs(n)
′
)
}/
∞∑
b3Kµ(bs)=−∞
∂′µKµ=0
Z[K, 0], (13)
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where
Bµ(bs
(n)) ≡ lim
a→0
n→∞
a8
∑
s,s′,ν
Π¬µ(bs
(n) − as)
×
{
δµν − ∂µ∂
′
ν∑
ρ ∂ρ∂
′
ρ
}
× D−10 (as− as′)Nν(as′), (14)
Π¬µ(bs
n − as) ≡ 1
n3
δ
(
nas(n)µ + (n− 1)a− asµ
)
×
∏
i( 6=µ)
(
n−1∑
I=0
δ
(
nas
(n)
i + Ia− asi
))
.
S[Kµ(s
(n))] denotes the effective action defined on the
coarse lattice:
S[Kµ(s
(n))] = b8
∑
s(n),s(n)′
∑
µ,ν
Kµ(bs
(n))
× Dµν(bs(n) − bs(n)
′
)Kν(bs
(n)′). (15)
Since we take the continuum limit analytically, the oper-
ator (13) does not have no cutoff effect. For clarity, we
have recovered the scale factor a and b in (13), (14) and
(15).
The momentum representation of Dµν(bs
(n) − bs(n)′)
takes the form
Dµν(p) = A
GF−1
µν (p)−
1
λ
pˆµpˆν
(pˆ2)2
ei(pµ−pν)/2, (16)
where pˆµ = 2 sin(pµ/2) and A
GF−1
µν (p) is the gauge-fixed
inverse of the following operator
A′µν(p) ≡
(
4∏
i=1
∞∑
li=−∞
){
D−10 (p+ 2πl)
[
δµν
− (p+ 2πl)µ(p+ 2πl)ν∑
i(p+ 2πl)
2
i
]
× (p+ 2πl)µ(p+ 2πl)ν∏
i(p+ 2πl)
2
i
}(∏4
i=1 pˆi
)2
pˆµpˆν
. (17)
The explicit form of Dµν(p) is written in Ref. [28]. Per-
forming the BKT transformation explained in Appendix
B of Ref. [8] on the coarse lattice, we can get the loop
operator for the static potential in the framework of the
string model:
〈Wm(C)〉 = 〈Wm(C)〉cl
× 1
Z
∞∑
σµν (s)=−∞
∂[ασµν](s)=0
exp
{
− π2
∑
s,s′
µ6=α
ν 6=β
σµα(s)∂α∂
′
β
× D−1µν (s− s1)∆−2L (s1 − s′)σνβ(s′)
−2π2
∑
s,s′
µ,ν
σµν(s)∂µ∆
−1
L (s− s′)Bν(s′)
}
, (18)
where σνµ(s) ≡ ∂[µsν] is the closed string variable satis-
fying the conservation rule
∂[ασµν] = ∂ασµν + ∂µσνα + ∂νσαµ = 0. (19)
The classical part 〈Wm(C)〉cl is defined by
〈Wm(C)〉cl = exp
{
− π2
∫ ∞
−∞
d4xd4y
∑
µ
Nµ(x)
× D−10 (x − y)Nµ(y)
}
. (20)
FIG. 14: Strong-coupling calculations of the Wilson loops
+ ++
FIG. 15: Comparison of monopole density from MCG
numrical data and that from the perfect action
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V. ANALYTIC EVALUATION OF
NON-PERTURBATIVE QUANTITIES
A. Parameter fitting
To derive non-perturbative physical quantites analyt-
ically, we have to fix first the propagator D0(s) in (11)
of the continuum limit. It can be done by comparing
D−1µν (s− s′) in Eq.(15) with the set of coupling constants
F (i) (i = 1 ∼ 10) of the monopole action determined
numerically in Eq.(8).
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D0(s − s′) in the monopole action (11) is assumed to
be α¯δs,s′ + β¯∆
−1
L (s− s′) + γ¯∆L(s− s′). We can consider
more general quadratic interactions, but as we see later,
this choice is almost sufficient to derive the IR region of
SU(2) gluodynamics.
The inverse operator of D0(p) = α¯+ β¯/p
2 + γ¯p2 takes
the form
D−10 (p) = κ
(
m21
p2 +m21
− m
2
2
p2 +m22
)
, (21)
where the new parameters κ, m1 and m2 satisfy κ(m
2
1 −
m22) = γ¯
−1,m21 +m
2
2 = α¯/γ¯,m
2
1m
2
2 = β¯/γ¯.
Substituting Eq.(21) into Eq.(17) and performing the
First Fourier transform(FFT) on a momentum lattice
for the several input values κ, m1 and m2 we calculate
Dµν(p)[33].
To be noted, the three parameters as a function of
b = na(β) can not be uniquely determined. As shown
later,m1 (m2) corresponds to the inverse of the coherence
(penetration) length. Moreover m2/b is found to corre-
pond to the mass of the lowest scalar glueball. Hence we
assume
• m1/m2 = 10 for all b = na(β) regions.
• m2/b ∼ 1.8 correponding to M0++ ∼ 3.7√σphys.
• The string tension calculated analytically is as near
as possible to the physical string tension σphys and
shows scaling, namely σ/σphys is constant for all
b = na(β) regions considered.
Table I shows the results of the best fit.
B. Comparison of the couplings from numerical
analyses and theoretical calculations
Now let us show the coupling constants determined by
the analytical blocking method using the above best-fit
parameters in Fig.12 and Fig.13. As seen from these
figures, the fit is nice for b = na(β) ≥ 1.0, although the
deviation becomes larger at smaller b regions, especially
for the couplings at larger distace. Note that the logscale
is adopted in the y axis.
C. The string tension (1)
Let us evaluate the string tension using the perfect
operator (18) [28]. The plaquette variable SJαβ in Eq.(12)
for the static potential V (Ib, 0, 0) is expressed by
SJαβ(z) = δα1δβ4δ(z2)δ(z3)θ(z1)
× θ(Ib − z1)θ(z4)θ(Tb− z4). (22)
We have seen that the monopole action on the dual lat-
tice is in the weak coupling region for large b. Then
the string model on the original lattice is in the strong
coupling region. Therefore, we evaluate Eq.(18) by the
strong coupling expansion. The method can be shown
diagrammatically in Figure 14.
As explicitly evaluated in Ref. [28], the dominant clas-
sical part of the string tension coming from Eq. (20) is
σcl =
πκ
2b2
ln
m1
m2
. (23)
This is consistent with the analytical results [31] in Type-
2 superconductor. The two constantsm1 and m2 may be
regarded as the coherence and the penetration lengths.
The ratio
√
σcl/σphys using the optimal values κ, m1
and m2 given in Table I becomes a bit higher, namely
about 1.3 for all b regions considered. As shown previ-
ously [28], quantum fluctuations are so small to recover
the difference. This is due mainly to that the assumption
of 10 quadratic monopole couplings alone is too simple.
Note that the rotational invariance of the static po-
tential is maintained by the calculation using the clas-
sical part as naturally expected from the perfect action.
For example, the variable Sαβ for the static potential
V (Ib, Ib, 0) is given by
Sαβ(z) =
(
δα1δβ4 + δα2δβ4
)
δ(z3)θ(z4)θ(Tb− z4)
×θ(z1)θ(Ib − z1)θ(z2)θ(Ib − z2)δ(z1 − z2).
The static potential V (Ib, Ib, 0) can be written as
V (Ib, Ib, 0) =
√
2πκIb
2
ln
m1
m2
. (24)
The potentials from the classical part take only the lin-
ear form and the rotational invariance is recovered com-
pletely even for the nearest I = 1 sites.
TABLE II:
√
σcl/σphys evaluated from the effective action
on the b lattice at three typical b values.
Errorbars of at most a few % order exist but
are not shown explicitly.
b β n
√
σcl/σphys
1.4912 3.0 4 1.25
2.9824 3.0 8 1.25
4.4736 3.0 12 1.31
D. The string tension (2)
In the above calculation of the string tension, we have
started from the source term corresponding to the loop
operator (22) for the static potential of the fine a lattice
and have constructed the operator on the coarse b lattice
by making the block-spin transformation. But as shown
in Ref. [8], the same string tension for the flat on-axis
Wilson loop can be obtained for I, T → ∞ when we
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consider a naive Wilson loop operator on the coarse b
lattice. In this method, we can evaluate the string tension
directly by the numerical data of the coupling constants
of the the effective monopole action.
Consider the source term on the 1 − 4 plane of the
coarse b lattice:
S¯14(s) = δ(s2)δ(s3)θ(s1)θ(I − s1)θ(s4)θ(T − s4). (25)
Define
N¯µ(s, S¯) =
∑
s′
∆−1L (s− s′)
1
2
ǫµαβγ∂αS¯βγ(s
′ + µˆ)
Then the classical part of the static potential is written
as
〈Wm(C)〉cl = e
−π2
∑
s,s′
µ,ν
N¯µ(s)D
−1
µν (s−s
′)N¯ν(s
′)
, (26)
where D−1µν (s − s′) is the inverse of the propagator of
the effective action on the coarse lattice. Since only
the parallel interactions are considered here, the momen-
tum representation of the inverse propagator becomes
D−1µν (k) = δµνD
−1(k). Then the exponent X(C) of (26)
is written in the momentum representation as
X(C) = −4π2
∫ π
−π
d4k
(2π)4
∆−2L (k)[sin
2(
k1
2
)D−122 (k)
+ sin2(
k2
2
)D−111 (k)]S¯14(k)S¯14(−k). (27)
This can be calculated easily when we take the limit
I, T →∞ as
X(C) = −ITπ
2
4
∫ π
−π
d2k
(2π)2
1
(sin2(k12 ) + sin
2(k22 )
[sin2(
k1
2
)D−122 (k) + sin
2(
k2
2
)D−111 (k)]. (28)
Using the 10 quadratic coupling constant, we get for ex-
ample
D11(k1, k2,~0) = 4[f1 + f2 cos(k1) + f3(2 + cos(k2))
+ f4 cos(k1)(2 + cos(k2)) + f5(1 + 2 cos(k2))
+ f6 cos(k1)(1 + 2 cos(k2)) + f7 cos(k2)
+ f8 cos(2k2) + f9 cos(k1 + k2)
+ f10(2 + cos(2k2)].
Then (28) can be evaluated using FFT calculations in
the momentum space when use is made of numerical 10
coupling constants. The results are shown for typical
three b values in Table II. Again, the ratio
√
σcl/σphys is
around 30% larger at these b values. Hence we see that
better agreement can not be gotten with the simple 10
quadratic monopole inteactions alone.
E. The lowest scalar glueball mass
We consider here the following U(1) singlet and Weyl
invariant operator
Ψ(t) = L−3/2
∑
~x
Re (Ψ12 +Ψ23 +Ψ31) (~x, t) (29)
on the a-lattice at timeslice t. Here Ψij(~x, t) is an na×na
abelian Wilson loop and L stands for the linear size of
the lattice. One can check easily that this operator car-
ries 0++ quantum number [32]. Then we evaluate the
connected two point correlation function of Ψ by using
the string model just as done in the case of the calcula-
tions of the string tension. It turns out that the quantum
correction is also negligibly small for large b. Refer to the
paper [8] for details. Assuming the lowest mass gap ob-
tained by the Ψ operator (29) for finite b is the scalar
glueball mass, we get the lowest scalar glueball mass as
M0++ = 2m2. In the best-fit parameters listed in Ta-
ble I, we have fixedm2 so to reproduceM0++/σphys ∼ 3.7
which is consistent with the direct calculations done in
Ref. [12].
F. Monopole density distribution
As shown in our previous work [2], the monopole den-
sity
r(b) ≡ ρ
b3
=
1
4
√
3V b3
∑
s,µ
√∑
a
(Kaµ(s))
2 (30)
shows beautiful scaling behaviors in smooth gauges such
as MCG, where V is the lattice volume. Namely the
monopole density (30) can be written in terms of a unique
function r(b) of b = na(β). But in the paper [2], the
meaning of r(b) has not been clarified.
Now we have derived the infrared effective monopole
action showing also beautiful scaling. It is interesting to
evaluate the monopole density from the effective action
analytically. Since the square-root operator is rather dif-
ficult to evaluate analytically, we consider the squared
monopole density defined as
R(b) ≡ 1
4V b3
∑
s,µ
(
∑
a
(Kaµ(s))
2) (31)
The effective monopole action on the coarse lattice is
written as (15). Then the squared monopole density (31)
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can be expressed by evaluating the partition function
Z(η) =
∞∑
Kµ=−∞
∂′µKµ=0
exp
{
−
∑
s,s′
µ,ν
Kµ(s)Dµν(s− s′)Kν(s′)
+i
∑
s
µ
ηµ(s)Kµ(s)
}
=
∫ +∞
−∞
DFµ(s)
∫ +π
−π
Dφ(s)
∞∑
Kµ(s)=−∞
δ(Fµ(s)−Kµ(s))
exp
{
−
∑
s,s′
µ,ν
Fµ(s)Dµν(s− s′)Fν(s′)
+i
∑
s,µ
Fµ(s)
[
∂µφ(s) + ηµ(s)
]}
,
=
∫ +π
−π
Dφ(s)
∞∑
lµ(s)=−∞
exp
{
− 1
4
∑
s,s′
µ,ν
[
∂µφ(s) + 2πlµ(s) + ηµ(s)
]
D−1µν (s− s′)
[
∂νφ(s
′) + 2πlν(s
′) + ην(s
′)
]}
.(32)
Performing BKT transformation and Hodge decomposi-
tion, we obtain
lµ(s) = sµ(s) + ∂µr(s)
= ∂µ
{
−
∑
s′
∆−1L s,s′∂
′
νsν(s
′) + rµ(s
′)
}
+
∑
s′
∂′ν∆
−1
L s,s′σνµ(s
′), (33)
where σνµ(s) ≡ ∂[µsν] is the closed string variable satis-
fying the conservation rule (19). The compact field φ(s)
is absorbed into a non-compact field φNC(s). Integrating
out the auxiliary non-compact field, we see
Z(η) =
∞∑
σµν (s)=−∞
∂[ασµν](s)=0
exp
{
− S(σ)−
∑
µ,s
Xµ(s)ηµ(s)
−1
4
∑
s,s′
µ,ν
ηµ(s)D
−1
µν (s− s′)ην(s′)
}
, (34)
S(σ) = π2
∑
s,s′
µ6=α
ν 6=β
σµα(s)∂α∂
′
βD
−1
µν (s− s1)
× ∆−2L (s1 − s′)σνβ(s′)
Xµ(s) = π
∑
s′,s′′
ν,α
σνα(s)∂ν∆
−1
L (s
′ − s′′)D−1αµ(s′′ − s).
Then the squared monopole density (31) is evaluated
as
R(b) = − 1
4V b3Z(0)
δ2
δη2µ(s)
Z(η)|η=0
=
3
2b3
D−1ii (0)−Q(b) (35)
Q(b) =
1
4V b3Z(0)
×
∞∑
σµν(s)=−∞
∂[ασµν](s)=0
exp(−S(σ))
∑
µ,s
Xµ(s)
2, (36)
where D−1ii (0) denotes the self-copling term of the inverse
of the propagator Dµν(s− s′) in (15).
The quantum part Q(b) (36) is expected to be small
for large b strong-coupling regions and hence we evalu-
ate the first part in (35) alone. The self-coupling term
D
(−1)
ii (0, 0, 0, 0) is calculated explicitly in Eq.(D2) of Ap-
pendix D.
The squared density R(b) is plotted in Fig.15 in com-
parison with that calculated numerically with the help
of the MCG data obtained in Ref. [2]. One can see from
Fig.15 a rough agreement for b = na(β) > 1.2 (σ
−1/2
phys ).
The difference may comes again from the simple assump-
tion of 10 quadratic interactions alone adopted here.
Anyway, the features are new found in the global color-
invariant smooth gauge like in MCG.
G. Discussions about the disagreement between
analytical calculations and numerical data
As shown above, we have obtained around 30% larger
theoretical values with respect to both the string tension
and the monopole density. Let us discuss the disagree-
ment, comparing the forms of the effective monopole ac-
tion. First of all, the assumption of adopting quadratic
interactions alone leads us to the type-2 dual supercon-
ductor as seen from (23). But as found numerically in the
previous paper [4], the dual Meissner effect shows that
the confined vacuum is near the border between the type-
1 and the type-2 dual superconductor. Hence only from
this fact, the assumption that the action form composed
of simple quadratic interactions alone is insufficient. To
be noted that both the string tension and the monopole
density depend on the inverse of the propagator of the
effective monopole action on the coarse b lattice as seen
from (28) and (35). The self-coupling term is dominant
in the propagator and so let us compare the self-coupling
term starting from (1) the simplest 10 quadratic iner-
action case and (2) the 27 quadratic plus higher four-
and six-point interactions case. See an example shown in
Table VI for β = 3.2, n = 4 (b = 1.054(σphys)
−1/2).
Since analytic calculations including four- and six-
point interactions are too difficult to perform exactly as
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discussed in Ref.[30], we adopt a simple mean-field as-
sumption using the averagedmonopole density RQ evalu-
ated from the numerical squared monopole density R(b),
i.e., RQ =< (Kaµ)
2 >≡ R(b)/3. Then using the form of
four- and six-point interactions defined in Table IV, we
get the effective self-coupling term of the case (2) as
F (1)effective = F (1) +
32RQ
3
F (28) +
128RQ2
3
F (29).
In the typical example shown in Table VI where R(b =
1.052) = 1.04 (σ
−1/2
phys ), we get F (1) = 0.902 in the case
(1), whereas in the case (2)
F (1)effective = 1.56− 0.0455 ∗ 32 ∗ 1.04/3
+ 0.00123 ∗ 128 ∗ 1.042/3 = 1.112.
This is 23% larger than that of F (1) of the simple 10
quadratic case (1). Hence the above 30% discrepancies
are most probablly due to the too simple assumption of
10 quadratic monopole actions alone.
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Appendix A: The inverse Monte-Carlo method
The effective monopole actions S(k) is derived following the Swendsen’s method [6, 19]. The effective monopole
action S(k) is assumed to be a sum of independent Lorentz invariant monopole currents interactions summed over
all space-time links. Define these operators adopted as Si[k]. Then S[k] =
∑
i F (i)Si[k], where F (i) are coupling
constants which should be determined by the Swendsen method.
Let us consider the expectation value of an operator Oa[k]:
〈Oa[k]〉 =
(
∏
s,µ
∑∞
kµ(s)=−∞
)(
∏
s δ∂′µkµ(s),0)Oa[k] exp(−
∑
i F (i)Si[k])∏
s,µ
∑∞
kµ(s)=−∞
exp (−∑i F (i)Si[k]) . (A1)
Now notice one plaquette (s′, µˆ′, νˆ′) on the dual lattice and the monopole currents around the plaquette:
{kµ′(s′), kν′(s′ + µˆ′), kµ′ (s′ + νˆ′), kν′(s′)} (A2)
Define a part of the monopole action containing the currents (A2) as S˜[k]. Then we get:
(∏
s,µ
∞∑
kµ(s)=−∞
)(∏
s
δ∂′µkµ(s),0
)
Oa[k] exp
{
−
∑
i
F (i)Si[k]
}
=
(∏
s,µ
′
∞∑
kµ(s)=−∞
)(∏
s
′
δ∂′µkµ(s),0
)
exp
{
−
∑
i
F (i)
(
Si[k]− S˜i[k]
)}
{ ∞∑
kµ′ (s
′)=−∞
∞∑
kν′(s
′+µˆ′)=−∞
∞∑
kµ′ (s
′+νˆ′)=−∞
∞∑
kν′(s
′)=−∞
δ∂′µkµ(s′),0δ∂′µkµ(s′+µˆ′),0δ∂′µkµ(s′+νˆ′),0δ∂′µkµ(s′+µˆ′+νˆ′),0
Oa[k] exp
{
−
∑
i
F (i)S˜i[k]
}}
, (A3)
where
∏′
means the product excluding the sites and the links in the plaquette considered. Using the current conser-
vation rule, we can rewrite one δ function among four δ functions around the plaquette as
δ∂′µkµ(s′)+∂′µkµ(s′+µˆ′)+∂′µkµ(s′+νˆ′)+∂′µkµ(s′+µˆ′+νˆ′),0. (A4)
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Now let us note that the δ function does not contain any monopole currents (A2). Then we get
(A3) =
(∏
s,µ
′
∞∑
kµ(s)=−∞
)(∏
s
′
δ∂′µkµ(s),0
)
δ∂′µkµ(s′)+∂′µkµ(s′+µˆ′)+∂′µkµ(s′+νˆ′)+∂′µkµ(s′+µˆ′+νˆ′),0
{(∑
δ
)
kˆ
Oa[kˆ, {k}′] exp
{
−
∑
i
F (i)S˜i[kˆ, {k}′]
}}
exp
{
−
∑
i
F (i)
(
Si[k]− S˜i[k]
)}
, (A5)
where {k}′ denotes the monopole currents excluding those on the plaquette (A2) and
(∑
δ
)
kˆ
is given by
(∑
δ
)
kˆ
≡
∞∑
kˆµ′ (s
′)=−∞
∞∑
kˆν′(s
′+µˆ′)=−∞
∞∑
kˆµ′ (s
′+νˆ′)=−∞
∞∑
kˆν′(s
′)=−∞
δ∂′µkˆµ(s′),0
δ∂′µkˆµ(s′+µˆ′),0
δ∂′µkˆµ(s′+νˆ′),0
. (A6)
Now define a new operator Oˆa[{k}′] as
Oˆa[{k}′] =
(∑
δ
)
kˆ
Oa[kˆ, {k}′] exp
{
−∑i F (i)S˜i[kˆ, {k}′]}(∑
δ
)
kˆ
exp
{
−∑i F (i)S˜i[kˆ, {k}′]} , (A7)
we get
(∏
s,µ
∞∑
kµ(s)=−∞
)(∏
s
δ∂′µkµ(s),0
)
Oa[k] exp
{
−
∑
i
F (i)Si[k]
}
=
(∏
s,µ
∞∑
kµ(s)=−∞
)(∏
s
δ∂′µkµ(s),0
)
Oˆa[{k}′] exp
{
−
∑
i
F (i)Si[k]
}
. (A8)
Now consider further Oˆa[{k}′]. Noting that the monopole current conservation holds good on every site in Eq.(A5),
we see
∂′µkˆµ(s
′) = ∂′µkµ(s
′) + kˆµ′(s
′) + kˆν′(s
′)− kµ′(s′)− kν′(s′)
= kˆµ′ (s
′) + kˆν′(s
′)− kµ′(s′)− kν′(s′). (A9)
and
∂′µkˆµ(s
′ + µˆ′) = kˆν′(s
′ + µˆ′)− kˆµ′(s′)− kν′(s′ + µˆ′) + kµ′ (s′), (A10)
∂′µkˆµ(s
′) + ∂′µkˆµ(s
′ + νˆ′) = kˆµ′(s
′ + νˆ′) + kˆµ′ (s
′)− kµ′(s′ + νˆ′)− kµ′ (s′). (A11)
Also using a relation
∞∑
M=−∞
δkˆµ′ (s′),kµ′ (s′)+M
= 1, (A12)
where M is an integer, we get
(∑
δ
)
kˆ
F [kˆ, {k}′] =
∞∑
M=−∞
∞∑
kˆµ′ (s
′)=−∞
∞∑
kˆν′ (s
′+µˆ′)=−∞
∞∑
kˆµ′ (s
′+νˆ′)=−∞
∞∑
kˆν′(s
′)=−∞
δkˆµ′ (s′),kµ′ (s′)+M
δkˆν′ (s′+µˆ′),kν′(s′+µˆ′)+M
δkˆµ′ (s′+νˆ′),kµ′ (s′+νˆ′)−M
δkˆν′ (s′),kν′(s′)−M
F [kˆµ′ (s
′), kˆν′(s
′ + µˆ′), kˆµ′ (s
′ + νˆ′), kˆν′ (s
′), {k}′]
=
∞∑
M=−∞
F [kµ′(s
′) +M,kν′(s
′ + µˆ′) +M,kµ′(s
′ + νˆ′)−M,kν′(s′)−M, {k}′],
(A13)
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where F [kˆ, {k}′] is any function of k.
The value of the lattice monopole current defined by DeGrand and Toussaint [3] is restricted to the region [−2,+2],
so that the type-2 n extended monopole defined by [5] can take the value in the region [−(3n2 − 1), 3n2 − 1]. Hence
the sum with respect to M is restricted to the region between m1 and m2 defined below
m1 = −(3n2 − 1)−min
{
kµ′(s
′), kν′(s
′ + µˆ′),−kµ′(s′ + νˆ′),−kν′(s′)
}
,
m2 = (3n
2 − 1)−max
{
kµ′(s
′), kν′ (s
′ + µˆ′),−kµ′(s′ + νˆ′),−kν′(s′)
}
. (A14)
Finally we find Oˆa[k] is rewritten by
Oˆa[k] =
∑m2
M=m1
Oa[k¯] exp
{
−∑i F (i)S˜i[k¯]}∑m2
M=m1
exp
{
−∑i F (i)S˜i[k¯]} , (A15)
Here
k¯µ ≡ kµ(s) +M(δs,s′δµ,µ′ + δs,s′+µˆ′δµ,ν′ − δs,s′+νˆ′δµ,µ′ − δs,s′δµ,ν′). (A16)
Then
(∏
s,µ
∞∑
kµ(s)=−∞
)(∏
s
δ∂′µkµ(s),0
)
Oa[k] exp
{
−
∑
i
F (i)Si[k]
}
=
(∏
s,µ
∞∑
kµ(s)=−∞
)(∏
s
δ∂′µkµ(s),0
)
Oˆa[k] exp
{
−
∑
i
F (i)Si[k]
}
. (A17)
The final expression is the following
〈Oa[k]〉 = 〈Oˆa[k]〉. (A18)
As an arbitrary operator Oa(k), we adopt Sa(k) in the monopole action. When we consider here only quadratic
monopole interactions, we can get
Si(kˆ, {k}′) = a(2)i M2 + a(1)i M + Si(k). (A19)
Then Eq.(A18) is reduced to
〈
∑
M (a
(2)
i M
2 + a
(1)
i M) exp[−(
∑
j gja
(2)
j )M
2 − (∑j gja(1)j )M ]
exp[−(∑j gja(2)j )M2 − (∑j gja(1)j )M ] 〉 = 0 (A20)
Using this identity (A20), we can estimate the monopole action S[k] iteratively. For that purpose, we define an
operator Oa[k] where the coupling constants are replaced by a trial set {F˜i} in Eq.(A15):
Oa[k] ≡
∑m2
M=m1
Oa[k¯] exp
{
−∑i F˜iS˜i[k¯]}∑m2
M=m1
exp
{
−∑i F˜iS˜i[k¯]} . (A21)
If F (i) are not eqaul to F˜i for all i, we expand 〈Oa −Oa〉 upto the first order of {F (i)− F˜i} and get
〈Oa −Oa〉 =
∑
b
〈OaSb −OaSb〉(gb − F˜b). (A22)
Practically, we take a set of trial coupling constants {F˜a} and evaluate the expectation value 〈Oa − Oa〉 using the
thermalized monopole vacua. If 〈Oa − Oa〉 become zero for all a, then {F˜a} can be regarded as the real coupling
constants. Otherwise, we solve the equation (A22) numerically and adopt the solution {ga} as a new trial set of
coupling constants. This is the way to get the effective monopole action iteratively.
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Eq.(A22) can be expressed as
〈a(2)i M2 + a(1)i M〉 (A23)
=
∑
j
{〈(a(2)i M2 + a(1)i M) (a(2)j M2 + a(1)j M)〉 (A24)
−〈(a(2)i M2 + a(1)i M)(a(2)j M2 + a(1)j M)〉}(gj − F˜j)〉 (A25)
Appendix B: The form of the effective monopole
action
As the form of the effective monopole action, we as-
sume that only local and short-ranged interactions are
dominant.
The quadratic interactions for each color a used for
the modified Swendsen method are shown in Table III.
Only the partner of the current multiplied by kaµ(s) are
listed. All terms in which the relation of the two currents
is equivalent should be added to satisfy translation and
rotation invariances.
To check the dominance of quadratic interactions, we
include the following four-point and six-point interac-
tions among monopoles of the same color component
listed in Table IV. The six-point interaction is included,
since the coefficient of the four-point interaction is found
to be negative numerically.
In the case of four and six-point interactions, there
may exist color-mixing interactions via interactions with
the gauge fields. We discuss the following color-mixed
interactions as a simple example:
S
(4)
dc (k) =
∑
s

 4∑
µ=−4
∑
a 6=b
(kaµ(s))
2(kbµ(s))
2


S
(6)
dc (k) =
∑
s
(
4∑
µ=−4
(k1µ(s))
2
4∑
µ=−4
(k2µ(s))
2
4∑
µ=−4
(k3µ(s))
2
)
Appendix C: Comparison of the effective monopole
actions from numerical analyses
Various combinations of monopole interactions are
tested numerically.
1. Color mixing effects are checked first by adopting
S =
10∑
i=1
F (i)S
(2)
i (k) + F (11)S
(4)(k) + F (12)S
(4)
dc (k)
+F (13)S(6)(k) + F (14)S
(6)
dc (k),
where the first 10 quadratic interactions S(2)(k)
alone in Table III are used for simplicity.
As a whole, the convergence is rather difficult.
When the convergence condition is relaxed, we get
the convergent results for n ≥ 3. An example is
shown in Table V for n = 3 and β = 3.3. Since
the coupling constants of the color-mixed interac-
tions F (12) and F (14) are suppressed in compar-
ison with those without no color mixing and sta-
ble convergence is not obtained for all cases, we
did not consider any color mixing in the extensive
studies done in this paper. The form of effective
monopole action having no stable convergence is
not a good choice for the application of the renor-
malization group study.
2. Under the condition of no color-mixing, we study
four cases of effective monopole actions:
(1) 27 quadratic interactions in Table III plus
higher interactions in Table IV.
(2) First 10 quadratic interactions with lattice dis-
tance R ≤ 2 plus higher interactions in Table IV.
(3) 27 quadratic interactions in Table III alone.
(4) First 10 quadratic interactions with lattice dis-
tance R ≤ 2 in Table III alone.
An example for β = 3.2 and n = 4 blocking is
shown in Table VI. The comparison can be done
only for n < 8 due to boundary effects, since the
reduced lattice volume in n = 8 is 64 and 44 in
n = 12 blocking. Similar behaviors are found for
all n < 8 and all β.
• The coupling constants of four- and six-point
interactions are very small, but they have
non-negligible efffects on the most important
quadratic self interaction F (1) as seen from
the data in the second and the fourth rows
in Table VI. Big effects are not seen for other
couplings up to F (21).
• The coupling constant F (28) of the four-point
interaction is negative, whereas that of the six-
point interaction F (29) is positive. This is
similar to the results observed previously in
MA gauge [8].
• The first and the second rows in Table VI
show the comparison of both quadratic ac-
tions in (3) and (4). The most important
self and the nearest-neighbor interactions are
much the same. The couplings of the first 5
quadratic interactions are compared in Fig.16
and Fig.17.
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TABLE III: The quadratic interactions used for the modified Swendsen method. Color index a of the monopole current kaµ
is omitted.
coupling {F (i)} distance type coupling {F (i)} distance type
F (1) (0,0,0,0) kµ(s) F (15) (2,1,1,0) kµ(s+ 2µˆ+ νˆ + ρˆ)
F (2) (1,0,0,0) kµ(s+ µˆ) F (16) (1,2,1,0) kµ(s+ µˆ+ 2νˆ + ρˆ)
F (3) (0,1,0,0) kµ(s+ νˆ) F (17) (0,2,1,1) kµ(s+ 2νˆ + ρˆ+ σˆ)
F (4) (1,1,0,0) kµ(s+ µˆ+ νˆ) F (18) (2,1,1,1) kµ(s+ 2µˆ+ νˆ + ρˆ+ σˆ)
F (5) (0,1,1,0) kµ(s+ νˆ + ρˆ) F (19) (1,2,1,1) kµ(s+ µˆ+ 2νˆ + ρˆ+ σˆ)
F (6) (1,1,1,0) kµ(s+ µˆ+ νˆ + ρˆ) F (20) (2,2,0,0) kµ(s+ 2µˆ+ 2νˆ)
F (7) (0,1,1,1) kµ(s+ νˆ + ρˆ+ σˆ) F (21) (0,2,2,0) kµ(s+ 2νˆ + 2ρˆ)
F (8) (2,0,0,0) kµ(s+ 2µˆ) F (22) (3,0,0,0) kµ(s+ 3µˆ)
F (9) (1,1,1,1) kµ(s+ µˆ+ νˆ + ρˆ+ σˆ) F (23) (0,3,0,0) kµ(s+ 3νˆ)
F (10) (0,2,0,0) kµ(s+ 2νˆ) F (24) (2,2,1,0) kµ(s+ 2µˆ+ 2νˆ + ρˆ)
F (11) (2,1,0,0) kµ(s+ 2µˆ+ νˆ) F (25) (1,2,2,0) kµ(s+ µˆ+ 2νˆ + 2ρˆ)
F (12) (1,2,0,0) kµ(s+ µˆ+ 2νˆ) F (26) (0,2,2,1) kµ(s+ 2νˆ + 2ρˆ+ σˆ)
F (13) (0,2,1,0) kµ(s+ 2νˆ + ρˆ) F (27) (2,1,1,0) kρ(s+ 2µˆ+ 2νˆ + ρˆ)
F (14) (2,1,0,0) kν(s+ 2µˆ+ νˆ)
TABLE IV: The higher order interactions used for the
modified Swendsen method.
coupling distance type
4-point (0,0,0,0) S(4) =
∑
s
∑
a
(∑4
µ=−4(k
a
µ)
2(s)
)2
6-point (0,0,0,0) S(6) =
∑
s
∑
a
(∑4
µ=−4(k
a
µ)
2(s)
)3
TABLE V: An example of the results with the monopole
action with 10 quadratic+four-point +
six-point interactions having color mixing. The
case for β = 3.3 and n = 3 blocking in MCG
gauge is shown on 484 lattice. Here F (12) and
F (14) are coupling constants with color-mixed
terms.
quadratic error
F( 1)= 2.13E+00 4.99E-03
F( 2)= 3.89E-01 1.92E-03
F( 3)= 3.15E-01 1.62E-03
F( 4)= 1.15E-01 7.00E-04
F( 5)= 8.62E-02 1.26E-03
F( 6)= 2.36E-02 1.81E-03
F( 7)= 2.68E-02 4.14E-04
F( 8)= 1.73E-02 7.12E-04
F( 9)= 4.19E-02 5.90E-04
F( 10)= 2.80E-02 1.06E-03
four-point error
F( 11)= -6.87E-02 4.41E-04
F( 12)= -3.18E-02 1.13E-04
six-point error
F (13)= 2.81E-03 3.17E-05
F( 14)= 4.62E-05 3.75E-04
• The differences of the cases (2) and (4) with
and without higher interactions are shown in
Fig.18 and Fig.19. All data satisfy the scal-
ing but the differences are not negligible es-
pecially in the self coupling case. The cou-
pling constants of higher interactions in the
case (2) are plotted in Fig.20. Also scaling is
seen beautifully.
• In the main part of this paper, we focus on
the most simple case (4), i.e., the action com-
posed of first 10 quadratic interactions alone,
since then even n = 12 could be studied in
the renormalization group flow and the com-
parison between numerical data and analytic
results from the blocking from the continuum
is easy. Namely we will study the projection
on to the coupling constant plane composed
of the quadratic 10 interactions of the renor-
malized action.
Appendix D: Evaluation of the self-coupling term
D−1ii (0)
The 10 quadratic interactions of Dµν(s, s
′) are explic-
itly written from Table III for each color component as
Dµν(s, s
′) =
∑
i
F (i)(Si)µν(s, s
′), (D1)
where F (i) are coupling constants and the operators Si
are shown as follows:
S1 = δs′,sδµ,ν
S2 =
1
2
[δs′,s+µ + δs′,s−µ] δµ,ν
S3 =
1
2
∑
α( 6=µ)
[δs′,s+α + δs′,s−α] δµ,ν
S4 =
1
4
∑
α( 6=µ)
[δs′,s+µ+α + δs′,s+µ−α
+δs′,s−µ+α + δs′,s−µ−α]δµ,ν
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TABLE VI: Comparison of the monopole actions: An example of n = 4 and β = 3.2 (b = 1.052 (σ
−1/2
phys )) on 48
4 lattice in
MCG gauge.
S210 error S
2
27 error S
2
10 + S
4 + S6 error S227 + S
4 + S6 error
F(1) 9.02E-01 4.13E-04 9.22E-01 8.45E-05 1.49E+00 1.16E-02 1.56E+00 7.06E-03
F(2) 2.96E-01 2.41E-03 3.20E-01 9.50E-05 2.47E-01 5.99E-04 2.74E-01 1.10E-04
F(3) 2.11E-01 1.37E-03 2.50E-01 1.05E-05 1.91E-01 1.25E-03 2.32E-01 7.58E-04
F(4) 7.75E-02 1.15E-03 9.96E-02 1.23E-04 6.74E-02 8.83E-04 9.30E-02 1.73E-03
F(5) 5.79E-02 1.24E-03 9.11E-02 1.22E-04 5.01E-02 1.26E-03 8.59E-02 1.60E-03
F(6) 2.85E-02 2.85E-04 5.18E-02 1.12E-04 1.65E-02 5.70E-04 4.76E-02 9.68E-04
F(7) 2.02E-02 8.86E-04 4.01E-02 9.13E-07 1.32E-02 2.94E-04 3.81E-02 3.17E-04
F(8) 1.64E-02 2.05E-03 2.54E-02 1.99E-06 1.01E-02 7.24E-05 2.33E-02 1.28E-04
F(9) 1.13E-02 4.67E-04 4.70E-02 2.02E-06 2.52E-02 1.87E-04 4.35E-02 3.61E-04
F(10) 1.49E-02 1.02E-03 4.71E-02 1.75E-05 1.76E-02 4.74E-04 4.42E-02 4.73E-04
F(11) 2.34E-02 1.42E-04 -4.29E-02 6.27E-04 2.28E-02 1.28E-03
F(12) 2.34E-02 2.91E-05 1.15E-03 1.75E-05 2.15E-02 2.29E-04
F(13) 2.13E-02 1.52E-05 2.01E-02 1.48E-06
F(14) 3.18E-05 4.21E-05 -5.07E-04 4.50E-04
F(15) 1.17E-02 1.69E-04 1.21E-02 1.57E-03
F(16) 1.19E-02 9.78E-06 1.08E-02 4.79E-05
F(17) 1.28E-02 2.80E-05 1.23E-02 3.23E-04
F(18) 6.18E-03 1.47E-04 6.95E-03 1.32E-03
F(19) 6.34E-03 2.25E-05 5.94E-03 2.45E-04
F(20) 6.84E-03 3.77E-05 6.83E-03 4.15E-04
F(21) 4.63E-03 1.15E-05 4.44E-03 2.86E-04
F(22) 5.71E-03 1.22E-04 4.66E-03 9.76E-04
F(23) 1.08E-03 4.76E-06 1.10E-03 3.54E-05
F(24) 1.91E-03 7.34E-05 2.31E-03 6.97E-04
F(25) 2.98E-03 8.67E-05 2.08E-03 7.48E-04
F(26) 2.88E-03 7.03E-06 2.75E-03 2.71E-05
F(27) 1.16E-03 9.94E-05 5.12E-04 8.02E-04
F(28) -4.55E-02 4.38E-04
F(29) 1.23E-03 1.22E-05
S5 =
1
4
∑
α6=β( 6=µ)
[δs′,s+α+β + δs′,s+α−β
+δs′,s−α+β + δs′,s−α−β ]δµ,ν
S8 =
1
2
[δs′,s+2µ + δs′,s−2µ] δµ,ν
S10 =
1
2
∑
α( 6=µ)
[δs′,s+2α + δs′,s−2α] δµ,ν .
Here irrelevant terms S6, S7, S9 are not written explicitly.
As shown in Table VI, the self-coupling F (1) is much
larger than other coupling constants. Hence the inverse
propagator D−1µν (s, s
′) can be evaluated by the expansion
with respect to F (1). It is easy to see the self-coupling
term contribution to the inverse proprgator comes only
from the quadratic terms of Si in the expansion. Con-
sidering the numerical data showing F (1) ≫ F (2) ∼
F (3) ≫ F (4) ∼ F (5) ≫ higher terms, the relevent non-
negligible operators are S22 , S
2
3 , S
2
4 , S
2
5 , S
4
2 , S
2
2S
2
3 , S
4
3 .
These operators are evaluated explicitly as
S22 =
1
2
S1 +
1
2
S8,
S23 =
3
2
S1 + S8 +
1
2
S10,
S24 =
3
4
S1 +
1
2
S5 +
3
4
S8 + . . . ,
S25 =
3
4
S1 +
3
4
S10 + . . . ,
S42 =
3
8
S1 + . . .
S22S
2
3 =
3
4
S1 + . . . ,
S43 =
25
8
S1 + . . . .
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FIG. 16: Comparison of the coupling constants of the self
and two nearest-neighbor interactions between
the actions composed of 27 (NF2 = 27) and 10
(NF2 = 10) quadratic interactions alone. The
data are taken on 484 in MCG
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FIG. 17: Comparison of the coupling constants of the two
next nearest-neighbor interactions between the
actions composed of 27 (NF2 = 27) and 10
(NF2 = 10) quadratic interactions alone.
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Hence we get
D−1ii (0) =
1
F (1)
+
F (2)2
2F (1)3
+
3F (3)2
2F (1)3
+
3F (4)2
4F (1)3
+
3F (5)2
4F (1)3
+
3F (2)4
8F (1)5
+
9F (2)2F (3)2
2F (1)5
+
25F (3)4
8F (1)5
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