I. INTRODUCTION
In any living cell that undergoes a biological process, different subsets of its genes are expressed. A cell's proper function is crucially affected by the gene expression at a given stage and their relative abundance. To understand biological processes one has to measure gene expression levels in different developmental phases, different body tissues, different clinical conditions and different organisms. This kind of information can aid in the characterization of gene function, the determination of experimental treatment effects, and the understanding of other molecular biological processes [17] .
Compared to the traditional approach to genomic research, which has been to examine and collect data for a single gene locally, DNA microarray technologies have rendered possible to monitor the expression pattern for thousands of genes simultaneously. Unfortunately, the original gene expression data are contaminated with noise, missing values and systematic variations due to the experimental procedure. Several methodologies can be employed to alleviate these problems, such as Singular Value Decomposition based methods, weighted knearest neighbors, row averages, replication of the experiments to model the noise, and/or normalization, which is the process of identifying and removing systematic sources of variation. Finally, gene expression data are represented by a realvalued expression matrix X, the rows of which are vectors forming the expression patterns of genes, while the columns represent samples from various conditions. Each cell, xij, is the measured expression level of gene i in sample j.
The dataset studied here is the well-known and publicly available acute leukemia dataset provided by the center of genome research of the Whitehead Institute [13] . It is a well characterized dataset already used in numerous studies. For example, in [10] a min-max cut hierarchical clustering method is presented that attempts to produce clusters that are quite close to human expert labeling. Moreover they employ the F-statistic test and the Principal Component Analysis (PCA) technique for the gene selection. Their approach exhibits classification rates close to the ones presented in this paper.
Discovering the patterns hidden in the gene expression microarray data and subsequently using them to classify the various conditions is a tremendous opportunity and challenge for functional genomics and proteomics [17] . An interesting approach to address this task is to utilize computational intelligence techniques, such as clustering and neural networks. Unfortunately, employing neural networks (or any other classifier) directly to classify the samples is almost impossible due to the curse ofdimensionality (limited number of samples and very high feature dimensionality). To this end, one has to preprocess the expression matrix X using a dimension reduction technique [32] , or to find a subset of the genes that correctly characterizes the samples.
Clustering can be defined as the process of "grouping a collection of objects into subsets or clusters, such that those within one cluster are more closely related to one than objects assigned to different clusters" [ 15] . Clustering is applied in various fields including data mining [12] , statistical data analysis and social sciences [3] , compression and vector quantization [23] , global optimization [6] , [30] , image analysis, and others. Recently clustering techniques have been applied to gene expression data [5] , [11] , [24] , [28] and have proved useful for identifying biologically relevant groupings of genes and samples. Cluster analysis is the key step in understanding how the activity of genes varies during biological processes and is affected by disease states and cellular environments. In particular clustering can be used either to identify sets of genes according to their expression in a set of samples [11] , [33] , or to cluster samples into homogeneous groups that may correspond to particular macroscopic phenotypes [13] . The latter is in general more difficult, but is very valuable in clinical practice. In [17] , a survey of various clustering methods is performed.
The determination of the number of clusters present in a dataset is an unresolved problem in cluster analysis. For instance, well-known and widely used iterative techniques, such as the k-means algorithm [14] , as well as the Fuzzy c-means algorithm [8] , require from the user to specify the number of clusters present in the data prior to the execution of the algorithm. Algorithms that have the ability to discover the number of clusters present in a dataset fall in the category of unsupervised clustering algorithms. In this paper we investigate the application of an unsupervised extension of the recently proposed clustering algorithm k-windows [31] on gene expression microarray data. We have already compared our approach against other well-known clustering algorithms with satisfactory results [26] , [27] .
In [16] . This capability, also referred to as generalization is of particular interest from a pattern recognition point of view since a large set of parameters is estimated using a relatively small data set. For the training of the FNNs we used an on-line training algorithm [20] , [21] .
A. Feature Selection Techniques
An important issue in any classification task is to define those features that significantly contribute to the classification of interest, while at the same time discarding the least significant and/or erroneous ones. This procedure is also referred to as dimension reduction. The problem of high dimensionality is often tackled by user specified subspaces of interest. However, user-identification of the subspaces is error-prone, especially when no prior domain knowledge is available. Another way to address high dimensionality is to apply a dimensionality reduction method to the dataset. Methods such as principal component analysis [ 18] PCA is mainly used in gene expression analysis in order to find an alternative representation of the data using a much smaller number of variables, as well as, to detect characteristic patterns in noisy data of high dimensionality. More specifically, PCA is a way of identifying patterns in data and expressing the data in such a way as to highlight their similarities and differences. Since patterns in high dimensional data can be hard to find PCA is a powerful tool of analysis, especially when the visualization of the data is impossible.
Although PCA may succeed in reducing the dimensionality, the new dimensions can be difficult to interpret. Moreover, to compute the new set of dimensions information from all the original dimensions is required. The selection of a subset of attributes in the context of clustering is studied in [1] , [2] . In the context of classification, subset selection has also been studied [18] . 2) Unsupervised k-windows Clustering Algorithm: Here we briefly describe the basic concepts of the unsupervised k-windows algorithm which is applied in this paper. This algorithm extends the k-windows algorithm [31] . Suppose that we have a set of points in the Rd space. Intuitively, the k-windows algorithm for every cluster present in the dataset tries to place a d-dimensional window containing patterns that belong to a single cluster.
At first, k points are randomly selected. The k initial windows, of size a, have these points as centers. Subsequently, the patterns that lie within each window are identified. Next, the mean of the patterns that lie within each window is calculated and the window is moved in such a way as its center coincides with the previously computed mean value. The last two steps are repeatedly executed as long as the increase in the number of patterns included in the window that results from this motion satisfies a stopping criterion. The stopping criterion is determined by a variability threshold 90, which corresponds to the least acceptable change in the center of a window. This process is illustrated in Figure 1 .
Once the movement is terminated, the windows are enlarged to capture as many patterns as possible from the cluster. Enlargement takes place at each dimension separately. The windows are enlarged by 9e/1 percent at each dimension, where 09 is user defined, and I stands for the number of previous successful enlargements. After the enlargement in one dimension is performed, the window is moved, as described above. Once movement terminates, the proportional increase in the number of patterns included in the window is calculated. If this proportion does not exceed the user-defined coverage threshold, 90, the enlargement and movement steps are rejected and the position and size of the window is unchanged.
An example of this process is provided in Figure 2 . In this figure the window is initially enlarged horizontally (El). This enlargement is rejected since it does not produce an increase in the number of the included patterns. Next the window is enlarged vertically. This enlargement is accepted and the new window to consider is E2. The next enlargement reconsidered in the horizontal direction is again rejected.
To automatically approximate the number of clusters present in a dataset a "sufficiently" large number of initial windows is employed and at the final stage of the algorithm overlapping windows that capture patterns belonging to the same cluster are considered for merging. The windowing technique of the k-windows algorithm allows for a large number of initial windows to be examined without a significant overhead in time complexity. Once all the processes of movement and enlargement for all windows are terminated, all overlapping windows are considered for merging. The merge operation is guided by a merge threshold 9m. Having identified two overlapping windows, the number of patterns that lie in their intersection is calculated. Next the proportion of this number to the total patterns included in each window is calculated.
If the mean of these two proportions exceeds 9m, then the two windows are merged (since they considered to belong to a single cluster). This operation is illustrated in Figure 3 ; the extent of overlapping between windows W1 and W2 exceeds the threshold criterion and the algorithm considers both to belong to a single cluster, unlike windows W3 and W4, which capture two different clusters. The output of the algorithm is a number of sets that define the final clusters discovered in the original dataset. The computationally demanding step of the k-windows clustering algorithm is the determination of the points that lie in a specific window. This is the well studied orthogonal range search problem [22] . Numerous Computational Geometry techniques have been proposed [4] , [7] , [9] , [22] to address this problem. These techniques employ a preprocessing stage at which they construct a data structure storing the patterns.
3 [25] .
Methods suited to on-line learning are those that can handle non-stationary (time-varying) data, while at the same time, require relatively little additional memory and computation in order to process one additional example. The following method [20] , [21] belongs to this class of methods, and can be used in on-line neural networks training. A high level description of the algorithm is given in Algorithm 1.
In the algorithm model ?7 is the learning rate, K is the meta-learning rate and (., ) stands for the usual inner product in Rn. As the termination condition the classification error, or an upper limit to the error function evaluations can be used. The key features of this method are the low storage requirements and the inexpensive computations. Moreover, in order to calculate the learning rate for the next iteration, it uses information from the current, as well as, the previous iteration. This seems to provide some kind of stabilization THE TRAINING ALGORITHM 0: Initialize the weights wu, 71°, and K.
1: Repeat 2:
Set k = k+ 1 3:
Randomly choose a pattern from the training set.
4:
Using this pattern, calculate the error, E(wk) and then the gradient, VE(wk).
5:
Calculate the new weights using: wk+1 = Wk _ 7kVE(wk) 6 : Calculate the new learning rate using:
?7k+,1 = 77k + K(VE(wk-1), VE(wk)) 7 : Until the termination condition is met. 8: Return the final weights wk+.
Algorithm 1: The Online Training Algorithm in Pseudocode.
in the calculated values of the learning rate, and previous experiments show that it helps the method to exhibit fast convergence and high success rate.
III. EXPERIMENTAL RESULTS The dataset presently considered contains mRNA expression profiles from 72 leukemia patients and has been well characterized [ 13] aiming at the development of an expression-based classification method for acute leukemia. Each sample is measured over 7129 genes. The first 38 samples were used for the training process (train set), while the remaining 34 were used to evaluate the networks' performance (test set). The initial 38 samples contain 27 acute myeloid leukemia (ALL) samples and 11 acute lymphoblastic leukemia (AML) samples. The test set contains 20 ALL samples and 14 AML samples. The direct application of neural networks to classify the samples is doomed to fail due to the limited number of samples (38) combined with the very high feature dimensionality (7129).
Generally, in a typical biological system, it is often not known how many genes are sufficient to characterize a macroscopic phenotype. In practice, a working mechanistic hypothesis that is testable and largely captures the biological truth seldom involves more than a few dozens of genes, and knowing the identity of these relevant genes is very important [34] . Golub et al. in [13] applied the Self Organizing Map [19] (SOM) clustering algorithm on the training set, selecting 50 highly correlated genes with the ALL-AML class distinction. SOM automatically grouped the 38 samples into two classes with one containing 24 out of the 25 ALL samples and the other contained 10 out of the 13 AML samples. Using the techniques proposed here, better results can be achieved.
Firstly, the PCA technique was applied over the entire train set using all 7129 genes. A common problem when using PCA is that there is no clear answer how many factors should be retained for the new dataset. A rule of thumb is to inspect the scree plot, i.e. plot all the eigenvalues in their decreasing order. The plot looks like the side of a hill and "scree" refers to the debris fallen from the top and lying at its base. The sree test suggests to stop analysis at the point the mountain (signal) ends and the debris (error) begins. In our case, the scree plot was not decisive (see Fig. 4 Although the FNNs trained using the PCA projection of the dataset can provide high classification accuracy, there is no straightforward interpretation of the new dimensions. Consequently, to compute features for a new patient, information from all the 7129 genes is required. On the other hand, the clustering algorithms identify a subset of genes that significantly contribute to the partition of interest. Thus, only the expression levels of the selected genes are needed for the future operation of the system. Unfortunately, there exist many such subsets and it is difficult for any clustering algorithm to determine the best one.
To this end, we applied the two clustering algorithms over the entire dataset. Regarding the FCM algorithm, we exhibit results for 49 different FNNs using two to fifty features, i.e. the user performed 49 runs instructing the FCM to find two to fifty clusters. Although the classification accuracy of the FNNs was relatively high, it must be noted that the user-defined cluster number has a significant impact on performance. The highest accuracy was obtained by the FNNs trained using 27 representative features, which exhibited a 87.06% mean classification success. In contrast, the FNNs using 24 representative features exhibited the lowest classification accuracy (41.86%).
On the other hand, the unsupervised k-windows algorithm located automatically ten clusters and the FNNs trained using representative features from those clusters had 87.35% mean classification success. The classification accuracy of the FNNs trained using the transformed datasets provided by the PCA, as well as the subsets of the original dataset provided by the clustering algorithms is illustrated in Fig. 5 . 
IV. CONCLUDING REMARKS
In this paper we compared approaches employing PCA for dimension reduction and clustering techniques in order to find a suitable subset of genes for gene expression microarray data analysis. The dataset used for the experiments was provided by the center of genome research, Whitehead Institute [13] . From the 7129 genes provided, different gene sets were considered. More specifically, cluster analysis groups leukemia samples into clusters based on similar gene expression, while the PCA technique optimally transforms the original data space into a lower dimensional space by forming dimensions that are linear combinations of given attributes. We tested the supervised fuzzy c-means clustering algorithm and the unsupervised version of the recently proposed k-windows clustering algorithm, which has proved successful in similar settings [26] , [27] .
Comparing the different approaches, the best performance was exhibited by the FNNs trained using the the first five components given by the PCA technique (92.65% mean classification success). However, when the scree plot is used to determine the number of PCA components to use, the performance is inferior. The supervised fuzzy c-means clustering algorithm exhibited the worst results. On the other hand, the unsupervised k-windows clustering algorithm automatically located ten clusters and the FNNs that used representative features from these clusters exhibited near optimal performance (87.35%), requiring only a single run and no user-defined parameters. We believe that compared with the other approaches the k-windows algorithm is the approach of choice, when no prior domain knowledge is available. The results of the kwindows algorithm were overall satisfactory.
Future work will include the implementation of a hybrid algorithm employing PCA and the unsupervised k-windows algorithm, in an attempt to exploit the advantages each approach has to offer. Preliminary results indicate that FNNs using this idea perform even better and exhibit higher classification success.
