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Abstract
The world of physics is an ever expanding field, and applying the isomorph
theory is a fairly new and interesting way of understanding the glass transi-
tion phase, viscous liquids and liquids in general.
In this study, we examine if the isomers o-xylene and m-xylene can be
regarded as a Roskilde-simple system when modelled by a three-site coarse-
grain model. For this purpose, RUMD is used to simulate the model and
examine the behaviour of the isomers. The model parameters are optimized
to fit both structural and dynamical properties of xylene. The results from
the simulations are analysed, and judging by Pearson’s correlation coefficient,
the simulations indicate that o-xylene and m-xylene can be regarded as a
Roskilde-simple system in large parts of the phase diagram.
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Chapter 1
Introduction
When we hear the word glass, we typically associate it with a transparent
material, which can be used for objects such as drinking glasses or windows.
In the world of physics however, a glass is a much more interesting and diverse
phenomenon, which can be the subject of an abundance of experiments and
examinations.
The transition from the liquid state to a glass happens when cooling
takes place at such a fast pace, that the liquid is unable to crystallise. When
this happens the liquid becomes supercooled, and it will become increasingly
thick until the glass transition occurs and the viscosity is so high, that atomic
movements in the material practically stop occurring at the experimental
time scale [1].
The glass transition phase and the circumstances that take place right up
to it, is a very interesting field of study, and Nobel winning physicist Phillip
Warren Anderson is, amongst many other things, quoted for saying:
“The deepest and most interesting unsolved problem in solid-state
physics is probably the theory of the nature of glass and the glass
transition”. [1]
This statement was made in 1995, and since then a vast amount of research
has been conducted on the subject and several advances have been made
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particularly by the Glass and Time group at Roskilde University, but the
field is far from exhausted at this point in time.
In connection with the desire to describe the behaviour of certain materi-
als near the glass transition, it has been established that for certain systems
where there is a strong correlation between the virial and the potential energy,
curves exist on the phase diagram, along which a number of different variables
will be invariant in reduced units [2]. These curves are called isomorphs, and
the systems for which this applies are now called “Roskilde-simple systems”.
The theory of these systems is an exciting new step towards a better under-
standing of glass transition, viscous liquids and liquids in general, since these
isomorphs do not exist exclusively in supercooled liquids, but are also found
outside of the glass transition phase.
One of the many significant consequences of this theory concerns the re-
laxation time τ , which has been used as a function of temperature T and
density ρ in the following way: τ = f(ρ,T ). The isomorph theory has sim-
plified this, such that relaxation time can be given by: τ = f(ργ/T ) where γ
is called the density-scaling exponent.
Nevertheless the theory is still fairly new, and is not valid for all sys-
tems. Therefore this project sets out to examine whether or not two dif-
ferent isomers of xylene can be regarded as Roskilde-simple systems. The
term xylene describes three isomers, ortho-(o-xylene), meta-(m-xylene) and
para-(p-xylene) which are different forms of the molecule dimethyl benzene
[3] The chemical structure of the three xylene isomers differs in the position
of the two methyl groups on the benzene ring, see figure 1.1.
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Figure 1.1: The three isomers of xylene [4]
The original intent of this project included an investigation of all three
isomers of xylene, but because of the molecular structure of para-xylene, we
encountered technical difficulties when simulating the molecule, after a great
deal of trial and error, we decided to exclude para-xylene from our study.
The behaviour of each of the two remaining isomers will be evaluated by
RUMD simulation. RUMD is a high-performance molecular dynamics simu-
lation software for a many-core system of NVIDIA GPUs [5]. The software
is developed by the Glass and Time group, and has been used by other re-
searchers to detect Roskilde-simple systems. The simulation will consist of a
coarse-grain model for xylene, and the interaction between the molecules will
be modelled by the Lennard-Jones potential. In order to make the model em-
ulate reality, simulations will be performed to fit the model to experimental
values.
The report will start by introducing the relevant theory behind the Roskilde-
simple systems including basic thermodynamics, a description of reduced
units, molecular interactions, and the isomorph theory. After this, the re-
port will include a chapter describing the modelling of the system. In this
chapter an explanation of the Lennard-Jones potential, previous models and
our own model will be given. Furthermore, the report will give an account of
how a simulation of molecular dynamics can be performed, and the different
elements of such a simulation will be explained. Subsequently, we will elab-
orate on the specific simulations implemented in this project, and the script
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and the commands used for these will be presented. Finally the results from
our simulations will be presented. These will then be analyzed and discussed
in depth, in order for us to conclude if our model of the isomers of xylene
can be characterized as Roskilde-simple systems.
1.1 Problem Formulation
How well can o-xylene and m-xylene be modelled by a three-
site coarse-grain model? And can this model be considered a
Roskilde-simple system?
1.2 Hypothesis
We expect to discover that our model of o-xylene and m-xylene have the
properties to be regarded as a Roskilde-simple system. This is expected
due to previous simulations similar to ours by the Glass and Time group at
Roskilde University, which showed that similar liquids have the properties of
a Roskilde-simple system [6].
1.3 Intended Readers
This project is written for students and researchers in the natural sciences
with interests in the physics of liquids and viscous materials with focus
on Roskilde-simple systems. To achieve a complete understanding of this
project, it is expected that Newtonian physics and general thermodynamics
are known, and the reader should posses a certain mathematical aptitude as
well, but the more project-specific terms are explained throughout the text.
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Chapter 2
Thermodynamics, Statistical
Mechanics and Isomorph
Theory
In this chapter we will present aspects of the thermodynamics and statistical
mechanics that are vital for the understanding of isomorph theory. Once
the fundamentals are in place we will present the isomorph theory and some
of its predictions. Thermodynamics and statistical mechanics sections have
been written with the help of An introduction to thermal physics [7].
2.1 Thermodynamics
An important aspect of thermodynamics is the concept of thermodynamic
potentials and their related identities.
2.1.1 Thermodynamic Potentials
In thermodynamics we generally work with four different potentials:
• Thermal energy, E = U +K
• Enthalpy, H = E + PV
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• Helmholtz free energy, F = E − TS
• Gibbs free energy, G = H − TS = E + PV − TS
Thermal energy is the sum of the potential energy U and the kinetic energy
K of the system. Each of these potentials has a related thermodynamic
identity. The thermodynamic identity for E states that
dE = TdS − PdV, (2.1)
assuming a fixed number of particles.
From the thermodynamic identity for E we can derive the remaining
thermodynamic identities for H, F and G:
dH = d(E + PV ) = dE + PdV + V dP
= TdS − PdV + PdV + V dP = TdS + V dP (2.2)
dF = d(E − TS) = dE − TdS − SdT
= TdS − PdV − TdS − SdT = −PdV − SdT (2.3)
dG = d(H − TS) = dH − TdS − SdT
= TdS + V dP − TdS − SdT = V dP − SdT (2.4)
These thermodynamic identities suggest the natural ensembles for each po-
tential. Different ensembles have different physical properties that are held
constant, thus they are used for different research purposes. For E the natu-
ral ensemble is the NV E ensemble which corresponds to an isolated system.
For H the natural ensemble is the NPH ensemble, which is analog to the
NV E ensemble, where we instead keep the pressure constant without con-
trolling the temperature. For F the natural ensemble is the NV T ensemble
where we keep volume and temperature fixed. This is the ensemble we will
be considering in our simulations. For G the natural ensemble is the NPT
ensemble where pressure and temperature is kept fixed. This ensemble is
mostly used when dealing with an open system in contact with the atmo-
sphere.
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2.1.2 The Virial
In this section virial will be defined. The virial will be used in the isomorph
theory section 2.3 when the general fluctuation expression γ(ρ,Sex) and the
virial-potential energy correlation coefficient R are defined. The ideal gas
equation does not take into account the interactions between molecules, and
thus, in order to extend the ideal gas law, we define the virial W , as the
PV -contribution from molecular interactions [8]. Our equation of state is
then:
PV = NkBT +W (2.5)
It turns out that an equivalent and very useful definition of the virial is[8]:
W = −13
N∑
j
j∑
i
~Rij · ∇U( ~Rij). (2.6)
The virial in the equations 2.5 and 2.6 are equivalent. This will not be shown
further as it is beyond the scope of this project but it can be found in [2].
It should be noted here, that in our simulations, we are not in fact using
2.6, but are in fact calculating the virial by integration. The reason we can
use the above definition, and the reason we sum instead of integrating in
the following section is because quantum mechanics has revealed that we are
working with a finite number of particles.
2.1.3 Pearson’s correlation coefficient
When we consider whether two variables are correlating, we often need a
measure for how strongly correlating the two variables are. In the case of
Roskilde-simple systems, it is a requirement that they are quite strongly
correlating. As a measure for how strongly correlating the thermodynamic
average of the virial and the potential energy are, we calculate Pearson’s
correlation coefficient R, for these.
RUW =
∑n
i=1(Ui − U¯)(Wi − W¯ )√∑n
i=1(Ui − U¯)2
√∑n
i=1(Wi − W¯ )2
(2.7)
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In order for us to deal with averages, we expand the fraction by 1
n
(while
these are not thermodynamic averages, the difference should be neglible).
Thus, we obtain:
RUW =
〈∆U∆W 〉
〈
√
(∆U)2
√
(∆W )2〉
(2.8)
(Sharp brackets denote equilibrium NVT ensemble averages). This will
provide a value that obeys −1 ≤ R ≤ 1. In our case, we can say that there is
a strong correlation between the virial and the potential energy, if R ≥ 0.9.
For us to state that the two xylene molecules can be adequately modeled
using the isomorph theory, our correlation coefficient has to obey this as well
[8].
2.2 Statistical Mechanics
The Boltzmann factor, which is the most important part of statistical me-
chanics for this project, will be introduced in this section. Furthermore, it
will be explained how the Boltzmann factor is related to the probability of
a liquid being in a specific state. An introduction to Thermal physics [7] has
been used in this section.
2.2.1 Probabilities and the Boltzmann Factor
Before further explanation of probabilities and Boltzmann factors, a general
definition of entropy is needed:
S ≡ kB ln Ω, (2.9)
where Ω is the multiplicity, which is the number of microstates corresponding
to a given macrostate.
Now we consider a system in contact with a reservoir for a given volume
and examine two system states s1 and s2. If we denote the multiplicity
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of the reservoir when the system is in state s1 and s2 by Ω(s1) and Ω(s2)
respectively, then
P(s2)
P(s1) =
Ω(s2)
Ω(s1)
, (2.10)
where P(si) is the probability of the system being in the state si. With the
definition of entropy we can rewrite the above as
P(s2)
P(s1) =
eS(s2)/kB
eS(s1)/kB
= e(S(s2)−S(s1))/kB . (2.11)
The thermodynamic identity for thermal energy allows us to obtain an
expression for the difference in entropy:
dE = TdS − PdV ⇒ dS = 1
T
(dE + PdV ) (2.12)
Since dV = 0 in the NVT ensemble, we write
dS = 1
T
dE (2.13)
and, given that the total energy is the energy of the system and a reservoir
it is in contact with, E = Esys + Eres, we have
S(s2)− S(s1) = 1
T
(Eres(s2)− Eres(s1)) = − 1
T
(Esys(s2)− Esys(s1)), (2.14)
where Eres is the energy of the reservoir and Esys is the energy of the system.
Substituting this back into (2.11) we get that (when E = Esys)
P(s2)
P(s1) = e
−(E(s2)−E(s1))/kBT = e
−E(s2)/kBT
e−E(s1)/kBT
. (2.15)
The factors e−E(s)/kBT are called Boltzmann factors and it can be shown that
the probability of a system being in a state s is simply given by
P(s) = 1
Z
e−E(s)/kBT , (2.16)
where Z, the partition function, is the sum of all Boltzmann factors.
Z =
∑
s
e−E(s)/kBT (2.17)
The above introduction of Boltzmann factors and their probabilities is
important since the probability of being in a state is related to both the
structure and dynamics of a system.
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2.2.2 Helmholtz Free Energy and Excess Entropy
The thermodynamic identity for the Helmholtz free energy can be rewritten
as:
dF = −PdV − SdT dV=0===⇒ S = −
(
∂F
∂T
)
V
(2.18)
When working with the Helmholtz free energy of liquids it is natural to
separate it into two quantities, Fideal and Fex, such that F = Fideal + Fex[8].
The ideal gas term, Fideal, is the Helmholtz free energy of an ideal gas at
the same temperature and density as our liquid. The excess term, Fex, is
the extra energy that comes from the molecular interactions. This can be
shown by considering the partition function Z, and splitting the energy into
the potential and kinetic energy.
e
− E
kBT = e−
U
kBT · e− KkBt = e−
U(~R)
kBT · e−
K(~v)
kBT , (2.19)
where K is the kinetic energy, which is a function of the velocity of the
configuration, and the potential energy is a function of the position of the
configuration.
Summing over the position and the velocity, we can obtain two partition
functions, one for the ideal energy, and one for the excess energy.∑
~R
∑
~v
e
−U(~R)
kBT · e−
K(~v)
kBT =
∑
~R
e
−U(~R)
kBT ·∑
~v
e
−K(~v)
kBT = Zex · Zideal (2.20)
Thus, the term∑~R e−U(~R)kBT is the partition function Zex, and the term∑~v e−K(~v)kBT
is the partition function for the ideal free energy, Zideal. In an ideal gas, the
energy only depends on the velocity, and not the position of the configuration.
In accordance with the rewritten form of the thermodynamic identity we
define the excess entropy, Sex, by
Sex = −
(
∂Fex
∂T
)
V
. (2.21)
In the isomorph theory the excess entropy is an important quantity since it
is determined by the structure of the liquid and therefore it is invariant on
an isomorph [8].
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2.3 Isomorph Theory
The isomorph theory defines what is called a Roskilde-simple system (also
known as a strongly correlating system). The isomorph theory predicts
curves of invariant structure and dynamics (the isomorphs) in a phase di-
agram, which all collapse in reduced units (these will be explained below).
This section will describe the main ideas and predictions of the isomorph
theory as formulated in [2] and [8].
2.3.1 Reduced units
If we consider a system with N particles and density ρ = N/V then we can
collect all the positions of the particles ~r1, ~r2, . . . , ~rN in a single vector
~R = (~r1, ~r2, . . . , ~rN), (2.22)
which has dimension 3N . This vector is thus the configuration vector for the
system. In isomorph theory it is useful to work with the configuration vector
in reduced units. We therefore define
~˜R = ρ 13 ~R. (2.23)
Notice that since ρ = N/V it follows that [ρ1/3] = m−1 and therefore the
configuration vector in reduced units ~˜R is dimensionless.
We define the force in reduced units to be
~˜F = ρ
− 13
kBT
~F . (2.24)
Having defined the configuration vector and force in reduced units we
proceed to the theory of Roskilde-simple systems.
2.3.2 Roskilde-Simple Systems
We now consider a system with two configurations ~R1 and ~R2 with densities
and temperatures ρ1, T1 and ρ2, T2 respectively. We also require that ~R1 and
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~R2 have the same configuration vector in reduced units that is ρ1/31 ~R1 = ~˜R =
ρ
1/3
2 ~R2. Then we define a Roskilde-simple system to be a system where the
potential-energy function U(~R) can be written as
U( ~R2) = f1(ρ2, U( ~R1)), (2.25)
where f1 is a one-to-one map.
To motivate the definition of isomorphic state points we first make a first
order Taylor expansion of (2.25):
U( ~R2) ≈ f1(ρ2, U1) +
(
∂f1(ρ2, U1)
∂U1
)
ρ1,ρ2
(U( ~R1)− U1), (2.26)
where U1 is the mean potential energy at the state point (ρ1, T1). By letting
h1(ρ2, U1) =
(
∂f1(ρ2,U1)
∂U1
)
ρ1,ρ2
and g1(ρ2, U1) = f1(ρ2, U1) −
(
∂f1(ρ2,U1)
∂U1
)
ρ1,ρ2
U1
we can simplify (2.26) to
U( ~R2) ≈ h1(ρ2, U1)U( ~R1) + g1(ρ2, U1). (2.27)
We now consider the Boltzmann factor for the second state point with
energy U( ~R2):
e
(
−U( ~R2)
kBT2
)
= e
(
−h1(ρ2,U1)U( ~R1)+g1(ρ2,U1)
kBT2
)
= C12e
(
−h1(ρ2,U1)U( ~R1)
kBT2
)
, (2.28)
where C12 is a constant depending on ρ1, T1, ρ2 and T2. From (2.28) it
follows that if we want the Boltzmann factors of the two state points to be
proportional we need to have
h1(ρ2, U1)
T2
= 1
T1
⇔ h1(ρ2, U1) =
(
∂f1(ρ2, U1)
∂U1
)
ρ1,ρ2
= T2
T1
. (2.29)
Since proportional Boltzmann factors was the condition for two state points
to be isomorphic in the original formulation of the isomorph theory [9] a
natural extension is to take (2.29) as the condition for two state points to be
isomorphic.
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Invariance of the dynamics on isomorphs
Before we can show the invariance of the dynamics on isomorphs we need a
relation between the potential energy U(~R) and some function of its coor-
dinate vector in reduced units. We will arrive at this relation by using the
proportionality of the Boltzmann factors.
As before we consider two configurations ~R1 and ~R2 on isomorphic state
points with densities and temperatures ρ1, T1 and ρ2, T2 respectively. Since
the state points are isomorphic we can write
U( ~R2) ≈ h1(ρ2, U1)U( ~R1) + g1(ρ2, U1) = T2
T1
U( ~R1) + g1(ρ2, U1). (2.30)
If we now take ~R1 to be a configuration at density ρ1 = 1 then we have
~R1 = ~˜R and since ~R1 and ~R2 have the same coordinate vectors in reduced
units we get
U( ~R2) ≈ T2
T1
U( ~R1) + g1(ρ2, U1) = kBT2
U( ~˜R)
kBT1
+ g1(ρ2, U1). (2.31)
Setting fI( ~˜R) = U(
~˜R)
kBT1
we get that for any configuration ~R with density ρ and
temperature T on an isomorph it follows that we can generalise this to
U(~R, ρ) ≈ kBTfI( ~˜R) + gI(ρ). (2.32)
From this equation it follows that for any configuration ~R at density ρ and
temperature T we have
~F (~R) = −∇U(~R) = −∇(kBTfI( ~˜R) + gI(ρ2)) = −kBTρ 13 ∇˜fI( ~˜R)
⇒ ~˜F (~R) = ρ
− 13
kBT
~F = −∇˜fI( ~˜R) = ~˜F ( ~˜R). (2.33)
Now all that remains is to show that Newton’s second law is the same in
reduced units. To do this we need a few more reduced quantities:
m˜ = m
m¯
(2.34)
t˜ = t
t0
, t0 =
√
m¯
kBT
ρ
1
3
, (2.35)
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where m¯ is the average molecular mass.
From these definitions it follows that
m˜
d2~˜r
dt˜2
= m
m¯
d2ρ
1
3~r
d
(
t
t0
)2 = ρ
1
3 t20
m¯
m
d2~r
dt2
=
ρ
1
3
√ m¯kBT
ρ
1
3
2
m¯
~F = ρ
− 13
kBT
~F = ~˜F (2.36)
which is Newton’s second law in reduced units. Since the forces and the
governing laws are the same in reduced units it follows that the dynamics of
a Roskilde-simple system is invariant on an isomorph. [8] [2]
Invariance of structure on isomorphs
We now focus on two isomorphic state points ~R1 and ~R2 at the temperatures
T1 and T2 respectively. Since the structure is related to the probability of
being found in a given microstate, we will show the invariance of structure
on isomorphs by showing that the two state points have the same probability
of assuming a given microstate.
By (2.16) we have that
P( ~R2) = 1
Z
e
(
−U( ~R2)
kBT2
)
= e
(
−U( ~R2)
kBT2
)
∑
k=1 e
(
−U( ~Rk)
kBT2
) = C12
C12
e
(
−U( ~R2)
kBT2
)
∑
k=1 e
(
−U( ~Rk)
kBT2
)
= C12e
(
−U( ~R2)
kBT2
)
∑
k=1C12e
(
−U( ~Rk)
kBT2
) (2.37)
which can be rewritten with (2.28) to give
P( ~R2) = C12e
(
−U( ~R2)
kBT2
)
∑
k=1C12e
(
−U( ~Rk)
kBT2
) = e
(
−U( ~R1)
kBT1
)
∑
k=1 e
(
−U( ~Rk)
kBT1
) = P( ~R1) (2.38)
since the two state points are isomorphic. Thus it follows that isomorphic
state points have the same structure. [10]
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2.3.3 The density-scaling exponent
In this section, the density-scaling exponent γ and some of its properties
are introduced. Roskilde-simple systems (which our model of xylene is) obey
approximate power-law density scaling, meaning that the relaxation time is a
function of the term ργ
T
. This means that γ is important for a Roskilde-simple
system for a number of reasons. Firstly, γ is the constant of proportionality
between the virial and the potential energy of a configuration. Thus,
∆W (t) ≈ γ∆U(t) (2.39)
. Further, we have that, for any given state point:
γ(ρ, Sex) =
(
∂ lnT
∂ ln ρ
)
Sex
(2.40)
In addition, it can be shown that γ is the slope of the line of virial versus
potential energy at constant volume:
γ =
(
∂W
∂U
)
V
=
(
∂W
∂T
)
V(
∂U
∂T
)
V
(2.41)
Lastly, γ is related to the fluctuation in the virial over the average potential,
given by:
γ = 〈∆W∆U〉〈(∆U)2〉 (2.42)
[2] We will now show that these are all equal:
γ = 〈∆W∆U〉〈(∆U)2〉 =
(
∂W
∂T
)
V(
∂U
∂T
)
V
=
(
d lnT
d ln ρ
)
Sex
(2.43)
We first turn to statistical mechanics where we can find the average of our
variables W and U by the use of the formula:
〈A〉 = ΣsA(s)e
−βU(s)
Z
(2.44)
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Where Z = Σse−βU(s) and β = 1kBT , and A is any thermodynamic quantity.
We start out by differentiating with respect to β(
∂〈A〉
∂β
)
V
= ΣsA(s)(−U(s))e
−βU(s) · Σse−βU(s) − ΣsA(s)e−βU(s) · Σs(−U(s))e−βU(s)
Z2
(2.45)(
∂〈A〉
∂β
)
V
= −ΣsA(s)U(s)e
−βU(s)
Z
+ ΣsA(s)e
−βU(s) · ΣsU(s)e−βU(s)
Z2
(2.46)
We can now reduce the expression:(
∂〈A〉
∂β
)
V
= −(〈AU〉 − 〈U〉〈A〉) = −〈∆A∆U〉 (2.47)
To find the derivative with respect to T instead of β we apply the chain rule:(
∂〈A〉
∂T
)
V
=
(
∂〈A〉
∂β
)
V
(
∂〈β〉
∂T
)
V
= −〈∆A∆U〉 ·
(
− 1
kBT 2
)
= 〈∆A∆U〉
kBT 2
(2.48)
We now replace A with W and U and apply the chain rule again to get
(
∂〈W 〉
∂〈U〉
)
=
(
∂〈W 〉
∂T
)
V(
∂〈U〉
∂T
)
V
= 〈∆W∆U〉(
1
kBT 2
) ·
(
1
kBT 2
)
〈∆U∆U〉 =
〈∆W∆U〉
〈(∆U)2〉 (2.49)
[9] Now that we have related γ to the virial and potential energy, we consider
its relation to the excess entropy, and through this the relation to density
and temperature.
The structure of a Roskilde-simple system is as shown earlier, isomorph in-
variant, which means that the excess entropy will remain constant [8]. Thus
if we take the excess entropy to be a function of volume and temperature we
get
Sex = Sex(V, T )⇒ dSex =
(
∂Sex
∂T
)
V
dT +
(
∂Sex
∂V
)
T
dV = 0 (2.50)
We rewrite the above by using the chain rule, the definition of temperature
and the following Maxwell relation:(
∂Sex
∂V
)
T
=
(
∂Pex
∂T
)
V
(2.51)
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Pex is the excess pressure of the virial and can be expressed as Pex = WV .
With this we get:(
∂Sex
∂T
)
V
dT +
(
∂Sex
∂V
)
T
dV =
(
∂Sex
∂U
)
V
(
∂U
∂T
)
V
dT +
(
∂Pex
∂T
)
V
dV
(2.52)
= 1
T
(
∂U
∂T
)
V
dT +
(
∂W
V
∂T
)
V
dV (2.53)
= 1
T
(
∂U
∂T
)
V
dT + 1
V
(
∂W
∂T
)
V
dV = 0 (2.54)
Rearranging and rewriting the above expression using logarithmic derivatives
it follows that
1
T
(
∂U
∂T
)
V
dT = − 1
V
(
∂W
∂T
)
V
dV = − ρ
m
(
∂W
∂T
)
V
d
m
ρ
(2.55)
= 11
ρ
(
∂W
∂T
)
V
d
1
ρ
(2.56)
⇒
(
∂U
∂T
)
V
d lnT = −
(
∂W
∂T
)
V
d ln 1
ρ
=
(
∂W
∂T
)
V
d ln ρ (2.57)
⇒
(
∂W
∂T
)
V(
∂U
∂T
)
V
=
(
∂ lnT
∂ ln ρ
)
Sex
(2.58)
which is the desired result. All in all we have:
γ = 〈∆W∆U〉〈(∆U)2〉 =
(
∂〈W 〉
∂T
)
V(
∂〈U〉
∂T
)
V
=
(
d ln T
d ln ρ
)
Sex
. (2.59)
From our calculations in this section, we can see that it is possible to calculate
γ from equilibrium fluctuations. Further, we can see that γ is important in
locating isomorphs, due to it being the exponent that keeps the ratio between
the density and the temperature constant [8] [10]
Direct isomorph check
If one wishes to examine whether or not, two state points in the phase di-
agram are isomorphic, this can be accomplished, by performing a so called
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“direct isomorph check”. This method is based on the condition described in
section 2.3.2, that in order for two state points to be isomorphic, they need
to satisfy 2.60 that is:
U( ~R2) ≈ T2
T1
U( ~R1) + g1(ρ2, U1) (2.60)
From this we see, that there is a linear relation between the two potential
energies. However it is also a requirement that ~R1 and ~R2 have the same
configuration vector in reduced units (ρ1/31 ~R1 = ρ
1/3
2 ~R2). If we use this con-
nection between the two configurations, it follows that:
U
(
(ρ1/ρ2)1/3 ~R1
)
≈ T2
T1
U( ~R1) + g1(ρ2, U1) (2.61)
From the equations above, we see that when we run simulations around a
state point with density ρ1 and temperature T1 and the density is scaled to
rho2, 2.60 implies that a
(
U( ~R1), U( ~R2)
)
-plot will be a straight line. If an-
other state point (i.e. another temperature) is subjected to the same density
scaling and the two state points are isomorphic, a plot of a similar type will
lie on the same straight line.
We find the right temperature for the second state point by finding the
slope of the oval on the
(
U( ~R1), U( ~R2)
)
-plot. We then scale the original
temperature by this slope to find T2.
Another way to find the isomorphs in the phase diagram is to rewrite 2.59
to get
γd ln ρ = d lnT. (2.62)
Thus if we know γ (e.g. from a (U,W )-plot) we can find how much we need
to change the temperature to stay on the isomorph.
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Chapter 3
Modelling
In order to model a system, one must have a way of describing both the
dynamics of the molecule itself, as well as the way it interacts with molecules
around it, and the environment. Due to the fact that calculating velocities
and positions of multiple molecules is complex, we use models that describe
their structures and dynamics approximately, through computer simulations.
This area of study is called molecular dynamics. In our modelling of o-xylene
and m-xylene, the interactions between the particles in a molecule, as well as
between different molecules of xylene are modelled with the Lennard-Jones
potential. Further, the molecules are modelled through the use of coarse
grain modelling, providing us with a simplified molecule. These concepts
will be presented in this chapter, and in the next chapter it will be shown
specifically how the program we use handles all of these.
3.1 The Lennard-Jones potential
In this section we will describe the Lennard-Jones potential or more specifi-
cally the Lennard-Jones 12-6 potential, as this is the most widely used ver-
sion hereof. The Lennard-Jones potential is a simple mathematical model,
that describes the interaction between two neutral, non-bonding atoms or
molecules. One of the more useful qualities about this kind of potential,
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is that it takes both attractive and repulsive forces into consideration, in
contrast to e.g. the Inverse Power Law (IPL) potential [11].
The Lennard-Jones potential gives a relationship between the intermolec-
ular potential energy ULJ , as a function of the distance between two particles
r.
ULJ = 4ε
[(
σ
r
)12
−
(
σ
r
)6]
(3.1)
Here ε and σ are material constants, that determine the depth of the mini-
mum potential and the distance for which the potential is zero, respectively.
Figure 3.1 shows a graph of the potential.
Figure 3.1: A graph of the Lennard-Jones 12-6 potential with ULJ (here
denoted by V) as a function of the distance between two particles r. ULJ
and r is given in units of ε and σ respectively such that, the potential is 0 at
r = 1 and the minimum of the potential is ULJ = −1.
When two particles are at an infinite distance from each other the poten-
tial, that is, the interaction between the particles is considered to be zero.
As the particles come closer together, the potential decreases from zero to
a negative quantity, and at some point they will reach an equilibrium state
in which the two particles are bound together, and the potential energy is
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at a minimum. If the particles are pushed further towards each other, the
electron orbitals will start to overlap and a repulsion will begin to occur,
while the molecular potential increases rapidly. In classical mechanics, the
relation between force and potential energy is given by:
F = −∇U (3.2)
From this equation, we can see that when the particles are closer than
the distance at which they reach the minimum potential, the slope of the
potential energy curve is negative and consequently there is a strong repulsive
force. When the particles are further away from each other the slope is
positive, and the force is attractive.
One can see that when r = σ, the inner part of equation (3.1) is zero and
hence the potential is also zero at this point. The derivative of (3.1) is given
by:
dULJ
dr
= 24σ
6ε(r6 − 2σ6)
r13
(3.3)
And if we set this equal to zero and solve for r, when ε, σ 6= 0, we can
observe, that the minimum of ULJ happens at r = 2
1
6σ and the value of the
potential is ULJ = −ε at this position.
The Lennard-Jones potential is used to model the intermolecular forces
in the simulations of this report. To do this we determine values of ε and
σ, such that the data from our simulations fit to experimental values. Fur-
thermore we also need the mass of the different pseudo atom sites. As a
starting point for our simulations, we have used values found in [12] (as first
presented in the study [13]). From this we have achieved the potential pa-
rameters for a large Lennard-Jones sphere corresponding to the phenyl group
of the molecule. Likewise, the values for the small Lennard-Jones spheres,
which are mimicking the methyl groups of xylene, are from [14]. These val-
ues are presented in table 3.1. Here, σ and ε were determined by performing
short simulations in the liquid phase, where the molar volume and diffusion
could be calculated, and compared to theoretical values at T = 400K. This
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made up the starting point of our simulations, and will be referred to as the
”old model”. The potential parameters were then adjusted, such that the
computable values matched the theoretical values [13]. This is completely
equivalent to the method with which we optimize the Lennard-Jones poten-
tial parameters in our simulations. Later on in the paper, this will be referred
to as the ”new model”.
The values for σ and ε described above is only valid for phenyl-phenyl
interactions and methyl-methyl interactions respectively. Therefore, in our
simulations, it is necessary to also specify the Lennard-Jones parameters
between the phenyl and methyl groups. For this purpose, we use the Lorenz-
Berthelot mixing rules, which gives us two equations, for determining the
parameters between two dissimilar atoms [15]:
σij =
σii + σjj
2 (3.4)
εij =
√
εiiεjj (3.5)
This gives us the values σpm = 0.4437 u and εpm = 1.957 kJ/mol This is also
included in table 3.1.
Table 3.1: The table shows the values of the Lennard-Jones parameters and
the mass for the phenyl group, the methyl group and a mix of the two [16].
Phenyl Methyl Mix
/kJ mol−1 5.726 0.66944 1.957
σ/nm 0.4963 0.3910 0.4437
m/u 77.106 15.035 —
It is possible to model the phenyl group in a more accurate manner,
for example by dividing the molecule into several Lennard-Jones spheres,
as one would do in a so-called all-atom model, or by outfitting the methyl
groups with their hydrogen particles, but this increases the simulation time.
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Therefore a compromise between system size and complexity must be found,
such that the running time is not disproportionate. A consequence of this
compromise is that the phenyl group is modelled as a single pseudo atom
site rather than several [13]. This is an example of what is known as coarse
grain modelling. This will be expanded upon below.
3.2 Previous models
The choice of a coarse grain model in this paper is based on choices made in
earlier studies.
3.2.1 Lewis-Wahnstro¨m Orto-terphenyl-model
In their study of orto-terphenyl, Lewis and Wahnstro¨m used a model con-
sisting of three spheres connected by two rigid rods at an angle. While our
model is fairly different from theirs, the use of a Lennard-Jones sphere to
model the benzene ring is reused from their initial formulation of the model
[13].
3.2.2 Asymmetrical dumbbell model
In the modelling of toluene (a molecule consisting of a benzene ring and a
methyl group), an asymmetrical dumbbell model was used. This is a model
consisting of two spheres of unequal sizes, connected by a spring (the spring
constant is so large that the molecules will move relatively little). This forms
the basis for our model, except it is of course necessary to add another small
sphere, as xylene has two methyl groups. Essentially, we are expanding
the Lewis-Wahnstro¨m model with the asymmetrical dumbbell model, which
makes it more compatible with the tools we use for modelling and simulating
the molecule. Below, we explain our model in greater detail [6].
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3.3 Coarse Grain Modelling
This section will describe the general method of coarse grain modelling that
we have used to arrive at our 3 particle model of xylene. This section will
also explain the specifics of our model and how it is related to the Lewis-
Wahnstro¨m OTP model.
Coarse grain modelling is a modelling technique in the molecular dynam-
ics field. It is used to model complex molecules by using simpler particles
or so called “pseudo atom sites” to represent molecules. In this technique a
complex molecule is broken up into different pseudo atom sites each repre-
senting a part of the molecule, and these pseudo atom sites are then modelled
as spheres. The pseudo atom sites can represent both single atoms and/or
groups of atoms. The choice of pseudo atom sites can make the molecular
dynamic simulation easier to run due to a decrease in required CPU/GPU
power. The atoms in a molecule are held together by harmonic bonds with a
length and an angle, which can be modelled as a spring with a certain stiff-
ness or by a rigid rod. All bonds in the model are of the same type, but in
a coarse grain model the bond lengths usually are not. The complete coarse
grain molecule is modelled as (sometimes) overlapping spheres representing
the pseudo atom sites[17].
3.3.1 A Coarse Grain Model of Xylene
In this report we will be studying two different isomers of xylene: o-xylene
and m-xylene. From a coarse grain modelling perspective the only difference
between the two isomers is the angle between the two smaller pseudo atom
sites (which are defined later).
In our coarse grain model of xylene we model the benzene group as a
pseudo atom site and the two methyl groups as two smaller pseudo atom
sites. The spheres of the pseudo atom sites are then modelled as a Lennard-
Jones potential where the σ roughly determines the radius of the sphere.
The parameters for the Lennard-Jones potential are taken from the Lewis-
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Wahnstrom OTP model which models OTP in a similar fashion (see ta-
ble 3.1).
In our model we have chosen to model the bonds between the pesudo
atom sites as rigid rods with no harmonic potential. To keep the pseudo
atom sites at the right angle it is therefore necessary to make a third bond
between the small pseudo atom sites. The length of this bond is determined
by the length of the bond between the benzene pseudo atom site and the
methyl group pseudo atom site as well as the harmonic bond angle. Because
of the nice symmetry in xylene the bond angles are 60◦, 120◦ for o-xylene
and m-xylene respectively.
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Chapter 4
Simulation
4.1 Molecular dynamics
In this section we describe the various parts of molecular dynamics that we
use in modelling xylene.
4.1.1 The leap-frog algorithm and the Nose´-Hoover
thermostat
From the previous chapter, we have seen the usefulness of the Lennard-Jones
potential, when dealing with molecules and the interactions between them.
When we want to determine the velocities and positions of molecules, we
know from classical mechanics that we have to integrate the equations of
motion. However, when we are conducting computer simulations with hun-
dreds or thousands of molecules, we must consider the fact that all particles
interact with each other, leading to what is known as a many-body problem,
which cannot be solved analytically.
As a consequence, we integrate using what is known as a finite difference
method, to solve it numerically instead. When we simulate molecules, we do
so in small time steps, and so the integration is done in small steps, separated
by a fixed time step ∆t. The force for each particle can then be calculated,
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and the acceleration can be determined from this. Combining this with the
velocity and the position, we can obtain the position and velocity of the
molecule for the next time step, obtaining t+ ∆t, and repeating this process
for each time step and each molecule. Doing this for each time step, we
can see the dynamics of our molecules, even if it is not possible to solve the
equations of motion analytically [18]. The algorithm used in the RUMD-
simulations is known as the leap-frog algorithm.
The leap-frog algorithm is only one of many different algorithms for in-
tegrating equations of motion. It makes use of the fact, that the slope of a
chord between two points of a function (t,f(t)) and (t+ ∆t, f(t+ ∆t)), is
approximated much better, by the derivative at the midpoint f ′1/2 than the
derivative at either endpoint. Further, as a consequence of using the leap-
frog algorithm, we are sure that the process is reversible, and thus energy
is conserved. As stated earlier, the leap-frog algorithm integrates Newtons
law’s motion, which are related in the following way:
d~r
dt
= ~v (4.1)
d~v
dt
= ~a =
~F (~r)
m
(4.2)
Where ~F is a function of ~r since the position gives us the potential for
which ~F is just the negative of the gradient (recall equation (3.2)).
A common way to approximate the position is the Euler method which
would approximate (4.1) by:
~r(t+ ∆t) = ~r(t) + ∆t~v(t) (4.3)
But here we use the slope of ~r at an endpoint (t,r(t)). A better approximation
can be found by using the slope/velocity between the two endpoints:
~r(t+ ∆t) = ~r(t) + ∆t~v(t+ 12∆t) (4.4)
This is the basic idea, of the leap-frog algorithm, and if we use the same
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technique as above, we can relate the velocity at (t+ 12∆t) with the velocity
at the next time step:
~v(t+ 32∆t) = ~v(t+
1
2∆t) + ∆t~a(t+ ∆t) (4.5)
And since ~a(t+ ∆t) = ~F (~r(t+∆t))
m
, we have an expression of ~v(t+ 32∆t) as:
~v(t+ 32∆t) = ~v(t+
1
2∆t) + ∆t
~F (~r(t+ ∆t))
m
(4.6)
The position is here expressed by (4.4).
After this we can use (4.6) to find ~r(t+ 2∆t) which can again be be used
to find ~v(t+ 52∆t) and so on.
The main idea of the leap-frog algorithm is then to calculate a new posi-
tion, using the position a time step before, and the velocity half a timestep
before. Likewise, the new velocity is determined by using the value of the ve-
locity at the previous timestep, and the acceleration half a time step before,
which is given as a function of the position at the same time step. Therefore
when we have a given starting configuration, and a force like the one given
from the Lennard-Jones potential, a computer can use the leapfrog method
to find both positions, velocities and accelerations for all particles in the sys-
tem numerically. A illustration of how this method works is given by figure
4.1.
Since the leap-frog algorithm take place in the microcanonical (NVE)
ensemble, it is necessary for us to implement a thermostat that allows us
to operate in the canonical (NVT) ensemble. The thermostat is called the
Nose´-Hoover thermostat, and is implemented in the simulation. With the
implementation of the Nose´-Hoover thermostat, the Helmholtz free energy
is conserved, allowing us to consider the temperature to be constant to a
good approximation (it is outside of the scope of this paper to present the
algorithm in greater detail) [20].
In this section, the algorithms behind the integration of the equations of
motion were briefly introduced and explained. It will be shown how these
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Figure 4.1: An illustration of the leap-frog algorithm. The position is cal-
culated, using the previous position and the velocity half a timestep before.
The velocity is calculated, using the previous velocity and the position half
a timestep before. [19]
are used in practice in a script in a later section of this paper.
4.1.2 Periodic boundary conditions
As mentioned earlier, we simulate the molecules and their movement in a
cubic cell. In order for us to purely study the molecules, and not their
interactions with the walls of the cubic cell, the simulation we are working
with has what is known as periodic boundary conditions. This essentially
means that we allow the molecules (and the forces between the molecules), to
move freely out of and into the cubic cell. When a molecule exits the cell on
one side, it will reappear on the opposite side (or, an image of the molecule
will reappear on the opposite side). This is shown in figure 4.2 below. There
are several advantages to this approach. One advantage is that it allows us
to simulate the interaction of molecules in a liquid without simulating a very
large number of molecules (on a scale of 1023 molecules), but only simulating
1000 molecules, while still observing the interactions as they would be in
a bulk liquid. Further, it allows for the simulation to completely ignore
any interaction with the walls of the cubic cell (as they do not exist in this
simulation).
In figure 4.2, it can also be seen that it is necessary to enact a cut-off for
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Figure 4.2: Figure demonstrating periodic boundary conditions and non-
bonded cut-off in a cubic cell. rcut is the radius within which we consider
molecule interactions. This radius is typically fixed at 2.5σ [21]
the interaction between molecules, as it would otherwise be possible for the
molecule to interact with itself. This will be explained further in the section
below.
4.1.3 Non-bonded cut-off
The Lennard-Jones potential allows us to understand how the molecules in-
teract with each other, and will theoretically describe their interactions up
until the molecules move infinitely far away from each other. This can be
a very useful quality in theory, but is less so when attempting to simulate
the interactions, as this would lead to a very large number of calculations
taking place for each time step of the simulation, as it would calculate how
every molecule interacted with every other molecule in the simulation. As
was mentioned in the section on the Lennard-Jones potential, at infinite dis-
tances the attraction between two molecules can be considered to be zero.
This is acceptable because the Lennard-Jones potential falls off with distance
quite quickly. As it turns out, as soon as a molecule moves 2.5σ away from
another molecule, the attraction between them is only 1% of the attraction
when they are σ away from each other [18]. If we implement a cut-off on the
non-bonded interactions of 2.5σ, that is, that interactions between molecules
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that are farther than 2.5σ away from each other, this should lead to only in-
consequential errors, and drastically reduce the number of calculations. The
cut-off can naturally be at maximum half the length of the cubic cell, so as
to be unable to interact with itself due to the periodic boundary conditions
[18].
4.1.4 Mean squared displacement
For us to be sure that a given simulation has been executed over a long
enough time period, a measure of the mean squared displacement (MSD)is
included in the simulation tool. The MSD is a way to measure how far the
particles in a system have been displaced over the course of a period of time.
The MSD of a system is given by:
∆r2(t) = 1
N
N∑
i=1
(ri(t)− ri(0)) (4.7)
[18]
Further, the MSD can in our case, in reduced units, be used to demon-
strate isomorph invariance. If the dynamics of configurations are the same,
they must necessarily be isomorph invariant [2].
The workings of the modelling of the xylene molecule have been explained
in this secion. In the next section, it will be shown how these were applied
in practice in the computer simulations.
4.2 RUMD
RUMD (Roskilde University Molecular Dynamics) is a high-performance
molecular dynamics simulation software developed by the glass and time
department situated at the Roskilde university (RUC). We have used this
software to simulate our coarse grain model of xylene. Information regarding
RUMD can be found in the users manual [22] and in the beginners tutorial
[23].
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4.2.1 Setting up the relevant files
A basic RUMD simulation consist of a topology file (.top), a positions file
(.xyz) and a python script. The topology file describes the geometry of the
molecules involved in the simulation. In the beginning of the topology file,
bonds and (if needed) bond angles are specified. The rows of integers repre-
sent the number of bonds, the first integer is the molecule index, this specifies
to which molecule the bonds belong. The second and third integers specify
which two particles form the bond. The fourth and last integer specifies
which bond type is being used. Later in this section we will include and
describe the script. The indices for the different particles and bond types
will be introduced there.
The next file, that is used for RUMD simulations is the positions file,
which sets up the initial conditions for the system. The positions file contains
the position and velocities of each particle in the system to be simulated. In
the beginning of the positions file, the number of particles in the molecule
is specified. The second line specifies the format of the file along with other
simulation specific parameters e.g. the size of the box, the number of different
particles and the masses of the particles. The rows of integers specify the
amount of particles in the molecule.
When simulating molecules consisting of more than one particle and of
particles of different size/mass setting up the positions file is more complex
than when one has to simulate monoparticle systems. To work around this
we create a very low density system consisting of the desired molecules, in
our case o-xylene or m-xylene. The specifics of this process is as follows.
First we create a topology file and a positions file for a single molecule.
Then we can use the RUMD tool rumd sfg to set up the topology and posi-
tions file for n molecules. The syntax for rumd sfg is rumd sfg <xyz file>
<top file> <ntypes>. <ntypes> is the number of molecules in the result-
ing system. Thus, if you have a molecule with 3 particles and set <ntypes>
= 1000 then you will get 3000 particles in your system. During the execution
of rumd sfg, the molecular density will have to be specified and (depending
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on the version of RUMD) there will be an option to randomize the velocity
and orientation of the molecules. Because of a limitation in the implementa-
tion of rumd sfg the resulting positions file has to be edited to get the right
masses of the particles in the system.
After the low density positions file has been created it must be compressed
slowly to get a system near the desired density. This is done by changing
the density a small amount and then running a short simulation to let the
molecules bounce around and avoid overlapping. This compression process is
then repeated until the system density is small enough that the system can
handle the abrupt changes in density when we scale it to the desired density.
4.2.2 The actual simulation
An example of a script used in our simulations:
1 from rumdSimulation import ∗
2 from rumd import ∗
3 from math import s q r t
4
5 ###############################################################
6 # The ac tua l commands f o r doing a s imu la t i on #
7 ###############################################################
8
9 # Te l l rumd tha t we want to do a s imu la t i on s t a r t i n g wi th
10 # the con f i g u r a t i on in s t a r t . xyz . gz
11 sim = rumdSimulation ( ” s t a r t . xyz . gz ” )
12
13 # Define the parameters f o r the LJ p o t e n t i a l
14 s0 = 4.963
15 e0 = 5.726
16 s1 = 3.910
17 e1 = 0.66944
18
19 s01 = ( s0+s1 ) /2
20 e01 = sq r t ( e0∗ e1 )
21
35
22 # Create the p o t e n t i a l o b j e c t and s e t parameters f o r p a r t i c l e s
o f type 0
23 pot = Pot LJ 12 6 ( cuto f f method=rumd . Sh i f t e dPo t en t i a l )
24 pot . SetParams ( i =0, j =0, Eps i lon=e0 , Sigma=s0 , Rcut=2.5)
25 pot . SetParams ( i =1, j =1, Eps i lon=e1 , Sigma=s1 , Rcut=2.5)
26 pot . SetParams ( i =0, j =1, Eps i lon=e01 , Sigma=s01 , Rcut=2.5)
27 sim . Se tPo t en t i a l ( pot )
28
29 # Read topo l o gy f i l e
30 sim . ReadMoleculeData ( ” s t a r t . top ” )
31
32 # Set the bond con s t r a i n t s
33 sim . SetBondConstraint ( bond type=0, lbond=2.9) # p−m bond
34 sim . SetBondConstraint ( bond type=1, lbond=5.02) # m−m bond
35
36 # crea t e the i n t e g r a t o r o b j e c t −−− t h i s w i l l run a c on t r o l l e d
37 # temperature s imu la t i on coo l i n g from temperature Ti to Tf .
38 # i f Tf = Ti , the whole s imu la t i on w i l l happen at t ha t
temperature
39 # nSteps i s the number o f t imes t ep s in the s imu la t i on
40 Ti , Tf = 295 .7/120 .27 , 295 .7/120 .27
41 nSteps = 200000
42 i t g = IntegratorNVT ( timeStep = 0 .05 , targetTemperature=Ti )
43 i t g . SetTemperatureChangePerTimeStep ( (Tf−Ti ) /nSteps )
44 i t g . SetRelaxationTime ( 2 . )
45 sim . S e t In t e g r a t o r ( i t g )
46
47 # Ca lcu l a t e the new and o ld d en s i t y in the r i g h t un i t s
48 n = sim . GetNumberOfParticles ( )
49 rhoNew = 864 # kg/mˆ3
50 vo l = sim . GetVolume ( ) # volume in aangstrom
51 vo l = vo l ∗10∗∗−30 # volume in mˆ3
52 mass = ( 1 / ( 3 . 0 ) ∗n∗77.106 + 2/ (3 . 0 ) ∗n∗15 .035) ∗1.661∗10∗∗−27 #
mass in kg
53 rhoOld = mass/ vo l
54 s ca l eFac to r = pow( rhoNew/rhoOld , −1./3)
55 sim . ScaleSystem ( s ca l eFac to r )
56
36
57 # Run the s imu la t i on
58 sim .Run( nSteps )
59
60 # Save the f i n a l c on f i g u r a t i on f o r p o s s i b l e f u r t h e r use
61 sim . sample . WriteConf ( ”end . xyz . gz ” )
RUMD simulations are controlled through a python interface and each in-
dividual simulation is usually controlled by its own python script. In the
python script every variable needed is defined and the potential, integrator
etc. are specified by a function that calls to RUMD. First, a system con-
figuration is imported with rumdSimulation("start.xyz"). This creates a
simulation object which is used for the rest of the script. We save this in a
variable sim. Once the system configuration has been loaded, the potential
object is defined. In our case we use the potential Pot LJ 12 6 which is the
Lennard-Jones potential with exponents 12 and 6. As cutoff method we use
rumd.ShiftedPotential. On this potential object we use SetParams to de-
fine the pair interactions between the molecules. In the case of our coarse
grain model of xylene we need to define three interactions: The benzene-
benzene interaction, the benzene-methyl interaction and the methyl-methyl
interaction. The interactions are defined by the two Lennard-Jones param-
eters  and σ as well as a cutoff radius. The cutoff radius allows us to
reduce run time by not computing particle interactions for particles outside
the cutoff radius. We have chosen a standard cutoff radius of 2.5σ. Once
the potential is configured it is connected with the simulation object using
rumdSimulation.SetPotential.
Following this we set up the topology of the molecule in the simulation.
First the topology file is loaded with rumdSimulation.ReadMoleculeData
after which the bond-types specified. In our case we use rumdSimulation.Set
BondConstraint to define the bonds as constraints and set their lengths. It is
also possible to use harmonic bonds in RUMD but for our purposes bond con-
straint suffice. The benzene-methyl bond is always 2.9 A˚ whereas the length
of the methyl-methyl differs from isomer to isomer. The methyl-methyl bond
length is 2.9 A˚ for o-xylene and 5.02 A˚ for m-xylene.
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After the molecule has been set up, the integrator is specified. In our
simulation we use an NVT integrator which in RUMD is implemented with
the Nose´-Hoover algorithm. The integrator object is created by calling
IntegratorNVT with the simulation time step and final temperature as argu-
ments. The integrator is then configured with IntegratorNVT.SetTemperature
ChangePerTimeStep and IntegratorNVT.SetRelaxtionTime after which it
is connected with the simulation object using rumdSimulation.SetIntegrator.
Since our simulations take place at different densities we have in our
script included a few lines of code which calculate the scaling factor needed
to change the system to the right density. Once this scaling factor has been
found the simulation box is scaled with rumdSimulation.ScaleSystem.
With all of the above done, the simulation is fully configured and can be
run. Running the simulation is done by calling rumdSimulation.Run with
the desired number of steps as an argument. Once the simulation finishes
the final configuration is saved into a positions file which can then be used
as the starting configuration of a future simulation.
4.3 The Specifics of our Simulations
To ensure that the data we extract from RUMD is accurate and can be used
for comparisons with experimental data it is important that the simulations
are done correctly. An important consideration to make is that the system
needs to be in equilibrium before we can make measurements on it. We take
this into account when we change the density by first running a “calibration”
simulation to make sure that the system is in equilibrium. We run this
first simulation for 200 000 time steps, with the step size that RUMD uses
being 0.005 ps. Once the system has been brought into an equilibrium state
we use the final configuration of the calibration simulation as the starting
configuration of a longer simulation from which we calculate the relevant
quantities. The long simulation runs for 2 000 000 time steps.
To improve our o- and m-xylene models we started with the values of
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σ and  which were obtained from the Lewis-Wahnstrom model of OTP
(table 3.1) and made small adjustments [12]. To have a measure of how well
the model emulates xylene we compared the data from the simulations with
pressure-density data measured on isotherms as given in [24]. To simplify
the process we considered only two isotherms for each isomer of xylene: T =
294.9 K and T = 523.2 K in the case of o-xylene and T = 295.7 K and
T = 522.9 K in the case of m-xylene. Using this data we defined an error for
each isotherm as
ET =
∑
ρ∈A
(Psim(T,ρ)− Pexp(T, ρ))2 (4.8)
where A is the set of densities which we simulated at. We then changed the
values of σ and  so as to minimize the total error for both isotherms. Since
o-xylene and m-xylene behaves quite differently we analysed them separately
thus obtaining two pairs of σs and s. The results obtained in this process
will be presented in the next chapter.
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Chapter 5
Results
In this chapter, the results of our simulations will be presented. We present
the data for the variables in the simulation, as well as the error for each of
these, as calculated by the method of the sum of squares presented earlier
in the paper. The results are presented for three separate cases for both
m-xylene and o-xylene. In each of the tables, we present the data for the old
model, as well as the data for the new model. The graphs that are presented
in this section illustrate the difference between the simulated and the exper-
imental values for the pressure of m-xylene and o-xylene respectively. How
large the difference between the experimental and simulated values is, will
be discussed in a later chapter.
In this chapter, we presented the results of our simulations, and our efforts
to improve on these to better reflect the experimental values from [24]. In
the next chapter, it will be discussed how useful the simulations are, and how
well they behave when compared to both the old model and the experimental
values.
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Table 5.1: Model parameters and errors.  and σ are the LJ-potential pa-
rameters, ET is the sum of squares error from (4.8). The values for the old
model are taken from the assymmetric dumbbell model described in [12].
(a) o-xylene
Old model New Model
/kJ mol−1 5.726 5.66
σ/A˚ 4.963 4.91
E294.9 K 4992.6 155.58
E523.2 K 22.881 682.67
Etot 5015.5 838.25
(b) m-xylene
Old model New model
/kJ mol−1 5.726 5.9
σ/A˚ 4.963 4.88
E295.7 K 15739 94.244
E522.9 K 1395.1 910.19
Etot 17134.1 1004.434
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Figure 5.1: A graph showing the experimental and simulated pressures of
o-xylene for the old model with  = 5.726 A˚ and σ = 4.963 kJ mol−1.
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Figure 5.2: A graph showing the experimental and simulated pressures of
o-xylene for the new model with  = 5.66 kJ mol−1 and σ = 4.91 A˚.
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Figure 5.3: A graph showing the experimental and simulated pressures of
m-xylene for the old model with  = 5.726 kJ mol−1 and σ = 4.963 A˚.
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Figure 5.4: A graph showing the experimental and simulated pressures of
m-xylene for the new model with  = 5.9 kJ mol−1 and σ = 4.88 A˚.
45
Table 5.2: γ values for the old and new model of o-xylene. The experimental
value is γ = 7.4 from [25].
(a) T = 294.9K
ρ/kg m−3 γold Rold γnew Rnew
882 7.3 0.94 7.4 0.92
891 7.3 0.94 7.3 0.94
904 7.3 0.95 7.4 0.94
915 7.2 0.96 7.3 0.95
936 7.2 0.96 7.2 0.96
955 7.0 0.97 7.2 0.96
972 7.0 0.97 7.1 0.97
(b) T = 523.2K
ρ/kg m−3 γold Rold γnew Rnew
665 3.4 0.49 3.0 0.43
685 4.8 0.63 4.8 0.61
718 6.3 0.77 6.0 0.75
744 6.9 0.84 6.7 0.82
773 7.2 0.89 7.1 0.88
831 7.2 0.94 7.3 0.93
850 7.2 0.95 7.2 0.94
886 7.1 0.96 7.2 0.96
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Table 5.3: γ values for the old and new model of m-xylene. The experimental
value is γ = 7.5 from [25].
(a) T = 295.7K
ρ/kg m−3 γold Rold γnew Rnew
864 7.3 0.93 7.2 0.91
872 7.2 0.94 7.2 0.92
881 7.3 0.94 7.3 0.93
896 7.2 0.95 7.2 0.94
919 7.1 0.96 7.1 0.95
938 6.9 0.96 7.1 0.96
968 6.8 0.96 6.9 0.96
975 6.8 0.96 6.9 0.96
(b) T = 522.9K
ρ/kg m−3 γold Rold γnew Rnew
659 4.9 0.63 3.9 0.54
684 6.0 0.74 5.4 0.68
704 6.5 0.80 6.1 0.75
734 6.9 0.86 6.8 0.82
753 7.2 0.89 7.0 0.86
782 7.3 0.92 7.1 0.90
811 7.2 0.93 7.2 0.92
827 7.2 0.94 7.2 0.93
868 7.1 0.95 7.1 0.95
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(a) MSD in regular units
(b) MSD in reduced units
Figure 5.5: MSD for four state points of the new model of o-xylene
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(a) MSD in regular units
(b) MSD in reduced units
Figure 5.6: MSD for four state points of the new model of m-xylene
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Table 5.4: Diffusion coefficients for o-xylene and m-xylene in the old and
new model. Diffusion coefficient for both isomers has been found in the
excel file that accompanies [26]. The experimental diffusion coefficients were
determined at the state point (T, P ) = (300.16 K, 1.013 25× 105 Pa).
Experimental Old Model New Model
Do−xylene/m2 s−1 2.355× 10−9 1.7× 10−9 1.9× 10−9
Dm−xylene/m2 s−1 2.878× 10−9 2.5× 10−9 2.5× 10−9
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Chapter 6
Discussion
In this project we have investigated whether two different isomers of xylene
can be regarded as Roskilde-simple systems. This has been achieved by
the means of a thorough simulation process, the results of which have been
presented in the previous chapter. In this chapter the consequences and
the validity of these results will be discussed, which ultimately will lead to
a conclusion on the problem formulation of this project. In this procedure
we will start by considering how the project has unfolded, and the manner
in which we have achieved our results. Subsequently the model and the
real-world implications will also be taken into consideration. Lastly, we will
discuss the outcome of the simulations.
6.1 Discussion of procedure
In this section we discuss the choices made in our modelling of the two isomers
of xylene on two isotherms.
6.1.1 Number of isotherms
When setting up a simulation study, one has to make a number of choices.
When we started simulating, we could have chosen to include more than two
isotherms, in order to be better able to generalize our results. The reason we
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chose not to include more than two, was due to the natural time restraints
that apply when undertaking a project such as this. However, a general
discussion we have had to face each step of the way has been whether or not
to make our model more generalizable or more specific. In our case, we have
made a compromise, using two isotherms, and thus having more than one to
study. Had we included more than these two, we would have been better able
to draw conclusions about systems such as ours in general. Yet, if we had
done so, we would have lost more details in our simulations, and our results
would have been worse for each isotherm in isolation. Further, having more
isotherms would have drastically increased the time required to undertake
each simulation, which would have yielded worse results in general. We have
chosen the isotherms because these were the highest and lowest values in the
article that we are comparing our results with.
As can be seen from our results, when we fit our simulation to one specific
isotherm, we have an extremely good correlation between our simulation and
the experimental results, whereas for the simulations where we fit to two
isotherms, the correlation becomes worse for each of the specific isotherms.
Specifically, we see that the curve of the low temperature isotherm does
not fit the experimental data perfectly, and thus the compressibility of our
model does not mimic the experimental results. We could have chosen to
focus exclusively on one isotherm, and had our simulation yield results that
were near-perfect. This would have enabled us to study the isotherm in
more detail but which would likely have been a worse fit along the studied
isomorphs. Each choice of generality versus specificity is a trade-off.
6.1.2 Starting point OTP
In order to figure out in which direction to adjust the values of σ and ε, we
considered the size of the error in a three-dimensional grid (see figure 6.1).
This allowed us to find an area in which the error was as small as possible (it
is perhaps not clear from this figure where the exact minimum is, but being
able to rotate it in 3D-form makes it fairly clear where this is). We started
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Figure 6.1: The two 3D plots of the total error of our model when simulated
with different σ and ε pairs.
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close to the starting point of the original OTP-model and moved away from
it to get an idea of how our models behave when changing σ and ε. However,
we did not consider whether there might have been another minimum value
for the error. This means that we cannot exclude the possibility that there
is another (and possibly lower) minimum value for the error function. That
this question is unanswered is potentially a problem for the model. We have
seen that our model in general has less severe errors than the old model, and
is as such an improvement. The possibility remains, however, that a better
model with a different set of σ and ε exists.
6.2 Discussion of model and real-world im-
plications
When carrying out a simulation, there will always be a certain simplification
of reality involved. As reality is incredibly complex, a simulation can never
completely be able to imitate what would happen if one performed an exper-
iment under the same circumstances. A simulation of a system will always
depend on the methods used and assumptions made in the construction of
the system and in this respect there are several directions one can take. In the
end, it comes down to specificity versus generality, and whether the purpose
of the simulation is to emulate reality in the best possible manner or to use
the simulation in a broader manner to describe a more general phenomenon.
In our simulations we have constructed a model for m-xylene and o-xylene,
and in doing so we have made a number of assumptions and restrictions on
the system. One of the larger restrictions lies in the fact, that we make use of
coarse grain modelling to model the molecule. In doing so we assume that the
phenyl group, as well as the two methyl groups, can be described as perfect
spheres bound together by rigid molecular bonds (this is also an assumption,
and will be discussed later). Simulation of coarse grain models takes place at
a lower “resolution”, and therefore a lot of the finer details of the molecule
are lost. It is pretty common to model the methyl groups as spheres, and
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this is done often in united-atom modelling. However, for a phenyl group
this is rather more of an approximation. The molecular construction of this
ring of carbon-atoms makes it flatter than a symmetrical sphere, and this is
perhaps not sufficiently evident in the coarse grain modelling of the molecule.
An united atom model of the phenyl group, where each of the carbon atoms,
and their attached hydrogen, would be modelled as six spheres in a hexag-
onal pattern, would have been more accurate, but also more complicated to
perform calculations on, and it would have taken a longer time to carry out
the simulations. However, coarse grain modelling remains an effective tool,
when it comes to investigating the longer time- and length-scale dynamics
of a system such as the one defined in this project, and thus, this type of
modelling seems to be a reasonable choice.
When defining the force between the molecules, we have made use of
the Lennard-Jones (12-6) potential, which is a model widely used within the
field of molecular dynamics. Nevertheless, the Lennard-Jones potential also
has its limitations. The reality behind inter-atomic interactions is that they
are quantum mechanical in nature, and therefore the interactions between
all atoms in a system (including interactions between electrons and nuclei)
cannot simply be described in a function. Like so many other elements
in MD simulations, the inter-atomic potentials, no matter how complicated
they may be, are nonetheless approximations. Specifically considering the
Lennard-Jones potential, some of its weak points are that the potential does
not depend on the amount of particles bonded together and the potential
has no directionality as it is spherically symmetric, and only describes pair-
potentials. However, this is not the most substantial restriction on reality
regarding the system modelled in this project.
As mentioned above, we have chosen to model the bonds between molecul-
es/atom sites as being rigid, in contrast to being described by a spring, with
some spring constant. Furthermore, we have “locked” the two methyl groups
in place by placing a rod between them, such that the angle between them
remains constant for o-xylene and m-xylene respectively. These choices are
55
made to simplify the system, but remove some of the molecular degrees
of freedom, and are once again a constraint on the model, that makes the
simulation less like its real-life counterpart.
An important point to take into consideration, is the fact that we are not
always interested in the model that imitates reality in the most exact way.
Oftentimes, a more general model can be at least as good, as long as it still
has the basic behaviours of the real-world system. By making the model as
simple as possible, we avoid a lot of computations and can achieve a wider
understanding of systems related to ours. In order to make the model behave
more like the real-world system does, we have performed an optimization,
such that the model expresses approximately the same behaviour as it does
in some experiments. This optimization process was discussed in the previous
section.
In relation to this, it should be mentioned that other experimental data
have shown that the simulations in this project, do not reflect the behavior
of the two isomers of xylene to the fullest. Experiments show that pure
systems of o-xylene or p-xylene will crystallize eventually and this is not
seen in our simulations even at very high densities over long time scales. We
ran our simulations on a time-scale that is a factor hundred larger than the
results used in this report, in order to see if our model crystallised. It did
not do so. It is possible that it could be made to crystallise by running the
simulation for a longer time, and adjusting the limits made on the model.
Only a mixture of the two isomers has been shown to remain in liquid form
for a longer time [27]. Because of the many restrictions of the model, the
simulation is far from a perfect recreation of xylene, but rather a description
of a more general construction, for how the system of three Lennard-Jones
spheres of different sizes connected to each other by rigid bonds are likely to
behave.
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6.3 Discussion of results
6.3.1 Errors
Turning to our results, we have found that our changes to the model have
improved it in some areas, while it has been lacking in other areas. With
our changes to the parameters σ and ε, we have been able to minimize the
errors when comparing with experimental results for the relation between
pressure and density for both o-xylene and m-xylene along two isotherms.
This is especially true for the low temperature isotherm of T ≈ 295 K, for
which the correlation between simulation and experiment have been vastly
improved. In the case of the isotherm T ≈ 523 K, we have only improved on
the results for m-xylene, whereas our simulation of o-xylene is in fact further
from the experimental results than that of the old model. However, for both
o-xylene and m-xylene, it has been the goal to minimize the total error that
is considering both the high and the low temperature isotherms. In this, we
have had some success, as the results have been improved. Our inability to
obtain a good fit for both isotherms does raise questions with regard to the
process of doing the simulations.
6.3.2 R and γ
Besides the minimization of errors when comparing to experimental results
for pressures and densities along isotherms, we have investigated how our γ
and R-values compare to that of the old model. Furthermore we have found
the experimental γ-values and compared the outcome of our simulations with
these.
For o-xylene and m-xylene, our results for γ were not an improvement
over the old model. In fact, for the low temperature isotherm, one can see
that our γ-value was almost identical to that of the old model. In the high
temperature isotherm, our values for γ were slightly worse than they were
for the old model in the case where the liquid is not strongly correlating.
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It can be seen from our results, that γ at a higher temperature and with
a lower density, has some values that are incoherent when compared to the
experimental results. This can be explained by the fact that the simulated
liquid is not strongly-correlating in the high temperature low density area
of the phase diagram and thus does not obey power law density scaling
there. Further, the γ found in the experimental results is constant for the
isotherm, and as such, we would not have been able to replicate the results.
The experimental γ was found in a lower range of pressures and temperatures
than ours, and as, in our model, γ depends on both density and temperature,
this could mean that, had we had an experimental value for γ that fit our
simulation area better, our results might have been closer to the experimental
value [25].
When we do not consider the low-density area of our simulation, we find
that the correlation coefficient R is almost identical for our model compared
to the old model. The uncertainty related to γ in the low-density area of the
simulation is also present when considering R. Given that our aim has been
to be able to adequately simulate m-xylene and o-xylene at both high and low
temperature isotherms at the same time, it is not surprising that a trade-off
has had to be made with regard to the correlation with experimental results.
However, the difference in correlation is very small for most of the simulation,
and as such, should not have any impact on the results as a whole. Once
again, one has to disregard the results for which R < 0.9, which is the case
for the low-density area for the high temperature isotherm.
In this section we have discussed the parameters that relate to the struc-
ture of the configurations. In the next section, we discuss the parameters
that relate to the dynamics.
6.3.3 Mean squared-displacement
As can be seen in the results section of this project, the MSD-graphs for each
of the state points on the isomorphs collapse to a large degree in reduced
units. The fact that they collapse, tells us that they are isomorph invariant.
58
Showing that this is the case is an important part of showing that our model
for the two isomers of xylene is in fact valid.
6.3.4 Diffusion coefficient
In determining the diffusion coefficient, we have seen that our result for m-
xylene is close to that from the old model. For o-xylene, our result is a lot
lower than it should be, when comparing to the experimental results. There
are several factors that can influence the diffusion coefficient, and when these
are added together, it becomes evident why the diffusion coefficient is a little
removed from the experimental results. The lack of an NPT-integrator meant
that we could not simulate at the exact pressure at which the experimental
results were obtained and therefore the simulated diffusion coefficients were
calculated at a pressure that it slightly higher or slightly lower than the pres-
sure at which the experimental results were obtained. This is also the reason
why our simulated diffusion coefficients are specified with only two significant
digits. Besides this technical inconvenience it is natural for a coarse grain
model to be slower at diffusing than what one would see in experimental
results. Furthermore, our aim was never to optimize for the diffusion coef-
ficient, but rather to optimize with regard to the structure. Keeping these
facts in mind, the fact that our result is as close to the experimental diffusion
coefficient as it is, our results seem more than acceptable.
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Chapter 7
Conclusion
In this project, we have researched whether a coarse grain model of toluene
could be modified to imitate o-xylene and m-xylene. This was done by adding
a methyl group and changing the position of the methyl groups between o-
xylene and m-xylene. The model parameters were then optimized by com-
paring to experimental data for o-xylene and m-xylene. We found that we
were able to model the two isomers of xylene to a reasonable degree. The
data we obtained matched the experimental data well, providing us with
well-fitting values for the density-scaling exponent γ, except for in the high
temperature, low density area, where the model is not strongly correlating.
When considering the mean-squared displacement, we saw that our graphs
for state points on an isomorph collapsed when converted to reduced units,
demonstrating isomorph invariance. Thus, we have shown that the struc-
ture, as well as the dynamics of our model of o-xylene and m-xylene were
isomorph invariant. In our work with the model, it has become clear that
the model is useful in showing that coarse grain modelling can be applied in
cases to simulate more complex molecules than previous simulations done by
the Glass and Time group at Roskilde University.
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Chapter 8
Perspective
In hindsight, there are alternatives to improve the different aspects of our
project.
The fact that we were first time users of RUMD and only one member
of the group had experience with programming, meant that the simulations
process was slow.
Time became a limiting factor regarding our simulations, due to the sig-
nificant amount of simulations and our inexperience in RUMD and program-
ming in general.
We were not able to simulate p-xylene, due to a limitation in RUMD.
This meant that we are not able to conclude that all of the isomers of xylene
can be modelled as Roskilde-simple systems.
An alternative to coarse-grain modelling could have been the united atom
model. United atom modelling would provide a more realistic model of xy-
lene, but not necessary a better fit to the experimental data.
With more time we might have been able to simulate a model with prop-
erties close to those of p-xylene. It would have been possible to find a united
atom model in literature, and we might have been able to make a united
atom model simulation, but it would have required a significant amount of
extra time, due to the simulation time being considerable longer compared
to coarse-grain simulation.
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