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STOCHASTIC INTEGRALS AND BDG’S INEQUALITIES IN
ORLICZ-TYPE SPACES
YINGCHAO XIE and XICHENG ZHANG
Abstract. In this paper we extend an inequality of Lenglart, Le´pingle
and Pratelli [14, Lemma 1.1] to general continuous adapted stochastic
processes with values in topology spaces. By this inequality we show
Burkholder-Davies-Gundy’s inequality for stochastic integrals in Orlicz-
type spaces (a class of quasi-Banach spaces) with respect to cylindrical
Brownian motions.
1. Introduction
Let (Ω,F , (Ft)t>0, P) be a stochastic basis satisfying the usual condi-
tions, which will be fixed below. Let M be a continuous local martingale
with starting point zero, and 〈M〉 the quadratic variation process of M. The
celebrated Burkholder-Davies-Gundy inequality (abbreviated as BDG’s in-
equality) states that for any p ∈ (0,∞) and stopping time τ,
E
(
sup
t∈[0,τ]
|Mt|p
)
≍p E
(
〈M〉p/2τ
)
, (1.1)
where ≍p means that both sides are comparable up to a positive constant
depending only on p. This inequality is a basic tool in stochastic analysis
(see [10] and [17]), and has a deep connection with harmonic analysis (see
[9], [3] and references therein).
We would like to emphasize that the key point in the original Burkholder
and Gundy’s paper [6, Theorem 3.1] is to show some “good λ-inequalities”
for the martingale transform of martingale difference sequences. According
to [17, Definition 4.8, p.164], an ordered pair (X, Y) of positive random
variables is said to satisfy the “good λ”-inequality if for some β > 1 and
each λ > 0, δ ∈ (0, 1), there is a constant cδ with cδ → 0 as δ → 0 such that
P(X > βλ; Y < δλ) 6 cδP(X > λ). (1.2)
Key words and phrases. Stochastic integral, good λ-inequality, BDG’s inequality, Or-
licz space, Quasi-Banach space, Regularly varying function.
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This type of “good λ”-inequality immediately implies that for any p ∈
(0,∞) and some constant C = C(p, β, cδ) > 0,
EXp 6 CEY p. (1.3)
In fact, by (1.2), we have
P(X > βλ) 6 cδP(X > λ) + P(Y > δλ).
Integration both sides with respect to pλp−1dλ on [0,∞) yields
β−pEXp 6 cδEXp + δ−pEY p.
Choosing δ small enough, we obtain (1.3).
One of the proofs of (1.1) is based on the following “good λ”-inequalities
for Brownian motion B: For any stopping time τ and β > 1, δ, λ > 0, it holds
that (see [9, p152-154])
P(B∗τ > βλ, τ1/2 < δλ) 6 δ
2
(β−1)2P(B∗τ > λ),
P(τ1/2 > βλ, B∗τ < δλ) 6 δ
2
β2−1P(τ1/2 > λ),
(1.4)
where, for a function f : [0,∞) → R, we have used the notation
f ∗t := sup
s∈[0,t]
| fs|.
From these estimates and by (1.3), we get
E|B∗τ|
p ≍p Eτ
p/2.
For general continuous local martingale, BDG’s inequality (1.1) follows by
the time-change argument (for example, see [17, Theorem 1.10, p183]).
Notice that there is another way of proving (1.1) by using Itoˆ’s formula (see
[10, Theorem 3.1, p110]). Also, for p > 1, BDG’s inequality (1.1) can
be derived from general discrete martingale version of BDG’s inequality
through discretizing a continuous martingale (see [19, Theorem 7.2.6]).
Up to now, there are numerous works to study BDG’s type inequalities
(see [13], [14], [4], [16], [7], [15] and references therein). For the “good λ-
inequality” method, we would like to quote one sentence from [17, p.166]
that “This method is actually extremely powerful and, to our knowledge,
can be used to prove all the BDG-type inequalities for continuous pro-
cesses.” In particular, the following Lenglart-Le´pingle-Pratelli’s inequality
is a quite useful tool (see [14, Lemma 1.1] and [4, Lemma 4.1]): Let M and
N be two increasing predictable processes with M0 = N0 = 0. Suppose that
there exist q, κ > 0 such that for all stopping times τ′ 6 τ,
E(Mτ − Mτ′)q 6 κ‖Nτ‖q∞P(τ′ 6 τ), (1.5)
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where ‖ · ‖∞ denotes the supremum norm of a random variable. Then for
any moderately increasing function Φ (see Definition 1.2 below), there is a
constant C = C(q, κ,Φ) > 0 such that
EΦ(M∞) 6 CEΦ(N∞).
A said above, the method of the proof in [14] is to show the “good λ”-
inequality for (M∞, N∞) by (1.5) and suitable choices of stopping times.
Notice that this inequality also plays a crucial role in the study of local
times in [4]. In this work we shall prove an “abstract” version for the above
inequality for general continuous adapted stochastic processes with values
in topology spaces. Such an extension will provide an easy tool for prov-
ing BDG’s inequalities both for finite and infinite dimensional stochastic
integrals such as in UMD spaces (cf. [16]).
To state our results, we first introduce some notions.
Definition 1.1. Let E be a topology space and γ > 1. A bi-continuous
function ρ : E × E → [0,∞) is called a γ-quasi-metric on E if
(i) ρ(x, y) = 0 if and only if x = y. (ii) ρ(x, y) = ρ(y, x).
(iii) ρ(x, y) 6 γ(ρ(x, z) + ρ(y, z)) for all x, y, z ∈ E.
Definition 1.2. A function Φ : (0,∞) → (0,∞) is called moderately in-
creasing if Φ is a nondecreasing function with lims→0 Φ(s) = 0 and for
some λ > 1 (and so, all λ > 0) and cλ > 0,
Φ(λt) 6 cλΦ(t), t > 0.
All the moderately increasing function is denoted by A0.
Clearly, the space A0 is closed under usual composition, multiplication
and addition. For Φ ∈ A0, let Φ+(t) := lims↓t Φ(s) and Φ−(t) := lims↑t Φ(s).
Observe that Φ+,Φ− are still in A0. Our first main result is
Theorem 1.3. Let E be a topology space endowed with a γ-quasi-metric
ρ. Let ξ be an E-valued continuous adapted process and N a nonnegative
continuous adapted increasing process with N0 = 0. Suppose that there
exist q, κ > 0 such that for all bounded stopping times τ′ 6 τ,
Eρ(ξτ, ξτ′)q 6 κ ‖Nτ‖q∞P(τ′ < τ). (1.6)
Then for any Φ ∈ A0, there is a positive constant C = C(γ, q, κ,Φ) such
that for any bounded stopping time τ > 0,
E
(
sup
t∈[0,τ]
Φ
(
ρ(ξt, ξ0)
))
6 CEΦ(Nτ). (1.7)
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Proof. Let Mt := ρ(ξt, ξ0). Clearly, M is a nonnegative continuous adapted
processes with M0 = 0. For α, δ > 0, we define two stopping times
σMα := inf
{
t > 0 : Mt > α
}
, σNδ := inf
{
t > 0 : Nt > δ
}
.
Here we have used the convention inf{∅} = ∞. Below, we fix a bounded
stopping time τ > 0, 0 6 β < α and δ > 0. Observe that
M∗τ > α and Nτ 6 δ ⇒ σMα 6 τ 6 σNδ ,
and since ρ is a γ-quasi-metric and σM
β
6 σMα , which further implies that
ρ
(
ξτ∧σN
δ
∧σMα
, ξτ∧σN
δ
∧σM
β
)
= ρ
(
ξσMα , ξσMβ
)
>
1
γ
MσMα − MσMβ =
α
γ
− β.
This means that
P
(
M∗τ > α, Nτ 6 δ
)
6 P
(
ρ
(
ξτ∧σN
δ
∧σMα
, ξτ∧σN
δ
∧σM
β
)
>
α
γ
− β
)
. (1.8)
On the other hand, noticing that
τ ∧ σMβ < τ ∧ σ
M
α ⇒ σ
M
β < τ ⇒ M
∗
τ > β,
by (1.6), we have
E
[
ρ
(
ξτ∧σN
δ
∧σMα
, ξτ∧σN
δ
∧σM
β
)q]
6 κδqP(M∗τ > β). (1.9)
Therefore, by (1.8) and Chebyschev’s inequality, we obtain
P
(
M∗τ > α
)
6 P
(
M∗τ > α, Nτ 6 δ
)
+ P
(
Nτ > δ
)
6
κδq
(α/γ−β)qP(M∗τ > β) + P
(
Nτ > δ
)
.
In particular, taking α = λ, β = λ/(2γ), δ = ελ, we get for all λ, ε > 0,
P
(
M∗τ > λ
)
6 κ(2γε)qP(2γM∗τ > λ) + P
(
Nτ > ελ
)
.
For Φ ∈ A0, let φ(s) := supt>0 Φ(st)/Φ(t) and Φn := Φ∧ n. Integrating both
sides with respect to dΦ+n (λ) on [0,∞), we obtain
EΦ+n (M∗τ) 6 κ(2γε)qEΦ+n (2γM∗τ) + EΦ−n (Nτ/ε)
6 κ(2γε)qφ(2γ)EΦ+n (M∗τ) + φ(1/ε)EΦ−n (Nτ).
Choosing ε small enough and letting n → ∞, we get
E
(
sup
t∈[0,τ]
Φ+
(
ρ(ξt, ξ0)
))
6 φ(1/ε)(1 − κ(2γε)qφ(2γ))−1EΦ−(Nτ).
The desired estimate now follows by the increasing property of Φ. 
The following corollary is quite useful for proving BDG’s inequalities for
continuous local martingales both in finite and infinite dimensional spaces.
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Corollary 1.4. Let Ei, i = 1, 2 be two topology spaces endowed with a γi-
quasi-metric ρi respectively. Let ξ and η be E1 and E2-valued continuous
adapted processes, respectively. Suppose that there is a constant κ > 0 such
that for all bounded stopping times τ′ 6 τ,
Eρ1(ξτ, ξτ′) 6 κEρ2(ητ, ητ′). (1.10)
Then for any Φ ∈ A0, there is a positive constant C = C(γ1, γ2, κ,Φ) such
that for any bounded stopping time τ > 0,
E
(
sup
t∈[0,τ]
Φ
(
ρ1(ξt, ξ0)
))
6 CE
(
sup
t∈[0,τ]
Φ
(
ρ2(ηt, η0)
))
. (1.11)
Proof. Let Nt := sups∈[0,t] ρ2(ηs, η0). The desired estimate (1.11) follows by
Eρ2(ητ, ητ′) = E
(
ρ2(ητ, ητ′)1{τ′<τ}
)
6 2γ2‖Nτ‖∞P(τ′ < τ)
and using Theorem 1.3. 
By this corollary, we can give a direct proof of (1.1) without using the
time-change. In fact, by using stopping time techniques, without loss of
generality, we may assume that M is a square integrable martingale, that is,
E|Mt|2 < ∞, t > 0.
By Doob’s optional theorem, for any bounded stopping times τ′ 6 τ,
E|Mτ − Mτ′ |2 = E|Mτ|2 − E|Mτ′ |2 = E
(
〈M〉τ − 〈M〉τ′
)
.
By using (1.11) twice, we have for any Φ ∈ A0,
E
(
sup
t∈[0,τ]
Φ
(
|Mt|2
))
≍Φ EΦ
(
〈M〉τ
)
. (1.12)
Two-sided BDG’s inequality (1.1) now follows by taking Φ(t) = tp/2.
Remark 1.5. The continuity requirement on ξ in Theorem 1.3 is essential.
It seems not liable to extend Theorem 1.3 to ca`dla`g processes in its cur-
rent form. The reason is that BDG’s inequality does not hold for discrete
martingales with p ∈ (0, 1) (see [6, Example 8.1]).
It is interesting that the above elementary inequality allows us to show
BDG’s inequality for the stochastic integral in Orlicz-type spaces (a class
of quasi-Banach spaces) with respect to Brownian motions. It should be em-
phasized that in [16] and [7], the authors have already treated the stochas-
tic integration in general UMD spaces and quasi-Banach spaces in abstract
framework under some decoupling assumptions. If it is not impossible, it
seems hard to show that the Orlicz-type space LΛ(X;H) defined below is a
UMD space or possesses the decoupling properties described in [7]. Even
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so, our proof of BDG’s inequality is more direct and does not use any ab-
stract functional analysis language.
This paper is organized as follows: In the next section, we shall recall
some notions about quasi-Banach spaces and Orlicz spaces, and also prove
some basic results for later use. In Section 3, we define the stochastic inte-
gral in Orlicz-type spaces and prove BDG’s inequalities for the correspond-
ing integrals by Corollary 1.4.
2. Quasi-Banach spaces and Orlicz-type spaces
Let us first recall some notions about quasi-Banach spaces. Let B be
a vector space. A quasi-norm ‖ · ‖B is a map from B to [0,∞) with the
properties:
• ‖ f ‖B = 0 if and only if f = 0.
• ‖c f ‖B = |c| · ‖ f ‖B for all f ∈ B and c ∈ R.
• There is a constant γB > 1 such that for all f , g ∈ B,
‖ f + g‖B 6 γB(‖ f ‖B + ‖g‖B).
By a basic theorem due to Aoki [2] and Rolewicz [18], for p = 1/(log2 γB+
1), there is an equivalent p-subadditive quasi-norm ‖| · ‖|B (cf. [11]), that is,
|‖ f + g|‖p
B
6 |‖ f |‖p
B
+ |‖g|‖p
B
, f , g ∈ B.
Hence, if we let d( f , g) := ‖| f − g‖|p
B
, then d is a metric on B. We call
(B, ‖ · ‖B) a quasi-Banach space if B is complete with respect to this metric.
More contents about the functional analysis aspect of quasi-Banach spaces
are referred to [11].
In this work we shall consider a class of special quasi-Banach spaces.
First of all, we introduce a subclass of moderately increasing function space
A0 as follows:
A1 :=
{
Λ ∈ A0 is continuous and lim
t→∞
Λ(t) = ∞, lim
s↓0
sup
t>0
(
Λ(st)/Λ(t)
)
= 0
}
.
For example, define for α > 0,
Λα(t) := tα((log t−1)−1 ∧ 1), t > 0.
It is easy to see that Λα ∈ A0 for all α > 0, and Λα ∈ A1 only for all α > 0.
Let (X,X , µ) be a σ-finite measure space, and (B, ‖ · ‖B) a quasi-Banach
space. For Λ ∈ A1, we introduce a space LΛ(X;B), which consists of all
measurable functions f : X→ B with
[ f ]Λ :=
∫
X
Λ(‖ f (x)‖B)µ(dx) < +∞,
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together with the following Luxemburg-type norm: (cf. [1])
‖ f ‖Λ := inf {λ > 0 : [ f /λ]Λ 6 1}.
Observe that for all f ∈ LΛ(X;B),
[ f /‖ f ‖Λ]Λ 6 1. (2.1)
In fact, let λn be a decreasing infimumizing sequence in the definition of
‖ f ‖Λ with limit ‖ f ‖Λ. By the monotone convergence theorem, we have
[ f /‖ f ‖Λ]Λ = lim
n→∞
[ f /λn]Λ 6 1.
The following proposition shows the relationship between [ f ]Λ and ‖ f ‖Λ.
Proposition 2.1. For any Λ ∈ A1, there are functions φ, ϕ ∈ A0 depending
only on Λ with limt↑∞ φ(t) = limt↑∞ ϕ(t) = ∞ such that for all f ∈ LΛ(X;B),
[ f ]Λ 6 φ(‖ f ‖Λ), ‖ f ‖Λ 6 ϕ([ f ]Λ). (2.2)
Proof. (1) Let us define
φ(s) := sup
t>0
Λ(st)
Λ(t) , s > 0. (2.3)
Clearly, φ is nondecreasing, and lims↓0 φ(s) = 0 by Λ ∈ A1, and
φ(st) 6 φ(s)φ(t), s, t > 0. (2.4)
Hence, φ ∈ A0 and by definition and (2.1),
[ f ]Λ 6 φ(‖ f ‖Λ)
∫
X
Λ
(
‖ f (x)‖B/‖ f ‖Λ
)
µ(dx) 6 φ(‖ f ‖Λ).
Moreover, by (2.4), we also have
1 = φ(1) 6 φ(1/t)φ(t) ⇒ lim
t→∞
φ(t) = ∞.
(2) To show the existence of ϕ, we define
ψ(t) := inf {s > 0 : φ(s) > t}, ϕ(t) := 1/ψ(1/t).
Since φ is left continuous and nondecreasing, ψ is also left continuous and
nondecreasing, and ψ(t) > 0 for t > 0, and
lim
t↓0
ψ(t) = 0, lim
t→∞
ψ(t) = ∞, φ(ψ(t)) 6 t.
Moreover, by (2.4) again, for all λ > 0, we also have
ψ(t/φ(λ)) = inf{s > 0 : φ(s) > t/φ(λ)}
6 inf{s > 0 : φ(λs) > t} = ψ(t)/λ.
Therefore, ϕ ∈ A0 and limt→∞ ϕ(t) = ∞. Now by definition, we have
[ f /ϕ([ f ]Λ)]Λ =
∫
X
Λ
(
‖ f (x)‖B/ϕ([ f ]Λ))µ(dx)
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6 φ(1/ϕ([ f ]Λ))
∫
X
Λ(‖ f (x)‖B)µ(dx)
= φ
(
ψ
(
1/[ f ]Λ))[ f ]Λ 6 1,
which yields that ‖ f ‖Λ 6 ϕ([ f ]Λ). The proof is complete. 
Remark 2.2. From the above constructions of φ and ϕ, it is natural to ask
whether ϕ ◦ φ(t) 6 t so that
‖ f ‖Λ 6 ϕ([ f ]Λ) 6 ϕ(φ(‖ f ‖Λ)) 6 ‖ f ‖Λ.
The answer is in general negative. In fact, assume that Λ ∈ A1 is convex.
Then, one sees that φ(s) := supt>0(Λ(st)/Λ(t)) is also convex, and hence,
continuous and strictly increasing. Thus, ψ = φ−1 and ϕ(t) = 1/φ−1(1/t).
If ϕ ◦ φ(t) 6 t, then φ(t)φ(1/t) 6 1, which together with φ(st) 6 φ(s)φ(t)
implies that φ(st) = φ(s)φ(t). Therefore, φ(t) = tp for some p > 0. This is
the case of Lp-spaces, but not the case of general Orlicz spaces.
Proposition 2.3. The space (LΛ(X;B), ‖ · ‖Λ) is a quasi-Banach space, and
called Orlicz-type space.
Proof. Since Λ is moderately increasing, we have for any c1, c2 > 0,
Λ(c1s + c2t) 6 Λ(2(c1 ∨ c2)(s ∨ t)) 6 φ(2(c1 ∨ c2))Λ(s ∨ t)
6 φ(2(c1 ∨ c2))(Λ(s) + Λ(t)),
where φ is defined by (2.3). Hence,
[c1 f + c2g]Λ 6 φ(2γB(c1 ∨ c2))([ f ]Λ + [g]Λ) < ∞,
which implies that LΛ(X;B) is a linear space, and by (2.1), for any α > 0,[ f+g
α(‖ f ‖Λ+‖g‖Λ)
]
Λ
6 2φ
(
2γB ‖ f ‖Λ∨‖g‖Λα(‖ f ‖Λ+‖g‖Λ)
)
6 2φ(2γB/α).
Letting α be large enough so that 2φ(2γB/α) 6 1 yields that
‖ f + g‖Λ 6 α(‖ f ‖Λ + ‖g‖Λ).
Moreover, it is easy to see that ‖c f ‖Λ = |c| · ‖ f ‖Λ for any c ∈ R, and by (2.2),
‖ f ‖Λ = 0 if and only if f (x) = 0 for µ−almost all x ∈ X. Thus, ‖ · ‖Λ is a
quasi-norm. The proof of completeness is standard by using (2.2) (see [1,
Theorem 2.16]). We omit the details. 
Now, we recall the notion of N-functions and its complementary func-
tion. A function Λ : (0,∞) → (0,∞) is called an N-function if Λ is convex
and satisfies limt→0 Λ(t)t = 0 and limt→∞
Λ(t)
t = ∞. All the N-functions is de-
noted by N . Let a(t) = Λ′+(t) be the right continuous derivative of Λ. Then
a is nondecreasing and a(0) = 0, a(t) > 0 for t > 0 and limt→∞ a(t) = ∞.
In particular, Λ(t) =
∫ t
0 a(s)ds. Let a˜(t) := inf{t : a(s) > t} be the right
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inverse of a. We call ˜Λ(t) :=
∫ t
0 a˜(s)ds the complementary N-function of Λ.
In particular, the following Young’s inequality holds:
st 6 Λ(s) + ˜Λ(t), s, t > 0.
Remark 2.4. If Λ ∈ A1 ∩N and B is a Banach space, then quasi-Banach
(LΛ(X;B), ‖ · ‖Λ) becomes a Banach space. When B = R, it is the usual
Orlicz space studied in [12].
To show two-sided BDG’s inequality, we introduce the following sub-
class of A1:
A2 :=
{
Λ ∈ A1 ∩N :
∫ 1
0
Λ(st)
s2
ds 6 κΛΛ(t) for some κΛ > 0.
}
Lemma 2.5. Let ξ, η be two nonnegative random variables with
P(ξ > λ) 6 E(η1{ξ>λ}/λ), λ > 0. (2.5)
For any Λ ∈ A2, there is a constant C = C(Λ) > 0 such that
EΛ(ξ) 6 CEΛ(η).
Proof. For α > 0, integrating both sides of (2.5) with respect to dΛ(αλ) and
by the integration by parts formula, we obtain
EΛ(αξ) 6 E
(
η
∫ ξ
0
dΛ(αλ)
λ
)
= E
(
η
(
Λ(αξ)
ξ
+
∫ ξ
0
Λ(αλ)
λ2
dλ
))
= E
(
η
(
Λ(αξ)
ξ
+
∫ 1
0
Λ(αξλ)
ξλ2
dλ
))
6 (1 + κΛ)E (ηΛ(αξ)/ξ) .
Noticing that
˜Λ(Λ(t)/t) 6 Λ(t),
by Young’s inequality, we further have
EΛ(αξ) 6 α(1 + κΛ)E
(
Λ(η) + ˜Λ(Λ(αξ)/(αξ))
)
6 α(1 + κΛ) (EΛ(η) + EΛ(αξ)) .
Letting α = 12(1+κΛ) , we obtain
EΛ(ξ/(2(1 + κΛ)) 6 EΛ(η),
which implies the desired estimate by Λ(s) 6 CΛ(s/(2(1 + γΛ))). 
We can extend the classical Doob’s maximal inequality as follows:
Proposition 2.6. Let Mt be a ca`dla`g martingale. For any Λ ∈ A2, there is
a constant C = C(Λ) > 0 such that for any bounded stopping time τ,
E
(
sup
t∈[0,τ]
Λ(|Mt|)
)
6 CE (Λ(|Mτ|)) .
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Proof. Let τ be bounded by T . By considering stopping martingale Mτt :=
Mt∧τ, without loss of generality, we may assume τ = T . Let D be a count-
able dense subset of [0, T ] containing the terminal point T . Let Dn ⊂ D be
an increasing sequence of finite subsets of D containing T with ∪nDn = D.
By [17, Proposition 1.5, p53] and Lemma 2.5, we have
E
(
sup
t∈Dn
Λ(|Mt|)
)
6 CE (Λ(|MT |)) ,
which in turn gives the desired inequality by taking limits n → ∞ and noting
E
(
supt∈[0,T ] Λ(|Mt|)
)
= E
(
supt∈D Λ(|Mt|)
)
. 
To have more intuitive pictures about the functions in Ai, i = 0, 1, 2, we
recall the following notion of regularly varying functions.
Definition 2.7. A measurable function φ : (0,∞) → (0,∞) is said to vary
regularly at zero with index α ∈ R if
lim
t→0
φ(λt)
φ(t) = λ
α, λ > 0.
We call such φ a regularly varying function. All regularly varying functions
with index α is denoted by Rα. In particular, the element in R0 is called
slowly varying function. Any φ ∈ Rα can be written as φ(t) = tαφ0(t) for
some φ0 ∈ R0.
The following proposition provides useful examples in Ai, i = 0, 1, 2.
Proposition 2.8. For α > 0, let R+α be the set of all increasing regularly
varying functions with limt→0 φ(t) = 0 and being bounded away from 0 and
∞ on any compact subset of (0,∞). Then it holds that
∪α>0R
+
α ⊂ A0, ∪α>0R
+
α ⊂ A1, ∪α>1R
+
α ∩N ⊂ A2.
Proof. Let α > 0 and φ ∈ Rα. By [5, p.25-28], for any δ > 0, there is a
constant C = C(δ) > 1 such that for all t, s ∈ (0,∞),
φ(t)
φ(s) 6 C max
{( t
s
)α+δ
,
( t
s
)α−δ}
.
The desired inclusions follow by the above estimate. 
3. Stochastic integrals in Orlicz-type spaces
LetH be a separable Hilbert space. In this section, we shall define the sto-
chastic integral of LΛ(X;H)-valued processes with respect to a cylindrical
Brownian motion B in H. Let {B( j)t , t > 0, j ∈ N} be a sequence of inde-
pendent one dimensional standard Brownian motion over stochastic basis
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(Ω,F , (Ft)t>0, P), and {e j, j ∈ N} an orthogonormal basis of H. Since every
cylindrical Brownian motion B in H can be represented as
Bt =
∑
j∈N
B( j)t e j, t > 0,
without loss of generality, we always assume H = ℓ2, where ℓ2 is the usual
sequence Hilbert space, that is,
ℓ2 =
{
a = (a(1), a(2) · · · ), ‖a‖ℓ2 :=
(∑
j∈N
|a( j)|2
)1/2}
.
Below, we introduce the following notations for simplicity.
• Σ := R+ × X ×Ω, G := B(R+) × X ×F .
• Let X : Σ→ ℓ2 be a measurable function. Define
ηXt (x, ω) :=
∫ t
0
‖Xs(x, ω)‖2ℓ2ds.
• For Λ ∈ A1 and t > 0, define
|‖X(ω)‖|Λ,t :=
[(
ηXt (·, ω)
)1/2]
Λ
.
First of all, we introduce the following classes of stochastic processes.
Definition 3.1. Let X : Σ→ ℓ2 be a measurable function and Λ ∈ A1.
(i) We call X an adapted process if for each t > 0, Xt is X × Ft/B(ℓ2)-
measurable.
(ii) We call X a progressively measurable process if for each t > 0, X ·1[0,t]
is B([0, t]) ×X × Ft/B(ℓ2)-measurable.
(iii) We call X an elementary process if X takes the following form
Xt(x, ω) =
∞∑
i=0
ξi(x, ω) · 1[si,si+1)(t), (3.1)
where 0 = s0 < s1 < · · · < sn ↑ ∞ and the map (x, ω) 7→ ξi(x, ω)
is X × Fsi/B(ℓ2)-measurable and satisfies that (x, ω) 7→ ‖ξi(x, ω)‖ℓ2
is bounded and for all ω, ξi(·, ω) ∈ LΛ(X; ℓ2). All such elementary
processes is denoted by SΛ(Σ; ℓ2).
(iv) We denote by MΛ(Σ; ℓ2) the space of all progressively measurable pro-
cesses with
P
(
ω : |‖X(ω)‖|Λ,T < ∞
)
= 1, ∀T > 0.
Remark 3.2. By a deep result in stochastic process theory (cf. [8]), any
measurable adapted process has a progressively measurable modification.
Thus, in the definition of MΛ(Σ; ℓ2), one may replace progressively measur-
able processes with measurable adapted processes.
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The following result is purely technical and standard, which states that
any X ∈ MΛ(Σ; ℓ2) can be approximated by elementary processes.
Proposition 3.3. SΛ(Σ; ℓ2) is dense in MΛ(Σ; ℓ2) in the sense that for each
X ∈ MΛ(Σ; ℓ2), there exists a sequence Xn ∈ SΛ(Σ; ℓ2) such that for each
T > 0 and ω ∈ Ω,
|‖Xn(ω)‖|Λ,T 6 |‖X(ω)‖|Λ,T ,
and
lim
n→∞
E
(
1 ∧ |‖Xn(·) − X(·)‖|Λ,T
)
= 0.
Proof. Let Un ⊂ X be a sequence of increasing measurable sets with µ(Un) <
∞ for each n ∈ N and ∪nUn = X. Let χn : [0,∞) → [0, 1] be a continuous
function with χn(s) = 1 for s 6 n − 1 and χn(s) = 0 for s > n. Define
Xnt (x, ω) := 1Un(x) Xt(x, ω) χn(‖Xt(x, ω)‖ℓ2).
Clearly, for each T > 0, we have |‖Xn(ω)‖|Λ,T 6 |‖X(ω)‖|Λ,T , and by the
monotone convergence theorem,
lim
n→∞
E
(
1 ∧ |‖Xn(·) − X(·)‖|Λ,T
)
= 0.
Next, for any n,m ∈ N, let us define
Xn,mt (x, ω) := Jmt (Xn· (x, ω)),
where, for a function f ∈ L1loc(R+; ℓ2),
Jmt ( f ) :=
∞∑
j=1
(
m
∫ j/m
( j−1)/m
fsds
)
1[ j/m,( j+1)/m)(t).
From this construction, it is easy to see that Xn,m ∈ SΛ(Σ; ℓ2) and∫ T
0
‖Xn,ms (x, ω)‖2ℓ2ds 6
∫ T
0
‖Xns (x, ω)‖2ℓ2ds, ∀T > 0.
By the dominated convergence theorem, for each fixed n, we have
lim
m→∞
E
(
1 ∧ |‖Xn,m(·) − Xn(·)‖|Λ,T
)
= 0, ∀T > 0.
Here we have used the following fact: for any f ∈ L2loc(R+; ℓ2) and T > 0,
lim
m→∞
∫ T
0
∥∥∥Jms ( f ) − fs∥∥∥2ℓ2 dt = 0. (3.2)
Indeed, let f n ∈ C(R+; ℓ2) be a sequence of continuous functions with
lim
n→∞
∫ T
0
∥∥∥ f nt − ft∥∥∥2ℓ2 dt = 0.
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Limit (3.2) follows by observing∫ T
0
∥∥∥Jms ( f n − f )∥∥∥2ℓ2 dt 6
∫ T
0
∥∥∥ f ns − fs∥∥∥2ℓ2 dt,
and for each fixed n,
lim
m→∞
∫ T
0
∥∥∥Jms ( f n) − f ns ∥∥∥2ℓ2 dt = 0.
Finally, the desired sequence of simple processes is obtained by a standard
dialganization argument. 
Now we can state and prove the following main result of this section.
Theorem 3.4. Let Λ ∈ A1. For any X ∈ MΛ(Σ; ℓ2), there exists a measur-
able adapted process I Xt ∈ LΛ(X;R) (called the stochastic integral of X
with respect to B) with the following properties:
(a) For µ-almost all x ∈ X, it holds that for all t > 0,∫ t
0
‖Xs(x)‖2ℓ2ds < ∞ and I Xt (x) =
∫ t
0
Xs(x)dBs a.s., (3.3)
where the right hand side is the usual Itoˆ’s integral. In particular, for
µ-almost all x ∈ X, the process t 7→ I Xt (x, ·) is a continuous local
martingale with square variation process
∫ t
0 ‖Xs(x)‖2ℓ2ds.(b) Let Φ ∈ A0. For any stopping time τ, we have
E
(
Φ
(
sup
t∈[0,τ]
[
I
X
t
]
Λ
))
Λ,Φ E
Φ

[( ∫ τ
0
‖Xs‖2ℓ2ds
)1/2]
Λ

 , (3.4)
and if Λ ∈ A2, then we also have the reversed inequality
E
Φ

[( ∫ τ
0
‖Xs‖2ℓ2ds
)1/2]
Λ

 Λ,Φ E
(
Φ
(
sup
t∈[0,τ]
[
I
X
t
]
Λ
))
. (3.5)
Here A Λ,Φ B means that A 6 CB for some constant C = C(Λ,Φ) > 0.
Proof. (i) First of all, let X ∈ SΛ(Σ; ℓ2) be an elementary process. The
stochastic integral of X with respect to B is naturally defined by
I
X
t (x) =
∫ t
0
Xs(x)dBs :=
∞∑
i=0
∑
j∈N
ξ
( j)
i (x)(B( j)t∧si+1 − B( j)t∧si).
For each x ∈ X, noticing that ξi(x, ·) ∈ Fsi is bounded, one sees that t 7→
I Xt (x) is a continuous R-valued square integrable martingale, and for any
bounded stopping time τ,
E|I Xτ (x)|2 = E

∞∑
i=0
‖ξi(x)‖2ℓ2
(
(τ ∧ si+1) − (τ ∧ si)
)
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= E
(∫ τ
0
‖Xs(x)‖2ℓ2ds
)
= EηXτ (x).
By Doob’s optional theorem, for any bounded stopping times τ′ 6 τ,
E|I Xτ (x) − I Xτ′ (x)|2 = E|I Xτ (x)|2 − E|I Xτ′ (x)|2 = E
(
ηXτ (x) − ηXτ′(x)
)
.
Fix Λ ∈ A1. By Corollary 1.4, we have for each x and τ,
EΛ
(
sup
s∈[0,τ]
|I Xs (x)|
)
≍Λ EΛ
((
ηXτ (x)
)1/2)
. (3.6)
(ii) Next, let X ∈ MΛ(Σ; ℓ2). By Proposition 3.3, there is a sequence Xn ∈
SΛ(Σ; ℓ2) so that for each T > 0,
|‖Xn(ω)‖|Λ,T 6 |‖X(ω)‖|Λ,T , ∀ω ∈ Ω, (3.7)
and
lim
n→∞
E
(
1 ∧ |‖Xn(·) − X(·)‖|Λ,T
)
= 0. (3.8)
For R > 0, define a stopping time
τR(ω) := inf
{
t > 0 : ‖|X(ω)‖|Λ,t > R
}
.
By (3.6), we have for each x ∈ X,
EΛ
(
sup
s∈[0,τR]
∣∣∣I Xn−Xms (x)∣∣∣
)
≍Λ EΛ
((
ηX
n−Xm
s (x)
)1/2)
.
Integrating both sides with respect to µ over X, we get
E
[
sup
s∈[0,τR]
∣∣∣I Xns − I Xms ∣∣∣
]
Λ
≍Λ E|‖Xn − Xm‖|Λ,τR ,
which converges to zero as n,m → ∞ by (3.7), (3.8) and the dominated
convergence theorem. Since limR→∞ τR = ∞ almost surely, there exists
a measurable adapted process I Xt (x) so that for (µ × P)-almost all (x, ω),
t 7→ I Xt (x, ω) is continuous and
lim
n→∞
E
[
sup
s∈[0,τR]
∣∣∣I Xns − I Xs ∣∣∣
]
Λ
= 0, ∀R > 0. (3.9)
By Fubini’s theorem, (3.8) and (3.9), up to extracting a subsequence, there
is a µ-null set D1 ⊂ X such that for all x < D1 and for any R > 0,
lim
n→∞
EΛ

( ∫ τR
0
‖Xns (x) − Xs(x)‖2ℓ2ds
)1/2 = 0, (3.10)
lim
n→∞
EΛ
(
sup
s∈[0,τR]
∣∣∣I Xns (x) − I Xs (x)∣∣∣
)
= 0. (3.11)
14
Since limt→∞Λ(t) = ∞, there is also a µ-null set D2 ⊂ X such that for all
x < D2 and any T > 0,
t 7→ I Xt (x) is continuous adapted and
∫ T
0
‖Xs(x)‖2ℓ2ds < ∞, a.s.
We now show that for all x ∈ (D1 ∪ D2)c,
I
X
t (x) =
∫ t
0
Xs(x)dBs, ∀t > 0. (3.12)
Fix x ∈ (D1 ∪ D2)c. For any R > 0, define a stopping time
σR(x) := inf
{
t > 0 : I Xt (x) ∨
∫ t
0
‖Xs(x)‖2ℓ2ds > R
}
.
Since limR→∞ σR(x) = limR→∞ τR = ∞ almost surely, to show (3.12), it
suffices to prove that
I
X
t∧σR(x)∧τR (x) =
∫ t∧σR(x)∧τR
0
Xs(x)dBs, ∀t > 0. (3.13)
Observe that for each n ∈ N,
I
Xn
t∧σR(x)∧τR (x) =
∫ t∧σR(x)∧τR
0
Xns (x)dBs, ∀t > 0. (3.14)
By BDG’s inequality (1.12), we have
EΛ
(
sup
t∈[0,σR(x)∧τR]
∣∣∣∣∣∣
∫ t
0
Xns (x)dBs −
∫ t
0
Xs(x)dBs
∣∣∣∣∣∣
)
6 EΛ

(∫ σR(x)∧τR
0
‖Xns (x) − Xs(x)‖2ℓ2ds
)1/2 ,
which converges to zero as n → ∞ by (3.10). By this limit and (3.11),
(3.14), we get (3.13).
(iii) Let σ 6 τ be two bounded stopping times and define
Xσs (x, ω) := Xs(x, ω)1[σ,∞)(s).
Clearly, Xσ ∈ MΛ(Σ; ℓ2). By (3.3) and BDG’s inequality (1.12) again, we
have for µ-almost all x ∈ X,
EΛ
(
sup
t∈[0,τ]
∣∣∣I Xσt (x)∣∣∣
)
≍Λ EΛ
((
ηX
σ
τ (x)
)1/2)
. (3.15)
Observing that
I
Xσ
τ (x) = I Xτ (x) −I Xσ (x), ηX
σ
τ (x) = ηXτ (x) − ηXσ(x), (3.16)
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we get
EΛ
(
|I Xτ (x) −I Xσ (x)|
)
Λ EΛ
(
|ηXτ (x) − ηXσ(x)|1/2
)
. (3.17)
If Λ ∈ A2, by (3.15), (3.16) and Proposition 2.6, we also have
EΛ
(
|ηXτ (x) − ηXσ(x)|1/2
)
Λ EΛ
(
|I Xτ (x) − I Xσ (x)|
)
. (3.18)
Now, integrating both sides of (3.17) and (3.18) with respect to µ over X
and by Fubini’s theorem, we obtain
E[I Xτ −I Xσ ]Λ Λ E[ηXτ − ηXσ]Λ1/2 ,
and that if Λ ∈ A2, then
E[ηXτ − ηXσ]Λ1/2 Λ E[I Xτ −I Xσ ]Λ,
where Λ1/2(t) := Λ(t1/2) still belongs to A1. Now, for any Φ ∈ A0, the
desired estimates (3.4) and (3.5) follow by Corollary 1.4. 
Remark 3.5. By Proposition 2.1, for Λ ∈ A1, (3.4) can be written as
E
(
Φ
(
sup
t∈[0,τ]
∥∥∥I Xt ∥∥∥Λ
))
Λ,Φ E
Φ ◦ ϕ ◦ φ

∥∥∥∥∥∥
( ∫ τ
0
‖Xs‖2ℓ2ds
)1/2∥∥∥∥∥∥
Λ

 ,
and if Λ ∈ A2, then (3.5) can be written as
E
Φ ◦ φ ◦ ϕ

∥∥∥∥∥∥
( ∫ τ
0
‖Xs‖2ℓ2ds
)1/2∥∥∥∥∥∥
Λ

 Λ,Φ CE
(
Φ
(
sup
t∈[0,τ]
∥∥∥I Xt ∥∥∥Λ
))
,
where ϕ and φ are the same as in (2.2). In particular, if Λ(t) = tp for some
p > 1, then for any Φ ∈ A0 and stopping time τ,
E
(
Φ
(
sup
t∈[0,τ]
∥∥∥I Xt ∥∥∥p
))
≍p,Φ E
Φ

∥∥∥∥∥∥
( ∫ τ
0
‖Xs‖2ℓ2ds
)1/2∥∥∥∥∥∥
p

 ,
where ‖·‖p denotes the usual Lp-norm. This type of estimate was established
in [16, 7] due to the fact that Lp-space for p > 1 is a UMD space.
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