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Abstract
The counting measure applies only on countable subsets of the set of real numbers. On the other hand,
the Lebesgue measure applies on any countable union of intervals but ignores countable subsets since it
assigns to them a null weight indiscriminately. This paper proposes a measure of content which applies on
-nite unions of intervals and enables to di.erentiate -nite sets. This measure of content is shown to be a
Choquet capacity. Furthermore, extension onto the system of all subsets of the real number set is discussed
and ideas for generalization to the multidimensional space are presented. A class of content-based measures
of comparison is also suggested, along with a discussion of some of their basic properties.
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1. Introduction
The comparison of sets composing objects descriptions is a usual issue in many domains: pattern
recognition, image processing, case based reasoning, clustering and classi-cation, machine learning,
etc. This comparison is often achieved through a measure intended to determine to which extent the
sets have common points or di.er from each other. In its simpler form, such a measure takes into
account the intersection (common part) and di.erences (speci-c parts) of the sets. As any pair of
sets must be compared, the measure of comparison cannot be based solely upon set inclusion order
since this one is not linear. So it is usual to take into account the common and speci-c parts of the
sets through a weight assigned by a measure of content [14,3].
In this paper we propose a measure of content which assigns a nonzero weight to any -nite
union of at least two nonempty real intervals. Thus, unlike the well-known Lebesgue measure, this
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measure of content enables to di.erentiate -nite sets. It is worth noticing that content-based measures
of comparison and agglomerative clustering methods may take advantage from the fact that a measure
of content applies on disjoint unions of intervals. Indeed, on the one hand, the di.erence of disjoint
intervals is a disjoint union of intervals. On the other hand, in agglomerative clustering of symbolic
objects, any cluster resulting from the merging of two objects is, grosso modo, represented by a
new (composite) object [8,9]. The description of such a composite object is then computed from
the descriptions of its composing objects, using a given merging operator. Now a natural merging
operator can be simply the one making the componentwise union of the descriptions, which can lead
to the formation of -nite unions of disjoint intervals.
Beyond the motivations mentioned above, the proposed measure of content may present some
interest both for the study of its mathematical properties and for its potential applications. In this
perspective, it is studied with respect to certain basic properties of set functions. Thus we prove
that it is both continuous from below and continuous from above. Therefore, since it is otherwise
monotone, it turns out to be a Choquet capacity [4].
In Section 2 we recall some notions on ordered sets and on set functions. We also recall some
results on extensions of set functions. In Section 3 we introduce the proposed measure of content
and study some of its properties. In Section 4 we present some ideas for generalization to Rn, n¿ 2.
A class of content-based measures of comparison is suggested in the last section. Basic properties
of these measures of comparison, such as monotonicity and independence, introduced in Tversky’s
[14] axiomatic theory of similarity, are also discussed.
2. Preliminaries
2.1. Ordered sets
An ordered set (or partially ordered set, brieHy, a poset) is a set X endowed with a binary
relation (an order) 6, to be read “is contained in” or “is less than or equal to”, such that
P1 for all x, x6 x (reHexive),
P2 if x6y and y6 x, then x = y (antisymmetric),
P3 if x6y and y6 z, then x6 z (transitive).
If x6y and x = y, one writes x¡y and says that x is “is less than” or “properly contained in”
y. Given any poset E one can form a new poset E@ (the dual of E) by de-ning x6y to hold in
E@ if and only if y6 x holds in E. To each statement about a poset corresponds a dual statement
obtained by replacing each occurrence of 6 by ¿ and vice versa. The least element of a subset Y
of X is the unique element a∈Y contained in every other element of Y ; it is denoted min Y . The
greatest element (max Y ) is de-ned dually. An upper bound of Y is an element u∈X containing
every x∈Y . The least upper bound is an upper bound contained in every other upper bound; it is
denoted lub(Y ) or sup Y . By P2, sup Y is unique if it exists. The notions of lower bound and greatest
lower bound (glb(Y ) or inf Y ) of Y are de-ned dually. Again by P2, inf Y is unique if it exists.
A linear order (or a chain) is an order any two of whose elements are comparable, i.e., such that
for all x; y, either x6y or y6 x. If x6y, the closed interval [x; y] is the set of elements z such
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that x6 z6y; the open interval ]x; y[ is the set of elements z such that x¡ z¡y. A subset C of
X is (order) convex provided z ∈C whenever x6 z6y and x; y∈C. The convex hull of a subset
Y ⊆ X , denoted by hull(Y ), is the smallest convex subset containing Y , namely, the intersection of
all the convex sets containing Y .
2.2. Set functions
Let  be a given set and let 2 denote the family of all subsets of . A set system on  will
be any part S of 2 containing the empty set ∅. A set function  on a set system S will be
nonnegative, extended real valued and zero at the empty set, i.e.,
 :S→ R+ = [0;∞]; (∅) = 0:
Such a set function  is said to be: monotone if A; B∈S and A ⊆ B imply (A)6 (B); 7nite if
(A)¡∞ for all A∈S; submodular (resp. supermodular) if A; B∈S such that A ∪ B; A ∩ B∈S
implies
(A ∪ B) + (A ∩ B)6 (A) + (B)
(respectively
(A ∪ B) + (A ∩ B)¿ (A) + (B));
modular if it is submodular and supermodular; subadditive (resp. superadditive) if A; B∈S such
that A ∪ B∈S and A ∩ B= ∅ implies
(A ∪ B)6 (A) + (B)
(respectively
(A ∪ B)¿ (A) + (B));
additive if it is subadditive and superadditive; continuous from below if An ∈S, An ⊆ An+1 for
n∈N such that A := ⋃n¿1 An ∈S implies
lim
n→∞ (An) = (A);
continuous from above if An ∈S, An ⊇ An+1 for n∈N such that A :=
⋂
16n6∞ An ∈S implies
lim
n→∞ (An) = (A);
Note that every submodular (resp. supermodular) set function is subadditive (resp. superadditive).
A well-known set function is the Lebesgue measure on the real number set R, hereafter denoted
, which is additive, both continuous from below and continuous from above, and de-ned for all
bounded interval I by
(I) =
{
0 if I = ∅;
lub(I)− glb(I) else:
Another known set function is the counting measure which assigns to any -nite set the number of
its elements. The counting measure applies only on countable sets.
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For S ⊆ 2 the closure from below S of S is de-ned by
S=
{
A∈ 2 :∃ increasing sequence An ∈S with A=
⋃
n¿1
An
}
:
The proofs of the next two propositions can be found in [6] where it has been also shown that for
any S which is closed under union, the set system S is closed from below, i.e., S=S.
Proposition 2.1. Let S ⊆ 2 be closed under union and intersection. Then so is S. If  is
monotone, submodular and continuous from below on S, then  can be uniquely extended onto
S such that the extension is likewise monotone and continuous from below.
Remark 2.1. D. Denneberg cites a paper from Dellacherie [5] with a proof of this proposition where
submodularity is not needed.
Let S ⊆ 2 be any set system and let  :S→ R+ be a monotone set function on S. De-ne ∗
by
∗(A) = inf{(B) :A ⊆ B∈S}; A∈ 2;
where glb(∅) =∞. The set function ∗ : 2 → R+ is the so-called outer set function of . It is the
greatest monotone extension of  onto the entire power set 2, i.e., f6 ∗ for any monotone set
function f on 2 with f|S = . The outer set function ∗ inherits many properties from , among
which those mentioned in the next proposition.
Proposition 2.2. Let  be a monotone set function on S ⊆ 2. Then
(i) ∗ is monotone;
(ii) if S is closed under union and intersection and closed from below, and  is continuous from
below, then ∗ is continuous from below.
The following result derives straightly from Proposition 2.2 and Remark 2.1 since for any S
which is closed under union the set system S is closed from below.
Proposition 2.3. Let S ⊆ 2 be closed under union and intersection and let  be a set function
on S. If  is monotone and continuous from below, then  can be extended onto the entire power
set 2 such that the extension is likewise monotone and continuous from below.
3. The measure of content
Let S ⊆ 2 be a set system on a given set . A set function  de-ned on S will be called a
measure of content if it is monotone. Note that measures of content are also called energy measure
[2]. A Choquet capacity is measure of content which is both continuous from below and continuous
from above.
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Let BI (R) denote the set of bounded and closed intervals of real numbers and let E denote the
set of -nite unions of elements of BI (R). The following remark will be helpful for the proof of the
next decomposition lemma.
Remark 3.1. The set system E is clearly the closure of BI (R) under union, i.e., E is the smallest
among the subsystems S of the power set 2R such that
BI (R) ⊆S;
E; E′ ∈S ⇒ E ∪ E′ ∈S:
Notice that E is closed under intersection. Its closure from below is the system of all countable
unions of closed and bounded intervals. Moreover, it is well known that every nonempty bounded
subset X of R has both a greatest lower bound glb(X ) and a least upper bound lub(X ). Note that for
nonempty bounded and closed intervals the greatest lower bound and least upper bound correspond
respectively to the least and the greatest elements. We have the following decomposition lemma.
Lemma 3.1. For every member E ∈E there is a unique sequence (Ei)06i6n of bounded and closed
intervals such that
(a) E0 = ∅ and Ei = ∅ for i¿ 1;
(b) lub(Ei)¡ glb(Ei+1) for 16 i6 n− 1;
(c) E =
⋃
06i6n Ei.
Intuitively, the lemma derives from the fact that the union of two intervals is
(i) a disjoint union of intervals if the two intervals are disjoint;
(ii) an interval otherwise.
However, we give hereafter a detailed proof in view of the important role this decomposition plays
in the sequel.
Proof. Let P(E) be the property: “E veri-es the Conditions (a)–(c) above”, depending on the
member E of E. Considering Remark 3.1, we prove P on E by structural induction, that is, we
prove P for members of BI (R) on the one hand, and, on the other hand, for the union of any two
members of E verifying P.
(a) For a member E of BI (R), n= 0 if E = ∅ and n= 1, i.e., E1 = E, else.
(b) Let F; F ′ ∈E such that P(F) and P(F ′), and let E=F ∪F ′. Then F=⋃ni=0 Fi and F ′=⋃n′i=0 F ′i .
If n=0 or n′=0, then E is casewise equal to
⋃n′
i=0 F
′
i or
⋃n
i=0 Fi. Assume both n and n
′ di.erent
from zero. If lub(F1)¡ glb(F ′1) or lub(F ′1)¡ glb(F1), then E1 is casewise equal to F1 or F ′1.
Else, let j1 be the greatest index comprised between 0 and n + 1, and let k1 be the greatest
index comprised between 0 and n′ + 1, such that
E′1 :=
⋃
166j1
166k1
(F ∪ F ′)
be an interval. Then E1 = E′1.
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Assume that E1; : : : ; Em, m¿ 1, are already determined. If
⋃
06i6m Ei=E, then we are done. Else,
if F ⊆ ⋃mi=0 Ei or F ′ ⊆ ⋃06i6m Ei, then Em+1 is casewise equal to F ′k or Fj, where k (resp. j) is
the least index such that F ′k (resp. Fj) does not intersect
⋃
06i6m Ei. Assume both F and F
′ not
contained in
⋃
06i6m Ei. If lub(Fj)¡ glb(F
′
k) or lub(F
′
k)¡ glb(Fj), then Em+1 is casewise equal to
Fj or F ′k . Else, let ju, u¿ 2, be the greatest index comprised between j − 1 and n + 1, and let ku
be the greatest index comprised between k − 1 and n′ + 1, such that
E′u :=
⋃
j66ju
k66ku
(F ∪ F ′)
be an interval. Then Em+1 = E′u. Clearly, the intervals Ei are uniquely de-ned (the intervals Fi and
F ′i are), are in a -nite number (the intervals Fi and F ′i are), and verify the required conditions.
In what follows, the sequence (Ei)06i6n will be referred to as the canonical decomposition of E.
For all 1¡i6 n we shall denote by Ei the interval de-ned by
Ei = [lub(Ei−1); glb(Ei)]:
Let now (Ei)06i6n be the canonical decomposition of some E ∈E. With respect to this decomposi-
tion, we de-ne the so-called relative length of Ei, 06 i6 n, by
relE(Ei) =


(Ei) if i6 1;
 (Ei)
(Ei)+1
+ (Ei) else;
where 06 6 1. If the meaning is clear from the context, the subscript E will be dropped and we
shall simply write rel(Ei) instead. To -x the ideas, let us consider the following example.
Example 3.1. Let E =
⋃
i Ei and E
′ =
⋃
j E
′
j where E1 = [0; 1], E2 = {2}, E3 = [3; 4], E4 = {5},
E5 = [8; 9] and where E′1 = {2}, E′2 = {4}, E′3 = {5}, E′4 = [6; 7], E′5 = [8; 9].
Observe that rel(E′1) = 0 whereas rel(E2) = (=2). Observe also that rel(E4) = rel(E′3) whereas
rel(E5) = (4 + 3)=4 and rel(E′5) = (2 + )=2. This example well shows how the relative length
depends on the decomposition context. Note that the relative length coincides with the usual length
if = 0. Moreover the following remarks can be directly drawn.
Remark 3.2. Assume that ¿ 0 and let (Ei)06i6n be the canonical decomposition of a given member
of E. Then
(1) rel(Ei) = (Ei) if and only if i6 1.
(2) If i¿ 1, then rel(Ei)¿ 0 whatever Ei is.
(3) If i¿ 1, then the larger (Ei), the larger rel(Ei)− (Ei) is.
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We now go on introducing the measure of content we propose. This measure of content is a
mapping c based upon the relative length of intervals and is de-ned on E by
c(E) =
n∑
i=0
rel(Ei);
where (Ei)06i6n is the canonical decomposition of E. The following remarks derive straightly from
this de-nition.
Remark 3.3.
(1) If = 0, then c is the restriction of the Lebesgue measure on E.
(2) Clearly, c is -nite since all the members of E are bounded.
In what follows, it will be assumed that ¿ 0. The conditions below clearly hold.
Proposition 3.1. Let E; E′ ∈E
(1) If min{lub(E); lub(E′)}¡max{glb(E); glb(E′)}, then c(E ∪ E′)¿ c(E) + c(E′);
(2) If min{lub(E); lub(E′)}=max{glb(E); glb(E′)}, then c(E ∪ E′) = c(E) + c(E′).
It follows from Condition (1) above that c is not subadditive, hence it is neither additive nor
submodular. Moreover, as can be observed through the next examples, neither of Condition (1) and
Condition (2) is necessary.
Example 3.2. In each of the following two cases, E =
⋃
i Ei and E
′ =
⋃
j E
′
j.
Case 1: E1 = [0; 1], E2 = [5; 6], E′1 = [2; 4].
Case 2: E1 = [0; 2], E′1 = {1}.
In the -rst case, c(E) = 2 + 4=5, c(E′) = 2, whereas c(E ∪ E′) = 4 + . In the second case,
c(E) = c(E ∪ E′) = c(E) + c(E′). If Case (1) above con-rms the nonsubadditivity of c, the next
example shows that c is no longer superadditive, hence not supermodular.
Example 3.3. Let E =
⋃
i Ei and E
′ =
⋃
j E
′
j where E1 = [0; 1], E2 = [4; 5] and E
′
1 = [
3
2 ;
7
2 ].
In this example, c(E) = 2 + 3=4, c(E′) = 2, whereas c(E ∪ E′) = 4 + 2=3.
For the proof of monotonicity of c, we need the following straightforward but instrumental lemma.
Lemma 3.2. For all positive reals p and q, we have
p+ q
p+ q+ 1
¡
p
p+ 1
+
q
q+ 1
:
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Proof. Assume, without loss of generality, that p6 q. Then p=(q+ 1)6p=(p+ 1) so that
p+ q
p+ q+ 1
¡
p+ q
q+ 1
6
p
p+ 1
+
q
q+ 1
:
Theorem 3.1. The mapping c de7ned above is monotone. Furthermore, c(E)¡ c(E′) whenever E ⊂
E′ and E′ not reduced to a singleton.
Proof. Let E and E′ be two members of E such that E ⊂ E′. The result goes by itself if E is
empty. Assume that E = ∅ and let (Ei)06i6n (resp. (E′i)06i6n′) be the canonical decomposition of
E (resp. E′). We shall consider three cases.
(a) If E′ is -nite, then E is -nite too and then two cases can be distinguished.
(a1) If glb(E′)¡ glb(E) or lub(E)¡ lub(E′), then, by Remark 3.2, c(E)¡ c(E′) since, in this
case, c(E′) equals c(E) plus at least the relative length of some E′i with i¿ 1.
(a2) If (glb(E); lub(E)) = (glb(E′); lub(E′)), then the fact that c(E)¡ c(E′) follows from Lemma
3.2.
(b) If E′ is an interval, then
c(E)¡(E′) = c(E′):
(c) If E′ is neither -nite nor an interval, then either there is a member E′i of the canonical
decomposition of E′ containing strictly at least one nonempty member of the canonical decomposition
of E or not. If there is no such E′i , then c(E′) equals c(E) plus at least the relative length of some
E′i with i¿ 1. Otherwise, let E′i1 be a member of the canonical decomposition of E
′ which strictly
contains at least one nonempty member of the canonical decomposition of E. Let Ei11 ; : : : ; Ei1k be
the nonempty members of the canonical decomposition of E strictly contained in E′i1 . Assume that
i11 is the least index among i11 ; : : : ; i1k . If i11 = 1, then
k∑
=1
rel(Ei1 )6 rel(E
′
i1):
Assume that i11 ¿ 1. Then i1¿ 1. If lub(E
′
i1−1)6 lub(Ei11−1), then
k∑
=1
rel(Ei1 )6 rel(E
′
i1):
Otherwise, the set
E(1) := E ∪ {lub(E′i1−1)}
veri-es
E ⊂ E(1) ⊆ E′
and is, by Lemma 3.2, such that
k∑
=1
rel(Ei1 )¡
k∑
=1
rel(E(1)i1+1)6 rel(E
′
i1):
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Reasoning in the same way on each member of the canonical decomposition of E′ strictly con-
taining at least one nonempty member of the canonical decomposition of E, it becomes clear that
c(E)¡ c(E′) and the theorem is proved.
We proved that c is a measure of content. We now go on proving that it is continuous from
below.
Theorem 3.2. The measure of content c is continuous from below.
Proof. Let (Ek)k¿1 be a sequence of members of E such that Ek ⊆ Ek+1 and E :=
⋃
k¿1 E
k ∈E. If
E = ∅ we are done since, in this case, Ek = ∅ for all k¿ 1. Assume that E = ∅ and let (Ei)16i6n
be its canonical decomposition. First of all, observe that, by monotonicity,
lim
k
c(Ek)6 c(E):
We then only need to prove the inequality limk c(Ek)¿ c(E). If n=1, two cases can be distinguished.
(1) If E is -nite, then there is u¿ 1 such that Ek = E for all k¿ u; hence
lim
k
c(Ek) = c(Eu) = c(E):
(2) Assume that E is not -nite. For all k¿ 1, set I k = E \ Ek . Clearly, for all k¿ 1, I k+1 ⊆ I k
and
⋂
k¿1 I
k = ∅. Now
(I k) + (Ek) = (E):
Then, for all k¿ 1,
(I k) + c(Ek)¿ (E)
since c(Ek)¿ (Ek). Hence
lim
k
c(Ek)¿ (E) = c(E)
since limk (I k) = 0. To complete the proof, it remains to check the case where n¿ 1. For each
i¿ 1, let (Ekij)16j6ik be the members of the canonical decomposition of E
k which are contained
in Ei and set Eki =
⋃
16j6ik E
k
ij . Then when n¿ 1 one can observe that showing the following is
suNcient to obtain the needed inequality:
∀i¿ 1: lim
k
c

 ⋃
16j6ik
Ekij

¿ c(Ei):
Now this is proved in (1) and (2) above.
As E is clearly closed under union and intersection, Proposition 2.3 ensures that c can be extended
onto 2R such that the extension is likewise monotone and continuous from below. For the proof of
the fact that c is continuous from above we need the following two lemmas.
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Lemma 3.3. Let (Ek)k¿1 be a sequence of members of E such that Ek+1 ⊆ Ek and let E :=⋂
k¿1 E
k ∈E. Let (Ei)06i6n be the canonical decomposition of E. Assume that n¿ 1. Then for all
k¿ 1 there is a sequence (Eki)16i6n such that
(a) Eki is a union of some members of the canonical decomposition of Ek ;
(b) Ei ⊆ Eki ;
(c) Eki ∩ Ekj = ∅ whenever Eki = Ekj ;
(d) E(k+1)i ⊆ Eki .
Proof. The sequence (Eki)16i6n can be constructed in the following way. Let (Ekj )06j6nk be the
canonical decomposition of Ek . If n=1, Ek1 =Ek . Assume that n¿ 1. If nk =1, Ek1 = · · ·=Ekn =Ek .
Assume that nk ¿ 1 and let u be the greatest among the indexes i¿ 1 such that Ei ⊆ Ek1 . If u= n,
Ek1 = · · ·= Ekn = Ek . If u¡n, then
Ek1 = · · ·= Eku =
⋃
16j6j1
Ekj ;
where j1 is such that Ekj1+1 ⊇ Eu+1. Assume now that Ek1 ; : : : ; Ekm be already constructed with m¡n
and let v be such that Ekv ⊇ Em+1. If n = m + 1, Ekm+1 =
⋃
v6j6nk E
k
j . Assume that n¿m + 1. If
nk = v, Ekm+1 = · · · = Ekn = Ekv . Assume that nk ¿v and let w be the greatest among the indexes i,
m+ 16 i6 n, for which Ei ⊆ Ekv . If w = n,
Ekm+1 = · · ·= Ekn =
⋃
v6j6nk
Ekj :
If w¡n, then
Ekm+1 = · · ·= Ekn =
⋃
v6j6l
Ekj ;
where l is such that Ekl+1 ⊇ Ew+1. It is then easily checked that the sequence (Eki) k¿1
16i6n
veri-es
conditions (a)–(d) above.
The following example can help on understanding the way the sequence (Eki)16i6n is constructed
in the proof above. To -x the ideas, we assume n = 4 and nk = 5, i.e., E =
⋃
06i64 Ei and E
k =⋃
06j65 E
k
j (Fig. 1).
Lemma 3.4. Let (Ek)k¿1, E and (Eki) k¿1
16i6n
be as in Lemma 3.3 above. For i = 1; : : : ; n − 1 and
for each k¿ 1 set
xi = (Ei+1) and xki =
{
0 if Eki+1 = Eki ;
glb(Eki+1)− lub(Eki) else:
Then for each i such that 16 i6 n− 1, limk xki = xi.
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Fig. 1. A sequence (Eki ).
Proof. Let 16 i6 n− 1 and let k¿ 1. Consider the intervals Ii and I ki de-ned by
Ii = Ei+1 and I ki =
{ ∅ if Eki+1 = Eki ;
[lub(Eki); glb(Eki+1)] else:
It is easily seen that, on the one hand, I ki ⊆ I (k+1)i , Ii =
⋃
k¿1 I
ki and, on the other hand, xi = (Ii)
and xki = (I ki). Then the result of the lemma derives from the continuity of  from below.
Theorem 3.3. The measure of content c is continuous from above.
Proof. Let (Ek)k¿1 be a sequence of members of E such that Ek+1 ⊆ Ek and let E :=
⋂
k¿1 E
k ∈E.
Let (Ei)06i6n be the canonical decomposition of E. First of all, observe that, by monotonicity,
lim
k
c(Ek)¿ c(E):
Let n = 0 and assume, a contrario, that limk c(Ek)¿ c(E) = 0. Then for all k¿ 1, Ek contains at
least two distinct points. Hence, it derives from the inclusion Ek+1 ⊆ Ek that there are two distinct
reals r1 and r2 belonging to each Ek . Whence {r1; r2} ⊆
⋂
k¿1 E
k = E, contradicting the fact that
n= 0. If n= 1, two cases can be distinguished.
(1) If E is -nite, the required equality is proved in the same way as for n= 0.
(2) If E is not -nite, consider the sequence (I k)k¿1 de-ned by
I k = hull(Ek) \ E:
Then it is easily seen that I k+1 ⊆ I k and ⋂k¿1 I k = ∅. Moreover, for all k¿ 1,
c(Ek)6 (hull(Ek)) = (I k) + (E):
Hence
lim
k
c(Ek)6 (E) = c(E);
since limk (I k) = 0.
To complete the proof of the theorem, assume that n¿ 1. According to Lemma 3.4, it suNces to
prove that for all i, 16 i6 n,
lim
k
c(Eki) = c(Ei):
Now this casewise proves as in (1) or (2) above.
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4. Generalization to Rn
In this section, we discuss a way of generalizing the proposed measure of content to Rn, n¿ 2.
Actually, we present the idea of a somewhat natural generalization in the case where n = 2. This
idea can easily be adapted for greater values of n.
Let E2 denote the set of -nite unions of bounded and closed intervals of R2. Recall that a bounded
interval of R2 is a set I for which there are points a; b∈R2, ai6 bi for i = 1; 2, so that
]a; b[ ⊆ I ⊆ [a; b];
where
]a; b[ := {x∈R2 : ai ¡xi ¡bi; i = 1; 2}
and
[a; b] := {x∈R2 : ai6 xi6 bi; i = 1; 2}:
The set [a; b] is a closed interval whereas the set ]a; b[ is a open interval. Let the Lebesgue measure
on R2 be here also denoted by . Recall that the two-dimensional volume (or surface) of I is
(I) = (b1 − a1)(b2 − a2):
For the generalization of the decomposition lemma given in Section 3, we need to recall the notion
of rectangular polygon in R2. A rectangular polygon in R2 is a (possibly one-sided) polygon with
only vertical or horizontal sides. Observing that E2 can be de-ned in the same way as we do for E
in Remark 3.1, The following proposition also proves by induction noticing that
(1) the union of two disjoint rectangular polygons is a disjoint union of rectangular polygons;
(2) the union of two intersecting rectangular polygons is a rectangular polygon.
Proposition 4.1. Every member E of E2 can be uniquely represented as a 7nite disjoint union of
rectangular polygons (Pi)16i6n. This representation will be referred to as the polygonal decompo-
sition of E.
Fig. 2 below shows the polygonal decomposition of an element, say E, of E2 represented by -ve
rectangular polygons P1, P2, P3, P4 and P5.
In what follows, the interval P4 will be assumed to be of unit surface. Then the Lebesgue measure
of E is (E) = 27.
Let P := (Pi)16i6n be the polygonal decomposition of a given member E of E2. Let D :=
(D1; : : : ; Dk) be the sequence of consecutive horizontal lines holding the horizontal sides in P. The
sequence D decomposes E in a unique sequence (Ei;j) 16i6k−1
06j6ni
of bounded and closed intervals such
that
(a) for all i, Ei;0 = ∅ and Ei;j = ∅ for j¿ 1;
(b) for all i and for all j¿ 1, Ei;j lies in the region delimited by the lines Di and Di+1;
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Fig. 2. An element of E2.
(c) for all i and for all 1¡j6 ni , Ei;j := hull(Ei;j−1 ∪Ei;j) \ (Ei;j−1 ∪Ei;j) is an interval such that
(Ei;j)¿ 0;
(d) E =
⋃
16i6k−1
06j6ni
Ei; j.
The sequence (Ei;j) 16i6k−1
06j6ni
will be called the horizontal (or 7rst) decomposition of E. With respect
to this decomposition, we associate with any interval Ei;j its relative surface de-ned by
rel1(Ei;j) =


(Ei;j) if i6 1;
 (Ei; j)
(Ei; j)+1
+ (Ei;j) else;
where 06 6 1. The horizontal decomposition based content (or horizontal content for short or
7rst content) of E is then de-ned by
c1(E) =
∑
16i6k−1
06j6ni
rel1(Ei;j):
Fig. 3 shows the horizontal decomposition of the set E depicted in Fig. 2.
Observe that the relative surface of E3;1 is 2 whereas that of E4;2 is 2+=2. The horizontal content
of E is 27 + 13=4.
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Fig. 3. The horizontal decomposition of an element of E2.
Let us now consider the sequence , := (,1; : : : ; ,l) of consecutive vertical lines holding the
vertical sides in P. The sequence , decomposes E in a unique sequence (E′i; j) 16i6l−1
06j6ni
of bounded
and closed intervals such that
(a) for all i, E′i;0 = ∅ and E′i; j = ∅ for j¿ 1;
(b) for all i and for all j¿ 1, E′i; j lies in the region delimited by the lines ,i and ,i+1;
(c) for all i and for all j¿ 1 , E′i; j := hull(E′i; j−1 ∪ E′i; j) \ (E′i; j−1 ∪ E′i; j) is an interval such that
(E′i; j)¿ 0;
(d) E =
⋃
16i6l−1
06j6ni
E′i; j.
The sequence (E′i; j) 16i6l−1
06j6ni
will be called the vertical (or second) decomposition of E. Likewise,
with respect to this second decomposition, we associate with any interval E′i; j its relative surface
de-ned by
rel2(E′i; j) =


(E′i; j) if i6 1;

(E′i; j)
(E′i; j)+1
+ (E′i; j) else;
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Fig. 4. The vertical decomposition of an element of E2.
where 06 6 1. The vertical decomposition based content (or vertical content for short or second
content) of E is then de-ned by
c2(E) =
∑
16i6l−1
06j6ni
rel2(E′i; j):
Fig. 4 shows the vertical decomposition of the set E depicted in Fig. 2.
Observe here also that the relative surface of E′1;3 is 1+ =2 whereas that of E′3;2 is 1+ 4=5. The
vertical content of E is 27 + 23=5.
Finally, the measure of content on E2 can be de-ned by
c = f(c1; c2);
where f is a nonnegative real-valued function de-ned on R2+. Notice that c1 and c2 should be
computed with the same value of . Observe that if f(x; y) = 12(x + y) then the content of the set
E in Fig. 2 will be c(E) = 27 + 157=40.
The sets F;G;H; K ∈E2 which are represented in Fig. 5 may help to have a good idea of the
di.erentiation capacity of the proposed measure of content. It should be noted that the Lebesgue
measure of each of these sets is null.
The vertical contents of F and G are both equal to 0 whereas their horizontal contents are
respectively 4=5 and 4=3. The horizontal contents of H and K are both equal to 4=3 whereas their
vertical contents are respectively 4=3 and 2=3. If we assume here also that f(x; y)= 12(x+y), then
the contents of F , G; H and K will be 2=5, 2=3, 4=3 and , respectively.
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Fig. 5. Elements of E2 with zero Lebesgue measure.
5. A class of content-based measures of comparison
Many measures of comparison have been proposed and studied, generally in a given framework
of application, see, e.g., [7,11–15]. In this paper we restrict ourselves in content-based measures of
comparison. We present a general form for these measures of comparison and suggest new ones.
Let S ⊆ 2 be a given set system. By a content-based measure of comparison on S will be
meant any mapping comp :S×S→ R such that comp(A; B) =fcomp((A∩B); (A \B); (B \A)),
for a given mapping fcomp :R+ × R+ × R+ → R and a measure of content  on .
Following [14], the mapping fcomp will be called the matching function associated with the mea-
sure of comparison comp. It should be noted that our de-nition corresponds to that of a so-called
-measure of comparison [3], the only di.erence lying in the fact that this one takes its values
in [0; 1] instead of R, as required in [14] for a matching function. Therefore, following [3], a
content-based measure of comparison will be termed a -measure of comparison when the related
measure of content is .
It should also be noticed that the same matching function can be associated with di.erent content-
based measures of comparison, depending on the related measure of content. The degree of discern-
ment of each of these measures of comparison will then depend on the degree of discrimination of
the related measure of content. More precisely, the more discriminant the measure of content, the
higher the distinguishing degree of the associated measure of comparison is. This makes us therefore
feel that content-based measures of comparison involving bounded sets of real numbers may take
advantage in using the measure of content we propose in the present paper.
Again following [14], a content-based measure of comparison comp will be said to be independent
if the following three equivalences hold for all u; v; w; u′; v′; w′:
(i) fcomp(u; v; w)¿fcomp(u; v′; w′) if and only if fcomp(u′; v; w)¿fcomp(u′; v′; w′);
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(ii) fcomp(u; v; w)¿fcomp(u′; v; w′) if and only if fcomp(u; v′; w)¿fcomp(u′; v′; w′);
(iii) fcomp(u; v; w)¿fcomp(u′; v′; w) if and only if fcomp(u; v; w′)¿fcomp(u′; v′; w′);
with u = (A ∩ B), v = (A \ B), w = (B \ A), u′ = (A′ ∩ B′), v′ = (A′ \ B′), w′ = (B′ \ A′),
for some A; B; A′; B′. As pointed out by Tversky [14], the independence condition can be interpreted
as expressing the following fact: the ordering of the joint e.ect of any two components (e.g.,
u; v vs. u′; v′) is independent of the -xed level of the third factor (e.g., w or w′). We will refer
to the equivalence (i) (resp. (ii), (iii)) above to as independence with respect to the -rst (resp.
second, third) factor. Thus a content-based measure of comparison is independent if and only if it
is independent with respect to each of the three factors.
For two sets A; B∈S, either we are interested in their resemblance or we are interested in their
dissemblance. Therefore, we distinguish two kinds of measures of comparison: those which evaluate
to which extent, for instance, A is similar to B or A and B are similar, and those which evaluate to
which extent, for instance, A di.ers from B or A and B di.er from each other. We agree to term
the former measures of similarity, and the latter, measures of dissimilarity.
Measures of similarity may be used, for instance, in deductive reasoning to evaluate to which
extent an observation satis-es a given rule. Measures of dissimilarity may be useful when, in the
retrieval step of a case-based reasoning system, no case is suNciently similar to the new case. It is
then interesting to be able to establish comparison with respect to di.erence between descriptions,
and to choose the least di.erent case from the new one.
5.1. Content-based measures of similarity
A content-based measure of similarity on S will be any content based measure of comparison
S such that
SIM: fS(u; v; w) is nondecreasing in u, nonincreasing in v and w.
Note that our de-nition of a -measure of similarity corresponds to that of what Bouchon-Meunier et
al. [3] call a -measure of similitude. Consequently, properties deriving from SIM and pointed out in
[3] for -measures of similitude are satis-ed by content-based measures of similarity. Among these
properties is the so-called -monotonicity de-ned below, a particular case of which is Tversky’s
monotonicity [14].
According to [3], a -measure of similarity S will be said to be -monotone if S(A; B)¿ S(A; C)
whenever (A ∩ B)¿ (A ∩ C), (A \ B)6 (A \ C) and (B \ A)6 (C \ A). Following [14], a
measure of similarity S will be said to be monotone if S(A; B)¿ S(A; C) whenever (A∩B) ⊇ (A∩C),
(A\B) ⊆ (A\C) and (B\A) ⊆ (C\A). Note that monotonicity implies the following natural condition
mentioned by De Baets et al. [1], related to an inclusion chain of three sets A; B; C:
A ⊆ B ⊆ C implies S(A; C)6min{S(A; B); S(B; C)}:
Next is a class of content-based measures of similarity. Let  be a given measure of content on S.
We assume  nonconstant. For A∈S and for ∈{0; 1}, let A denote the set de-ned by
A =
{
A if = 1;
∅ else:
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Then de-ne S = S1 by
S(A; B) =
((A ∩ B)) + 1− 
((A \ B)) + ((B \ A)1) + 1 ;
where ; ; 1∈{0; 1}.
It should be noted that the proposed matching function is inspired by both Tversky’s [14] contrast
model de-ned by
a(A ∩ B)− b(A \ B)− c(B \ A)
for some a; b; c¿ 0, and his ratio model de-ned by
(A ∩ B)
(A ∩ B) + a(A \ B) + b(B \ A)
for some a; b¿ 0, and which coincides with Jaccard’s [10] similarity coeNcient when (a; b)=(1; 1).
Moreover, it is easily observed that S satis-es the following properties.
(i) S is symmetrical, i.e. S(A; B) = S(B; A), if and only if  and 1 have the same value.
(ii) S is reHexive, i.e., S(A; A) = S(B; B), if and only if = 0.
(iii) For a given amount of information common to A and B and a given amount of information
contained in A and not in B, and for 1=1, the smaller the amount of information contained in
B and not in A, the larger S(A; B) is.
(iii’) For a given amount of information common to A and B and a given amount of information
contained in B and not in A, and for  = 1, the smaller the amount of information contained
in A and not in B, the larger S(A; B) is.
(iv) For a given amount of information contained in A and not in B and a given amount of in-
formation contained in B and not in A, and for  = 1, the larger the amount of information
common to A and B, the larger S(A; B) is.
Properties (iii)–(iv) have been mentioned in [3] in the general case of so-called -measures of
similitude. Indeed, they are valid for general content-based measures of similarity since, as observed
by Bouchon-Meunier et al. [3], they straightly derive from SIM. According to [1], S is locally
reHexive for all ; ; 1, that is, for A; B∈S: S(A; A)¿ S(A; B). Table 1 gives the explicit expressions
of the introduced measures of similarity. Note, for instance, that S100 coincides with the similarity
measure obtained when a, b and c are respectively set to 1, 0 and 0 in Tversky’s contrast model
[14].
In Table 2 the symbol y (denoting “yes”) indicates which of the proposed measures of similarity
are independent w.r.t. one or more factors.
If independence of S000, S010, S001, S011 and S100 is an obvious fact, we might prove why neither
S111 is independent nor S110 and S101 are independent w.r.t. the -rst factor. To prove nonindependence
of S111 w.r.t. the -rst factor, let u=0, u′=1, and let v; w; v′; w′ be such that v+w¿v′+w′¿ 0. Then
u=(v+w+1)¿ u=(v′+w′+1) whereas u′=(v+w+1)¡u′=(v′+w′+1). The nonindependence of both
S110 and S101 w.r.t. the -rst factor proves with a similar argument. To prove nonindependence of S111
w.r.t. the second factor, let u=3, v=0, w=2, u′=4, v′=1 and w′=3. Then u=(v+w+1)¿ u′=(v+w′+1)
whereas u=(v′+w+1)¡u′=(v′+w′+1). The nonindependence of S111 w.r.t. the third factor proves
with a similar argument.
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Table 1
Explicit expressions of the introduced measures of similarity
Similarity Expression Similarity Expression
S000 1 S010
1
(A \ B) + 1
S001
1
(B \ A) + 1 S011
1
(A \ B) + (B \ A) + 1
S100 (A ∩ B) S110 (A ∩ B)(A \ B) + 1
S101
(A ∩ B)
(B \ A) + 1 S111
(A ∩ B)
(A \ B) + (B \ A) + 1
Table 2
Independence of the proposed measures of similarity
Similarity First factor Second factor Third factor
S000 y y y
S010 y y y
S001 y y y
S011 y y y
S100 y y y
S110 y y
S101 y y
S111
5.2. Content-based measures of dissimilarity
Judgments of similarity and dissimilarity are generally assumed to be complementary in the sense
that the most two objects are judged similar, the less they are judged dissimilar, and vice versa.
Therefore, a de-nition of measures of dissimilarity may be obtained by simply taking the (order-)
dual of a de-nition of measures of similarity. In this respect, a content-based measure of dissimilarity
on S will be any content-based measure of comparison D such that
DIS fD(u; v; w) is nonincreasing in u, nondecreasing in v and w.
Monotonicity and -monotonicity are de-ned as follows. A -measure of dissimilarity D will be
said to be -monotone if D(A; B)¿D(A; C) whenever (A ∩ B)6 (A ∩ C), (A \ B)¿ (A \ C)
and (B \ A)¿ (C \ A). Following [14], a measure of dissimilarity D will be said to be monotone
if D(A; B)¿D(A; C) whenever (A ∩ B) ⊆ (A ∩ C), (A \ B) ⊇ (A \ C) and (B \ A) ⊇ (C \ A).
It follows clearly from DIS that every -measure of dissimilarity is -monotone. Moreover,
-monotonicity induces monotonicity which, in turn, implies the following natural condition related
to an inclusion chain of three sets A; B; C:
A ⊆ B ⊆ C implies D(A; C)¿max{D(A; B); D(B; C)}:
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Table 3
Explicit expressions of the introduced measures of dissimilarity
Dissimilarity Expression Dissimilarity Expression
D000 1 D010 (B \ A)
D001
1
(A ∩ B) + 1 D011
(B \ A)
(A ∩ B) + 1
D100 (A \ B) D110 (A \ B) + (B \ A)
D101
(A \ B)
(A ∩ B) + 1 D111
(A \ B) + (B \ A)
(A ∩ B) + 1
Due to the complementarity between similarity and dissimilarity judgments, every nonincreasing
function h of a similarity measure can, in general, be used to specify a dissimilarity measure, and
vice versa. Usual choices of h are of the type h(x)=(1+ x)−1 or, when the possible values of x are
bounded by some real x0, h(x) = x0 − x. Next is a class of content-based measures of dissimilarity,
some of them being related to certain of the previously proposed measures of similarity by the
relation D = (1 + S)−1 or S = (1 + D)−1:
D(A; B) = D1(A; B) =
((A \ B)) + ((B \ A)) + 1−max{; }
((A ∩ B)1) + 1 ;
where ; ; 1∈{0; 1}. It is also easily observed that D satis-es the following properties.
(i) D is symmetrical if and only if  and  have the same value.
(ii) D is reHexive for all ; ; 1 such that (; ; 1) = (0; 0; 1); moreover, for all A, D(A; A)=0 when
max{; }= 1.
(iii) For a given amount of information common to A and B and a given amount of information
contained in A and not in B, and for = 1, the larger the amount of information contained in
B and not in A, the larger D(A; B) is.
(iii′) For a given amount of information common to A and B and a given amount of information
contained in B and not in A, and for = 1, the larger the amount of information contained in
B and not in A, the larger D(A; B) is.
(iv) For a given amount of information contained in A and not in B and a given amount of in-
formation contained in B and not in A, and for 1 = 1, the smaller the amount of information
common to A and B, the larger D(A; B) is.
Table 3 gives the explicit expressions of the introduced measures of dissimilarity. Here also, one
may note, for instance, that D110 coincides with the opposite of the similarity measure obtained when
a, b and c are respectively set to 0, 1 and 1 in Tversky’s contrast model [14]. Moreover, in case of
an additive measure of content , D110 is the well-known symmetrical di.erence metric.
In Table 4 the symbol y indicates which of the proposed measures of dissimilarity are independent
w.r.t. one or more factors.
The nonindependence of D011 w.r.t. the third factor or that of D101 w.r.t. the second factor proves
with an argument similar to that used for the nonindependence of S111 w.r.t. the -rst factor. The
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Table 4
Independence of the proposed measures of dissimilarity
Dissimilarity First factor Second factor Third factor
D000 y y y
D010 y y y
D001 y y y
D011 y y
D100 y y y
D110 y y y
D101 y y
D111 y
nonindependence of D111 w.r.t. the second and third factors proves with an argument similar to that
used for the nonindependence of S111 w.r.t. the second factor.
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