In [8] , Kedlaya introduced an algorithm for computing the zeta function of a hyperelliptic curve over F p n of genus g ≥ 1, which was remarkable for having running time polynomial in g and n. Kedlaya did not discuss the dependence of the running time on p, and indeed at first it was thought that the algorithm would be practical only for very small primes.
Our main result is the following. Let ω denote the exponent of matrix multiplication; that is, ω is a real number such that m × m matrices over a ring R may be multiplied using O(m ω+ε ) ring operations in R for any ε > 0. Trivially one can take ω = 3; see [13] for the simplest example of a matrix multiplication algorithm that achieves ω < 3. Theorem 1.1. Let N ≥ 1, and suppose that p > (2N − 1)(2g + 1).
(1.1)
Then the entries of the above matrix may be computed to precision p N in time O(p 1/2 N 5/2 g ω n + N 4 g 4 n log p).
In particular, for fixed N, g and n, the running time is O(p 1/2 ).
Our new algorithm is therefore superior to Kedlaya's original algorithm for fixed g and N and large enough p, but inferior for fixed p and large enough N or g. The final step of Kedlaya's algorithm is to compute the characteristic polynomial of the above matrix, but the running time of this step is only logarithmic in p, and will not concern us further.
The purpose of the assumption p > (2N − 1)(2g + 1) is to simplify the analysis of denominators. It could be weakened somewhat, but the algorithm would become more complicated.
The author was motivated to develop this algorithm, not for point-counting purposes, but rather because of the role that the above matrix plays in the fast computation of p-adic heights of points on elliptic curves, as described in [10] . In that application, the parameter N plays quite a different role. In [8] , the aim is to compute the characteristic polynomial of Frobenius to sufficient precision that its exact value is pinned down by the Weil conjectures. Consequently Kedlaya takes N = O(gn) and expresses all running time estimates in terms of g and n alone. On the other hand, in [10] , there is no reason to tie N to n or g. Indeed, g = 1 for an elliptic curve, and taking n = 1 suffices to handle curves defined over Q. Rather, the choice of N ultimately depends on how accurately one wishes to determine the p-adic height. Therefore, in this paper we will analyze the dependence on N separately from that of n and g.
Our basic approach is the same as in [8] : starting with an explicitly given basis of differentials for the Monsky-Washnitzer cohomology, we compute a representation of the action of an explicitly chosen lift of Frobenius on each basis differential, and then we apply a reduction algorithm that uses the cohomology relations to express the images as linear combinations of the original basis elements, thereby obtaining the desired matrix. Kedlaya' s Algorithm in Larger Characteristic 3 However, our algorithm differs from that of [8] in two important respects. First, we make the key observation that the reductions in cohomology are given by formulae which may be interpreted as solving a linear recurrence with polynomial coefficients.
Therefore, instead of performing the reduction steps "one at a time", it becomes possible to use a baby-step/giant-step algorithm of Chudnovsky and Chudnovsky [2] to execute a whole sequence of reductions in far less time than it would take to perform the reductions consecutively.
Second, to exploit this idea we must use a different representation for the relevant differentials. The difficulty is that in [8] , the images of the basis differentials under Frobenius are approximated by series whose number of terms is at least linear in p, making it impossible to reach a running time proportional to p 1/2 . We will use instead a different series approximation whose number of terms depends only on g and N, not on p.
Rather than using the Chudnovskys' algorithm as they presented it, we take advantage of a modification due to Bostan, Gaudry and Schost [1] , that improves on the running time by a factor logarithmic in the length of the recurrence. In our setting this translates to a speedup of O(log(pN)), which for the feasible range of p is very significant.
The relationship between our algorithm and the paper [1] runs somewhat deeper.
As one of the principal applications of their improved techniques for solving recurrences, they give an algorithm for computing the zeta function of a hyperelliptic curve over a finite field. Their approach is quite different to Kedlaya's, relying on the representation of the entries of the Hasse-Witt matrix associated to the curve y 2 = f (x) as certain coefficients of the polynomial f (x) (p−1)/2 (mod p). They then use the Chudnovskys' idea to efficiently compute those selected coefficients, without computing the whole polynomial. It is striking that the Chudnovskys' algorithm plays such a central role in these two quite different approaches to computing zeta functions.
Our algorithm improves on the zeta function algorithm of [1] in several ways, all of which may be traced to our essentially p-adic viewpoint. Whereas we obtain the zeta function modulo p N for any N ≥ 1, their algorithm is only able to recover the zeta function modulo p, and they must then use other methods, such as -adic methods, to obtain further information [1, pp. 1800-1801]. Furthermore, they achieve a running time
Theorem 17], which falls behind our algorithm by a factor of g 3/2 (ignoring the term involving log p). The factor of g 3/2 may be accounted for as follows. In both our algorithm and the algorithm of [1] , it is occasionally necessary to divide by p. To prevent precision loss at these division steps, [1] are forced to lift from working modulo p to working p-adically, artificially introducing O(g) safety digits [1, p. 1798 ]. In our setting, the extra p-adic digits are "already there", and it is simply a matter of analyzing the propagation of p-adic error terms. This explains a factor of g. The remaining factor of g 1/2 is more technical; essentially it occurs because our "reduction matrices" (see §5)
have certain p-adic analyticity properties that reduce the total number of matrices we must compute (see §7.2.1).
Hubrechts [7] , following a suggestion of Lauder, recently showed how to combine Kedlaya's algorithm with Dwork's deformation theory to improve the asymptotic running time with respect to n (although the dependence on g becomes worse). It would be interesting to study whether our approach to handling large p is compatible with these developments.
Organization of the paper
In §2 we fix notation, and in §3 we outline Kedlaya's original algorithm. In §4 we give our alternative expression for the action of Frobenius on the appropriate differentials.
In §5 we reformulate certain cohomological reductions as linear recurrences. In §6 we give a slight generalization of the algorithm of [1] for solving linear recurrences. In §7 we describe the main algorithm, prove its correctness, and analyze its complexity. Finally, in §8 we give some examples of timings for an implementation of the algorithm.
Notation and setup
We will follow the notation of [8] fairly closely. Let p ≥ 3 be a prime, and let q = p n for some n ≥ 1. The finite fields with p and q elements are denoted by F p and F q . We denote by Q q the unramified extension of Q p of degree n, and by Z q its ring of integers.
Let Q ∈ F q [x] be a monic polynomial of degree 2g + 1 (g ≥ 1) with no multiple roots, so that the equation y 2 = Q(x) defines the (projective) hyperelliptic curve C/F q of interest. We select an arbitrary lift Q ∈ Z q [x] of Q(x), also monic and of degree 2g + 1.
(Note that in the application to computing p-adic heights [10] , the input data is actually Q itself, rather than just Q.)
this is the coordinate ring of the curve C obtained from C by removing the point at infinity and the points whose abscissae are the zeroes of Q(x). Let 
such that v p (a i,j ) → ∞ at least linearly in max(i, |j|).
We will work mainly in the module Ω − of differentials of A † over Q q on which the hyperelliptic involution acts by −1. Explicitly, these are expressions of the form s≥0 t∈Z a s,t x s y 2t dx/y,
where the a s,t are subject to the same decay condition as above. Two differentials ω, η ∈
We define the reduction of ω to be the unique differential η = B(x)dx/y, cohomologous
to ω, such that the degree of B ∈ Q q [x] is at most 2g − 1. The existence and uniqueness of η follows from the fact that {x i dx/y} 2g−1 i=0 forms a basis for the Monsky-Washnitzer cohomology [8, p. 329 ].
We lift the p-power Frobenius on F q to A † as follows. On Z q , we take the canonical Witt vector Frobenius. We set x σ = x p ,
and y σ = (y −σ ) −1 . The above series converges in A † (because Q(x) σ − Q(x) p is divisible by p), and the definition ensures that σ is an endomorphism of A † . We further extend σ to
A sketch of Kedlaya's original algorithm
In this section we will briefly describe Kedlaya's algorithm, paying particular attention to the dependence of the running time on p.
He begins by computing an approximation to y −σ of the form
where each A k has degree at most 2g. It is an approximation in two senses: it is truncated at a certain power of y −2 , and the coefficients are represented modulo p N , for some appropriately chosen N (slightly larger than N). Note that the time committed is already proportional to at least p, for the number of terms in the above series is about Np.
Next he takes the basis {x i dx/y} 2g−1 i=0 for the de Rham cohomology of A (actually, for its minus eigenspace under the hyperelliptic involution). Using the above series expansion of y −σ , he computes an approximation to the image of each basis element under Frobenius,
as a series of the form
where each F j has degree at most 2g, and where again the series have about Np terms.
For each i, he then applies a reduction algorithm to the terms on the right hand side of (3.2). At each step, he uses the identities y 2 = Q(x) and 2y dy = Q (x)dx, together with the fact that d(x s y t ) = 0 in cohomology for any s and t, to reduce the term F j (x)y −2j dx/y to a lower power of y −2 (or in some cases, y 2 ). The terms are swept up sequentially until reaching j = 0. At this point one has computed the reduction of σ(x i dx/y), whose coefficients give the (i + 1)-th column of the Frobenius matrix. The reduction step is performed once for each j, so again the total time is proportional to at least p.
The Frobenius action on differentials
As noted above, one of the barriers to making Kedlaya's algorithm run in time less than linear in p is that the series approximation for σ(x i dx/y) given by (3.2) has about Np terms. The following proposition gives a different approximation for σ(x i dx/y) that requires only O(N 2 g) terms; in particular, the number of terms does not depend on p.
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For 0 ≤ i < 2g, set
Then the reduction of T i agrees modulo p N with the reduction of σ(x i dx/y).
Proof. From (2.1) and (3.1) we obtain
has degree at most
By repeatedly dividing F(x) by Q(x) = y 2 , we may rewrite this as
has degree at most 2g.
We must show that the coefficients of the reduction of U k are divisible by p N , for all k ≥ N. The terms for which 0 ≤ j < (k + 1 2 )p may be handled by [8, Lemma 2], which shows that the reduction of F j (x)y −p(2k+1)+2j becomes integral on multiplication Lemma 3] . (Note: Lemma 3 as stated in [8] is incorrect. A corrected version is in the errata to [8] , and a proof is given in Lemma 4.3.5 of [4] .) For these j we find that the reduction of F j (x)y −p(2k+1)+2j dx becomes integral on multiplication by p m where
the last inequality again depending on (1.1).
D. Harvey
Consequently the terms in (4.2) for k ≥ N do not contribute modulo p N to the reduction of σ(x i dx/y), so we may ignore them. Therefore, let
We now replace Q(x) p by y 2p , use the binomial formula to expand (Q(x) σ − y 2p ) k , and write out the coefficients Q(x) σ explicitly in terms of the C j,r . After rearranging the summations, we obtain the representation for T i indicated in the statement of the proposition. have p-adically small coefficients. In our case however, one finds that the reduction of each term B j,r x p(i+r+1)−1 y −p(2j+1)+1 dx/y of T i generally contributes to all N digits of the coefficients of the reduction of T i , regardless of the value of r or j. In fact, even the sum of all terms for a given power of y −2 (that is, for a given j) contributes to all N digits. It is almost as if our algorithm ignores the decay conditions defining A † . Of course those decay conditions do play a role, by inducing hidden cancellations among the B j,r .
Horizontal and vertical reduction
Let s ≥ −1 and t ∈ Z. We define W s,t to be the Q q -vector space of differentials of the form
has degree at most 2g. In the case s = −1, we impose the additional condition that the constant term of F(x) must be zero (so that none of the differentials ever involve negative powers of x).
In §5.1 and §5.2 we will give maps between the various W s,t that send differentials to cohomologous differentials. The point is to give explicit formulae, so that the maps may be interpreted as defining linear recurrences. First we discuss "vertical" reductions, which map W −1,t to W −1,t−1 ; this is the main type of reduction that appears in [8] . Then we discuss "horizontal" reductions, which map W s,t to W s−1,t . The aim is to eventually reduce everything to W −1,0 , since this space consists of the differentials of the form G(x)dx/y, where G has degree at most 2g − 1.
We will generally identify elements of W s,t with vectors in Z 2g+1 q (or Z 2g q in the case s = −1), with respect to the basis {x i+s y −2t dx/y} 2g i=0 (or with respect to {x i y −2t dx/y} 2g−1 i=0 in the case s = −1).
Vertical reduction
Let 0 ≤ i < 2g and t ∈ Z. Since Q(x) has no repeated roots, we can find polynomials
(To get the integrality of R i and S i , we have used the assumption that p > 2g + 1, so that the leading coefficient of Q (x) is a unit.) Using the relation 2y dy = Q (x)dx, we have
Since d(S i (x)y −2t+1 ) is zero in cohomology, after a little algebra we find that This last relation may be rephrased in terms of the vector spaces W −1,t as follows.
be the linear map given by the 2g × 2g matrix whose (i + 1)-th column consists of the
Then for any ω ∈ W −1,t , we have
In other words, D V (t) −1 M V (t) is the reduction matrix for transporting a differential from W −1,t to a cohomologous differential in W −1,t−1 . Note that the entries of M V (t) are linear
We will be interested in iterating this process. For t 0 < t 1 , let
Similarly let
.
With this notation we obtain: 
where ∆ = 27b 2 + 4a 3 is the discriminant of the curve. Therefore
and so the matrix M V (t) is given by
Horizontal reduction
Let s ≥ 0 and t ∈ Z. In cohomology,
where P ∈ Z q [x] has degree at most 2g. After substituting this into the previous equation and rearranging, we obtain
be the linear map given by the matrix Then for any ω ∈ W s,t , we have
Proof. The bulk of the statement follows from (5.3). In addition, the constant term of
Note that, for a fixed choice of t, the entries of M t H (s) and D t H (s) are linear polynomials in Z q [s], and D t H (s) does not vanish for any s, since it is always odd. To iterate this process, we define, for −1 ≤ s 0 < s 1 ,
We obtain:
Example 5.6 (An elliptic curve). We compute D t H (s) and M t H (s) for the elliptic curve
Then M t H (s) is given by
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Algorithms for linear recurrences
The following theorem from [1] is not precisely what we will need, but it is close enough that we will be able to adapt it without difficulty. To state it, we need to introduce some notation from [1] . Let R be a commutative ring with identity. In this section we will work in an algebraic model of computation, so running times are measured by counting ring operations in R. We denote by M(d) the time required to multiply polynomials of degree 
ring operations in R.
The theorem we require is a little stronger. Using similar notation to the horizontal and vertical reduction matrices of §5, we define
14 D. Harvey for k < k . (Note that we have switched the ordering of the matrices from §5, to match the notation of [1] . It is trivial to adapt the algorithm to work in the opposite direction.)
Instead of just computing the images U K 1 , . . . , U K r of a single vector U K , our aim is to compute the matrices M(K i , L i ) for a sequence of intervals (K i , L i ). The following slight generalization of Theorem 6.1 achieves this.
be integers, and let s = log 4 K . Suppose that 2, 3, . . . , 2 s + 1 are invertible in R, and that
ring operations in R. Remark 6.3. When we prove the main complexity result (Theorem 1.1) we will ignore the distinction between the two terms in the above estimate. The key point is that the running time is soft-linear in √ K, and polynomial in m.
Proof. The algorithm is almost exactly the same as the one given in the proof of [1,
Theorem 15], so we will not spell out all the details. To explain it, we first give a very high-level sketch of their algorithm. In "Step 0", they compute a sequence of matrices To adapt this to our needs, we need only perform a little extra work. Given the input indices K i and L i , we compute the sequence (6.1), using the same method as [1] .
We now perform a refining step using the same algorithm as in [1] , but we will need to refine over more intervals. Suppose that K i lies in [k 1 H, (k 1 + 1)H] and that L i lies in
After computing the products M(k, k ) for each of these intervals, we must perform an additional 'gluing' step. Namely, each of our target intervals (K i , L i ) is a union of intervals (k, k ) for which M(k, k ) has been computed (either in Step 0 or in the refining step), and so we simply multiply together the M(k, k ) for those intervals, in the appropriate order.
To estimate the total time, we note first that our "
Step 0" is identical to their "
Step 0". The refining steps take at most twice as long as theirs, since we have at most doubled the number of intervals to be considered, and the lengths of those intervals satisfy the same bounds. One must also check the invertibility conditions in R; these are still satisfied since they depend only on the maximum length of the intervals, which has not changed. Finally, the extra gluing step consists of at most O( √ K) matrix multiplications,
, which fits within the required time bound.
The main algorithm
In this section we describe the main algorithm for computing the Frobenius matrix. The basic idea is to start with the approximation T i for σ(x i dx/y) given by Proposition 4.1, and then to use the reduction maps to push each term towards W −1,0 . Theorem 6.2 is used to efficiently compute the reduction maps. A similar argument applies to our algorithm, and since we have assumed p to be sufficiently large compared to g and N, it turns out that only one spare digit is 16 D. Harvey necessary. However, some caution is required. For example, the product of all the M t H (s) across a whole 'row' of the horizontal reductions will generally be zero modulo p N , and therefore one must interleave the multiplications by M t H (s) and divisions by D t H (s) in such a way that the denominators can "catch up with" the build-up of p-divisibility of the numerators. In §7.2 we perform a more detailed analysis, showing how to do almost all of the work with no spare digits at all. In practical terms, avoiding even this single extra digit yields enormous savings in time and memory when N is small. For the vertical reductions, at least in the case N > 1, this kind of analysis seems much more difficult, and consequently we will retain the spare digit.
Preliminaries
The algorithm works in two different rings, R 0 = Z q /(p N ) and R 1 = Z q /(p N+1 ). At certain stages we will need to compute a/b, where b is not a unit; we may take the result to be any c satisfying bc = a. We will see below that such divisions will always be possible in Z q when they occur, and that the errors introduced do not contribute to the final result modulo p N .
As a preliminary step, we compute the coefficients B j,r given in Proposition 4.1, for 0 ≤ j < N and 0 ≤ r ≤ (2g + 1)j, as elements of R 1 . Kedlaya's Algorithm in Larger Characteristic 17 where for convenience we declare that B j,r = 0 for r < 0. Note that T i,j,k ∈ W pk−1,t , where t = 1 2 ((2j + 1)p − 1).
Let us write T i as
T i = N−1 j=0 T i,j , T i,j = i+(2g+1)j+1 k=0 T i,j,k , T i,j,k = B j,k−i−1 x pk−1 y −p(2j+1)+1 dx/y,
Horizontal reduction phase
This phase is performed once for each 0 ≤ j < N; throughout this section we regard j as fixed.
Let t = 1 2 ((2j + 1)p − 1). The aim is to use the horizontal reduction maps to find differentials w i,j ∈ W −1,t that are cohomologous to T i,j , and whose coefficients are correct modulo p N , for 0 ≤ i < 2g.
Computing the reduction maps.
Let L = (2g + 1)j + 2g. We must first compute the horizontal reduction matrices
(Once computed, it may be convenient to lift them to R 1 , but it is only necessary to know them modulo p N .) This is accomplished in two steps. We will discuss M(k) only; the D(k) are handled entirely analogously.
The first and most time-consuming step is to use Theorem 6.2 to compute M(k) L) . To verify the invertibility hypotheses of Theorem 6.2, we must check that √ K + 1 < p, where K = L p − 2g − 2 is the total length of the interval containing all the reduction intervals. From (1.1) we know that Consider the matrix
which is a matrix of polynomials in s. Expanding as a Taylor series in s, we obtain
Then by simple linear algebra, the values of F(kp) (mod p N ) for 1 ≤ k ≤ N determine completely the values of F (i) (0)p i /i! for 0 ≤ i < N. Namely, we have
and the Vandermonde matrix is invertible modulo p (since p > N). After solving for the M(k) ). Namely, since t ≡ −1/2 (mod p) we have
which by Wilson's theorem is equal to For the purposes of constructing secure cryptosystems, it is useful to be able to determine the zeta function of a hyperelliptic curve C of low genus over a large prime field [3,
Ch. 23]. In particular one hopes to find a curve whose Jacobian order #J(C/F p ) is prime (or is a prime multiplied by a very small integer) and sufficiently large.
For genus three and four, we ran our implementation on a single curve over the largest prime field that seemed feasible with the given hardware. We were able to determine the zeta function for a curve whose Jacobian approaches a cryptographically useful size, although there is still a gap to overcome. Handling a genus two curve with a large enough Jacobian is clearly out of reach of this technique.
Thanks to Kiran Kedlaya for his assistance in using the MAGMA computer algebra system to perform some of the computations below. The order of the Jacobian over F p is 1427247682301531613968301082755745957628851920 ∼ 2 150 .
Genus four.
We computed the characteristic polynomial of Frobenius modulo p 2 for the curve y 2 = x 9 − 23x 8 + 19x 7 − 17x 6 + 13x 5 − 11x 4 + 7x 3 − 5x 2 + 3x − 2 defined over F p where p = 2 44 + 7. The running time was 45 hours, and peak memory usage was 34 GB.
This does not pin down the zeta function precisely, but it produces a short list of four candidates, which we checked in MAGMA by testing which proposed Jacobian order m satisfied mP = 0 for a number of random points P defined over F p . We found that the characteristic polynomial of Frobenius is (X 8 + p 4 ) + a 1 (X 7 + p 3 X) + a 2 (X 6 + p 2 X 2 ) + a 3 (X 5 + pX 3 ) + a 4 X 4 ,
where a 1 = 2394254, a 2 = 29576915959850, a 3 = 88182558522652238508, a 4 = 536178748943545477971279916.
The order of the Jacobian over F p is 95780984339838343855809310281601230464609800042292722 ∼ 2 176 .
