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Quasistatic nonlinear viscoelasticity and gradient flows
J. M. Ball∗and Y. S¸engu¨l†
Abstract
We consider the equation of motion for one-dimensional nonlinear viscoelasticity of
strain-rate type under the assumption that the stored-energy function is λ-convex, which
allows for solid phase transformations. We formulate this problem as a gradient flow,
leading to existence and uniqueness of solutions. By approximating general initial data
by those in which the deformation gradient takes only finitely many values, we show
that under suitable hypotheses on the stored-energy function the deformation gradient
is instantaneously bounded and bounded away from zero. Finally, we discuss the open
problem of showing that every solution converges to an equilibrium state as time t→∞
and prove convergence to equilibrium under a nondegeneracy condition. We show that this
condition is satisfied in particular for any real analytic cubic-like stress-strain function.
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1 Introduction
In this paper we study the special case of the equation for quasistatic one-dimensional nonlinear
viscoelasticity of strain-rate type given by(
σ(yx) + yxt
)
x
= 0, x ∈ (0, 1), (1.1)
with initial condition
y(x, 0) = y0(x). (1.2)
Here, y(x, t) is the deformed position at time t of a material point having position x in the
reference configuration, σ(·) = W ′(·) is the elastic part of the stress and
W (p) =
∫ p
1
σ(z) dz (1.3)
is the stored-energy function. In the case when the boundary conditions are
y(0, t) = 0, y(1, t) = µ > 0, (1.4)
equation (1.1) becomes, on setting p(x, t) = yx(x, t),
pt(x, t) = −σ(p(x, t)) +
∫ 1
0
σ(p(y, t)) dy, (1.5)
which is to be solved for initial condition
p(x, 0) = p0(x), (1.6)
where p0(x) = y0x(x), so that
∫ 1
0
p0(x) dx = µ. Our aim is to prove existence and uniqueness
of the solutions for (1.1), (1.4) and show that these solutions converge to equilibrium states as
time t tends to infinity. Although (1.5) is a family of identical ordinary differential equations
coupled together by a single average, it is by no means simple to analyze.
Starting from the general equation of motion for one-dimensional viscoelasticity of rate type
given, for constant density ρ > 0, by
ρytt =
(
σ(yx) + S(yx, yxt)
)
x
, (1.7)
(1.1) is obtained by setting ρ = 0, making the choice S(yx, yxt) = γyxt for the viscoelastic part
of the stress, where γ > 0, and scaling t so that γ = 1.
Equation (1.7) is a prototype for the study of the dynamics of microstructure observed
during solid phase transformations (see [S¸engu¨l, 2010] for an extensive explanation). The
main modelling assumption is that σ is not a monotonic increasing function, so that W is
not convex. This can be thought of as the simplest model of a viscoelastic solid, and it
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has been studied in many papers, for example [Dafermos, 1969], [Kuttler and Hicks, 1988],
[Antman and Seidman, 1996], where both existence and uniqueness were obtained (see also
[Potier-Ferry, 1981], [Potier-Ferry, 1982], [Demoulini, 2000], [Tvedt, 2008] for treatments in
three space dimensions). The study by [Ericksen, 1975] of the corresponding equilibrium
problem, which showed that a non-monotone σ could lead to reasonable predictions for one-
dimensional models of solid phase transformations, motivated much of this work.
The special case
ρytt = (σ(yx) + yxt)x (1.8)
corresponding to (1.1) but including inertia (i.e. ρ > 0), was considered by [Andrews, 1980],
[Andrews and Ball, 1982], [Pego, 1987] and others (see [Friesecke and Dolzmann, 1997] and
[Rybka, 1992] for three-dimensional versions). [Andrews, 1980] obtained an existence theory
for weak solutions under assumptions allowing for a non-monotone σ, based on a maximum
principle for yx. [Andrews and Ball, 1982] then studied the asymptotic behaviour of the solu-
tions as time t goes to infinity, obtaining convergence to equilibrium, but only in the sense of
Young measures, for both mixed boundary conditions
y(0, t) = 0, (σ(yx) + yxt)(1, t) = P, (1.9)
corresponding to the end x = 0 of the bar being fixed and the end x = 1 being subjected
to a force P , and displacement boundary conditions (1.4), in the latter more difficult case
under a nondegeneracy condition on σ (see Section 4). Motivated by the maximum principle of
Andrews, [Pego, 1987] reformulated (1.8) as a semilinear parabolic partial differential equation
coupled to an ordinary differential equation, and in this way proved convergence to equilibrium
in the energy norm under the boundary conditions (1.9). The case of convergence to equilibrium
for the boundary conditions (1.4) remains open in general, though as we remark in Section 5
this in fact follows from the method of Pego under the nondegeneracy condition.
The somewhat simpler equation (1.1), while presenting the same essential difficulties as
the equation with inertia (1.8), permits a somewhat simpler analysis, as well as stronger re-
sults. Under the assumption that W is λ−convex, that is W (p) + 1
2
λp2 is convex for some
λ > 0, we can apply the theory of λ−convex gradient flows of [Brezis, 1973] (as used in
[Mielke and Stefanelli, 2009], [Rossi and Savare´, 2006], [Ambrosio et al., 2005]) to prove exis-
tence and uniqueness for (1.5), (1.6) (see Section 3.4). However it proves convenient to use a
slightly different method based on the fact that (1.1) has solutions taking only finitely many
values that are described by a corresponding finite number of ordinary differential equations.
Passing to the limit in these equations, using the same estimates as Brezis, enables one not only
to prove existence and uniqueness for initial data p0 ∈ L2(0, 1), and to justify a natural ap-
proach to computing solutions, but also to prove universal bounds on the solutions independent
of the initial data. This procedure is carried out in Section 3.
Using these bounds we are able, exploiting Helly’s theorem to get relative compactness of
positive orbits as in [Serre, 2001], to establish convergence to equilibrium for the case of displace-
ment boundary conditions under a weakened nondegeneracy condition. In particular we prove
convergence to equilibrium for a real analytic cubic-like σ. The general analysis of the nonde-
generacy condition for real analytic σ having a finite number of critical points raises interesting
questions of algebraic geometry and complex analysis that will be addressed in a future paper.
Whether convergence to equilibrium holds in general, without any nondegeneracy condition,
seems to be a very difficult problem. Pego [Pego, 1992] proves that convergence to equilibrium
holds for solutions taking finitely many values, using the theorem of [Hale and Massatt, 1982],
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but for general solutions the motion of phase boundaries presents extra difficulties. We note
that a variational scheme for a three-dimensional version of (1.1) is discussed in [S¸engu¨l, 2010].
The problem of convergence to equilibrium for (1.1) is similar to that for the nonlinear
diffusion equation studied in [Novick-Cohen and Pego, 1991], and that of homogeneous oscil-
lations for a van der Waals fluid considered by [Serre, 2001]. In both papers a form of the
nondegeneracy condition or some other additional hypothesis is used. We may also consider
the n-dimensional form of (1.5)
ut = −σ(u) + 1|Ω|
∫
Ω
σ(u)dx, (1.10)
where Ω ⊂ Rn is a bounded domain with n-dimensional Lebesgue measure |Ω|. This is the
special case ε = 0 of the equation
ut = ε∆u− σ(u) + 1|Ω|
∫
Ω
σ(u)dx,
studied in [Rubinstein and Sternberg, 1992] (see also [Ward, 1996]) as a model for phase sepa-
ration, with, for example, σ(u) = u3 − u. They remark that this model can be obtained in the
limit α→ 0 from the modification of the Cahn-Hilliard equation
αut = ∆(σ(u)− ε∆u+ νut)
proposed by [Novick-Cohen, 1988], with the natural boundary conditions on ∂Ω given by
n · ∇(σ(u)− ε∆u− γut) = n · ∇u = 0
and the mass constraint ∫
Ω
u(x, t)dx = M.
In fact in (1.10) we may without loss of generality take n = 1 and Ω = (0, 1), so that our results
for (1.5) are also valid for (1.10). This is because of the result that a separable and non-atomic
measure space of measure one is isomorphic to the unit interval ([Halmos and von Neumann, 1942],
see also [Rudolph, 1990], [Aaronson, 1997]). So there is a one-to-one measure preserving map
ϕ : (0, 1) → Ω, where Ω is endowed with n-dimensional Lebesgue measure normalized so that
Ω has measure one. So the solution of (1.10) with initial data u(x, 0) = u0(x) is given by
u(x, t) = p(ϕ−1(x), t), where p is the solution of (1.5), (1.6) with initial data p0(x) = u0(ϕ(x)).
To avoid interpenetration of matter we require solutions of (1.1) to satisfy yx ∈ (0,∞). We
handle this by assuming that σ(p) → −∞ as p → 0+ and that yx(x, 0) > 0 a.e. in (0, 1).
We consider two sets of boundary conditions for (1.1), mixed and displacement. For mixed
boundary conditions (1.9) we assume without loss of generality that P = 0, since the case
P 6= 0 can be treated by replacing σ by σ − P . We analyze this easy case in Section 2. The
analysis helps motivate that carried out in Section 3 for the more difficult set of displacement
boundary conditions (1.4).
2 Mixed boundary conditions
In this section we consider equation (1.1) with the boundary conditions
y(0, t) = 0, (σ(yx) + yxt)(1, t) = 0. (2.1)
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Thus we have to solve
σ(yx(x, t)) + yxt(x, t) = 0, x ∈ (0, 1),
with y(0, t) = 0. Rewriting this equation in terms of p := yx, with p0(x) = yx(x, 0), the problem
becomes
(P )
pt(x, t) = −σ(p(x, t)) for x ∈ (0, 1),
p(x, 0) = p0(x),
from which y can be recovered from
y(x, t) =
∫ x
0
p(s, t) ds.
By a solution to the initial value problem (P ) on [0, T ], T > 0,we mean a function p(x, t) ∈
C([0, T ];L1(0, 1)), which, for almost every x ∈ (0, 1), is such that p(x, t) > 0 for t > 0,
σ(p(x, ·)) ∈ L1(0, T ), and satisfies the equality
p(x, t) = p0(x) −
∫ t
0
σ(p(x, τ)) dτ (2.2)
for all t ∈ [0, T ]. We have the following result for (P ).
Theorem 1. Assume that
(i) σ : (0,∞)→ R is locally Lipschitz continuous, i.e. for any C > 1 there exists a
positive constant L = L(C) such that |σ(p)− σ(q)| ≤ L(C) |p− q| whenever
1
C
≤ |p|, |q| ≤ C.
(ii) σ(p) > 0 for sufficiently large p.
(iii) σ(p)→ −∞ as p→ 0+.
Then, given any p0 ∈ L1(0, 1), p0 ≥ 0 a.e. x ∈ (0, 1), there exists a unique solution p to problem
(P ) in C([0,∞);L1(0, 1)).
Moreover there exists a continuous, nondecreasing function P1(t) > 0, independent of p0,
such that p(x, t) ≥ P1(t) for a.e. x ∈ (0, 1) and for all t > 0. If further∫ ∞
p++1
dz
σ(z)
< ∞ , where p+ is the largest root of σ, (2.3)
then there exists a continuous, nonincreasing function P2(t) <∞, independent of p0, such that
p(x, t) ≤ P2(t) for a.e. x ∈ (0, 1) and for all t > 0, and we have
p ∈ C((0,∞);L∞(0, 1)).
As t→∞,
p(x, t)→ p¯(x) for a.e. x ∈ (0, 1),
where p¯ ∈ L∞(0, 1) and σ(p¯(x)) = 0 for almost every x ∈ (0, 1).
Moreover
lim
t→0+
∫ 1
0
W (p(x, t)) dx =
∫ 1
0
W (p0(x)) dx. (2.4)
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Proof. By fixing x, we can reduce our problem to consideration of the ordinary differential
equation
p˙ = −σ(p) (2.5)
for p > 0. We have that p0(x) ≥ 0 a.e. x ∈ (0, 1). If p0(x) > 0, since σ is locally Lipschitz,
there exists a unique local solution p(x, t) ∈ C([0, T ]) of (2.5) with p(x, 0) = p0(x). Consider
now the interval [ε, C] ⊂ (0,∞) where ε > 0 is sufficiently small and C < ∞ is sufficiently
large. By assumptions (ii), (iii) it is clear that the direction field associated with (P ) points in
the positive direction at ε and in the negative direction at C. This shows that for (2.5) with
initial data p0,
p0 ∈ [ε, C] ⇒ p(t) ∈ [ε, C] for all t > 0. (2.6)
Therefore, p(x, t) is a global solution of (2.5). If p0(x) = 0 we can define p(x, t) as the unique
solution of ∫ p(x,t)
0
dz
σ(z)
= −t,
for which 0 < p(x, t) < C if t > 0 and σ(p(x, ·)) ∈ L1(0, T ). Since, for fixed t ≥ 0, p(x, t) is
for any ε > 0 a continuous function of p0(x) on the set {x ∈ (0, 1) : p0(x) ≥ ε}, it follows that
p(·, t) is measurable. Note that for a.e. x ∈ (0, 1) and all t ≥ 0 we have
|p(x, t)| = p(x, t) ≤ max{C, p0(x)}. (2.7)
Hence p(·, t) ∈ L1(0, 1) for all t ≥ 0. Let tj → t in [0,∞). Then by (2.7) and dominated
convergence we have p(·, tj) → p(·, t) in L1(0, 1). Thus we have a unique solution p(x, t) to
problem (P ).
To show the existence of the universal upper and lower bounds, it suffices to do this for the
ordinary differential equation (2.5). Let p− and p+ be the smallest and the largest roots of σ
respectively. For the lower bound, define for 0 < p < p−
g(p) :=
∫ p
0
−dz
σ(z)
.
Then, by assumptions (i) and (iii), we have that g is continuous, strictly monotonic increasing
on (0, p−) and g(p)→ 0 as p→ 0+. Let
P1(t) := min
{
p−, g−1(t)
}
. (2.8)
If p− ≤ p0, then p− ≤ p(t) for all t ≥ 0 so that P1(t) ≤ p(t). If, on the other hand, 0 ≤ p0 < p−,
then σ(p(t)) < 0 for all t > 0, since roots of σ are rest points. Hence
t =
∫ p(t)
p0
−dz
σ(z)
<
∫ p(t)
0
−dz
σ(z)
= g(p).
Therefore p(t) ≥ g−1(t), giving p(t) ≥ P1(t) in this case too.
For the upper bound define for p > p+
h(p) :=
∫ ∞
p
dz
σ(z)
.
6
Then, by (2.3), h(p) is well defined and by assumptions (i) and (ii), it is continuous, strictly
monotonic decreasing on (p+,∞) and h(p)→ 0 as p→∞. Let
P2(t) := max
{
p+ + 1, h
−1(t)
}
. (2.9)
Note that if p0 ≤ p+ + 1 then p(t) ≤ p+ + 1 for all t ≥ 0. Hence p(t) ≤ P2(t) if p0 ≤ p+ + 1. If,
on the other hand, p0 > p+ + 1, then σ(p(t)) > 0 for all t > 0. Hence∫ p0
p(t)
dz
σ(z)
= t,
and so
t <
∫ p0
p(t)
dz
σ(z)
+
∫ ∞
p0
dz
σ(z)
= h(p(t)),
so that p(t) ≤ h−1(t). Thus p(t) ≤ P2(t) also in this case.
Thus if (2.3) holds then
p(x, t) ∈ [P1(t), P2(t)] for t > 0, (2.10)
where P1(t) and P2(t) are given by (2.8) and (2.9) respectively. Therefore p(·, t) ∈ L∞(0, 1) for
t > 0. Moreover on any interval [T1, T2] ⊂ (0,∞), σ(p(x, t)) is bounded, which implies that
pt(x, t) is bounded and that there exists a constant C such that
|p(x, t)− p(x, s)| ≤ C |t− s| for all t, s ∈ [T1, T2].
Hence p : (0,∞)→ L∞(0, 1) is continuous.
For a.e. x ∈ (0, 1) we have that p(x, t) → p¯(x) for some root p¯(x) of σ. Since the roots of
σ are bounded, and since p¯(·) is measurable as it is the almost everywhere limit of a sequence
of measurable functions, we have that p¯ ∈ L∞(0, 1). By (2.7) and dominated convergence we
have p(·, t)→ p¯ in L1(0, 1).
Finally, note that for a.e. x ∈ (0, 1) we have
∂
∂t
W (p(x, t)) = −(σ(p(x, t)))2 ≤ 0.
Therefore (2.4) follows by monotone convergence (whether or not
∫ 1
0
W (p0(x)) dx <∞).
3 Displacement boundary conditions
In this section we consider (1.1) with displacement boundary conditions (1.4), which as we have
seen in the introduction is equivalent to the problem
pt(x, t) = −σ(p(x, t)) +
∫ 1
0
σ(p(y, t)) dy, (3.1)
(P ) p(x, 0) = p0(x) ≥ 0 a.e. x ∈ (0, 1),∫ 1
0
p(x, t) dx = µ > 0.
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Definition 1. We say that p = p(x, t) is a solution of the initial boundary-value problem (P )
on (0, 1)× [0, T ] if:
(i) p ∈ C([0, T ];L2(0, 1)), with p(·, 0) = p0(·),
(ii) p(x, t) > 0 for a.e. (x, t) ∈ (0, 1)× [0, T ], σ(p(·, t)) ∈ L1(0, 1) for a.e. t ∈ [0, T ] and
σ(p(x, t))−
∫ 1
0
σ(p(y, t)) dy ∈ L1(τ, T ) for a.e. x ∈ (0, 1) and all τ > 0,
(iii) p(x, t) = p(x, s)−
∫ t
s
(
σ(p(x, τ))−
∫ 1
0
σ(p(y, τ))dy
)
dτ for a.e. x ∈ (0, 1), for all
s, t > 0.
3.1 Assumptions
We make the following general assumptions on the elastic stress.
(H1) σ is locally Lipschitz continuous.
(H2) σ(p)→ −∞ as p→ 0+.
(H3) W (p) is convex for 0 ≤ p < θ, for some θ > 0.
3.2 Finite-dimensional initial data
In this section we study problem (P ) when the initial data is positive and takes finitely many
values. That is, we have
p0(x) =
N∑
i=1
p0i χEi(x), p0i > 0, (3.2)
where {Ei}Ni=1 is a partition of (0, 1) into disjoint measurable sets Ei with meas(Ei) = λi > 0
and
∑
i λi = 1. The corresponding solution depends on the partition chosen, in particular on
N. We denote this dependence by writing pN(x, t).
Theorem 2. Assume (H1)-(H3) hold and that the initial data p0 is of the form (3.2). Then
there exists a unique global solution pN(x, t) to (P ) given by
pN(x, t) =
N∑
i=1
pi(t)χEi(x), pi(0) = p0i > 0. (3.3)
Proof. Substituting pN(x, t) into problem (P ) gives
p˙i(t) = −σ(pi(t)) +
N∑
j=1
λj σ(pj(t)), 1 ≤ i ≤ N (3.4a)
pi(0) = p0i > 0,
N∑
j=1
λjpj(t) = µ. (3.4b)
Note that (3.4a) is a finite system of ordinary differential equations with locally Lipschitz right-
hand sides for pi > 0.Hence, by the Picard-Lindelo¨f Theorem (see, for example, [Hartman, 2002]),
it possesses a unique solution pi(t) ∈ C([0, T ]), 1 ≤ i ≤ N, for sufficiently small T . This proves
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that pN(x, t) is a well-defined, unique local solution to problem (P ) with initial data satisfying
(3.2).
On the maximal interval of existence [0, tmax) we have
∑
λjpj(t) =
∑
λjpj(0) and so each
pj(t) is uniformly bounded. Furthermore, if pm(0) < pn(0) then pm(t) < pn(t) for 0 ≤ t < tmax,
since otherwise there would be some s with pm(s) = pn(s) and we can solve the equation
q˙ = −σ(q) + c(t),
with c(t) =
∑N
j=1 λj σ(pj(t)), backwards in time to get a contradiction. Assume tmax < ∞.
Then by standard properties of ordinary differential equations minj pj(t)→ 0 as t→ tmax. Let
i, k be such that p0i ≤ p0j ≤ p0k for all j. Then, by the above ordering property,
pi(t) ≤ pj(t) ≤ pk(t) for all j and t ∈ [0, tmax).
Therefore pi(t) → 0 as t → tmax. Since µ > 0 we may assume without loss of generality
that θ < µ. So pk(t) ≥
∑N
j=1 λjpj(t) = µ > θ. Since pj(t) is uniformly bounded there is a
constant K ∈ R such that σ(pj(t)) > K whenever pj(t) ≥ θ. For t sufficiently close to tmax
we have that K ≥ σ(pi(t)). For such t either pj(t) < θ, in which case by (H3) we have that
σ(pj(t))− σ(pi(t)) ≥ 0, or pj(t) ≥ θ, when σ(pj(t))− σ(pi(t)) > K − σ(pi(t)) ≥ 0. Hence, since
pk(t) > θ,
p˙i(t) =
N∑
j=1
λj(σ(pj(t))− σ(pi(t))) > 0,
contradicting pi(t)→ 0.
3.2.1 The Lower Bound
In this subsection we prove that, independently of the initial data and N , pN(x, t) is instanta-
neously bounded away from zero. We make the following additional assumptions, the first of
which strengthens (H3):
(L1) There exists a constant α such that σ′(p) ≥ α > 0 for 0 ≤ p < θ, for some θ > 0.
(L2) There exists a constant c such that
σ(p)
p
≥ c > 0 for p > 1/θ.
Proposition 1. Assume that (H1), (H2), (L1) and (L2) hold. Then there exist positive con-
stants C and ε0 such that
σ(p)− σ(δ)
p− δ > C for all 0 < p 6= δ, 0 < δ ≤ ε0.
Proof. If the assertion was false, then it would in particular be false for C = ε0 =
1
j
for all j,
and there would exist sequences pj 6= δj ≤ 1j such that
σ(pj)− σ(δj)
pj − δj ≤
1
j
for all j. (3.5)
We can suppose that pj → p∞ ∈ [0,∞] as j → ∞. Then we need to check three cases
separately.
(i) p∞ = 0 : In this case by (L1) we have
σ(pj)− σ(δj)
pj − δj ≥ α > 0 for all j,
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contradicting (3.5).
(ii) 0 < p∞ < ∞ : In this case σ(pj) also stays finite by assumption (H1). Therefore, by
(H2) we get
σ(pj)− σ(δj)
pj − δj → ∞ as j →∞,
contradicting (3.5) again.
(iii) p∞ = ∞ : In this case by (H2) and (L2) we immediately obtain
σ(pj)− σ(δj)
pj − δj ≥
σ(pj)
pj
(
1− δj
pj
) ≥ c > 0 as j →∞,
which contradicts (3.5).
We now prove existence of a global lower bound.
Theorem 3. Assume (H1), (H2), (L1) and (L2) hold. Then, there exists a continuous, non-
decreasing (t), independent of N , with (0) = 0 and 0 < (t) < µ for t > 0, such that for any
solution pN(x, t) to problem (P ) of the form (3.3) we have pi(t) > (t) for all i and all t > 0.
Proof. Choose 0 sufficiently small so that Proposition 1 holds, and such that 0 < θ, 0 < µ and
σ(p) > σ(0) for all p > 0 (the latter is possible by (H2) and (L2)). Let t0 =
1
C
log
(
µ
µ−0
)
> 0,
where C is as in Proposition 1. Define
(t) =

µ(1− exp(−Ct)), t ≤ t0,
0, t > t0.
We know that pi(0) > 0 = (0) for all i. Suppose that the result is false. Let t¯ > 0 be the least
value of t with mini pi(t) = (t). Suppose that pi1(t¯) = · · · = piM (t¯) = (t¯) and that pj(t¯) > ε(t¯)
for j 6= ir, 1 ≤ r ≤M . We have M < N since
∑
λjpj(t¯) = µ and 0 < µ. Then we have
p˙i1(t¯) =
N∑
j=1
λj
(
σ(pj(t¯))− σ(pi1(t¯))
)
.
Case 1: Assume t¯ ≤ t0 so that (t¯) ≤ 0.Then,
p˙i1(t¯) =
N∑
j=1
j 6=ir
λj
(σ(pj(t¯))− σ(pi1(t¯)))
pj(t¯)− pi1(t¯)
(pj(t¯)− pi1(t¯))
> C
N∑
j=1
λj (pj(t¯)− (t¯))
= C(µ− (t¯)) = Cµ exp(−Ct).
But pi1(t) > (t) for 0 < t < t¯. So p˙i1(t¯) ≤ ˙(t¯) = µC exp(−Ct) giving a contradiction.
Case 2: Assume t¯ > t0. Then (t¯) = 0 and
p˙i1(t¯) =
N∑
j=1
λj
(
σ(pj(t¯))− σ(0))
)
.
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For j = i1, . . . , iM we have pj(t¯) = 0, and for j 6= ir we have pj(t¯) > 0 giving σ(pj(t¯)) > σ(0).
Hence p˙i1(t¯) > 0. However pi1(t) ≥ 0 for t0 ≤ t ≤ t¯, which implies p˙i1(t¯) ≤ 0, giving a
contradiction.
Weaker Lower Bounds
It is worth noting that one can obtain weaker bounds under somewhat weaker hypotheses.
Proposition 2. Assume that (H1), (H2), (L1) hold and that σ is bounded from below for large
p. Then, for m > 0 sufficiently small, p0j ≥ m for all j implies pj(t) ≥ m for all j.
Proof. Observe first that for any r sufficiently small we have
(σ(r)− σ(q))(r − q) > 0 for all q 6= r. (3.6)
This is because otherwise there would exist sequences rj → 0 and qj 6= rj with
(σ(rj)− σ(qj))(rj − qj) ≤ 0 for all j.
Therefore if qj → 0, by (L1) we get a contradiction. Note that by (H2) σ(rj) → −∞. If qj is
bounded and bounded away from zero, then rj − qj stays negative and so does σ(rj) − σ(qj),
and we get a contradiction. If qj →∞, then by the assumption that σ is bounded from below
we again get a contradiction.
Now suppose that m > 0 is sufficiently small, that pj(0) ≥ m for all j, but that there exist
i and t¯ > 0 such that pi(t¯) < m. Since there must be such a t¯ at which minj pj is strictly
decreasing, we may assume that pj(t¯) ≥ pi(t¯) for all j and that pi(t¯) ≤ 0. But
p˙i(t¯) =
∑
j∈S(t¯)
λj
pj(t¯)− pi(t¯)(σ(pj(t¯))− σ(pi(t¯)))(pj(t¯)− pi(t¯))),
where S(t¯) = {j : pj(t¯) > pi(t¯)}, which is not empty since
∑
j λjpj(t¯) = µ and m is small.
Hence by (3.6) with q = pi(t¯), r = pj(t¯), r 6= q we obtain p˙i(t¯) > 0, giving a contradiction.
3.2.2 The Upper Bound
In this section we show that, independently of the initial data and N , pN(x, t) is instantaneously
bounded and stays bounded for all times. We assume that
(U1) W (p) is strictly convex for p sufficiently large.
(U2) σ(p) > 0 for p sufficiently large, and
∫ ∞
p++1
dz
σ(z)
< ∞, where p+ is the largest root of σ
(which is in fact the assumption (2.3) in Theorem 1).
Lemma 1. Assume (H2), (U1) and (U2) hold. Then,
σ(p)
p
→ ∞ as p→∞ (3.7)
(so that also (L2) holds).
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Proof. First note the existence of p+ follows from (H2) and the first part of (U2). By (U1) we
have that σ(p) ≥ σ(z) if p ≥ z and z is sufficiently large. Hence∫ p
p
2
1
σ(z)
dz ≥ p
2σ(p)
,
and the left-hand side tends to 0 as p→∞, proving the claim.
Lemma 2. Assume (H1), (H2), (U1) and (U2) hold. Then for all sufficiently large γ > 0 and
0 < p ≤ γ we have
σ(γ)
2µ
>
σ(p)
p
− σ(γ)
γ
.
Proof. If the assertion was false, then there would exist sequences γj → ∞ and pj with 0 <
pj ≤ γj satisfying
σ(γj)
2µ
≤ σ(pj)
pj
− σ(γj)
γj
for all j. (3.8)
We may assume that pj converges, possibly to +∞, and so need to look at the following cases:
(i) pj → 0 : In this case, (H2) and (3.7) immediately imply that the right-hand side of (3.8)
goes to −∞ as j → ∞. On the other hand, by (U2), the left-hand side is positive, giving a
contradiction.
(ii) pj → k > 0 : In this case, by (H1), we know that σ(pj)pj stays bounded as j → ∞ and
hence, by (3.7), the right-hand side goes to −∞. Again, by (U2), the left-hand side is positive,
giving a contradiction.
(iii) pj →∞ : By (U1) and the fact that pj < γj we obtain
σ(pj)
2µ
≤ σ(γj)
2µ
≤ σ(pj)
pj
− σ(γj)
γj
<
σ(pj)
pj
,
giving a contradiction.
We now prove the main result of this subsection which is the existence of a uniform upper
bound.
Theorem 4. Assume (H1)-(H3), (U1) and (U2) hold. Then there exists a continuous, nonin-
creasing function E(t) for t > 0, independent of N , with limt→0E(t) =∞ and E(t) > µ for all
t > 0, such that for any solution pN(x, t) to problem (P ) of the form (3.3) we have pi(t) < E(t)
for all i and all t > 0.
Proof. For M > 0 sufficiently large, we define
g(E) :=
∫ E
M
dz
σ(z)
2z
(z − 2µ) . (3.9)
Then g is strictly increasing on [M,∞) and g(∞) := t0 <∞. Let
E(t) =

g−1(t0 − t), t ≤ t0,
M, t > t0.
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Suppose that the claim is false. Then, there exists a least t¯ > 0 with pi(t¯) = E(t¯) for some i.
Note that E(t) is continuous and nondecreasing, and that E(t) ≥ M for all t > 0. From (3.4)
we obtain
p˙i(t¯) = −σ(E(t¯)) +
N∑
j=1
λj σ(pj(t¯)).
If t¯ ≤ t0, then by Lemma 2 we have
σ(pj(t¯))
pj(t¯)
<
σ(E(t¯))
2µ
+
σ(E(t¯))
E(t¯)
.
Therefore,
p˙i(t¯) < −σ(E(t¯)) +
N∑
j=1
λjpj(t¯)
(
σ(E(t¯))
2µ
+
σ(E(t¯))
E(t¯)
)
= −σ(E(t¯))
2
+ µ
σ(E(t¯))
E(t¯)
= −σ(E(t¯))
2E(t¯)
(E(t¯)− 2µ).
Note that g(E(t)) = t0 − t for t ≤ t0. Hence g′(E(t))E˙(t) = −1. That is,
E˙(t¯) = −σ(E(t¯))
2E(t¯)
(E(t¯)− 2µ).
However, p˙i(t¯) ≥ E˙(t¯), giving a contradiction.
If t¯ > t0 on the other hand, then E(t¯) = M and
p˙i(t¯) =
N∑
j=1
λj(σ(pj(t¯))− σ(E(t¯))).
Since M is sufficiently large, we have σ(pj(t¯)) ≤ σ(E(t¯)) for all j, with strict inequality for
some j. Hence p˙i(t¯) < 0. However pi(t) ≤ M for t0 < t < t¯. Therefore p˙i(t¯) ≥ 0, giving a
contradiction.
3.3 General initial data
We now consider solutions of problem (P ) for general nonnegative initial data p0 ∈ L2(0, 1).
3.3.1 λ-convexity
We are particularly interested in λ-convex functionals, which are quadratic perturbations of
convex functionals.
Definition 2. Let K be a convex subset of a normed linear space V with norm ‖ · ‖. Then a
function φ : K → R ∪ {+∞} is λ-convex if
v 7→ φ(v) + λ
2
‖v‖2 is convex for some λ ≥ 0. (3.10)
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We now show that some of our assumptions imply λ-convexity.
Proposition 3. Assume (H1), (H3) and (U1) hold. Then W is λ-convex on [0,∞) for some
real λ > 0.
Proof. W is λ-convex if and only if z 7→ W ′(z) +λz is nondecreasing on (0,∞) for some λ > 0.
For any sufficiently small θ > 0, we know by (U1) and (H3) that if p ≤ θ or p ≥ 1/θ, then
W ′(p) is nondecreasing. Hence W ′(p) + λ p is nondecreasing for such values of p for any λ > 0.
If, on the other hand, p, q ∈ (θ, 1/θ) with p > q, then by (H1) we obtain
W ′(p) + Lp−W ′(q)− Lq ≥ 0,
where L = L(θ) > 0 is the Lipschitz constant for σ. Choosing λ = L gives the result.
We will follow a similar method to that of [Brezis, 1973] for the analysis of the evolution
equations associated with monotone operators. Before stating the main result, we prove the
following technical lemma using λ-convexity.
Lemma 3. Assume that W is λ-convex with corresponding λ ≥ 0. Then, for any p > 0, q > 0,
we have (
σ(p)− σ(q))(p− q) ≥ −λ (p− q)2.
Proof. Since W is λ-convex for λ ≥ 0, we have W ′(p) + λ p is nondecreasing in p. Therefore,
without loss of generality taking p > q, we have
W ′(p) + λ p ≥ W ′(q) + λ q ⇔ (σ(p)− σ(q)) (p− q) ≥ −λ (p− q)2
as claimed.
Proposition 4. Assume (H1)-(H3) and (U1) hold, and
p0N → p0 in L2(0, 1) as N →∞, (3.11)
where p0N =
∑N
i=1 λ
N
i χENi is of the form (3.2), with corresponding solution pN = pN(x, t)
satisfying (P ). Then, there exists a p = p(x, t) with p(0) = p0 such that
pN → p in C([0, T ];L2(0, 1)) as N →∞. (3.12)
Proof. Take pN and pM satisfying (P ) with corresponding initial data p0N and p0M . Then from
(3.1) we obtain(
pN(x, t)− pM(x, t)
)
t
= −(σ(pN(x, t))− σ(pM(x, t)))+
+
∫ 1
0
(
σ(pN(y, t))− σ(pM(y, t))
)
dy.
By the boundary conditions, this implies
1
2
d
dt
∫ 1
0
| pN(x, t)− pM(x, t) |2 dx =
= −
∫ 1
0
(σ(pN)− σ(pM))(pN − pM) dx+
+
(∫ 1
0
(pN − pM) dx
) (∫ 1
0
(σ(pN)− σ(pM)) dy
)
= −
∫ 1
0
(σ(pN)− σ(pM))(pN − pM) dx.
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Hence by Proposition 3 and Lemma 3 we obtain
1
2
d
dt
∫ 1
0
|pN(x, t)− pM(x, t)|2 dx ≤ λ
∫ 1
0
|pN(x, t)− pM(x, t)|2dx.
By Gro¨nwall’s inequality this gives∫ 1
0
|pN(x, t)− pM(x, t)|2 dx ≤ exp(2λt)
∫ 1
0
|p0N(x)− p0M(x)|2 dx . (3.13)
By (3.11) this shows that pN is a Cauchy sequence in C([0, T ];L
2(0, 1)) and so converges to p
with p(0) = p0 proving that (3.12) holds.
Theorem 5. Assume that (H1) and (H2) hold, W is λ-convex and
p0 ∈ L2(0, 1), p0(x) ≥ 0 for a.e. x ∈ (0, 1),
∫ 1
0
p0(x) dx = µ. (3.14)
Then there exists a unique solution p = p(x, t) to problem (P ), and the map (p0, t) 7→ p(·, t) is
continuous from L2(0, 1)× [0,∞) to L2(0, 1). Furthermore, p satisfies the energy equation∫ 1
0
W (p(x, t)) dx =
∫ 1
0
W (p(x, τ)) dx−
∫ t
τ
∫ 1
0
p2s(x, s) dx ds (3.15)
for any t ≥ τ > 0.
Proof. (Existence) Since p0 is nonnegative and measurable there exists a nondecreasing se-
quence q0N of nonnegative measurable functions, each taking only N values, not necessarily dis-
tinct, each on sets of positive measure, converging to p0 almost everywhere (cf. [Bartle, 1995]).
Thus
∫ 1
0
q0N dx→ µ and so
p0N = µ
(
q0N +
1
N∫ 1
0
q0N dx+
1
N
)
defines a sequence of strictly positive functions of the form (3.2) satisfying
∫ 1
0
p0N dx = µ and
p0N → p0 in L2(0, 1). By Proposition 4 we know that this implies the existence of a p = p(x, t)
such that (3.12) is satisfied. It is therefore enough to show that p(x, t) satisfies the conditions
in Definition 1. From Proposition 3 we know that W is λ-convex for some λ > 0. Hence, we
have
W (µ) +
λ
2
µ2 ≥ W (pN) + λ
2
p2N + (µ− pN)(σ(pN) + λ pN).
Integrating with respect to x gives∫ 1
0
W (pN) dx ≤ W (µ)− λ
2
µ2 +
λ
2
∫ 1
0
p2Ndx−
d
dt
1
2
‖pN − µ‖22.
Integrating with respect to time we obtain∫ T
0
∫ 1
0
W (pN)dx dt ≤ T
(
W (µ)− λ
2
µ2
)
+
λ
2
∫ T
0
∫ 1
0
p2Ndx dt
−1
2
‖pN(T )− µ‖22 +
1
2
‖pN(0)− µ‖22.
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Since pN is bounded in C([0, T ];L
2(0, 1)), for any finite T we have that the right-hand side of
the above inequality is bounded. Therefore,∫ T
0
∫ 1
0
W (pN)dx dt ≤M <∞ (independent of N). (3.16)
On the other hand, denoting the inner product in L2(0, 1) by (·, ·), for each t > 0 we have
t ‖p˙N‖22 = −
(
t p˙N , σ(pN)−
∫ 1
0
σ(pN)dy
)
= −t d
dt
∫ 1
0
W (pN) dx.
Integrating both sides with respect to time gives∫ T
0
t ‖p˙N‖22dt = −
∫ T
0
[
d
dt
(
t
∫ 1
0
W (pN)dx
)
−
∫ 1
0
W (pN)dx
]
dt
=
∫ T
0
∫ 1
0
W (pN)dx dt− T
∫ 1
0
W (pN(x, T )) dx.
By (3.16) the first term is bounded. But λ-convexity implies that W (p) + λp2 is bounded
from below for sufficiently large λ > 0. Hence, the second integral is also bounded from below
independently of N . As a result we obtain∫ T
0
t
∫ 1
0
(
σ(pN)−
∫ 1
0
σ(pN)dy
)2
dx dt ≤ C(T ) <∞, (3.17)
where C(T ) > 0 is a constant depending on T. Let us define Q := (τ, T )× (0, 1) where τ > 0.
From (3.17) we immediately have that for an appropriate subsequence, not relabelled,
σ(pN)−
∫ 1
0
σ(pN)dx ⇀ χ in L
2(Q), (3.18)
where
∫ 1
0
χ(x, t) dx = 0 for a.e. t ∈ (τ, T ). Suppose v ∈ L2(Q) is such that ∫ 1
0
v(x, t) dx = µ
and σ(v(·, t)) ∈ L1(0, 1) for a.e. t ∈ (τ, T ), and σ(v(x, t))− ∫ 1
0
σ(v(y, t))dy ∈ L2(Q). Then, by
λ-convexity we have, for each t ∈ (τ, T ),
−λ ‖pN − v‖22 ≤
(
σ(pN)− σ(v), pN − v
)
=
(
σ(pN)−
∫ 1
0
σ(pN)dy − σ(v) +
∫ 1
0
σ(v)dy, pN − v
)
.
Hence,∫ T
τ
(
σ(pN)−
∫ 1
0
σ(pN) dy − σ(v) +
∫ 1
0
σ(v) dy, pN − v
)
dt ≥ −λ
∫ T
τ
‖pN − v‖22 dt.
By (3.12) and (3.18), passing to the limit as N →∞ gives∫ T
τ
(
χ− σ(v) +
∫ 1
0
σ(v)dy, p− v
)
dt ≥ −λ
∫ T
τ
‖p− v‖22 dt. (3.19)
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For a.e. t ∈ (τ, T ) we have that χ(·, t) ∈ L2(0, 1). Now, we choose v(x, t) to minimize (at this
time t) the functional
I(v) =
∫ 1
0
(
W (v) + λ v2 − (2λ p(x, t) + χ(x, t))v
)
dx (3.20)
in L2(0, 1) subject to
∫ 1
0
v(x, t) dx = µ. The minimizer exists and is unique since the integrand
is strictly convex in v. We claim that the minimizer satisfies the Euler-Lagrange equation
σ(v) + 2λ v − 2λ p− χ = c(t) ∈ R (3.21)
and in particular that v(x, t) > 0 for a.e. x ∈ (0, 1).
First of all, we claim that for each t there is a unique solution v(·, t) to (3.21) with∫ 1
0
v(x, t)dx = µ. To see this note that h(v) = σ(v) + 2λv satisfies h(v)→ −∞ as v → 0+, and
that h is strictly increasing with h(v)→∞ as v →∞. Given c ∈ R define
η(c) =
∫ 1
0
h−1(c+ 2λp+ χ) dx.
Since h(v) ≥ a + λv for v ≥ 1, where a = σ(1) + λ, it follows that v ≥ h−1(a + λv) for v ≥ 1,
i.e. 0 ≤ h−1(s) ≤ max(1, s−a
λ
). Thus η(c) is a well-defined real number for each c, and η(c)
is continuous and strictly increasing. By monotone convergence η(c) → 0 as c → −∞ and
η(c)→∞ as c→∞. Hence there exists a unique c(t) such that η(c(t)) = µ. Setting
v(x, t) = h−1(c(t) + 2λp(x, t) + χ(x, t))
we get a unique solution to (3.21) satisfying
∫ 1
0
v(x, t) dx = µ. If u ∈ L2(0, 1) and ∫ 1
0
u dx = µ,
then
W (u) + λu2 − (2λp+ χ)u ≥ W (v) + λv2 − (2λp+ χ)v + [σ(v) + 2λv − (2λp+ χ)](u− v),
with strict inequality if u 6= v, and integrating we get I(u) ≥ I(v). Hence v is the unique
minimizer. Note that η is measurable in t, thus so is c(t) and hence v is measurable in x and
t. Also testing with u = µ we have∫ 1
0
(
W (v) + λv2 − (2λp+ χ)v) dx ≤ ∫ 1
0
(
W (µ) + λµ2 − (2λp+ χ)µ) dx.
Since W (v) + λv2 ≥ b+ λ
4
v2 for some b, this implies that∫ 1
0
v2(x, t) dx ≤ constant + f(t)
where f ∈ L1(τ, T ) and hence v ∈ L2(Q). Also σ(v(·, t)) ∈ L2(0, 1) for a.e. t ∈ (τ, T ),
c(t) =
∫ 1
0
σ(v(x, t))dx and σ(v)− ∫ 1
0
σ(v) dx ∈ L2(Q). So, from (3.19) and (3.21) we get
−
∫ T
τ
2λ‖p− v‖22 dt ≥ −λ
∫ T
τ
‖p− v‖22dt.
This implies
v = p and χ = σ(p)−
∫ 1
0
σ(p) dx. (3.22)
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From the finite-dimensional problem, for any ψ ∈ L2(0, 1), we have
(
pN(·, t), ψ(·)
)
=
(
pN(·, τ), ψ(·)
)− ∫ t
τ
(
σ(pN)−
∫ 1
0
σ(pN) dy, ψ(·)
)
ds.
Passing to the limit as N →∞ leads to
(
p(·, t), ψ(·)) = (p(·, τ), ψ(·))− ∫ t
τ
(
σ(p)−
∫ 1
0
σ(p) dy, ψ(·)
)
ds
so that
p(·, t) = p(·, τ)−
∫ t
τ
(
σ(p(·, s))−
∫ 1
0
σ(p(y, s)) dy
)
ds in L2(0, 1).
That is,
p(·, t)−
∫ t
τ
(
σ(p(·, s))−
∫ 1
0
σ(p(y, s))dy
)
ds is independent of t.
Hence for a.e. x we have
p(x, t) = p(x, s)−
∫ t
s
(
σ(p(x, τ))−
∫ 1
0
σ(p(y, τ)) dy
)
dτ
for all s, t > 0. Thus we have existence of a solution.
(Uniqueness and continuous dependence on initial data) If p1 and p2 are two solutions, then
for i = 1, 2, we get
p˙i(x, t) = −σ(pi(x, τ)) +
∫ 1
0
σ(pi(y, τ)) dy dτ for a.e. x ∈ (0, 1).
After subtracting these two equalities and arguing as in the proof of Proposition 4 we get an
inequality similar to (3.13) which is
‖p1(·, t)− p2(·, t)‖22 ≤ exp(2λt) ‖p1(·, 0)− p2(·, 0)‖22.
This proves the asserted continuous dependence on the initial data, from which uniqueness
follows immediately.
(Energy equation) By [Brezis, 1973, Lemma 3.3, p.73] (applied to W + λp2 and p2) the energy
equation (3.15) holds for all t, τ > 0.
Corollary 1. Under the assumptions of Theorem 5, the solution p(t) = T (t)p0 generates a
semiflow {T (t)}t≥0 on the closed subset
X = {q ∈ L2(0, 1) : q ≥ 0 a.e. x ∈ (0, 1),
∫ 1
0
q dx = µ}
of L2(0, 1), i.e. T (t) : X → X for each t ≥ 0 and satisfies (i) T (0) = identity, (ii) T (s + t) =
T (s)T (t) for all s, t ≥ 0 and (iii) (p0, t) 7→ T (t)p0 is continuous from X × [0,∞) to X.
Proof. We just need to check that
∫ 1
0
p(x, t) dx = µ for all t ≥ 0. This follows by integration of
(iii) and using (i), (ii) in Definition 1.
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Corollary 2. Assume (H1), (H2), (L1), (U1), (U2) hold. Then for any p0 ∈ L2(0, 1) with
p0(x) ≥ 0 for a.e. x ∈ (0, 1) and
∫ 1
0
p0(x) dx = µ there exists a unique solution p to Problem
(P), and for all t > 0 the universal lower and upper bounds
ε(t) ≤ p(x, t) ≤ E(t) a.e. x ∈ (0, 1),
hold, where ε(t) and E(t) are as in Theorems 3, 4 respectively.
Proof. Note that by Lemma 1 and Proposition 3 we have that (L3) holds and W is λ-convex. By
Theorems 3 and 4 we have existence of a lower bound (t) and an upper bound E(t), respectively,
which are both independent of N. Hence, passing to the limit in (t) ≤ pN(x, t) ≤ E(t) as
N →∞ gives the claim for any t > 0.
Remark 1. In fact under the stronger hypotheses of the Corollary the proof of existence is
much easier, since we can use the upper and lower bounds on pN to prove that
σ(pN)−
∫ 1
0
σ(pN) dx → σ(p)−
∫ 1
0
σ(p) dx strongly in L2(Q).
Remark 2. The existence of the universal lower and upper bounds implies that it is impossible
to solve problem (P ) backwards in time on any time interval if the initial data p0 does not satisfy
ε ≤ p0(x) ≤ 1ε a.e. x ∈ (0, 1) for some ε > 0. This is not surprising in view of the derivation of
(3.1) from (1.1).
Remark 3. We list various additional properties satisfied by the solution p to Problem (P)
whose existence was proved in Theorem 5.
(a) p ∈ W 1,2(τ, T ;L2(0, 1)). Indeed, we know that∫ 1
0
W (pN(t)) dx+
∫ t
τ
‖p˙N(s)‖2ds =
∫ 1
0
W (pN(τ)) dx.
Hence pN is bounded in W
1,2(τ, T ;L2(0, 1)), which implies that p˙ = −σ(p) + ∫ 1
0
σ(p) dy ∈
L2((τ, T ) × (0, 1)) and thus p ∈ W 1,2(τ, T ;L2(0, 1)) for any 0 < τ < T . It follows that the
derivative p˙(t) exists for a.e. t > 0 (see [Brezis, 1973, p.145]).
(b) If W (0) =∞, then p(x, t) > 0 a.e. x ∈ (0, 1) and all t > 0. Indeed, we have the estimate
t
∫ 1
0
W (pN) dx ≤
∫ t
0
∫ 1
0
W (pN(x, s)) dx ds
for t ≥ 0, since ∫ 1
0
W (pN) dx is nonincreasing in t. Therefore, using the fact that W (v) ≥ b−cv2
for constants b and c > 0, we have that
t
∫ 1
0
W (pN) dx ≤
∫ t
0
∫ 1
0
(W (pN) + cp
2
N − b) dx ds−
∫ t
0
∫ 1
0
(cp2N − b) dx ds
≤
∫ T
0
∫ 1
0
(W (pN) + cp
2
N − b) dx ds−
∫ t
0
∫ 1
0
(cp2N − b) dx ds
≤ M1 <∞,
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for all t ∈ [0, T ], where M1 is independent of t ∈ [0, T ] and we have used (3.16) and Proposition
4. Hence, using again the estimate W (v) ≥ b− cv2 and Fatou’s Lemma, we get that
t
∫ 1
0
W (p(x, t)) dx ≤M1 <∞
for all t ∈ [0, T ]. Thus, for any t > 0, we have meas{x : p(x, t) = 0} = 0. Now, suppose
that for x in a set E ⊂ (0, 1) of positive measure, p(x, t(x)) = 0 for some t(x) > 0. Since
measE > 0 there exists x′ ∈ E such that meas{x ∈ E : p0(x) ≤ p0(x′)} > 0. By Lemma 4
below 0 ≤ p(x, t(x′)) ≤ p(x′, t(x′)) = 0 for all x with p0(x) ≤ p0(x′), contradicting meas {x :
p(x, t(x′)) = 0} = 0. Hence, for a.e. x, p(x, t) > 0 for all t > 0.
3.4 Relation with the Theory of Gradient Flows
In this section, we analyze problem (P ) using the well-developed existence theory of gradient
flows.
3.4.1 Classical Theory of Gradient Flows
Let H be a Hilbert space with inner product (·, ·) and norm ‖ · ‖. For given T > 0 and
f : (0, T )→ H, the gradient flow equation is given by
u˙(t) + ∂φ(u(t)) 3 f(t) for a.e. t ∈ (0, T )
(GF )
u(0) = u0
where φ : H → (−∞,∞] is a proper and lower semicontinuous functional with effective domain
D(φ) = {u ∈ H : φ(u) < ∞} and ∂φ : D(∂φ) ⊂ H → 2H is its Fre´chet subdifferential with
corresponding domain
D(∂φ) = {u ∈ H : ∂φ(u) 6= ∅}. (3.23)
Let us recall that the functional φ is said to be proper ifD(φ) 6= ∅ and the Fre´chet subdifferential
∂φ of φ at a point u ∈ D(φ) is defined as
v ∈ ∂φ(u) ⇔ lim inf
ω→u
φ(ω)− φ(u)− (v, ω − u)
‖ω − u‖ ≥ 0. (3.24)
When φ is assumed to be convex, ∂φ is a maximal monotone operator (for the definition see e.g.
[Rockafellar, 1969]). In this case, existence, uniqueness and regularity of solutions for problem
(GF ) follow from the well-known theory of nonlinear semigroups in Hilbert spaces developed
by [Brezis, 1973], [Crandall and Pazy, 1969] and [Komura, 1967].
Definition 3. Let f ∈ L1(0, T ;H). A function u ∈ C([0, T ];H) is called a solution of (GF ) if u
is differentiable a.e. on (0, T ), u(t) ∈ D(φ) for a.e. t ∈ (0, T ), and there exists g(t) ∈ ∂φ(u(t))
for a.e. t ∈ (0, T ) such that u˙(t) + g(t) = f(t) for a.e. t ∈ (0, T ).
When φ is λ-convex, the Fre´chet subdifferential can be characterized by
v ∈ ∂φ(u) ⇔
{
u ∈ D(φ) and
φ(ω)− φ(u)− (v, ω − u) ≥ −λ
2
‖ω − u‖2 for all ω ∈ H.
This case is covered by [Brezis, 1973] as a Lipschitz perturbations of the convex case and u0 is
assumed to be only in D(∂φ) (see Remark 4). His result [Brezis, 1973, Prop. 3.12] gives as a
special case that:
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Assume that φ is λ-convex and u0 ∈ D(A). Then there exists a unique solution to
the equation
du
dt
+ ∂φ(u) 3 0, u(0) = u0.
3.4.2 Equivalence of the theories
In this section we show that the existence theory we developed in Section 3 can also be obtained
by the theory of gradient flows for λ-convex functionals, and vice versa.
Definition 4. We define the functional φ on L2(0, 1) as
φ(p) =

∫ 1
0
W (p) dx, if
∫ 1
0
p dx = µ, p ≥ 0 a.e.
+∞, otherwise
and its effective domain as
D(φ(p)) =
{
p ∈ L2(0, 1) : p ≥ 0 a.e.,
∫ 1
0
W (p) dx <∞,
∫ 1
0
p dx = µ
}
.
We now prove the fundamental result necessary for the proof of the equivalence of the
theories.
Proposition 5. Assume W is λ-convex and that (H1), (H2) hold. Then,
ξ ∈ ∂φ(p) ⇔ p ∈ D(φ), p > 0 a.e., σ(p) ∈ L2(0, 1), ξ = σ(p)− c for a constant c.
Proof. For sufficiency, let v ∈ L2(0, 1) and consider v with φ(v) <∞. Then, by λ-convexity of
W we obtain
φ(v)− φ(p)− (ξ, v − p) + λ
2
‖v − p‖2
=
∫ 1
0
(
W (v)−W (p)− ξ(v − p) + λ
2
(v − p)2
)
dx
=
∫ 1
0
(
W (v)−W (p)− (σ(p)− c)(v − p) + λ
2
(v − p)2
)
dx
=
∫ 1
0
(
W (v) +
λ
2
v2 −W (p)− λ
2
p2 − (σ(p) + λp)(v − p)
)
dx ≥ 0.
For necessity, let ξ ∈ ∂φ(p) and first suppose that p = 0 on a set A of positive measure (so that
W (0) < ∞). Then, p ≥ µ on a set of positive measure and so there exists a set B of positive
measure on which µ ≤ p ≤M <∞. We choose v = p+ z where
z(x) =

1, x ∈ A
−measA
measB
, x ∈ B
0, otherwise.
Then,
∫ 1
0
z(x)dx = 0 and
∫ 1
0
(
W (v)−W (p)− ξ(v − p) + λ
2
(v − p)2) dx ≥ 0.
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This is equivalent to∫
A
(
W (ε)−W (0)− ξ + λ
2
2
)
dx
+
∫
B
(
W
(
p− measA
measB
)−W (p) + ξ (measA
measB
)
+ λ
2
2
(
measA
measB
)2)
dx ≥ 0.
Dividing by  and letting  → 0 we get a contradiction by (H2). This shows that p cannot
equal 0. So, let p > 0 and choose v = p+  z where z satisfies
z ∈ L∞(0, 1),
z = 0 outside Eτ :=
{
x ∈ (0, 1) : τ < p(x) < 1
τ
, τ > 0
}
,∫
Eτ
z dx = 0.
Then, clearly v ∈ D(φ) and v → p in L2(0, 1) as → 0. Hence∫ 1
0
(
W (p+ z)−W (p)− ξz + λ
2
2z2
)
dx ≥ 0.
Dividing by  and letting → 0 gives∫
Eτ
(W ′(p)− v) z dx ≥ 0.
Repeating the above calculation with −z instead of z, one gets the same inequality for −z.
Therefore, we must have ∫
Eτ
(σ(p)− ξ) z dx = 0.
Therefore
σ(p)− ξ = c(τ) for a.e. x ∈ Eτ ,
where c(τ) is a constant depending on τ. However, by definition, Eτ is an increasing set which
implies that c(τ) cannot depend on τ. Therefore
σ(p)− ξ = c
must hold for a constant c as required.
Remark 4. By Proposition 5 and (3.23) we have that
D(∂φ) =
{
p ∈ L2(0, 1) : σ(p) ∈ L2(0, 1), p > 0 a.e.,∫ 1
0
W (p)dx <∞,
∫ 1
0
p dx = µ
}
and hence
D(∂φ) =
{
p ∈ L2(0, 1) : p ≥ 0 a.e.,
∫ 1
0
p dx = µ
}
.
Note that we did not assume the initial energy to be bounded in Section 3. This is equivalent
to assuming p0 ∈ D(∂φ) as in the above result of Brezis.
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We can now establish the equivalence of the existence theory developed in Section 3 for
one-dimensional nonlinear viscoelasticity with that of the theory of gradient flows.
Theorem 6. Assume that W is λ-convex, and (H1) and (H2) are satisfied. Then, any solution
p(·, t) of problem (P ) is a solution of (GF ) with f(t) ≡ 0, and vice versa.
Proof. We take f(t) ≡ 0 in (GF ) and consider a solution p(t) to (GF ). By Definition 3, we
know that p is differentiable a.e. on (0, T ), p(t) ∈ D(φ(p)), and there exists a g(t) ∈ ∂φ(p(t))
such that
−p˙(t) = g(t) a.e. in (0, T ).
By Proposition 5, we must have p(x, t) = p(t)(x) > 0 a.e., σ(p(t)) ∈ L2(0, 1), and
g(t) = σ(p(t))− c(t),
∫ 1
0
p(t) dx = µ.
Therefore, ∫ 1
0
p˙(t)dx = −
∫ 1
0
g(t)dx ⇒ c(t) =
∫ 1
0
σ(p(t)) dx
so that we have
p˙(t) = −σ(p(t)) +
∫ 1
0
σ(p(t)) dx.
According to Definition 1 this shows that p(t) is a solution of (P ).
Conversely, for all s, t ∈ (0, T ), any solution p(t) of problem (P ) satisfies
p(t)− p(s) = −
∫ t
s
(
σ(p(τ))−
∫ 1
0
σ(p(τ))dx
)
dτ.
Since p is differentiable for a.e. t ∈ (0, T ) (see Remark 3) we can divide both sides by (t − s)
and let s→ t. This gives
p˙(t) = −σ(p(t)) +
∫ 1
0
σ(p(t))dx for a.e. t ∈ (0, T ).
Since p ∈ W 1,2(τ, T ;L2(0, 1)) we have −σ(p(t)) + ∫ 1
0
σ(p(t))dx ∈ L2(0, 1) for a.e. t > 0.
However, the integral is a function of t only, and hence we get σ(p(t)) ∈ L2(0, 1). Now we can
set c(t) =
∫ 1
0
σ(p(t)) dx, so that p(t) is a solution of (GF ) according to Definition 3.
4 Asymptotic Behaviour of Solutions
In this section we investigate the asymptotic behaviour of solutions for system (P ). For the
rest of the paper we assume that (H1), (H2), (L1), (U1), (U2) hold. By Corollary 1 we know
that solutions to (P ) generate a semiflow {T (t)}t≥0 on
X = {q ∈ L2(0, 1) : q ≥ 0 a.e. x ∈ (0, 1),
∫ 1
0
q dx = µ}.
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4.1 Equilibrium solutions
Any equilibrium solution p¯ ∈ L2(0, 1) for problem (P ) satisfies
0 = −σ(p¯(x)) +
∫ 1
0
σ(p¯(y)) dy∫ 1
0
p¯(x) dx = µ
giving σ(p¯(x)) = constant. Therefore, we can define the set of equilibrium solutions as
Eµ :=
{
p¯ ∈ L2(0, 1) : p¯(x) > 0 a.e. , σ(p¯(x)) = C for some C ∈ R,
∫ 1
0
p¯(x) dx = µ
}
.
Proposition 6. p¯(x) ≡ µ is the unique equilibrium solution if and only if
µ 6∈ (minσ−1(c),maxσ−1(c))
for any c ∈ R. In particular, p¯ ≡ µ is the unique equilibrium if σ is strictly monotone increasing.
If p¯(x) ≡ µ is not the unique equilibrium, then there are uncountably many equilibria.
Proof. If min σ−1(c) < µ < maxσ−1(c) for some c ∈ R, then
µ = s minσ−1(c) + (1− s) maxσ−1(c) for 0 < s < 1,
and an uncountable family of equilibria is given by
pE(x) =
{
maxσ−1(c), x ∈ Ec,
minσ−1(c), x ∈ E
for any measurable E ⊂ (0, 1) with meas(E) = s.
Conversely, if there is an equilibrium p¯ 6= µ, then since σ(p¯) = c for some c and ∫ 1
0
p¯ = µ,
there exist subsets E1, E2 of (0, 1) of positive measure such that p¯(x) < µ on E1, p¯(x) > µ on
E2 so that minσ
−1(c) < µ < maxσ−1(c).
Remark 5. Note that there can still be uncountably many equilibria if σ is monotone and
constant on an interval containing µ as an interior point.
4.2 Convergence to the set of equilibria
Proposition 7. Let p(x, t) be a solution of problem (P ). Then we have
pt(·, t)→ 0 in L2(0, 1) as t→∞.
Proof. We use a similar argument to [Andrews and Ball, 1982]. By Theorem 5 we have that
for any τ > 0 ∫ ∞
τ
‖pt(·, t)‖22 dt <∞. (4.1)
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If τ > 0 and t ≥ s ≥ τ we have that∣∣‖pt(·, t)‖22 − ‖pt(·, s)‖22∣∣ = ∣∣∣∣∫ 1
0
(
σ(p(x, t))2 − σ(p(x, s))2) dx
−
(∫ 1
0
σ(p(y, t)) dy
)2
+
(∫ 1
0
σ(p(y, s)) dy
)2∣∣∣∣∣
≤ C
∫ 1
0
|p(x, t)− p(x, s)| dx = C
∫ 1
0
∣∣∣∣∫ t
s
d
dτ
p(x, τ) dτ
∣∣∣∣ dx
≤
∫ 1
0
∫ t
s
|pτ (x, τ)| dτ dx ≤ C|t− s|,
where we used (H1) and the universal bounds in Corollary 2. Hence ‖pt(·, t)‖22 is uniformly
continuous on [τ,∞), so that by (4.1) pt(·, t)→ 0 in L2(0, 1) as t→∞.
We can now prove relative compactness of positive orbits, by noting that the equation is
invariant to rearrangement of the initial data (cf. [Serre, 2001]).
Lemma 4. Let p0 ∈ X be such that p0(x) is a nondecreasing function of x on (0, 1) (that is,
p0 has a nondecreasing representative). Then p(x, t) = (T (t)p0)(x) is a nondecreasing function
of x on (0, 1) for all t ≥ 0.
Proof. The claim holds in the finite-dimensional case (cf. proof of Theorem 2). For the general
case, note that we can approximate p0 in X by nondecreasing p0N . Then pN(·, t) = T (t)p0N is
nondecreasing, and the result follows since pN → p in C([0, T ];L2(0, 1)) for any T > 0.
Proposition 8. Given any p0 ∈ X, the ω-limit set
ω(p0) = {χ ∈ X : T (tj)p0 → χ for some sequence tj →∞}
is a nonempty, compact subset of the set Eµ of equilibria, and
dist (T (t)p0, ω(p0))→ 0 as t→∞. (4.2)
Proof. By [Ryff, 1970] (see also [Chong, 1974]), for any real integrable function f defined on
the interval (0, 1) there exists a measure-preserving map δ : [0, 1] → [0, 1] such that f can be
written in terms of its nondecreasing rearrangement f ∗ as
f = f ∗ ◦ δ for a.e. x ∈ (0, 1).
Moreover, for any measure-preserving map δ : [0, 1]→ [0, 1] and integrable function f ∈ L1(0, 1),
we have ∫ 1
0
f(x) dx =
∫ 1
0
f(δ(y)) dy. (4.3)
We apply this to the initial data p0, thus obtaining a nondecreasing rearrangement p
∗
0 such
that p0(x) = p
∗
0(δ(x)) for some measure-preserving map δ(x) : [0, 1] → [0, 1]. By Lemma 4 the
solution p∗(·, t) = T (t)p∗0 with initial data p∗0 is nondecreasing for each t ≥ 0. We claim that
p(x, t) = p∗(δ(x), t). Indeed, since p∗ is a solution of (P ), we have that
p∗(ζ, t) = p∗(ζ, τ)−
∫ t
τ
(
σ(p∗(ζ, s))−
∫ 1
0
σ(p∗(ζ ′, s)) dζ ′
)
ds (4.4)
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for a.e. ζ ∈ (0, 1) and all t ≥ τ > 0. Setting ζ = δ(x) in (4.4), and observing that, since
δ is measure-preserving,
∫ 1
0
σ(p∗(ζ ′, s)) dζ ′ =
∫ 1
0
σ(p∗(δ(x), s)) dx, we see that p∗(δ(x), t) is a
solution to (P ), and so by uniqueness p(x, t) = p∗(δ(x), t) as claimed.
By the universal upper bound we know that p∗(·, t) is bounded in L∞(0, 1) for sufficiently
large t. Since p∗(·, t) is nondecreasing it follows that p∗(·, t) is a function of uniformly bounded
variation. Applying Helly’s Selection Theorem (see e.g. [Natanson, 1955, p. 222]) it follows
that for any sequence tj → ∞ there exists a subsequence tjk and a bounded nondecreasing
q ∈ L2(0, 1) such that
p∗(·, tjk) → q(·) in L2(0, 1) as k →∞.
Hence p(·, tjk)→ q(δ(·)) as k →∞. Thus the positive orbit γ+(p0) =
⋃
t≥0 T (t)p0 is relatively
compact in X, and thus by standard results (see e.g. [Hale, 1988, p. 36]) ω(p0) is nonempty,
compact and (4.2) holds. By the universal lower and upper bounds and the continuity of σ, if
χ = limj→∞ T (tj)p0 ∈ ω(p0) then
σ(T (tj)p0) → σ(χ) in L2(0, 1) as j →∞.
By Proposition 7 we also have that
σ(T (tj)p0)−
∫ 1
0
σ(T (tj)p0) dy → 0 in L2(0, 1) as j →∞,
and thus σ(χ) =
∫ 1
0
σ(χ) dx and χ ∈ Eµ.
Corollary 3. If σ is monotone (not necessarily strictly) and p0 ∈ X then T (t)p0 → p¯ as t→∞
for some equilibrium p¯ ∈ Eµ.
Proof. If σ is monotone then {T (t)}t≥0 is a contraction semigroup on X, since
d
dt
1
2
‖p(t)− q(t)‖22 = −(σ(p)− σ(q), p− q) ≤ 0
for any two solutions p, q. By Proposition 8, ω(p0) consists only of equilibria. Let p¯ ∈ ω(p0).
Then limt→∞ ‖T (t)p0 − p¯‖2 = l for some constant l. But since p¯ ∈ ω(p0) we have l = 0 and
T (t)p0 → p¯ as t→∞, as required.
By a global attractor A of a semiflow {T (t)}t≥0 on a metric space X is meant a compact,
invariant (i.e. T (t)A = A for all t ≥ 0) set that attracts bounded sets.
Theorem 7. There exists a global attractor in X for the semiflow {T (t)}t≥0 associated with
problem (P ).
Proof. It suffices to show (see [Hale, 1988, Theorem 3.4.6], [Ball, 1997, Theorem 3.3]) that
{T (t)}t≥0 is point dissipative (that is, there exists a bounded set B0 such that, for any p0 ∈
X, T (t)p0 ∈ B0 for all sufficiently large t), and asymptotically compact (that is, for any
bounded sequence p0j ∈ X and any sequence tj → ∞, the sequence T (tj)p0j has a convergent
subsequence). That {T (t)}t≥0 is point dissipative follows immediately from the universal upper
bound, while the same argument as in the proof of Proposition 8 establishes the asymptotic
compactness.
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4.3 Convergence to equilibrium
In this section we discuss the problem of proving that, for any p0 ∈ X, T (t)p0 converges in X
to a unique equilibrium (as opposed to converging to the set of equilibria as established in the
previous subsection). This is delicate because there is in general a continuum of equilibria.
For the case when p0 takes finitely many values, as discussed in Section 3.2, convergence to
a unique equilibrium was proved by [Pego, 1992] by a result of [Hale and Massatt, 1982] whose
proof was clarified in [Hale and Raugel, 1992]. However, adapting the proof to the case of gen-
eral initial data encounters a serious difficulty which was already noted by [Friesecke and McLeod, 1996],
namely that for bounded σ : R → R (which we effectively have on account of the universal
bounds) the map p 7→ σ(p) is not C1 from L2(0, 1) to L2(0, 1) unless σ is constant, this being
closely related to the motion of phase boundaries (see also [Brunovsky´ and Pola´cˇik, 1997]).
One might think, however, that a possible strategy might be to use the fact that we have
a dense set of initial data for which convergence to a unique equilibrium holds, namely finite-
dimensional initial data. However, this kind of argument fails even in finite dimensions, as the
following example shows.
Example 1. Consider the ODE in R3 written in cylindrical polars (r, θ, z) by
r˙ = −r(1− r)2 − r|z|
z˙ = −z|z|
θ˙ = r(r − 1)
Writing u = (x, y, z) we can write this as u˙ = f(u) with f : R3 → R3 Lipschitz. Also
|u|2 = r2 + z2 is a Lyapunov function. So we have global existence and the ω-limit set of every
solution is contained in the set of rest points given by z = 0, r = 0 or r = 1, that is by the
origin plus the unit circle S1 in the (x, y) plane. Then
z(t) =
z(0)
1 + |z(0)|t .
Thus if z(0) 6= 0 then z(t)→ 0 as t→∞ and since
r˙(t) ≤ −r(t)|z(t)|,
it follows that
r(t) ≤ r(0)
1 + |z(0)|t ,
and hence u(t)→ 0 as t→∞.
If z(0) = 0 then z(t) = 0 for all t ≥ 0 and so we have the ordinary differential equation in
R2
r˙ = −r(1− r)2
θ˙ = r(r − 1).
In this case we have r(t) → 1 as t → ∞ if r(0) ≥ 1 and r(t) → 0 as t → ∞ if r(0) < 1. If
r(0) > 1 then r(t) ≤ r(0) for all t ≥ 0 and so r˙(t) ≥ −r(0)(1− r(t))2, from which it follows by
integration that
r(t)− 1 ≥ 1
r(0)t+ 1
r(0)−1
.
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Therefore
θ˙ ≥ 1
r(0)t+ 1
r(0)−1
,
and so θ(t)→∞ as t→∞ and thus ω(u(0)) = S1.
Thus we have an example with a Lyapunov function such that for a dense set of initial data
the solution converges to a rest point, while there is a solution which does not tend to a rest
point.
Another standard technique for proving convergence to a unique equilibrium is to use the
Lojasiewicz-Simon inequality, introduced by [Lojasiewicz, 1963] in a finite-dimensional setting
and later generalized by [Simon, 1983] (see also [Jendoubi, 1998]) to infinite dimensions, for
which analyticity assumptions on nonlinear terms are needed. The inequality is used to obtain
an estimate which in our case would correspond to∫ ∞
0
‖pt‖2 dt <∞, (4.5)
thus preventing the length of the orbit being infinite. (Of course, from (4.1) we have the weaker
statement that
∫∞
0
‖pt‖22 dt <∞.) This method does not seem applicable for similar reasons to
those mentioned above in connection with the Hale-Massatt theorem. Also, it does not seem
easy to prove (4.5) directly.
Because of these difficulties the only currently viable method seems to be that introduced
in [Andrews and Ball, 1982] (see also [Novick-Cohen and Pego, 1991]). The first step is the
following lemma.
Proposition 9. For any C1 function F : R→ R we have
lim
t→∞
∫ 1
0
∫ p(x,t)
1
F (σ(z)) dz dx exists.
Proof. Let F ∈ C1. Then, for t > 0,
d
dt
∫ 1
0
∫ p(x,t)
1
F (σ(z)) dz dx =
∫ 1
0
F (σ(p(x, t))) pt(x, t) dx
=
∫ 1
0
F (σ(p(x, t))
(
−σ(p(x, t)) +
∫ 1
0
σ(p(y, t)) dy
)
dx
= −
∫ 1
0
∫ 1
0
F (σ(p(x, t)) (σ(p(x, t))− σ(p(y, t))) dydx
= −1
2
∫ 1
0
∫ 1
0
(
F (σ(p(x, t)))− F (σ(p(y, t))))(σ(p(x, t))− σ(p(y, t))) dydx.
If F ′(z) ≥ 0, then the result immediately follows since from above we get that
d
dt
∫ 1
0
∫ p(x,t)
1
F (σ(z)) dz dx ≤ 0,
which, by the universal bounds, implies that the function∫ 1
0
∫ p(x,t)
1
F (σ(z)) dz dx
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is nonincreasing and bounded from below. If F is not monotone, then we define h(z) =
z + ε F (z). For sufficiently small | ε|, r + ε F (r) is monotone increasing for r in any compact
subset of (0,∞). Hence h′(z) ≥ 0. Since
ε
∫ 1
0
∫ p(x,t)
1
F (σ(z))dzdx =
∫ 1
0
∫ p(x,t)
1
h(σ(z))dzdx−
∫ 1
0
∫ p(x,t)
1
σ(z)dzdx
=
∫ 1
0
∫ p(x,t)
1
h(σ(z))dzdx−
∫ 1
0
W (p)dx+ C,
and each term on the right-hand side tends to a constant as t→∞ this proves the claim.
Corollary 4. Let χ[a,b] be the characteristic function of a bounded closed interval [a, b] ⊂ (0,∞).
Then
lim
t→∞
∫ 1
0
∫ p(x,t)
0
χ[a,b](σ(z)) dz dx exists. (4.6)
Proof. It suffices to show that for any sequence tj → ∞ the sequence
∫ 1
0
∫ p(x,tj)
0
χ[a,b](σ(z)) dz
is Cauchy. Let Fk be a sequence of smooth functions with Fk+1 ≤ Fk and Fk(s)→ χ[a,b](s) for
all s. Then∣∣∣∣∣
∫ 1
0
∫ p(x,tj)
0
χ[a,b](σ(z)) dz −
∫ 1
0
∫ p(x,tl)
0
χ[a,b](σ(z)) dz
∣∣∣∣∣ =
∣∣∣∣∣
∫ 1
0
∫ p(x,tj)
p(x,tl)
χ[a,b](σ(z)) dz
∣∣∣∣∣
≤
∣∣∣∣∣
∫ 1
0
∫ p(x,tj)
p(x,tl)
Fk(σ(z)) dz
∣∣∣∣∣+
∣∣∣∣∣
∫ 1
0
∫ p(x,tj)
p(x,tl)
[χ[a,b](σ(z))− Fk(σ(z))] dz
∣∣∣∣∣ .
Since there is a constant δ > 0 such that δ ≤ p(x, t) ≤ 1/δ for a.e. x ∈ (0, 1) and all large t,
the second integral is bounded above by∫ 1
δ
δ
[Fk(σ(z))− χ[a,b](σ(z))] dz
and so, given ε > 0, is less than ε for sufficiently large k. But for any such k the first term
tends to zero as j, l→∞ by Proposition 9, and the result follows.
4.3.1 A special cubic case
Before dealing with more general cases we give a direct proof of stabilization when σ = p3 − p,
with corresponding W (p) = 1
4
(p2 − 1)2, which as explained in the introduction is of interest in
various applications. Of course, this case does not satisfy all of our assumptions (in particular
(H2)). However, the proof of Theorem 5 can easily be adapted to get the existence of a semiflow
on X1 = {q ∈ L2(0, 1) :
∫ 1
0
q dx = µ}, and the solution p = p(x, t) satisfies the universal upper
bound |p(x, t)| ≤ E(t) for all t > 0.
Proposition 10. Let σ(p) = p3 − p, µ 6= 0 and p0 ∈ X1. Then the unique solution p = p(x, t)
to (3.1) with p(·, 0) = p0 satisfies
p(x, t)→ p¯(x) for a.e. x ∈ (0, 1) as t→∞,
for some equilibrium solution p¯ ∈ L2(0, 1).
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Proof. Taking F (s) = s2 and using the given form of σ we obtain∫ 1
0
∫ p(x,t)
1
F (σ(z)) dz dx =
∫ 1
0
∫ p(x,t)
1
(z3 − z)2 dz dx
=
∫ 1
0
(
p7
7
− 2
5
p5 +
p3
3
− 8
105
)
dx.
By Lemma 9 we deduce that
lim
t→∞
∫ 1
0
(
p7
7
− 2
5
p5 +
p3
3
)
dx = K1 (4.7)
for some constant K1. We can rewrite p
3, p5 and p7 in terms of σ(p) and p as
p3 = σ(p) + p,
p5 = σ(p) p2 + σ(p) + p,
p7 = σ2(p) p+ 2σ(p) p2 + σ(p) + p.
(4.8)
Substituting into (4.7) we get
lim
t→∞
∫ 1
0
(−4
35
σ(p) p2 +
8
105
µ+
1
7
σ2(p) p+
8
105
σ(p)
)
dx = K1. (4.9)
On the other hand, we have∫ 1
0
W (p) dx =
∫ 1
0
1
4
(p2 − 1)2 dx = 1
4
∫ 1
0
(
σ(p) p− p2 + 1) dx.
Therefore, by (3.15) (or Lemma 9 with F (s) = s) we deduce that
lim
t→∞
∫ 1
0
(
σ(p) p− p2) dx = K2 (4.10)
for some constant K2. By Proposition 8 we know that for a subsequence tj there exists an
equilibrium solution p¯ = p¯(x) such that
lim
j→∞
p(x, tj) = p¯(x) for a.e. x ∈ (0, 1).
Denoting σ(p¯(x)) = σ¯ and letting tj → ∞ in (4.9) and (4.10), we obtain using the universal
upper bound that 
−4
35
σ¯
∫ 1
0
p¯2(x) dx+
8
105
µ+
µ
7
σ¯2 +
8
105
σ¯ = K1,
σ¯ µ−
∫ 1
0
p¯2(x) dx = K2.
Substituting the second equation into the first leads to
µσ¯2 −
(
8
3
+ 4K2
)
σ¯ − 8
3
µ+ 35K1 = 0. (4.11)
30
This is a second order polynomial in σ¯. Hence, since µ 6= 0 and the constants K1, K2 do not
depend on the sequence tj, solving (4.11) gives at most two distinct possible values for σ¯ in
ω(p0). But there cannot be just two distinct such values since ω(p0) is connected. Therefore
σ(p(x, t))→ σ¯ as t→∞
for a.e. x ∈ (0, 1). By Corollary 2, (H1), and Lebesgue’s dominated convergence theorem, this
gives ∫ 1
0
σ(p(x, t)) dx → σ¯ as t→∞.
Thus p satisfies for a.e. x ∈ (0, 1) the ordinary differential equation
pt(x, t) = −σ(p(x, t)) + σ¯ + e(t),
where e(t)→ 0 as t→∞. The result then follows from
Lemma 5. [Novick-Cohen and Pego, 1991, Lemma 3.4] Assume f : R → R is continuous
and not constant on any open interval. Assume that z(t) ∈ C1(0,∞) is a bounded solution of
z′(t) = f(z(t)) + e(t), where e(t) is continuous with limt→∞ e(t) = 0. Then limt→∞ z(t) = z∞
exists, and f(z∞) = 0.
4.3.2 The nondegeneracy condition
In this subsection we discuss a slightly modified version of the nondegeneracy condition intro-
duced in [Andrews and Ball, 1982] and show why it leads to convergence of the solution p to a
unique equilibrium as t→∞. We state this condition as follows:
Nondegeneracy condition (NC)
(a) σ : (0,∞) → R is C1 and measS = 0, where S = {z : σ′(z) = 0} is the set of critical
points of σ.
(b) If [α, β] with α < β is a closed interval with [α, β] ∩ σ(S) = ∅, and if pi, 1 ≤ i ≤
2k + 1, k = k(α, β) ≥ 0, are the distinct inverse functions to σ on [α, β], then the derivatives
{p′i}1≤i≤2k+1 are linearly independent in C0([α, β]).
Note that by Sard’s theorem σ(S) is a closed set of measure zero, so that such closed
intervals [α, β] exist. By (H2), (U1), (U2), on each such interval there are an odd number of
distinct inverse functions and each inverse function is C1.
Proposition 11. If the nondegeneracy condition holds then each solution p of (P ) with p0 ∈ X
converges in L2(0, 1) to an equilibrium p¯ ∈ Eµ as t→∞.
Proof. We both simplify and explain more fully the proof in [Andrews and Ball, 1982]. It
suffices to show that
c(t) =
∫ 1
0
σ(p(x, t)) dx
tends to a limit as t → ∞, since then we can apply Lemma 5. Assume for contradiction
that this is not the case. Since c(t) is bounded for large t, there exists an interval [r, s] with
r < s such that c(t) takes the values r and s for arbitrarily large values of t. Since c(t) is
continuous for t > 0, by Sard’s theorem we may assume that [r, s] ∩ σ(S) = ∅. We then
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have that the graph of σ crosses the interval [r, s] in an odd number 2k + 1 of segments with
alternately strictly positive and strictly negative derivatives. If k = 0 then we have that for
any c ∈ [α, β] there is a sequence tj → ∞ such that c(tj) = c for all j. By Proposition 7 we
have that σ(p(·, tj)) → c in L2(0, 1), and since σ is strictly monotone on [σ−1(α), σ−1(β)], it
follows that p(·, tj)→ σ−1(c) in L2(0, 1). But then
∫ 1
0
p(x, tj) dx = µ = σ
−1(c) for all c ∈ [α, β],
a contradiction. Thus we may suppose that k ≥ 1. Let pi : [r, s] → R, 1 ≤ i ≤ 2k + 1 denote
the corresponding inverse functions to σ, which are C1. Thus we have that if k ≥ 1 then
p1(r) < p1(s) < p2(s) < p2(r) < · · · < p2k+1(r) < p2k+1(s).
Let r < r¯ < s¯ < s and for ε > 0 sufficiently small and t such that c(t) ∈ [r¯, s¯] define
Si(t) = {x ∈ (0, 1) : |p(x, t)− pi(c(t))| < ε },
and set µi(t) = meas Si(t). Then the sets Si(t) are disjoint, and we claim that
lim
t→∞
c(t)∈[r¯,s¯]
2k+1∑
i=1
µi(t) = 1. (4.12)
Indeed, by the universal bounds there is a δ > 0 with δ ≤ p(x, t) ≤ 1/δ for a.e. x ∈ (0, 1) and
all large t, and there exists ρ > 0 such that |σ(q)−γ| > ρ whenever γ ∈ [r¯, s¯] and |q−pi(γ)| ≥ ε.
Hence
meas
(
(0, 1) \
2k+1⋃
i=1
Si(t)
)
≤ meas ({x ∈ (0, 1) : |σ(p(x, t))− c(t)| > ρ}). (4.13)
But by Proposition 7, σ(p(·, t))− c(t)→ 0 in measure as t→∞, so that the right-hand side of
(4.13) tends to zero as t→∞, proving the claim.
We apply Corollary 4 with a, b chosen so that r < a < r¯ < s¯ < b < s. Thus
lim
t→∞
c(t)∈[r¯,s¯]
∫ 1
0
∫ p(x,t)
0
χ[a,b](σ(z)) dz dx = lim
t→∞
c(t)∈[r¯,s¯]
2k+1∑
i=1
∫
Si(t)
∫ p(x,t)
0
χ[a,b](σ(z)) dz dx
exists, where we have used (4.12) and the boundedness of p. Thus, by a similar argument to
that above,
lim
t→∞
c(t)∈[r¯,s¯]
2k+1∑
i=1
µi(t)
∫ pi(c(t))
0
χ[a,b](σ(z)) dz := l(a, b) exists. (4.14)
Now define
νj(t) =
2k+1∑
l=j
µl(t), 1 ≤ j ≤ 2k + 1.
Then µ2k+1(t) = ν2k+1(t) and µj(t) = νj(t)− νj+1(t) for 1 ≤ j ≤ 2k. Thus, by (4.14) the limit
as t→∞ with c(t) ∈ [r¯, s¯] of
2k+1∑
i=1
µi(t) meas {[0, pi(c(t))] ∩ σ−1([a, b])}
= ν2k+1(t) meas {[0, p2k+1(c(t))] ∩ σ−1([a, b])}
+
2k∑
i=1
(νi(t)− νi+1(t)) meas {[0, pi(c(t))] ∩ σ−1([a, b])}
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exists and equals l(a, b). After separating the odd and the even terms and using the relation∑2k+1
i=1 µi(t)pi(c(t)) = µ we obtain that
lim
t→∞
c(t)∈[r¯,s¯]
k∑
r=1
(
ν2r+1(t)(p2r(a)− p2r+1(a)) + ν2r(t)(p2r−1(b)− p2r(b))
)
(4.15)
exists and equals l(a, b) + p1(a)− µ. We claim that (4.15) implies
lim
t→∞
c(t)∈[r¯,s¯]
νi(t) := ν¯i exists for 1 ≤ i ≤ 2k + 1. (4.16)
Suppose not. Then, since the νi(t) are bounded, there are sequences sj, tj → ∞ with sj, tj ∈
[r¯, s¯] such that the limits limj→∞ νi(sj) = ν¯1i and limj→∞ νi(tj) = ν¯
2
i exist for 1 ≤ i ≤ 2k + 1,
but for some n we have ν¯1n 6= ν¯2n. If n is odd, then fixing b and varying a in the interval [r, r¯]
we get
k∑
r=1
(ν¯12r+1 − ν¯22r+1)(p2r(a)− p2r+1(a)) = 0.
Differentiating with respect to a and using (NC)(b) we get that ν¯12r+1 = ν¯
2
2r+1 for 1 ≤ r ≤ k, a
contradiction. We obtain a similar contradiction if n is even, this time fixing a and varying b
in the interval [s¯, s], establishing (4.16). Hence limt→∞,c(t)∈[r¯,s¯] µi(t) := µ¯i exists for each i, and∑2k+1
i=1 µ¯i = 1 by (4.12). But
lim
t→∞
c(t)∈[r¯,s¯]
∫ 1
0
p(x, t) dx = lim
t→∞
c(t)∈[r¯,s¯]
2k+1∑
i=1
∫
Si(t)
p(x, t) dx
= lim
t→∞
c(t)∈[r¯,s¯]
2k+1∑
i=1
µi(t)pi(c(t))
= lim
t→∞
c(t)∈[r¯,s¯]
2k+1∑
i=1
µ¯ipi(c(t)) = µ.
If c ∈ [r¯, s¯] then there is a sequence tj →∞ with c(tj) = c for all j. Thus passing to the limit
we obtain
2k+1∑
i=1
µ¯ipi(c) = µ for all c ∈ [r¯, s¯],
contradicting (NC)(b) again. This completes the proof.
Remark 6. Suppose that σ satisfies (NC)(a) and that for any interval [α, β] such that [α, β]∩
σ(S) 6= ∅ there are either one or three roots pi(c) of σ(p) = c ∈ [α, β]. Then the proof
of Proposition 11 shows that limt→∞, c(t)∈[α,β]µi(t) exists, without assuming (NC)(b). In fact,
supposing, as we may, that k = 1, we have from (4.15) that
lim
t→∞
c(t)∈[α,β]
(
ν3(t)(p2(a)− p3(a)) + ν2(t)(p1(b)− p2(b))
)
exists.
Suppose for contradiction that ν3(t) does not tend to a limit, so that there are sequences
sj, tj →∞ with sj, tj ∈ [α, β] for all j and such that ν3(sj)→ ν¯13 and ν3(tj)→ ν¯23 with ν¯13 6= ν¯23 .
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Figure 1: Setting for the cubic-like stress
Then we obtain that (ν¯13 − ν¯23)(p2(a) − p3(a)) = 0 for all a ∈ [α, β]. But p3(a) > p2(a), a
contradiction. Similarly ν2(t) tends to a limit, and since
∑3
i=1 µi(t) = 1 we deduce that each
µi(t) tends to a limit as claimed.
4.3.3 The case of cubic-like real analytic σ
In the case of a cubic-like real analytic σ we are able to prove that a weakened form of (NC)
holds, that is sufficient for establishing convergence to a unique equilibrium. In addition to our
standing assumptions we make the following hypotheses on σ:
(C1) σ : (0,∞)→ R is real analytic.
(C2) σ has precisely two critical points z1 < z2 with σ(z2) < σ(z1), and σ
′′(z1), σ′′(z2) are
nonzero.
Let c− = σ(z2), c+ = σ(z1). Clearly σ′(z) > 0 for z ∈ (0, z1), σ′(z) < 0 for z ∈ (z1, z2) and
σ′(z) > 0 for z ∈ (z2,∞). By the Inverse Function Theorem, for each c ∈ (c−, c+) there exist
exactly three roots pi(c) of σ(p) = c with p1(c) ∈ (−∞, z1), p2(c) ∈ (z1, z2) and p3(c) ∈ (z2,∞).
Moreover, each pi(c) is real analytic on (c−, c+). (See Fig. 1.)
Proposition 12. Suppose (C1), (C2) hold. If µi, i = 1, 2, 3, are nonnegative constants such
that
3∑
i=1
µipi(c) = µ, for all c ∈ [α, β] ⊂ [c−, c+],
then the µi are all equal.
Proof. Since
∑3
i=1 µipi(c) = µ, for all c ∈ [α, β] and the pi(c) are real analytic on (c−, c+) it
follows that
3∑
i=1
µipi(c) = µ, for all c ∈ (c−, c+). (4.17)
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Note that since
∑3
i=1 µip
′
i(c) = 0 we have for c ∈ (c−, c+) that
µ1
p′1(c)
p′2(c)
+ µ2 + µ3
p′3(c)
p′2(c)
= 0. (4.18)
As c → c+ we have that p′1(c) → ∞, p′2(c) → −∞, and p′3(c) → p′3(c+) = 1/σ′(p3(c+)), where
0 < σ′(p3(c+)) <∞. If µ1 > 0 we thus have that
lim
c→c+
p′1(c)
p′2(c)
= −µ2
µ1
. (4.19)
By (C2) this gives
−µ2
µ1
= lim
c→c+
σ′(p2(c))
σ′(p1(c))
= lim
c→c+
σ′′(p2(c))p′2(c)
σ′′(p1(c))p′1(c)
= lim
c→c+
p′2(c)
p′1(c)
,
since p1(c) and p2(c) both converge to p1(c+) = p2(c+) and σ
′′(p1(c+)) 6= 0. Hence
µ22
µ21
= 1.
This means either µ1 = −µ2, which is impossible since µ1, µ2 > 0, or µ1 = µ2 as required. If,
on the other hand, µ1 = 0, then µ2 = 0 by (4.18), which, since p3(c) is not constant, implies
µ3 = 0, in contradiction to µ > 0. Arguing similarly for c→ c− we also obtain µ2 = µ3.
The weakened form of (NC) can now be stated as follows:
(NC3) For some c ∈ (c−, c+) there holds
1
3
3∑
i=1
pi(c) 6= µ.
Theorem 8. Assume (C1), (C2) and (NC3) hold. Then for any p0 ∈ X we have T (t)p0 → p¯
as t→∞ for some p¯ ∈ Eµ.
Proof. Suppose not. By Lemma 5 it is enough to show that c(t) converges as t → ∞. If not,
then there exists an interval [α, β] with α < β and c(sj) = α, c(tj) = β for sequences sj, tj →∞.
By the same argument as in Proposition 11 we may assume that [α, β] ⊂ (c−, c+). Then by
Remark 6 we have that limt→∞, c(t)∈[α,β] µi(t) := µi exists for i = 1, 2, 3. Since
lim
t→∞
c(t)∈[α,β]
3∑
i=1
µi(t)pi(c(t)) = µ
we have that
∑3
i=1 µipi(c) = µ for all c ∈ [α, β]. Thus by Proposition 12 we have that the µi
are all equal, and since
∑3
i=1 µi = 1 we have that µ1 = µ2 = µ3 =
1
3
. Hence 1
3
∑3
i=1 pi(c) = µ
for all c ∈ [α, β], and thus by real analyticity for all c ∈ (c−, c+). This contradicts (NC3).
Remark 7. We could also have used this method to prove Proposition 10. Indeed (NC3) holds
because
∑3
i=1 pi(c) = 0 and µ 6= 0.
35
5 Discussion
In this work we analyzed the quasistatic problem corresponding to the equation (1.7) with
S(yx, yxt) = yxt, which allowed us to make a connection with the theory of gradient flows. It
would be interesting to generalize our analysis to the case of quasistatic motion for more general
S that are not linear in yxt. In order to comment on possible extensions of our results to the
fully dynamical problem, we need to consider two separate issues, namely the existence and
the asymptotic behaviour of solutions. We discuss this first for the one-dimensional case with
S(yx, yxt) = yxt.
(i) Existence: The global existence of solutions for the equation expressed in terms of the
displacement u(x, t) = y(x, t)− µx, that is
utt = σ(ux)x + uxxt, x ∈ (0, 1), t > 0, (5.1)
with boundary conditions
u(0, t) = u(1, t) = 0, (5.2)
was analyzed by [Pego, 1987] using a nonlocal transformation inspired by [Andrews, 1980].
For the case of displacement boundary conditions (see [Ball et al., 1991]) the transformation is
given by
w(x, t) =
∫ x
0
ut(s, t) ds−
∫ 1
0
∫ x
0
ut(s, t) ds dx, q(x, t) = ux(x, t)− w(x, t).
Then w and q form a solution to the problem
wt = wxx + F(p+ w), (5.3)
qt = −F(q + w), (5.4)
where F(z) = σ(z)− ∫ 1
0
σ(z) dx. Thus (1.1) corresponds to formally setting p = q +w in (5.4)
and neglecting wt, which is an integrated form of the inertia. This transformation gives a global
existence theory for (5.1) with initial data u(·, 0) ∈ W∞0 (0, 1), ut(·, 0) ∈ L2(0, 1) when σ = σ(z)
is defined for all z ∈ R and satisfies suitable conditions as |z| → ∞. A number of authors have
proved the global existence and uniqueness of solutions to systems of nonlinear viscoelasticity
satisfying ess infx∈(0,1)yx(x, t) > 0 for t > 0, provided ess infx∈(0,1)yx(x, 0) > 0 (see, for example,
[Andrews, 1979], [Antman and Seidman, 1996], [Antman and Seidman, 2005], [Dafermos, 1969],
[Watson, 2000]). However, there does not seem to be any version of our universal lower (or up-
per) bound, and this would be interesting to investigate.
(ii) Stability: The asymptotic behaviour of solutions to (5.1), (5.2) as t → ∞ was studied in
particular by [Andrews and Ball, 1982], who showed that under the nondegeneracy assumption
(NC) ux(·, t) converges in the sense of Young measures to a unique Young measure (νx)x∈(0,1). In
fact, although it does not seem to have been explicitly noted in the literature, under (NC) and
other hypotheses, every solution is such that ux(·, t) converges boundedly almost everywhere
to a unique equilibrium as t → ∞. This follows by noting that (NC) implies that c(t) =∫ 1
0
σ(ux(x, t)) dx tends to a limit, and that this implies that ux(x, t) does so for each x on account
of (5.4) and an easy modification of Lemma 5 in which f(z(t)) is replaced by f(z(t) + q(t))
with limt→∞ q(t) = 0. Note that this argument gives relative compactness of positive orbits
via (NC), whereas in our problem we can prove relative compactness without this using Helly’s
theorem.
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For the equations of nonlinear viscoelasticity of rate type in three space dimensions there is
currently no global existence theory for solutions for frame-indifferent constitutive equations,
except that of [Potier-Ferry, 1982] for solutions of small energy. In the case of the isothermal
stress constitutive law S(Dy,Dyt) = DAW (Dy)+µDyt, where W = W (A) is the elastic stored-
energy function and µ > 0, which is not frame-indifferent, there is an existence theory due to
[Rybka, 1992] (see also [Tvedt, 2008] for a theory allowing nonlinear dependence on the velocity
gradient Dyt, but which contravenes frame-indifference). As regards the asymptotic behaviour
of solutions in situations corresponding to solid phase transformations almost nothing is known.
The key issue is whether solutions y = y(x, t) typically generate (local or global) minimizing
sequences y(·, tj) for the energy for sequences tj → ∞. This was shown never to be the case
for the modification of (5.1) in which the term −αu is added to the right-hand side, where
α > 0. Also [Friesecke and McLeod, 1997] show that for (5.1), (5.2) there are dynamically
stable equilibria which are not local minimizers of the energy, so that for initial data close
to such an equilibrium the solution does not generate a minimizing sequence, a result that
probably extends to (1.5). The numerical calculations of [Swart and Holmes, 1992] suggest
that dynamical generation of minimizing sequences is more likely in higher dimensions. There
seem to be no general techniques for deciding whether positive orbits in such problems are
relatively compact or not. If all such orbits are relatively compact then we can expect every
solution to have an ω-limit set consisting just of equilibrium solutions. In this connection
we mention the recent result of [Norton, 2014], who shows the existence of infinitely many
equilibrium solutions for a model 2D problem.
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