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ESSAYS ON MACHINE LEARNING METHODS IN ECONOMICS
by
MANI BAYANI

Advisor: Professor Lilia Maliar

This dissertation consists of three chapters on machine learning modeling in economics.
Chapter 1 - Robust PCA Synthetic Control: In this chapter, I propose an algorithm for comparative studies called robust PCA synthetic control. My algorithm
builds on the synthetic control model of Abadie et al., 2015 and the robust synthetic
control model of Amjad et al., 2018. I apply all three methods (robust PCA synthetic
control, synthetic control, and robust synthetic control) to answer the hypothetical
question, what would have been the per capita GDP of West Germany if it had not
reunified with East Germany in 1990? I then implement two placebo studies. Finally,
I test the outcome of each method for robustness. Additionally, I implement robust
PCA synthetic control on the case of the Facebook privacy scandal in 2018 to investigate its impact on Facebook stock price. This paper demonstrates that robust PCA
synthetic control can outperform the robust synthetic control model of Amjad et al.,
2018 in placebo studies and is less sensitive to the weights of synthetic members than
the synthetic control model of Abadie et al., 2015.
Chapter 2 - Improving Time Series Extrinsic Regression: In this chapter, I
propose an innovative deep learning model (ROCKET-XGBoost) for time series analysis. I first review the current deep learning models for time series analysis and explain
the concept of time series extrinsic regression. Building on the ROCKET model ini-

v
tially proposed by Dempster et al., 2020, I suggest applying elements of XGBoost in
order to improve accuracy. Using the data sets gathered by Tan et al., 2020, I show
that ROCKET-XGBoost has greater accuracy compared to the other deep learning
and machine learning methods for time series extrinsic regressions. Not only does
ROCKET-XGBoost maintain the efficiency of ROCKET, but it can also improve its
estimation precision.
Chapter 3 - The Contribution of the Minimum Wage to US Wage Inequality, A Penalized Spline Approach: In this chapter, I reassess the effect of minimum
wage on U.S. earnings inequality using Current Population Survey data from 1979 to
2012 and the findings in Autor et al., 2016. I apply a penalized spline technique that
addresses potential biases in parametric estimation in earlier works. Using this method,
I find that, in contrast with the conclusion of Lee, 1999, the spillover effect of minimum wage on the upper tail and lower tail of wage distribution, where the minimum
is nominally nonbinding, is small and not significant.
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Chapter 1
Robust PCA Synthetic Control

1.1

Introduction

Since first introduced by Abadie and Gardeazabal, 2003, synthetic control models have
attracted a great deal of attention as a powerful method for comparative studies in the
absence of observations for a treated unit. The basic idea behind synthetic control is
to find a suitable synthetic group and estimate this group’s relation with the treated
unit for the pre-intervention period. Then, the synthetic group’s weights can be used
for predicting the treated unit’s outcome as if it had never been treated. The practice
of estimating the difference between the outcome of a policy on a treated unit and its
counterfactual has been growing in many fields, such as public health (Bouttell et al.,
2018) and criminology (Goh, 2021). As such, scholars over the last two decades have
worked to improve this method.
In the last version of classic synthetic control model, Abadie et al., 2015 considered the

1
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following optimization to find the weights of synthetic members, W = (w1 , ..., wJ )′ :
W ∗ = arg min

X

W

s.t.

0 ≤ wj ≤ 1
J
X

−
−
νm ||Xim
− X(−i)m
W ||22

(1.1)

m

for all j

wj = 1

j=1

−
where Xim
is a vector of values of m-th variable for the treated unit for the pre−
intervention period, and X(−i)m
is a vector of values of m-th variable for the units

in the donor pool and for the pre-intervention period. νm is a hyperparameter that
reflects the importance of m-th variable. In this setting, an expert in the field should
choose the donor pool members and variables that can best describe the characteristics
of the treated unit. The set of variables can also contain the outcome variable, but
it turns out that if we run the optimization (1.1) with just the outcome variable, the
convergence is not guaranteed. Besides this, the classic synthetic control model (1.1)
suffers from two issues:
• Missing data: The classic synthetic control model cannot deal with missing data.
In the event of missing data, there are two options to estimate the synthetic
weight - either remove the missing data or impute it.
• Robustness: Because the choice of both variables and donor pool members is
made by the expert in the field, choosing either different donor pool members
or different variables may lead to a different conclusion of the counterfactual
estimation.
To solve the aforementioned issues, Amjad et al., 2018 proposed using the robust
synthetic control model, which uses the following optimization to find the synthetic
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weights:

2
2
W ∗ (ν) = arg min ||Yi− − L−
Y−i W ||2 + ν||W ||2

(1.2)

W

where Yi− is the value of the outcome variable for the treated unit for the preintervention period, and L−
Y−i is the low-rank structure of the matrix that contains
the values of the outcome variable for the units in the donor pool during the preintervention period. ν is the hyperparameter that controls the trade-off between the
l2 -norm magnitude of errors in fitness and l2 -norm magnitude of synthetic weights.
Robust synthetic control model attempts to address the two issues of the original synthetic control model:
• To address the issue of missing data: Objective function (1.2) uses the low-rank
structure of the outcome variable, so missing data would be retrieved with the
low-rank matrix. In Amjad et al., 2018, the low-rank matrix is computed by
soft-thresholded singular value decomposition. This means, given the matrix of
outcome variable for the non-treated units (Y−i ):

LY−i =

X

sj uj vjT

j∈S

U and V are left-singular and right-singular vectors for singular value sj . S =
{j : sj ≥ µ} is a set of singular values above the threshold µ, where µ is a
hyperparameter to be tuned.
• To address the issue of robustness: Instead of considering variables that can
explain the treated unit’s characteristic, robust synthetic control method utilizes
only the outcome variable, thereby eliminating one source of subjectivity from
the model and improving robustness. The choice of the donor pool, however, is
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still made by the expert in the field.

In a similar study that tries to address the issues of missing data and robustness in
synthetic control model, Athey et al., 2018 use the matrix norm and matrix completion
methods for estimating the counterfactual of the treated unit. Consider Y matrix as the
data for the outcome variable of both the treated unit and the non-treated unit (values
for the treated unit are missing after the intervention in Y ). To find the counterfactual
estimation of the treated unit by the matrix completion method, we should solve the
following optimization problem to find the completed matrix Z:

min ||Z||∗
Z

(1.3)

Subject to: ||P (Z) − P (Y )||2F < ϵ

where ϵ is a hyperparameter to be tuned. ||.||F is the Frobenius norm, and the Frobenious norm of a matrix Z ∈ Rm×n is defined as:
v
uX
n
u m X
t
|zij |
||Z||F =
i=1 j=1

||.||∗ is the nuclear norm, which for a matrix Z ∈ Rm×n is defined as sum of its singular
values:

||Z||∗ =

X

si (Z)

i

The projection function P (.) in (1.3) simply substitutes zero values instead of missing
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data:

P (Z) =




Yi,j , if (i, j) is observed


0,

if (i, j) is missing

Synthetic control model with matrix completion is inherently similar to robust synthetic control model. Both methods use only the outcome variable, and both methods
use singular value decomposition to extract the low-rank structure of the data. The
main difference between these two methods is that Amjad et al., 2018 estimate synthetic weights W by utilizing the low-rank structure of the outcome variable, while
Athey et al., 2018 directly extract the counterfactual estimation by low-rank structure
computation. Therefore, in synthetic control model with matrix completion, we cannot
say which donor members participate in the counterfactual estimation; thus, we lose
interpretability by using this method.
In line with Amjad et al., 2018, I propose in this study a five-step, data-driven algorithm
that can find the underlying linear relation between a treated unit and its synthetic. I
call this robust PCA synthetic control.
Given a data set Y of the outcome variable that includes both treated unit Yi and
untreated units Y−i , for the pre-intervention period 1, ..., T0 and post-intervention period T0 + 1, ..., T , robust PCA synthetic control first computes the functional principal
component scores of Y for the pre-intervention period, then applies the K-Means algorithm over these scores. The untreated units that fall in the same cluster as the
treated unit are considered the donor pool (Y−i ) of the treated unit (Yi ). My method
then uses the robust PCA method to extract the low-rank structure of the donor pool
(L). Following this, a linear relation between the treated unit and the low-rank structure of the donor pool is computed by a simple optimization for the pre-intervention
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period 1, ..., T0 . This linear relation can then be used to estimate the counterfactual of
the treated unit for the post intervention period T0 + 1, ..., T .
To compare the performance of synthetic control model, robust synthetic control, and
robust PCA synthetic control, I apply all three models to the case of German reunification in 1990 to estimate the counterfactual per capita GDP of West Germany as if this
reunification had never happened. I show the difference in the counterfactual estimations of these models, as well as their performance in placebo studies and robustness.
The synthetic control model has a slightly better performance over robust synthetic
and robust PCA synthetic control for the placebo in time study; however, compared
to the other two methods, synthetic control performs poorly in the robustness test.
Interestingly, robust synthetic control fails to pass the placebo in space test, while the
other two methods successfully pass this test.
The contribution of this study is two-fold. First, my method can automatically separate
the donor pool from the irrelevant units given any data set by using unsupervised
learning. Second, to extract the low-rank structure of the donor pool, the algorithm
uses robust PCA that is not sensitive to outliers and missing data.
This paper is organized as follows. In the next section, I introduce the concepts and
theories of the first three steps of robust PCA synthetic control: 1.) functional principal component scores, 2.) K-Means algorithm, and 3.) robust principal component
analysis. Then in section 1.2.4, I explain the five-step algorithm of robust PCA synthetic control in detail. In section 1.3, I apply my method to two case studies: German
reunification and the 2018 Facebook privacy scandal. In ??, I asses the case of German
reunification in 1990 to find the impact of reunification on West Germany’s per capita
GDP. In addition to comparing the output of robust PCA synthetic control with the
classic synthetic control model of Abadie et al., 2015 and the robust synthetic control
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model suggested in Amjad et al., 2018, I check the placebo studies and robustness of
all three models. Then in section 1.3.2, I apply robust PCA synthetic control to the
case of the Facebook privacy scandal in 2018 to evaluate the impact of this scandal on
Facebook’s stock prices. In section 1.4, I run a simulation study to check the accuracy
of my method. Finally, section 1.5 concludes the article.

1.2

Methodology

I propose a five-step algorithm to estimate a linear relation between the donor pool and
the treated unit for the pre-intervention time period, and then estimate a counterfactual
of the treated unit for the post-intervention time period. In the first step, I adopt
functional principal components analysis (FPCA) for the pre-intervention time period
to overcome the curse of dimensionality in the data and prepare it for the K-Means
algorithm. FPCA finds a set of orthogonal bases that maximize the variance of the
original data. In the next step, I project the original data on these orthogonal bases
to find the FPCA scores. Choosing k << T0 of these FPCA scores, we can reduce
the dimension of our data from T0 to k and then use these low-dimension data for
clustering with K-Means algorithm. Data points that fall in the same cluster as the
treated unit are considered as the donor pool, and I use robust principal component
analysis to extract its low-rank structure. Next, this low-rank structure of the donor
pool will be used for estimating the linear relation between the treated unit and its
synthetic. Finally, this linear relation predicts the counterfactual of the treated unit
for the post-intervention time period. I explain each of these steps separately in the
following sections.
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8

Step 1: Computing Functional Principal Component

The theory related to functional data analysis (FDA) was introduced decades ago and
has been in use since the 1960s (Shang, 2014). With the recent development of efficient
computing, FDA has become widespread in many fields.1 One application of FDA is
to find the low-rank structure of high-dimensional functional data, called functional
principal components (FPCA). The classic principal components can be computed by
eigendecomposition of the covariance matrix Σ:

T

Σ = U DU =

r
X

di ui uTi

(1.4)

i=1

where U is the matrix with eigenvectors of Σ as its columns, D is the diagonal matrix with eigenvalues of Σ on its diagonal, r is the rank of the covariance matrix, and
U T U = I. But as discussed by Croux and Ruiz-Gazen, 2005 and Shang, 2014, the
classic principal component analysis can be misleading in the presence of panel data,
sparsity, or when the dimension of data points is greater than the sample size. Counterfactual estimation may have all three of these issues: counterfactual estimation always
uses panel data, the pre-intervention time period is often greater than the number of
synthetic units (meaning the dimension of data points is greater than the sample size),
and there may be missing values. To overcome these potential issues, I suggest using
FPCA for dimensional reduction.
The basic idea of FPCA is similar to PCA, but instead of the eigenvectors of the
covariance matrix, FPCA uses the eigenfunctions of covariance function to reduce the
dimensionality. If we assume that data point j, Yj− (t)2 is a L2 random process defined
1

For more information about recent FDA applications, see Aullah and Finch, 2013.
The negative superscript is for the pre-intervention period, so Y − (t) ∈ RM ×T0 contains the
outcome variable of treated unit and non-treated units for the pre-intervention period.
2
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over close interval [a, b], we can decompose Yj− (t) as:
Yj− (t) = µ(t) + ϵj (t)

(1.5)

where µ(t) is the continuous mean function, ϵj (t) is a realization from a stochastic
process with mean zero, and covariance function σ(t, t′ ). ϵj (t) includes both random
noise and signal-to-signal variations. Based on the Karhunen-Loeve theorem, we can
write ϵj (t) as:

ϵj (t) =

∞
X

ξjk ϕk (t)

(1.6)

k=1

where ξjk are zero mean, uncorrelated coefficients with finite variances and ϕk (t) are
eigenfunctions of the covariance function σ(t, t′ ) = cov(ϵ(t), ϵ(t′ )). Therefore, we have:

′

σ(t, t ) =

∞
X

λk ϕk (t)ϕk (t′ )

(1.7)

k=1

In equation (1.7), the λ’s are ordered eigenvalues and with this setting, eigenfunctions
of covariance function can be obtained by
Z

b

σ(t, t′ )ϕk (t)dt = λk ϕk (t′ )

(1.8)

a

There are several methods to estimate the covariance and eigenfunction3 . Here I follow
the Li and Hsing, 2010 method that is robust to the missing or sparse data. If we
assume that ξjk decay fast with k, we only need a finite number of ξjk to estimate the
3

For a list of possible methods for FPCA, see Aullah and Finch, 2013.
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data point by

Yj− (t) = µ(t) + ϵj (t) ∼
= µ(t) +

K
X

λk ϕk (t)ϕk (t′ )

(1.9)

k=1

Following Li and Hsing, 2010, we can estimate the mean function µ̂(t) by a local linear
regression by the following minimization:

min

β0 ,β1

T0
M X
X


K

j=1 k=1

tjk − t
h



 −
2
Yj (tjk ) − β0 − (t − tjk )β1

(1.10)

where j = 1, 2, .., M is the unit index, k = 1, 2, ..., T0 is the time index in the each unit
and K(.) is a kernel function. After we have the estimation of mean function by (1.10),
we can use it to find the raw covariance function of jth unit, σ̂j (t, t′ ) by
σ̂j (tjk , tjs ) = (Yj− (tjk ) − µ̂(tjk ))(Yj− (tjs ) − µ̂(tjs ))

j = 1, ..., M , k ̸= s

(1.11)

Then, following Li and Hsing, 2010, we can estimate the covariance surface σ̂(t, t′ ) by
a local quadratic regression according to the following minimization:

min

β0 ,β1 ,β2

M
X

X


K

j=1 1≤k̸=s≤T0

tjk − t tjs − t′
,
h
h


.
(1.12)


2
σ̂j (tjk , tjs ) − β0 − (t − tjk )β1 − β2 (t′ − tjs )2
After computing the surface of covariance, we can compute the eigenfunction ϕ̂k (tj ) by
solving the following equation:
Z

b

σ̂(t, t′ )ϕ̂k (t)dt = λ̂k ϕ̂k (t′ )

(1.13)

a

where

Rb
a

ϕ̂k (t) × ϕ̂m (t) is equal to one for m = k and zero otherwise. Notice that to
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solve equation (1.13), we should discretize the covariance function σ(t, t′ ). Finally, the
functional principal component scores ξˆjk can be computed by
ξˆjk =

Z

b

(Yj− (t) − µ̂(t))ϕ̂k (t)dt

(1.14)

a

We can solve (1.14) by a numerical integration and find the FPC-scores. These FPCscores ξˆjk now represent each data point j and they can be used for the dimensional
reduction by choosing k ≪ T0 of them, considering that these k number of FPC-scores
should explain the most variation in the data set.

1.2.2

Step 2: Applying K-Means Clustering

K-Means algorithm is considered a type of unsupervised learning, where we do not
have any information about the quantitative or categorical response variable. After
computing FPC-scores, we want to find which member of the data set can be useful for
explaining the treated unit’s behavior during the pre-intervention time period. To do
this, I suggest using a simple clustering method proposed by Hartigan and Wong, 1979.
The data points that fall in the same cluster as the treated unit would be utilized for
computing the underlying linear relation between the synthetic and the treated unit. In
K-Means clustering, the goal is to find k cluster centers {c1 , c2 , ..., ck } and assign each
data point to one of clusters (Ω(j) ∈ {1, ..., k}) such that it minimizes the following
objective function:
M
1 X ′−
min
||Y j − cΩ(j) ||2
c,Ω M
j=1

(1.15)
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Algorithm 1: K-Means Clustering
Initialize k cluster centers randomly;
while There is no changes in cluster centers do
l 2
Cluster assigning by: Ω(j) = arg minl=1,...,k ||Y ′ −
j − c || ;
P
1
′−
Adjust the cluster centers by: cl = |{i:Ω(j)=l}|
j:Ω(j)=l Y j ;
end
where M is the number of units in the data set and Y ′ − is the reduced dimension data
for the pre-intervention time period that we get from the previous step. Solving the
above optimization is an NP-hard problem, so Hartigan and Wong, 1979 suggested
a greedy algorithm that guarantees to converge to a local minimum, but not global
minimum.
As seen in Algorithm 1, the central concept of K-Means clustering is to first initialize the
cluster centers randomly and then in an iterative process, assign each data point to the
nearest cluster center, after which the cluster centers are recalculated. This iterative
process continues until there are no changes in the cluster centers. The output of
this method, however, depends on its initialization. Since its introduction, there have
been many studies attempting to overcome the issue of initialization for the K-Means
algorithm4 . In the case of policy analysis and synthetic control models, however, we are
not dealing with big data, and in the small samples that we have, the weakness of the
K-Means algorithm should not be an issue. Simply repeating the algorithm multiple
times with different initial values and checking for the consistency of results should be
sufficient to guarantee reaching the global optimum. In the K-Means algorithm, the
number of clusters is a hyperparameter that should be tuned. One simple solution for
this is to use the elbow method. In the elbow method, we plot the within group sum
P P
l 2
of squares of distances from the centers, SS(k) = kl=1 j:Ω(j)=l ||Y ′ −
j − c || , versus
4

For a brief list of improvements on K-Means algorithm, see Douglas, 2006
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the cluster numbers and then choose the elbow of the curve as the number of clusters
to use.
Choosing the number of clusters by elbow method is subjective and in some cases there
is not a clear elbow in the plot at all. A better solution to tune the number of clusters
is to use silhouette statistics (Rousseeuw, 1987). To find the silhouette statistics for a
specific data point, first we should compute two distances:

1. The distance of the data point to its own cluster center, a(i)
2. The distance of the data point to the closest cluster center (but not its own
cluster center), b(i)

Then, the silhouette statistic is defined as:

s(i) =

b(i) − a(i)
max{a(i), b(i)}

If the data point is in the middle of two cluster centers, we have s(i) = 0, and if it
has a zero distance to its cluster center (meaning that the data is perfectly clustered),
we have s(i) = 1. We can calculate the silhouette statistics for all data points for a
specific number of clusters k. Then taking their average would give us the silhouette
coefficient SC(k). Based on the definition of the s(i), it is obvious that the number of
clusters, k, with the highest value of the silhouette coefficient is the best choice for the
number of clusters.
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Step 3: Robust PCA

In the synthetic control model, we are interested in finding a linear relation between
the donor pool members and the treated unit. To find such a linear relation, Amjad
et al., 2018 use the truncated singular value decomposition to compute the low-rank
structure of the donor pool, but truncated SVD can be influenced by corrupted data or
outliers. To address this issue, I suggest using the robust PCA method to retrieve the
robust low-rank structure. After extracting the donor pool from the original data by
the previous step, we have the matrix of data Y−i ∈ R(N −1)×T (the matrix that contains
the data of the outcome variable of the donor pool). We want to decompose this matrix
to find the low-rank matrix L ∈ R(N −1)×T and the sparse matrix S ∈ R(N −1)×T that
contains outliers and corrupted data such that:

Y−i ≈ L + S

(1.16)

As discussed by Chandrasekaran et al., 2011, without any further assumptions on
(1.16), decomposing a matrix to the low-rank and sparse matrices is an ill-posed problem. To be able to find a unique decomposition, Chandrasekaran et al., 2011 considered
two restrictions: first, the low-rank matrix L cannot be sparse by itself and, second,
the sparse matrix S should not have a low-rank structure. If these two conditions are
satisfied, we can solve the following optimization problem in order to find the low-rank
matrix L and the sparse matrix S:
min
L,S

rank(L) + λ||S||0

subject to

(1.17)
Y−i = L + S

where ||S||0 is the number of non-zero elements of matrix S and the λ is the trade-
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off between outliers or corrupted data with the low-rank matrix. The optimization
problem (1.17) is not tractable, but recently it has been proven that the nuclear norm
is a good surrogate for the minimization of the rank of a matrix

5

and l1 norm is a

good surrogate to induce sparsity (Donoho and Elad, 2003). Therefore, to address
the intractability of problem (14), Candes et al., 2011 suggested the following convex
relaxation:
min
L,S

||L||∗ + λ||S||1

subject to

(1.18)
Y−i = L + S

where ||L||∗ is the nuclear norm of matrix L and ||S||1 is the l1 norm of matrix S which
induces sparsity for the elements of S. λ is the hyperparameter that needs to be tuned,
but Candes et al., 2011 showed that problem (1.18) would converge to problem (1.17)
q
with high probability if λ = max(N1 −1,T ) , where N − 1 and T are the dimensions of
the matrix Y .
The optimization problem (1.18) is a semidefinite programming that can be solved
with the interior point method (Bertsekas, 1981), but the pre-step cost of this method
which is O(s6 ), where s = max(N −1, T ), makes it impractical to use the interior point
method in real-world problems. To derive a practical and iterative method to solve
problem (1.18), one obvious solution is to use the Lagrangian:
.
L(S, L, Λ) = ||L||∗ + λ||S||1 + ⟨Λ, L + S − Y−i ⟩

(1.19)

where Λ ∈ R(N −1)×T is the matrix of Lagrange multipliers. Then the optimal solution
5

For discussion about the necessary and sufficient conditions for using nuclear norm for the rank
minimization, see Recht et al., 2008.
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(S, L, Λ) is the saddle points of the Lagrangian (Wright and Ma, 2021)

sup inf L(S, L, Λ) = sup inf ||L||∗ + λ||S||1 + ⟨Λ, L + S − Y−i ⟩
Λ

S,L

Λ

S,L

(1.20)

This saddle point feature of the optimal solutions can help to generate an iterative
method
(Sk+1 , Lk+1 ) ← arg min L(S, L, Λk )
S,L

(1.21)

Λk+1 ← Λk + αk (Lk+1 + Sk+1 − Y−i )
to solve for the optimal values of (S, L, Λ). As Hestenes, 1969 discusses, the issue
with the iterative method (1.21) is the chance of generating a non-feasible solution
in any step, so the iterative method might fail to progress. To address the issue
of generating non-feasible solutions, we can use augmented Lagrangian. The main
idea behind augmented Lagrangian is to penalize the constraint more strongly. To
accomplish this, we can write the problem (1.18) as:

min
L,S

||L||∗ + λ||S||1 +

subject to

µ
||L + S − Y−i ||2F
2

(1.22)

Y−i = L + S

where µ > 0 is the penalty parameter and if the solution in each iteration is feasible,
the extra term in problem (1.22) would be zero and problem (1.22) will be equivalent
to problem (1.18). The Lagrangian for the problem (1.22) is called the augmented
Lagrangian and it has the form
µ
.
Lµ (S, L, Λ) = ||L||∗ + λ||S||1 + ⟨Λ, L + S − Y−i ⟩ + ||L + S − Y−i ||2F
2

(1.23)
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Similar to (1.21), we can derive an iterative method for the augmented Lagrangian:
(Sk+1 , Lk+1 ) ← arg min Lµ (S, L, Λk )
S,L

(1.24)

Λk+1 ← Λk + µ(Lk+1 + Sk+1 − Y−i )
The iteration process of (1.24) is called the method of multipliers (Wright and Ma,
2021). To solve (1.24), we can use the proximal gradient to find a closed form solution
for each variables S and L.

Proximal Gradient Method

Consider the objective function that can be decomposed into two parts g(y) + h(y) for
y ∈ Rd , where both functions g(y) and h(y) are convex. Assume that the function g(y)
is differentiable with the Lipschitz gradient, and the function h(y) is not differentiable.
We know that since g(y) is differentiable, the gradient descent update can be written
as:

y ′ = y − t.∇g(y)

(1.25)

where t is the learning rate in each step. In addition, if we assume the Hessian of g(y)
is equal to I2 , the quadratic approximation of g(y) around the point y is
g(z) = g(y) + ∇g(y)T (z − y) +

1
||z − y||22
2t

To define an iterative process over the objective function g(y) + f (y), first we need to
introduce the proximal operator.
Definition 1. Let h(y) be a convex function of y ∈ Rd , then the proximal operator
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over the function h(y) is defined by

proxt,h (y) = arg min
z∈Rd


1
2
||z − y||2 + h(z)
2t

and for Y−i ∈ R(N −1)×T , the proximal operator over the convex function H(Y−i ) is
defined by

proxt,H (Y−i ) = arg min
Z∈R(N −1)×T


1
2
||Z − Y−i ||F + H(Z)
2t

Then for the case of y ∈ Rd , using the quadratic approximation for g(y) and leaving
the non-differentiable function h(y) intact, in each iteration, we can update y by


1
T
2
y = arg min g(y) + ∇g(y) (z − y) + ||z − y||2 + h(z)
2t
z
1
= arg min ||z − (x − t∇g(y))||22 + h(z)
2t
z
′

= proxt,h (y − t∇g(y))

Also the generalization to the case of Y−i ∈ R(N −1)×T for the updating process above
is straightforward. The idea behind the proximal gradient descent is to minimize h(y)
function while staying close to the point (y − t∇g(y)) at each iteration. Notice that
the presence of a strong convex term ||z − (y − t∇g(y))||22 guarantees that y ′ at each
iteration is well-defined and unique. Algorithm 2 summarizes the proximal gradient
descent method and as you can see, we should set proxt (y) for this algorithm to work,
so the applicability of this method depends on how simple it is to compute the proximal
operator for a specific problem. Boyd et al., 2010 provide an extensive analysis on the
convergence rate of proximal gradient descent.
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Algorithm 2: Proximal Gradient Descent
Set proxt (y);
Initialize y0 ;
while not convergence do
Compute yk+1 = proxt (yk − t∇g(yk ));
end

In the next section, I will discuss how the proximal operator can be used to solve the
iteration process (1.24) for the objective function (1.18).

Alternating Direction Method of Multipliers for Robust PCA

So far, I have discussed that the optimization problem (1.17) can be solved with the
method of multipliers which is an iteration process (1.24), but minimization of Lµ in
(1.24) over both variables S and L is difficult. For the robust PCA problem (1.18), we
can use the specific structure of the objective function to make the minimization (1.24)
simpler. The objective function of robust PCA is separable in its variables (L and S),
so we can use a method that is known in the literature as alternating direction method
of multipliers. In this method, we can use the separable structure of the objective
function to update each variable in each iteration considering the other variables fixed.
For the case of iterative process (1.24), this means that we can update L considering
S and Λ fixed and repeat the same procedure for Λ and S. Following Wright and Ma,
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20216 , we can consider sequential updates for the variable L:

Lk+1 = arg min Lµ (Sk , L, Λk )
L

= arg min ||L||∗ + λ||Sk ||1 + ⟨Λk , L + Sk − Y−i ⟩ +
L

µ
||L + Sk − Y−i ||2F
2

µ
||L + Sk − Y−i ||2F
2
L
1
µ
||Λ||2F
= arg min ||L||∗ + ||L + Sk − Y−i + µ−1 Λk ||2F −
2
2µ
L

= proxµ−1 ,||.||∗ Y−i − Sk − µ−1 Λk
= arg min ||L||∗ + ⟨Λk , L + Sk − Y−i ⟩ +

(1.26)

where the proximal operator is defined over the nuclear norm, also the sequential
updates for the variable S can be written as:

Sk+1 = arg min Lµ (S, Lk+1 , Λk )
S

= arg min ||L||∗ + λ||S||1 + ⟨Λk , Lk+1 + S − Y−i ⟩ +
S

µ
||Lk+1 + S − Y−i ||2F
2

µ
||Lk+1 + S − Y−i ||2F
2
S
µ
1
= arg min λ||S||1 + ||Lk+1 + S − Y−i + µ−1 Λk ||2F −
||Λ||2F
2
2µ
S

= proxλµ−1 ,||.||1 Y−i − Lk+1 − µ−1 Λk
= arg min λ||S||1 + ⟨Λk , Lk+1 + S − Y−i ⟩ +

(1.27)

where in this case the proximal operator is defined over the l1 norm. These sequential
updates over the low-rank matrix L and the sparse error S provide a convenient way
for the update of augmented Lagrangian in (1.24). We can use the following two
6

Wright and Ma, 2021 also provide an extensive proof for the convergence of ADMM under different
conditions.
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propositions to find a closed form solution for (1.26) and (1.27):
Proposition 1. Let Y−i ∈ R(N −1)×T and yk be an element of Y−i , define Sτ to be the
elementwise soft-thresholding operator such that:

Sτ (yk ) ≜ sign(yk ) max(|yk | − τ, 0)

Then, we can show that (proxτ,||.||1 (Y−i ))k = Sτ (yk ). In other words, the proximal
operator over the l1 norm of Y−i , is the elementwise soft-thresholding of it.
Proof: Appendix A.1.1
Proposition 2. Let Y−i ∈ R(N −1)×T and Y−i = U ΣV T be the SVD decomposition of
Y−i . Using the definition of Sτ , we can define the singular value thresholding operator
by

Dτ (Y−i ) = U Sτ (Σ)V T

where Sτ is the elementwise soft-thresholding operator.

Then, we can show that

proxτ,||.||∗ (Y−i ) = U Sτ (Σ)V T . In other words, the proximal operator over the nuclear
norm of Y−i , is the elementwise soft-thresholding over its singular values.
Proof: Appendix A.1.2

Based on the two propositions above, we can find a closed form solution for proximal
operator of (1.26) and (1.27):

Lk+1 = arg min Lµ (Sk , L, Λk )
L

= proxµ−1 ,||.||∗ Y−i − Sk − µ−1 Λk

= Dµ−1 Y−i − Sk − µ−1 Λk


(1.28)
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Algorithm 3: Robust PCA by ADMM
Initialize S0 , Λ0 , µ > 0;
while not convergence do
Update Lk+1 by Lk+1 = Dµ−1 (Y−i − Sk − µ−1 Λk );
Update Sk+1 by Sk+1 = Sλµ−1 (Y−i − Lk+1 − µ−1 Λk );
Update Λk+1 by Λk+1 = Λk + µ(Lk+1 + Sk+1 − Y−i );
end

Sk+1 = arg min Lµ (S, Lk+1 , Λk )
S

= proxλµ−1 ,||.||1 Y−i − Lk+1 − µ−1 Λk

= Sλµ−1 Y−i − Lk+1 − µ−1 Λk


(1.29)

Putting all these results together, we can solve the robust PCA problem by ADMM. In
this method (Algorithm 3), we first minimize Lµ with respect to L by (1.28), considering
all other variables fixed. Then, we minimize Lµ with respect to S by (1.27), again
considering all other variables fixed. At the end, ADMM updates the dual variable Λ
according to (1.24).
Now that we have discussed an algorithm to compute robust PCA, in the next section,
we can use all the previously discussed steps (steps 1, 2, and 3) to introduce robust
PCA synthetic control.

1.2.4

Robust PCA Synthetic Control

Synthetic control model is a method for counterfactual estimation. Consider a treated
unit Yi . This unit would receive a treatment at time T0 and we can observe the output
of unit Yi both before receiving the treat 1, ..., T0 and after the treat T0 + 1, ..., T where
T is the last observed time period. The idea behind the synthetic control model is to
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find a donor pool, denoted by Y−i , that can best explain the behavior of the treatment
unit before receiving the treatment. Using this donor pool, we can find a relation
between the treated unit and the donor pool for the time period before the treatment.
This relation can then be used to estimate the counterfactual of the treated unit after
receiving the treat.
In the original synthetic control model proposed by Abadie and Gardeazabal, 2003,
we need what Amjad et al., 2018 call an “expert in the field”. This means that to
implement the synthetic control model, we need experts to find the appropriate donor
pool based on the similarity between the treated unit and the donor pool members.
Additionally, we need to consider suitable features (explanatory variables of the outcome variable) to implement the original synthetic control model. Choosing different
donor pool members and covariates can change the output of counterfactual estimation
significantly. I use machine learning techniques to overcome these issues.
The method I suggest here, called robust PCA synthetic control, is an intuitive, datadriven solution to address the issues of the classic synthetic control model. First,
we need to choose the donor pool for the treated unit. For this, first we can use
the functional principal components to reduce the dimensionality of a data set and
overcome the potential curse of dimensionality in K-Means algorithm. After computing
principal component scores for the pre-treatment period of a whole data set (including
treated and non-treated units), we have the reduced dimension presentation of each
data point. Then we can use the K-Means algorithm to cluster these data points. The
data points that fall in the same cluster as the treated unit have the closest distance
to it and we can use them as the donor pool.
Now that we have the appropriate donor pool, we can extract the low-rank structure of
non-treated units Y−i for the pre-treatment area. This approach is inspired by Amjad
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et al., 2018. Their work, however, uses thresholding on singular value decomposition
(SVD) to find this low-rank structure and as discussed by Stanimirova et al., 2007,
SVD is sensitive to outliers or missing data. I therefore use the robust PCA algorithm
to solve this issue.
The output of robust PCA would give us the low-rank structure of the donor pool (L).
I denote the pre-intervention part of L by L− , which we can then use to estimate the
linear relation between the treated unit and non-treated units for the pre-intervention
period by a simple least square method:

β̂ = arg min ||Yi− − (L− )T z||22

(1.30)

z∈RN −1

subject to z ≥ 0

where I assume there are N units (including both treated and donor pool members),
so Y−i ∈ RN −1×T represents N − 1 members of non-treated units for the 1, ..., T time
span. Further, I also impose the constraint of positive relation between the donor pool
and the treated unit. This is intuitive, as I expect that clustering on FPC-scores would
place the unit members with a positive relation with the treated unit in the same
cluster. After computing β̂ values, we can estimate the counterfactual of a treatment
unit as:

Ŷi+ = (L+ )T β̂

(1.31)

where L+ denotes the post intervention part of the low-rank matrix L.
There are five hyperparameters in the robust PCA synthetic control algorithm: one is
the number of FPC-scores, a second is the number of clusters in the K-Means algo-
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rithm, and the others are related to the computation of robust PCA. To choose the
number of FPC-scores, we can compute the proportion of the explained variation in
the data for the specific number of FPC-scores and then pick the number of FPCscores that can explain the most variation in the data7 . For the hyperparameter of
K-Means algorithm, as previously discussed, we can use the silhouette statistic. For
the hyperparameter λ in robust PCA, I followed the recommendation of Candes et
al., 2011 for the convergence of the algorithm and based on the dimensions of Y−i , I
q
1
. For the other two hyperparameters in robust PCA, τ
considered λ =
max(N −1,T )
and µ, I considered the recommended values by Brunton and Kutz, 2019 which are
τ = 10−7 × ||Y−i ||F and µ =

(N
P −1)×T
4× |vec(Y−i )|

where vec(.) is the vectorization operator.

Notice that these values for the hyperparameters are merely a rule of thumb and one
could use methods like cross validation over the pre-intervention period to tune these
hyperparameters. Finally, I summarize the robust PCA synthetic control algorithm in
algorithm 4.
In the next section, I will apply robust PCA synthetic control model to the case of
German reunification with the aforementioned hyperparameters.

1.3
1.3.1

Empirical Study
West Germany Reunification

After nearly 30 years of separation, West Germany reunified with East Germany in
1990. Abadie et al., 2015 use the synthetic control method to answer the following
7

As a rule of thumb, we should choose the FPC-score that can explain at least 95 percent of the
variation in the data.
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Algorithm 4: Robust PCA Synthetic Control
Step 1.
• Define Y − as the pre-intervention period for both treated unit and
non-treated units in the data set
• Compute FPC-scores ξ for all units that explain most of the variation in the
data
Step 2.
• Apply K-Means algorithm on FPC-scores and extract the donor pool Y−i
Step 3.
• Run Robust PCA by ADMM over the donor pool Y−i and compute
L and S
Step 4.
• Compute the relation between the treated unit and the donor pool by:
β̂ = arg min ||Yi− − (L− )T z||22
z∈RN −1

subject to z ≥ 0
Step 5.
• Estimate the counterfactual of the treated unit by:
Ŷi+ = (L+ )T β̂
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question: what would the per capita GDP of West Germany have been if this reunification had never happened? In this section, I apply the robust PCA synthetic
control algorithm to the case of German reunification. To make all conditions similar
to Abadie et al., 2015, I use the same country-level panel data of 16 OECD members
from 1960 − 2003. In general, to implement the robust PCA synthetic control algorithm, we do not need to find an appropriate donor pool, as the algorithm would take
care of that; however, in order to ensure an equitable comparison, I use the same data
set of Abadie et al., 2015.
To implement robust PCA synthetic control, first I compute the FPC-scores of the
16 OECD members in addition to West Germany for the pre-intervention period of
1960 − 1990. Figure 3.1 shows the percentage of explained variation in the data based
on the number of FPC-scores. As the figure shows, even considering the first FPC-score
can explain more than 95% of the variation in the data. So to reduce the dimensionality
of the data set, I considered the first FPC-score for the next step of my method, which
is applying K-Means algorithm 8 .
For K-Means algorithm, we first need to find the optimized number of clusters. To
do this, I use both the elbow method and the silhouette coefficient (Figures 1.9a and
1.9b). In Figure 1.9b, the silhouette coefficient would reach its maximum when the
data has been clustered by 3 groups. As demonstrated in 1.9a, the elbow of the plot
also corresponds to 3 clusters. Thus, each approach leads to the same conclusion.
Table 1.1 shows the results of K-Means algorithm on the first FPC-score of the data set.
Out of 16 countries, 11 countries fall in the same cluster as West Germany. I therefore
use these 11 countries as the donor pool of West Germany for the post-intervention
estimation.
8

The outcome of the K-Means algorithm does not change even when selecting up to 5 FPC-scores.
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Table 1.1: K-Means Algorithm with k = 3 (West Germany)
Cluster 1
United Kingdom
Belgium
Denmark
France
West Germany
Italy
Netherlands
Norway
Japan
Australia
New Zealand
Austria

Cluster 2 Cluster 3
Greece
United States
Portugal Switzerland
Spain

Now that we have the donor pool, we can run Steps 3 and 4 of the algorithm 4 to find
the synthetic weights. Figure 1.1 depicts the output of the third step, which is the L
and S matrices. You can see that implementing this step removes the outliers and noise
in the data, thereby smoothing it out. Table 1.2 shows the synthetic weights of robust
PCA, along with the weights of the synthetic control model (as reported in Abadie
et al., 2015) and the weights of the robust synthetic control model (as suggested in
Amjad et al., 2018) for West Germany 9 . The robust PCA synthetic control considers
Austria, France, New Zealand, and Norway as the synthetic of West Germany, while
the synthetic control model considers Austria, Japan, Netherlands, Switzerland, and
United Sates as West Germany’s synthetics. In contrast with these two methods,
robust synthetic control puts positive weights on all countries in the donor pool; this
can create issues, particularly in the presence of outliers.
All three models consider a linear relation between the treated unit and its synthetics;
there are, however, some differences in their assumptions. In robust PCA, the weights
9

To implement the robust synthetic control model and extract the low-rank structure of the donor
pool, I considered the first 2 singular values of the donor pool. Appendix B.1 explains the justification
behind this.
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Figure 1.1: L (left panel) and S (right panel) Matrices (West Germany)

Figure 1.2: FPC-scores (West Germany)
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Figure 1.3: Elbow Method (a) and Silhouette Coefficient (b) for Tuning the
Number of Clusters in K-Means Algorithm (West Germany).
(a) Elbow Method

(b) Silhouette Coefficient

are conditioned to be greater than or equal to zero. As previously discussed, the idea
behind this assumption is that Steps 1 and 2 of the robust PCA algorithm would select
members of the donor pool with similar behavior as the treated unit during the preintervention period. In Abadie et al., 2015, the weights are conditioned to be between
zero and one and their sum should be one. In other words, in the synthetic control
model, the weights are the convex hull of the treated unit. Robust synthetic control,
on the other hand, does not impose any constraint on the synthetic weights.
Given the synthetic weights of West Germany for all three models, we can estimate
the counterfactual of the treated unit for the post-intervention period. Figure 1.4
shows the estimation of the counterfactual of West Germany after 1990 for all three
models, along with its actual per capita GDP. The difference between the estimation
of these models is better displayed in Figure 1.5, though, where the gap between the
actual per capita GDP of West Germany and the estimation of each model is plotted.
For the first two years of reunification (1991 and 1992), all three models show an
increase in the per capita GDP of West Germany due to the initial increase in demand,
though this increase is more pronounced in the robust PCA model. After that, all
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Table 1.2: Synthetic Weights for West Germany
Robust PCA
Synthetic Control
Weight
Australia
0
Austria
0.02
Belgium
0
Denmark
0
France
0.35
Greece
Italy
0
Japan
0
Netherlands
0
New Zealand
0.29
Norway
0.48
Portugal
Spain
Switzerland
United Kingdom 0
United States
Country

Robust
Synthetic Control
Synthetic Control
Weight
Weight
0
0.07
0.42
0.08
0
0.08
0
0.06
0
0.07
0
0.05
0
0.08
0.16
0.08
0.09
0.07
0
0.05
0
0.08
0
0.04
0
0.05
0.11
0.08
0
0.06
0.22
0.09

Note: The “-” indicates that the robust PCA method does not use this country as the donor
pool of West Germany.
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Figure 1.4: Trends in Per Capita GDP: West Germany versus Synthetic
West Germany

three models suggest a decrease in the per capita GDP of West Germany compared
to its counterfactual estimation. The robust PCA synthetic control stays closer to the
synthetic control, while the robust synthetic control shows a higher difference in West
Germany and its counterfactual.
To assess how reliable the counterfactual estimations of these models are, I implement
placebo studies in two ways. First, a placebo study in time. In this method, we
consider an earlier time before the actual intervention, for example, the year 1975.
Then we estimate the counterfactual of the treated unit from 1975 up to the actual
intervention time –1990 for the case of West Germany. Figure 1.6 shows the result of the
placebo study for the models, along with the actual per capita GDP of West Germany
from 1976 to 1990. The synthetic control model slightly overestimates the per capita
GDP, while the robust PCA synthetic control and robust synthetic control models both
slightly underestimate it. Although the synthetic control model more closely parallels
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Figure 1.5: Per Capita GDP Gap Between West Germany and Synthetic
West Germany

the actual per capita GDP, we should also consider the fact that synthetic control in
Abadie et al., 2015 utilizes 5 variables for the counterfactual estimation, whereas robust
PCA synthetic control and robust synthetic control use only the outcome variable (i.e.
per capita GDP) for this estimation. Crucially, the counterfactual estimation of all
these models do not diverge from the actual per capita GDP of West Germany and
successfully capture its trend from 1975 onward.
The second method of placebo study is to reassign the treatment to other units. In this
form of placebo study, we iteratively assume that the intervention happened to one of
the units in the donor pool and we use our model to estimate the counterfactual of the
treated unit. Therefore, for each unit in the donor pool, we would have model fittings
for the pre-intervention period and counterfactual estimations for the post-intervention
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Figure 1.6: Placebo Reunification 1975–Trends in Per Capita GDP: West
Germany versus Synthetic West Germany

time. Then, we can use RM SP Ei , which is defined for each unit i as:


T
X
1X
RM SP Ei = 
βˆj Yjt
Yit −
T t
j̸=i

!2 1/2


to find the lack of goodness of fit for each unit i and for both pre-intervention period
1, ..., T0 and post-intervention period T0 , ..., T . The idea is that if the actual treated
unit, West Germany, experienced a significant difference in its per capita GDP as the
result of intervention, the ratio of its post-intervention RM SP E to its pre-intervention
RM SP E should be significantly higher than other units in the donor pool which did
not receive the actual intervention. Figure 1.7 shows the ratio of post-reunification
RM SP E to the pre-unification RM SP E for all units of the donor pool for all three
models. This figure demonstrates that this ratio is noticeably higher for West Germany compared to other units in the donor pool when we apply robust PCA synthetic
control and the synthetic control model suggested in Abadie et al., 2015. Interest-
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ingly, the robust synthetic control fails to satisfy this placebo study as the ratio of two
RM SP E, for the case of West Germany is not higher compared to the other countries.
As previously mentioned, one possible explanation for the failure of robust synthetic
control could be that the underlying process of this method is vulnerable to the effects
of outliers, and the data set may contain outliers.
Finally, to show that the findings of robust PCA synthetic control are not sensitive
to the weight of a specific country in the synthetic, I follow Abadie et al., 2015 and
run a similar robustness test. As previously discussed, to estimate the counterfactual
of West Germany by robust PCA synthetic control, five countries (Austria, France,
New Zealand, and Norway) have a positive weight; for the synthetic control model,
these five countries are Austria, Japan, the Netherlands, Switzerland, and the United
States; and the robust synthetic control model puts positive weights on all countries.
Our counterfactual estimation is robust if removing one of the synthetic members does
not change the conclusion about the impact of reunification on West Germany, and
ideally the counterfactual estimation should not change drastically. Figure 1.8 shows
the result of the robustness test on all three models. For the robust PCA synthetic
control and synthetic control models, in each iteration, I drop one of the five countries
with the positive synthetic weight and I re-estimate the counterfactual (shown in gray
lines). Robust PCA synthetic control shows a robust behavior for the counterfactual
estimation in the absence of one synthetic member. In the case of synthetic control,
when the U.S. is eliminated from the donor pool, the counterfactual estimation gets
very close to the actual per capita GDP of West Germany or even cuts it in some years.
For the robust synthetic control, I drop all members of the donor pool one by one in
each iteration, because all countries in the donor pool have a positive weight for the
counterfactual estimation. The result shows that this method can pass the robustness
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Figure 1.7: Ratio of Post-Reunification RMSPE to Pre-Reunification RMSPE: West Germany and Control Countries
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test. In general, the robust PCA synthetic control shows the smallest fluctuation
around its counterfactual estimation in the absence of one of its synthetic units, and it
has the best performance for the robustness test.

1.3.2

Facebook Privacy Scandal

As a second empirical study, I apply the robust PCA synthetic control model to the
case of the Facebook privacy scandal. Facebook had been struggling with data privacy
concerns since 2010. Then in early 2018, a whistleblower name Christopher Wylie, who
was working as a data scientist at Facebook, revealed damaging information about how
Facebook illegally gathered private information from its users and shared it with third
parties. This illegally-gathered information was primarily used by political campaigns
to elect candidates, and for commercial purposes. As a result of the whistleblower’s
revelations of Facebook’s mishandling of private data, the U.S. government launched
an investigation, eventually imposing fines on Facebook for this activity. Facebook’s
image was so damaged by this scandal that, in 2021, the company tried to rebrand
itself as Meta.
In this section of the paper, I evaluate whether Facebook’s stock prices were affected
by the privacy scandal and the subsequent investigations and fine. To implement
the robust PCA synthetic control model, I first consider the list of companies on the
Nasdaq-100 in 2022

10

as the potential donor pool for the Facebook. The data set is

from 01/01/2015 through 12/31/2020. I consider early 2018 as the beginning of the
treatment period.

11

Figure 1.9 shows the FPC-scores and the silhouette coefficient results. Based on the
10
11

The stock index of these companies can be found in Table 1.9
News about the Facebook scandal was brought to the media during February and March of 2018.
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Figure 1.8: Leave-One-Out Distribution of the Synthetic Control for West
Germany. Top Graph: Robust PCA Synthetic Control; Middle Graph:
Abadie et al. 2015; Bottom Graph: Robust Synthetic Control
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Figure 1.9: FPC-scores (a) and Silhouette Coefficient (b) for Tuning the
Number of Clusters in K-Means Algorithm (Facebook).
(a) FPC-scores

(b) Silhouette Coefficient

silhouette value, I cluster the data into 4 groups. Table 1.3 shows each of these clusters.
Facebook falls in cluster 1 along with 80 other companies. Thus, the donor pool of
Facebook consists of 80 companies on the 2022 Nasdaq-100 list.
Next, I apply steps 3 and 4 of the robust PCA synthetic control model to Facebook’s
donor pool. Figure 1.10 shows the low-rank structure (L) and sparse (S) matrices. In
step 4, only 5 indexes gain a positive weight among the donor pool members. These
5 indexes are: VSRN with a weight of 0.2, ALGN with a weight of 0.2, ATVI with a
weight of 0.1, JD with a weight of 1.2, and ROST with a weight of 0.4. Using these
weights, the counterfactual estimation of Facebook’s stock price is plotted in Figure
1.11. The gap between the counterfactual estimation and Facebook’s actual stock price
is plotted in Figure 1.12.
As shown in Figures 1.11 and 1.12, for most of the period following the breakout of the
privacy scandal, Facebook’s stock price falls below its synthetic, although it does pass
its synthetic price two times - once in the end of 2018 and again in mid-2019. Thus,
we cannot say with certainty whether the Facebook scandal had a negative impact on
its stock price continuously.
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Table 1.3: K-Means Algorithm with k = 4 (Facebook)
Cluster 1
AAPL
INTC
ADBE
ISRG
ADI
JD
ADP
KDP
ADSK
LULU
AEP
MAR
AMAT MCHP
AMD
MDLZ
AMGN MNST
ANSS
MRVL
ATVI
MSFT
AZN
MTCH
BIDU
MU
BIIB
NFLX
CDNS
NTES
CHTR
NXPI
CMCSA PAYX
CPRT
PCAR
CSCO
PEP
CSX
QCOM
CTAS
REGN
CTSH
ROST
DLTR
SBUX
EA
SGEN
EXC
SIRI
FAST
SPLK
FB
SWKS
FISV
TMUS
EBAY
TXN
GILD
VRSK
HON
VRSN
VRTX
XEL
WBA
WDAY

Cluster 2
GOOG
TSLA

Cluster 3
AMZN
BKNG

Cluster 4
ALGN
ASML
AVGO
COST
DXCM
FTNT
IDXX
INTU
KLAC
LRCX
MELI
NVDA
ODFL
ORLY
PANW
SNPS
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Figure 1.10: L (left panel) and S (right panel) Matrices (Facebook)

Figure 1.11: Facebook Stock Price: Facebook versus Synthetic Facebook
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Figure 1.12: Stock Price Gap Between Facebook and Synthetic Facebook

I also apply the placebo in time and placebo in space studies to this case. For the
placebo in time, I assume that the scandal would have happened in April of 2017.
Based on this assumption, I then compute the counterfactual of Facebook’s stock price
after April 2017 through January 2018. Figure 1.13 shows the result of the placebo
in time study. As the figure shows, robust PCA synthetic control does a good job of
capturing the actual Facebook stock price for the post-intervention period. Figure 1.14
shows the results of the placebo study in space. As the figure shows, although Facebook
has the highest ratio of post-reunification RMSPE to pre-unification RMSPE, this ratio
for Facebook does not stand out compared to the other companies. This is why we
cannot say for sure that Facebook scandal hurt its stock price continuously during 2018
and 2019.
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Figure 1.13: Placebo Facebook Stock Price 2015–Trends: Facebook versus
Synthetic Facebook

Figure 1.14: Ratio of Post-Scandal RMSPE to Pre-Scandal RMSPE: Facebook and Control Companies
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Simulation Study

In this section, I conduct a simulation study to analyze the performance of robust PCA
synthetic control. To do this, I first generate two different processes with additive noise:
t
t
f1 (t) = 0.3.(t mod(T + 1)) − (t mod(10)).sin( ) + (t mod(10)).cos( ) + ϵt
π
π
t
t
f2 (t) = log(t) + 4.sin( ) + 4.cos( ) + ϵt
(1.32)
π
π
where ϵt is an i.i.d Gaussian noise with a mean of zero and variances of 1, 4, 9, 16, and
25. For each specific value of the variance, I generate N1 = 100 of f1 (t) and N2 = 100
of f2 (t) where t ∈ [0, ..., T = 250]. I assume that the intervention happens at t = 150.
Figure 1.15: Generated Data for σ 2 = 25, Along with the Mean of the
Underlying Process

Figure 1.15 shows the plot of the two processes (1.32) along with their true underlying
mean for the case of the highest noise variance σ 2 = 25. I implement the functional
principal component analysis over the pre-intervention time period t = 1, ..., 150 and
then cluster these reduced dimension data points using k-Means algorithm. For all
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Figure 1.16: Proportion of Explained Variance by FPC-scores (left) and
Silhouette Statistics for the Number of Clusters (right), for the Case of
σ 2 = 25

cases of variance of 1, 4, 9, 16, and 25, the first FPC-scores can explain more than 95%
of the variation in the data and the silhouette statistics (Figure 1.16)12 can determine
the two clusters of the data points which are exactly the two underlying processes in
(1.32).
The accuracy of the clustering for the underlying processes (1.32), even with one FPCscore, is 100% and the K-Means can differentiate between these two processes for all
amount of noises. Then, I discard f2 (t) and I continue the analysis over f1 (t) because
this process has a more complicated structure.
For f1 (t), I assume that the true mean is the treatment unit that we want to estimate
and the noisy data are its donor pool. I use robust PCA to extract the low-rank
structure of the donor pool. Then I estimate the relation between the true mean and
the low-rank structure of the donor pool for the pre-intervention period.
Figure (1.17) shows the estimation of the true means for both pre-invervention and
12

Figure 1.16 shows the explained variation by FPC-scores and silhouette statistics for the number
of clusters, just for the case of σ 2 = 25, but the conclusion would not change for the other values of
variances.
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Figure 1.17: Noisy Observations (gray), True Means (blue), and the Estimates from the Algorithm for σ 2 = 1, 4, 9, 16, 25 (red)

Table 1.4: Pre-intervention vs. Post-intervention Error
Noise Pre-intervention error
1
0.09
4
0.19
9
0.29
16
0.39
25
0.49

Post-intervention error
0.13
0.25
0.38
0.51
0.64

Table 1.5: Pre-invervention vs. Post-invervention Error with Missing Data
Noise Pre-invervention error
1
0.27
4
0.52
9
0.86
16
1.07
25
1.36

Post-invervention error
0.65
1.14
1.69
2.65
2.59
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Figure 1.18: True Means (blue) and the Estimates From the Algorithm for
σ 2 = 1, 4, 9, 16, 25 (red) with 30% of Randomly Missing Data

post-intervention period for all values of variances of 1, 4, 9, 16, and 25. Although
the shape of the true mean has changed slightly after the intervention, robust PCA
synthetic control remains close to the true mean even with a high amount of noise
in the data. Table 1.4 reports the RMSPE estimation for both the pre-invervention
and post-invervention periods, showing that these errors stay close to each other for
different amounts of noise.
In the next step, I repeat this procedure but this time, drop 30% of the data randomly.
The estimation of the true means becomes less accurate with 30% missing data (Figure
(1.17) and Table 1.5), but robust PCA synthetic control remains fairly close to the true
means after the intervention. Note that the synthetic control model does not work in
the presence of the missing data, but robust PCA synthetic control can estimate the
counterfactual even with a relatively high volume of missing data and noise.
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Conclusion

Synthetic control model has recently become a popular method for counterfactual estimation, although some obstacles remain. In this study, I suggest a five-step algorithm
called robust PCA synthetic control to overcome some of these issues. Robust PCA
synthetic control uses the combination of functional principal component analysis and
K-Means algorithm to select the donor pool, so the selection of the donor pool is no
longer subjective. This method then uses robust principal components analysis to find
the low-rank structure of the donor pool. After finding the low-rank structure, robust PCA synthetic control estimates a linear relation between the treated unit and
the donor pool over the pre-intervention period. By this relation, we can find the
counterfactual estimation of the treated unit for the post-intervention period.
In addition to finding the donor pool, robust PCA synthetic control model can estimate
the counterfactual based only on the outcome variable, and it does not need an expert
to determine the relevant features (covariates) of the treated unit.
Finally, I apply robust PCA synthetic control method to two empirical cases: first, the
case of German reunification in 1990 to estimate the counterfactual of West Germany’s
per capita GDP, and second, the case of the Facebook privacy scandal in 2018 to
estimate the counterfactual of Facebook stock prices. As documented in 1.3.1, the
robust PCS synthetic control method can outperform the robust synthetic control
model suggested by Amjad et al., 2018 in placebo studies, and it is less sensitive to the
weights of synthetic members compared to the synthetic control model implemented
in Abadie et al., 2015.

Chapter 2
Improving Time Series Extrinsic
Regression

2.1

Introduction

With the growth of big and real-time data, time series models have gained a lot of
attention in recent years. Along with the different types of classic time series models, a
need has also emerged for developing new methods which are better suited for big and
real-time data sets. According to Tan et al., 2021, the first type of classic time series
analysis is time series forecasting, which uses past values to predict future values. In
a time series forecasting model, the most recent past values of a time series have the
greatest weight for predicting future values. Models like ARIMA (Box and Jenkins,
1970), SARIMA (see B Hamilton, 1994), GARCH (Engle, 1982, and many others have
been well-developed in the literature for increasing the accuracy of a prediction by
capturing the specific features of a time series, such as seasonality. In addition to
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these well-known forecasting models, several recently-developed deep learning models
have also proven to be useful for time series forecasting. Deep learning models such as
convolutional neural network (CNN) (LeCun et al., 1998; Krizhevsky et al., 2012), long
short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997), and hybrid models
(the combination of CNN and LSTM models) offer a novel approach to time series
forecasting (see Gutiérrez and Hervás-Martı́nez, 2011).
The second type of classic time series analysis, time series classification, has also attracted a great deal of attention recently (Tan et al., 2021). In time series classification,
the task is to assign a finite discrete value (most commonly a binary value) to a time
series. For example, given an electrocardiogram, is the heart functioning normally or
abnormally? Or as another example, given an individual’s financial history, would that
person default or not default on a loan? The literature on time series classification is
also rich and there are a variety of machine learning methods that can be used for
time series classification. BOSS (Bag of Symbolic Fourier Approximation Symbols)
suggested by Middlehurst et al., 2019 is one of the leading methods for time series
classification in terms of precision. This method is a dictionary-based classifier that
extracts the time series features by computing the Fourier transformation of windows
over the time series. BOSS then uses these features for training a classifier (any classifier like simple logistic regression can be used in BOSS). Another leading method
in time series classification is learning time series by shapelets (Hills et al., 2014).
Shapelets are distinctive subsets of a time series that can distinguish the time series of
a specific class from the time series of other classes. Although classifying time series
by shapeletes methods has high precision, learning these distinctive subsets can be
costly and inefficient, particularly in the presence of high dimensionality. The combination of BOSS and shapeletes methods is called the Hierarchical Vote Collective of
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Transformation-based Ensembles (HIVE-COTE) and Lines et al., 2016 showed that
HIVE-COTE can have superior performance compared to using shapelets or BOSS
individually.
A third type of time series that has recently emerged, according to Tan et al., 2021,
is time series extrinsic regressions (TSER). TSER is closely related to time series classification; however, in contrast with time series classification, in which the dependent
variable can only take finite discrete values, the dependent variable in TSER is scalar.
Therefore, TSER models regress a continuous scalar over a time series and it can be
seen as a special case of scalar to function regression where the function is a time series.
Definition 2. Consider a dataset D = {(t1 , s1 ), ..., (tn , sn )}, where ti is a time series
and si is a continuous scalar value. Time series extrinsic regression is learning a
function T → S from dataset D.

The development of data sets with the structure of definition 2 calls for the development
of new methods specifically designed for these types of time series analysis. To the best
of my knowledge, Tan et al., 2021 is the first study that has focused specifically on
TSER. In their paper, Tan et al., 2021 modified the current practices of deep learning
methods for time series analysis (ResNet, Inception, and ROCKET) and made them
adaptable for a TSER setting.
The present study is built on Tan et al., 2021 to improve TSER models. I show that
using ROCKET model as a feature extraction method and combining it with XGBoost
method as a regression layer can improve the accuracy of current practices of deep
learning methods for TSER. I call this method ROCKET-XGBoost.
This chapter is organized as follows. In the next section, I explain the data sets
that were used in this study. In section 2.3, I briefly introduce XGBoost, ResNet,
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InceptionTime, and ROCKET models. Section 2.3.6 is dedicated to my suggested
method ROCKET-XGBoost. In section 2.4, I test the accuracy of the aforementioned
models on the Monash UEA UCR Time Series Extrinsic Regression archive. Finally,
section 2.5 concludes the paper.

2.2

Datasets

For this study, I use the second version of data sets collected by Monash UEA UCR
Time Series Extrinsic Regression archive 1 . This is the same data set used by Tan
et al., 20212 . This data set consists of 5 general categories 3 :

1. Energy Monitoring: This category consists of 3 data sets: Appliances Energy (Candanedo et al., 2008), Household Power Consumption 1, and
Household Power Consumption 24 . In the data set Appliances Energy, the
goal is to predict the energy consumption of a house based on the temperature and
humidity level of each room in the house. The energy consumption is recorded in
10-minute intervals in kWh. Figure 2.1 shows the measurements of temperature
and humidity for one room of a house for a specific day, associated with a total
energy consumption of 21.49 kWh on that specific day. The data sets Household
Power Consumption 1 and 2 are measures of activation and reactivation power
respectively of households in kW, per minute for a span of 47 months. The time
series associated with each active/reactive power per minute are voltage, current,
and sub-metering 1, 2, and 3.
1

http://tseregression.org/
The plots below are a partial representation of the full data set and are included here for clarity.
3
For a detailed description of this data set archive, refer to Tan et al., 2020
4
https://archive.ics.uci.edu/ml/datasets/Individual+household+electric+power+consumption
2
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Figure 2.1: Energy Consumption at 10-minute Intervals from Sensors

2. Environment Monitoring: This category consists of the following data sets:
Benzene Concentration, Beijing PM25 Quality, Beijing PM10 Quality,
Live Fuel Moisture Content, Flood Modeling 1, Flood Modeling 2,
Flood Modeling 3, and Australia Rainfall.
The Benzene Concentration data set (Vito et al., 2008) is the amount of Benzene
in the air as a measure of air quality over the span of 10 days. During this 10day window, 8 sensors took hourly measurements of 5 atmospheric pollutants in
addition to absolute humidity, relative humidity, and temperature. Figure 2.2
shows the time series measures of each of the 8 sensors over the course of 10 days
and the amount of Benzene concentration at the end of the period.
The data sets Beijing PM25 Quality and Beijing PM10 Quality (Zhang et al.,
2017) are for the prediction of PM25 and PM10 in the city of Beijing. Each daily
prediction of PM25 or PM10 is associated with the time series of 9 sensors that
record 9 air pollutants minute-by-minute.
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Figure 2.2: Measurements of 8 Sensors Associated with a Benzene Concentration for 10-day Interval

Live fuel moisture content (LFMC) is the ratio of the weight of water to dry weight
in vegetables. This ratio is an important indicator of bush fire, particularly if it
falls below 80%. The data set Live Fuel Moisture Content (Yebra et al., 2018)
is a daily satellite measurement of 7 spectral bands, as well the year-end LFMC.
These measurements were gathered from 11 countries at 1383 sampling sites.
The Flood Modeling data sets contain the record of the daily rainfall at different
sites along with their associated Hmax (maximum computed depth of water at a
site). This information can assist with flood monitoring or flood prediction based
on the amount of rainfall in different locations.
The Australian Rainfall data set

5

contains the record of daily temperatures

(average, minimum, and maximum temperatures per hour) along with the corresponding level of daily rainfall at different locations in Australia.
5

https://data.gov.au/data/dataset/weather-forecasting-verification-data-2015-05-to-2016-04
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Figure 2.3: Measurements of PPG and Acceleration Sensors Associated
with a Heart Rate for an 8-second Interval

3. Health Monitoring: This category contains data sets PPG-DaLiA, IEEEPPG,
BIDMC32HR, BIDMC32RR and BIDMC32SpO2 (Reiss et al., 2019,
Zhang et al., 2014 and Pimentel et al., 2016). These data sets were gathered
from individuals wearing medical devices like an electroencephalogram (EEG), a
photoplethysmogram (PPG), and an electrocardiogram (ECG). This information
was linked to the individual’s respiratory rate, heart rate, or blood oxygen level.
Figure 2.3 from the data set IEEEPPG shows the time series of PPG1, PPG2,
and accelerometer readings over the span of 8 seconds for an individual with a
heart rate of 74.33 beats per minute at the end of the period.
4. Sentiment Analysis: This category contains two data sets: News Headline
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Figure 2.4: Measurements of Title Popularity Level Associated with the
Sentiment Score

Sentiment and News Title Sentiment (Moniz and Torgo, 2018). In these
data sets, the popularity of a news title or headline is recorded across Facebook,
Google+, and LinkedIn at an interval of 20 minutes. The popularity of a news
title or headline is defined as the number of clicks a link received over the 20minute interval. The target variable for the time series of level of popularity is
the sentiment score. Figure 2.4 shows an example of news title sentiment. Here,
the level of popularity of a news title is stored over 20-minute intervals over the
course of 2 days, so there are 140 points in each time series.
5. Forecasting: This category has just one data set: COVID-19, which contains
the number of COVID-19 confirmed cases for most countries over the span of 3
months. The target variable is the death ratio (the number of deaths divided by
the number of confirmed COVID-19 cases) based on the time series of confirmed
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Figure 2.5: Number of Confirmed COVID-19 Cases Associated with the
Death Rate

cases (Figure 2.5).

Table 2.1 summarizes the data sets in the Monash UEA UCR Time Series Extrinsic
Regression archive. Data sets might have different lengths between dimensions, or may
be missing data. In the next section, I briefly introduce the machine learning and deep
learning methods that I have used for this study.

2.3

Models

The basic idea of convolutional neural network (CNN) dates back to the 1950s, but the
first real-world application of CNN was suggested by LeCun et al., 1998, who applied
it to image classification. Thanks to improvements in computational power since then,
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Table 2.1: Time Series Data Sets Summaries from Tan et al., 2020 and
TSER Archive
Dataset
Number of Dimension Missing
AppliancesEnergy
24
No
HouseholdPowerConsumption1
5
Yes
HouseholdPowerConsumption2
5
Yes
BenzeneConcentration
9
Yes
BeijingPM10Quality
9
Yes
BeijingPM25Quality
9
Yes
LiveFuelMoistureContent
7
No
FloodModeling1
1
No
FloodModeling2
1
No
FloodModeling3
1
No
AusstraliaRainfall
3
No
PPGDalia
4
No
IEEEPPG
5
No
BIDMC32HR
2
No
BIDMC32RR
2
No
BIDMC32SpO2
2
No
NewsHeadlineSentiment
3
No
NewsTitleSentiment
3
No
Covid3Month
1
No
the use of CNN has become widespread, particularly in the field of image processing.
In the past decade, CNN has shown promising results in time series analysis as well,
specifically for time series classification. The rapid growth of CNN in time series
analysis encouraged researchers to develop its structure with the goal of improving its
accuracy and efficiency. In this section, I briefly introduce the most recent developments
in deep learning models that are based on CNN, as well as the motivation behind the
structure of these models. After introducing the basics and methodology of CNN,
I discuss the current practices of CNN in more depth: Fully Convolutional Network
(FCN), Residual Neural Network (ResNet), InceptionTime, Random Convolutional
Kernel Transform (ROCKET). Then I discuss the popular supervised learning method
Extreme Gradient Boosting (XGBoost), which I implement in the structure of my
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suggested model ROCKET-XGBoost 6 .

2.3.1

Convolutional Neural Network

In the past decade, convolutional neural network (CNN) has been one of the most
common types of neural networks for image processing tasks. Because image processing
and time series analysis are inherently the same problem in different dimensions (i.e.,
both deal with the analysis of the change in the structure of input data), CNN has
also become popular for time series analysis. The most important part of a CNN is the
kernel and its convolution with the input data. A kernel in discrete form is an array
of numbers. For example, a 1 dimensional kernel with size of 3 is just a 3 dimensional
vector of numbers. In 2 dimensional cases, the kernel of size 3 is a 3 × 3 matrix. In 1
dimensional case, considering the kernel k, the convolution of kernel k with input T is
defined by:

Ti ∗ k = b +

l
X

!
Ti+(j×d) × kj

(2.1)

j=1

where Ti is the i-th element of T and l is the length of the kernel. b is the bias of the
kernel and d is its dilation. Dilation is the inflation of a kernel and is used to capture
the wider field on input. Figure 2.6 shows an example of a 2 dimensional kernel with
size equal to 3 on the left and its 2-dilated kernel on the right.
Convolution operation 2.1 is implementing a dot product between the kernel and a
slice of input data, then the kernel moves forward to cover all parts of the input data.
An issue can arise with the elements at the beginning or the end of the input data not
having a fair amount of convolutions with the kernel. As an example, with a kernel
6

All figures in this section were created by bioRender https://app.biorender.com/
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Figure 2.6: 2-dimensional Kernel (left) with its Corresponding 2-dilated
Kernel (right)

size of 3, the first data would have convolution with the kernel just once, while the
data in the middle would have convolution with the kernel 3 times. There is a padding
method in CNN to solve this issue. By padding, we can add elements to the beginning
of the input (for example, adding zeros) so that the first elements of the input data
experience a fair amount of convolution with the kernel.
Another concept in neural networks, specifically CNN, is pooling. The output of kernel convolution with the input data can suffer from the curse of dimensionality. To
address this problem, there are several pooling methods which are implemented after
the convolution. Operators like max pooling simply considers the maximum element
of the output of kernel convolution with the input data.
Figure 2.7 shows the general architecture of CNN. The input would pass to each of the
convolution layers with different settings of kernels (sizes, dilations, and biases). The
output of each layer would be passed through an activation function. One of the most
popular activation functions is rectified linear unit (ReLU,) which is defined as:

F (X) = max(0, X)

After passing through the convolution layer and activation functions, a pooling layer
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Figure 2.7: An Example of Convolutional Neural Network Architecture

would decrease the dimensionality and finally, a fully connected network would perform
the prediction. Figure 2.7 is just one example of CNN structure; however, many other
different structures (in terms of the number of layers, activation functions, and position
of pooling layers) can be implemented for various tasks.
The fundamental idea of deep learning models is to stack layers over each other to learn
more complicated structures of data for increasing accuracy, but increasing layers is
beneficial only up to a point. In other words, the accuracy of prediction of a deep
learning model would continue to increase by adding hidden layers, but after a certain
threshold, adding more layers actually causes the accuracy to drop and the performance
of the model decays. The main reason for this phenomenon is vanishing gradient. Vanishing gradient means that after a certain point, adding more layers causes important
information to be lost between the layers. The parameters of a deep learning model are
usually computed by a gradient-based method such as ADAM (Kingma and Ba, 2015),
so optimization of a high number of layers can make gradients smaller and smaller,
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eventually vanishing the gradient altogether.
Several different solutions have been offered to solve the vanishing gradient problem.
In the next section, I discuss the architecture of Fully Convolutional Network (FCN)
as one possible solution for the vanishing gradient problem.

2.3.2

Fully Convolutional Network

Fully Convolutional Network (FCN) was first suggested by Long et al., 2015 to overcome the problem of vanishing gradient. Figure 2.8 shows an example of FCN architecture. The difference between CNN and FCN lies in their final two layers. CNN uses a
fully connected network after a pooling layer as its last two layers, but FCN uses a 1×1
kernel for the convolution and then up-sampling as the last two layers. Up-sampling
is the inverse of convolution operator and it increases the size of output. The idea of
FCN is to use 1 × 1 convolution layer with the combination of up-sampling to help
to retrieve the degraded information inside the layers of the network. The last layer
of FCN makes the dimension of input and output of the network equal to each other,
and Long et al., 2015 show that this feature helps the network to keep the spatial and
temporal features of the input data.
In the next section, I explain another possible solution to the vanishing gradient problem in CNN.

2.3.3

Residual Neural Network

Residual Neural Network (ResNet), first suggested by He et al., 2016, is a revolutionary method to deal with the vanishing gradient problem. As discussed in the previous
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Figure 2.8: An Example of Fully Convolutional Neural Network Architecture

section, stacking layers over each other can depreciate the performance of the network.
The revolutionary approach to this problem proposed by He et al., 2016 was to postulate the hypothesis that a deeper network should be at least as good as a shallower
network. So, if we substitute the deeper layers with an identity mapping from the
shallower layers, the performance should not depreciate. For example, if we have a
shallower network with 12 layers and a deeper network with 32 layers, the deeper network should be at least as good as the network with 12 layers, because we can substitute
layer 13 through layer 32 with the identity mapping of the output of the first 12 layers,
and the shallower network and the deeper network should have the same performance.
In practice, however, going deeper does not necessarily guarantee an improvement in
performance. The solution for this problem in ResNet is to use residual blocks. Figure
2.9 shows an example of ResNet architecture. In a residual block, there is a skipped
connection from the output of the previous layer to the output of the deeper layer.
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Figure 2.9: An Example of ResNet Architecture

These residual blocks help to avoid the issues of loss of information and vanishing gradient. The intuition behind the architecture of ResNet is this: the shallower layer tries
to approximate the desired function; anything remaining (residue) might be captured
by the deeper layer, but if the deeper layer fails to capture the structure of the residue,
it would not lose any information from the shallower layer. In Figure 2.9, the F (x)
is the residue and the connection x is the identity mapping. The structure of ResNet
allows for the deeper networks without depreciating the accuracy of the network.
In the next section, I discuss InceptionTime, another possible method for overcoming
the vanishing gradient issue.
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InceptionTime

Another solution for the vanishing gradient problem is to choose a wider neural network
design, rather than going deeper. This is the idea behind the InceptionTime networks
suggested by Fawaz et al., 2020. Although ResNet is able to go deeper without losing
accuracy, stacking layers over each other can cause other sorts of issues, such as running time inefficiency. Considering time efficiency, InceptionTime’s main idea is to use
wider layers instead of deeper layers. In each layer of InceptionTime, Fawaz et al., 2020
consider different types of kernels at each layer, avoiding going deeper. Considering
different types of kernels at each layer provides the flexibility similar to a deeper network, but it actually increases time efficiency compared to a deeper network. Figure
2.10 shows a simplified architecture of an InceptionTime network. As the figure shows,
to make the different types of kernels compatible with each other for feeding into the
fully connected network, InceptionTime uses concatenation of filters.
In the next section, I discuss another method that was built on the idea of moving
toward shallow networks.

2.3.5

Random Convolutional Kernel Transform

The InceptionTime network introduces two ideas: first, the possibility of using shallower networks without losing accuracy, and second, implementing different types of
kernels into one layer. Random Convolutional Kernel Transform (ROCKET) suggested
by Dempster et al., 2020, builds on these two ideas by developing the concept of random
kernels and using just a single wide layer.
Random kernels means that the size, weight, dilation, and padding of a kernel is chosen
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Figure 2.10: An Example of InceptionTime Architecture

randomly. The architecture of ROCKET contains just one layer, with a high number of
random kernels. Figure 2.11 shows the general structure of ROCKET. A high number
of random kernels (defaulted at 1000) apply convolution operations over the input data
and then the two operations max pooling and proportion of positive values reduce the
dimension of the output of the convolution. Finally, the output of max pooling and
proportion of positive values would be passed to a simple linear regression or a classifier,
depending on the application. Therefore, given 10000 random kernels, ROCKET would
pass 20000 features to the linear regression layer. In Dempster et al., 2020, the random
properties of a kernel are chosen as follows:

• Kernel size is randomly selected from {7, 9, 11};
• Kernel biases, b, are randomly sampled from uniform distribution U ∼ [−1, 1];
• Kernel weights, ki , are randomly sampled from normal distribution k ∼ N (0, 1);
• Kernel dilation is chosen randomly by d = 2s where s ∼ U(0, log2

Input Size−1
);
Kernel Size−1
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Figure 2.11: An Example of ROCKET Architecture

• Kernel padding can also be implemented randomly between no padding at all or
adding zero for padding.

Dempster et al., 2020 showed that ROCKET can out-perform competitor models both
in terms of accuracy and efficiency. Thus, in line with Tan et al., 2021, I use the main
architecture of ROCKET for the time series extrinsic regression.
In the next section, I discuss my suggested ROCKET-XGBoost, which uses the modification of ROCKET over XGBoost method.

2.3.6

ROCKET-XGBoost

In this section, I introduce ROCKET-XGBoost, which is a modification of the original
ROCKET model. In the next section, I show that using ROCKET-XGBoost may
increase the accuracy of ROCKET. Before discussing ROCKET-XGBoost, however, I
first briefly explain the XGBoost model (Chen and Guestrin, 2016).
XGBoost is a gradient tree boosting algorithm that is widely used in supervised learning
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and prediction. The term ”boosting” refers to the successive predictions by trees, where
each tree attempts to correct the errors that have been made by the previous trees.
Two main advantages XGBoost algorithm has over other models is its scalability and
its accuracy. XGBoost is basically an ensemble of k trees that minimize the following
objective function:

L=

X
i

l(ŷi , yi ) +

X
(γTk + ||wk ||22 )

(2.2)

k

where ŷi and yi are the prediction of the dependent variable and its actual value,
respectively. l is the loss function, which can be squared loss function in the case of a
continuous dependent variable. γ is the hyperparameter to be tuned. Tk is the number
of leaves in the tree k and ||wk ||22 is the square of 2-norm of the weighted scores of
leaves in tree k. After constructing these k trees, the XGBoost model computes ŷi by
adding the predicted weighted scores of each tree for the data point i.
The main issue with using XGBoost as the final layer of ROCKET is the scalability
challenges. In other words, the improvement in accuracy using XGBoost in ROCKET
might not justify the increased running time of the model. When using XGBoost,
we can either use the default values of hyperparameters or implement cross-validation
methods to tune them. With the original structure of ROCKET (Figure 2.11), using
XGBoost increases the running time, while there is no significant improvement in
accuracy.
ROCKET-XGBoost is a modification of the ROCKET model that significantly increases the accuracy of ROCKET but does not challenge the scalability of ROCKET.
ROCKET-XGBoost borrows the idea of random kernels from the ROCKET model and
uses these random kernels as the input features of the XGBoost model. The challenge
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is in tuning the hyperparameters of XGBoost: in the case of tuning the hyperparameters of XGBoost, the algorithm would not be scalable and it takes a very long time
to run over big data sets. If we just use the default values of XGBoost hyperparameters, the accuracy gain of ROCKET-XGBoost would not be significant compared to
the ROCKET model, but it keeps the scalability feature of the algorithm. To solve
this issue, I considered more filters for the dimension reduction in the second layer
of ROCKET-XGBoost. The extra filters are average pooling, minimum pooling, and
proportion of negative values, which pass this extra information to the XGBoost. This
means that given 1000 random kernels, 5000 features will be fitted to the XGBoost
model, in contrast with ROCKET which pass 2000 features to the regression layer.
This extra information gives more information to the XGBoost about the convolutional pattern of the time series with the kernels. Figure 2.12 shows the structure of
the ROCKET-XGBoost. There are two modifications in ROCKET-XGBoost architecture compared to ROCKET: first is the substitution of XGBoost layer for linear
regression, and second is the addition of filters in the second layer. In the next section,
I show that with these modifications, the XGBoost layer does not need hyperparameter tuning and it can outperform ROCKET in terms of accuracy, while keeping the
scalability feature of ROCKET.

2.4

Results

In this section, I apply the models that I have mentioned in the previous section over
the Monash UEA UCR Time Series Extrinsic Regression archive 7 . To compare the
accuracy of these models, I use the average root mean sqaured error (RMSE), which is
7

The code for this section was adopted from https://github.com/ChangWeiTan/
TS-Extrinsic-Regression and I modified it accordingly based on the purpose of this study.
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Figure 2.12: An Example of ROCKET-XGBoost Architecture

defined as:
s

PN

RMSE =

i=1 (yi

N

− ŷi )2

(2.3)

where N is the sample size. yi and ŷi are the observed value of the dependent value
and its prediction, respectively. Table 2.2 shows the RMSE of different methods implemented over the TSER archive. To find these RMSE values, I run each method over
each data set 5 times and then I take the average of these values for a specific data set
and specific method. You can see in Table 2.2 that ROCKET-XGBoost can outperform
other methods in eight of the data sets. To quantify the performance of each method,
I compute the ranking of each method, as shown in Figure 2.13. In the event that two
methods tie in rank, they would split the ranking and receive a ranking with decimal
values. As Figure 2.13 shows ROCKET-XGBoost method has the highest ranking and
overall the lowest RMSE compared to the other methods. The thick black horizontal
line in Figure 2.13 represents the pairwise significant test of the difference between the
accuracy of methods. Although the differences between these methods are not statistically significant, considering the ranking and efficiency of ROCKET-XGBoost, this
method can outperform others in practice.
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Both models (ROCKET and ROCKET-XGBoost) have just one hyperparameter: the
number of random kernels. For ROCKET, Dempster et al., 2020 considered 10000
kernels by default and they show that their method is very fast with this default
setting. Obviously, if efficiency is not an issue, one can increase the number of kernels,
but this will come at the cost of a slower running time. For ROCKET-XGBoost, I
consider 2000 random kernels as the default, because the number of features that are
passing in XGBoost is higher (from 2 features per kernel in ROCKET to 5 features
per kernel in ROCKET-XGBoost). With this default setting of ROCKET-XGBoost,
there is no significance difference in efficiency between these two methods. Although
XGBoost is less efficient than linear regression, the number of features that are passing
to XGBoost in ROCKET-XGBoost is smaller than the number of features passing to
linear regression in ROCKET. Overall, the efficiency of both models is largely superior
to the other methods.
Figure 2.13: Ranks of Models with Critical Difference Interval

2.5

Conclusion

In this study, I try to improve the accuracy of existing models on time series extrinsic
regression. In contrast with time series forecasting, which attempts to predict future
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values, in time series extrinsic regressions, we are not interested in the future values of
a time series; rather, we want to predict a scalar from a time series as regressors. This
task is similar to time series classification, but with a continuous dependent variable.
In this study, I show that the ROCKET model, which was suggested by Dempster
et al., 2020 for time series classification and modified by Tan et al., 2021 for time series
extrinsic regressions, can be modified to have higher accuracy, without sacrificing the
efficiency of ROCKET. I modified the ROCKET model with some techniques from deep
learning and implemented a XGBoost layer in it. These modifications improved the
accuracy of the original ROCKET model and I showed its superior ranking compared
to the other common deep learning methods like FCN, ResNet, and InceptionTime
over the TSER archive.

2.98
160.8
48.01
4.83
94.28
59.65
34.81
0.01
0.01
0.02
8.47
14.11
34.15
13.04
3.57
6.1
0.15
0.15
0.07

AppliancesEnergy
HouseholdPowerConsumption1
HouseholdPowerConsumption2
BenzeneConcentration
BeijingPM10Quality
BeijingPM25Quality
LiveFuelMoistureContent
FloodModeling1
FloodModeling2
FloodModeling3
AustraliaRainfall
PPGDalia
IEEEPPG
BIDMC32HR
BIDMC32RR
BIDMC32SpO2
NewsHeadlineSentiment
NewsTitleSentiment
Covid3Month

The lowest RMSE is specified in bold

FCN

Dataset
3.34
192.71
39.06
4.11
96.06
64.45
30.71
0.02
0.01
0.01
8.24
11.31
34.01
10.52
4.07
5.93
0.15
0.14
0.11

ResNet
4.5
154.22
39.4
1.51
96.74
61.97
28.89
0.03
0.01
0.01
8.89
9.91
23.93
9.42
3.01
5.72
0.14
0.16
0.05

3.48
232.75
44.38
0.65
93.17
59.64
31.9
0.02
0.03
0.02
8.53
16.35
14.08
13.91
4.48
4.15
0.14
0.14
0.06

InceptionTime XGBoost
2.36
133.06
32.38
3.64
121.2
62.93
30.06
0.00
0.01
0.00
8.16
13.91
35.78
14.02
5.61
5.83
0.14
0.14
0.04

ROCKET

Table 2.2: Out of sample RMSE of different methods over the TSER Archive
ROCKETXGBoost
1.97
177.9
31.59
0.87
96.27
61.14
43.9
0.00
0.00
0.00
8.02
13.35
29.01
11.13
3.58
4.69
0.14
0.13
0.04
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Chapter 3
The Contribution of the Minimum
Wage to U.S. Wage Inequality: A
Penalized Spline Approach
To what extent has the minimum wage affected the wage distribution in the United
States? Several studies have tried to estimate the effect of minimum wage policies on
inequality. Generally, the literature in this area is divided into two types of modeling.
First, there are studies on the general equilibrium impact of minimum wage changes
on labor market outcomes. As an example, Flinn, 2006 formulated partial and general
equilibrium models of wage determination and labor market dynamics to generate an
accepted wage distribution with a mass point at the minimum wage and a continuous
density to the right of it. Using the federal minimum wage increase in 1997 and the
matching function formulation, along with Nash bargaining between workers and firms,
Flinn, 2006 looked at the effect of minimum wages on labor market outcomes, as well
as its welfare effects. Not surprisingly, these effects were not significant, due to the
74
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small changes in the magnitude of the minimum wage in the U.S. 1 On the other hand,
Engbom and Moser, 2014 developed a version of the Burdett and Mortensen, 1998
model to evaluate a 119 percent increase in the real minimum wage in Brazil from 1996
to 2012. They concluded that, in the case of Brazil, the spillovers can reach up to
the 80th percentile of the earning distribution and increasing the minimum wage can
explain a large decline in earning inequality2 .
The second strand of literature is focused on reduced-form estimation of the effect of
minimum wage on inequality. Machin et al., 2003 studied the effect of the establishment
of a national minimum wage (NMW) in 1999 in the U.K. NMW affected the residential
care homes industry, which employs a large number of low-wage workers. The authors
showed that introducing a NMW causes a very big wage compression on the lower end
of wage distribution, while its effect on employment remains negligible. By defining
the concept of effective minimum wage as a proxy for underlying wage inequality, Lee,
1999 estimated to what extent the rise in wage inequality from 1979 to 1988 was due to
decreasing real minimum wage. He concluded that if the real minimum wage had been
kept constant during this period, inequality would have fallen instead of rising. Later,
Autor et al., 2016 (hereafter AMS) reassessed the Lee, 1999 model using a longer period
of data (from 1979 to 2012). They showed that the Lee, 1999 conclusion suffered from
estimation bias. More importantly, Autor et al., 2016 concluded that due to the data
limitations in the Current Population Survey (hereafter CPS), we cannot distinguish
between measurement error and spillovers for the case of the U.S.
The current study is in the tradition of the second strand of research. My contribution
is to use recent developments in penalized spline estimators3 and to reassess the estima1

To read about the changes in the magnitude of the minimum wage in the U.S., see Flinn, 2006.
To read more about general equilibrium models, see Flinn et al., 2017 and Albrecht and Axell,
1984
3
See Putz and Kneib, 2016 and Scheipl et al., 2013
2
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tion provided by Lee, 1999. Compared to Lee, 1999, my estimation has the advantage
of using data over a longer time period. Compared to Autor et al., 2016, I will ease
the assumption of parametric form of effective minimum wage. By relaxing the parametric estimation of effective minimum wage using penalized splines, I corroborate the
conclusion of Autor et al., 2016 about estimation bias in Lee, 1999. In the second step
of this study, I use instrumental variables recommended by Stock et al., 2002 and also
used in Autor et al., 2016 to suggest that P-Splines estimation clearly shows that based
on CPS limitations, no spillovers in wage distribution can be detected from changing
the minimum wage in the U.S.
The reminder of this paper is organized as follows: A brief history of minimum wage
in the U.S. in provided in Section 3.1. The method of penalized splines for panel data
is introduced in Section 3.2.1 and in Section 3.2.2, I apply this method to CPS data.
Finally, Section 3.4 summarizes my conclusions.

3.1

Minimum Wage in the U.S.

The minimum wage in the United States is set at both the federal level and the state
level. If there is a discrepancy between a state’s minimum wage and the minimum
wage at the federal level, the higher value would prevail. Figure 3.1 shows the number
of states with a higher minimum wage compared to the federal minimum wage from
1979 to 2012. In 1979, just one state (Alaska) had set its minimum wage higher than
that of the federal level. The number of states with a higher minimum wage increased
over time and in 2008, it reached its the maximum of 31 states. This is immediately
following the historically lowest level of real minimum wage value in 2007.
According to Stewart, 2012, minimum wage spillover effects may occur in several dif-

3.1. MINIMUM WAGE IN THE U.S.

77

ferent ways. First, the relative prices of low-skilled labor is increased when the minimum wage is increased. This may lead to an increased demand for some types of
higher-skilled labor, thus leading to increased wages for some types of workers already
earning above the minimum. Secondly, firms may reorganize their workforce to realign
marginal products of their minimum wage workers to the new minimum, which may
affect the marginal products of other workers. A third possibility is that it may lead to
wage increases for some workers already earning above the minimum so as to preserve
wage differentials that may affect worker motivation and productivity. Finally, it may
increase the reservation wages of those looking for jobs in particular sectors, thereby
increasing the wages that employers in those sectors must offer in order to successfully
recruit.
Following Autor et al., 2016, I use this source of variation among states’ minimum
wage along with the ”bindingness”4 of the minimum wage to estimate my model.
The fundamental idea is that the effective minimum wage (whether federal or state)
should have a larger impact on the wage distribution in states with a lower wage level.
Table 3.1 shows the maximum binding percentiles and minimum binding percentiles
for different years. In states with lower wage levels, the binding percentile is higher in
comparison with higher wage states. I consider the binding percentile as the highest
percentile in the wage distribution that the minimum wage binds. This variation among
bindingness is the second source of variation for the model estimation.
The database in this study is taken from the Current Population Survey Merged Outgoing Rotation Group (CPS MORG). The main outcome of interest is the percentiles
of states’ annual wage distribution. I follow the approach of D Autor et al., 2008 to
4

The log of the difference between the minimum wage and the median is known as the bindingness
of the minimum wage.
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Figure 3.1: Variation in State Minimum Wages
Notes: Each point corresponds to a state with minimum wage higher than federal minimum wage
(indicated by the red line).

clean the data5 . I consider only individuals between age 18 to 64 in samples and I
winsorize the top two percentiles of wage distribution in each state and year. By pooling all individual responses in CPS MORG for each year, I compute the percentiles of
states’ annual wage distribution. In some years, the effective minimum wage (state or
federal) has been changed twice. In these cases, I consider the minimum wage that was
effective longer.
5

The data that is used in this study was adopted from https://www.aeaweb.org/articles?id=10.
1257/app.20140073 and Autor et al., 2016
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Table 3.1: Bindingness of State and Federal Minimum Wages

1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995

Minimum
binding
percentile
3.5
4.0
2.5
3.5
3.0
2.0
1.5
1.5
1.5
1.0
0.5
1.0
1.5
1.5
2.0
1.5
1.5

Maximum
binding
percentile
17.0
15.5
14.5
12.5
11.5
10.5
9.5
10.0
8.0
7.0
9.0
12.5
9.5
7.5
7.5
6.0
9.0

1996
1997
1998
1999
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012

Minimum
binding
percentile
1.5
2.0
2.0
1.5
1.5
1.5
1.5
1.5
1.5
1.0
1.0
1.5
1.0
2.0
3.0
2.5
2.0

Maximum
binding
percentile
10.0
8.0
7.0
7.5
7.0
7.5
6.5
6.0
6.5
7.5
8.5
7.5
8.5
8.0
7.5
9.0
8.0

Note: Table was adopted from Autor et al., 2016

3.2
3.2.1

Methodology
Reduced Form Estimation

Following Autor et al., 2016, the main model I estimate is the change of inequality at
any point in the wage distribution, which is defined as the difference between the log
wage at the pth percentile and the log of the median for state s in year t. This model
is formulated as follows:

m
wst (p) − wst (50) = f (wst
− wst (50)) + γs (p) + γt (p) + uit

(3.1)
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Figure 3.2: Share of Hours at or Below the Minimum Wage
where wst (p) is the log real wage at percentile p (p = 50 stands for the median) in
m
is the log minimum wage and wst (50) is the log median wage
state s at time t. wst

for that state-year. γs (p) and γt (p) represent the time-invariant state effects and stateinvariant time effects respectively. uit represents transitory effects, which I assume to
be independent of the state and year effects (see Autor et al., 2016).
m
− wst (50) in equation 3.1, the log of the difference between the
The expression wst

minimum wage and the median, is known as the bindingness of the minimum wage in
the wage inequality literature. Lee, 1999 modeled this as a quadratic term to capture
the idea that minimum wage would have a higher effect whenever it is more binding.
Following Lee, 1999 and Autor et al., 2016, equation 3.1 in this case is specified as:

m
m
wst (p) − wst (50) =β1 (p)[wst
− wst (50)] + β2 (p)[wst
− wst (50)]2

(3.2)

+ γs (p) + γt (p) + uit

The general idea behind equations 3.1 and 3.2 is that minimum wage is not binding
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on, for example, w(20) − w(50) distribution6 , so if we find a significant effect of the
bindingness of the minimum wage on w(20) − w(50), it has to come from the spillover
effect of the minimum wage. An inspection of U.S. data between 1979 and 2012 shows
that there is no year in which more than 10 percent of the share of hours worked
for the reported wages is less than the effective state or federal minimum wage

7

(see

Figure 3.2). Historical data confirm that the minimum wage has an impact on a small
proportion of workers and if we see its effect on higher percentiles, this effect should
be a spillover of the minimum wage.

3.2.2

Penalized Splines Estimation of Reduced Form

For estimation of the nonlinear part in equation 3.1, I consider the weighted sum of dh
B-spline basis functions, Bh1 , ..., Bdh , such that:

m
f (wst

− wst (50)) =

dh
X

m
m
Bj (wst
− wst (50))βj = z T (wst
− wst (50))β

(3.3)

j=1

m
where βh is a dh -dimensional column vector of basis coefficients and zh (wst
− wst (50))

is the evaluation of the basis functions at the observed covariate value. We can write
equation 3.3 in a matrix form:

m
f (wst
− wst (50)) = Zβ

(3.4)

Z is a design matrix of dimension N T × dh , N is the number of states and T is the
time period. To use the above B-spline basis in panel data, I follow Putz and Kneib,
6
7

The distribution of the difference between the bottom 20th percentile wage and the median wage.
For more details, see Autor et al., 2016.
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2016 by considering the one period time lag of equation 3.1:

m
− ws(t−1) (50))
ws(t−1) (p) − ws(t−1) (50) =f (ws(t−1)

(3.5)

+ γs (p) + γt−1 (p) + ui(t−1)

To cancel out the state-specific effects γs , I subtract 3.5 from 3.1:

∆(wst (p) − wst (50)) =(wst (p) − wst (50)) − (ws(t−1) (p) − ws(t−1) (50))
m
m
=γs − γs + [f (wst
− wst (50)) − f (ws(t−1)
− ws(t−1) (50))]

+(γt (p) − γt−1 (p)) + uit − ui(t−1)
=

dh
X

m
Bhj (wst
− wst (50))βj −

j=1
dh
X

m
Bhj (ws(t−1)
− ws(t−1) (50))βj + ∆γt (p) + ∆uit

j=1
m
m
=[z(wst
− wst (50)) − z(ws(t−1)
− ws(t−1) (50))]T β+

∆γt (p) + ∆uit
m
=[∆z(wst
− wst (50))]T β + ∆γt (p) + ∆uit

(3.6)
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∆ is the first-difference operator over time and design matrix Z of the evaluated basis
function is given by:


m
B1 ((w11

− w11 (50)))


..

.



m
− w1T (50)))
 B1 ((w1T


..
Z=
.


 B1 ((wm − wN 1 (50)))
N1


..

.


m
B1 ((wN
T − wN T (50)))

...
..
.
...
...
...
..
.
...

m
Bdh ((w11

− w1 (50)))
..
.









m
Bdh ((w1T
− w1T (50))) 


..

.


m
Bdh ((wN 1 − wN 1 (50))) 


..

.


m
Bdh ((wN T − wN T (50)))

(3.7)

So we get:

∆(w(p) − w(50)) = ∆Zβ + ∆γt + ∆u

(3.8)

in matrix form where ∆(w(p)−w(50)) is a N (T −1)-dimensional column vector and ∆Z
is obtained by building the difference between matrix Z in 3.7 and its one period lagged
counterpart. Defining ∆y = ∆(wst (p) − wst (50)), then the first-difference penalized
spline estimator for β is defined as the minimization of:

[∆y − ∆Zβ − (It−1 ⊗ IN )∆γt ]T [∆y − ∆Zβ − (It−1 ⊗ IN )∆γt ] + λβ T Kβ

(3.9)

where λ is the smoothing parameter that controls for variance-bias trade off and K is
a dh × dh -dimensional matrix that controls for over-fitting by penalizing differences of
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directly contiguous coefficients8 . I employ the following form for K9 .:


1

−1







−1 2 −1





.
.
.

.. .. ..
K=






−1 2 −1



−1 1
Let (wm − w(50))0 be an arbitrary value on the domain of (wm − w(50)), by defining
the smoothing matrix L((wm − w(50))0 ) as:
L((wm − w(50))0 ) = ∆Z[∆Z T ∆Z + λK]−1 ∆z T ((wm − w(50))0 )

(3.10)

m
− wst (50))0 ) can be
where ∆z is the first difference of 3.3, the estimator of f ((wst

written as:

fˆ((wm − w(50))0 ) = LT ((wm − w(50))0 )((w(p) − w(50)))

(3.11)

If we assume ui ∼ N (0, σu2 ), it follows that:
V ar[fˆ((wm − w(50))0 )] = LT ((wm − w(50))0 )σu2 In LT ((wm − w( 50))0 )
8

This penalty term promotes smoothness in estimation.
For more details about the different types of penalties for B-spline functions see Eilers and Marx,
1996
9
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To find the marginal effect, in case of B-spline basis functions, the derivative of the
smoothing matrix in (10) is given by10 :

L′ ((wm − w(50))0 ) = ∆Z[∆Z T ∆Z + λK]−1 [∆z ′ ((wm − w(50))0 )]T

(3.12)

where [∆z ′ ((wm − w(50))0 )]T is the row vector of the derivatives of the first difference
of the initial basis function, evaluated at (wm − w(50))0 ).
There are two challenges with using the B-spline functions for estimation. The first
challenge is tuning the value of λ which is smoothing the parameter. There are several
methods to choose the optimal value of λ, for example, cross-validation and mixed
model. Due to the exploratory nature of this study and limitation on data, I cannot
use cross validation to find the optimal λ value. The second challenge is building
confidence bands for penalized splines to measure the uncertainty of the parameter
estimates. To address these obstacles, I use a mixed model method proposed first by
Krivobokova et al., 2010 and then extended by Wiesenfarth et al., 2014 which I will
briefly describe here.
Following Putz and Kneib, 2016, the general idea is to rewrite:

f m ((wm − w(50))) = Zβ = Z(Ff αf + Fr αr ) = Xf αf + Xr αr

(3.13)

where αf is fixed coefficients and αr is a vector of i.i.d random coefficients with variance
σr2 , which are assumed to be independent from the errors ui . With this representation
of the mixed model, we can use a restricted maximum likelihood estimator to obtain
both coefficients and smoothing parameter. In addition, using the fact that the model
errors ui are normally distributed with zero expectation and constant variance, the
10

See Putz and Kneib, 2016 for details.
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marginal distribution of (w(p) − w(50)) is given by:

(w(p) − w(50)) ∼ N (β0 1n + Xf αf , σu2 In + σr2 Xr XrT )

(3.14)

The fixed coefficients estimators are unbiased, so we can derive a zero mean Gaussian
process:
Z m (β̂ m − β m )
G(wm − w(50)) = q
∼ N (0, Σ)
m
m
m
m
T
Z Cov(β̂ − β )(Z )

(3.15)

Wiesenfarth et al. (2012) showed that using 3.14 and 3.15, we can derive simultaneous
confidence bands around the estimated functions with a critical value that is the (1−α)quantile of the random variable:

sup
xmin ≤x≤xmax

|fˆ(x) − f (x)|
q
V ar[fˆ(x)]

(3.16)

where x = (wm − w(50)) here.
In the next section, I apply penalized splines as explained above to estimate 3.1.

3.3

Estimation

Using penalized spline estimator and the wage percentiles data of the U.S. from 1979
to 2012, I estimate the relation between log(M in) − log(50) and log(p) − log(50). If
there is spillover from binding minimum wage, I expect to see a positive relation (in the
negative direction) between the 50−p inequality and binding minimum wage for p < 50
and negative relation for p > 5011 . Figure 3.3 shows the estimate of the marginal effect
11

For p > 50, log(p) − log(50) would be negative, so the direction should should switch.
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Figure 3.3: Estimates of the Relation Between LOG(p) - LOG(p50) and
LOG(MIN) - LOG(p50)
of log(minimum.wage) − log(50) for the selected percentiles, evaluated across states
and years with their 95% confidence interval. The marginal effect of minimum wage is
positive on 50 − 5 and 50 − 10 inequality which confirms the Lee, 1999 findings about
the spillover effect of minimum wage on the lower tail of minimum wage. The effect of
minimum wage diminishes as we move to the higher percentiles. It is not significant in
the middle of wage distribution, but this effect again becomes positive in the upper tail
of wage distribution, which is troubling since we expect to see a negative effect. Notice
that the log(p) − log(50) is negative for percentiles less than the median and positive
for percentiles higher than the median. Thus, if the minimum wage is supposed to
reduce inequality, the marginal effect in equation 3.1 should be positive for percentiles
less than the median and negative for percentiles more than median.
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Figure 3.4: The Average Marginal Effect of the Relation Between LOG(p)
- LOG(p50) and LOG(MIN) - LOG(p50)
This issue with the upper tail of distribution is more pronounced in Figure 3.4. This
figure shows the average marginal effect for each percentile: the average marginal effect
of minimum wage approaches zero after the 25th percentile, but again becomes positive
after the 75th percentile. These mixed findings are the main result of Autor et al., 2016
and comes from the fact that equation 3.1 specification suffers from endogeneity. The
issue is that states with a higher wage tend to have lower effective minimum wages
and that creates endogeneity on the right hand side of equation 3.1. Penalized spline
estimation in Figure 3.4 can depicts this fact very well.
Knowing that there is bias in equation (1), I follow the Card and Krueger, 2000 approach to consider an IV estimation. As Autor et al., 2016 did, I use the effective
minimum wage and the interaction of effective minimum wage with state median wage
as instruments for the bindingness of the minimum wage12 . Henderson and Souto,
2018 suggest a method to use spline regression with instruments. I use their method
12

According to Card and Krueger, 2000, these instruments passed tests for weak instruments. The
F-statisitics of first stage regression is 145.2, which shows that these instruments are strong for the
bindingness of the minimum wage.
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Figure 3.5: Spline Regression with Instrument of the Relation Between
LOG(p) - LOG(p50) and LOG(MIN) - LOG(p50)
along with the mentioned instruments. Figure 3.5 represents the results for selected
percentiles. As seen in Figure 3.5, the marginal effect of the minimum wage on wage
distribution is not significant through all parts of wage distribution. This fact is more
obvious in Figure 3.6, which shows the average marginal effects for each percentile.
According to Figure 3.6, the average marginal effects is zero even for the lower tail of
wage distribution. This finding exactly confirms the discussion of Autor et al., 2016,
although they failed to show that. By using IV, Autor et al., 2016 were successful to
show that, based on CPS data, we cannot detect any spillover effect of the minimum
wage for the upper tail of wage distribution. Further, they argued that any observed
spillover effect of the minimum wage for the lower tail of wage distribution should
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Figure 3.6: The Average of Marginal Effect of the Relation Between LOG(p)
- LOG(p50) and LOG(MIN) - LOG(p50) for P-Spline with Instruments
simply come from measurement error13 . The IV estimation in Autor et al., 2016 failed
to show this measurement error, while the spline regression, due to its flexibility and
denoising ability, is successful in showing that the spillover effect based on CPS data
is not detectable, even for the lower tail of wage distribution.

3.4

Conclusion

The main purpose of this study is to estimate the effect of the effective minimum wage
on different percentiles of the wage distribution. My contribution rests on two recent
developments: 1) a recent paper by Autor et al., 2016 which shows the spillover effect of
13

This measurement error is due to the fact that there is always a spike in wage distribution around
minimum wage.
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minimum wage on the upper tail of minimum wage is not significant by CPS data and
state-level effective minimum wage, and 2) a penalized spline estimator for fixed effects
panel model, developed by Putz and Kneib, 2016, which is advantageous in estimating
the unknown nonlinear covariates effects. Combining these two recent developments, I
show that penalized spline methods support the claim of Autor et al., 2016 that, based
on CPS data from 1979 to 2012, the spillover effect of minimum wage is not detectable
even in the lower tail of the wage distribution.

A.1

Propositions Proof

A.1.1

Proof of Proposition 1

Proof. To prove the proposition, consider the definition of proximal operator:

1
2
||Z − Y−i ||F + ||Z||1
proxτ,||.||1 (Y−i ) = arg min
2t
Z∈R(N −1)×T


1
2
= arg min
||Z − Y−i ||F + τ ||Z||1
2
Z∈R(N −1)×T


The above optimization would reach its minimum when the subgradients of 21 ||Z −
Y−i ||2F + τ ||Z||1 contains zero:



zk > 0
zk − yk + τ,
0 ∈ (Z − Y−i ) + τ ∂||Z||1 = −yk + τ [−1, 1], zk = 0


zk − yk − τ,
zk < 0
which means that:

(proxτ,||.||1 (Y−i ))k = sign(yk ) max(|yk | − τ, 0) = Sτ (yk )
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Proof of Proposition 2

Proof. Similar to the previous proof, we have the proximal operator over the nuclear
norm as:



1
2
proxτ,||.||∗ (Y−i ) = arg min
||Z − Y−i ||F + ||Z||∗
2t
Z∈R(N −1)×T


1
2
||Z − Y−i ||F + τ ||Z||∗
= arg min
2
Z∈R(N −1)×T
Following Cai et al., 2010, Ẑ = Dτ (Y−i ) is the solution of the above optimization if:

0 ∈ (Ẑ − Y−i ) + τ ∂||Z||∗

(17)

We know that the subgradients of nuclear norm is (see Watson, 1992):

∂||Z||∗ = {U V ∗ + W : W ∈ R(N −1)×T , U ∗ W = 0, W V = 0, ||W ||2 ≤ 1}

(18)

Using the SVD decomposition, we can write Ẑ and Y−i as:
Y−i = U1 Σ1 V1∗ + U0 Σ0 V0∗
Ẑ = U1 (Σ1 − τ I)V1∗

where the U1 , V1 are the left and right (respectively) singular vectors of Y−i related to
the singular values greater than τ , while the U0 , V0 are related to the singular values

B.1. ROBUST SYNTHETIC CONTROL HYPERPARAMETER

93

Figure 7: Eigenspectrum of West Germany Data

smaller or equal to τ . Based on the SVD decomposition, we have:

Ẑ − Y−i = −τ (U1 V1∗ + W ),

W = τ −1 U0 Σ0 V0∗

By the definition of SVD decomposition, we have W V0 = 0, U1∗ W = 0 and ||W ||2 ≤ 1
holds because the diagonal elements of Σ0 is less or equal to τ . So, Ẑ − Y−i is in the
subgradients of τ ||Z||∗ and (18) holds.

B.1

Robust Synthetic Control Hyperparameter

As I mentioned, robust synthetic control uses the singular values thresholding to extract
the low-rank structure of the data set. Figure 7 shows the singular values of the West
Germany data set. From the second singular value, these values approach zero and by
considering just 2 singular values, we can extract the low-rank structure. Figure 8 also
confirms that the first 2 singular values can explain nearly 99% of the variation in the
data.

B.1. ROBUST SYNTHETIC CONTROL HYPERPARAMETER

Figure 8: Accumulated Explained Variation by Singular Values
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