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Abstract
In this article we investigate the Gorenstein property of the associated graded ring GA(I) of an
ideal I in a Gorenstein local ring (A,m) of positive dimension. We especially concentrate on the
case where I is m-primary. Assuming that the Rees algebra of I is Cohen–Macaulay we then give
necessary and sufficient conditions for the Gorensteiness ofGA(I) in terms of the Hilbert coefficients
of I .
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1. Introduction
Let (A,m) be a local ring of dimension d , and I ⊂ A be an ideal of positive
height h. The Rees algebra RA(I) =⊕n0 In and the associated graded ring GA(I) =⊕
n0 I
n/In+1 play a significant role in the process of blowing up, which is fundamental
in birational geometry. In this article we want to investigate the Gorenstein property of the
associated graded ring. Especially we will study how this property in the m-primary case
depends on the Hilbert coefficients of the ideal.
Recall that if I is m-primary, then the Hilbert–Samuel polynomial of I is a polynomial
Q ∈Q[t] such that Q(n)= A(A/In+1) for all sufficiently large n.
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write
Q(n)=
d∑
i=0
(−1)iei(I )
(
n+ d − i
d − i
)
where e0(I), . . . , ed (I) ∈ Z are the Hilbert coefficients of I . Huckaba and Marley used
in [11] Hilbert coefficients to characterize the Cohen–Macaulay property of RA(I) and
GA(I). For example, they showed that RA(I) is Cohen–Macaulay if and only if
e1(I)=
d−1∑
n=1
A
(
In/In ∩ J )
for any minimal reduction J of I .
For any ideal I ⊂ A, a reduction of I is an ideal J ⊂ I such that there exists an integer
r  0 for which I r+1 = J I r . The least such integer, rJ (I), is the reduction number of I
with respect to J . The minimum of rJ (I) taken over all the minimal reductions of I is the
reduction number of I , and it is denoted by r(I). If A has an infinite residue field, then
minimal reductions exist and every minimal reduction is generated by the same number 
of elements, which is called the analytic spread of I .
The Gorenstein property of GA(I) has been investigated by several authors (see, e.g.,
[5,17,18,22,24,26] and [3]). As observed by Herzog, Simis and Vasconcelos in [10], if
RA(I) is Cohen–Macaulay, then the Gorensteiness of GA(I) is equivalent to the canonical
module of RA(I) having the so called expected form. In order to utilize this equivalence
we need to understand the structure of the canonical module of RA(I). The key to this is
the coefficient ideal. Aberbach and Huneke defined in [1] the coefficient ideal of I with
respect to a reduction J ⊂ I to be the largest ideal a such that Ia = Ja. This is denoted
by a(I, J ). It was observed in [13] that if J ⊂ I is a minimal reduction, then under certain
conditions, which are listed below, the coefficient ideal a(I, J ) does not depend on J and
we can write a(I) = a(I, J ). Remarkably, in this case the canonical module of RA(I) is
now totally determined by the coefficient ideal.
Let us now describe our main results. At first we set the following general conditions
on the ring A and the ideal I ⊂A:
(i) A is a Gorenstein local ring with an infinite residue field;
(ii) depth A/In  d − h− n+ 1 for n= 1, . . . , − h;
(iii) I satisfies the condition G, i.e., µ(Ip) htp for every p ∈ V (I) with htp − 1;
(iv) RA(I) is Cohen–Macaulay.
Note that conditions (ii) and (iii) are trivially satisfied, if I is equimultiple, i.e., = h.
We first observe in Proposition 2 that the Gorenstein property ofGA(I) implies the equality
rJ (I)= r(I)= a + h for all minimal reductions J ⊂ I where a denotes the a-invariant of
GA(I). We then prove in Theorem 4 that if GA(I) is Gorenstein, then rJ (I) = 0 or I is
equimultiple. On the other hand, rJ (I)= 0 implies the Gorensteiness of GA(I). Thus we
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the situation where I is an m-primary ideal.
Set r = r(I). Let p be the unique integer satisfying r  2p  r + 1. In our main
Theorem 10 we show that right values of any p Hilbert coefficients determine the
Gorenstein property of GA(I). In particular, it turns out that GA(I) is Gorenstein if and
only if
ek(I)=
r−k∑
i=0
(−1)r−k−i
(
d − k
r − k − i
)
A
(
A/I i+1
)
for every k = r + 1 − p, . . . , r . Alternatively, the lengths A(A/In) (n = 1, . . . , r + 1)
should satisfy certain p linear equations. A further equivalent condition is that for some
(and then for any) minimal reduction J ⊂ I
a(I) : I r−p = Ip, i.e., Jp : I r = Ip.
We also give three corollaries when the reduction number is small. For example, in the case
r = 3 we can characterize the Gorenstein property by the conditions
e0(I)= 2A
(
A/I 2
)− 2dA(A/I),
A
(
A/I 3
)= (d + 2)A(A/I 2)−(d + 22
)
A(A/I).
2. Preliminaries
Assume that S is a standard graded ring defined over a local ring S0 which is a
homomorphic image of a Gorenstein local ring. Recall that the a-invariant of S is given by
a(S)= sup{n ∈ Z ∣∣ [H dim SM (S)]n = 0}
where M is the homogeneous maximal ideal of S. Let X denote the scheme ProjS. For
further use we need the following lemma.
Lemma 1. Let S be a standard graded ring defined over a local ring S0. If S is Cohen–
Macaulay and n > a(S), then Γ (X,OX(n))= Sn and Hi(X,OX(n))= 0 for all i > 0.
Proof. We have [HiM(S)]n = 0 for all i  0 and n > a(S). This implies the claim by
[14, Lemma 1.1]. ✷
If f :X → SpecS0 is the canonical projection and if R•S0 is a normalized dualizing
complex of S0, then the dualizing complex of X is the complex R•X = f !(R˜•S0) where
f ! denotes the Grothendieck duality functor. By definition, the canonical sheaf ωX
of X is H−dimX(R• ). It is also equal to the sheaf ωS˜ associated to the gradedX
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(see [16, Lemma 1.1]). We also have a trace homomorphism RΓ (X,R•X)→ R•S0 (see[6, Chapter VII, Corollary 3.4]). In the case dimX = dimS0 taking cohomology gives a
trace homomorphism Γ (X,ωX)→ ωS0 .
Assume now that A is a local ring which is a homomorphic image of a Gorenstein
local ring, and let I ⊂A be an ideal of positive height h. Set R =RA(I), G=GA(I) and
X = ProjR. It is appropriate to list some properties of the canonical module ωR and the
canonical sheaf ωX , which are used in the sequel. For the proofs, see [13, Theorem 2.2].
We have a formula
ωR =
⊕
n0
Γ
(
X,InωX
) (1)
for the canonical module of R. The trace homomorphism is now injective, and so we can
write
ωA ⊃ Γ (X,ωX)⊃ · · · ⊃ Γ
(
X,InωX
)⊃ Γ (X,In+1ωX)⊃ · · · .
Moreover, we have for all n 0
Γ
(
X,InωX
)=HomA(I,Γ (X,In+1ωX)). (2)
When a = a(G) < 0, the trace homomorphism is bijective and then
ωA = Γ (X,ωX)= Γ (X, IωX)= · · · = Γ
(
X,I−a−1ωX
)
. (3)
Thus for all n 0
In+a+1ωA ⊂ Γ
(
X,InωX
)
. (4)
In particular, there is an inclusion ⊕
n0
In+a+1ωA ⊂ ωR.
If R is Cohen–Macaulay, then the canonical module of G is
ωG =
⊕
n−a
Γ
(
X,In−1ωX
)/
Γ
(
X,InωX
)
. (5)
We now assume the conditions (i)–(iv) mentioned in Section 1. Under these conditions
we know from [13, Theorem 3.4] that the coefficient ideal a is independent of the minimal
reduction. Furthermore, if J ⊂ I is a minimal reduction and r = rJ (I), then
a= J r : I r = Γ (X,Ih−1ωX). (6)
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JΓ
(
X,In−1ωX
)= IΓ (X,In−1ωX)= Γ (X,InωX). (7)
If h > 1, then by (1), (2), (6) and (7) we can write
ωR =
h−2⊕
n=1
(
a : Ih−1−n)⊕ ⊕
nh−1
In−h+1a. (8)
In the case h = 1 our assumptions imply by (6) and (7) that a = A, I = J and ωR =⊕∞
n=1 In.
3. The expected form of the canonical module
Suppose that A is Gorenstein local ring, and let I ⊂ A be an ideal of positive height
such that the Rees algebra RA(I) is Cohen–Macaulay. Under these conditions Herzog,
Simis and Vasconcelos showed in [10, Corollary 2.5] that GA(I) is Gorenstein exactly
when the canonical module ωRA(I) has the expected form, which they defined to be
ωRA(I) =
⊕
n1
In+a(GA(I ))+1.
Supposing ht I > 1 Herrmann, Ribbe and Zarzuela proved in [9, Theorem 3.5] that the
canonical module has this form if and only if for some integer p > 0 the Rees algebra
RA(I
p) is Gorenstein. Moreover, when this is the case necessarily p = −a(GA(I))− 1.
Let us now present some equivalent conditions for the canonical module of a Cohen–
Macaulay Rees algebra to have the expected form.
Proposition 2. Assume that A is a Gorenstein local ring of dimension d having an infinite
residue field. Let I ⊂ A be an ideal of height h 1 and analytical spread  satisfying the
condition G. Suppose that depth A/In  d − h − n + 1 for n = 1, . . . ,  − h. Suppose
also that R = RA(I) is Cohen–Macaulay. Set r = r(I) and a = a(GA(I)). The following
conditions are equivalent:
(i) The canonical module ωR has the expected form.
(ii) The coefficient ideal is a(I)= I r .
(iii) The sheaf ωX(−a − 1) is globally generated.
(iv) The canonical inclusion OX(a + 1) ↪→ ωX is an isomorphism.
In this case r = rJ (I)= a + h for all minimal reductions J ⊂ I .
Proof. Let us first show that (i) is equivalent to (ii). If a(I) = I r , then by using formula
(8) we get ωR =⊕n1 In+r−h+1. As we know from the structure of ωR (see Eqs. (5)
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−a − 1 + r − h+ 1 = 0. Thus ωR has the expected form and r = a + h. Conversely, if
ωR =⊕n1 In+a+1, then by (8)
a(I)= [ωR]h−1 = Ih−1+a+1 = Ia+h.
Therefore Ia+h+1 = J Ia+h for all minimal reductions J ⊂ I . We must then have
rJ (I)  a + h. On the other hand, by definition of the coefficient ideal, we always have
I rJ (I ) ⊂ a(I). This implies that rJ (I)  a + h. It follows that r = rJ (I) = a + h for all
minimal reductions J ⊂ I .
Next we show that (iii) implies (i). To say that ωX(p) is globally generated, means that
there are global sections t1, . . . , tm ∈ Γ (X,ωX(p)) such that the corresponding map
O⊕mX → ωX(p)
is surjective. Equivalently we can say that for n 0 the map
ϕn :Γ
(
X,OX(n− p)
)⊕m → Γ (X,ωX(n))
is surjective. As R is Cohen–Macaulay and a(R)=−1 (see, e.g., [5, Part I, 6.3]), we have
by Lemma 1
Γ
(
X,OX(n− p)
)= In−p for n p.
Now t1, . . . , tm ∈ Γ (X,ωX) = ωA = A, and taking s1, . . . , sm ∈ Γ (X,OX(n − p)) then
gives
ϕn(s1, . . . , sm)= s1t1 + · · · + smtm ∈ In−p.
The surjectivity of ϕn implies that Γ (X,ωX(n)) ⊂ In−p for n  0. If p = −a − 1,
then by (4) we get an equation Γ (X,ωX(n)) = In+a+1 for n 0. By [8, Lemma 3.4],
HomA(I, In)= In−1 for n 1. Using (2) gives Γ (X,ωX(n))= In+a+1 for n 1, which
means that ωR has the expected form. On the other hand, if ωR has the expected form, then
we clearly have a global section, namely
1 ∈A= Γ (X,ωX(−a − 1))
that generates the sheaf ωX(−a − 1). Thus also (i) implies (iii).
Finally we prove the equivalence of (i) and (iv). If the canonical module ωR has the
expected form, then obviously the canonical sheaf
ωX = ωR˜ =OX(a + 1).
On the other hand, if ωX =OX(a + 1), then
Γ
(
X,ωX(n)
)= Γ (X,OX(n+ a + 1)).
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have Γ (X,ωX(n))=A for 0 < n<−a − 1. So ωR has the expected form. ✷
Remark 3. In the case I is equimultiple condition (ii) already follows from a more general
result of Goto and Iai [3, Theorem 1.4]. Supposing that I is an equimultiple ideal of positive
height, they show that GA(I) is Gorenstein if and only if GA(I) is Cohen–Macaulay and
J r : I r = I r . But J r : I r = a(I) as we already noted in (6).
The next theorem tells us that if GA(I) is Gorenstein and the reduction number of I is
positive, then I is necessarily equimultiple.
Theorem 4. Assume that A is a Gorenstein local ring of dimension d having an infinite
residue field. Let I ⊂ A be an ideal of height h 1 and analytical spread  satisfying the
condition G. Suppose that depth A/In  d − h − n + 1 for n = 1, . . . ,  − h. Suppose
also that RA(I) is Cohen–Macaulay. Set r = r(I). If r = 0, then GA(I) is Gorenstein. If
GA(I) is Gorenstein, then r = 0 or I is equimultiple.
Proof. Set a = a(GA(I)). By [25, Theorem 3.5] a = max{r − ,−h}. As we noticed in
Proposition 2, the Gorensteiness of GA(I) implies r = a+h. If a = r − , then h− = 0,
and the ideal I is equimultiple. If a = −h, then r = h− h = 0. Assume now that r = 0.
Then a(I) = A = I r , and the canonical module has the expected form. So GA(I) is
Gorenstein. ✷
As r = 0 implies the Gorensteiness of GA(I) we can now turn to consider the case I is
equimultiple. It is well known that we can now reduce to the m-primary case as follows.
Let A be a local ring. Assume that I ⊂ A is an equimultiple ideal of height h and
that G=GA(I) is Cohen–Macaulay. Then there is a system of parameters (x1, . . . , xd−h)
for A/I so that (x1 + I, . . . , xd−h + I) is a regular sequence on G of degree 0 (see
[7, Proposition 10.30]). For all n 0 we have (x1, . . . , xd−h)∩ In = (x1, . . . , xd−h)In (see
[7, Theorem 13.10]). Now
G=GA
(
I¯
)=G/(x1 + I, . . . , xd−h+ I)
is the associated graded ring of the ideal I¯ ⊂A where A=A/(x1, . . . , xd−h) and I¯ = IA.
We note that I¯ is an m-primary ideal, dimA= h= ht I¯ , and G is Gorenstein if and only if
G is Gorenstein. Thus it is enough to assume that I is an m-primary ideal.
4. Hilbert coefficients and the Gorensteiness of GA(I)
Let (A,m) be a local ring of dimension d , and let I ⊂ A be an m-primary ideal. Set
R = RA(I). For our main Theorem 10 we need to calculate the Hilbert coefficients of I
in terms of the lengths A(A/In) and A(A/[ωR]n+1) where n ∈ N. When R is Cohen–
Macaulay these turn out to be the values of the Hilbert–Samuel polynomial of I :
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m-primary ideal of A such that R =RA(I) is Cohen–Macaulay. Then the Hilbert–Samuel
polynomial of I has values
Q(n)=
{
A
(
A/In+1
)
, when n−1;
(−1)dA
(
A/[ωR]−n−1
)
, when n <−1.
Proof. For n 0 the Hilbert polynomial P of the associated graded ring G = GA(I)
satisfies P(n) = A(In/In+1). Set Y = ProjG. It is well known that for every integer n,
P(n)= χ(OY (n)) where
χ
(OY (n))= d−1∑
i=0
(−1)iA
(
Hi
(
Y,OY (n)
))
is the Euler–Poincaré characteristic.
We have Hi(Y,OY (n))= [Hi+1G+ (G)]n for all i > 0. As G is Cohen–Macaulay, we then
see that Hi(Y,OY (n))= 0 for every n ∈ Z and every i = d − 1. Also we have a(G) < 0
(see, e.g., [27, Theorem 5.1.23]), and thus Hd−1(Y,OY (n)) = [HdG+(G)]n = 0 for every
n 0. From the exact sequence
0 → [H 0
G+(G)
]
n
→Gn→ Γ
(
Y,OY (n)
)→ [H 1G+(G)]n → 0
we get Γ (Y,OY (n)) = Gn for all n ∈ Z. In particular, Γ (Y,OY (n)) = 0 for all n < 0.
Collecting these facts together gives
P(n)=
{
A
(
In/In+1
)
, when n 0,
(−1)d−1A
(
Hd−1
(
Y,OY (n)
))
, when n < 0.
As Q(n) = A(A/In+1) for n 0 and P(n) =Q(n)−Q(n− 1) for all n ∈ Z, we must
have Q(n)= A(A/In+1) for all n−1. Thus Q(−1)= 0, and for all m> 1 we can sum
up
Q(−m)=−
m−1∑
n=1
P(−n).
Set X= ProjR. Taking cohomology of the exact sequence of sheaves
0 →OX(n+ 1)→OX(n)→OY (n)→ 0
gives an exact sequence
Hd−2
(
Y,OY (n)
)→Hd−1(X,OX(n+ 1))→Hd−1(X,OX(n))
→Hd−1(Y,OY (n))→Hd(X,OX(n+ 1)).
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of the sequence, R+ being up to radical generated by d elements implies
Hd
(
X,OX(n+ 1)
)= [Hd+1
R+ (R)
]
n+1 = 0.
So both ends vanish, and we in fact have a short exact sequence from which we obtain
A
(
Hd−1
(
X,OX(n)
))− A(Hd−1(X,OX(n+ 1)))= A(Hd−1(Y,OY (n))).
As R is Cohen–Macaulay and a(R) = −1 (see, e.g., [5, Part I, 6.3]) we have
Hd−1(X,OX) = 0 by Lemma 1. Consequently, letting n vary in the equation above and
adding these together shows
A
(
Hd−1
(
X,OX(−m+ 1)
))= m−1∑
n=1
A
(
Hd−1
(
Y,OY (−n)
))
.
Thus Q(−m) = (−1)dA(Hd−1(X,OX(−m+ 1))) for every m > 1. It remains to show
that
A
(
Hd−1
(
X,OX(−k)
))= A(A/[ωR]k)
for all k  1. We have an exact sequence
0 →[ωR]k →A→A/[ωR]k → 0,
and because A is Cohen–Macaulay, we get an isomorphism
H 0m
(
A/[ωR]k
)∼=H 1m([ωR]k)
where H 0m(A/[ωR]k) = A/[ωR]k . Now also ωR is Cohen–Macaulay, since R is Cohen–
Macaulay, and thus in the Sancho de Salas sequence (see [20, p. 150])[
H 1M(ωR)
]
k
→H 1m
([ωR]k)→H 1E(X,ωX(k))→ [H 2M(ωR)]k
both ends vanish. By the local-global duality of Lipman [19, p. 188] we have
H 1E
(
X,ωX(k)
)=HomA(Hd−1(X,OX(−k)),EA(k)).
We can put all this together to get
A
(
A/[ωR]k
)= A(H 1m([ωR]k))= A(Hd−1(X,OX(−k))),
as wanted. ✷
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are straightforward calculations on differences of the Hilbert–Samuel polynomial and
binomial coefficients.
Let ∆ denote in the following the difference operator defined by
(∆Q)(n)=Q(n+ 1)−Q(n).
Clearly
(∆Q)(n)=
d∑
i=0
(−1)iei
[(
n+ 1+ d − i
d − i
)
−
(
n+ d − i
d − i
)]
=
d∑
i=0
(−1)iei
(
n+ d − i
d − i − 1
)
where ei = ei(I ) is the ith Hilbert coefficient of I . Repeating this operation d − k times
gives
(
∆d−kQ
)
(n)=
d−k∑
i=0
(−1)i
(
d − k
i
)
Q(n+ d − k − i)
=
k∑
i=0
(−1)iei
(
n+ d − i
k − i
)
. (9)
In particular, for every k ∈N we have
ek = (−1)k
(
∆d−kQ
)
(k − d − 1). (10)
Using this fact we can now give formulas for the Hilbert coefficients.
Lemma 6. Let (A,m) be a Cohen–Macaulay local ring of dimension d > 1, and let I be
an m-primary ideal of A with reduction number r . If R =RA(I) is Cohen–Macaulay, then
the Hilbert coefficients of I are
ek =
r−k∑
i=0
(−1)i
(
d − k
i
)
A
(
A/[ωR]d−k−i
)
for all k = 0, . . . , r . Especially the Hilbert–Samuel multiplicity of I is
e0 =
r−t∑
i=0
(−1)i
(
d
i
)
A
(
A/Ir+1−t−i
)+ t−1∑
i=0
(−1)i
(
d
i
)
A
(
A/[ωR]d−r−1+t−i
)
for all t = 0, . . . , r + 1.
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that r = a + d (see, e.g., [27, Exercise 5.1.26]) and [ωR]n = A for n = 1, . . . ,−a where
a stands for the a-invariant of GA(I). For the second claim, we only need to notice that
∆dQ is a constant polynomial. Thus e0 = (∆dQ)(a − t) for all t ∈ Z. ✷
Remark 7. Recall that the core of an ideal I ⊂A is the intersection of all reductions J ⊂ I .
We know from [15, Theorem 5.1.4] that if I is m-primary, then core(I)= [ωR]d (at least
when A contains the set of rational numbers or d  2). Together with Lemma 6 this gives
e0 =
r∑
i=0
(−1)i
(
d
i
)
A
(
A/ core(I) : I i),
which generalizes the formula given by Huneke and Swanson in the case d = 2 in [12,
Proposition 3.11].
The next Lemma 8 is a purely combinatorial calculation on matrices whose entries are
binomial coefficients. This type of matrices are considered in, e.g., [21,23] and [2]. At first
let us list a couple of simple facts concerning binomial coefficients. Here we always use
the customary definition (
n
k
)
= n(n− 1) · · · (n− k + 1)
k!
for all n ∈ Z and k ∈ N. We derive all the other formulas for binomial coefficients from
this and the basic fact that (
n
k
)
=
(
n− 1
k
)
+
(
n− 1
k − 1
)
for all n, k ∈ Z. It is easy to see that if n, k,p ∈ Z, then
(
n
k
)
=
k∑
i=0
(
n− p− 1+ i
i
)(
p− i
k − i
)
= (−1)k
(
k − n− 1
k
)
, (11)
and for a product of two binomial coefficients we can often apply(
n
p
)(
p
k
)
=
(
n
k
)(
n− k
p− k
)
. (12)
We also have the following useful identity for n, k ∈ Z and p ∈N:
(
n
k
)
=
p∑
(−1)i
(
p
i
)(
n+ p− i
k + p
)
. (13)i=0
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coefficient
(
n
k
)
vanishes exactly when k < 0 or 0  n < k. Note that if n < 0 and k  0
or n− k  0, then (
n
k
)
=
(
n
n− k
)
.
Lemma 8. Let r ∈N and let n0 > · · ·> nr be integers. Set
A=
[(
nj + i
i
)]
i,j∈{0,...,r}
and λ= r(r + 1)
2
.
(i) Then (−1)λ detA 1. In particular, A is invertible;
(ii) If nj = k − j for some integer k ∈ Z, then (−1)λ detA= 1. Moreover,
A−1 = [αij ]i,j∈{0,...,r} where αij =
r∑
ν=0
(−1)ν+i+j
(
ν
i
)(
k + 1
ν − j
)
.
Proof. For every s, t ∈ Z, set
R
(
s
t
)
=
(
s − 1
t
)
and S
(
s
t
)
=
(
s − 1
t − 1
)
.
We define operations R and S on any matrix M = [mij ] with binomial coefficients
as its entries by setting RM = [Rmij ] and SM = [Smij ]. Naturally these operations
commute. Let Aj and Bi denote the columns and rows of A, respectively. Obviously
Aj =RAj+SAj andBi =RBi+SBi for all i, j ∈ {0, . . . , r}. Note that setting nr+1 =−1
allows us to write Rnj−nj+1Aj =Aj+1 and SBi = Bi−1 for all i, j ∈ {0, . . . , r} where
Ar+1 =
[(
i − 1
i
)]
i∈{0,...,r}
= [1,0, . . . ,0]T,
B−1 =
[(
nj − 1
−1
)]
j∈{0,...,r}
= [0, . . . ,0].
For the proof of (i) we use induction on r . If r = 0, then A = [1] and (i) is trivially
satisfied. Assume now that r > 0. Using identities Bi =RBi +SBi and SBi = Bi−1 on the
rows of A, shows that
detA= detRA,
and so detA= detRnr+1A. The last column of Rnr+1A is Ar+1. Thus
detA= (−1)r detA′ (14)
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A′j =
[(
nj − nr + i
i + 1
)]
i∈{0,...,r−1}
(j = 0, . . . , r − 1).
Set also
A′r =
[(
i
i + 1
)]
i∈{0,...,r−1}
= [0, . . . ,0]T.
We can now write A′j =RA′j + SA′j =R2A′j + SRA′j + SA′j . Repeating this gives
A′j =A′j+1 +
nj−nj+1−1∑
ν=0
Rν
(
SA′j
)
for j ∈ {0, . . . , r − 1} where
Rν
(
SA′j
)= [(nj − nj+1 − 1− ν + i
i
)]
i∈{0,...,r−1}
.
Set ν¯ = [ν0, . . . , νr−1] where 0  νj < nj − nj+1, and let Mν¯ denote the matrix
[Rνj (SA′j )]j∈{0,...,r−1}. Clearly the induction hypothesis applies for every Mν¯ . Decom-
posing the columns of A′ eventually gives detA′ =∑ν¯ detMν¯ , which together with the
induction hypothesis and (14) proves (i).
For the first claim in (ii), we use the equality det A= detRk+1A. In the matrix Rk+1A
the entries on the diagonal are
(−1
i
)
and all the entries below the diagonal are zeros. Thus
detA=
r∏
i=0
(−1
i
)
=
r∏
i=0
(−1)i = (−1)λ where λ= r(r + 1)
2
.
It remains to show the last statement. By (13), (12) and (11) we get
r∑
µ=0
r∑
ν=0
(−1)ν+µ+j
(
k + 1
ν − i
)(
ν
µ
)(
k −µ+ i
i
)
=
i∑
ν=j
(
ν − j − k − 2
ν − j
)(
k + i − ν
i − ν
)
=
(
i − j − 1
i − j
)
= δi,j
where δi,j is the Kronecker delta. Thus the claim is clear. ✷
It is an immediate consequence of Lemma 5 that ωRA(I) has the expected form if and
only if the Hilbert–Samuel polynomial of I is symmetric in the sense that Q(t − 1) =
(−1)dQ(a − t) for all t ∈ Z (a = a(GA(I)) < 0). In the next Lemma 9 we will show that
it is enough to check this symmetry for t = 1, . . . , s where s  r(I)/2.
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infinite residue field. Suppose that I ⊂ A is an m-primary ideal with reduction number r
such that RA(I) is Cohen–Macaulay. Set a = a(GA(I)). Let Q denote the Hilbert–Samuel
polynomial of I , and let p denote the unique integer satisfying r  2p  r + 1. Assume
that there is an integer s  p such that for all t = 1, . . . , s
Q(t − 1)= (−1)dQ(a − t).
Then the same holds also for t = s + 1.
Proof. As e0 = (∆dQ)(n) for all n ∈ Z, we especially have(
∆dQ
)
(s − d)= (∆dQ)(a − s − 1).
Using (9) on both sides we obtain
d∑
i=0
(−1)i
(
d
i
)
Q(s − i)=
d∑
i=0
(−1)d−i
(
d
i
)
Q(a − s − 1+ i). (15)
Write
Λi =
(
d
i
)[
Q(s − i)− (−1)dQ(a − s − 1+ i)]
for all i = 0, . . . , d . Then (15) gives Λ0 =∑di=1(−1)i−1Λi .
The claim being equivalent to Λ0 = 0, we need to show that Λi = 0 for all i = 1, . . . , d .
We assumed Q(s − i)= (−1)dQ(a − s − 1 + i) for all i = 1, . . . , s. Moreover, we know
by Lemma 5 and by (3) that
Q(s − i)= 0 = (−1)dQ(a − s − 1+ i)
for every i = s+1, . . . , s−a. Thus Λi = 0 for i = 1, . . . , s−a. If s  r we are done, since
r = a + d (see, e.g., [27, Exercise 5.1.26]). So we can assume s < r . By setting j = d − i ,
we can write
Q(a − r + s + j)=Q(s − i),
Q(r − s − j − 1)=Q(a − s − 1+ i).
If i = s − a + 1, . . . , d , then 1  r − s − j  r − p  p. Now taking t = r − s − j for
j = 0, . . . , r − s − 1, the assumption implies Λi = 0 for all i = s − a + 1, . . . , d . Thus
Λ0 = 0. ✷
We are now able to prove:
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infinite residue field. Suppose that I ⊂A is an m-primary ideal such that RA(I) is Cohen–
Macaulay. Set r = r(I), and let p denote the unique integer satisfying r  2p  r + 1.
Then the following conditions are equivalent:
(i) GA(I) is Gorenstein;
(ii) a(I) : I r−p = Ip , i.e., Jp : I r = Ip for some (and then for any) minimal reduction
J ⊂ I ;
(iii) L0 = Lt for all t ∈ {0, . . . , p} where
Lt =
r−t∑
i=0
(−1)i
(
d
i
)
A
(
A/Ir+1−t−i
)+ t−1∑
i=0
(−1)i
(
d
i
)
A
(
A/I t−i
);
(iv) There exists a set K ⊂ {0, . . . , r} of at least p elements such that for all k ∈K
ek =
r−p∑
i=0
(−1)iCi,kA
(
A/I i+1
)
where
Ci,k =

r−p∑
ν=0
[
(−1)ν
(
d + 1
ν − i
)(
ν
k
)
− (−1)p
(
r − p− ν
k − ν
)(
d − ν
p− 1− i
)]
,
if k ∈ {0, . . . , r − p};
(−1)r−k
(
d − k
r − k − i
)
, if k ∈ {r − p+ 1, . . . , r}.
Proof. Set R = RA(I) and G = GA(I). Set also a = a(I) and a = a(G). Let us first
show that (i) implies (ii) and (iii). The Gorensteiness of G means that ωR has the expected
form, i.e., [ωR]n = In+a+1 for all n 1. Thus by (8), a : I r−p = [ωR]p−a−1 = Ip (recall
that r = a + d by, e.g., [27, Exercise 5.1.26]). Notice that [ωR]p−a−1 = Jp : I r for every
minimal reduction J ⊂ I by [13, Proposition 2.3]. Observing that e0 = L0, Lemma 6
together with the expected form gives (iii).
To prove that (ii) follows from (iii) we only need to compare in Lemma 6 the
expression for e0 = L0 to that of Lt for t = 1, . . . , p. For a shorter notation, set Ln =
A(A/[ωR]n−a−1) and n = A(A/In) for n ∈N. Then
t−1∑
i=0
(−1)i
(
d
i
)
Lt−i =
t−1∑
i=0
(−1)i
(
d
i
)
t−i
for all t ∈ {1, . . . , p}. Proceeding inductively gives Lp = p. Formula (8) now allows us to
write Lp = A(A/a : I r−p)= p. Because I r ⊂ a, we have a : I r−p = Ip .
Next we will show that (ii) implies (i). By (2) we see that if a : I r−p = [ωR]p−a−1 = Ip ,
then [ωR]t−a−1 = I t for all t = 1, . . . , p. According to Lemma 5 we must thus have
E. Hyry, T. Järvilehto / Journal of Algebra 273 (2004) 252–273 267(−1)dQ(a− t)=Q(t−1)= t for all t = 1, . . . , p. An application of Lemma 9 then gives
(−1)dQ(a − r)=Q(r − 1)= r . On the other hand, (−1)dQ(a − r)= Lr by Lemma 5.
As I r ⊂ a= [ωR]d−1, we observe that a= [ωR]d−1 = I r , but this means by Proposition 2
that G is Gorenstein.
It remains to show the equivalence of (i) and (iv). Set
e′k =
r−p∑
i=0
(−1)iCi,ki+1 (16)
for all k ∈ {0, . . . , r}. We proceed in two steps. At first we show that G is Gorenstein if and
only if ek = e′k for all k ∈ {r − p+ 1, . . . , r}. We then show that this is equivalent to (iv).
(1) The Gorensteiness of G implies the expected form of ωR , which means by Lemma 6
that ek = e′k for all k ∈ {r − p+ 1, . . . , r}. Indeed, inverting the indexing in (16) gives
r−p∑
i=0
(−1)r−k−i
(
d − k
r − k − i
)
i+1 =
r−k∑
j=0
(−1)j
(
d − k
j
)
r+1−k−j .
Assume now that ek = e′k for all k ∈ {r − p + 1, . . . , r}. If r = 0, then I is generated by a
regular sequence, and there is nothing to prove. So we can assume r > 0. Comparing the
expression for ek in Lemma 6 with that of e′k , shows that
r−k∑
i=0
(−1)i
(
d − k
i
)
Lr+1−k−i =
r−k∑
i=0
(−1)i
(
d − k
i
)
r+1−k−i
for all k ∈ {r − p + 1, . . . , r}, and so we get Lp = p . But then formula (8) gives
Lp = A(A/a : I r−p) = p, and because I r ⊂ a, we must have a : I r−p = Ip . As we
already observed, this implies (i).
(2) Evaluating the Hilbert–Samuel polynomial of I at n = 0, . . . , r − p gives by
Lemma 5, r + 1− p linear equations with the Hilbert coefficients ei as variables. In other
words,
M
[
e0,−e1, . . . , (−1)rer
]T = [1, . . . , r+1−p]T (17)
where M = [(d+i−j
i
)]
i∈{0,...,r−p}, j∈{0,...,r}. We claim that e
′
0, . . . , e
′
r is a solution to (17).
Assuming this for a moment, we observe the following. If K ⊂ {0, . . . , r} is any subset of
p elements and ek = e′k for all k ∈ K , then (17) reduces to a system of r + 1 − p linear
equations on r + 1 − p variables ei , i ∈ {0, . . . , r} \K . According to Lemma 8(i) this has
a non-zero determinant. Thus the solution ei = e′i for i ∈ {0, . . . , r} \K is the only one,
meaning that the given p coefficients determine all the others, and so we are through.
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to check that
r∑
k=0
(−1)k
(
d + i − k
i
)
e′k = i+1 for all i ∈ {0, . . . , r − p}.
This is easily seen to be equivalent to
r∑
k=0
(−1)j+k
(
d + i − k
i
)
Cj,k = δi,j (18)
where i, j ∈ {0, . . . , r − p} and δi,j is the Kronecker delta. Set for
Aj,k =
r−p∑
ν=0
(−1)ν
(
d + 1
ν − j
)(
ν
k
)
,
Bj,k =
r−p∑
ν=0
(−1)p
(
r − p− ν
k − ν
)(
d − ν
p− 1− j
)
,
so that Cj,k =Aj,k −Bj,k (j ∈ {0, . . . , r − p}, k ∈ {0, . . . , r}). We can rewrite (18) as
ΣA −ΣB +ΣC = δi,j
where
ΣA =
r−p∑
k=0
(−1)j+k
(
d + i − k
i
)
Aj,k,
ΣB =
r−p∑
k=0
(−1)j+k
(
d + i − k
i
)
Bj,k,
ΣC =
r∑
k=r−p+1
(−1)j+k
(
d + i − k
i
)
Cj,k.
We are now ready to verify (18) by a direct calculation. At first we notice that according to
Lemma 8(ii), ΣA = δi,j . Let us then show that ΣB =ΣC . By using (11)–(13) we see that
ΣB =
r−p∑
ν=0
[
r−p∑
k=ν
(−1)j+k+p
(
d + i − k
i
)(
r − p− ν
k − ν
)](
d − ν
p− 1− j
)
=
r−p∑
(−1)j+ν+p
(
d + i − r + p
d − ν
)(
d − ν
p− 1− j
)
ν=0
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r−p∑
ν=0
(−1)j+ν+p
(
d + i − r + p
p− 1− j
)(
d + i + j − r + 1
ν + i − r + p
)
= (−1)j+r
(
d + i − r + p
p− 1− j
)(
d + i + j − r
i
)
= (−1)j+r
[
r∑
k=r−p+1
(
d + i − k
r − j − k
)](
d + i + j − r
d + j − r
)
=
r∑
k=r−p+1
(−1)j+r
(
d + i − k
d − k
)(
d − k
r − j − k
)
=ΣC.
Thus (18) holds. This ends the proof. ✷
In the next three corollaries of Theorem 10 we consider a few examples where the
reduction number is small.
Goto, Iai and Watanabe defined an m-primary ideal I to be good, if the reduction
number r(I) = 1 and the associated graded ring GA(I) is Gorenstein (see [4, p. 2313]).
We now have the following criteria for I to be good, which generalizes the results in [22,
Corollary 4.5] and [4, Theorem 6.1.(7)].
Corollary 11. Assume that (A,m) is a Gorenstein local ring of dimension d > 1 having
an infinite residue field. Let I ⊂ A be an m-primary ideal and assume that r(I)= 1. Then
the following conditions are equivalent:
(i) GA(I) is Gorenstein;
(ii) e1 = A(A/I);
(iii) e0 = 2A(A/I);
(iv) For some (or equivalently for all) n 1
A
(
A/In+1
)= [(n+ d
d
)
+
(
n+ d − 1
d
)]
A(A/I).
Proof. Because r(I)= 1, we know that RA(I) is Cohen–Macaulay (see, e.g., [27, Propo-
sition 5.1.12]). Now the equivalence of (i), (ii) and (iii) follows directly from Theorem 10.
To prove the equivalence of (i) and (iv), we observe that by Lemma 5 we have for all n 1
a pair of equations
e0 − e1 = A(A/I),(
n+ d
d
)
e0 −
(
n+ d − 1
d − 1
)
e1 = A
(
A/In+1
)
.
This has a unique solution agreeing with (ii) and (iii). ✷
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or e2:
Corollary 12. Assume that (A,m) is a Gorenstein local ring of dimension d > 2 having
an infinite residue field. Let I ⊂ A be an m-primary ideal such that r(I)= 2. If RA(I) is
Cohen–Macaulay, then the following conditions are equivalent:
(i) GA(I) is Gorenstein;
(ii) e2 = A(A/I);
(iii) e1 = A(I/I 2)− (d − 2)A(A/I);
(iv) e0 = A(I/I 2)− (d − 2)A(A/I);
(v) For some (or equivalently for all) n 2
A
(
A/In+1
)= (n+ d − 1
d
)
A
(
A/I 2
)
−
[
(n− 1)
(
n+ d − 1
d − 1
)
−
(
n+ d − 2
d
)]
A(A/I).
Proof. We now have p = 1. Thus the equivalence of conditions (i)–(iv) follows
immediately from Theorem 10. Lemma 5 gives for all n 2 a system of equations
e0 − e1 + e2 = A(A/I),
(d + 1)e0 − de1 + (d − 1)e2 = A
(
A/I 2
)
,(
n+ d
d
)
e0 −
(
n+ d − 1
d − 1
)
e1 +
(
n+ d − 2
d − 2
)
e2 = A
(
A/In+1
)
,
having a determinant
(
n+d−2
d
) = 0. If one of (ii), (iii) or (iv) holds, then they all hold and
we get (v) from the third equation. Now assuming (v), we see that the values of ei ’s in (ii),
(iii) and (iv) give the solution for this system of equations. ✷
Remark 13. These corollaries generalize the following results due to Sally:
(i) If r = 1, then GA(m) is Gorenstein if and only if e0 = 2 [24, Corollary 3.2].
(ii) If r = 2, then GA(m) is Gorenstein if and only if A(m/m2)= e0 + d − 2 [24, Theo-
rem 3.4].
Note that r(m) 2 implies the Cohen–Macaulayness of RA(m) by [24, Theorem 2.1].
In the last corollary we consider the case r(I)= 3.
Corollary 14. Assume that (A,m) is a Gorenstein local ring of dimension d > 3 having
an infinite residue field. Let I ⊂ A be an m-primary ideal such that r(I)= 3. If RA(I) is
Cohen–Macaulay, then the following conditions are equivalent:
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(ii) Any two of the Hilbert coefficients e0, . . . , e3 are as listed below:
e3 = A(A/I),
e2 = A
(
I/I 2
)− (d − 3)A(A/I),
e1 = 3A
(
I/I 2
)− 3(d − 1)A(A/I),
e0 = 2A
(
I/I 2
)− 2(d − 1)A(A/I);
(iii) We have
e0 = 2A
(
A/I 2
)− 2dA(A/I),
A
(
A/I 3
)= (d + 2)A(A/I 2)−(d + 22
)
A(A/I);
(iv) We have
A
(
A/I 3
)= (d + 2)A(A/I 2)−(d + 22
)
A(A/I),
A
(
A/I 4
)= d2 + 5d + 4
2
A
(
A/I 2
)− d3 + 6d2 + 8d
3
A(A/I).
Proof. The equivalence of (i) and (ii) follows immediately from Theorem 10(iv). To see
that (iii) is equivalent to (i), we first notice that by Lemma 6
e0 = 4 −
(
d
1
)
3 +
(
d
2
)
2 −
(
d
3
)
1 (19)
where n = A(A/In). Assuming (iii) we just add and subtract 3 to get
e0 = 22 − 2d1 = 3 + 22 − 2d1 −
[
(d + 2)2 −
(
d + 2
2
)
1
]
= 3 − d2 +
(
d
2
)
1 + 1,
but together with (19) this means by Theorem 10(iii) that GA(I) is Gorenstein. If (i) holds,
then the above equations directly follow from Theorem 10(iii) giving (iii).
To see that (iv) implies (iii), substitute 4 and 3 in (19) to get
e0 = α2 − β1
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α = d
2 + 5d + 4
2
− d(d + 2)+
(
d
2
)
= d
2 + 5d + 4− 2d2 − 4d + d2 − d
2
= 2
and
β = 2d
3 + 12d2 + 16d
6
− d
(
d + 2
2
)
+
(
d
3
)
= 2d
3 + 12d2 + 16d − 3d3 − 9d2 − 6d + d3 − 3d2 + 2d
6
= 2d.
Thus we have e0 = 22 − 2d1, and (iii) holds.
Assuming (iii) we can use (19) to get the formula for 4, and we are through. ✷
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