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2 ИЕВЛЕВ П. Н.
1. Введение
Настоящая работа (кроме раздела ”Приложение понятия обоб-
щённой случайной функции. Задача Партасаратти”) является более
подробным изложением статьи автора [2], в которой было введено
понятие обобщённой случайной функции. Ранее эти объекты (без
строгого определения) были введены в работе [1], где они возникали
в результате применения некоторых регуляризаций, требовавшихся
для построения вероятностной аппроксимации полугруппы
P t = exp
(
it
2
∂2
∂x2
)
,
переводящей функцию ϕ ∈ L2 в решение задачи Коши для одно-
мерного уравнения Шрёдингера{
−2iut = uxx,
u(x, 0) = ϕ(x);
(1)
С помощью введённых объектов в [2] результаты [1] обобщались
на многомерный случай.
В данной работе мы излагаем вопросы, связанные с обобщённы-
ми случайными функциями несколько побробнее, нежели это было
сделано в [2], и строим вероятностную аппроксимацию для полу-
группы
P t = exp
(
t
2
(S∇, ∇)
)
, (2)
для симметричной матрицы S с отрицательно определённой мни-
мой частью (задача Партасаратти) в качестве ещё одно примера
использования понятия обобщённой случайной функции.
2. Обобщённые случайные функции. Определения и
свойства
Определяемые нами объекты крайне напоминают обобщённые
случайные функции, определённые в [3] и [5], но мы выбираем дру-
гой класс пробных функций и определяем другие операции над
ними. Класс пробных функций, рассматриваемый нами, похож на
класс Z(Rd), введённый в [4], гл. 2, §1.
Определение 2.1. Класс пробных функций Z0(Rd) – это множе-
ство функций ϕ : Rd → R, представимых в виде
ϕ(x) =
1
(2pi)d
∫
Rd
e−i(p, x) Φ̂(dx), (3)
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где Φ̂ – это заряд конечной полной вариации.
В случае, когда функция Φ̂(p) будет суммируемой на Rd функци-
ей, заряд Φ̂ будет абсолютно непрерывен относительно меры Лебега
на Rd, причём
Φ̂(A) =
∫
A
ϕ̂(p) dp.
Преобразованием Фурье функции класса Z0(Rd) будем называть
как функцию ϕ̂(p), так и заряд Φ̂(A).
Определение 2.2. Будем говорить, что ϕn
Z0(Rd)−−−−→
n→∞
ϕ, если для лю-
бой непрерывной ограниченной g справедливо∫
g(x) Φ̂n(dx)→
∫
g(x) Φ̂(dx).
Иначе говоря, выберем в Z0(Rd) слабую топологию.
Определение 2.3. RV(Rd) – это множество случайных величин
со значениями в Rd.
Под сходимостью в RV(Rd) будем понимать сходимость по рас-
пределению.
Определение 2.4. Множество обобщённых случайных функций
GRV(Rd) – это множество линейных непрерывных отображений
ξ : Z0(Rd)→ RV(R).
Действие ξ на ϕ ∈ D(Rd) обозначаем через ξ[ϕ] или ξ[ϕ(x)]x,
подчёркивая по какой из переменных действует функционал.
Определение 2.5. Вложение RV(Rd) в GRV(Rd). Каждой ξ ∈
RV(Rd) поставим в соответствие ξ˜ ∈ GRV(Rd), действующую на
ϕ ∈ Z0(Rd) по правилу
ξ˜[ϕ] = ϕ(−ξ) (4)
Далее для простоты обозначений будем опускать волну над ξ.
Отметим, что при таком вложении не сохраняется линейная струк-
тура:
ξ˜ + η[ϕ] = ϕ(−ξ − η) 6= ϕ(−ξ) + ϕ(−η) = ξ˜[ϕ] + η˜[ϕ], (5)
однако, линейная структура в классе GRV(R) нам и не потребуется.
Интересно отметить, что в классе GRV(R), в отличие от класса
обобщённых функций, удаётся определить умножение (не прямое!),
которое при таком вложении сохраняется.
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Определение 2.6. Произведением ξη обобщённых случайных функ-
ций ξ, η ∈ GRV(R) назовём функционал, действующий на ϕ ∈
Z0(R) по правилу
ξη[ϕ] = ξ[η[ϕ(xy)]x]y. (6)
(ср. с определяемым ниже прямым произведением обобщённых
случайных функций)
Лемма 2.7. Определённое выше вложение ”пн-пн” непрерывно.
Иначе говоря, для всякой ϕ ∈ Z0(Rd)
ξn
пн−→ ξ ⇒ ξ˜n[ϕ] пн−→ ξ[ϕ]
Можно сформулировать аналогичные утверждения для других
типов сходимости, однако, например, сходимость в среднем при та-
ком вложении очевидно не сохраняется.
Определение 2.8. Обобщённым математическим ожиданием ξ ∈
GRV(Rd) будем называть линейный функционал E ξ : Z0(Rd)→ C,
действующий по правилу
(E ξ)[ϕ] = E ξ[ϕ]. (7)
Таким образом E – это отображение GRV(Rd)→ Z0(Rd)∗.
Определение 2.9. Характеристической функцией обобщённой слу-
чайной функции ξ ∈ GRV(Rd) будем называть функцию fξ : Rd →
C
fξ(p) = E ξ[e−i(p, x)]x,
где под скобками в экспоненте понимается стандартное скалярное
произведение в Rd.
Для обычной случайной величины ξ ∈ RV(Rd) обобщённая ха-
рактеристическая функция совпадает с обычной.
Определение имеет смысл благодаря тому, что exp(−i(p, x)) ле-
жит в классе Z0(Rd), так как её преобразование Фурье есть сдвину-
тая дельта-мера, являющаяся зарядом конечной полной вариации.
Определение 2.10. Пусть характеристическая функция ξ ∈ GRV(R)
имеет непрерывные производные по всем переменным вплоть до
порядка |β|. Обобщёнными семиинвариантами ξ будем называть
коэффициенты sα, |α| ≤ |β| в формуле
ln fξ(p1, p2, . . . , pd) =
|β|∑
|α|=1
sαi|α|
α!
pα +O(|p||β|+1) (8)
Аналогично определяются моменты.
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Определение 2.11. Будем говорить, что ξ и η из GRV(Rd) незави-
симы, если при всех ϕ, ψ ∈ Z0(Rd) обычные случайные величины
ξ[ϕ] и η[ψ] независимы.
Аналогично определим независимость набора {ξk} ⊂ GRV(Rd).
Определение 2.12. Проекцией случайного функционала ξ на k-
ую ось будем называть случайный функционал ξk ∈ GRV(R1), дей-
ствующий на ϕ ∈ Z0(R1) по правилу
ξk[ϕ] = ξ[ϕ(xk)]xk (9)
В правой части под ϕ(xk) мы понимаем функцию ϕ ∈ Z0(Rd), за-
висящую только от переменной xk.
Последнее определение имеет смысл благодаря тому, что тожде-
ственное отображение лежит в классе Z0(Rd), так как его преобра-
зование Фурье – это дельта-мера, являющаяся зарядом конечной
полной вариации.
Определение 2.13. Паре обобщённых случайных функций ξ, η ∈
GRV(R) сопоставим обобщённую случайную функцию (ξ, η) ∈ GRV(R2),
которая действует на ϕ ∈ Z0(R2) по правилу
(ξ, η)[ϕ(x, y)] = ξ[η[ϕ(x, y)]y]x.
Аналогично определим обобщённую случайную величину (ξ1, ξ2, . . . , ξn),
действующую на ϕ(x1, x2, . . . , xn).
Лемма 2.14. Пусть обобщённые случайные функции ξ1, . . . , ξd ∈
GRV(R) независимы. Тогда
f(ξ1, ξ2, ..., ξd)(p1, p2, . . . , pn) =
d∏
k=1
fξk(pk)
Доказательство. Докажем утверждение в случае n = 2.
f(ξ, η)(p1, p2) = E (ξ, η)[e−ipxe−ipy] = E ξ[η[e−ipye−ipx]] =
= E ξ[e−ipx]η[e−ipy] = E ξ[e−ipx]E η[e−ipy] = fξ(p1)fη(p2)

Заметим, что класс GRV(Rd) действительно является обобщени-
ем класса случайных величин RV(Rd), так как последние вклады-
ваются в него непрерывно и введённые операции математического
ожидания, характеристической функции, проекции, а так же поня-
тие независимости обобщают соответствующие понятия для обыч-
ных случайных величин.
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Определение 2.15. С каждой обобщённой случайной функцией ξ
свяжем оператор Qξ, действующий по правилу
Qξϕ(x) = E ξ[Txϕ] (10)
Лемма 2.16. Оператор Qξ действует на функции из Z0(Rd) как
псевдодифференциальный с символом fξ(p).
Доказательство.
Qξϕ(x) = E ξ[Txϕ] =
=
1
(2pi)d
∫
e−i(p, x)E ξ[e−i(p, y)]Φ̂(dp) =
1
(2pi)d
∫
e−i(p, x)fξ(p)Φ̂(dp)

Если семейство {ξ(t)}t≥0 ⊂ GRV(Rd) такого, что ln fξ(t)(p) как
функция t является линейной, то оператор Qξ(t) обладает полу-
групповым свойством.
3. Пример операции, выводящей за класс случайных
величин. Операция ±
Введём стандартные обозначения для оператора инверсии I
Iϕ(x) = ϕ(−x) (11)
и оператора сдвига Tx на x ∈ Rd
Txϕ(y) = ϕ(y + x).
Определение 3.1. Классом Z0(R)+ будем называть множество
функций ϕ ∈ Z0(R) таких, что supp ϕ̂ ⊂ (−∞, 0]. Аналогично опре-
деляется Z0(R)−.
Функции класса Z0(R)+ допускают аналитическое продолжение
в верхнюю полуплоскость, а Z0(R)− – в нижнюю.
Определение 3.2. Проекторы Рисса P± – это операторы, действу-
ющие на ψ ∈ Z0(R) по правилу
P±ψ(x) =
1
2pi
+∞∫
−∞
e−ipxθ(±p) Ψ̂(dp),
где θ – стандартная функция Хевисайда.
Проекторы Рисса “разбивают” функцию ψ ∈ Z0(R) на ψ+ ∈
Z0(R)+ и ψ− ∈ Z0(R)−.
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Определение 3.3. Для ξ ∈ GRV(R) определим обобщённую слу-
чайную функцию ξ±, действующую на ϕ ∈ Z0(R) по правилу
ξ±[ϕ] = ξ[(IP+ + P−)ϕ],
где I – это оператор инверсии (11).
Обобщённой случайной функции ξ ∈ GRV(Rd) поставим в соот-
ветствие ξ± из того же класса, действующую по правилу
ξ± = (ξ±1 , . . . , ξ
±
d ),
где xk – проекция ξ на k-ую ось, определённая формулой (9).
Для обычных случайных величин ξ ∈ RV(R)
ξ±[ϕ] = ϕ+(ξ) + ϕ−(−ξ).
Введём удобное обозначение. Если x = (x1, . . . , xd) ∈ Rd, то через
x± = (|x1|, . . . , |xd|) (12)
будем обозначать набор чисел, составленный из модулей координат
вектора x.
Лемма 3.4. Обобщённые характеристические функции ξ, ξ± ∈
GRV(Rd) связаны соотношением
fξ±(p) = fξ(p
±)
Действие операции ± на обычные случайные величины выводит
за класс случайных величин. Это – первый пример операции, при-
водящей к классу GRV(Rd).
4. Пример операции, выводящей за класс случайных
величин. Второе центрирование
Определение 4.1. Если семминварианты ξ ∈ GRV(Rd) корректно
определены. Положим
B̂(p1, p2, . . . , pd) = exp
− ∑
|α|=1, 3
sαi
|α|
α!
pα

Вторым центрированием ξ будем называть случайный функцио-
нал ξ(2), определяемый равенством
ξ(2)[ϕ] = ξ[ϕ ∗B],
где B – обратное преобразование Фурье функции B̂.
Лемма 4.2. Вторые и третьи обобщённые семиинварианты ξ(2)
равны нулю.
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Характеристическая функция обобщённой случайной функции
ξ± не является дифференцируемой в нуле, и поэтому формально
операция второго центрирования для неё неприменима. Однако,
мы можем доопределить её следующим образом. Положим
B̂(p) = exp
−∑
|α|
sαi
|α|
α!
(p±)α
 ,
где sα – семиинварианты ξ (а не ξ±!), и определим ξ±,(2) по пра-
вилу
ξ±,(2)[ϕ] = ξ±[ϕ ∗B].
Нетрудно показать справедливость следующего утверждения.
Лемма 4.3. Пусть вектор ξ ∈ GRV(Rd) имеет диагональную
матрицу ковариации. Тогда
ξ(2) =
(
ξ
(2)
1 , ξ
(2)
2 , . . . , ξ
(2)
n
)
.
В частности, утверждение справедливо для векторов с незави-
симыми компонентами.
5. Приложение понятия обобщённой случайной
функции. Вероятностная аппроксимация полугруппы
exp(it∆/2), связанная с пуассоновским процессом
Мы называем полугруппу P t вероятностной, если она канони-
ческим образом соответствует некоторому марковскому процессу
ξ(t), то есть действует на ϕ как Eϕ(x+ ξ(t)). Можно показать, что
полугруппа P t = exp(it∆/2), переводящая функцию ϕ ∈ L2(R) в
решение u(x, t) задачи Коши{
−2iut = ∆u,
u(x, 0) = ϕ(x);
(13)
для многомерного уравнения Шрёдингера, не является вероят-
ностной. Однако, она может быть приближена последовательно-
стью вероятностных полугрупп. Два способа аппроксимации будут
предложены в этом и следующем параграфах.
При попытке такого построения, как отмечалось во введении,
неизбежно возникают две трудности: трудность, связанная с неа-
налитичностью начальной функции, и трудность, связанная с быст-
рым ростом экспоненты. Для обхода этих трудностей и были вве-
дены операции ± и (2).
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Рассмотрим пуассоновскую случайную меру ν(dt, dx) на (0, ∞)2
с интенсивностью
E ν(dt, dx) =
dt dx
x3
.
Для ε > 0 определим сложный пуассоновский процесс, полагая
ξε1(t) =
t∫
0
eε∫
ε
xν(ds, dx)
Известно, что (см. [6], стр. 42) характеристическая функция ξε1(t)
равна
fξε1(t)(p) = exp
t eε∫
ε
(
eipx − 1) dx
x3

Пусть ξεk(t), k = 2, . . . , d – независимые копии ξε1(t). Обозначим
σ = eipi/4. При фиксированном t определим ηε(t) ∈ GRV(Rd), пола-
гая
ηε(t) =
(
σξε1(t), σξ
ε
2(t), . . . , σξ
ε
n(t)
)±, (2)
Как отмечалось выше, второе центрирование помогает справ-
ляться с проблемой расходимости, а операция ± – с проблемой
неаналитичности.
Аналогично тому, как это было сделано в [1], можно показать,
что операция второго центрирования действительно определена.
В силу независимости набора {ξεk(t)}, последнее равенство можно
переписать как
ηε(t) =
(
(σξε1(t))
±, (2), (σξε2(t))
±, (2), . . . , (σξεn(t))
±, (2)).
Заметим, что ни операция второго центрирования, ни операция
±, не влияют на независимость (они сводятся к подмене пробной
функции). Поэтому характеристическая функция ηε(t) распадается
в произведение
fηε(t)(p1, . . . , pn) =
n∏
k=1
f(σξεk(t))±, (2)(pk).
10 ИЕВЛЕВ П. Н.
Характеристические функции внутри произведения легко пере-
считываются через характеристическую функцию ξε1(t)
f(σξεk(t))±, (2)(pk) = f(σξε1(t))(2)(|pk|) =
= exp
(
− itp
2
k
2
+ t
eε∫
ε
(
ei|pk|σx − 1− i|pk|σx−
− 1
2
(
i|pk|σx
)2
− 1
6
(
i|pk|σx
)3) dx
x3
)
Обозначим P tε = Qηε(t) – оператор, задаваемый формулой (10),
соответствующий ξ = ηε(t). Он действует как псевдодифференци-
альный с символом fηε(t), и, следовательно, распрадается в произ-
ведение коммутирующих операторов, каждый из которых обладает
полугрупповым свойством по t.
Лемма 5.1. Пусть f(z) = ez − 1 − z − z2/2 − z3/6. Тогда при
arg z ∈ [pi/2, 3pi/2] справедливо неравенство |f(z)| ≤ |z|3.
Теорема 5.2. Существует C > 0 такое, что для любой ϕ ∈
W 32 (Rd) и всех t > 0 справедлво неравенство
‖P tεϕ− P tϕ‖L2 ≤ Ctε2‖ϕ‖W 32 , (14)
где
P t = exp
(
it
2
∆
)
. (15)
Доказательство. Доказательство теоремы вполне аналогично до-
казательству теоремы 1 параграфа 4 статьи [1] и использует фор-
мулу Дюамеля ([7], гл. IX, § 2 п.1)
et(A+B) − etA =
t∫
0
e(t−τ)(A+B)BeτA dτ (16)
Введём обозначения для операторов
A =
i
2
∆, B = Gε − A, (17)
где Gε – это генератор полугруппы P tε .
Отметим, что справедливы неравенства
‖et(A+B)‖L2→L2 ≤ 1 (18)
и
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‖etA‖W 32→W 32 ≤ 1. (19)
Таким образом для доказательства теоремы достаточно оценить
норму ‖B‖W 32→L2 .
Так как генератор произведения коммутирующих полугрупп есть
сумма генераторов, оператор B является псевдодифференциаль-
ным, а его символ β̂ распадается в сумму
β̂(p1, p2, . . . , pd) =
d∑
k=1
b̂(pk), (20)
где
b̂(p) =
eε∫
ε
(
ei|p|σx − 1− i|p|σx− 1
2
(
i|p|σx
)2
− 1
6
(
i|p|σx
)3) dx
x3
(21)
Пользуясь леммой 5.1, получим следующую оценку для b̂:
|̂b(p)| ≤ C|p|3ε2.
Следовательно,
‖Bϕ‖2L2 =
(
1
2pi
)d ∫
|β̂(p)|2|ϕ̂(p)|2 dp ≤
≤
(
1
2pi
)d ∫ d∑
k=1
∣∣∣̂b(pk)∣∣∣2 |ϕ̂(p)|2 dp ≤
≤ C˜ε4
∫
dp
d∑
k=1
|pk|6 |ϕ̂(p)|2 dp = C˜ε4‖ϕ‖W 32 (22)
Из последней оценки следует утверждение теоремы. 
6. Приложение понятия обобщённой случайной
функции. Вероятностная аппроксимация полугруппы
exp(it∆/2), связанная с суммой независимых
случайных величин
Пусть {ξj}∞j=1 – последовательность независимых одинаково рас-
пределённых случайных d-мерных векторов с общим распределе-
нием P . Будем предполагать, что ξ1 имеет единичную матрицу
ковариации и конечные моменты третьего порядка. Пусть η(t) –
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стандартный пуассоновский процесс, не зависящий от последова-
тельности {ξj}∞j=1. Определим последовательность {ζn}∞n=1 слож-
ных пуассоновских процессов, полагая
ζn(t) =
1√
n
η(nt)∑
j=1
ξj
Характеристическая функция ζn(t) равна
fζn(p1, . . . , pd) = exp
nt ∫
Rd+
(
exp
(
i(p, y)√
n
)
− 1
)
P(dy)
 .
Как и в случае пуассоновской аппроксимации, положим σ = eipi/4
и определим при каждом фиксированном t обобщённую случайную
функцию ηn(t) ∈ GRV(Rd), полагая
ηn(t) =
(
σζn1 (t), σζ
n
2 (t), . . . , σζ
n
d (t)
)±, (2)
.
Нетрудно показать, что операция второго центрирования в дан-
ном случае определена корректно, и, ввиду диагональности матри-
цы ковариации обобщённой случайной функции ηn(t), в силу лем-
мы 4.3, справедливо
ηn(t) =
(
(σζn1 (t))
±, (2), (σζn2 (t))
±, (2), . . . , (σζnd (t))
±, (2))
Обобщённая характеристическая функция ηn(t) имеет вид
fηn(t)(p1, . . . , pd) = exp
(
− i(p
±)2
2
+ n
∫
Rd+
(
eiσ(p
±, y)/
√
n − 1−
−
(
iσ(p±, y)√
n
)
− 1
2
(
iσ(p±, y)√
n
)2
− 1
6
(
iσ(p±, y)√
n
)3)
P(dy)
)
.
Обозначим P tn = Qηn(t) – оператор, задаваемый формулой (10),
соответствующий ξ = ηn(t). Он действует как псевдодифференци-
альный с символом fηn(t).
Теорема 6.1. Существует C > 0 такое, что для любой ϕ ∈
W 32 (Rd) и всех t > 0 справедлво неравенство
‖P tnϕ− P tϕ‖L2 ≤
Ct√
n
‖ϕ‖W 32 , (23)
где
P t = exp
(
it
2
∆
)
(24)
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Доказательство. Доказательство практически повторяет доказа-
тельство аналогичного утверждения для пуассоновской аппрокси-
мации. Обозначим
A =
i
2
∆, B = Gn − A, (25)
где Gn – это генератор полугруппы P tn.
Как и выше, достаточно оценить операторную норму ‖B‖W 32→L2 .
Заметим, что (p±, y) в подынтегральном выражении всегда по-
ложительно. В силу леммы 5.1 имеем∣∣∣∣f ((p±, y)√2n
)∣∣∣∣ ≤ ((p±, y)√2n
)3
≤
(‖ p± ‖ · ‖y‖√
2n
)3
.
Таким образом
|̂bn(p1, . . . , pd)| ≤ ‖ p
± ‖3
23/2
√
n
∫
‖y‖3P(dy).
Последний интеграл конечен в силу условия на моменты третьего
порядка.
Далее, имеем
‖Bϕ‖2L2 =
1
2pi
∫
|ϕ̂(p)|2 |̂bn(p)|2 dp ≤ C
n
∫
|ϕ̂(p)|2‖ p± ‖6 dp ≤ C˜
n
‖ϕ‖2W 32 .
(26)
Из последней оценки следует утверждение теоремы. 
7. Приложение понятия обобщённой случайной
функции. Задача Партасаратти
Задачей Партасаратти мы называем построение вероятностной
аппроксимации для полугруппы
P t = exp
(
t
2
(S∇, ∇)
)
, (27)
где матрица S симметрична и имеет отрицательно определённую
мнимую часть. При таких условиях уравнение очень напоминает
уравнение Шрёдингера. Мы построим аналог операции ±, удобный
в данной ситуации.
Разложим матрицу S в произведение
S = ATA. (28)
Обозначим через fi вектор, составленный из мнимых частей строк
матрицы A:
fi = (Im Ai1, . . . , Im Aid)
T (29)
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Определим теперь отображение B : {−1, 0, 1} × {1, . . . , k} →
B(Rd), где B(Rd) – сигма-алгебра борелевских подмножеств Rd, по
правилу
B(s, k) = {p ∈ Rd | sgn (fi, p) = s}, (30)
где
sgn x =

−1, x < 0,
0, x = 0,
1, x > 0;
(31)
Легко видеть, что B(s, k) это либо полупространство, либо ги-
перплоскость.
Построим, пользуясь отображением B, разбиение Rd. Для этого
определим A : {−1, 0, 1}d → B(Rd), полагая для s ∈ {−1, 0, 1}d
A(s) =
d⋂
k=1
B(sk, k). (32)
При различных s и p из {−1, 0, 1}d множества A(s) и A(p) не
пересекаются. При этом набор множеств A(s) задаёт разбиение Rd
Rd =
⋃
s∈{−1, 0, 1}d
A(s) (33)
Сопоставим теперь s ∈ {−1, 0, 1}d оператор Ps (обобщение про-
екторов Рисса P±), действующий на ϕ ∈ Z0(Rd) по правилу
Psϕ(x) =
1
(2pi)d
∫
A(s)
e−i(p, x)Φ̂(dp) (34)
Определим аналог операции ± для векторов из Rd. Именно, по-
ставим в соответствие вектору x ∈ Rd и s ∈ {−1, 0, 1}d вектор xs
по правилу
xs =

−s1 0 0 . . . 0
0 −s2 0 . . . 0
...
... . . .
...
...
0 0 0 . . . −sd
x (35)
Отметим, что матрица самосопряжённая, и поэтому (p, xs) = (ps, x).
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Теперь заметим, что при p ∈ A(s) для некоторого s ∈ {−1, 0, 1}d
и x ∈ Rd+
Re (−i(p, ATxs)) = Im (p, ATxs) =
= Im
d∑
i, k=1
Aikpk(x
s)i =
d∑
i, k=1
(fi, p)(−sixi) =
=
d∑
i, k=1
|(fi, p)|si(−sixi) = −
d∑
i, k=1
|(fi, p)|s2ixi ≤ 0 (36)
Таким образом определено (Psϕ)(ATxs). Обобщим теперь опера-
цию ± для обобщённых случайных функций ξ ∈ GRV(Rd), полагая
для ϕ ∈ Z0(Rd)
ξ±[ϕ] =
∑
s∈{−1, 0, 1}d
ξ[ϕs], (37)
где
ϕs(x) = (Psϕ)(x
s). (38)
Вычислим теперь обобщённую характеристическую функцию ξ±.
Ясно, что для ϕ(x) = e−i(p, x)
ϕs(x) = e
−i(p, xs)1A(s)(p) = e−i(ps, x)1A(s)(p). (39)
Следовательно,
fξ±(p) = E ξ±[e−i(p, x)] =
∑
fξ(p
s)1A(s)(p) = fξ(p
s) при p ∈ A(s)
(40)
Теперь, когда построены необходимые объекты, можно постро-
ить полугруппу, аппроксимирующую P t, например, пользуясь пуас-
соновской аппроксимацией винеровского процесса. Для этого опре-
делим точно так же как в параграфе про пуассоновскую аппрокси-
мацию для уравнения Шрёдингера случайный вектор ξε(t) и рас-
смотрим обобщённую случайную функцию ηε(t) ∈ GRV(R()Rd), по-
лагая
ηε(t) =
(
AT ξε(t)
)±, (2)
, (41)
где операция ± определена выше. Определим для каждого ε > 0
полугруппу операторов P tε , полагая
P tε = Qηε(t). (42)
Пользуясь леммой (??) можно аналогично тому, как это было
сделано в параграфе про пуассоновскую аппроксимацию, показать,
что справедлива теорема
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Теорема 7.1. Существует постоянная C > 0 такая, что для
любой ϕ ∈ W 32 (Rd) и всех t > 0 справедливо неравенство
‖P tεϕ− P tϕ‖L2 ≤ Ctε2‖ϕ‖W 32 . (43)
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