For a system of hyperbolic conservation laws, such as the Euler equations of compressible ow, in this paper we give an outline of the theory necessary to derive rst and second-order accurate discretisations on a structured, adaptive nite-volume mesh. The mesh is constructed so that the equations can be de ned on a rather arbitrary domain, and the usual nonlinear multigrid techniques can be used for the solution of the discrete system. During the solution process the mesh can be adapted to the solution and to the accuracy of the discrete equations. This requires a su ciently accurate estimate of the local truncation error. After formally introducing the geometric structure and notations, we discuss the discretisation and we study the various contributions to the local discretisation error. Emphasis is put on the discretisation involving the interfaces between the coarse and the ne parts of the grid. Our analysis leads to a small set of requirements, to be satis ed in order to attain a discretisation which is rst or second-order accurate (in a sense that will be speci ed) with respect to the mesh size of the partitioning. Then interpolations are presented which satisfy these conditions.
Introduction
In this paper we describe the discretisation of a system of steady conservation laws in two space dimensions, using a nite volume discretisation with a structured, locally re ned partitioning of the domain of de nition.
We @f(q(x; y)) @x + @g(q(x; y)) @y = s(x; y); (x; y) 2 ;
(1:1a)
supplemented with appropriate boundary conditions. For the discretisation we introduce a partitioning of . The partitioning forms, possibly after a smooth coordinate transformation, a set of regular quadrilaterals, called MARIN, P.O.Box 28, 6700 AA Wageningen, The Netherlands; e-mail: maarel@marin.nl y CWI, P.O.Box 94079, 1090 GB Amsterdam, The Netherlands; e-mail: pieth@cwi.nl 1 the grid. In transformed coordinates, the locally re ned grid is composed of a sequence of nested grids, where each grid is a regular partitioning of a subdomain of . In nontransformed coordinates, the union of all quadrilaterals is an approximation of the domain of de nition.
Each quadrilateral of the grid is used as a control volume on which the system of conservation laws, integrated over the control volume, is approximately satis ed. This leads to a discretisation of a weak formulation of problem (1.1).
The error in the approximation of the weak formulation consists of contributions from the various steps in the discretisation. The rst step is the approximation of the domain by the partitioning. This approximation has consequences for the accuracy of the discrete equations de ned for quadrilaterals along the boundary of the domain and for the`coarsegrid' approximation. The approximation of the weak formulation for each quadrilateral involves the approximation of the mean ux per unit time and`area' across each side of each quadrilateral. The next step is the approximation of the mean ux across the sides of the quadrilaterals by the ux at the mean state at each side of a face Finally the state at the cell face is approximated from the discrete data (the available numerical solution, a cell-wise constant function). The ux may be evaluated in an upwind fashion, where each approximated ux depends in an upwind biased sense on the discrete data.
The numerical solution itself approximates the mean of the exact solution of (1.1) over each cell. Hence, with each cell is associated an approximation of the mean value on the cell of the solution of the continuous problem. This is the so-called cell-centered approach.
The decision where to re ne a given composite grid (or to remove a re nement), may be based on the local discretisation error. Therefore we study the a-posteriori estimation of the local discretisation error. However, re nement should not be based solely on the local discretisation error. Apart from a su ciently accurate discretisation scheme, an accurate solution requires that the grid provides su cient resolution. Resolution of the grid is measured by the derivatives of the exact solution, as approximated by the numerical solution. The grid should therefore also be re ned on the basis of solution gradients. For the equations associated with cells near discontinuities in the solution, an estimate of the local discretisation error is super uous, since the grid will be re ned due to the approximations of the large gradient in the solution. For the smooth part of the solution an estimate of the local discretisation error may be obtained with su cient accuracy and can be used in a re nement strategy.
In the neighbourhood of ne-coarse grid interfaces, by nature, the discretisation scheme used is di erent from the one used elsewhere. Estimating the local truncation error in such a situation by means of extrapolation techniques, (as in -extrapolation, 3, 5] ), requires a careful treatment of the various contributions to the local truncation error. Here we carefully consider these contributions, with emphasis on their accurate estimation.
The geometric structure
We study a system of conservation laws, de ned on , with boundary conditions on @ , where denotes the closure of . We assume that a rectangular domain e R 2
exists and a su ciently smooth surjective mapping M : e ! , which is also injective in the interior e . The mapping is a transformation of the Cartesian coordinates in e , the computational space, into Cartesian coordinates in , the physical space.
As the system of conservation laws is discretised by a nite volume method, a regular Re nements of a cell l i;j are the cells obtained by subdivision of the corresponding cell e l i;j in the computational domain into 2 2 smaller cells of equal size. By applying the mapping M l+1 to these re nements in the computational domain, we construct the re nements in the partitioning of the physical domain. Except for cells on the coarsest grid, each cell is one of the four descendants of a cell on the coarser grid. The coarsegrid cells on l and the ne-grid cells on l+1 are coexistent (i.e. when cells appear on l+1 , the corresponding coarse-grid cells remain part of l ). A cell on the coarser grids is called parent and its descendants are called its kids. In this way all cells in the geometric structure belong to a quad-tree structure.
For the smallest integer coordinates on the coarsest grid, 0 , without loss of generality we take i = 0 and j = 0. The integer coordinates of a cell on l+1 are so that the kids of l i;j are denoted by l+1 2i;2j , l+1 2i+1;2j , l+1 2i;2j+1 and l+1 2i+1;2j+1 . A cell vertex in the physical domain is P l i;j = M l ( l i;j ; l i;j ), where, without loss of generality, e P l i;j = ( l i;j ; l i;j ) = (2 ?l i; 2 ?l j). In this paper, functions, function spaces and subdomains de ned for the computational domain are identi ed by a tilde on the same symbol used for the physical domain.
The sequence of grids
The geometric structure described so far, is used for multigrid computations on a locally re ned grid. The grid l b on some basic level l b 0 covers all M l b ( e ). The grids l , 3 l > l b , are adaptively constructed during the computation, when it is decided that cells should be re ned or re nements should be deleted, depending on the computed solution.
At some stage in the computation, a sequence of grids f l g l=0;:::;L has been generated, where L is the highest level present. Thus, the cells on grid l , l > l b typically do not cover all of the domain . Therefore, the grid l = l f l c consists of a part l f of which the cells have been re ned (for which kids exist on level l + 1) and a part l c , with cells that have not been re ned (without kids). , which restricts the piecewise constant functions on level l to the re ned part l f of the grid. Next, we de ne the restriction R In this section we describe the system of equations obtained by the discretisation. We distinguish between equations obtained for cells on the composite grid and equations obtained for re ned cells.
Equations for a cell on a composite grid A discretisation of the set of conservation laws (1.1a) on a composite grid is obtained by considering the weak formulation of the problem: nd q from the solution space, satisfying the boundary conditions and so that for all where n x and n y are the components of the outward unit normal n on the boundary @ l i;j , in x and y direction respectively. The discretisation of the equations is obtained by requiring an approximation of (3.6) to hold for each cell on the composite grid. We rst assume that for the discretisation the source term s is exactly integrated. In our notation this implies r l = R l s: (3: 7) The mean value of the ux across the kth cell face @ l i;j;k @ l i;j of cell l i;j is f l i;j;k (q) = 1 s l i;j;k Z @ l i;j;k f(q)n x + g(q)n y ds:
Hence, a solution of (3.6) exactly satis es F l i;j;k (q l ; q l?1 ; : : : ; q l b ) s l i;j;k : Here, q l?1 ; : : : ; q l b act as parameters to N l . These formulas de ne the discretisation on level l. 6 The numerical ux function The numerical ux F l i;j;k depends on the sequence fq m g m=l b ;:::;l . Usually we assume that the numerical ux can be written as F l i;j;k (q l ; q l?1 ; : : : ; q l b ) = F((q L ) l i;j;k ; (q R ) l i;j;k ; n l i;j;k ): The arguments (q L ) l i;j;k and (q R ) l i;j;k denote estimates of the mean of q along @ l i;j;k , dependent on fq m g m=l b ;:::;l , with a bias to the left and right side of @ l i;j;k , respectively. The entry n l i;j;k 2 E denotes the unit normal on @ l i;j;k , pointing outward from l i;j , where E R 2 is the unit circle in R 2 . The function F(q L ; q R ; n) is an approximation of the ux f(q)n x + g(q)n y , with q L and q R in the neighbourhood of q.
There are various ways to de ne the states q L and q R and the numerical ux F. In fact, the choice of F and the states q L and q R determine the discretisation method and its accuracy. The left and right states are usually obtained by piecewise polynomial reconstruction, using discrete data, i.e. using fq m g m=l b ;:::;l (cf. Section 3.4).
For a hyperbolic set of conservation laws 10], we are interested in an upwind discretisation, which may be obtained by taking for F an (approximate) Riemann solver. The best-known approximate Riemann solvers are introduced in 13, 22, 12] .
Equations for a re ned cell Discrete equations (3.9) are approximations of the conservation equation (3.5) for each cell that has not been re ned. The left and right state for the computation of a numerical ux depend on the states in neighbouring cells, possibly on di erent levels. By de nition, for a locally non-uniform grid cell, the left or right state for at least one cell face depends on coarse-grid states.
The set of equations obtained by applying the discretisation as described at the beginning of this section are under-determined for a locally re ned grid. If a neighbouring cell has been re ned (has kids), that neighbour is not part of the composite grid, and no equation like (3.9) has been de ned. Additional equations, however, are obtained by q l i;j = fR l l+1 q l+1 g l i;j ; 8(i; j; l) 2 I f : (3:10) We use the equations (3.9) together with (3.10) to de ne discretisations on a locally re ned (i.e. composite) grid.
Left and right states
Here we describe the computation of (q L ) l i;j;k and (q R ) l i;j;k , the left and right state used in the numerical ux function. We consider rst and second-order accurate discretisations, both for a locally uniform and a locally non-uniform situation. We use the concept of reconstruction of piecewise C 1 -functions from the cell-wise constant data, q l i;j , associated with each cell. This idea was introduced in 21] and 24] for one-dimensional convection and extended and applied in 1] and 2] for unstructured grids in two spatial dimensions. Contrary to this work, we do not reconstruct a single, unique (vector) function in each cell, but we take care that {in a locally non-uniform grid situation{ the computation of the left and right state is so that the resulting scheme is consistent of the required order (at least in some weak sense, see Section 4). This is done by making a di erent reconstruction for each side of each cell face.
Locally uniform composite grids
The computation of the rst-order as well as of the second-order consistent discretisation depends on the mean states. On a locally uniform grid, rst-order consistency is obtained by applying an O(h l ) accurate reconstruction. Consider for example the eastern cell face @ l i;j;E of a cell l i;j on a locally uniform composite grid, where (i + 1; j) 2 I l . For this situation we take for the states, as usual in rst-order Godunov- Virtual cells and virtual states are used for the discretisation in the neighbourhood of green boundaries. To a large extent the virtual states determine the accuracy of the algebraic equations associated with the locally non-uniform grid.
The concept of virtual states allows us to compute left and right states in a locally non-uniform grid situation, in a way similar to (3.11) and (3.12). The requirements to be satis ed for the proper computation of virtual states, are discussed in Section 4. Regardless of the way how the virtual states are computed, for rst-order consistency we take for the eastern cell face of l i;j , similarly to (3.11) , and (i + 1; j) 6 2 I l (q L ) l i;j;E = q l i;j ; (3.14a) (q R ) l i;j;E = v l i+1;j : (3.14b) Similar to (3.12), we take for second-order consistency, if (i + 1; j); (i + 2; j) 6 2 I l (q L ) l i;j;E = C q l i?1;j ; q l i;j ; v l i+1;j ; (3.15a) (q R ) l i;j;E = C v l i+2;j ; v l i+1;j ; q l i;j ; (3.15b) and if (i + 1; j) 2 I l , but (i + 2; j) 6 2 I l (q L ) l i;j;E = C q l i?1;j ; q l i;j ; q l i+1;j ; (3.16a) (q R ) l i;j;E = C v l i+2;j ; q l i+1;j ; q l i;j ; (3.16b) Formulae similar to (3.14){(3.16) are used for the cell faces, @ l i;j;k , k = N; S; W.
Error analysis of the discretisation
In this section we study the local discretisation error and the consistency of the discretisation described in Section 3. In the discretisation we distinguish three approximations, each of which have a contribution to the local discretisation error. These contribution are: approximation of the mapping from the computational space into the physical space; in equations this error is denoted by l m (q); approximation of the mean ux on a cell face by the ux evaluated at the mean state along the cell face (quadrature rule); in equations this error is denoted by l q (q); approximation of the mean state on a cell face by biased reconstructions; in equations this error is denoted by l r (q). Often the approximation of M by M l is not essential, since the change from M to M l , merely changes the partitioning in the physical domain slightly, without a ecting the accuracy of the resulting set of algebraic equations. However, it does a ect the approximation of the domain of de nition of the problem. Hence, for the interior cells of e we can assume M = M l = M l 0 , for some constant l 0 and l 0 l L, without a ecting the accuracy. At the domain-boundary, @ e , the error of this approximation M l can be important. Here, in general we do not have M = M l = M l 0 , because it results in an approximation of the boundary, independent of the level l. Hence, with increasing levels of re nement, the geometry of the discrete problem would not converge to the geometry of the continuous problem. A more important reason to study this approximation is related to a-posteriori estimation of the local discretisation error and the application of -extrapolation. This uses the so-called relative local discretisation errors of two consecutive levels of re nement (cf. 3, 20] ).
The
The analysis presented in this section leads to requirements to be imposed on the reconstruction of cell-wise smooth functions from the cell-wise constant numerical data. These requirements, depend on the goal set out to be reached in a particular discretisation. We distinguish between the goals (i) obtain a given order of consistency and (ii) obtain a given order of discrete convergence. This distinction is made, since a certain order of the local discretisation error for all equations may not be essential to obtain a given order of discrete convergence. Assume a total number of equations of O(h ?2 ). An O(h ?1 ) number of equations with low-order accuracy may not a ect the rate of discrete convergence, not even in supremum norm. To study this in detail, we have to rede ne the notion of consistency for a non-uniform mesh. In fact, we de ne a slightly weaker form of consistency. This weaker form is the discrete L 1 -norm of the local truncation error for a collection of discrete equations. The requirements for consistency both in the weak and in the usual sense are studied.
Approximation of the mapping
To make an a-posteriori estimation of the local discretisation error, with su cient accuracy, we rst study the consequences of approximating M by M l . Actually, we are only interested in the relation between the mappings for two consecutive levels of re nement, since we want to study the use of two consecutive levels of re nement in the estimation of the local discretisation error. The relation between the mappings of two consecutive levels can be established through their relation to M. This relation also allows us study the accuracy of the restriction to the coarse grid (cf. Section 4.2).
We consider a surjective mapping M : e ! , also injective on e . We also consider its continuous, piecewise bilinear approximation associated with level of re nement l, M l : e ! b l , which is exact in the vertices e P l i;j;k . To simplify notations, in the present local analysis, we drop the indices which are constant throughout this part of the analysis. We consider a cell on level of re nement l. In the computational space, the corresponding cell is denoted by The term w J gives only an O(h 5 ) contribution to the integral over e . By (4.7) and (4.8) we can de ne C(w) as the coe cient in the rst term of an asymptotic expansion, given by the sum of (4.7) and (4.8), i.e. we establish the asymptotic relation between the approximation of the weak form on two consecutive levels of re nement, caused by the approximation of the grid geometry. Although the di erence between the partitioning obtained with M and the partitioning obtained with M l itself is not essential for the convergence of the local discretisation error, we use the result (4.11) when we show that an a-posteriori error estimation is su ciently accurate. Further, we use (4.11) to show that on a composite grid, the equations for a re ned cell (3.10), in general give at best second-order accuracy on the coarse grid. Assume for ( 
Consistency and weak consistency
Now we consider the approximation of the weak form on a given partitioning by the set of discrete equations. We assume that M = M l = M l 0 , where l 0 < l. With (2.1) this implies = M l ( e ). This in turn implies that we do not consider the di erences between the discretisation on di erent levels, due to the di erences in mappings from the computational into the physical space, on each level.
Local discretisation error and consistency
We use the notation as de ned in Section 2 and 3. Let N(q) = r denote the continuous equations (3.5 
Weak consistency
We also introduce a weak form of consistency, related to the above mentioned consistency in the usual sense. The new de nition of consistency is weaker than the usual de nition, because it considers the collective behaviour of the local discretisation error for a set of equations, rather than the behaviour of each equation separately. Consider a partitioning of the domain , obtained by re ning n times a previously obtained locally re ned composite grid. Let a discretisation as described in Section 3 be de ned for this new system. Then the collective local truncation error, T l n (q), for an n times completely re ned system is de ned by T l n (q) = A ?1 R l l+1 : : : R l+n?1 l+n N l+n (R l+n q) ? R l+n N(q) :
In absolute value, this is the discrete L 1 -norm of the local truncation error for the set of equations for all descendants of each cell l i;j . Note that T l 0 (q) = l (q)
Analysis of local truncation error
In this section we study the local truncation error of the discretisation introduced in Section 3. We use the same assumptions as formulated at the beginning of Section 4.3. From the analysis we obtain requirements for the computation of the virtual states, both for a consistent and weakly consistent discretisation.
As described at the beginning of Section 4, the local discretisation error consists of two contributions. The rst contribution, denoted by l q (q), is a result of the quadrature rule that is used to approximate the mean value along a cell face, of the ux across that cell face. This mean value is approximated by the ux evaluated at the mean value of the state function along that face. Further, the mean value of the state function q along a cell face is approximated by reconstruction of piecewise polynomial functions from cell-wise constant functions which represents the average of q in each cell. The reconstruction is done twice for each cell face, i.e. for each of the two sides, with a bias in both opposite directions. These reconstructed approximations of the mean value along a cell face is then used in an approximate Riemann solver. If q is a solution of the continuous equation (1.1a), this procedure gives a contribution to the local discretisation error, denoted by l r (q)
Quadrature rule
Similar as before, we drop the indices which are super uous here. As noted, the mapping M is assumed to be bilinear on where J 0 = x 1 y 2 ? x 2 y 1 > 0, the Jacobian of M at the origin.
We denote the mean value of the ux across the kth cell face by f k and since M is linear at @ e k , we have f k (q) = 1 s k
f(q)n x + g(q)n y de s: (4:16) The mean of q(x; y) along @ k is denoted by
The unit normal along a cell face is constant, and we use the notation (n x ) k = n x j @ k ; (n y ) k = n y j @ k :
By q and q k we denote q = (q; n x ; n y ) T ; q k = (q k ; (n x ) k ; (n y ) k ) T ; and by f we denote the ux in the direction of n = (n x ; n y ) T , given by f (q ) = f(q)n x + g(q)n y : The contribution q (q) of the quadrature rule to the local truncation error is given by
An expansion of f (q ) around q k yields f (q ) = f (q k ) + @f @k (q ? q k ) + 1 2 @ 2 f @q @k (q ? q k ) (q ? q k ) + : : : ; (4:17) where the superscripts denote the components of q and q k , and the summation convention is used for ; = 1; : : : ; d + 2. We assume that the function q(x( ; ); y( ; )) can be written as a Taylor series expansion around the origin of the local Cartesian coordinate system in the computational space. Now some computation, the details of which are found in 20] shows that the contribution of the quadrature rule to the local discretisation error is O(h 2 ).
Reconstruction
Here we study the role of the reconstruction step, in which the left and right states are computed. This yields requirements which should be satis ed by the reconstruction, in order to obtain a consistent or a weakly consistent discretisation. In the previous subsections we found that the local truncation error is limited to second-order by the choice of the mapping and by the choice of quadrature rule. Hence, we are interested in rst and second-order consistency only. In our notations we again drop indices if convenient. As we are interested in a local discretisation error, which is O(h p ), p = 1; 2, we consider the equation for a cell on some level in the geometric structure. We assume that the solution of the problem is su ciently smooth and that the numerical ux function is su ciently di erentiable. We introduce the unit normal on the kth cell face n k in the physical space, and s k , in absolute value equal to the length of @ k . The n k and s k are de ned by n k = ( n k ; k = E; N;
?n k ; k = W; S;
?s k ; k = W; S: (4:18) Note that this gives n k s k = n k s k , 8k 2 D. We also introduce the vector w 2 X 2 a E, of length 2d + 2, given by w(q; q 0 ; n) = (q; q 0 ; n); where q, q 0 2 X a and n 2 E. For the kth cell face we de ne w k = (q k ; q k ; n k ); (4.19) w LR k = (q L k ; q R k ; n k ): (4.20) Assume that the following, usual conditions hold F(q; q 0 ; ?n) = ?F(q; q 0 ; n); 8q; q 0 2 X a ; n 2 E; F(q; q; n) = f (q ); 8q 2 X a ; n 2 E:
The local discretisation error due to the reconstruction can now be written as Here, again the summation convention is used for , and . We use (4.25) to study the requirements for consistency.
Consistency requirements
Now we can formulate the requirements to be satis ed in the reconstruction phase in order to obtain a pth-order consistent or weakly consistent discretisation.
Consistency
We consider the contributions due to the cell faces @ k , k = E; W. 
Weak consistency
For weak consistency and its requirements with respect to reconstruction, we consider a cell l i;j and all its descendants when the composite grid is n times re ned. The de nitions of the previous subsections hold, but a superscript specifying the level and a subscript for the cell number are added. The superscript n denotes level l + n, subscript r denotes cell index 2 n i + r and subscript s denotes index 2 n j + s. The collective local discretisation error is now given by fT l n (q)g l i;j = 1 A l i;j Assume the numerical ux F((w LR ) n r;s;k ) across cell face @ n r;s;k to be an O(h q l+n ) accurate approximation of the mean ux f n r;s;k (q). We have F((w LR ) n r;s;k )s n r;s;k = f n r;s;k (q)s n r;s;k + O(h q+1 l+n ):
Substitution of (4.31) and (4.30) into (4.29) yields a summation over all cell faces on thè outer' boundary @ n r;s;k @ l i;j;k , 8k 2 D. We consider k = W and n ! 1. For the contribution of the approximations on these cell faces to fT l n g l i;j we nd with (4.31) along a cell face of the ux across the cell face, then the collective local discretisation error is O(h q l+n ) and hence, the approximation is qth-order weakly consistent. So, a weakly consistent approximation of order p = 1; 2, is obtained by pth-order accurate approximation of the mean ux. Let the reconstruction error be de ned by (4.24) . By the fact that the quadrature rule yields a second-order contribution, and by expansion of F(w) around the mean w l+n r;s;k , it follows that a reconstruction error of order p = 1; 2, yields a pth-order weakly consistent discretisation.
Note that consistency of order p = 1; 2, implies weak consistency, since a necessary but not su cient condition for consistency is a reconstruction error of order p, as given by (4.28a).
Interpolations for virtual states
In this section we study a procedure for the computation of the virtual states. We consider a grid in the physical domain obtained by an a ne mapping M l = M. An analysis for more general mappings would probably require an invariant description in general coordinates, similar as e.g. in 11]. We derive expressions for the error of the discretisation due to the computation of the virtual states. For ) error in the equations for l+1 2i+1;2j+1 . However, the numerical ux will be a pth-order accurate approximation of the mean value of the exact ux, and hence pth-order consistency in the weak sense is obtained (cf. 4.5).
Virtual states for weak consistency
For pth-order weak consistency we only require a pth-order accurate approximation of the mean ux across a cell face. We consider virtual states for both rst and second-order weak consistency. A similar result is obtained for v l+1 2i+3;2j+1 . Apparently, this is a second-order accurate approximation of (5.1). Similar to the rst-order weakly consistent situation, the consistency requirements (4.28) are not satis ed for p = 2. However, the ux is second-order accurate, hence (5.4) yield second-order weak consistency. These formulas are two of a number of possible choices for second-order accurate virtual states. We have chosen these for their relative compactness and their symmetry. They are symmetric with respect to the diagonal through the centres of l i;j+1 and l i+1;j . A virtual state required for e.g. 
First-order

Virtual states for consistency
The requirements to be satis ed for a consistent discretisation, are given by (4.28). We consider both rst and second-order consistency. A pth-order consistent discretisation for equations for cells near green boundaries requires a (p + 1)st accurate computation of virtual states.
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First-order First-order consistency can be obtained by second-order accurate computation of virtual states. For this the formulas (5.4) are applied. From (5.1) and (5.5) it is clear that the requirements (4.28) are satis ed for p = 1, if they are satis ed by q l+1 2i+2;2j+1 when l+1 2i+2;2j+1 would exist. This is shown to be the case in 17].
Second-order
Similarly a third-order accurate computation of the virtual state is required for secondorder consistency. This causes no extra second-order error with respect to the situation where l+1 2i+2;2j+1 would exist. As shown in 17], in that situation (i.e. l+1 2i+2;2j+1 exists) a second-order accurate discretisation is obtained.
A These are also chosen from a number of possible alternatives. Apart from compactness and symmetry, this choice is based on the size of the in absolute value largest negative coe cients. For the present choice, the negative coe cients are smaller in absolute value than for possible alternatives with similar compactness and symmetry. From the Taylor Clearly this is a third-order accurate approximation of the mean value of q on ! l+1 2i+2;2j+1 . Hence, since this virtual state does not introduce additional second-order errors in the reconstruction, the requirements for consistency (4.28) are satis ed for p = 2 and the discretisation is second-order consistent.
