Animal social networks are shaped by multiple selection pressures, including the need to ensure efficient communication and functioning while simultaneously limiting disease transmission. Social animals could potentially further reduce epidemic risk by altering their social networks in the presence of pathogens, yet there is currently no evidence for such pathogen-triggered responses. We tested this hypothesis experimentally in the ant Lasius niger using a combination of automated tracking, controlled pathogen exposure, transmission quantification, and temporally explicit simulations. Pathogen exposure induced behavioral changes in both exposed ants and their nestmates, which helped contain the disease by reinforcing key transmission-inhibitory properties of the colony's contact network. This suggests that social network plasticity in response to pathogens is an effective strategy for mitigating the effects of disease in social groups.
S
ocial insects are an ideal system to study the potential role of social network plasticity in disease defense. The networks of social and physical interactions of insect, vertebrate, and human societies share many properties that are known to influence disease spread (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) . In addition, because the high genetic similarity and frequent physical contacts between individuals heighten the risk of infection transmission within colonies, social insects have evolved a variety of collective mechanisms to prevent infection and limit the spread of pathogens through the colony [social immunity, (12, 13) ]. In particular, the organization of the colony into distinct age-and-task groups has been predicted to confer a double diseaserelated benefit by inhibiting global transmission dynamics and by disproportionately protecting high-value individuals (i.e., the queen and young workers) from pathogen exposure (12) (13) (14) (15) (16) . We first tested these predictions in the absence of disease (constitutive organizational immunity) by using an automated ant tracking system to detect all physical contacts in 22 Lasius niger colonies and quantify transmission-relevant properties of their social networks (Fig. 1, A and B, and fig. S1 ). We focused on global network properties known to either inhibit or facilitate disease spread (see Table 1 ) and compared them to those of null model networks, obtained by randomizing the identity of interacting ants while preserving the temporal properties of the contact sequence and the total number of contacts for each ant. The observed networks displayed transmissioninhibiting rather than transmission-enhancing properties: They had higher modularity, lower density, larger diameter, and lower mean and maximum degree centrality than the random networks ( fig. S2 and table S1). To further test whether the ant network's overall topology does inhibit disease transmission, we developed a stochastic epidemiological model simulating the spread of a pathogen through the colony and parameterized it using experimental data on the transmission of conidiospores (hereafter "spores") of the fungus Metarhizium brunneum, a natural pathogen of L. niger ants (12, 17, 18) . Our simulation model had high predictive power and outperformed simpler models in predicting the intensity and biological consequences of transmission across individuals ( Fig. 2A and  table S2 ). Simulations confirmed that, relative to the random networks, the topology of the observed networks results in slower pathogen transmission, smaller amounts of pathogen transferred to nestmates, and a more-pronounced right skew in the distribution of final pathogen loads, which corresponds to a greater proportion of host individuals receiving a low, presumably harmless load (19) and a lower proportion of individuals receiving a high, potentially diseaseinducing load ( fig. S3 and table S1 ).
In addition to the overall network topology, the relative positions of individuals in the network also contributed to decrease disease impact. In social insects, new infections are more likely to be picked up by foragers outside the nest than by indoor workers (hereafter referred to as "nurses") (12, 13), because the nest is subject to effective preventative hygienic treatments (20) . Importantly, there was a strong negative relationship between degree centrality and time spent outside in the observed networks [general linear mixed model (GLMM) with type III Wald chi-square test: c 2 = 402.9, df = 1, P < 0.0001; fig. S4 and table S3], indicating that the ants that have a higher chance of encountering pathogens (i.e., frequent foragers) also have fewer connections within the network. This should confer important diseaserelated benefits because epidemic risk is reduced when the disease originates from nodes with few connections (4, 10) . In agreement with this prediction, simulations indicate that pathogens spread significantly more slowly and less broadly when they originate from frequent foragers than when they originate from occasional foragers, nurses, or random workers ( fig. S5) , showing that the ant social network provides strong colony-wide protection against the most likely source of disease. Moreover, analysis of the social organization of the 22 colonies in our main experiment and an additional 11 agemarked colonies ("age experiment") showed that L. niger colonies display marked segregation between potential disease sources (foragers) on one hand and high-value individuals (young workers acting as nurses and the queen) on the other ( fig. S6 ). Simulations indicated that this organization disproportionately protects highvalue individuals from the most likely source of disease (i.e., pathogens carried back to the nest by frequent foragers; fig. S7 ).
After describing the constitutive transmissioninhibitory characteristics of the ant social network, we tested whether colonies change their patterns of social contacts in an adaptive way when confronted with disease [induced organizational immunity (14, 21) ]. To do so, we randomly selected 10% of the colony's workers among foragers and exposed them either to a control solution (sham-treated colonies; n = 11) or to a suspension of M. brunneum spores (pathogenexposed colonies; n = 11) and then returned them to the foraging arena. After a recovery period of 2 hours, the colony's behavior was tracked for an additional 24 hours, at which time we determined the spore load of each individual from pathogen-exposed colonies using quantitative, real-time PCR (qPCR; fig. S8 ). M. brunneum spores are transferred by physical contacts between ants, which can lead to the transmission of disease to healthy nestmates regardless of the future fate of the originally exposed ants (19) . The spores typically penetrate the host's body to cause infection from 1 to 2 days after initial exposure (22) , that is, after the end of the experiment. As a consequence, any behavioral changes induced by pathogen exposure should reflect an active response by the host rather than a manipulation by the pathogen or a side effect of disease because no infection could take place during the experiment. Additionally, because the pathogen did not start replicating during the experiment, the measured spore loads should closely reflect the contamination level of each ant depending on its position within the colony's contact network. Accordingly, we found a positive association between qPCR-measured pathogen transmission and network density, efficiency, and mean degree centrality on one hand and a negative association between measured pathogen transmission and network diameter, modularity, and clustering on the other ( fig. S9 ), in agreement with theoretical predictions (table  S1) . Furthermore, qPCR results showed that untreated foragers received significantly higher amounts of spores from the experimentally treated foragers than either nurses or the queen [GLMM, jz scorej≥ 4:56, P < 0.0001 in post hoc comparisons with Benjamini-Hochberg (BH) correction; Fig. 2B and table S3] and that the pathogen load received was significantly negatively correlated with network distance to treated ants ( fig. S10 ). An additional experiment in which we exposed another 11 colonies to M. brunneum and allowed the disease to develop for 9 days ("survival experiment") further showed that pathogen-induced mortality was higher among untreated foragers than among nurses and that all queens were still alive at the end of the experiment (fig. S11). These results altogether confirm that the queen and nurses are effectively protected from disease carried back to the nest by foragers.
Comparisons of the network's structure before and after treatment revealed that pathogen exposure induced changes that should both reduce overall disease spread and reinforce the protection of high-value individuals. Indeed, relative to the sham treatment, pathogen exposure induced a strengthening of three of the network's transmission-inhibiting properties (increased modularity and clustering and decreased transmission efficiency), an increase in social segregation between task groups (increased task assortativity and increased network distances between the queen and workers), and a decrease in the spreading influence (degree centrality) of pathogen-exposed foragers [GLMM, global network properties, interaction between period and treatment (interaction period×treatment , where period is pre-versus posttreatment and treatment is sham versus pathogen-exposed): c 2 ≥ 4.25, df = 1, P ≤ 0.039 in all tests; individual node properties, post hoc comparisons with BH correction: jz scorej≥ 5:10, P < 0.0001; Fig. 1 S9 ). Simulations also confirmed that pathogeninduced network changes reinforced the protection of high-value individuals by significantly decreasing the probability of the queen and nurses receiving a high load, while simultaneously increasing their probability of receiving a low load (GLMM, queens: c 2 ≥ 5.08, P < 0.024; 
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Number of edges connecting a node to other network nodes + nurses: jz scorej ≥ 8:38, P < 0.0001; foragers: jz scorej ≤ 0:58, P ≥ 0.56 in post hoc comparisons with BH correction; Fig. 3 , A and B, and table S3). These findings are important because the consequences of contamination with M. brunneum have been shown to be highly dosedependent in ants and termites: Whereas highlevel contamination can lead to disease-induced death, low-level contamination is beneficial because it does not induce mortality and allows individuals to develop active immunization that protects them against future challenges with the same pathogen (19, 23, 24) . Interestingly, converting the threshold used to distinguish high from low simulated dose (Fig. 3A) to a real exposure dose ( Fig. 2A) revealed that it is in the same order of magnitude as a dose causing 2% mortality (lethal dose 2%, LD2) (table S4), which was identified as a dose inducing immunization in a related species (19) . Thus, pathogeninduced network changes should confer a dual advantage for the colony because they simultaneously decrease the probability that the queen and nurses receive a potentially mortal load and increase the probability that they receive a harmless load leading to beneficial immunization. To test whether the high versus low Stroeymeyt The green line highlights the value at which there is an inversion in the sign of the density difference. This value was used as a threshold to distinguish high from low simulated loads in all subsequent analyses (e.g., in Fig. 3 , B and C). KolmogorovSmirnov test, D statistic = 0.073, **P = 0.006. (B) Pathogeninduced changes in the probability of individuals receiving a high load or a nonzero low load in simulations. Visual representation as in Fig. 1F ; statistical analysis on all raw data *P < 0.05; ***P < 0.0001 (GLMM; post hoc comparisons between pathogeninduced and sham-induced changes, BH corrected). Sample sizes, pathogen-exposed/sham-treated colonies: 11/11 queens, 862/685 nurses, 214/284 untreated foragers and 105/94 treated workers. (C) Survival (lines) ± 95% confidence intervals (shaded areas) of untreated workers predicted to receive either a high load (dark green, solid line) or a low load (light green, dashed line) on the basis of simulations run over the first 24 hours posttreatment in the survival experiment. The green arrow represents the time of load prediction (1 day after treatment), and the red arrow represents the time at which an increase in mortality was detected among untreated ants (around 4 days after treatment; fig. S11 ). Mixed-effects Cox proportional hazard model comparing high-versus low-load workers, first 4 days: hazard ratio (HR) = 0.57, c 2 = 0.71, df = 1, P = 0.40; after day 4: HR = 2.43, c 2 = 6.43, df = 1, *P = 0.011. contamination loads identified in our simulations have the expected effects on individual survival, we used data from the survival experiment to compare the 9-day mortality of workers predicted to have received either a high or a low load in the simulations. As expected, workers predicted to have received a low load did not experience any detectable change in mortality, whereas workers predicted to have received a high load experienced a greater than twofold increase in mortality around 4 days after treatment (Fig. 3C ). This load-dependent difference in mortality was notably observed among workers that had few direct contacts with pathogen-exposed foragers ( fig. S11 ), underscoring the value of using a whole-network approach rather than only considering direct contacts with contaminated individuals to study disease transmission. Further analyses revealed that the pathogeninduced changes in network properties resulted from behavioral changes not only among pathogenexposed foragers but also among their untreated nestmates. First, pathogen-exposed foragers actively isolated themselves: They spent more time outside, increased their average distance to the rest of the colony, and reduced their area of movement while inside the nest (GLMM:jz scorej≥ 5:82, P < 0.0001 in post hoc comparisons with BH correction; Fig. 4, A and B, fig. S14, and table S3 ). This led to a decrease in contact time between pathogen-exposed foragers and all untreated workers (jz scorej≥ 3:61, P ≤ 0.00047; fig. S14 and table S3). Untreated foragers also actively isolated themselves: They spent more time outside and increased their average distance to the rest of the colony (jz scorej≥ 3:54, P < 0.00061; Fig. 4, A and B, and table S3 ). By contrast, nurses increased their spatial overlap with the brood (z score = −4.43, P < 0.0001; Fig. 4C and table S3 ) and moved the brood deeper inside the nest (GLMM: c 2 = 22.68, df = 1, P < 0.0001; fig. S14  and table S3 ). This led to a decrease in contact time between untreated foragers and nurses in pathogen-exposed colonies (c 2 = 68.85, df = 1, P < 0.0001; Fig. 4D and table S3 ). These pathogen-induced changes in the behavior of untreated workers contributed at least in part to the changes in overall network structure described above, as similar, lower-magnitude effects were observed in networks that excluded experimentally treated foragers (modularity and task assortativity: nonsignificant trends, c 2 ≤ 2.13, df = 1, P ≥ 0.14; clustering and efficiency: significant effects, c 2 ≥ 4.35, df = 1, P ≤ 0.037; fig. S15 ). Overall, this study shows that both pathogenexposed and untreated workers are able to rapidly detect the presence of a pathogen and immediately adjust their behavior to reinforce the disease-inhibitory effects of the colony's social network, thus reducing individual contamination risk. Such an early response, occurring before pathogen-exposed workers develop an infection, could potentially be triggered by chemical or mechanical cues associated with the fungal spores (19, 25) , though little is currently known about the detection mechanisms involved. Social network plasticity may represent a widespread strategy for collective resilience in the face of environmental hazards, conferring groups with an effective and easy-to-implement mechanism of response to external and internal disturbance. , and the duration of contact between untreated workers from a given task group (nurses or foragers) and untreated workers from the other task group (D). Visual representation as in Fig. 1F . Statistical analysis on all raw data. For (A) to (C), *P < 0.05 and ***P < 0.0001 (GLMM, post hoc comparisons between pathogen-induced and sham-induced changes, BH corrected). For (D), ***P < 0.0001 (GLMM, interaction period×treatment ). Sample sizes are as in Fig. 3. system; J. Eilenberg for providing the M. brunneum fungal strain; and M. Chapuisat, D. Farine, R. Poulin, T. 
