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Abstract
I present a model of discrete gravity, which is formulated in terms of a
topological gauge theory with defects. The theory has no local degrees of
freedom and the gravitational field is trivial everywhere except at a num-
ber of colliding null surfaces, which represent a system of curvature defects
propagating at the speed of light. The underlying action is local and it is
studied in both its Lagrangian and Hamiltonian formulation. The canoni-
cally conjugate variables on the null surfaces are a spinor and a spinor-valued
two-surface density, which are coupled to a topological field theory for the
Lorentz connection in the bulk. I discuss the relevance of the model for non-
perturbative approaches to quantum gravity, such as loop quantum gravity,
where similar variables have recently appeared as well.
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1. Introduction
We will consider gravity as gauge theory for the Lorentz group. The
fundamental configuration variables in the bulk are the tetrad and the self-
dual connection [1]. For a manifold with boundaries, the action acquires
boundary terms, which reconcile the variational problem with the boundary
conditions. If the boundary is null, we will see that the most natural such
boundary term is given by the three-dimensional integral∫
∂M
πA ∧DℓA + cc., (1)
where πA is a spinor-valued two-form, Dℓ
A = dℓA + AABℓ
B is the gauge
covariant exterior derivative and ℓA is a spinor, whose square returns the
null generators of the three-dimensional null boundary ∂M.
We will then use this boundary term to discretise gravity by truncating
the bulk geometries to field configurations that are locally flat. The bulk
action vanishes and only the three-dimensional internal null boundaries and
two-dimensional corners contribute non-trivially. The resulting action de-
fines a theory of distributional four-geometries in terms of a topological field
theory with defects that propagate at the speed of light.
Whether the continuum limit exists and brings us back to general rel-
ativity is a difficult question. This paper does not provide an answer.
We can only give some indications in favour of our proposal: First of all,
we will show that the solutions of the theory represent four-dimensional
Lorentzian geometries, which are built of a network of three-dimensional
null surfaces (equipped with a signature (0++) metric) glued among bound-
ing two-surfaces. We will then find that every such null surface represents a
potential curvature defect. We will also show that there exist solutions of the
equations of motion derived from the discretised action that represent distri-
butional solutions of Einstein’s equations with non-vanishing Weyl curvature
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in the neighbourhood of a defect. In other words, the Einstein equations are
satisfied locally. Whether this holds on all scales, with possible higher or-
der curvature corrections and running coupling constants, is a more difficult
question. Sophisticated coarse graining and averaging techniques, such as
those developed for Regge calculus [2–4] and related approaches cf. [5, 6]
may provide useful tools for the future.
The main motivation concerns possible applications for non-perturbative
approaches to quantum gravity, such as loop quantum gravity [7–11]. In loop
quantum gravity, geometry is described in terms of the inverse and densitised
triad
Ei
a =
1
2
ǫˆabcǫilme
l
be
m
c, (2)
which is the gravity analogue of the Yang –Mills electric field. In quantum
gravity, it becomes an operator, whose flux across a surface has a discrete
spectrum [12, 13]. The resulting semi-classical geometry— in the naive limit,
where ~ → 0, and all quantum numbers are sent to infinity, while keeping
fixed the eigenvalues of geometric operators— is distributional. The semi-
classical electric field
Ei
a(p) =
∑
l
∫
l
ds
dla(s)
ds
Eli(s) δ
(3)
(
p, l(s)
)
(3)
has support only along the links l1, . . . , lL dual to a cellular decomposition
of the spatial manifold. There is no geometry, no notion of volume, distance
and area, outside of this one-dimensional fabric of space. What is then the
dynamics for these distributional geometries at the quantum level? There are
several proposals, such as those given by the covariant spinfoam approach [11,
14–16] or Thiemann’s canonical program [9, 17, 18], but the precise transition
amplitudes are unknown. We know, however, that the three-dimensional
quantum geometries represent distributional excitations of the gravitational
field, and we can expect, therefore, that the semi-classical ~→ 0 limit of the
amplitudes will define a classical theory of discrete, or rather distributional,
spacetime geometries, whose Hamiltonian dynamics is formulated in terms
of gauge connection variables. This paper presents a proposal for such a
theory, and may, therefore, open up a new road towards non-perturbative
quantum gravity.
2. Boundary spinors in general relativity
2.1. Self-dual area two-form on a null surface
On a null surface N, the pull-back of the self-dual component of the
Plebański two-form eα ∧ eβ admits a very simple algebraic description: it
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turns into the symmetrised tensor product (8) of a spinor ℓA with a spinor-
valued two-form ηA. This is a key observation and it is important for the
further development of this paper. Let us explain it in more detail.
Consider thus an oriented three-dimensional null surface N in a four-
dimensional Lorentzian spacetime manifold1 (M, gab). We assume M to be
parallizable, hence there is a spin structure and a global frame field eαa
diagonalising the metric gab = ηαβe
α
ae
β
b. We define the Plebański two-form
Σαβ = eα ∧ eβ , (4)
and split it into its self-dual and anti-self-dual components
ΣAB =
1
4
σAC¯ασ¯
C¯
Bβe
α ∧ eβ , (5a)
Σ¯A¯B¯ =
1
4
σ¯CA¯ασ
C
B¯βe
α ∧ eβ , (5b)
which are built from the soldering forms σAA¯α that map spinors into internal
Minkowski vectors. In terms of the Dirac gamma matrices, which may be
more familiar to the reader, we could also write(
ΣAB ∅
∅ −Σ¯A¯B¯
)
= −1
8
[γα, γβ ]e
α ∧ eβ. (6)
See the appendix for further details on the notation.
The three-manifold N is null. Let then ℓa ∈ TN denote its future
pointing null generator, which is unique up to boosts ℓa 7→ eηℓa. We can
then always find a spinor ℓA, which squares to
ℓa = − 1√
2
σAA¯
aℓAℓ¯A¯. (7)
Clearly, there is an additional gauge symmetry: given the null vector ℓa, the
spinor ℓA can be determined only up to residual U(1) phase transformations
ℓA 7→ eiφ/2ℓA.
1Concerning the notation, the conventions are the following: The metric signature is
(−+++) and a, b, c, . . . are abstract tensor indices labelling the sections of the tensor
bundle over either all of spacetime or some submanifold in there. α, β, γ, . . . are internal
Minkowski indices. For the associated spinor bundle, we use an index notation as well: Its
sections carry indices A,B,C, . . . referring to the fundamental spin ( 1
2
, 0) representation
of SL(2,C). Primed indices A¯, B¯, C¯, . . . belong to the complex conjugate spin (0, 1
2
)
representation. See the appendix for further details on the notation.
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Let now ϕ : N →֒M be the canonical embedding of the null surface N
into M, and consider the pull-back ϕ∗ΣAB of the self-dual two-form ΣAB to
N. It always exists then a spinor-valued two-form ηA ∈ Ω2(N : C2) on N
such that
ϕ∗ΣAB = η(AℓB). (8)
This can be seen as follows: First of all we choose a second linearly in-
dependent spinor kA such that we have a normalised spin dyad {ℓA, kA} :
ǫABk
AℓB = kAℓ
A = 1. This dyad induces a triad {ℓAℓB, kAkB , k(AℓB)} in
the space of symmetric bispinors SAB = S(AB), which we then use to de-
compose the pull-back ϕ∗ΣAB of the self-dual area two-form into component
functions µ, ν and ε, which are complex-valued two-forms on N. We then
have
ϕ∗ΣAB = µℓAℓB + νkAkB + iεk(AℓB). (9)
Next, we also know that ℓa is the null generator of N. The pull-back of ℓa
to N thus vanishes, which implies, in turn
ϕ∗(eα ∧ ℓ) = (ϕ∗Σαβ) eβbℓb = 0. (10)
This is the same as to say(
ǫ¯A¯B¯ ϕ
∗ΣAB + cc.
)
ℓB ℓ¯B¯ = 0. (11)
We contract the free indices with all possible combinations of the spinors ℓA,
kA and their complex conjugate. This immediately implies that ν vanishes,
but it also implies the reality condition
ε = ε¯. (12)
Since ν = 0, we can go back to equation (9) and identify ηA with
ηA = µℓA + iεkA, (13)
which proves the desired equation (8).
The Lorentz invariant contraction ηAℓ
A has an immediate geometrical
interpretation: It defines the two-form ε ∈ Ω2(N : R), which measures the
oriented area of any two-dimensional spatial submanifold C of N. Indeed
±Area[C] =
∫
C
ε = −i
∫
C
ηAℓ
A. (14)
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Whether this integral coincides with the metrical surface area
Area[C] =
∫
C
dxdy
√
g(∂x, ∂x)g(∂y , ∂y)− g(∂x, ∂y)2 (15)
depends on whether ℓa, which is future pointing, is an outgoing or incoming
null generator with respect to the induced orientation2 on C.
2.2. Boundary term on a null surface
The last section gave a parametrisation (8) of the self-dual area two-
form on a null surface N in terms of boundary spinors ηA and ℓ
A. We
now use them to build a gravitational boundary action with spinors as the
fundamental boundary variables.
Working in a first-order formalism, we write the gravitational action as a
functional of the Lorentz connection Aαβ and the tetrad e
α. At the level of
the action, the connection is then independent of the triad, which means that
the torsionless condition does not hold off-shell. This allows us to add the
term eα ∧ eβ ∧ Fαβ to the action without changing the equations of motion,
which are the Einstein equations plus the torsionless condition. With the
inclusion of a cosmological constant Λ, we thus work with the bulk action
SM[A, e] =
1
16πG
∫
M
[(
∗(eα ∧ eβ)− 1
β
eα ∧ eβ
)
∧ Fαβ[A]+
−Λ
6
∗(eα ∧ eβ) ∧ eα ∧ eβ
]
, (16)
where Fαβ = dA
α
β +A
α
µ ∧Aµν is the field strength of the Lorentz connec-
tion, and the constant in front of eα∧eβ∧Fαβ is called the Barbero – Immirzi
parameter β.
We then write the bulk action in terms of self-dual variables, which are
the self-dual area two-form (5a) and the SL(2,C) spin connection AAB ,
2That C inherits an orientation from N is immediate. We can say, in fact, that a pair
of tangent vectors (∂ax , ∂
a
y ) in TC is positively oriented in C, if the triple (ℓ
a, ∂ax, ∂
a
y ) is
positively oriented in N. We can then choose an arbitrary future oriented time-like vector
ta, which is based on C, and say that ℓa is outgoing with respect to C, if the quadruple
(ta, ℓa, ∂ax , ∂
a
y ) is positively oriented in M, otherwise inwardly oriented, and this definition
will not depend on the choice of ta. A straightforward calculation shows then that the
sign of ε(∂x, ∂y) coincides with the orientation of (t
a, ℓa, ∂ax , ∂
a
y ), and if ε(∂x, ∂y) > 0, we
can thus say that ℓa is an outgoing null generator with respect to C, and it is incoming if
ε(∂x, ∂y) < 0.
6
whose curvature is the self-dual part of Fαβ . We have
SM[A, e] =
i
8πβG
∫
M
[
(β + i)ΣAB ∧ FAB − βΛ
6
ΣAB ∧ ΣAB
]
+ cc., (17)
where cc. denotes the complex conjugate of all preceding terms.
Consider then the variation of the action. The Einstein equations follow
from the variation of the tetrad, the variation of the connection yields the
torsionless condition DΣAB = dΣAB−2A(AC ∧ΣB)C = 0 and the remainder
i
8πβG
(β + i)
∫
∂M
ΣAB ∧ δAAB + cc. (18)
at the boundary. This boundary integral must cancel against the variation
of the boundary action, otherwise the entire action is not functionally dif-
ferentiable. We have assumed that the boundary ∂M is null, which implies
that the self-dual area two-form ΣAB has the simple form of equation (8).
What is then the right boundary action? The remainder (18) is linear in the
connection, and we expect, therefore, that the boundary action is linear in
the connection as well. Only the exterior covariant derivative D = d+[A, ·] is
both gauge covariant and linear in AABa, which suggests that the boundary
term is built from the gauge covariant derivative of some boundary fields.
The only available fields at the boundary, which are functionally independent
of the connection, are the boundary spinors ηA and ℓ
A themselves. Now, ηA
is a two-form, such that ηA ∧DℓA and η¯A¯ ∧Dℓ¯A¯ are complex-valued three-
forms, whose boundary integrals define the most obvious candidates for the
gravitational boundary term at a null surface (expressions like DηA ∧ ℓA
are related to the latter by a total derivative). We are left to determine the
coupling constants in front, which can be read off the remainder (18) of the
connection variation at the boundary. The resulting boundary term is
i
8πβG
(β + i)
∫
∂M
ηA ∧DℓA + cc., (19)
where Da denotes the gauge covariant derivative
Daℓ
A = ∂aℓ
A +AABaℓ
B. (20)
Notice that there is now an additional U(1)C gauge symmetry appearing:
The spinors ηA and ℓ
A are unique only up to transformations
(ηA, ℓ
A) −→ (e z2ηA, e−
z
2 ℓA), (21)
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where the gauge element z : N → C generates both boost and rotations
preserving the null normal iℓAℓ¯A¯. The boundary action (19) is not invariant
under this symmetry, but we can easily make it invariant by introducing a
fiducial U(1)C gauge connection ω and writing
S∂M[A|π, ℓ, ω] =
∫
∂M
πA ∧ (D − ω)ℓA + cc., (22)
where we introduced the momentum spinor πA as an abbreviation for
πA :=
i
8πβG
(β + i)ηA. (23)
The introduction of an additional U(1)C connection ω to render (22) fully
gauge invariant may seem rather dull, but it will be important for us later,
when we will learn how to glue causal regions across a bounding null surface.
Notice also, that the spinors πA and ℓ
A are not independent, for we have
to satisfy the reality conditions (12), which now turn into
i
β + i
πAℓ
A + cc. = 0. (24)
If (24) is satisfied, the area is real and we can define the oriented area two-
form on a null surface N simply by
ε = −8πβG
β + i
πAℓ
A. (25)
The entire action for the gravitational degrees of freedom in a region M
bounded by a null surface N is therefore given by the expression
S[A, e|π, ℓ, ω] = SM[A, e] + SN[A|π, ℓ, ω]. (26)
At this point, the boundary spinors πA and ℓ
A are not varied in the action,
they are kept fixed in the variational principle, because they determine the
boundary value (8) of the self-dual two-form ϕ∗ΣAB as an equation of motion
derived from the variation of the connection in the bulk and boundary.
In the literature, other boundary terms have been used on null surfaces as
well. For a recent survey in the metric formalism, we refer to [19] and refer-
ences in there. The boundary term (22) is a generalisation— it is formulated
in terms of spinors, and does not assume that the connection is torsionless,
which explains the implicit appearance of the Barbero – Immirzi parameter,
which enters the action (22) through the definition of the momentum spinor
(23). Notice also that additional corner terms may be necessary as well. We
will introduce them below.
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3. Discretised gravity with impulsive gravitational waves
3.1. Glueing flat four-volumes along null surfaces
In Regge calculus [20], the Einstein equations are discretised by cutting
the spacetime manifold M into four-simplices, and truncating the metric to
field configurations that are locally flat. The gravitational action for the
entire manifold is then a sum over all such four-simplices, each one of which
contributes a bulk and boundary term. The bulk contribution vanishes (for
Λ = 0), and we are left with a distributional boundary term, which can be
reorganised into a sum over triangles, with every triangle contributing its
area times the surrounding deficit angle.
The task is then to generalise Regge calculus and find a theory of dis-
cretised gravity in the connection formalism, whose action is still simple
enough to admit a Hamiltonian quantisation. We will propose such a the-
ory by dropping the assumption that the elementary building blocks are flat
four-simplices. We work instead with four-dimensional regions, which are
flat or constantly curved inside (depending on the value of the cosmological
constant), and whose boundary is null.
The theory is then specified by the matching conditions that determine
the discontinuity of the gravitational field in the vicinity of the interjacent
null surface. In Regge calculus, it is the intrinsic three-dimensional geometry
at the interface that is matched between the two sides. We require this
condition as well, and thus impose that
qab = q˜ab, (27)
where qab denotes the intrinsic three-metric from below
3 the interjacent null
surface N, while q˜ab determines the geometry from the other side.In our case, the interface is null, and the induced three-metric qab = ϕ∗gab
is degenerate. It has signature (0++), and the null vector ℓa defines the single
degenerate direction ℓa : qabℓ
b = 0. There is then also q˜ab with null vector ℓ˜a,and equation (27) implies that they match from the two sides, i.e. ℓa ∼ ℓ˜a,which is the same as to say
∃η : N → R : ℓa = eηℓ˜a. (28)
3The null surface N is oriented, and the null vectors ℓa are future pointing. In a
neighbourhood of N we can thus distinguish points sitting below the null surface from
those lying above. The quantities qab, ℓ
a, ℓA,ηA, kA, . . . describe the boundary as seen
from below, the tilde quantities q
˜ab
, ℓ˜
a, ℓ˜
A,η
˜
A, k˜A, . . . describe the boundary from above.
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In our formalism, the fundamental configuration variables are the bound-
ary spinors ℓA and ηA rather than the metric qab and the null vector ℓ
a. How
do we then express the glueing conditions (29) in terms of the new variables?
The conditions ℓA = ℓ˜A, ηA = η˜A would certainly be sufficient, but they aretoo strong, for they also match unphysical gauge degrees of freedom, which
are absent in (27). We should thus only match SL(2,C) gauge invariant
combinations of ℓA and ηA. In other words, we ought to impose
ηA
aℓA = η˜Aaℓ˜A, (29a)
ηA
aηAb = η˜Aaη˜Ab, (29b)
where the spinor-valued vector-density ηA
a denotes the densitised dual of
the two-form ηAab, namely
ηA
a :=
1
2
ǫˆabcηAbc, (30)
and ǫˆabc is the metric-independent Levi-Civita density onN, which is defined
for any three-dimensional coordinate system {xi} on N simply by ǫˆabc =
dxi ∧ dxj ∧ dxk∂ai ∂bj∂ck.
Area-matching condition. We now have to convince ourselves that the match-
ing conditions for the spinors (29) are indeed equivalent to the conditions
(27) and (28) for ℓa and qab. We start with the area-matching condition
(29a). Going back to equation (13) we decompose both ηA and η˜A into anormalised4 spin dyad {kA, ℓA} and {k˜A, ℓ˜A} on either side, and write
ηA = µℓA + iεkA, (31a)
η˜A = µ˜ℓ˜A + iε˜k˜A, (31b)
where µ and ε and µ˜ and ε˜ are the component functions of ηA and η˜A as in(13) above. We contract both (31a) and (31b) with ℓA and ℓ˜A, going backto (29a) we then obtain the area-matching condition
εab = ε˜ab. (32)
We then also know from the reality condition (12) that the area two-form
ε ∈ Ω2(N : C) must be real and so is ε˜. Since εab is a real-valued two-form
4We can always extend ℓA (resp. ℓ˜
A) with a second linearly independent spinor kA
(resp. k˜
A) into a local spin basis such that kAℓ
A = 1 = k˜Aℓ˜
A.
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in three-dimensions, it has at least one degenerate direction. We assume it
has only one, because otherwise εab would vanish identically. This single
degenerate eigenvector of εab (resp. ε˜ab) defines the direction of the nullgenerators ℓa (resp. ℓ˜a), and the matching condition (29a) implies that theyboth point into the same direction, hence ℓa ∼ ℓ˜a as desired.Having shown that the area-matching condition (29a) implies the match-
ing (28) of the null vectors, we are now left to show that the shape-matching
conditions (29b) are equivalent to the remaining glueing conditions (27) for
the intrinsic three-metric qab = ϕ
∗gab on the two sides. This requires some
preparation: First of all, we have to understand how to reconstruct the
three-metric qab = ϕ
∗gab from the spinors ηAab and ℓ
A alone.
Reconstruction of qab from ηA and ℓ
A. To reconstruct the three-metric from
the spinors, it is more intuitive to work with densitised vectors rather than
three-forms onN. Hence, we fix a fiducial volume element ηˆ ∈ Ω3(N : R) on
N, which is the same from the two sides ηˆ = ηˆ˜ and dualise the componentfunctions (31) µ and ε of the spinor-valued two-form ηA = µℓA + iεkA. We
can then always rescale the null generator ℓa such that
1
2
ǫˆabcεbc = ηˆℓ
a, (33)
and equally for ℓ˜a. We assume ℓa 6= 0, otherwise the geometry would bedegenerate. We then also have the component two-form µ ∈ Ω2(N : C). Its
densitised dual defines a tangent vector µa in the complexified tangent space
(TN)C through
1
2
ǫˆabcµbc =: −iηˆµ¯a, (34)
equally for µ˜a ∈ TN from the other side of N. What is then the geometricinterpretation of µa? The answer is simple: It defines a dual dyad {ma, m¯a},
which diagonalises the intrinsic three-metric qab = ϕ
∗gab as qab = 2m(am¯b).
This can be seen as follows: We define the complex-valued one-form ma on
N by lowering an index with εab. Hence we say
ma := iNµ
bεba. (35)
The normalisation N will be determined in a moment. The co-vector ma
may vanish, but this is a singular case. It implies µa ∝ ℓa, which is the
same as to say that there exists a normalised spin dyad {kA, ℓA} such that
the pull-back of the self-dual two-form to N, i.e. ϕ∗ΣAB, assumes the form
ϕ∗ΣAB = iεk(AℓB). This defines a degenerate geometry, because the null-
surface N becomes effectively two-dimensional— it has no affine extension
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along its null generators ℓa. The case where {ma, m¯a} is linearly depen-
dent (but ma 6= 0) is equally degenerate as well, for it implies that the
triple {ℓa, µa, µ¯a} is linearly dependent. It then follows from µabµ¯b = 0 that
µabµ
aℓb = 0 and hence also (ϕ∗Σαβ)abµ
aℓb = 0, where ϕ∗ denotes the pull-
back to N. This is incompatible with the existence of a non-degenerate
tetrad in the neighbourhood of N, for (ϕ∗Σαβ)abµ
aℓb = 0 would imply
(ϕ∗e[α)a(ϕ
∗eβ])bµ
aℓb = 0, hence (ϕ∗eα)aℓ
a ∝ (ϕ∗eα)aµa, which is incom-
patible with eαa being invertible around N.
The generic case, where the triple {ℓa, µa, µ¯a} is linearly independent in
(T ∗N)C, corresponds to a non-degenerate tetrad ϕ
∗eα = i/
√
2σα
AA¯ϕ∗eAA¯
on N. To reconstruct this tetrad, we proceed as follows: First of all, we fix
the normalisation N of ma by demanding
m¯aµ
a = ±1. (36)
The sign depends on the orientation of {ℓa, µa, µ¯a} with respect to the fiducial
volume form, defined as
sgn
(
iηˆabcℓ
aµbµ¯c
)
= ±1. (37)
Next, we extend {ma, m¯a} with a third linearly independent co-vector ka =
k¯a ∈ T ∗N into a dual basis of (T ∗N)C, such that
ℓaka = ∓1, µaka = 0, (38)
with all signs in (36), (37) and (38) matching according to the indicated
pattern. We then have the additional freedom to perform the rescaling
(ℓa, ka) → (eηℓa, e−ηka) for a boost angle η. We remove this ambiguity
by demanding that the fiducial volume element equals
ηˆ = ±iǫˆabckam¯bmc. (39)
This allows us to write the pull-back of the tetrad to N as
(ϕ∗eAA¯)a = ∓iℓAℓ¯A¯ka ± iℓAk¯A¯m¯a ± ikAℓ¯A¯ma. (40)
A short calculation reveals that this parametrisation is indeed compatible
with the boundary spinors ηA = µℓA + iεkA and ℓ
A on the null surface:
Given (40), we compute the pull-back of the self-dual two-form to N, and
get
(ϕ∗ΣAB)ab = (ϕ
∗eA
C¯)[a(ϕ
∗eBC¯)b] =
= +2ℓAℓBk[am¯b] + 2ℓ(AkB)m¯[amb], (41)
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which agrees with the component functions µab and εab of ηAab, as written
in (33) and (34), since indeed
ηˆµ¯a = iǫˆabckbm¯c, (42a)
ηˆℓa = iǫˆabcmbm¯c. (42b)
By duality, equation (42b) is the same as to say that the area element is the
wedge product
εab = 2im[am¯b], (43)
of the two-dimensional co-dyad {ma, m¯a}. We can then, finally, also compute
the induced metric qab = (ϕ
∗eAA¯)a(ϕ
∗eAA¯)b. A short calculation gives
qab = 2m(am¯b), (44)
which concludes the reconstruction of the induced geometry of the null sur-
face N from the boundary spinors ηA and ℓ
A alone.
Shape-matching conditions. We are now left to show that the shape-matching
conditions (29b) imply that the intrinsic three-metrics qab and q˜ab match be-tween the two sides. To show this, we first extend ℓA (resp. ℓ˜A) with asecond linearly independent spinor kA (resp. k˜A) into a normalised basis{kA, ℓA} : kAℓA = 1 (resp. k˜Aℓ˜A = 1) on the two sides. We then have thedecomposition (31) of the spinor-valued two-form ηA = µℓA + iεkA (resp.
η˜A) into the normalised basis spinors, which brings the glueing conditions(29b) into the form
ηA
aηAb = ηˆ2
(− iℓAµ¯a + ikAℓa)(− iℓAµ¯b + ikAℓb) =
= 2ηˆ2ℓ[aµ¯b]
!
= 2ηˆ2ℓ˜[aµ¯˜b], (45)
where we have used the same fiducial three-volume ηˆ as in (33) above. Hav-
ing introduced a fixed fiducial volume element, we can remove the density
weights and the area-matching condition boils down to ℓa = ℓ˜a, which is aconsequence of (33). Going back to (45), we thus have
ηA
aηAb = η˜Aaη˜Ab ⇔ ∃ζ : N → C : µ˜a = µa + ζℓa. (46)
This shows that the spinor valued two-from η˜A ∈ Ω2(N : C2) admits thedecomposition
η˜Aab = (µab − iεabζ¯)ℓ˜A + iεabk˜A. (47)
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We can now replace k˜A by k˜A − ζ¯ℓ˜A, (48)
without actually changing the canonical normalisation k˜Aℓ˜A = 1 of the spindyad {k˜A, ℓ˜A}. If the glueing conditions (29) are satisfied, we have thusshown that there always exists normalised spin dyads {kA, ℓA}, {k˜A, ℓ˜A} oneither side of the interface, such that
ηAab = µab ℓA + iεab kA, (49a)
η˜Aab = µab ℓ˜A + iεab k˜A. (49b)
In other words, there are always spin dyads {kA, ℓA} and {k˜A, ℓ˜A} suchthat the component functions µ, ε and µ˜, ε˜ of the spinor valued two-formsηA and η˜A are the same on the two sides. But now we also know that theintrinsic three-geometry qab is already uniquely determined by the component
functions µ, ε of the boundary spinors (as shown in the derivation of (44)
above). If the component functions µ, ε and µ˜, ε˜ agree on the two sides, theresulting three-metrics qab and q˜ab must agree as well. This concludes theargument, for it implies that the intrinsic three-metric is the same whether
we compute it from the spinors on one side or the other. In other words
qab = q˜ab, (50)
which is the desired constraint (27) as derived from both the area-matching
and shape-matching constraints (29a) and (29b). Notice also that the map
from (ηA, ℓ
A) to (η˜A, ℓ˜A) is a Lorentz transformation, which is given explic-itly by
hAB = ℓ˜AkB − k˜AℓB : N → SL(2,C), (51)
such that
ℓ˜A = hABℓB, (52a)
η˜A = hABηB. (52b)
Before we go on to the next section, let me briefly summarise: In this sec-
tion, we have studied the conditions to glue two adjacent regions along a null
surface N. In terms of metric variables, equations (28) and (27) match the
null generator and the intrinsic three-dimensional metric qab = ϕ
∗gab from
the two sides. We then saw in (27) how to write these equations in terms of
the boundary spinors ηA and ℓ
A. There are two kinds of constraints: The
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area-matching condition (29a) and the shape-matching condition (29b). The
terminology should be clear: Equation (29a) matches the two-dimensional
area elements εab and ε˜ab from the two sides, while the shape-matching con-ditions (29b) imply that all angles drawn on N are the same whether we
compute them from the boundary spinors on one side or the other. Notice
also, that the number of constraints is the same for both variables: The
induced three-metric qab has signature (0++), hence there are five indepen-
dent matching constraints in the metric formalism. In terms of spinors we
have five constraints as well. The reality conditions (24) εab = ε¯ab reduce
the area-matching constraints (29a) to three real constraints. The shape-
matching conditions (29b), on the other hand, add only one additional com-
plex constraint. This is not obvious from equation (29b), but it is immediate
when we look at (45). In both formalisms, we are thus dealing with the same
five number of constraints.
3.2. Definition of the action
General idea. To now discretise gravity with the new boundary variables πA
and ℓA (as introduced in e.g. equation (22) above), we first introduce a cel-
lular decomposition and cut the four-dimensional oriented manifold M into
a finite family5 of closed cells {M1,M2, . . .MN}, which are flat or constantly
curved inside, i.e.
∀p ∈Mi : FAB(p)− Λ
3
ΣAB(p) = 0. (53)
We require, in addition, that the intersection of any two such regions Mi
and Mj is at most three-dimensional. If it is three-dimensional, we give it a
name and call Mi ∩Mj =: Nij an interface, whose orientation is chosen so
as to match the induced orientation from Mi. In other words N
−1
ij = Nji.
If, on the other hand, Mi and Mj intersect in a two-dimensional surface, we
call it a corner C, and we shall also assume, for further consistency, that all
corners in the interior of M are adjacent to four definite such regions— four
and not three or five, simply because we require that the internal boundaries
are null, in which case all such corners arise from the intersection of two such
null surfaces. See figure 1 for an illustration.
The requirement that the boundary ∂Mi =
⋃
j Nij of all four-dimensional
building blocks is null, allows us then to use the spinors (ηA, ℓ
A) as boundary
5The orientation of every Mi matches the orientation of M, and every Mi is homeo-
morphic to a closed four-ball in R4.
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variables: For any such internal boundary Nij there exists a spinor
6 ℓAij :
Nij → C2 and a spinor-valued two-form ηAij ∈ Ω2(Nij : C2), such that
the pull-back of the self-dual area two-form ΣAB (as in (5a)) admits the
decomposition
ϕ∗ijΣ
ij
AB = η
ij
(Aℓ
ij
B), (54)
where ϕij : Nij →֒ M is the canonical embedding of Nij into M. That this
is the same as to say that Nij is null, has been shown in section 2.1 above
following the discussion of equation (8).
The discontinuity of the metric across the null surface will be encoded in
a discontinuity of the spinors and the connection. Along a given null surface
Nij , we will have two kinds of spinors, namely (π
ij
A, ℓ
A
ij) and (π
ji
A, ℓ
A
ji) from
either Mi or Mj . Equally for the connection: [A
ij ]ABa denotes the pullback
of the SL(2,C) connection from the bulk Mi to the boundary component
Nij ⊂ ∂Mi, and [Aji]ABa is the pull-back from Mj to Nji ⊂ ∂Mj . The
common interface Nij between Mi and Mj carries then two independent
SL(2,C) connections [Aij ]ABa and [A
ji]ABa. What is the relation between
the two? Consider first the SL(2,C) transformation [hij ]AB ,
ℓAij = [h
ji]ABℓ
B
ji, (55a)
πAij = [h
ji]ABπ
B
ji, (55b)
which brings us from one frame to the other. Such an SL(2,C) gauge trans-
formation exists provided the matching conditions (29) are satisfied, which
has been shown in (52) above. The spinors are gauge equivalent, but the
connections may not: There is, in general, a non-vanishing difference tensor
[Cij ]ABa between the two SL(2,C) connections, and we define it as follows:
Aij = hjidhij + hjiAjihij + hjiCjihij . (56)
Construction of the action. The action will consists of a contribution from
every four-dimensional cell Mi, a boundary term from every interjacent null
surface, and a corner term from any two such null surfaces intersecting in
a two-dimensional face. The bulk contribution imposes Λ-flatness (53) of
the connection. We allow for the presence of an Immirzi parameter β (as in
6The vertical position of the (ij)-indices has no geometrical significance. Simplifying
our notation, we thus write ℓAij = ǫ
ABℓijB or, wherever possible, drop the (ij)-indices
altogether.
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Figure 1: The spacetime manifold M splits into a union of four-dimensional cells
M1,M2, . . . , which contain no local degrees of freedom inside. Non-trivial curvature is
confined to three-dimensional interfaces N13 = M1 ∩ M3, . . . , which intersect in two-
dimensional corners C3412 , . . . .
equation (17) above), which amounts to work with the twisted bulk momen-
tum
ΠAB =
i
16πβG
(β + i)ΣAB , (57)
which is an sl(2,C)-valued two-form with dimensions of ~. The bulk contri-
bution to the action is therefore nothing but the integral∫
Mi
[
ΠAB ∧ FAB + 8πiβΛG
3
1
β + i
ΠAB ∧ΠAB
]
+ cc. (58)
Clearly, variation with respect to the self-dual two-form ΠAB imposes the
desired constraint (53), i.e. FAB ∝ ΠAB, and the variation with respect to
the connection implies the integrability condition
DΠAB = dΠAB − 2AC (A ∧ΠB)C = 0. (59)
The next term to add is the three-dimensional boundary term from the
interface between two adjacent regions. This boundary term has a twofold
job: It cancels the connection variation from the bulk, and it imposes that the
intrinsic boundary geometry is null. It consists of the covariant symplectic7
7Notice: Dij = d + [Aij , ·] is the covariant derivative with respect to the SL(2,C)
connection Aij , which is the pullback of the self-dual connection from Mi to Nij ⊂ ∂Mi.
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potential ∫
Nij
[
π
ij
A ∧DijℓAij − πjiA ∧DjiℓAji
]
+ cc., (60)
plus additional constraints: The glueing conditions (29), which match the
spinors from the two sides and the reality conditions (24), which impose that
the area two-from ε is real. We thus introduce Lagrange multipliers ω, Ψab
and λ and add the terms∫
Nij
[
ωij ∧ (πijAℓAij − πjiAℓAji)+Ψijab (πijAaπAija − πjiAaπAjia)+ cc.]+
+
∫
Nij
λij ∧
[
i
β + i
(
π
ij
Aℓ
A
ji + π
ij
Aℓ
A
ji
)
+ cc.
]
(61)
to the action. Finally, we also need a corner term to cancel the boundary
term
∫
∂N πAδℓ
A arising from the ℓA-variation on N.
We sum the bulk action (58) with the boundary action for the spinors
(60) and the constraints (61) and also add the right corner term, which we
will discuss below. The resulting action is then given by the expression
S[Π, A|π, ℓ|ω, λ,Ψ, α] =
= 2
∑
i
∫
Mi
[
ΠAB F
AB +
8πiβΛG
3
1
β + i
ΠAB Π
AB
]
+
+
∑
〈ij〉
∫
Nij
[
πA(D − ω)ℓA − λ
2
( i
β + i
πAℓ
A + cc.
)
− 1
2
ΨabπA
aπAb
]
+
+
∑
[ijmn]
∫
Cmnij
α
(
ℓimA ℓ
A
in − ℓjmA ℓAjn + ℓmjA ℓAmi − ℓnjA ℓAni
)
+ cc. (62)
The first sum
∑
i goes over all four-dimensional bulk regions Mi ∈ {M1,
M2, . . . }, the second sum goes over all ordered pairs (Mi,Mj), which share
an interface Nij . This sum crucially contains both possible orientations,
i.e.
∑
〈ij〉
∫
Nij
· · · = ∫
N12
· · · + ∫
N21
· · · + . . . . The last integral is the corner
term, which is a sum over all quadruples (Mi,Mj ,Mm,Mn) that share a
two-dimensional corner such that (Mi,Mm), (Mi,Mn) and (Mj ,Mm) and
(Mj ,Mn) each share a three-dimensional interface (e.g. Mi ∩Mm = Nim),
whereas (Mi,Mj) and (Mm,Mn) only meet in the corner itself: Mi ∩Mj =
Mm ∩Mn = Cmnij . See figure 1 for an illustration. We write
∑
[ijmn] to say
that any such corner appears with only one possible orientation in the sum.
This orientation is chosen arbitrarily and can be absorbed into the defini-
tion of α, which is a complex-valued two-form at the corner. The variation
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with respect to α turns out to vanish by taking into account the boundary
conditions, which are obtained from the two-dimensional remainder∫
Cmnij
(πinA δℓ
A
in ± αℓimA δℓAin) (63)
arising from the ℓA-variation of the coupled boundary plus corner terms.
The resulting boundary conditions are
ϕ∗Cmnij π
in
A = ∓αℓimA , (64)
with ϕ∗
Cmnij
denoting the pull-back to the two-dimensional corner and the
relative sign depending on the orientation of the corner Cmnij relative to the
null surface Nin.
Let us summarise and briefly explain the role of each term in the action
(62). The first line is the bulk action. It imposes with (57) Λ-flatness (53)
of the self-dual connection. Next, there are the integrals over the internal
boundaries Nij . The variation of the connection in the bulk yields a remain-
der at the boundary. The variation of the boundary connection couples then
the boundary with the bulk, yielding the constraint
ϕ∗ijΠAB =
1
2
π
ij
(Aℓ
ij
B), (65)
with ϕij : Nij →֒ M denoting the canonical embedding. Next, there is the
reality condition: The Lagrange multiplier λ is a real-valued one-form on
Nij , its variation imposes the reality condition
εab = ε¯ab, (66)
for the area two-form (25) as in equation (24) above. Finally, there are
the glueing conditions (29), which follow from the variation of the Lagrange
multipliers ω and Ψab = −Ψba, which are continuous across the interface:
ωij = ω|Nij = ω|Nji , Ψijab = Ψab|Nij = Ψab|Nji . (67)
We can then always shift ωij by a term proportional to λij+λji. This allows
us to restrict the Lagrange multiplier λ such that its sign flips across the
interface, in other words
λij = λ|Nij = −λ|Nji . (68)
Notice also that we have used a condensed notation in (62), we dropped all
wedge products, and suppressed all (ij)-indices in the boundary variables.
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The second line in (62) has to be understood, therefore, in the following
sense ∫
Nij
πA(D − ω)ℓA + · · · ≡
∫
Nij
π
ij
A ∧ (Dij − ωij)ℓBij + . . . (69)
Finally, a word on the Lagrange multipliers: The continuity conditions (67)
and (68) for the Lagrange multipliers Ψab, ω and λ are part of the definition
of the action (62). The Lagrange multiplier ωij = ωji is a U(1)C connection
along the internal boundaries, λij = −λji is a real-valued one-form, and
Ψijab = −Ψijba = Ψjiab is a complex-valued tensor density of weight minus
one. The density weight of Ψab can be inferred from the definition of the
momentum density
πA
a :=
1
2
ǫˆabcπAbc, (70)
which is a spinor-valued vector density of weight one, with ǫˆabc denoting the
metric independent Levi-Civita density ǫˆabc.
3.3. Equations of motion
In this section, we study the equations of motion as derived from the
action (62). This is a preparation for the next section, where we will find
a family of explicit solutions representing plane fronted gravitational waves,
which are exact solutions of both the discretised theory and general relativity
as well.
. Some of the equations of motion derived from the action (62) have already
been mentioned. The variation of the self-dual two-form ΠAB in the bulk
yields the flatness constraint (53), i.e.
∀p ∈Mi : FAB(p) = 16πβ ΛG
3i
1
β + i
ΠAB(p). (71)
We then also have the variation of the self-dual connection AAB , which gives
the integrability condition DΠAB = 0. This is essentially the torsionless
condition. Next, there are the internal null boundaries {Nij}, where we find
a number of additional constraints. The reality conditions (24) impose that
the area two-form ε = −8πβG/(β + i)πAℓA is real, and they are obtained
from the stationary points of the action (62) with respect to variations of
the Lagrange multiplier λ. In the same way, the Lagrange multipliers ω and
Ψab are added to the action in order to impose the glueing conditions across
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the interface, namely: the area-matching condition (29a) and the shape-
matching condition (29b). Finally, we have the relation between the bulk
and the boundary, which is provided by the glueing condition
ϕ∗ΠAB =
1
2
π(AℓB), (72)
which couples the boundary spinors π, ℓA to the pull-back of the self-dual
two-form ΠAB to the boundary. As we have seen previously in section 2.1
above, this is the same as to say that the boundary is null.
The action (62) contains the boundary spinors as additional configura-
tion variables, and the action is stationary with respect to them provided
additional equations of motion are satisfied along the system of interfaces.
For simplicity, consider only a single such interface N, bounding the four-
dimensional regions M and M˜, with N ⊂ ∂M. This interface will carryspinors (πA, ℓA) and (π˜A, ℓ˜A), which represent the induced three-geometryfrom, say, below and above the interface: If ϕ : M →֒N (and ϕ˜ : M˜ →֒N−1)is the canonical embedding of the boundary into the bulk, we will have
ϕ∗ΠAB = π(AℓA) and ϕ˜∗ΠAB = π˜(A ℓ˜B) respectively.Going back to the definition of the action (62), we then see that the
variation of the boundary spinors yields the equations of motion
Daℓ
A =
(
ωa +
i
β + i
λa
)
ℓA +Ψabπ
Ab, (73a)
DπA = −ω ∧ πA − i
β + i
λ ∧ πA, (73b)
and
D˜ a ℓ˜A =
(
ωa − i
β + i
λa
)
ℓ˜A +Ψabπ˜Ab, (73c)
D˜π˜A = −ω ∧ π˜A + iβ + iλ ∧ π˜A, (73d)
where Da (and D˜ a) is the covariant derivative with respect to the SL(2,C)connection AABa = [ϕ∗AAB ]a (and A˜ABa = [ϕ˜∗AAB]a), which is the pull-back of the bulk connection in M (and M˜) to the interface N between Mand M˜.
Three immediate observations: Integrability, geodesity and the expansion of
the null surface. Before we proceed, we need to develop some better intuition
for this system of equations (73). First of all, we can see that they are consis-
tent with the torsionelss conditionDΠAB = 0 for the self-dual two-form ΠAB .
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Indeed, ϕ∗(DΠAB) = Dϕ
∗(ΠAB) = D(π(AℓB)) = π(A
aπB)
bΨab = 0, which
vanishes, since the Lagrange multiplier Ψab = −Ψba is an anti-symmetric
tensor density, whereas π(A
aπB)
b is symmetric in a and b. We can then,
however, also form the anti-symmetric tensor density πA
aπAb = −πAbπAa
and contract it with Ψab. The resulting density does not vanish in general
and it has an important geometrical interpretation. It measures the expan-
sion ϑ(ℓ) of the null surface. This can be seen as follows. The expansion ϑ(ℓ)
can be defined by
dε = −ϑ(ℓ) k ∧ ε ∈ Ω2(N : R), (74)
with ε denoting the canonical two-dimensional area element (14) on N. The
definition of ϑ(ℓ) is gauge dependent— it depends on a representative ℓ
a of
the equivalence class of null generators of N, with ka denoting a dual one-
form ka ∈ T ∗N : kaℓa = −1, which is intrinsic to N. In terms of the
boundary spinors, the two-dimensional area element is
ε = −8πβG
β + i
πAℓ
A. (75)
Going back to the equations of motion (73), we find
dε = Dε = −8πβG
β + i
ΨabπA
aπAb ≡ −ϑ(ℓ)k ∧ ε, (76)
which shows that the density ΨabπA
aπAb is a measure for the expansion ϑ(ℓ)
of the null surface N.
Finally, let us turn to the null generator ℓa itself. It is geodesic, and this
can be seen as follows. First of all, we write this vector field (modulo an
overall normalisation) in terms of the boundary spinors, obtaining
ℓa ∝ (β + i)πAaℓA, (77)
which follows from the area-two from as written in terms of the boundary
spinors, and ǫˆabcεbc ∝ ℓa as in (33). If we contract this vector field with
the soldering form, we get back iℓAℓ¯A¯, see for instance equation (40) above.
Now, the covariant derivative of ℓA along the null generators is proportional
to ℓA itself, which follows from
ℓaDaℓ
A ∝ ℓA ⇔ ℓAℓaDaℓA = 0, (78)
and equation (73a) by noting that
ℓAℓ
aDaℓ
A = ℓaΨabπA
bℓA ∝ Ψabℓaℓb = 0, (79)
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which is zero since Ψab is anti-symmetric. We have thus shown that
ℓbDb
(
iℓAℓ¯A¯
)
∝ iℓAℓ¯A¯, (80)
which means that the integral curves of ℓa ≡ iℓAℓ¯A¯ are auto-parallel curves
with respect to the SL(2,C) connection. The SL(2,C) connection is tor-
sionless (59), hence the null generators of N are geodesics.
Difference tensor. The null surface N bounds two bulk regions M (from
above) and M˜ (from below). There are then two SL(2,C) connections on
N, one (namely AABa) from below the interface, the other (namely A˜ABa)from above. Their relative strength is given by a difference tensor CABa,
whose algebraic form is determined as follows. First of all, we know that
the glueing conditions (29) imply that the spinors (πA, ℓ
A) and (π˜A, ℓ˜A) aregauge equivalent, which means that they are related by an SL(2,C) gauge
transformation. We can thus write
ℓ˜A ≈ ℓA, π˜A ≈ πA, (81)
where the symbol “≈”, means equality up to gauge transformation as in (52,
55) above. We then have the difference tensor (56) on N, which is defined
as
A˜ABa ≈ AABa + CABa. (82)
Subtracting the covariant differential of ℓA from the differential of ℓ˜A, i.e.subtracting (73c) from (73a), and equally DπA from D˜π˜A we then find theconditions
CABaℓ
B =− 2i
β + i
λaℓ
A, (83a)
CAB ∧ πB =+ 2i
β + i
λ ∧ πA. (83b)
This implies that CABa admits the decomposition
CABa = − 4i
β + i
ℓ(AkB)λa −
4
β + i
ℓAℓBΓa, (84)
where the component function Γa (a complex-valued one-form on N) is sub-
ject to the algebraic constraint
λ ∧ µ = Γ ∧ ε, (85)
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which is a consequence of (83b). Finally, the difference tensor is subject
to one additional constraint: The field strengths as induced from the two
sides are gauge equivalent, which is an immediate consequence of FAB being
sourced by ΠAB (as in 71), and ϕ
∗ΠAB being sourced by the boundary
spinors (as in 72). The boundary spinors are gauge equivalent (see (81)),
which implies (on N) that F˜AB ≈ FAB , which is the same as to say
DCAB + C
A
C ∧CCB = 0. (86)
In the next section, we will demonstrate that explicit solutions to these
equations exist: Plane gravitational waves solve the system of equations (73,
84, 86, 85) for certain boundary spinors and a definite difference tensor CAB
at the interface.
3.4. Special solutions: Plane-fronted gravitational waves
This section is dedicated to finding explicit solutions to the equations
of motion in the neighbourhood of an interface. Rather than exploring the
entire solution space, we study only a single family of solutions, thus giving
a constructive proof of existence: There are non-trivial8 solutions to the
equations of motion derived from the action (62), and the particular solutions
thus constructed are distributional solutions of Einstein’s equations as well.
Consider thus a single interface N, bounding the four-dimensional re-
gions M and M˜ from above and below. We set the cosmological constant tozero, hence M and M˜ are flat, and we assume, in addition, that the lightlikeinterface N is the flat hyperplane x0 = x3, where {xµ} are inertial coordi-
nates in M. The glueing conditions (27) imply that the intrinsic geometry
of N is the same from the two sides. The discontinuity in the metric can,
therefore, only be in the transversal direction, which motivates the following
ansatz for the tetrad across the interface
eα = ℓαdu+
[
kα +Θ(v)
(
fmα + f¯ m¯α + f f¯ℓα
)]
dv+
+ m¯αdz +mαdz¯. (87)
The vectors {ℓα, kα,mα, m¯α} are a normalised null tetrad: m¯αmα = −ℓαkα =
1, and they are all constant with respect to the ordinary derivative9 dℓα =
dkα = dmα = 0. The coordinate functions are u = (x0 + x3)/
√
2, v =
(x0− x3)/√2 and z = (x1+ ix2)/√2, while Θ(v) denotes the Heaviside step
8We will find solutions with a non-vanishing distributional Weyl tensor at the interface.
9This is the covariant derivative for v < 0.
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function. The only freedom is in f , which is a complex-valued function of z
and u alone: f ≡ f(u, z, z¯). The ansatz (87) describes a class of impulsive
gravitational wave solutions widely known in the literature [21], it includes
plane fronted gravitational waves, which may describe e.g. the gravitational
field of a massless particle [22].
We now have to make sure that our ansatz (87) is compatible with the
equations of motion as derived from the action (62). Clearly, the equations
of motion in the bulk, i.e. Fαβ = 0 and DΣαβ = 0 as in (71) are satisfied for
D = d and Σαβ = eα∧eβ for v < 0. At the interface, we have a discontinuity
in the transversal v direction, which yields a discontinuity in the connection
across the interface. The strength of this discontinuity is measured by a
difference tensor, which must be matched to (82) and (84). We thus have to
compute the spin connection and take the difference between the two sides.
The spin connection is the unique solution to the torsionless condition
Deα = deα +Aαβ ∧ eβ = 0. (88)
The unique solution for Aαβ in terms of f(u, z, z¯) gives a rather lengthy
expression. For the moment, we are only interested in the pull-back to the
hyperplane v = 0, which defines the difference tensor
∆αβ := lim
vց0
(
Aαβ←−−
∣∣∣
v
−Aαβ←−−
∣∣∣
−v
)
, (89)
where A←−αβ
∣∣
v
is the pull-back of the spin connection to a v = const. sur-
face. To compare this equation (89) with the definition (82) of the difference
tensor CABa, we decompose ∆
α
βa into its self-dual and anti-self-dual compo-
nents. Following the conventions of (5), we call them ∆ABa and ∆¯
A¯
B¯a, with
∆AA¯BB¯a = δ
A¯
B¯
∆ABa + δ
A
B∆¯
A¯
B¯a. We then introduce a normalised spin dyad
{kA, ℓA} : kAℓA = 1, which is covariantly constant in M, i.e. dℓA = 0 = dkA,
and which is related to the null tetrad {ℓα, kα,mα, m¯α} in the canonical way
ℓα = − 1√
2
σAA¯
αℓAℓ¯A¯, mα = − 1√
2
σAA¯
αℓAk¯A¯,
kα = − 1√
2
σAA¯
αkAk¯A¯, m¯α = − 1√
2
σAA¯
αkAℓ¯A¯.
 (90)
A straightforward and rather lengthy calculation gives then the difference
tensor in terms of the triadic basis {ℓAℓB , kAkB , k(AℓB)}. The result is
∆AB =− 1
2
ℓ(AkB)
(
dz ∂uf + dz¯ ∂uf¯
)
+
+
1
2
ℓAℓB
(
du∂uf + 2dz ∂zf + dz¯ ∂z¯f + dz¯∂z f¯
)
. (91)
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In order to satisfy the equations of motion, this difference tensor must be
equal to CABa as derived from the equations of motion for the action (62).
Going back to the decomposition of CABa into ℓ
A and kA, as in (84) above,
we thus find the conditions
− 8i
β + i
λ = dz ∂uf + dz¯ ∂uf¯, (92a)
+
8
β + i
Γ = ∂ufdu+ 2∂zfdz +
(
∂z¯f + ∂z f¯
)
dz¯. (92b)
Now, the Lagrange multiplier λ is real (it imposes the reality conditions (24)),
while Γ is complex. Unless the Barbero – Immirzi parameter goes to zero,
which is a singular limit in the original selfdual action (17), the equation
(92a) can be only imposed, therefore, for λ = 0. This implies, in turn,
∂uf = 0. (93)
Going back to our ansatz (87) for the tetrad, we thus see that the null vector
∂au = ℓ
a is a Killing vector. Having solved the equations of motion for v < 0,
and matched the geometries across the interface, we are now left to solve the
equations of motion for v > 0. The only missing condition is to impose that
the curvature vanishes for v > 0. A straightforward calculation reveals that
this is possible if and only if
∂z¯f − ∂z f¯ = 0. (94)
It is also instructive to have a look at the boundary spinors and compute
them explicitly. Going back to our initial ansatz (87) for the tetrad and
taking also into account the parametrisation (90) of the null tetrad, we im-
mediately see that we are in a gauge for which ℓA = ℓ˜A. For πA and π˜A, onthe other hand, we need to consider the Plebański two-form Σαβ = eα ∧ eβ ,
and determine its self-dual part as in (5a). The result of this straightforward
exercise returns the momentum spinors
πA = π˜A = i8πβG(β + i) [ℓAdz¯ ∧ du+ kAdz¯ ∧ dz] . (95)
The two-dimensional volume element on N, as given by equation (14), is
then simply
ε = −idz¯ ∧ dz = dx1 ∧ dx2. (96)
Going back to the equations of motion for the spinors, i.e. equations (73)
above, we can then also determine the missing Lagrange multipliers: We get
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Ψab = 0 and ωa = 0 and λa = 0. This fully determines the geometry in
terms of the boundary variables.
Finally, we can now also compute the distributional curvature tensor
across the interface. Following Penrose’s conventions [23], we compute the
irreducible components of the field strength of the SL(2,C) connection,
namely
FABcd ≡ FABCC¯DD¯ = −ǫ¯C¯D¯ΨABCD − ǫCDΦABC¯D¯, (97)
where the Weyl spinor ΨABCD represents the irreducible spin (2, 0) com-
ponent, and ΦABA¯B¯ is the traceless part of the Ricci tensor, which is the
irreducible spin (1, 1) component of the Riemann curvature tensor. Both
components vanish everywhere except at the null surface v = 0, where there
occurs a distributional curvature singularity. The Weyl spinor is
ΨABCD = δ(v) ∂zf ℓAℓBℓCℓD, (98)
and the traceless part of the Ricci tensor is determined to be
ΦABA¯B¯ = δ(v)
(
∂z¯f + ∂z f¯
)
ℓAℓB ℓ¯A¯ℓ¯B¯ . (99)
The resulting geometry is a solution to Einstein’s equation with a distribu-
tional source
Tab =
1
8πG
δ(v)
(
∂z¯f + ∂z f¯
)
ℓaℓb. (100)
If, in particular, f is holomorphic, i.e. ∂z¯f = 0 for all z, we have a solution of
the vacuum Einstein equations, the other extreme is f(z) = fo/(4πz), which
generates the gravitational field of a massless point particle [22].
4. Hamiltonian formulation, gauge symmetries
4.1. Space-time decomposition of the boundary action
The main purpose of this paper is to open up a new road towards non-
perturbative quantum gravity. We have defined the action (62) and demon-
strated that explicit solutions exist, which have a non-vanishing (yet distri-
butional) Weyl curvature (98) in the neighbourhood of a null surface. The
next logical step is to study the Hamiltonian formulation of the theory.
First of all, we note that the bulk action (58) is topological. All physical
degrees of freedom sit, therefore, either at the system of null surfaces {Nij}
or at the two-dimensional corners {Cmnij }. As long as we are concerned with
the canonical analysis on only one such null surface N alone, we can then
also work with a simplified action, which is found by integrating out the
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self-dual two-form ΠAB in the bulk. We insert the equations of motion (71)
for the self-dual two-form back into the bulk action, thus obtaining
2
∫
M
(
ΠAB ∧ FAB + 1
γ
ΠAB ∧ΠAB
)
EOM
= −γ
2
∫
M
FAB ∧ FAB =
=
γ
2
∫
∂M
Tr
[
A ∧ dA+ 2
3
A ∧A ∧A
]
=
γ
2
SCS, ∂M[A], (101)
which is the self-dual Chern – Simons action with complex-valued coupling
constant
γ =
3
8πiβΛG
(β + i). (102)
The appearence of the SL(2,C) Chern – Simons action in a four-dimensional
theory may come as a surprise, but it has been anticipated by several authors,
who have suggested that the so-called Kodama state, which is the exponential
of the Chern – Simons functional for the underlying gauge group, plays a
significant role for quantum gravity in four-dimensions [24–29]. This paper
confirms these early expectations.
The Chern – Simons action (101) is evaluated over the three-boundary
∂Mi of the four-dimensional cells {M1,M2, . . . }. Each one of them has has
the topology of a four ball, whose boundary ∂Mi is homeomorphic to a three-
sphere tessellated into three-dimensional regions Nij : ∂Mi =
⋃
j Nij . For
definiteness, consider only one such three-surfaceN at the boundary between
two bulk regions, say M and M˜. Integrating out the self-dual two-form ΠABin M and M˜, yields, therefore, two copies of the self-dual SL(2,C) Chern –Simons action (101) along the interjacent null surface N. Each one of these
SL(2,C) Chern – Simons actions is itself coupled to the respective boundary
spinors (πA, ℓ
A) and (π˜A, ℓ˜A) from either side. The resulting coupled actionis therefore given by
SN[A,A˜ |π, ℓ,π˜, ℓ|˜λ, ω,Ψ] = γ2SCS,N[A]− γ2SCS,N[A˜ ]+
+
∫
N
[
πA(D − ω)ℓA − λ
2
( i
β + i
πAℓ
A + cc.
)
− 1
2
ΨabπA
aπAb
]
+
−
∫
N
[
π˜A(D˜ − ω)ℓ˜A + λ2
( i
β + i
π˜Aℓ˜A + cc.
)
− 1
2
Ψabπ˜Aaπ˜Ab
]
+
+ cc. (103)
All terms in this boundary action have a straightforward geometrical inter-
pretation: Variation with respect to the self-dual connection imposes that
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the field strength FAB on N is sourced
10 by −π(AℓB)/γ, which is consisted
with what we have seen before: By (8) and (23), this source is itself nothing
but the self-dual area two-form ΣAB times Λ/3, hence FAB = Λ/3ΣAB as
in pure (anti-)de Sitter space. The reality condition (24), which is obtained
from the variation of the Lagrange multiplier λ, imposes then that ΣAB is
geometric, i.e. compatible with the existence of a signature (0++) null metric
qab on N. Finally, we have the glueing conditions (29), which are obtained
by demanding that the action be stationary with respect to variations of the
multipliers ω and Ψab. The glueing conditions impose
11 continuity across
the interface: The intrinsic geometry of N is the same whether we compute
it from the boundary spinors on either side of the interface.
Next, we write the action in a Hamiltonian form. This requires a clock—
a foliationN ≃ [0, 1]×S and a vector field ta : ta∂at = 1, which is transversal
to the two-dimensional t = const. surfaces12 St = {t} × S. At the level of
the action, there is no preferred such vector field ta. This should strike us
as a surprise: A three-dimensional null surface always has a preferred time
direction: the direction of its null generators. So how can it be that our
action (103), which is meant to be an action for a null surface N, lacks such
a preferred structure? The answer is simple: In our theory, there is no metric
formulation to begin with, the metric is a derived or composite field. It exists
only on-shell—only if the reality conditions are satisfied. Our fundamental
configuration variables are the boundary spinors πA, ℓ
A and π˜A, ℓ˜A, and ageneric configuration of them does not define a signature (0++) metric qab
on N. Only for those configurations that satisfy the reality conditions (24)
can such a metric be defined, according to the construction that has been
given in section 3.1 above.
We then choose a time function t, which is a mere coordinate, and a
transversal vector field ta : ta∂at = 1 and decompose the configuration vari-
ables into space and time components. With a slight abuse of notation, we
denote the pull-back of the SL(2,C) bulk connection AAB ∈ Ω1(M : sl(2,C))
to the t = const. slices simply by
AABa = ϕ
∗
t [A
A
B ]a, (104)
where ϕt : S →֒ N ⊂ M, p 7→ (t, p) is the canonical embedding of the
10The same is true for F˜AB and −pi˜(Aℓ˜B)/γ.11See section 3.1 above.
12For the moment, we assume them to be closed ∂S = ∅. A more complete Hamiltonian
analysis taking into account also the corner terms and boundary conditions at the two-
dimensional intersections (see figure 1) will be left for the future.
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t = const. slices into the three-boundary N. Equation (104) defines the spa-
tial components of the connection. Its t-component13 defines the Lagrange
multiplier
ΛAB = ϕ
∗
t [tyA
A
B ]. (105)
Finally, we also have the velocity
A˙ABa = ϕ
∗
t [LtA
A
B ]a, (106)
with Lt denoting the Lie derivative along the vector field t
a.
We repeat the 2 + 1 decomposition for the spinor-valued two-form πA
and write, accordingly
piA = ϕ
∗
t [πA] =
1
2
ǫˆab[ϕ∗tπA]ab, (107a)
χAa = ϕ
∗
t [tyπA]a. (107b)
Finally, we define the velocities
ℓ˙A = Ltℓ
A, (108a)
p˙iA = ϕ
∗
t [LtπA]. (108b)
In the following, we restrict ourselves to those parts of configuration
space, where the area element (14) is non-degenerate on S, hence we assume
piAℓ
A 6= 0. (109)
This allows us to use the pair (piA, ℓA) as a basis in C2, such that we can
write the spinor-valued one-form χAa ∈ Ω1(S : C2), which is the time-space
component of the two-form πA, in terms of components
χAa = UapiA + VaℓA. (110)
Notice, the component functions Ua and Va have different density weights:
Va is a one-form on S, while Ua is an inverse density one-form, which follows
from the fact that piA = ϕ
∗
tπA is a two-form (hence a density) on S. Both Ua
and Va are Lagrange multipliers, since the boundary action (103) contains
no derivatives of them. Yet they are not completely arbitrary: The matching
conditions (29) and the reality conditions (24) impose constraints on them.
13The hook operator “y” denotes the interior product of a vector V with a p-form ω,
i.e. (V yω)(X,Y, . . . ) = ω(V,X, Y, . . . ).
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The reality conditions (24), which follows from the variation of the action
(103) with respect to the Lagrange multiplier λ, implies
Ua = U¯a. (111)
On the other hand, there are the matching conditions (29), which follow
from the variation of the boundary action (103) with respect to Ψab and ω,
and they simply yield
Va = V˜ a, U a = U˜ a, (112)
where U˜ a and V˜ a are the components of χ˜Aa with respect to the boundaryspinors from the other side of the interface, i.e.
pi˜A = ϕ∗tπ˜A = 12 ǫˆabπ˜Aab, (113a)
χ˜Aa = ϕ∗t [tyπ˜A]a = U˜ api˜A + V˜ aℓ˜A. (113b)
It is then useful to dualise the component functions Ua and Va. We take the
canonical Levi-Civita density ǫˆab on S, and define
Na := ǫˆabU b, J
a := ǫˆabVb, (114)
whereNa ∈ TS is a tangent vector, while Ja ∈ Ω2(S : TS) is a vector-valued
density.
We insert the 2 + 1 decompositions for both the connection (i.e. 104,
105) and for the boundary spinors (i.e. 107, 113) back into the boundary
action, and get
S∂N =
=
∫
dt
∫
S
[
γ
2
ǫˆab
(
AABaA˙
AB
b − ΛABFABab
)
+ piA
(
ℓ˙A + ΛABℓ
B − ϕℓA
) ]
+
−
∫
dt
∫
S
[
γ
2
ǫˆab
(
A˜ABaA˙˜ABb − Λ˜ABF˜ABab
)
+ pi˜A
(
ℓ˙˜A + Λ˜ABℓ˜B − ϕℓ˜A
)]
+
−
∫
dt
∫
S
[
N
2
(
i
β + i
(
piAℓ
A + pi˜Aℓ˜A)+ cc.
)
+
+ Ja
(
ℓADaℓ
A − ℓ˜D˜ aℓ˜A)+Na(piADaℓA − pi˜AD˜ aℓ˜A)
]
+ cc., (115)
where
ϕ = taωa, N = t
aλa (116)
are the time components of the Lagrange multipliers imposing the area-
matching constraint (29a), and the reality conditions (24).
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4.2. Phase space, symplectic structure, constraints
Going back to the 2+1 split (115) of the action, we can immediately read
off the symplectic structure. First of all, we see, that the spinors ℓA, ℓ˜A arecanonical conjugate to the densitised momentum spinors piA = ϕ∗t [πA] and
pi˜ = ϕ∗[π˜A]. The fundamental Poisson brackets are{
piA(p), ℓB(q)
}
=+ ǫABδ
(2)(p, q), (117a){
pi˜A(p), ℓ˜B(q)} =− ǫABδ(2)(p, q), (117b)
where δ(2)(p, q) is the Dirac delta distribution—a scalar density—on S.
Next, we have the canonical symplectic structure for the SL(2,C) connection
AABa = ϕ
∗
t [A
A
B ]a on S, which is given by{
AABa(p), ACDb(q)
}
=+
1
γˇ
ǫabδ
(A
C δ
B)
D δ
(2)(p, q), (118a){
A˜ABa(p), A˜CDb(q)} =− 1γˇǫabδ(AC δB)D δ(2)(p, q), (118b)
where
ˇ
ǫab is the inverse Levi-Civita density on S, implicitly defined through
ǫˆac
ˇ
ǫbc = δ
a
b . Furthermore, γ denotes the complex-valued coupling constant
(102), which has dimensions of ~. Its real and imaginary parts are related by
the Barbero – Immirzi parameter β. The Poisson brackets (117) and (118)
and their complex conjugate, e.g. {p¯iA¯(p), ℓ¯B¯(q)} = ǫ¯A¯B¯δ(2)(p, q), determine
the phase-space completely, all other Poisson brackets among the canonical
variables vanish.
Next, we have the constraints. The variation with respect to the sl(2,C)
Lie algebra elements ΛAB and Λ˜AB in the action (115) yields the Gaussconstraints
GAB [Λ
AB ] =
∫
S
ΛAB
[γ
2
ǫˆabFABab + piAℓB
]
!
= 0, (119a)
G˜AB [Λ˜AB] =
∫
S
Λ˜AB
[γ
2
ǫˆabF˜ABab + pi˜Aℓ˜B
]
!
= 0. (119b)
Variation with respect to N yields the scalar constraint
S[N ] =
∫
S
N
[
i
β + i
(
piAℓ
A + pi˜Aℓ˜A)+ cc.
]
!
= 0. (120)
The Lagrange multiplier Na gives rise to the vector constraint
Ha[N
a] =
∫
S
Na
[
piADaℓ
A − pi˜AD˜ aℓ˜A + cc.] != 0. (121)
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Finally, we have the matching constraints
M [ϕ] =
∫
S
ϕ
(
piAℓ
A − pi˜Aℓ˜A) != 0, (122a)
Ma[J
a] =
∫
S
Ja
(
ℓADaℓ
A − ℓ˜AD˜ aℓ˜A) != 0, (122b)
which are obtained from the variation of the action (115) with respect to the
Lagrange multipliers ϕ and Ja.
Thus far concerning the constraints. The evolution equations, on the
other hand, assume a Hamiltonian form as well: For any phase space func-
tional F , its time evolution is governed by the Hamilton equations
d
dt
F = {H , F} , (123)
where the corresponding Hamiltonian is the sum over all constraints of the
system
H = S[N ] +Ha[N
a] +
(
GAB [Λ
AB ]+
+G˜AB[Λ˜AB ] +M [ϕ] +Ma[Ja] + cc.
)
. (124)
4.3. Constraint algebra and gauge symmetries
Having defined the Hamiltonian, we proceed to calculate the Poisson al-
gebra among the constraints and check whether the constraints are preserved
under the Hamiltonian flow (123).
For the Gauss constraints (119) the situation is straightforward. We
recover two copies of local SL(2,C) gauge transformations: If [Λi]
A
B and
[Λ˜ i]AB are sl(2,C)-valued test functions on S, we find{
GAB [Λ
AB
1 ], GCD[Λ
CD
2 ]
}
= GAB
[
[Λ1,Λ2]
AB
]
, (125a){
G˜AB[Λ˜AB1 ], G˜CD[Λ˜CD2 ]} = G˜AB [[Λ˜1,Λ˜2]AB] , (125b)
where we have defined the sl(2,C) Lie bracket
[Λ1,Λ2]
A
B = [Λ1]
A
C [Λ2]
C
B − [Λ2]AC [Λ1]CB. (126)
The vector constraint, on the other hand, gives rise to two-dimensional dif-
feomorphisms modulo SL(2,C) gauge transformations. IfNa andMa denote
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vector-valued test functions on S, we find after a straightforward calculation
that{
Ha[N
a],Hb[M
b]
}
= −Ha[LNMa]+
+
1
γ
[
GAB
[
NaM b
ˇ
ǫabπ
AℓB
]
+G˜AB
[
NaM b
ˇ
ǫabπ˜Aℓ˜B
]
+ cc.
]
, (127)
where LNM
a = [N,M ]a is the Lie derivative.
It is instructive to work out and see that Ha[N
a] and GAB [Λ
AB ] are in-
deed generators of two-dimensional diffeomorphism and local SL(2,C) gauge
transformations. First of all, we have{
Ha[N
a], ℓA
}
= NaDaℓ
A = L↑N ℓ
A, (128a)
{Ha[Na],piA} = Da(NapiA) = L↑NpiA, (128b){
Hb[N
b], AABa
}
=
1
γ
N b
ˇ
ǫabpi
(AℓB). (128c)
Equally for ℓ˜A, pi˜A and A˜ABa. Equation (128a) and (128b) define the hori-zontal lift L↑ of the Lie derivative into the spin bundle. The third Poisson
bracket (128b), on the other hand, returns a diffeomorphism only on-shell—
only if, in fact, the Gauss constraint (119) is satisfied, in which case
1
γ
N b
ˇ
ǫabpi
(AℓB) ≈ −1
γ
N b
ˇ
ǫabǫˆ
cdFABcd = N
bFABba = L
↑
NA
AB
a, (129)
where the symbol “≈” denotes equality modulo terms constrained to vanish.
For the Gauss constraint, the situation is easier. There we get the fun-
damental transformations{
GCD[Λ
CD], ℓA
}
= −ΛABℓB, (130a){
GCD[Λ
CD],piA
}
= +ΛBApiB, (130b){
GCD[Λ
CD], AABa
}
= DaΛ
A
B , (130c)
which are the generators of right translations along the fibres of the SL(2,C)
principal bundle and the associated spin bundle (with sections ℓA and piA).
The situation on the other side of the interface with variables ℓ˜A, pi˜A andA˜ABa is completely analogous.We then also have the matching constraint (122a), which Poisson com-
mutes with the SL(2,C) connections AABa and A˜ABa, but generates the
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U(1)C transformations {
M [ϕ], ℓA
}
= +ϕℓA, (131a)
{M [ϕ],piA} = −ϕpiA, (131b)
and equally for ℓ˜A and pi˜A. From (131) alone, many Poisson brackets can beinferred immediately, as for instance
{M [ϕ],Ma[Ja]} = 2Ma[ϕJa]. (132)
Concerning the algebra of constraints, we only need to consider two fur-
ther Poisson brackets, namely
{S[N ],Ma[Ja]} = 2i
β + i
∫
S
[
NJa
(
ℓADaℓ
A + ℓ˜AD˜ aℓ˜A)] , (133)
and
{Ha[Na],Mb[Ja]} =
∫
S
[
NaDaℓAJ
bDbℓ
A −Da (JaℓA)N bDbℓA+
−NaD˜ aℓ˜AJ bD˜ bℓ˜A +D˜ a (Jaℓ˜A)N bD˜ bℓ˜A
]
. (134)
If we perform a partial integration (Na and Ja all have compact support)
and bring all covariant derivatives on one side, this can be simplified to
{Ha[Na],Mb[Ja]} = −Ma [LNJa] +
+
1
γ
[
GAB
[
NaJa
ˇ
ǫabℓ
AℓB
]
+G˜AB
[
NaJa
ˇ
ǫabℓ˜Aℓ˜B
]]
, (135)
where the Lie derivative of the vector-valued density Ja on S is defined by
LNJ
a = 2Db
(
N [bJa]
)
+NaDbJ
b. (136)
The equations (125), (127), (132), (133) and (135) give already all rele-
vant Poisson brackets. All other Poisson brackets among the constraints can
be inferred trivially from either (128) or (130). So as for e.g.
{Ha[Na], S[M ]} = −S[LNM ], (137)
which is an immediate consequence of (128).
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First class and second class constraints. We have now collected all Poisson
brackets that are necessary to identify the first class and second class con-
straints of the system. The vector constraint Ha[N
a] (see 128) generating
two-dimensional diffeomorphisms on S is first class. And so are the Gauss
constraints GAB [Λ
AB ] and G˜AB[Λ˜AB], which generate SL(2,C) gauge trans-formations (130) on either side of the interface. Equally, for the matching
constraint: M [ϕ] is first class and generates the U(1)C transformations (131)
of the boundary spinors.
We are then left with the scalar constraint S[N ] (as in 120) and the
matching condition Ma[J
a] (as in 122b). The scalar constraint is second
class, which is a consequence of (135). For the matching condition, the
situation is more complicated. The constraint Ma[J
a] is complex-valued,
hence there are 2 × 2 = 4 such conditions per point. One of them is second
class, all others are again first class. This can be seen as follows: In general,
we will have that ℓADaℓ
A does not vanish14 on phase space. We can then
parametrise the densitised vector Ja as follows
Ja(z(), z()) = z()ǫˆabℓADbℓ
A + z()d2v
qab(β + i)ℓ¯A¯Dbℓ¯
A¯, (138)
where qab is a fiducial signature (++) two-metric on S and d2v denotes the
corresponding area element. The only relevant Poisson bracket for determin-
ing the second class component of Ma[J
a] is (135). For generic ℓADaℓ
A 6= 0
it then suffices to determine those values for z() and z() for which the Pois-
son bracket {Ma[Ja(z(), z())], S[N ]} vanishes on-shell15 for all N . Going
back to (133), we see that this is certainly true for all z() = 0. In other
words {
Ma
[
Ja(z(), 0)
]
, S[N ]
}
≈ 0, (139)
where the symbol “≈” denotes equality modulo terms constrained to vanish.
All other relevant Poisson brackets involving Ma[J
a(z(), 0)] weakly vanish
as well, which is an immediate consequence of (128), (130) and (131). Hence
the constraint
Ma
[
Ja(z(), 0)
]
(140)
is first class. When z() = z¯() = x() is real, we get an additional first class
constraint, namely
Ma
[
Ja(0, x()))
]
+ cc. (141)
14If ℓADaℓ
A = 0, we have one further constraint, which renders the entire system of
constraints (119, 120, 121, 122a, 122b) first-class.
15Given all constraints (119, 120, 121, 122a, 122b) are satisfied.
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That (141) defines another first class constraint follows from (133) and{
Ma
[
Ja(0, x()))
]
, S[N ]
}
≈ 0. (142)
All other constraints Poisson commute with (141). This can be inferred
already from the infinitesimal gauge transformations (128), (130) and (131).
We are thus left to identify the single second class component of Ma[J
a].
It is given by the expression
Ma
[
Ja(0, iy())
]
+ cc., (143)
where z() = iy() is purely imaginary. That this defines a second class
constraint, follows from (133) through{
Ma
[
Ja(0, iy()))
]
, S[N ]
}
+ cc. ≈
≈ 4
∫
S
d2v
qabℓADaℓ
Aℓ¯A¯Dbℓ¯
A¯
i.g.
6= 0, (144)
which does not vanish unless ℓADaℓ
A = 0.
Gauge symmetries. We have now identified all first class constraints of the
system: The two Gauss constraints GAB [Λ
AB ] and G˜AB [Λ˜AB ] on either sideof the interface, the vector constraint (121) and the matching condition
(122a), which generate two copies of internal SL(2,C) gauge transforma-
tions (on either side of the interface), two-dimensional diffeomorphisms of
S and U(1)C gauge transformations (131). We then have additional first-
class constraints, which can be identified with those components (140) and
(141) of Ma[J
a] that Poisson commute with the scalar constraint S[N ]. The
geometric meaning of local SL(2,C) gauge transformations, U(1)C transfor-
mations and two-dimensional diffeomorphisms is clear16, but what kind of
gauge transformations are generated by those components of Ma[J
a] that
are first class?
The answer is hidden in an additional gauge symmetry, which appears in
the bulk. The bulk action (58) has in fact more symmetries than just four-
dimensional diffeomorphisms and local SL(2,C) transformations. It enjoys
16The origin of the U(1)C gauge symmetry is the invariance of the parametrisation
ϕ∗ΣAB = η(AℓB) of the self-dual area two-form ΣAB under the U(1)C transformations
ℓA → ez/2ℓA and ηA → e
−z/2, see equation (8) and (23).
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a further gauge symmetry, which renders the entire theory topological. The
action is invariant under the infinitesimal shifts
δφA
A
B = −1
γ
φAB , (145a)
δφΠAB = +
1
2
DφAB , (145b)
where the difference tensor φAB is an sl(2,C) valued one-form in the bulk.
The addition of the boundary action breaks this shift symmetry, but only
partially. To understand this more explicitly, let us first define
ΠAB = ϕ
∗
tΠAB ≡
1
2
ǫˆab [ϕ∗tΠAB ]ab , (146)
which is the pull-back of the canonical bulk momentum ΠAB to a t = const.
slice St in the boundary component N of M. Now, the boundary spinors
πA and ℓA are eigen-spinors of the pull-back of ΠAB to N(see equation (72)
above). We thus also know that
ΠAB =
1
2
pi(AℓB), (147)
which is the pull-back of equation (72) down to a t = const. slice St. We
now want to illustrate thatMa[J
a] generates a version of the shift symmetry
(145) on the boundary. Using the Poisson brackets (117) and (118), a short
calculation gives{
Mb[J
b], AABa
}
= −1
γ
J b
ˇ
ǫbaℓ
AℓB, (148a){
Mb[J
b],ΠAB
}
=
1
2
{
Mb[J
b],pi(AℓB)
}
=
= Ja(Daℓ(A)ℓB) +
1
2
ℓAℓBDaJ
a. (148b)
Notice that the last line is nothing but the covariant exterior derivative of the
first. Comparison with (145) allows us then to match the gauge parameter
φABa ∈ Ω1(M : sl(2,C)) for the shift symmetry in the bulk, with the gauge
parameter Ja at the boundary by demanding that
[ϕ∗tφAB ]a = J
b
ˇ
ǫbaℓAℓB . (149)
The matching constraint Ma[J
a] therefore generates a shift transformation
(145) with gauge parameter (149). Notice, however, that this shift symmetry
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is broken partially by the addition of the reality conditions (120) at the
boundary. Only if Ja is of the particular form of (140) or (141), do we get a
symmetry preserving the constraint hypersurface. For generic values of Ja,
the conditions (140) and (141) will be violated, and the Hamiltonian vector
field {Ma[Ja], ·} will lie transversal to the constraint hypersurface.
Dimension of the physical phase space. In summary, the system admits four
types of gauge constraints, and two second class constraints. The scalar
constraint S[N ] and the y()-component (143) of the matching constraint
Ma[J
a] are second class. We then have the first class constraints, which are
the vector constraint Ha[N
a], generating diffeomorphisms of S, the genera-
tors GAB [Λ
AB ] and G˜AB [Λ˜AB ] of SL(2,C) gauge transformations on eitherside of the interface, the matching constraint M [ϕ], generating U(1)C trans-
formations and the remaining components (140) and (141) of Ma[J
a], which
generate the residual shift symmetry (148) at the boundary. The situation
is summarised in the table below.
Constraints Dirac classification DOF removed
Ha[N
a] two first class constraints 2× 2 = 4
GAB [Λ
AB ] three C-valued first class constraints 2× 6 = 12
G˜AB[Λ˜AB] three C-valued first class constraints 2× 6 = 12M [ϕ] one C-valued first class constraint 2× 2 = 4
Ma[J
a] one is second class, three are first class 1 + 2× 3 = 7
S[N ] one first class constraint 1
40
Table 1: The constraints remove forty dimensions from the phase space of the theory. The
phase space has canonical coordinates AABa, piA, ℓ
A and A˜
A
Ba, pi˜A, ℓ˜
A, which parametrise
2× (6× 2 + 2× 2 + 2× 2) = 40 real dimensions. Therefore, all directions in phase space
are just pure gauge directions. This renders the boundary theory topological. There are
no local degrees of freedom.
The counting proceeds as follows: We have two second class constraints
and nineteen first class constraints; there are two independent components
of the vector constraint, two times six independent constraints generating
the SL(2,C) transformations on either side of the interface, two independent
components of the U(1)C generators M [ϕ] (the smearing function ϕ : S→ C
is complex) and three additional first class constraints, namely (140) and
(141) generating the residual shift symmetry (148) at the boundary. The
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kinematical phase space, which has canonical17 coordinates AABa, piA, ℓ
A
and A˜ABa, pi˜A, ℓ˜A, has forty dimensions, every first class constraint removestwo degrees of freedom, which leaves us with 40 − 2 × 19 = 2 dimensions.
There are two additional second class constraints, namely the scalar con-
straint S[N ] and the second class component (143) of Ma[J
a], which leaves
us with no local degrees of freedom along the three-dimensional interface.
This renders the boundary theory topological. All physical degrees of free-
dom can only appear at the two-dimensional corners.
4.4. Relevance for quantum gravity
So far, we have only been studying the classical theory. The main moti-
vation concerns, however, non-perturbative approaches to quantum gravity,
such as, in particular, loop quantum gravity. Let me explain and justify this
expectation, without going into the mathematical details.
Loop quantum gravity can be based either on the phase space [1, 7] for
an SL(2,C) connection or the phase space for an SU(2) connection [30, 31].
The complex variables have the advantage that local Lorentz invariance is
manifest, though we then also need to impose additional reality conditions,
which are otherwise already solved implicitly (see e.g. [32, 33] for a recent
analysis on the issue).
On the phase space for the complex variables, the symplectic structure is
determined by the fundamental Poisson brackets for the self-dual variables{
ΠAB
a(p), ACDb(q)
}
=
1
2
δ
(C
A δ
D)
B δ
a
b δ
(3)(p, q), (150)
which can be derived from the topological bulk action (58) as well. It was
then noted [34, 35] that the theory can be discretised, or rather truncated,
by requiring that the connection be flat everywhere except along the one-
dimensional edges {Ei} of a cellular decomposition of the underlying three-
manifold18 Σ. This results in the cotangent bundle of the moduli space of
flat connections on Σ −⋃i{Ei}, which is a finite-dimensional phase space
PΓ =
(
T ∗SL(2,C)
)L
/ΓSL(2,C)
N , (151)
built from the cotangent bundle T ∗SL(2,C) on each link l1, . . . , lL of the
graph Γ dual to the system of edges {Ei}, modulo SL(2,C) gauge invariance
at the nodes p1, . . . , pN of the graph.
17The symplectic structure is determined by (117) and (118).
18In a Hamiltonian approach, the three-manifold Σ is often required to be a Cauchy
hypersurface as in e.g. [36–38], a generalisation to null surfaces was proposed as well cf.
[39].
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The relation to the new boundary variables πA and ℓ
A, which have
been introduced in this paper, is as follows. A point in the phase space
T ∗SL(2,C) ≃ SL(2,C) × sl(2,C) of a link is labelled by a Lie algebra el-
ement19 Πl ∈ sl(2,C), and a link holonomy hl ∈ SL(2,C) connecting the
two endpoints. Unless ΠlABΠ
AB
l = 0, which is incompatible with Σ being a
spatial hypersurface, the pair (hl,Πl) can be parametrised by a pair of bi-
spinors (π¯l
A¯
, ωAl ) and (π¯˜lA¯, ω˜Al ) on either end of the link. The parametrisationis the following
ΠlAB =
1
2
πl(Aω
l
B), (152a)
[hl]
A
B =
ω˜Al πlB − π˜Al ωlB√
πlCω
C
l
√
π˜lDω˜Dl . (152b)
One then postulates Poisson brackets{
πlA, ω
l
B
}
= ǫAB,
{
π˜lA, ω˜lB} = −ǫAB, (153)
and shows that the symplectic reduction with respect to the area-matching
constraint
Ml = π
l
Aω
A
l − π˜lAω˜Al , (154)
returns the relevant portion of T ∗SL(2,C), which are those parts of T ∗SL(2,C)
for which the flux is non-degenerate, i.e. ΠlABΠ
AB
l 6= 0. Finally, one needs
to impose additional reality conditions, otherwise the self-dual flux ΠlAB is
incompatible with a four-dimensional metric. One of them is
i
β + i
πlAω
A
l + cc. = 0, (155)
the other requires that nAA¯ωlAπ¯
l
A¯
= 0, where nAA¯ is the spinor equivalent of
a normal vector to the face fl dual to the link. This normal is often required
to be timelike, if it is, however, null rather than timelike, the condition
simplifies: There is then always a spinor ℓA on fl, such that n
AA¯ = iℓAℓ¯A¯,
which implies that either ωlA or π
l
A must be themselves proportional to ℓA.
The roles of πlA and ω
l
A are interchangeable, ℓ
A is unique modulo U(1)C
transformations, and we can, therefore, always restrict ourselves to the case
for which ωA = ℓA, or more precisely
ωlA = [hp→l(0)]A
BℓB(p), ω˜lA = [hp→l(1)]ABℓ˜B(p), (156)
19By convention ΠlAB is assigned to the fibre over the initial point of the underlying
link.
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where p = fl∩ l is the intersection of the link l with its dual face, and hp→l(ǫ)
is the parallel transport along the link going from the intersection p towards
either endpoint l(0) or l(1). This in turn suggests to identify the conjugate
spinors with the two-dimensional surface integrals
πlA =
∫
fl
[hp→l(1)]A
B
piB , π˜lA =
∫
fl
[hp→l(1)]A
B
pi˜B. (157)
over the faces {fl} dual to the links l1, . . . , lL of the graph Γ. Adopting
these identifications, implies to view the faces fl dual to the links as two-
dimensional cross sections of three-dimensional null surfaces Nij . For any
such face fl there is then a three-dimensional internal null boundaryN(ij)(l) ⊃
fl, and the two pairs of spinors (π
l
A, ω
A
l ), (π˜lA, ω˜Al ) at the endpoints of thelink dual to the face correspond to the boundary spinors (πA, ℓA), (π˜A, ℓ˜A)on either side of a null interface N(ij)(l) shining out of fl.
In other words, the discrete loop gravity spinors (π¯li
A¯
, ωAli ) and (π¯˜liA¯, ω˜Ali )
on a graph with links l1, . . . , lL mirror the continuous boundary spinors π
A,
ℓA on a family of null surfaces shining out of the faces fl dual to the links
of the graph. The Poisson brackets (153), which were previously postulated,
can be then derived from the Poisson brackets (117) on the null surface,
and the decomposition (152a) of the self-dual flux ΠlAB in terms of the dis-
crete spinors is analogous to equation (72). The same happens for the link
holonomy; the SL(2,C) parallel transport (152b) along a link is analogous to
the SL(2,C) gauge transformtion (51) across the interface. Equally for the
constraints: The area-matching condition and the reality conditions appear
both in the discrete theory on a graph (as in (154) and (155)) and in the
three-dimensional boundary theory (as in (122a) and (120)). There is no
doubt that this correspondence must be worked out in more detail. So far,
I find the analogy encouraging. It suggests that the kinematical structure
of loop quantum gravity—graphs, operators and spin-network functions—
can be all lifted along null surfaces obtaining a fully covariant picture of the
dynamics in terms of a topological field theory with defects.
5. Summary, outlook and conclusion
Summary. This paper developed a model for discrete gravity in four space-
time dimensions where the only excitations of geometry are carried along
curvature defects propagating at the speed of light. The resulting theory has
no local degrees of freedom in the bulk, non-trivial curvature is confined to
three-dimensional internal boundaries, which represent a system of colliding
null surfaces.
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The theory is similar to Regge calculus [20] and other discrete approaches,
such as ’t Hooft’s model of locally finite gravity [40], causal dynamical trian-
gulations and causal sets [41, 42], but there are fundamental differences. First
of all, and most crucially, we have a field theory for the Lorentz connection
rather than a lattice model for the metric. This field theory is topological
and the underlying spacetime manifold splits into a union of four-dimensional
cells {Mi} : M =
⋃N
i=1Mi, whose geometry is either flat or constantly curved
inside (depending on the value of the cosmological constant Λ). In every such
four-cell, there are no local degrees of freedom. Non-trivial curvature is con-
fined to internal boundaries Nij = Mi ∩Mj , which are three-dimensional.
The underlying action (62) is local, and splits into a sum over all four-
dimensional building blocks, inner three-boundaries and two-dimensional
corners. The internal boundary terms are necessary to have a well-posed
variational principle. The problem of finding the correct dynamics for the
curvature defects boils then down to finding the right boundary action, which
cancels the connection variation from the bulk and consistently glues the cells
{Mi} across their boundaries.
What is then the right boundary term? We are viewing gravity as a
Yang –Mills gauge theory for the Lorentz group. At a boundary, a Yang –
Mills gauge connection couples naturally to its boundary charges. Consider,
for example, a configuration where the Yang –Mills electric field is squeezed
into aWilson line. Wherever this Wilson line ends and hits a two-dimensional
boundary, a colour charge appears that cancels the gauge symmetry from the
bulk. For an SL(2,C) Lorentz connection, the relevant charge is spin, which
suggests to look for an action with spinors as the fundamental boundary
variables. We proposed such an action in section 2 for a boundary that is
null. That the internal boundaries are null rather than space-like or time-like
is well desired, it imposes a local notion of causality: The field strength of the
SL(2,C) connection is trivial everywhere except at the internal boundaries,
which are null and represent, therefore, the world sheets of curvature defects
propagating at the universal speed of light. This was further justified in
section 3.4, where we gave a constructive proof of existence: We showed
that there are explicit solutions of the equations of motion derived from the
action (62), which represent impulsive gravitational waves. These are exact
solutions of Einstein’s equations in the neighbourhood of an interface, and
may describe e.g. the gravitational field of a massless point particle [22].
The model is specified by the action for the internal boundaries. This
action assumes a surprisingly simple form. It defines, in fact, nothing but the
symplectic structure for a spinor ℓA and its canonical momentum, which is
(in three dimensions) a spinor-valued two-form πA. The resulting boundary
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action is ∫
N
πA ∧DℓA + cc. (158)
The configuration spinor ℓA and the momentum spinor πA have an immedi-
ate geometric interpretation: the bilinear iℓAℓ¯A¯ defines the null generator of
the interface, the spin (1,0) component π(AℓB) returns the pull-back of the
self-dual component of the Plebański two-form (6, 72, 57), and the spin (0, 0)
component πAℓ
A defines the two-dimensional area element (25). The spinors
at the interface are not completely independent, they are subject to certain
constraints. First of all, we have the reality conditions (24), that ensure that
the self-dual two-form π(AℓB) is compatible with a signature (0++) metric
at the interface. Furthermore, there are the glueing conditions (29) that
match the intrinsic three-geometry across the interface. The only metric
discontinuity is in the transversal direction. Adding the glueing conditions
to the action has a further effect: Given a boundary metric, the spinors ℓA
and πA are unique only up to SL(2,C) transformations and residual U(1)C
transformations ℓA → ez/2ℓA and πA → e−z/2πA. Clearly, the boundary
term (158) is SL(2,C) invariant, but it violates this additional U(1)C gauge
symmetry. The symmetry is restored by the area-matching condition (29a),
which is added to the action by replacing the covariant SL(2,C) derivative D
by the SL(2,C)×U(1)C derivative D−ω, where the U(1)C gauge connection
ω acts as a Lagrange multiplier for the constraint to be imposed.
A more thorough analysis of the gauge symmetries was performed in
section 4. First of all, we noticed that the action in the bulk (58) is topo-
logical. We then integrated out the self-dual two-form ΠAB in the bulk ob-
taining the SL(2,C) Chern – Simons action (101) at the three-dimensional
interfaces. Next, we performed a 2 + 1 split of the boundary action and
identified the symplectic structure of the theory. All fundamental variables
appear twice, because every such interface Nij bounds two bulk regions Mi
and Mj , which induce boundary variables from either side. We found that
the SL(2,C) connection becomes Poisson non-commutative at the boundary,
while the configuration spinor ℓA has the canonically conjugate variable piA,
which is the pull-back of the momentum spinor πA to a t = const. hypersur-
face (equally for ℓ˜A and pi˜A as in (117) and (118) above). Finally, we foundthe canonical Hamiltonian (124), which is a sum over the constraints of the
system, which consist of the vector constraint generating two-dimensional
diffeomorphisms, a pair of SL(2,C) Gauss constraints generating SL(2,C)
gauge transformations on either side of the interface, the area-matching con-
dition generating U(1)C transformations of the boundary spinors, and finally
the three first-class components (140, 141) of the glueing conditions (122b),
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which generate the residual shift symmetry (145, 148). All of these con-
straints are first-class, the reality condition (120), on the other hand, is
second class, and so is the fourth component (143) of the glueing condition
Ma[J
a] = 0. The symplectic reduction removes, therefore, forty dimensions
from the kinematical phase space, which is forty-dimensional as well. This
brought us to the conclusion that the theory has no local degrees of freedom,
neither in the bulk nor at the three-dimensional internal boundaries.
Relevance for quantum gravity. The proposal defines a topological gauge
theory with defects. Solutions of the equations of motivation represent dis-
tributional spacetime geometries, where the gravitational field is trivial in
four-dimensional causal cells, whose boundary is null. The geometry is dis-
continuous across these internal boundaries, which represent curvature de-
fects propagating at the speed of light.
Our main motivation concerns possible applications for non-perturbative
approaches to quantum gravity, such as loop quantum gravity. We have a
few indications supporting this idea: First of all, the model has a kinematical
phase space, whose canonical structure is extremely close to recent develop-
ments in loop quantum gravity. In [36–38, 43–45], a new representation of
loop quantum gravity has been introduced with spinors as the fundamental
configuration variables. This construction was bound to the discrete phase
space on a graph. An interpretation was missing for what these spinors are
in the continuum. This paper closes this gap and provides a continuum in-
terpretation: The loop gravity spinors are the canonical boundary degrees
of freedom of the gravitational field on a null surface.
The most interesting indication in favour of our proposal concerns its
dynamical structure. The theory is topological and this suggests that the
transition amplitudes, which are formally given by the path integral
Z{Mi}[Ψ] =
∫
D[Π, A,π, ℓ]∆FP δ(constraints)Ψ[A, ℓ]×
×
∏
{Mi}
exp
(
2i
~
∫
Mi
[
ΠAB F
AB +
1
γ
ΠAB Π
AB
]
+ cc.
)
×
×
∏
{Nij}
exp
(
i
~
∫
Nij
πADℓ
A + cc.
)
, (159)
for fixed boundary states Ψ[A, ℓ] in a boundary Hilbert space H∂M exist and
turn into ordinary integrals (or sums) over the moduli of the theory. This
would be reminiscent of quantum gravity in three dimensions, where the
Ponzano –Regge amplitudes can be written as a product over SU(2) group
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integrals for each edge times SU(2) delta functions imposing the flatness of
the connection (see [46] for a recent derivation). Such moduli exist, and the
simplest example is the four-volume20
4Vol[Mi] =
i
3!
∫
Mi
ΣAB ∧ ΣAB + cc., (160)
of a given four-cell Mi, or the trace of the SL(2,C) holonomy around the
perimeter of a corner. The existence of such non-local observables is an
important hint that the formal definition of the path integral (159) has a
mathematical precise meaning and defines a so-called spinfoam model, which
is given by certain fundamental amplitudes assigned to the n-dimensional
(n = 0, . . . , 4) building blocks, glued and traced together according to the
adjacency relations of the underlying cellular decomposition of the four-
manifold M (such as in three dimensions where the 6j-symbol defines the
vertex amplitude for the Ponzano –Regge model).
Perspectives. The amplitudes (159) are defined for a given and fixed family
of four-dimensional cells {Mi}, which are glued among bounding interfaces
{Nij}. This combinatorical structure is an ad-hoc input, which enters the
classical action (62) as an external background structure. How are then dif-
ferent discretizations {Mi} with different combinatorial structures supposed
to be taken into account? There are two possible answers to this question: In
the first scenario, the full theory will be defined through a continuum limit,
which sends the number of four-dimensional cells to infinity. The definition
of the theory would then most likely include some sort of renormalisation
group flow, which would give a prescription for how to take this limit in a rig-
orous manner. The main conceptual difficulty with such an approach is that
there is no fundamental lattice scale entering the action (62). Indeed, it is
the gravitational field itself that determines the size of the individual build-
ing blocks, and this makes it difficult to identify the correct variables and the
correct notion of scale to study the renormalization group flow. Therefore,
20That the four-volume 4Vol[Mi] defines an observables is straightforward to see:
Clearly, it is invariant under local Lorentz transformations and diffeomorphisms that
preserve the bulk region Mi. It is also invariant under the residual shift symmetry
(145). A shift symmetry generates a variation δφΣAB ∝ DφAB . The equation of mo-
tion DΣAB = 0 (as in (59) for ΠAB ∝ ΣAB), implies that the gauge variation of the
four-volume δφ
4Vol[Mi] yields a bulk integral over a total exterior derivative, which turns
into a boundary integral ∝
∫
∂Mi
φAB ∧ Σ
AB that vanishes due to the boundary condi-
tions (149) for the gauge parameter φAB, i.e. φAB|∂M ∝ ℓAℓB, which implies, in turn,
φABΣAB ∝ ℓ
AℓBΣAB ∝ ℓ
AℓBpiAℓB = 0 at the boundary.
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more sophisticated tools and techniques such as those developed for Regge
calculus [2–4] and so-called spinfoam models [5, 6, 47, 48] may be required.
The second possibility, which I find more appealing, is a more radical
idea. In this scenario, the amplitudes for a given and fixed configuration of
four-cells would be seen as Feynman amplitudes for an auxiliary quantum
field theory. To define the entire theory, one would then sum over an infi-
nite, but most likely very preferred class of combinatorical structures, which
would arise from the perturbative expansion of the auxiliary field theory.
The approach would be conceptually very similar to group field theory [49–
51], where the gravitational path integral on a given simplicial discretisation
arises from the perturbative expansion of a quantum field theory over a group
manifold.
Finally, there is one obvious open question that I have avoided alto-
gether, namely how the two physical degrees of freedom of general relativity
should come out of the model. This question is certainly related to the
previous question regarding the continuum limit, but some hints of an an-
swer should already appear at the level of the microscopic theory, which is
defined by the action (62). This action was constructed such that the so-
lutions of the equations of motion represent four-dimensional distributional
geometries, where the curvature is trivial in four-dimensional cells, which
are glued among bounding null-surfaces. The geometry is described in terms
of SL(2,C) gauge variables (an SL(2,C) connection in the bulk coupled to
spinors at the internal null boundaries). If we then take the quotient by the
internal SL(2,C) gauge transformations, we are left with a theory that can
only be described by a metric and a connection. The connection satisfies the
torsionless condition (59), hence we expect that the only relevant degrees of
freedom are captured by the metric, which is now locally flat. We then saw in
section 3.2 that special solutions of the equations of motion exist that have a
non-trivial distributional curvature tensor at the defect: The resulting Weyl
tensor is of Petrov type IV, thus describing transverse gravitational radia-
tion. But we then also saw that there are solutions where both the traceless
part of the Ricci tensor (99) and the Weyl tensor (98) are non-vanishing, the
Ricci tensor being Rab ∼ ℓaℓb. This could now either mean that the model
already includes some sort of distributional matter (as in e.g. string theory),
with a distributional energy momentum tensor Tab ∼ ℓaℓb, or—and I find
this more likely—that the model describes a metric theory of gravity with
more than just two propagating degrees of freedom. A minimal example for
such a theory is given by the Starobinsky model [52] of inflation, which has
three propagating degrees of freedom (which are given by the two polari-
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sations of gravitational radiation, and one additional spin-0 scalar mode).
I find this idea very promising and exciting, and it is, in fact, the line of
reasoning that I am currently investigating. A more rigorous analysis will
be presented in an upcoming article, which is currently under preparation.
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Appendix: Spinors and world tensors
Following Penrose’s notation, we write ℓA with A,B,C, . . . to denote a
two-component spinor that transforms under the fundamental representa-
tion of SL(2,C), primed indices A¯, B¯, C¯, . . . refer to the complex conjugate
representation. The indices are raised and lowered using the anti-symmetric
epsilon tensor ǫAB = −ǫBA, which commutes with the group action. Our
conventions are
ℓA = ǫBAℓ
B , ℓA = ǫABℓB, ℓ¯A¯ = ǫ¯B¯A¯ℓ¯
B¯, ℓ¯A¯ = ǫ¯A¯B¯ ℓ¯B¯, (A.1)
with ǫACǫBC = δ
A
B . The relation between spinors and internal Minkowski
vectors vα is provided by the soldering form σAA¯α. The generalised Pauli
matrices provide an explicit matrix representation(
σ00¯0 σ
01¯
0
σ10¯0 σ
11¯
0
)
= 1,
(
σ00¯i σ
01¯
i
σ10¯i σ
11¯
i
)
= σi, (A.2)
where 1 is the identity matrix and (σ1, σ2, σ3) are the three-dimensional spin
matrices. The soldering form σAA¯α maps an internal Lorentz vector v
α ∈ R4
into an anti-hermitian21 2 × 2 matrix vAA¯: vα 7→ vA¯A = i/√2σAA¯αvα. We
have vα = i/
√
2σ¯A¯A
αvAA¯ for the inverse map. This isomorphism can be
generalised to any world tensor. It maps the Lorentz invariant Minkowski
metric ηαβ into the product of the SL(2,C) invariant epsilon tensors ηαβ =
ηAA¯BB¯ = ǫAB ǫ¯A¯B¯ and any SL(2,C) transformation g (an element of the
double cover of the restricted Lorentz group) into a proper orthochronous
Lorentz transformation Λαβ ≡ ΛAA¯BB¯ = gAB g¯A¯B¯ ∈ L↑+.
21That vAA¯ is anti-hermitian is a consequence of our choice (−+++) for the metric
signature.
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The soldering forms σAA¯α satisfy important algebraic identities. First of
all, we have the generalised Pauli identity
σAC¯ασ¯C¯Bβ = −δABηαβ − 2ΣABαβ , (A.3)
where
ΣABαβ =
1
2
σAC¯[ασ¯
C¯B
β] (A.4)
are the self-dual generators of SL(2,C). Equation (A.3) implies that the
matrices
γα ≡
(
[γ]ABα [γ]
AB¯
α
[γ]A¯Bα [γ]A¯
B¯
α
)
=
( ∅ σAB¯α
σ¯A¯Bα ∅
)
(A.5)
define a representation of the Clifford algebra {γα, γβ} = −2ηαβ1. It is
then straightforward to check that the self-dual generators ΣABαβ provide a
representation of the commutation relations of the Lorentz group. Indeed,
we have
ΣACαβΣ
C
Bµν − ΣACµνΣCBαβ = 4δα′[αδβ
′
β]ηβ′µ′δ
µ′
[µδ
ν′
ν]Σ
A
Bα′ν′ , (A.6)
and the matrices ΣABαβ are self-dual, because
∗ΣABαβ = 1
2
ǫαβ
µνΣABµν = iΣABαβ, (A.7)
where ǫαβµν is the internal Levi-Civita tensor, with conventions ǫ0123 = 1.
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