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a b s t r a c t
A new formulation for multi-dimensional fractional optimal control problems is presented
in this article. The fractional derivatives which are coming from the formulation of
the problem are defined in the Riemann–Liouville sense. Some terminal conditions
are imposed on the state and control variables whose dimensions need not be the
same. A numerical scheme is described by using the Grünwald–Letnikov definition to
approximate the Riemann–Liouville Fractional Derivatives. The set of fractional differential
equations, which are obtained after the discretization of the time domain, are solved
within the Grünwald–Letnikov approximation to obtain the state and the control variable
numerically. A two-dimensional fractional optimal control problem is studied as an
example to demonstrate the performance of the scheme.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional calculus represents the generalization of the classical calculus and it has gained importance in various fields
of science and engineering (see for example Refs. [1–12] and the references therein). A new and emerging subtopic of this
field is called fractional variational principle. Recent contributions in this fieldwere reported by several authors, e.g. [13–17].
One direct application of thismethod is in fractional optimal control theory [18–21]. In the papers [18–20], one-dimensional
fractional optimal control problems (FOCPs) are considered where the state variable is given only at the initial point. So, the
problem deals only with one state and one control variable, and one fractional state equation.
The major contribution of this paper is to apply the direct numerical scheme, that is demonstrated for one-dimensional
FOCPs in [18,19], to the FOCPs with several state and control variables where the state and the control vector do not have
the same dimension. Besides, in the problem that is considered here the values of the state variables are given at the initial
point and the control variable is given at the end point of the time interval that we work on. As an example, the scheme is
studied on a two-dimensional FOCP and the calculated numerical results are discussed.
The paper is organized as follows:
In Section 2, the Hamiltonian formulation of FOCPs described in [19] is summarized. Some basic definitions of fractional
derivatives in terms of the Riemann–Liouville sense are given and approximation of the Riemann–Liouville fractional
derivatives (RLFDs) using theGrünwald–Letnikovdefinition is presented. A two-dimensional FOCP is described as an example
and the direct numerical scheme is applied on it in Section 3. The obtained numerical values are analyzed with the help of
the graphs. Section 4 is dedicated to the conclusions of this research.
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2. Basic definitions
The definitions of the left RLFD, aDαt y(t), and the right RLFD, tD
α
b y(t), of order α ∈ R of an (n)-times continuously differ-
entiable function y(t) are stated in [1,2] and [3] as follows
aDαt y(t) =
(
d
dt
)n ∫ t
a
(t − τ)n−α−1
Γ (n− α) y(τ )dτ , (1)
and
tDαb y(t) =
(−d
dt
)n ∫ b
t
(τ − t)n−α−1
Γ (n− α) y(τ )dτ , (2)
where n− 1 < α < n. The usual definitions of the derivatives are obtained when α is an integer. Note that for 0 < α < 1,
the fractional operators are non-local.
The main point in the FOCPs is to find the optimal control u(t)which minimizes the performance index [18]
J(u) =
∫ b
a
f (x, u, t)dt, (3)
subjected to the system dynamic constraints
aDαt x = g(x, u, t), (4)
and satisfying the terminal conditions x(a) = c and x(b) = d. Here t denotes the time, x(t) and u(t) are a nx × 1 state and
nu× 1 control vectors (not necessarily in same dimension), f and g are a scalar and a nx× 1 vector functions, aDαt x is the left
RLFD of order α of xwith respect to t , and c , d are given vectors.
The following expression defines a modified performance index
J¯(u) =
∫ b
a
[H(x, u, t)− λTaDαt x]dt, (5)
where H(x, u, λ, t) is the following Hamiltonian
H(x, u, λ, t) = f (x, u, t)+ λTg(x, u, t), (6)
and λT is the transpose of a nx × 1 vector of Lagrange multipliers. From (5) and (6), it is obtained in [18] that
tDαbλ =
∂H
∂x
, (7)
∂H
∂u
= 0, (8)
aDαt x =
∂H
∂λ
, (9)
and it is also required that
λ(b) = 0. (10)
Eqs. (7)–(9) coincide with the classical ones as α goes to 1.
The equations in (7)–(10) describe the necessary conditions in terms of a Hamiltonian for the FOCP defined above. These
conditions result a set of fractional differential equations (FDEs), in terms of the variables state x, control u, and Lagrange
multiplier λ, to be solved analytical or numerically or even both. For the numerical solution of the system of FDEs with some
terminal conditions, the Grünwald–Letnikov approximation (GLA) (described in [1,19]) can be used. The Grünwald–Letnikov
definition of the left RLFD in (1) and right RLFD in (2) is given as follows
aDαt y(t) = limh→0
[ t−ah ]∑
j=0
(−1)j
(
α
j
)
y(t − jh)
hα
, (11)
tDαb y(t) = limh→0
[ b−th ]∑
j=0
(−1)j
(
α
j
)
y(t + jh)
hα
, (12)
respectively.
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Correspondingly, the GLA of the left RLFD in (1) and the right RLFD in (2) at the ith node of the time interval [a, b], where
the time interval [a, b] is discretized by (N + 1) equally-spaced grid points, are defined as
aDαt yi =
1
hα
i∑
j=0
w
(α)
j yi−j, i = 0, . . . ,N,
tDαb yi =
1
hα
N−i∑
j=0
w
(α)
j yi+j, i = N, . . . , 0, (13)
respectively, where yi ≈ y(ti), h = (b− a)/N , ti = ih, and
w
(α)
j = (−1)j
(
α
j
)
. (14)
3. The two-dimensional example
Consider the following two-dimensional system in order to apply the fractional optimal control (FOC) formulation
described in Section 2.
The aim is to minimize the following quadratic performance index
J = 1
2
∫ 1
0
[
x21(t)+ x22(t)+ u2(t)
]
dt, (15)
subjected to the dynamic constraints,
0Dαt x1(t) = −x1(t)+ x2(t)+ u(t),
0Dαt x2(t) = −2x2(t). (16)
Note that for this example a = 0, b = 1, and
f (x(t), u(t), t) = 1
2
[x21(t)+ x22(t)+ u2(t)],
g(x(t), u(t), t) =
(−x1(t)+ x2(t)+ u(t)
−2x2(t)
)
. (17)
Accordingly, the modified performance index in (5) is
J¯ =
∫ 1
0
[
H(x(t), u(t), λ(t))− λT(t)0Dαt x(t)
]
dt, (18)
where
H(x(t), u(t), λ(t)) = 1
2
[
x21(t)+ x22(t)+ u2(t)
]+ λT(Ax(t)+ bu(t)) (19)
is the Hamiltonian of the system, and
x(t) =
(
x1(t)
x2(t)
)
, λ(t) =
(
λ1(t)
λ2(t)
)
,
b =
(
1
0
)
, A =
(−1 1
0 −2
)
. (20)
The necessary conditions (7)–(9) of the FOC formulation result the following FDEs,
−0 Dαt x1(t)− x1(t)+ x2(t)+ u(t) = 0,
0Dαt x2(t)+ 2x2(t) = 0,
u(t)+ λ1(t) = 0,
tDα1λ1(t)+ λ1(t)− x1(t) = 0,
−t Dα1λ2(t)− 2λ2(t)+ λ1(t)+ x2(t) = 0, (21)
together with the condition u(1) = 0. Moreover, the initial conditions x1(0) = x2(0) = 1 are imposed.
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Fig. 1. Convergence of x1(t) for α = 0.75 (∆ : N = 8, O : N = 16,+ : N = 32,× : N = 64, ? : N = 128).
Fig. 2. Convergence of x2(t) for α = 0.75 (∆ : N = 8, O : N = 16,+ : N = 32,× : N = 64, ? : N = 128).
Next, we apply the direct numerical scheme to solve the system of FDE’s in (21) numerically using GLA. Firstly, to do
the discretization of the time interval [0, 1], divide the time domain into N sub-domains using (N + 1) node where N is an
integer, then approximate the fractional derivatives in (21) at each node using the Grünwald–Letnikov definitions given in
(13). Secondly, impose the terminal conditions and solve the resulting system of equations. This system of equations can be
placed in a matrix equation and the solution vector can be calculated using an appropriate direct or iterative matrix solver
method depending on the form of the coefficient matrix.
The scheme is developed for the scalar case in [19], here we studied the technique for multi-dimensional FOCPs.
Numerical Results:
The formulation presented in the above sections is applied to the multi-dimensional problem described in Section 3. It is
solved numerically by the direct numerical scheme for different values of α and N . The results are presented with the help
of figures in the following.
It is also considered that the solutions of the classical differential equations corresponding to the set of FDEs in (21) for
the case α = 1. These solutions in compact form are calculated as
x1(t) = (
√
2− 1)C3e(
√
2t) − (√2+ 1)C2e(−
√
2t) − 3C4e
(−2t)
2
,
x2(t) = C4e(−2t),
u(t) = C3e(
√
2t) + C2e(−
√
2t) + C4e
(−2t)
2
,
λ1(t) = −u(t),
λ2(t) = C4e
(−2t)
8
+ C3e
√
2t
√
2− 2 −
C2e−
√
2t
√
2+ 2 + C1e
2t , (22)
where C1, C2, C3 and C4 are arbitrary constants. To obtain the analytical solution, solving exactly the FDE’s given in (21) for
α = 1 is rather difficult.
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Fig. 3. Convergence of u(t) for α = 0.75 (∆ : N = 8, O : N = 16,+ : N = 32,× : N = 64, ? : N = 128).
Fig. 4. Convergence of x1(1) for different α (∆ : α = 0.5, O : α = 0.75, ∇ : α = 0.85,+ : α = 0.95,× : α = 1.0).
Fig. 5. Convergence of x2(1) for different α (∆ : α = 0.5, O : α = 0.75, ∇ : α = 0.85,+ : α = 0.95,× : α = 1.0).
Figs. 1–3 present the numerical values of the state variables x1(t), x2(t) and the control variable u(t) as functions of t
for α = 0.75. For the fixed parameter α, the convergence of the numerical results are tested for the different choices of the
number of nodes N .
In Figs. 4–6 the state variables at the end point, x1(1), x2(1), and the control variable at the initial point, u(0), are shown
as a function of N for various α.
We can result from Figs. 4–6 that the solutions converge to the true value as α (where 0 < α ≤ 1) getting close to 1 for
fixed N . Moreover, we obtain convergence that is going slowly as N is increased.
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Fig. 6. Convergence of u(0) for different α (∆ : α = 0.5, O : α = 0.75, ∇ : α = 0.85,+ : α = 0.95,× : α = 1.0).
Fig. 7. State x1(t) as a function of t for different α (—: α = 0.5, – : α = 0.75, · · ·: α = 0.85, -·-·- : α = 0.95,  : α = 1.0).
Fig. 8. State x2(t) as a function of t for different α (— : α = 0.5, – :α = 0.75, · · ·:α = 0.85, -·-·- :α = 0.95,  : α = 1.0).
Whenwe take the number of nodes N as 128 and analyze the behavior of the state variable x(t) and control variable u(t)
as functions of t for the values of α = 0.5, 0.75, 0.85, 0.95 and α = 1, we obtain the results given in the Figs. 7–9. It can
be seen that for α = 1 the numerical solution agrees with the solution given in (22), so the solution for the integer order
system is recovered as α is going to 1.
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Fig. 9. Control u(t) as a function of t for different α (— : α = 0.5, – :α = 0.75, · · ·: α = 0.85, -·-·- :α = 0.95,  : α = 1.0).
4. Conclusion
Hamiltonian formulation of the FOCproblem formulti-dimensional case has beenpresented. A two-dimensional example
was studied in details to apply the formalism. The set of FDEs obtained from the formulation were approximated by
Grünwald–Letnikov definition and solved numerically using the direct numerical scheme. It is seen that as the sizes of time
sub-domains are decreased, the solutions converge slowly. Analytical solutions for integer order systems are reached as the
order of fractional derivatives goes to an integer value.
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