Advanced Spectrum Sensing Techniques With High Sensitivity to Weak Signals. by Lu, Zhengwei.
Advanced Spectrum Sensing Techniques with 
High Sensitivity to Weak Signals
Zhengwei Lu
Subm itted for the Degree of 
Doctor of Philosophy 
from the 
University of Surrey
UNIVERSITY OF
SURREY
Centre for Communication Systems Research 
School of Electronics and Physical Sciences 
University of Surrey 
Guildford, Surrey GU2 7XH, U.K.
June 2013
(c) Zhengwei Lu 2013
ProQuest Number: 27606677
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 27606677
Published by ProQuest LLO (2019). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 48106- 1346
To my parents
A bstract
Spectrum sensing is a signal processing tool utilised to identify the presence of 
signal in a noisy spectrum of interests. It is a traditional research topic in the 
area of signal processing for communications with wide applications in listen 
before talk communication protocols. Recently, spectrum sensing has received 
increasing interests in the area of mobile communications due to the devel­
opment of emerging flexible networks. Although the local spectrum sensing 
has been quite well investigated in the literature, it is realised that the exist­
ing techniques can hardly achieve a reliable performance in low signal-to-noise- 
ratio (SNR) environments without introducing high computational complexity. 
Moreover, the requirement of short sensing delay also arises a challenge to the 
existing spectrum sensing techniques.
Motivated by the above problems, the main contributions of this thesis is two­
fold:
• Firstly, a novel pilot-assisted spectrum sensing technique for orthogonal 
frequency-division multiplexing (OFDM) systems is proposed. The key 
idea is based upon the physical nature that sub carriers carrying pilots or 
payload data have different first-order and second-order statistical proper­
ties. These differences vanish when the spectrum of interest is unoccupied. 
Therefore, the decision of spectrum availability can be formed based upon 
these differences, which can be explored through employment of frequency- 
domain differential operations. The simulation result has shown that the 
proposed technique outperforms the conventional pilot-assisted technique 
up to 7 dB.
• Secondly, a novel blind spectrum sensing method is introduced to form fast 
and accurate decision of the spectrum usage with high sensitivity to weak 
signals. The key idea lies in the fundamental nature of white Gaussian 
process, i.e., if the measured data is white Gaussian noise, it must have 
identical order-statistics in both the time and frequency domains, and vice 
versa. Therefore, the decision of spectrum usage is formed by means of 
measuring the likelihood of time-frequency domain order-statistics. The 
probability of false alarm is mathematically derived with the Log-Normal 
approximation which is shown to be very close to the real case. It is shown 
that the proposed method forms accurate decision with the measured data 
length to be shorter than one symbol duration and the signal-to-noise ratio 
to be as low as —20 dB. This result is better than the state-of-the-art by 
up to 8 dB.
At last, it is said that the proposed spectrum sensing techniques can benefit 
the future flexible networks, and improve the overall efficiency of spectrum 
utilisation.
K ey w ords: Spectrum sensing, orthogonal frequency-division multiplexing 
(OFDM), differential, order statistics,time-frequency domain analysis, white 
Gaussian process.
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Chapter 1
Introduction
1.1 Background
Spectrum sensing is a signal processing tool utilised to identify the presence 
of signal in a noisy spectrum of interests. It is a traditional research topic in 
the area of signal processing for communications with wide applications in lis­
ten before talk communication protocols. For example, in wireless local area 
networks (WLANs) or other random access networks, mobile terminals (MTs) 
before sending signals would sense the availability of the spectrum of inter­
ests. It is well-known as the carrier sense multiple access (CSMA) scheme [1], 
where a transmitter uses feedback from a receiver to determine whether the 
spectrum is idle or not, and transmission only occurs when the spectrum is de­
termined as idle. Recently, spectrum sensing has received increasing interests 
in the area of mobile communications due to the development of emerging flex­
ible networks. It is not only motivated by cognitive radio technologies which 
allow for secondary systems/users to opportunistically access a primary sys­
tems spectrum [2], but in a cellular network or even a single cell with fixed 
spectrum allocation, MTs can reuse temporarily unused spectrum within other 
cells or sectors in an opportunistic fashion [3]. Certainly, spectrum sensing is 
not the only scheme enabling opportunistic spectrum reuse. For example. Fed­
eral Communications Commission (FCC) has recently proposed the geo-location
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database access method to manage TV white spaces in a centralised manner 
(see [4]), which has been included in the IEEE 802.22 standard [5]. Although 
the solution has high reliability, it has been shown in [6] that the geo-location 
database method might incur additional costs such as signaling overhead, re­
source scheduling complexity, database complexity and maintenance, etc. Such 
additional costs suggest that the database based method is only useful for moni­
toring long-term user activity, but is inaccurate to provide short-term spectrum 
usage information (even in the TV band). Therefore, spectrum sensing and the 
geo-location database method can be complementary with each other to enable 
future dynamic networks, which is acknowledged by both FCC in the U.S. [4] 
and the Office of Communications (Ofcom) in the U.K. [7].
The flexible networks rise new requirements for the traditional topic of spectrum 
sensing from following different aspects.
• Sensitiv ity : spectrum sensing is utilised to determine the presence of sig­
nal in a noisy spectrum. Especially, in an opportunistic spectrum access 
(OSA) network, such as cognitive radio, a secondary user allows to access 
spectrum when primary users are not transmitting [8]. It requires that 
spectrum sensing is able to delivery a reliable decision result of spectrum 
availability in a low signal-to-noise ratio (SNR) environment. So that, 
the priority of primary user is guaranteed. Basically, a spectrum sensing 
technique is desired to sense the signal below normal communication en­
vironments in terms of the SNR (e.g. OdB [9] or even -lOdB) in order to 
deal with other impairment factors, for example, the deep fading channels 
and the interferences.
• Sensing Delay: a short sensing delay not only can provide a more ac­
curate result of spectrum availability in the dynamic networks, where the 
status of spectrum could be changed within a very short time, but also 
can help the sensing user, which is impossible to sense and transmit signal 
simultaneously, to reduce the overall sensing latency and thus maximise 
the throughput.
1.2. Motivation and Objective
• C o m p u ta tio n a l C om plexity : nowadays, energy issue becomes more 
and more important in smart MTs. A spectrum sensing technique with 
low computational complexity is expected to avoid further increasing the 
energy cost. Meanwhile, the low complexity technique can also save the 
hardware cost.
1.2 Motivation and Objective
As a traditional topic, spectrum sensing involves many interests. There are a 
lot of research work have been done in the past half-century. However, either 
some work can have a good reliability while paying the high complexity and/or 
the long sensing delay, or some can be easily implemented but have limited 
performance. There are few spectrum sensing work which can achieve high 
reliability while keep the low computational complexity and the short sensing 
delay as well. This motivates us to develop a new spectrum sensing technique 
with all objectives highlighted above to be achieved.
For sensing delay, moreover, most of existing work require observation time 
corresponding to dozens of or even hundreds of data block duration to make a 
decision, which might not reflect the network status in time and thus make a 
wrong decision to the sensing user. This motivates us to explore an ultra-fast 
spectrum sensing technique with high sensitivity to weak signals, where the 
observation time is corresponding to only a single symbol duration or less.
1.3 Major Contribution
The major contributions of this thesis are to develop new local spectrum sensing 
techniques, i.e., spectrum sensing is performed at mobile terminal locally, which 
can be summarised as follows:
1. Firstly, a novel pilot-assisted spectrum sensing technique for orthogonal 
frequency-division multiplexing (OFDM) systems is proposed. The key
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idea of proposed technique is based upon the physical nature that sub­
carriers carrying pilots or payload data have different statistical proper­
ties. These differences vanish when the spectrum of interest is unoccu­
pied. Either the first-order moment (FOM) or the second-order autocor­
relation (SOA) is employed to estimate the mean or covariance of sub- 
carriers. Therefore, the decision of spectrum availability can be formed 
based upon these differences, which can be explored through employment 
of frequency-domain differential operations. Thanks to the differential 
operations, where only the residual noise has been left, the proposed tech­
nique has less sensitivity of the noise power uncertainty problem caused 
by imperfect hardware. Performance of the proposed technique is analyt­
ically formulated in terms of two key metrics of spectrum sensing, that 
probability of false alarm (PFA) and probability of detection (PD). Com­
puter simulations are carried out to elaborate the analytical results. It 
is shown that the proposed second-order statistics based technique out­
performs the conventional pilot-assisted technique up to 7 dB. Moreover, 
it is shown that the proposed first-order statistics based technique out­
performs the proposed second-order statistics based technique for small 
normalised Doppler shifts (< 0.013). However, the proposed second-order 
statistics based technique offers better performance for larger normalised 
Doppler shifts.
2. Secondly, a novel blind spectrum sensing technique is developed, which 
forms fast and accurate decision of the spectrum usage with high sen­
sitivity to weak signals. The key idea lies in the unique characteristics 
of white Gaussian process, i.e., a white Gaussian process has identical 
order statistics in both the time and frequency domains, and vice versa. 
The decision of the spectrum usage is formed based upon the likelihood 
of time-frequency domain order statistics. The PFA, as one of the key 
performance indicators of spectrum sensing, is mathematically analyzed 
through the Log-Normal approximation, and it is used to configure the 
threshold of hypothesis testing. It is observed that the threshold obtained
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through the Log-Normal approximation is almost identical to the one ob­
tained through Monte Carlo simulations (e.g. the difference is as small 
as 0.3% for observation samples corresponding to 1,000). Moreover, the 
proposed spectrum sensing technique is tested for various typical signal 
waveforms and channel conditions through computer simulations. It is 
shown that the proposed scheme can offer sufficiently accurate decision of 
spectrum usage (i.e. 90% in PD and 10% in PFA [10]) within one symbol 
duration even when the SNR is as small as —20 dB, which outperforms 
the eigenvalue detection by up to 8 dB.
1.4 Thesis Organisation
The rest of thesis is organised as follows. In section 2, the state-of-the-art local 
spectrum sensing techniques are reviewed. A novel pilot-assisted spectrum sens­
ing technique for OFDM systems is proposed in section 3. An ultra-fast blind 
spectrum sensing technique with high sensitivity to weak signals is presented 
in section 4. Finally, section 5 draws the conclusions and the possible future 
works.
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Chapter 2
Spectrum Sensing Techniques
Spectrum sensing problem has been well investigated in the literature. Gen­
erally speaking, spectrum sensing techniques can be divided in two categories: 
blind detection and non-blind detection. For the blind detection, detectors iden­
tify the spectrum without any prior information of the transmitted signal. For 
example, the detector does not have any knowledge of the transmitted signal 
parameters. On the other hand, it is understood that the signal which uses in a 
practical communication system is a man-made signal, which usually contains 
some distinctive features that can be exploited for detection. The non-blind 
detection, hence, uses those features to achieve the efficient spectrum sensing 
algorithms. In this chapter, the state-of-the-art blind and feature spectrum 
sensing techniques are introduced and compared in detail. In addition, the 
limitation of hardware performance often challenges the detector for wideband 
spectrum sensing. Therefore, techniques which assist in handling the wideband 
spectrum sensing are also introduced in this chapter.
2.1. Fundamental Problem For Spectrum Sensing Evaluation 8
2.1 Fundamental Problem For Spectrum Sensing Eval­
uation
The problem of spectrum sensing is to decide whether the transmitted signal 
is present in a specific spectrum or not. It is a typical detection problem 
following from a binary hypothesis testing with two hypotheses, Ho and H i, 
corresponding to the absence and presence of transmitted signal respectively. 
Mathematically, it can be read as
(2.1)
x +V , Hi
where y  stands for the time-domain representation of received signal vector at 
the sensing device; v  for the white Gaussian noise vector; and x  for the time- 
domain representation of transmitted signal vector. The decision is then based 
on a test statistic ^  (y) from the received signal vector y  to compare with a 
predetermined threshold A
Hi
(2 .2)
T-Lq
Obviously, the fundamental problem to evaluate a spectrum sensing technique 
is to choose the test statistic ^  {y) and set the detection threshold A in order to 
achieve a good performance. There are two key metric parameters to quantify 
the performance of spectrum sensing technique, PFA and PD, where the PFA 
reflects the probability of an event that the sensing device reports an alarm when 
the signal x  is absent; and the other reflects the probability of an event that the
sensing device reports an alarm when the signal x  is present. Mathematically,
it can be defined by [11]
P F A A p r ( ^ ( 2/ ) > A | H o )  (2.3)
and
P D A p r ( ^ ( ? / ) > A  | H i ) .  (2.4)
2.2. Blind Sensing Detection Techniques
Since it is impossible to reduce the PFA while increase the PD simultaneously 
[11], a typical way to do performance analysis in spectrum sensing is fixed the 
PFA, and then obtain the PD. According to the well known Neyman-Pearson 
theorem [11], to maximise the PD for a given PFA, a likelihood ratio test is 
performed to decide Hi if
(2.5)
where /  (ylHi) and /  (y\Ho) denote the probability density functions (p.d.f.) of 
detector output under Hi  and Ho hypotheses respectively.
Moreover, a spectrum sensing technique is said having the property of constant 
false-alarm rate (CFAR), if the decision threshold A can be set without the 
noise power information, i.e., the PFA is independent of the noise power. The 
CFAR is a desirable property for spectrum sensing as there are many spectrum 
sensing techniques that will be introduced in the following section have a noise 
power uncertainty problem.
2.2 Blind Sensing Detection Techniques
2.2 .1  E n ergy  D etec tio n
Received
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Figure 2.1: Block diagram of the energy detection.
Energy detection, also known as the radiometer, is the simplest and the most 
common spectrum sensing technique as introduced in [12]. The block diagram of 
the energy detection has shown in Figure 2.1. It only measures the received en­
ergy during the observation time and then compares it with the predetermined 
threshold. Since it does not need any prior information about the transmitted
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signal, the energy detection is hardly affected by the variation of the trans­
mitted signal. Also, a low computational complexity requirement makes the 
energy detection technique easy to implement. The test statistic of the energy 
detection is given by
/
(2.6)
i=l
where y (i) stands for the time-domain representation of received sample, I  for 
the total number of the received samples. By substituting (2.1) into (2.6), the 
energy detection can be expressed as hypothesis testing form as
(2.7)
k(%) +  u(% )|\ Hi
The predetermined threshold is then used to decide the availability of spectrum. 
It is shown that if all parameters in (2.7) are known perfectly, the performance 
of the energy detection is close to the optimal detector [13] - [14], and it can 
always detect the signal no matter what SNR is when AT -> oo . However, in 
practice, energy detection may suffer a performance loss resulting from different 
uncertainty problems. In [15] - [16], transmitted signal over various fading chan­
nel models were investigated. Apart from the fading channels, there is another 
major uncertainty problem which can significantly reduce the performance of 
energy detection, that is called noise uncertainty problem.
2.2.1.1 N oise U ncertainty Problem
Energy detection assumes that the noise power is exactly known by the detec­
tor. However, this assumption may be impractical in the real environments. 
The noise usually consists of the thermal noise and the environment noise. Ac­
cording to the central limit theorem [17], it would show Gaussian nature when 
the observation time is sufficient long, and then the threshold is based on the 
assumption that the noise is a Gaussian random variable. However, spectrum 
sensing is sensitive of time. With a limited observation time, the Gaussian ap-
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Figure 2.2: Illustration of noise uncertainty problem.
proximation is not accurate enough to represent the current noise, an error is 
thus inevitable. Moreover, noise power is usually measured by the local sensing 
device. A measurement error is always existing due to the imperfect hardware. 
Therefore, even if the detector has enough observation time to ignore the approx­
imation error, the nature of imperfect hardware makes the noise power error 
unavoidable. Figure 2.2. shows the illustration of noise uncertainty problem. 
Denote and to be the real noise variance and the estimated noise variance, 
respectively. Assume that there is an U dB uncertainty between cr^  and <jg. The 
estimated noise variance is then falling into an interval dg G [(l/p) cr^ , pa^], 
where U — lOlog^oP; and p is the estimated noise variance error. In order to 
keep the PFA always within a required level (e.g. 10%), the threshold setting 
of energy detection has to meet the requirement of the worst case for a certain 
noise uncertainty factor, i.e..
It has shown in [18] - [19] that (2.8) leads the performance of energy detection 
to a bound called SNR wall, which can be expressed by
(SNRwaii =  (2.9)
That is, even with the infinitive observation time, the detector can not detect 
the transmitted signal when the SNR is below SNRwaii- For example, [18] shows
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that energy detection with IdB noise uncertainty fails when the SNR is lower 
than -3.3dB. Since energy detection is very sensitive to the noise uncertainty 
problem, [18] exploits the known features of the transmitted signal (e.g. pilot 
signal) to adjust threshold and improves the performance. In [20], an itera­
tive algorithm has been proposed to obtain the optimum threshold which sat­
isfies the requirement of the PFA. A Bayesian composite hypothesis test based 
technique is introduced in [2 1 ], which can improve the performance of energy 
detection by using different hypothesis test problem.
2 .2 .2  C ovariance B ased  D etec tio n
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Figure 2.3: Block diagram of the covariance based eigenvalue detection.
As the performance of energy detection is limited by the noise uncertainty prob­
lem, a more reliable blind spectrum sensing technique is desired. The basic idea 
behind covariance based detection is that the covariance matrix of the trans­
mitted signal and the noise are different at the sensing device, where the trans­
mitted signal could be highly correlated while the noise is not. The correlation 
of the signal is usually called by the multi-path fading channels, oversampling 
of the transmitted signal, or the outcome of multiple antennas used either at 
the sensing device or at both the transmitter and the sensing device [i.e. single­
input / multiple-output (SIMO) or multiple-input/multiple-output (MIMO)]. In 
addition, if a communication signal contains a specific structure, the sensing de­
vice then can form a covariance matrix based on this known characteristic. For 
example, fl4] utilises the correlation of the repetition of the cyclic prefix (CP) 
in the OFDM signal to determine the spectrum availability, where the length 
of the CP and the size of the OFDM symbol are known by the sensing device.
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Therefore, it is said that the covariance based detection can be performed in 
both blind and feature ways. In this thesis, the covariance based detection will 
be mainly discussed in the blind way as the blind spectrum sensing technique 
is always expected.
Assume that the transmitted signal is correlated at the sensing device due to 
multi-pal^h fading channels, oversampling or multiple antennas. Consider Les 
to be the number of consecutive samples used to form a received signal vector
Yi  =  b  ( 0  5 2/ (% -  1 ) ,  y i ' i -  Les +  1)1^ (2 .1 0 )
where the superscript ^  stands for vector transpose. The statistical covariance 
matrix of the received signal then can be expressed as [2 2 ]
=  E [yiyf^j =  +  ct^ Ilcs (2-11)
where E (•) denotes the expectation operator; the superscript ^  represents the 
Hermitian; 6 is an indicator function, where 6 = 0 and 6 = 1 denote the 
absence and presence of the transmitted signal respectively; is the statistical 
covariance matrix of the transmitted signal; and Il s^ is an Les x Z,cs identity 
matrix. Prom (2.11), the statistical covariance matrix Ry shows significant 
diflference between the presence and the absence of the transmitted signal. In 
the absence of the signal, Ry shows a diagonal nature. On the other hand, the 
covariance matrix Ry will no longer be a diagonal matrix when the transmitted 
signal is present. Based on this observation, [23] proposed a detector, which 
can be read as
^ (y) = (2.12)
i t  S f c  l^i/ (i*)l
where Ry (i,j)  indicates the entry of the matrix Ry, which is located in ith  row 
and j th  column.
In practice, spectrum sensing can only have a finite number of received samples. 
In this case, the statistical covariance matrix Ry is replaced by the sample
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covariance matrix, i.e.,
- Les —l+iVa
^  — TF ^  Y i y f  (2.13)
^  ; rt=Lcs
where Ng denotes the number of collected vectors y*. Base on (2.13), the 
covariance based eigenvalue spectrum sensing techniques are introduced in [2 2 ] 
- [25]. Denote Qmax and gmin are the maximum and minimum eigenvalues of Ry 
respectively. One of the test statistics for eigenvalue based spectrum sensing 
techniques can be obtained by
ST{y) = ? ^ .  (2.14)
2min
Since the noise is an independent and identically distributed (i.i.d.) random 
variable, it is understood that the ratio in (2.14) will be very close to one if the 
transmitted signal is absent. Otherwise, it will be much large one. Apart from 
the ratio of the maximum and minimum eigenvalues, another test statistic used 
in the eigenvalue based detection techniques is the ratio of the average energy 
to the minimum eigenvalue, i.e.,
sr (y) = 7^ i= i l î^W I  (2.15)
2min
It is shown in [22] that (2.14) and (2.15) are both not sensitive to the noise 
uncertainty problem, which is a big advantage comparing with the conventional 
energy detection technique.
Covariance based detection technique has shown its robustness to the noise
uncertainty problem. However, it should be noted that the performance of
this technique is based on the signal correlation at the sensing device. In the 
extreme case, where the transmitted signal tends to show Gaussian nature at 
the receiver, the covariance based detection fails. In addition, this technique 
normally comes with a high computational complexity, which may also limit 
the performance in practice.
2.2. Blind Sensing Detection Techniques 15
2 .2 .3  W avelet B ased  E dge D e te c tio n
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Figure 2.4: Block diagram of the wavelet based edge detection.
Wavelet transform is an attractive mathematical tool for analysing non-stationary 
signals. It has advantages over the traditional Fourier transform for represent­
ing the signal which have discontinuities and sharp peaks. These features make 
the wavelet transform to be a fascinating potential technique for wideband 
spectrum sensing, where the spectrum may be occupied by various transmit­
ted signals in different sub-bands. In [26], a wavelet based edge detection has 
been proposed for fast wideband spectrum sensing, where the block diagram 
of the proposed detection is given in Figure. 2.4. To enable the technique, it 
is assumed that the power spectral density (PSD) of each sub-band is smooth 
and almost flat, and different sub-bands in the spectrum are not overlapping. 
So that, an irregular change will show between the edge of adjacent sub-bands. 
With the above assumptions, a wavelet function is first chosen appropriately, 
where a Gaussian function is one of the widely used examples to create the 
wavelet function for this technique. Specifically, [27] shows that the first-order 
derivative of the Gaussian function is a wavelet function. Mathematically, it 
can be read as
#  (/)i ’ i f )  = df (2.16)
where ^  ( /)  stands for the wavelet function, and 0 ( /)  for the Gaussian function. 
Next, a continuous wavelet transform for the estimated PSD of the received 
signal is performed, which is given by
(2.17)
2.2. Blind Sensing Detection Techniques 16
where Sy denotes the estimated PSD of the received signal; * indicates convo­
lution operation; ç is a scaling factor which takes values from powers of 2 and 
leading to
• ( 2- 18)
It is shown in [28] that the local extrema of the PSD irregularities can be found 
after (2.18). Then, the discontinues edges of the PSD can be identified by 
searching the local maxima from the extrema, i.e.,
/i  =  m a x |  5y ( / ) * ^ ( / ) | | . (2.19)
The similar result can be also obtained by searching the local extrema of 
zero crossings if the wavelet function ^  ( /)  is generated by the second-order 
derivative of 0 ( / )  [26]. Once the edges are determined, a coarse sensing de­
cision is made at the sensing device to show which sub-band is more likely 
vacancy/occupied. Next, a further processing will be performed in the specific 
sub-band. In each sub-band, other spectrum sensing techniques (e.g. energy de­
tection) is utilised to obtain a more accurate decision. Hence, the wavelet based
edge detection can be treated as a fast but coarse spectrum sensing technique
for wideband applications. Furthermore, it is noted that wideband spectrum 
sensing usually makes a challenge to the analog-to-digital converter (ADC) on 
the sensing device, where high sampling rates are required. In order to alleviate 
the requirement of the ADC, [29] utilises the compressed sensing technique [30], 
which can use the subsampling signal to reconstruct the spectrum by exploiting 
the sparseness of the signal, to lower the burden on the ADC. Then, the wavelet 
based edge detection is performed.
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2.3 Non-Blind Sensing Detection Techniques
2.3 .1  C yclosta tio n a r ity  D e te c tio n
Cyclostationarity is defined as the statistical properties of a signal which vary 
cyclically with time [31]. It is understood that communication signal is a kind 
of man-made signal, which usually shows different periodic patterns due to 
modulation, coding, training sequence or the CP, while the noise is generally 
i.i.d. with no correlation. Therefore, cyclostationarity can be utilised to detect 
a particular type of transmitted signal in a background of the noise and other 
signals.
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Figure 2.5: Block diagram of the cyclostationarity detection.
Cyclostationarity detection is first introduced in [32], and its statistical test 
problem has been discussed in [33]. For the second-order cyclostationarity de­
tection, which is plotted in Figure 2.5, define the autocorrelation function of 
the received signal as
(2 .20)
where £ stands for the lag in terms of received sample, and the superscript * 
for complex conjugation. The received signal y  is said to have second-order 
cyclostationarity with period Tq if
R y ( i ; £ )  =  R y ( i  +  T o ; £ ) . (2 .21)
In practice, the second-order cyclostationarity detection with finite number of 
received samples is realised by analysing the estimated cyclic autocorrelation
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function (CAF) [34], i.e.,
= (i) v '  {i + 1) (2 .2 2 )
i=l
where k is called cyclic frequency defining at the second-order autocorrelation 
function. From above, it is clear that the CAF is the Fourier coefficient of auto­
correlation function. The signal is said to be the second-order cyclostationarity 
if the output of (2.22) is distant from zero for one or more k for k ^  0. There­
fore, the test statistic of the second-order cyclostationarity detection is given 
by
S-(y)  = R ^ { i ) .  (2.23)
The cyclostationarity detection requires the sensing device having the prior 
information of cyclic frequencies for each type of signal which the device would 
like to detect. Also, it usually needs a long observation time to receive sufficient 
signal information in order to obtain the cyclostationarity feature.
Due to the noise rejection property, the cyclostationary detection can work in 
very low SNR region. Hence, it receives a lot of interests in the research area 
of spectrum sensing. Cyclostationary signature technique for OFDM systems 
has been proposed in [9], [35] - [38], where the transmitted signal is configured 
carefully to result in a data redundancy between different sub carriers. In [39], a 
pilot induced cyclostationarity technique is proposed, which utilises the periodic 
pilot to perform spectrum sensing. A first-order cyclostationarity for classifica­
tion of frequency-shift keying signals has been introduced [40]. In addition, the 
problem of utilising multiple cyclic frequencies to improve the performance of 
cyclostationary detection is investigated in [41]. Moreover, in the case where 
the sensing device has no prior information about the cyclic frequency of the 
transmitted signal, an exhaustive search of the cyclic frequency can be per­
formed to differentiate the signal from the noise. However, it will introduce a 
huge computational complexity and a long sensing delay.
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2 .3 .2  M a tc h e d  F il te r in g  D e te c tio n
Matched filtering is known to be the optimum detector for signal detection as 
the transmitted signal is completely known to the sensing device [42]. The 
matched filter uses the correlation between the already known transmitted sig­
nal and the received signal to decide if the signal is present or not. The received 
SNR is also maximised by using this technique. With a perfect synchronisa­
tion assumption, matched filtering needs only a very short observation time 
to achieve good performance. The computational complexity is also very low. 
However, this technique still has the noise uncertainty problem, which means 
the SNR wall exists [18]. Moreover, implementation complexity can challenge 
the matched filtering based sensing device in practice, where all type of trans­
mitted signals and its corresponding demodulation algorithms are required [43], 
which further causes the security problem.
Received
Signal
Decision
Making
CorrelationADC
Figure 2.6: Block diagram of the pilot based matched filtering detection.
Since knowing the perfect information of transmitted signal is usually imprac­
tical at the sensing device, to enable matched filtering technique, it is noted 
that most wireless communication systems contain pilot/preamble sequences 
for synchronisation or reference purposes. Such certain information is generally 
open to the public and easy to obtain. More importantly, the pilot/preamble 
sequences are independent with the transmitted information, which means de­
modulation of the transmitted signal is not required. As a result, the sensing 
device can use these pilot/preamble information to perform a coherent opera­
tion with the received signal to determine the spectrum.
Figure 2.6 shows the block diagram of the pilot based matched filtering de­
tection. Let p{i) to be the pilot symbol in the transmitted signal. The test
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statistic of pilot based coherent detection is given by
(2.24)
i=l
It is shown in [44] - [45] that the coherent detection outperforms the energy 
detection in terms of observation time for a certain performance. However, 
perfect synchronisation assumption is made by this technique. Without syn­
chronisation, the sensing device has to perform exhaustive searching in order 
to maximise (2.24).
2.3 .3  H igher-O rder S ta tis tic s  B ased  D e te c tio n
Higher-order statistics (EOS) based detection can signicantly improve the per­
formance of spectrum sensing and thus provide a more reliable decision result 
in the low SNR environments [46]. Due to the high performance, a EOS based 
detection technique has been considered in IEEE 802.22 standard [47], where 
the third- to sixth-order statistics are used. However, it is understood that 
accurate estimation of the EOS can be very hard within a small size of received 
samples [48]. The conventional EOS based spectrum sensing technique is not 
robust for short observation time or time-varying channels [49]. Therefore, a 
Jarque-Bera (JB) statistic based detection technique is proposed in [49]. This 
technique can reduce the requirement of sampling size if the air-interface infor­
mation of the transmitted signal is known, and the block diagram is shown in 
Figure 2.7.
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Figure 2.7: Block diagram of the JB statistic based detection.
The JB test a goodness-of-fit test to evaluate whether the received signal have
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the third- and the forth-order statistics that match a normal distribution [50]. 
If the statistics of the received signal are not Gaussian, it is said the spectrum is 
occupied. Since the test only involves in the second- to fourth-order statistics, it 
can provide more accurate estimation results comparing with [47] for a certain 
observation time. Mathematically, the JB test is defined as
J B  4  £ ^ 5 2  ^  g _- .3 )  (2.25)
where S  and /C stand for the third- and the forth-order statistics respectively,
i.e., the skewness and the kurtosis. The estimated skewness and the kurtosis
for a finite size of received samples are given by
5  =  l E L k W - g ] '  (2.26)
{ i Z L l K O - # }
and
IC =  (2.27)
where ÿ denotes the mean of the received samples. In [49], the received samples 
are first converted to the frequency domain by applying fast Fourier transform 
(FFT) operation, where the FFT size of the transmitted signal are assumed to 
be known according to the standard. Then, the JB test is performed based 
on the amplitude of the FFT outputs. Since the JB test is to quantify how 
the inspected data is close to the normal distribution, the Rayleigh nature of 
the amplitude makes the technique proposed in [49] limits to the performance. 
Afterward, [46] proposed a similar technique but using a new test statistic, 
where the FFT power spectrum is used instead of the amplitude, to provide a 
better performance. In addition, the detector proposed in [46] is more general, 
where the fifth and higher order statistics can be used. However, it is shown that 
the skewness and the kurtosis, which are based on the FFT power spectrum, 
are the most appropriate statistics for goodness-of-fit test when consider the 
trade-off between the computational complexity and the performance [46].
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Although [49], [46] have shown that it can achieve good performance with a 
shorter observation time than the conventional HOS based technique, it still 
needs a long observation time comparing with other spectrum sensing tech­
niques. Moreover, the computational complexity for the HOS based techniques 
are high.
2.4 Handling Wideband Spectrum
For wideband spectrum sensing applications, it often challenges the sensing 
device due to the requirement of high sampling rates, which also result in high 
power consumption. To solve this problem, a compressed sensing technique 
has been introduced and the wavelet based edge detection was reviewed to fast 
locating the available frequency bands within a wideband spectrum (see section 
2.2.3). Besides, a more conventional way to handle the wideband spectrum is 
using filter-bank [51] - [52], where a series of band-pass filters separates the 
wideband spectrum into several components, and each component contains a 
sub-band of the original spectrum. Especially, if the sensing system uses a filter- 
bank multicarrier technique for signal transmission, there is no extra hardware 
cost for spectrum sensing as both transmission and sensing are using the same 
filters. It also shows that the filter-bank based spectrum sensing technique 
performs much better in such scenario [51]. However, in a more general case, 
the different signal format will result in the increase of hardware cost and power 
consumption.
Among the multiple sub-bands spectrum, moreover, some of the sub-band may 
be occupied while others are not. Hence, an interesting problem for multiple 
sub-bands spectrum sensing is to determine which sub-band is vacant. Cer­
tainly, the simplest solution for the above problem is to assume that all sub­
bands are independent. Then, the classic spectrum sensing techniques which 
introduced in section 2.2 and section 2.3 are selected for each single sub-band 
to obtain its own decision result. However, in the case of the sub-bands which 
are not independent, joint multi-band spectrum sensing technique can be con-
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sidered for efficiency of spectrum utilisation. This technique is a class of opti­
misation problems to maximise the aggregate opportunistic throughput in an 
interference-limited environment [53]. For example, the opportunistic sum-rate 
with constraints on the detection probabilities for all sub-bands is maximised 
in [53] - [54].
2.5 Summary
Spectrum sensing is a signal processing tool utilised to identify the presence 
of signal. The key metric parameters to quantify the performance of spectrum 
sensing technique are PD and PFA. In this section, the state-of-the-art local 
spectrum sensing techniques were divided and discussed in two categories: blind 
detection and feature detection.
In the blind spectrum sensing, spectrum availability is identified without any 
prior information of the transmitted signal. Specifically, the energy detec­
tion [12] is the simplest and the most common blind spectrum sensing technique. 
The decision is made based on the energy measured during the observation 
time. [13] - [14] show that it is close to the optimal detector if all parameters 
are known. In addition, the low computational complexity requirement makes 
the energy detection technique easy to implement. However, the well-known 
noise uncertainty problem [18] results in a SNR wall, which limits the perfor­
mance of energy detection considerately. To provide a more reliable spectrum 
sensing technique in the low SNR region, covariance based detection technique 
has been developed, where the decision is according to the covariance matrix of 
the received signal. Although this technique can be performed in either blind 
detection or feature detection, the blind one is more attractive. Among the 
blind covariance based detection techniques, eigenvalue based detection [22]
- [24] shows its robust to the noise uncertainty problem. However, the com­
putational complexity for such technique is very high. Also, it usually needs 
multiple antennas to generate the correlated signal, which increases the imple­
mentation complexity. Wavelet transform has advantages over the traditional
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Fourier transform for analysing non-stationary signals, which makes it suitable 
for wideband spectrum sensing. A wavelet based edge detection [26] utilises the 
irregular edges of the PSD to obtain the fast but rough decisions for multiple 
sub-bands at the same time. However, it is noted that such detection is a coarse 
sensing technique, where a further processing is required for each sub-band in 
order to have the final decision.
On the other hand, the non-blind sensing detection determines the spectrum by 
exploiting the distinctive feature existing in the transmitted signal. Particularly, 
cyclostationarity detection [32] - [33] uses the cyclic frequency of the signal to 
decide the spectrum availability with noise rejection property. However, a long 
observation time is required in order to receive sufficient signal information to 
obtain the cyclostationarity feature. Matched filtering [42] is known to be the 
optimum detector for signal detection assuming the sensing device knows the 
transmitted signal perfectly. Unfortunately, this assumption is usually unrealis­
tic. For practical applications, pilot/preamble sequences are utilised to perform 
a coherent detection with the received signal. It is shown in [44] - [45] that the 
coherent detection outperforms the energy detection in terms of observation 
time for a certain performance. A synchronisation is required by this technique. 
The HOS based detection can signicantly improve the performance of spectrum 
sensing in the low SNR environments [46], where the air-interface information of 
the transmitted signal is assumed to know. The skewness and the kurtosis, that 
the third- and the forth-order statistics, are most used because it can provide a 
good trade-off between the computational complexity and the performance [49]
- [46]. Even so, the HOS based detection still needs a long observation time, 
and its computational complexity is high.
Moreover, wideband spectrum spectrum sensing often challenges the sensing 
device due to the requirement of high sampling rates. One solution is to utilise 
the filter-bank technique [51] - [52] to separate the spectrum into several narrow 
components. Then, for each component, the decision of spectrum availability 
is made by employing one of the spectrum sensing techniques introduced in 
this section. Recently, compressed sensing technique [30] has been developed
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to use the subsampling signal reconstructing the spectrum by exploiting the 
sparseness of the signal. Furthermore, joint multi-band spectrum sensing tech­
niques, which are a class of optimisation problems, are investigated in [53] - [54] 
for efficiency of spectrum utilisation. Finally, a good survey of local spectrum 
sensing techniques can be found in the references [55] - [58].
From the above, it is realised that each existing technique has its advantages 
and disadvantages. However, all of these techniques can hardly achieve a re­
liable performance (e.g. it can offer sufficiently accurate decision of spectrum 
availability when the SNR is lower than -lOdB) within a short observation time 
whilst without introducing a high computational complexity. This motivates 
us to develop new local spectrum sensing techniques with all the objectives to 
be achieved.
Chapter 3
Novel Pilot-Assisted Spectrum 
Sensing for OFDM Systems by 
Exploiting Statistical Difference 
Between Sub carriers
3.1 Introduction
In wireless communication systems, dedicated pilot is often used for channel 
tracking. By exploiting either first-order or second-order pilot cyclostationarity, 
[59 ] and [60] can perform spectrum sesning to achieve good performance while 
significantly reduce the observation time of the conventional cyclostationarity 
detection. But, the techniques are sensitive to the noise power uncertainty. In 
the case of using second-order pilot cyclostationarity, a technique based on the 
linear combination of pilot symbols has been proposed to enjoy the diversity 
gain resulting from the second-order autocorrelation with different lags [61], 
which however has limited performance (i.e. low accuracy for SNR lower than 
—5 dB) within a short observation time (e.g. < 10 symbol blocks). Moreover, 
a cross-correlation based approach was presented in [38], which compares the
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amplitude peaks of the CAF for the received signal with those of the CAF 
for pure pilot signals. This approach can offer accurate decision of spectrum 
availability at the price of long observation time.
The key contribution of this section is the development of a novel pilot-assisted 
spectrum sensing technique for OFDM systems. The main idea of the proposed 
technique is based upon the physical nature that subcarriers carrying pilots 
or payload data have different statistical properties. These differences vanish 
when the spectrum of interest is unoccupied. Either the first-order moment 
(FOM) or the second-order autocorrelation (SOA) is employed to estimate the 
mean or covariance of subcarriers. By following frequency-domain differential 
operations, the decision of spectrum availability can be formed based upon the 
above statistical differences. Since the differential operations remove the noise 
power while only the residual noise has been left, the proposed technique can 
reduce the sensitivity of the noise power uncertainty. In addition, an “one 
ballot veto” policy is proposed to handle the timing problem. Performance of 
the proposed technique is derived in terms of the PFA and the PD. Computer 
simulations are carried out to validate the analytical results and to compare 
with the state of the arts.
3.2 System Model and Problem Statement
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Figure 3.1: Block diagram of system model.
Figure 3.1 depicts the block diagram of OFDM transmission system accommo­
dating N  subcarriers. The frequency-domain representation of communication
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signals is: =  p£ +  s^, where x, p, and s are N  x 1 vectors corresponding to
the transmitted data block, pilot block, and information-bearing symbol block, 
respectively; the subscript £ denotes the block index. Moreover, pilot symbols 
are scattered and equally spaced within the block p£ [62], and their values can 
be different with respect to the sub carrier index. In the frequency domain, the 
pilot symbols are orthogonal to information-bearing symbols, i.e., X>(p^)s^ =  0 , 
where X>(-) denotes a diagonal matrix. Prior to transmission, the OFDM trans­
mitter converts X£ into time-domain transmitted signals via
X£ —
p i/
cp
p i /
(3.1)
A p H
where the superscript ^  denotes the Hermitian, F ^  denotes an N  x N  inverse 
discrete Fourier transform (IDFT) matrix with the (n,l) th  entry defined by 
exp(-2^ÿ^), and F ^  is an Lcp x N  matrix formed by collecting the last Lcp 
rows of F ^ , where Lcp is the length of CP.
The signal block X£ goes through a time-dispersive channel, which is mod­
eled as an FIR filter with the channel impulse response (CIR) defined by: 
h( =  ..., where t stands for the time, L for the maximum
of channel length, and the superscript ^ for the matrix transpose. Consider 
a slowly time-varying channel, i.e., the CIR does not vary considerably within 
one OFDM block duration. The time-domain representation of received signal 
block assuming perfect timing and frequency synchronisation is [63]:
ye =  +  A f ’xe-i  + v< (3.2)
where y is an J x  1 received signal vector ( J  =  TV-t-Lcp); v  is an J x  1 white Gaus­
sian noise vector with zero mean and variance <Jy/N\ is an J  x J  upper tri­
angular channel matrix with the first row given by [0 ,..., 0 , » , L ,^i];
and A ^^  is an J  x J  lower triangular channel matrix with the first column 
given by [/i ,^o> •••5 0,...,0]^. When both the timing offset, denoted by
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r ,  and the carrier frequency offset, denoted by fcfo, are unknown at the receiver,
the received signal model (3.2) becomes
Y£ = 0^(A ^^ X£ +  A£^X£- i ) +  V£ (3.3)
where is an J  x J  diagonal matrix with the (1,1) th  entry expressed by
(h 0 =  exp(j2'Ke{lJ +  l) /N) (e = fdoT,  where T  denotes the OFDM symbol 
duration); A ^ J  is the lower triangular channel matrix with the first column 
given by
[P? ; 0; > •••> 0; •••; Q] ; (3.4)
A^^  ^ is the upper triangular channel matrix with the first row given by
[0,..., 0, h£^ £j, h£^ jj—\ , ..., 0, •” , 0] (3.5)
M-l
where fi =  [ ( t ) / ( T s ) J  is the integer part of timing offset with the range of  ^
0 < fi < N  — 1 (Ts denotes the sampling period, and [-J denotes the integer 
floor), and the fractional part of timing offset can be easily incorporated into 
the channel impairment [64]. For a special case when n = Q, the elements 
^^,0,0,--,0] in (3.5) vanish.
At the spectrum sensing stage, since a sensing device is only interested in iden­
tifying the spectrum availability rather than recovering the original message, 
the detailed receiver structure is not present so that the thesis can be focused 
on the main technical issue of interests.
^Here, the reason of using this range of timing offset is for the sake of a clear mathematical 
expression of the received signals. For the case o î N  +  l < f j , < J ,  the received signal model 
has to incorporate an extra term, i.e., X£_2 , which would significantly complicate the signal 
model. Moreover, the linear model (3.3) would not cause a loss of generality thanks to  the 
pilot periodicity.
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3 .2 .2  T h e  S p ectru m  Sen sin g  P rob lem  and P re lim in ary  D iscu s­
sion
The spectrum sensing technique aims to identify whether the signal term in 
(3.3) is present or not, i.e., to identify whether =  0 or not for all £ of 
interests. A fundamental assumption of all existing pilot-assisted spectrum 
sensing techniques is: if the pilot block ^  0 , then the information-bearing
symbol block 0. It is a reasonable assumption, for instance, when p^ is
considered to be dedicated pilots employed mainly for the purpose of channel 
tracking and frequency offset correction.
Based on the linear model (3.3), the conventional pilot-assisted technique ap­
plies the hypothesis testing on the auto-correlation of time-domain received 
signals assuming the knowledge of OFDM symbol duration, i.e., the knowledge 
of J  and N  [61]. Specifically, the technique can be summarised into three steps:
S tep  1
Perform the SOA onto (3.3), i.e.,
£q-\-C—£ \—1
£ = £ o
£o+/: -£i - l
J(zh^ E  (3-6)
for £q ^  £ ^  £q P — 1 , — 1
where C£^  stands for the output of SOA with respect to the lag £i, which corre­
sponds to an integer multiple of pilot period in terms of the number of blocks; 
£q for the index of the first block of the data record; £  for the total number of 
blocks of the data record; tr(-) is the matrix trace; and the superscript * is the 
conjugate.
Suppose the information-bearing symbol block having zero mean and being 
independent with respect to the index £. The SOA in (3.6) can easily mitigate
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the effect of S£ as well as the noise V£ provided a sufficiently large £.  Here, 
assume both the pilot locations and their values to be the same for all OFDM 
blocks (i.e. the pilot block is identical with respect to the index £), and thus 
the index £ in f>£ can be omitted for the sake of simplifying the notation. In 
this case, the output of SOA C£^  is expressed as
% =  ( E  +  w,. (3.7)
(3.8)
where 4- A"^^, which is an J  x J  circulant channel matrix, and
(jj£^  denotes the residual interference plus noise after the SOA, which vanishes
for E —> oo; Moreover, we let =  1 to further simplify the notation. The
derivation from (3.7) to (3.8) is using the property of circulant channel matrix
with its proof to be rather trivial.
S tep  2
Perform the following weighted combination
, and £ 2  > 0 (3.9)c =
£-1-^2
4 = 1
where c stands for the output of weighted combination, a£^  for the weighting 
coefficients, and £ 2  for an integer number corresponding to the period of pilot 
(the detailed configuration of a£ ,^ £ 2  has been discussed in [61]). This step 
completely removes the carrier-frequency-offset effect in (3.7), and performs 
sub-optimal combination of the terms ) so as to maximise c.
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Step  3
Make the decision
f X£ 7^  0, c > A ^
Decision : < (3.10)
x^ =  0, c < A
where A is the threshold, which can be appropriately configured with respect 
to the specification of PFA and PD.
It is shown that the above technique has immunity to unknown carrier-frequency- 
offsets due to the operations performed at both Step 1 and Step 2 , and also 
resilient to the unknown timing offset mainly due to the pilot periodicity. On 
the other hand, it needs a long data record length £  in order to achieve the 
target performance in low SNRs. Next, we will present a new pilot-assisted 
technique that can significantly shorten the data record length with the spec­
trum sensing performance to be maintained. The impact of timing offset and 
carrier-frequency-offset on the proposed technique will be carefully investigated 
in section 3.3.
3.3 Novel Pilot-Assisted Spectrum Sensing Technique
The key idea of the proposed pilot-assisted spectrum sensing technique is based
upon the physical nature that subcarriers carrying pilots or payload data have
different first-order and second-order statistical properties. These differences 
vanish when the spectrum of interest is unoccupied. Therefore, the decision of 
spectrum availability can be formed based upon these differences. Moreover, 
the proposed technique is based on the assumption: the sensing device knows 
the format of OFDM waveforms including the pilot placement, CP length, and 
symbol duration. This assumption is commonly used by almost all the pilot- 
assisted spectrum sensing techniques (e.g. [61], [38]). One of the possible ways 
to obtain the above knowledge is through employment of a simple geo-location 
database, which records possible waveform formats within the specific part of 
spectrum in the local area.
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3.3 .1  T h e A lgorith m  D escr ip tion
The proposed technique is firstly presented based on the SOA of the received 
signal. Different from the conventional technique (see (3.6)-(3.10)), the decision 
of spectrum availability is formed in the frequency domain. Moreover, the 
proposed technique fixes the lag for SOA, e.g., i i  = 1. This is mainly due to the 
computational complexity. Nevertheless, the simulation results (see section 3.6) 
show that the proposed technique outperforms state of the arts. Specifically, 
the proposed technique can be divided into 5 steps, which are illustrated in 
Figure 3.2:
M ake the decision w ith
Step 1: SOA for lag =  I
t e .
^  3^ 4^
Step 4: F requency-dom ain 
differential operationN-point FFT
CP Part
&
f î t î t î 11 î .
Frequency
P ilot induced peaks 
Step 2: C onjugate operation to  obtain
Frequency
the absolute pow er for outputs o f  S tep 1
Step 3: L inear com bination
Figure 3.2: Illustration of the proposed SOA-based technique.
S tep  1
Since the pilot and the transmitted data have different second-order statistical 
properties, firstly, perform the SOA onto (3.3) with a matrix form, i.e.,
(3.11)
e=i
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Considering an ideal case (but only here) of the timing offset // =  0, the last N  
rows of C£^  are collected into another N  x l  vector C£^  to remove the CP. Then, 
apply 7V-point discrete Fourier transform (DFT) operations on C£^  to obtain
C£i = Fc^i
e x p (= i2 f^ )
C, — E  [F 2 > (C U F « P (_ „ ,„ )Q F " p ]
l = \
=  E  [F® (F"A,+<,.(_„)„p(_„)„) F^Afp] + (3.12)
^  ^  £=1
where stands for s m N x N  circulant channel matrix defined by =  F^A ^F; 
A£ is a diagonal channel matrix with the diagonal elements corresponding to the 
channel frequency response; (•)jv stands for a cyclic shift; and 
is a vector for the residual interference plus noise in the frequency domain, which 
vanishes for E oo .
S tep  2
In order to completely remove the carrier-frequency-offset, the vector is 
multiplied by its conjugate
C£i=X>(c|Jc^i (3.13)
then the entry of C£^  read as
_  P x2 E  ("|Q+£i 0^ £ p |  1 +cr|i+en (3.14)
e=i ^ /
c-ei
where =  FX> (F^A£+^^^(_„)^p(_„)^) F ^ , which is an IV x A  circulant
pilot matrix; cr|^  denotes the noise variance; and e„ denotes the residual noise
with zero mean, i.e.. =  cr|^  +  Cn. It is noted that the carrier-frequency-
offset is completely removed. Moreover, the Fourier transform of SOA provides
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cyclostationary properties of the signal, therefore (3.13) is the absolute power 
of the cyclic auto-correlation [38], [65]. The first term on the right side in (3.14) 
would be zero for some entries of n, and this fact results in statistical differences 
between the entries of .
Step 3
Due to the different statistical properties between the pilot and the transmitted 
data, multiple absolute power peaks can be observed in c^^. Suppose the peak 
locations in %  are 1 : M  : N,  where M  is the space between two power peaks, 
it is noted that combination of these peaks can further reduce the residual noise 
e„. Hence, perform a linear combination in the vector
=  (3-15)
k=0
K - 1  /  ,  c - e i
Um
^  &=0
©m
where m =  1 ,2 , . . . ,  M; and K  denotes the total number of peaks induced by 
pilot symbols. As iV -4 oo, vanishes. Then, the statistical differences can 
be observed between u\ and others Um-
Step 4
To obtain the differences observed in Step 3, next, apply frequency-domain 
differential operations between u\ and others Um
'^m ~  '^m+1 “  '^1
=  5 ^ + 1 +  (3.16)
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where 0 ^  =  ©m+i — ©i- The advantage of frequency-domain differentiation 
operations are obvious, where only the residual noise has been left in (3.16) 
while the noise variance is totally removed. Since the residual noise can 
be also reduced by the linear combination operation in (3.15), the proposed 
technique can reduce the sensitivity to the noise power uncertainty.
Step 5
Finally, make the decision with the maximum
I X£ 7  ^0, Maximum f 
Decision : < ^
X£ =  0, Maximum (
Um
Um
) > A
) . A
(3.17)
where the appropriate threshold A will be analyzed in section 3.4.
Apart from the second-order statistics, i.e., the SOA, the proposed technique 
can be also extended to the first-order statistics. In this case, (3.11) in Step 1 
is replaced by performing the FOM onto (3.3), which is read as
1 ^
(3.18)
e=i
The last N  rows of m are collected into an A  x 1 vector ih, and then the DFT 
operation is performed leading to
m =  Fm
1 ^
=  7  E  (F Q F '^ p  +  diag (HeXt:)) exp ( j2 rs  {t -  1) J/iV) +  Wf
€=1
=  i  ^  I A£P +  diag (H^X^) | exp (j27T£ {t -  1) J jN )  -f- (3.19)
V '  lŒ ^i
where and are an N  x {N — 1) inter-channel matrix and an (A" — 1) x jV 
transmitted signal matrix respectively, and the entries of both matrices have 
been given in [6 6 ]; diag (H^X^) stands for the main diagonal of the matrix
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corresponding to the inter-channel interference (ICI) resulting from the 
carrier-frequency-offset; and W£ for the frequency domain residual interference 
plus noise, which vanishes for C oo. Based on (3.19), the proposed technique 
is then following on Step 2 - Step 5 in order to make the final decision. It is 
shown that the carrier-frequency-offset e is a main factor which could affect 
the performance of the proposed technique employing FOM. As e is sufficiently 
small, i.e., e —)• 0, (3.19) can be simplified to
1 ^
m  =  -  V  (À£p) + W£. (3.20)
e=i
Due to the lower-order statistics, the performance of the proposed FOM-based 
technique can be much better than the proposed SOA-based technique. How­
ever, as the carrier-frequency-offset e increases, the ICI term and the phase 
term in (3.19) can not be neglected. The pilots then could not be kept in the 
vector m  due to the phase changing in every block £. In addition, the ICI could 
also reduce the statistical difference between the entries of m, which further 
reduces the performance of the proposed technique. Therefore, it implies that 
the proposed FOM-based technique could provide a good performance when 
the carrier-frequency-offset e is small (e.g. e < 0.013 as shown in section 3.6). 
When e increases, the proposed technique based on the SOA is better.
3 .3 .2  T im in g  P rob lem
So far, the proposed technique is based on the ideal condition with perfect 
timing information. However, in practice, the ideal condition of /i =  0 can be 
hardly captured due to the lack of timing synchronisation mechanism before 
spectrum sensing. In order to handle this problem, we introduce an “one ballot 
veto” policy to reject the hypothesis (denoted by 'Hq) corresponding to the 
absence of signal.
51. Form the received signal block with various p;
52. Compute or m  assuming/a =  0, Ap, 2Ap,  . . . ,  where A/z
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Figure 3.3: Illustration of initial sampling point selection, where A p  = Lcp.
is the step size with p < Lcp, and [•] the integer ceiling. The illustration 
of initial sampling point selection is shown in Figure. 3.3;
S3. Apply the proposed technique on c^ ^^  or where denotes the
corresponding result with respect to p. If one of the decisions shows
Maximum 
(i.e. X£ 7  ^ 0).
> A, we claim that the transmitted signal is present
The basic idea is, in the presence of signal, there exists such a p fulfilling the 
condition that the vector can capture the whole pilot information p^, and 
under this condition, the proposed spectrum sensing technique can reject the 
hypothesis LCq. In the absence of signal, C£^  is approximately constant with 
respect to p due to the whiteness of noise. Certainly, this policy trades off the 
complexity for the spectrum sensing reliability, and the complexity issue will 
be discussed in section 3.4.3.
3.4 Performance Analysis
3.4 .1  P rob ab ility  o f False A larm
Refer to (2.3), it is understood that the threshold A of the proposed technique 
is found from
PFA A Pr ( ^  (?/) > A I ?^o) =  /  /  (z/lT^ o) d?/. (3.21)
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Considering the ideal case of /a =  0 and according to (3.14) and (3.15), it is 
shown that Umlfio in Step 3 follows a central Chi-square distribution with 2 M
degrees of freedom scaled by <7^/2, where cr^  stands for the generic parameter
of the noise variance. So that, the output of Step 4 is the difference
of two central Chi-square variables. To find its appropriate distribution, it is 
noted that the moment-generation function (MGF) of Um\'Ho is given by [17]
=  (3.22)
where Al(t) stands for the MGF. Moreover, the sum of two independent random 
variables can be read as
2
Zsnm = ^ 2  (3.23)
2=1
where the o* are constants; and the Zi are independent random variables. The 
corresponding MGF is thus given by [17]
2
Afzsum ( )^ — n  Afzi . (3.24)
2 = 1
Put (3.22) into (3.24) with the constant ai =  1 and ci2 =  —1, the MGF of 
Umlffo can be expressed by
= { l - a V y ‘^ .  (3.25)
Since the MGF of the Laplace distribution can be expressed as [17]
pOct
Af(t) =   ^ _  ^ 2^2 (3.26)
where a  stands for the location parameter; and j3 for the scaling factor, it is clear 
that (3.25) is the product of MGF of the Laplace distributions with a  =  0 and
yd =  £7 .^ Hence, the in (3.16) is the sum of K  independent and identically
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distributed (i.i.d.) Laplace random variables. The probability density function 
(p.d.f.) of the Laplace distribution is given by [67]
As (3.27) is zero-symmetric with the condition a  =  0, the p.d.f. of u'^ under 
9Ï0 hypothesis can be then expressed as [67]
(if) ^  r (if -  ft) r (fc +1) 2* ’ ^
Recalling (3.17) and (3.21), the PFA of the proposed technique is therefore 
evaluated using the cumulative density function (c.d.f.) of Maximum ( )
under I-Lq hypothesis, given the total number of M  — 1 i.i.d. u' variables
Test : PFA =  Pr ^Maximum(|u^ \Hq) > 
=  1 “  ['^Maximum(|u;„|l7Zo)
âPr (Maximum ( I I I'Wo) < a) 
M -1=1- n
(3.29)
(3.30)
m = l
where (3.29) to (3.30) is derived in Appendix A, and refer to [68]
_  r { K  + k) exp (—^ )
“  ^  2^+ ^-ip  { K - k ) T { k  + l ) r  {K) '
^ 2 y K - k - l  ^  ^  ( - 1 ) 9  ( - ( T ^ y + l  y K - k - g y i  J J
g = l  fc'=l
(3.31)
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3 .4 .2  P ro b a b ility  o f  D e te c tio n
According to (2.4), the PD is read as
P B ^ P v { £ r ( y ) > X \ n i ) =  [  f  {y\Hi) dy. (3.32)
Due to the differential nature of the proposed technique, it is understood that 
in Step 4 is the difference of two noncentral Chi-sqaure variables. The 
exact distribution expression for is very complicated to implement [69]-
[70]. However, it is noted that the output of Step 4 UmlLli in (3.15) is obtained 
by summing up various identical distributed variables, where each variable has 
also been summed by the SOA/FOM in Step 1. So that, based on the central 
limit theorem [17], it is reasonable to approximate Umlffi following on a normal 
distribution. Hence, follows
~  ^  (% m +i (h)  -  Vu, (h ) , (^ ) +  ( ^ ) )  (3 .3 3 )
where Vum+ii^)’ Vui(h), and cr^^{h) stand for the mean and the vari­
ance of the entries Um+i and ui in (3.15) respectively. All statistical parameters 
in (3.33) are the function of channel h due to the sensing device is usually ex­
perience a slowly time-varying multipath channel in the real environment. Ac­
cording to [71]- [72], it is shown that the first-order Markov channel model can 
provide sufficient accuracy for the slowly time-varying channel. The channel 
relationship between two consecutive OFDM symbols is then read as [73]
=  Jo (27r/d) h£_i -f uj£ (3.34)
where Jo (•) stands for the Oth-order Bessel function of the first kind; fd for 
the maximum Doppler shift normalised by the OFDM symbol duration; and 
(jj£ for the zero-mean complex Gaussian noise with the variance [73] =
1 — {Jo {2%fd))"^. It has been shown in section 3.6 that the approximation 
of in (3.33) can provide sufficient accuracy for the proposed technique.
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Based on (3.33), it is clear that \'Hi is following a folded normal distribution 
(74]
+ 1
exp -
2al.Jh)
i ^ - V u ' J h ) Ÿ ^
(3.35)
where {h) = (h) -  iju, (h); and (h) = {h) +  al^ (h). Therefore,
the overall PD of the proposed technique is given by
Test : PD =  Pr ( Maximum ( m. 1% ) > a )
Maximum( I I I'Hi ) 
M - 1= 1 - n ^ \umn, w
(3.36)
(3.37)
m = l
where (3.36) to (3.37) can refer to (A.l) by replacing hypothesis to hypoth­
esis Til. Put (3.35) into (3.32), PD|^^||.^^ in (3.37) is then given by the tail 
probability of the folded normal distribution
PD Q
A -  T]u' f{h)dh
(3.38)
where Q(-) stands for the Q-function; and f (h)  is the p.d.f. of the channel. Since 
different environments can result in different channel conditions, there is no 
unique close-form for (3.38). Moreover, it is noted that (3.36) to (3.37) is based
on an assumption, where \Hi for m =  1,2, . . . ,  M  — 1 are independent.
However, in practice, the elements \Hi might correlate with each other
due to the multipath channel. As the sensing device does not have channel 
information, we still use (3.37) to obtain the overall PD. The difference between 
the analytical results and the simulation results for the proposed technique will 
be shown in section 3.6.
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Remark: The above analytical work is suitable for the case of /z =  0. However, 
the analytical form for arbitrary /z is very hard to be obtained. By employing 
“one ballot veto” policy, it should be noted that both the PD and the PFA can 
be increased. In order to keep the PFA within a tolerance level (e.g. 10%), the 
decision threshold A should be adjusted appropriately. In this section, appro­
priate threshold of the proposed approaches employing “one ballot veto” policy 
is found through simulations.
3 .4 .3  C om p u ta tion a l C om p lex ity
The computational complexity of the proposed technique is coming from several 
stages:
1. SOA/FOM operation: with the ideal case of /z =  0, The SOA requires 
2 J  (£ — 1) operations. When applying the “one ballot veto” policy for ar­
bitrary offset /z, the maximum computational cost is increased to 2 J  (£ — 1)4- 
3 [ ^ ] A ^ .  For FOM operation, on the other hand, it only requires JC  
operations for the case of /z =  0. When applying the “one ballot veto” 
policy for arbitrary /z the maximum computational cost is increased to
2. FFT operation: N-point FFT operations are implemented to introduce 
the complexity by A'log(iV) for each possible initial sampling point.
3. Multiplications in Step 2: the computational cost for those multiplications 
are N  for each possible initial sampling point.
4. Linear combination in Step 3: it would add a further cost of K M  for each 
possible initial sampling point.
5. Differential operations in Step 4: the computational cost of such differ­
ential operations are given by M  — 1 for each possible initial sampling 
point.
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From above, it is clear that the major complexity of the proposed technique 
is resulting from the SOA/FOM operation and the FFT operation. Therefore, 
the maximum computational complexity can be approximated by
O (JC) +  O (  r ^ l  (JV log(JV))) . (3.39)
Comparing with the conventional pilot-assisted spectrum sensing technique (see 
section 3.2.2), where its computational complexity is It is shown
that the proposed technique has comparable complexity with the conventional 
pilot-assisted technique, whilst the proposed one shows better performance (see 
section 3.6).
3.5 Further Discussions
3.5 .1  W eigh ted  C om bination
The reason for the proposed technique to have a fixed lag (i.e. £i = 1) for SOA 
is mainly due to the consideration of computational complexity. In practice, 
combination of the outputs of SOA for various lags can be employed by the 
proposed technique in order to further improve the performance. In this case, 
we can first re-write (3.11) to
. C—£i
r  i \ )  = 7 7 3 ^  E  ®  ( y « i )  ®  , f o r l < 4 < r - l ,  (3.40)
^  ^  e=i
and then perform the weighted combination as
£ - 2
E
£1 = 1
® (È) =   (4 +1) ^  ( 4 )  • (3.41)
Various combining techniques can be used here to configure the weighting co­
efficients a£ .^ For example, in this thesis, the weighting coefficients are set to 
=  (E — i i ) {C — £ 1  — 1) according to [61]. Finally, the proposed technique in 
section 3.3.1 can be applied on 7> (c). Simulations (see section 3.6) show that
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the combination with the above weighting coefficient configuration can further 
improve the performance of the proposed technique about 2 dB at the price of 
computational complexity.
3 .5 .2  P ilo t  P er iod
The presentation so far assumes both the pilot locations and their values to 
be the same for all OFDM blocks. In some practical systems, the pilot block 
Pi varies with the period of £ 2  (> !)• In this case, we can group the received 
blocks into £ 2  sets: {y j , y j ^£ ^ ,y j ^ 2£2 , " "  for  ^=  1,2, - "  ,£2 . Each set is then 
individually processed by employing Step 1-3 as specified in section 3.3.1. The 
outcomes are linearly combined with equal weight for the smoothing purpose, 
and finally the combined result is fed into Step 4 & 5 for the decision making.
3.6 Simulation Results
In this section, the proposed spectrum sensing techniques are evaluated through 
the computer simulations. The system parameters are configured by: each 
OFDM block contains 1024 subcarriers with the subcarrier spacing of 15 KHz 
and CP length of 72; the sampling frequency is 15.36 MHz; one OFDM block 
duration is 71.36 ps (including the CP). These configurations follow the speci­
fication of 3GPP-LTE system [75]. The dedicated frequency-domain pilot sym­
bols are equally spaced by every 16 sub carriers. The pilot period ^2 =  1 is 
set for all experiments in order to focus on the key technique contents. The 
communication channel between the transmitted signal and the sensing device 
is adopted referring to WINNER channel model under the B1 (typical urban 
micro-cell) scenario [76]. Moreover, it is noted that the carrier-frequency-offset 
is mainly caused by two independent sources: one is Doppler shifts, and the 
other is the oscillators mismatch. Since the Doppler shift can be changed within 
second while the oscillators mismatch are time insensitive, the Doppler shifts 
induced carrier-frequency-offset problem is mainly considered in this section.
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The carrier frequency is set at 5 GHz The PFA is fixed at 10% [10]. All 
simulation results are obtained by averaging over 2000 Monte Carlo trials.
E xp erim en t 1
In this experiment, the proposed technique is evaluated with the ideal case 
(/z =  0 and e =  0) in order to elaborate the analytical work with simulations. 
In Figure 3.4, it is shown that the simulation results and the numerical results 
are not matched when the detector performs the maximum difference searching.
This is because that \Hi for m =  1,2, . . . ,  M  — 1 in (3.37) are assumed inde­
pendent with each other in order to give a more simple way to express the PD. 
However, in practice, zz^ I'Hi for various m  are usually not independent, but 
correlate with each other due to the multipath channel. The correlation results 
in the difference between the numerical results and the simulation results.
PFA=10%
Ç  0.7
a  0.6
o 0.5
-O " Max Difference Search ing  (FOM), Numerical 
- l y -  Max Difference Search ing  (FOM), Simulation 
#  Without Max Difference Searching (FOM), Numerical 
- 0 -  Without Max Difference Searching (FOM), Simulation 
— f — Max Difference Searching (SOA), Numerical 
-A- Max Difference Searching (SOA), Simulation
W thout Max Difference Searching (SOA), Numerical 
-  K  -  W thout Max Difference Searching (SOA), Simulation
-15 -10
SNR (dB)
Figure 3.4: Elaborate of analytical work with simulations, observation time =  
50 OFDM block duration.
To support this claim, the proposed technique without searching of maximum 
difference is also tested. The results are then obtained through only one zz.
^The reason for us to consider 5 GHz operating frequency is to  investigate the impact 
of relatively larger Doppler shift on the proposed technique. Apart from this, the operating 
frequency would not influence the proposed technique.
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element. From the figure, it is shown that the simulation results and the nu­
merical results are now matched. On the other hand, it implies that searching 
of maximum difference could provide extra performance if the channel is less 
correlated. Finally, with 50 OFDM block duration, the proposed FOM-based 
and SOA-based technique can achieve -17 dB and -7 dB respectively in terms of 
PD > 90%. The complementary receiver operating characteristic (ROC) curves 
of the proposed technique is plotted in Figure 3.5.
-o-Max Difference Searching (FOM), SNR = -19dB 
-A-Without Max Difference Searching (FOM), SNR = -19dB 
-•-M ax Difference Searching (SOA), SNR = -9dB 
-Q-Without Max Difference Searching (SOA), SNR = -9dB
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Probability of False Alarm
1
Figure 3.5: Complementary ROC curves of the proposed technique, observation 
time =  50 OFDM block duration.
E xp erim en t 2
The objective of this experiment is to evaluate the proposed technique in mobile 
radio environments with unknown timing and frequency offsets. The timing 
offset is uniformly distributed within the range of (0, J ) ,  and the mobile velocity 
is either 0 KM/H or 60 KM/H. The “one ballot veto” policy is used to overcome 
the unknown timing offset.
The proposed technique in different mobility conditions is firstly evaluated. The 
simulation results are plotted in Figures 3.6-3.7. One of interesting phenomenon 
is that the proposed techniques whatever based on FOM and SOA show up to
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Figure 3.6: Performance comparison between the proposed technique and the 
previous work, mobile station speed set at 0 KM/H, observation time =  50 
OFDM block duration, noise uncertainty U =  0, IdB.
PFA=10%, Mobile Station Speed=60 KM/H
Proposed  T echnique (FOM), U=OdB 
Proposed  T echnique (FOM), U=1dB 
Proposed  T echnique (SOA), U=OdB 
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Figure 3.7: Performance comparison between the proposed technique and the 
previous work, the mobile station speed set at 60 KM/H, observation time =  
50 OFDM block duration, noise uncertainty U =  0, IdB.
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2 dB gain in SNR when comparing Figure 3,6 with Figure 3.4. This gain comes 
from the “one ballot veto” policy, which confirms the theoretical justification in 
[section 3.4.2, Remark]. In Figure 3.6, the proposed technique outperforms the 
work in [59], [60] with less sensitivity to the noise power uncertainty. Indeed, the 
latter performs better in the ideal condition (see Figure 3.4), which is however 
not a case in practical systems. When the mobility is 60 KM/H, Figure 3.7 
shows that the FOM-based technique suffers significant performance loss due 
to their high sensitivity to the frequency offset caused by the Doppler shift. The 
SOA-based technique is robust to the frequency offset, and thus demonstrates 
the same performance in different mobility conditions.
In Figures 3.8-3.10, the proposed SOA-based technique is compared with the 
baselines including the energy detection [12], the cyclostationarity detection [33], 
and the conventional pilot-assisted technique [61] with the observation time to 
be 4, 10, and 50 OFDM block duration, respectively. Since the noise uncertainty 
factor in practical scenarios is typically between 1 to 2 dB [18], 1 dB noise un­
certainty is considered in the experiments. It is observed that the proposed 
technique always outperforms the cyclostationarity detection and the energy 
detection (with 1 dB noise power uncertainty). Moreover, the proposed tech­
nique outperforms the conventional pilot-assisted technique by up to 5 dB and
3 dB corresponding to the observation time of 4 OFDM block duration and 
10 OFDM block duration, respectively. In addition, the proposed technique 
is compared with the pilot-induced cyclostationarity technique [38] in the envi­
ronment without considering noise power uncertainty^. Simulation results show 
that both techniques have almost the same performance. Then, some system 
parameters are changed by reducing the number of sub carriers from 1024 to 128, 
and the CP length from 72 to 16, accordingly, and plot the results in Figure 
3.11. It is observed that the proposed technique outperforms the pilot-induced 
cyclostationarity technique by up to 3 dB gain. It means that the latter is more 
demanding to the number of subcarriers and the number of pilot symbols per
^The performance comparison in the noise uncertainty environment requires theoretical 
analysis (i.e. a formula) of noise power uncertainty, which is not provided in the original 
paper [38].
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Figure 3.8: Performance comparison of the proposed SOA-based technique, the 
conventional pilot-assisted technique, the energy detection, and the cyclostation­
arity detection; observation time =  4 OFDM block duration, noise uncertainty 
U =  0, IdB.
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Figure 3.9: Performance comparison of the proposed SOA-based technique, the 
conventional pilot-assisted technique, the energy detection, and the cyclostation­
arity detection; observation time =  10 OFDM block duration, noise uncertainty 
U =  0, IdB.
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Figure 3.10: Performance comparison of the proposed SOA-based technique, 
the conventional pilot-assisted technique, the energy detection, and the cyclo­
stationarity detection; observation time =  50 OFDM block duration, noise un­
certainty U =  0, IdB.
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Figure 3.11: Performance comparison of the proposed SOA-based technique 
and the conventional pilot induced cyclostationarity technique; number of sub­
carriers =  128; observation time =  4, 50, 100 OFDM block duration.
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E xp erim en t 3
In this experiment, the proposed technique is evaluated with various Doppler 
shifts. According to [76], the channel parameters of WHERE B1 scenario can 
support the mobile station speed up to 70 KM/H corresponding to the nor­
malised Doppler shift around 0.0216. Therefore, the normalised Doppler shifts 
in this experiment are selected from 0 to 0.02. In Figure 3.12, it is shown that 
the proposed SOA-based technique has nearly the same performance under dif­
ferent Doppler shift conditions. There is a slightly performance loss in the large 
Doppler shift environments due to the effect of slowly time-varying channel. On 
the other hand, the proposed FOM-based technique outperforms that based on 
the SOA for smaller normalised Doppler shifts (< 0.013), which means the 
FOM-based technique can provide better performance in small Doppler shift 
environments.
PFA=10%
0 .9 ^
Proposed Technique (FOM) 
Proposed Technique (FOM) 
Proposed Technique (SOA) 
-★-Proposed Technique (SOA)
'0  0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
Normaiized Doppier Shift
Figure 3.12: The effect of Doppler shift for the proposed technique, SNR =  
-9dB, observation time =  50 OFDM block duration, noise uncertainty U =  0, 
IdB.
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E xp erim en t 4
In this experiment, the proposed SOA-based proposed is evaluated with em­
ploying weighted combination. In Figure 3.13, it is shown that the weighted 
combination can provide about 2dB gain to the proposed technique, and thus 
further improve the performance to result in up to 7dB gain than the conven­
tional pilot-assisted technique. With only 4 OFDM block duration, the weighted 
combination based proposed technique can offer better performance than that 
without employing the combination for the observation time corresponding to 
10 OFDM block duration.
PFA=10%
-  Proposed  T echnique with W eighted Combination, 4 Blocks 
Proposed  Technique, 4  Blocks
-  Proposed  Technique with W eighted Combination, 10 Blocks 
Proposed  Technique, 10 Blocks
-  P roposed  Technqiue with W eighted Combination, 50 Blocks 
- y -  Proposed  Technique. 50  Blocks
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Figure 3.13: Performance comparison of the proposed SOA-based technique 
with employing weighted combination, and that without employing weighted 
combination, observation time =  4, 10, 50 OFDM block duration.
3.7 Summary
In this section, a novel pilot-assisted spectrum sensing technique was developed 
for OFDM systems by exploiting either first-order or second-order statistical 
difference between pilot and payload subcarriers. Frequency-domain differen­
tial operation was employed to exploit these differences. In addition, an “one 
ballot veto” policy was introduced to handle the timing problem. Performance
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analysis was analytically performed in terms of both the PFA and PD in fading 
channels, and the computational complexity was carefully analyzed. Finally, 
the computer simulations showed that the proposed technique outperforms all 
existing pilot-assisted approaches. Furthermore, it was shown that the FOM- 
based technique can offer better performance than the SOA-based technique 
for small normalised Doppler shift (e.g. < 0.013).
Chapter 4
Ultra-Fast Blind Spectrum Sensing 
with High Sensitivity to Weak Signals
4.1 Introduction
Technical requirements to the spectrum sensing vary with respect to different 
applications. However, it is always welcomed if a spectrum sensing algorithm 
can form accurate decision of the spectrum usage (e.g. more than 90% in the 
probability of detection (PD) whilst keeping the probability of false alarm (PFA) 
to be less than 10%) with
(a) less knowledge about the signal waveform and noise;
(b) record length of the measured data to be as short as possible;
(c) sensitivity to weak signals to be as high as possible.
The requirement (a) gives the spectrum sensing wider applications, and the 
requirements (b)-(c) are important for the spectrum sensing reliability.
In this section, a novel blind spectrum sensing technique, which forms fast and 
accurate decision of the spectrum usage with high sensitivity to weak signals, 
is developed. The key idea lies in the unique characteristics of white Gaussian
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process, i.e., a white Gaussian process has identical order statistics in both the 
time and frequency domains, and vice versa. The decision of the spectrum usage 
is formed based upon the likelihood of time-frequency domain order statistics. 
The PFA, as one of the key performance indicators of spectrum sensing, is 
mathematically analyzed through the Log-Normal approximation, and it is used 
to configure the threshold of hypothesis testing. It is observed that the threshold 
obtained through the Log-Normal approximation is almost identical to the one 
obtained through Monte Carlo simulations (e.g. the difference is as small as 
0.3% for observation samples corresponding to 1,000). Moreover, the proposed 
spectrum sensing technique is tested for various typical signal waveforms and 
channel conditions through computer simulations. It is shown that the proposed 
scheme can offer sufficiently accurate decision of spectrum usage (i.e. 90% in 
PD and 10% in PFA [10]) within one symbol duration even when the SNR is 
as small as —20 dB, which outperforms the eigenvalue detection by up to 8 dB.
4.2 System Model and Problem Statement
Considering a narrowband single-carrier communication system, the time-domain 
representation of continuous transmission signal is given by x(t), where t stands 
for the time. The signal x(t) goes through a multipath channel with each path 
denoted by hi(t), where the subscript / represents the channel index. At sensing 
device side, the time domain representation of continuous received signal is read 
as [77]:
y(t) = exp (i27T/cfot) ' ^ h i ( t ) x  (t -  ri{t)) + v{t) (4.1)
I
where y{t) stands for the received continuous signal; fdo for carrier frequency 
offset; Ti(t) for the propagation delay at time t for Z-th path; and v{t) for the 
continues white Gaussian noise. Once the signal is received, the received signal 
y{t) is sampled by an analog-to-digital converter (ADC). The continuous signal 
is then converted to the discrete samples in order to carry out various spectrum 
sensing algorithms.
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Based on the requirements (a)-(c) (see Section 4.1), spectrum sensing is aiming 
to decide if a weak transmitted signal x{t) is present or not in the received signal 
y{t), with the observation time t for 0 —)• to corresponding to a single symbol 
duration. For this scenario, if the received signal is sampled by the normal 
Nyquist sampling rate [78], all spectrum sensing algorithms would be failed 
as there is no one algorithm which can detect the weak signal from only one 
(complex number case) or two (real number case) samples. Hence, oversampling
is applied at the ADC to enable spectrum sensing algorithms. Then, re-write
(4.1) within a single symbol duration assuming perfect timing synchronization 
to the discrete form
= h flx i  + V£ (4.2)
=  hQWs£  -4- V£ (4.3)
where y represents an iVi x 1 received signal vector within one symbol duration; 
the subscript £ is the symbol index; h is the channel impulse response (CIR) of 
a single-tap^ FIR filter; O denotes an A^ i x Ni  diagonal matrix with the (n, n) 
th  entry expressed by (n,n) =  exp {j27T£n/Ni) (e =  fdoT,  where T  denotes 
the signal symbol duration); x  denotes an ATi x 1 transmitted signal vector; 
V denotes an ATi x 1 white Caussian noise vector; W  stands for an N\  x Ni  
diagonal matrix with its diagonal entries corresponding to the coefficients of 
window function, which is resulting from a band-limited pulse shaping filter at 
transmitter to generate various signal waveform; s for an x 1 ideal signal 
vector with identical entries; and x^ =  Ws^. For blind spectrum sensing, it is 
noted that the sensing device has no knowledge about the symbol duration of 
the transmitted signal. However, it is known that communication signals are 
the band limited signals. A symbol duration upper bound Tnmit exists, and the 
signal symbol duration should be not shorter than Tnmit (i.e. Tj ^  Tjimit)- 
So that, with the oversampling rate t>e always found within
^In some of real environments, multipath fading channel may be experienced. However, 
since the fading affects all the spectrum across a given channel either equally or almost equally, 
a single channel filter tap is sufficient to  present the channel [77].
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2Ni consecutive received samples. When the timing offset r  is unknown at the 
sensing device, the received signal model (4.2) becomes
ye = +  V£ (4.4)
where is an x 1 signal vector with timing offset given by
—[xe-i (A^ i — ^  +  1), X£-i {N\ — ^  +  2), 
. . . ,  xe-i { N i ) , x e { l ) , . . . ,  ^  {Ni -
(4.5)
where [i =  L('^)/(^s)J is the integer part of timing offset with the range of 
0 < /I < N  {Ts denotes the sampling period, and [-J denotes the integer floor), 
and the fractional part of timing offset can be easily incorporated into the 
channel impairment [64]. For the perfect timing synchronisation case, i.e., fi = 0,
At the spectrum sensing stage, since a sensing device is only interested in identi­
fying the spectrum availability rather than recovering the original message, we 
do not present the detailed receiver structure so that the paper can be focused 
on the main technical issue of interests.
4.3 Time-Frequency Domain Order Statistics (TF­
DOS)
The key idea of the ultra-fast blind spectrum sensing algorithm is based upon 
the unique characteristics of white Gaussian noise that a white Gaussian noise 
has identical order statistics in the both time and frequency domains, and 
vice versa. In this section, the fundamental concept and theorems of the time- 
frequency domain order statistics method is introduced, and then the proposed 
spectrum spectrum algorithm based on the above concept is presented.
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4 .3 .1  R elevan t C oncep t and T h eorem
The proposed method lies in the well-known fundamental concept: the Fourier 
transform of a white Gaussian process is still white Gaussian, and vice versa [79].
Let us randomly generate the Gaussian noise vector v, with each entry ~
CAf(0,ay), n=i,2 ,...,Ni, where stands for the noise variance. The N-point
discrete Fourier transform (DFT) of v  is
1 f  j 2 m k \
% =  (4.6)
and the well-known central limit theorem [17] indicates: % ~  CAf (O, cr^). This 
nice characteristic usually does not hold for the transmitted signal vector x, 
with Xn CAf (O, (Tg), where cr^  is the transmitted signal variance.
If there exists a method, say Q (•, •), with the following condition to be satisfied
Q{Vn ,Vn)  <  A
, n =  1,2, . . .  ,ATi, (4.7)
G {Vn: ÿn) > A
where A stands for a threshold value. Then, Ç (•, •) is said to be a appropriate 
method to decide the spectrum availability.
4.3.1.1 Order Statistics of W hite Gaussian Process
In order to find an method G {’,•), where the threshold value is optimized, the 
idea is largely relies on the order statistics of random process. The fundamental 
concept and theorems of the order statistics, which is related to this work, are 
provided below ^(also see [80]):
Definition 1: Given a sample of Ni  variables Zi, Z 2 , . . . ,  reorder them so 
that < Z(2) < . . .  < Then, is called the order statistic,
n=l,2,...,ATi •
^The following concept and theorems are based on the white Gaussian noise Vn Af  (O, cr^).
However, it is clear that they are still valid for Vn ~  CJf  (O, cr )^.
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Theorem 1: If Z has probability density function (p.d.f.) fz{z)  and cumulative 
distribution function (c.d.f.) Fz{z)., then the p.d.f. of is given by
iVi!
(^n)V / (M _i) ! ( lV i -n ) !
X [Fz(z)]"-‘ [1 -  F z ( z ) f ^ - "  fz{z). (4.8)
The p.d.f. of is complicated in its mathematical form. However, it is possi­
ble to observe some interesting properties through study of numerical examples.
Figure 4.1 illustrates (4.8) for the case of Z ~  VV(0,1) and N\  =  1000 with 
respect to different configuration of n. Although Figure 3.2.1 displays only 
several examples of n, the following properties can be easily verified by plotting 
other examples of n.
6: 4
n=500
n=300i
n=100
n=30
n=1
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n=900
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n=1000
LA.
Figure 4.1: Illustration of (4.3) for the case of Z ~  A7 (0,1) and =  1000 
with various configurations of n.
Property 1: (z) only has a single maximum for z € (—oo, oo), and max ^/Z(„) (z)) >
1, Vn.
Property 2: max (^)) f  max 0%)) for n i f  n 2 , where m ,n 2
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Property 3: Denote Zmax to be the value, with which fz^n){z) reaches its max­
imum. The probability for the range x  € [%max -  a, Zmax +  &], (^ > 0,6 >  0), 
is
/ \ rZmax+b
=  /  /Z („,W d^. (4.9)
 ^  ^ Jzxaax-a
Then, the term min (max (a, h)) with Pr =  1 to be satisfied is upper
bounded by a small positive value e (e.g. smaller than 1 in Figure 4.1).
It is worth noting that the above properties hold only for N\  to be sufficiently 
large (e.g. N\ = 1000). Moreover, it is easy to verify that the upper bound e is 
directly proportional to the variance of noise (results not displayed here), and 
when A^ i oo, e =  0.
4.3.1.2 Likelihood of Order Statistics in Time-Frequency Dom ains
Given the white Gaussian sequence Z„, n — 1,2, ..,iVi, its frequency-domain 
version Z„, n =  1,2,.., A i^, gives the same order-statistics as Z„, i.e.,
— /z(„)(^)- (4-10)
Property 3 indicates that the probability for the event (Z(„) =  ^ax) to 
happen is 1 when N\  —> oo. With this result, it immediately have the likelihood 
ratio as below
lim (4.11)
iVi->ooV min(Z(„),Z(„)) /
=  _ i_  » =  1 , 2 , ( 4 . 1 2 )
max;
where the fact Z(n),max =  Z(„),max holds due to (4.10) and Property 1-3.
When the random sequence Z„ is not white Gaussian, the result (4.10) does
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not hold. In this case, the likelihood ratio in (4.11) gives
lim Jifn > 1.iVi->oo (4.13)
Based on the above statement, the decision of signal availability is formed by
(4.14)max ( lim ) <
n \iV i->oo /  I
=  1, noise only 
> 1, signal present
The reason of using max(-) in (4.14) is to maximise the Euclidean distance 
|J^„ — 1| so as to improve the decision reliability.
4 .3 .2  T h e P ro p o sed  S p ectru m  Sen sin g  A lgorith m
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Figure 4.2: Block diagram of the proposed blind spectrum sensing algorithm.
Considering an ideal case (but only here) of the timing offset // =  0, we omit 
the index I  for the sake of simplifying the notation. Figure 4.2 is the block 
diagram of the proposed blind spectrum sensing algorithm. Firstly, apply an 
Ai-point DFT operation on the received signal vector y, i.e..
ÿ  =  F y  =  h Ù W s  + v (4.15)
where ÿ stands for the frequency-domain representation of received signal y; F  
for an Ni  x Ni  DFT matrix with the (n, k) th  entry defined by e x p (—-^2^); 
Ù for an N± x Ni  circulant matrix resulting from the carrier frequency offset 
matrix ft; W  denotes an Ni  x N± circulant window matrix; and s denotes 
the frequency-domain representation of s. Next, re-order the entries of received
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Figure 4.3: Time-frequency domain order statistics of the complex white Gaus­
sian noise in terms of absolute amplitude, =  1000
signal y  and its frequency domain sequence ÿ in terms of the absolute amplitude 
respectively, to obtain
where |t/(i)| <  |y(2)| <  . . .  < |!/(%)|
(4.16)
and
=
(4.17)
5 ’ • • 5 | ^ ( i V : )  | ]  5
where |% | < |% | < < |ÿ(Ni)|.
If the transmitted signal is absent, it is shown that the vectors y  and ÿ  contain 
the Gaussian noise only. Considering the complex white Gaussian noise, sec­
tion 4.3.1 shows that the DFT of the complex white Gaussian sequence is still 
complex white Gaussian. So that, it is understood that the entries of y^ and 
follow the identical Rayleigh distribution with Property 1-3 in section 4.3.1 
to be satisfied, which is shown in Figure 4.3.
On the other hand, in the case of presence of the transmitted signal, it is noted 
that the DFT of the ideal signal vector s results in a sole non-zero entry in its 
frequency domain representation vector s, which means that the whole trans-
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Figure 4.4: Time-frequency domain order statistics of the ideal signal vector s 
in terms of absolute amplitude, Ni = 1000
mitted signal energy is now concentrated into one DFT bin while other DFT 
bins are all zeros, s and s show different distribution properties. After the 
ordering, it is known that s and s have different order statistics in terms of the 
amplitude, and the maximum amplitude difference can be observed between 
the Ni^  order statistics of the two vectors. The time-frequency domain order 
statistics of the ideal signal vector s has shown in Figure 4.4. However, it worth 
noting that the ideal signal vector s is affected by the band-limited pulse shap­
ing filter and the carrier frequency offset. Specifically, the ideal signal vector 
s is amplitude shaped by the window function W  in the time domain, which 
results in different entries in the transmitted signal x  with the maximum ampli­
tude no larger than the the entries of s; in the frequency domain, the circulant 
window matrix W  separates the signal energy in s from one entry into other 
entries. An energy leakage is unavoidable, and the maximum amplitude differ­
ence between x  and x  is thus reduced. Fortunately, it is well-understood that 
the frequency response of the band-limited pulse shaping filter only contains 
a main peak (known as main lobe) and a very limited number of side peaks 
(known as side lobes), while the frequency response for other DFT bins can be 
treated as trace. These energy leakage can not significantly affect the proposed
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algorithm. In Figure 4,5, the ideal signal vector s is modulated by various win­
dow functions, and it is shown that the time-frequency domain order statistics 
difference can be easily observed. Also, according to section 4.5, it has shown 
the pulse-shaping filter induced various window functions lead to only up to 0.5 
dB performance loss for the proposed algorithm. In addition, it is clear that the 
carrier frequency offset can not affect the amplitude of time domain signal x. 
But, it still causes the energy leakage problem in the frequency domain. From 
Section V, it is shown that the proposed spectrum sensing algorithm has up to 2 
dB performance loss when the normalised carrier frequency offset e is set at 0.4. 
Nevertheless, the proposed algorithm shows the advantage to the conventional 
eigenvalue detection.
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Figure 4.5: Time-frequency domain order statistics of the ideal signal vector s 
with employing various window functions, Ni  =  1000
Since the identical entries of s leading to a sole non-zero entry in s with whole 
signal energy concentrated, the maximum amplitude difference between two 
vectors is found at its order statistics. Referring to (4.11) and (4.14), 
therefore, the likelihood between and ÿ”*' is measured through its the largest 
order statistics, which is expressed by
(4.18)
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Finally, the decision of spectrum availability is made by
X  7  ^0, Sây > A 
Decision :  ^ (4.19)
X  =  0, < A
4 .3 .3  T im in g  prob lem
So far, the proposed algorithm is based on the ideal conditions with perfect 
timing information. However, in practice, the ideal condition of // =  0 can 
be hardly captured due to there lack of timing synchronization mechanism 
before spectrum sensing. With the timing offset, the transmitted signal X£ is 
formed with its entries coming from different signal symbols, which can affect 
the proposed algorithm. In order to handle this problem, the “one ballot veto” 
policy which introduced in the section 3.3.2 is applied to reject the hypothesis 
(denoted by H q) corresponding to the absence of signal.
51. Form the received signal vector y£ with various /Li;
52. Apply the proposed technique on y^ _^  with =  0, A/Li, 2A/Li, . . . ,  A/z, 
where A/Li is the step size with A/u < A^ i, and [•j the integer ceiling. If
one of the decision shows y(ivi)
signal is present (i.e. X£ 7  ^0).
> A, it claims that that the transmitted
The basic idea is, in the presence of signal, there exists such a fi fulfilling 
the condition that the vector y% can form the transmitted signal x  ^ which are 
captured within the same signal symbol duration, and under this condition, the 
proposed spectrum sensing algorithm can reject the hypothesis T-Lq. Moreover, 
it has shown in the section 3 that the policy can not only deal with the timing 
offset problem, but also further increase the performance of spectrum sensing 
algorithms.
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4 .3 .4  E x ten sio n  to  G aussian-like S ignal and W id eb an d  S ignal
When the signal x(t) in (4.1) is white Gaussian, it is understood that as the 
proposed TFDOS algorithm does not work properly. Although the transmitted 
communication signals are often not Gaussian, it is possible for x(t) to be 
approximately white Gaussian. One of the reasons is due to the multipath 
propagation. When wideband signals go through a wireless environment that is 
rich in scattering, x(t) is the superposition of a large number of random symbols 
from different paths. In such case, the central limited theorem indicates x(t) to 
be approximately white Gaussian. Fortunately, such is not the typical case in 
wireless communications since signal waveforms are often carefully designed to 
combating the multi-path propagation.
The other reason that the transmitted signal shows Gaussian feature is due to 
the employment of signal multiplexing schemes such as orthogonal frequency- 
division multiplexing (OFDM). It is known that the time-domain OFDM signal 
is the superposition of many modulated sub-carriers. Again, due to the central 
limited theorem, such a multiplexing scheme renders the time-domain signal 
approximately white Gaussian. Therefore, a narrowband filter can employ to 
abstract a part of the OFDM signal for processing, with which the time-domain 
signal representation is not Gaussian.
For the wideband signals, moreover, the high oversampling rate causes an imple­
ment challenge to the ADC. In order to enable the proposed TFDOS algorithm, 
it can also employ the narrowband bandpass filter to abstract a part of the 
signal for processing. Since the abstracted band has the identical signal avail­
ability as the whole signal band, the decision formed based upon the abstracted 
part is applicable to the whole signal band.
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4.4 Threshold Configuration and Complexity Anal­
ysis
4.4 .1  T h resh old  C onfiguration
According to [11], the decision threshold of the proposed algorithm can be found 
from
PFA A Pr (3T { y )> X \H o )  = l -  P r (%/) <  A | Tio) (4.20)
where (y) stands for the test statistic. From (4.18), the test statistic of 
the proposed algorithm is measured by the likelihood of the maximum time- 
frequency domain order statistics, which is read as
Due to the nature of white Gaussian noise (see section 4.3.1), it is understood 
that the order statistics |ÿ|(jVi) following the same Rayleigh distri­
bution under H q hypothesis. The p.d.f. and the c.d.f. of Rayleigh distribution 
are given by [17]
f{z)  =  (4.22)
and
F{z) = 1 -  (4.23)
respectively. Then, referring to (4.3), the p.d.f. of the largest order statistic 
can be expressed by
=  (4.24)
Next, putting (4.21) and (4.24) into (4.20), obtain
Pr (y) < A I Wo) =  - N i  f  ( l  -  (1 -  r ) " '" '  dr (4.25)
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Figure 4.6: The curve fitting method to find appropriate distribution of the 
largest order statistic following the complex white Gaussian noise, =  1000.
where the derivation of (4.25) is provided in Appendix B. Since (4.25) can not 
offer a tractable form of the PFA. the threshold A is difficult to obtain. So that, 
the curve fitting method [81] is applied in order to find the appropriate p.d.f. 
expression. It is shown in Figure 4.6 that the p.d.f. of |î/|(jvi) a^ nd |ÿ|(;vi) under 
Ho hypothesis is very close to the Rayleigh distribution with a shifting (  and 
the Log-Normal distribution. For the Rayleigh approximation, (4.25) is revised 
to
P r ( , f  (%/)< A|9^o)
f 4- e 2(7" •e 2(72 (4.26)
where is determined by the curve fitting, which is related to the upper 
bound parameter e (see section 4.3.1.1); the derivation of (4.26) is given in 
Appendix C. Unfortunately, it is shown the Rayleigh approximation still can not 
obtain a close form of the PFA. Alternatively, the Log-Normal approximation 
is employed: The p.d.f. of the Log-Normal distribution is read as [17]
/ w  =
zV27T(7^
Onz-vY2(72 (4.27)
4.4. Threshold Conüguratîon and Complexity Analysis 70
where the parameters rj and are the mean and variance of the Log-Normal 
variable’s natural logarithm. Based on (4.27), the test statistic ^  {y) in (4.21) is 
the likelihood of two Log-Normal variables. It has been proved that the ratio of 
two Log-Normal variables is still following on the Log-Normal distribution [82], 
with the parameters % =  rjzi — Vz2  and o-f =  -f- where the subscript ^
represents the variable of new distribution; zi and z2  are the original Log-Normal 
variables respectively. Since and |ÿ|(jv) have the identical distribution
properties, the mean value of the new distribution % =  0. The c.d.f. of Log- 
Normal distribution is given by [17]
Inz — r]
(4.28)
where erf [•] stands for the error function. Finally, plugging (4.28) into (4.20), 
the threshold of the proposed algorithm can be found from
PFA =  l - P r ( . f ( ? / ) < A | 9 7 o )  
In A
(4.29)
It is worth noting that (j| in (4.29) is determined by the curve fitting (e.g. 
Figure 4.6), which is relative to the upper bound parameter e (see section 
4.3.1.1) but not the real noise variance. As A^ i —)■ oo, e =  0. Hence, it is 
said that the proposed algorithm is not sensitive to the noise power uncertainty 
problem. Moreover, it is also observed that the threshold obtained through 
the Log-Normal approximation in (4.29) is almost identical to the one obtained 
through Monte Carlo simulations (e.g. the difference is as small as 0.3% for 
Ni =  1000).
4.4 .2  C om p u ta tion a l C om p lex ity
The simple proposed algorithm makes it easy to implement in terms of compu­
tational complexity. The complexity of the proposed algorithm is coming from 
four aspects:
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1. FFT operation: N i point FFT operations introduce the complexity by 
O ( M o g M )  .
2 . Absolute amplitude: the test statistic of the proposed algorithm is based 
on the likelihood of time-frequency domain order statistics in terms of 
absolute amplitude, it would add 2 0  (N) computational cost.
3. Maximum order statistic: searching the largest order statistic in both the 
time and frequency domains require another 2 0  {N — 1) comparisons.
4. Test statistic:the likelihood ratio (see (4.21)) further introduces the com­
plexity by 2 .
Resulting in the overall computational complexity
O (m og (N)) -k 2 0  (N) 4- 2 0  (IV -  1) +  2. (4.30)
Note tha t the above computational complexity is for the case p = 0. W ith the 
case of arbitrary p, the “one ballot veto” policy (see section 4.3.3) is employed 
to handle the timing problem. The complexity is thus increased by a factor of 
N  (in the worst case scenario with the step size A p  =  1). As it can be observed 
the last three terms are negligible in comparison with the first term in (4.30), 
the overall maximum computational complexity of the proposed algorithm can 
be approximately written by
0 {N H o g (N )) .  (4.31)
It is shown that the proposed algorithm requires a low computational com­
plexity comparing with the eigenvalue based detection, where the cubic-order 
computational complexity is required.
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4.5 Simulation Results and Discussions
In this section, the proposed spectrum sensing algorithm is evaluated through 
the computer simulations. The PFA is fixed at 10% [10] for all simulations, and 
all simulation results are obtained by averaging over 2000 Monte Carlo trials.
E xp erim en t 1
In this experiment, the proposed algorithm is evaluated through a narrowband 
single-carrier communication system to compare with other blind sensing algo­
rithms (e.g the energy detection and the eigenvalue detection) in different chan­
nel and waveform environments. The signal vector is set to have the identical 
entries, and the signal symbol is generated by a quadrature phase-shift keying 
(QPSK) modulator. In Figure 4.7, it is shown that the proposed algorithm out­
performs the eigenvalue detection and the energy detection up to 4dB and 7dB 
in terms of PD > 90% respectively. The communication channel in this figure 
is considered as the ideal additive white Gaussian noise (AWGN) channel. The 
waveform is treated as the perfect rectangular waveform, and the size of is set 
to 1000. In Figure 4.8, the comparisons go through the same channel condition 
with different signal waveforms considered, and the worst case happens when 
the uniform distributed waveform is applied. From the figure, it is shown that 
the proposed algorithm has only up to 0.5 dB performance loss comparing with 
Figure 4.7, which means that the proposed algorithm is not sensitive to the 
signal waveform. Moreover, it is observed that the eigenvalue detection shows 
about 1 dB performance loss with the uniform distributed waveform. This is 
because that the observed samples show less covariance with each other under 
this scenario. Next, the performance comparisons go through a single-tap fiat 
Rayleigh fading channel, with the number of observed samples N\ = 100, 1000, 
and 10000 respectively. The waveforms considered in the simulations are the 
raised cosine waveform and the uniform distributed waveform. This is because 
that the raised cosine waveform is widely used for the pulse shaping; and it has
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Figure 4.7: Performance comparison between the proposed algorithm, the eigen­
value detection, and the energy detection in AWGN channel, A^ i =  1000.
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Figure 4.8: Performance comparison between the proposed algorithm, the eigen­
value detection, and the energy detection with different waveforms in AWGN 
channel, Ni = 1 0 0 0 .
shown in Figure 4.7 that the uniform distributed waveform can affect the per­
formance of eigenvalue detection. For the case of Ni = 100 (see Figure 4.9), the 
proposed algorithm shows very close performance to the eigenvalue detection 
and energy detection. As N i increases to 1000, Figure 4.10 shows that the pro-
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posed algorithm can achieve up to -10 dB performance in terms of PD > 90%, 
which outperforms the eigenvalue detection up to 3dB. Further increasing the 
number of observed samples to N\ =  10000, in Figure 4.11, it is shown that the 
proposed algorithm can form accurate decision with the SNR to be as low as 
-19dB. It is better that the eigenvalue detection and the energy detection up to 
7 dB and 10 dB respectively. Moreover, the proposed algorithm is also test with 
considering the carrier frequency offset. The normalised frequency offset in our 
simulations is set to 0.4. This is because that many carrier frequency offset 
research work use this value as the maximum offset value [83] - [85]. In Figuew 
4.12, it is seen that the carrier frequency offset only results in the proposed 
algorithm up to 2dB performance loss, and the proposed algorithm still outper­
forms other blind sensing detections. In addition, it is noted that the above 
experiments are based the case with fi = 0. For arbitrary /a, “one ballot veto” 
policy is applied, and section 3 has shown that the policy can further improve 
the detector performance whilst paying with the computational complexity.
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Figure 4.9: Performance comparison between the proposed algorithm, the 
eigenvalue detection, and the energy detection in flat Rayleigh fading channel, 
N i =  100 .
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Figure 4.10: Performance comparison between the proposed algorithm, the 
eigenvalue detection, and the energy detection in flat Rayleigh fading channel, 
N i  =  1000 .
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Figure 4.11: Performance comparison between the proposed algorithm, the 
eigenvalue detection, and the energy detection in flat Rayleigh fading channel, 
N i  =  10000.
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Figure 4.12: Performance comparison between the proposed algorithm with and 
without considering carrier frequency offset (e =  0.4) in flat Rayleigh fading 
channel, Rectangular waveform, N  =100, 1000, and 10000.
E xp erim en t 2
The objective of this experiment is to evaluate the proposed algorithm in 
Gaussian-like/wideband signals with employing the narrowband bandpass fil­
ter. The communication system in this experiment is considered as an OFDM 
system, with the parameters configured by: each OFDM symbol contains 1024 
subcarriers with the sub carrier spacing of 15 KHz, and the sampling frequency 
is 15.36 MHz. These configurations follow the specification of 3GPP-LTE [75]. 
The observation time is set to one OFDM symbol duration. Moreover, the com­
munication channel between the transmitted signal and the sensing device is 
adopted refer to WINNER channel model under the B1 (typical urban micro­
cell) scenario [76].
In Figure 4.13, the received wideband OFDM signal firstly goes through a nar­
rowband bandpass filter with the bandwidth B W  — 1/1024H, where B  stands 
for the bandwidth of the original OFDM signal. The multi-carrier wideband 
signal is then converted to a single-carrier narrowband signal. At the ADC, 
the above narrowband signal is sampled at either the original OFDM signal
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Figure 4.13: Performance comparison between the proposed algorithm, the 
eigenvalue detection, and the energy detection in an OFDM signal with em­
ploying the narrowband bandpass filter, B W  — 1/1024B, observation time =  1 
OFDM symbol duration.
sampling frequency or 10 times of the original sampling frequency. From the 
figure, it is shown that the proposed algorithm can form accurate decision with 
the SNR to be as low as -20dB, which outperforms the eigenvalue detection up 
to 8  dB.
In Figure 4.14, the bandwidth of the narrowband filter is changed to B W  = 
10/1024B. By using the same sampling frequency as in Figure 3.6, the time- 
domain received samples are the superposition of various modulated sub-carriers. 
The received signal is then more white Gaussian-like signal than the one in Fig­
ure 3.6. So that, the performance of the proposed algorithm is affected. In 
Figure 3.6, it is shown that the proposed algorithm can form the decision up 
to -15dB in terms of PD > 90%, when the sampling frequency is corresponding 
to 10 times of the original OFDM signal frequency. The proposed algorithm 
outperforms the eigenvalue detection and the energy detection 2 dB and 5 dB 
respectively. With the case of £ =  0.4, the proposed algorithm shows the same 
performance as the eigenvalue detection in terms of PD > 90%. However, the 
proposed algorithm has the advantage in computational cost. When the the
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Figure 4.14: Performance comparison between the proposed algorithm, the 
eigenvalue detection, and the energy detection in an OFDM signal with em­
ploying the narrowband bandpass filter, B W  = 10/1024B, observation time =  
1 OFDM symbol duration.
sampling frequency is corresponding to the original OFDM signal rate, the per­
formance of the proposed algorithm is slightly worse than the performance of 
the eigenvalue detection. However, the difference is very small. Moreover, it 
is noted that the proposed algorithm with the carrier frequency offset shows 
slightly better performance than the one without considering the frequency off­
set. This is because of the inter-carrier interference (ICI) problem resulting from 
the carrier frequency offset. In the single-carrier system, it is noted that there is 
only one non-zero entry in the frequency domain, and thus the carrier frequency 
offset only results in the received signal energy from one DFT bin into other 
DFT bins (i.e. it can only reduce the amplitude of the largest order statistic in 
frequency domain). On the other hand, the multi-carrier signal contains multi­
ple non-zero entries in the frequency domain. The ICI problem induced energy 
leakage between DFT bins can slightly benefit the proposed algorithm to keep 
amplitude of the largest order statistic. However, it has to say that this benefit 
is very limited, and can be only observed if the received signal is a multi-carrier 
signal with a low sampling frequency (e.g. the sampling frequency is equal to
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the original OFDM signal frequency, when B W  =  10/10245 ). Based on Fig­
ure 4.13 and Figure 4.14, at last, it is worth to mention that there is a trade-off 
between performance and complexity for the choice of the bandwidth of narrow­
band filter. The narrower bandwidth filter is applied (means high complexity), 
the higher performance can achieve to the proposed algorithm.
4.6 Summary
In this section, an ultra-fast spectrum sensing method with high sensitivity to 
weak signals was developed. The method was based on a fundamental nature 
that the white Gaussian noise must have identical order statistics in both the 
time and frequency domains, and vice versa. Therefore, the decision of spectrum 
availability was formed by means of measuring the likelihood of time-frequency 
domain order-statistics. An “one ballot veto” policy was introduced to han­
dle the timing uncertainty problem, and the proposed algorithm can be easily 
extended to the multi-carrier communication system by applying filter bank 
technique. The PFA was analytically investigated through log-normal approxi­
mation and the computational complexity was carefully analyzed. Finally, the 
computer simulations were shown that the proposed method formed accurate 
decision with the measured data length corresponding to one symbol duration 
and the SNR to be as low as —20 dB, which outperforms the state-of-the-art 
blind spectrum sensing technique by up to 8 dB.
Chapter 5
Conclusions and Future Work
5.1 Conclusions
In this thesis the local spectrum sensing problem in emerging flexible networks 
was investigated. A comprehensive review of the existing local spectrum sens­
ing techniques was firstly presented. In this thesis, local spectrum sensing 
techniques were divided and discussed in two categories: blind detection and 
non-blind detection.
In the blind spectrum sensing, the most common and the simplest technique is 
the energy detection [12] with the advantages of short observation time and low 
computational complexity. However, the performance of the detection is limited 
by the well-known noise uncertainty problem [18]. In order to overcome the 
noise uncertainty problem, covariance based eigenvalue detection was developed 
in [22] - [24]. But, such technique normally need high computational complexity. 
In addition, the wavelet based edge detection was presented in [26] for wideband 
spectrum sensing, where a further processing is required for each sub-band in 
order to have the final decision.
On the other hand, cyclostationarity detection [32] - [33] utilises the cyclic fre­
quency of the signal to decide the spectrum availability. A long observation 
time is required in order to receive sufficient signal information. Matched fll-
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tering [42] is known to be the optimum detector for signal detection assuming 
the sensing device knows the transmitted signal perfectly. Furthmore, the HOS 
based detection can signicantly improve the performance of spectrum sensing 
in the low SNR environments [46] while paid by observation time and compu­
tational cost.
Moreover, filter-bank technique [51] - [52] and compressed sensing technique [30] 
can be used to alleviate the challenge of spectrum sensing problem in wideband 
spectrum, and joint multi-band spectrum sensing technique was investigated 
in [53] - [54] for efficiency of spectrum utilisation.
Motivated by the fact that most of existing spectrum sensing techniques can 
hardly achieve a reliable performance within a short observation time whilst 
without introducing a high computational complexity. The main contributions 
of this thesis were the development of two novel spectrum sensing techniques. 
Firstly, a novel pilot-assisted spectrum sensing technique was developed for 
OFDM systems by exploiting statistical difference between subcarriers. The 
technique is based upon the physical nature that subcarriers carrying pilots 
or payload data have different statistical properties. These differences can be 
observed by applying the FOM or the SOA to estimate the mean or covariance of 
sub carriers. Moreover, an “one ballot veto” policy was introduced to handle the 
timing problem. Thanks to the differential operations, the proposed technique 
has shown less sensitivity to the noise uncertainty problem. Performance of the 
proposed technique was analytically formulated in terms of PFA and PD, two 
key metrics of spectrum sensing. According to computer simulations, it was 
shown that the second-order statistics based proposed technique outperforms 
the conventional pilot-assisted technique up to 7 dB in terms of PD > 90% 
and PFA =  1 0%. In addition, the simulation also showed that the FOM-based 
technique can offer better performance than the SOA-based technique for small 
normalised Doppler shift (e.g. < 0.013).
Secondly, an ultra-fast blind spectrum sensing technique was investigated by 
exploiting time-frequency domain order statistics difference to form fast and
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accurate decision of the spectrum availability. The key idea of this technique 
was motivated by a fundamental nature the received signal must have the same 
order statistics in both the time and frequency domains if the communication 
signal is not present (i.e. the received signal only contains white Gaussian noise), 
and vice versa. Then, the decision of the spectrum usage can be formed based 
upon the likelihood of time-frequency domain order statistics. For the perfor­
mance analysis, the PFA was mathematically analyzed through Log-Normal 
approximation by using curve fitting method. It was observed that the thresh­
old obtained through the Log-Normal approximation is almost identical to the 
one obtained through Monte Carlo simulations (e.g. the difference is as small 
as 0.3% for observation samples corresponding to 1, 000). Furthermore, simula­
tion results were shown that the proposed technique can reach 90% in PD and 
10% in PFA for the SNR as low as 20 dB with the observation time correspond­
ing to only one symbol duration, which outperforms the state-of-the-art blind 
spectrum sensing technique up to 8 dB. In order to handle the multi-carrier 
signal, at last, it was shown the the proposed technique can be benefited by a 
narrow band filter.
5.2 Future Work
To this end, some further works can be considered in the local spectrum sensing. 
These works can either be extensions to the proposed techniques or they can 
be new and are summarised as follows.
Firstly, the pilot-assisted spectrum sensing technique introduced in section 3, 
was based on an assumption that all pilot symbols are dedicated pilots. In prac­
tice, communication system might also contain common pilot signal, i.e., the 
pilot is always existence no matter the transmitted signal is present or not. The 
proposed technique would be affected by those common pilot signal. Therefore, 
further investigation work can be performed on this proposed technique in order 
to avoid any performance loss caused by the common pilot signal.
Secondly, the proposed ultra-fast blind spectrum sensing technique presented in
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section 4, was developed by exploiting time-frequency domain order statistics 
difference, where the high oversampling rate is generally required. Hence, it 
would be worth to investigate a signal processing method by using the lower 
sampling rate whilst the performance loss is minimised.
Thirdly, both proposed techniques are evaluated through the computer simula­
tions. It would be interesting to see its performance in the real communication 
environment. So that, a test-bed based implementation is desired.
Fourthly, there are many spectrum sensing techniques reported in the literature. 
Each technique has its own advantages and disadvantages. This is no one 
technique which can achieve the best performance in all environments. Thus, 
spectrum sensing in the real communication networks might have to use multiple 
sensing techniques in order to handle the various environments. Thus, it would 
be worth to investigate the spectrum sensing with multiple sensing techniques 
involved in.
Fifthly, it is known that both spectrum sensing and geo-location database ac­
cess method might have limitations for enabling opportunistic spectrum reuse. 
Hence, it would be nice to see how the both methods can combine together in 
order to improve the overall opportunistic spectrum usage.
At last, the purpose of spectrum sensing in the flexible network is to assist 
the opportunistic system/user to reuse the spectrum. It would arise a cross­
layer design problem between the physical layer spectrum sensing technique 
and the media access control (MAC) layer scheduling. Therefore, it would 
be essential to investigate the above design problem with the optimum overall 
network throughput achieved.
Appendix a :
Derivation of (3.30) from (3.29)
Since the variables are i.i.d. under hypothesis, it is understood that
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Appendix B
Derivation of (4.25)
Denote A  and B  to be the largest order statistics |ÿ|(jvi) ^nd under Ho
hypothesis respectively, (4.21) is then read as
=  (B.l)
Next, put (B.l) and (4.24) into (4.20), P r ( ^ ( y )  < A | Ho) in (4.20) has
P r ( ^ ( i / )  |Ho<A)
=Pr (A < X B , B >  0) (B.2)
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Replace e ^  with r  to obtain
Pr {y) \Uo <  A) =  - N i  j  ( l  -  (1 -  dr. (B.5)
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Appendix c
Derivation of (4.26)
Based on (B.l), the Rayleigh approximation results in (4.20)
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