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Adiabatic quantum computing is a framework for quantum computing that is superficially very
different to the standard circuit model. However, it can be shown that the two models are compu-
tationally equivalent. The key to the proof is a mapping of a quantum circuit to an an adiabatic
evolution, and then showing that the minimum spectral gap of the adiabatic Hamiltonian is at
least inverse polynomial in the number of computational steps L. In this paper we provide two
simplified proofs that the gap is inverse polynomial. Both proofs result in the same lower bound
for the minimum gap, which for L  1 is mins ∆ & pi2/[8(L + 1)2], an improvement over previous
estimates. Our first method is a direct approach based on an eigenstate ansatz, while the the second
uses Weyl’s theorem to leverage known exact results into a bound for the gap. Our results suggest
that it may be possible to use these methods to find bounds for spectral gaps of Hamiltonians in
other scenarios.
I. INTRODUCTION
Aharonov and coworkers [1] proved that any quantum
circuit can be efficiently simulated by an adiabatic quan-
tum computation. Since the converse was already known
[2], this amounted to a proof that the circuit model and
the adiabatic model are computationally equivalent. The
important ingredient in the proof is Feynman’s circuit-
to-Hamiltonian construction, which enables the mapping
of a quantum circuit to a time-independent Hamiltonian
[3]. This can then be used to construct an adiabatic evo-
lution that encodes the output of the circuit in its final
ground state. However, if the minimum gap during the
adiabatic evolution is exponentially small in the number
of computational steps L, it will take an exponentially
long time to reach the final ground state. Hence, to show
that the the circuit is efficiently simulated by the adia-
batic evolution it is also necessary to show that the min-
imum spectral gap is at least inverse polynomial in L.
In Ref. [1] this was achieved by deriving a lower bound
for the minimum gap, mins ∆(s) ≥ 1/144L2. However,
the derivation is quite complicated, and involves using
Gerschgorin’s Circle Theorem and a conductance bound
from the theory of rapidly mixing Markov chains. In
subsequent work, Deift, Ruskai and Spitzer [4] gave an
improved bound mins ∆(s) > 1/[2(L + 1)
2]. An alter-
native proof of the computational equivalence that does
not rely on Feynman’s circuit-to-Hamiltonian construc-
tion was given in Ref. [5].
In this paper we provide two relatively simple proofs
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that the minimum gap is bounded by:
min
s
∆(s) ≥ 2
√
2 [1 + cos ]− 2 [1 + cos ]
=
2
2
+O(4),
where  = pi/(2L + 2). Our first proof of the bound is
based on an ansatz for the eigenstates of the adiabatic
Hamiltonian, from which we find good approximations to
the eigenstates and to the full spectrum of eigenvalues.
The second proof involves a decomposition of the adia-
batic Hamiltonian into an appropriate sum of Hermitian
operators, followed by an application of Weyl’s theorem,
which gives bounds on the eigenvalues of the adiabatic
Hamiltonian. The two different methods of derivation
are seemingly unrelated, but surprisingly give the same
lower bound for the spectral gap.
The paper is outlined as follows. In section II we pro-
vide some background to the circuit model and Feyn-
man’s mapping of the circuit to a Hamiltonian evolution.
In section III we give a brief review of adiabatic quantum
computing, and the problem of simulating a circuit with
an adiabatic evolution. Then, in section IV we give our
first derivation of the bound above and in section V we
give our second derivation of the bound.
II. FEYNMAN’S CLOCK HAMILTONIAN
In the circuit model of quantum computing, a cal-
culation is implemented in several stages. First, a set
of N logical qubits are prepared in the computational
basis state |α(0)〉 = |0102 · · · 0N 〉. Next, a sequence of
one- or two-qubit gates are applied so that after a to-
tal of L gates U1, ..., UL the system is in the output
state |α(L)〉 = UL · · ·U1 |α(0)〉 (intermediate states are
denoted |α(l)〉 = Ul · · ·U1 |α(0〉, with l = 1, ..., L). Fi-
nally, the output state is measured in the computational
basis [6, 7].
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2Although the computation is implemented by a dis-
crete sequence of unitaries, Feynman showed that it is
possible to map the circuit to a continuous time evolu-
tion with a time-independent Hamiltonian [3]. This can
be done by adding to the N logical qubits an L + 1 di-
mensional ancillary “clock” system, and constructing the
Hamiltonian:
Hc =
1
2
L∑
l=1
(
I ⊗ |l − 1〉c 〈l − 1|c + I ⊗ |l〉c 〈l|c
−Ul ⊗ |l〉c 〈l − 1|c − U†l ⊗ |l − 1〉c 〈l|c
)
,(1)
where {|l〉c}Ll=0 are a set of basis states for the clock sys-
tem. The clock is prepared in the state |0〉c and the
system is allowed to evolve by Hc for a period of time.
If a final measurement of the clock system in the basis
{|l〉c}Ll=0 gives the outcome corresponding to the state|L〉c, then the N logical qubits will be in the output state|α(L)〉. We note that the first two terms in Eq. 1 are not
necessary but are included for later convenience, since
they ensure that Hc is positive semidefinite.
The Feynman circuit-to-Hamiltonian construction was
used by Kitaev as part of his proof that the local Hamil-
tonian probelem is QMA-complete [8], and, inspired by
this, it was used by Aharonov and coworkers to prove
that adiabatic quantum computation is computationally
equivalent to the circuit model [1]. This latter applica-
tion is the focus of this paper. In the next section we
give a brief review of adiabatic quantum computing and
a summary of the proof in Ref. [1].
III. ADIABATIC QUANTUM COMPUTATION
Adiabatic quantum computing is a framework for
quantum computing that is based on adiabatic varia-
tion of a Hamiltonian H(s), where s ∈ [0, 1] is a tun-
able parameter [9]. At some initial time the system is
prepared in the ground state of the initial Hamiltonian
H(0) = Hinit. By the adiabatic theorem, if s is increased
slowly relative to the size of the spectral gap of H(s)
the system will remain in the ground state of H(s) at
each instant until it reaches the ground state of the final
Hamiltonian H(1) = Hfinal. For example, we may con-
sider the Hamiltonian H(s) = (1− s)Hinit + sHfinal where
s is a rescaled time parameter s = t/T that increases
from s = 0 to s = 1 as time evolves from the initial
time t = 0 to the final time t = T . If the output of the
quantum computation can be encoded in the final ground
state, an adiabatic quantum computation will have been
implemented.
The relationship between the computational power of
the adiabatic model and the computational power of the
circuit model is not obvious. However, it was proved in
Ref. [1] that they are computationally equivalent. This
was done by showing that any quantum computation
with a circuit description can be efficiently simulated by
an adiabatic quantum evolution. Since the converse was
already known to be true [2], this proved the computa-
tional equivalence of the two models. We now summarise
the argument of Ref. [1].
Since the input to the quantum circuit is the N -qubit
state |α(0)〉 and the output is |α(L)〉, it is natural to try
to construct an N -qubit adiabatic model that has |α(0)〉
as the ground state of its initial Hamiltonian Hinit and
|α(L)〉 as the ground state of its final Hamiltonian Hfinal.
However, this approach runs into the problem that the
output state |α(L)〉 is unknown: how then can the corre-
sponding Hamiltonian Hfinal be constructed? In Ref. [1]
it was shown that, following Feynman and Kitaev, this
difficulty can be overcome by adding to the N logical
qubits an L+ 1 dimensional clock system. It is straight-
forward to verify that the choice of initial Hamiltonian
Hinit =
∑N
i=1 |1i〉 〈1i| ⊗ |0〉c 〈0|c + I ⊗
∑L
l=1 |l〉c 〈l|c has
the desired ground state |α(0)〉 ⊗ |0〉c. (Here, |1i〉 〈1i|
represents a projector onto the state |1〉 of the i’th qubit,
with the identity operator acting on all other qubits.) It
can also be checked that the final Hamiltonian Hfinal =
Hc+
∑N
i=1 |1i〉 〈1i|⊗ |0〉c 〈0|c, where Hc is given in Eq. 1,
has the ground state:
|η〉 ≡ 1√
L+ 1
L∑
l=0
|γ(l)〉 ,
which is a superposition of the L+ 1 orthonormal states
|γ(l)〉 ≡ |α(l)〉 ⊗ |l〉c. If a final measurement of the clock
system in the basis {|l〉c}Ll=0 gives the outcome corre-
sponding to the state |L〉c, then we know that the N
logical qubits will be in the output state |α(L)〉. We em-
phasise that the Hamiltonian Hfinal defined above can be
constructed using only knowledge of the quantum circuit
{U1, ..., UL}, and without direct knowledge of the output
state |α(L)〉.
The L+ 1 dimensional subspace spanned by the states
{|γ(l)〉}l∈{0,...,L} is invariant under evolution by H(s) [1].
This means that, although the full state space is (L+1)2N
dimensional, the evolution by H(s) takes place entirely
within the smaller L + 1 dimensional subspace. The
Hamiltonian H(s) restricted to this subspace is denoted
H(s) and is given in the {|γ(l)〉} basis by the L + 1 di-
mensional tridiagonal matrix [1]:
H(s) =

s
2 − s2− s2 1 − s2− s2 1
. . .
1 − s2− s2 1− s2
 .
Its eigenvalue equation is H(s)ψl(s) = λl(s)ψl(s) where
l = 0, 1, ..., L and we label the eigenvalues in increasing
order λ0(s) ≤ λ1(s) ≤ ... ≤ λL(s). To show that the adi-
abatic evolution is an efficient simulation of the quan-
tum circuit it must be demonstrated that the spectral
3gap ∆(s) = λ1(s) − λ0(s) is at least inverse polynomial
in the number of computation steps L. In the following,
we give two proofs that this is the case.
IV. FIRST PROOF
Our first proof is based on an ansatz for the eigenvec-
tors of H(s). The ansatz leads to a set of trancendental
equations. Although these equations cannot be solved
explicitly, they can be used to find approximate expres-
sions for the eigenvalues and eigenvectors, and a lower
bound for the spectral gap.
A. Ansatz
We propose an ansatz ψ for the eigenvector with the
vector elements [ψ]k = αz
k+1 +βz−k−1, k = 0, ..., L. For
now, α, β and z are arbitrary complex numbers, but they
will be specified shortly by the requirement that ψ be an
eigenstate of H. Multiplying ψ by the Hamiltonian H
gives a vector Hψ with the elements:
[Hψ]0 =
s
2
(αz + βz−1)− s
2
(αz2 + βz−2),
[Hψ]k = λ[ψ]k, λ = 1−
s
2
(z + z−1), 0 < k < L,
[Hψ]L = −
s
2
(αzL + βz−L) +
(
1− s
2
)
(αzL+1 + βz−L−1).
We see that ψ is “almost” an eigenvector of H with eigen-
value λ = 1 − s2 (z + z−1), but not quite, since the first
and last elements [Hψ]0 and [Hψ]L do not have the cor-
rect form. Enforcing [Hψ]0 = λ[ψ]0 and [Hψ]L = λ[ψ]L
leads to the conditions s(α + β) = (2 − s)(αz + βz−1)
and β = αz2L+3, respectively. Substituting the second
equation into the first gives a new condition:
s =
2(z−L−1/2 + zL+1/2)
zL+3/2 + zL+1/2 + z−L−1/2 + z−L−3/2
≡ f(z), (2)
where, for later convenience, we have introduced the
function f(z). If z is a solution to Eq. 2, our ansatz ψ is
an eigenstate of H(s). We also note that the eigenvalue
λ = 1 − s2 (z + z−1) must be real, since the Hamiltonian
H is symmetric. This implies that there are two possi-
bilities for z: either z is real or z is complex with unit
modulus.
1. Real z solution
We first consider the case where z is real. Writing
z = eθ the eigenvalue and (unnormalised) eigenvector
elements are:
λ = 1− s cosh θ, [ψ]k = cosh[(L− k + 1/2)θ],
where, substituting z = eθ into Eq. 2, we see that θ is a
solution to the equation:
s = f(eθ) = 1− tanh[(L+ 1)θ] tanh(θ/2). (3)
Fig. 1(a) shows f(eθ) plotted as a function of θ. The
plot shows (and it is easily verified by a calculation) that
f(eθ) is continuous and monotonically decreasing, and
is guaranteed to intersect a horizontal line at f(eθ) = s
(at finite θ if s > 0, and at θ → ∞ if s = 0). This gives
exactly one solution to the eigenvalue equation, which we
denote θ0. The corresponding eigenvalue and eigenvector
are similarly labelled λ0 and ψ0.
2. Complex z solutions
Next, in the case where z is complex with unit modulus
we can write z = eiθ, which gives the eigenvalue and
(unnormalised) eigenvector:
λ = 1− s cos θ, [ψ]k = cos[(L− k + 1/2)θ], (4)
where θ is the solution to the equation:
s = f(eiθ) = 1 + tan[(L+ 1)θ] tan(θ/2). (5)
If θ is a solution to Eq. 5 then it is clear that θ + 2pim
is also a solution for any m ∈ Z, since z = ei(θ+2pim) =
eiθ. However, replacing θ → θ + 2pim in the expressions
for the eigenvalue and eigenstate in Eq. 4 shows that
these solutions all correspond to the same eigenvalue and
eigenvector. We may therefore restrict to solutions to Eq.
5 in any 2pi range, say θ ∈ [−pi, pi). Also, if θ is a solution
to Eq. 5 then so is −θ, since f(eiθ) = f(e−iθ). But again,
replacing θ → −θ in Eq. 4 shows that this does not give a
distinct solution to the eigenvalue equation. All distinct
solutions may therefore be found in the range θ ∈ [0, pi].
In Fig. 1(b) we plot f(eiθ) as a function of θ in this range
(the solid orange lines). The function f(eiθ) diverges
for certain values of θ. From Eq. 5 we see that these
divergences occur at the points θ = (2l− 1)pi/[2(L+ 1)],
for l = 1, ..., L, marked by grey vertical lines in Fig. 1(b).
Moreover, in the interval θ ∈
[
(2l−1)pi
2(L+1) ,
(2l+1)pi
2(L+1)
]
between
two consecutive divergences the function f(eiθ) increases
continuously from −∞ to +∞ and will therefore cross
a horizontal line at f(eiθ) = s. Since there are L such
intervals in the range θ ∈ [0, pi] we are guaranteed L
solutions, which we denote θl where l = 1, ..., L. The
corresponding eigenvalues and eigenvectors are λl and
ψl. Since the eigenvalue λ = 1 − s cos θ is an increasing
function of θ for θ ∈ [0, pi] we are also guaranteed that
the eigenvalues are labelled in increasing order λ1(s) ≤
λ2(s) ≤ ... ≤ λL(s).
Combining the solution θ0 obtained for real z with the
L solutions {θ1, ..., θL} for complex z gives a complete set
of L+ 1 eigenvalues and eigenvectors of H(s).
4FIG. 1. Solutions to the trancendental equations Eq. 3 (left figure) and Eq. 5 (right figure) are found when f(z) = s. Plotted
for L = 8.
B. Approximations
Although we have identified the complete set of L+ 1
solutions to the eigenvalue equation, we cannot solve the
trancendental equations 3 and 5 to find explicit solutions.
However, progress can be made by finding approximate
solutions.
1. Ground state approximation
We begin with the ground state eigenvalue λ0 = 1 −
s cosh θ0 and eigenvector [ψ0]k = cosh[(L − k + 1/2)θ0],
where θ0 is the solution to s = f(e
θ0) = 1 − tanh[(L +
1)θ0] tanh(θ0/2). When (L+1)θ0  1 we have tanh[(L+
1)θ0] ≈ 1, which gives θ0 ≈ 2 tanh−1(1− s) = ln
(
2
s − 1
)
.
With this approximation the ground state eigenvalue is:
λ0(s) ≈ 1− s cosh
[
ln
(
2
s
− 1
)]
=
s(1− s)
2− s ≡ λ
approx
0 (s), (6)
and the eigenvector elements are:
[ψ0]k ≈ 1
2
[(
2
s
− 1
)L−k+1/2
+
(
2
s
− 1
)−L+k−1/2]
≡ [ψapprox0 ]k.
In Fig. 2 we compare the exact ground state and its
eigenvalue (found by numerical diagonalisation of H)
with the approximation.
We note that the approximation tanh[(L + 1)θ0] ≈ 1
overestimates tanh[(L+ 1)θ0], and so underestimates θ0.
The approximation therefore overestimates the eigen-
value λ0(s) and is an upper bound to the true eigenvalue,
λapprox0 (s) ≥ λ0(s).
2. Excited state approximations
We next approximate the excited state eigenvalues
λl = 1 − s cos θl and eigenvectors [ψl]k = cos[(L − k +
1/2)θl], where θl are the L solutions to s = f(e
iθ) =
1 + tan[(L + 1)θ] tan(θ/2) in the range θ ∈ (0, pi). In
section IV A we showed that the l’th solution θl lies in
the range θl ∈
[
(2l−1)pi
2(L+1) ,
(2l+1)pi
2(L+1)
]
between two consecu-
tive divergences of f(eiθ). A lower bound to the true
value of θl is therefore found by choosing the smallest
value in this range, i.e., θl ≈ (2l − 1)pi/[2(L + 1)]. Since
λ = 1−s cos θ is an increasing function of θ for θ ∈ [0, pi],
a lower bound to the eigenvalue λl can be obtained using
this lower bound for θl:
λl(s) ≥ 1− s cos (2l − 1)pi
2(L+ 1)
. (7)
This lower bound will be useful in the next subsection
when we derive a lower bound on the spectral gap. How-
ever, in terms of the error with respect to the true value
of θl, the approximation θl ≈ (2l− 1)pi/[2(L+ 1)] begins
to break down as s increases or as l increases. This can
be seen in Fig. 1(b), where the approximations (the thin
vertical grey lines) depart from the true values (the solid
orange lines) as s increases or as l increases. However,
the approximation may be improved by observing that
for s ≈ 1 or for l ≈ L, the function f(eiθ) is well approx-
imated by the linear expansion around the solutions to
f(eiθ) = 1, i.e., around θ = lpi/(L+ 1). This gives:
s = f(eiθ) ≈ 1 +
[
θ − lpi
L+ 1
]
(L+ 1) tan
lpi
2(L+ 1)
,
which we can easily solve for θ to obtain θl ≈ lpi/(L +
1) − (1 − s)/[(L + 1) tan[lpi/2(L + 1)]. These linear ap-
proximations are plotted in the green dashed lines in Fig.
1(b). The two approximations for θl may be combined
5FIG. 2. Left: A comparison of the exact and the approximate eigenvalues for L = 8. Right: exact vs. approximate eigenstates
(the 4 lowest) for s = 0.8 and L = 32.
in a single approximation:
θl ≈ max
{
(2l − 1)pi
2(L+ 1)
,
lpi
L+ 1
− 1− s
(L+ 1) tan[lpi/(2L+ 2)]
}
≡ θapproxl .
In Fig. 2 we compare the approximate eigenvectors and
eigenvalues with the exact ones (found numerically).
3. Lower bound for the gap
In Eq. 6 we found that an upper bound to the ground
state eigenvalue is λ0(s) ≥ s(1 − s)/(2 − s), and in Eq.
7 that a lower bound to the first excited state eigenvalue
is λ1(s) ≤ 1− s cos , where  = pi/(2L+ 2). This means
that the spectral gap is bounded by:
∆(s) ≥ 1− s cos − s(1− s)
2− s . (8)
Minimising over s gives:
min
s
∆(s) ≥ 2
√
2 [1 + cos ]− 2 [1 + cos ] = 
2
2
+O(4),
(9)
where we have expanded the right hand side to leading
order in . This proves that the spectral gap of H(s) is
at least inverse quadratic in L.
We now give a second derivation of the same bound,
based on an application of Weyl’s theorem, leaving a dis-
cussion of the result to the conclusion in section VI.
V. SECOND PROOF
Our second proof is based on an application of Weyl’s
theorem to an appropriate decomposition of the Hamil-
tonian H(s).
A. Weyl’s theorem
Weyl’s theorem is an inequality on the eigenvalues of
Hermitian matrices and their sums [10]. Let A and B
be (L+ 1)× (L+ 1) Hermitian matrices, and denote by
{µj(A)}Lj=0, {µj(B)}Lj=0, and {µj(A+B)}Lj=0 the sets of
eigenvalues of A, B, and A + B, respectively, with the
eigenvalues labelled in increasing order. Weyl’s theorem
says that for any 0 ≤ k ≤ L:
µk(A) + µ0(B) ≤ µk(A+B) ≤ µk(A) + µL(B). (10)
Moreover, if B is positive semidefinite we have µk(A) ≤
µk(A) + µ0(B). Therefore, a corollary of Weyl’s theo-
rem that if B is positive semidefinite, we have µk(A) ≤
µk(A + B) for all 0 ≤ k ≤ L. Alternatively, making the
substitution A′ = A+B, we have:
µk(A
′ −B) ≤ µk(A′), (11)
for all 0 ≤ k ≤ L if B is positive semidefinite.
Weyl’s theorem suggests a strategy for deriving a
bound on the spectral gap of H(s): we should find a
decomposition H(s) = A + B for which the eigenvalues
of A and B are known. Then, by applying the theorem
we can find an upper bound to the ground state and a
lower bound to the first excited state of H(s). We be-
gin by introducing the necessary analytically tractable
matrices that will play the roles of A or B.
6B. Analytically tractable tridiagonal matrices
We define the (L+ 1)× (L+ 1) real matrix:
T (a, b) =

a 1
1 0 1
1 0
. . .
0 1
1 b
 .
For certain special choices of the numbers a and b it is
possible to calculate the eigenvalues of this matrix, using
the eigenstate ansatz given at the beginning of section
IV A. For our purposes, we need only two cases. First,
the matrix T (−1, 1) (with a = −1 and b = 1), has the
eigenvalues [11–13]:
µj(T (−1, 1)) = 2 cos[(2j + 1)], 0 ≤ j ≤ L, (12)
where  = pi/(2L+2) Second, the matrix T (q, q−1) (with
a = q and b = q−1) has the eigenvalues [12, 14, 15]:
µ0(T (q, q
−1)) = q + q−1, (13)
µj(T (q, q
−1)) = 2 cos(2j), 1 ≤ j ≤ L. (14)
C. Lower bound for the gap
To find a lower bound to the first excited state eigen-
value, we first write:
H(s) = IL+1 − s
2
T (−1, 1)− |γ(0)〉 〈γ(0)| . (15)
This decomposition is of the form H(s) = A + B where
A = − |γ(0)〉 〈γ(0)| and B = IL+1 − s2T (−1, 1) are Her-
mitian. Thus, we can apply Weyl’s theorem (Eq. 10) to
write the inequality:
µ1(− |γ(0)〉 〈γ(0)|) + µ0(IL+1 − s
2
T (−1, 1)) ≤ µ1(H(s)).
(16)
Now, we can use Eq. 12 to find µ0(IL+1 − s2T (−1, 1)) =
1− s cos . Since µ1(− |γ(0)〉 〈γ(0)|) = 0, we then have:
λ1(s) ≥ 1− s cos , (17)
where we have reverted to the notation λ1(s) = µ1(H(s))
for eigenvalues of H(s). Note that this is the same as the
lower bound derived in Eq. 7.
Next, we find an upper bound to the ground state
eigenvalue of H(s). We write:
H(s) = IL+1 − s
2
T (q, q−1)− s(s− 1)
2− s |γ(L)〉 〈γ(L)| ,
where q = 2s − 1. This decomposition is of the form
H(s) = A′ − B where A′ = IL+1 − s2T (q, q−1) is Hermi-
tian and B = s(s−1)2−s |γ(L)〉 〈γ(L)| is positive semidefinite.
Thus, we can apply the corollory to Weyl’s theorem (Eq.
11) to write:
µ0(H(s)) ≤ µ0(IL+1 − s
2
T (q, q−1)). (18)
This gives
λ0(s) ≤ s(1− s)
2− s , (19)
where we have used Eq. 13 to determine the right hand
side of the inequality. Note that this is the same as the
upper bound derived in Eq. 6.
Since the bounds are the same as those derived in sec-
tion IV, they combine to give the same lower bound for
the minimum spectral gap, given in Eq. 9.
VI. CONCLUSION
For the simulation of a quantum circuit with L compu-
tation steps by an adiabatic evolution by a Hamiltonian
H(s), we have presented two relatively simple proofs that
the spectral gap of H(s) is at least inverse quadratic in
L. Both proofs result in identical lower bounds for the
minumum spectral gap:
min
s
∆(s) ≥ 2
√
2 [1 + cos ]− 2 [1 + cos ] = 
2
2
+O(4),
where  = pi/(2L + 2). In the large L limit, our lower
bound is a factor of 18pi2 ∼ 177 times larger than the
bound mins ∆(s) ≥ 1/144L2 that is given in Ref. [1].
Moreover, both proofs here are more elementary than
the one presented in Ref. [1]. With respect to the lower
bound mins ∆(s) ≥ 1/[2(L + 1)]2 given in Ref. [4], ours
is an improvement by a factor of pi2/4 ∼ 2.5 in the large
L limit.
Our first proof (section IV) is based on an eigenstate
ansatz that leads to a set of trancendental equations,
reminiscent of the Bethe ansatz. Our second proof (sec-
tion V) is based on an application of Weyl’s theorem.
Both approaches open up the possibility of using these
tools in deriving bounds on spectral gaps in generalisa-
tions of the adiabatic Hamiltonian considered here.
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