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Abstract. In this chapter, we collect actual CPU time measurements of a number
of prototypical PDE simulators for solving the Poisson equation, the linear elasticity
equation, the heat conduction equation, the equations of nonlinear water waves,
the incompressible Navier-Stokes equations, and many more. We show how these
measurements can be used to establish performance models of the form: t = C n
®,
which describes the CPU consumption as a function of the size of a discretized
problem. The models can, in particular, quantify the eﬃciency of some standard
numerical methods for solving the linear system in a particular problem. Diﬀerent
numerical methods can thus be compared, and we also hope that the performance
models may form a basis for roughly estimating the consumption of CPU time by
more complicated PDE simulators.
1 Introduction
The quality of any numerical software for solving partial diﬀerential equations
(PDEs) is determined by the interplay between accuracy and eﬃciency. The
ultimate question is: How can a PDE simulator achieve a prescribed level of
accuracy in the shortest amount of time? Of course, we do not intend to give
a complete answer to the question above. Rather, the main content of this
chapter consists in a collection of statistical information on the CPU time
consumed by some prototypical PDE simulators. The primary objective is to
establish, through analyzing the CPU measurements, a set of performance
models for some standard numerical methods when being applied in these
prototypical PDE simulators. The measurements are obtained by running a
series of simulations for each test problem, while we vary two factors: the size
of the discretized problem and the solution method for the involved system
of linear equations. Basically, we assume that for each solution method, the
CPU consumption model is of the form:
t = C n®;
where n indicates the size of a discretized problem. The constants C and ®
can be computed by ﬁtting the model for a series of measurements, using2 X. Cai et al.
the method of least squares, see Section 4.1. All the PDE simulators involved
have been developed by using Diﬀpack [8,16].
The present chapter also aims at providing readers with a detailed study
of diﬀerent methods for solving linear systems. For example, one can easily
compare the eﬃciency of multigrid methods with that of conjugate gradient
methods, as functions of n. We also discuss some implementation issues that
are relevant for achieving good eﬃciency in PDE software in general.
The contents of this chapter are organized as follows. Section 2 gives
the mathematical formulations of a collection of model problems involving
PDEs. Then, we brieﬂy describe in Section 3 the numerical methods to be
used for each of the model problems. Thereafter, in Section 4, we list the
total CPU time consumption for every simulation. We also establish for each
test problem performance models that depend on the problem size and the
chosen method for solving the linear systems. In Sections 5 and 6, we analyze
the CPU measurements in detail by examining the two major parts of each
simulation: The CPU time for constructing the linear systems and the CPU
time for solving them. In addition, we discuss some implementation issues
that are of importance for improving the eﬃciency of PDE simulators.
Before we present the details of the test problems and numerical methods
in Sections 2 and 3, we ﬁrst list in Tables 1 and 2 the identiﬁers that will
be used. These two tables give a quick overview of the test problems and
methods we deal with in this chapter.
Table 1. Identiﬁers for the test problems.
Identiﬁer Problem description
Pe2 2D Poisson equation
Pe3 3D Poisson equation
Eb2 2D elliptic boundary-value problem with variable coeﬃcients
Eb3 3D elliptic boundary-value problem with variable coeﬃcients
Deb2 2D elliptic boundary-value problem with discontinuous coeﬃcients
El2 2D linear elasticity equation
Hc2 2D heat conduction equation
Wa2 2D nonlinear water wave equation
Wa3 3D nonlinear water wave equation
Tf2 2D two-phase ﬂow problem
Ht2 2D heart-torso coupled simulation
Ht3 3D heart-torso coupled simulation
Ad3 3D linear advection-diﬀusion equation
Ns2 2D incompressible Navier-Stokes equationsPerformance Modeling 3
Table 2. Identiﬁers for the solution methods for linear systems.
Identiﬁer Solution method Reference(s)
BG Gauss elim. on banded matrix [11]
J Jacobi iterations [23], [25]
GS Gauss-Seidel iterations [23], [25]
CG Conjugate gradient method [9], [15]
IPCG CG + ILU prec. [3], [12]
MPCG CG + MILU prec. [3], [12]
RPCG CG + RILU prec. (! = 0:9) [3], [12]
FPCG CG + fast Fourier trans. prec. [22]
NMG Nested multigrid cycles [13]
2 Model Problems
In this section, we present the mathematical formulations of a collection of
model problems. For each of them, one or several test problems are speciﬁed.
2.1 The Elliptic Boundary-Value Problem
We consider a second-order boundary-value problem of the form:
¡r ¢ (Kru) = f in ­;
u = uD on ¡1; (1)
@u
@n
= uN on ¡2;
where ­ ½ Rd, d = 2;3. The boundary @­ consists of two disjointed parts,
such that ¡1 [ ¡2 = @­ and ¡1 \ ¡2 = ;. In (1), we have K > 0 as a scalar
function deﬁned in ­.
The simplest case of model problem (1) is the Poisson equation with
homogeneous Dirichlet boundary conditions:
¡r2u = f in ­;
u = 0 on @­ :
The 2D Poisson equation (Pe2). For this 2D test problem, the solution
domain ­ is the unit square, i.e., ­ = [0;1]2. The right-hand side has the
form:
f(x;y) = esin(2¼xy) :
The 3D Poisson equation (Pe3). The solution domain ­ for this 3D test
problem is the unit cube, i.e., ­ = [0;1]3. The right-hand side has the form
f(x;y;z) = esin(2¼xyz) :4 X. Cai et al.
The 2D elliptic boundary-value problem with variable coeﬃcients (Eb2). The
solution domain ­ and the right-hand side f(x;y) are the same as in the Pe2
problem. We also apply the same homogeneous Dirichlet boundary conditions
u = 0 on the entire boundary. The scalar function K(x;y) is given by
K(x;y) = 1 + xy + (xy)2 :
The 3D elliptic boundary-value problem with variable coeﬃcients (Eb3). The
boundary conditions, the solution domain ­, and the right-hand side f(x;y;z)
are the same as in the Pe3 problem. The scalar function K(x;y;z) has the
following expression:
K(x;y;z) = 1 + xyz + (xyz)2 :
The 2D elliptic boundary-value problem with discontinuous coeﬃcient (Deb2).
The original 2D solution domain ­, depicted in Figure 1, has four curved
boundaries. In addition, the coeﬃcient in (1) contains discontinuities. More
precisely, we have
K(x;y) =
½
±i for (x;y) 2 ­i; i = 1;2;3;
1:0 for (x;y) 2 ­n­1n­2n­3;
where ±i = 10¡i, i = 1;2;3. The boundary condition valid on the entire
boundary is homogeneous Neumann, i.e., we have @u=@n = 0 on @­. The
right-hand side f has the form:
f(x;y) =
8
<
:
1 for (x;y) 2 [0:1625;0:2] £ [0:2375;0:275];
¡1 for (x;y) 2 [0:8;0:8375]2;
0 elsewhere,
which satisﬁes the condition
Z
­
fdx = 0:
Note that the special forms of K and f can be used to model the pressure
equation associated with a simpliﬁed oil reservoir. In such a case, three dif-
ferent geological regions are represented by the discontinuities in K, and the
right-hand side f models one injection well and one production well.
By a domain imbedding technique, see [2,18], we introduce a regulariza-
tion parameter ², such that we solve
¡r ¢ (K²ru²) = f
in a larger and rectangular domain ­² = [¡0:1;1:1]2. The coeﬃcient K² in
the enlarged domain ­² is
K²(x;y) =
½
K(x;y) for (x;y) 2 ­;
² for (x;y) 2 ­²n­ :
For this test problem, we have chosen ² = 10¡9. To ensure a unique solution,
we may introduce an additional requirement
R
­² u² = 0.Performance Modeling 5
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Fig.1. A non-rectangular solution domain and its enlarged rectangular domain
after domain imbedding.
2.2 The Linear Elasticity Problem
The displacement ﬁeld U = (ui)d
i=1 of a homogeneous isotropic elastic body
can be modeled by the following linear vector PDE:
¡¹¢U ¡ (¹ + ¸)r(r ¢ U) = f; (2)
where f is a given vector function representing external load per volume. In
(2) ¹ and ¸ are elasticity constants. The boundary conditions are normally
of two types: either the stress vector is prescribed, or the displacement is
known, see e.g. [16, Ch. 5.1].
The 2D linear elasticity problem (El2). Model problem (2) is to be solved
in a 2D domain, which is a quarter of a hollow disk, see Figure 2, where the
inner and outer radii are 1 and 2, respectively. The stress vector is prescribed
on the entire boundary, except on ¡1 and ¡2, see Figure 2. On ¡1, we have
u1 = 0 and the second component of the stress vector is prescribed. On ¡2,
we have u2 = 0 and the ﬁrst component of the stress vector is prescribed.
More speciﬁcally, the stress vector on the boundary is given in form of ¾ ¢n,
where
¾ =
µ
¸(3x2y + 4y4) + 6¹x2y ¹x3
¹x3 ¸(3x2y + 4y4) + 8¹y3
¶
is the stress tensor and n is the unit outward normal vector. The expressions
are constructed to allow a simple analytical solution for the problem.
The elasticity constants ¹ and ¸ have values as:
¹ =
E
2(1 + º)
; ¸ =
ºE
(1 + º)(1 ¡ 2º)
; where E = 105; º = 0:25:6 X. Cai et al.
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Fig.2. The solution domain for the linear elasticity problem.
The external load per volume is
f =
µ
¡6¹xy ¡ 6(¹ + ¸)xy
¡12¹y2 ¡ (¹ + ¸)(3x2 + 12y2)
¶
:
2.3 The Parabolic Problem
We consider the following parabolic initial-boundary value problem:
@u
@t
= r ¢ (Kru) + f in ­ £ (0;T];
u = uD on ¡ £ (0;T];
@u
@n
= uN on @­n¡ £ (0;T];
u(x;0) = u0(x) in ­ :
The 2D heat conduction equation (Hc2). Model problem (3) is to be solved
in the spatial domain ­ = [0;1]2 and in the time interval between 0 and
T = 1. With K = 1, the governing equation takes a simpler form:
@u
@t
= r2u + f :
We have chosen
f(x;y;t) = et(˜ x˜ y + 2˜ x + 2˜ y); ˜ x = x(1 ¡ x); ˜ y = y(1 ¡ y):
The initial condition is set as
u(x;y;0) = xy(1 ¡ x)(1 ¡ y) = ˜ x˜ y;
and we assume that homogeneous Dirichlet boundary conditions apply on
the entire boundary.
2.4 The Nonlinear Water Wave Problem
Fully nonlinear free surface waves can be modeled by standard potential
theory. Due to a coordinate transformation that will be used in the followingPerformance Modeling 7
solution approach, we denote by ¯ x; ¯ y; ¯ z the physical coordinates. The velocity
potential '(¯ x; ¯ y; ¯ z;t) and the free surface elevation ´(¯ x; ¯ y;t) are the primary
unknowns. The mathematical model consists of a coupled system of PDEs.
Under the standard assumption of incompressible ﬂow without vorticity, the
system of PDEs takes the following form:
r2' = 0 in the water volume, (3)
´t + '¯ x´¯ x + '¯ y´¯ y ¡ '¯ z = 0 on the free surface, (4)
't +
1
2
('2
¯ x + '2
¯ y + '2
¯ z) + g´ = 0 on the free surface. (5)
Here, (3) is the Laplace equation, and equations (4) and (5) are referred to
as the kinematic and dynamic boundary conditions, respectively. We refer to
[24] for a detailed mathematical description.
We conﬁne ourselves to a water volume of the form:
­(t) = f(¯ x; ¯ y; ¯ z)j(¯ x; ¯ y) 2 ­¯ x¯ y;¡H · ¯ z · ´(¯ x; ¯ y;t)g; (6)
where @'=@n = 0 on the whole boundary except on the free surface. The
time dependence of ­ means that the Laplace equation (3) has to be solved
in a dynamic physical domain. However, by introducing a time-dependent
transformation:
x = ¯ x; y = ¯ y; z =
µ
¯ z + H
´ + H
¡ 1
¶
H; (7)
we can instead solve an elliptic boundary-value problem of the form (1) in a
ﬁxed computational domain at each time step. The time-dependent coeﬃcient
matrix K of the elliptic problem reads
K(x;y;z;t) =
1
H
2
6
6
4
´ + H 0 ¡(z + H)´x
0 ´ + H ¡(z + H)´y
¡(z + H)´x ¡(z + H)´y
H
2 + (z + H)
2(´
2
x + ´
2
y)
´ + H
3
7
7
5 : (8)
We note that K is symmetric and positive deﬁnite, and K is well-deﬁned
provided that the condition j´j < H is satisﬁed. For more information on the
transformation and K, we refer to [6]. Because the ¯ x- and ¯ y-coordinates are
the same as the x- and y-coordinates after the transformation, we will drop
notation ¯ x, ¯ y in the rest of the report and simply use x;y instead. Thus, the
new system takes the following form:
r ¢ (Kr') = 0 in ­ = ­xy £ [¡H;0];
´t + 'x´x + 'y´y ¡ 'z
H
´ + H
= 0 on the free surface,
't +
1
2
Ã
'2
x + '2
y +
µ
'z H
´ + H
¶2!
+ g´ = 0 on the free surface.8 X. Cai et al.
The 2D nonlinear water wave equation (Wa2). In this 2D test problem, the
wave motion is restricted to the (x;z) spatial coordinates. We solve the 2D
wave system in the time interval 0 < t · T = 8, where the spatial domain is
(x;z) 2 [0;L] £ [¡H;0]; L = 160; H = 70:
The initial conditions on the free surface are
´(x;0) = ´0(x);
'(x;´0(x);0) = 'z(x;´0(x);0) = 0;
where the initial form of the free surface is given by
´0(x) =
729
16
"
³x
L
´2 µ
x ¡ L
L
¶4
¡
1
105
#
:
The 3D nonlinear water wave equation (Wa3). For this 3D test problem, the
time interval of interest is chosen to be 0 · t · T = 4. The spatial domain is
(x;y;z) 2 [0;L1] £ [0;L2] £ [¡H;0]; L1 = L2 = 80; H = 50;
which is bounded by the free water surface on the top and solid walls (@'=@n =
0) on the rest part of the boundary. The initial conditions on the free surface
are
´(x;y;0) = ´0(x;y);
'(x;y;´0(x;y);0) = 'z(x;y;´0(x;y);0) = 0;
where the initial form of the free surface is expressed by
´
0(x;y) =
￿
¡0:9cos
￿
¼x
L1
￿
+ cos
￿
2¼x
L1
￿￿
£
￿
1 ¡ 0:9cos
￿
¼y
L2
￿
+ cos
￿
2¼y
L2
￿￿
:
2.5 The Two-Phase Flow Problem in 2D
We consider a simple model of two-phase (oil and water) ﬂow in oil reservoir
simulation:
st + v ¢ r(f(s)) = 0 in ­ £ (0;T]; (9)
¡r ¢ (¸(s)rp) = q in ­ £ (0;T]; (10)
v = ¡¸(s)rp:
In the above system of PDEs, s and p are the primary unknowns, which
represent the saturation of water and the pressure distribution, respectively.
Equation (9) is referred to as the saturation equation, which is a hyperbolicPerformance Modeling 9
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Fig.3. A simpliﬁed 2D solution domain of the coupled torso and myocardium
simulations.
conservation law, and (10) is referred to as the pressure equation, which is
a second-order elliptic boundary-value problem. Here, v is the total velocity
ﬁeld, ¸ is the mobility, and f is the ﬂux function. The source term q in (10)
represents injection and production wells. The boundary condition is v¢n = 0,
which ensures no ﬂow through the boundary.
As a 2D test problem, denoted by Tf2, we consider the model with
f(s) =
s2
s2 + a(1 ¡ s)2; ¸(s) = s2 + a(1 ¡ s)2;
where a = 0:5. The domain ­ is chosen to be the unit square and one
injection well is located at (0;0), while one production well is located at
(1;1). The contributions of the wells to the source term are treated as Dirac
delta functions with proper strength, i.e., a positive value for the injection
well and a negative value for the production well. The test problem is to be
simulated in the time interval (0;T] with T = 0:1. The initial condition for s
is s0, where s0 = 1 at the injection well, and s0 = 0 elsewhere.
2.6 The Heart-Torso Coupled Simulations
We use the Bi-Domain model (see e.g. [10,14]) for modeling the electrical
potential in the human body ­ = H [ T, where H denotes the heart and
T denotes the torso exterior to the heart, see Figure 3. The mathematical
model inside H consists of two PDEs and one ordinary diﬀerential equation10 X. Cai et al.
(ODE) system as follows:
CÂ
@v
@t
+ ÂIion(v;s) ¡ r ¢ (Mirv) = r ¢ (Mirue); (11)
r ¢ ((Mi + Me)rue) = ¡r ¢ (Mirv); (12)
@s
@t
(x) = F(t;s(t;x);v(t;x);x): (13)
In the above system, v is the membrane potential given by the relation v =
ui ¡ue, where ui and ue denote the electrical potential inside and outside of
the heart muscle cells respectively, with Mi and Me being the corresponding
conductivity tensors. Moreover, C and Â are scalar constants, and Iion is the
ionic current passing between the two domains H and T. The ionic current
depends on v and a set of cellular state variables, denoted by s.
Since we are also interested in the electrical potential on the body surface,
we use the following elliptic PDE valid in region T:
r ¢ (MTruT) = 0: (14)
In the following text, we denote by Ht2 and Ht3 heart-torso coupled
simulations in 2D and 3D, respectively.
2.7 The Species Transport Problem
We consider the following advection-diﬀusion-reaction equation with initial
and boundary conditions:
@C
@t
= r ¢ (DrC) ¡ v ¢ rC ¡ kC2 in ­ £ (0;T]; (15)
C = C0 on ¡1 £ (0;T]; (16)
@C
@n
= 0 on ¡2 £ (0;T]; (17)
C(x;0) = 0 in ­ : (18)
Here, C(x;t) is a solute concentration in a ﬂow ﬁeld with velocity v, D is the
hydrodynamic dispersion tensor, ­ is the domain of interest, and ¡1 and ¡2
denote the partition of the boundary: @­ = ¡1 [ ¡2, ¡1 \ ¡2 = ;.
The 3D linear advection-diﬀusion test problem (Ad3). With k = 0 equation
(15) transforms into a linear equation. In this test problem, we simply pre-
scribe a constant velocity v = (1;0;0)T. The anisotropic D tensor is taken
to be constant, more precisely,
D =
2
4
0:01 0 0
0 0:001 0
0 0 0:001
3
5 :
Moreover, we set T = 1, ­ is a hypercube: (x;y;z) 2 [0;1]£[0;0:2]£[0;0:1],
and ¡1 is the plane x = 0 where we have C0 = 100.Performance Modeling 11
2.8 Incompressible Navier-Stokes Equations
We consider the following incompressible Navier-Stokes equations:
@u
@t
+ u ¢ ru = ¡
1
%
rp + ºr2u + b; (19)
r ¢ u = 0: (20)
Here, u and p are the primary unknowns representing the ﬂuid velocity and
pressure distribution. In addition, %, º and b denote the density, kinematic
viscosity, and external body forces, respectively. The system (19)-(20) is to
be supplemented with suitable boundary and initial conditions; see e.g. [17].
The 2D Navier-Stokes test problem (Ns2). The solution domain is the unit
square, and we have
% = 100; º = 10¡6; b = 0:
The simulation is to be carried out within the time interval 0 < t · 0:5 with
initial conditions as p = 0 and u = 0.
3 Numerical Methods
In this section, we ﬁrst describe brieﬂy how to discretize the model problems
presented in the preceding section. Thereafter, we concentrate on the solution
of the linear systems involved in the simulations. Finally, we discuss some
implementation issues in Diﬀpack.
3.1 The Elliptic Problems
We use ﬁnite element discretization (see e.g. [16, Ch. 2]) in the numerical
solution of all the test problems derived from the second-order elliptic model
problems (1) and (2). This involves primarily numerical calculation of the
integrals of the weak formulation at the element level. The contributions are
then added in an assembly process to construct a global system of linear equa-
tions. Due to the simple shapes of the solution domains, uniform grids have
been applied. (We note that test problem Deb2 is solved in the imbedded
domain of a rectangular shape.) Linear triangular elements are used in the
2D test problems, while trilinear elements are used in the 3D test problems.
For test problems Pe2, Pe3, Eb2, Eb3, and El2, the ﬁnite element dis-
cretization results in a system of linear equations:
Ax = b; (21)
where A is a sparse, symmetric, and positive deﬁnite matrix. The vector x
contains the unknown values at the grid points. It is well known that diﬀerent12 X. Cai et al.
methods for solving the linear system result in diﬀerent computational per-
formance. This issue will be discussed later in Section 3.8. For test problem
Deb2 in particular, A is only deﬁned up to a constant due to the bound-
ary condition. Although the singularity of A makes the Gaussian elimination
an inappropriate solution method, the performance of the iterative methods
does not seem to be aﬀected in any way.
3.2 The Hc2 Problem
For the Hc2 problem, we apply the ﬁnite element method for the spatial dis-
cretization and the fully implicit Euler scheme in the temporal discretization.
At each time level, the main computational task reduces to the solution of
the following system of linear equations:
Aul = b(ul¡1): (22)
Here, u is the vector of nodal values of the approximate solution u, and the
superscript l denotes the time level. For the Hc2 problem, A is independent
of u and t, so it needs only to be computed once. We refer to Section 6 for
the details of constructing A. Linear 2D triangular elements of uniform size
are used in the ﬁnite element discretization.
3.3 The Nonlinear Water Wave Problem
The ﬁxed computational domain for the mapped Laplace equation is a rect-
angle for Wa2 and a hypercube for Wa3, respectively. This enables a uniform
meshing, such that every ﬁnite element is of the same size. To be more spe-
ciﬁc, we use linear elements in 2D and trilinear elements in 3D. The free
surface boundary conditions are discretized by a standard centered ﬁnite dif-
ference scheme. The values of ´ and 'jz=0, which will be used in the solution
of the mapped Laplace equation, are updated at each time level in a leapfrog
manner. Most of the computational eﬀort is spent on the solution of the
mapped Laplace equation, which is discretized by the ﬁnite element method.
In other words, a system of linear equations in form of (21) needs to be solved
at each time level. We mention that in this case a direct Poisson solver based
on the fast Fourier transform (FFT) becomes an optimal preconditioner for
the conjugate gradient method.
3.4 The Tf2 Problem
The Tf2 problem is solved by the Implicit-Pressure-Explicit-Saturation (IM-
PES) algorithm. This is a sequential algorithm where the saturation and pres-
sure equations are solved separately on discrete time levels. The algorithm
reads:
At time level tl, given sl, do the following iteration:Performance Modeling 13
I: Solve the pressure equation to get pl, using sl in the mobility;
II: Compute the velocity vl based on pl;
III: Solve the saturation equation explicitly to get sl+1 on the next time level,
using vl.
In step I, the pressure equation is solved by the standard ﬁnite element
method with linear elements, as mentioned above in Section 3.1. The sat-
uration equation in step III is solved explicitly by an un-split second-order
Godunov scheme (cf. [4,7,19]). The time stepping is adaptive where the CFL
condition for the Godunov scheme is always satisﬁed. This results in a non-
uniform temporal discretization.
3.5 The Ht2 and Ht3 Simulations
For the heart-torso coupled simulations, we use a series of uniformly distanced
time levels tl = l¢t, and an implicit scheme for discretizing the @v
@t term in
(11). The spatial discretization is done using the ﬁnite element method with
linear elements. The numerical algorithm consists of three sub-steps at every
time level, assuming that ul;vl, and sl are known at time tl.
1. Compute sl+1 by solving the ODE system:
@s
@t
= F(t;s;v;x); s(tl;x) = sl and v(tl;x) = vl; for t 2 (tl;tl+1]:
2. Compute vl+1 in H by ﬁnite element solution of
CÂ
vl+1 ¡ vl
¢t
+ ÂIion(vl;sl+1) = r ¢ (Mirvl+1) + r ¢ (Mirul
e):
3. Compute ul+1 in ­ = H [ T, i.e. ul+1
e in H and u
l+1
T in T, by ﬁnite
element solution of an elliptic PDE composed by (12) and (14).
The discretized PDEs are solved by the multigrid method, while the ODE
system is solved by a Runge-Kutta method with adaptive time stepping. We
refer to [21] for more details. The simulations are carried out on unstructured
ﬁnite element grids with triangular elements in 2D and tetrahedral elements
in 3D.
3.6 The Ad3 Problem
For the Ad3 problem, we use the ﬁnite element method with trilinear ele-
ments of uniform size. The discretization in time is based on the fully implicit
Euler scheme. The resulting discrete equations take the form:
Acl = b(cl¡1)14 X. Cai et al.
at each time level. Here, c is the vector of nodal values of C, and the super-
script l denotes the time level. The coeﬃcient matrix A is independent of
c and t, whereas the right-hand side vector b can be updated by a simple
matrix-vector product (involving cl¡1). Therefore, the linear system can be
generated very eﬃciently at each time level, without any need for a new ﬁnite
element assembly. Thus, the CPU time will mostly be spent on the solution
of the linear system. We apply the BiCGStab method with Jacobi (diagonal)
preconditioning. The result from the previous time level is used as the start
vector. The iteration is stopped when the discrete L2-norm (see Section 3.8
for deﬁnition) of the preconditioned residual, divided by the discrete L2-norm
of b, is less than a prescribed tolerance of 10¡10.
3.7 The Ns2 Problem
We consider a fast ﬁnite element Navier-Stokes solver, see [16, Ch. 6.5], which
uses the technique of operator splitting and consists of the following sub-steps
at each time level:
k(1) = ¡¢t(ul ¢ rul ¡ ºr2ul); (23)
ˆ ul = ul + k(1); (24)
k(2) = ¡¢t(ˆ ul ¢ rˆ ul ¡ ºr2ˆ ul); (25)
u¤ = ul +
1
2
(k(1) + k(2)); (26)
r2pl+1 =
%
¢t
r ¢ u¤; (27)
ul+1 = u¤ ¡
¢t
%
(rpl+1 ¡ %b): (28)
We note that the work of (23)-(25) and (28) is simply explicit updating,
provided that we use a lumped diagonal form to represent the mass matrix
in the ﬁnite element discretization. For the pressure equation (27), we use the
conjugate gradient method for solving the linear system at each time level.
The stopping criterion is that the L2-norm of the residual is reduced by a
factor of 105.
3.8 Solution Methods for Linear Systems
Systems of linear equations arise in the solution process of all the test prob-
lems. Diﬀerent solution methods result in diﬀerent computational eﬃciency.
Table 3 contains a heuristic comparison of several methods with respect to
computational cost, when being applied to the elliptic model problem (1).
We remark that computing A and b for setting up a linear system requires
work of order (N), where N denotes the total number of unknowns.
Generally, the methods for solving linear systems can be divided into
two categories: direct methods and iterative methods. However, direct meth-
ods, with the banded Gaussian (BG) elimination as a classical example, arePerformance Modeling 15
Table 3. Comparison of diﬀerent solution methods in respect of computational cost;
N denotes the total number of unknowns. These bounds apply to linear systems
arising from discretization on regular grids.
Method 2D 3D
Banded Gauss Elim. O(N
2) O(N
7=3)
Nested Dissection O(N
3=2) O(N
2)
Jacobi O(N
2) O(N
2)
Gauss-Seidel O(N
2) O(N
2)
Conjugate Gradient O(N
3=2) O(N
4=3)
CG + MILU O(N
5=4) O(N
7=6)
CG + FFT O(N logN) O(N logN)
Multigrid O(N) O(N)
rarely suitable for large-scale simulations. Iterative methods are asymptoti-
cally more favorable with respect to both CPU time and storage requirements.
For a survey of these iterative methods, we refer to [5]. In these methods, we
start with an initial guess x0 and generate a sequence of approximations fxkg,
which hopefully converges toward the true solution x. Traditional iterative
methods based on splittings of the coeﬃcient matrix A can be represented
by the Jacobi (J) and Gauss-Seidel (GS) iterations. For a symmetric and
positive deﬁnite A, the conjugate gradient (CG) method, from the family of
Krylov subspace methods, is the best choice. Krylov subspace methods can
be preconditioned to speed up the convergence. One particularly simple pre-
conditioning scheme is known as “incomplete LU-factorization” (ILU) [3,12].
On hypercube geometries, direct Poisson solvers based on FFT are very often
used as the preconditioners. Recently, new iterative methods such as domain
decomposition [20] and multigrid [13] have emerged as more robust precon-
ditioners or eﬃcient stand-alone iterative methods. Table 2 has summarized
all the solution methods to be used in the simulations.
The stopping criterion is another important component of the iterative
methods. That is, we need to continue the iterations until a prescribed tol-
erance of e.g. the residual is reached. There are several possible choices of
stopping criteria:
– Sc0(²): The relative stopping criterion monitoring the deviation from the
reference solution
kx ¡ xkk
kxk
< ²: We remark that this criterion is rarely
useful in practice.
– Sc1(²): The relative stopping criterion monitoring the relation between
the latest residual and the initial residual, in e.g. the discrete l2-norm
(see below for deﬁnition):
kb ¡ Axkkl2
kb ¡ Ax0kl2
< ²:16 X. Cai et al.
– Sc2(²): The absolute stopping criterion monitoring the discrete L2-norm
of the residual:
kb ¡ AxkkL2 < ²; where kgkL2 ´
v u
u
t 1
N
N X
i=1
g2
i :
– Sc3(²): The absolute stopping criterion monitoring the discrete l2-norm
of the residual:
kb ¡ Axkkl2 < ²; where kgkl2 ´
v u u
t
N X
i=1
g2
i :
In general, the chosen stopping criterion and tolerance level should be re-
lated to the size of the discretization error. This is because we want the error,
which is caused by an incomplete solution of the system of linear equations,
to be negligible in comparison with the discretization error. The stopping cri-
terion should therefore be grid dependent, typically of the form C h®, where
® is the spatial order of the method and the constant C is tuned such that
C is signiﬁcantly less than the corresponding constants in the spatial (and
temporal) error estimate(s). However for simplicity, we have used a ﬁxed
tolerance level well below the discretization error in the simulations. This
is satisfactory if the monitored quantity, e.g., the residual, decreases at an
approximately constant rate.
For most of our test problems, we have observed that the above stopping
criteria behave similarly. Table 4 demonstrates the results concerning the
number of iterations of the preconditioned CG method, when applied in test
problem Eb2. It should be noted here that Sc0(²) is of little practical interest,
because it requires the solution we are seeking. The problem with Sc3(²) is
that it does not mimic a norm for continuous functions. Thus, we regard
Sc1(²) and Sc2(²) as the most appropriate alternatives. More speciﬁcally,
we apply Sc1(²) for stationary problems: Pe2, Pe3, Eb2, Eb3, Deb2; and
Sc2(²) for dynamic problems: Hc2, Wa2, Wa3 and Tf2. The reason for not
applying Sc1(²) for dynamic problems is that it may become unnecessarily
strict as ¢t decreases, because a smaller ¢t results in a better start vector
for every time level, and thereby a smaller value of the discrete L2-norm of
the initial residual.
3.9 Diﬀpack Implementation and Notation
In Diﬀpack, the generic base class FEM oﬀers the standard ﬁnite element algo-
rithms. Besides, the solution of systems of linear equations is administrated
by the interface class LinEqAdmFE, which has access to diﬀerent choices of so-
lution methods, stopping criteria, preconditioners, etc. Therefore, a standard
Diﬀpack simulator class is derived from FEM and contains an object of typePerformance Modeling 17
Table 4. An example demonstrating the eﬀect of diﬀerent stopping criteria on the
number of iterations for test problem Eb2 where ² = 10
¡8. The reference solution
x needed in criterion Sc0 is obtained by applying the FPCG method with the
Sc1(10
¡16) stopping criterion.
Method CG + fast Fourier trans. prec. CG + RILU (! = 0:9) prec.
Criterion Sc0(²) Sc1(²) Sc2(²) Sc3(²) Sc0(²) Sc1(²) Sc2(²) Sc3(²)
17 £ 17 12 14 11 13 10 12 9 11
33 £ 33 12 15 11 13 14 16 11 14
65 £ 65 12 16 10 13 23 27 18 23
129 £ 129 12 16 9 13 42 49 29 42
257 £ 257 12 16 8 12 81 95 52 79
513 £ 513 12 16 7 12 159 188 97 146
Table 5. Identiﬁers for the solution methods and their Diﬀpack names used in
connection with MenuSystem.
Identiﬁer Diﬀpack names Comments
basic method matrix type
BG GaussElim MatBand
J Jacobi MatSparse
GS SOR MatSparse relaxation parameter=1
CG ConjGrad MatSparse
IPCG ConjGrad MatSparse RILU relaxation parameter=0
MPCG ConjGrad MatSparse RILU relaxation parameter=1
RPCG ConjGrad MatSparse RILU relaxation parameter=.9
FPCG ConjGrad MatSparse
NMG MLIter MatSparse multilevel method=NestedMultigrid
LinEqAdmFE. The user then redeﬁnes the inherited member functions from FEM,
such as integrands and perhaps also makeSystem, to implement the concrete ﬁ-
nite element discretization. The class MenuSystem is used to enable the choice
of diﬀerent solution methods and problem dependent parameters. Table 5
gives a list of important identiﬁers associated with the use of MenuSystem.
4 Total CPU Time Consumption
The total consumption of CPU time by any numerical simulation is a machine-
dependent amount, which also depends on many other parameters. The most
important parameters are the size of the discretized problem, and the choice of
the numerical method for solving the encountered linear system(s). Through
analyzing measurements of the total CPU time consumption from a series of
simulations, we intend to establish simpliﬁed performance models associated
with diﬀerent numerical methods. These simpliﬁed performance models will18 X. Cai et al.
Table 6. Identiﬁers of diﬀerent stopping criteria and their Diﬀpack names.
Note that for using Jacobi and Gauss-Seidel iterations in Diﬀpack, we must use
CMRelTrueResidual instead of CMRelResidual, or CMAbsTrueResidual instead of
CMAbsResidual.
Identiﬁer Diﬀpack name Comments
Sc0(²) CMRelRefSolution
Sc1(²) CMRelResidual
Sc2(²) CMAbsResidual norm type=L2
Sc3(²) CMAbsResidual norm type=l2
be of the form:
t = C n®; (29)
where t denotes the CPU consumption, and n indicates the size of a dis-
cretized PDE. The values of the constants C and ® depend on a speciﬁc test
problem and the choice of a particular hardware platform. Hopefully, these
performance models will also provide a rough prediction of real CPU time
consumption by more complicated PDE simulators.
4.1 Establishing Performance Models
As stated above, we want to establish simpliﬁed performance models (29)
for a number of standard numerical methods. Each model will be based on
a series of measurements of the total CPU time consumption. For simplicity,
we normally only consider simple spatial domains of a rectangular or boxed
shape, and use an equal number of grid points, denoted by n, in all the
spatial directions. In addition, we use N to denote the total number of grid
points, which is typically N = n2 for 2D test problems, and N = n3 for 3D
problems. If using n is insuﬃcient for representing the size of a discretized
problem, such as in Ht2 and Ht3 due to unstructured grids, we express the
performance models as a function of N directly. In some test problems that
involve a time-dependent PDE, such as Hc2, Wa2, and Wa3, we also enforce
n as the number of time levels. We remark that the resulted relation between
¢t and ¢x may not be ideal according to theory, e.g., for Hc2.
Using the above set-up, given a particular numerical method of interest,
we typically run simulations for a speciﬁc test problem associated with a
series of n values. For each pair of a particular numerical method and a par-
ticular n, we execute the test case several times and report the best CPU
measurement. By this strategy, we hope to eliminate the abnormal measure-
ments that are due to the competition with other processes on a particular
platform. Assuming that a simpliﬁed performance model takes the form of
(29), we can estimate the values of the exponent ® and the constant C by
using the method of least squares. More precisely, let us assume that we havePerformance Modeling 19
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Fig.4. An example of establishing the performance model; The NMG method is
applied to the Eb2 problem, n has discrete values 65, 129, 257, 513, and 1025.
The CPU measurements are marked by ’¤’. The curve represents the estimated
performance model: 4:53 £ 10
¡5 ¢ n
2:03, arising from a least-squares ﬁt of the mea-
surements.
obtained a series of measurements (ni;ti)m
i=1. To avoid the non-linearity of
(29), we apply the logarithmic operator on both sides of (29). Consequently,
we have the following equation:
log(t) = log(C) + ®log(n): (30)
The values of ® and C in (30) should be determined such that
m X
i=1
[log(ti) ¡ log(C) ¡ ®log(ni)]
2 (31)
is minimized. For example, the following Matlab program can be used to
estimate ® and C for the measurements associated with the NMG method
for the Eb2 problem (see Table 10):
n=[65 129 257 513 1025];
t=[0.21 0.91 3.55 14.32 58.08];
[p,s]=polyfit(log(n),log(t),1); % linear model
alpha=p(1);
C=exp(p(2));
The resulting model is plotted together with the measurements in Figure 4.
4.2 The Software and Hardware Speciﬁcation
The PDE simulators for all the model problems described in Section 2 are
developed in the framework of Diﬀpack, version 3.5. Double precision is used20 X. Cai et al.
in all the simulations. The timing is done using the standard UNIX system
function times, and we use the sum of system time (tms stime) and user time
(tms utime) as the reported CPU time. If not otherwise stated, the reported
simulations are run on a PC that has an AMD Athlon 1GHz processor with
1.5 GB memory. The processor has a cache size of 256 KB. The C++ compiler
used is g++ of version 2.95.3 and the Linux operating system is of version 2.4.0.
The g++ optimization options that have been used during compilation are
as follows:
-Dgpp_Cplusplus -rdynamic -Wall -O3
4.3 The Best Performance Model for Each Test Problem
Before listing for every test problem the total CPU time consumption by
diﬀerent simulations, we ﬁrst present in Table 7 the best performance model
for each of the test problems: Pe2, Pe3, Eb2, Eb3, Deb2, El2, Hc2, Wa2,
Wa3, and Tf2. The reader should note that the performance results are
subject to changes since Diﬀpack undergoes continuous improvement. The
performance results obtained on another processor model, other than 1GHz
Athlon, will of course be diﬀerent. It should also be noted that the eﬃcient
FPCG method only applies to rectangular uniform grids. For more general
domains and grids, methods such as NMG perform most eﬃciently.
Table 7. Summary of the best performance model for the test problems, based
on measurements of the total CPU time consumption on an AMD Athlon 1GHz
processor.
Problem CPU model Method Source
Pe2 1:70 £ 10
¡5 ¢ n
2:03 FPCG Table 8
Pe3 3:54 £ 10
¡5 ¢ n
3:09 FPCG Table 9
Eb2 4:53 £ 10
¡5 ¢ n
2:03 NMG Table 10
Eb3 7:64 £ 10
¡5 ¢ n
3:09 NMG Table 11
Deb2 2:67 £ 10
¡5 ¢ n
2:16 FPCG Table 12
El2 6:04 £ 10
¡6 ¢ n
2:95 IPCG Table 13
Hc2 7:81 £ 10
¡6 ¢ n
3:15 MPCG Table 14
Wa2 8:58 £ 10
¡6 ¢ n
3:12 FPCG Table 15
Wa3 3:18 £ 10
¡5 ¢ n
4:05 FPCG Table 16
Tf2 2:64 £ 10
¡5 ¢ n
3:11 FPCG Table 17
4.4 The CPU Measurements and Performance Models
In Tables 8-21, we list the total CPU time consumption by diﬀerent simula-
tions for all the test problems. For test problems Pe2, Pe3, Eb2, Eb3, Deb2,Performance Modeling 21
El2, Hc2, Wa2, Wa3, and Tf2, we also present the estimated performance
models as a function of n, which denotes the number of unknowns in each
spatial direction. Note also that for test problems Hc2, Wa2, Wa3, and Tf2,
we have deliberately chosen the number of time steps to be roughly equal to
n. If the average CPU consumption per time step is of particular interest for
these test problems, we can use
tper time step = C n®¡1;
after the model of total CPU consumption (29) is established.
Table 8. Total CPU time consumption (in seconds) of the Pe2 simulations. The
stopping criterion Sc1(10
¡8) is used by the iterative methods.
n 33 65 129 257 513 1025 CPU
N 33
2 65
2 129
2 257
2 513
2 1025
2 model
BG 0.04 0.38 5.18 217.07 1:43 £ 10
¡8 ¢ n
4:15
J 1.35 45.61 876.19 1:78 £ 10
¡7 ¢ n
4:60
GS 0.67 22.88 438.04 1:09 £ 10
¡7 ¢ n
4:55
CG 0.04 0.47 4.60 40.21 323.35 9:25 £ 10
¡7 ¢ n
3:16
MPCG 0.03 0.21 1.42 8.47 49.17 280.89 4:33 £ 10
¡6 ¢ n
2:60
FPCG 0.02 0.08 0.35 1.38 5.59 22.31 1:70 £ 10
¡5 ¢ n
2:03
Table 9. Total CPU time consumption (in seconds) of the Pe3 simulations. The
stopping criterion Sc1(10
¡8) is used by the iterative methods.
n 9 17 33 65 129 CPU
N 9
3 17
3 33
3 65
3 129
3 model
BG 0.11 21.85 2169.32 7:07 £ 10
¡9 ¢ n
7:61
J 0.07 3.71 136.64 2:10 £ 10
¡7 ¢ n
5:83
GS 0.05 1.91 69.06 2:54 £ 10
¡7 ¢ n
5:56
CG 0.03 0.35 5.10 70.36 4:86 £ 10
¡6 ¢ n
3:95
MPCG 0.03 0.31 3.30 34.93 1:45 £ 10
¡5 ¢ n
3:52
FPCG 0.03 0.22 1.80 14.37 116.27 3:54 £ 10
¡5 ¢ n
3:0922 X. Cai et al.
Table 10. Total CPU time consumption (in seconds) of the Eb2 simulations. The
stopping criterion Sc1(10
¡8) is used by the iterative methods.
n 33 65 129 257 513 1025 CPU
N 33
2 65
2 129
2 257
2 513
2 1025
2 model
BG 0.04 0.39 5.18 216.98 1:47 £ 10
¡8 ¢ n
4:15
J 1.33 44.78 862.85 1:44 £ 10
¡7 ¢ n
4:64
GS 0.67 22.08 432.63 1:12 £ 10
¡7 ¢ n
4:54
CG 0.04 0.59 6.14 58.02 470.37 8:55 £ 10
¡7 ¢ n
3:23
MPCG 0.03 0.22 1.40 8.45 47.96 277.60 4:79 £ 10
¡6 ¢ n
2:58
FPCG 0.03 0.16 0.73 3.19 12.78 51.77 2:74 £ 10
¡5 ¢ n
2:09
NMG 0.05 0.21 0.91 3.55 14.32 58.08 4:53 £ 10
¡5 ¢ n
2:03
Table 11. Total CPU time consumption (in seconds) of the Eb3 simulations. The
stopping criterion Sc1(10
¡8) is used by the iterative methods.
n 9 17 33 65 129 CPU
N 9
3 17
3 33
3 65
3 129
3 model
BG 0.21 21.85 2169.40 3:57 £ 10
¡8 ¢ n
7:11
J 0.07 3.76 135.29 2:15 £ 10
¡7 ¢ n
5:82
GS 0.06 1.93 70.09 3:92 £ 10
¡7 ¢ n
5:44
CG 0.04 0.40 6.41 95.97 3:85 £ 10
¡6 ¢ n
4:08
MPCG 0.05 0.34 3.61 36.84 1:74 £ 10
¡5 ¢ n
3:49
FPCG 0.16 0.34 3.06 25.57 213.23 4:42 £ 10
¡5 ¢ n
3:17
NMG 0.09 0.49 3.85 30.99 260.47 7:64 £ 10
¡5 ¢ n
3:09
Table 12. Total CPU time consumption (in seconds) of the Deb2 simulations. The
stopping criterion Sc1(10
¡6) is used by all the methods.
n 33 65 129 257 513 CPU
N 33
2 65
2 129
2 257
2 513
2 model
J 2.36 81.94 1392.06 2:10 £ 10
¡7 ¢ n
4:68
GS 1.19 41.02 685.46 1:13 £ 10
¡7 ¢ n
4:66
CG 0.19 3.08 29.66 527.62 3:29 £ 10
¡7 ¢ n
3:81
RPCG 0.02 0.23 1.76 13.34 105.27 9:78 £ 10
¡7 ¢ n
2:96
FPCG 0.07 0.21 1.00 4.37 18.23 2:67 £ 10
¡5 ¢ n
2:16
Table 13. Total CPU time consumption (in seconds) of the El2 simulations. The
stopping criterion Sc1(10
¡4) is used by the iterative methods.
n 33 65 129 257 513 CPU
N 2 ¢ 33
2 2 ¢ 65
2 2 ¢ 129
2 2 ¢ 257
2 2 ¢ 513
2 model
BG 0.22 2.76 109.85 2:18 £ 10
¡6 ¢ n
4:56
CG 1.05 8.50 74.59 589.15 2:13 £ 10
¡5 ¢ n
3:09
IPCG 0.18 1.33 9.80 76.74 581.55 6:04 £ 10
¡6 ¢ n
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Table 14. Total CPU time consumption (in seconds) of the Hc2 simulations. The
stopping criterion Sc2(10
¡10) is used by the iterative methods.
n 17 33 65 129 257 CPU
N 17
2 33
2 65
2 129
2 257
2 model
¢t 2
¡4 2
¡5 2
¡6 2
¡7 2
¡8
# steps 16 32 64 128 256
BG 0.04 0.42 4.56 57.47 1:54 £ 10
¡6 ¢ n
3:58
J 0.73 12.40 416.57 5817.21 2:07 £ 10
¡6 ¢ n
4:51
GS 0.37 6.29 210.35 2933.44 1:06 £ 10
¡6 ¢ n
4:50
CG 0.10 0.97 16.51 216.89 1:76 £ 10
¡6 ¢ n
3:83
MPCG 0.05 0.42 4.67 38.40 276.06 7:81 £ 10
¡6 ¢ n
3:15
Table 15. Total CPU time consumption (in seconds) of the Wa2 simulations. The
stopping criterion Sc2(10
¡8) is used by the iterative methods.
n 17 33 65 129 257 CPU
N 17
2 33
2 65
2 129
2 257
2 model
¢t 2
¡1 2
¡2 2
¡3 2
¡4 2
¡5
# steps 16 32 64 128 256
BG 0.05 1.02 22.61 646.07 8:75 £ 10
¡8 ¢ n
4:66
CG 0.19 2.42 69.33 1257.45 6:40 £ 10
¡7 ¢ n
4:40
MPCG 0.08 0.59 10.62 122.93 1284.16 1:53 £ 10
¡6 ¢ n
3:73
FPCG 0.07 0.45 4.23 34.12 278.84 8:58 £ 10
¡6 ¢ n
3:12
Table 16. Total CPU time consumption (in seconds) of the Wa3 simulations. The
stopping criterion Sc2(10
¡8) is used by all the methods.
n 9 17 33 65 CPU
N 9
3 17
3 33
3 65
3 model
¢t 2
¡1 2
¡2 2
¡3 2
¡4
# steps 8 16 32 64
CG 0.59 24.83 699.02 4:14 £ 10
¡6 ¢ n
5:44
MPCG 0.36 8.76 182.18 3669.09 2:58 £ 10
¡5 ¢ n
4:50
FPCG 0.17 2.99 46.96 683.71 3:18 £ 10
¡5 ¢ n
4:05
Table 17. Total CPU time consumption (in seconds) of the Tf2 simulations. The
stopping criterion Sc2(10
¡10) is used by all the methods.
n 17 33 65 129 257 CPU
N 17
2 33
2 65
2 129
2 257
2 model
# steps 36 70 142 289 588
RPCG 0.17 1.33 21.64 309.13 3908.28 1:78 £ 10
¡6 ¢ n
3:89
FPCG 0.19 1.35 11.82 99.36 800.04 2:64 £ 10
¡5 ¢ n
3:11
NMG 0.34 1.95 20.64 173.45 1479.07 2:73 £ 10
¡5 ¢ n
3:2224 X. Cai et al.
Table 18. CPU time consumption (in seconds) by 100 time steps of the Ht2
simulator. In the table, Npara denotes the number of degrees of freedom in H and
Nelip denotes the number of degrees of freedom in ­. The performance model is
3:75 £ 10
¡2 ¢ N
0:98
elip .
Npara Nelip total CPU
312 1192 44.89
1093 4661 159.33
4059 18433 575.11
15607 73313 2205.82
61167 292417 8632.96
242143 1168001 33566.70
Table 19. CPU time consumption (in seconds) by 100 time steps of the Ht3
simulator. In the table, Npara denotes the number of degrees of freedom in H and
Nelip denotes the number of degrees of freedom in ­. The performance model is
7:05 £ 10
¡2 ¢ N
0:93
elip .
Npara Nelip total CPU
27 53 4.26
125 321 16.26
729 2273 91.68
4913 17217 592.91
35937 134273 3782.52
274625 1061121 27614.80
Table 20. CPU time consumption (in seconds) by 100 time steps of the Ad3
simulator. The stopping criterion Sc1(10
¡10) is used by the involved BiCGStab
method.
Grid (N) 101 £ 21 £ 11 201 £ 21 £ 11 501 £ 11 £ 11 CPU model
CPU 144.50 268.53 343.11 1:62 £ 10
¡2 ¢ N
0:90
Table 21. CPU time consumption (in seconds) by 100 time steps of the Ns2
simulator. The stopping criterion Sc1(10
¡5) is used by the involved CG method.
Grid (N) 51 £ 51 101 £ 101 201 £ 201 CPU model
CPU 69.85 448.80 3175.04 1:22 £ 10
¡3 ¢ N
1:39Performance Modeling 25
4.5 Some Remarks About the Measurements
We notice from Tables 8-12 and 15-17 that FFT is a very eﬃcient precondi-
tioner for the CG method. However, this special preconditioner is only appli-
cable to rectangular domains with special boundary conditions. Besides, the
performance model of FPCG in Tables 10 and 11 may lead to an impression
that the method is of order O(N). This impression is not correct because
the total CPU times for those cases are dominated by the linear assembly
process, whose CPU time consumption is of order O(N). Another wrong im-
pression might be that FPCG is always more eﬃcient than NMG, as is shown
in Tables 10 and 11. We remark that this is due to the fact that the NMG
method has to construct a hierarchy of linear systems on all grid levels, thus
consuming more CPU time. As the tables in Section 5 will show, the NMG
method has an inherently perfect order of complexity and is thus superior
to the FPCG method when the problem size is large enough. Also, we can
see from Tables 8-15 that banded Gaussian elimination suits quite well for
small-sized 2D problems, whereas the Jacobi and Gauss-Seidel iterations are
hardly eﬃcient solution methods in any simulations.
4.6 Measurements Obtained on Another Platform
As a check of the CPU measurements that are obtained on the AMD Athlon
1GHz processor, we also run the simulations of test problems Pe2 and Pe3 on
a HP SuperDome system, which has a ccNUMA1 shared memory architecture
with a total amount of memory of 88 GB. The processor in use is of type
PA8600 with a clock frequency of 552 MHz, and the cache size is 1 MB. The
operating system is HP-UX of version 11. The C++ compiler and the used
compilation options are as follows (we used the 32-bit mode, although the
system also supports a 64-bit mode):
aCC -DHP_ACC_Cplusplus +DA2.0N -O
The CPU measurements obtained on the HP system are listed in Tables 22
and 23. Compared with the CPU measurements in Tables 8 and 9, we notice
that the performance associated with the two diﬀerent types of CPUs agree
quite well, with respect to the orders of the performance models. One excep-
tion is observed for the simulations using the banded Gaussian elimination.
For such relatively memory intensive computations, the HP system is clearly
superior to the PC due to better memory bandwidth and larger memory and
cache sizes. For other computations, the Athlon processor easily outperforms
the PA8600 processor.
1 The term ”ccNUMA” stands for cache coherent non-uniform memory access.26 X. Cai et al.
Table 22. Total CPU time consumption (in seconds) of the Pe2 simulations. The
CPU measurements are obtained on an HP system; see Section 4.6. The stopping
criterion Sc1(10
¡8) is used by the iterative methods.
n 33 65 129 257 513 1025 CPU
N 33
2 65
2 129
2 257
2 513
2 1025
2 model
BG 0.04 0.37 4.01 53.86 9:66 £ 10
¡8 ¢ n
3:62
J 2.62 42.62 1301.55 2:88 £ 10
¡7 ¢ n
4:55
GS 1.43 22.93 674.84 1:80 £ 10
¡7 ¢ n
4:52
CG 0.06 0.35 4.59 47.30 411.50 2:49 £ 10
¡7 ¢ n
3:42
MPCG 0.05 0.24 2.03 12.38 74.90 418.71 7:63 £ 10
¡6 ¢ n
2:57
FPCG 0.03 0.12 0.53 2.18 8.86 35.42 2:81 £ 10
¡5 ¢ n
2:03
Table 23. Total CPU time consumption (in seconds) of the Pe3 simulations. The
CPU measurements are obtained on an HP system; see Section 4.6. The stopping
criterion Sc1(10
¡8) is used by the iterative methods.
n 9 17 33 65 CPU
N 9
3 17
3 33
3 65
3 model
BG 0.10 5.51 1922.02 4:23 £ 10
¡9 ¢ n
7:60
J 0.12 3.24 206.40 3:57 £ 10
¡7 ¢ n
5:74
GS 0.09 1.91 107.17 4:88 £ 10
¡7 ¢ n
5:46
CG 0.04 0.40 6.02 87.02 6:94 £ 10
¡6 ¢ n
3:91
MPCG 0.05 0.40 4.82 52.11 1:97 £ 10
¡5 ¢ n
3:54
FPCG 0.04 0.36 3.03 24.31 5:00 £ 10
¡5 ¢ n
3:14
5 Solution of Linear Systems
The preceding section presents the information on total CPU times consumed
by the diﬀerent PDE simulators. We proceed our analysis further by examin-
ing how the CPU times have been spent. Roughly, the CPU time consumption
of a PDE simulator may be divided into four parts:
1. Initialization – parameter input, grid generation etc;
2. Discretization – construction of the system of linear equations;
3. Solution of the system of linear equations;
4. Post-processing – analysis of computed results, visualization, etc.
For the simulators included in this report, Parts 1 and 4 normally take below
5% of the total CPU time consumption. Between the two remaining parts,
Part 3 is usually the more CPU intensive one. This section thus examines the
CPU time consumption of the solution of the linear systems, and performance
models are established accordingly. Some issues on the eﬃciency of Part 2
will be addressed in the next section.Performance Modeling 27
5.1 Summary
As discussed in Section 3.8, the choice of the solution method is important
for the computational performance in each simulation. Table 24 summarizes
the method that produces the best performance for each of the test problems:
Pe2, Pe3, Eb2, Eb3, Deb2, El2, Hc2, Wa2, Wa3, and Tf2.
Table 24. Summary of the best performance model for solving the linear systems
in each test problem.
Problem CPU model Method Source
Pe2 1:91 £ 10
¡6 ¢ n
2:10 FPCG Table 25
Pe3 2:28 £ 10
¡6 ¢ n
3:17 FPCG Table 27
Eb2 2:22 £ 10
¡5 ¢ n
2:02 NMG Table 26
Eb3 2:89 £ 10
¡5 ¢ n
3:08 NMG Table 28
Deb2 1:76 £ 10
¡5 ¢ n
2:20 FPCG Table 29
El2 3:90 £ 10
¡6 ¢ n
3:01 IPCG Table 30
Hc2 1:04 £ 10
¡5 ¢ n
2:00 MPCG Table 31
Wa2 1:13 £ 10
¡5 ¢ n
2:01 FPCG Table 32
Wa3 2:81 £ 10
¡5 ¢ n
2:96 FPCG Table 33
Tf2 1:22 £ 10
¡5 ¢ n
2:09 FPCG Table 34
5.2 Measurements
Tables 25-34 contain measurements of the CPU time consumption on solving
the system of linear equations in every simulation. For iterative methods, we
also list the number of iterations used. Theoretical estimates on the compu-
tational cost for diﬀerent methods (Table 3) are applicable to test problems
Pe2, Pe3, Eb2, and Eb3, which are derived from the elliptic model problem
(1). We see that the performance models based on the actual measurements
agree quite well with the theoretical estimates.28 X. Cai et al.
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Table 27. Solution of the linear system in the Pe3 simulations; CPU time (in
seconds) and number of iterations. The stopping criterion Sc1(10
¡8) is used by the
iterative methods.
n 9 17 33 65 129 CPU
N 9
3 17
3 33
3 65
3 129
3 model
CPU # it. CPU # it. CPU # it. CPU # it. CPU # it.
BG 0.09 » 21.65 » 2166.13 » 4:27 £ 10
¡9 ¢ n
7:76
J 0.04 231 3.51 940 134.98 3770 5:96 £ 10
¡7 ¢ n
5:50
GS 0.03 117 1.71 472 67.40 1888 2:61 £ 10
¡7 ¢ n
5:54
CG 0.00 27 0.14 57 3.45 118 57.19 241 4:63 £ 10
¡7 ¢ n
4:48
MPCG 0.01 12 0.10 20 1.65 30 21.74 48 1:21 £ 10
¡6 ¢ n
4:01
FPCG
¤ 0.00 1 0.02 1 0.15 1 1.24 1 11.28 1 2:28 £ 10
¡6 ¢ n
3:17
Table 28. Solution of the linear system in the Eb3 simulations; CPU time (in
seconds) and number of iterations. The stopping criterion Sc1(10
¡8) is used by the
iterative methods.
n 9 17 33 65 129 CPU
N 9
3 17
3 33
3 65
3 129
3 model
CPU # it. CPU # it. CPU # it. CPU # it. CPU # it.
BG 0.10 » 21.61 » 2165.91 » 5:56 £ 10
¡9 ¢ n
7:68
J 0.04 230 3.53 936 133.33 3753 6:47 £ 10
¡7 ¢ n
5:47
GS 0.03 117 1.69 469 68.11 1878 2:35 £ 10
¡7 ¢ n
5:57
CG 0.00 28 0.16 68 4.45 153 80.07 339 3:47 £ 10
¡7 ¢ n
4:63
MPCG 0.01 12 0.10 19 1.65 30 21.14 47 1:29 £ 10
¡6 ¢ n
4:00
FPCG 0.01 11 0.11 13 1.10 14 9.89 15 88.27 15 1:03 £ 10
¡5 ¢ n
3:29
NMG 0.05 9 0.18 9 1.38 8 11.38 8 92.60 8 2:89 £ 10
¡5 ¢ n
3:0830 X. Cai et al.
Table 29. Solution of the linear system in the Deb2 simulations; CPU time (in
seconds) and number of iterations. The stopping criterion Sc1(10
¡6) is used by the
iterative methods.
n 33 65 129 257 513 CPU
N 33
2 65
2 129
2 257
2 513
2 model
CPU # it. CPU # it. CPU # it. CPU # it. CPU # it.
J 2.34 5019 81.89 19579 1391.86 77668 2:04 £ 10
¡7 ¢ n
4:68
GS 1.18 2503 40.97 9797 685.26 38847 1:10 £ 10
¡7 ¢ n
4:67
CG 0.17 500 3.03 1085 29.46 2245 526.82 9046 2:54 £ 10
¡7 ¢ n
3:86
RPCG 0.01 20 0.19 33 1.56 62 12.54 120 102.08 242 5:88 £ 10
¡7 ¢ n
3:04
FPCG 0.04 29 0.16 26 0.80 29 3.57 29 15.02 30 1:76 £ 10
¡5 ¢ n
2:20
Table 30. Solution of the linear system in the El2 simulations; CPU time (in
seconds) and number of iterations. The stopping criterion Sc1(10
¡4) is used by the
iterative methods.
n 33 65 129 257 513 CPU
N 2 ¢ 33
2 2 ¢ 65
2 2 ¢ 129
2 2 ¢ 257
2 2 ¢ 513
2 model
CPU # it. CPU # it. CPU # it. CPU # it. CPU # it.
BG 0.17 » 2.52 » 108.58 » 9:09 £ 10
¡9 ¢ n
4:74
CG 1.00 404 8.31 812 73.81 1627 586.04 3258 1:90 £ 10
¡5 ¢ n
3:11
IPCG 0.13 28 1.13 55 9.02 108 73.64 218 568.83 434 3:90 £ 10
¡6 ¢ n
3:01
Table 31. Solution of the linear system in the Hc2 simulations; averaged CPU time
(in seconds) and number of iterations at each time level. The stopping criterion
Sc2(10
¡10) is used by the iterative methods. The column ”#it.” lists the average
number of needed iterations per time step.
n 17 33 65 129 257 CPU
N 17
2 33
2 65
2 129
2 257
2 model
CPU # it. CPU # it. CPU # it. CPU # it. CPU # it.
BG 0.00 » 0.01 » 0.03 » 0.22 » 1:61 £ 10
¡7 ¢ n
2:91
J 0.04 358.94 0.38 805.81 6.48 1546.22 45.33 2531.72 2:10 £ 10
¡6 ¢ n
3:51
GS 0.02 180.88 0.19 404.38 3.26 774.83 22.80 1267.51 1:04 £ 10
¡6 ¢ n
3:51
CG 0.00 22.12 0.02 33.84 0.23 45.06 1.58 67.85 2:98 £ 10
¡7 ¢ n
3:20
MPCG 0.00 7.25 0.01 8.09 0.04 7.88 0.19 6.57 0.62 4.89 1:04 £ 10
¡5 ¢ n
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Table 32. Solution of the linear system in the Wa2 simulations; averaged CPU
time (in seconds) and number of iterations at each time level. The stopping criterion
Sc2(10
¡8) is used by the iterative methods. The column ”#it.” lists the average
number of needed iterations per time step.
n 17 33 65 129 257 CPU
N 17
2 33
2 65
2 129
2 257
2 model
CPU # it. CPU # it. CPU # it. CPU # it. CPU # it.
BG 0.00 » 0.03 » 0.32 » 4.85 » 6:14 £ 10
¡8 ¢ n
3:73
CG 0.01 109.81 0.07 203.41 1.06 384.25 9.75 729.20 2:43 £ 10
¡7 ¢ n
3:62
MPCG 0.00 14.75 0.01 19.88 0.15 26.59 0.88 34.61 4.72 43.92 4:32 £ 10
¡6 ¢ n
2:51
FPCG 0.00 7.69 0.01 6.97 0.05 6.69 0.19 6.07 0.79 5.87 1:13 £ 10
¡5 ¢ n
2:01
Table 33. Solution of the linear system in the Wa3 simulations; averaged CPU
time consumption (in seconds) and number of iterations at each time level. The
stopping criterion Sc2(10
¡8) is used by the iterative methods. The column ”#it.”
lists the average number of needed iterations per time step.
n 9 17 33 65 CPU
N 9
3 17
3 33
3 65
3 model
CPU # it. CPU # it. CPU # it. CPU # it.
CG 0.06 95.38 1.48 158.12 21.28 269.50 3:30 £ 10
¡6 ¢ n
4:52
MPCG 0.03 16.00 0.48 22.38 5.13 30.78 52.96 41.75 2:36 £ 10
¡5 ¢ n
3:51
FPCG 0.01 6.38 0.12 6.50 0.91 6.25 6.34 5.39 2:81 £ 10
¡5 ¢ n
2:96
Table 34. Solution of the linear system in the Tf2 simulations; averaged CPU time
(in seconds) and number of iterations at each time level. The stopping criterion
Sc2(10
¡10) is used by the iterative methods. The column ”#it.” lists the average
number of needed iterations per time step.
n 17 33 65 129 257 CPU
N 17
2 33
2 65
2 129
2 257
2 model
CPU # it. CPU # it. CPU # it. CPU # it. CPU # it.
RPCG 0.00 14.55 0.01 20.42 0.17 32.09 1.36 53.54 8.99 82.94 1:03 £ 10
¡6 ¢ n
2:89
FPCG 0.00 8.93 0.01 10.73 0.07 11.09 0.32 10.70 1.28 9.91 2:67 £ 10
¡5 ¢ n
2:10
NMG 0.06 7.92 0.10 7.52 0.28 6.75 1.21 5.89 4.78 5.26 1:22 £ 10
¡5 ¢ n
2:0932 X. Cai et al.
5.3 Eﬃciency of the Linear Algebra Tools in Diﬀpack
The linear algebra tools in Diﬀpack have a carefully designed structure. By
utilizing object-oriented programming techniques, Diﬀpack provides the users
with a rich collection of solution methods, preconditioners, and stopping cri-
teria. The users are able to make ﬂexible combinations at run-time and the
process of parameter ﬁtting is greatly simpliﬁed. The generality is, of course,
obtained at some cost of the computational eﬃciency. We will demonstrate
through the following example that the linear algebra tools in Diﬀpack still
maintain a relatively high performance level. We also mention that [1] con-
tains several experiments concerning eﬃciency comparison between Diﬀpack
and standard FORTRAN 77 routines.
As a competing code, we use a specially coded C program CGmilu for the
solution of 3D elliptic equations on the unit cube, i.e., test problems Pe3
and Eb3. Here, CGmilu has hard-coded the 7-point-stencil of the ﬁnite diﬀer-
ence discretization, meaning that the CPU time spent on constructing the
linear system in CGmilu is negligible. We have thus found it fair to compare, in
Table 35, the CPU time spent on the solution of the linear system by the Diﬀ-
pack simulator with the total CPU time consumed by the CGmilu program.
Assuming homogeneous Dirichlet boundary conditions on the entire bound-
ary, CGmilu considers only inner nodal values as unknowns, so the resulting
linear system has a reduced size compared with that in Diﬀpack. Moreover,
CGmilu restricts to the (preconditioned) CG method where a specially coded
matrix-vector product routine guarantees the extraordinary eﬃciency of the
program. We also mention that the Diﬀpack simulator and CGmilu use the
same stopping criterion Sc1(10¡8), so both programs converge under the same
number of CG iterations.
6 Construction of Linear Systems
In this section, we ﬁrst analyze the process of constructing the linear system
associated with the ﬁnite element discretization in Diﬀpack. Then, we point
out some important implementation issues that can improve the performance.
6.1 The Process
In general, the CPU time consumed by the ﬁnite element discretization on
constructing a linear system is proportional to the number of elements and
thus proportional to the total number of unknowns. By examining the con-
struction process, we can see that the CPU time is spent on the storage
allocation of A and the following assembly process, i.e., loop through each
element,
1. calculate the element matrix and vector,
2. enforce the essential boundary conditions, andPerformance Modeling 33
Table 35. Comparison between the Diﬀpack simulator and the specially coded C
program CGmilu in Pe3 and Eb3 simulations. The measurements of the CPU time
consumption (in seconds) are obtained on an AMD Athlon 1GHz processor.
Solving the Pe3 problem with CG (no prec.)
System size 17 £ 17 £ 17 33 £ 33 £ 33 65 £ 65 £ 65 CPU model
Diﬀpack 0.14 3.45 57.19 4.63e-7¢n
4:48
System size 15 £ 15 £ 15 31 £ 31 £ 31 63 £ 63 £ 63 CPU model
CGmilu 0.05 2.16 35.54 2.39e-7¢n
4:58
Solving the Pe3 problem with CG+MILU prec.
System size 17 £ 17 £ 17 33 £ 33 £ 33 65 £ 65 £ 65 CPU model
Diﬀpack 0.10 1.65 21.74 1.21e-6¢n
4:01
System size 15 £ 15 £ 15 31 £ 31 £ 31 63 £ 63 £ 63 CPU model
CGmilu 0.04 0.88 11.78 9.38e-7¢n
3:96
Solving the Eb3 problem with CG (no prec.)
System size 17 £ 17 £ 17 33 £ 33 £ 33 65 £ 65 £ 65 CPU model
Diﬀpack 0.16 4.45 80.07 3.47e-7¢n
4:63
System size 15 £ 15 £ 15 31 £ 31 £ 31 63 £ 63 £ 63 CPU model
CGmilu 0.06 2.76 49.72 2.14e-7¢n
4:68
Solving the Eb3 problem with CG+MILU prec.
System size 17 £ 17 £ 17 33 £ 33 £ 33 65 £ 65 £ 65 CPU model
Diﬀpack 0.10 1.65 21.14 1.29e-6¢n
4:00
System size 15 £ 15 £ 15 31 £ 31 £ 31 63 £ 63 £ 63 CPU model
CGmilu 0.03 0.83 10.83 4.99e-7¢n
4:11
3. assemble the element contribution to the global linear system.
Many diﬀerent matrix formats are supported by Diﬀpack. In particular,
banded matrices and general sparse matrices are involved in the simulations
of the current report. Typically, A has a banded structure, where the band-
width is O(n) in 2D and O(n2) in 3D, respectively. But for each row of A
there are only a small number of non-zeros, independent of n. This means
that a banded matrix format may waste too much storage on zero entries.
The classical Gaussian elimination requires such a storage structure because
those zero entries may later be ﬁlled with nonzero values during the LU-
factorization. For the iterative methods, on the other hand, a compressed
sparse row storage strategy, which only stores nonzero entries is preferable.
This saves both storage and computational cost. Consequently, the cost of
matrix-vector products becomes proportional to the number of rows of A.
However, the determination of the structure of a sparse matrix (locations
of the non-zeros) requires some work, and a relatively complicated indexing
procedure is needed to access individual entries of A. As the CPU measure-
ments indicate in Table 36, the assembly process runs more eﬃciently with
the sparse matrix format. This is probably because the sparse format takes
less storage space and has a better chance to be ﬁtted into the cache.34 X. Cai et al.
Table 36. The CPU time (in seconds) spent on the makeSystem function in the
Pe2 simulations; Diﬀerent matrix formats result in diﬀerent amounts of CPU con-
sumption.
Grid 33 £ 33 65 £ 65 129 £ 129 257 £ 257
MatBand 0.01 0.05 0.26 1.51
MatSparse 0.01 0.05 0.20 0.79
Remark. For dynamic problems such as Hc2 and Wa2, the CPU time spent
on the storage allocation is only necessary at the ﬁrst time level and should
be avoided for later time levels.
6.2 Some Guidelines
The application of eﬃcient solution methods raises stricter requirements on
the eﬃciency of constructing the linear system. All the PDE simulators in-
volved in this chapter have used the following guidelines for obtaining im-
proved eﬃciency.
1. Reduction of arithmetic operations:
– During the implementation of the virtual function integrands, iden-
tify constants independent of indices i and j, and pre-calculate them
outside the loop.
– Take advantage of the possible symmetry of the matrix A. For ex-
ample, use the following procedure in integrands:
for (i=1; i<=nbf; i++) {
for (j=1; j<=i; j++) {
// ....
elm_matvec.A(i,j) += a_ij;
}
// ....
elm_matvec.b(i) += b_i;
}
for (i=1; i<nbf; i++)
for (j=i+1; j<=nbf, j++)
elm_matvec.A(i,j) = elm_matvec.A(j,i);
2. Reduction of (C++) overhead:
– Use vector and matrix references instead of function calls, e.g., in
integrands:
Vec(real)& N = (Vec(real)&)fe.N();
Mat(real)& dN = (Mat(real)&)fe.dN();
– If possible, use “inline” for frequently called functions, such as for
the evaluation of a coeﬃcient function.
3. Algorithmic improvement:
– Use special (analytical) integration instead of standard numerical in-
tegration when possible. See Section 6.3 for a speciﬁc example.Performance Modeling 35
– For simulations of time-dependent problems, avoid stiﬀness matrix
re-assembly when possible. See Section 6.4 for some examples.
We refer to [16, App. B.7] for more techniques for optimizing Diﬀpack
codes.
6.3 The Mapped Laplace Equation in the Wa3 Problem
We consider test problem Wa3. Recall that the special transformation (7)
maps the physical solution domain ­(t) (6) to a stationary computational
domain ­, so we need to solve a new elliptic boundary-value problem which
has a variable coeﬃcient K as given in (8). If we give a tripled index (I;J;K)
to each element matrix AI;J;K = (A
I;J;K
i;j ), then we have
A
I;J;K
i;j =
Z Z Z
1
H
·
@Ni
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µ
(´ + H)
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#
dxdy dz :
Suppose the element size in the z-direction is ¢z. By examining the above
formula for A
I;J;K
i;j , we see that the diﬀerence between A
I;J;K1
i;j and A
I;J;K2
i;j
consists of two parts: one linearly varying part and one quadratically varying
part, both depending on (K1 ¡ K2)¢z. More precisely,
A
I;J;K
i;j = A
I;J;1
i;j + (K ¡ 1)D
I;J
i;j + (K ¡ 1)2R
I;J
i;j ;
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´ + H
@Ni
@z
@Nj
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dxdy dz :
This clearly simpliﬁes the construction of the linear system since a 3D
assembly process is almost replaced with a 2D assembly process where we only
calculate A
I;J;1
i;j , D
I;J
i;j , and R
I;J
i;j . In this way, major eﬃciency improvement
can be obtained (see Table 37). We mention that this eﬃcient technique for
constructing the linear system has already been used in the simulations for
producing the measurements listed in Table 16.36 X. Cai et al.
Table 37. The performance diﬀerence between the standard FEM::makeSystem and
a special makeSystem function for test problem Wa3.
makeSystem 9 £ 9 £ 9 17 £ 17 £ 17 33 £ 33 £ 33 65 £ 65 £ 65
standard 0.03 0.23 1.88 15.09
special 0.01 0.06 0.47 3.72
6.4 Parabolic Problems
Let us consider a general parabolic problem of the form
@u
@t
= L(u) + f in ­ £ (0;T];
u = uD on @­ £ (0;T];
u(x;0) = u0(x) in ­;
where L is a linear elliptic operator.
Suppose we apply the ﬁnite element method for the spatial discretization
and the µ-rule for the temporal discretization. This results in a system of
linear equations of the form (22) that needs to be solved at each time level.
However, the time dependence of L, f, and the essential boundary conditions
uD will determine the computational cost of the assembly process. To clarify
this, it is beneﬁcial to rewrite A and b of (22) as:
A = M + µ¢tK + Amod;
b = Arhsun¡1 + c + bmod;
Arhs = M + (µ ¡ 1)¢tK;
where M is the consistent mass matrix, K is the stiﬀness matrix relating
to L, and c contains contributions from the f term. Here, M, K, and c are
constructed by the standard assembly process without regard to the essential
boundary conditions. We note that M and Amod are time independent and
we have the relation
bmod = AmoduD;
where uD is a vector containing essential boundary conditions on the bound-
ary nodes and zeros otherwise. The following diﬀerent situations in time-
dependence of L, f, and uD should be treated accordingly.
– For the simplest situation where L, f, and uD are all independent of time,
it is obvious that A remains the same for every time level. Moreover, only
a matrix-vector product is needed to generate the right-hand side vector
b.
– For the situation where only f is time dependent, bmod is the same for
all time levels. We note that A is also time independent. The only needed
assembly is for generating c.Performance Modeling 37
– For the special case where both L and f are time independent whereas
uD is time dependent, only two matrix-vector products are needed to
construct the linear system.
– When L is time dependent and f is not time dependent, it is possible to
achieve a slightly better performance by skipping the recalculation of c.
For a Diﬀpack simulator treating such parabolic problems, it is therefore
important to introduce three ﬂags indicating the time-dependence of the
linear operator L, the right-hand side f, and the essential boundary condition
uD, respectively. The user can redeﬁne the standard FEM::makeSystem function
to obtain improved eﬃciency. Some results are shown in Table 38. We note
that all the Hc2 simulations have used this specially implemented makeSystem
function.
Table 38. Analysis of the specially implemented makeSystem function in a heat
conduction simulator class; The CPU times (in seconds) are associated with simu-
lations on a uniform 257 £ 257 grid.
time-dependence CPU on makeSystem
L f uD ﬁrst call later calls
NO NO NO 0.89 0.05
NO NO YES 1.01 0.09
NO YES NO 0.89 0.45
NO YES YES 1.03 0.47
YES NO Y/N 0.89 0.60
YES YES Y/N 0.89 0.91
7 Concluding Remarks
In this chapter, we have collected actual CPU time measurements for a num-
ber of prototypical PDE simulators. Detailed analyses of the measurements
have been carried out and we have established some performance models,
which agree quite well with theory. First of all, the actual measurements,
which are obtained on a common hardware platform, can serve as a reference
for assisting a Diﬀpack programmer to locate coding ineﬃciency or errors
during code development. Secondly, we have demonstrated how to establish
simpliﬁed performance models of diﬀerent numerical methods. Thirdly, the
established models may help a Diﬀpack user to choose an appropriate nu-
merical method for solving a particular system of linear equations. Finally,
it is hoped that these performance models can provide a rough prediction
of CPU time consumption also for more complicated simulations of real-life
problems.38 X. Cai et al.
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