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ABSTRACT
Mobile ad hoc networks (MANETs) have attracted attention for mission
critical applications. This dissertation investigates techniques of statistical moni-
toring and control for overhead reduction in a proactive MANET routing protocol.
Proactive protocols transmit overhead periodically. Instead, we propose that the
local conditions of a node should determine this transmission decision. While the
goal is to minimize overhead, a balance in the amount of overhead transmitted
and the performance achieved is required.
Statistical monitoring consists of techniques to determine if a character-
istic has shifted away from an in-control state. A basic tool for monitoring is a
control chart, a time-oriented representation of the characteristic. When a sample
deviates outside control limits, a significant change has occurred and corrective
actions are required to return to the in-control state.
We investigate the use of statistical monitoring of local conditions in the
Optimized Link State Routing (OLSR) protocol. Three versions are developed. In
A-OLSR, each node uses a Shewhart chart to monitor betweenness of its two-hop
neighbourhood. Betweenness is a social network metric that measures a node’s
influence; betweenness is larger when a node has more influence. Changes in
topology are associated with changes in betweenness. We incorporate additional
local node conditions including speed, density, packet arrival rate, and number of
flows it forwards in A+-OLSR. Response Surface Methodology (RSM) is used to
optimize timer values. As well, the Shewhart chart is replaced by an Exponen-
tially Weighted Moving Average (EWMA) chart, which is more sensitive to small
changes in the characteristic. It is known that control charts do not work as well
in the presence of correlation. Hence, in A∗-OLSR the autocorrelation in the time
series is removed and an Auto-Regressive Integrated Moving Average (ARIMA)
i
model found; this removes the dependence on node speed. A∗-OLSR also extends
monitoring to two characteristics concurrently using multivariate cumulative sum
(MCUSUM) charts. The protocols are evaluated in simulation, and compared to
OLSR and its variants.
The techniques for statistical monitoring and control are general and have
great potential to be applied to the adaptive control of many network protocols.
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Chapter 1
INTRODUCTION
1.1 Motivation
Most network protocols generate and exchange control overhead as part of their
operation. The control overhead helps to achieve different purposes. For example,
overhead is incurred in channel negotiation and acquisition for accessing the wire-
less medium in the IEEE 802.11 family of medium access control (MAC) protocols
[44], for channel selection and transmission power selection in multi-channel MAC
protocols [68, 69], in the broadcast of link state in routing protocols [21, 70], and
in the headers of protocols such as Transport Control Protocol (TCP) or User
Datagram Protocol (UDP) [54] that contain the source and destination ports, and
checksum, among others.
While stateless protocols such as the the Hyper Text Transport Protocol
(HTTP) [29] and the Trajectory Based Forwarding (TBF) [76] exist, they are few
and far between. Most make certain assumptions related to their operation. The
vast majority of protocols are “stateful”, i.e., they maintain some state informa-
tion. One way to classify protocols is as reactive or proactive. A reactive protocol
responds to an event by taking action, for example, in a reactive routing protocol,
a node initiates route discovery only when it generates or receives a data packet
that needs to be transmitted to a destination and no route to the destination
exists. The event here is the data packet to be transmitted while the action is
route initiation. A proactive protocol takes action periodically, for example, in
a proactive routing protocol, each node transmits its neighbourhood or topology
information periodically so that its neighbours can update their routes to all possi-
ble destinations. Reactive protocols generate control overhead that includes state
information only as a response to events, the events correspond to route request
or route repair; proactive protocols generate state information at set intervals at
the expiration of timers.
Examples of reactive protocols include SHUSH [107] and Reactive Multi-
Channel MAC (RMC-MAC) [31] for medium access control, and the Ad-hoc On-
demand Distance Vector (AODV) [83] and Dynamic Source Routing (DSR) [47] for
routing. SHUSH reacts to interference by identifying the source of the interference
and calculates the optimum power to transmit the first frame of the interrupted
conversation to the interferer so that the interferer stops its transmission. RMC-
MAC introduces a reactive sensing period to detect data transmission during
ongoing communications and uses a contention period to negotiate channels to
support multiple communications simultaneously. When a node in AODV or
DSR finds no available route to transmit data packets to a destination, it initiates
route discovery. Some of the proactive protocols include the Shaped Token-based
Transport Protocol (STTP) [122] for transport layer, and the Open Shortest Path
First (OSPF) [70] and Optimized Link State Routing (OLSR) [21] protocols for
routing in the network layer.
Control overhead generation and accumulation differ in these two types of
protocols. Consider the reactive protocols AODV and DSR; they initiate route
discovery only when a route from a source to a destination is required. AODV
does not retransmit route requests that have already been passed on by a node
and stores the responses in a route table. It uses sequence numbers to prevent
these retransmissions and eliminates extra overhead as compared to when the
retransmissions are allowed. On the other hand, DSR uses source routing to
either partially or completely specify the entire route in the packet header. When
the paths are longer, DSR may incur higher overhead than the overhead incurred
with shorter paths. In the case of proactive protocols, such as OSPF and OLSR,
link state information is transmitted periodically. OSPF transmits the entire
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network topology while OLSR transmits link and topology information based on
its two-hop neighbourhood. Periodic transmission generates control overhead even
though the network state may not change.
Moreover, even though a protocol in the network protocol stack at the
source logically communicates with the corresponding layer at the destination,
each message data unit passes down the stack at both the source, is transmitted on
the physical medium, and then works it way back up the layers at the destination.
Headers are added at each layer to maintain state, to make the communication
reliable, and for the detection of errors. These headers add to the amount of
control overhead as well. Though the size of the control messages are smaller
than application data, sending them periodically consumes bandwidth that may
otherwise be used to transmit application data. Moreover, these control messages
also contend for the wireless channel and introduce delay in the network.
There is a trade-off between how much control overhead is transmitted
and the performance of protocols. If too much overhead is generated, the net-
work bandwidth is wasted; if too little overhead is transmitted, the protocol
performance degrades. Therefore, there is a necessity for balance between the
generated control overhead and the protocol performance. Finding this balance is
more challenging in mobile ad hoc networks (MANETs) because a MANET [63] is
a collection of autonomous mobile nodes communicating over the wireless channel
in groups that provide communications where no prior established infrastructure
exists. MANETs are designed for rapid deployment in battlefields, emergency
situations, and rescue operation in disasters. Each node in a MANET is equipped
with a radio frequency (RF) transceiver and acts as a transmitter, a receiver, and
a forwarder of packets. The nodes in MANETs move independently; they have
their own source of power, and have limited transmission range. Due to mobility,
links to other nodes change frequently and unpredictably. That is, MANETs sup-
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port wireless communication through the dynamic infrastructure constructed by
the mobile users themselves. Communication over the wireless channel is prone
to errors due to fading and shadowing.
The dynamic properties of MANETs create challenges at all levels of the
network protocol stack [3, 4, 11, 17, 34, 72], and in particular in routing. In spite
of MANET characteristics being different from the wired network, protocols suc-
cessful in the wired networks have been adapted for MANETs. One such wired
network routing protocol is OSPF [70] and its adaptation to MANETs is OLSR
[21]. OSPF is a link state proactive routing protocol that is widely used in the
Internet. It gathers information about links to neighbours from available routers
and constructs a topology map of the network. It constructs routing tables corre-
sponding to the topology. Each router maintains the link state information as a
link state database, builds a topology tree of the entire network, and periodically
updates it through flooding. Its wireless counterpart OLSR works in a similar
manner, but rather than distributing the entire network topology, each node peri-
odically transmits only its current view of the topology as seen within its two-hop
neighbourhood. It also takes advantage of the broadcast nature of the wireless
medium, i.e., any node that lies within the transmission range of a transmitting
node receives the broadcast and processes it to construct its view of the topol-
ogy. OLSR reduces the control overhead by using multi point relays (MPRs) that
forward the topology state [22, 23, 88].
Even though OLSR reduces its control overhead by implementing MPRs,
the fixed rate periodic transmission of control overhead may not be appropri-
ate considering the dynamic nature of MANETs. Figure 1.1 shows an example
MANET where the vertices in the graph represent the nodes in the network, and
the edges represent communication links with other nodes when they are in wire-
less transmission range of each other. Region A has a relatively dense population
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Figure 1.1: An example MANET showing dense and sparse neighbourhoods.
of mobile nodes while Region B is more sparsely populated. The local conditions,
such as the one- and two-hop neighbourhood, and the topology information, at
each node in these two regions may be vastly different. Moreover, each node may
move with a different node speed. Thus, the change in the neighbourhood and
topology information of nodes can vary significantly. Hence, using the same global
period to transmit control overhead in OLSR may not be suitable for the whole
network. For example, if the nodes move slowly and the topology in Region A
changes infrequently, routes may remain unchanged and need not be updated of-
ten. In this case, the default period may generate too many control messages, not
all of which are necessary. Conversely, if nodes move quickly with correspondingly
rapid change in topology, the routing table needs to be updated frequently. In
this case, the periodic transmission of control messages may not be sufficient to
maintain routes to all possible destinations. Therefore, the local conditions at a
node need to be considered when transmitting control overhead.
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In order to achieve a balance in transmitting control overhead and proto-
col performance, many techniques for routing protocols have been proposed. Seba
[101] uses a function that measures neighbour change frequency per unit time to
dynamically measure node mobility, and switches between proactive and reactive
protocols. In [110], Solimana et al. reduce the control overhead in AODV by
locally repairing routes. Liu et al. [56] use a set of declarative rules to switch
among protocols to create hybrid adaptive protocols. Some QoS routing proto-
cols use quality of service parameters such as bandwidth, delay, and path cost
estimation techniques to find QoS constrained least cost path from the source to
the destination [19, 53, 55]. Recent work on OLSR that considers reducing the
control overhead include techniques such as clustering and partitioning the net-
work to restrict propagation of TC messages [97], a “fish-eye” technique to receive
TC messages further away from a node at larger intervals [61], and counting link
breaks as an indication of mobility to switch between states and restrict the MPR
set [89].
1.2 Contributions of the Dissertation
This dissertation takes a different approach to reducing the control overhead of
OLSR. It incorporates statistical monitoring of local conditions to decide when to
transmit control information.
We present three adaptive OLSR protocols that successively incorporate lo-
cal node conditions in deciding when to transmit control messages. The protocols
are distributed in nature, i.e., each node decides on transmitting control messages
based on its local conditions. In all three protocols, each node uses a control
chart of local conditions in the decision making of control message transmission.
Control information is transmitted only when the control chart generates an out-
of-control signal. The major contribution of this dissertation is using statistical
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monitoring and control of local network conditions to reduce control overhead in a
proactive routing protocol, i.e., to make the proactive protocol “locally proactive”.
Instead of periodic control message transmission, each node in the A-OLSR
protocol monitors the betweenness of its two-hop neighbourhood using a Shewhart
control chart. Betweenness [32, 33], a centrality measure used in social network
analysis, measures the influence of a person on others connected to him/her [41,
123]; it is a measure of nodal importance. In routing, a significant change in
the betweenness value indicates a change in the topological importance of a node.
When such a change occurs, the Shewhart control chart generates an out-of-control
signal, and a topology control TC message is transmitted to inform neighbouring
nodes about this change. Betweenness ties well with the notion of MPRs in
OLSR, the only nodes that forward TC messages. Monitoring a node’s topological
importance effectively reduces the control overhead and energy consumption with
little impact on the throughput and average end-to-end delay.
Though A-OLSR significantly reduces the control overhead, the network
throughput does not improve. In fact, its throughput is slightly lower than that
of OLSR. This raises a question as to whether there are other local conditions
that play a key role on the throughput. We therefore consider node speed, den-
sity, packet arrival rate, and the number of flows routed through a node for this
purpose. We apply response surface methodology (RSM) on the local conditions
to optimize a “keep-alive” timer value. Each node transmits a TC message at the
expiration of the “keep-alive” timer to keep routes fresh. Interactions among the
local conditions are used to find empirical models that simultaneously maximize
throughput while minimizing control overhead.
A Shewhart control chart is not as effective as an exponentially weighted
moving average (EWMA) control chart in monitoring small deviations [64]. An
EWMA chart is more sensitive in detecting small changes in the monitored char-
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acteristic when tuned properly. Since the values of betweenness are found to be
small, we use an EWMA chart tuned for a specific node speed to monitor between-
ness in deciding when to transmit a TC message. In an attempt to reduce control
overhead further, only the betweenness value for a node that is actively routing
data packets is monitored. The modified protocol, A+-OLSR, results in a signifi-
cant improvement in throughput while reducing the control overhead and average
end-to-end delay. The EWMA average run lengths (ARLs) are tuned according to
node speed using steady-state random waypoint mobility [73] model. A+-OLSR
performs well with realistic scenarios in the presence of packet errors and real
wireless traces based on human mobility [27]. It shows superior performance in
higher mobility scenarios and in routing across multi-hop destinations.
An assumption with control charts is that the data is independent. These
charts do not work well when the data is correlated [64]. They may generate too
many false alarms when data is positively correlated, and may not generate any
signal when the data is negatively correlated. The monitored data shows high
levels of correlation. In spite of that, the EWMA charts in A+-OLSR perform
well because their ARLs are tuned for specific node speeds. Tuning the EWMA
control charts involves a lot of effort; some hundreds of simulations are run to find
the ARL value that provides a balance between the reduced control overhead and
achieved throughput. It is computationally expensive and time consuming.
Instead, we remove correlation before using the data for monitoring. Time
series analysis and the Box-Jenkins methodology are used to find ARIMA mod-
els that remove autocorrelation from the collected data. Ordinary Least Squares
(OLS) and Maximum Likelihood Estimation (MLE) are used to estimate the pa-
rameters of the ARIMA models. The model residuals are independent and nor-
mally distributed. Once correlation is removed, the model residuals are used in
monitoring. We also extend monitoring to two characteristics; the neighbourhood
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and the topological information of a node is jointly monitored using a multivari-
ate cumulative sum (MCUSUM) control chart. HELLO and TC messages are
transmitted when the MCUSUM and the corresponding CUSUM charts signal si-
multaneously. The proposed A∗-OLSR protocol achieves significant improvement
in throughput and control overhead reduction. The control charts are tuned but
this time with the same ARL values for all node speeds. Since the correlation
is effectively removed from the collected data, no tuning is necessary for specific
speed or mobility model. In fact, the control charts tuned for the random waypoint
mobility model perform well in real wireless traces collected on human mobility
without further retuning, i.e., the control charts are now much more robust. By
investing some effort in determining the ARIMA models, we reduce our ARL tun-
ing effort and cost considerably and make the control charts robust. A∗-OLSR
also performs better for higher mobility scenarios and for multi-hop destinations.
1.3 Outline of the Dissertation
The rest of the dissertation is organized as follows. In Chapter 2, we discuss re-
lated work on reducing control overhead in OLSR and provide the background for
the statistical modelling, monitoring, and control techniques used throughout this
dissertation. In Chapter 3, we use a Shewhart control chart on the betweenness
value indicating local node importance and study the performance of the A-OLSR
protocol when such a monitoring technique is used. We incorporate more local
conditions into the A+-OLSR protocol to decide when to transmit control infor-
mation in Chapter 4 and study the performance in terms of achieved throughput,
transmitted control overhead, and average end-to-end delay. by performing simu-
lations that use random waypoint mobility model, realistic scenarios with packet
errors and real wireless traces on human mobility. Chapter 5 presents techniques
to remove the autocorrelation from the collected data and introduces monitoring
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multiple characteristics at the same time. Finally, we conclude by summarizing
our work and discuss future research directions in Chapter 6.
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Chapter 2
BACKGROUND
In this chapter, we lay the groundwork for this dissertation. In Section 2.1, we
provide a brief overview of mobile ad hoc networks (MANETs) since the protocols
reviewed in this chapter and those proposed in this dissertation, are geared for
MANETs. We then provide a brief summary of routing protocols in MANETs
in Section 2.2 followed by a detailed description of the Optimized Link State
Routing (OLSR) protocol in Section 2.3. In Section 2.4, we provide related work
on reducing control overhead in MANETs. Section 2.5 through Section 2.9 provide
the details of techniques and approaches used in this dissertation. We first describe
graph centrality measures in Section 2.5 and statistical process control techniques
in Section 2.6. In Sections 2.7 and 2.8, we provide an overview of design of
experiments (DOE) and response surface methodology (RSM). Finally, we present
time series analysis in Section 2.9 including some important definitions, the Box-
Jenkins modelling technique, and the ARIMA models.
2.1 Overview of MANETs
A mobile ad hoc network (MANET) is a collection of autonomous mobile nodes
that communicate without any centralized infrastructure over bandwidth con-
strained wireless links. MANETs principally evolved from the DARPA Packet
Radio and Survivable Radio Network (SURAN) programs in the 1970’s [50, 10].
A MANET is modelled as a graph G = (V,E) where V , the vertex set corresponds
to the set of mobile nodes. E, the edge set corresponds to the set of wireless com-
munication links between pairs of nodes that lie within the transmission range of
each other. The OSI [115] protocol stack has been adapted to MANETs [128].
Each layer provides specific functionality and follows a standard of communica-
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tion between layers. Significant research activity in the past decades, especially
at the transport [3, 17], network [4, 11], and medium access control (MAC) layers
[34, 72] have yielded many protocols. Figure 2.1 shows a MANET, where S is a
source node and D is a destination node.
Figure 2.1: An example mobile ad hoc wireless network.
MANETs support wireless communication through the dynamic infrastruc-
ture constructed by the mobile users themselves. The mobile nodes communicate
over the wireless channel in groups. They utilize the broadcast nature of the wire-
less channel. Each node in a MANET is equipped with a radio frequency (RF)
transceiver and acts as both a transmitter and a receiver. They are battery pow-
ered and work as a group since they have limited transmission range. MANETs
are designed for rapid deployment and are appropriate for applications either in
hostile environments for example battlefields, or temporarily established cost cru-
cial mobile applications including emergency situation, and rescue operation in
disasters. In recent years, application domains of mobile ad hoc networks have
gained more importance in non-military public organizations and in commercial
and industrial areas. Some application scenarios include the law enforcement
operations, traffic management, and educational operations in campus.
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The nodes in a MANET can move randomly and organize themselves arbi-
trarily. As a result, the strength of the connection between the nodes can change
rapidly in time. Nodes can appear or disappear over time and the network’s
topology may change rapidly and unpredictably. Also, the nodes in a MANET
can experience signal attenuation due to fading, shadowing and free-space prop-
agation etc. [92] which results in topologies that are not completely connected.
Consequently, physical location and relative distance between nodes, among oth-
ers, play a major role in path discovery and maintenance. Here, two nodes are
connected if, and only if, the distance between them is smaller than their trans-
mission ranges (the unit disk graph model [43]). As a result, pairs of nodes may
remain physically unconnected. In spite of this, the network connections should be
maintained if possible and communication should be achieved at the network layer
through multi-hop path routing and packet forwarding. The dynamic properties
of MANETs create challenges at all levels of the network protocol stack.
All the individual nodes in a MANET share a common wireless transmis-
sion medium via distributed mechanisms. As a result, the transmissions among
competing nodes must be coordinated by the medium access control (MAC) pro-
tocol. The MAC protocol coordinates transmissions from different nodes in order
to minimize or avoid collisions. Thus bandwidth efficiency, and the hidden- and
exposed-terminal problems are some of the issues considered while designing a
MAC protocol for MANETs [46, 50]. Since the radio spectrum is limited, the
bandwidth available for communication is very limited.
Since the network is decentralized, and all network activity including orga-
nizing the network and delivering messages are executed by the nodes themselves,
routing functionality is incorporated into the mobile nodes. By the local broad-
cast nature of the wireless channel, a node’s transmission is received by all nodes
within one-hop transmission range. When a MANET is not completely connected,
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a packet must traverse multiple hops to reach its destination (see Figure 2.1).
Since a MANET features fully distributed network management and dynamic
link change between nodes, each node must gather and maintain enough infor-
mation about network topology so that it can make independent decisions about
how to route data through the network to any destination. As a consequence,
routing proves to be a challenging problem in MANETs.
The dynamism and complexity of MANETs have attracted a lot of research
attention. Much work has been performed in the adaptation of protocols for
MANETs. Some adaptive MAC and routing protocols are provided here. Hu
et al. [42] propose a hybrid MAC protocol, Load-Adaptive MAC (LA-MAC)
for MANETs that adaptively switches its mode of operation between CSMA and
TDMA. LA-MAC achieves a high channel utilization and a reasonable delay profile
under both high and low contention levels identified by the measured collision rate
of the MAC frames. LA-MAC relies on the information received from the physical
layer in order to distinguish between corrupted frames due to actual collisions as
opposed to those corrupted by wireless link effects such as fading.
Chen et al. [20] propose a new single transceiver MAC protocol, Traffic
Aware Multichannel Medium Access Control (TAMMAC), that exploits multiple
channels with smart window increase and decrease rules to adjust the contention
window size dynamically and properly. The use of multiple channels provides per-
formance advantages in reducing collisions and enabling more concurrent trans-
missions.
In [125], the authors propose a resource reservation-based routing and sig-
naling algorithm, AQOR, that provides end-to-end quality of service (QoS) sup-
port, in terms of bandwidth and end-to-end delay, in MANETs for multimedia
applications such as voice, video and data. Available bandwidth is estimates to
perform accurate admission control and resource reservation in AQOR.
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The authors in [91] describe the design, implementation and performance
evaluation of an adaptive QoS routing solution, CHAMELEON, with improved de-
lay and jitter performances that enables multimedia communication for MANETs
in extreme emergency situations such as forest fire and terrorist attacks. CHAME-
LEON adapts its routing behaviour according to the size of a MANET. Seok et
al. [103] present a multi-rate aware routing scheme that helps improve resource
utilization and minimize power consumption in MANETs. They utilize multi-
rate support from MAC and physical layers when packets are to achieve better
performance in throughput and resource utilization.
2.2 Routing in MANETs
In addition to potentially being a source and/or a sink for packets, any node in a
MANET serves as a router, forwarding packets on behalf of other nodes. Thus,
routing is a fundamental problem in MANETs. The routes must be responsive to
the continuously changing topology induced by node mobility and other factors
such as communication range, timer values etc. In fact, routing can be viewed as
a complex process where the neighbourhood and topology are the inputs and the
performance in terms of throughput, average end-to-end delay, control overhead,
energy are the outputs.
Over the past few decades, numerous routing protocols have been proposed
for MANETs [1, 98]. Some have been documented in the form of Internet-Drafts
by the Internet Engineering Task Force (IETF) MANET working group [63]. The
group has moved forward with standardization and reduced the candidates to
two specific groups: reactive and proactive; each group consists of two routing
protocols. The two reactive routing protocols chosen for standardization are,
Dynamic Source Routing (DSR) [48] and Ad hoc On Demand Distance Vector
(AODV) [83], while the two proactive protocols are, Optimized Link State Routing
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(OLSR) [21] and Topology Broadcast based on Reverse-Path Forwarding (TBRPF)
[79].
MANET routing protocols are classified in to three classes: proactive or
table-driven, reactive or demand-driven, and hybrid. A reactive protocol main-
tains routes for specific destinations on a demand basis. A route is formed only
when a node wants to start communication with another node. Route discovery
involves transmitting control messages. When a route becomes invalid, nodes
need to initiate route recovery to find an alternate communication path between
the source and the destination. AODV [83] is a pure on-demand route acquisition
protocol. Only nodes selected on a path maintain routing information and par-
ticipate in routing table exchanges. The source initiates a path discovery process
to locate find a path to the destination by broadcasting a route request (RREQ)
packet to its neighbors. RREQ packets are forwarded until they reach the desti-
nation or an The destination or intermediate node responds by unicasting a route
reply (RREP) packet that traverses along the reverse path.
The DSR protocol [48] is an on-demand routing protocol based on the
concept of source routing. Nodes maintain route caches that contain the source
routes of which the node is aware. Entries in the route cache are continually
updated as new routes are learned. The protocol consists of two major phases:
route discovery and route maintenance. If a node does not have a route to a
destination in its cache, it broadcasts a route request packet to initiate route
discovery. A route reply is generated when the route request reaches either the
destination itself, or an intermediate node which contains in its route cache an
unexpired route to the destination [15].
Unlike reactive protocols, proactive protocols continuously maintain routes
to all destinations even though some routes may not be in use. Proactive proto-
cols achieve route maintenance through periodic transmission of control overhead.
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This includes some state information such as the link state, neighbourhood, or
the topology of as seen by the nodes sending the control message.
TBRPF [79] is a link-state based proactive routing protocol. It uses the
concept of reverse-path forwarding to disseminate its update packets in the reverse
direction along the spanning tree made up of the minimum-hop path from the
nodes leading to the source of the update message. Each node calculates a source
tree, which provides a path to all reachable destinations by applying a modified
version of Dijkstra’s algorithm on the partial topology information stored in their
topology table. In TBRPF, each node minimizes overhead by reporting only part
of their source tree to their neighbours. The reported part of each source tree is
exchanged with neighbouring nodes by periodic and differential hello messages.
OLSR [21], another link state routing protocol is described in details in §2.3.
Hybrid routing protocols, proposed by [90], are both proactive and reactive
in nature. They increase scalability by allowing nodes with close proximity to work
together to form some sort of a backbone to reduce the route discovery overheads.
Hybrid protocols proactively maintain routes to nearby nodes and determining
routes to far away nodes using a route discovery strategy. The nodes in Zone
Routing Protocol (ZRP) [40] have a routing zone, which defines the range in hops
that each node is required to maintain. Within the zone, routes are immediately
available. For nodes outside the zone on-demand protocols are used to determine
a route. A comprehensive survey of routing protocols by Abolhasan et al. can be
found in [1].
Since reactive protocols initiate route computation and maintenance only
when required, they tend to have lower control overhead for route discovery and
maintenance but may result in larger delays in reaching the destination [22]. On
the other hand, the periodic route maintenance of proactive protocols allow route
re-computation at set intervals. Routes are immediately available and delay is
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small. Sending periodic state may result in large exchanges of control overhead
which consumes bandwidth that may otherwise be used to transmit data pack-
ets [22]. Periodic state transmission can lead to unnecessary exchange of control
overhead when the network topology changes slowly or remains static. A constant
transmission period may not be appropriate under changing network conditions.
Thus, the pros and cons of reactive and proactive routing protocols tend to com-
plement each other.
2.3 The Optimized Link State Routing Protocol
A link-state routing protocol is one of the two main classes of routing proto-
cols used in packet switching networks. Examples of link-state routing protocols
include Open Shortest Path First (OSPF) [70] and Intermediate System To Inter-
mediate System IS-IS [81]. Every node in a link-state routing protocol constructs
a map of the connectivity to the network, in the form of a graph. Each node then
calculates the next best logical path from it to every possible destination in the
network. The collection of best paths form the node’s routing table.
The classical link state protocol for MANETs use the broadcast nature of
the wireless channel. It floods the network with the link state information period-
ically. The Optimized Link State Routing (OLSR) protocol is a proactive routing
protocol. It provides an optimization on classical link state protocol by reducing
the broadcast of its messages [21, 23, 45]. Each node in OLSR periodically broad-
casts its neighbourhood and topology information to provide its neighbouring
nodes a complete view of its perceived network state. Important to the operation
of OLSR are the multi-point relay (MPR) sets. An MPR is a subset of the one-hop
neighbours of a node selected to forward its topology control (TC) messages such
that all its two-hop neighbours are reached through it. MPRs provide an efficient
implementation of network-wide broadcast and reduce the control overhead com-
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(a) MPR set (b) MS set
Figure 2.2: MPR set at node 4 and MS sets at nodes 3 and 6.
pared to link state protocols [45, 88]. Any node that is not selected as an MPR
reads and processes the received TC messages but refrains from retransmitting it.
The nodes that have selected a node as their MPR is known as the MPR selector
set (MS). Figure 2.2 shows the MPR set at node 4 and the MS sets at nodes 3
and 6 in an example network.
The core functionality of OLSR depends on the capability of link sensing,
neighbour detection, MPR selection, and route calculation. A HELLO message,
exchanged between a node and its one-hop neighbours helps in achieving the first
three capabilities. It contains a list of one-hop neighbours, and their link status
along with their willingness to forward packets on behalf of other nodes, and its
MPR set. HELLO messages are transmitted periodically; the interval between
two successive HELLO messages is called the HELLO Interval and is 2 s. On
the reception of a HELLO message, the receiving node computes its two-hop
neighbourhood, and MPR and MS sets. MPR selection [21, 75] proceeds in three
steps as shown below and in Figure 2.3.
1. A node Ni first selects as MPRs all its neighbours that are the only neigh-
bours of a two-hop neighbour from Ni.
2. It then selects as MPR a neighbour that has the largest count of uncovered
two-hop neighbours. This step is repeated until all two-hop neighbours are
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(a) Step 1 (b) Step 2
(c) Step 3
Figure 2.3: MPR selection at node n (adapted from [75]).
Figure 2.4: One-hop, two-hop neighbours and MPRs of a node.
covered.
3. Finally, any MPR node Nj such that the MPR set excluding Nj covers all
two-hop neighbours is discarded.
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OLSR also diffuses TC messages and provides each node in the network
with sufficient topology state information to allow route computation. A TC
message is transmitted every TC Interval of 5 s and includes at least the links to
all nodes of its MS set. Any node Ni forwards a broadcasted TC message only if
it is received for the first time from a node having selected Ni as MPR, i.e., TC
messages are forwarded only by MPRs. Figure 2.4 shows the one-hop neighbours,
MPRs and two-hop neighbours of a node m. Of the 17 one-hop neighbours only
7 are selected as MPRs. Rather than each one-hop neighbour forwarding the TC
message, only the MPRs forward them, yet all two-hop neighbours receive it and
use it in route calculation. Each node has a route table to all possible destination
nodes. For any node Ni, the entries in a route table consists of tuples (Nd, Nj)
where Nd is the destination node reachable through the next hop address Nj .
2.4 Reducing Control Overhead in OLSR
Several ideas to reduce control overhead in OLSR have been proposed. In [97],
Clustered OLSR (C-OLSR) is developed. Control overhead is reduced by parti-
tioning the network into clusters and restricting the propagation of TC messages
to a cluster. The generation and forwarding of inter-cluster topology information
is done by the MPRs at the cluster level. C-OLSR outperforms OLSR in achiev-
able throughput by 2% and also reduces control overhead by 35-71% based on
different algorithm implementation. Obilisetty et al. [78] consider statistical link
stability metrics for selecting an MPR in Link Stability based OLSR (LS-OLSR)
to enhance route reliability and decrease packet loss.
In Hierarchical OLSR (HOLSR) [61], nodes use a “fisheye" technique [82] to
exchange TC messages, i.e, TC messages from nodes further away are received at
larger intervals. Thus, nodes form a hierarchy in terms of distance. They measure
the performance of the protocol based on the success rate and end-to-end delay.
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Success rate is defined as the ratio of the number of packets successfully received at
the destination to the packets generated at the source. HOLSR obtains a 87.32%
success rate where as OLSR only obtains 81%. The end-to-end delay is reduced
to almost half.
Xue et al. [126] present an optimization approach to reduce overhead by
changing the HELLO messages to advertise only those links that have changed
during the HELLO interval. To reduce control overhead, only the MPRs generate
TC messages. Redundancy is reduced by only one node sending a TC message
in scenarios where a group of nodes have chosen each other as MPRs. These
modifications decrease the routing overhead by about 17% in high node density
scenarios; the decrease is about 4% at high mobility. The modified protocol is
capable of maintaining the end-to-end delay.
Some approaches to reduce overhead in OLSR incorporate the use of local
conditions. In [6], a scalable Fast-OLSR protocol is proposed to address higher
mobility scenarios. Initially, nodes run Default OLSR and change to Fast-OLSR
when its recorded change in the neighbourhood exceeds a pre-defined threshold.
The Fast-OLSR nodes switch back to Default OLSR nodes when the changes in
the neighbourhood are less than a lower threshold. Fast-OLSR nodes send Fast-
HELLO messages at a higher frequency; they are smaller in size and help maintain
network connectivity. Only the Default nodes can be selected as MPRs because
Fast-OLSR nodes experience too frequent changes to fulfill this role.
Adaptive OLSR [89] extends Fast-OLSR by the addition of a third Fast-
Response mode. The Fast-OLSR and Fast-Response nodes take care of higher
mobility scenarios when topology changes rapidly. Nodes start in Default mode
and track their number of link breaks. If the number of link breaks at a node is
greater than a set threshold, it switches to Fast-OLSR. Fast-OLSR nodes send
Fast-HELLO messages every second. The Fast-HELLO messages help maintain
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Figure 2.5: Mode changes in Adaptive OLSR.
network connectivity. On the receipt of a Fast-HELLO message a Default node
switches to Fast-Response mode - this mode is helpful in handling higher mo-
bility by sending empty HELLO messages every second. A Fast-Response node
switches to Fast-OLSR mode based on its number of link breaks, and switches
back to Default OLSR nodes when it does not have any more Fast-OLSR neigh-
bours. This protocol changes the MPR computation provided in [21]; the MPR
selection algorithm remains the same but only Fast-Response nodes are selected
as MPRs since these nodes are aware of the neighbouring Fast-OLSR nodes and
themselves do not experience too frequent changes. Also the number of MPRs for
a Fast-OLSR node is restricted to two and keeps a candidate MPR set to choose
from when its MPRs become unreachable. The state transition for the modes in
Adaptive OLSR is given in Figure 2.5. Adaptive OLSR improves packet delivery
ratio by 8-10% while reducing packet latency by 38-83%. The routing overhead
increases for low mobility scenarios by 4.76%, but decreases by 26.03-45.61% for
high mobility scenarios.
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In [106], the notion of a locally proactive routing protocol is proposed
meaning that the protocol is proactive based on the local node conditions. OLSR
is used as an example for the methodology. Statistical models are developed using
response surface methodology (RSM) to jointly maximize the packet delivery ratio
and minimize control overhead. Optimized values for HELLO and TC intervals
are calculated to use at each node based on its current speed. By simulation, they
show that Locally Proactive OLSR reduces the control overhead by 35–44% while
obtaining a packet delivery ratio that is statistically identical to OLSR.
2.5 Centrality Measures
Centrality is a structural attribute of nodes in a network [32]. It represents a
node’s structural position in the network; it is a measure of the contribution of
network position to the importance, influence, and prominence of an actor in a
network. For example, in a star network, the node at the center has complete
centrality where as all other points have minimum centrality.
2.5.1 Degree
Degree centrality is the simplest of the centrality measures. It is defined as the
number of links incident upon a node and is a measure of nodal importance
relative to other nodes in the network. It is based on the idea that important
nodes have the largest number of ties with other nodes in the network [77]. The
degree centrality of a vertex v in a simple graph G with n vertices is defined as:
CD(v) =
∑
u=1
auv
n− 1 (2.1)
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where D stands for the degree centrality, and
auv = 1, if and only if u is connected to v
= 0 otherwise.
Equation 2.1 shows the normalized degree centrality ranging from 0 to 1.
Higher values of CD indicate more ties in the network. That is, nodes with higher
degree translate to higher probabilities of receiving information. Incoming and
outgoing links from a node when treated differently indicate the popularity or
gregariousness of the node in a friendship network.
2.5.2 Closeness
Closeness is a centrality measure of a vertex v in a simple graph G based on
geodesic distances. Vertices that have shorter geodesic distances to other vertices
in G have higher values for closeness. It is positively associated with degree
centrality and is defined in [99] as:
CC(v) =
n− 1∑
t∈V \v
distG(v, t)
, where n ≥ 2 (2.2)
where C stand for closeness centrality and distG(v, t) denotes the shortest path
from v to t such that t ∈ V \ v.
The larger the value of CC in Equation 2.2, the more distant the node is
and the less central it is to the network. That is, CC is an inverse measure of
centrality and provides an estimate of how long it takes information to spread
from a given vertex to other reachable vertices in the network. For example, in
a gossip network, the central player whose closeness value is the smallest hears
things first.
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2.5.3 Betweenness
Betweenness is a measure of centrality in a graph. For example, a node in a
network is central to the extent that it falls on the shortest path between pairs
of other nodes. This idea of was originally used in the study of social network
analysis. When a person in a group is strategically located on the shortest com-
munication paths connecting pairs of others, that person is in a central position;
the others are assumed to be responsive to and can be influenced by that person.
Betweenness is also used in biological network analysis contributing to protein-
protein interaction and gene coexpression in metabolic datasets [86, 87].
The betweenness of a vertex t for a simple graph G = (V,E) is defined as:
CB(G, t) =
∑
u,t,v∈V
σuv(t)
σuv
, where u 6= t 6= v, (2.3)
where B stands for betweenness, σuv is the number of shortest paths from u to v in
G, and σuv(t) is the number of shortest paths from u to v in G that pass through
a vertex t. This is normalized by dividing through by the number of pairs of
vertices not including t, which is (n− 1)(n− 2) where n = |V |. That is, the more
a node falls in between the communication path of two pairs of nodes, the higher
the value of betweenness, the more important the node is in communicating with
other nodes in the graph.
The betweenness centrality was first defined by Freeman [32, 33] as the
number of shortest paths between pairs of other vertices that pass through t.
Girvan and Newman [36] generalized this definition to edge betweenness, where
the betweenness of an edge e is simply the number of shortest paths between
pairs of vertices that run along e. In both definitions, the occurrence of multiple
shortest paths are treated as equals.
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2.5.3.1 Computational Cost of Calculating Betweenness
Computing betweenness is time-consuming [5, 74]. When computed using Floyd’s
algorithm, the computational cost is O(N3) in time and O(N2) in storage where
N is the number of nodes in the graph [30]. In fact, calculating betweenness
using a naive approach has the same computational cost regardless of the algo-
rithm used to compute the shortest paths in a network [32, 100]. Research on
reducing the cost of betweenness for large scale networks has resulted in many
variations of calculating it. In [14], Brandes provides a faster algorithm using
Dijkstra’s shortest path computation implemented with a Fibonacci heap [24].
The proposed algorithm has a time complexity of O(N(M+NlogN)) and storage
complexity of O(N +M) where M is the number of edges in the network. Bader
and Madduri [5] propose an algorithm to compute betweenness centrality on high-
end shared memory symmetric multiprocessor and multi-threaded architectures,
which achieve the computation in O(N(M+NlogN)/p) time with access conflicts,
where p is the number of processors used. The parallel algorithm requires much
more complex programming and are highly hardware dependent. Yang and Chen
[127] propose an algorithm for integer-weighted networks where they replace the
weighted edges with connected virtual nodes. Their algorithm computes the be-
tweenness centrality in O(w¯D¯N2) time and O(N+(2w−1)M) space, where w¯ and
D¯ are the average edge weight and average degree of the network, respectively.
using one of these algorithms will reduce the run time of the simulations.
2.5.4 Graph Centrality Measures in MANETs
A MANET is represented as a graph. As a result centrality measures are useful
in MANETs. Syrotiuk et al. [114] use Redback [116], a JAVA-based network
analysis tool, for passive network monitoring. Redback consolidates some research
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on change detection [28, 49]. The collected data is transformed into metrics that
capture information about the network behaviour. These metrics are then assessed
to determine anomalies.
Grossi and Pedersini [39] use betweenness in order to establish the prob-
ability to forward information using a restricted number of active relay nodes or
hubs in delay tolerant networks. Tizghadam and Leon-Garcia [118] use between-
ness to define network criticiality to characterize a weighted graph as the ratio of
edge betweenness and edge weight.
2.6 Statistical Process Control Techniques
Statistical process control (SPC) is a collection of statistical techniques to monitor
the performance of a system or process to determine if it has shifted away from
some nominal operating state, the in-control state [64]. A control chart is a basic
tool for monitoring and is a time-oriented representation of a characteristic that
has been measured and is commonly used to provide statistical process control.
A control chart consists of an upper control limit (UCL) and a lower control
limit (LCL). If the system is in-control then nearly all of the samples fall between
the UCL and the LCL. As long as the system is in-control, no action is necessary.
However, a sample that plots outside of the control limits is interpreted as evidence
that the system is out-of-control, and adjustment or corrective action should be
taken to return the system to a desirable operating state.
The performance of control charts depend on its average run length (ARL).
The ARL is the average number of points that must be plotted before a point
indicates an out-of-control condition. Each process has an in-control ARL (ARL0)
and an out-of-control ARL (ARL1). ARL0 indicates that even if the process is
in-control, on average there will be a false alarm every ARL0 samples. ARL1 is
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the number of samples on average that is required for a control chart to detect a
shift in the mean. ARLs are calculated in terms of how large the mean shift is in
terms of units of standard deviation. For example, an ARL0 = 500 means that
the process generates a signal in 500 samples on average; an ARL1 = 2 to detect a
shift of 0.5 standard deviation means that on average it takes 2 samples to detect
a one-half standard deviation shift in the mean when the process is out-of-control.
Techniques in SPC have been developed to accommodate a wide variety
of process types and behaviours. Montgomery [64] provides a comprehensive
treatment on SPC.
2.6.1 Shewart Control Charts
The Shewhart control chart is a basic tool for monitoring. It is effective in de-
tecting large shifts in the process mean. Figure 2.6 shows an example Shewhart
control chart. It plots the sample mean of a controlled quantity against the de-
sired population mean over time. It consists of a center line that represents the
average value of the characteristic corresponding to the in-control state and two
horizontal lines, the UCL and the LCL, respectively. The control chart follows the
three-sigma rule, i.e., the control limits are three standard deviations away from
the mean. If the process observations are uncorrelated, then for any Shewhart
chart the ARL can be calculated by ARL = 1
p
where p is the probability that any
point exceeds the control limits. ARLs can be tuned to suit the process quality
requirements.
2.6.2 Exponentially Weighted Moving Average Control Charts
When detecting small deviations from the in-control state, exponentially
weighted moving average (EWMA) control charts are more effective than Shewhart
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Figure 2.6: An example Shewhart control chart.
control charts. A EWMA chart is defined in Equation 2.4.
zt = λxt + (1− λ)zt−1, where 0 < λ ≤ 1 (2.4)
UCL = µ0 +K
√
λ
2− λ
σ0√
n
LCL = µ0 −K
√
λ
2− λ
σ0√
n
Here, xt is the measured characteristic at time t, z0 = x0, λ is the smoothing
constant, µ0 and σ0 are the mean and standard deviation of the characteristic
being monitored and n is the number of samples. Figure 2.7 shows an EWMA
chart. λ and K can be tuned to achieve a specific in-control ARL [26, 59]. The
performance and sensitivity of the EWMA chart depends on the tuned ARL.
2.6.3 Cumulative Sum Control Charts
A cumulative sum (CUSUM) control chart is also used to detect small changes in
the mean. CUSUM charts directly incorporate all the information in the sequence
by plotting the deviations of the sample values from a target value. A tabular
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Figure 2.7: An example EWMA chart.
CUSUM chart is defined as:
C+i = max[0, xi − (µ0 +K) + C+i−1] (2.5)
C−i = min[0, xi − (µ0 −K) + C−i−1]
where xi is the current sample, µ0 is the sample mean, K is the reference value,
and the statistics C+i and C
−
i are the one-sided upper and lower CUSUMs. The
upper and lower CUSUM charts are formed by plotting C+i and C
−
i against i.
K = kσ where k is one-half the magnitude of the shift that we wish to detect
quickly, and σ is the standard deviation. Thus, if we want to detect a shift of one
standard deviation, then k = 0.5 and K = 0.5σ. If either C+i or C
−
i exceed the
decision interval H = hσ, the process is out-of-control and corrective measures
are required. The performance of the CUSUM depends on the ARL; ARLs are
set by tuning the h and k parameters. Deviation on one side may have a different
meaning than that on the other side and appropriately tuned CUSUM charts may
provide insight in the meaning of the signals.
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2.6.4 Multivariate Cumulative Sum Control Charts
A multivariate CUSUM (MCUSUM) chart [58] is an extension of the CUSUM
chart. The MCUSUM chart defines vectors of CUSUMs and is defined as:
Cn = [(Sn + xn − µ0)TV−1(Sn + xn − µ0) ]1/2 (2.6)
Sn = 0 if Cn ≤ k
Sn = (Sn−1 + xn − µ0)(1− k/Cn) if Cn > k
Here, x is a vector of p characteristics that are being monitored, and Sn is the shift
in the variables x. The MCUSUM chart generates an out-of-control signal when
SnV
−1
Sn > h
2, where h is chosen to achieve a specified in-control ARL, V is the
covariance matrix of x, V−1 is its inverse, and (Sn−1 + xn − µ0)T is the transpose
of (Sn−1 + xn − µ0). Similar to a univariate CUSUM, the ARL of the MCUSUM
can be tuned by tuning the h and k parameters. The design of MCUSUM charts
is a generalization of the approach to design CUSUM charts [25].
2.6.5 Tuning Control Chart Parameters
In large scale industrial processes, the in-control ARLs are large because false
alarms that trigger out-of-control signals are a major quality control issue. They
require stopping the process to take corrective action. In our application of con-
trol charts, we wish to use them to monitor MANETs to reduce control overhead.
MANETs are different in nature from the industrial processes, therefore the con-
trol chart ARLs need to be tuned differently. In particular, in MANETs, false
alarms only generate the transmission of control information. Indeed, to some
extent false alarms are beneficial because even when the system is in-control some
overhead is required to keep the routes up-to-date.
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2.6.5.1 Tuning EWMA Parameters
The EWMA control chart performance depends on the values of K and λ. We
follow the methodology in [26] to tune K and λ. The methodology is given below:
1. The desired in-control ARL is chosen.
2. The magnitude of shift to be detected quickly is decided upon. Then the
value of λ that produces the minimum ARL corresponding to the magnitude
of shift is chosen.
3. The control limit constant K that satisfies the chosen ARL constraints in
Step 1 is obtained based on the choice of λ. Equation 2.7 is used to approx-
imate the value of K. Here L(u) is the ARL given that the EWMA starts
with EWMA0 = u, f(x) is the N(0, 1) density function, and UCL and LCL
are the upper and lower control limits measured in standard deviations of
the samples.
L(u) = 1 +
1
λ
∫ UCL
LCL
L(y)f [y − (1− λ)u]/λdy (2.7)
2.6.5.2 Tuning CUSUM and MCUSUM Parameters
The values of k and h for the CUSUM and MCUSUM chart are tuned to provide
process specific ARLs. Commonly used values of k = 0.5 and h = 5 provide an
ARL of 465. In our case, we monitor small quantities in MANETs and such a
large ARL will result in no signal from the CUSUM or MCUSUM. So we tune the
ARL to suit our needs.
Due to its simplicity, Siegmund’s approximation [109] is generally used to
calculate the ARL of CUSUM. For a one-sided CUSUM with h and k parameters,
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Siegmund’s approximation is given as:
ARL =
e(−2∆b) + 2∆b− 1
2∆2
(2.8)
For the upper and lower one-sided CUSUMs, ∆ = δ∗ − k and ∆ = −δ∗ − k,
respectively, and b = h+ 1.166. Here δ∗ represents the shift in the mean in terms
of σ. When δ∗ = 0, we calculate the in-control ARL0, otherwise we calculate the
out-of-control ARL1. The ARL of the two-sided CUSUM is obtained by using:
1
ARL
=
1
ARL+
+
1
ARL−
(2.9)
Here ARL+ and ARL− are the ARLs of the upper and lower one-sided
CUSUMs, respectively. These one-sided CUSUM charts can be used to moni-
tor positive and negative deviations from the mean. The parameters are tuned
according to the methodology in [25].
2.6.6 Assumptions with Control Charts
An important assumption with control charts is that the observations are inde-
pendent. It is well-known that conventional control charts do not work well if the
monitored characteristic exhibits even low levels of correlation over time. Specif-
ically, these control charts signal too many false alarms if the data are positively
correlated, they may not signal at all if the data is negatively correlated. Many
techniques have been developed to adapt control charts to deal with moderate to
high levels of autocorrelation in the data [65].
2.6.7 Control Charts in MANETs
Kim and Noble [52] use EWMA control charts and techniques from SPC to esti-
mate network capacity in MANETs. They present filters designed to react quickly
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to persistent changes while tolerating transient noise, adapting their behaviour to
prevailing conditions. Barman et al. [7] use a flip-flop filter to estimate round trip
time and to differentiate between congestion and loss in the network.
2.7 Design of Experiments
Design of experiments (DOE) is a collection of statistical techniques that provide
a systematic approach to investigate a system or process [65]. DOE and the
analysis of variance (ANOVA) have their beginnings with the work of Fisher [13].
A series of structured tests are designed in which planned changes are made to the
input variables or factors of a process or system and the effects of these changes
are assessed on the output variables or responses. DOE and ANOVA help in
understanding the significance of factors and their interactions to the responses.
DOE also provides models of the responses in terms of the factors and their
interactions. First, some DOE terminology is defined:
• Factor: A variable that affects the response variable. For example, timers
in the MAC and network routing protocols, node speed, and density.
• Levels of a factor: The set of discrete values that a factor can assume.
Factors are often written in coded or design units (e.g., −1,0,+1 denoting
low, average, and high values), but may be written with their actual values.
The levels are also called treatments. For example, a timer has the values 2,
4, and 6 s corresponding to low, average, and high values.
• Response variable: A variable that represents the outcome of the exper-
iment. A response is a variable in the system whose performance is of
interest. For example, throughput, response time, and control overhead.
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Figure 2.8: Two-level factorial design with three factors, with center point
(adapted from [65]).
• Interaction: The effect of one factor upon the level of the other factor or
factors [65].
2.7.1 Factorial Design
A factorial design consists of experiments with a combination of factors specified
at different levels. A two-level factorial design varies the factors at two different
levels. Such designs are the most suitable in the initial stages of experimentation
where the goal is to determine the minimum number of factors that account for
the maximum response. +1 and −1 are the upper and lower level of a factor,
respectively. Figure 2.8 shows how the combinations of three factors with two
levels can be visualized as the eight corners of a cube. Center runs, i.e., runs
at the point (0,0,0), are added to check for curvature. If present, this indicates
that the model needs higher order polynomials. A full factorial design contain
all possible combinations of a set of factors. It is a conservative design approach
and leaves little scope for ambiguity in the design. But expensive in terms of
resources since the sample size grows exponentially in the number of factors and
their levels. As a result, fractional factorial designs are used.
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Figure 2.9: A Face-Centered Central Composite Design adapted from [65].
Factor screening culminates in the identification of the most important
factors and a simple linear model, as given in Equation 2.10, relating the response
variables and the factors.
y = β0 +
k∑
i=1
βixi + ǫ (2.10)
In Equation 2.10, βi denote the coefficients of the regression model and
ǫ is a random error resulting from the inadequacy of the model. The regression
coefficients are estimated using the least squares method.
2.7.2 Central Composite Design
A central composite design (CCD) contains an embedded factorial or fractional
factorial design with center points that is augmented with a group of “axial” or
“star points”. This design is the most popular for fitting a second-order model.
It provides high quality predictions over the entire design space and requires less
number of runs than a full factorial design. Here, each factor requires three levels.
When the star points are at the center of each face of the factorial space, it is
known as a face-centered central composite design (FC-CCD). Figure 2.9 shows
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a FC-CCD for three factors. It identifies quadratic models as given in Equation
2.11.
y = β0 +
k∑
i=1
βixi +
k∑
i=1
k∑
j=1
βijxixj + ǫ (2.11)
In Equation 2.11, the βs are the regression coefficients and ǫ is a random er-
ror. The regression coefficients are estimated using the least squares or maximum
likelihood method.
The results of the factor screening phase are expressed in the following
way:
• Effects table: The effects table shows the percentage contribution of the
main effects of factors. It helps identify the most important factors affecting
a particular response variable. The greater the contribution of a factor, the
larger its effect on the response variable.
• ANOVA table: An analysis of variance (ANOVA) is a statistical technique
used to investigate and model the relationship between a response variable
and one or more factors. ANOVA tests the null hypothesis that the popu-
lation means of each level are equal, versus the alternative hypothesis that
at least one of the level means are not all equal. An ANOVA table shows
the analysis of variance between means of different groups. If the means
of the groups do not differ significantly, then the independent variables do
not have an effect on the dependent variable. The ANOVA table shows the
effectiveness of the model constructed from the simulation data. The R2
value gives the percentage variability explained by the major factors and is
of great importance; 0 ≤ R2 ≤ 1, with larger values being more desirable.
F-tests are used to determine the accuracy of the model.
• Interaction graph: An interaction graph shows how a change in the level
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of one factor affects the contribution of the other factor with respect to
response a variable. These are not graphs in the traditional sense; the
connecting points do not indicate any kind of progression with the change
in x-axis. Instead, the intersection on the graph implies high interactions in
the involved factors.
There have been extensive applications of designed experiments in fields as
diverse as agricultural field trials and the design of mechanical systems. Designed
experiments have been widely used to study simulation models of systems in
situations where direct experimentation with the system is impossible.
DOE has been applied to networking since the last decade. Perkins et
al. [84] study and quantify the effects of various factors for example, node speed,
pause-time, network size, number of traffic sources, and type of routing on the per-
formance metrics throughput, average routing overhead, and power consumption
by using a factorial experimental design. Barrett et al. [9] use ANOVA techniques
to study the empirical effect of the interaction between the routing layer and the
MAC layer for different mobility models in wireless radio networks. Their anal-
ysis suggests that different combinations of routing and MAC protocols result
in varying performance. Vadde et al. [119] use DOE to analyze the impact of
QoS architectures, routing protocols, and MAC protocols and their interactions
on MANET service delivery. They found that the MAC protocol and its two-way
interaction with the routing protocol had the most significant effect on average
delay.
2.8 Response Surface Methodology
Response surface methodology (RSM) is a collection of mathematical and sta-
tistical techniques used to model and analyze problems in which a response is
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influenced by several variables and the objective is to optimize the response [71].
It evolved from the basic experimental design techniques developed in the 1920s
by Fisher and moved experimental design from agricultural and life sciences to
the industrial world. It has found extensive application in product and process
characterization, design, and development.
RSM uses quantitative data from appropriately designed experiments (§2.7)
to determine and simultaneously solve multivariate equations. It explores the rela-
tionships between the factors and the responses by using the sequence of designed
experiments and provides an optimal response. It is a structured sequential pro-
cedure involving DOE, and optimization. DOE provides empirical models which
are used to move the operating ranges of the factors towards a region that is ex-
pected to be near the optimum. Once a stationary point is found, the response is
characterized, i.e., determined to be maximum, minimum, or saddle-point. Opti-
mization solves the regressions models to identify the factor values the optimize
the response. When there are multiple responses to be optimized, it is important
to find the compromise optimum that does not optimize only one response. In the
presence of constraints on the design data, the experimental design has to meet
requirements of the constraints.,
A response variable y can be modelled as a function of the factors xi,
1 ≤ i ≤ k, as shown in Equation 2.12.
y = f(xi), i = 1, 2, . . . , k (2.12)
The goal of RSM is to approximate the function f describing the response variables
as a function of the factors, i.e., the input design parameters. This may be a linear
or quadratic function, or evolve higher order terms of the factors. Optimization is
then performed on this function to set appropriate values for the factors optimizing
the responses.
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Figure 2.10: Illustration of steepest ascent adapted from [71].
An initial first order model relating responses to factors is obtained using
factorial experimental designs. After checking the model, the first-order model
is used to determine in which direction the factors are varied to improve the
measured response. The sign of the coefficient determines the direction to move
in each factor. The magnitude of the movement is determined from the coefficient
itself. This exploration in factor space, shown in Figure 2.10, to increase the
response by gradient search is termed the method of steepest ascent1. X1 and
X2 denote the factors and Y denotes the response being measured. Based on
the regression equations obtained from the current region of experimentation, the
direction in which the response Y is increasing is chosen. Observations are made
along the steps; the method halts when the response starts to decrease. A new
experiment is performed by taking the point of maximum response as the center
point, and an analysis is conducted to check for curvature.
RSM can be applied to data gathered from experimentation with a stochas-
tic simulation model or a physical system. This makes RSM attractive for appli-
cations to MANETs since high-fidelity simulation models exist (in e.g. ns-2[117],
1If the objective is to minimize the response the method is known as steepest descent.
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OpNet[80], QualNet). Vadde et al. [120] use RSM to find optimal values for the
parameters of the AODV routing protocol and the IEEE 802.11 protocols that
affect MANET performance. They use statistical analysis to identify how the
timers of AODV and the IEEE 802.11 parameters impact the network perfor-
mance. The optimized parameters improve average throughput and significantly
reduces average packet delay with a slight increase in control overhead and energy
consumption.
2.9 Time Series Analysis
Time series analysis (TSA) is a collection of methods for analyzing time series
data to extract meaningful statistics. It consists of the body of statistical tech-
niques available for the analysis of time series of dependent observations where
the dependence is of interest [12]. TSA employs statistical properties of the his-
torical data to specify a formal model and then estimate the unknown parameters
of this model. Estimation is usually performed by using the least squares method
or maximum likelihood method. TSA has a wide range of applications including
econometrics [35, 51, 111], digital signal processing, environmental epidemiology
[18, 38], public health [2], geophysics [102], and forecasting GDP growth.
Most of the time, statistical methodology is concerned with models where
the observations are independent. Dependence in data skew results; these results
are not accurate. Therefore, randomization is crucial to provide accuracy in the
predictions or monitoring when TSA is used. However, a large quantity of data in
business and engineering occur in the form of time series where the observations
are dependent. This dependence needs to be removed before TSA is applied.
A time series can be specified by its mean, variance, autocorrelation func-
tion (ACF), and partial autocorrelation function (PACF). The first step in TSA is
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to determine if there is dependence in the data. This is achieved by obtaining the
autocorrelation of the statistic being used and plotting a correllogram. Once the
correlative structure is identified, it can be directly removed using an appropriate
ARIMA model. The residuals after the dependence is removed are independent
and are used in control charts to monitor a process, or predict future values. Gen-
erally, first order autoregressive models of the form presented in Equation 2.13
are useful.
xt = ξ + φxt−1 + ǫt (2.13)
Here, xt, and xt−1 are the observed data values at time t, and t− 1, respectively,
ǫt is a random error term at time t and ξ is a constant.
The process of model building involves identification techniques to suggest
what kind of model might be worth considering and make use of the ACF and
PACF functions. The fitting of the model provides estimates of the parameters.
Diagnostic checks detect model inadequacy and suggest appropriate modifications.
These steps are described in §2.9.2.
In networking, the use of TSA includes web traffic forecasting [112]. Here,
ARIMA modelling is used to develop a framework for a forecast-based cache
admission policy. Previous data on web usage patterns is used to formulate a
model to predict future requests. The caching algorithm makes use of the forecast
to prefetch web pages. This approach reduces both network traffic and response
time.
Another example is the use of TSA for the data management problem in
MANETs [108]. Autoregressive or ARIMA models are used to filter the data. Al-
gorithms for cooperation, management, and query processing are provided, signif-
icantly reducing communication workload thereby improving system performance.
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2.9.1 Definitions
2.9.1.1 Autocorrelation Function (ACF)
Given a series x1, x2, . . . , xn, the autocorrelation between observations k intervals
apart is measured by the lag k sample autocorrelation coefficient (k < n):
rk =
∑n−k
i=1 (xi − x¯)(xi+k − x¯)∑n
i=1 (xi − x¯)2
. (2.14)
Here, xi and xi+k are the observations at time i and i+k, and x¯ is the mean of the
n values in the series; r0 = 1. The autocorrelation coefficients are plotted against
the lags. If more than 5% of the plotted autocorrelation coefficients fall outside
the 95% confidence interval, the data is serially correlated, and the correlation
needs to be removed [12, 66] as described in §2.9.2.
2.9.1.2 Partial Autocorrelation Function (PACF)
The partial autocorrelation function, φkk for a stationary process is defined as a
function of the autocorrelations rk of the process and has the distinctive feature
that φkk = 0 for k > p in an autoregressive process of order p. φkj denotes the jth
coefficient in an autoregressive process of order k, so that φkk is the last coefficient
in
φk1rj−1 + φk2rj−2 + . . .+ φkkrj−k = rj. (2.15)
Thus, φkk for a process xt at lag k is the autocorrelation between xt and xt−k
that is not accounted for by lags 1 through k − 1 [12]. Solving Equation (2.15)
for j = 1, 2, . . . , k and k = 1, 2, . . . , K gives the sample PACFs φˆ11, φˆ22, . . . , ˆφKK.
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2.9.2 ARIMA Models
A general autoregressive integrated moving average model of order (p, d, q), or
ARIMA(p, d, q), has three models: the autoregressive, the integrated, and the
moving average models. The order of the model specifies how far back in time to
look, i.e., how many previous values need to be taken into account to find an ade-
quate model. The integrated model is used when the series is non-stationary, i.e,
it has no constant mean or standard deviation. The ACF identifies the correlation
in the data. The ACF and PACF are used in conjunction with the time series to
find the order of the autoregressive and moving average models. The objective is
to find a model that adequately describes the time series yet contains relatively
few parameters. More details on removing non-stationarity and autocorrelation
can be found in [12, 66].
A general ARIMA(p, d, q) is given by:
Φp(B)∇dxt = Θq(B)ǫt. (2.16)
Here, Φp(B), ∇d, and Θq(B) is the autoregressive, integrated, and moving average
model, respectively; B is the backward shift operator defined as Bxt = xt−1.
Φp(B), an autoregressive model of order p, is given by:
xt = ξ + φ1xt−1 + φ2xt−2 + . . .+ φpxt−p + ǫt. (2.17)
The current observation xt is regressed on the previous p observations
xt−1, xt−2, . . . , xt−p of the time series with coefficients φ1, φ2 . . . , φp, where φi, 1 ≤
φ ≤ p are the ACF coefficients. ξ is a constant coefficient, and ǫt is a random error
at time t. Using the backward shift operator, Equation (2.17) can be written as
Φp(B)xt = ξ + ǫt.
Θq(B), a moving average model of order q, is given by:
xt = µ+ ǫt − θ1ǫt−1 − θ2ǫt−2 − . . .− θqǫt−q. (2.18)
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Here, θi, 1 ≤ i ≤ q are the PACF coefficients. Using the backward shift operator,
Equation (2.18) can be written as xt = µ+Θq(B)ǫt.
Once the order (p, d, q) of the ARIMA model is identified, and model
checking finds the model adequate, the residuals obtained after fitting the model
are independent and random. The residuals may be used with SPC techniques to
monitor the process.
2.9.3 The Box-Jenkins Method
The Box-Jenkins method [12] is a modelling technique for time series; the output
of the obtained model may be used in forecasting. Finding an adequate ARIMA
model using the Box-Jenkins method is an iterative four step process: 1) detect
stationarity, 2) determine the order of the model, 3) estimate parameters, and
4) check the model. Figure 2.11 shows the steps of the Box-Jenkins modelling
approach.
Stationarity can be assessed from a run sequence plot that displays data in
a time sequence. If there are long runs of increases and decreases in the series then
it is non-stationary. Stationarity can also be detected by very slow decay in the
ACF plot. To remove non-stationarity, a new series comprised of differences from
the first series is computed. Successive differencing may be used to stationarize
the series in case first order differencing does not produce a stationary series. ∇d
is the dth difference, i.e., taking d successive differences of the characteristic being
modelled. The first difference (∇1) is ∇xt = xt − xt−1, the second difference is
∇2xt = xt − 2xt−1 + xt−2, and so on. ACF are also useful in determining non-
stationarity in the time series; if the ACF coefficients decay very slowly and have
values much higher than zero, the time series is non-stationary [12, 66].
46
Figure 2.11: Steps in Box-Jenkins modelling approach.
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Table 2.1: Behaviour for stationary models for time series analysis (adapted from
[67]).
Model ACF PACF
AR(p) Tails-off Cuts-off after lag p
MA(q) Cuts-off after lag q Tails-off
ARMA(p,q) Tails-off Tails-off
Once the order of the ARIMA process is determined, estimation methods
such as maximum likelihood, ordinary least squares, or non-linear least squares
are used to estimate the model parameters. Regression generally terminates when
the difference between two successive estimates is less than 0.01.
Models thus obtained need to be checked for adequacy. The graphical
representation of the residuals, the ACF and the PACF of the residuals, the
normal plot of the residuals, and the residuals versus the fitted values are used to
determine whether the models are adequate. The Ljung-Box [57] tests can also be
performed to check if the residuals are normal. In case the model is not adequate,
the method iterates. If multiple models are built with similar adequacy, the model
with lower order is selected.
Once a stationary time series is obtained, the order of the ARIMA(p, d, q)
is determined. The ACF and PACF are used to estimate the values of p and q.
The ACF and PACF are plotted to identify a tentative model by comparing the
observed patterns with known patterns [12] in Table 2.1.
2.10 Summary
In this chapter we reviewed routing in MANETs, related work on reducing con-
trol overhead in OLSR, technical details of graph centrality measures, statistical
process control techniques, design of experiments, response surface methodology
and time series analysis. In the next chapter, we introduce an Adaptive OLSR
48
(A-OLSR) protocol for MANETs that uses betweenness centrality measure and
statistical process control techniques to reduce routing overhead.
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Chapter 3
USING MONITORING TO REDUCE CONTROL OVERHEAD
This chapter introduces the A-OLSR (Adaptive OLSR) protocol. The purpose of
this protocol is to reduce the control overhead of the OLSR (§2.3) protocol based
on local conditions such as a node’s importance in its topology. Each node in
A-OLSR monitors its importance in its two-hop neighbourhood via a Shewhart
control chart (§2.6.1) and transmits TC messages when significant changes occur
in the local topology.
This chapter is organized as follows: §3.1 presents the A-OLSR protocol.
§3.2 presents how betweenness is a good measure of determining topological im-
portance of a node in a network. §3.2.1 describes how betweenness is used to
reduce control overhead in the OLSR routing protocol. §3.3 describes the im-
plementation details of betweenness and the computational cost associated with
using betweenness in monitoring. §3.4 shows how monitoring betweenness can be
correlated with the MPRs of the OLSR protocol and presents simulation results.
Finally §3.5 provides a summary.
3.1 The A-OLSR Protocol
We first present the A-OLSR protocol. Each node in A-OLSR determines its
topological importance by means of the betweenness centrality measure, a higher
value of betweenness is indicative of higher node importance. Each node calculates
its betweenness value periodically every TC_Interval and filters out the noise with
the help of a flip-flop filter. When the Shewhart chart generates an out-of-control
signal, a significant change has occurred in the topology warranting transmission
of a TC message. Otherwise, the topology remains statistically unchanged and
no message is sent.
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The notion of betweenness ties closely with the MPRs of OLSR as we see in
§3.4.1. MPRs are the one-hop neighbours through which a node reaches all its two-
hop neighbours. MPRs are thus important in a node’s one-hop neighbourhood
as they provide reachability to its two-hop neighbours. Also, performance of
OLSR in reducing control overhead compared to classical link state protocols lies
in its implementation of MPRs. Thus, the goal of reducing control overhead
by monitoring node importance maps well with the MPRs. Each node in A-
OLSR computes its betweenness value of its two-hop neighbourhood graph every
TC_Interval. The algorithm to transmit TC message is presented in Algorithm
1.
if TC_TIMER(v) has expired then
set TC_TIMER(v)
calculate betweenness of v on two-hop neighbourhood
use flip-flop filter to smooth out erratic behaviour
if isSignalShewhart(betweenness(v)) then
for all i ∈MS(v) do
transmit TC message
end for
end if
end if
Algorithm 1: A-OLSR algorithm to send TC messages at node v
3.2 Betweenness as a Measure for Node Importance
The betweenness centrality measure described in §2.5.3 is used to determine the
importance or the role of a person in Social Network Analysis [32, 33]. Figure 3.1
shows an example network graph G with n = 10 where n is the number of vertices
in the graph G. It also shows how betweenness is a better measurement of node
importance as compared to node degree (§2.5.1).
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Figure 3.1: A graph G to illustrate the betweenness measure.
The betweenness of vertices H and G in G are:
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Here, node h has degree 3 which is less than the average node degree of
3.2 in G. Yet from the point of view of betweenness, node h has a strong location
in the graph since it is a cut vertex: paths from the vertices in {a, b, c, d, e, f, g}
to vertices in {i, j} must go through h. Hence h is essential for communication
among vertices in these two sets. The position of g is not as central in the graph
G and its betweenness is substantially lower.
3.2.1 Monitoring Betweenness to Reduce Control Overhead in OLSR
The higher the value of betweenness of a node t in a graph G = (V,E) the more
important the role of t in maintaining communication in the graph. That is,
a higher value of betweenness translates to a node’s ability to maintain better
connectivity with the rest of the nodes in a graph than a node with a lower value
of betweenness. This is related to the MPRs of OLSR which play a similar role
in communicating the control messages with the other nodes in the network. An
MPR m for a node t is selected such that m helps t to communicate to more of ts
two-hop neighbours. That is, MPRs are the nodes that allow connectivity to the
two-hop neighbourhood of a node.
Therefore, each node t monitors its value of betweenness in its two-hop
neighbourhood graph. That is, for each graph Gi in the graph series G1G2 . . . Gk
node t computes CB(Gi, t) and monitors this characteristic. Figure 3.2 shows a
Shewhart control chart monitoring betweenness of a representative node in the
network.
Our goal is to reduce the number of control messages sent by OLSR when
no significant topology changes occur. In A-OLSR, instead of sending a TC
message periodically a node sends it based on the current value of betweenness,
using an out-of-control indication to trigger its transmission. Here, we have to keep
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Figure 3.2: Control chart betweenness of a representative node in its two hop
neighbourhood graph.
in mind that reception of a TC message ultimately results in topology updates
and routing table updates. For a slow changing network a TC message still needs
to be sent periodically as otherwise the routes will be considered invalid. For the
purpose of indicating an out-of-control condition in the network we use a flip-flop
filter.
A flip-flop filter [7] consists of two exponentially weighted moving average
(EWMA) filters, one agile with a gain of α, and the other stable with a gain β. A
EWMA applies weight factors that decrease exponentially for each observation,
giving more importance to recent observations. The degree of weight decrease is
expressed as a constant smoothing factor or gain, a number between 0 and 1.
Given a new observation, a EWMA filter produces a new estimate as a
linear combination of the old estimate plus the new observation, each given some
weight. The next predicted value x¯, and the deviation R¯ around x¯, of the EWMA
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is estimated using the following equations:
x¯ = (1− α)x¯+ αxi, initially x¯ = x0
R¯ = (1− β)R¯ + β|xi.xi−1|, initially R¯ = x0
2
.
Here R¯ is calculated only from samples xi within the upper and lower control
limits. Figure 3.3 shows the mechanism of a flip-flop filter as a flow chart. Under
normal operation, the stable EWMA filter is employed. A controller selects be-
tween the two filters; the underlying principle of this controller is to employ the
stable filter when possible, but fall back to the agile filter when observations are
unusually noisy.
Figure 3.3: The mechanism of a flip-flop filter.
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We use a flip-flop filter with α = 0.1, and β = 0.9. At each node we
track the last ten values of betweenness and use them to generate an estimated
value for the node. The deviation between the estimated value and the observed
value is calculated and determines whether the observed value has exceeded its
control limits. The stable filter has a smoothing effect and filters out any erratic
behaviour while the agile filter helps to adapt to the changes in the network
topology and make more accurate estimates. After filtering out the aberrant
behaviour, if significant change is noticed the protocol adapts to the change. It
should be noted here that the amount of state information, which each network
node stores in order to calculate an estimated value of betweenness at any instance
of time, is directly proportional to the window size of the EWMA. The larger the
window size, the more information a node needs to store. Due to more information
being accessible, larger window sizes can help in making a better decision about
significant changes in the estimated value. There is a compromise between the
cost of keeping large network state and the quality of the estimate.
Since the difference between the observed and estimated values of between-
ness is small (because we consider small networks in this work), we consider the
upper and lower control limits to be one standard deviation away from the mean
value rather than the more common three standard deviations. Thus, in our ex-
periments, when the observed value of betweenness falls within a one standard
deviation control region, we use the stable flip flop to smooth out the effect. Oth-
erwise, we use the agile filter to quickly adapt to the situation and send out the
TC messages so that the neighbours can update their routes in the routing tables.
We should keep in mind that the routing information maintained by any a node
is proportional to the size of its two-hop neighbourhood. As we are not changing
the routing protocol but rather adding adaptation to it, the routing information
remains the same.
56
3.3 Implementation Details on Computing Betweenness
We use a distributed approach to implement the proposed monitoring technique
on betweenness such that each node performs the calculation based on its local
neighbourhood information. We use Floyd’s algorithm [30], an all-pairs shortest
paths algorithm, to compute the betweenness values.
To demonstrate the calculations for betweenness we provide a partial trace
of the output of Floyd’s algorithm for the graph in Figure 3.1. The algorithm
starts with the initial distance matrix, D0. An entry at (i, j), i 6= j, in D0 with a
value of one represents the existence of an edge between nodes i and j; otherwise
the value is infinity. The main diagonal of the matrix is infinity since we assume
the graph has no self-loops. Each iteration 1 ≤ k ≤ |V | updates the distance and
the predecessor matrices if k used as an intermediate vertex on the path between
i ; k ; j decreases the current known distance from i to j. Here, we show the
distance matrices D1, D2, and D10. When the algorithm terminates, the array
(here, D10) contains the shortest path (in hops) between every pair of vertices
(i, j), i 6= j.
D0 =


∞ 1 ∞ ∞ 1 1 1 ∞ ∞ ∞
1 ∞ 1 1 ∞ ∞ 1 ∞ ∞ ∞
∞ 1 ∞ 1 ∞ ∞ ∞ ∞ ∞ ∞
∞ 1 1 ∞ 1 ∞ 1 1 ∞ ∞
1 ∞ ∞ 1 ∞ 1 1 1 ∞ ∞
1 ∞ ∞ ∞ 1 ∞ ∞ ∞ ∞ ∞
1 1 ∞ 1 1 ∞ ∞ ∞ ∞ ∞
∞ ∞ ∞ 1 1 ∞ ∞ ∞ 1 ∞
∞ ∞ ∞ ∞ ∞ ∞ ∞ 1 ∞ 1
∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 1 ∞


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D1 =


∞ 1 2 2 1 1 1 ∞ ∞ ∞
1 ∞ 1 1 ∞ ∞ 1 ∞ ∞ ∞
2 1 ∞ 1 ∞ ∞ ∞ ∞ ∞ ∞
2 1 1 ∞ 1 ∞ 1 1 ∞ ∞
1 ∞ ∞ 1 ∞ 1 1 1 ∞ ∞
1 ∞ ∞ ∞ 1 ∞ ∞ ∞ ∞ ∞
1 1 ∞ 1 1 ∞ ∞ ∞ ∞ ∞
∞ ∞ ∞ 1 1 ∞ ∞ ∞ 1 ∞
∞ ∞ ∞ ∞ ∞ ∞ ∞ 1 ∞ 1
∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 1 ∞


D2 =


∞ 1 2 2 1 1 1 ∞ ∞ ∞
1 ∞ 1 1 2 2 1 ∞ ∞ ∞
2 1 ∞ 1 ∞ ∞ ∞ ∞ ∞ ∞
2 1 1 ∞ 1 ∞ 1 1 ∞ ∞
1 2 ∞ 1 ∞ 1 1 1 ∞ ∞
1 2 ∞ ∞ 1 ∞ ∞ ∞ ∞ ∞
1 1 ∞ 1 1 ∞ ∞ ∞ ∞ ∞
∞ ∞ ∞ 1 1 ∞ ∞ ∞ 1 ∞
∞ ∞ ∞ ∞ ∞ ∞ ∞ 1 ∞ 1
∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 1 ∞


...
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D10 =


∞ 1 2 2 1 1 1 2 3 4
1 ∞ 1 1 2 2 1 2 3 4
2 1 ∞ 1 2 3 2 2 3 4
2 1 1 ∞ 1 2 1 1 2 3
1 2 2 1 ∞ 1 1 1 2 3
1 2 3 2 1 ∞ 2 2 3 4
1 1 2 1 1 2 ∞ 2 3 4
2 2 2 1 1 2 2 ∞ 1 2
3 3 3 2 2 3 3 1 ∞ 1
4 4 4 3 3 4 2 1 1 ∞


Table 3.1 shows the predecessor information for each node, which is used
to calculate the betweenness values for each node. An entry (i, j) with a value
of infinity indicates that node i is directly connected to node j. Otherwise, the
entry (i, j) contains the node(s) through which the shortest path from i to j passes.
The table is used recursively until a value of infinity is encountered. Entries with
multiple predecessors imply that there are multiple shortest-paths of equal lengths
between (i, j). For example, let us consider the shortest path PAJ from A to J .
Position (A, J) in Table 3.1 returns I as the predecessor of J . The result of the
table look-up sequence is:
PAJ = A . . . J
= A . . . IJ
= A . . .HIJ
= A . . . EHIJ
= AEHIJ (3.1)
We now use the predecessor matrix and the all-pairs shortest-paths matrix
to build a matrix SP i for each node i containing the total number of shortest-
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Table 3.1: Predecessor matrix for all pairs shortest paths
A B C D E F G H I J
A ∞ ∞ B B,E,G ∞ ∞ ∞ E H I
B ∞ ∞ ∞ ∞ A,D,G A ∞ D H I
C B ∞ ∞ ∞ D A B,D D H I
D B,E,G ∞ ∞ ∞ ∞ E ∞ ∞ H I
E ∞ A,D,G D ∞ ∞ ∞ ∞ ∞ H I
F ∞ A B,D E ∞ ∞ A,E E H I
G ∞ ∞ B ∞ ∞ A,E ∞ D, E H I
H E D D ∞ ∞ E D,E ∞ ∞ I
I H H H H H H H ∞ ∞ ∞
J I I I I I I I I ∞ ∞
paths for a source-destination pair (i, j) and the number of shortest-paths through
a specific node i that falls on the path Pij . Thus, we have all the required in-
formation to calculate the betweenness value of a node. For example, using the
predecessor matrix in Table 3.1 and the all-pairs shortest-paths matrix D10 the
entry (1, 9) in the matrix SPH corresponds to the shortest-path from A to I:
the numerator is the number of shortest-paths from A to I through H while the
denominator is the total number of shortest-paths from A to I. The betweenness
value of node H for the graph in Figure 3.1 is the summation of the non-zero
values in the matrix. (Recall, the derivation of CB(G, H) in Equation (3.1).)
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SPH =


0 0 0 0 0 0 0 0 1
1
1
1
0 0 0 0 0 0 0 0 1
1
1
1
0 0 0 0 0 0 0 0 1
1
1
1
0 0 0 0 0 0 0 0 1
1
1
1
0 0 0 0 0 0 0 0 1
1
1
1
0 0 0 0 0 0 0 0 1
1
1
1
0 0 0 0 0 0 0 0 2
2
2
2
0 0 0 0 0 0 0 0 0 0
1
1
1
1
1
1
1
1
1
1
1
1
2
2
0 0 0
1
1
1
1
1
1
1
1
1
1
1
1
2
2
0 0 0


3.3.1 Computational Cost of Calculating Betweenness
As presented in §2.5.3.1, computing betweenness using a naive approach is time
consuming and the algorithm needs O(N3) time to run where N is the number
of nodes in the network. Reducing the computational cost of betweenness is an
active research area [5, 14, 74]. Without using these kinds of techniques to reduce
the computational cost, the simulations run slow. Incorporating some of these
techniques will reduce the duration of the simulations and help us work with
more complex scenarios
3.4 Simulation Set-Up and Results
We use an extended version of the ns-2 network simulator [117] that provides the
ability to simulate MANETs [16], and an implementation of the OLSR protocol.
We create mobility scenarios which include 20 nodes in a 500×500m2 area where
every node has an omni-directional transmission radius of 250m. We randomly
designate two of these nodes as the source and destination (s, t), and fix them
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Table 3.2: Simulation parameters for the A-OLSR protocol.
Parameters Values
Simulator ns-2, version 2.1b7a
Medium access control protocol IEEE 802.11b
Confidence interval 95%
Number of nodes 20, 50
Simulation area size 500× 500 and 800× 800
Transmission range 250m
Channel bandwidth 11Mbps
Simulation duration 700 s
Data packet size 64 and 512 bytes
Traffic type Constant bit rate (CBR)
Packet arrival rate 2, 4, 10, 50 packets/s
Mobility model Stationary random waypoint
Node speed 2, 10, 15, 20m/s
Background traffic None, 3 flows
diagonally apart from each other to force the longest possible path between them,
i.e., s is positioned at (0, 0) and t is positioned at (500, 500). Initially, the eighteen
other nodes are positioned uniformly at random within the area and the move
sequences are generated according to the stationary random waypoint mobility
model [73] with a maximum velocity varying from 2m/s to 20m/s for a duration
of 700 seconds. It is important to note that the nodes do not move with a uniform
speed here. That is, when we say that the maximum speed is 20m/s, the node
can move with a speed lying in the range 0–20m/s. The mobility model is also
characterized by a pause time which is set to zero indicating continuous movement.
Our experiments use constant bit rate (CBR) data sources over the user datagram
protocol (UDP) for data communication to eliminate the influence of congestion
and flow control mechanisms on the performance of the routing protocol. Table
3.2 shows these and other simulation parameters.
For the source-destination pair (s, t), the data flow starts and ends at a
random time such that the connection lasts for at least 650 s; this is the data
transmission period. In order to achieve a high level of confidence in our results,
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we use ten randomly generated scenarios using ten different seeds for each of the
four different speeds giving rise to 40 simulations for each version of OLSR. We
are interested in observing the impact of using betweenness as a metric to trigger
TC messages for OLSR and how this mechanism affects the following quantitative
metrics, comparing to the default operation of the protocol.
Average end-to-end delay: The end-to-end delay refers to the time taken for a
packet to be transmitted from the source of the flow to the destination of the
flow. Average end-end-delay (in seconds) is the end-to-end delay averaged
over all the packets that are successfully received.
Packet delivery ratio: The packet delivery ratio is the ratio of the number of
packets successfully received at the destination divided by the number of
packet transmitted by the source. It is measured in percentage (%).
Energy consumption: The energy consumption is the total energy consumed
during the data transmission period.
Control Overhead: The control overhead is the average number of control pack-
ets sent by the protocol during the data transmission period. HELLO and
TC packets are OLSR control packets.
3.4.1 Correlating Betweenness and the MPR Set
We traced the neighbour tables during the entire simulation period and calculated
the average 1-hop and 2-hop neighbourhood sizes for the source, destination, and
three nodes chosen at random. Table 3.3 tabulates the neighbourhood sizes. This
gives us an idea of the number of vertices in the graph series collected at each node
as the simulation runs. We also plot the average 2-hop neighbourhood in Figure
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Table 3.3: Average 1-hop and 2-hop neighbourhood sizes for 20 and 50 node
networks.
20 Nodes 50 Nodes
Node ID 1-hop 2-hop 1-hop 2-hop
10 (source) 3.5 6.2 8 16.2
14 (destination) 3.1 7 10 17.1
5 4.2 7.8 15.1 25.8
15 6.4 11 17.3 24.6
35 - - 16.6 26.3
3.4 for both the 20 and 50 nodes scenarios. It should be noted that the values in
Table 3.3 and Figure 3.4 are representative of only one simulation scenario.
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Figure 3.4: 2-hop neighbourhood sizes for a representative scenario.
For randomly selected nodes, we trace the betweenness value and whether
the node was selected to be an MPR over time. Part of these results are tabulated
in Table 3.4. In examining the table, we find that the MPRs are the nodes
with higher values of betweenness. Therefore, OLSR appears to choose the more
important nodes as MPRs in a local neighbourhood. These results lend some
confidence to the overall strategy of monitoring betweenness to reduce control
overhead.
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Table 3.4: Betweenness values and whether the node is selected as an MPR.
Time Node ID Betweenness MPR?
130.093
0 0.173 Yes
8 0.116 No
11 0.028 No
18 0.021 No
290.235
0 0.074 No
8 0.104 Yes
11 0.074 No
18 0.068 No
423.296
0 0.102 Yes
8 0.077 No
11 0.085 No
18 0.088 No
616.298
0 0.063 No
8 0.118 No
11 0.375 Yes
18 0.104 No
3.4.2 Simulation Results
Figure 3.5 plots the number of control packets transmitted during the simulation
for the speeds 2, 10, 15 and 20m/s for scenarios where the number of nodes is
20 and 50, respectively. In 20 node scenarios at a speed of 2m/s the number
of control packets transmitted by OLSR is 8730 and by A-OLSR is 5774, while
at 20m/s, the number transmitted by OLSR is 12517 and by A-OLSR is 6760.
This shows that using betweenness as a measure to decide when to transmit TC
messages, the control overhead decreases by 34% in slow moving networks and
by 46% at higher speeds. For 50 node scenarios, we observe a 26% decrease in
control overhead at 2m/s and a 39% drop at 20m/s.
Figure 3.6 shows the number of control packets transmitted per successful
transmission of a data packet as a function of node speed. When simulating
20 nodes at a speed of 2m/s, the number of control packets per data packet
transmitted by OLSR is 1.34 and by A-OLSR is 1.18, 12% fewer in A-OLSR. At
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Figure 3.5: Total control overhead for the A-OLSR protocol.
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Figure 3.6: Control overhead on a per packet basis for the A-OLSR protocol.
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a speed of 20m/s, the number of control packets per data packet transmitted by
OLSR is 2.41 and by A-OLSR is 1.47, a reduction of 39% in A-OLSR. When we
simulate 50 nodes, at speeds of 2m/s and 20m/s, the number of control packets
per data packet drops from 3.05 in OLSR to 2.05 in A-OLSR, and from 6.41 in
OLSR to 4.41 in A-OLSR. The reduction in the number of control packets for
the successful transmission of a data packet is a little over 30% at both speeds.
Thus, a significant reduction in the number of control packets required to route
data packets is achieved.
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Figure 3.7: Packet delivery ratio for the A-OLSR protocol.
Figure 3.7 shows the packet delivery ratio. The packet delivery ratio is
95.82% in OLSR and is 91.06% in A-OLSR at 2m/s, and is 86.32% in OLSR and
is 85.23% in A-OLSR at 20m/s, in 20 node scenarios. In 50 node scenarios the
decrease is a little less prominent, from 94.34% in OLSR to 90.41% in A-OLSR at
2m/s, and from 86.17% to 84.35% in A-OLSR at 20m/s. The decrease in packet
delivery ratio may be attributed to the control limits; we did not optimize these.
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Currently the control limits are conservative, with A-OLSR sending many fewer
TC messages than OLSR. This causes more packet loss since the routing table at
each node in the network is not updated as frequently as when TC messages are
sent periodically. This conjecture is supported by the fact that, as speed increases,
the drop in packet delivery ratio is less pronounced.
Figure 3.8 shows the average end-to-end delay in seconds. The results
are somewhat surprising as we expect that the delay in A-OLSR to be higher,
however, this is not the case. One reason we found is that there are fewer control
packets contending for the channel. As a result, even though fewer data packets
reach their destination in A-OLSR, those that do reach their destination do so
more quickly.
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Figure 3.8: Average end-to-end delay for the A-OLSR protocol.
Figure 3.9 shows the energy consumption in Joules during the simulation
period. For 20 node scenarios at 2m/s, the energy consumed is 1.80 in OLSR
and is 0.50 in A-OLSR, while at 20m/s the energy consumed is 3.42 in OLSR
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Figure 3.9: Energy consumed for the A-OLSR protocol.
and is 1.53 in A-OLSR. In 50 node scenarios, the energy consumption is 9.79 for
OLSR and is 5.87 for A-OLSR at 2m/s, and is 14.90 in OLSR and is 7.89 in
A-OLSR at 20m/s. Since the number of control packets decreases significantly
there is a corresponding savings in the energy usage of the nodes. Thus, A-OLSR
saves as much as 72% the energy at 2m/s and 40% the energy at 20m/s in sparse
networks, and 55% the energy at 2, m/s and 47% the energy at 20m/s in dense
networks.
While the throughput of A-OLSR is slightly lower than that of OLSR,
Figure 3.10 shows that when energy is taken into account it achieves a much
higher throughput per unit of energy consumed. Indeed the throughput per unit
energy of A-OLSR ranges from 45%–220% higher than OLSR. This is because A-
OLSR transmits fewer control packets compared to OLSR where the TC messages
are transmitted periodically.
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Figure 3.10: Throughput per unit of energy consumed for the A-OLSR protocol.
When nodes are not uniformly distributed, the network is occasionally not
able to deliver packets from the source to the destination. This is because the
network is partitioned into disconnected sub-networks making it impossible to find
routes; recall that the source and destination have been positioned in diagonally
opposite corners of the simulation area. We also experimented with networks
where nodes have higher node-degrees and found very little difference from the
results with lower node-degrees; hence we do not report these results.
Table 3.5 summarizes the data collected during the simulations for 20 and
50 nodes. The difference between OLSR and A-OLSR for each metric is expressed
as a percentage rounded to the nearest full percentage point.
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Table 3.5: Summary of performance metrics for A-OLSR protocol (500× 500m2
simulation area).
(a) Node Speed 2m/s
20 Nodes 50 Nodes
Metric OLSR A-OLSR ∆ OLSR A-OLSR ∆
(%) (%)
Control overhead 8730 5774 −34% 11426 8435 −26
(pkts)
Control pkts per 1.34 1.18 −12% 3.05 2.05 −33
data pkt
Throughput (%) 95.82 91.06 −5 94.34 90.41 −4
Delay (s) 0.0014 0.0012 −14 0.0064 0.0062 −3
Energy (Joules) 1.80 0.50 −72 9.79 5.87 −40
Throughput per 21.17 30.63 +45 9.09 29.08 +220
Energy
(b) Node Speed 20m/s
20 Nodes 50 Nodes
Metric OLSR A-OLSR ∆ OLSR A-OLSR ∆
(%) (%)
Control overhead 12517 6760 −46 18163 11162 −39
(pkts)
Control pkts per 2.41 1.47 −39 6.41 4.41 −31
data pkt
Throughput (%) 86.32 85.23 −1 86.17 84.35 −2
Delay (s) 0.0030 0.0013 −57 0.11 0.11 0
Energy (Joules) 3.42 1.53 −55 14.90 7.89 −47
Throughput per 8.86 20.46 +131 8.50 18.30 +115
Energy
3.5 Summary
In this chapter, we proposed A-OLSR, a variant of OLSR that uses the local node
importance to decide when to update its link state information. Rather than
sending TC messages periodically in OLSR, each node monitors betweenness of
its two-hop neighbourhood graph using a Shewhart control chart; if the measure
is in-control no message is sent, otherwise a TC message is sent. We find that be-
tweenness corresponds to nodes selected as multi-point relays in OLSR. Therefore
a significant change in betweenness indicates a significant change in the topology.
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Using this approach, the control overhead in OLSR is reduced by 26–46% with a
corresponding savings in energy and little impact on throughput or delay.
In the next chapter, we describe a new variant of that uses OLSR that
uses local conditions such as node speed, density, number of flows routed through
a node, packet arrival rate to decide when to transmit control overhead.
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Chapter 4
LOCAL CONDITIONS IN OVERHEAD REDUCTION
In this chapter, we introduce the A+-OLSR protocol where each data forwarding
node monitor its topological importance in terms of betweenness to decide when to
transmit control overhead. Multiple local conditions such as node speed, density,
packet arrival rate, number of flows routed through a node are taken into account.
RSM uses these local conditions to optimize a “keep-alive” timer. At the expiration
of the “keep-alive” timer, each node transmits a topology control message to keep
the network routes updated.
The rest of the chapter is organized as follows: §4.1 presents the details of
the A+-OLSR protocol including the optimization of the “keep-alive timer”. §4.2
presents the simulation results comparing A+-OLSR with OLSR, A-OLSR and
Adaptive OLSR. We provide simulation results with random waypoint model in
§4.2.1 while §4.2.2 presents results in the presence of packet errors using random
waypoint mobility model and §4.2.3 presents the results with the real wireless
traces collected on human mobility. Finally, §4.3 provides a brief summary.
4.1 The A+-OLSR Protocol
We first present a high level overview of the A+-OLSR protocol. In A+-OLSR,
each node uses an EWMA chart to monitor the betweenness of its current two-
hop neighbourhood, sending a TC message only when a sample is out-of-control.
To further reduce overhead we restrict the transmission of TC messages only to
those nodes forwarding packets of a flow. However, this alone results in poor
throughput as now, too many routes time out and packets are dropped. In order
to achieve a balance in reducing control overhead and achieved throughput, each
node uses a “keep alive” timer to keep routes fresh by sending TC messages at
73
its expiration. These messages keep the network activity alive and help in route
calculation, both of which promote successful routing. The value of the “keep
alive” timer is optimized using RSM techniques. A+-OLSR also incorporates the
adaptive behaviour of Adaptive OLSR [89], except the size of the MPR set is not
restricted.
The algorithm to transmit TC message is presented in Algorithm 2. The
transmission of a HELLO message follows the Adaptive OLSR algorithm [89]. We
now describe the techniques used in the A+-OLSR protocol in more details.
if TC_TIMER(v) has expired then
set TC_TIMER(v)
if isForwardingNode(v) then
calculate betweenness of v on two-hop neighbourhood
if isSignalEWMA(betweenness(v)) then
for all i ∈MS(v) do
transmit TC message
end for
end if
end if
else if KEEP_ALIV E_TIMER(v) has expired then
look-up table to find KEEP_ALIV E_TIMER value based on current
network conditions
set KEEP_ALIV E_TIMER(v)
if MS(v) = ∅ then
transmit empty TC message
else
for all i ∈MS(v) do
transmit TC message
end for
end if
end if
Algorithm 2: A+-OLSR algorithm to send TC messages at node v
4.1.1 Tuning EWMA Betweenness Chart and Parameters
We compute the value of betweenness nodes actively involved in transmitting data
packets every TC_Interval. This corresponds to xt in Equation 2.4. At any time,
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each node keeps 20 values of betweenness in the time series that it monitors, the
oldest value is discarded and the newest value added. µ0 and σ0 are calculated
on the stored time series. The performance of an EWMA chart may be tuned
through the λ andK values in Equation (2.4). These charts, when used for quality
control of industrial processes, are tuned to have large in-control ARLs, since false
alarms that trigger out-of-control signals may require stopping the process. Most
EWMAs use K = 3 to provide an in-control ARL of 500, i.e., they generate an
out-of-control signal once in every 500 samples.
A MANET needs to be monitored differently from an industrial process.
First, small changes need to be monitored. The nature of route calculations for
these networks need some control information to be sent, thus, false alarms can
actually be beneficial in finding and updating routes. The value of λ is set to 0.05
since this value detects small deviations [64]. Monte-Carlo simulations are used
to find suitable values of K given λ using the methodology proposed by Crowder
[26].
Further simulations are run to tune the value ofK for different node speeds
with λ set to 0.05; λ = 0.05 is suggested to detect small changes in a monitored
characteristic [64]. Test simulations are run to find the in-control ARL values
based on node speed. The in-control ARLs are smaller for lower speeds and
increase as speed increases, but start decreasing at speed 20m/s. At 20m/s the
mobility of the nodes is very high and the smaller ARL values helps maintain the
connectivity of the network and keep the routes fresh. Table 4.1 shows the ARL
values and the corresponding K values for λ = 0.05.
75
Table 4.1: In-control ARL and corresponding K values for different speeds when
λ = 0.05
Node Speed (m/s) In-control ARL K
2 15 0.9178
5 18 1.0000
10 30 1.2550
15 36 1.3500
20 33 1.3000
4.1.2 Optimizing the Keep Alive Timer
We use response surface methodology [71] (RSM) to optimize the duration of the
“keep alive" timer based on the local network conditions. RSM is a statistical
method that uses quantitative data from experiments to determine and simulta-
neously solve multivariate equations. Embedded in RSM is design of experiments
(DOE). In DOE [65], a series of structured tests are designed in which planned
changes are made to the input variables (factors) of a process or system and the
effects of these changes are assessed on the output variables (responses). DOE
allows us to understand the significance of factors and their interactions to the
responses. It provides models of the responses in terms of the factors and their
interactions. RSM explores these models and relationships between the factors
and the responses and provides an optimal solution.
4.1.2.1 Screening Experiments for the Keep Alive Timer
The first step in using DOE is to identify the factors and responses. Our in-
terest is to find out how the node speed, packet arrival rate, number of flows,
node density, and “keep alive" timer affect the performance metrics throughput
and TC overhead (TCO). Throughput is defined as the number of bits delivered
successfully from a source to a destination divided by the time taken in trans-
mission. TCO is the TC message overhead in the network, i.e., the total number
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Table 4.2: Factors and their values for the screening experiments of the “keep-
alive” timer.
Factor Factor Name Min Max
A Node Speed (m/s) 5 25
B Arrival Rate (pkts/s) 2 28
C Number of Flows 1 25
D Keep Alive Timer (s) 10 40
E Number of Nodes 20 100
of TC messages transmitted throughout the data transmission period. So, our
factors are node speed, packet arrival rate, number of flows, node density, and the
“keep alive" timer while our responses are throughput and TCO. We use screen-
ing experiments [65] to determine how the factors and their interactions affect the
responses. Design Expert [113] is used to create a face-centered central com-
posite design [71] for this purpose; the design has 52 points, and is replicated with
10 different seeds. Table 4.2 lists the factors and their minimum and maximum
values.
The simulations are carried out in ns-2 [117]; the duration of each simu-
lation is 500 s. Each simulation consists of the design specified number of nodes
uniformly distributed in a 1000 × 1000m2 area. Each node is equipped with an
omni-directional antenna with a transmission range of 250m. The physical chan-
nel uses the two-ray ground propagation model with a 2Mbps channel capacity.
For these experiments, the steady state random waypoint model [73] is used to
generate the movement patterns; pause-time is set to zero for continuous mobil-
ity. Source-destination pairs, each establishing a flow, are selected randomly; their
number depend on the design point. Each source transmits 512 byte UDP packets
at constant bit rate (CBR). The data obtained by the simulations is provided to
Design Expert, which performs an analysis of variance (ANOVA) for the design
and provides the significance of the factors and their interactions. It also provides
models for the responses in terms of the factors and their interactions.
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Table 4.3: ANOVA results for throughput and TC overhead.
(a) Throughput
Source Sum of Mean F value Percentage
Squares Square Contribution
A-Speed 34391.49 34391.49 669.36 61.66
B-Arrival Rate 7807.75 7807.75 151.96 9.46
C-Flows 6826.56 6826.56 132.86 8.27
E-Nodes 2760.14 2760.14 53.72 3.34
R2 0.8648
Adjusted R2 0.8546
(b) TC overhead
Source Sum of Mean F value Percentage
Squares Square Contribution
A-Speed 4.06× 1010 4.06× 1010 95.38 2.41
C-Flows 7.41× 1010 7.42× 1010 174.00 4.40
D-KA Timer 1.47× 1011 1.47× 1011 345.51 8.73
E-Nodes 1.019× 1012 1.02× 1012 2391.55 60.46
AC 1.66× 1010 1.66× 1010 38.86 0.98
AE 4.41× 1010 4.41× 1010 103.58 2.62
BC 7.06× 109 7.06× 109 16.57 0.42
BD 1.45× 1010 1.45× 1010 33.98 0.86
CE 8.80× 1010 8.80× 1010 206.51 5.22
DE 9.40× 1010 9.4× 1010 220.43 5.57
R2 0.9568
Adjusted R2 0.9538
The ANOVA shows that the models are significant; R2 values for through-
put and TCO models are 0.8648 and 0.9568, respectively. The ANOVA results
are given in Table 4.3; only significant factors and interactions are listed. It shows
that factor A (node speed) has a very large (61.66%) contribution to throughput;
B , C, and E contribute 9.46%, 8.27%, and 3.34%, respectively. The factor
E (number of nodes) has 60.46% contribution to TCO; D, C, and A contribute
8.73%, 4.4%, and 2.41%, respectively.
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4.1.2.2 Empirical Models for Throughput and Control Overhead
The statistical DOE approach facilitates building empirical models from the data
collected from experimentation. Evaluation shows that a linear model for through-
put and a quadratic model for TCO fit the data well. The final models for
throughput and TCO are:
Throughput = 82.73− 0.86A+ 0.04B + 0.37C + 0.25E
TCO = 3907.67− 1221.46A− 2071.5C + 677.72D
+ 1464E + 84.79AC + 41.53AE − 42.58BC
+ 48.79BD + 48.86CE − 40.39DE
4.1.2.3 Multi-objective Optimization of Keep Alive Timer
We use SP (SA)2 [60], an efficient hybrid multi-objective optimization algorithm,
to jointly maximize throughput, minimize TCO, and minimize the packet loss
ratio. SP (SA)2 allows simultaneous perturbation of responses for which gradients
are unavailable within a region. It works well when statistical models exist for
some responses but are unavailable for others. Here, the region almost certainly
contains the gradient path of steepest ascent (descent) for modelled responses. In
this case the modelled responses are throughput and TCO while the unmodelled
response is packet loss ratio. This method finds the solutions in fewer steps than
the steepest ascent or steepest descent method of finding optimal values of a
response.
Table 4.4 lists the optimized “keep alive" timer values for different speeds
and number of flows for 50 nodes and an arrival rate of 10 pkts/s. The simulation
keeps similar look-up tables for different arrival rates. The timer value decreases
as node speed increases, but starts increasing at speed 20m/s; the timer value
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Table 4.4: “keep alive" timer values.
Speed 1 Flow 2 Flows 5 Flows 10 Flows
(m/s) (s) (s) (s) (s)
2 14.65 16.27 17.82 19.21
5 13.20 15.01 16.03 18.16
10 11.49 12.95 14.26 16.90
15 10.50 12.50 14.50 17.10
20 12.12 15.20 16.80 18.65
increases when more flows are added. At higher speeds, more TC messages need
to be transmitted to maintain updated routes, thus the “keep alive” timer value
is smaller to keep up with the changes in the topology. When mode flows are
added to the network, more intermediate nodes transmit TC messages depending
on their EWMA charts’ signals. As a result, a larger “keep alive” timer value is
still able to keep the routes fresh.
4.2 Evaluation of A+-OLSR
The ns-2 network simulator [117] with extensions for wireless mobility is used to
evaluate the performance of A+-OLSR and compare it with OLSR [21], A-OLSR
[105], and Adaptive OLSR [89]. Throughput, control overhead, TC overhead,
control overhead per data packet, ND the average end-to-end delay are measured.
Control overhead is the total bandwidth consumed by sending HELLO and TC
messages, while control overhead per data packet is the number of control packets
needed to successfully transmit a data packet from a source to a destination. End-
to-end delay is the time taken for a packet to be transmitted from the source of
the flow to the destination; this is averaged over all the data packets transmitted
successfully. We first present simulation results run on random waypoint mobility
model, followed by the results considering packet loss, and finally the results using
the real wireless mobility trace files provided by CRAWDAD [27].
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Table 4.5: Simulation parameters for the A+-OLSR protocol.
Parameters Values
Processor Intel(R) Core(TM)2 Quad (Q9550 @ 2.83GHz)
Memory 8 GB
Operating System Red Hat 4.1.2-51
Kernel Linux version 2.6.18-274.3.1.el5
Simulator ns-2 version 2.29
OLSR implementation um-olsr-0.8.8
MAC protocol IEEE 802.11b
Confidence interval 95%
Simulation area 1000× 1000m2
Nodes 50
Transmission range 250m
Channel bandwidth 2Mbps
Simulation duration 500 s
Traffic type Constant bit rate (CBR)
Packet arrival rate 10 packets/s
Packet size 512 bytes
Mobility model Stationary random waypoint
Node speed 2, 5, 10, 15, and 20m/s
Number of flows 1, 2, 5, and 10
4.2.1 Results with Random Waypoint Mobility Models
For A+-OLSR and A-OLSR, the first 100 s of the simulation is used to initialize
the EWMA. No data is transmitted during this time. Each node uses 20 samples
in a sliding window to calculate the current zt (see Equation 2.4). The samples
are updated every TC_Interval; the oldest value is shifted out and the most
recent betweenness value is inserted into the window. For the remaining 400 s of
the simulation each flow transmits data packets using the protocol during which
performance metrics are collected. Table 5.2 gives the simulation parameters.
In A+-OLSR, each node looks-up Table 4.4 and similar tables to tune
its “keep alive" timer based on node speed, density, packet arrival rate and the
number of flows routed through it.
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Figure 4.1: Throughput for the A+-OLSR protocol: 1 data flow with arrival rate
of 10 pkts/s using random waypoint mobility model.
Figure 4.1 plots the throughput for OLSR, A-OLSR, Adaptive OLSR and
A+-OLSR. Compared to OLSR, the throughput for A-OLSR drops by 0.76–
5.75%. Adaptive OLSR shows a remarkable increase in throughput for higher
speeds; its throughput increases by 1.96–12.42% when compared to OLSR. For
lower speeds, throughput for Adaptive OLSR decreases by 1%. A+-OLSR out-
performs all the other protocols, increasing throughput by 0.74–17.63% compared
to OLSR.
Figure 4.2 plots control overhead. A-OLSR shows a 27.2–40.33% decrease
in control overhead from OLSR. Adaptive OLSR shows an increase in control
overhead for lower speeds (2 and 5m/s) by 0.44–2.66%; the decrease in control
overhead is 7.67–49.62% for higher speeds. A+-OLSR outperforms all the proto-
cols for lower speeds (up to 5m/s for A-OLSR and to 10m/s for Adaptive OLSR);
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Figure 4.2: Control overhead for the A+-OLSR protocol: 1 data flow with arrival
rate of 10 pkts/s using random waypoint model.
it transmits 21.43–44.28% less in control overhead than OLSR. Adaptive OLSR
has the highest savings in terms of control overhead at 20m/s. Since it restricts
its MPR set size to two for Fast-OLSR nodes, many fewer TC messages are
sent. A+-OLSR does not impose this restriction and hence its control overhead
is larger than Adaptive OSLR for higher speeds. Even though A+-OLSR sends
more control overhead than A-OLSR and Adaptive OLSR for higher speeds, its
throughput is higher.
Figure 4.3 shows the TC overhead incurred for the four protocols under
consideration. A-OLSR reduces TC overhead by 31.69–46.12% when compared
to OLSR with its lowest reduction at 10m/s. Adaptive OLSR sends 0.31–79.07%
fewer TC messages, with the decrease increasing as speed increases. Adaptive
OLSR achieves this huge savings by restricting its MPR sets for the nodes in
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Figure 4.3: TC overhead for the A+-OLSR protocol: 1 data flow with arrival rate
of 10 pkts/s using random waypoint mobility model.
the Fast-OLSR mode to two. A+-OLSR reduces TC overhead by 48.9–72.48%
; its lowest reduction is at 10m/s and its highest at 20m/s. Using topological
importance to transmit TC messages and an optimized “keep alive” timer helps
A+-OLSR achieve huge savings in TC overhead.
Figure 4.4 plots the average end-to-end delay. When compared to OLSR,
A-OLSR reduces the delay 4.33–61.65% with the highest saving at 10m/s. In
the case of Adaptive OLSR, delay increases slightly for 2m/s and shows a 34.81–
72.89% decrease for other speeds; it also has the highest saving at 10m/s. A+-
OLSR has a 14.99–54.05% decrease in delay; it is better than the other two
protocols for lower speed, for higher speeds Adaptive OLSR performs the best.
Clearly, Adaptive OLSR performs better for higher speeds. The results for these
simulations are tabulated in Table 4.6.
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Figure 4.4: Average end-to-end delay for the A+-OLSR protocol: 1 data flow with
arrival rate of 10 pkts/s using random waypoint mobility model.
Figure 4.5 plots the number of control packets transmitted for each success-
ful data packet transmission. A-OLSR sends 22.82–36.86% less control overhead
per data packet compared to OLSR. Adaptive OLSR shows an increase in control
overhead per data packet for lower speeds. Since control overhead for Adaptive
OLSR is higher for lower speeds, its control overhead per data packet increases
by 0.45–1.25%. Adaptive OLSR reduces control overhead per data packet by
8.65–54.29% for higher speeds. A+-OLSR outperforms all the protocols up to
15m/s. Adaptive OLSR has the best performance for 20m/s speed as it reduces
the control overhead per data packet by 54.29%.
Figure 4.6 shows the throughput per joule of energy consumed for the vari-
ations of OLSR. Compared to OLSR, A-OLSR decreases the throughput per en-
ergy by 9.28% for 10m/s and increases it by 1.26–15% for other speeds. Adaptive
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Figure 4.5: Control packets per data packet for the A+-OLSR protocol: 1 data
flow with arrival rate of 10 pkts/s using random waypoint mobility model.
OLSR decreases throughput per energy by 2% for 2m/s; throughput per energy
increases by 4–114.95% as speed increases. A+-OLSR increases its throughput per
energy by 10.96–83.55% as speed increases. A+-OLSR achieves higher through-
put than all the other protocols. It also transmits less control overhead than,
exception is Adaptive OLSR at higher speeds. Except for Adaptive OLSR at
higher speeds, A+-OLSR achieves higher throughput per energy. These results
are summarized in Table 4.6.
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Figure 4.6: Throughput per energy consumed for the A+-OLSR protocol: 1 data
flow with arrival rate of 10 pkts/s using random waypoint mobility model.
Table 4.6: Percentage difference for the variations of OLSR as compared to OLSR:
1 data flow with 10 pkts/s using random waypoint mobility model.
Speed (m/s)
Protocol Metric 2 5 10 15 20
OLSR Thput (Kbps) 37.43 30.18 24.65 20.83 16.72
CO (Kbps) 103.53 116.28 133.16 149.07 156.11
A-OLSR ∆ Thput (%) -3.44 -0.76 -5.16 -1.24 -5.75
∆ CO (%) -26.07 -24.10 -22.70 -28.92 -33.80
Adaptive ∆ Thput (%) -0.06 -1.00 +1.96 +12.42 +9.25
OLSR ∆ CO (%) +0.44 +2.66 -7.67 -32.54 -49.62
A+-OLSR ∆ Thput (%) +0.74 +1.00 +4.67 +17.63 +15.89
∆ CO (%) -44.28 -35.31 -21.43 -30.07 -41.28
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Table 4.7: Percentage difference for the variations of OLSR in the presence of
errors as compared to OLSR: 1 data flow with 10 pkts/s using random waypoint
mobility model with packet errors.
Speed (m/s)
Protocol Metric 2 5 10 15 20
OLSR Thput (Kbps) 37.43 30.18 24.65 20.83 16.72
CO (Kbps) 103.53 116.28 133.16 149.07 156.11
OLSR-E Thput (Kbps) -12.09 -10.34 -12.58 -9.03 -12.31
CO (Kbps) +10.00 +8.78 +9.26 +9.33 +8.05
A-OLSR-E ∆ Thput (%) -15.62 -13.63 -10.42 -7.53 -10.85
∆ CO (%) -25.95 -23.46 -22.60 -27.92 -31.10
Adaptive ∆ Thput (%) -12.29 -10.69 -4.32 +0.10 -2.40
OLSR-E ∆ CO (%) +12.88 +6.07 -20.58 -30.85 -49.88
A+-OLSR-E ∆ Thput (%) -12.48 -8.07 -3.42 +2.82 +7.35
∆ CO (%) -49.18 -40.99 -28.41 -35.39 -45.32
We also conducted simulations with two, five, and ten data flows and found
the results similar to those presented for a single data flow. The decrease in control
overhead reduces as more flows are added.
4.2.2 Results with Realistic Mobility Models
We also performed simulations in the presence of more realistic conditions includ-
ing packet errors and mobility derived from traces of human movement. When
there is no packet loss, slowing down the frequency of TC message transmission
may not have a negative impact on the performance of the protocols under con-
sideration. But in the presence of packet errors, reducing the frequency of sending
topology updates loses some redundancy and may have an adverse affect on the
performance. We first run ns-2 simulations with 1, 2, and 5% packet error rates
for node speeds of 2, 5, 10, 15, and m/s using the random way point mobility
model. The results with 5% packet error rate are presented below.
Figure 4.7 plots throughput for the different variations of OLSR in the
presence of packet errors. Compared to OLSR, the throughput for OLSR with
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Figure 4.7: Throughput for the A+-OLSR protocol: 1 data flow with arrival rate
of 10 pkts/s using random waypoint mobility model with packet errors.
packet error (OLSR-E) drops by 9.02–12.57%. Compared to OLSR, A-OLSR
with error (A-OLSR-E) reduces the throughput by 7.52–15.62% and Adaptive
OLSR-E decreases the throughput by 2.4-12.29%; the decrease is largest for 2m/s
and becomes smaller as speed increases. A+-OLSR-E (A+-OLSR with packet
error) outperforms all the other variations; the throughput drops by 8.07–17%
for 2–10m/s; for higher speeds the throughput increases by 2.82-7.34% as speed
increases.
Figure 4.8 plots control overhead. Compared to OLSR, OLSR-E increases
the control overhead by 9% for all the speeds. A-OLSR-E shows a 22.3-31.1%
decrease in control overhead from OLSR; its highest decrease occurs at 2m/s and
the lowest at 10m/s. Adaptive OLSR-E shows an increase in control overhead
for lower speeds (2 and 5m/s) by 10.5%; the decrease in control overhead is
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Figure 4.8: Control overhead for the A+-OLSR protocol: 1 data flow with arrival
rate of 10 pkts/s using random waypoint mobility model with packet errors.
3.49-49.89% for higher speeds. A+-OLSR-E transmits 28.41−49.18% less control
overhead than OLSR; the highest savings occur at 2m/s and decreases to 28.41%
as speed increases and the again increases to 45.32% at 20m/s. In the presence
of errors, A+-OLSR outperforms all the protocols in transmitting less control
overhead except for Adaptive OLSR at 20m/s.
Figure 4.9 plots the TC overhead for all the variants of OLSR. OLSR-E
increases its TC overhead by 9.34–12.9% as compared to OLSR; the increase is
highest at 2m/s and lowest at 20m/s. Compared to OLSR, A-OLSR-E reduces
the TC overhead by 25.51–34.87%, with its lowest reduction at 10m/s and its
highest at 20m/s. Adaptive OLSR-E shows an increase in TC overhead of 12.69
and 5.61% at 2 and 5m/s, respectively. For higher speeds the TC overhead
for Adaptive OLSR-E decreases by 22.44–79.28% with TC overhead reduction
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Figure 4.9: TC overhead for the A+-OLSR protocol: 1 data flow with arrival rate
of 10 pkts/s using random waypoint mobility model with packet errors.
increasing with speed. A+-OLSR-E decreases TC overhead by 57.6-75.1% when
compared to OLSR. The lowest savings occur at 5m/s, the savings then increase
as speed increases.
Figure 4.10 plots the average end-to-end delay. OLSR-E A-OLSR-E re-
duces the delay by 4.3–84.11% but increases it by 4.06% at 15m/s. Adaptive
OLSR-E increases the delay by 11.1–28.27% but decreases it by 84.87% at 5m/s.
A+-OLSR shows a 7.12–85.67% decrease in delay; it is better than the other pro-
tocols as it always reduces the delay even in the presence of errors. These results
are summarized in Table 4.6.
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Figure 4.10: Average end-to-end delay for the A+-OLSR protocol: 1 data flow
with arrival rate of 10 pkts/s using random waypoint mobility model with packet
errors.
Figure 4.11 shows the throughput per joule of energy consumed for the
variations of OLSR. OLSR-E decreases throughput per energy by 11–18% as com-
pared to OLSR. A-OLSR-E decreases the throughput per energy by 12–14.95%;
it portrays an increase by 60% and 50% for 10 and 20m/s. Adaptive OLSR-E
decreases throughput per energy by 24.34–27.67% for lower speeds and increases
it by 7.25–12.69% as speed increases. A+-OLSR-E decreases its throughput per
energy 7.31–13.1 for lower speed scenarios; it increases throughput per energy
28.97–84.95% as speed increases. A+-OLSR-E achieves higher throughput than
all the other protocols and as a result its throughput per energy is also higher.
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Figure 4.11: Throughput per energy for the A+-OLSR protocol: 1 data flow with
arrival rate of 10 pkts/s using random waypoint mobility model with packet errors.
4.2.3 Results with Real Wireless Traces
We also ran simulations on real wireless trace files based on human mobility model
provided by the Community Resource for Archiving Wireless Data at Dartmouth
(CRAWDAD) [27]. The traces were collected from five different sites consisting
of two university campuses - North Carolina State University (NCSU) and Korea
Advanced Institute of Science and Technology (KAIST), New York City, Disney
World at Orlando, and the North Carolina State Fair. We use four of the five
traces in our simulations - we selected only one (North Carolina State University)
campus. The traces were collected using Garmin GPS 60CSx handheld receivers.
These GPS receivers are capable of a position accuracy better than three meters
95% of the time.
93
Each GPS receiver takes reading of its current position every 10 s seconds.
The time, and the x and y dimensions from a reference point, are recorded into
a daily track log. The log may contain a discontinuity when the GPS bearer
moves indoors where the signal cannot be received. Each file represents a daily
trace from one participant; one participant can make multiple daily trace files.
Since the data is annonimized, we are unable to tell which files belong to the
same person and have thus treated them as files belonging to different people.
We convert the trace files from the tuple < time, x_dim, y_dim > to the ns-2
compatible mobility file format where each node starts from an initial location
(x0, y0) at time t0 (t0 = 0) and moves to a destination (x1, y1) with a specific
speed. The speed is calculated based on the distance that the node travels from
time t0 to t1. Every 10 s these calculations are made and recorded in the ns-2
compatible mobility file.
The participants in NCSU Campus [95] were randomly selected students
who took courses in the Computer Science department. Every week, two or three
randomly chosen students carried a GPS receiver for their regular daily activities.
The New York City (NYC) [96] traces were obtained from eight volunteers
living in Manhattan and its vicinity. Most of the participants were office workers
in Manhattan. Their traces contain relatively long distance travels because of
their long commutes. Their means of travel include subway trains, buses, and
mostly walking.
The Disney World (DW) [93] traces were obtained from four volunteers
who spent their Thanksgiving or Christmas holidays in Disney World, Florida,
USA. For our study, we use only traces from inside of the theme park. The
participants mainly walked in the park and occasionally rode trolleys.
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The North Carolina State Fair (NCSF) [94] traces were collected from eight
volunteers who visited a local state fair including many street arcades, small street
food stalls and showcases. The site is completely outdoors and is the smallest
among the four sites. Each participant in the NCSF scenario spent less than
three hours at the site.
The simulation results are shown in Figures 4.12 and 4.13 and are tabulated
in Table 4.8. A+-OLSR outperforms all the other protocols by achieving higher
throughput and reducing the control overhead. This is interesting because the
control charts were tuned when nodes moved using the random waypoint mobility
model. Yet, the control charts are very effective under the realistic mobility mod-
els. For the NCSU trace file, where 35 nodes move in an area of 14629× 9715m2,
the A-OLSR and the A+-OLSR protocols show 4.82% and 5.41% increase in
throughput, respectively, while Adaptive OLSR shows a 1.8% decrease. Adaptive
OLSR has the same control overhead as OLSR while A-OLSR and A+-OLSR show
a decrease of 1.64% and 14.26%, respectively. In this scenario, the nodes move
with speed 0.68–22.99m/s; most of the time the node speed was between 1 and
4m/s. Since the traces were sampled every 10 s, none of the nodes switched to
Fast-OLSR mode and Adaptive OLSR was not able to benefit in saving its con-
trol overhead. Even though A+-OLSR uses the Fast-OLSR and Fast-Response
modes, it transmits fewer control messages due to each data transmitting node
monitoring its betweenness using a EWMA chart.
The NYC trace file consists of 39 nodes moving in an area of 31569 ×
19600m2. When using this trace file A-OLSR incurs 4.25% more overhead than
OLSR while achieving 5.38% more throughput. Adaptive OLSR and A+-OLSR
reduce the control overhead by 1.03% and 7.29%, respectively; with a correspond-
ing increase in throughput of 0.22 and 5.4%, respectively. Some nodes represent-
ing the buses and subways in this trace file move with an average speed of 7.68
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Figure 4.12: Throughput comparison of A+-OLSR, A-OLSR, Adaptive OLSR,
and OLSR for CRAWDAD real wireless traces: one data flow with arrival rate of
100 pkts/s.
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or 12.52m/s while others move around 0.96 to 3.56m/s; parts of the network
were partitioned and resulted in poor overall throughput. Since the traces were
collected every 10 s, Adaptive OLSR and A+-OLSR do not change their modes.
In the case of the DW trace files, there are 41 nodes move in an area of
15423× 17935m2. When compared to OLSR, A-OLSR, Adaptive and A+-OLSR
increases throughput by 12.38, 6.53 and 20.74%, respectively. The correspond-
ing savings in control overhead for A-OLSR and A+-OLSR is 5.14 and 13.95%;
Adaptive OLSR incurs 0.1% more overhead compared to OLSR. The source and
destination nodes are approximately 3 hops away from each other; A+-OLSR
finds better paths in longer distances since it does not restrict its MPR set size.
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Table 4.8: Percentage difference for OLSR and its three variants for a single
flow with 100 pkts/s arrival rate for the CRAWDAD real wireless mobility traces.
Negative/positive values represent percentage decrease/increase.
Trace
Protocol Metric NCSU NYC DW NCSF
OLSR Thput (Kbps) 139.69 324.11 68.34 314.23
CO (Kbps) 11.56 9.18 14.56 13.23
A-OLSR ∆ Thput (%) +4.82 +5.38 +12.38 -0.02
∆ CO (%) -1.64 +4.25 -5.14 -8.96
Adaptive ∆ Thput (%) -1.80 +0.22 +6.53 -2.76
OLSR ∆ CO (%) 0.00 -1.03 +0.1 +0.18
A+-OLSR ∆ Thput (%) +5.41 +5.40 +20.74 +3.24
∆ CO (%) -14.26 -7.29 -13.9 -5.82
The average speed of the nodes are 4.14m/s while some nodes move at 19.84 to
23.6m/s; some parts of the network are disconnected and do not contribute in
sending data packets successfully. There is very little change in the modes for the
Adaptive OLSR and A+-OLSR protocols.
The NCSF trace files consists of 19 nodes in a 1045×1021m2 area. Simula-
tions using the NCSF trace files show that A+-OLSR increases the throughput by
3.24% and saves 5.82% control overhead. While A-OLSR saves around 8.96% in
control overhead, its throughput decreases by 0.02%. Adaptive OLSR performs
the worst in this scenario; its throughput decreases by 2.76% while its control
overhead increases by 0.18%. The source-destination pair is approximately 4
hops away from each other and the nodes move relatively slowly. Once again,
A+-OLSR performs better in case of multi-hop routing.
4.3 Summary
In this chapter, we proposed A+-OLSR a variant of OLSR. Each data forward-
ing node in A+-OLSR monitors its betweenness to decide transmission of TC TC
messages. Multiple local node conditions are used to optimize a “keep alive" timer
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Figure 4.13: Control overhead comparison of A+-OLSR, A-OLSR, Adaptive
OLSR, and OLSR for CRAWDAD real wireless traces: one data flow with ar-
rival rate of 100 pkts/s.
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values; each node transmits TC messages at its expiration. This keeps the routes
updated. Additional state corresponding to mobility are also incorporated. The
A+-OLSR protocol improves the throughput significantly while reducing the con-
trol overhead. end-to-end delay is also reduced. simulations with realistic scenar-
ios in the presence of packet errors also show superior performance by A+-OLSR.
A+-OLSR also outperforms in simulations using real wireless traces collected on
human movement. Noteworthy is the performance of the EWMA ARLs, though
tuned using random waypoint mobility model, they perform well with the other
mobility models without further tuning when used with the real wireless traces.
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In the next chapter, we introduce A∗-OLSR, another variant of OLSR that
uses monitors two characteristics on a single time scale by using MCUSUM charts.
It uses time series analysis to remove the serial correlation in the data before using
control charts for monitoring.
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Chapter 5
OVERHEAD REDUCTION VIA MCUSUM CONTROL CHART
In this chapter, we propose the A∗-OLSR protocol. This protocol introduces
monitoring on two time scales at the same time using MCUSUM control chart.
An inherent problem with the control charts is the assumption that the data is
independent. These charts do not perform well in the presence of correlation –
they generate too many false alarms when the data is positively correlated. They
may not signal at all in the presence of negative correlation. Therefore, correlation
needs to be removed. ARIMA models are used to remove the correlation of the
data. The residuals after using the ARIMA models are independent and are used
in monitoring. The MCUSUM monitors the two-hop neighbourhood links and
the topological links. To decide which characteristic generated the signal, we use
two individual two-sided CUSUM charts. The two-sided CUSUM charts are used
since we assign more weight to links coming up as opposed to links going down.
5.1 The A∗-OLSR protocol
Our goal is to reduce the control overhead of OLSR, thus we first study the OLSR
protocol that transmits control overhead in the form of HELLO and TC messages
consisting of the two-hop neighbourhood and the topological information, respec-
tively. This information is essential in calculating the MPRs and the routing
tables. We are interested to determine when each of these types of messages need
to be transmitted in A∗-OLSR.
In A∗-OLSR, we study two time series at each node. The first time series,
computed each HELLO_Interval (2 s), is the number of edges in a node’s two-hop
neighbourhood graph. The second time series is the number of edges in the topo-
logical graph derived from a node’s routing table, computed every TC_Interval.
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We change the TC_Interval to 4 s, so that the two characteristics that we need to
monitor coincide more often. Each routing table entry at node i is a tuple (d, j)
specifying the next-hop neighbour j to forward the packet to reach destination
d. The topological graph contains edge (i, j), and edge (j, d) indicating that d is
reachable through j from i.
Each node collects its two-hop neighbourhood and topological link infor-
mation for a certain period of time. It then removes the autocorrelation in each
series and performs time series analysis. The time series analysis provides models
for each characteristic; after the usage of the models the residuals are random
and can be used for monitoring using CUSUM and MCUSUM charts. When the
charts signal, an appropriate message is transmitted. The A∗-OLSR nodes also
change their modes of operation based on Adaptive OLSR (see Figure 2.5). The
algorithm for the A∗-OLSR protocol is presented in Algorithm 3.
5.1.1 Model Building Methodology
As we will see in §5.1.2.1 our two-hop neighbourhood links and topological links are
correlated. One assumption underlying control charts use is that the observations
are independent. The charts are not effective if the monitored characteristics
exhibit even low levels of correlation. They may signal too many false alarms if the
data are positively correlated; they may not signal at all if the data are negatively
correlated. Before describing the methodology for removing correlation, we first
define autocorrelation and partial autocorrelation functions.
5.1.2 Building ARIMA Models for OLSR
The first time series that we consider consists of the number of edges in a node’s
two-hop neighbourhood graph and is computed each HELLO_Interval. The sec-
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if HELLO_TIMER(v) has expired then
set HELLO_TIMER(v)
remove autocorrelations of the two-hop neighbourhood time series at v
perform time series analysis to find adequate ARIMA models
calculate twoHopResiduals(v)
if isSignalCUSUM(twoHopResiduals(v)) then
if isCurrentT ime(coincides(TC_INTERV AL(v))) then
TwoHopCUSUMSignal(v) = true
else
transmit HELLO message
end if
end if
end if
if TC_TIMER(v) has expired then
set TC_TIMER(v)
remove autocorrelations of the topological links time series at v
perform time series analysis to find adequate ARIMA models
calculate topoResiduals(v)
if isSignalTopoCUSUM(topoResiduals(v)) then
TopoCUSUMSignal(v) = true
end if
if isSignalMCUSUM(twoHopResiduals(v), topoResiduals(v)) then
if TwoHopCUSUMSignal(v) then
transmit HELLO message
end if
if TopoCUSUMSignal(v) then
for all i ∈MS(v) do
transmit TC message
end for
end if
end if
end if
Algorithm 3: A∗-OLSR algorithm to send HELLO and TC messages at node
v
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ond time series is the number of edges in the topological graph derived from a
node’s routing table, computed every TC_Interval.
Figure 5.1: Example network, and partial two-hop neighbourhood and topological
graphs at node 4.
Each two-hop neighbourhood entry at node i is a tuple (j, k) showing
that node k is a two-hop neighbour reachable through node j. The two-hop
neighbourhood graph consists of the edges (i, j) and (j, k). Each routing table
entry at node i is a tuple (d, j) specifying the next-hop neighbour j to forward the
packet to reach destination d. The topological graph contains edge (i, j), and edge
(j, d) indicating that d is reachable through j. Figure 5.1(a) shows an example
network and Figures 5.1(b) and (c) show its partial two-hop neighbourhood and
partial topological graphs, respectively. We first remove any autocorrelations that
exist in the time series and build ARIMA models as presented in §2.9.3.
We divide the model building process into an off-line phase to obtain an
initial ARIMA model, and an online phase to measure the performance of the A∗-
OLSR protocol on the fly. The off-line phase reduces the search space of the online
model building phase. The models may then be used to control when HELLO
and TC messages are transmitted.
103
Figure 5.2: Time series of 2-hop neighbourhood of a representative node moving
2m/s.
5.1.2.1 Off-line Model Building
Off-line model building is used to determine a model that is adequate to remove
non-stationarity and serial correlation in the collected data. We proceed using the
Box-Jenkins method. Simulations of OLSR are carried out in ns-2 [117] using
the parameters in Table 5.2. Minitab [62] is used to build the off-line models
at 2, 5, 10, 15 and 20m/s. We present the model building approach at 2m/s in
Figures 5.2 through 5.15. Off-line model building helps reduce our search space
during online model building phase. Figures 5.2 and 5.3 show the time series for
the number of links in the two-hop neighbourhood and in the topological graph
as perceived by a representative node moving 2m/s.
Both time series are non-stationary; they show a large number of succes-
sive increases and decreases. Figures 5.4 and 5.5 show the ACF for the two-hop
neighbourhood and topological links time series. Figure 5.4 decays very slowly;
the first 24 autocorrelation coefficients exceed the confidence interval. Thus, the
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Figure 5.3: Time series of topological links of a representative node moving 2m/s.
Figure 5.4: ACF of 2-hop neighbourhood links of a representative node moving
2m/s.
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two-hop neighbourhood links series is serially correlated and the correlation tails-
off very slowly. The slow decay of the ACF also indicates non-stationarity in the
time series. The non-stationarity and correlative structure needs to be removed
from the series. The differenced series shows high variance, the standard devia-
tion is 12.29 (see Figure 5.6). The corresponding ACF in Figure 5.7 tails-off and
then becomes larger at higher lags. Thus, the correlative structure needs to be
removed further.
Figure 5.5: ACF of topological links of a representative node moving 2m/s.
The second difference, i.e the difference of first differences, is formed to
remove the high variance and the correlation in the series. Figure 5.8 shows the
second differenced time series for the two-hop neighbourhood links and Figure
5.9 shows the corresponding ACF. The variance in the time series has reduced,
except for a few outliers the standard deviation is 8.32. Taking the third difference
increases the standard deviation to 15.97, so there is no need to difference the series
any further. The ACF in Figure 5.9 shows a sinusoidal pattern around zero, this
kind of pattern is indicative of a stationary time series [12]. It tails-off after lag
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Figure 5.6: ∇1 of the 2-hop neighbourhood links of a representative node moving
2m/s.
Figure 5.7: ACF of ∇1 of the 2-hop neighbourhood links of a representative node
moving 2m/s.
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two, indicating that there may be an autoregressive model of order 2. To decide
the order of the autoregressive moving average model, the PACF of the second
difference of two-hop neighbourhood links is studied.
Figure 5.8: ∇2 of the 2-hop neighbourhood links of a representative node moving
2m/s.
The partial autocorrelation functions for the second difference of two-hop
neighbourhood links and first difference of topological links is given in Figures
5.12 and 5.13, respectively. The PACF for two-hop neighbourhood links cuts-off
after lag 1 while the PACF for topological links tails-off. Thus, the ARIMA model
for two-hop neighbourhood links has no moving average part whereas the ARIMA
model for the topological links has a moving average part of order 1. Hence, the
ARIMA model is of order (0,1,1).
A similar study of the successive differences of the topological links shows
that a single differencing provides a stationary series and the ACF cuts off at lag
1 (see Figures 5.10 and 5.11).
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Figure 5.9: ACF of ∇2 of the 2-hop neighbourhood links of a representative node
moving 2m/s.
Figure 5.10: ∇1 of the topological links of a representative node moving 2m/s.
109
Figure 5.11: ACF of ∇1 of the topological links of a representative node moving
2m/s.
Figure 5.12: PACF of 2-hop neighbourhood links of a representative node moving
2m/s.
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Figure 5.13: PACF of topological links of a representative node moving 2m/s.
Minitab [62] is used to estimate the ξ and φ parameters for the two-
hop neighbourhood links, and the θ parameter for the topological links. The
ARIMA(1,2,0) model for the two-hop neighbourhood links is
xt = 0.079 + 1.457xt−1 + 0.086xt−2 − 0.543xt−3 + ǫt, (5.1)
and the ARIMA(0,1,1) model for the topological links is
xt − xt−1 = 1.827 + ǫt − 0.037ǫt−1. (5.2)
The residuals, ACF and PACF of the residuals, normal plot of residuals,
and the fitted values versus residuals of the ARIMA(1,2,0) for the two-hop neigh-
bourhood links are shown in Figure 5.14. The residuals in Figure 5.14(a) look
random, i.e., the serial correlation has been removed; since the ACF and PACF in
Figures 5.14(b) and (c) do not exceed the 95% confidence interval, the residuals
of the ARIMA(1,2,0) do not show any correlation. The normal plot in Figure
5.14(c) follows the normal curve closely, another indication that the residuals fol-
low the normality assumption. The residuals versus the fitted values in Figure
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Figure 5.14: Time series plot of residuals, ACF and PACF of residuals, normal
plot of residuals, and residuals versus fitted values of 2-hop neighbourhood links
of a representative node moving 2m/s.
(a) Time series of residuals (b) ACF
(c) PACF (d) Normal plot of residuals
(e) Residuals versus fitted values
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5.14(e) does not show any pattern indicating increase of variance with time. Even
though it shows high variance, the model is acceptable.
Figure 5.15: Time series plot of residuals, ACF and PACF of residuals, normal
plot of residuals, and residuals versus fitted values of topological links of a repre-
sentative node moving 2m/s.
(a) Time series of residuals (b) ACF
(c) PACF (d) Normal plot of residuals
(e) Residuals versus fitted values
Similarly, the ARIMA(0,1,1) is an adequate model for the topological links.
The residuals, ACF and PACF of the residuals, normal plot of residuals, and the
fitted values versus residuals of the ARIMA(0,1,1) for the topological links are
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Table 5.1: Ljung-Box statistics for ARIMA(1,2,0) and ARIMA(0,1,1) models.
ARIMA(1,2,0) ARIMA(0,1,1)
Lag 12 24 36 48 12 24 36 48 8
χ2 3.7 8.1 16.2 21.3 2.8 10.9 22.1 29.0
Degrees of 9 21 33 45 9 21 33 45 5
Freedom
p-Value 0.960 0.997 0.996 0.999 0.904 0.927 0.879 0.950
shown in Figure 5.15. Once again, the residuals in Figure 5.15(a) look random,
i.e., the serial correlation has been removed; since the ACF and PACF in Figures
5.15(b) and (c) do not exceed the 95% confidence interval, the residuals of the
ARIMA(0,1,1) do not show any correlation. Other than the point in the far
upper left corner all the points follow the normal curve Figure 5.15(d) closely,
showing that the residuals are normally distributed. Other than a few outliers,
the residuals versus the fitted values in Figure 5.15(e) shows low variance and the
model is acceptable.
The Ljung-Box test is also performed on the residuals of the ARIMA(1,2,0)
and ARIMA(0,1,1) models. The χ2 statistics together with the degrees of free-
dom and p-values for lags 12, 24, 36 and 48 are presented in Table 5.1. For
ARIMA(1,2,0), at lag 12, the χ2 value 2.8 and the corresponding p-value of 0.904
(9 degrees of freedom) indicates there is a 90.4% probability that the data is un-
correlated. These and the p-values for ARIMA(0,1,1) indicate that the models
are adequate.
Simulation studies with node speeds 5, 10, 15 and 20m/s are also per-
formed. Off-line modelling for each speed shows that second differencing is re-
quired to remove non-stationarity in the two-hop neighbourhood links and a single
differencing is adequate to remove non-stationarity in the topological links series.
Off-line modelling for higher speeds also shows that the order of the autoregres-
sive and moving average models may change though they never exceed two. In
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some cases, ARIMA models for the two-hop neighbourhood links have non-zero
q values; the same is true for the p values of the ARIMA models for topological
links. For example, the ARIMA(2,2,1) and (2,2,2) are adequate models for the
two-hop neighbourhood links at 10 and 20m/s, respectively. For the topological
links, ARIMA (1,1,1) and (2,1,2) are adequate for 10 and 20m/s. Thus, we need
to search for the model that provides the highest probability that the residuals
are random.
5.1.2.2 Online Model Building
We need to build ARIMA models online for the two characteristics to effectively
monitor and measure the performance of the protocol. During the simulations, the
graphical tools presented in §5.1.2.1 will not be as useful to determine the models.
The off-line models have reduced the search space for finding adequate models. We
now incorporate appropriate statistical tests that enable model building online.
The Augmented Dickey Fuller (ADF) test determines removal of non-stationarity
while the Ljung-Box test provides a probability of the residuals being random. We
use these tests during our online simulations to find whether the model residuals
are random.
gretl [37], a gnu open-source library, is used to perform the time series
analysis during online modelling. To find whether the series is stationary after
differencing, the Augmented Dickey-Fuller (ADF) test is used. Second order dif-
ferencing adequately removes non-stationarity in two-hop neighbourhood links
while first order differencing is adequate for topological links. Six ARIMA models
are built for each characteristic; these are (1,2,0), (1,2,1), (1,2,2), (2,2,0), (2,2,1),
and (2,2,2) for the two-hop neighbourhood links time series and (1,1,0), (1,1,1),
(1,1,2), (2,1,0), (2,1,1), and (2,1,2) for the topological links time series. The Ljung-
Box statistics for 24 lags of each model is checked. The model that provides the
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highest probability of the residuals being random is used in the simulations to
measure the performance of the A∗-OLSR protocol.
With serial dependence in the data removed, the residuals are ready to be
used with MCUSUM and CUSUM charts to determine when a significant change
in the collected data has occurred to warrant control packet transmission. Since,
the HELLO_Interval is a multiple of the TC_Interval, we use the average of resid-
uals of the two-hop neighbourhood links as one characteristic of the MCUSUM
chart; the other is the residual of the topological links. Each node selects how
many past values it should average for the two-hop neighbourhood links based
on its mode of operation. If a node is in Default mode it uses the last two val-
ues to calculate the average since its HELLO_Interval is 2 s, where as a node in
Fast-OLSR or Fast-Response mode averages the last four values collected since its
HELLO_Interval is 1 s. When the MCUSUM generates an out-of-control signal,
we check which of the CUSUM chart generated a signal; when the two-hop neigh-
bourhood links CUSUM generates a signal we send a HELLO message, we send a
TC message when the topological links CUSUM signals. Thus, we prevent sending
multiple messages of the same type when the CUSUMs and the MCUSUM signal
simultaneously. In order to maintain network connectivity, we transmit HELLO
messages when the two-hop neighbourhood links CUSUM signals. The simulta-
neous use of CUSUM charts together with the MCUSUM chart is two-fold: they
help understand which of the characteristics generated the signal and generate
network activity.
5.1.2.3 Tuning CUSUM and MCUSUM parameters
In large scale industrial processes, the in-control ARLs are large because false
alarms that trigger out-of-control signals are a major quality control issue; it
requires stopping the process to take corrective action. In our application, false
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alarms only generate the transmission of control information. Indeed, to some
extent false alarms are beneficial because even when the system is in-control some
overhead is required to keep the routes up-to-date. The values of k and h for the
CUSUM and MCUSUM chart, are tuned according to the methodology in [25].
Test simulations are performed to find the in-control ARL values for the
CUSUM and MCUSUM charts when k equals 0.05. The methodologies referenced
in §5.1.2.3 are followed to find the in-control ARL. For the two-hop neighbourhood
links CUSUM chart, the value of hu = 0.534 and hl = 0.934 provides ARL
+ = 2.77
(ARL for upper CUSUM) and ARL− = 5.07 (ARL for lower CUSUM); the ARL
for the CUSUM is 1.79. The hu and hl values for the topological CUSUM is
1.534 and 1.934, respectively; ARL+ = 11.18, ARL− = 18.1; and the ARL of
the CUSUM chart is 6.91. The upper two-hop neighbourhood CUSUM signal
can be interpreted as many new two-hop neighbourhood links coming up while
the lower two-hop neighbourhood CUSUM signal indicates links going down. We
need to inform the neighbouring nodes when new links come up, since they need to
update their two-hop neighbourhood and MPRs. The smaller ARL for the upper
two-hop neighbourhood CUSUM maintains network connectivity and provides
frequent route updates. The ARL for the lower two-hop neighbourhood CUSUM
is larger, we send HELLO messages to inform neighbouring nodes to recompute
their two-hop neighbourhood and MPRs since some neighbour and corresponding
routes are now invalid. The different ARLs for the upper and lower topological
CUSUM follows the same logic.
The MCUSUM chart using h = 0.434 and k = 0.05 has an ARL of 2.35 to
jointly monitor the two-hop neighbourhood links and the topological links and is
shown in Figure 5.16. When the Ti
2 values are greater than 0.434 the MCUSUM
chart generates an out-of-control signal. This signal together with the signals from
the individual CUSUM charts imply that either the two-hop neighbourhood and
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the topology has changed and the change is significant enough to take corrective
actions. The corrective action is to send a HELLO and a TC message whenever
the MCUSUM signals.
Figure 5.16: MCUSUM chart for 2-hop neighbourhood and topological links of a
representative node moving 2m/s and ARL = 2.35.
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Because it is not clear which of the characteristics is responsible for the
MCUSUM chart signalling, CUSUM charts are used to determine which charac-
teristic is responsible for the generated signal. The CUSUM charts are also used
individually, since a CUSUM may signal when the MCUSUM does not signal. In
case both the MCUSUM and the CUSUM charts generate out-of-control signals
at the same time, only one message of each type is transmitted.
5.2 Simulation Results
5.2.1 Simulation Set-up
Simulations using the ns-2 network simulator [117] with extensions for wireless
mobility [16] are performed to observe the performance of A∗-OLSR compared to
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OLSR, Adaptive OLSR, and A-OLSR. Since gretl requires the sample size to be
at least 100 to perform the time series analysis, the first 400 s of the simulation
is used to collect sufficient data. No data packet is transmitted during the data
collection period. Data transmission starts at 400 s and continues to the end of the
simulation. A sliding window of length 100 is used to store the series; the latest
observed value is appended to it, while the earliest value is discarded. Control
overhead (CO), throughput, TC and HELLO messages are measured. A brief
definition of each performance measure is provided below:
Throughput: Throughput is the average rate of successful message delivery over
a communication channel and is measured in kilo bits per second (Kbps).
Control overhead: is the bandwidth consumed by control packets transmitted
by the protocol for successful routing of data packets. The bandwidth in
(Kbps) consumed by the TC and HELLO messages are used as control
overhead.
TC overhead: is the bandwidth consumed in the transmission of TC messages.
HELLO overhead: is the bandwidth consumed in the transmission of HELLO
messages.
Average end-to-end delay: The end-to-end delay refers to the time taken for
a packet to be transmitted from the source of the flow to the destination.
Average end-end-delay (in seconds) is the end-to-end delay averaged over all
the packets that are successfully received.
Throughput per energy: Throughput per energy is the throughput achieved
per joule of energy consumed. It is measured in Kbps/joule.
119
Table 5.2: Simulation parameters for the A∗-OLSR protocol.
Parameter Values
Processor Intel(R) Core(TM)2 Quad (Q9550 @ 2.83GHz)
Memory 8 GB
Operating System Red Hat 4.1.2-51
Kernel Linux version 2.6.18-274.3.1.el5
Simulator ns-2 version 2.29
OLSR implementation um-olsr-0.8.8
MAC protocol IEEE 802.11b
Confidence interval 95%
Simulation area 800× 300m2
Nodes 50
Transmission range 250m
Channel bandwidth 2Mbps
Simulation duration 800 s
Traffic type Constant bit rate (CBR)
Packet arrival rate, size 100 pkts/s, 512 bytes
Mobility model Stationary random waypoint,
and real mobility traces
Node speed 2, 5, 10, 15, and 20m/s
Number of flows 1, 2, 5, and 10
k 0.05
5.2.1.1 Results with Random Waypoint Mobility Models
OLSR, Adaptive OLSR, A-OLSR, and A∗-OLSR are simulated using the param-
eters tabulated in Table 5.2. The results are presented in Figures 5.17 through
5.22 and tabulated in Table 5.3. Figure 5.17 shows the throughput for the above
mentioned protocols as compared to OLSR. At 2m/s, all three protocols show
decrease in throughput when compared to OLSR; the decrease is not statisti-
cally significant for Adaptive OSLR and A∗-OLSR. A-OLSR shows a decrease
in throughput by 2.24–5.11%, with its lowest throughout at 5m/s. At higher
speeds Adaptive OLSR and A∗-OLSR show a significant increase in throughput;
compared to OLSR, Adaptive OLSR increases the throughput by 1.16–10.45%
while A∗-OLSR increases it by 2.15–15.24%. Both Adaptive OLSR and A∗-OLSR
has their poorest throughput at 15m/s and the best throughput at 20m/s. A∗-
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Figure 5.17: Throughput for the A∗-OLSR protocol: one data flow with arrival
rate of 10 pkts/s using random waypoint mobility model.
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OLSR achieves statistically significant increase in throughput when compared to
OLSR and Adaptive OLSR.
Figure 5.18 shows the CO. Compared to OLSR, A∗-OLSR transmits 46.84–
50.07% less control overhead; the percent in savings increase as speed increases
only with the exception at 15m/s. A-OLSR shows a saving of 12.20–47.67%
decrease in CO. A-OLSR’s decrease in CO is 27.75% at 2m/s which reduces to
12.20% at 5m/s, and then increases as speed increases. Adaptive OLSR decrease
its CO from 12.1–57.45% when compared to OLSR; the savings in CO increase as
speed increases. A∗-OLSR decreases the CO by 46.84–50.07%, the savings increase
with speed except for 15m/s. Adaptive OLSR has the highest CO reduction at
15 and 20m/s, the reduction is statistically different from A∗-OLSR for 20m/s.
It achieves its CO reduction by restricting the size of the MPR sets to two in
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Figure 5.18: Control overhead for the A∗-OLSR protocol: one data flow with
arrival rate of 10 pkts/s using random waypoint mobility model.
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Fast-OLSR mode. As a result, fewer TC messages are forwarded by the MPRs
resulting in fewer control messages.
Figures 5.19 and 5.20 break out the total CO into TC and HELLO over-
head. Figure 5.19 shows the TC overhead for the variants of OLSR. A∗-OLSR
sends 30.16–46.43% fewer TC messages than OLSR; while A-OLSR saves 14.07–
45.29%. Adaptive OLSR sends 5.18–71.3% fewer TC messages, but increases by
0.89% at 5m/s. Once again, the large savings for Adaptive OLSR comes from its
Fast-OLSR mode. The trend is similar for these protocols to their corresponding
savings in CO. A∗-OLSR has the highest savings for up to 10m/s.
Figure 5.20 shows the HELLO overhead. In case of Adaptive OLSR and
A∗-OLSR, we plot the bandwidth consumed by the sum of HELLO and Fast-
HELLO messages. Since A-OLSR uses betweenness to control the transmission
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Figure 5.19: TC overhead for the A∗-OLSR protocol: one data flow with arrival
rate of 10 pkts/s using random waypoint mobility model.
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of TC messages only, it has the same number of HELLO messages as OLSR.
Adaptive OLSR sends 23.36–63.73% more HELLO overhead compared to OLSR.
The bandwidth consumption due to HELLO and Fast-HELLO messages varies
on the nodes’ mode of operation; nodes in the Fast-OLSR and Fast-Response
modes send smaller messages more frequently. The savings decrease with speed,
at higher speeds there are more nodes in the Fast-OLSR and Fast-Response modes
that send messages more frequently. A∗-OLSR sends 36.95–43.37% less HELLO
messages compared to OLSR; the savings decrease with increase in speed.
Figure 5.21 shows the average end-to-end delay. Compared to OLSR, A∗-
OLSR increases the delay by 3.64% at 2m/s and decreases it by 0.01–16.82% for
other speeds. Adaptive OLSR decreases the delay by 0.01–10.72% compared to
OLSR but shows an increase of 1.39 and 0.49% at 10 and 15m/s speeds. Both A∗-
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Figure 5.20: HELLO overhead for the A∗-OLSR protocol: one data flow with
arrival rate of 10 pkts/s using random waypoint mobility model.
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OLSR and Adaptive OLSR show a saw-tooth pattern in the average end-to-end
delay plot.
Figure 5.22 plots the throughput achieved per joule of energy consumed.
A-OLSR decreases throughput per energy by 3.94–50.38% compared to OLSR.
A-OLSR achieves less throughput compared to the other protocols as a result
its throughput per energy also is lower. When compared to OLSR, Adaptive
OLSR increases its throughput per energy by 2.54–16.51% but decreases it by
0.81 and 31.08% at 2 and 20m/s. A∗-OLSR increases the throughput per energy
by 1.49–53.75% compared to OLSR; throughput per energy increases as speed
increases. At 20m/s, A∗-OLSR shows a reduction in throughput per energy.
Adaptive OLSR and A∗-OLSR has higher throughput than the other protocols
and thus their throughput per energy is also higher. At 20m/s, even though both
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Figure 5.21: Average end-to-end delay for the A∗-OLSR protocol: one data flow
with arrival rate of 10 pkts/s using random waypoint mobility model.
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the protocols achieve higher throughput, data packets are retransmitted multiple
times before they are successfully received at the destination. This consume more
energy and reduces the throughput per energy.
Simulations with 2, 5, and 10 flows gave similar results and are not provided
here. An interesting aspect of the CO, TC, and HELLO message plots for A∗-
OLSR is the flatness of the curve. This is due to the fact that the serial correlation
of the data has been removed adequately and the usage of the same in-control
ARLs for all speeds.
5.2.1.2 Results with Real Wireless Traces
We also ran simulations on real trace files based on human mobility provided
by the Community Resource for Archiving Wireless Data at Dartmouth (CRAW-
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Figure 5.22: Throughput per energy for the A∗-OLSR protocol: one data flow
with arrival rate of 10 pkts/s using random waypoint mobility model.
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Table 5.3: Percentage difference for OLSR, A-OLSR, Adaptive OLSR and A∗-
OLSR for a single flow with 100 pkts/s arrival rate. Negative/positive values
represent percentage decrease/increase.
Speed (m/s)
Protocol Metric 2 5 10 15 20
OLSR Thput (Kbps) 404.39 374.57 346.82 330.60 295.61
CO (Kbps) 56.15 63.16 72.01 76.01 79.01
A-OLSR ∆ Thput (%) +1.38 -1.15 +0.53 -1.80 -1.53
∆ CO (%) -27.72 -12.20 -22.48 -43.24 -47.67
Adaptive ∆ Thput (%) -0.07 +1.16 +4.18 +0.12 +10.45
OLSR ∆ CO (%) -20.54 -15.39 -24.39 -44.91 -58.45
A+-OLSR ∆ Thput (%) -0.01 -0.26 +5.53 +2.15 +15.24
∆ CO (%) -46.84 -49.18 -50.4 -48.58 -50.07
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DAD) [27]. We use traces collected from four different sites, they were collected
at North Carolina State University (NCSU), New York City, Disney World at Or-
lando and the North Carolina State Fair. The traces were collected using Garmin
GPS 60CSx handheld receivers which have a position accuracy of better than
three meters 95% of the time.
A GPS receiver takes a reading of its current position every 10 s. The
time, the x, and the y dimensions from a reference point are recorded into a
daily track log. The logs may have discontinuity when bearers move indoors
where GPS signals cannot be received. Each file represents a daily trace from one
participant. Each participant can make one or more daily trace files. Since the
data is annonimized, we are unable to tell which files belong to the same person
and have thus treated them as files belonging to different persons. We converted
the trace files from the tuple < time, x_dim, y_dim > to the ns-2 compatible
mobility file format where each node has an initial location x0, y0 at time t0 (t0 =
0). The mobility file also consists of node movements and are recorded as a
destination location x1, y1 with a specific speed. The speed is calculated based on
the distance the node travels from time t0 to t1. Every 10 s these calculations are
made and recorded in the ns-2 compatible mobility file.
The participants in NCSU Campus [95] were randomly selected students
who took a course in the Computer Science department. Every week, two or
three randomly chosen students carried the GPS receivers for their daily regular
activities.
The New York City (NYC) [96] traces were obtained from eight volunteers
living in Manhattan or its vicinity. Most of the participants have offices in Man-
hattan. Their trace logs contain relatively long distance travels because of their
long commuting paths. Their means of travel include subway trains, buses, and
mostly walking.
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The Disney World (DW) [93] traces were obtained from four volunteers
who spent their Thanksgiving or Christmas holidays in Disney World, Florida,
USA. For our study, we use only the trace logs from the inside of the theme parks.
The participants mainly walked in the parks and occasionally rode trolleys.
The North Carolina State Fair (NCSF) [94] trace logs were collected from
eight volunteers who visited a local state fair including many street arcades, small
street food stands, and showcases. The site is completely outdoors and is the
smallest among the four sites. Each participant in the NCSF scenario spent less
than three hours at the site.
The simulation results are shown in Figures 5.23 and 5.24 and are tab-
ulated in Table 5.4. A∗-OLSR outperforms all the other protocols by achieving
higher throughput and reducing the control overhead. For the NCSU trace file,
A-OLSR and A∗-OLSR protocols show 4.82% and 5.41% increase in throughput,
respectively, while Adaptive OLSR shows a 1.8% decrease when compared to
OLSR. Adaptive OLSR has the same control overhead as OLSR while A-OLSR
and A∗-OLSR show a decrease of 1.64% and 10.14% respectively. In this case
the nodes were moving around 0.68–22.99m/s; most of the time the node speed
was between 1 and 4m/s. Since the traces were sampled every 10 s, none of the
nodes changed their mode to Fast-OLSR, Adaptive OLSR was not able to benefit
in saving control overhead.
When using the NYC trace files A-OLSR incurs 4.25%more overhead than
OLSR while achieving 5.38% more throughput. Compared to OLSR, Adaptive
OLSR reduces control overhead by 1.03% and increases its throughput by 0.22%.
A∗-OLSR, when compared to OLSR, decreases control overhead by 2.01% while
increasing throughput by 5.4%. Some nodes representing the buses and subways
in this trace file move with an average speed of 7.68m/s or 12.52m/s while
others move around 0.96m/s to 3.56m/s. Since the traces were collected every
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Figure 5.23: Throughput comparison of A∗-OLSR, A-OLSR, Adaptive OLSR, and
OLSR for CRAWDAD real traces: one data flow with arrival rate of 100 pkts/s.
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(d) North Carolina State Fair
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10 s, Adaptive OLSR and A∗-OLSR do not change their modes.
In case of the DW trace files all three protocols show an increase in through-
put. When compared to OLSR, A-OLSR, Adaptive and A∗-OLSR increases the
throughput by 12.38%, 6.53% and 20.74%, respectively. The corresponding sav-
ings in control overhead for A-OLSR and A∗-OLSR is 5.14% and 6.58%, respec-
tively, where as Adaptive OLSR incurs 0.1% more overhead. The source and
destination nodes are approximately three hops away from each other; A∗-OLSR
finds better paths in longer distances. The average speed of the nodes are 4.14m/s
while some nodes move at 19.84m/s to 23.6m/s. There is hardly any change in
the modes for the Adaptive OLSR and A∗-OLSR protocols.
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Figure 5.24: Control overhead comparison of A∗-OLSR, A-OLSR, Adaptive
OLSR, and OLSR for CRAWDAD real traces: one data flow with arrival rate
of 100 pkts/s.
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(b) New York City
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(c) Disney World
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(d) North Carolina State Fair
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Simulations using the NCSF trace files show that A∗-OLSR, when com-
pared to OLSR, increases throughput by 3.24% and saves 13.8% in control over-
head. While A-OLSR saves around 8.96% in control overhead, its throughput
decreases by 0.02%. Adaptive OLSR performs the worst in this scenario; com-
pared to OLSR, its throughput decreases by 2.76% while its control overhead
increases by 0.18%. The source- destination pair is approximately four hops away
from each other and the nodes move relatively slowly. Once again, A∗-OLSR
performs better in case of multi-hop routing.
Though the CUSUM and MCUSUM control charts are tuned on random
waypoint model, they perform very well when the mobility model changed.
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Table 5.4: Percentage difference for OLSR, A-OLSR, Adaptive OLSR and
A∗-OLSR for a single flow with 100 pkts/s arrival rate for the CRAWDAD
real wireless mobility traces. Negative/positive values represent percentage de-
crease/increase.
Trace
Protocol Metric NCSU NYC DW NCSF
OLSR Thput (Kbps) 139.69 324.11 68.34 314.23
CO (Kbps) 11.56 9.18 14.56 13.23
A-OLSR ∆ Thput (%) +4.82 +5.38 +12.38 -0.02
∆ CO (%) -1.64 +4.25 -5.14 -8.96
Adaptive ∆ Thput (%) -1.80 +0.22 +6.53 -2.76
OLSR ∆ CO (%) 0.00 -1.03 +0.1 +0.18
A∗-OLSR ∆ Thput (%) +5.41 +5.40 +20.74 +3.24
∆ CO (%) -10.14 -2.01 -6.58 -13.8
5.3 Summary
In this chapter we described how finding ARIMA models remove correlation in
the time series. Once the correlation is removed, the data is used in monitoring.
We introduce monitoring on two time scale using MCUSUM control charts. The
two characteristics that we choose are the tow-hop neighbourhood links and the
topological links. When the MCUSUM signals, we use individual CUSUM charts
to decide which characteristic generated the signal. Mobility is taken into account
by additional state that send Fast-HELLO messages to keep the network connec-
tivity information updated. The protocol outperforms in simulations using both
random waypoint mobility model and real wireless traces on human mobility by
statistically increasing the throughput and reducing the control overhead.
In the next chapter, we summarize the work presented in this dissertation
and provide future research directions.
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Chapter 6
CONCLUSION
In this chapter, we summarize the contributions of the proposed protocols and
discuss some future research directions.
6.1 Summary
In this dissertation, we propose adaptation of a proactive MANET routing pro-
tocol using statistical monitoring and control of local node conditions. Since
conditions in a MANET change rapidly and unpredictably, transmitting control
messages at fixed global periods without incorporating local conditions at a node
consumes bandwidth. Instead of transmitting periodic control overhead, we use
significant change in local conditions to trigger transmission of control overhead,
i.e., we make the proactive protocol “locally proactive”. By reducing the number
of control messages transmitted, we free bandwidth which can be used to trans-
mit application data. Since, fewer control messages are transmitted, there is less
channel contention and a corresponding reduction in average end-to-end delay.
Specifically, we propose three new adaptive routing protocols that use sta-
tistical monitoring and control of local conditions to decide when to transmit
overhead in OLSR, a proactive MANET routing protocol. OLSR transmits two
different kinds of messages periodically; the HELLO and the TC messages. The
HELLO messages transmit link information and are important in maintaining the
network connectivity, while the TC messages disseminate topology information to
construct multi-hop routes. Instead of periodic transmission of control overhead,
all three protocols use control charts to decide when to transmit control messages
in OLSR. Control messages are transmitted only when the corresponding chart
generates an out-of-control signal.
132
Chapter 3 presents the A-OLSR protocol, where each node monitors its
betweenness value in its two-hop neighbourhood graph using a Shewhart control
chart; TC messages are transmitted when the Shewhart chart generates a signal.
Betweenness, a measure of node importance in a graph and used in social network
analysis [123], correlates well with the notion of the MPRs in OLSR. Betweenness
captures the connectivity information of the two-hop neighbourhood graph of a
node. Thus, the correlation between the MPRs and nodes with higher betweenness
values. We chose to control transmission of TC messages since these messages
are larger in size than the HELLO messages and help in building the multi-hop
routes. Routes within two-hop distances are readily available from the two-hop
neighbourhood constructed by the transmission and processing of the HELLO
messages. A-OLSR significantly reduces the control overhead when compared to
OLSR with little impact on delay. There is a slight decrease in throughput.
The decrease in the throughput of A-OLSR raises a question on the ex-
istence of other local conditions that play a key role on the throughput. We
therefore incorporate additional local conditions to further reduce the control
overhead in A+-OLSR presented in Chapter 4. Only nodes involved in transmit-
ting application data monitor their betweenness values using a EWMA control
chart to decide transmission of TC messages. When tuned properly, a EWMA
chart is more sensitive to small deviations that a Shewhart chart. The monitored
betweenness values are small, which leads to using an EWMA chart to detect
significant changes. Since fewer control messages are transmitted, to achieve a
balance between control overhead and throughput, a “keep-alive” timer is used
to update routes. The timer value is optimized using RSM techniques based on
the factors node speed, density, packet arrival rate and number of flows routed
through a node. We account for node mobility by incorporating additional states
(Fast-OLSR and Fast-Response) that help maintain network connectivity by send-
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ing Fast-HELLO messages every second. Monte Carlo simulations are performed
to tune the EWMA chart at each node; the chart is tuned on specific node speed
using the random waypoint mobility model. The EWMA chart has different ARLs
for different speed. A+-OLSR significantly improves the throughput while reduc-
ing control overhead. Realistic simulations in the presence of packet errors show
that A+-OLSR is superior in achieving higher throughput especially in high mo-
bility and multi-hop routing scenarios. It also outperforms the other comparable
protocols when simulated with real wireless traces collected on human movement.
A well known problem with control charts is the degradation of their per-
formance in the presence of correlated data. They may generate too many false
alarms if the data is positively correlated and may not generate any alarm if it is
negatively correlated. The data collected for monitoring shows correlation, which
has to be removed. In Chapter 5, we use time series analysis in the A∗-OLSR
protocol to find ARIMA models that remove the autocorrelation and monitor
the residuals using control charts. A∗-OLSR also incorporates monitoring on two
different time scales using multivariate CUSUM charts. Here, we monitor the
two-hop neighbourhood links and topological links to decide when to transmit
HELLO and TC messages, respectively. In conjunction to the MCUSUM, two
two-sided CUSUM charts are concurrently used to monitor the two characteris-
tics, they help us decide which type of message needs to be transmitted when
the MCUSUM signals. The two-sided CUSUMs are tuned such that they sig-
nal more often when new links appear as opposed to when links are lost. The
CUSUM and MCUSUM charts are tuned on the random waypoint model, this
time they have the same ARL for all speeds. Since the correlation is removed, it
is not necessary to tune the ARLs to specific speed or mobility model. Mobility
is accounted for by the introduction of additional states. A∗-OLSR outperforms
the other variations of OLSR in simulation using both random waypoint mobility
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models and real wireless traces collected on human movement. There is a signifi-
cant increase in throughput and decrease in control overhead in both simulation
scenarios, especially in higher mobility and multi-hop routing scenarios.
The results of the research presented in this dissertation provide strong
evidence that statistical monitoring is effective in reducing the control overhead
and adapting the protocol to local node conditions. We have shown that includ-
ing local conditions in the decision making process to transmit control overhead
reduces the overhead. Incorporating multiple local conditions and taking account
of mobility improves the throughput of the protocols significantly while reducing
the control overhead. The ARLs of the EWMA chart for the A+-OLSR protocol
are tuned using the random waypoint mobility model. The ARLs are found to be
dependent on node speed, i.e., they are different for each speed. They perform well
when simulations are run with realistic scenarios such as in the presence of packet
errors, and with the real wireless traces; the ARLs do not need any further retun-
ing. We removed the autocorrelation in the data for the A∗-OLSR protocol using
ARIMA models. After the removal of the autocorrelation, the MCUSUM and
CUSUM control charts are tuned using the random waypoint mobility model.
The ARLs are independent of node speed and the mobility model being used.
They perform well with the real wireless traces without any further retuning. For
the A∗-OLSR protocol, finding the appropriate ARIMA models reduces the effort
and time to tune the control charts by a significant amount. The approach is
general and can be used in many protocols for control.
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6.2 Future Directions
Several research directions arise from the work presented in this dissertation.
The approach of using control charts to reduce transmission of control
overhead is general and can be used in many protocols. For example, routing pro-
tocols such as AODV and TBRPF also transmit HELLO messages periodically.
AODV is a reactive protocol and tries to reduce its latency by the transmission
of these periodic messages. TBRPF transmits differential HELLO messages, i.e.,
messages contain only the changes that occurred in the previous period, to re-
duce control overhead. When no change occurs in the previous period, TBRPF
transmits empty HELLO messages. The empty HELLO messages still consume
bandwidth which may otherwise be used for data transmission. Instead of sending
the messages periodically, control charts can be used to decide when they need
to be transmitted. These are two examples where we can use control charts to
reduce overhead. They can also be used to control other aspects of a protocol.
We used node speed, density, packet arrival rate and number of flows routed
through a node to optimize the “keep-alive” timer values for A+-OLSR. These are
a few of the network layer factors and their interactions that affect the routing
protocol performance. Other network layer factors such as route timeout values,
neighbourhood hold time, and topology hold time are not considered. Taking
these factors into account may improve the empirical models and improve the
protocol performance. Moreover, we varied speed from 5–20m/s. Our simulation
results include 2m/s. Finding out the extrapolative behaviour of the models for
speeds higher than 20m/s is an interesting next step. This may help validate the
RSM models and the optimized values.
We considered only factors that belong to the routing protocol, i.e. the
network layer. Research already shows that there is significant interaction among
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the cross-layer factors [8, 9, 119]. Though the increase in throughput is significant
for higher speeds, a question arises as to whether there are some cross-layer factors
playing key roles in protocol performance. Careful investigation is required in
this area; including cross-layer factors and their interactions will help us better
understand the local conditions that need to be incorporated to make the protocol
adaptive.
We effectively removed the autocorrelation in the data by finding ARIMA
models. As a result, the control charts for A∗-OLSR are independent of node
speed. This removes the false signalling problem of the control charts. The charts
are robust and perfor am well with different mobility models without further
retuning. However, when using multiple characteristics on a single MCUSUM
chart, if the characteristics show correlation, it is difficult to figure out which of
them generated the signal. We used individual CUSUM charts for the purpose of
understanding the signalling of the MCUSUM chart. This method does not take
the variance-covariance of the two characteristics into account; in practice this
matrix must also be monitored [124]. Research shows that principal component
analysis (PCA) [85], Minimax control chart [104], and cause-selecting control chart
[121] is better able to take the correlation among characteristics into account.
Using some of these techniques will provide more accurate information about the
signals the control charts generate.
Though effective in removing autocorrelation, ARIMA modelling and esti-
mating the model parameters are expensive for MANETs since the mobile nodes
have limited resources and computing capability. Similarly, regressing the ARIMA
model equations to find the residuals also require some computation. We have
not considered the computational cost as part of the protocol overhead in this
dissertation. Analytical models are required to incorporate the associated cost of
finding the ARIMA models and computing the residuals in the protocol overhead.
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Finally, the results for all the protocols presented here are based on sim-
ulation only. Their effectiveness when implemented in real world testbeds is of
particular interest. These implementations may provide surprising results, and
may require more detailed monitoring of the characteristics that we have consid-
ered. There may be more factors in play in real environment than the simulation
suggests. Moreover, the computational cost of finding the ARIMA models need
to be considered in testbed deployment as well. This may provide insight in how
to perform the ARIMA modelling and result in heuristics that restrict most of
the modelling effort and cost to an offline phase and reduce the computational
cost while implementing in the testbed without degrading the performance of the
models. Considering these factors may improve the effectiveness of the monitoring
techniques for MANETs.
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