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Abstract
In this thesis, we investigate graphs and hypergraphs that have (relaxed) product structures.
In the class of graphs, we discuss in detail RSP-relations, a relaxation of relations fulfilling
the square property and therefore of the product relation σ, that identifies the copies of the
prime factors of a graph w.r.t. the Cartesian product. For K2,3-free graphs finest RSP-
relations can be computed in polynomial-time. In general, however, they are not unique
and their number may even grow exponentially. Explicit constructions of such relations in
complete and complete bipartite graphs are given.
Furthermore, we establish the close connection of (well-behaved) RSP-relations to
(quasi-)covers of graphs and equitable partitions. Thereby, we characterize the existence of
non-trivial RSP-relations by means of the existence of spanning subgraphs that yield quasi-
covers of the graph under investigation. We show, how equitable partitions on the vertex
set of a graph G arise in a natural way from well-behaved RSP-relations on E(G). These
partitions in turn give rise to quotient graphs that have rich product structure even if G itself
is prime. This product structure of the quotient graph is still retained even for RSP-relations
that are not well-behaved. Furthermore, we will see that a (finest) RSP-relation of a product
graph can be obtained easily from (finest) RSP-relations on the prime factors w.r.t. certain
products and in what manner the quotient graphs of the product w.r.t such an RSP-relation
result from the quotient graphs of the factors and the respective product.
In addition, we examine relations on the edge sets of hypergraphs that satisfy the grid
property, the hypergraph analog of the square property. We introduce the strong and the
relaxed grid property as variations of the grid property, the latter generalizing the relaxed
square property. We thereby show, that many, although not all results for graphs and the
(relaxed) square property can be transferred to hypergraphs. Similar to the graph case,
any equivalence relation R on the edge set of a hypergraph H that satisfies the relaxed
grid property induces a partition of the vertex set of H which in turn determines quotient
hypergraphs that have non-trivial product structures. Besides, we introduce the notion of
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(Cartesian) hypergraph bundles, the analog of (Cartesian) graph bundles and point out the
connection between the grid property and hypergraph bundles.
Finally, we show that every connected thin hypergraphH has a unique prime factorization
with respect to the normal and strong (hypergraph) product. Both products coincide with
the usual strong graph product whenever H is a graph. We introduce the notion of the
Cartesian skeleton of hypergraphs as a natural generalization of the Cartesian skeleton of
graphs and prove that it is uniquely defined for thin hypergraphs. Moreover, we show that
the Cartesian skeleton of thin hypergraphs and its PFD w.r.t. the strong and the normal
product can be computed in polynomial time.
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Chapter 1
Introduction
Products are a common way in mathematics of constructing larger objects from smaller
building blocks. It is of key interest then to understand the structure of a large object by
decomposing it into its prime building blocks.
Graph products are natural structures in discrete mathematics [26, 54] that arise in a
variety of different contexts, from computer science [2, 29, 31] and computational engineering
[48, 49] to theoretical biology [20, 21, 8, 61, 63]. They can be constructed in many different
ways. For example, different constructions arise depending on whether loops are considered
or not. As shown in [42], it is possible to define 256 different products of graphs such that
the vertex set of a product graph is the Cartsian product of the vertex sets of its factors
and adjacency in the product graph depends only on the adjacency properties in the factors.
However, there are only four ”standard graph products” that preserve the salient structure
of their factors and behave in an algebraically reasonable way: The Cartesian product ✷,
the direct product ×, the strong product ⊠, and the lexicographic product ◦, see Figure 1.1.
Their structural features have been studied extensively over the last decades. It is well known
how many of the important graph invariants propagate under product formation. Results
on uniqueness of prime factor decomposition (PFD) are available for the standard graph
products [58, 62, 11, 52, 40] and efficient algorithms have been devised to decompose graph
products into their prime factors [15, 3, 41, 16, 31, 17]. Several monographs cover the topic
in substantial detail and serve as standard references [43, 44, 28].
In contrast, very little is known about product structures of hypergraphs, even though
hypergraphs have become increasingly important models of network structures. Most of
the constructions of hypergraph products can be seen as generalizations of the four standard
graph products. Thereby, it is possible to find several non-equivalent generalizations of graph
products, especially the direct and the strong graph product [37]. The most widely studied
variant, the so-called square product, however, is an exception. Literature on hypergraph
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Fig. 1.1: The four standard products. In all cases V (G1 ⊛ G2) = V (G1) × V (G2). (a) Two vertices
(x1, x2), (y1, y2) are adjacent in the Cartesian product G1✷G2 if (i) (x1, y1) ∈ E(G1) and x2 = y2,
or (ii) (x2, y2) ∈ E(G2) and x1 = y1. (b) They are adjacent in the direct product G1 × G2
if (iii) (x1, y1) ∈ E(G1) and (x2, y2) ∈ E(G2). (c) The strong product G1 ⊠ G2 has edge set
E(G1✷G2) ∪ E(G1 ×G2). (d) (x1, x2), (y1, y2) are adjacent in the lexicographic product G1 ◦G2
if they satisfy (ii) or if (iv) (x1, y1) ∈ E(G1).
products is mostly concerned with the propagation of invariants. Unique PFD results are
known for the Cartesian product [39], the lexicographic product and the so called co-strong
product [23], and the square product [10] of hypergraphs. A first polynomial time algorithm
to compute the PFD of connected undirected hypergraphs w.r.t. Cartesian product is given
in [6]. A recent survey [37] gathers the existing literature, focusing on the basic properties of
the various hypergraph products and their mutual relationships.
































Fig. 1.2: Some Hypergraph products. (a) The Cartesian product can be generalized straight forward from
graphs to hypergraphs. (b) and (c) Two different hypergraph products generalizing the direct
graph product. (d) The square product of two graphs is no longer a graph but a 4-uniform
hypergraph.
Prime factorizations of graphs and hypergraphs are closely related to so-called product
relations on their edge sets. For instance, modern proofs of PFD theorems for the Cartesian
graph product rely on characterizations of the product relation σ on the edge set of the given
graph [47]. The key property of σ is that connected components of the subgraphs induced by
the classes of σ are precisely the layers, i.e., (e, f) ∈ σ if and only if the edges e and f belong
to copies of the same (Cartesian) prime factor [58, 28], see Figure 1.3(a). Classical results in
the theory of graph products establish that σ can be derived from other, easily computable,
relations on the edge set. It is shown in [47], that σ is just the convex hull of some locally
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defined relation δ, that satisfy the so-called square property, a restrictive condition on unique
chordless squares, see Figure 1.4 for an example. Following this, analogous results can be
obtained for the Cartesian product of hypergraphs [53], where the role of chordless squares





(b) P2 ⊠ P3.
Fig. 1.3: (a) The product relation σ on the edge set of a Cartesian product graph, whose classes are depicted
by dashed, resp. drawn-through lines, reflects the layers, i.e. isomorphic copies of the factors, w.r.t.
its PFD. (b) Product Relation σ on the Cartesian skeleton of a strong product graph with the
same factors as in (a). Equivalence classes of σ are depicted by dashed, resp. drawn-through lines.
Non-Cartesian edges are indicated by thin lines.
The basic idea underlying relaxed product structures is to construct generalizations of the
product relation that still retain some, but not all properties of the fibers. A relaxed product,
therefore, is a (hyper)graph admitting a non-trivial relaxed product relation. As an example,
in the class of graphs, a slight modification of the relation δ and the square property, that still
retains their salient properties, turned out to play a fundamental role for the characterization
of Cartesian graph bundles [66], a common generalization of both Cartesian products [28]
and covering graphs [1]. Hence, graph bundles can be viewed as relaxed products. By further
relaxations of certain conditions of the square property, that is by omitting requirements
for unique and chordless squares, one obtains equivalence relations R that have the relaxed
square property. For hypergraphs, relaxations of the grid property in an analogous way may
lead to the relaxed grid property. However, analogous constructions as graph bundles for
hypergraphs have not yet found consideration in the literature. Generalizations of product
relations provide an avenue to product-like graphs that is fundamentally different from the
“approximate product graphs” studied in [33, 34, 31, 35] in terms of coverings by small
factorizable subgraphs.
In the class of graphs, the Cartesian product is closely related to the strong product
and plays a central role in the PFD of strong product graphs, see Figure 1.3(b). In several
approaches [16, 27, 31], the key idea for the prime factorization of a strong product graph
G is to find a subgraph S(G) of G with special properties, the so-called Cartesian skeleton,
1. Introduction 4
(a) The relation δ∗. (b) Product relation σ = C(δ).
Fig. 1.4: (a) The equivalence relation δ∗, i.e., the tranistive closure of the relation δ, on the edges set of a
graph G with two equivalence classes, depicted by dashed, resp. drawn-through lines. In fact, G is
a Cartesian graph bundle. The dashed edges correspond to the isomorphic copies of the fiber. (b)
The convex hull of the relation δ, i.e., the product relation σ has only one equivalence class, since
indeed, G is prime w.r.t. Cartesian product.
that is then decomposed with respect to the Cartesian product. Afterwards, one constructs
the prime factors of G using the information of the PFD of S(G). Since it is known, that
Cartesian hypergraph products have unique PFD in the class of connected hypergraphs, this
seems to be a promising ansatz for finding the prime factors of a hypergraph w.r.t. the strong
and normal hypergraph product.
Within this work, we will examine systematically certain equivalence relations on the edge
set of a graph, so-called RSP-relations, that generalize the product relation σ. Furthermore,
we generalize the main statements to hypergraphs and the relaxed grid property. Thereby, we
introduce the notion of Cartesian hypergraph bundles as the hypergraph analog of Cartesian
graph bundles. Finally, we consider prime factorization of thin hypergraphs w.r.t. the strong
and the normal product, generalizing a well-known approach for graphs and introduce thereby
the Cartesian skeleton of a hypergraph.
This thesis is divided into two parts. In the first part, we consider graphs and equivalence
relations on their edge sets that characterize graphs as relaxed products. Basic concepts in
graph theory, a short introduction to graph products as well as terminology used in context
of equivalence relations within this thesis will be provided in Chapter 2.
In Chapter 3, we shortly introduce the (unique) square property and the closely con-
nected relation δ. Then, we turn to the relaxed square property, resp. (well-behaved) RSP-
relations. We show, that (some of) the structural features provided by the (unique) square
property are still retained under this relaxation and discuss difficulties in finding a finest
RSP-relation.
In Chapter 4, we establish the close connection between (well-behaved) RSP-relations,
(quasi-)covers and equitable partitions. We give an alternative characterization of graphs
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that admit a non-trivial RSP-relation in terms of quasi-covers and we will see, how equitable
partitions of the vertex set of a graph can be constructed from well-behaved RSP-relations
on its edge set.
The quotient graphs w.r.t. these partitions provide a natural product structure, even when
the graph itself is prime, as we will see in Chapter 5. Also if we neglect well-behaviour,
the product structure of these quotients is retained. We will see, how RSP-relations and the
structure of the respective quotient graphs of a Cartesian, direct or strong product graph can
be transfered from its factors.
Part I is based on the following articles: M. Hellmuth, L. Ostermeier, and P. F. Stadler.
Unique square property, equitable partitions, and product-like graphs. Discrete Mathematics,
320(0):92 – 103, 2014. And M. Hellmuth, T. Marc, L. Ostermeier, and P. F. Stadler. The
relaxed square property. Australasian Journal of Combinatorics, accepted for publication,
2015.
In the second part of this thesis, we examine certain product structures in hypergraphs.
Basic concepts in the theory of hypergraphs will be provided in Chapter 6. Moreover, we
will give a short overview about hypergraph products. To be more precise, we will consider
the Cartesian product as well as two different hypergraph products that both generalize the
strong graph product, the normal product and strong product.
Then, in Chapter 7, we examine the grid property, the hypergraph analog of the square
property, and its modifications, that plays a crucial role in the theory of Cartesian hypergraph
products. We thereby generalize the main statements that were made in Part I for graphs to
hypergraphs. We will introduce Cartesian hypergraph bundles as a generalization of Cartesian
graph bundles and examine its connection to the grid property.
Finally, we turn to the normal product and the strong product of hypergraphs in Chap-
ter 8, both generalizing the strong graph product. Following the key idea of factorization
of graphs w.r.t. the strong product, we introduce the Cartesian skeleton S (H), a partial hy-
pergraph of the hypergraph H, and use this to obtain PFD uniqueness results of the normal
and the strong hypergraph product. For this purpose, the 2-section [H]2 of a hypergraph H,
the graph defined on V (H) reflecting the adjacencies in H, turns out to be a useful tool. It
therefore enables the application of well known results for graphs to hypergraphs. On this
basis, an algorithm for computing the PFD of thin hypergraphs is given.
Part II is based on the following articles: L. Ostermeier, and P. F. Stadler. The Grid
Property and Product-Like Hypergraphs. Graphs and Combinatorics, 31(3):757 – 770, 2015.
And M. Hellmuth, L. Ostermeier, and M. Noll. Strong products of hypergraphs: Unique





Within this chapter, we provide basic definitions, that will be used in this thesis. We begin
with general concepts in graph theory, mainly following the notation in [9]. We proceed with
a short overview about graph products, where we give the definition and basic properties of
the Cartesian, the strong and the direct product. Finally, we consider equivalence relations
on the edge set and partitions of the vertex set of a graph.
2.1 Graphs
An (undirected) graph is a pair G = (V (G), E(G)) of vertex set V (G) and a family E(G)
consisting of unordered pairs of elements of V (G), the edges of G. To avoid ambiguity, we
always assume that V (G) ∩ E(G) = ∅. An edge e = [u, v] is said to join the vertices u and
v. u and v are then called endpoints of e. An edge e with identical endpoints, e = [u, u],
is called loop. A graph G is simple if E(G) is a set, i.e., there are no multiple edges, and
contains no loops. With LG we denote the graph which emerges from G by adding a loop to
every vertex v ∈ G. If G is a graph that is not simple, we denote with N (G) the underlying
simple graph, i.e., V (N (G)) = V (G) and E(N (G)) is the set that contains all edges of G
exactly once and with all loops deleted.
An edge e is incident to a vertex v, if v is an endpoint of e. Two edges are said to be
adjacent if they have a common endpoint. Two vertices are adjacent if they are joined by
an edge. A subset of the vertex set V (G) whose vertices are pairwise not adjacent is called
independent. A graph G is totally disconnected if V (G) is an independent set. The set of
vertices that are adjacent to a vertex v is called (open) neighborhood of v, denoted with
NG(v). A graph G is called complete graph if its vertices are pairwise adjacent. It will be
denoted by K|V (G)|, where |X| is the cardinality of a set X. G is a complete bipartite graph
if its vertex set can be partitioned into two independent sets, V (G) = X∪̇Y , such that any
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vertex from X is adjacent to any other vertex from Y . It will be denoted by K|X|,|Y |.
The degree degG(v) of a vertex v in G is the number of edges incident to v. If G is a
simple graph, we have degG(v) = |NG(v)|. With δ(G) and ∆(G) we denote the minimum
degree and maximum degree of G, respectively. That is, δ(G) = minv∈V (G) degG(v) and
∆(G) = maxv∈V (G) degG(v)
Paths, Cycles. A walk in a graph G is a sequence Pv0,vk = (v0, v1, . . . , vk), where [vi−1, vi] ∈
E(G) for all i = 1, . . . , k. We may also write Pv0,vk = (e1, e2 . . . , ek), with ei ∈ E(G), where
ei = [vi−1, vi]. The walk Pv0,vk is said to join the vertices v0 and vk. A path is a walk where
the vertices v0, . . . , vk and edges are all distinct. The length of a path is the number of edges
contained in the path. A path of length k will often be denoted with Pk. A k-cycle is a
sequence C = (v0, v1, . . . , vk−1, v0), such that Pv0,vk−1 is a path. A triangle is a 3-cycle. A
4-cycle Sq = (v0, v1, v2, v3, v0) is often called square, denoted with v0− v1− v2− v3. An edge
d = [vi, vi+2], subscripts taken modulo 4, is called diagonal or chord of the square Sq. If
there is no such edge, Sq is called chordless or diagonal free. Any two adjacent edges in a
square Sq are said to span Sq. Two nonadjacent edges in a square are called opposite edges.
The distance dG(v, v
′) between two vertices v, v′ of G is the length of a shortest path
joining them. We set dG(v, v
′) =∞ if there is no such path. A graph G is called connected,
if any two vertices are joined by a path.
Subgraphs. A graph H is a subgraph of G, H ⊆ G, if V (H) ⊆ V (G) and E(H) ⊆ E(G).
A subgraph H is an induced subgraph of G if x, y ∈ V (H) and [x, y] ∈ E(G) implies [x, y] ∈
E(H). H is called spanning subgraph if V (H) = V (G). If none of the subgraphs H of G is
isomorphic to a graph K, we say that G is K-free. A maximal connected subgraph of G is
called connected component of G.
A connected subgraph H ⊆ G is called convex, if all shortest paths in G between two
vertices in H are also contained in H. We say that H is k-convex if for any pair of vertices
u, v ∈ V (H) of distance dG(u, v) ≤ k, the set of all shortest paths from u to v in G is also
contained in H. Note, a 1-convex subgraph is an induced subgraph and convexity is the same
as ∞-convexity. For general H, i.e., if H is not necessarily connected, we call H (k-)convex,
if all of its connected components are (k-)convex.
Homomorphisms and Covering Constructions. For two graphs G and H a homomor-
phism from G into H, written as f : G→ H, is a mapping f : V (G)→ V (H) such that f(u)
and f(v) are adjacent inH whenever u and v are adjacent in G. A mapping f : V (G)→ V (H)
is a weak homomorphism if adjacent vertices are mapped either to adjacent vertices or the
same vertex. Weak homomorphisms are also known as graph maps.
A homomorphism f that is bijective is called an isomorphism if holds [f(u), f(v)] ∈ E(H)
if and only if [u, v] ∈ E(G). We say, G and H are isomorphic, in symbols G ∼= H if there
exists an isomorphism between them. An isomorphism from a graph G onto itself is called
2. Basics I 9
automorphism. Aut(G) denotes the set of all automorphisms of a graph G. Homomorphisms
of graphs have been widely investigated, for example in [30].
A homomorphism f : G → H between two graphs G and H is called locally surjective
if f(NG(u)) = NH(f(u)) for all vertices u ∈ V (G), i.e., if f|NG(u) : NG(u) → NH(f(u)) is a
surjection. Analogously, f is called locally bijective if for all vertices u ∈ V (G) it holds that
f(NG(u)) = NH(f(u)) and |f(NG(u))| = |NH(f(u))|, i.e., f|NG(u) : NG(u) → NH(f(u)) is a
bijection. Notice, a locally surjective homomorphism f : G→ H is already globally surjective
if H is connected. If there exists a locally surjective homomorphism f : G → H, we call G
a quasi-cover of H. Locally surjective homomorphisms are also known as role colorings [13].
A locally bijective homomorphism is called a covering map. G is a (graph) cover or covering
graph of H if there exists a covering map from G to H, in which case we say that G covers
H. |V (H)| is then a multiple of |V (G)|, i.e., |V (H)| = k|V (G)|. H is then referred to as
k-fold cover of G. Moreover, every covering map f : H → G satisfies |f−1(u)| = k for all
u ∈ V (G) [19]. The universal cover of a graph G is the (possibly infinite) tree that covers
G. It is unique up to isomorphism. For more detailed information about locally constrained
homomorphisms and graph cover we refer to [18, 19].
Let f : G→ H be a weak homomorphism. By abuse of language, the subgraph of G that
is induced by the vertex set {x ∈ V (G) | f(x) = v} for v ∈ V (H) is denoted with f−1(v).
The subgraph of G induced by the vertex set {x ∈ V (G) | f(x) ∈ e} for e ∈ E(H) is denoted
with f−1(e). Note, f−1(v) and f−1(e) actually refers to sets. However, it will be clear from
the context what is meant.
Directed Graphs, Weighted Graphs. At some point, we also might consider directed
and directed edge weighted graphs. A directed graph is a pair
→







G) and a family E(
→
G) consisting of ordered pairs of elements of V (
→
G), the arcs of G.
Arcs are also called directed edges and we denote them with round brackets, (u, v) ∈ E(
→
G).
Note, an arc (u, v) ∈ E(
→
G) joins vertex u to vertex v, not vice versa. All definitions made
for undirected graph can also be extended to directed graphs. For a directed graph
→
G, the
underlying undirected graph G, has vertex set V (
→
G) = V (G) and edges [u, v] ∈ E(G) iff
(u, v) ∈ E(
→
G).
A directed edge weighted graph is a directed graph together with a weight function w :
E(
→
G)→ R assigning a weight w(u, v) to each edge (u, v) ∈ E(
→
G). Formally, one can extend
w to a function w′ : V (
→
G) × V (
→
G) → R. by setting w′(u, v) = w(u, v) iff (u, v) ∈ E(
→
G) and
w′(u, v) = 0 otherwise. In that manner, any (non-simple) directed graph can be viewed as




G)→ N, such that
w′(u, v) denotes the number of edges connecting u to v and E(
→
G) = {(u, v) | w′(u, v) > 0},
and vice versa.
Analogously, edge weights are defined for undirected graphs. Note, it then holds w(u, v) =
w(v, u) for all vertices u, v.
For a weighted graph G, we denote with N (G) the underlying simple graph with weights
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omitted and we set N (
→
G) := N (G).
Remark 2.1. Unless otherwise explicitly stated, we consider finite, connected, simple graphs.
2.2 Graph Products
Graph products are defined as graphs whose vertex set is the Cartesian product of the vertex
sets of its factors. Requiring that the adjacency of vertices in the product depends only on the
adjacency in the factors, it was shown already in 1975 that there are 256 possible products,
of which exactly twenty are associative [42]. Four of them are known as the standard graph
products [43, 28]: the Cartesian product ✷, the direct product ×, the strong product ⊠,
and the lexicographic product ◦. These are the only associative simple products that depend
on the structure of both factors and for which at least one of the projections is a weak
homomorphism, only the first three ones are commutative. Their structural features have
been studied extensively over the last decades. It is well known how many of the important
graph invariants propagate under product formation. A comprehensive survey about graph
products in general can be found in the Handbook of Product Graphs [28].
Within this thesis, we will focus mainly on the Cartesian product, the most fundamental
one. However, we will also consider some aspects concerning direct and strong product.
The Cartesian Product
Let G and H be graphs. The Cartesian product G✷H has vertex set V (G✷H) = V (G) ×
V (H); two vertices (g1, h1), (g2, h2) are adjacent in G✷H if one of the following conditions
is satisfied:
(i) [g1, g2] ∈ E(G) and h1 = h2, or
(ii) [h1, h2] ∈ E(H) and g1 = g2.
Figure 2.1 shows the Cartesian product of a cycle of length 5 and an edge.
Fig. 2.1: Cartesian Product K2✷C5.
The Cartesian product is associative and commutative. It is distributive w.r.t. the disjoint
union of graphs. The one-vertex graph K1 serves as a unit, i.e. G✷K1 ∼= G holds for all
2. Basics I 11
graphs G. The Cartesian product of two graphs is connected if and only if both factors are
connected. It is simple if and only if both factors are simple. [44]
The mapping pi : V (✷
n
i=1Gi) → V (Gi) defined by pi(v) = vi for v = (v1, v2, . . . , vn) is
called projection on the i-th factor of G. The Gi-layer through w, G
w
i , is the induced subgraph
of G with vertex set V (Gwi ) = {v ∈ V (G) | pj(v) = wj, for all j 6= i}. It is isomorphic to Gi.
The projections pi : ✷
n
i=1Gi → Gi are weak homomorphisms for all i = 1, . . . , n.
Prime Factor Decomposition. A graph G is called prime w.r.t. Cartesian product if
G = G1✷G2 implies G1 ∼= K1 or G2 ∼= K1. A factorization G = ✷
n
i=1Gi is called prime factor
decomposition (PFD) w.r.t. Cartesian product if all Gi are prime.
The PFD of disconnected graphs w.r.t. the Cartesian product need not be unique. As an










However, Sabidussi [58] and later Vizing [62] showed the following:
Theorem 2.2 ([58, 62]). Every connected graph has a unique representation as a Cartesian
product of prime graphs, up to isomorphisms and the order of the factors.
A series of polynomial time algorithms that compute the PFD of connected graphs w.r.t.
Cartesian product can be found in the literature, see [15, 14, 3, 45, 64].
Cartesian Product of Weighted Graphs. Cartesian products generalize in a natural
way to directed edge-weighted graphs (with loops allowed). Their Cartesian product G✷H
has the edge weights


















mG(g1, g2), iff h1 = h2 and g1 6= g2
mH(h1, h2), iff g1 = g2 and h1 6= h2
mG(g1, g2) +mH(h1, h2), iff g1 = g2 and h1 = h2
0, otherwise
(2.1)
wheremG(g1, g2) andmH(h1, h2) denotes the edge weight of the arcs (g1, g2) in G and (h1, h2)
inH, respectively. The absence of such an arc is equivalent tomX(x1, x2) = 0 forX ∈ {G,H}.
The Cartesian product of the underlying undirected and unweighted graphs is obtained by
ignoring the directions and weights in the product graph.
Cartesian Graph Bundles. (Cartesian) Graph bundles are a common generalization of
both Cartesian products and covering graphs. They were first studied in [56].
A graph G is a (Cartesian) graph bundle if there are two graphs F , the fiber, and B,
the base graph, and a graph map p : G → B such that holds: p−1(v) ∼= F for each vertex
v ∈ V (B), and p−1(e) ∼= K2✷F for each edge e ∈ E(B). Figure 2.2 shows a Cartesian graph
bundle over base graph K3 and with fiber K2. The triple (G, p,B) is called a presentation of
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G as a Cartesian graph bundle, or bundle presentation for short. If G = ✷ni=1Gi is a product,
then (G, pj , Gj) is a bundle presentation of G with fiber ✷
n
i=1,i 6=jGi for all 1 ≤ j ≤ n.
Conversely, for given graphs B,F one can construct a graph bundle G over the base
graph B with fiber F as follows: Define a mapping α : V (B) × V (B) → Aut(G) such that
α(u, v) = α−1(v, u) and α(u, u) = id holds for all u ∈ V (B). For brevity, we will write αuv
instead of α(u, v). The vertex set of the graph bundle G is given by V (G) = V (B)× V (F ).
Two vertices (b1, f1), (b1, f2) are adjacent in G if one of the following conditions is satisfied:
(i) b1 = b2 and [f1, f2] ∈ E(F ), or
(ii) [b1, b2] ∈ E(B) and f2 = αb1b2(f2).
For a bundle presentation (G, p,B), an edge e ∈ E(G) is called degenerate if p(e) is a
single vertex, otherwise it is non-degenerate. The fundamental factorization of G partitions
G into edge-disjoint spanning subgraphs H and G̃ with E(G) = E(H)∪̇E(G̃), such that H
consists of isomorphic copies of the fiber F and G̃ contains exactly the non-degenerate edges
of G. The mapping p : G̃ → B is a covering projection. Moreover, covering graphs are




Fig. 2.2: Cartesian graph bundle G over base graph B = K3 with fiber F = K2. The non-degenerate edges
are highlighted with drawn-through lines, the degenerate edges, that belong to the copies of the
fiber, are depicted with dashed lines.
Also other standard graph products can be generalized to graph bundles. However, unless
otherwise stated, the term graph bundle always refers to Cartesian graph bundle.
The Strong Product and the Direct Product
As the Cartesian product, the strong product G⊠H and the direct product G×H have vertex
set V (G ⊠ H) = V (G × H) = V (G) × V (H); two vertices (g1, h1), (g2, h2) are adjacent in
G⊠H if one of the following conditions is satisfied:
(i) [g1, g2] ∈ E(G) and h1 = h2, or
(ii) [h1, h2] ∈ E(H) and g1 = g2, or
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(iii) [g1, g2] ∈ E(G) and [h1, h2] ∈ E(H).
(g1, h1), (g2, h2) are adjacent in G×H if they satisfy only Condition (iii).
Figure 2.3 shows the strong product and the direct product of a cycle of length 5 and an
edge. Note, by definition it holds E(G ⊠ H) = E(G✷H) ∪ E(G × H) for all graphs G,H.
Hence, any strong product G⊠H has the Cartesian product G✷H as a spanning subgraph.
Edges of E(G ⊠H) that are contained in E(G✷H), i.e., that satisfy condition (i) or (ii) of
the definition of the strong product, are called Cartesian, the others non-Cartesian edges.
(a) Strong product C5 ⊠K2. (b) Direct product C5 ×K2.
Fig. 2.3: Strong and direct product of the graphs C5 and K2.
The strong product and the direct product are both associative, commutative and dis-
tributive w.r.t. the disjoint union of graphs. While the one-vertex graph K1 serves as a unit
for the strong product, i.e. G ⊠ K1 ∼= G holds for all graphs G, the direct product has no
unit in the class of simple graphs (without loops). However, in the class of simple graphs
with loops allowed, the one-vertex graph with a loop, LK1 is a unit for the direct product,
that is, G × LK1 ∼= G holds for all graphs G with or without loops. The strong product of
two graphs is connected if and only if both factors are connected. The direct product of two
graphs with at least one edge is connected if and only if both factors are connected and at
least one of them is non-bipartite. The direct, resp. strong product of two graphs is simple
if and only if both factors are simple. [28]
Similarly to the Cartesian product, disconnected graphs may have non-unique PFD w.r.t.
the strong product and the direct product. The following result concerning unique PFD of
the strong product is due to W. Dörfler and W. Imrich.
Theorem 2.3 ([12]). Every connected graph has unique prime factor decomposition with
respect to the strong product.
For the direct product, there is no unique PFD in the class of connected simple graphs.
However, in [52], McKenzie showed the following:
Theorem 2.4 ([52]). Every finite, non bipartite connected graph (possibly with loops) has
unique prime factor decomposition with respect to the direct product in the class of graphs
with loops allowed.
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The PFD w.r.t both, the strong and the direct product can be computed in polynomial
time, see [16, 41].
2.3 Relations, Partitions, Quotient Graphs
Let X be a set. A set P = {X1, . . . ,Xn} of disjoint subsets of X is called partition of X if
˙⋃n
i=1Xi = X. The elements of P are called classes of the partition.
A (binary) relation on X is a subset R ⊆ X ×X. A relation R on X is called
(R) reflexive if (x, x) ∈ R for all x ∈ X,
(S) symmetric if (x, y) ∈ R implies (y, x) ∈ R for all x, y ∈ X,
(A) antisymmetric if (x, y) ∈ R and (y, x) ∈ R implies x = y for all x, y ∈ X,
(T) transitive if (x, y) ∈ R and (y, z) ∈ R implies (x, z) ∈ R for all x, y, z ∈ X.
A partial order on X is a a reflexive, antisymmetric and transitive relation on X. A relation
R on X that is reflexive, symmetric and transitive is an equivalence relation. An equivalence
relation R on X partitions the set X into equivalence classes: two elements of X are in
relation R if and only if they belong to the same equivalence class. Two equivalence classes
are either disjoint or the same, the (disjoint) union of all equivalence classes is the set X
itself. The equivalence classes of an equivalence relation R will be denoted by Greek letters,
ϕ ⊆ X. We will furthermore write ϕ ⊑ R for mean that ϕ is an equivalence class of R. The
complement ϕ of an R-class ϕ is defined as ϕ := X \ ϕ =
⋃
ψ 6=ϕ,ψ⊑R ψ.
A relation Q is finer than a relation R while the relation R is coarser than Q if (x, y) ∈ Q
implies (x, y) ∈ R, i.e, Q ⊆ R. In other words, for each class ϑ of R there is a collection
{χ|χ ⊆ ϑ} of Q-classes, whose union equals ϑ. Equivalently, for all ϕ ⊑ Q and ψ ⊑ R we have
either ϕ ⊆ ψ or ϕ ∩ ψ = ∅.
Relations on the Edge Set of a Graph
We will consider equivalence relations R on the edge set E(G) of a graph G.
For an equivalence class ϕ ⊑ R, an edge e is called ϕ-edge if e ∈ ϕ. For a given equivalence
class ϕ ⊑ R and a vertex u ∈ V (G) we denote the set of neighbors of u that are incident to
u via a ϕ-edge by Nϕ(u), i.e.,
Nϕ(u) := {v ∈ V (G) | [u, v] ∈ ϕ} .
The subgraph Gϕ has vertex set V (G) and edge set ϕ. The connected component of Gϕ
containing vertex x ∈ V (G) is called ϕ-layer through x, denoted by Gxϕ. Analogously, the
subgraphs Gϕ and G
x
ϕ are defined. For a ϕ-layer G
x
ϕ and a vertex y ∈ V (G) holds either
y ∈ V (G) and thus Gxϕ = G
y
ϕ or Gxϕ ∩G
y
ϕ = ∅. Two ϕ-layers Gxϕ, G
y
ϕ are said to be adjacent,
if there exists a ϕ-edge [x′, y′] with x′ ∈ V (Gxϕ) and y
′ ∈ V (Gyϕ).
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Convex Relations. Let R be an equivalence relation on the edge set E(G) of a graph
G. Suppose, R has equivalence classes ϕi, i ∈ I. We say R is convex if for any K ⊆ I
the subgraph Gχ with χ =
⋃
i∈K ϕi is convex. The convex hull C(R) of a relation R is the
minimal convex equivalence relation on E(G) that contains R. Well known examples for
convex equivalence relations are the product relation w.r.t. Cartesian product, see below,
and the transitive closure θ∗ of the so-called Djoković-Winkler relation θ, that is defined as
follows: Two edges [a, b] and [x, y] are in relation θ if
d(a, x) + d(b, y) 6= d(a, y) + d(b, x).
An equivalence class ϕ ⊑ R is called k-convex if Gϕ is k-convex. We say R is k-convex if
each equivalence class of R is k-convex. R is called weakly k-convex if at least one equivalence
class of R is k-convex. As it turns out, weakly 2-convex equivalence relations play a prominent
role for recognizing Cartesian graph bundles [46, 66, 65].
Product Relations. An equivalence relation R on the edge set E(G) of a Cartesian prod-
uct G = ✷ni=1Gi of (not necessarily prime) graphs Gi is a product relation if e R f holds if
and only if there exists a j ∈ {1, . . . , n} such that |pj(e)| = |pj(f)| = 2. The product relation
according to a PFD G = ✷ni=1Gi is often denoted with σ.
It was shown by Feder in [14], that σ can be represented as σ = (θ∪ τ)∗, where two edges
e = [x, y] and f = [y, z] are in relation τ if y is the only common neighbor of x and z. In
other words, eτf if e and f are adjacent and there is no square in G containing both edges.
In another approach [47], it was shown by Imrich and Žerovnik that any convex equiva-
lence relation on E(G) that satisfies the so-called square property is a product relation. More-
over they proved that σ is nothing else but the convex hull of a certain relation δ, σ = C(δ).
We will consider the square property and the relation δ more detailed in Section 3.1.
Quotient Graphs and Equitable Partitions
Let G be a graph and P be a partition of V (G). The (undirected) quotient graph G/P has
as its vertex set P, i.e., the classes of the partition. There is an edge [A,B] for A,B ∈ P if
and only if there are vertices a ∈ A and b ∈ B such that [a, b] ∈ E(G). Note that there is a
loop [A,A] unless the class A of P is an independent set.
A partition P of the vertex set V (G) of a graph G is equitable if, for all (not necessarily
distinct) classes A,B ∈ P every vertex x ∈ A has the same number
mAB := |NG(x) ∩B|
of neighbors in B. The |P| × |P| matrix M = {mAB} indexed by the classes of P is known
as the partition degree matrix. The unique equitable partition of a graph G that has the
fewest number of classes is also called degree partition. The degree matrix corresponding to
this coarsest equitable partition is called degree refinement matrix. It is uniquely determined,
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once the classes of the partition are ordered in a unique way. Equitable partitions of graphs
were originally introduced as a means of simplifying the computation of graph spectra [59]
and walks on graphs [24].
The directed weighted quotient graph
−−→
G/P of a graph G w.r.t an equitable partition P
has vertex set V (
−−→
G/P) = P and directed edges (A,B) from A to B with weight mAB iff
mAB ≥ 1. Note that
−−→
G/P has loops whenever mAA ≥ 1. By construction, mAB ≥ 1 implies
mBA ≥ 1. Hence
−−→
G/P has a well-defined underlying undirected and unweighted graph, which
obviously coincides with G/P. The underlying simple graph, obtained by also omitting the
loops, will be denoted by N (
−−→
G/P) = N (G/P).
From Edge Partitions to Vertex Partitions
We start from an equivalence relation R on E(G). Let ϕ ⊑ R.
By construction, the set
PRϕ :=
{
V (Gxϕ) | x ∈ V (G)
}
is a partition of V (G) for every ϕ ⊑ R. The quotient graph G/PRϕ has as its vertex sets




ϕ] if and only if there are x′ ∈ V (Gxϕ) and
y′ ∈ V (Gyϕ) with [x′, y′] ∈ E(G).
The projection pϕ : G → G/P
R
ϕ defined by x 7→ G
x
ϕ is a graph map. If [x, y] ∈ ϕ then




ϕ. Thus, we have a loop in the quotient graph G/PRϕ for every
V (Gxϕ) 6= {x}. Edges that do not form a loop in G/P
R
ϕ thus arise only from [x, y] ∈ E \ ϕ.
In the following we will be interested in particular in the complements of R-classes, i.e.,
in ϕ := E \ ϕ with corresponding subgraphs Gϕ and connected components Gxϕ for a given
x ∈ V (G). For later reference we note following simple
Observation 2.5. It is the case that y ∈ V (Gxϕ) if and only if there is a path P := (x =
x0, x1, . . . , xk = y) from x to y such that [xi, xi+1] /∈ ϕ for all 0 ≤ i ≤ k − 1.
Just like PRϕ , the set
PRϕ :=
{
V (Gxϕ) | x ∈ V (G)
}
is a partition of V (G) for every ϕ ⊑ R. To see this, we note that x ∈ V (Gxϕ) holds for all
x ∈ V (G). Thus, P 6= ∅ for all P ∈ PRϕ and
⋃
P∈PRϕ
P = V (G). Furthermore, V (Gxϕ) ∩
V (Gyϕ) 6= ∅ if and only if x and y are in same connected component w.r.t. ϕ, i.e., if and
only if V (Gxϕ) = V (G
y
ϕ). Note, Graham and Winkler showed in [25] that the equivalence
relation θ∗ induces a canonical isometric embedding of a graph G into a Cartesian product
✷ϕ⊑θ∗Gϕ/P
θ∗
ϕ . Moreover, Feder showed that if we choose the equivalence relation R = (θ∪τ)
∗
then G ∼= ✷ϕ⊑RGϕ/P
R
ϕ and thus, (θ ∪ τ)
∗ is the product relation σ, see [14].
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= {VR(x) | x ∈ V (G)}
is again a partition of V (G).
Lemma 2.6. Let Q and R be two equivalence relations on E(G) so that Q is finer than R.
Then VR(x) ⊆ VQ(x).
Proof. Consider two equivalence classes ϕ,ψ ⊑ Q. From ϕ ∪ ψ = ϕ ∩ ψ we observe that
Gϕ∪ψ is a subgraph of both Gϕ and Gψ. This remains true for the connected components
containing a given vertex x ∈ V , and hence
V (Gx
ϕ∪ψ






































Thus, a coarser equivalence relation R on E(G) leads to smaller sets VR(x), and hence to a
finer partition PR of the vertex set.
Chapter 3
From Square Property to Relaxed Square
Property
Within this chapter, we will consider relations on the edge set of a graph that satisfy restrictive
conditions on (chordless) squares. In Section 3.1, we will give a short overview about the
”(unique) square property” and a closely connected relation δ, that turned out to play a
crucial role in the theory of Cartesian graph products and graph bundles. The relation δ,
resp. δ∗ was introduced by Sabidussi in [58] and then further characterized by Feigenbaum
et al. in [15]. The square property was explicitly defined by Imrich and Žerovnik in [47]. A
mild generalization, the unique square property, that still retains the structural features of
the square property, resp. relation δ∗, was introduced by Zmazek and Žerovnik in [66].
In Section 3.2, we examine a further relaxation of the unique square property, the so-
called ”relaxed square property”. As it turns out, this generalization still retains (some of)
the salient properties of the (unique) square property.
3.1 Square Property and Unique Square Property
Definition 3.1 (Relation δ). Two edges e, f ∈ E(G) are in the relation δ, written e δ f , if
one of the following conditions is satisfied:
(i) e and f are opposite edges of a chordless square.
(ii) e and f are adjacent and there is no chordless square containing e and f .
(iii) e = f .
Obviously, the relation δ is reflexive and symmetric. Its transitive closure, δ∗, is therefore
an equivalence relation. It is the smallest equivalence relation containing δ. The relation δ,
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resp. δ∗ was introduced by Sabidussi in [58]. There, he used δ∗ as a start relation to build up a
tower of equivalence relations on the edge set of a graph G, that finally results in the product
relation σ according to the unique PFD of G. In [15], Feigenbaum et al. examined this
relation further. In [47], it was shown by Imrich and Žerovnik, that the product relation σ is
just the the smallest convex equivalence relation containing δ, i.e., its convex hull, σ = C(δ).
Definition 3.2 ((Unique) Square Property). An equivalence relation R on E(G) has the
unique square property if it satisfies
(S1) Any two adjacent edges e and f from distinct equivalence classes span a unique chordless
square with opposite edges in the same equivalence class of R.
R has the square property if it satisfies in addition
(S2) The opposite edges of any chordless square belong to the same equivalence class.
If an equivalence relation R has the square property then adjacent edges of different
classes span exactly one chordless square. In contrast, if R has the unique square property
then adjacent edges of different classes may span more than one chordless square. In this
case one and only one of these squares has opposite edges in the same equivalence class.
Relations with the unique square property need not satisfy the square property. On the
other hand, from the definition it is clear, that every equivalence relation R on E(G) that
has the square property also has the unique square property.
The following observation has been used implicitly e.g. in [46, 66]. It demonstrates the
close connection between the relation δ and the square property.
Proposition 3.3. An equivalence relation R on E(G) has the square property if and only if
δ ⊆ R.
Proof. Let R be an equivalence relation on E(G) and δ ⊆ R. Then Condition (i) in the
definition of δ directly implies Condition (S2). Let e, f be two adjacent edges and suppose
(e, f) /∈ R. Then there must exist a square containing both edges, otherwise, by condition
(ii), (e, f) ∈ δ ⊆ R, a contradiction. Let this square consist of edges e, f, e′, f ′ such that e′
is opposite edge to e and f ′ is opposite edge to f . Then condition (i) implies (e, e′), (f, f ′) ∈
δ ⊆ R. Suppose e, f are contained in another square consisting of edges e, f, e′′, f ′′ such that
e′′ is opposite edge to e and f ′′ is opposite edge to f . Then there is also a square consisting
of edges e′, f ′, f ′′, e′′ such that e′′ is opposite edge to f ′ and f ′′ is opposite edge to e′. Again
condition (i) implies (e, e′′), (f, f ′′) ∈ δ ⊆ R as well as (e′′, f ′), (f ′′, e′) ∈ δ ⊆ R. Finally, by
transitivity it follows (e, f) ∈ R, a contradiction. Thus, R has the square property.
Let R be an equivalence relation on E(G) with the square property. We have to show
that e δ f implies e R f for all edges e, f . Suppose first, e δ f such that e and f are not
adjacent. Hence, either Condition (i) or (iii) is fulfilled which immediately implies e R f .
Now, let e and f be adjacent and suppose for contraposition that e 6R f . Thus, by condition
(S1) there is a chordless square spanned by e and f and therefore e and f do not satisfy
condition (ii). Hence, e 6δ f which completes the proof.
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The transitive closure δ∗ of δ is therefore the finest equivalence relation on E(G) that
has the square property. Furthermore, an equivalence relation R has the square property if
and only if its classes are unions of equivalence classes of δ∗. Therefore, if R has the square
property and R ⊆ S, then the coarser equivalence relation S also has the square property.
The square property was explicitly introduced by Imrich and Žerovnik in [47]. There, the
authors showed that structural properties gained for the relation δ∗ in [15], also apply for
relations that satisfy the square property, i.e., coarsenings of the relation δ∗. Moreover, any
convex equivalence relation with square property is a product relation and thus a coarsening
of the relation σ [47].
The square property also applies to the theory of graph bundles: Any weakly 2-convex
equivalence relation R on the edge set of a graph G that satisfies the square property induces a
fundamental factorization of G. If ϕ ⊑ R is 2-convex, the ϕ-layers are precisely the isomorphic
copies of the fiber [46].
However, the square property fails to detect all graph bundles, namely those with triangles
in the base graph. As an example consider the graph bundle G in Figure 2.2. The equivalence
relation on E(G), that separates non-degenerate from degenerate edges does not satisfy the
square property. However, it has the unique square property. The unique square property
was introduced by Zmazek and Žerovnik [66]. It was shown, that any equivalence relation
on the edge set of a connected graph G, that separates degenerate and non-degenerate edges
w.r.t. a bundle presentation of G over arbitrary simple base graph, satisfies the unique square
property.
In contrast to the square property, there is no unique finest equivalence relation that has
the unique square property. Moreover, if an equivalence relation R satisfies the unique square
property, it is still possible that there exists a coarser equivalence relation S ⊃ R that does
not have the unique square property, as shown by the example in Figure 3.1.
1 2 3 4
5 6 7 8
Fig. 3.1: The equivalence relation Q on the edge set E(G) of the “diagonalized cube” G has the four equiv-
alence classes ϕ1, ϕ2, ϕ3 and ϕ4 depicted by solid, zigzag, dotted and dashed edges, respectively.
One easily checks that Q has the unique square property. The relation R with classes ψ1 = ϕ1 ∪ϕ2
and ψ2 = ϕ3 ∪ ϕ4, however, does not have the unique square property, because the edges [1, 5] and
[1, 2] span two squares (1, 5, 6, 2) and (1, 5, 6, 4) with opposite edges belonging to the same class.
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3.2 Relaxed Square Property
Definition 3.4 (Relaxed Square Property). Let R be an equivalence relation on the edge set
E(G) of a connected graph G. We say R has the relaxed square property if any two adjacent
edges e, f of G that belong to distinct equivalence classes of R span a square with opposite
edges in the same equivalence class of R.
An equivalence relation R on E(G) with the relaxed square property will be called an
RSP-relation for short. In contrast to the more familiar (unique) square property, we do
not require there that squares spanned by incident edges that belong to different equivalence
classes are unique or chordless.
The relaxed square property is preserved under coarse grainings:
Lemma 3.5. Let R be an RSP-relation on the edge set E of a connected graph G = (V,E).
If S is a coarser equivalence relation, R ⊆ S, then S is also an RSP-relation on E.
For later reference we record the following technical result:
Lemma 3.6. Let R be an RSP-relation on the edge set E of a connected graph G = (V,E)
and ϕ be an equivalence class of R. Moreover, let S be the equivalence relation on the edge
set E \ ϕ of the spanning subgraph G′ = (V,E \ ϕ) of G that retains all equivalence classes
ψ 6= ϕ of R. Then S is an RSP-relation.
Proof. Let e, f be adjacent edges in E(G′) such that (e, f) /∈ S, say e ∈ ψ, f ∈ ψ′, ϕ 6= ψ,ψ′ ⊑
S ⊆ R. By construction, e, f ∈ E(G) and (e, f) /∈ R. Thus, there exists a square with edges
e, f, e′, f ′ such that e, e′ and f, f ′ are opposite edges and e′ ∈ ψ as well as f ′ ∈ ψ′. Hence,
e′, f ′ ∈ E(G′) and thus the assertion follows.
The RSP-relation S on the spanning subgraph, as defined in Lemma 3.6, need not be a
finest RSP-relation, although R might be a finest one. Consider the right graph in Figure
3.3. If S consists only of the class ϕ that is highlighted by the drawn-through edges, then
the spanning subgraph H = (V (G), E(G) \ ϕ) is the Cartesian graph product of a path on
three vertices and an edge. The finest RSP-relation on E(H) is thus the product relation σ
w.r.t. the unique ✷-PFD of H with two equivalence classes.
Finest RSP-Relations. As the examples in Figures 3.2, 3.3 and 3.4 show, there is no
unique finest RSP-relation for a given graph G. Even more, the number of such finest
relations on a graph can grow exponentially as the example in Figure 3.2 shows.
Figure 3.3 gives an example that finest RSP-relations on the edge set E(G) of a graph G
need not have the same number of equivalence classes. Moreover, the quotient graphs that
are induced by these relations need not be isomorphic, as the example in Fig. 3.4 shows.
We next discuss the relationship of (finest) RSP-relations with relations on the edge set
that play a role in the theory of product graphs and graph bundles. By definition, the relation







Fig. 3.2: In Fig. (a) two isomorphic graphs with two non-equivalent finest RSP-relations are shown. Each
RSP-relation has two equivalence classes, highlighted by dashed and solid edges. By stepwisely
identifying the vertices marked with x and y, resp., one obtains a chain of graphs G, see Fig. (b).
For each subgraph that is a copy of the graph above, a finest RSP-relation can be determined
independently of the remaining parts of the graph G. Hence, with an increasing number of vertices
of such chains G the number of finest RSP-relations is growing exponentially.
τ (see Section 2.3) is contained in any RSP-relation. On the other hand, it is easy to see
that square property implies relaxed square property, hence δ∗ is an upper bound for any
finest RSP-relation. Thus, if R is a finest RSP-relation, we have τ∗ ⊆ R ⊆ δ∗. However, it is
possible to improve these bounds, as we will see in the following.
Definition 3.7 (Relation δ0). Two edges e, f ∈ E(G) are in the relation δ0, e δ0 f , if one
of the following conditions is satisfied:
(i) e and f are opposite edges of a square.
(ii) e and f are adjacent and there is no square containing e and f , i.e. (e, f) ∈ τ .
(iii) e = f .
The relation δ0 is reflexive and symmetric. Its transitive closure, denoted with δ
∗
0 , is
therefore an equivalence relation.
Proposition 3.8. Let G be a connected K2,3-free graph and R an equivalence relation on
E(G). Then R has the relaxed square property if and only if δ0 ⊆ R.
Proof. It is easy to see, that δ∗0 has the relaxed square property and moreover, that any
equivalence relation containing δ0 has the relaxed square property.
Let R be an RSP-relation on the edge set of a connected K2,3-free graph G. Notice, if
G contains no K2,3 then any pair of adjacent edges of G span at most one square. Let e, f








(b) RSP-relation S on E(G)
Fig. 3.3: The two panels show two distinct finest RSP-relations (a) R and (b) S on the edge set of a graph G
with different number of equivalence classes. We leave it to the reader to verify that the relations,
whose equivalence classes are indicated by different line styles, indeed satisfy the relaxed square
property. The RSP-relation in (a) has three and that in (b) has two equivalence classes. It remains
to show, that both RSP-relations are finest ones.
(a) For all equivalence classes there is a vertex that is incident to exactly one edge of each class.
Lemma 3.5 implies that R is a finest RSP-relation.
(b)Assume the relation is not finest. The equivalence class indicated by the dashed edges cannot
be subdivided further since this would lead to vertices that are not met by each of the two or
more subclasses, thus contradicting Lemma 3.5. The equivalence class depicted by drawn-through
edges is isomorphic to a Cartesian product P3✷K2. Using Lemma 3.6, the only possible split would
be the Product relation on this subgraph, i.e., with classes ψ1 = {[1, 2], [3, 4], [5, 6]} and ψ2 =
{[1, 4], [1, 6], [2, 3], [2, 5]}. But then there is no square with opposite edges in the same equivalence
classes spanned by the edges [2, 3] and [3, 5], again a contradiction.
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Fig. 3.4: Two distinct RSP-relations R and S on the edge set of the same graph G and the quotient graphs
induced by these relations. Their coarsest common refinement does not have the relaxed square
property. Moreover, the quotient graphs induced by these relations are not isomorphic.
be two edges in G such that (e, f) ∈ δ0. We have to show that this implies (e, f) ∈ R. If
e = f , then (e, f) ∈ R is trivially fulfilled since R is an equivalence relation. If e and f are
not adjacent, they have to be opposite edges of a square. Let g be an edge of this square that
is adjacent to both edges e and f . If e and g are not in relation R, by the relaxed square
3. From Square Property to Relaxed Square Property 24
property, they span some square with opposite edges in the same equivalence class. Since G
contains no K2,3, this square is unique, thus (e, f) ∈ R. Assume now, (e, g) ∈ R. If e and f
are not in the same equivalence class of R, we can conclude that also f and g are in distinct
equivalence classes, since R is an equivalence relation. Thus, by the relaxed square property,
f and g span a square with opposite edges in the same equivalence class and as G is K2,3-free,
this square has to be unique, which implies (e, f) ∈ R, a contradiction. Now let e and f be
two adjacent edges and suppose for contraposition (e, f) /∈ R. Hence, e and f have to span
a square. Thus, condition (ii) in the definition of δ0 is not satisfied, hence, (e, f) /∈ δ0. In
summary, we can conclude δ0 ⊆ R.
Proposition 3.8 implies that there is a uniquely determined finest RSP-relation, namely
the relation δ∗0 , ifG isK2,3-free. However, ifG is notK2,3-free, there is no uniquely determined
finest RSP-relation, see Fig. 3.2, 3.3 and 3.4.
By construction, δ0 places all edges of a K2,3-subgraph in the same equivalence class. In
many graphs this leads to an RSP-relation which is not finest. On the other hand, the opposite
edges of a square that is not contained in a K2,3 must always be in the same equivalence
class. This motivates us to introduce the following definition.
Definition 3.9 (Relation δ1). Two edges e, f ∈ E(G) are in the relation δ1, e δ1 f , if one
of the following conditions is satisfied:
(i) e and f are opposite edges of a square that is not contained in any K2,3 subgraph of G.
(ii) e and f are adjacent and there is no square containing e and f , i.e. (e, f) ∈ τ .
(iii) e = f .
If G is K2,3-free then it is easy to verify that δ0 = δ1. Proposition 3.8 implies that δ
∗
1
is contained in any RSP-relation and therefore, that it is a uniquely determined finest RSP-
relation on K2,3-free graphs. We can summarize this discussion of the properties of finest
RSP-relations as follows:
Proposition 3.10. Let G be an arbitrary graph and R be a finest RSP-relation on E(G).
Then it holds that:
δ∗1 ⊆ R ⊆ δ
∗
0 .
Moreover, if G is K2,3-free, then δ
∗
1 = R = δ
∗
0.
Basic properties of RSP-relations. In the remainder of this section we collect several
basic properties of RSP-relations. Some of these results have originally be obtained for the
relation δ in the context of graph products and later were generalized to the unique square
property for applications to Cartesian graph bundles. Here we show that the statements
remain true for RSP-relations.
The following Lemma was proved in [15] for the relation δ∗ and later in [47] assuming the
square property. The proof uses only the existence but not the uniqueness of these squares.
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However, for completeness, we give the proof here, although it is essentially the same as in
[47].
Lemma 3.11. Let R be an RSP-relation on the edge set of a connected graph G. Then each
vertex of G is incident to at least one edge of each R-class.
Proof. Suppose there exists some class ϕi ⊑ R such that there are vertices that are not
incident to any ϕi-edge. By connectedness, there must be a pair of adjacent vertices x, y ∈
V (G) such that x is incident to some ϕi-edge, say f = [x,w], and y is not. The edge e = [x, y]
is then in some class ϕk 6= ϕi. By the relaxed square property, e and f span some square
w − x− y − z such that [y, z] ∈ ϕi, a contradiction.
Hence, if G is connected and R is an RSP-relation, then Nϕ(u) 6= ∅ and Nϕ(u) 6= ∅ for
all u ∈ V (G) and all ϕ ∈ R. Thus, neither Gϕ nor Gϕ has isolated vertices. Moreover,
Lemma 3.11 implies that the number of classes of an RSP-relation cannot exceed δ(G), the
minimal degree of the graph G.
Lemma 3.12. Let G be a graph and let ϕ 6= ψ be two equivalence classes of an RSP-relation
R and let [v,w] ∈ ψ. Then all vertices of Gvϕ are incident to a ψ-edge connecting G
v
ϕ and
Gwϕ . More formally,
Nψ(v) ∩ V (G
w
ϕ ) 6= ∅ if and only if Nψ(x) ∩ V (G
w
ϕ ) 6= ∅
holds for all x ∈ V (Gvϕ).
Proof. Consider an arbitrary vertex x ∈ V (Gvϕ). Then there is a path P := (v =
v0, v1, . . . , vk = x) from v to x in G
v
ϕ. By the relaxed square property, we can construct
a walk Q = (w = w0, w1, . . . , wk) such that [vi, wi] ∈ ψ for all 0 ≤ i ≤ k and [wi, wi+1] ∈ ϕ
for all 0 ≤ i ≤ k− 1. Then wk ∈ Nψ(x) and wk ∈ V (G
w
ϕ ) and therefore, Nψ(x)∩ V (G
w
ϕ ) 6= ∅.
Since x ∈ V (Gvϕ) was arbitrarily chosen, we can conclude that Nψ(x) ∩ V (G
w
ϕ ) 6= ∅ holds for
all x ∈ V (Gvϕ). Conversely, if Nψ(x) ∩ V (G
w
ϕ ) 6= ∅ holds for all x ∈ V (G
v
ϕ), this is trivially
fulfilled also for x = v. Thus, we have Nψ(v) ∩ V (G
w
ϕ ) = ∅ if and only if Nψ(x) ∩ V (G
w
ϕ ) = ∅
holds for all x ∈ V (Gvϕ).
The following result was shown in [47] for equivalence relations on the edge set of a graph
G that satisfy the square property. Again, the proof uses only the existence but not the
uniqueness of these squares nor that they are chordless. For completeness, we give the proof
here, although it is essentially the same as in [47].
Lemma 3.13. Let R be an RSP-relation on E(G) that contains only two equivalence classes
ϕ, ϕ. Then
|V (Gxϕ) ∩ V (G
y
ϕ)| ≥ 1
for all x, y ∈ V (G).
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Proof. Suppose there are x, y ∈ V (G) such that V (Gxϕ)∩V (G
y
ϕ) = ∅. W.l.o.g. we can assume
that Gxϕ and G
y





the first edge, w.l.o.g. say [x,w], of P must be in ϕ and w is not in Gxϕ. Since the distance








ϕ it follows V (G
w
ϕ ) ∩ V (G
y
ϕ) 6= ∅.
Let v ∈ V (Gwϕ )∩V (G
y
ϕ) and let Q := (w = w0, w1, . . . , wk = v) be a path from w to v in G
w
ϕ .
Since [x,w] ∈ ϕ and [w,w1] ∈ ϕ, there exists a vertex x1 ∈ V (G) such that [x1, w1] ∈ ϕ and
[x, x1] ∈ ϕ. Inductively, we obtain a walk W := (x = x0, x1, . . . , xk) such that [xi, xi+1] ∈ ϕ
for all 0 ≤ i ≤ k − 1 and [xi, wi] ∈ ϕ for all 0 ≤ i ≤ k. Thus, xk ∈ V (G
x
ϕ) and since
[v, xk] ∈ ϕ,we also have xk ∈ V (G
v
ϕ) = V (G
y
ϕ) and therefore V (G
x
ϕ) ∩ V (G
y
ϕ) 6= ∅.
If R is convex and has the square property, then |V (Gxϕ) ∩ V (G
y
ϕ)| = 1 holds for all
x, y ∈ V and all ϕ ⊑ R [47]. It is easy to verify, that any convex RSP-relation already has
the square property, see Fig. 3.5 and the next explanations: Let e ∈ ϕ ⊑ R and f ∈ ψ ⊑ R,
ϕ 6= ψ. e and f span a square consisting of edges e, f, e′, f ′ with e′ ∈ ϕ and f ′ ∈ ψ. Suppose
this square contains a diagonal d (Figure 3.5(a)). If d ∈ ϕ or d ∈ ψ then either Gϕ or Gψ is
not convex. If d /∈ ϕ ∪ ψ then Gϕ∪ψ is not convex. Hence any square spanned by edges from
distinct equivalence classes with opposite edges in the same class is chordless if R is convex.
Suppose e and f span another square consisting of edges e, f, e′′, f ′′ (Figure 3.5(b)). If
(e′′, f ′′) ∈ R then the subgraph consisting of the edges in the equivalence class containing
e′′ and f ′′ is not convex. Hence, let (e′′, f ′′) /∈ R. We have to consider three cases: either
e′′ /∈ ϕ ∪ ψ or e′′ ∈ ϕ or e′′ ∈ ψ. If e′′ /∈ ϕ ∪ ψ, then Gϕ∪ψ∪χ is not convex, where χ denotes
the equivalence class containing f ′′. Suppose e′′ ∈ ϕ. For [2, 5] /∈ E(G) or [2, 5] /∈ ϕ, the
subgraph Gϕ is not convex. If [2, 5] ∈ ϕ then Gψ∪χ is not convex. Analogously, if e
′′ ∈ ψ
then Gψ is not convex for [3, 5] /∈ E(G) or [3, 5] /∈ ψ, and for [3, 5] ∈ ψ, the subgraph Gϕ∪χ
is not convex. Hence, any square spanned by edges from distinct equivalence classes must be
unique if R is convex.
Consequently, Lemma 3.13 applies to RSP-relations as well. In Proposition 5.5 below we

















Fig. 3.5: RSP-relation R that does not satisfy the square property is not convex: A square 1 − 2 − 3 − 4
spanned by e and f with (e, f) /∈ R, (a) with diagonal d, (b) e and f span another square consisting
of edges e, f, e′′, f ′′.
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Well-Behaved RSP-Relations. Proposition 3.10 suggests that K2,3-subgraphs are to
blame for complications in understanding RSP-relations. It will therefore be useful to con-
sider a subclass of RSP-relations that are “well-behaved” on K2,3-subgraphs. They will turn
out to play a crucial role to establish the connection of RSP-relations, (quasi-)covers, and
equitable partitions, see Chapter 4.
Definition 3.14 (Forbidden Coloring, Well-Behaved RSP-Relation). We fix the notation for
the graph K2,3 so that {x, y}, {a, b, c} is the canonical partition of the vertex set. Let R be an
equivalence relation on E(K2,3) We say that K2,3 has a forbidden coloring if the edges [a, x],
[x, c], and [y, b] are in one equivalence class ϕ and the other edges are in the union ϕ of the
classes different from ϕ.
An RSP-relation is well-behaved (on G) if G does not contain a subgraph isomorphic to
a K2,3 with a forbidden coloring.
For a graph G and an RSP-relation R consisting of only two equivalence classes we
can strengthen this definition. It is easy to verify that in this case the two statements are
equivalent:
(i) R is well-behaved
(ii) for each pair of incident edges [a, b], [a, c] which are not in relation R there exists a
unique (not necessarily chordless) square a− b− d− c with opposite edges in the same
classes, i.e., ([a, b], [c, d]), ([a, c], [b, d]) ∈ R.
In the general case (i) implies (ii). To see this, note that if there are incident edges that
span more than one square, say SQ1 and SQ2, with opposite edges in the same classes, then
there is a K2,3 with forbidden coloring that consists of the squares SQ1 and SQ2. Hence, R
cannot be well-behaved. The converse is not true in general, as shown in Fig. 3.1. by the
non-well-behaved RSP-relation R′ that nevertheless has property (ii).
To obtain well-behaved RSP-relations R on G one can simply use δ0 and coarsenings of
it. That is, any equivalence relation R with δ0 ⊆ R is well-behaved. In this case, all edges
of any K2,3-subgraph are in the same equivalence class. However, coarsenings of arbitrary
well-behaved RSP-relation R need not be well-behaved, see Fig. 3.1: The well-behaved RSP-
relation R on the edge set E(G) of the “diagonalized cube” G has the four equivalence classes
ϕ1, ϕ2, ϕ3 and ϕ4 depicted by solid, zigzag, dotted and dashed edges, respectively. In addition,
R satisfies the unique square property. The relation R′ with classes ϕ3, ϕ4 and ψ1 = ϕ1 ∪ϕ2,
however, is not well-behaved, because the K2,3-subgraph with partition {1, 6} and {2, 4, 5}
has a forbidden coloring. Note, R′ has the unique square property. Nevertheless, any well-
behaved RSP-relation has a well-behaved coarsening with only two equivalence classes:
Lemma 3.15. Let R be an RSP-relation on the edge set of a graph G. For ϕ ⊑ R denote
with Rϕ the equivalence relation on E(G) that consists only of the two equivalence classes ϕ
and ϕ. Then R is well-behaved if and only if Rϕ is well behaved for all ϕ ⊑ R.
Furthermore, if R is well-behaved then R \ {ϕ} is well-behaved.
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Proof. Follows immediately from the definition of well-behaved, resp. forbidden coloring.
Likewise, we can characterize (non-)well-behaved RSP-relations as follows, using squares
instead of K2,3-subgraphs. If R is not well-behaved, this is equivalent to the existence of
squares with two adjacent edges in same class ϕ ⊑ R and others in class(es) different from
ϕ, see Figure 3.6 and the next explanations. It is easy to verify that any K2,3(-subgraph)
with a forbidden coloring contains such a square. By way of example, consider the square
a− x− c− y in Figure 3.6. Conversely, let R be an RSP-relation on E(G) and suppose that
G contains a square a− x− c− y with ([a, x], [c, x]) ∈ R and ([a, x], [c, y]), ([a, y], [c, x]) /∈ R.
By the relaxed square property, [a, x] and [c, y] span a square, say a−x− b− y with opposite
edges in the same equivalence class. Hence, there is a complete bipartite graph K2,3 with










Fig. 3.6: Forbidden coloring of a (sub)graph isomorphic to K2,3 based on the classes ϕ and ϕ of a (non-
well-behaved) RSP-relation. The class ϕ might consist of more than one equivalence class. The
existence of a forbidden coloring is equivalent to the existence of squares spanned by edges in same
equivalence class with opposite edges in different equivalence classes. Such a square contained in
the (sub)graph K2,3 is shown on the right.
The following result was first proved for δ in [15] and then for equivalence relations with
the unique square property in [66]. While it must not hold for RSP-relations in general, it is
true for well-behaved RSP-relations and their coarsenings.
Lemma 3.16. Let R be a (coarsening of a) well-behaved RSP-relation on E(G) and let
[u, v] ∈ ϕ ⊑ R. Then R induces a bijection between the ψ-edges incident to u and ψ-edges
incident to v for every ψ ∈ R. In particular, the vertices u and v have the same ψ-degree for
every ψ ∈ R with ψ 6= ϕ.
Proof. First, let R be an RSP-relation that is well-behaved and let [u, v] ∈ ϕ. We define
a mapping from the ψ-edges incident to u to the ψ-edges incident to v by [u, x] 7→ [v, y]
iff [u, v] and [u, x] span a square u − v − y − x with opposite edges in the same class, i.e.,
[u, v], [x, y] ∈ ϕ and [u, x], [v, y] ∈ ψ. Since R is well behaved, the square u − v − y − x is
uniquely determined with this property, hence the mapping is well defined. Since u−v−y−x
is also the unique square with opposite edges in the same class spanned by the edges [v, y]
and [u, v], we conclude the mapping is injective. From the relaxed square property, that is,
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Algorithm 1 Compute RSP-Relation
1: INPUT: A connected graph G = (V,E)
2: Compute R0 = δ
∗
1 ;
3: Q← {(e, f) | e, f ∈ E, e ∩ f 6= ∅} \R0;
4: j ← 0;
5: {Note, edges e and f with (e, f) ∈ Q are adjacent, span a square and are necessarily
distinct}
6: while Q 6= ∅ do
7: Take an arbitrary pair (e, f) ∈ Q with e ∩ f 6= ∅;
8: Let sq1, . . . , sqk be the squares spanned by e and f ;
9: Find the opposite edges ei of e and fi of f in sqi;
10: if there is a square sqi with (e, ei) ∈ R
∗
j and (f, fi) ∈ R
∗
j then
11: Q← Q \ {(e, f), (f, e)};
12: else
13: take an arbitrary square, say sq1 {with edge set E0 = (e, f, e1, f1)};
14: Rj+1 ← R
∗
j ∪ {(e, e1), (e1, e), (f1, f), (f, f1)};
15: compute R∗j+1;
16: Q← Q \R∗j+1;




21: OUTPUT: An RSP-relation R on E;
that any ψ-edge incident to u together with [u, v] spans such a square, it follows surjectivity,
hence, bijectivity. Since G is simple, it follows that u and v have the same ψ-degree.
Now suppose R is a coarsening of a well-behaved RSP-relation Q. Then each equivalence
class χ ⊑ R is the union of some Q-equivalence classes, χ =
⋃
ψ⊆χ ψ. Since ψ ∩ ψ
′ = ∅ for
any two distinct classes ψ,ψ′ ⊑ Q we conclude that the disjoint union of the bijections over
the ψ ⊂ χ is a bijection between the χ-edges incident to u and the χ-edges incident to v for
any [u, v] ∈ ϕ 6= χ. Clearly, this bijection is again induced by R. It follows immediately that
the χ-degrees of u and v are also the same for all χ 6= ϕ.
Computation. Let us now turn to the computational aspects of RSP-relations. It is an
easy task to determine finest relations that have the square property in polynomial time,
see [35, 36]. In contrast, it seems to be hard in general to determine one or all finest RSP-
relations. We conjecture that the corresponding decision problem is NP- or GI-hard for
general graphs. For definitions of NP- and GI-hard see [22, 50].
On the other hand, an efficient polynomial-time solution exists for K2,3-free graphs since
δ0 can be constructed efficiently, e.g., by listing all squares [7]. Algorithm 1 serves as a
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heuristic to find a finest RSP-relation for general graphs. The basic idea is to start from the
lower bound R = δ∗1 and to unite equivalence classes of R stepwisely until an RSP-relation is
obtained.
Proposition 3.17. Let G = (V,E) be a given graph with maximum degree ∆. Algorithm 1
computes an RSP-relation R on E in O(|V ||E|2∆4) time. If G is K2,3-free, then Algorithm
1 computes a finest RSP-relation on E.
Proof. Clearly, δ∗1 must be contained in every RSP-relation R. The set Q contains all adjacent
candidate edges (e, f), where we have to ensure that they span a square with opposite edges
in the same equivalence class. Since we already computed τ , we can conclude that if e and
f are contained in Q, then they span some square. Thus, in Line 10 we check whether there
are opposite edges e′ of e and f ′ of f in one of those squares spanned by e end f with
(e, e′), (f, f ′) ∈ R∗j , i.e., e
′ and e, resp., f ′ and f are in the same equivalence class. If so, we
can safely remove (e, f) from Q. If not, we will construct a square spanned by e and f with
opposite edges in the same class and the pair (e, f) will be removed from Q in the next run of
the while-loop (Line 11). To be more precise, we take one of those squares spanned by e and
f and add (e, e′) and (f, f ′) to Rj resulting in Rj+1. Hence, e and f now span a square with
opposite edges in the same class. We then compute the transitive closure R∗j+1. This might
result in new pairs (a, b) ∈ R∗j+1 of adjacent edges, which can safely be removed from Q since
they are in the same equivalence class, and thus need not span a square with opposite edges
in the same class. Hence, we compute Q ← Q \ R∗j+1. When Q is empty all adjacent pairs
(which span at least one square) are added in a way that at least one square has opposite
edges in the same equivalence class. Thus, R satisfies the relaxed square property. Note,
if G is K2,3-free, then all pairs (e, f) of adjacent edges e and f already span a square with
opposite edges in the same class, due to δ1. Hence, all such pairs (e, f) will be removed from
Q, without adding any new pair to R∗0. In this case we obtain R = δ
∗
1 .
In order to determine the time complexity we first consider the relation δ1. Note that
there are at most O(|E|∆2) squares in a graph, that can be listed efficiently in O(|E|∆)
time, see Chiba and Nishizeki [7]. For the computation of δ1, we first have to check for each
square a − b − c − d whether it is contained in a K2,3 subgraph or not. Thus, we need to
verify whether a and c have a common neighbor x 6∈ {b, d}, and, if b and d have a common
neighbor x 6∈ {a, c}, respectively. If none of the cases occur, i.e., the square is not part of a
K2,3 subgraph, then we put the pairs ([a, b], [c, d]) and ([a, d], [b, c]) to δ1. This task can be
done in O(∆2) time for each square, resulting in an overall time complexity of O(|E|∆4). The
relation τ ⊆ δ1 can then be computed in O(|V ||E|) time [28, Prop. 23.5] and the transitive
closure δ∗1 in O(|E|
2) time, [28, Prop. 18.2]. Thus, we end in time complexity O(|E|2∆4)
for the computation of δ∗1 . Finally, we have to check for the at most |V |∆
2 pairs of adjacent
edges whether they already span a square with opposite edges in the same class or not and
compute the transitive closure R∗j+1 if necessary. Since there are at most |E|∆
2 squares,
|E| ≤ |V |∆, and the transitive closure can be computed in O(|E|2) time, the latter task can
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be done in O(|V ||E|2∆3) time.
As the following example shows, the order in which the squares are examined does matter
in the general case, hence Alg. 1 does not produce a finest RSP-relation in general.
Example 3.18. Consider the complete graph K5 = (V,E) with vertex set V = Z5 and natural
edge set. After the init step we have R0 = {(e, e) | e ∈ E} and hence, Q contains all pairs of
adjacent edges. To obtain a finest RSP-relation, we could start with the pair ([0, 1][1, 4]) ∈ Q
that span the square 0 − 1 − 4 − 3 get as classes ϕ1 = {[0, 1], [3, 4]} and ϕ2 = {[1, 4], [0, 3]}
of R∗1. Continuing with ([0, 1][1, 2]) ∈ Q and the square 0 − 1 − 2 − 3, we obtain the classes
ϕ1 ∪ {[2, 3]} and ϕ2 ∪ {[1, 2]} of R
∗
2. Next, take ([0, 1][0, 4]) ∈ Q and the square 0− 1− 2− 4,
followed by the pair ([0, 1][0, 2]) ∈ Q and the square 0 − 1 − 4 − 2, resulting in the classes
ϕ1 = {[0, 1][2, 3], [3, 4], [2, 4]} and ϕ2 = {[0, 2], [0, 3], [0, 4], [1, 2], [1, 4]} for R
∗
4. Finally, take
([0, 1][1, 3]) ∈ Q and the square 0−1−3−4 to obtain the classes ϕ1 and ϕ2∪{[1, 3]} for a valid
finest RSP-relation, see Lemma 3.20 for further details. Note, the computed RSP-relation is
not well-behaved.
However, if we start with the pair ([0, 1][0, 4]) ∈ Q and square 0− 1 − 3 − 4, followed by
([1, 2][1, 3]) ∈ Q and 1−2−4−3, then ([1, 4][3, 4]) ∈ Q and 1−2−3−4, next ([0, 1][0, 3]) ∈ Q
and 0 − 1 − 2 − 3 and finally ([0, 2][2, 3]) ∈ Q and 0 − 2 − 3 − 4, the resulting RSP-relation
has only one equivalence class.
Examples: RSP-Relations on Complete and Complete Bipartite Graphs
Since complete graphs and complete bipartite graphs contain large numbers of superimposed
K2,3 subgraphs they are responsible for much of the difficulties in finding finest RSP-relations.
We therefore study their RSP-relations in some detail. Since the proofs are very long, we
omit them here for better legibility. They can be found in the appendix.
Lemma 3.19. Let V (Km) = {0, . . . ,m− 1}. For i = 1, . . . , l := ⌊
m
2 ⌋ define the set
ϕi := {[x, (x + i) mod m] | x ∈ {0, . . . m− 1}} ⊆ E(Km).
Then the sets ϕ1, . . . , ϕl define an RSP-relation R on E(Km) with equivalence classes
ϕ1, . . . , ϕl. If m 6= 4, then R is a finest RSP-relation.
Lemma 3.19 implies that the maximum number of classes of a finest RSP-relation is at
least ⌊m2 ⌋. From Lemma 3.5, we infer that the maximum number of classes of a finest RSP-
relation on Km is at most m − 1, the minimum degree of Km. In the case of m = 2
q, this
bound is sharp with the construction in Definition 5.10 and since K2q = ⊠
q
i=1K2. However,
for all m ≥ 5 there exists a finest RSP-relation on E(Km) with only two equivalence classes,
as the next lemma shows.
Lemma 3.20. For m ≥ 5 and graph Km, let G1 be the induced subgraph on vertices {0, 1}
and G2 the induced subgraph on {2, . . . ,m − 1}. Then the equivalence relation R with two
equivalence classes ϕ = E(G1) ∪ E(G2) and ϕ is a finest RSP relation.
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The relation defined in Lemma 3.20 is also an RSP-relation on K4. However, it is not the
finest RSP-relation in that case.
Example 3.21. Consider the complete graph K9 = K3 ⊠K3. Then the construction given
in Lemma 3.19 and in Lemma 5.11 define two different RSP-relations R 6∼= S, for which
K9/P
R ∼= K9/P
S ∼= LK1, by Lemma 5.13. Note, R and S have no RSP-relation as common
refinement.
Let us now turn to complete bipartite graphs Km,n. W.l.o.g. we may assume that m ≤ n.
Lemma 3.22. For m = n let the vertex set of Km,m be given by V (Km,m) = V (K2)×V (Km)
and E(Km,m) = {[x, y] | x, y ∈ V (Km,m) s.t. p1(x) 6= p1(y)}. Furthermore, let S be an RSP-
relation on E(Km). We define an equivalence relation R on E(Km,m) as follows: (e, f) ∈ R
if and only if
(1) |p2(e)| = |p2(f)| = 1, or
(2) |p2(e)| = |p2(f)| = 2 and (p2(e), p2(f)) ∈ S.
Then R has the relaxed square property. Moreover, R is a finest RSP-relation on E(Km,m)
if and only if S is finest RSP-relation on E(Km).
Lemma 3.23. For m < n let the vertex set of Km,n be given by {x1, . . . , xm, y1, . . . , yn} such
that E(Km,n) = {[xi, yj ] | 1 ≤ i ≤ m, 1 ≤ j ≤ m}. Furthermore, let S be an equivalence
relation on the edge set of the induced subgraph 〈{x1, . . . , xm, y1, . . . ym}〉 ∼= Km,m of Km,n.
We extend S to an equivalence relation R on E(Km,n) as follows: For each equivalence class
ϕ′ ⊑ S we extend ϕ′ to an equivalence class ϕ ⊑ R, i.e., we set ϕ′ ⊆ ϕ and moreover
[xj, ym+i] is an edge in equivalence class ϕ if and only if [xj, yki ] is an edge in ϕ
′ for fixed
ki ∈ {1, . . . ,m} for all i ∈ {1, . . . , n−m}. Then R has the relaxed square property.
Obviously, any finer RSP-relation S′ ⊂ S on E(Km,m) leads to a finer RSP-relation
R′ ⊂ R on E(Km,n), constructed from S
′ as in Lemma 3.23. It is not known yet, if the
converse is also true.
The constructions in Lemma 3.22 and Lemma 3.23 together with Lemma 3.19 imply
that the maximum number of classes of a finest RSP-relation is at least ⌊m2 ⌋ + 1. From
Lemma 3.5, we infer that the maximum number of classes of a finest RSP-relation on Km,n
is at most m, the minimum degree of Km,n. In the case of m = 2
q, this bound is sharp
with our considerations for complete graphs K2q and the constructions in Lemma 3.22 and
Lemma 3.23.
Conclusively, we can summarize:
Proposition 3.24. (1) For all m > 3 there exists a nontrivial RSP-relation on E(Km).
(2) For all m,n ≥ 2 there exists a nontrivial RSP-relation on E(Km,n).
Chapter 4
Graph Covers, Equitable Partitions and
RSP-relations
Graph covers and equitable partitions are intimately related, see [18]. It is known, that if
G is a covering graph for a graph H, then G and H must have the same degree refinement
matrix [51]. Moreover, Leighton has shown the following:
Theorem 4.1 ([51]). Given any two finite, undirected and connected graphs G and H, the
following assertions are equivalent:
(i) G and H share a common finite cover,
(ii) G and H have the same universal cover,
(iii) G and H share a common (possibly infinite) cover,
(iv) G and H have the same degree refinement matrix.
In Section 4.1, we establish the close connection of covering graphs and (well-behaved)
RSP-relations. We will see, i.a., that the layers of a graph w.r.t. an equivalence class of
a well-behaved RSP-relation share a common cover, and how such a covering graph can be
constructed via this relation. Together with Theorem 4.1, this implies that these layers have
a common degree refinement matrix.
In Section 4.2, we will see indeed, how such equitable partitions of the layers arise from
well-behaved RSP-relations. Moreover, we show that well-behaved RSP relations on the edge
set E(G) also induce equitable partitions of the whole graph G.
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4.1 RSP-Relations and Graph Covers
Definition 4.2. For a graph G = (V,E), an RSP-relation R on E and ϕ ⊑ R, let Gxϕ and
Gyϕ be two distinct adjacent ϕ-layers We define the graph CGxϕ,G
y
ϕ
in the following way:
1. Vertices V (CGxϕ,G
y
ϕ
) = {[a, b] ∈ E | a ∈ V (Gxϕ), b ∈ V (G
y
ϕ)} are precisely the edges of G
connecting Gxϕ and G
y
ϕ.
2. Two vertices [a1, b1], [a2, b2] ∈ V (CGxϕ,G
y
ϕ
) are adjacent if they are opposite edges of a
square a1 − b1 − b2 − a2 in G with [a1, a2] ∈ E(G
x
ϕ) and [b1, b2] ∈ E(G
y
ϕ).
Lemma 4.3. Let G be a graph, R an RSP-relation on E(G), and Gxϕ and G
y
ϕ two distinct
adjacent ϕ-layers for some ϕ ⊑ R. Then CGxϕ,G
y
ϕ
is a quasi-cover of Gxϕ and G
y
ϕ. Moreover,
if R is well-behaved, then CGxϕ,G
y
ϕ
is a cover of Gxϕ and G
y
ϕ.
Proof. We define the map f1 : V (CGxϕ,G
y
ϕ
) → V (Gxϕ) by f1([a, b]) = a where a ∈ V (G
x
ϕ) and




neighbors in Gxϕ. Let [a1, b1], [a2, b2] ∈ V (CGxϕ,G
y
ϕ




, there is a square a1−b1−b2−a2 in G with opposite edges [a1, b1] and [a2, b2]. Hence,
a1 and a2 are adjacent in G
x
ϕ. Now, let a = f1([a, b]) and c ∈ NGxϕ(a). Since [a, c] and [a, b]
are incident edges of different equivalence classes, they span some square with opposite edges




and f1([c, d]) = c. This proves that f1 is locally surjective and therefore, that CGxϕ,G
y
ϕ
is a quasi-cover of Gxϕ.
Let f1 be defined as above and assume that none of the subgraphs of G that are isomorphic





([a, b]) we have c1 = c2, by construction of f1. If d1 6= d2, then there is a subgraph ofG
isomorphic to K2,3 with bipartition {b, c1}∪̇{a, d1, d2}. Moreover, since [a, c1], [b, d1], [b, d2] ∈
ϕ and the other edges are, by construction, in ϕ we conclude that this subgraph has a
forbidden coloring, a contradiction. Thus, d1 = d2, i.e., the locally surjective map f1 is also
locally injective. Hence, CGxϕ,G
y
ϕ
is a cover of Gxϕ.
Arguing analogously for the map f2 : V (CGxϕ,G
y
ϕ
)→ V (Gyϕ) with f2([a, b]) = b, a ∈ V (G
x
ϕ),




To illustrate Lemma 4.3 consider the following example: Let G1 = C6 and G2 = C9 with
vertex sets Z6 and Z9 and the canonical edge set definitions. To obtain G add the edges [k, k
mod 6] and [k, k+3 mod 6] for 0 ≤ k ≤ 8 connecting G1 with G2. Construct an equivalence
relation R with two classes ϕ = E(G1) ∪ E(G2), and ϕ comprising the connecting edges. R
is a well-behaved RSP-relation on G. It is not hard to verify that CG1,G2 is a covering graph
of C6 and C9 and is isomorphic to C18.
For a similar result for the case when Gxϕ and G
y
ϕ are not distinct, that is Gxϕ = G
y
ϕ, but
there are edges not in ϕ connecting its vertices, we have to be a bit more careful.
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Definition 4.4. For a graph G = (V,E), an RSP-relation R on E, and ϕ ⊑ R, let Gxϕ be
some ϕ-layer. We define the graph CGxϕ,Gxϕ in the following way:
1. Vertices V (CGxϕ,Gxϕ) = {(a, b) | [a, b] ∈ E, a, b ∈ V (G
x
ϕ), [a, b] ∈ ϕ} are edges in E(G)
with superimposed orientation (a, b) from a to b, that are not contained in class ϕ, but
that connect vertices of Gxϕ.
2. Two directed edges (a1, b1) and (a2, b2) in V (CGxϕ,Gxϕ) are adjacent if [a1, b1], [a2, b2] are
opposite edges of a square a1 − b1 − b2 − a2 in G with [a1, a2], [b1, b2] ∈ E(G
x
ϕ).
Remark 4.5. Since [a, b] = [b, a], it holds that for all edges [a, b] ∈ E, we get two vertices in
V (CGxϕ,Gxϕ) per edge [a, b] ∈ E \ ϕ, namely (a, b) and (b, a).
Lemma 4.6. For a graph G = (V,E), an RSP-relation R on E, and ϕ ⊑ R, let Gxϕ be some
ϕ-layer and assume that there are edges [a, b] ∈ E \ ϕ with a, b ∈ V (Gxϕ). Then CGxϕ,Gxϕ is
a quasi-cover of Gxϕ with two different locally surjective homomorphisms f1 and f2 such that
f1(h) 6= f2(h) for every h ∈ CGxϕ,Gxϕ. Moreover, if R is well-behaved, then CGxϕ,Gxϕ is twice a
cover of Gxϕ, i.e., there are at least two different covering maps.
Proof. Proof is the same as for Lemma 4.3 by defining f1((a, b)) = a and f2((a, b)) = b.
If every vertex of Gxϕ is incident with exactly one edge that is not in ϕ but connects two
vertices of Gxϕ, then G
x
ϕ
∼= CGxϕ,Gxϕ and the edges in ϕ induce an automorphism of G
x
ϕ without
fixed vertices by setting f(a) = b whenever [a, b] ∈ ϕ.
As an example consider the graph G with V (G) = Z6 and E(G) = ϕ∪̇ϕ such that
ϕ = {[k, k +1 mod 6] | 0 ≤ k ≤ 5}, i.e., Gϕ ∼= C6 and ϕ = {[1, 4], [2, 5], [3, 6]}. We then have
V (CGxϕ,Gxϕ) = {(0, 3), (1, 4), (2, 5), (3, 0), (4, 1), (5, 2)} and CGxϕ,Gxϕ has edges E(CGxϕ,Gxϕ) =
{[(0, 3), (1, 4)], [(1, 4), (2, 5)], [(2, 5), (3, 0)], [(3, 0), (4, 1)], [(4, 1), (5, 2)], [(5, 2), (0, 2)]}, that is
CGxϕ,Gxϕ
∼= C6 ∼= Gϕ. The induced automorphism is given by f(k) = k+3 mod 6, k = 0, . . . , 5.
Lemma 4.3 and Lemma 4.6 together highlight a connection between graph bundles and
graphs with relaxed square property. For an RSP-relation R on G we see that the connected
components Gϕ correspond to fibers, while the graph Gϕ/P
R
ϕ has the role of the base graph.
Such decomposition is a graph bundle if and only if edges connecting Gxϕ and G
y
ϕ for arbitrary







ϕ for arbitrary x, y, provided that Gxϕ and G
y
ϕ are connected by an edge. Graphs
with a nontrivial RSP-relation are therefore a natural generalization of graph bundles.
Another interesting question is how two graphs G1 and G2 can be connected by additional
edges so that ϕ = E(G1) ∪ E(G2) and ϕ comprises the connecting edges and R = {ϕ,ϕ} is
an RSP-relation.
Lemma 4.7. Let G1, G2, and G be graphs and f1 : G→ G1, f2 : G→ G2 be locally surjective
homomorphisms. Then there exists a graph H = (V,E) and an RSP-relation R on E with
equivalence classes ϕ, ϕ such that
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(1) V = V (G1) ∪ V (G2), and
(2) ϕ = E(G1) ∪ E(G2).
Note, it is allowed to have G1 = G2. In this case, H might have loops and double edges.
Proof. For given graphs G1, G2, G and locally surjective homomorphisms fi : G → Gi,
i = 1, 2 construct the graph H as follows: For x ∈ V (G1) and y ∈ V (G2) add an edge [x, y]
if and only if there exists g ∈ V (G) such that f1(g) = x and f2(g) = y. We set [x, y] ∈ ϕ.
It is clear, that R is an equivalence relation. We have to show, that R is an RSP-relation.
Let [x1, x2] ∈ E(G1) and [x1, y1] be an added edge. Then there exists g1 ∈ V (G), such that
f1(g1) = x1 and f2(g1) = y1. Since f1 is a locally surjective homomorphism, there exists
a vertex g2 as a neighbor of g1, such that f1(g2) = x2. Let y2 = f2(g2). Then y2 and x2
are connected by an added edge and y1, y2 are adjacent since f2 is a homomorphism. Thus
[x1, x2] and [x1, y1] lie on a square with opposite edges in relation R.
If G1 = G2, then just identify vertices of two copies of G1.
Lemma 4.8. Let G and G′ be two graphs. Then there exists a graph H = (V,E) and a
well-behaved RSP-relation R with two equivalence classes ϕ, ϕ such that
(1) V = V (G) ∪ V (G′), and
(2) ϕ = E(G) ∪ E(G′), and
(3) each vertex of V (G) is incident to exactly one ϕ-edge
if and only if G is a cover of G′.
Proof. Let H = (V,E) be a graph with well-behaved RSP-relation R on E as claimed.
Then, we can consider G,G′ as ϕ-layers. By Lemma 4.3, CG′,G is a cover of G
′ and G.
Since each vertex in V (G) is incident with exactly one ϕ-edge, we see that for covering map
f1 : CG′,G → G holds |f
−1
1 (u)| = 1 for all u ∈ H which implies f1 is also injective, thus an
isomorphism.
For the converse, assume G is a cover of G′. Then G is a cover of G and G′ and thus G
and G′ can be connected as in the prove of Lemma 4.7. Since clearly G ∼= G and thus the
covering map p : G → G is in particular injective, each vertex is, by construction, incident
to exactly one ϕ-edge. This in turn implies, H contains no square w − x − y − z such that
z ∈ V (G) and [w, z], [y, z] ∈ ϕ. On the other hand, there is no square w−x− y− z contained
in H with [w, x], [x, y] ∈ E(G) ⊆ ϕ and [w, z], [y, z] ∈ ϕ, i.e., z ∈ V (G′), since otherwise the
restriction of the covering map p′ : G → G′ to NG(x) (w.l.o.g. we can assume p to be the
identity mapping) would not be injective, a contradiction. Hence, we can conclude that R is
well-behaved.
Notice that checking if H is a cover of G is in general NP-hard [1]. Therefore, also
connecting two graphs as described in the proof of Lemma 4.8 is NP-hard. On the other
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hand, one can connect two arbitrary graphs G1, G2 such that all vertices of G1 are linked to
all vertices of G2. Then, the relation defined by the classes ϕ = E(G1) ∪ E(G2) and ϕ that
consists of all added edges between G1 and G2 is an RSP-relation. This implies that any two
graphs have a common finite quasi-cover. However, this is not true for covers, just take K2
and K3 as an example.
For a given graph G and an RSP-relation R, one can consider the subgraph Gϕ, ϕ ⊑ R
as one layer and all other edges of G not contained in Gϕ as connecting edges. Notice,
connectivity is not explicitly needed in Definition 4.4 and Lemma 4.6, and thus, they can be
extended to CGϕ,Gϕ . Moreover, any spanning subgraphH of a graphG induces an equivalence
relation R with two equivalence classes E(H) and E(G) \E(H). Hence, CH,H is well defined
and thus, Lemma 4.6 and 4.7 imply the following result.
Theorem 4.9. A graph G has an RSP-relation with two equivalence classes if and only if
there exists a (possibly disconnected) spanning subgraph H ( G and CH,H is a quasi-cover of
H.
On the set of graphs G we consider the relation G1 ∼ G2 if G1 and G2 have a common
finite cover.
Proposition 4.10. The relation ∼ on G is an equivalence relation.
Proof. Relation ∼ is clearly reflexive and symmetric. By assumption, the graphs G1 and G2
have a common cover H12, and G2 and G3 have a common cover H23. By Lemma 4.8, H12
and G2 as well as H23 and G2 can be connected without forbidden colorings of K2,3. Let E
be the set of all edges connecting G2 and H12 and E
′ the set of edges connecting G2 and H23.
Since every cover of H12 and H23 is a cover of G1, G2 and G3, it is sufficient to find a cover
of H12 and H23. Therefore, it suffices to connect H12 and H23 without forbidden colorings
of K2,3. Define edges connecting H12 and H23 by connecting h ∈ V (H12) and h
′ ∈ V (H23) if
there exists a vertex v ∈ V (G2) such that [h, v] ∈ E and [v, h
′] ∈ E′.
First we check that E(H12) ∪ E(H23) and the connecting edges form two equivalence




1 ∈ V (H23) is




Since edges E are defined by a local bijection between H12 and G2, there exist v2 ∈ V (G2),
a neighbor of v1, such that [h2, v2] ∈ E. Similarly, since E
′ is defined by a local bijection
between H23 and G2, there exists h
′
2 ∈ V (H23), a neighbor of h
′












2] ∈ E(H12) ∪ E(H23)




2] being connecting edges. This proves that the relation R with equivalence
classes E(H12) ∪E(H23) and the set of connecting edges is an RSP relation.
It remains to prove that R is well-behaved. By symmetry, it is enough to prove that there




2 ∈ V (H23) with [h1, h2], [h1, h3] ∈ E(H12),
[h′1, h
′




2] and [h3, h
′
2]. For the sake of contradiction,
suppose such vertices exist. By the construction of the added edges, there exist vertices
4. Graph Covers, Equitable Partitions and RSP-relations 38








Since edges in E are obtained from a covering map of H12 to G2 we see that v1, v2 and v3
are distinct vertices. But also the edges in E′ are obtained from a covering map of H23 to
G2 therefore [v2, h
′
2] = [v3, h
′
2] and thus v2 = v3, a contradiction.
We have proven Proposition 4.10 here by elementary means to keep this presentation self-
contained. It also follows from Theorem 4.1. Moreover, the relation ∼ is just the symmetric
and transitive closure of the partial order ≤B , defined on the set of graphs G as follows:
G1 ≤B G2 if G1 is a cover of G2 [18]
1.
Corollary 4.11. Let G be a connected graph and let R be a well-behaved RSP-relation on
E(G). Then there exists a common covering graph for all ϕ-layers Gxϕ for each equivalence
class ϕ ⊑ R.
Proof. This result is an immediate consequence of the connectedness of G, Lemma 4.3 and
Proposition 4.10.
The latter corollary can also be extended to coarsenings of well-behaved RSP-relations.
Corollary 4.12. Let G be a connected graph and let S be a coarsening of a well-behaved
RSP-relation R on E(G). Then there exists a common covering graph for all ϕ-layers Gxϕ
for each equivalence class ϕ ⊑ S.
Proof. Let ϕ ⊑ S. Since R is a refinement of S, we have ϕ =
⋃
χ⊆ϕχ⊑R. Moreover, let ψ
⊑ R
such that ψ∩χ = ∅. By Lemma 3.15, it follows that the equivalence relation Q = {ϕ,ψ} is a
well-behaved RSP-relation on the edge set of the subgraph (V (G), ϕ∪ψ) of G. Now applying
Corollary 4.11, the assertion follows.
In terms of Leighton’s theorem, the corollary could be read in the following way: For a
graph G with a well-behaved RSP-relation on E(G) and some fixed equivalence class ϕ all
the graphs {Gxϕ} have the same universal cover.
Under certain conditions it is possible to refine a given RSP-relation.
Lemma 4.13. Let G = (V,E) be a connected graph and R a well-behaved RSP-relation on
E. Assume that for one equivalence class ϕ ⊑ R the graph Gϕ has two connected components
Gxϕ and G
y
ϕ. The next two statements are equivalent:
1. There is a well-behaved refined RSP-relation R′ ( R such that ϕ = χ1 ∪ χ2 with





has a non-trivial RSP-relation Q such that (e, f) ∈ Q iff (e′, f ′) ∈ R′ for all
e, f ∈ p−11 (e
′) ∪ p−11 (f
′) ∪ p−12 (e
′) ∪ p−12 (f










1 In fact, this assertion was only shown for connected graphs. However, the authors stated that the results
of their contribution can be straightforwardly generalized to disconnected graphs.
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In other words, R can be refined to R′ if and only if edges of Gxϕ, resp., G
y
ϕ that map on the
same edges via the covering projection are in the same class w.r.t. Q.
Proof. If there is a finer RSP-relation R′, every square a1 − b1 − b2− a2 with a1, a2 ∈ V (G
x
ϕ)
and b1, b2 ∈ V (G
y
ϕ) has edges [a1, a2] and [b1, b2] in the same class by the relaxed square
property and since R is well-behaved. Thus, an equivalence relation on E(Gxϕ) and E(G
y
ϕ)
can be lifted to an equivalence relation on E(CGxϕ,G
y
ϕ
) in a natural way. One can check that it
has the relaxed square property by using that the respective relations on E(Gxϕ) and E(G
y
ϕ)
have the relaxed square property.
Conversely, we define a finer RSP-relation on E(Gxϕ) and E(G
y




) by setting (e′, f ′) ∈ R′ iff (e, f) ∈ Q for some e ∈ p−11 (e
′), f ∈ p−11 (e
′).
Let R be a well-behaved RSP-relation on G, e.g., R = δ0, and suppose there is a finer
RSP-relation R′ in which an equivalence class ϕ is split into two equivalence classes ϕ1 and
ϕ2. Let {G
xi
ϕ } be the connected components of Gϕ. Then ϕ1 and ϕ2 induce an RSP-relation




ϕ that are connected by some edges (in
other classes). From the proof of Lemma 4.13 we observe that an RSP-relation on E(Gx1ϕ )
already defines an RSP-relation on CGx1ϕ ,G
x2
ϕ
, which in turn defines an RSP-relation on Gx2ϕ
and thus on all ϕ-layers Gxiϕ . If multiple splits of ϕ exist, they are fixed by choosing one on
any Gxiϕ .
Now consider the graph G consisting of two copies of K2,3 and all edges connecting them
and the equivalence relation whose two classes are the edges of the two copies of K2,3 and
the connecting edges, respectively. The discussion above implies that we can split the first
class independently on the two copies of K2,3. Thus, we cannot generalize the result above
to RSP-relations with forbidden colorings.
4.2 RSP-Relations and Equitable Partitions
As illustrated at the beginning of this chapter, Graph covers and equitable partitions are
intimately connected. The following result is an immediate consequence of Lemmas 4.3 and
4.6 from the previous section and sharpens the assertion in Lemma 3.12 for well-behaved
RSP-relations and their coarse grainings.
Lemma 4.14. Let G be a graph and let R be a (coarsening of a) well-behaved RSP-relation.
Furthermore, let ϕ,ψ ⊑ R with ϕ 6= ψ and v,w ∈ V (G). Then all vertices of Gvϕ have the
same number of incident ψ-edges connecting Gvϕ and G
w
ϕ . More formally,
|Nψ(v) ∩ V (G
w
ϕ )| = |Nψ(x) ∩ V (G
w
ϕ )|
holds for all x ∈ V (Gvϕ).
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Proof. Let Q ⊆ R be a well-behaved RSP-relation. Then ψ is the disjoint union of some
equivalence classes χ ⊑ Q, ψ =
⋃
χ⊆ψ χ. Thus, we have





|Nχ(x) ∩ V (G
w
ϕ )|.
Therefore, it suffices to show that |Nχ(v)∩V (G
w
ϕ )| = |Nχ(x)∩V (G
w
ϕ )| holds for all x ∈ V (G
v
ϕ)
and all χ ⊑ Q with χ ⊆ ψ. Note, it holds χ ∩ ϕ = ∅ for all χ ⊆ ψ.
By Lemma 3.6 the relation R′ consisting of classes ϕ,χ on the edge set of the spanning
subgraphH = (V (G), ϕ∪χ) of G is also an RSP-relation. Applying Lemma 3.15, we conclude
that R′ is well-behaved. Moreover, since Hϕ = Gϕ and NHχ(x) = NGχ(x) = Nχ(x) for all x ∈
V (G) = V (H), and χ = ϕ w.r.t. H, it suffices to prove |NHϕ(v)∩V (H
w
ϕ )| = |NHϕ(x)∩V (H
w
ϕ )|
holds for all x ∈ V (Hvϕ).




ϕ the assertion is clearly true. Therefore
assume now that they are connected by an edge. By Lemmas 4.3 and 4.6, CHvϕ,Hwϕ is a cover
of Hvϕ with covering map f1 as defined in Lemmas 4.3 resp. 4.6. By definition of f1, it holds
|f−11 (x)| = |NHϕ(x) ∩ V (H
w
ϕ )|, which is the same for all x ∈ V (H
v
ϕ).
Corollary 4.15. Let G be a connected graph and R be a (coarsening of a) well-behaved RSP-
relation on E(G). Then PRϕ =
{
V (Gxϕ) | x ∈ V (G)
}
is an equitable partition of the graph Gϕ
for every equivalence class ϕ of R.
Proof. This follows immediately from V (G) = V (Gϕ), the fact that P
R
ϕ is a partition of
V (G), and Lemma 4.14.
If Gϕ is an induced subgraph of G we have Gϕ/P
R
ϕ
∼= N (G/PRϕ ) which follows from the
fact that [Gxϕ, G
y
ϕ] is an edge in N (G/P
R
ϕ ) if and only if there is an edge in G connecting a
vertex in V (Gxϕ) with a vertex in V (G
y





and hence it is in Gϕ.
Remark 4.16. The quotient graphs Bϕ := Gϕ/P
R
ϕ provide a direct connection to the theory
of graph bundles since Bϕ coincides with the base graph of the bundle presentation (G, pϕ, Bϕ)
of G provided ϕ is 2-convex and R has the unique square property [46, 57]. Moreover, it can
easily be shown that G has a graph bundle presentation (G, p,Gϕ/P
R
ϕ ) over a simple base if
and only if p : Gϕ → Gϕ/P
R
ϕ is a covering projection [18, 46, 57].
Theorem 4.17. Let R be a (coarsening of a) well-behaved RSP-relation on the edge set E(G)
of a connected graph G. Then PR = {VR(x) | x ∈ V (G)} =
{
⋂
ϕ⊑R V (Gϕ(x)) | x ∈ V (G)
}
is an equitable partition of G.
To prove the Theorem, we first show the following:
Lemma 4.18. Let G be a connected graph and R be a (coarsening of a) well-behaved RSP-
relation on E(G). Then for an arbitrary equivalence class ϕ of R holds:
(1) Nϕ(x) ∩ VR(y) 6= ∅ if and only if Nϕ(u) ∩ VR(y) 6= ∅ for all u ∈ VR(x).
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(2) Nϕ(x) ∩ VR(y) 6= ∅ implies Nϕ(x) ∩ VR(y) = Nϕ(x) ∩ V (G
y
ϕ).
Proof. (1) Let Nϕ(x) ∩ VR(y) 6= ∅ and hence, Nϕ(x) ∩ V (G
y
ψ
) 6= ∅ for all ψ ⊑ R. Thus, there
exists a vertex z ∈ V (G) with [x, z] ∈ ϕ such that z ∈ V (Gy
ψ
) for all ψ ⊑ R. Note, z ∈ V (Gx
ψ
)





for all ψ 6= ϕ.
Now let u ∈ VR(x). Hence u ∈ V (G
x
ψ
) = V (Gy
ψ
) for all ψ 6= ϕ. From Lemma 4.14 and
the fact that Nϕ(x)∩ V (G
y
ϕ) 6= ∅, we can conclude that Nϕ(u)∩ V (G
y
ϕ) 6= ∅, i.e., there exists
a vertex w ∈ V (Gyϕ) such that [u,w] ∈ ϕ. This implies w ∈ V (G
u
ψ
) = V (Gy
ψ
) for all ψ 6= ϕ
and therefore w ∈ VR(y), hence Nϕ(u) ∩ VR(y) 6= ∅. Conversely, if Nϕ(u) ∩ VR(y) 6= ∅ for all
u ∈ VR(x), this is trivially fulfilled for u = x.
(2) Let z ∈ Nϕ(x)∩VR(y), that is, z ∈ Nϕ(x) and z ∈ V (G
y
ψ
) for all ψ ⊑ R, in particular,
z ∈ V (Gyϕ). Hence, z ∈ Nϕ(x)∩V (G
y
ϕ) and therefore we have Nϕ(x)∩VR(y) ⊆ Nϕ(x)∩V (G
y
ϕ).
Now, let z ∈ Nϕ(x) ∩ V (G
y
ϕ), which is equivalent to [x, z] ∈ ϕ and z ∈ V (G
y
ϕ). It follows
z ∈ V (Gx
ψ
) for all ψ 6= ϕ and thus z ∈ V (Gy
ψ
) for all ψ ⊑ R since Nϕ(x) ∩ VR(y) 6= ∅.
Hence, z ∈ Nϕ(x)∩VR(y) and therefore Nϕ(x)∩V (G
y
ϕ) ⊆ Nϕ(x)∩VR(y), from which we can
conclude equality of the sets.
Proof of Theorem 4.17. By construction, PR is a partition of V (G). It remains to show that
this partition is equitable, that is, we have to show that for arbitrary u, x, y ∈ V (G) with
u ∈ VR(x) holds
|NG(u) ∩ VR(y)| = |NG(x) ∩ VR(y)|. (4.1)
Notice that for arbitrary x ∈ V (G) we have NG(x) =
⋃
ϕ⊑RNϕ(x) and Nϕ(x) ∩ Nψ(x) = ∅
for ϕ 6= ψ. Hence we have |NG(x) ∩ VR(y)| =
∑
ϕ⊑R |Nϕ(x) ∩ VR(y)|. Therefore, it suffices
to show
|Nϕ(u) ∩ VR(y)| = |Nϕ(x) ∩ VR(y)| ∀ϕ ⊑ R
to prove Equation (4.1). This equality, however, follows immediately from Lemma 4.18
together with Lemma 4.14.
Chapter 5
RSP-Relations and Product Structures
RSP-relations generalize the product relation σ in a way that some but not all properties
of the layers are retained. In this manner, we can view graphs, that admit nontrivial RSP-
relations on their edge sets to have relaxed product structure. In fact, an RSP-relation R on
the edge set E(G) of a graph G induces a partition on the vertex set whose quotient graphs
exhibit a natural, rich product structure, even when G itself is prime. This will be shown in
the first section of this chapter, where we will also examine the behavior of these quotient
graphs w.r.t. refinements and coarse grainings of the particular relation R.
In Section 5.2, we will see for each of the products ⊛ ∈ {✷,⊠,×}, how RSP-relations
of the factors will be transferred to the product graph. Moreover, we will explore in what
manner the structure of the quotient of a product graph, that was found in Section 5.1,
depends on the structure of the quotient graphs of its factors, and the specific product.
5.1 Product Structures of Quotient Graphs
The connected components of a given equivalence class of the product relation σ, i.e., the
fibers of G w.r.t. a given factor F , form a natural partition PF of the vertex set of G. It is
well known (see e.g. [28]) that G then has a representation as G ∼= (G/PF )✷F . The following
main result of this section generalizes this observation to RSP-relations.






Proof. Let ϕ1, . . . , ϕn denote the equivalence classes of R. Let x, v1, . . . , vn ∈ V (G), where
the vi need not necessarily be distinct. If x ∈ V (G
vi
ϕi
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Remark, that for 1 ≤ i ≤ n the vertex set of Gϕi/P
R
ϕi
is given by V (Gϕi/P
R
ϕi
) = {Gviϕi |










(Gv1ϕ1 , . . . , G
vn
ϕn
) | vi ∈ V (G), i = 1, . . . , n
}
,
where (Gv1ϕ1 , . . . , G
vn
ϕn
) = (Gu1ϕ1 , . . . , G
un
ϕn
) if and only if ui ∈ V (G
vi
ϕi
) for all i = 1, . . . , n.







, . . . , Gvnϕn)
iff x ∈ V (Gviϕi) for all i = 1, . . . , n.
For all x ∈ V (G) there exist vi, i = 1, . . . , n such that x ∈ V (G
vi
ϕi
), e.g. choose vi = x.
And since from x ∈ V (Gviϕi) and x ∈ V (G
ui
ϕi
) follows Gviϕi = G
ui
ϕi
, this mapping is well defined.
Due to the fact that x ∈ V (Gviϕi) and y ∈ V (G
vi
ϕi
) implies Gxϕi = G
y
ϕi
, we can conclude










For k = 1 this is trivially fulfilled. Let k ≥ 1 and assume ∩ki=1V (G
vi
ϕi
) 6= ∅. We have to
show, that this implies ∩k+1i=1 V (G
vi
ϕi
) 6= ∅. From the induction hypothesis, we can conclude




) = ∩ki=1V (G
x
ϕi















what the assumption follows.
Let y ∈ V (Gxϕk+1). Then there exists a path Q from x to y such that all edges of Q are




all i = 1, . . . , k, from what Equation (5.1) and finally surjectivity follows.
It remains to verify the isomorphism property, that is [VR(x), VR(y)] is an edge in G/P
R if
and only if [(Gxϕ1 , . . . , G
x
ϕn
), (Gyϕ1 , . . . , G
y
ϕn
)] is an edge in ✷ni=1Gϕi/P
R
ϕi
. Let [VR(x), VR(y)] ∈
E(G/PR), that is, there exists a vertex x′ ∈ VR(x) and a vertex y
′ ∈ VR(y) such that [x
′, y′] is
















). Thus, [(Gxϕ1 , . . . , G
x
ϕn







. Conversely, let [(Gxϕ1 , . . . , G
x
ϕn























) implies that there exists a vertex x′ ∈ V (Gxϕi) and a vertex
y′ ∈ V (Gyϕj ) such that [x
′, y′] ∈ ϕi in G. From Lemma 3.12, we can conclude that there exists
a vertex z ∈ V (Gyϕi) such that [x, z] ∈ ϕi. This in turn implies z ∈ V (G
x
ϕj
) = V (Gyϕj ) for all
j 6= i and thus, z ∈ VR(y). Hence, [VR(x), VR(y)] is an edge in G/P
R.















(e) G/PR = ✷3i=1Gϕi/P
R
ϕi
Fig. 5.1: It is shown on the left-hand side a graph G with RSP-relation R on E(G) with




{{1, 4, 7, 10}, {2, 5, 8, 11}, {3, 6, 9, 12}}, PRϕ2 = {V (G)}, P
R
ϕ3
= {{1, 2, . . . , 6}, {7, 8, . . . , 12}} and




i = 1, 2, 3 and the product graph G/PR are shown on the right-hand side.
(a) (b)
Fig. 5.2: (a) A graph with an RSP-relation R whose equivalence classes are highlighted by dashed and solid
edges. (b) The corresponding quotient graph G/PR and its Cartesian prime factors.
Corollary 5.2. Let the conditions of Theorem 5.1 be satisfied. If furthermore Gϕ is an




Proof. It suffices to show that G/PR has no loops if all Gϕ are induced. We will prove this
by contradiction. Therefore, suppose that G/PR contains a loop [VR(x), VR(x)] for some
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x ∈ V (G). Hence, there are vertices y, z ∈ VR(x) with [y, z] ∈ E(G). Clearly, [y, z] ∈ ϕ for
some ϕ ⊑ R. But since y, z ∈ V (Gxϕ) it follows that Gϕ is not induced, a contradiction.
Product structures and equitable partitions are compatible in the following sense:
Proposition 5.3 ([4]). Let G = ✷ni=1Gi and let Pi be an equitable partition on Gi. Then








Our next result shows that (equitable) partitions constructed in Section 4.2 arrange them-
selves as a special case of Proposition 5.3.














exactly G/PR and Gϕ/P
R
ϕ , respectively, it suffices to show that the weights are transferred
as in Equation (2.1). This follows immediately from Lemma 4.18 and Lemma 4.14 and the
fact that |NG(x) ∩ VR(y)| =
∑
ϕ⊑R |Nϕ(x) ∩ VR(y)|.
With the help of the results obtained in this section we can strengthen a useful result of
[47]:
Proposition 5.5. Let Q be an RSP-relation on the edge set E(G) of a connected graph G
and let ϕ ⊑ Q. Then |V (Gxϕ)∩V (G
y
ϕ)| = 1 holds for all x, y ∈ V (G) if and only if R = {ϕ,ϕ}
is a product relation.
Proof. It has been shown in [47] that for product relations, i.e., convex equivalence relations
satisfying the square property, holds |V (Gxϕ) ∩ V (G
y
ϕ)| = 1 for all x, y ∈ V (G). Since any
convex RSP-relation already has the square property (see Section 3.2), it remains to show,
therefore, that the converse is also true.
Notice that ϕ = ϕ. Hence, the partition induced by R is PR = {V (Gxϕ) ∩ V (G
x
ϕ) | x ∈
V (G)}. By assumption, PR consists exclusively of singletons. Thus G = G/PR. Recall that
PRϕ = {V (G
x
ϕ) | x ∈ V (G)} and P
R
ϕ = {V (G
x
ϕ) | x ∈ V (G)} are the partitions of the graphs
Gϕ and Gϕ respectively. For arbitrary y ∈ V (G) let P
R
ϕ (y) denote the restriction of Pϕ to
the connected component Gyϕ of Gϕ, that is P
R
ϕ (y) = {V (G
x
ϕ) ∩ V (G
y
ϕ) | x ∈ V (G)}. From
Lemma 3.13, Lemma 3.12 and the definition of the quotient graphs, we can conclude that
the mapping Gxϕ ∩ G
y





ϕ/PRϕ (y) for all y ∈ V (G)
and since |V (Gxϕ) ∩ V (G
y











ϕ for all y ∈ V (G). Thus, G
∼= Gxϕ✷G
y
ϕ for all x, y ∈
V (G), demonstrating that R = {ϕ,ϕ} is a product relation.
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Refinements and Coarse Graining
Given a graph G and a nontrivial RSP-relation R on E(G) it will often be the case that G/PR
has no “real” product structure, as in the example of Figure 3.1. Here, V (Gϕi) = V (G) for
each of the four equivalence classes, so that G/PR is the trivial graph LK1 consisting of
a single vertex with a loop. In Section 2.3, we have shown that a coarse graining S of an
RSP-relation R in general leads to a refinement PS of the vertex partition PR. Hence, we
can expect to obtain larger quotient graph G/PS with a “richer” product structure. This is
indeed sometimes the case as shown by the example in Fig. 5.3. However, a coarser relation
S ⊇ R does not always lead to a partition PS that is strictly finer than PR, see Fig. 5.4 for
an example. In the following, we therefore explore the conditions under which a strictly finer
partition PS of the vertex set is obtained by a coarser equivalence relation S ⊇ R.
1 2 3 4










Fig. 5.3: The coarse graining R = {ψ1 = ϕ1 ∪ϕ2, ψ2 = ϕ3 ∪ϕ4} obtained from the equivalence relation Q of


















Fig. 5.4: The coarse graining S = {ϕ1, ψ = ϕ2 ∪ϕ3} of the relation R of Fig. 5.1 leads to the same partition
PS = PR of V (G) and thus to identical quotient graphs.
5. RSP-Relations and Product Structures 47
Lemma 5.6. Let ϕ and ψ be two equivalence classes of an RSP-relation R on the edge set










Proof. It suffices to show the first equation. Therefore, let z ∈
⋃
y∈V (Gxϕ)
V (Gyψ), that is,
there exists a vertex y′ ∈ V (Gxϕ) such that z ∈ V (G
y′
ψ ). Hence, there is a path Px,y′ from x
to y′ in ϕ and a path Py′,z from y
′ to z in ψ. Thus, Px,y′ ∪Py′,z is a path from x to z in ϕ∪ψ
and therefore z ∈ V (Gxϕ∪ψ) from which we can conclude
⋃
y∈V (Gxϕ)
V (Gyψ) ⊆ V (G
x
ϕ∪ψ).
Now, let z ∈ V (Gxϕ∪ψ). Clearly, the restriction of R to G
x
ϕ∪ψ is an RSP-relation on
E(Gxϕ∪ψ) with only two equivalence classes ϕ and ψ. Therefore, by Lemma 3.13 we can
conclude that V (Gzψ) ∩ V (G
x
ϕ) 6= ∅. Let y ∈ V (G
z
ψ) ∩ V (G
x








V (Gyψ) since in particular y ∈ V (G
x






we conclude equality of the sets.
Lemma 5.7. Let R be an RSP-relation on the edge set E(G) of a connected graph G and let
ϕ,ψ ⊑ R, ϕ 6= ψ. Then V (Gxϕ)∩V (G
x
ψ
) = V (Gx
ϕ∪ψ
) if and only if V (Gxϕ)∩V (G
x




Proof. From Lemma 5.6 we can compute V (Gxϕ)∩V (G
x
ψ
) = V (Gxϕ)∩V (G
x
ϕ∪(ϕ∪ψ)


















Notice that V (Gv
ϕ∪ψ
) ⊆ V (Gxϕ) if and only if v ∈ V (G
x





) = ∅. Therefore,























V (Gxϕ) ∩ V (G
x




Hence, we have V (Gxϕ) ∩ V (G
x
ψ
) = V (Gx
ϕ∪ψ
) if and only if X = ∅ which is equivalent to
V (Gxϕ) ∩ V (G
x




Lemma 5.8. Let R be an RSP-relation on the edge set E(G) of a connected graph G with
two distinct equivalence classes ϕ,ψ ⊑ R.
(1) If V (Gxϕ) ⊆ V (G
x
ψ) for some x ∈ V (G) then V (G
y
ϕ) ⊆ V (Gxψ) holds for all y ∈ V (G
x
ψ).
(2) If V (Gxϕ) ⊆ V (G
x
ϕ) for some x ∈ V (G) then V (G
x
ϕ) = V (G).
(3) If V (Gxϕ) = V (G), x ∈ V (G), then for all y ∈ V (G) holds V (G
y
ϕ) ∩ V (G
y








Proof. (1) Let X :=
{
v ∈ V (Gxψ) | V (G
v




. If V (Gxϕ) ⊆ V (G
x
ψ) then X 6= ∅.
Suppose V (Gxψ) \X 6= ∅. By connectedness of G
x
ψ, there exist some vertices y ∈ V (G
x
ψ) \X
and v ∈ X such that [v, y] ∈ ψ. Clearly, y /∈ V (Gvϕ). Since y /∈ X, there exists a vertex
w ∈ V (Gyϕ) \ V (Gxψ). Since [v, y] ∈ ψ, we can use Lemma 3.12 to conclude that there exists
a vertex z ∈ V (Gvϕ) such that [z, w] ∈ ψ. This implies w ∈ V (G
z
ψ) = V (G
x
ψ), since v ∈ X, a
contradiction.
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(2) Let V (Gxϕ) ⊆ V (G
x
ϕ) and suppose V (G) \ V (G
x
ϕ) 6= ∅. By connectedness of G, there
exist vertices v ∈ V (Gxϕ) and y ∈ V (G) \ V (G
x
ϕ) such that [v, y] ∈ E(G). Obviously, [v, y]
must be in ϕ. Hence, y ∈ V (Gwϕ ). From the first assertion, we conclude that this implies
y ∈ V (Gxϕ), a contradiction.
(3) Clear.
We conclude our presentation by summarizing conditions under which the joining of two
equivalence classes of a RSP-relation does not affect the partitioning of the vertex set.
Corollary 5.9. Let R be an RSP-relation on the edge set E(G) of a connected graph G with
two distinct equivalence classes ϕ,ψ ⊑ R and denote by S the RSP-relation obtained from R
by joining ϕ and ψ. Then:
(1) PR = PS if ϕ or ψ belong to a factor of G.
(2) If there is a vertex x ∈ V (G) with V (Gxϕ) ⊆ V (G
x
ϕ) then P
R = PS if and only if
V (Gyϕ) ⊆ V (G
y
ϕ∪ψ
) holds for all y ∈ V (G).
(3) If PR = PS then ϕ∪ψ belongs to a factor of G if and only if both ϕ and ψ belong to a
factor of G.
Proof. (1) W.l.o.g., let ϕ correspond to a factor of G. Then it holds V (Gxϕ)∩V (G
x
ϕ) = {x} ⊆
V (Gϕ∪ψ) for all x ∈ V (G), which implies the assertion.
(2) Follows immediately from Lemma 5.8.
(3) If both ϕ and ψ correspond to factors, then clearly ϕ ∪ ψ also corresponds to a




)| = 1 and V (Gxϕ)∩V (G
x
ϕ) ⊆ V (Gϕ∪ψ) holds for all x ∈ V (G). Note that
V (Gxϕ) ⊆ V (G
x










ϕ∪ψ) ⊆ V (Gϕ∪ψ)∩
V (Gxϕ∪ψ) holds for all x ∈ V (G). This implies V (G
x
ϕ) ∩ V (G
x
ϕ) = {x} for all x ∈ V (G). By
Proposition 5.5 we can now conclude that ϕ belongs to a factor of G. Analogously, it follows
that ψ belongs to a factor of G.
5.2 RSP-relations on Product Graphs
Graph products are intimately related with the (relaxed) square property. It seems natural
therefore, to ask whether finest RSP-relations can be found more easily in products. We use
the symbol ⊛ for one of the three graph products defined in Section 2.2.
Definition 5.10 (Product of Relations). For ⊛ ∈ {✷,⊠,×} let G = ⊛i∈IGi. For each
i ∈ I let Ri be an equivalence relation on E(Gi). Furthermore, define for e ∈ E(G) the set
Ie := {i ∈ I | pi(e) ∈ E(Gi)}. We define an equivalence relation ⊛i∈IRi on E(G) as follows:
(e, f) ∈ ⊛i∈IRi if and only if Ie = If and (pi(e), pi(f)) ∈ Ri, for all i ∈ Ie.
If ⊛ = ✷ then |Ie| = 1 for all e ∈ E(G), and if ⊛ = × then Ie = I for all e ∈ E(G).
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Lemma 5.11. For ⊛ ∈ {✷,⊠,×} let G = ⊛i∈IGi. For each i ∈ I let Ri be an equivalence
relation on E(Gi). Then R := ⊛i∈IRi is an RSP-relation if and only if Ri is an RSP-relation
for all i ∈ I.
Proof. First assume Ri has the relaxed square property for all i ∈ I. We have to show
that R has the relaxed square property. Therefore, let e = [x, y], f = [x, z] ∈ E(G) such that
(e, f) /∈ R. We need to show that there exists a vertex w ∈ V (G) such that e′ = [w, z] ∈ E(G),
f ′ = [w, y] ∈ E(G) and (e, e′) ∈ R as well as (f, f ′) ∈ R.
Let I0 := {i ∈ I | (pi(e), pi(f)) ∈ Ri}. Notice, that I0 ⊆ Ie ∩ If . Moreover, we have
(pj(e), pj(f)) /∈ Rj for all j ∈ (Ie ∩ If ) \ I0 =: I
∗. Since Ri has the relaxed square property
for all i ∈ I, for all j ∈ I∗ there exists a vertex wj ∈ V (Gj) such that (pj(e), [pj(z), wj ]) ∈ Rj
as well as (pj(f), [pj(y), wj ]) ∈ Rj .
Let w ∈ V (G) such that
pi(w) = pi(x), for all i ∈ I0, and
pi(w) = wi, for all i ∈ I
∗, and
pi(w) = pi(z), for all i ∈ I \ Ie, and
pi(w) = pi(y), for all i ∈ I \ If .
Since I = I0∪̇I
∗∪̇(I \ (Ie ∩ If )), I \ (Ie ∩ If ) = I \ Ie ∪ I \ If and pi(z) = pi(x) = pi(y) for all
i ∈ I \ Ie ∩ I \ If , this vertex exists in V (G) and is well defined.
We now have to verify that w has the desired properties. More precisely, we have to verify
the following statements:
(i) pi(w) = pi(z) for all i ∈ I \ Ie,
(ii) pi(w) = pi(y) for all i ∈ I \ If ,
(iii) e′i := [pi(z), pi(w)] ∈ E(Gi) and (pi(e), e
′
i) ∈ Ri for all i ∈ Ie,
(iv) f ′i := [pi(y), pi(w)] ∈ E(Gi) and (pi(f), f
′
i) ∈ Ri for all i ∈ If .
Assertions (i) and (ii) are trivially fulfilled by construction. To prove assertion (iii),
note it holds that Ie = I0∪̇I
∗∪̇(Ie \ If ). From pi(w) = pi(x) for all i ∈ I0, we con-
clude e′i = [pi(z), pi(x)] = pi(f) ∈ E(Gi), and moreover, by construction of I0 and since
Ri is an equivalence relation, we have (pi(e), e
′
i) ∈ Ri for all i ∈ I0. By the choice
of w, it holds that e′i ∈ E(Gi) and (pi(e), e
′
i) ∈ Ri for all i ∈ I
∗ . Finally, we have
e′i = [pi(z), pi(y)] = [pi(x), pi(y)] = pi(e) ∈ E(Gi) for all i ∈ Ie \ If and since Ri is an
equivalence relation, (e′i, pi(e)) ∈ Ri. Thus, e
′ = [w, z] ∈ E(G) and (e, e′) ∈ R.
Assertion (iv), which implies f ′ = [w, y] ∈ E(G) and (f, f ′) ∈ R, can be shown analo-
gously.
Now assume R is an RSP-relation. We have to show that for all i ∈ I, Ri has the relaxed
square property. Therefore, let i ∈ I and ei = [xi, yi], fi = [xi, zi] be two adjacent edges in Gi
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such that (ei, fi) /∈ Ri. We need to show, that there exists some vertex wi ∈ V (Gi) such that
e′i := [wi, zi], f
′
i := [wi, yi] are edges in Gi with (ei, e
′
i) ∈ Ri and (fi, f
′
i) ∈ Ri. By definition
of ⊛, there exist edges e = [x, y], f = [x, z] ∈ E(G), pi(x) = xi, pi(y) = yi, pi(z) = zi, with
pi(e) = ei and pi(f) = fi, that are adjacent. It holds that i ∈ Ie ∩ If and by definition of
R, (e, f) /∈ R. Since R has the relaxed square property, there exists some vertex w ∈ V (G)
such that e′ := [w, z], f ′ := [w, y] are edges in G with (e, e′) ∈ R and (f, f ′) ∈ R. That is,
by definition of R, Ie = Ie′ and (pj(e), pj(e
′)) ∈ Rj for all j ∈ Ie as well as If = If ′ and
(pj(f), pj(f
′)) ∈ Rj for all j ∈ If . Thus, we have in particular (ei, pi(e
′)), (fi, pi(f
′)) ∈ Ri and
zi 6= pi(w) 6= yi. Moreover, pi(w) 6= xi, since otherwise pi(e
′) = [pi(w), pi(z)] = [xi, zi] = fi
and therefore (fi, ei) = (pi(e
′), pi(e)) ∈ Ri must hold, a contradiction. Hence, with wi :=
pi(w) the assertion follows.
Fig. 5.5: Refinement of product of relations of K9 w.r.t. K9 ∼= K3 ⊠K3
For ⊛ ∈ {×,⊠}, the relation R = ⊛i∈IRi need not be the finest RSP-relation on E(G) =
E(⊛i∈IGi) although Ri is a finest RSP-relation on E(Gi) for all i ∈ I. See Fig. 5.5 for
an example: Shown is the complete graph K9 with a finest RSP-relation consisting of four
equivalence classes depicted by drawn-through, double, dashed and thick lines. Joining the
two classes with dashed and thick edges to one class, one gets a coarser relation R1 ⊠ R2,
w.r.t. K9 ∼= K3 ⊠ K3 where Ri denotes the trivial relation on E(K3). This together with
Lemma 3.6 implies that also R1 ×R2 is not a finest RSP-relation on E(K3 ×K3).
However, this does not hold for the Cartesian product ✷. Moreover, we have:
Lemma 5.12. Let G = ✷i∈IGi be a connected and simple graph. Then R is a finest RSP-
relation on E(G) if and only if R = ✷i∈IRi where each Ri is a finest RSP-relation on E(Gi).
Proof. First, observe the following: Let R′ be an arbitrary RSP-relation on G and
[x, y], [y, z] ∈ E(G) incident edges that lie in the same layer of G, i.e. pj([x, y]) ∈ E(Gj)
and pj([y, z]) ∈ E(Gj) for some j ∈ I. Moreover, let [x, y] and [y, z] be in different equiva-
lence classes of R′. Since R′ is an RSP-relation, they lie on a four cycle x − y − z − w with
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opposite edges in the same equivalence class. By the definition of the Cartesian product, w
is also in the same layer as x, y, z, that is, w ∈ V (Gyj ). This shows that R
′ limited to the
subgraph Gyj is also an RSP-relation.
Let now [x, y], [w, z] ∈ E(G) be such edges that lie on a four cycle x−y−z−w with j ∈ I
such that pj([x, y]) = pj([w, z]) ∈ E(Gj). Assume that [x, y] and [w, z] do not lie in the same
equivalence class of R′. Then at least one of the pairs [x, y], [x,w] or [w, z], [x,w] does not
lie in the same equivalence class of R′. Without loss of generality let [x, y] and [x,w] lie in
different equivalence classes of R′. By the definition of the Cartesian product, x−y−z−w is
the only four cycle that contains [x, y] and [x,w]. Since R′ is an RSP-relation, [x, y] and [w, z]
lie in the same equivalence class. By connectedness of G, all layers are connected. Therefore,
all edges {[a, b] ∈ E(G) : pj([a, b]) = pj([x, y])} are in the same equivalence class.
Assume now that R is a finest RSP-relation on G. We define a relation Rj on E(Gj) for
every j ∈ I by (e, f) ∈ Rj for e, f ∈ E(Gj) if pj(e
′) = e, pj(f
′) = f for some e′, f ′ ∈ E(G) and
(e′, f ′) ∈ R. By above arguments, this is an RSP-relation on Gj . Notice that R corresponds
to ✷i∈IRi with possibly some joint equivalence classes, that emerge from different layers of
✷i∈IGi. Since R is a finest RSP-relation, R = ✷i∈IRi. If Rj is not a finest RSP-relation
on Gj for some j ∈ I, then the product of a finer relation on Gj with ✷i∈I\{j}Ri is a finer
relation as R, a contradiction.
To see the converse, let R = ✷i∈IRi, where Ri is a finest RSP-relation on Gi. If Q is a
finest relation on G, that is finer than R, by above arguments, Q = ✷i∈IQi, where Qi is finer
or equal than Ri for every i ∈ I. Thus Q = R.
Lemma 5.12 implies not only that R = ✷i∈IRi is a finest RSP-relation on E(G) =
E(✷i∈IGi) if Ri is a finest RSP-relation on E(Gi), but also that any (finest) RSP-relation on
a Cartesian product graph must reflect the layers w.r.t. its (prime) factorization. However,
this is not true for ⊛ = ⊠, as an example take K6 ∼= K3 ⊠K2 with the relation defined in
Lemma 3.20.
The next lemma shows, how the structure of the quotient graphs from graph products
can be derived from the structure of the quotients of its factors.
Lemma 5.13. For i ∈ I let Gi be connected graphs and let Ri be an RSP-relation on the
edge set E(Gi). The following hold.
(✷) If G = ✷i∈IGi and R = ✷i∈IRi then G/P
R = ✷i∈IGi/P
Ri .
(⊠) If G = ⊠i∈IGi and R = ⊠i∈IRi then G/P
R = LK1.
Proof. (✷) By construction, ψ is an equivalence class of R if and only if there exists an
i ∈ I such that pi(e) ∈ E(Gi) and there exists ϕ ∈ Ri with pi(e) ∈ ϕ for all e ∈ ψ. Hence,
there exists a bijection R = ⊛i∈IRi → ˙
⋃
i∈IRi. For i ∈ I let ϕ
i




classes of Ri. Moreover, for i ∈ I and 1 ≤ j ≤ ni let ψ
i
j be the equivalence class of R
such that Ie = {i} and pi(e) ∈ ϕ
i
j for all e ∈ ψ
i
j . Thus, with Theorem 5.1, we obtain























for all i ∈ I and 1 ≤ j ≤ ni, to prove the
assertion. Therefore, we show that G
ψij
(x) 7→ Giϕij











(y), there exists a path Px,y := (e1, . . . , ek)
from x to y in G, such that el /∈ ψ
i
j for 1 ≤ l ≤ k. Then pi(Px,y) = (p1(e1), . . . , pi(ek)) is a
walk from pi(x) to pi(y) in Gi and by construction, it holds that pi(el) /∈ ϕ
i
j for 1 ≤ l ≤ k, i.e.,
Giϕij
(pi(x)) = Giϕij
(pi(y)). Thus, this mapping is well defined. Moreover, by the projection
properties of a Cartesian product into its factors, this mapping is surjective. Now, suppose
Giϕij
(pi(x)) = Giϕij
(pi(y)), i.e., there exists a path Ppi(x),pi(y) := (e1, . . . , ek) from pi(x) to
pi(y) in Gi such that el /∈ ϕ
i
j for 1 ≤ l ≤ k. Let w ∈ V (G) s.t. pi(w) = pi(y) and pr(w) = pr(x)

















by the properties of the Cartesian product, there exists a path P ′′w,y = (e
′′
1 , . . . , e
′′
s ) from w
to y in G such that |pi(e
′′
l )| = 1 for 1 ≤ l ≤ s, which implies Ie′′l 6= {i} and consequently
e′′l /∈ ψ
i





(x), that is, this mapping is injective










(pi(y))] is an edge in Giϕij
/PRi
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if and only if there exists x′ ∈ V (G
ψij
(x)), y′ ∈ V (G
ψij
(x)) s.t. [x′, y′] ∈ ψij ,
which, by the preceding and by construction, is equivalent to pi(x






′)] ∈ ϕij , from what the assertion follows.
(⊠) To prove the assertion, we have to show that the spanning subgraph Gϕ is connected
for all ϕ ⊑ R. For each ϕ ⊑ R it holds that Ie = If for all e, f ∈ ϕ. We set Iϕ := Ie for some
e ∈ ϕ. Moreover, define Φ := {ψ ⊑ R | Iψ = Iϕ} Then for α :=
⋃
ψ∈Φ ψ, Gα is a spanning
subgraph of Gϕ. Therefore, it suffices to show that Gα is connected. To be more precise, we
have to show that for all x, y ∈ V (G), there exists a walk Wx,y from x to y in G such that
for all e ∈ E(Wx,y) it holds that Ie 6= Iϕ.
First, assume |Iϕ| > 1. Since ✷i∈IGi is a connected spanning subgraph of ⊠i∈IGi, there
exists a walk Wx,y from x to y in ✷i∈IGi. Then for all e ∈ E(Wx,y) it holds that |Ie| = 1 and
thus, Ie 6= Iϕ.
Now, let |Iϕ| = 1, i.e., Iϕ = {j} for some j ∈ I. If pj(x) = pj(y), then y ∈
V ((✷i∈I\{j}Gi)
x). In this case, there exists a walk Wx,y from x to y in (✷i∈I\{j}Gi)
x that
has the desired properties. If pj(x) 6= pj(y), let y
′ ∈ V (G) such that pi(y
′) = pi(x) for all
i 6= j and pj(y) = pj(y
′). Then, as in the previous case, there exists a walk Wy,y′ from y
to y′ in (✷i∈I\{j}Gi)
y and hence Ie 6= {j} for all e ∈ E(Wy,y′). By choice of y
′, it holds
that y′ ∈ V (Gxj ). Let Px,y′ := (x = x0, x1, . . . , xk = y
′) be a walk from x to y′ that is
entirely contained in Gxi . Moreover, for arbitrary i ∈ I with i 6= j let z ∈ V (G
x
i ) such that
[pi(x), pi(z)] ∈ E(Gi) and let w ∈ V (G
z
j ) such that pj(w) = pj(z). Then there exists a walk
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Pz,w := (z = z0, z1, . . . , zk = w) from z to w in G
z
j such that pj(xr) = pj(zr) for all 0 ≤ r ≤ k.
By definition of ⊠, Wx,y′ := (x0, z1, x1, z2, x2, z3, . . . , xk−1, zk = w, xk = y
′) is a walk from x
to y′ in G and for the edges e ∈ E(Wx,y′) it holds that Ie = {i, j} 6= {j} = Iϕ if e is of the
form [xi, zi+1], 0 ≤ i ≤ k − 1 and Ie = {i} 6= {j} = Iϕ if e is of the form [xi, zi], 0 ≤ i ≤ k.
Hence, Wx,y =Wx,y′ ∪Wy′,y is a walk from x to y that has the desired properties.
In contrast to the Cartesian and strong products, no general statement can be obtained
for the direct product G = ×i∈IGi of graphs Gi since the structure of direct products strongly
depends on additional properties such as bipartiteness.
Lemma 5.13 implies that in case of the Cartesian product, graph multiplication commutes
with computation of quotient graphs w.r.t. RSP-relations. In the case of the strong product,






Hypergraphs are a natural generalization of undirected graphs in which ”edges” may consist
of more than 2 vertices. Within this chapter, we provide basic definitions for hypergraphs,
mainly following the notation in [5]. We proceed with a short overview about some hyper-
graph products, namely the Cartesian product of hypergraphs, that generalizes the Cartesian
graph product, as well as the normal product and the strong product of hypergraphs, both
generalizing the strong graph product.
6.1 Hypergraphs
A (finite) hypergraph H = (V,E) consists of a (finite) set V and a collection E of non-empty
subsets of V .
The elements of V are called vertices and the elements of E are called hyperedges, or
simply edges of the hypergraph. Throughout this work, we only consider hypergraphs without
multiple edges and thus, being E a usual set. If there is a risk of confusion we will denote the
vertex set and the edge set of a hypergraph H explicitly by V (H) and E(H), respectively.
A hypergraph H = (V,E) is simple if no edge is contained in any other edge and |e| ≥ 2 for
all e ∈ E. A loop at x ∈ V is an edge {x} ∈ E. We denote by LH the hypergraph obtained
from H by adding a loop at each vertex. Conversely, NH denotes the hypergraph obtained
by removing all loops from H.
Two vertices u and v are adjacent in H = (V,E) if there is an edge e ∈ E such that
u, v ∈ e. The set of all vertices u that are adjacent to v in H is denoted by NH(v). The
set NH [v] = NH(v) ∪ {v} is called the (closed) neighborhood of v. Unless there is a risk of
confusion, we denote NH(v) and NH [v] simply with N(v) and N [v], respectively. If any two
distinct vertices can be distinguished by their neighborhoods, that is, N [u] 6= N [v] holds for
all u, v ∈ V , then the hypergraph H = (V,E) is called thin. If for two edges e, f ∈ E holds
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e ∩ f 6= ∅, we say that e and f are adjacent. A vertex v and an edge e of H are incident if
v ∈ e. The degree degH(v) of a vertex v ∈ V is the number of edges incident to v in H. The
maximum degree maxv∈V degH(v) is denoted by ∆(H).
The rank of a hypergraph H = (V,E) is r(H) = maxe∈E |e|, the anti-rank is s(H) =
mine∈E |e|. A uniform hypergraph H is a hypergraph such that r(H) = s(H). A simple
uniform hypergraph of rank r will be called r-uniform. A graph is thus a hypergraph s.t.
r(H) ≤ 2, a simple graph is a 2-uniform hypergraph.
Partial Hypergraphs. A partial hypergraph H ′ = (V ′, E′) of a hypergraph H = (V,E),
denoted by H ′ ⊆ H, is a hypergraph such that V ′ ⊆ V and E′ ⊆ E. In the class of graphs
partial hypergraphs are called subgraphs. The partial hypergraph H ′ = (V ′, E′) is induced
if E′ = {e ∈ E | e ⊆ V ′}. Induced hypergraphs will be denoted by 〈V ′〉. H ′ is generated by
E′ if V ′ =
⋃
e∈E′ e. A partial hypergraph of a simple hypergraph is always simple. The star
SH(v) with center v ∈ V is the partial hypergraph of H generated by the edges containing
v. With this terminology, we have degH(v) = |E(SH(v))|.
Walks, Paths, Distance. A walk in H = (V,E) is a sequence Pv0,vk =
(v0, e1, v1, e2, . . . , ek, vk), where e1, . . . , ek ∈ E and v0, . . . , vk ∈ V , such that each vi−1 6= vi
and vi−1, vi ∈ ei for all i = 1, . . . , k. The walk Pv0,vk is said to join the vertices v0 and vk.
A path is a walk where both the vertices v0, . . . , vk and the edges e1, . . . , ek are all distinct.
A path between two edges ei and ej is path Pvi,vj joining any pair of vertices vi ∈ ei and
vj ∈ ej . A cycle of length k, or k-cycle, is a sequence (v0, e1, v1, e2, . . . , vk−1, ek, v0), such that
Pv0,vk−1 is a path.
The distance dH(v, v
′) between two vertices v0, vk of H is the length of a shortest path
joining them. We set dH(v, v
′) = ∞ if there is no such path. A hypergraph H = (V,E)
is called connected, if any two vertices are joined by a path. A maximal connected partial
hypergraph of H is called connected component of H. A partial hypergraph H ′ ⊆ H is called
convex, if all shortest paths in H between two vertices in H ′ are also contained in H ′. We
say that H ′ is k-convex if for any pair of vertices u, v ∈ V (H ′) of distance dH(u, v) ≤ k, the
set of all shortest paths from u to v in H is also contained in H ′. For general H ′, i.e., if
H ′ is not necessarily connected, we call H ′ (k-)convex, if all of its connected components are
(k-)convex.
Homomorphisms. For two hypergraphs H,H ′ a homomorphism from H into H ′, denoted
with f : H → H ′, is a mapping f : V (H) → V (H ′) such that f(e) := {f(v1), . . . , f(vr)}
is an edge in H ′ if e = {v1, . . . , vr} is an edge in H. Note, a homomorphism from H into
H ′ implies also a mapping fE : E(H) → E(H
′). A mapping f : V (H) → V (H ′) is a weak
homomorphism if edges are mapped either on edges or on vertices.
A homomorphism f that is bijective is called an isomorphism if holds f(e) ∈ E(H ′) if
and only if e ∈ E(H). We say, H and H ′ are isomorphic, in symbols H ∼= H ′, if there
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exists an isomorphism between them. An isomorphism from a hypergraph H onto itself is an
automorphism.
Let f : H → H ′ be a weak homomorphism. By abuse of language, the partial hypergraph
of H that is induced by the vertex set {x ∈ V (H) | f(x) = v} for v ∈ V (H ′) is denoted with
f−1(v). The partial hypergraph of H induced by the vertex set {x ∈ V (H) | f(x) ∈ e} for
e ∈ E(H ′) is denoted with f−1(e). Note, f−1(v) and f−1(e) actually refers to sets. However,
it will be clear from the context what is meant.
Relations. We will consider equivalence relations R on the edge set E(H) of a hypergraph
H. In the style of Section 2.3, we will use the following terminology: For an equivalence
class ϕ ⊑ R, an edge e is called ϕ-edge if e ∈ ϕ. The partial hypergraph Hϕ has vertex set
V (H) and edge set ϕ. The connected component of Hϕ containing vertex x ∈ V (H) is called
ϕ-layer through x, denoted by Hxϕ. Analogously, the subgraphs Hϕ and H
x
ϕ are defined. For a







The star with center u generated by all ϕ-edges incident to u is denoted by SHϕ(u), or Sϕ(u)
for short.
An equivalence relation R on the edge set E(H) of a hypergraph H that has equivalence
classes ϕi, i ∈ I is called convex if for any K ⊆ I the partial hypergraphHχ with χ =
⋃
i∈K ϕi
is convex. The convex hull C(R) of a relation R is the minimal convex equivalence relation
on E(H) that contains R. An equivalence class ϕ ⊑ R is called k-convex if Hϕ is k-convex.
We say R is k-convex if each equivalence class of R is k-convex. R is called weakly k-convex
if at least one equivalence class of R is k-convex.
2-sections. The 2-section [H]2 of a hypergraph H = (V,E) is the graph (V,E
′) with E′ =
{{x, y} ⊆ V | x 6= y, ∃ e ∈ E : {x, y} ⊆ e}, that is, two vertices are adjacent in [H]2 if they
belong to the same hyperedge in H. Thus, every hyperedge of H is a clique in [H]2. Note,
the 2-section [H]2 of a hypergraph H = (V,E) is only uniquely determined if H is conformal,
that is, for every subset W ⊆ V holds that if 〈W 〉 is a clique in [H]2 then W ∈ E.
A very useful property of the 2-section is the following:
Lemma 6.1 (Distance Formula). Let H = (V,E) be a hypergraph and x, y ∈ V . Then the
distances between x and y in H and in [H]2 are the same.
Proof. Note, x and y are in different connected components of H if and only if x and y are
in different connected components of [H]2 and hence, dH(x, y) = d[H]2(x, y) = ∞. Thus,
w.l.o.g. assume H (and hence [H]2) to be connected. Let P = (x, e1, v1, . . . , vk−1, ek, y)
denote a shortest path between x and y in H. By construction of [H]2 there is a walk
P ′ = (x, e′1, v1, . . . , vk−1, e
′
k, y) in [H]2. Thus, k = dH(x, y) ≥ d[H]2(x, y) = l. Assume, k > l.
Then there is a path Q′ = (x, f ′1, v1, . . . , vk−1, f
′
l , y) in [H]2. Thus, for all f
′
i there is an edge
fi ∈ E(H) such that f
′
i ⊆ fi and hence, a walk of length l in H, a contradiction.
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6.2 Hypergraph Products
As shown in [37], it is possible to find several non-equivalent generalizations of the standard
graph products to hypergraph products. We define in the following the Cartesian product
✷, the normal product
⌣
⊠ and the strong product
⌢
⊠ , where the latter two products can be
considered as generalizations of the usual strong graph product.
The Cartesian Product
Let H1 and H2 be two hypergraphs. The Cartesian product H = H1✷H2 has vertex set
V (H) = V (H1)× V (H2) and edge set
E(H) =
{




e× {y} : e ∈ E(H1), y ∈ V (H2)
}
.
Restricted to graphs, this definition coincides with the Cartesian graph product. Moreover,
it was shown in [37]:
Lemma 6.2 ([37]). Let H and H ′ be two hypergraphs. Then
[H ′✷H ′′]2 = [H
′]2✷[H
′′]2.
In Figure 6.1(c), a Cartesian product of two hypergraphs is shown.
The Cartesian product is associative and commutative, thus the Cartesian product of
arbitrarily many hypergraphs is well defined. The Cartesian product is distributive w.r.t.
the disjoint union of hypergraphs. The one-vertex graph K1 serves as a unit, that is, it holds
the trivial product representation H✷K1 ∼= H for all hypergraphs H. The Cartesian product
of two hypergraphs is connected if and only if both factors are connected. It is simple if and
only if both factors are simple [37].
The mapping pi : V (✷
n
i=1Hi) → V (Hi) defined by pi(v) = vi for v = (v1, v2, . . . , vn) is
called projection onto the i-th factor of H. It is a weak homomorphism for all i = 1, . . . , n.
With this terminology we have, e is an edge in ✷ni=1Hi iff pj(e) ∈ E(Hj) for exactly one
j ∈ {1, . . . , n} and |pk(e)| = 1 for all k 6= j. The induced partial hypergraph H
w
i of H with
vertex set V (Hwi ) = {v ∈ V (H) | pj(v) = wj , for all j 6= i} is called Hi-layer through w. It
is isomorphic to Hi.
Prime Factor Decomposition. Analogously to graphs, a hypergraph H is called prime
(w.r.t. Cartesian product) if it has only trivial product representation. Imrich [39] showed
the following:
Theorem 6.3 ([39]). Every connected hypergraph has unique representation as the Cartesian
product of prime hypergraphs.
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Since graphs are special hypergraphs, PFD need not be unique for disconnected hyper-
graphs in general. Bretto et al. constructed an algorithm, that computes the PFD of a
connected hypergraph in polynomial time [6].
An equivalence relation R on the edge set E(H) of a Cartesian product H = ✷ni=1Hi of
(not necessarily prime) hypergraphs Hi is a product relation if e R f holds if and only if
there exists a j ∈ {1, . . . , n} such that |pj(e)| > 1 and |pj(f)| > 1. It has been shown in [53],
that the product relation σ according to the PFD of a hypergraph is just the convex hull of
a certain relation δ, σ = C(δ), that will be defined in Section 7.1.
The Normal Product and The Strong Product
As the Cartesian product, the normal product H1
⌣
⊠ H2 and the strong product H1
⌢
⊠ H2 have
vertex set V (H1
⌣
⊠ H2) = V (H1
⌢
⊠ H2) = V (H1)×V (H2). A subset e of V (H1)×V (H2) is an
edge in the normal product, e ∈ E(H1
⌣
⊠ H2), if and only if one of the following conditions is
satisfied:
(i) e ∈ E(H1✷H2), or
(iin) pi(e) ⊆ ei ∈ E(Hi), and |e| = |pi(e)| = minj=1,2{|ej |}, for i = 1, 2.
e is an edge in the strong product, e ∈ E(H1
⌢
⊠ H2), if and only if one of the following
conditions is satisfied:
(i) e ∈ E(H1✷H2), or
(iis) pi(e) ∈ E(Hi), for i = 1, 2, and |e| = maxi=1,2{|pi(e)|}
For other equivalent definitions, see [37]. Note, if H1 and H2 are simple graphs, then
the normal and strong (hypergraph) product coincides with the usual strong graph product
[28]. The edges, henceforth, of the normal and the strong product, fulfilling Condition (i)
are called Cartesian edges w.r.t. the factorization H1 ⊠ H2, and the other edges are called




⊠ }, see also Figure 6.1.
For later reference we state the next lemma. Note, the set of non-Cartesian edges w.r.t.





Lemma 6.4. Let H1,H2 be two hypergraphs. For the number |
⌣
× | of non-Cartesian edges














For the number |
⌢
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(a) Non-Cartesian edges w.r.t. H1
⌣
⊠ H2.
















(b) Non-Cartesian edges w.r.t. H1
⌢
⊠ H2.





















(d) [H1]2 ⊠ [H2]2.
Fig. 6.1: Depicted are the non-Cartesian edges w.r.t. (a) the normal product H1
⌣
⊠ H2 and (b) the strong
product H1
⌢
⊠ H2, (c) the Cartesian edges of both products under investigation, and (c) the 2-
section [H1]2 ⊠ [H2]2 = [H1
⌣
⊠ H2]2 = [H1
⌢
⊠ H2]2. The non-Cartesian edges are drawn in different
line-styles, to improve visualization. The hypergraph factors H1 and H2 are not thin, and thus
neither H1
⌣
⊠ H2 nor H1
⌢
⊠ H2 is.
The basic idea of this proof is to show for all non-Cartesian edges e ∈ E(H1 ⊠ H2)
that in the case of |
⌣
× | , pi(x) 7→ pj(x) for all x ∈ e defines an injective mapping ei → ej ,
whenever |ei| ≤ |ej |, and in the case of |
⌢
× | , pi(x) 7→ pj(x) for all x ∈ e defines a surjective
mapping ei → ej , whenever |ei| ≥ |ej |, where e is composed of ei ∈ E(Hi) and ej ∈ E(Hj),
i 6= j ∈ {1, 2}. However, the proof is very long, therefore, we omit it here and put it in the
appendix.
Remark 6.5. For the normal product H = H1
⌣
⊠ H2 and an edge e ∈ E(H) holds, if pi(e) ⊆
ei ∈ E(Hi) then |e| ≤ |ei|. In particular, pi(e) ⊆ ei ∈ E(Hi) and |e| = |ei| implies that
pi(e) = ei ∈ E(Hi), i ∈ {1, 2}.
For the strong product H = H1
⌢
⊠ H2 and an edge e ∈ E(H) holds, if pi(e) = ei ∈ E(Hi)
then |e| ≥ |ei|. In particular, pi(e) = ei ∈ E(Hi) and |e| = |ei| implies that pi(x) 6= pi(y) for
all x, y ∈ e with x 6= y, i ∈ {1, 2}.
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The normal product and the strong product are associative and commutative, thus the
product of finitely many factors is well defined. The one-vertex hypergraph K1 without
edges serves as unit element for normal and strong product, i.e., K1 ⊠ H ∼= H, for all




⊠ }. The normal and strong product of connected hypergraphs is always
connected. While the projections from a strong product hypergraph onto its factors are weak
homomorphisms, this need not be the case for the normal product. However, the projections
from a normal product hypergraph onto its factors map adjacent vertices to adjacent vertices
or collapse them to one vertex. Layers are defined analogously as in case of Cartesian product.
They are isomorphic to the factors. The normal, resp. strong product is simple if and only
if all of its factors are simple. The restriction of both products to the class of simple graphs
coincides with the strong graph product [37].
Moreover, it was shown:





[H ′ ⊠H ′′]2 = [H
′]2 ⊠ [H
′′]2.
As for the strong graph product G = G′ ⊠G′′ holds that G is thin if and only if G′ and
G′′ are thin [28], we obtain together with the latter the following results.




⊠ }. Then it holds NH [x] = N [H]2 [x]. Moreover,
H is thin if and only if [H]2 is thin if and only if H
′ and H ′′ are thin.





⊠ }, unless there is a risk of confusion.
Furthermore, for sake of convenience, we introduce the following notations. Let H1 and




⊠ }. For H1 ⊛H2 let ei ∈ E(Hi), i = 1, 2 and define
e1 ⊛ e2 := (e1, {e1})⊛ (e2, {e2}).




⊠ } holds E(e1 ⊛ e2) ⊆ E(H1 ⊛H2). Moreover, for an arbitrary subset
E′ ⊆ E(H1) and x ∈ V (H2) we denote by E
′ ×{x} := {e×{x} | e ∈ E′}. For later reference
we remark, since K1 is the unit element for ⊛ we can rewrite E
′×{x} = E((V ′, E′)⊛ (x, ∅))
where V ′ = ∪e∈E′e.
Chapter 7
The Grid Property and (Cartesian)
Product-like Hypergraphs
Equivalence relations on the edge set of a hypergraph that satisfy the “grid property”, a
certain restrictive condition on diagonal-free grids, that can be seen as a generalization of the
“square property” on graphs, introduced in Chapter 3, play a crucial role in the theory of
Cartesian hypergraph products. In particular, it was shown in [53] that every convex equiva-
lence relation with the grid property induces a factorization w.r.t. the Cartesian product. In
the class of graphs, even non-convex relations with the square property provide rich struc-
tural information on local isomorphisms, local product structures, and product structures
of quotient graphs. As we have seen in the first part of this thesis, even relaxations of the
square property still retain (some of) these properties. Here, we examine the grid property
and its relaxations in its own right. Vertex partitions derived from these equivalence classes
of the edges give rise to equivalence relations on the vertex set. This in turn determines quo-
tient graphs that have non-trivial product structures. Furthermore, as the (unique) square
property in the graph case, the grid property can be expected to play an important role for
Cartesian hypergraph bundles, the hypergraph analog of Cartesian graph bundles. We will
explore this topic in detail in Section 7.3.
7.1 The Grid Property
We start by defining grids in hypergraphs. As in the case of cycles in graphs, which are
conveniently defined as collections of edges, we regard them as collections of (hyper)edges.
Definition 7.1 (Grid). An r × s-grid in a hypergraph H = (V,E) is a collection
G = {e1, . . . , es, f1, . . . , fr} ⊆ E of edges such that
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(i) |ei ∩ fj| = 1, and
(ii) ei ∩ ei′ = fj ∩ fj′ = ∅,
for all i, i′ ∈ {1, . . . , s}, j, j′ ∈ {1, . . . , r}, with i 6= i′, j 6= j′. We say that ei and ej as well as
fi and fj are parallel edges of G. Each pair ei, fj of edges with i ∈ {1, . . . , s}, j ∈ {1, . . . , r}
is said to span the grid G.
A diagonal in G is an edge d ∈ E(H) satisfying
ek ∩ fl ∩ d 6= ∅ and ek′ ∩ fl′ ∩ d 6= ∅
for some k, k′ ∈ {1, . . . , s} and l, l′ ∈ {1, . . . , r} with k 6= k′ and l 6= l′.
The significance of diagonal-free grids is that they appear as the Cartesian product of two
hyperedges. Thus, they can be seen as a natural generalization of the chordless squares that
appear as products of edges in the Cartesian graph product.
In [53], the following generalization of the “square property” for equivalence relations on
the edge set of simple hypergraphs was introduced:
Definition 7.2 (Grid Property). Let R be an equivalence relation on the edge set E(H) of
a hypergraph H. We say R has the grid property if
(S1) Any two adjacent edges e and f of H belonging to distinct R-equivalence classes span
exactly one diagonal-free |e|×|f |-grid G with parallel edges in the same equivalence class
and
(S2) Parallel edges in any diagonal-free grid G of E(H) are in the same R-equivalence class.
The restriction of these statements to simple graphs recovers Definition 3.2 of the square
property. In graphs, an equivalence relation with the square property is readily constructed
as the transitive closure of the relation δ, see Section 3.1. In [53] the following generalization
to hypergraphs has been introduced:
Definition 7.3 (Relation δ). Let H be a connected hypergraph. Two edges e, f ∈ E(H) are
in relation δ, e δ f , if one of the following conditions holds:
(i) e = f , or
(ii) e ∩ f = ∅ and e and f are opposite edges of a four-cycle, or
(iii) e ∩ f 6= ∅ and there is no (|e| × |f |)-grid without diagonals containing them.
The relation δ is reflexive and symmetric. Its transitive closure δ∗ is therefore an equiva-
lence relation. As shown in [53], δ∗ has the grid property and any equivalence relation that
contains δ has the grid property. Moreover, we can state the following
Lemma 7.4. If R is an equivalence relation on E(H) satisfying the grid property and S is
a coarser equivalence relation, R ⊆ S, then S also has the grid property.
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1 2 3 4
5 6 7 8
9 10 11 12
(a) H
1 2 3 4
5 6 7 8
9 10 11 12
(b) [H ]2
Fig. 7.1: (a) A hypergraph H with an equivalence relation R on E(H) that consists of two equivalence
classes indicated by edges with |e| = 2 (dashed) and edges with |e| = 3 (solid ovals). R has the
grid property, but δ 6⊆ R, since, e.g., ({2, 11, 12}, {3, 7}) ∈ δ but ({2, 11, 12}, {3, 7}) /∈ R. (b) The
2-section [H ]2 together with the equivalence relation R2 on E([H ]2) induced by R. Its equivalence
classes are depicted by dashed and solid edges, respectively. R2 does not satisfy the square property,
since edges {2, 3} and {2, 6} span more than one square.
Conversely, if a relation R on E(H) satisfies the grid property, this does not necessarily
imply δ ⊆ R, as shown in Fig. 7.1. However, we can formulate more restrictive conditions in
terms of the 2-section [H]2 of the hypergraph H. Let R be an equivalence relation on E(H).
Then R induces a relation R2 on E([H]2) by setting e
′ R2 f
′ for e′, f ′ ∈ E([H]2) iff there are
edges e, f ∈ E(H) with e R f and e′ ⊆ e, f ′ ⊆ f .
Lemma 7.5. If R has the grid property then R2 is an equivalence relation on E([H]2).
Proof. Since R2 is clearly reflexive and symmetric, we only need to show that R2 is transitive.
Therefore, let e′, f ′, g′ ∈ E([H]2) and suppose e
′ R2 f
′ and f ′ R2 g
′. By construction, there
are e, f, f̂ , g ∈ E(H) such that e′ ⊆ e, f ′ ⊆ f, f ′ ⊆ f̂ , g′ ⊆ g and e R f as well as f̂ R g.
Furthermore, f ′ ⊆ f ∩ f̂ , thus, |f ∩ f̂ | ≥ 2, which implies f R f̂ because R satisfies the
grid property. Since R is an equivalence relation, we can conclude e R g and therefore also
e′ R2 g
′.
The induced relation R2 need not have the square property, although R has the grid
property. However, it has the relaxed square property. This leads to the following definition.
Definition 7.6 (Strong Grid Property). An equivalence relation R on E(H) has the strong
grid property if R has the grid property and the induced equivalence relation R2 on E([H]2)
has the square property.
An alternative characterization of the strong grid property is given by the following:
Proposition 7.7. An equivalence relation R on E(H) has the strong grid property if and
only if δ ⊆ R.
7. The Grid Property and (Cartesian) Product-like Hypergraphs 65
Proof. First, let δ ⊆ R. Then R has the grid property. We have to show that R2 on
E([H2]) satisfies the square property. Therefore let e
′ = {x, y}, f ′ = {y, z} ∈ E([H]2) be
two adjacent edges such that (e′, f ′) /∈ R2. Then there exists adjacent edges e, f ∈ E(H)
with e′ ⊆ e, f ′ ⊆ f such that (e, f) /∈ R. Thus, e and f span a unique diagonal-free grid
G = {e, e1, . . . , ek, f, f1, . . . , fl} with |e| = l + 1 and |f | = k + 1. W.l.o.g., let e ∩ f1 = {x}
and e1 ∩ f = {z}. Hence, e
′ and f ′ span a square (x, y, z, w) with {w} = e1 ∩ f1. This square
must be chordless, since for any chord d′ there exists a diagonal d ⊇ d′ of the grid G.
Suppose there exists another square (x, y, z, v) spanned by e′ and f ′. Hence, there exist
ê, f̂ in E(H) such that {x, v} ⊆ ê and {v, z} ⊆ f̂ . Then neither ê nor f̂ are contained in G,
since otherwise f̂ or ê, respectively, would be a diagonal of G. If ê = f̂ holds, then ê would
be a diagonal of this grid. Hence, ê 6= f̂ must hold. However, this implies f1 δ f̂ as well as
e δ f̂ and therefore e δ∗ f and consequently e R f , a contradiction. Thus, R has the strong
grid property if δ ⊆ R.
Now, assume R has the strong grid property. We have to show that for any two edges
e, f ∈ E(H) with e δ f holds e R f . First, suppose e δ f such that e and f are not adjacent.
Thus, e and f must be opposite edges of a 4-cycle. Hence, there exists e′, f ′ ∈ E([H]2) with
e′ ⊆ e and f ′ ⊆ f such that e′ and f ′ are opposite edges of a square in [H]2. Since R2 has
the square property, we can conclude e′ R2 f
′. That is, there exists edges ê, f̂ ∈ E(H) with
e′ ⊆ ê and f ′ ⊆ f̂ such that ê R f̂ . From |f ∩ f̂ | ≥ 2 and |e ∩ ê| ≥ 2, we can conclude
e R ê and f R f̂ and finally e R f . Now, let e, f ∈ E(H) be adjacent and suppose, for
contraposition, (e, f) /∈ R. Then e and f span a unique, diagonal-free grid. The definition of
δ implies (e, f) /∈ δ.
Instead of δ, we can also construct a less restrictive, i.e., finer, equivalence relation on
E(H) with the grid property.
Definition 7.8 (Relation γ). Let H be a connected hypergraph. Two edges e, f ∈ E(H) are
in relation γ, e γ f , if one of the following conditions holds:
(i) e = f , or
(ii) e ∩ f = ∅ and e and f are parallel edges in a grid G in H, or
(iii) e ∩ f 6= ∅ and there is no diagonal-free (|e| × |f |)-grid that contains e and f , or
(iv) e ∩ f 6= ∅ and there are at least two (|e| × |f |)-grids containing e and f .
By construction, γ is reflexive and symmetric. Its transitive closure γ∗ is therefore an
equivalence relation.
Proposition 7.9. An equivalence relation R on E(H) has the grid property if and only if
γ ⊆ R.
Proof. First, suppose γ ⊆ R. We have to show that R satisfies the grid property. Therefore,
let e, f ∈ E(H) be two adjacent edges such that (e, f) /∈ R, hence, (e, f) /∈ γ. Then from
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condition (iii) in the definition of γ, we can conclude that there exists a grid G in H spanned
by e and f , and from condition (iv) it follows that this grid is unique.
Now, assume R has the grid property. We have to show that e R f for all e, f ∈ E(H)
with e γ f . First, let e γ f s.t. e and f are not adjacent. Thus, e and f must be parallel edges
in a grid, and therefore e R f . Now, let e and f be adjacent and suppose, for contraposition,
(e, f) /∈ R. Then e and f span a unique grid without diagonals. From the definition of γ we
can conclude (e, f) /∈ γ since neither (iii) nor (iv) is fulfilled.
If H is a graph, then we do not have to insist on condition (iv) in the definition of γ. To
see this, consider the relation γ0 defined by the conditions (i), (ii), and (iii) in Definition 7.8.
If e and f span more than one square in a graph, then they are guaranteed to be in the
transitive closure γ∗0 of γ0, see Fig. 7.2. This is not true in a hypergraph, however, as the
example in Fig. 7.2 shows.
1 2 3








Fig. 7.2: (a) The equivalence relation γ0 = γ
∗
0 on E(H), whose classes are indicated by dashed and solid
ovals, resp., satisfies one of the conditions (i), (ii), and (iii) of Definition 7.8, but violated
condition (iv) since there are two grids spanned by edges {1, 2, 3} and {2, 5, 9}. (b) The edges
{u, v} and {v, w} in the graph span two squares, u − v − w − x and u − v − w − y. It holds:
{u, v}γ0{w, y}, {w, y}γ0{u, x} and {u, x}γ0{v, w}, hence {u, v}γ
∗
0{v, w}.
Corollary 7.10. For any connected hypergraph H holds γ∗0 ⊆ γ
∗ ⊆ δ∗. If H is a graph, then
γ∗0 = γ
∗ = δ∗.
As it turns out, for our purpose it will suffice to consider equivalence relations of E(H)
that satisfy a much less restrictive condition than the grid property:
Definition 7.11 (Relaxed Grid Property). Let R be an equivalence relation on the edge set
E(H) of a connected hypergraph H. We say R has the relaxed grid property if any two
adjacent edges e, f of H that belong to distinct equivalence classes of R span an |e| × |f |-grid
G with parallel edges in the same equivalence class of R.
7. The Grid Property and (Cartesian) Product-like Hypergraphs 67
Restricted to graphs, this definition coincides with the relaxed square property, see Defi-
nition 3.4. One easily verifies the follow analog of Prop. 7.4:
Lemma 7.12. If R is an equivalence relation on E(H) satisfying the relaxed grid property
and S is a coarser equivalence relation, R ⊆ S, then S also has the relaxed grid property.
As in the graph case, see Section 3.2, there is in general no unique finest equivalence
relation with the relaxed grid property, in contrast to the grid property.
In the remainder of this section we collect several useful properties of the (relaxed) grid
property that generalize well known results for the (relaxed) square property on the class
of graphs. Some of these results have been shown in previous work, others are novel to our
knowledge.
Lemma 7.13. Let R be an equivalence relation on E(H) with the relaxed grid property. Then
each vertex of H is incident to at least one edge of each R-class.
Lemma 7.14. Let R be an equivalence relation on E(H) with the relaxed grid property that
has only two equivalence classes ϕ and ϕ. Then |V (Hxϕ) ∩ V (H
y
ϕ)| ≥ 1 for all x, y ∈ V (H).
If R is convex and has the grid property, then |V (Hxϕ) ∩ V (H
y
ϕ)| = 1 holds for all x, y ∈
V (H) and all ϕ ⊑ R [53]. As in the graph case, one argues, that any convex equivalence
relation satisfying the relaxed grid property already has the grid property. Consequently,
this result applies to equivalence relations with relaxed grid property as well.
Lemma 7.13 and Lemma 7.14 have been proved in [53] assuming the grid property. The
proofs, however, use the relaxed grid property only. Since the proofs are quite similar to
those of Lemma 3.11, resp. Lemma 3.13 in the graph case, we omit them here.
In the class of graphs, it is known that equivalence relations on the edge set of a connected
graph that have the square property induce certain local isomorphisms [15]. This generalizes
also to the unique square property [66] and further to the well-behaved RSP-relations, see
Section 3.2. As we have noticed ibidem, a corresponding result does not necessarily hold for
equivalence relations satisfying only the relaxed square property, however. Even equivalence
relations with the grid property do not necessarily induce this kind of local isomorphisms.
But we have the following:
Lemma 7.15. Let R be an equivalence relation on E(H) with the grid property, ϕ,ψ ⊑ R,
ψ 6= ϕ, e ∈ ϕ, and x, y ∈ e. Then m(Sψ(x)) = m(Sψ(y)).
Proof. W.l.o.g., suppose E(Sψ(x)) = {f1, . . . , fk}. The grid property implies that each fi
together with e spans a unique diagonal-free grid Gi, i = 1, . . . , k and Gi 6= Gj if i 6= j.
Furthermore, for each i = 1, . . . , k there is an edge f ′i ∈ Gi such that y ∈ f
′
i . Thus Gi is also




j, this immediately implies i = j, otherwise, f
′
i and e would
span more than one grid. Therefore, we have m(Sψ(x)) ≤ m(Sψ(y)). An analogous argument
established and m(Sψ(y)) ≤ m(Sψ(x)), hence equality must hold.
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If we assume the strong grid property, we again find local isomorphism analogously to
the graph case.
Lemma 7.16. Let R be an equivalence relation on E(H) with the strong grid property,
ϕ,ψ ⊑ R, ψ 6= ϕ, e ∈ ϕ, and x, y ∈ e. Then the stars generated by all ψ-edges centered in x
and y, resp., are isomorphic, Sψ(x) ∼= Sψ(y).
Proof. Let e ∈ ϕ ⊆ E(H), x, y ∈ V (H) such that x, y ∈ e. Let E(Sψ(x)) = {f
1, . . . , fm} and
E(Sψ(y)) = {g
1, . . . gm
′
}. We have m = m′ as a consequence of Lemma 7.15.
By the grid property, e ∈ ϕ and f i ∈ ψ span a unique grid Gi =
{f i, f i1, . . . , f
i
l , e, e
i
1, . . . , e
i
ki
} in H for all i = 1, . . . ,m, with |f i| = ki + 1, |e| = l + 1. From
the proof of Lemma 7.15, we can conclude that for all i = 1, . . . ,m there exists a uniquely
determined edge gj ∈ E(Sψ(y)) with g
j ∈ Gi. W.l.o.g., let g
i := f i1 for all i = 1, . . . ,m.
Moreover, set ei0 := e and f
i
0 := f









s ∩ e) for all i, j = 1, . . . ,m. W.l.o.g., let f is ∩ e = f
j
s ∩ e for all
s = 0, . . . , l and i, j = 1, . . . ,m.








i∩eir). It will be convenient
to relabel them in the following manner: We set V (Sψ(x)) ∋ v := x
i
ri
iff v is the uniquely
determined vertex with {v} = f i ∩ eiri . Note that vertices with different labels are not
necessarily distinct. Analogously, we assign labels to vertices w of H as follows: w := yiri iff
w is the uniquely determined vertex with {w} = gi ∩ eiri . Since y ∈ g
i for all i = 1, . . . ,m, it
follows yiri ∈ V (Sψ(y)) for all ri = 0, . . . , ki, i = 1, . . . ,m.





for all ri = 0, . . . , ki, i = 1, . . . ,m, is an isomorphism between Sψ(x)and Sψ(y). Thus, we
have to show that xiri = x
j
sj if and only if y
i
ri




6= ∅. Now assume that i 6= j. Suppose first xiri = x
j
sj , i.e., f
i∩eiri = f
j∩ejsj .
If yiri 6= y
j
sj , then g
i ∩ eiri 6= g
j ∩ ejsj , which implies e
i
ri
6= ejsj because otherwise g
j would be
a diagonal of the grid Gi. But then we find a 4-cycle (x
i
ri
, eiri , y
i
ri
, gi, y, gj , yjsj , e
j
rj ) in H, with
gi, gj ∈ ψ and eiri , e
j




implies yiri = y
j
sj , i.e., the mapping x
i
ri
7→ yiri is well defined.





= yjsj , which proves















this mapping is surjective and therefore bijective. Moreover, since the edges of Sψ(x) and

















this mapping is an isomorphism.
The isomorphism Sψ(x) ∼= Sψ(y) given in Equation (7.1) is induced by the edge e ∈ ϕ in
the sense that vertices of Sψ(x) are mapped onto vertices of Sψ(y) if and only if they are in
the same edge that is parallel to e. The grid property is by itself not sufficient to determine
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these local isomorphism, as Fig. 7.1 shows: The vertices 2 and 6 are connected by a dashed
edge, but the stars generated by the solid edges centered in 2 and 6, respectively, are not
isomorphic.
The following Lemma displays the connection between relations with the relaxed grid
property on the edge set of a hypergraph and its 2-section and can be seen as a generalization
of Lemma 6.2.
Lemma 7.17. Let H be a hypergraph and let R be an equivalence relation on E(H) that
satisfies the relaxed grid property. It holds:
(1) R2 is an RSP-relation on E([H]2).
(2) [Hϕ]2 = ([H]2)ϕ′ for each equivalence class ϕ ⊑ R, where ϕ
′ denotes the equivalence
class of R2 that is induced by ϕ such that e
′ ∈ ϕ′ whenever E([H2]) ∋ e
′ ⊆ e ∈ ϕ.
(3) [Hxϕ]2 = ([H]2)
x
ϕ′ for each equivalence class ϕ
⊑ R and all x ∈ V (H).
Proof. (1) Since |e ∩ f | ≥ 2 implies (e, f) ∈ R if R has the relaxed grid property, it is
shown analogously as for Lemma 7.5 that R2 is an equivalence relation. it remains to show
that R2 has the relaxed square property. Let [x, y], [y, z] be two edges in [H]2 such that
([x, y], [y, z]) /∈ R2. By construction, there exists e, f ∈ E(H) with x, y ∈ e and y, z ∈ f
such that (e, f) /∈ R. Since R has the relaxed grid property, there are edges e′, f ′ ∈ E(H)
with (e, e′), (f, f ′) ∈ R such that e ∩ f ′ = {x}, e′ ∩ f = {z} and e′ ∩ f ′ = {w}. Hence,
x− y − z − w forms a square in [H]2 containing [x, y] and [y, z], that has opposite edges in
the same equivalence classes.













which is equivalent to e′ ∈ ϕ′. By construction, this is if
and only if there exists e ∈ ϕ with e′ ⊆ e which is equivalent to e′ ∈ E([Hϕ]2).
(3) Follows from (2) and Lemma 6.1
7.2 Quotient Hypergraphs
In this section, we prove that several results that have been shown for graphs in Chapter 5
are also true for hypergraphs and the relaxed grid property.
Definition 7.18 (Quotient Hypergraph). Let H = (V,E) be a hypergraph and let P =
{V1, . . . , Vk} be a partition of the vertex set V of H. The quotient hypergraph H/P has
vertex set V (H/P) = {V1, . . . , Vk} and f = {Vi1 , . . . , Vir} ⊆ V (H/P) is an edge in H/P iff
there exists an edge e ∈ E(H) such that
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For later use, we record the following lemma.
Lemma 7.19. Let H be a hypergraph. It holds
[H/P]2 = [H]2/P
for any partition P of V (H).
Proof. Since V (H) = V ([H]2), by definition of the 2-section of a hypergraph, a partition on
V (H) is the same as a partition on V ([H]2). Therefore, we have to show that any two classes
A,B ∈ P are adjacent in [H/P]2 if and only they are adjacent in [H]2/P.
It holds [A,B] ∈ E([H/P]2) if and only if there exists a ∈ A, b ∈ B with [a, b] ∈ E([H]2).
This is equivalent to that there exists an edge e ∈ H with a, b ∈ e and thus e∩A 6= ∅ 6= e∩B,
which in turn is equivalent to the existence of an edge f in H/P with A,B ∈ f . This is
satisfied if and only if [A,B] ∈ E([H/P]2).




V (Hxϕ) | x ∈ V (H)
}
is a partition of V (H) for every ϕ ⊑ R. The quotient hypergraph H/PRϕ has as its vertex set
the ϕ-layers Hxϕ. The set {H
x1
ϕ , . . . ,H
xk
ϕ } is an edge iff there are edges e ∈ E(H) such that
e ∩ V (Hwϕ ) 6= ∅ if and only if w ∈ V (H
xi
ϕ ) for i ∈ {1, . . . , k}.
In the following, we will be interested in particular in the complements of R-classes,
i.e., in ϕ := E \ ϕ. The corresponding partial hypergraphs are denoted by Hϕ, with layer
Hxϕ for a given x ∈ V (H). We observe that y ∈ V (H
x
ϕ) if and only if there is a path
P := (x = x0, e1, x1, . . . ek, xk = y) from x to y such that ei /∈ ϕ for all 1 ≤ i ≤ k.
Just like PRϕ , the sets
PRϕ :=
{
V (Hxϕ) | x ∈ V (H)
}
form a partition of V (H) for every ϕ ⊑ R. To see this, we note that x ∈ V (Hxϕ) holds
for all x ∈ V (H). Thus, P 6= ∅ for all P ∈ PRϕ and
⋃
P∈PRϕ
P = V (H). Furthermore,
V (Hxϕ) ∩ V (H
y
ϕ) 6= ∅ if and only if x and y are in the same ϕ-layer, i.e., if and only if
V (Hxϕ) = V (H
y
ϕ).
















= {VR(x) | x ∈ V (H)}
is again a partition of V (H).
The main statement of this section is the following factorization theorem for the quotient
hypergraph H/PR. It generalizes Theorem 5.1 for simple graphs.
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To prove Theorem 7.20, we first have to establish
Lemma 7.21. Let R be an equivalence relation on the edge set of a connected hypergraph H
that satisfies the relaxed grid property and let ϕ ⊑ R, v ∈ V (H). Then for all x ∈ V (Hvϕ) and
all edges e ∈ ψ 6= ϕ with v ∈ e, ψ ⊑ R, there exists an edge ex with x ∈ ex such that holds
e ∩ V (Hwϕ ) = ∅ if and only if ex ∩ V (H
w
ϕ ) = ∅
for all w ∈ V (H).
Proof. Let v ∈ e := e0 ∈ ψ. For any x ∈ V (H
v
ϕ) there exists a path
Pvx := (v = v0, f1, v1, . . . , vk−1, fk, vk = x) such that fi ∈ ϕ for all i = 1, . . . , k. By the relaxed
grid property, e0 and f1 span an |e0| × |f1|-grid G1. Thus, there exists an edge e1 ∈ G1, with
|e1| = |e0| such that v1 ∈ e1 ∈ ψ. Furthermore, for all w ∈ e0 there is an edge f
w
1 ∈ ϕ with
fw1 ∩ e1 6= ∅ if and only if w ∈ f
w
1 . Hence, e0 ∩ V (H
w
ϕ ) = ∅ if and only if e1 ∩ V (H
w
ϕ ) = ∅.
Moreover, since v1 ∈ f2∩ e1, f2 ∈ ϕ, e1 ∈ ψ, these two edges again span an |e1|× |f2|-grid G2.
Inductively, we construct a collection of edges e1, . . . , ek such that ei−1 and fi span an
|ei−1| × |fi|-grid Gi such that ei ∈ Gi and vi ∈ ei ∩ fi. Therefore, by the same argument
as before, we have ei−1 ∩ V (H
w
ϕ ) = ∅ if and only if ei ∩ V (H
w
ϕ ) = ∅ and consequently
e0 ∩ V (H
w
ϕ ) = ∅ if and only if ei ∩ V (H
w
ϕ ) = ∅ for all i = 1, . . . , k. By setting ex := ek, the
assertion follows.
1 2 3 4
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Fig. 7.3: The equivalence relation R on E(H) with equivalence classes ϕ1 (solid), ϕ2 (dashed) has








, i = 1, 2 and the product graph H/PR are shown on the right-hand side.
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Proof of Theorem 7.20. Let ϕ1, . . . ϕn denote the equivalence classes of R. Analogously as in




, . . . ,Hvnϕn)





It remains to prove the isomorphism property, i.e., that {VR(x1), . . . , VR(xk)} is an edge
in E(H/PR) if and only if {(Hx1ϕ1 , . . . ,H
x1
ϕn
), . . . , (Hxkϕ1 , . . . ,H
xk
ϕn
)} is an edge in ✷ni=1Hϕi/Pϕi .
Let {VR(x1), . . . , VR(xk)} be an edge in E(H/P
R). Thus, there exists an edge e ∈ E(H)
such that e ∩ VR(xj) 6= ∅ for all j = 1, . . . , k and e ⊆
⋃k
j=1 VR(xj). Clearly, e ∈ ϕm for some






for all j = 1, . . . , k
and all l 6= m. We have to show that {Hx1ϕm , . . . ,H
xk
ϕm









) and consequently, e ∩ Vr(xj) 6= ∅ implies e ∩ V (H
xj
ϕm
) 6= ∅, as well
as e ⊆
⋃k





). Thus, by definition of quotient hypergraphs






) and hence {(Hx1ϕ1 , . . . ,H
x1
ϕn




is an edge in ✷ni=1Hϕi/Pϕi .
Now, let {(Hx1ϕ1 , . . . ,H
x1
ϕn
), . . . , (Hxkϕ1 , . . . ,H
xk
ϕn
)} be an edge in ✷ni=1Hϕi/Pϕi . Then there
exists some m ∈ {1, . . . , n} such that Hx1ϕl = H
xj
ϕl
for all j = 1, . . . , k and all l 6= m and






). That is, there exists e ∈ ϕm such that e ∩ V (H
xj
ϕm) 6= ∅




ϕm). Hence, there exists x ∈ e ∩ H
x1
ϕm. By
Lemma 7.21, we can conclude that there exists an edge e′ ∈ ϕm such that x1 ∈ e
′ and
e′ ∩ V (H
xj
ϕm




j ∈ {1, . . . , k}. Let zj ∈ e
′ ∩ V (H
xj
ϕm
). Consequently, zj ∈ V (H
x1
ϕl
) = V (H
xj
ϕl
) for all l 6= m,
hence zj ∈ VR(xj), and therefore e
′ ∩ VR(xj) 6= ∅ for all j = 1, . . . , n. Furthermore, since
e′∩V (Hwϕm) = ∅ if w /∈ V (H
xj
ϕm
) for j ∈ {1, . . . , k}, we have e′ ⊆
⋃k
j=1 V (xj) and consequently
{VR(x1), . . . , VR(xk)} ∈ E(H/P
R), completing the proof.
The following result, which establishes the converse of Lemma 7.14, provides a surprisingly
simple characterization of product relations consisting of exactly two classes.
Proposition 7.22. Let R be an equivalence relation on E(H) with the relaxed grid property
consisting only of equivalence classes ϕ and ϕ. Then |V (Hxϕ) ∩ V (H
y
ϕ)| = 1 holds for all
x, y ∈ V (H) if and only if R is a product relation.
The proof of Proposition 7.22 is essentially the same as that of Proposition 5.5 for the
analogous result for simple graphs.
7.3 Hypergraph Bundles
In the graph case, the analogs of Theorem 7.20 and Proposition 7.22 are intimately related to
graph bundles [55], which intuitively can be seen as generalizations of products in the sense
they consist of isomorphic fibers held together by a collection of squares. The grid property
7. The Grid Property and (Cartesian) Product-like Hypergraphs 73
thus can be expected to play an important role for hypergraph bundles. We will explore this
topic in detail in this section.
Definition 7.23 ((Cartesian) Hypergraph Bundle). Let B and F be hypergraphs. A hyper-
graph H is a (Cartesian) hypergraph bundle with fiber F over the base graph B if there is a
mapping p : H → B which satisfies the following conditions:
(1) p is a weak homomorphism.
(2) For each vertex v ∈ V (B) holds p−1(v) ∼= F , and for each edge e ∈ E(B) holds p−1(e) ∼=
e✷F .
The triple (H, p,B) is then called bundle presentation of H.
Note, p−1(e) ∼= e✷F means that edges e′ of H with p(e′) = e are precisely the e-layers
w.r.t. e✷F .
We will see next, how hypergraph bundles can be constructed, and will show later on,
that these two definitions are equivalent.
Definition 7.24. Let F and B be hypergraphs. Furthermore, let σ : V (B)×V (B)→ Aut(F )
such that for all u ∈ V (B) holds σ(u, u) = id and for all e ∈ E(B) and u, v, w ∈ e holds
σ(v,w) ◦ σ(u, v) = σ(u,w). For brevity, we will write σuv instead of σ(u, v). We now define
hypergraph H as follows:
V (H) =V (B)× V (H) (7.2)
E(H) = {{b} × eF | b ∈ V (B), eF ∈ E(F )}
∪ {{(b1, f), (b2, σb1b2(f)), . . . , (bk, σb1bk(f))} (7.3)
| {b1, . . . , bk} ∈ E(B), k ≤ r(B), f ∈ V (F )}.
Proposition 7.25. A hypergraph H is a hypergraph bundle with fiber F over base hypergraph
B if and only if it can be constructed from B and F as in Definition 7.24.
Proof. First we show, that any graph constructed as in Definition 7.24 satisfies the conditions
of Definition 7.23. Therefore, let H be a hypergraph with V (H) = V (B)× V (F ) and edges
as in Equation (7.3). Let p denote the projection of V (H) onto V (B), i.e.: p((b, f)) = f for
all b ∈ V (B), f ∈ V (F ). By construction, for the edges in H holds p({b} × eF ) = b ∈ V (B)
and p({{(b1, f), (b2, σb1,b2(f)), . . . , (bk, σb1,bk(f))}) = {b1, . . . , bk} ∈ E(B). Thus, p is a weak
homomorphism. Moreover, it is easy to verify that for any b ∈ V (B) the mapping (b, f) 7→ f
for all f ∈ V (F ) defines an isomorphism p−1(b) = 〈{(b, f) | f ∈ V (F )}〉 ∼= F .
Consider p−1(e) for e = {b1, . . . , bk} ∈ E(B). it has vertex set {(bi, σb1,bi(f)) | i =
1, . . . , k, f ∈ V (F )} = {(bi, f) | i = 1, . . . , k, f ∈ V (F )} = V (e)×V (F ). We define a mapping
ı : e✷F → p−1(e) by ı((bi, f)) = (bi, σb1,bi(f)) for all i = 1, . . . , k and all f ∈ V (F ). Obviously,
ı is bijective and ı−1 is given by ı−1((bi, f)) = (bi, σbi,b1(f)). Thus, it remains to verify the
isomorphism property. Therefore let e′ be an edge in e✷F . If e′ = e× {f} for an f ∈ V (F ),
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we have ı(e′) = {(b1, f), (b2, σb1,b2(f)), . . . , (bk, σb1,bk(f))} ∈ E(p
−1(e)). If e′ = {bi} × eF
with eF = {f1, . . . , fl} ∈ E(F ), we have ı(e
′) = {(bi, σb1,bi(f1)), . . . , (bi, σb1,bi(fl))}
and since σb1,bi ∈ Aut(F ) it follows {σb1,bi(f1), . . . , σb1,bi(fl)} = e
′
F ∈ E(F )
hence, ı(e′) = {bi} × e
′
F ∈ E(p
−1(e)). Conversely let e′ be an edge in p−1(e).
If it is of the form e′ = {(b1, f), (b2, σb1,b2(f)), . . . , (bk, σb1,bk(f))}, we have
ı−1(e′) = {(b1, f), (b2, f), . . . , (bk, f)} ∈ E(e✷F ). If e
′ = {bi} × eF = {(bi, f1), . . . , (bi, fl)}
for eF = {b1, . . . , bl} ∈ E(F ), it follows ı
−1(e′) = {(bi, σbi,b1(f1)), . . . , (bi, σbi,b1(fl))}.
Since σbi,b1 ∈ Aut(F ), we have {σbi,b1(f1), . . . , σbi,b1(fl)} = e
′
F ∈ E(F ) an thus,
ı−1(e) = {bi} × e
′
F ∈ E(e✷F ). Hence, H is a hypergraph bundle.
Now, we have to show that every hypergraph bundle can be constructed as in Defini-
tion 7.24. From Condition (2) in Definition 7.23, we can infer |V (H)| = |V (B)||V (F )| =
|V (B) × V (F )|. Thus, we can assign coordinates h = (c1(h), c2(h)) to each h ∈ V (H) with
c1(h) = p(h) and c2(h) ∈ V (F ) for all h ∈ V (H) such that for all b ∈ V (B) the isomorphism
F ∼= p−1(b) is given by
f 7→ (b, σb(f))
for some σb ∈ Aut(F ). Let e = {b1, . . . , bk} ∈ E(B) be arbitrary chosen and consider
p−1(e) ∼= e✷F . Recall, that the e-layers w.r.t. e✷F are just the edges e′ ∈ E(H) with
p(e′) = e. Hence, the F -layers are just given by p−1(v) for v ∈ e. Thus, we can choose
a coordinatization of V (p−1(e)) w.r.t. Cartesian product such that p(h) = c1(h) for all
h ∈ V (p−1(e)). Hence, the mapping
(bi, f) 7→ (bi, σbi(f))
defines an isomorphism e✷F ∼= p−1(e). Thus, for the edge set E(p−1(e)) holds: {bi} ×
σbi(ef ) ∈ E(p
−1(e)) for all i = 1, . . . , k and all ef ∈ E(F ) and since σbi ∈ Aut(F ), this is
equivalent to {bi} × σbi(ef ) ∈ E(p
−1(e)) for all i = 1, . . . , k and all ef ∈ E(F ). Further-
more, {(b1, σb1(f)), . . . , (bk, σbk(f))} ∈ E(p
−1(e)) for all f ∈ V (F ), which is equivalent to
{(b1, f), (b2, (σb2 ◦ σ
−1
b1
)(f)), . . . , (bk, (σbk ◦ σ
−1
b1




and since this holds for all e ∈ E(H), the assertion follows.
Lemma 7.26. Let R be an equivalence relation on the edge set of a connected hypergraph
H that satisfies the grid property and has only two equivalence classes ϕ and ϕ. Let pϕ
denote the canonical mapping pϕ : H → H/Pϕ. Then for any edge e ∈ E(H/Pϕ) holds: The
restriction of R to E(p−1ϕ (e)) satisfies the grid property.
Proof. Let e = {Hx1ϕ , . . . ,H
xr











ϕ ) ∪ {e
′ ∈ ϕ | pϕ(e
′) = e}. We have to show, that any pair of
adjacent edges g, h ∈ E(p−1ϕ (e)) with g ∈ ϕ, h ∈ ϕ span exactly one diagonal free grid in
p−1ϕ (e). That is, we have to show that the unique grid G = {g, g1, . . . , g|h|−1, h, h1, . . . , h|g|−1}
spanned by g and h in H is contained in p−1ϕ (e). By construction, we have h ∩ V (H
x
ϕ) 6= ∅
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if and only if x ∈ V (Hxiϕ ) for some i ∈ {1, . . . , r}. Furthermore, for all j = 1, . . . , |h| − 1
holds gj ∈ ϕ implies gj ∈ E(H
xi
ϕ ) for some i ∈ {1, . . . , r}. Thus, gj ∈ E(p
−1
ϕ (e)) for all
j = 1, . . . , |h| − 1. Moreover, by definition of a grid we can conclude hj ∩ V (H
x
ϕ) 6= ∅ if and
only if h ∩ V (Hxϕ) 6= ∅, hence, hj ∈ E(p
−1
ϕ (e)) for all j = 1, . . . , |g| − 1, which completes the
proof.
The following theorem generalizes a well known result for graph bundles established in
[46].
Theorem 7.27. Let R be an equivalence relation on the edge set of a connected hypergraph H
that satisfies the grid property. If ϕ is a 2-convex equivalence class of R, then (H, pϕ,Hϕ/P
R
ϕ )
is a hypergraph bundle presentation.
Proof. By construction, pϕ : H → Hϕ/P
R
ϕ is a weak homomorphism. Therefore, it suffices
to show p−1ϕ (e)
∼= e✷Hxϕ holds for all e ∈ E(Hϕ/P
R
ϕ ) such that edges mapped to e reflect the
layers w.r.t. e✷Hxϕ. From that we conclude p
−1(v) ∼= Hxϕ for all v ∈ e, hence, by connectivity
for all v ∈ V (Hϕ/P
R
ϕ ).
Let e ∈ E(Hϕ/P
R
ϕ ). By Lemma 7.26 and Proposition 7.22, it suffices to show that
e′ ∩ e′′ = ∅ for all e′, e′′ with pϕ(e
′) = pϕ(e
′′) = e and |V (Hxϕ) ∩ e
′| = 1 for all x ∈ V (p−1(e))
and all e′ with pϕ(e
′) = e if ϕ is 2-convex. By construction, we have e′, e′′ ∈ ϕ. Suppose,
e′ ∩ e′′ 6= ∅. Let x ∈ e′ ∩ e′′. Since e′ 6= e′′, and H is simple, there exists u, v ∈ V (p−1ϕ (e))
such that u ∈ e′ \ e′′ and v ∈ e′′ \ e′. By Lemma 7.21, we can choose v ∈ V (Huϕ) and since
ϕ is 2-convex, there must be an edge f ∈ ϕ such that u, v ∈ f . By the grid property, f and
e′ span a unique grid in H. But then e′′ would be a diagonal of this grid, a contradiction.
By Lemma 7.21, we can conclude, V (Hxϕ)∩ e
′ 6= ∅ holds for all x ∈ V (p−1(e)) and all e′ with
pϕ(e
′) = e. If |V (Hxϕ)∩ e
′| > 1 for some x ∈ V (p−1(e)) and e′ with pϕ(e
′) = e, Hxϕ would not
be 1-convex and therefore not 2-convex.
From Lemmas 6.1, 7.17, 7.19 and Remark 4.16, we can infer the following relation to the
2-section of a hypergraph bundle:
Corollary 7.28. Let H be a hypergraph, R an equivalence relation on E(H) that has the
strong grid property, and let ϕ ⊑ R be 2-convex. Then [H]2 is a hypergraph bundle over
simple base graph [Hϕ/P
R
ϕ ]2.
Note, if H is a hypergraph bundle over the simple base hypergraph B, this does not
imply that [H]2 is a graph bundle over simple base graph [B]2 in general. As an example,
see Figure 7.1. However, we can interpret the 2-section of a hypergraph as a multigraph,
where an edge between two vertices is added in the 2-section for each edge of the hypergraph,
that contains these two vertices. Thus, the multiplicity of an edge in the 2-section is just the
cardinality of edges in the corresponding hypergraph that contains both endpoints of this
edge. It follows then from Lemma 6.2 that [H]2 is a (not necessarily simple) graph bundle
over (not necessarily simple) base graph [B]2 whenever H is a hypergraph bundle over base
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hypergraph B. The mapping p′ : [H]2 → [B]2 is then induced by p : H → B, where (H, p,B)
is the respective bundle presentation, such that p′(v) = p(v) for all v ∈ V (H) = V ([H]2). An
edge e′ with endpoints in [H]2 x, y ∈ V (H) is mapped to an edge f
′ in [B]2 with endpoints
p(x), p(y) ∈ V (B) if e′ results from the edge e in H, f ′ results from the edge f in B and
p(e) = f .
Chapter 8
An Application of the 2-section: The
Cartesian Skeleton and PFD Uniqueness
Results of Strong Hypergraph Products
For a graph G, the key idea of finding its PFD with respect to the strong product is to
find the PFD of a subgraph S (G) of G, the so-called Cartesian skeleton, with respect to the
Cartesian product and construct the prime factors of G using the information of the PFD of
S (G). This concept was first introduced for graphs by Feigenbaum and Schäffer in [16] and
later on improved by Hammack and Imrich, see [27].
As it is shown in [37], it is possible to find several non-equivalent generalizations of the
strong graph product to hypergraphs. In this chapter, we are concerned with two generaliza-
tions of the strong graph product, namely, the so-called normal product [60] and the strong
(hypergraph) product [37]. We show in Section 8.2 that every connected simple thin hyper-
graph has a unique PFD with respect to these two products. For this purpose, we introduce
the notion of the Cartesian skeleton of hypergraphs in Section 8.1 as a generalization of the
Cartesian skeleton of graphs and show that it is uniquely defined for thin hypergraphs. As
it turns out, the 2-section of a hypergraph seems to be a very useful tool for computing its
Cartesian skeleton.
8.1 The Cartesian Skeleton
Following the approach of Hammack and Imrich, one removes edges in G that fulfill so-called
dispensability conditions, resulting in a subgraph S (G) that is the desired Cartesian skeleton.
The underlying concept of dispensability as defined for graphs in [27] can be generalized in a
natural way for hypergraphs.
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Definition 8.1 (Dispensability). An edge e ∈ E(H) is dispensable in H if there exists a
vertex z ∈ V (H) and distinct vertices x, y ∈ e for which both of the following statements hold:
1. N [x] ∩N [y] ⊂ N [x] ∩N [z] or N [x] ⊂ N [z] ⊂ N [y]
2. N [x] ∩N [y] ⊂ N [y] ∩N [z] or N [y] ⊂ N [z] ⊂ N [x].
Note, the latter definition coincides with the one given in [27], if H is a simple graph.
Now, we are able to define the Cartesian skeleton for hypergraphs.
Definition 8.2 (Cartesian Skeleton). Let D(H) ⊆ E(H) be the set of dispensable edges in
a given hypergraph H. The Cartesian skeleton of a hypergraph H is the partial hypergraph
S (H) ⊆ H where all dispensable edges D(H) are removed from H, that is V (S (H)) = V (H)
and E(S (H)) = E(H) \D(H).
In the next proposition, we shortly summarize the results established by Hammack and
Imrich [27] concerning the Cartesian skeleton of graphs and show in the sequel, that these
results can easily be transferred to hypergraphs by usage of its corresponding 2-sections.
Proposition 8.3 ([27]). Let G = G1 ⊠G2 be a strong product graph.




2. If G is connected, then S (G) is connected.
3. If G1 and G2 are thin graphs then S (G1 ⊠G2) = S (G1)✷S (G2).
4. Any isomorphism ϕ : G → H, as a map V (G) → V (H), is also an isomorphism
ϕ : S (G)→ S (H).
Since neighborhoods of vertices in a hypergraph and its 2-section are identical by
Lemma 6.7 and dispensability is defined only in terms of neighborhoods, we easily obtain
the following lemma and corollary.
Lemma 8.4. Let H be a hypergraph. The edge e ∈ E(H) is dispensable in H if and only if
there is an edge e′ ∈ E([H]2) with e
′ ⊆ e and e′ is dispensable in [H]2.
Corollary 8.5. For all hypergraphs H holds: [S (H)]2 = S ([H]2).
From the Distance Formula and Proposition 8.3 we obtain immediately:
Corollary 8.6. For all hypergraphs H holds: If H is connected then S (H) is connected.
Lemma 8.7. Let H be a hypergraph and H1 ⊠H2 be an arbitrary factorization of H. Then
it holds that the edge e is Cartesian in H w.r.t. H1 ⊠ H2 if and only if e
′ is Cartesian in
[H1]2 ⊠ [H2]2 = [H]2 for all e
′ ⊆ e with e′ ∈ E([H]2).
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Proof. Let e ∈ E(H) be Cartesian w.r.t. to its factorization H1 ⊠ H2. Then, there is an
i ∈ {1, 2} with |pi(e)| = 1. Moreover, for all e
′ ⊆ e it holds, 0 < |pi(e
′)| ≤ |pi(e)| = 1
and hence, |pi(e
′)| = 1. Therefore, each edge e′ ∈ E([H]2) with e
′ ⊆ e is Cartesian in
[H]2 = [H1]2 ⊠ [H2]2.
By contraposition, suppose e ∈ E(H) is non-Cartesian w.r.t. H1 ⊠ H2. Hence, by




⊠ we have |pi(e)| > 1, i = 1, 2. Therefore, there are vertices
x, y ∈ e with p1(x) 6= p1(y). If p2(x) 6= p2(y) it follows that e
′ = {x, y} is non-Cartesian
in [H]2 = [H1]2 ⊠ [H2]2. If p2(x) = p2(y) then there is a vertex z ∈ e with p2(x) 6= p2(z).
If p1(z) 6= p1(x) then the edge e
′ = {x, z} is non-Cartesian in [H]2 = [H1]2 ⊠ [H2]2 and if
p1(z) = p1(x) 6= p1(y) then the edge e
′ = {y, z} is non-Cartesian in [H]2 = [H1]2 ⊠ [H2]2.
Lemma 8.8. Let H be a thin hypergraph. If e ∈ E(H) is non-dispensable in H then the edge
e is Cartesian w.r.t. any factorization H1 ⊠H2 of H.
Proof. Let e ∈ E(H) be non-dispensable in H. Lemma 8.4 implies that for all e′ ∈ E([H]2)
with e′ ⊆ e holds e′ is non-dispensable in [H]2. Furthermore, by Lemma 6.7 it holds that
[H]2 is thin. Thus, Proposition 8.3 implies that e
′ is Cartesian in [H]2 for all e
′ ⊆ e, which
is by Lemma 8.7 if and only if e is Cartesian in H.
Proposition 8.9. If H1 and H2 are thin hypergraphs, then S (H1 ⊠H2) = S (H1)✷S (H2).
Proof. Let H = H1 ⊠H2. Lemma 8.8 implies that every non-Cartesian edge is dispensable.
Hence we need to show, that a Cartesian edge e ∈ E(H) is dispensable if and only if pi(e)
is dispensable whenever pi(e) ∈ E(Hi), i = 1, 2. Note, exactly for one i ∈ {1, 2} holds
pi(e) ∈ E(Hi) and pj(e) ∈ V (Hj), j 6= i. W.l.o.g. assume p1(e) = e1 ∈ E(H1) and
p2(e) = v2 ∈ V (H2).
Assume that the edge e is dispensable inH. Then by Lemma 8.4 there exists a dispensable
edge e′ ∈ E([H]2) with e
′ ⊆ e. Lemma 6.7 implies that [H]2 is thin and by Proposition 8.3
it holds that S ([H]2) = S ([H1]2)✷S ([H2]2) and hence, we infer p1(e′) must be dispensable in
[H1]2. Since p1(e
′) ⊆ e1 and by Lemma 8.4, we conclude that e1 is dispensable in H1.
Now suppose e1 is dispensable inH1. Again, by Lemma 8.4, there exists a dispensable edge
e′1 ∈ E([H1]2) such that e
′
1 ⊆ e1. By Lemma 6.7 it holds that [H]2 is thin and Proposition 8.3
implies S ([H]2) = S ([H1]2)✷S ([H2]2). Therefore, e′ = e′1 × {v2} is dispensable in [H]2. By
Lemma 8.4 and since e′ ⊆ e, we have e is dispensable in H.
As in [27] the Cartesian skeleton S (H) is defined entirely in terms of the adjacency
structure of H, and thus, we obtain the following immediate consequence of the definition.
Proposition 8.10. Any isomorphism ϕ : H → G, as a map V (H) → V (G), is also an
isomorphism ϕ : S [H]→ S [G].
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8.2 Prime Factorization Theorem




⊠ }. Let A⊠B and C⊠D be two non-trivial decompositions of
a simple connected thin hypergraph H. We will show that then H has a finer factorization
of the form AC ⊠ AD ⊠ BC ⊠ BD and A = AC ⊠ AD, B = BC ⊠ BD, C=AC ⊠ BC and
D = AD ⊠ BD, see Prop. 8.18. Similar as for graphs [43, page 171-174], this can be used
to show that every simple thin connected hypergraph has a unique prime factorization with
respect to the normal and strong (hypergraph) product. We don’t want to conceal the fact,
that in the sequel of this section, we make frequent use of the same arguments as for graph
products in [43] and [28].
By Proposition 8.9, it holds S (H) = S (A)✷S (B) = S (C)✷S (D). Let S (H) = ✷i∈IHi be
the unique PFD of the Cartesian skeleton of H. Hence, the factors S (A), S (B), S (C) and
S (D) are all products of or isomorphic to the Cartesian prime factors of S (H). Let IA be
the subset of the index set I with V (A) = V (✷i∈IAHi). Analogously, the index sets IB , IC
and ID are defined.
In the following, we define the hypergraphs AC,AD,BC and BD and as it will turn
out it holds H ∼= AC ⊠ AD ⊠ BC ⊠ BD. Therefore, it will be convenient to use only
four coordinates x = (xAC , xAD, xBC , xBD) for every vertex x ∈ V (H). With this notation,
the projections pAC : V (H) → V (AC), pAD : V (H) → V (AD), pBC : V (H) → V (BC),
pBD : V (H)→ V (BD) are well-defined.
Moreover, the vertex set of AC is defined as V (AC) = V (✷i∈IA∩ICHi). Analogously,
the vertex sets of AD, BC and BD are defined. It will be shown that A = AC ⊠ AD,
B = BC ⊠BD, C=AC ⊠BC and D = AD⊠BD. Of course it is possible that not all of the
intersections IA ∩ IC , IA ∩ ID, IB ∩ IC and IB ∩ ID are nonempty. Suppose that IB ∩ ID = ∅
then IA∩ID 6= ∅, since otherwise ID = ∅. If in addition IA∩IC were empty, then IA = ID and
thus IB = IC , but then there would be nothing to prove. Thus, we can assume that all but
possibly IB ∩ ID are nonempty and at least three of the four coordinates are nontrivial, that
is to say, there are at least two vertices that differ in the first, second and third coordinates,
but it is possible that all vertices have the same fourth coordinate.
With the definition of the projections pA, pB, pC and pD together with the preceding
construction of the coordinates (xAC , xAD, xBC , xBD) for vertices x ∈ V (H), we thus have
xA = pA(x) = pA(xAC , xAD, xBC , xBD) = (xAC , xAD,−,−) =: (xAC , xAD) ∈ V (A),
xB = pB(x) = pB(xAC , xAD, xBC , xBD) = (−,−, xBC , xBD) =: (xBC , xBD) ∈ V (B),
xC = pC(x) = pC(xAC , xAD, xBC , xBD) = (xAC ,−, xBC ,−) =: (xAC , xBC) ∈ V (C),
xD = pD(x) = pD(xAC , xAD, xBC , xBD) = (−, xAD,−, xBD) =: (xAD, xBD) ∈ V (D).
In this way, vertices of A, B, C and D are coordinatized. Thus, the projections p′AC :
V (A) → V (AC) and p′′AC : V (C) → V (AC) are well-defined. Since for all x ∈ V (H) holds










AC(xC) = xAC ,
we will identify pAC with p
′
AC , resp., p
′′
AC , henceforth and simply write pAC . Analogously, we
identify the respective projections onto AD, BC and BD with pAD, pBC , pBD.
We are now in the position to give the complete definition of the hypergraphs AC, AD,
BC and BD. The vertex set of AC is
V (AC) = V (✷i∈IA∩ICHi) = ×
i∈IA∩IC
V (Hi) (8.1)
The edge set of AC is
E(AC) = {eAC ⊆ V (AC) | ∃eH ∈ E(H) with pAC(eH) = eAC




Analogously, the hypergraphs AD,BC and BD are defined.
Equation (8.2), that characterizes the edge sets for the (putative) finer factors
AC,AD,BC and BD w.r.t. ⊠, forces edges to be maximal with respect to inclusion. We need
this definition, in particular for defining the factors of the normal product, since projections
of edges into the factors might be proper subsets of edges different from a single vertex.
Remark 8.11. Note, that vertices x are well defined by their entries xAC , xAD, xBC and
xBD of their coordinates, independently from the ordering of xAC , xAD, xBC and xBD, since
the coordinates will be clearly marked. Therefore, we henceforth distinguish vertices just by
the entries of their coordinates rather than by the ordering.
Lemma 8.12. Let H ∼= A ⊠ B ∼= C ⊠ D be a thin hypergraph and AC be as defined in
Equations (8.1) and (8.2). Then it holds:
1. eAC ⊆ pAC(eA) implies eAC = pAC(eA) and eAC ⊆ pAC(eC) implies eAC = pAC(eC) for
all edges eAC ∈ E(AC), eA ∈ E(A) and eC ∈ E(C).
2. If pAC(eH) ∈ E(AC) then pA(eH) ∈ E(A) and pC(eH) ∈ E(C) for every edge eH ∈
E(H).
Analogous results hold for the hypergraphs AD, BC and BD with respective edges.
Proof. For the proof of the first statement, let eAC ∈ E(AC) and suppose for contradiction,
that there is an edge eA ∈ E(A) with eAC ⊂ pAC(eA). Thus, there is an edge eH ∈ E(H) with
eH = eA × {xB}, xB ∈ V (B) and therefore, eAC ⊂ pAC(eH), which contradicts the definition
of AC. Analogously, there is no edge eC ∈ E(C). such that eAC ⊂ pAC(eC).
For the proof of the second statement, let eH ∈ E(H) be an arbitrary edge and suppose
that pAC(eH) ∈ E(AC). Note, if |pAC(eH)| > 1 then there are at least two distinct vertices
x, x′ ∈ eH ∈ E(H) with pAC(x) = xAC 6= pAC(x
′) = x′AC . Hence, pA(x) 6= pA(x
′) and
pC(x) 6= pC(x
′). Therefore, |pAC(eH)| > 1 implies that |pA(eH)| > 1 and |pC(eH)| > 1 for
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each edge eH ∈ E(H). Thus, whenever pAC(eH) ∈ E(AC) then the projections pA(eH) and
pC(eH) cannot be a single vertex.
If ⊠ =
⌢
⊠ then the condition pA(eH) ∈ E(A) and pC(eH) ∈ E(C) is trivially fulfilled by
the definition of
⌢
⊠ , since pAC(eH) ∈ E(AC) and thus, |pAC(eH)| > 1.
Now, consider the product
⌣
⊠ . Note, since eH ∈ E(eA
⌣
⊠ eB) for some eA ∈ E(A),
eB ∈ E(B) we can conclude by definition of the normal product that pA(eH) ⊆ eA and
thus, pAC(eH) = pAC(pA(eH)) ⊆ pAC(eA). By assumption, we have pAC(eH) ∈ E(AC) and
therefore, Item (1) of this lemma implies that pAC(eH) = pAC(eA). Moreover, it holds that
|eH | ≥ |pAC(eH)| and by Remark 6.5 we have |eA| ≥ |eH | ≥ |pAC(eH)|. Since H ∼= A
⌣
⊠ B
there is an edge e′H = eA × {xB} ∈ E(H) which implies that pC(e
′
H) = pAC(eA) × {xBC}.
Thus, |pC(e
′
H)| = |pAC(eA)| ≤ |eA| = |e
′
H |, since e
′










therefore, |eA| = |pAC(eA)| = |pAC(eH)|. Since |eA| ≥ |eH | ≥ |pAC(eH)|, it holds |eH | = |eA|.
Thus, we can conclude by Remark 6.5 that pA(eH) ∈ E(A). By similar arguments, one can
show that pC(eH) ∈ E(C).
Lemma 8.13. Let H ∼= A⊠B ∼= C ⊠D be a thin hypergraph and AC and BC be as defined
in Equations (8.1) and (8.2). Then for all eAC ∈ E(AC) and all xBC ∈ V (BC) there is an
edge eC = eAC × {xBC} ∈ E(C). Analogous results hold for the hypergraphs AD, BC and
BD with respective edges.
Proof. Let eAC ∈ E(AC) be an arbitrary edge. By definition of AC, there is an edge eH ∈
E(H) with pAC(eH) = eAC . Note, by the same arguments as in the proof of Lemma 8.12 it
holds that |pAC(eH)| > 1 implies |pA(eH)| > 1 and |pC(eH)| > 1 for each eH ∈ E(H).
Since eH ∈ E(A ⊠ B), there is an edge eA ∈ E(A) s.t. pA(eH) ⊆ eA. Therefore,
eAC = pAC(eH) = pAC(pA(eH)) ⊆ pAC(eA) which implies together with Lemma 8.12 (1), that
pAC(eA) = eAC . By Lemma 8.12 (2), we have pA(eH) = eA. Therefore, there is an edge of the
form eA×{xB} ∈ E(H). W.l.o.g. let us assume that eH is chosen s.t. eH = eA×{xB}. Since
we also have eH ∈ E(C ⊠D) there is an edge eC ∈ E(C) s.t. pC(eH) ⊆ eC . Analogously, we
can conclude by Lemma 8.12 pC(eH) = eC . Hence, eC = pAC(eA)×{xBC} = eAC ×{xBC} ∈
E(C).
Lemma 8.14. Let H ∼= A⊠B ∼= C ⊠D be a thin hypergraph and AC and BC be as defined
in Equation (8.1) and (8.2). Then it holds that pAC(eC) ∈ E(AC) for all edges eC ∈ E(C)
with eC = pAC(eC)×{xBC}, xBC ∈ V (BC). Analogous results hold for the hypergraphs AD,
BC and BD with respective edges.
Proof. Let eC = pAC(eC) × {xBC} ∈ E(C). Since H ∼= C ⊠ D, there is an edge eH =
eC × {xD} ∈ E(H). It holds pAC(eC) = pAC(pC(eH)) = pAC(eH) ⊆ eAC ∈ E(AC). Suppose
for contradiction, that pAC(eC) ⊂ eAC ∈ E(AC). Then there is by definition of AC another
edge e′H ∈ E(H) with pAC(e
′
H) = eAC . Since H
∼= A ⊠ B, there is an edge eA ∈ E(A) with
pA(e
′
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shortly, pAC(eH) ⊂ pAC(eA). By definition of the normal and the strong product, there is an
edge e′′H = eA × {xB} ∈ E(H). Since we assumed to have eC = pAC(eC) × {xBC} it holds




C for some e
′
C ∈ E(C) contradicting that C is simple. Thus,
pAC(eC) = eAC ∈ E(AC).
Corollary 8.15. Let H ∼= A ⊠ B ∼= C ⊠D be a thin hypergraph and AC,AD,BC and BD
be as defined in Equations (8.1) and (8.2). Then it holds that eAC ∈ E(AC) if and only if
there is an edge eH ∈ E(H) with eH = eAC × {xAD} × {xBC} × {xBD}, xAD ∈ V (AD),
xBC ∈ V (BC),xBD ∈ V (BD). Analogous results hold for respective edges of the hypergraphs
AD, BC and BD.
Proof. If eAC ∈ E(AC) then by Lemma 8.13 there is an edge eC = eAC × {xBC} ∈ E(C).
Since H ∼= C⊠D and by choice of the coordinates, there is an edge eH = eC ×{xD} ∈ E(H)
with xD = (xAD, xBD). Hence, eH can be written as eAC × {xAD} × {xBC} × {xBD}.
If eH = eAC ×{xAD}×{xBC}×{xBD} it follows that |pB(eH)| = 1 and |pD(eH)| = 1 and
thus, this edge eH is Cartesian in A⊠B and C⊠D. Therefore, pA(eH) ∈ E(A) and pC(eH) ∈
E(C). Now, suppose for contradiction that eAC 6∈ E(AC). By definition of AC, there is an
edge e′H with pAC(e
′
H) ∈ E(AC) such that eAC = pAC(eH) ⊂ pAC(e
′
H). By Lemma 8.13 there
is an edge eC = pAC(e
′





which implies that eH ⊂ e
′′
H , contradicting that H is simple.
Lemma 8.16. Let H ∼= A ⊠ B ∼= C ⊠ D be a thin hypergraph and AC, AD, BC and BD
be as defined in Equations (8.1) and (8.2). Then for all eAC ∈ E(AC), eAD ∈ E(AD) and
xB ∈ V (B) it holds that E(eAC⊠eAD)×{xB} ⊆ E(H). Analogous results hold with respective
edges in the hypergraphs BC and BD and vertices xA ∈ V (A), xC ∈ V (C) and xD ∈ V (D).
Proof. Let xB = (xBC , xBD) ∈ V (B) with xBC ∈ V (BC), xBD ∈ V (BD), eAC ∈ E(AC) and
eAD ∈ E(AD). By Lemma 8.13 there is an edge eC = eAC ×{xBC} ∈ E(C) and analogously,
there is also an edge eD = eAD × {xBD} ∈ E(D). Hence, it holds: E(eAC ⊠ eAD)× {xB} =
E(eAC⊠eAD⊠({xBC}, ∅)⊠({xBD}, ∅)) = E((eAC×{xBC})⊠(eAC×{xBD})) = E(eC⊠eD) ⊆
E(H).
Lemma 8.17. Let H ∼= A⊠B ∼= C ⊠D be a thin hypergraph and AC and AD be as defined
in Equations (8.1) and (8.2). Then for all edges eA ∈ E(A) there is an edge eAC ∈ E(AC)
and eAD ∈ E(AD) such that eA ∈ E(eAC ⊠ eAD). Analogous results hold for the hypergraphs
B, C, D with respective edges from AC, AD, BC and BD, whenever IB ∩ ID 6= ∅.
Proof. Let eA ∈ E(A) and xB = (xBC , xBD) ∈ V (B). Since H ∼= A⊠B, there is a Cartesian
edge eH = eA × {xB} ∈ E(H). Furthermore, since H ∼= C ⊠ D and by definition of the
normal and the strong product, we can conclude that pC(eH) ∈ V (C) or there is an edge
eC ∈ E(C) with pC(eH) ⊆ eC , as well as, pD(eH) ∈ V (D) or there is an edge eD ∈ E(D)
with pD(eH) ⊆ eD.
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Assume first xD = pD(eH) ∈ V (D). Then pC(eH) = eC ∈ E(C), that is, eH = eC×{xD}.
Note, coordinates of vertices xC ∈ eC are given by (xAC , xBC). Since eH = eA×{xB} ∈ E(H)
it holds that pBC(eC) = pBC(pC(eH)) = pBC(eH) = xBC . Therefore, eH can be written as
pAC(eC) × {xBC} × {xD}. Moreover, pAC(eC) = pAC(eH) = pAC(eA) and hence, pC(eH) =
eC = pAC(eA) × {xBC} ∈ E(C). Now, Lemma 8.14 implies that pAC(eA) = eAC ∈ E(AC).
Moreover, it holds pAD(eA) = pAD(eH) = pAD(pD(eH)) = pAD(xD) = xAD ∈ V (AD) and
therefore, eA = eAC × {xAD} and thus, eA ∈ E(eAC ⊠ eAD) for all eAD with {xAD} ∈ eAD.
Analogously, we infer that eA = {xAC} × eAD, xAC ∈ V (AC) and therefore, eA ∈ E(eAC ⊠
eAD) for all eAC with xAC ∈ eAC if pC(eH) ∈ V (C).








⊠ we have, pC(eH) = eC = pAC(eH) × {xBC} ∈ E(C) and pD(eH) = eD =
pAD(eH)×{xBD} ∈ E(D) and by the same arguments as before, pAC(eH) = pAC(eA) = eAC ∈





⊠ eD) = E(eAC
⌢





⊠ we have, pAC(eA) = pAC(eH) = pAC(pC(eH)) ⊆ pAC(ec) = pAC(eC × {xD})
with eC × {xD} ∈ E(H) and therefore pAC(eA) ⊆ pAC(eC × {xD}) ⊆ eAC ∈ E(AC). Anal-
ogously it holds pAD(eA) ⊆ eAD ∈ E(AD). Note, by definition of
⌣
⊠ it holds pC(eH) = eC
or pD(eH) = eD. Lemma 8.14 implies that if pC(eH) = eC then pAC(eA) = eAC and
if pD(eH) = eD then pAD(eA) = eAD. Furthermore, it holds by definition of the nor-
mal product |pC(eH)| = |pD(eH)|. If pC(eH) = eC then, by the choice of eH , we have
|eAC | = |eC | = |pC(eH)| = |pD(eH)| = |pAD(eA)| ≤ |eAD|. If pD(eH) = eD we have
|eAD| = |eD| = |pD(eH)| = |pC(eH)| = |pAC(eA)| ≤ |eAC |. Therefore, we can conclude
that |eA| = |eH | = min{|eC |, |eD|} = min{|eAC |, |eAD|} and thus, eA ∈ E(eAC
⌣
⊠ eAD).
Proposition 8.18. Let H ∼= A ⊠ B ∼= C ⊠ D be a thin hypergraph. Then there exists a
decomposition
H ∼= AC ⊠AD ⊠BC ⊠BD
of H such that A = AC ⊠AD, B = BC ⊠BD, C = AC ⊠BC and D = AD ⊠BD.
Proof. First we show that there is a decomposition AC ⊠ AD of A. Let AC and AD be
defined as in Equation (8.1) and (8.2). Thus, by construction of AC and AD we have
V (A) = V (AC)× V (AD). Therefore, we need to show that E(A) = E(AC ⊠AD).
By Lemma 8.17 and since E(eAC ⊠ eAD) ⊆ E(AC ⊠ AD) for all eAC ∈ E(AC) and
eAD ∈ E(AD) we have E(A) ⊆ E(AC ⊠AD).
Let e ∈ E(AC ⊠ AD). Hence, there is an edge eAC ∈ E(AC) and eAD ∈ E(AD) with
e ∈ E(eAC ⊠ eAD). By Lemma 8.16 we can conclude that there is a vertex xB ∈ V (B)
such that e × {xB} ∈ E(eAC ⊠ eAD) × {xB} ⊆ E(H). Since e = pA(e × {xB}) ∈ E(A), the
statement follows.
By analogous arguments one shows that the results hold also for B, C and D, whenever
IB ∩ ID 6= ∅. If IB ∩ ID = ∅ then we can conclude that IB = (IC ∩ IB)∪ (ID ∩ IB) = IC ∩ IB
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and ID = (IA ∩ ID) ∪ (IB ∩ ID) = IA ∩ ID. Hence, by definition of the vertex sets V (BC)
and V (AD) together with Lemma 8.13 and 8.14 we obtain that B ∼= BC and D ∼= AD and
thus, the assertion follows.
Theorem 8.19. Connected, thin hypergraphs have a unique prime factor decomposition with
respect to the normal product
⌣
⊠ and the strong product
⌢
⊠ , up to isomorphism and the order
of the factors.
Proof. For completeness, we will give the proof here, although it is essentially the same as
the proof for graphs in [43, Lemma 5.38].
We proceed by induction w.r.t. the number of vertices. Therefore, let H be a connected
thin hypergraph and assume the assertion is true for all hypergraphs having fewer vertices
then H. Moreover, let
H1 ⊠H2 ⊠ . . .⊠Hr = Q1 ⊠Q2 ⊠ . . .⊠Qs
be two prime factor decompositions of H. Then there are connected thin hypergraphs B and
D, such that H ∼= H1 ⊠B ∼= Q1 ⊠D. Setting H1 ∼= A and Q1 ∼= C, we have with Prop. 8.18,
H ∼= AC ⊠AD ⊠BC ⊠BD and H1 ∼= AC ⊠AD as well as Q1 ∼= AC ⊠BC. Since both H1
and Q1 are prime, it holds either AC ∼= K1 or AD ∼= BC ∼= K1.
First, suppose AC is nontrivial. Hence, AD ∼= BC ∼= K1, which implies G1 ∼= AC ∼= Q1.
Furthermore, it follows B ∼= BC ⊠ BD ∼= BD ∼= AD ⊠ BD ∼= D. Since B resp. D have
fewer vertices than H, we get r = s and Hi ∼= Qπ(i) for 2 ≤ i ≤ r and some permutation π
on {2, . . . , r}.
Now, let AC ∼= K1. Then H1 ∼= AD and Q1 ∼= BC. Furthermore
H2 ⊠H3 ⊠ . . .⊠Hr ∼= B ∼= BC ⊠BD ∼= Q1 ⊠BD
and
Q2 ⊠Q3 ⊠ . . .⊠Qs ∼= D ∼= AD ⊠BD ∼= H1 ⊠BD.
W.l.o.g., we may assume B ≇ D. Since both B and D have fewer vertices than H, they have
unique PFD. Hence Q1 ∼= Hi for some i ∈ {2, . . . , r}. W.l.o.g. suppose th notation to be
chosen such that Q1 ∼= H2. Then
D ∼= Q2 ⊠Q3 ⊠ . . . ⊠Qs ∼= H1 ∼= BD ∼= H1 ⊠H3 ⊠H4 ⊠ . . . ⊠Hr.
Now, unique prime factorization follows immediately from the induction hypothesis, i.e., that
BD has unique prime factorization and
H ∼= H1 ⊠B ∼= H1 ⊠Q1 ⊠BD ∼= Q1 ⊠H1 ⊠BD ∼= Q1 ⊠D ∼= G.
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Thinness. We conclude this section by discussing the term “thinness”. It is well-known
that, although the PFD for a given graph G w.r.t. the strong graph product is unique, the
coordinatizations might not be [28]. Therefore, the assignment of an edge being Cartesian or
non-Cartesian is not unique in general. The reason for the non-unique coordinatizations is
the existence of automorphisms that interchange vertices u and v, which is possible whenever
u and v have the same neighborhoods and thus, if G is not thin. Thus, an important issue
in the context of strong graph products is whether or not two vertices can be distinguished
by their neighborhoods. The same holds for the normal and strong hypergraph product,
as well. For graphs G = (V,E), one defines the equivalence relation S on V with uSv iff
NG[u] = NG[v] and computes a so-called quotient graph G/S which is a thin graph. For this
graph G/S the PFD is computed and one uses afterwards the knowledge of the cardinalities
of the S-classes only, to find the prime factors of G. For graphs, one profits from the fact
that all vertices u1, . . . , un ∈ V (G) that share the same neighborhoods induce a complete
subgraph Kn. Even in the proofs for the uniqueness results for the PFD w.r.t. the strong
graph product of non-thin graphs, this fact is utilized. However, this technique cannot be
used for hypergraphs in general, as the partial hypergraph formed by vertices that share the
same neighborhoods need not be isomorphic, although the cardinalities of the S-classes might
be the same. So far, we do not know, how to resolve this problem and state the following
conjecture.





⊠ , up to isomorphism and the order of the factors.
8.3 Algorithms for the Construction of the Cartesian
Skeleton and the Prime Factors
As shown by Bretto et al. [6] the PFD of hypergraphs with respect to the Cartesian product
can be computed in polynomial time.
Theorem 8.21 ([6]). The prime factors w.r.t. the Cartesian product of a given connected
simple hypergraph H = (V,E) with maximum degree ∆ and rank r can be computed in
O(|V ||E|∆6r6), that is, in O(|V ||E|) time for hypergraphs H with a bounded rank and a
bounded degree.
The algorithm for computing the PFD of a given hypergraph with respect to the normal
and the strong product works as follows. Analogously as for graphs, the key idea of finding




⊠ } is to find the PFD of its Cartesian skeleton S (H) with
respect to the Cartesian product and to construct the prime factors ofH using the information
of the PFD of S (H). In Algorithm 2 the pseudocode for determining the Cartesian skeleton
S (H) is given. This Cartesian skeleton is afterwards factorized with the Algorithm of Bretto
et al. [6] and one obtains the Cartesian prime factors of S (H). Note, for an arbitrary
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factorization H = H1 ⊠ H2 of a thin hypergraph H, Proposition 8.9 asserts that S (H1 ⊠
H2) = S (H1)✷S (H2). Since S (Hi) is a spanning hypergraph of Hi, i = 1, 2, it follows that
the S (Hi)-layers of S (H1)✷S (H2) have the same vertex sets as the Hi-layers of H1 ⊠ H2.
Moreover, if ⊠i∈IHi is the unique PFD of H then we have S (H) = ✷i∈IS (Hi). Since S (Hi),
i ∈ I need not be prime with respect to the Cartesian product, we can infer that the number
of Cartesian prime factors of S (H), can be larger than the number of the strong or normal
prime factors. Hence, given the PFD of S (H) it might be necessary to combine several
Cartesian factors to get the strong or normal prime factors of H. These steps for computing




⊠ } of a thin hypergraph are summarized in Algorithm 3.
For proving the time complexity of Algorithm 2 we need the following appealing result,
established by Hammack and Imrich.
Lemma 8.22 ([27]). For a given graph G = (V,E) with maximum degree ∆ the set of
dispensable edges D(H) and in particular, the Cartesian skeleton S (G) can be computed in
O(min{|E|2, |E|∆2}) time.
Lemma 8.23. For a given hypergraph H = (V,E) with maximum degree ∆ and rank r,
Algorithm 2 computes the Cartesian skeleton S (H) in O(|E|2r4) time.
Proof. The correctness of the algorithm follows immediately from Lemma 8.4.





edges and that the maximum
degree of [H]2 is at most ∆(r − 1). Hence, Lemma 8.22 implies that the computation of the
set D([H]2) takes O(min{|E|
2r4, |E|r2∆2r2}) = O(|E|2r4) time. To check whether one of the
at most O(|E|r2) pairs {x, y} ∈ D([H]2) is contained in one of the |E| edges in H we need
O(|E|2r2) time, from which we can conclude the statement.
For computing the time complexity of Algorithm 3 we first need the following lemma.
Lemma 8.24. Let H = (V,E) be a hypergraph with rank r and maximum degree ∆. More-
over, let H1,H2 ⊆ H be partial hypergraphs of H such that S (H) ∼= S (H1)✷S (H2). The
numbers |
⌣
× | and |
⌢




⊠ } can be computed in
O(r2 + |V |∆2) time.
Proof. Let H1 = (V1, E1) and H2 = (V2, E2) be partial hypergraphs of H with rank r1, resp.,
r2 such that S (H) = S (H1)✷S (H2). Note, it holds that ri ≤ r, i = 1, 2. For the cardinalities
|
⌣
× | and |
⌢
× | we have to compute for pairs of edges e1 ∈ E1 and e2 ∈ E2 several factorials
and for the computation of the Stirling number we need in addition values of the form jn.
Note, that m!, resp., jn can be computed in O(1) time if one knows (m − 1)!, resp., jn−1.
Hence, as preprocessing compute first the values 1, 2!, . . . , r!, which can be done in time
complexity O(r) and store them for later use. Analogously, the complexity for computing the
values j2, . . . , jr for a fixed j ∈ {2, . . . , r} is O(r). In that manner, we precompute and store
the values 22, . . . 2r, . . . , r2, . . . , rr which takes O(r2) time. Finally, we store the values of the
Stirling number, Sn,k for n = 1, . . . , r and k = 1, . . . , r. Note, Sn,k can be computed in O(1)
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Algorithm 2 Cartesian Skeleton
1: INPUT: A hypergraph H = (V,E);
2: Compute the set D([H]2) of dispensable edges in [H]2;
3: for every edge {x, y} ∈ D([H]2) do
4: for all edges e ∈ E with x, y ∈ e remove e from E;
5: end for
6: OUTPUT: The partial hypergraph (V,E);
time, whenever Sn,k−1 is known. Hence, for k, n = 1, . . . , r the Stirling numbers Sn,k can,
together with the latter preprocessed stored values, be computed in O(r2) time. Therefore,
these preprocessing steps have overall time complexity of O(r2).
After preprocessing and storing the latter mentioned values, one can compute the number
of non-Cartesian edges in e1
⌣
⊠ e2, resp., e1
⌢
⊠ e2 in O(1) time, for a fixed pair e1 ∈ E1 and
e2 ∈ E2. These computations are done for all pairs of edges e1 ∈ E1 and e2 ∈ E2. Hence,
we have |E1||E2| such computations to consider, which take altogether O(|E1||E2|) time.
Since |Ei| ≤ |Vi|∆i, i = 1, 2 we can conclude that |E1||E2| ≤ |V1||V2|∆1∆2. Moreover, by
definition of the products, it holds that |V1||V2| = |V | and since Hi ⊆ H we have ∆i ≤ ∆,
i = 1, 2. Therefore, we end in an overall time complexity for computing |
⌣
× | and |
⌢
× | of
O(r2 + |V |∆2).




⊠ } of a given
thin connected simple hypergraph H = (V,E) with maximum degree ∆ and rank r in
O(|V ||E|∆6r6 + |V |2|E|r) time.
Proof. We start to prove the correctness of Algorithm 3. Since H = (V,E) is thin, the
Cartesian skeleton S (H) is uniquely determined and the Cartesian prime factors Hi, i ∈ I of
S (H) can be computed with the Algorithm of Bretto et al. [6]. This algorithm returns
not only the prime factors of S (H) but also a coloring of the edges of S (H) and thus of the
edges of H. That is, an edge e ∈ E obtains color j if and only if e ∈ E(S (H)) and e is an
edge of some Hj-layer w.r.t. S (H) = ✷i∈IHi. Hence, this colors the Cartesian edges of H
w.r.t. the Cartesian PFD of S (H) and dispensable edges of H obtain no color. Based on
S (H) one can compute the coordinates in the following way. One first computes [S (H)]2
and coordinatize the vertices of V ([S (H)]2) = V as proposed in [28, page 280] w.r.t. to the
product coloring given by ✷i∈IHi. Note, then for all edges e = {x, y} ∈ E([S (H)]2) holds
|pi(e)| = 2 if and only if the coordinates of x and y differ in the i-th coordinate and the other
coordinates are identical. To prove that this is a valid coordinatization of S (H) one has to
show, that for all edges e ∈ E(S (H)) holds that |pi(e)| > 1 if and only if for all x, y ∈ e
holds that x and y, differ in the i-th coordinate and the other coordinates are identical. Let
e ∈ E(S (H)) be an arbitrary edge. This edge forms a complete subgraph in the 2-section
[S (H)]2. However, complete subgraphs must be contained entirely in one of the Hi-layers of
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1: INPUT: A thin hypergraph H = (V,E);
2: Compute the Cartesian skeleton S (H) of H with Algorithm 2;
3: Compute the Cartesian PFD of S (H) = ✷i∈IHi by run of the algorithm of Bretto et
al. [6]
4: Assign coordinates c(v) = (cv1, . . . c
v
|I|) w.r.t. ✷i∈IHi to each vertex v ∈ V ;
5: J ← I;
6: for k = 1, . . . , |I| do
7: for each S ⊂ J with |S| = k do
8: for R ∈ {S, I \ S} do
9: Compute HR ⊆ H with V (HR) = V (H) and
E(HR) = {e ∈ E(H) | |pi(e)| = 1, i ∈ I \R};
10: end for
11: if all connected components of HS , resp., HI\S are isomorphic then
12: take one connected component HS of H
S, resp., HI\S of H
I\S ;
13: if all non-Cartesian edges w.r.t. the factorization HS ⊠HI\S are contained in H
then





19: OUTPUT: The prime factors of H;
[S (H)]2, as complete graphs are so-called S-prime graphs, see e.g. [32, 38]. From this we can
conclude that the computed coordinates of vertices in [S (H)]2 give a valid coordinatization
of the vertices in S (H).
Now, consider Line 6-18. We finally have to examine which “combination” of the proposed
Cartesian prime factors are prime factors w.r.t. ⊠ (Line 6-18). For this, we search for the
minimal subsets S of I such that the subgraph HS and HI\S , where HS is one connected
component of HS and HI\S is one connected component of H
I\S , correspond to layers of a
factor of H w.r.t. HS ⊠ HI\S. We continue to check whether all connected components of
HS, resp., HI\S are isomorphic and if so, we test whether all non-Cartesian edges w.r.t. the
factorization HS ⊠ HI\S are present. If this is the case, HS is saved as prime factor of H
w.r.t. ⊠. Reasoning exactly as in the proof for graphs in [28, Chapter 24.3] together with
the preceding results, we conclude the correctness of this part in Line 6-18.
We are now concerned with the time complexity. Note, since we assumed the hypergraph
H = (V,E) to be connected we can conclude that [H]2 has at least |V | − 1 edges. Moreover,
the number of edges in [H]2 does not exceed |E|r
2 and therefore we can conclude that
8. PFD of Strong Hypergraph Products 90
O(|V |2) ⊆ O(|V ||E|r2). Furthermore, we will make in addition frequent use of the fact that
|E| ≤ |V |∆. Now, consider Line 2-4. Lemma 8.23 implies that the Cartesian skeleton can
be computed in O(|E|2r4) ⊆ O(|V |2∆2r4) ⊆ O(|V ||E|∆2r6) time and by Theorem 8.21 we
have that the PFD of S (H) can be computed in O(|V ||E|∆6r6) time. For the computation of
the coordinates we use the 2-section [S (H)]2 as described in the previous part of this proof.
Note, [S (H)]2 has at most |E|r2 edges and the coordinates can therefore be computed in
O(|E|r2), see [28, Chapter 23.3]. Hence, the overall time complexity of the steps in Line 2-4
is O(|V ||E|∆6r6).
Consider now Line 6-18. Clearly, each HR can be computed in O(|E|r) time. For finding
the connected components of HR in Line 11 one can use its 2-section [HR]2 = (V,E
′) and
apply the classical breadth-first search to it, which has time complexity O(|E′| + |V |). Let
∆′ be the maximum degree of [HR]2 which is bounded by ∆r. Hence, we can determine
the connected components of HR in time complexity O(|E′|+ |V |) ⊆ O(|V |∆′) ⊆ O(|V |∆r).
Moreover, in Line 11 we have to perform an isomorphism test for a fixed bijection given
by the coordinates which takes O(|E|r) time. This test must be done for each of the con-
nected components of HR which are at most |V |. Hence, the latter task has time complexity
O(|V ||E|r). Taken together the preceding considerations and since ∆ ≤ |E| we can con-
clude that Line 11 can be performed in O(|V |∆r + |V ||E|r) = O(|V ||E|r) time. To test
whether all non-Cartesian edges w.r.t. HS ⊠ HI\S are contained in H (Line 13) we exam-
ine whether putative non-Cartesian edges e ∈ E(H) \ E(HS✷HI\S) are valid non-Cartesian
edges, that is, we prove if the projection properties for these edges into the factors fulfill
the condition (ii) in the definition of edges in HS ⊠ HI\S and count them, if valid. If the
counted number is identical to |
⌣
× | , resp., |
⌢
× | we are done. Since the coordinates are
given, the projections can be computed in O(|E|r) time. The computation of |
⌣
× | , resp.,
|
⌢
× | has time complexity O(r2 + |V |∆2) (Lemma 8.24). Thus, Line 13 can be performed in
O(|E|r + r2 + |V |∆2) time. Taken together all the single tasks in Line 8-16 we end up in
a time complexity O(|E|r + |V ||E|r + |V |∆2 + r2) = O(|V ||E|r + |V |∆2 + r2). Assume all
these tasks are done for each of the the 2|I| subsets of I. Since |I| is the number of factors
of S (H) and thus, is bounded by log2(|V |) we have at most |V | subsets of I. To summarize,
the total complexity of Line 6-18 is O(|V |2|E|r+ |V |2∆2 + |V |r2). Since H is assumed to be
connected we can conclude that O(|V |2) ⊆ O(|V ||E|r2) and hence, the complexity of Line
6-18 is O(|V |2|E|r + |V ||E|∆2r2 + |V |r2).
Taken together the preceding results we can infer that Algorithm 3 has time complexity
O(|V ||E|∆6r6 + |V |2|E|r + |V ||E|∆2r2 + |V |r2), that is, O(|V ||E|∆6r6 + |V |2|E|r).




⊠ } of a given thin




In this thesis, we considered graphs and hypergraphs that have (relaxed) product structures.
We discussed in detail RSP-relations, a relaxation of relations fulfilling the square property
and therefore of the product relation σ. As it turned out, such relations are hard to handle
in graphs that contain K2,3-subgraphs. On the other hand, it is possible to determine finest
RSP-relations in polynomial time in K2,3-free graphs. Explicit constructions of such relations
in complete and complete bipartite graphs were given.
Furthermore, we established the close connection of (well-behaved) RSP-relations to
(quasi-)covers of graphs and equitable partitions. Thereby, we characterized the existence of
non-trivial RSP-relations by means of the existence of spanning subgraphs that yield quasi-
covers of the graph under investigation. We found out that all layers of a graph w.r.t an equiv-
alence class of a well-behaved RSP-relation share a common cover, and how such a covering
graph can be constructed via this relation. It was shown that for any equivalence class ϕ of a
well-behaved RSP-relation R the connected components of the graph Gϕ = (V (G), E(G)\ϕ)
form a natural equitable partition PRϕ of the vertex set of Gϕ = (V (G), ϕ). Moreover, the
common refinement PR of these partitions PRϕ yields again an equitable partition of V (G)
and the quotient G/PR has then a product representation as G/PR ∼= ✷ϕ⊑RGϕ/P
R
ϕ . This
product structure of the quotient graph is still retained even for RSP-relations that are not
well-behaved. In addition, it was shown that coarse grainings of the respective relation on
the edge set may lead to refinements of the vertex partition.
We determined (finest) RSP-relations in certain graph products from given (finest) RSP-
relations of the factors and showed in what manner the quotient graphs of the product
w.r.t such an RSP-relation result from the quotient graphs of the factors and the respective
product. As it turned out, in case of the strong product, the quotient constructed from its
factors collapses to the one vertex graph with a loop. In case of Cartesian product, computing
quotients w.r.t. those relations and multiplying graphs commutes.
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In addition, we examined relations on the edge sets of hypergraphs that satisfy the grid
property, the hypergraph analog of the square property. We introduced the strong and the
relaxed grid property as variations of the grid property, the latter generalizing the relaxed
square property. We thereby showed, that many, although not all results for graphs and
the (relaxed) square property can be transferred to hypergraphs. For instance, we showed
that similar to the graph case, any equivalence relation R on the edge set of a hypergraph
H that satisfies the relaxed grid property induces partitions PRϕ , ϕ
⊑ R and PR of V (H)
such that the quotient H/PR is then a Cartesian product, H/PR ∼= ✷ϕ⊑RHϕ/P
R
ϕ . Besides,
we introduced the notion of (Cartesian) hypergraph bundles, the analog of (Cartesian) graph
bundles. We showed, that any 2-convex equivalence relation on the edge set of a hypergraph
that satisfies the grid property, yield the structural properties of a hypergraph bundle, which
generalizes a well-known result for graph bundles.
Finally, we showed that every connected thin hypergraph H has a unique prime factor-
ization with respect to the normal and strong (hypergraph) product. Both products coincide
with the usual strong graph product whenever H is a graph. We introduced the notion of
the Cartesian skeleton of hypergraphs as a natural generalization of the Cartesian skeleton
of graphs and proved that it is uniquely defined for thin hypergraphs. Moreover, we showed
that the Cartesian skeleton of hypergraphs can be determined in O(|E|2) time and that the
PFD can be computed in O(|V |2|E|) time, for hypergraphs H = (V,E) with bounded degree
and bounded rank.
Still, many interesting problems remain open topics for further research. Concerning RSP-
relations, it would be worth to determine the complexity of the problem of determining finest
(well-behaved) RSP-relations. Since there is a close connection to graph covers, we suspect
that the latter problem is NP-hard. If so, then fast heuristics need to be designed. It is also of
interest to investigate, for which graph classes (that are more general than K2,3-free graphs)
the proposed algorithm determines well-behaved or finest RSP-relations. Moreover, one might
ask, under which circumstances is it possible to guarantee that there is a non-trivial finest
RSP-relation that is in addition well-behaved. Note, the graph G = K2,3 has no such relation.
However, there might be interesting graph classes that have one. In addition, it might be of
particular importance (also for computational aspects) to distinguish RSP-relations. Let us
say that two RSP-relations R and S on E are equivalent, R ∼= S, if there is an automorphism
f : V → V such that ([x, y], [a, b]) ∈ R if and only if ([f(x), f(y)], [f(a), f(b)]) ∈ S. Note, if
G = K2,3 then all finest RSP-relations consist of two equivalence classes and all such relations
are equivalent. Clearly, if R ∼= S, then G/PR ∼= G/PS . However, the converse is not true,
i.e., G/PR ∼= G/PS does not imply R ∼= S, see Example 3.21. This suggests to consider
under which conditions finest RSP-relations are unique, or for which graphs the equivalence
of RSP-relations can be expressed in terms of isomorphism of quotient graphs.
Furthermore, it was shown that coarse grainings of the respective relation on the edge set
of a graph may lead to refinements of the vertex partition. However, it is not yet resolved
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definitively when these refinements are strict.
At this point, not all results concerning graphs and RSP-relations could be generalized to
hypergraphs. As an example, for equitable partitions, there is no counterpart on hypergraphs
defined yet. Since, in contrast to simple graphs, the number of neighbors need not coincide
with the number of edges, there may also be various ways to extend equitable partitions to
hypergraphs, also with regard to locally bijective homomorphisms. One could then examine,
which kind of partition is induced by which variation of the grid property.
Regarding hypergraph bundles, a complete characerization in terms of varied grid prop-
erties is still lacking. Recall that in the graph case any 2-convex equivalence relation on the
edge set of a graph G satisfying the unique square property induces a fundamental facoriza-
tion of G as a graph bundle. Conversely any partition of the edges of a graph bundle with
respect to such a fundamental factorization has the unique square property.
Beyond this, one could also build up relaxed product structures for graphs and hyper-
graphs by less restrictive rules then those for building Cartesian product (hyper)graphs from
the factors. (Hyper)graph bundles serve as an example for those constructions. They are
build up from a base (hyper)graph B and a fiber F by assigning each edge of B an auto-
morphism of F and then connecting vertices of the vertex set V (B)× V (F ) by certain rules.
One could now consider more general structures, e.g., by replacing Aut(F ) with larger groups
acting on V (F ). As an example, consider the following construction: For a graph F , denote
with Cov(F ) the set of covering projections from F . Let B be another graph and define a
mapping π : V (B) → Cov(F ). That is, each vertex b ∈ V (B) is assigned a covering projec-
tion π(b) : F → F ′ for some F ′ that is covered by F . For brevity, we will write πb instead
of π(b). Note, F ′ is already uniquely determined by πb, namely, F
′ = πb(F ). We now define
the graph G as follows:
(1) V (G) = ˙
⋃
b∈V (B)V (πb(F )) = {πb(v) | b ∈ V (B) and v ∈ V (F )}
(2) two vertices πb1(v1) and πb2(v2) are adjacent in G if one of the following conditions is
satisfied:
(2i) b1 = b2 and [v1, v2] ∈ E(F ), or
(2ii) [b1, b2] ∈ E(B) and v1 = v2.
We will call G a relaxed graph bundle.
It is easy to see, that the equivalence relation R on E(G) whose classes are edges of type
(2i) and those of (2ii) is an RSP-relation. The task is to find a complete characterization
of those structures, similar to the case of graph bundles, in terms of RSP-relations that
may satisfy additional properties. Moreover, one could ask if there exists an equivalent
definition of those structures via graph maps and local constraints. Another interesting
question would be which invariants propagate under this construction from the graphs F
and B to G. Subsequently, one could also examine structures where Cov(F ) is replaced by
Hom(F ).
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Finally, it is not known yet if non-thin hypergraphs enjoy unique prime factorization
w.r.t. the strong and the normal product. For non-thin hypergraphs, the Cartesian skeleton
might not be uniquely determined, as it is not unique for non-thin graphs. In the graph case,
this problem is solved by computing a thin graph from a given graph that collapses vertices
with identical neighborhood, so-called S-classes, to one vertex. It then suffices to know the
cardinalities of these S-classes for computing the PFD of the original graph. However, for
hypergraphs this approach may fail, since, in contrast to the graph case, the same number of





Proof of Lemma 3.19. At first we prove that R is an equivalence relation. That is, we
have to show that ϕi∩ϕj = ∅ for all i 6= j and E(Km) =
⋃l
i=1 ϕi. For contraposition suppose,
ϕi ∩ ϕj 6= ∅ for some i 6= j. That is, there exists x, y ∈ V (Km) = {0 . . . ,m − 1} such that
[x, (x+ i) mod m] = [y, (y+ j) mod m]. Notice, x+ i < 2m as well as y+ j < 2m. Thus, we
have x+ i = p ·m+(x+ i) mod m and y+j = q ·m+(y+j) mod m with p, q ∈ {0, 1}. First
assume x = y. Hence, (x+ i) mod m = (x + j) mod m and we obtain |i− j| = |p − q| ·m
with |q − p| ∈ {0, 1}. If |p − q| = 0 it follows i = j. Therefore suppose, |p − q| = 1. This
implies |i− j| = m ≥ 2l and moreover, |i− j| < l since i, j ∈ {1, . . . , l}, a contradiction.
Now, assume x 6= y. Then it must hold x = (y + j) mod m and y = (x + i) mod m
if [x, (x + i) mod m] = [y, (y + j) mod m]. Hence, with our considerations above, we get
i + j = (p + q) ·m with p + q ∈ {0, 1, 2}. From i, j ∈ {1, . . . , l}, we conclude 0 < i + j ≤ 2l
which implies in particular p + q > 0. It follows 2l ≤ m ≤ i+ j ≤ 2l, hence i = j = l which
contradicts the choice of i, j. Thus, ϕi ∩ ϕj = ∅ for all i, j ∈ {1, . . . , l} with i 6= j.
Next, we show |
⋃l
i=1 ϕi| = |E(Km)|. Since ϕi ⊆ E(Km) for all i ∈ {1, . . . , l}, we then can
conclude
⋃l
i=1 ϕi = E(Km). First, let i <
m
2 . Assume, there exists x ∈ {0, . . . ,m − 1} such
that x = (x+ i) mod m. From previous considerations, it follows i = p ·m with p ∈ {0, 1},
which contradicts 0 < 1 ≤ i ≤ l < m. Now suppose, there are x, y ∈ {0, . . . ,m− 1} such that
[x, (x+i) mod m] = [y, (y+i) mod m]. If x 6= y, it follows x = (y+i) mod m and y = (x+i)
mod m. As before, we conclude 2i = (p+ q) ·m with p+ q ∈ {0, 1, 2} and since i > 0, we have
p+q > 0. Thus,m ≤ 2i < m, which is a contradiction. Hence, |ϕi| = |{0, . . . ,m−1}| = m for
all i < m2 . If i =
m
2 , and thus, m is even, we have |ϕm2 | =
m
2 , since for all x <
m
2 it holds that










i=1 |ϕi| = l·m =
(m−1)·m
2 =









if m is even. Therefore, R is an equivalence relation on E(Km).
It remains to show that R has the relaxed square property and there is no refinement of
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R with this property. Therefore, let e = [x, y] ∈ ϕi and f = [x, z] ∈ ϕj , i 6= j. We have to
show, that there exists a vertex w ∈ V (Km) such that [y,w] ∈ ϕj and [z, w] ∈ ϕi. [x, y] ∈ ϕi
implies y = (x+ i) mod m or x = (y+ i) mod m and [x, z] ∈ ϕj implies z = (x+ j) mod m
or x = (z+ j) mod m. If y = (x+ i) mod m and z = (x+ j) mod m, we choose w = (y+ j)
mod m. It is clear, that w 6= x, y, z. By definition, it holds that [y,w] ∈ ϕj . Moreover, by
simple calculation we get with the preceding w = (z + i) mod m and hence [z, w] ∈ ϕi. If
y = (x+ i) mod m and x = (z+ j) mod m, we choose w = (z+ i) mod m, then w 6= x, y, z.
Hence, [w, z] ∈ ϕi. In this case we get y = (w + j) mod m that is [y,w] ∈ ϕj . If x = (y + i)
mod m and z = (x + j) mod m, we choose w = (y + j) mod m. Again w 6= x, y, z, and
by definition [y,w] ∈ ϕj . Here, we obtain z = (w + i) mod m and hence [z, w] ∈ ϕi. If
x = (y + i) mod m and x = (z + j) mod m, we choose w such that z = (w + i) mod m,
that is [z, w] ∈ ϕi. In this case we have w 6= x, y, z and moreover, y = (w + j) mod m and
hence [y,w] ∈ ϕj . That is, R has the relaxed square property.
We show now, that no equivalence class ϕ of R can be split into two classes ϕi = ψi1∪ψi2 ,
such that the equivalence relation S, that has classes ϕ1, . . . , ϕi−1, ψi1 , ψi2 , ϕi+1, . . . , ϕl is an
RSP-relation. Therefore, notice that each vertex x ∈ V (Km) is incident to exactly two ϕi
edges for all i < m2 , namely [x, (x + i) mod m] and [x, (x − i) mod m], thus the layers are
all cycles for i < m2 . Moreover, each vertex x ∈ V (Km) is incident to exactly one ϕm2 -edge.
Recalling Lemma 3.5, ϕm
2
cannot be split. For k < m2 let C be the ϕk-layer containing vertex
0. It has edges [0, k], [k, 2k], [2k, 3k mod m], . . . , [(q − 1) · k, 0] with q · k mod m = 0. By
Lemma 3.6, any edge in C must be contained in a square, hence C itself must be a square
and thus has edges [0, k], [k, 2k], [2k, 3k], [3k, 0] with 4k = m, since k < m2 and k > 1 since
m 6= 4. Because S is an RSP-relation, it holds that ([0, k], [2k, 3k]), ([k, 2k], [3k, 0]) ∈ S
and ([0, k], [k, 2k]), ([2k, 3k], [3k, 0]) /∈ S by Lemma 3.5. Consider the edges [0, k] ∈ ϕk and
[0, 1] ∈ ϕ1 6= ϕk, hence they are in different S-classes. Vertex k ∈ V (Km) is incident to
exactly two ϕ1-edges, namely [k, k + 1] and [k, k − 1]. Since [1, k − 1] ∈ ϕk−2 6= ϕk, the
only possible square spanned by [0, k] and [0, 1] with opposite edges in the same S-class is
0−1−(k+1)−k with [0, k], [k, k+1] ∈ S. Now, consider edges [k, 2k] ∈ ϕk and [1, k] ∈ ϕk−1.
Vertex 2k ∈ V (Km) is incident to exactly two ϕk−1-edges, namely [2k, k+1] and [2k, 3k− 1].
Since [1, 3k − 1] ∈ ϕk+2 6= ϕk, the only possible square spanned by [k, 2k] and [1, k] with
opposite edges in the same S-class is 1− k − 2k − (k + 1) with ([1, k + 1], [k, 2k]) ∈ S. Thus,
([0, k], [k, 2k]) ∈ S, a contradiction. Hence, R is finest RSP-relation on Km for all m 6= 4.
Proof of Lemma 3.20. It is easy to check that R is an RSP-relation. It remains to show,
that it is a finest one. By Lemma 3.11, the equivalence class ϕ cannot be split into two
equivalence classes since the vertex 0 is incident with only one edge of ϕ. On the other hand,
every vertex in {2, . . . ,m − 1} is incident with exactly two edges in ϕ, therefore if ϕ can be
split into two equivalence classes, the edges [0, 2] and [1, 2] must be in different equivalence
classes. The definition of RSP-relations implies that [0, 2] and [2, 3] must lie on a common
square with opposite edges in the same equivalence class. The only possible candidate is the
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square 0− 2− 3− 1, thus [0, 2] and [1, 3] must be in the same class. Similarly, [1, 3] and [3, 4]
must lie on a common square with opposite edges in the same equivalence class. The only
possible candidate is the square 1− 3− 4− 0, thus [1, 3] and [0, 4] must be in the same class.
Now, we use the same arguments for edges [0, 4] and [4, 2] to find out that [0, 4] and [1, 2] are
in the same class. Since the relation is transitive [0, 2] and [1, 2] must be in the same class, a
contradiction with the assumption that ϕ can be split.
Proof of Lemma 3.22. Notice, that with our notation we have E(Km,m) = E(K2⊠Km)\
(E(Kxm) ∪ E(K
y
m)) with x, y ∈ V (K2) × V (Km) s.t. p1(x) 6= p1(y). With Lemma 5.11 and
Lemma 3.6, it follows that R is an RSP-relation on E(Km,m). It is clear that any refinement
of S leads to a refinement of R. Thus we just have to show the converse, i.e., that R is a
finest RSP-relation if S is finest RSP-relation. Let ϕ denote the equivalence class defined
by condition (1), i.e., ϕ = {e ∈ E(Km,m) | |p2(e)| = 1}. By construction, each vertex
is adjacent to exactly one ϕ-edge, therefore, ϕ cannot be split by Lemma 3.5. Moreover,
two adjacent edges e, f with e ∈ ϕ and f ∈ ψ 6= ϕ ⊑ R span exactly one square with
opposite edges in the same equivalence classes, namely the square with p2(f) = p2(f
′), where
f ′ is opposite edge of f . Therefore, p2(e) = p2(e
′) implies (e, e′) ∈ Q for any refinement
Q of R with relaxed square property. Furthermore, with our notations, any refinement Q
of R leads also to a refinement Q|E(K2×Km) of R|E(K2×Km), the restrictions of Q and R to
E(K2×Km) ⊆ E(Km,m), respectively. If the refinement Q is proper and satisfies the relaxed
square property on E(Km,m), the same is true for Q|E(K2×Km) on E(K2×Km) by Lemma 3.6
and our previous considerations. Moreover, we can conclude that Q determines an equivalence
relation p2(Q) on Km via (p2(e), p2(f)) ∈ p2(Q) iff (e, f) ∈ Q. It holds p2(C4) ∼= C4 for any
square in K2 × Km. Furthermore, p2(e) = p2(e
′) implies (e, e′) ∈ Q if Q has the relaxed
square property. Therefore, it follows, p2(Q) is a proper refinement of S with the relaxed
square property if Q is a proper refinement of R with the relaxed square property. This
completes the proof.
Proof of Lemma 3.23. It is clear, that R is an equivalence relation. Thus, it remains
to show that R has the relaxed square property. Therefore, let e, f ∈ E(Km,n) such that
(e, f) /∈ R. Notice, by construction it holds that ψ′ 6= ϕ′ if and only if ψ 6= ϕ for all ψ′, ϕ′ ⊑ S
and ψ,ϕ ⊑ R with ψ′ ⊆ ψ and ϕ′ ⊆ ϕ.
First, suppose that e and f are incident in some vertex yr ∈ V (Km,n), r ∈ {1, . . . , n}.
That is, e = [xj , yr] and f = [xl, yr] for some j, l ∈ {1, . . . ,m}, j 6= l. If r ≤ m then by
construction e, f ∈ E(Km,m) and (e, f) /∈ S, and hence they span a square with opposite
edges in the same equivalence classes of S, which is also retained in Km,n with the same
properties. If r > m, then r = m + i for some i ∈ {1, . . . , n −m}. By construction, there
exists ki ∈ {1, . . . ,m} such that ([xj , yki ], [xj , ym+i]) ∈ R and ([xl, yki ], [xl, ym+i]) ∈ R, which
implies ([xj , yki ], [xl, yki ]) /∈ R and hence, by construction, ([xj , yki ], [xl, yki ]) /∈ S. Since S
has the relaxed square property, there exists w ∈ V (Km,m) ⊂ V (Km,n) such that [xj , yki ]
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and [xl, yki ] span a square xj − yki − xl − w, such that ([xl, w], [xj , yki ]) ∈ S ⊂ R and
([xj , w], [xl, yki ]) ∈ S ⊂ R. Then xj − ym+i − xl − w is a square spanned by e and f with
opposite edges in the same equivalence class.
Now assume e and f are incident in some vertex xj ∈ V (Km,n), j ∈ {1, . . . ,m}. That
is, e = [xj, yr] and f = [xj , ys] for some r, s ∈ {1, . . . , n}, r 6= s. If r, s ≤ m, then by
construction e, f ∈ E(Km,m) and (e, f) /∈ S, and hence they span a square with opposite
edges in the same equivalence classes of S, which is also retained in Km,n with the same
properties. If r, s > m, then r = m + i, s = m + l for some i, l ∈ {1, . . . , n − m}. By
construction, there exists ki, kl ∈ {1, . . . ,m} such that ([xj , ym+i], [xj , yki ]) ∈ R as well as
([xj , ym+l], [xj , ykl ]) ∈ R, from which we can conclude ([xj , yki ], [xj , ykl ]) /∈ R. By construction
we have ([xj , yki ], [xj , ykl ]) /∈ S, and since S has the relaxed square property, there exists w ∈
V (Km,m) ⊂ V (Km,n) such that [xj , yki ] and [xj , ykl ] span a square (xj, yki , w, ykl), such that
([w, ykl ], [xj , yki ]) ∈ S ⊂ R and ([w, yki ], [xj , ykl ]) ∈ S ⊂ R. Moreover, by construction, we
have ([w, ym+i], [w, yki ]) ∈ R as well as ([w, ym+l], [w, ykl ]) ∈ R. Thus xj−ym+i−w−ym+l is a
square spanned by e and f with opposite edges in the same equivalence class. If r > m, s ≤ m,
then r = m+i for some i ∈ {1, . . . , n−m}. By construction, there exists ki ∈ {1, . . . ,m} such
that ([xj , ym+i], [xj , yki ]) ∈ R and thus, ([xj , yki ], [xj , yl]) /∈ R, hence, ([xj , yki ], [xj , ykl ]) /∈ S.
Since S has the relaxed square property, there exists w ∈ V (Km,m) ⊂ V (Km,n) such that
[xj, yki ] and [xj , yl] span a square xj − yki − w − yl, such that ([w, yl], [xj , yki ]) ∈ S ⊂ R
and ([w, yki ], [xj , yl]) ∈ S ⊂ R. Moreover, by construction, we have ([w, ym+i], [w, yki ]) ∈ R.
Hence, xj − ym+i − w − yl is a square spanned by e and f with opposite edges in the same
equivalence class. Analogously, one shows that e and f span a square with opposite edges in
the same equivalence class if r ≤ m and s > m, which completes the proof.
Proof of Lemma 6.4. To prove validity of the formula for |
⌣
× | , we show that e is a non-
Cartesian edge in H1
⌣
⊠ H2 if and only if there are edges e1 ∈ E(H1) and e2 ∈ E(H2) such
that p1(x) 7→ p2(x) for all x ∈ e defines an injective mapping e1 → e2 whenever |e1| ≤ |e2|
and else that p2(x) 7→ p1(x) for all x ∈ e defines an injective mapping e2 → e1.
Let e be a non-Cartesian edge in H1
⌣
⊠ H2. Clearly, by definition of the normal product,
there are edges e1 ∈ E(H1) and e2 ∈ E(H2) with e ∈ E(e1
⌣
⊠ e2). Assume w.l.o.g. |e1| ≤ |e2|,
otherwise interchange the role of e1 and e2. By definition of the normal product it holds
|p1(e)| = |p2(e)| = |e| = |e1| ≤ |e2|. Thus, we have p1(e) = e1 ∈ E(H1). Therefore,
we can conclude that all vertices of e differ in each coordinate, and thus, p1(x) 6= p1(x
′)
implies p2(x) 6= p2(x
′) for all distinct vertices x, x′ ∈ e. Since p2(e) ⊆ e2, it follows that
p1(x) 7→ p2(x), x ∈ e indeed defines an injective mapping e1 → e2. Conversely, if there are
edges e1 ∈ E(H1) and e2 ∈ E(H2) such that w.l.o.g. p1(x) 7→ p2(x), x ∈ e defines an injective
mapping e1 → e2, we can conclude that p1(e) = e1 and p2(e) ⊆ e2. Since p1(x) 7→ p2(x), x ∈ e
is a mapping, we have |e| = |e1| and by injectivity, it follows |e1| = |p1(e)| = |p2(e)| ≤ |e2|.
Hence, e satisfies the condition (ii) in the definition of the edges in the normal product and
thus, e ∈ E(H1
⌣
⊠ H2). Finally, it is well-known, that for any two sets N , M with |N | ≤ |M |
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there are |M |!(|M |−|N |)! injective mappings from N to M . Applying this result to every pair of
edges e1 ∈ E(H1) and e2 ∈ E(H2) the assertion for |
⌣
× | follows.
To prove validity of the formula for |
⌢
× | , we show that e is a non-Cartesian edge in
H1
⌢
⊠ H2 if and only if there are edges e1 ∈ E(H1) and e2 ∈ E(H2) such that p1(x) 7→ p2(x) for
all x ∈ e defines a surjective mapping e1 → e2 whenever |e1| ≥ |e2| and else that p2(x) 7→ p1(x)
for all x ∈ e defines a surjective mapping e2 → e1.
Let e be a non-Cartesian edge in H1
⌢
⊠ H2. Clearly, by definition of the strong product,
there are edges e1 ∈ E(H1) and e2 ∈ E(H2) with e ∈ E(e1
⌢
⊠ e2). Assume w.l.o.g. |e1| ≥ |e2|,
otherwise interchange the role of e1 and e2. By definition of the strong product it holds
that |e| = |e1| and p1(e) = e1 which implies that p1(x) 6= p1(x
′) for all distinct vertices
x, x′ ∈ e. Thus, p1(x) 7→ p2(x) indeed defines a mapping e1 → e2. Since p2(e) = e2, this
mapping is surjective. Conversely, if there are edges e1 ∈ E(H1) and e2 ∈ E(H2) such that
w.l.o.g. p1(x) 7→ p2(x), x ∈ e defines a surjective mapping e1 → e2 we can conclude that
p1(e) = e1 and p2(e) = e2 and thus, in particular that |p1(e)| = |e1|. Moreover, it follows that
|e| = |p1(e)|, since p1(x) 7→ p2(x) defines a mapping and moreover, |p2(e)| ≤ |p1(e)| = |e1|,
since this mapping is surjective. Hence, e satisfies the condition (ii) in the definition of the
edges in the strong product and thus, e ∈ E(H1
⌢
⊠ H2). Finally, it is well-known, that for
any two sets N , M with |N | ≥ |M | there are |M |!S|N |,|M | surjective mappings from N to M .
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