The access security of wireless devices is a serious challenge in present wireless network security. Radio frequency (RF) fingerprint recognition technology as an important non-password authentication technology attracts more and more attention, because of its full use of radio frequency characteristics that cannot be imitated to achieve certification. In this paper, a RF fingerprint identification method based on dimensional reduction and machine learning is proposed as a component of intrusion detection for resolving authentication security issues. We compare three kinds of dimensional reduction methods, which are the traditional PCA, RPCA and KPCA. And we take random forests, support vector machine, artificial neural network and grey correlation analysis into consideration to make decisions on the dimensional reduction data. Finally, we obtain the recognition system with the best performance.
used to identify different wireless devices. The method, RF fingerprint extraction and recognition of wireless communication equipment, is implemented in the physical layer, so it can operate independently, assist and enhance the recognition mechanism of the traditional wireless network; in this case, it provides wireless networks with higher safety performance [18] .
The method to identify equipment based on communication signal was proposed by Choe et al. in the early 1995, based on which Hall et al. [13] In recent years, most researches focused on the extraction and recognition of radio frequency fingerprints based on steady-state signals, and some achievements have also been reached [18, 28] ; for example researches used RF fingerprint on semiconductor manufacturing [35] , Cloned HF RFID Proximity Cards [51] , Bluetooth signals [45] and so on.
Some methods of RF fingerprint recognition are accomplished by instantaneous amplitude [44] , while some other works use instantaneous amplitude, frequency and phase as the original feature [2, 7, 31, 32] . In the continued feature extraction, some transform domains are used, such as wavelet transform and Hilbert transform, while some dimensionality reduction methods are used, such as principal component analysis, or direct selection of available features [48] . There is also using the singular values of axial integrated Wigner bispectrum as the features [40, 52] , and signal amplitude ranking [49] , and multidimension permutation entropy [10] .
In the procedure of RF fingerprint extraction and identification, the acquired radio frequency signals are affected by multipath channels compared with the sending signal. Thus, extraction should consider two parts: the characteristics of the channel based and the characteristics of the transmitter based. Channel-based features, which are called channel fingerprinting, characterize the wireless channel response as well as the surrounding environment. While the transmitter-based feathers, which are called device fingerprints, mainly represent the radio frequency characteristics of the transmitter analogue circuits. The main research in this paper is the latter [18] .
In this paper, we propose an intrusion detection method based on RF fingerprint identification. The device authentication of some known communication radio stations via RF fingerprint identification is an important component of wireless network authentication security. Firstly, we extract transient starting signal of the radio and utilize Hilbert transform to obtain the primary feature. Then, the fingerprint feature dimension is reduced using principal component analysis, and we also compare the different dimensional reduction method from three different angles and choose the best reduction method. Finally, machine learning is used to achieve the verdict. After simulation, we propose the final complete model, including the combination of dimension reduction method and classifier in the specific dimension, which can meet the needs of the application.
The remainder of this paper is organized as follows: Sect. 2 contains the signal collection, and several kinds of dimensional reduction methods and classifiers are introduced briefly. Section 3 gives the experimental simulation, the dimensional reduction method and classifier for the samples are discussed, and a recognition model with high efficiency of identification is obtained. Section 4 summarizes the full paper, and for the last section, the outlook for the future work is exhibited.
Theories and methods
In this paper, we focus on wireless communication devices identification of security intrusion detection. Figure 1 shows the flow chart of signal collection and postcollection processing. First, we collect the signals through a receiver and extract the transient signals by energy threshold detection. The transient signal is artificially added with AWGN noise to simulate channel interference. After Hilbert transform, the dimensional reduction method is used to extract the RF fingerprint features further. Finally, the classifier gives decision results. The simulation in this paper is implemented in MATLAB 2014a.
Signal collection
The instantaneous RF signal is transmitted from ten different wireless communication devices, the Motorola interphone. We collect all signal by using an Agilent receiver. To ensure that there is no noise interference to the collected signals, we attach the wireless communication devices and spectrum analyser directly with the line as shown in Fig. 2 .
In later experiments, noise is added using simulation software artificially.
RF feature extraction
Hilbert transform is widely used in signal processing field; it can obtain the analytic representation of signals so that the amplitude remains unchanged and the phase shifts [22] . Given a real-time signal x(n), its Hilbert transform is defined as:
It is obvious thatx(n) is a linear function of x(n). The phase of the signal after the Hilbert transform gets j (+π/2) delay for the positive frequency and j (+π/2) ahead for negative frequencies.The Hilbert transform is the harmonic conjugate of the original function x(n) [1] ; it can transform a real signal to an analytic signal [20] .
PCA
The classical principal component analysis (PCA) is arguably one of the most important tools in high-dimensional data analysis. Not only in the data processing, but also in dimensionality reduction, PCA has a wide range of applications [30] . For a measured matrix, M ∈ R n 1 ×n 2 , where n 1 is the number of training samples, while n 2 is the dimension of training samples as well as the number of variables. PCA makes the derived variables capture maximal variance over seeking the linear combinations of the primitive variables. We calculate PCA with the data matrix singular value decomposition (SVD).
PCA makes the greatest variance when mapping the original variables to a new coordinate system, and the projection with the largest component is called the first principal component, and on the second coordinate, the second greatest variance appears, and so on. Finally, multiply the first l largest singular values and corresponding singular vectors, we can get a truncated score matrix. After construction, the size of the transformed data matrix is n 1 -by-l.
RPCA
The robust principal component analysis (RPCA) [5, 37] is the improved method of PCA through a matrix decomposition. RPCA decomposes a matrix M ∈ R (n 1 ×n 2 ) into the matrix L ∈ R (n 1 ×n 2 ) with low rank and a matrix S ∈ R (n 1 ×n 2 ) in sparse by solving a convex program, the principal component pursuit [41] :
where M is the observation matrix, · * is the norm of the matrix and · 1 represents the L 1 -norm of a matrix, and λ is a tuning parameter, as shown in [5] . We can estimate λ value by λ =
and then fine tune it further. The RPCA algorithm can extract the useful information except noise of the original data to find robust low-rank estimation [4] .
Since the transient signals generated by radio stations have certain structural information inside, we can assume that this is a low-rank signal because it is linearly related to each row or column. On the contrary, since the transmission process contains noise, and the noise is sparse, we can express noise as a component of a sparse matrix. By RPCA, we expect a low-rank matrix L which contain signals information and a sparse matrix S containing noise [16] . Finally, we implement the traditional PCA dimensionality reduction for low-rank matrix L.
KPCA
The basic idea of kernel principal component analysis (KPCA) [36] is also the improved method of PCA. The raw input data M is mapped into a new space F using a kernel functions, and finally, the traditional PCA is implemented in F [19] .
Generally speaking, PCA can be performed greatly in a set of linear variations of observation, while badly in nonlinear variations. However, for KPCA, it can handle nonlinear data. According to the Cover's theorem, nonlinear samples data get linear structure after mapping to high-dimensional space. We call the high-dimensional space of this mapping as feature space (F), which can be represented by a kernel function. The kernel function can realize the mapping from nonlinear space to linear space. Finally, KPCA implements traditional PCA algorithm in feature space [23] .
Classifier

Random forest
Random forest (RndF) was first proposed by Breiman [3] . Random forest is a kind of machine learning; it is an integrated classifier made up of many decision trees. The random vectors used as input have the same distribution and are independent to each other. The final output of the random forest is determined by the results of all decision trees.
Training process of random forest is the training of each decision tree; the training of each decision tree is independent to each other. So the training of random forest can be realized by parallel processing, which will greatly improve the efficiency of generating model. A random forest can be obtained by combining all the n tree decision trees trained in the same way [26] .
Random forests can exhibit excellent performance in identification mainly because of two stochastic processes: the selection of sample subspaces and the splitting process. As we know, the sampling of the samples is random, the samples in each subspace can be repeated, and samples in different subspaces can also be duplicated. Thus, in the former process, some samples will not be selected, and these samples are called "outof-bag" (OOB) samples [33] . As for the latter one, decision tree selects the characters randomly and obtains the character subspace.
Support vector machines
Support vector machine (SVM) is a kind of machine learning method, which is related to statistical learning theory, VC dimension theory and structural risk minimization principle. SVM has mature theoretical foundation and outstanding application effect [42] . It shows many unique advantages in solving small sample problems and largely overcomes the problems of "Curse of dimensionality" and "over learning".
The principle of SVM is to find an optimal hyperplane in the sample space to classify, so that the hyperplane can maximize the blank area on both sides of the hyperplane when guaranteeing the accuracy of classification. For the linear separable problem, SVM directly uses the hyperplane to separate the training data in the current feature space. Theoretically, SVM can obtain the optimal classification results in this case [39] . For linear non-separable problems, SVM implements classification by introducing a kernel function. In general, SVM maps training data to a higher-dimensional space via a kernel function, and then, hyperplane separation is performed. By choosing different kernel functions, different high-dimensional spaces can be mapped. The hyperplane in the higher-dimensional space is more complex [42] .
Artificial neural network
The primary purpose of artificial neural network is to mimic the structure of the human brain and establish a complete system similar to human brain. For convenience, artificial neural networks are generally referred to as neural networks. The neural network has many advantages, it can learn by itself, and the network is very stable. It also shows excellent ability in recognition problem. The neural networks improve the classification performance by changing the node weight, just like brain.
Generally, a neural network consists of three layers, an input layer, a hidden layers and a final output layer. Figure 3 shows a typical architecture, where lines connecting neurons are also shown [47] . The neural network gets outstanding classification ability through training, and this network is difficult to describe with specific formula [15] .
Grey relational analysis
Grey relational analysis (GRA), which was proposed to get the degree of relation between discreet sequences from imprecise and incomplete information [14] , is a part of grey systems. This method is suitable for dealing some classification problems because of its simple calculation [21] . The mathematics of GRA is derived from space theory (Deng, 1988) . GRA calculates the relation between two discrete sequences to make a distinction [27] . GRA is based on a clustering approach in which the training samples are classified into several groups according to the relations in features and then analyses uncertain relations between signal to be recognized and all the other signals in a given system [25] .
GRA contains three major steps. Firstly, comparability sequences are obtained by quantifying the grey relation. Then, in order to get a ideal target sequence, the reference sequence is chosen. Finally, calculate the degree of grey relation and grey relational grade based on comparing the comparability sequence with the reference sequence [21, 24] .
Results
Dataset definitions
For this research, the dataset is composed of the real part of the Hilbert transform envelope of the device transient signal. In order to reduce the number of sampling points, we take a point at each 50 points as a variable, so that each observation consists of 3187 variables. All observations constitute the datasets, and they are divided into the training datasets and testing datasets. The original datasets which are sampled from the authorized devices are contain 500 observations from 10 devices, and each device generate 50 observations without noise, as described in Sect. 2.1. Among all the observations, 300 observations compose the training datasets, and 200 observations compose the test datasets. For more accurate recognition, we add white Gaussian noise (WGN) for many times on each original observation. Training datasets and testing datasets are both constructed with 6000 observations at each SNR. For both training and testing datasets, SNR step is set as 2.5 dB (the range is 0-20 dB). The sizes of datasets are summarized in Table 1 ,where N test is the number of testing datasets observations, N training is the number of training datasets observations and N variables is the length of each variable. 
Dimensional reduction performance using random forest
In this paper, we extract fingerprint from the feature of Hilbert transform by reducing the dimension. In order to verify the improvement of the accuracy of equipment identification via extracting, RPCA was introduced here to reduce the feature dimension, and the classifier is simply chosen random forest. The training dataset samples and testing dataset samples under the certain SNR are used to proceed the RPCA method, and we set SNR as 10 dB, since the recognition correct rate is not outstanding so that the comparative effectiveness is obvious. Contrast to the features of the Hilbert transform, the number of reduced variables is arbitrarily chosen as 50. Figure 4 shows the recognition rate of authorized devices using the random forest to directly classify, since random forests exhibit excellent performance in the classification of some high-dimensional data. In the process, the subspace size arbitrary chosen at each node is m = √ total number of variables, and total number of decision trees is 1000. The results indicate that for each device individually, the results of dimensionality reduction are far superior to those without dimensionality reduction. In the total recognition results of all devices, the accuracy of recognition without dimensionality reduction is 0.6795, and the recognition accuracy after dimensionality reduction is 0.9165. Theoretically, the original features without dimensionality reduction contain not only the most complete fingerprint information, but also redundancies, which can cause unnecessary interference to the classification. At the same time, samples without dimensionality reduction are correlated with each other, which may lead to misleading classification. The robust principal component analysis makes the original feature be projected in the direction of orthogonal to each other, which greatly reduces the correlation and redundancy between features. Meanwhile, the reduction in input feature can also reduce the complexity of classifier and improve the recognition accuracy.
The discussion of dimensional reduction method
It has been proved that dimensionality reduction has a great contribution to the recognition accuracy of the equipments, so it is worth studying to choose a dimension reduction method which can achieve better results. We will compare the three dimensionality reduction methods mentioned in the second II, the traditional PCA, RPCA and KPCA.
The training datasets and the testing datasets at SNR = 20 are used. Figure 5 shows the energy ratio of the original feature curves obtained by three kinds of dimensional reduction method. The KPCA algorithm maps the raw data into the high-dimensional space firstly and then reduces the dimension in the high-dimensional space. The abscissa of KPCA curve ranges from 1 to higher dimensions. But for comparison, Fig. 4 The recognition rate of authorized devices using the random forest It is obvious that RPCA shows the best energy retention characteristics. Table 2 shows a comparison of dimensionality when the energy reaches 80, 85, 90 and 95% of the total energy. When the reserved energy is constant, the smaller the dimension is, the better the corresponding dimensional reduction method is. From another point of view, Table 3 shows a comparison of reserved energy ratio when the dimension after reduction is 4, 10, 50, 100, 500 and 1000. When the dimension is constant, the bigger the energy ratio is, the better the corresponding dimensional reduction method is. The contents written in bold font are the best in performance, and it is obvious that RPCA is best in dimensional reduction from both tables.
For further analysis, a distance measure is used to evaluate the dimensional reduction method. Intra-class distance indicates the distance of the signals from the same Bold means the best situation device and represents the degree of aggregation of such signals. The smaller the intraclass distance is, the higher the prediction of such signals is, the better for classification.
where x ik is the kth variable of the ith sample, N is the number of samples with the same class and n is the number of variables.
The inter-class is the distance of two different classes. The larger the distance is, the easier to distinguish the two kinds of signals.
where
X is the mean of all samples belonging to the ω i class. Since this paper totally distinguishes signals from 10 devices, there are 45 inter-class distances for all the classes. We take the average of the distances among inter-classes.
The intra-class instances and the average of inter-class instances of 10 kinds of device signals feature are shown in Table 4 . However, the intra-class instance cannot directly distinguish the difference between PCA and RPCA, and we cannot obtain the overall effect only with intra-class distance nor inter-class distance. For example, the sample sets via KPCA dimensionality reduction, although it has a large inter-class distance, the intra-class distance is also large. Therefore, we propose a concept of distance ratio measure, which is the ratio between the mean value of the intra-class distance and the mean value of inter-class distance. The greater the value is, the higher the degree of comprehensive separation of the samples. We obtain the distance ratio of dimension reduced dataset, and RPCA shows the best dimensionality reduction performance. Bold means the best situation
From the analysis of several points above, the KPCA method has the worst dimensional reduction effect, but we can't say that KPCA is not a good dimensionality reduction method. KPCA mainly shows a good dimensionality reduction effect on nonlinear samples, but for different samples, the internal structures are different. In the subsequent simulation experiments, we select RPCA to reduce dataset dimensions for further identification.
RF fingerprint identification results
RPCA is used to reduce the dimensionality of the training datasets and testing datasets. The dimensions of samples are reduced from 3187 to 2, 76, 300 and 645 respectively, depending on the energy retention to 80, 85, 90 and 95%. The parameter settings of random forest are described in Sect. 3.2. The kernel function of SVM is radial basis function. The number of hidden layer nodes in BP neural network is set according to the empirical formula: m = N input + N output + a, where N input is the number of the input node, N output is the number of output node and a is a positive integer less than 10. Figure 7 shows the results of four classifiers with SNR mixed (for all ranges, 0-20 dB). When the dimensions are more than 76, the recognition rate of RndF is the highest. It is also proved that RndF classifier performs well in large dimensional problems. Figure 8 shows the recognition rates of different classifiers. No matter which classifier was used, the arbitrary recognition rate can reach 0.9 benchmark at 76-dimensional features, that is, the energy reservation is 85%. For this situation, RndF and BP-ANN classifier achieved at SNR ≥10dB, and SVM and GR classifier achieved at SNR ≥ 12.5 dB. Through the change of recognition rate caused by the dimension changes, we can obtain that the recognition rate is increased at the beginning and then is decreased with the increase in dimensions. This is because the fingerprint information is less when the dimension is lower, while for the higher dimensions, it will lead to some redundancy as well as the complexity of the classifier although there is more information. In all the experiments in this paper, the best recognition results are obtained by the system which is composed of 76-dimension features input and RndF classifier. Its comprehensive recognition results in the range of 0-20 dB reached 0.8257. Moreover, the system model shows the best performance in the signal recognition curve with variable SNR.
Recognition under fixed dimensions
Recognition under fixed classifiers
Conclusion
Wireless devices are widely used in civilian and military fields, and their security protection becomes critical. In this paper, RF fingerprint is used to identify the authenticated devices, which is an important component of intrusion detection. The work presented here mainly contains: (1) comparison of three kinds of dimensionality reduction methods. Three aspects of energy ratio, reduced dimension and distance ratio measure were analysed from many aspects, and the best RPCA dimensionality reduction method was got suitable for this application. (2) The recognition results of the four classifiers are compared. For all the experiments, using random forest as classifier, the recognition effect is best when the input feature is 76 dimensions. Accordingly, the best identification system model is proposed, and the system model can guarantee the real-world authentication security. However, the method proposed in this paper still has limitations. The model in this paper is only the identification part in the process of device authentication. For some non-certified devices, the model may make a wrong judgment. So in the future, we should add a process of judging whether it is an authentication device. Besides, as Sect. 3 described, the best recognition result increases firstly and then decreases with the increase in dimension; therefore, finding the best feature dimension is one of the key points for us to study in the future. However, the scheme may not be the same according to the different classifiers. We're going to solve the problems mentioned above and give a more suitable system model to identify the authenticated devices, including the method of RF fingerprint extraction and classifier design.
