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Abstract
The central result of this paper is an explicit computation of the Hochschild and
cyclic homologies of a natural smooth subalgebra of stable continuous trace alge-
bras having smooth manifolds X as their spectrum. More precisely, the Hochschild
homology is identified with the space of differential forms on X, and the periodic
cyclic homology with the twisted de Rham cohomology of X, thereby generaliz-
ing some fundamental results of Connes and Hochschild-Kostant-Rosenberg. The
Connes-Chern character is also identified here with the twisted Chern character.
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1 Introduction
In [11], Connes showed how to extend both classical Hochschild homology
and cyclic homology to the category of locally convex algebras, computing in
particular the Hochschild homology of the Fre´chet algebra of smooth functions
on a compact manifold X . This he showed was canonically isomorphic to the
space of differential forms on X , thus generalizing a fundamental result of
Hochschild-Kostant-Rosenberg [24]. In the same paper, Connes also identified
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the periodic cyclic homology of the Fre´chet algebra of smooth functions on
X with the de Rham cohomology of X . Connes’s theorem shows that cyclic
homology is indeed a far-reaching generalisation of de Rham cohomology for
noncommutative topological algebras, and serves as a central motivation for
the results here.
Since [11], there have been extensions in different directions including the case
of non-compact manifolds due to Pflaum [31], the equivariant case studied by
Block and Getzler [4] and the case of e´tale groupoids and foliations [9,12]. In
this paper we take up the suggestion of [7] and prove the following general-
isation of the Connes and Hochschild-Kostant-Rosenberg theorem. Let A be
a stable continuous trace C∗-algebra with spectrum a smooth, compact man-
ifold X . Then by [17], A = C(X,K(P )) is the algebra of continuous sections
of a locally trivial bundle K(P ) = P ×PU K on X with fibre the algebra K of
compact operators on a separable Hilbert space associated to a principal PU
bundle P on X via the adjoint action of PU on K. Here PU is the group of
projective unitary operators on the Hilbert space. Such algebras A are classi-
fied up to isomorphism by their Dixmier-Douady invariant δ(P ) ∈ H3(X ;Z).
Standard approximation theorems show that the transition functions of P
can be taken to be smooth and so inside A we can consider a dense, canonical
smooth ∗-subalgebra A = C∞(X,L1(P )) consisting of all smooth sections of
the sub-bundle L1(P ) = P ×PU L1 of K(P ) with fibre the algebra L1 of trace
class operators on the Hilbert space and structure group PU . Then a central
result in this paper is the following,
Theorem 1.1 The Hochschild homology HH•(A) of the Fre´chet algebra A is
isomorphic to the space of differential forms Ω•(X) and the periodic cyclic ho-
mology HP•(A) is isomorphic to the twisted de Rham cohomology H•(X ; c(P ))
for some closed 3-form c(P ) on X such that 1
2pii
c(P ) represents the image of
δ(P ) in real cohomology.
Recall from [6] that the twisted de Rham cohomology H•(X ; c(P )) of the
manifold X is defined as the cohomology of the complex (Ω•(X), d− c), where
c denotes exterior multiplication by the closed 3-form c = c(P ). By choosing
a connection ∇ on L1(P ) satisfying a derivation property with respect to the
algebra structure we construct a chain map Ch from the complex computing
periodic cyclic homology to the twisted de Rham complex (Ω•(X), d− c). By
examining the behaviour of this map when we perturb the connection ∇ we
are able to deduce that this chain map is locally a quasi-isomorphism on X .
Standard double complex arguments then give that Ch is a quasi-isomorphism
globally. Extensions to ∗-algebras of smooth sections of a smooth algebra
bundle with fibre the algebra of operators belonging to the Schatten class
ideal Lp are also discussed.
Recall from [34] that the twisted K-theory is by definition Ki(X,P ) = Ki(A),
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which is in turn isomorphic to Ki(A) as argued in section 4.2. In [6,27], it was
established that the twisted K-theoryK•(A) could be identified with so-called
‘bundle gerbe K-theory’, K•bg(X,P ) (also denoted by K
•(X,P )), thus giving
a geometric description of elements of twisted K-theory. Using this geometric
description, it was established that there is a twisted Chern character chP :
K•(X,P )→ H•(X, c(P )) possessing certain functorial properties.
It turns out that the Connes-Chern character homomorphism ch: Ki(A) →
HPi(A) satisfies the same functorial properties. This is not surprising, once
we establish that under the natural identifications K•(A) with K•(X,P ), and
HP•(A) withH•(X, c(P )), the Connes-Chern character homomorphism agrees
with the twisted Chern character homomorphism constructed in [6], which can
be encapsulated as the commutativity of the following diagram,
K•(X,P )
∼=−−−→ K•(A)
chP
y
ych
H•(X, c(P ))
∼=−−−→ HP•(A).
(1)
We now outline the paper. In section 2 we first give some standard background
material on topological algebras and establish a result (Proposition 2.3) that
we will need later in the paper. In section 3 we review preliminary material on
defining the Hochschild, cyclic and periodic cyclic homology groups HH•(A),
HC(A) and HP•(A) respectively for a Fre´chet algebra A, and the computa-
tion of some examples, such as HH•(L1), HC•(L1) and HP (L1). In Section
4, we review the K-theory of such algebras, and specialize to the case of in-
terest for the rest of the paper, namely A = C∞(X,L1(P )), where P is a
principal PU -bundle with Dixmier-Douady class equal to [c] ∈ H3(X,Z), and
L1(P ) = P ×PU L1 is the bundle with fibre L1 associated to P via the ad-
joint action of PU on L1. We show that the K-theory K•(A) can be identified
with the twisted K-theory K•(X ;P ). We also review the construction of the
Connes-Chern character ch : K•(A) → HP•(A). In Section 5 we construct,
following ideas of Gorokhovsky [21,22], a chain map Ch• : CC•(A)⊗C((u))→
Ω•(X)⊗C((u)) from the complex CC•(A)⊗C((u)) computing periodic cyclic
homology to the twisted de Rham complex (Ω•(X)⊗ C((u)), d + uc). We re-
mark that the map Ch can be constructed in the formalism of Quillen [32]. In
Theorem 5.9 we establish that the map Ch• is a quasi-isomorphism. We also
describe extensions of this result to Hochschild and cyclic homology respec-
tively. The arguments we use here are reminiscent of the Cˇech-de Rham tic-
tac-toe type argument. Finally in Section 6, we prove the commutativity of the
diagram (1). We also prove that the Connes-Chern map ch : Ki(A)→ HPi(A)
becomes an isomorphism on tensoring with the complex numbers.
3
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2 Preliminaries on Topological Algebras
A Fre´chet algebra A is an algebra with a complete locally convex topology
determined by a countable family of semi-norms {pα} which are required to
be sub-multiplicative in the sense that pα(ab) ≤ pα(a)pα(b). This implies that
the multiplication map A × A → A is jointly continuous. We could in fact
consider a larger class of algebras, so-called m-algebras for which we refer to
Cuntz’s article [13], but for the purposes of this note Fre´chet algebras will
suffice.
Let us also remark that the unitization A˜ of a Fre´chet algebra A is again a
Fre´chet algebra. Recall that A˜ = A ⊕ C with multiplication given by (a, λ) ·
(b, µ) = (ab + λb + µa, λµ). The topology of A˜ is determined by the family
of semi-norms {p˜α} given by p˜α(a, λ) = pα(a) + |λ|. Similarly the direct sum
A⊕ B of two Fre´chet algebras is again Fre´chet. One needs to take more care
in defining tensor products, the tensor product in which we will be exclusively
interested in is Grothendieck’s projective tensor product ⊗pi [36]. Recall that
this is defined as follows: if A and B are Fre´chet algebras with countable
families of semi-norms {pα} and {qβ} then the algebraic tensor product A⊙B
is given a locally convex topology, called the projective tensor product topology,
defined by the countable family of semi-norms given by
pα ⊗ qβ(c) = inf{
n∑
i=1
pα(ai)qβ(bi)| c =
n∑
i=1
ai ⊙ bi}
We will denote the algebraic tensor product A⊙B equipped with this topology
by A⊗pi B and the completion of A⊗pi B by A⊗ˆpiB. A⊗ˆpiB is again a Fre´chet
algebra.
Recall the well known example of the Fre´chet algebra C∞(X) of smooth func-
tions on a Riemannian manifold X . The seminorms on this algebra are defined
as follows. Let V be a chart in X and {Kn}n∈N be an exhausting sequence of
compact subsets of V , i.e., Kn is contained in the interior of Kn+1 and every
compact subset of V is contained in some Kn. For f ∈ C∞(X), we denote its
restriction to V (and to Kn) by the same symbol. Then set
pn,V (f) =
n∑
j=0
1
j!
sup
x∈Kn
|∂αf(x)|.
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where the partial derivatives are taken in the chart V . Then varying over
all charts V and all n ∈ N, pn,V forms a basis of continuous seminorms for
C∞(X), and the derivation property of the partial derivatives ensures that the
family of semi-norms is sub-multiplicative, giving it the structure of a Fre´chet
algebra.
Any Banach algebra A is a Fre´chet algebra with the family of semi-norms
consisting of the single norm | · |. In particular we will be interested in the
case where A = L1(H), the Banach algebra of trace class operators on a
separable Hilbert space H . We take this opportunity to review some facts
about L1(H). Let H be an infinite dimensional Hilbert space and {vn}, n ∈ N
an orthonormal basis of vectors in H . Let B = B(H) denote the bounded
operators on H . We can define a semi-finite trace on positive elements in B
by
tr (x) =
∞∑
n=1
(x, vn). (2)
It turns out that tr (x) is well defined, independent of the choice of orthonormal
basis and satisfies tr (x∗x) = tr (xx∗) for all x ∈ B. For p ≥ 1, define the
Schatten class
Lp = {x ∈ B : tr (|x|p) <∞} .
where |x| = √x∗x. Then it is well known that Lp is a ideal in B that is
closed under taking adjoints, and which is contained in the closed ideal of
compact operators K in B. Lp is a Banach ∗-algebra with respect to the norm
||x||p = (tr (|x|p))1/p, but it has no unit. L1 is the Banach ∗-algebra of trace
class operators and L2 the Banach ∗-algebra of Hilbert-Schmidt operators.
Moreover, it is the case that the trace map is well defined for arbitrary elements
of L1,
tr : L1 → C (3)
and is given by the same formula (2). Moreover Lp ⊂ Lq whenever p ≤ q.
Lemma 2.1 Suppose that X and Y are paracompact manifolds. Then one has
a canonical isomorphism,
C∞(X,L1)⊗ˆpiC∞(Y,L1) ∼= C∞(X × Y,L1 ⊗ˆpi L1).
Proof. Recall that the projective tensor product satisfies the following two
properties (see for example [36]). If X and Y are smooth manifolds then
C∞(X)⊗ˆpiC∞(Y ) = C∞(X×Y ) and ifE is a Fre´chet space then C∞(X)⊗ˆpiE =
C∞(X,E), which is the Fre´chet space of E-valued smooth functions on X .
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Therefore C∞(X,L1) ∼= C∞(X)⊗ˆpiL1 and C∞(Y,L1) ∼= C∞(Y )⊗ˆpiL1, and
C∞(X,L1)⊗ˆpiC∞(Y,L1) ∼= C∞(X)⊗ˆpiC∞(Y )⊗ˆpiL1⊗ˆpiL1
∼= C∞(X × Y )⊗ˆpiL1⊗ˆpiL1
∼= C∞(X × Y,L1 ⊗ˆpi L1).
Remark 2.2 We caution the reader that the projective tensor product, L1 ⊗ˆpi L1
is not isomorphic to L1. A similar remark applies when L1 is replaced by Lp
or by K. This is in contrast to the well known fact that K⊗K ∼= K, when the
C∗ tensor product is applied instead.
Another Fre´chet algebra that we will be interested in is C∞(X,L1(P )), the
algebra of smooth sections of a Banach algebra bundle L1(P ) = P ×PU L1
with fibre the algebra of trace class operators L1 associated to a principal
PU bundle P via the adjoint action of PU on L1. Here PU = PU(H) is
the projective unitary group of H equipped with the norm topology (see
§4.2 for more details). The trace tr (·) : L1(H) → C can be extended fibre-
wise tr (·) : C∞(L1(P )) → C∞(X), and the algebra of sections C∞(L1(P )) =
C∞(X,L1(P )) is made into a Fre´chet algebra as follows. Let V be a chart
in X and {Kn}n∈N be an exhausting sequence of compact subsets of V . For
f ∈ C∞(X,L1(P )), we denote its restriction to V (and to Kn) by the same
symbol. Then set
pn,V (f) =
n∑
j=0
1
j!
sup
x∈Kn
tr (|∇jf(x)|)
where ∇jf is the j-th covariant derivative of the section f taken the the
chart V , ∇ is a connection on the bundle L1(P ) which acts as a derivation
on C∞(X,L1(P )) in the sense that ∇(fh) = f∇h + ∇fh (the existence of
such connections will be established in §5.1.). Then varying over all charts
V and all n ∈ N, pn,V forms a basis of continuous seminorms for C∞(X),
giving it the structure of a Fre´chet algebra. If ∇′ is another connection on
L1(P ) that is also compatible with the product as above, then ∇′ defines a
quasi-isometric family of semi-norms {p′n,V } provided that ∇ and ∇′ differ by
a 1-form on X which takes values in the sub-bundle B(L1(P )) ⊆ End(L1(P ))
of bounded endomorphisms of L1(P ). The derivation property of ∇ ensures
that the family of semi-norms is sub-multiplicative.
The following is a generalization of Lemma 2.1 to the case of non-trivial bun-
dles of algebras with fibre L1 and structure group PU .
Proposition 2.3 Suppose that P and Q are principal PU bundles on para-
compact manifolds X and Y respectively. Denote by L1(P ) and L1(Q) the
Banach vector bundles on X and Y respectively with fibre L1 associated to P
and Q via the adjoint action of PU on L1. Suppose also L1(P ) and L1(Q) come
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equipped with connections ∇L1(P ) and ∇L1(Q) satisfying the derivation property
above. If C∞(X,L1(P )) and C∞(Y,L1(Q)) are equipped with the topologies
coming from the families of semi-norms induced by ∇L1(P ) and ∇L1(Q), then
we have
C∞(X,L1(P ))⊗ˆpiC∞(Y,L1(Q)) = C∞(X × Y,L1(P ) ⊠ L1(Q)),
where L1(P ) ⊠ L1(Q) is the algebra bundle over the cartesian product X×Y ,
with fibre (L1(P ) ⊠ L1(Q))(x,y) = L1(P )x⊗ˆpi L1(Q)y, i.e. modelled on L1 ⊗ˆpi L1.
Proof. We note first that C∞(L1(P ))⊙ C∞(L1(Q)) can be identified with a
subspace of C∞(L1(P )⊠ L1(Q)). We will prove two things:
(1) C∞(L1(P ))⊗pi C∞(L1(Q)) ⊂ C∞(L1(P )⊠ L1(Q)) is a homeomorphism
onto its image,
(2) C∞(L1(P ))⊙ C∞(L1(Q)) is dense in C∞(L1(P )⊠ L1(Q)).
This suffices to show the equality C∞(L1(P ))⊗ˆpiC∞(L1(Q)) = C∞(L1(P ) ⊠
L1(Q)). To show that C∞(L1(P )) ⊗pi C∞(L1(Q)) ⊂ C∞(L1(P ) ⊠ L1(Q))
is a homeomorphism onto its image, first of all observe that the inclusion
C∞(L1(P )) ⊗pi C∞(L1(Q)) ⊂ C∞(L1(P ) ⊠ L1(Q)) is continuous. Now sup-
pose we have a sequence fi in C
∞(L1(P )) ⊙ C∞(L1(Q)) which converges to
zero in the C∞(L1(P ) ⊠ L1(Q)) topology. We have to show that fi → 0 in
the projective tensor product topology on C∞(L1(P ))⊙ C∞(L1(Q)). Choose
good open covers {Uα}α∈A and {Vβ}β∈B of X and Y respectively and denote
by L1(P )α the restriction L1(P )|Uα and by L1(Q)β the restriction of L1(Q)|Vβ .
Since Uα, Vβ are contractible, the restricted bundles L1(P )α,L1(Q)β are trivial-
izable, therefore C∞(L1(P )α) ∼= C∞(Uα,L1) and C∞(L1(Q)β) ∼= C∞(Vβ,L1).
By remarks above and by Lemma 2.1, we have the canonical isomorphism
C∞(L1(P )α)⊗ˆpiC∞(L1(Q)β) = C∞(L1(P )α ⊠ L1(Q)β).
Denote by rα : C
∞(L1(P )) → C∞(L1(P )α), rβ : C∞(L1(Q)) → C∞(L1(Q)β)
and rα,β : C
∞(L1(P )⊠L1(Q))→ C∞(L1(P )α⊠L1(Q)β) the restriction maps.
Then we have a commutative diagram
C∞(L1(P ))⊗piC∞(L1(Q))
inc

inc //C∞(L1(P )⊠ L1(Q))
||

C∞(L1(P ))⊗ˆpiC∞(L1(Q))∏
(rα⊗ˆpirβ)

C∞(L1(P )⊠ L1(Q))
rα,β
∏
α,β
C∞(L1(P )α)⊗ˆpiC∞(L1(Q)β) = //
∏
α,β
C∞(L1(P )α ⊠ L1(Q)β)
(4)
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where
∏
denotes the direct product. Both the lower vertical maps are split
injective (a splitting can be constructed via partitions of unity subordinate to
the open covers {Uα}α∈A and {Vβ}β∈B). It follows from the commutativity of
the diagram (4) that rα⊗ˆpirβ(fi)→ 0 and hence fi → 0 since ∏ rα⊗ˆpirβ is split
injective. Therefore the inclusion C∞(L1(P ))⊗pi C∞(L1(Q)) ⊂ C∞(L1(P )⊠
L1(Q)) is a homeomorphism onto its image. We now have to show that
C∞(L1(P ))⊙C∞(L1(Q)) is dense in C∞(L1(P )⊠L1(Q)). Let f ∈ C∞(L1(P )⊠
L1(Q)) and let fα,β = rα,β(f) denote its image in C∞(L1(P )α ⊠ L1(Q)β) =
C∞(L1(P )α)⊗ˆpiC∞(L1(Q)β) under the restriction map rα,β. Choose a sequence
f iα,β ∈ C∞( L1(P )α)⊙C∞(L1(Q)β) converging to fα,β. Do this for all α and β
and denote by fi the image of the sequence
∏
f iα,β under the splitting for the
map
∏
rα ⊙ rβ . It follows from the commutativity of the diagram (4) above
that fi converges to f in C
∞(L1(P )⊠ L1(Q)).
3 Cyclic Homology
3.1 Definitions
In this section we recall the definition and main properties of Hochschild, cyclic
and periodic cyclic homology. We shall closely follow the articles of Block and
Getzler [4] and Cuntz [13]. Let A be a unital algebra over the complex numbers
C and let CCk(A) = A
⊗k+1. Define a differential b of degree −1 by
b(a0 ⊗ a1 ⊗ · · · ⊗ ak) =
a0a1 ⊗ a2 ⊗ · · · ⊗ ak +
n∑
j=2
(−1)j−1a0 ⊗ · · · ⊗ aj−1aj ⊗ · · · ⊗ ak
+ (−1)nana0 ⊗ a1 ⊗ · · · ⊗ ak−1. (5)
b is defined to be zero on CC0. The Hochschild homology HH•(A) is the
homology of the complex (CC•(A), b). This definition extends to the non-
unital case as described in Loday [25] pages 29–30 by setting
HHn(A) = coker
(
HHn(C)→ HHn(A˜)
)
for a non-unital algebra A, where A˜ denotes the unitization of A. If how-
ever, A is H-unital, then HHn(A) can be computed from the same complex
(CC•(A), b) which computes Hochschild homology in the unital case. Recall
[25] that A is said to be H-unital if the bar complex Bar•(A) is contractible.
The bar complex has Bark(A) = A
⊗k in degree k with differential b′ given by
8
the standard formula
b′(a0 ⊗ a1 ⊗ · · · ⊗ ak−1) =
k−2∑
j=0
(−1)ja0 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ ak−1.
Another way to compute HHn(A), which works regardless of whether A is
unital or not, is to use the reduced Hochschild complex which is defined to be
CCk(A) = A˜ ⊗ A⊗k = A⊗k ⊕ A⊗k+1 in degrees k > 0 and CC0(A) = A with
differential b given by the obvious extension of the formula (5) above. More
specifically, the operator b : CCk+1(A) → CCk(A) can be written [13] with
respect to the splitting CCk+1(A) = A
⊗k+1 ⊕ A⊗k+2 as
b =

 b 1− λ
0 −b′

 ,
where λ : A⊗k → A⊗k is Connes’ signed permutation operator λ(a0⊗a1⊗· · ·⊗
ak−1) = (−1)kak−1 ⊗ a0 ⊗ · · · ⊗ ak−2. From now on we will write CCk(A) for
CCk(A). We also introduce Connes’ operator B of degree 1 defined by
B(a˜0 ⊗ a1 ⊗ · · · ⊗ ak) =
k∑
i=0
(−1)ik1⊗ ai ⊗ ak ⊗ a0 ⊗ · · · ⊗ ai−1.
b and B satisfy the identities b2 = B2 = bB + Bb = 0. We can also write B,
with respect to the splitting CCk(A) = A
⊗k+1 ⊕ A⊗k, as
B =

 0 0
Q 0


where Q =
∑k
j=0 λ
k. Following Block and Getzler, we introduce a variable u
of degree −2. We then define the cyclic homology HC•(A) of A to be the
homology of the complex
(CC•(A)⊗ C((u))/uC[[u]], b+ uB)
while the periodic cyclic homology HP•(A) of A is the homology of the complex
(CC•(A)⊗ C((u)), b+ uB).
Note that the periodic theory HP•(A) is a Z-graded version of the usual Z/2-
graded version. In this note we will be concerned with Hochschild, cyclic and
periodic cyclic homology defined for topological algebras. Following [11] we
shall define topological Hochschild, cyclic and periodic cyclic homology for
Fre´chet algebras A. Suppose that A is a Fre´chet algebra. Then we form the
vector spaces CCk(A) = A˜⊗ˆpiA⊗ˆpik by replacing the ordinary tensor products
⊗ with the completed projective tensor product ⊗ˆpi of Grothendieck. The
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operators b and B are all continuous and extend to the completed topological
vector spaces. We then define HH•(A), HC•(A) and HP•(A) for a Fre´chet
algebra in exactly the same manner as above using the complexes formed by
replacing ordinary tensor products with projective tensor products. Clearly
the groups HH•(A), HC•(A) and HP•(A) are all functorial with respect to
continuous homomorphisms φ : A → B of Fre´chet algebras. It is also possible
to define a (topological) bivariant version HP•(A,B) of periodic cyclic theory
[16,13,14] however we shall make no use of this.
Finally, we summarise some key properties of periodic cyclic homology, thought
of as a functor HP• from some suitable class of locally convex algebras to the
category of graded abelian groups (we refer to [16,13,14] for more details)
(HP1): HP• is diffeotopy invariant, i.e. if α0, α1 : A → B are differentiably ho-
motopic (so that there exists a continuous homomorphism α : A → C∞([0, 1])⊗ˆpiB
with α(a)(0) = α0(a) and α(a)(1) = α1(a) for all a ∈ A) then the induced
homomorphisms (α0)∗, (α1)∗ : HP•(A)→ HP•(B) are equal.
(HP2):HP• is stable, i.e. if L1 denotes the trace class operators on a separable
Hilbert space H , then HP•(A⊗ˆpiL1) is isomorphic to HP•(A).
(HP3): HP• satisfies excision, i.e. if 0 → A → B → C → 0 is an exact
sequence of algebras which admits a continuous linear splitting, then we have
the six-term exact sequence
HP0(A) → HP0(B) → HP0(C)
↑δ ↓δ
HP1(C) ← HP1(B) ← HP1(A)
Of these, property (HP2) will be particularly important; we discuss it in more
detail in § 3.3 below.
3.2 The Cyclic Homology of Smooth Functions on a Manifold
We will be interested in the Fre´chet algebra A = C∞(X) of smooth functions
on a manifold X . Here the answer was first computed by Connes in [11].
Proposition 3.1 ([11,31]) Let A = C∞(X) be the Fre´chet algebra of smooth
functions on a paracompact manifold X. Then there is an isomorphism be-
tween the (continuous) Hochschild homology groups HHn(A) of A and the
differential n-forms Ωn(X) on X. The cyclic homology groups HCn(A) can be
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identified with
HCn(A) = Ωn(X)/dΩn−1(X)⊕ uHn−2dR (X)⊕ u2Hn−4dR (X)⊕ · · ·
which terminates in u
n
2H0
dR
(X) if n is even and in u
n−1
2 H1
dR
(X) if n is odd.
Finally HPn(A) = HevdR(X)un if n is even and HPn(A) = HodddR (X)un if n is
odd.
In [11] Connes proved this result under the assumption that X was compact.
Connes showed that a Kozul complex gave a topological projective resolution
of A and was able to identify the Hochschild cohomology of A with the space
of de Rham currents on X . Pflaum [31] later removed the restriction that X
be compact. The map φk : A⊗k+1 → Ωk(X) defined by
φk(a0 ⊗ a1 ⊗ · · · ⊗ ak) = 1
k!
a0da1 · · ·dak (6)
gives a map of complexes φk from CCk(A) ⊗ C((u))/uC[[u]] to Ωk(X) ⊗
C((u))/uC[[u]] where the latter complex is equipped with the differential ud.
Note that φk extends to the completion of CCk(A) in the projective tensor
product topology. Similarly, φk induces a map of complexes φk : CCk(A) ⊗
C((u)) → Ωk(X)⊗ C((u)). It can be shown that the map φk induces an iso-
morphism on the homology of these complexes.
3.3 Topologically H-unital algebras and topological Morita invariance
In this section we describe the cyclic homology of the Schatten ideals. We
begin with the following Lemma from the thesis [2] of Baehr — for which we
are very grateful to Joachim Cuntz for making available to us.
Lemma 3.2 Suppose A is a Fre´chet algebra such that the multiplication map
m : A⊗ˆpiA → A has a continuous left A-linear section s : A → A⊗ˆpiA. Then
A is topologically H-unital.
The point is the section s allows one to define a contracting homotopy of the
(topological) bar complex of A. In particular (following [2]), this allows us to
prove that L1 is topologically H-unital. To see this, recall that there is an
identification L1 = H⊗ˆpiH under which the multiplication map corresponds
to the continuous map defined by a⊗ b 7→ a(u)⊗ b∗(u) for a fixed unit vector
u ∈ H . We define a continuous left L1-linear section of the multiplication map
as follows:
s : L1 = H⊗ˆpiH → L1 ⊗ L1
v ⊗ w → 〈·, u〉v ⊗ 〈·, w〉u
(7)
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where 〈 , 〉 denotes the inner product on H . Therefore, one concludes that L1
is topologically H-unital. We make the remark, following [2], that L1 is not
algebraically H-unital since the multiplication map restricted to the algebraic
tensor product L1 ⊙ L1 is not surjective. Since L1 is topologically H-unital,
one can use the complex CC•(L1) to compute HH•(L1), without first having
to add a unit to L1. As in [25] we have the trace map tr n : (L1)⊗ˆpin → C⊗ˆpin
defined by
tr (A⊗B ⊗ · · · ⊗ C) =∑Ai0i1 ⊗Bi1i2 ⊗ · · · ⊗ Cini0 (8)
where the sum is extended over all possible sets of indices. In other words
tr n(A ⊗ B ⊗ · · · ⊗ C) = tr (AB · · ·C). It is easy to check that tr n defines a
chain map tr • : CC•(L1)→ CC•(C). If p is a rank one projection on H with
tr (p) = 1 then we have a homomorphism inc : C→ L1 which extends to define
a chain map inc• : CC•(C) → CC•(L1). Clearly tr • ◦ inc• = id. However it is
also easy to check that the explicit chain homotopy h from inc•◦tr • to id given
in [25] pages 17–18 goes through in this situation. Therefore we conclude that
tr • : HH•(L1)→ HH•(C) is an isomorphism and hence we have the following
description of the Hochschild, cyclic and periodic cyclic homology groups of
L1.
Proposition 3.3 ([2,15]) The Hochschild homology groups HHn(L1) are all
zero, except for n = 0 when we have HH0(L1) = C. It follows therefore that
we have
HCn(L1) =

C if n is even0 if n is odd.
Finally the periodic cyclic homology groups HPn(L1) equal C if n is even and
are zero if n is odd.
More generally, one can show the following
Lemma 3.4 If A is a unital Fre´chet algebra then A⊗ˆpiL1 is topologically H-
unital.
The continuous A⊗ˆpiL1-linear section is obtained from (7) by extending it A-
linearly. In particular this Lemma has as a consequence that the C∞(X,L1) =
C∞(X)⊗pi L1 is topologically H-unital.
We can define a generalised trace morphism tr • : CC•(A⊗ˆpiL1) → CC•(A)
using a generalisation of the formula (8) above — this is because we can
identify (A⊗ˆpiL1)⊗ˆpik = A⊗ˆpik⊗ˆpi(L1)⊗ˆpik and then use (8) to define a map
A⊗ˆpik⊗ˆpi(L1)⊗ˆpik
→ A⊗ˆpik which is compatible with b and B. The proof of [25] referred to above
also extends to this situation to show that tr • ◦ inc• = id and inc• ◦ tr • =
id where inc• : CC•(A) → CC•(A⊗ˆpiL1) is induced by the homomorphism
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a 7→ a⊗ p where p is a projection of rank one in H , normalised to have trace
tr (p) = 1. Thus we have the following generalisation of Proposition 3.3.
Proposition 3.5 The generalised trace morphism tr • : CC•(A⊗ˆpiL1)→ CC•(A)
induces isomorphisms HHn(A⊗ˆpiL1) ∼= HHn(A), HCn(A⊗ˆpiL1) ∼= HCn(A)
and HPn(A⊗ˆpiL1) ∼= HPn(A) in Hochschild, cyclic and periodic cyclic homol-
ogy respectively.
Remark 3.6 This Proposition can be viewed as a version of topological Morita
invariance of Hochschild, cyclic and periodic cyclic homology, where the fi-
nite dimensional matrices are replaced by their completion in the L1 norm. It
also has as a consequence that the trace morphism tr n : HHn(C
∞(X,L1)) →
HHn(C
∞(X)), when combined with Connes’ HKR map (6) above, gives an
identification of the Hochschild homology of the algebra C∞(X,L1) with the
space of differential forms on X.
We also mention the following result of Cuntz examining the effect in periodic
cyclic homology of replacing L1 by Lp for p ≥ 1.
Proposition 3.7 ([15]) If 1 ≤ p, then the homomorphismA⊗ˆpiL1 → A⊗ˆpiLp
induced by the inclusion L1 →֒ Lp induces isomorphism HP•(A⊗ˆpiL1) ∼=→
HP•(A⊗ˆpiLq) in periodic cyclic homology.
When this is combined with Proposition 3.5, we deduce that HP•(A) ∼=→
HP•(A⊗ˆpiLp) for all p ≥ 1, and therefore can be viewed as yet another ver-
sion of topological Morita invariance periodic cyclic homology, where the finite
dimensional matrices are replaced by the topological completion given by Lp.
For the rest of the paper, we will assume that X is a compact manifold, even
if not explicitly stated.
The following generalizes Lemma 3.4.
Lemma 3.8 Let X be a compact manifold. Then the ∗-algebra C∞(L1(P )) is
topologically H-unital.
Proof. Let {Uα} be an open cover by good open subsets of X , and {φα} be
a partition of unity such that
∑
α φ
2
α = 1. Let L1(P )α = L1(P ))
∣∣∣
Uα
be the
restriction, and
rα : C
∞(L1(P ))→ C∞(L1(P )α)
be the induced restriction homomorphism. Let
iα : C
∞(L1(P )α)→ C∞(L1(P ))
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be defined as iα(g) = φαg. Note that iα(rα(f)g) = fiα(g) for f ∈ C∞(L1(P )).
By Proposition 3.5 and Remark 3.6, we know that C∞(L1(P )α) = C∞(Uα,L1)
is topologically H-unital, therefore there is a continuous left C∞(L1(P )α)-
linear section of the multiplication map,
sα : C
∞(L1(P )α)→ C∞(L1(P )α)⊗pi C∞(L1(P )α).
Define the map
tα : C
∞(L1(P ))→ C∞(L1(P ))⊗pi C∞(L1(P ))
as the composition tα = (iα⊗iα)◦sα◦rα. Note that tα is not quite a section for
the multiplication map, instead we have m ◦ tα = φ2αtα. Now define t =
∑
α tα,
so that we get a map
t : C∞(L1(P ))→ C∞(L1(P ))⊗pi C∞(L1(P )).
It is easy to check that t is a continuous left C∞(L1(P )) section of the multi-
plication map, establishing the topological H-unitality of C∞(L1(P )).
4 Twisted K-theory and twisted cohomology
4.1 Twisted K-theory
Let X be a compact space which comes equipped with a principal PU bundle
P → X where PU = PU(H) is the projective unitary group of a separable
Hilbert space H . We will assume that the topology on PU is induced from the
norm topology on the full unitary group U = U(H) (this has the advantage
that PU acquires the structure of a Banach Lie group, this would not be true
for the topology on PU induced from the strong operator topology on U —
see § 4.4 for more details). PU acts by conjugation on the space K = K(H) of
compact operators on H . Hence we can form the associated bundle K(P ) and
consider the (non-unital) C∗-algebra A = C(K(P )) of continuous sections of
P ×PU K. The K-theory K•(A) of the algebra A is called the twisted K-theory
of the pair (X,P ) [34] and is denoted Ki(X,P ). The groups Ki(X ;P ) are a
functor from the category of spaces equipped with a principal PU bundle to
the category of abelian groups. In this respect the groups Ki(X ;P ) have many
similarities with the groups Ki(X), for example there are long exact sequences
associated to pairs (X, Y ). In [34] Rosenberg showed that the twistedK-groups
Ki(X ;P ) could also be interpreted as vertical homotopy classes of sections of
certain bundles of Fredholm operators associated to P . There are alternative
descriptions of the groups Ki(X ;P ) — for example in [6] the twisted K-
groups are interpreted in terms of bundles on P twisted by a gerbe. In [1],
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another equivalent definition of twisted K-theory is given, where PU is given
the compact open topology instead of the norm topology.
4.2 Smooth subalgebras
In this note however we want to study the K-theory of the algebra A from the
point of view of non-commutative geometry. We must therefore find a smooth
replacement for A. Assume from now on that X is a smooth compact manifold
and that P → X is a Banach principal PU bundle (so that P is a Banach
manifold).
We begin by recalling some generalities on smooth subalgebras of C∗-algebras.
Let A be a C∗-algebra and A˜ be obtained by adjoining a unit to A. Let A be a
∗-subalgebra of A and A˜ be obtained by adjoining a unit to A. Then A is said
to be a smooth subalgebra of A if the following two conditions are satisfied:
(1) A is a dense ∗-subalgebra of A;
(2) A is stable under the holomorphic functional calculus, that is, for any
a ∈ A˜ and for any function f that is holomorphic in a neighbourhood of
the spectrum of a (thought of as an element in A˜) one has f(a) ∈ A˜.
Assume that A is a dense ∗-subalgebra of A such that A is a Fre´chet alge-
bra with a topology that is finer than that of A. A necessary and sufficient
condition for A to be a smooth subalgebra is given by the spectral invariance
condition cf. [35, Lemma 1.2]:
• A˜∩GL(A˜) = GL(A˜), where GL(A˜) and GL(A˜) denote the group of invert-
ibles in A˜ and A˜ respectively.
Now Lp is a dense ∗-subalgebra of K. Suppose that 1 + a ∈ L˜p is such that
1 + a ∈ GL(K˜), i.e. there is 1 + b ∈ GL(K˜) such that (1 + a)(1 + b) = 1. Then
a + b + ab = 0, so that b = −a − ab ∈ Lp, i.e 1 + b ∈ GL(L˜p). This shows
that Lp is a spectral invariant subalgebra of K. It follows that Lp is a smooth
dense subalgebra of K.
Let L1(P ) = P ×PU L1 be the associated algebra bundle on X (here PU
acts on L1 by conjugation). Let A = C∞(L1(P )) be the ∗-algebra of smooth
sections of L1(P ), which is made into a Fre´chet algebra with the topology
defined in §2.
Let A = C(L1(P )) be the B∗-algebra of continuous sections. A is then a
smooth, dense subalgebra of A = C(K(P )). This can be seen as follows. The
argument given above shows that if 1+a ∈ A˜ is such that 1+a ∈ GL(A˜), then
1 + a ∈ GL(A˜). Next, a direct generalization of the approximation argument
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showing that C∞(X) is a smooth dense subalgebra of C(X) shows that A is
a smooth dense subalgebra of A. Combining these observations, we see that
A is a smooth dense subalgebra of A as desired and it also follows that A is
stable under the holomorphic functional calculus. Therefore by a result in the
appendix in [11], (a more detailed proof is given in [5], see also chapter 3, [23])
the inclusion map A ⊂ A induces an isomorphism Ki(A) ∼= Ki(A).
4.3 Connes-Chern character
Recall how the Connes-Chern character
ch : Ki(A)→ HPi(A)
is constructed. Let C be a unital ∗-algebra with unit 1C, and let Proj(C) be
its set of self-adjoint projections. Two projections P,Q ∈ Proj(C) are said to
be Murray-von Neumann equivalent if there is an element V ∈ C such that
P = V ∗V and Q = V V ∗. Denote Mn(C)⊗ C =Mn(C), where Mn(C) denotes
the square matrices of size n over C. Then Mn(C) is also a ∗-algebra. Let
M∞(C) = limn→∞Mn(C) be the direct limit of the embeddings of Mn(C) in
Mn+1(C) given by T →

T 0
0 0

. Let V (C) = Proj(M∞(C))/ ∼ denote the
Murray-von Neumann equivalence classes of projections inM∞(C). Then V (C)
is an Abelian semi-group under with the operation induced by the direct sum,
and the associated Abelian group is called the Grothendieck group K0(C).
The homomorphism π : C→ C given by λ 7→ λ · 1C induces a homomorphism
π∗ : K0(C) ∼= Z → K0(C). Then the reduced K-group K˜0(C) is defined as
K˜0(C) = coker π∗ ∼= K0(C)/Z.
Now A is a non-unital ∗-algebra; let A˜ be the unitization of A. By definition,
the K-group Ki(A) is the reduced K-group K˜i(A˜) of A˜. Explicitly, let P,Q
be projections in Mn(A˜) such that P −Q ∈ Mn(A). Then [P −Q] ∈ K0(A).
Recall that the Connes-Chern character is defined as
ch([P −Q]) = tr (P −Q) +∑
n∈N
(−u)n (2n)!
n!
tr
((
P −Q− 1
2
)
(d(P −Q))2n
)
,
(9)
which is an element of the complex CCk(A)⊗C((u)) with boundary operator
b+uB. Now let U be an invertible element inMn(A˜) such that U−1 ∈Mn(A).
Then [U ] ∈ K1(A), and the odd Connes-Chern character is defined as
ch([U ]) =
∑
n≥0
unn! tr
((
U−1 − 1
)
d(U − 1)(d(U−1 − 1)d(U − 1))n
)
, (10)
which is an element of the complex CC•(A)⊗C((u)) with boundary operator
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b+ uB.
4.4 The Dixmier-Douady Class
We consider principal bundles P on X with structure group PU . Isomorphism
classes of such bundles on X are in bijective correspondence with H3(X ;Z).
To see this recall that by Kuiper’s theorem PU has the homotopy type of
a K(Z, 2) and hence BPU has the homotopy type of a K(Z, 3). Recall that
we are considering PU with the topology induced from the norm topology
on U . Recall that U = U(H) is a Banach Lie group (see for example [33]).
U(1) is a closed subgroup of U and hence PU has a natural structure as
a Banach Lie group. This is not the case for the strong operator topology
on PU ; PU equipped with the strong operator topology is an example of a
Polish group. Note that it is possible to realise BPU as a Banach manifold
— see [10] for more details. We associate a Cˇech class δ(P ) ∈ H3(X ;Z) to a
principal PU bundle P on X by first choosing a good open cover {Ui}i∈I of
X relative to which P has PU -valued transition functions gij (recall that a
good cover is one for which every non-empty finite intersection Ui1 ∩ · · · ∩Uip
is contractible). Choose lifts gˆij : Uij → U of gij and define ǫijk : Uijk → U(1)
by gˆij gˆjk = gˆikǫijk. Since U(1) is central in U one can show that ǫijk satisfies
the Cˇech 2-cocycle condition. Finally we choose maps wijk : Uijk → R such
that exp(2πiwijk) = ǫijk and define nijkl = wjkl−wikl+wijl−wijk. Then nijkl
is a Cˇech representative for a class δ(P ) ∈ H3(X ;Z).
Freed in [18] gives a very nice construction of a differential 3-form representing
the image in de Rham cohomology of the Dixmier-Douady class δ(P ) (note
that a similar construction appeared in [20] and in the context of loop groups
in [29]). We recall his result here, phrased in the language of Michael Murray’s
bundle gerbes [28]. Associated to P is the lifting bundle gerbe L→ P [2], where
P [2] = P×piP is the fibre product. Recall that L is the complex line associated
to the principal U(1) bundle on P [2] obtained by pulling back the universal
U(1) bundle on PU via the canonical map g : P [2] → PU . Here g(p1, p2)
for (p1, p2) ∈ P [2] is the unique element of PU such that p2 = p1g(p1, p2).
The product on the group U induces a bundle gerbe product on L, i.e. a line
bundle isomorphism which on fibres takes the form L(p1,p2)⊗L(p2,p3) → L(p1,p3)
for points p1, p2 and p3 of P all lying in the same fibre of P over X . A
bundle gerbe connection on L is a connection ∇L on the line bundle L which
is preserved by the bundle gerbe product. Thus if s and t are sections of L then
we have ∇L(st)(p1, p3) = ∇L(s)(p1, p2)t(p2, p3) + s(p1, p2)∇L(t)(p2, p3). It can
be shown that the curvature F∇L of a bundle gerbe connection ∇L can always
be written in the form F∇L = π
∗
1f−π∗2f for some 2-form f on P , where π1 and
π2 denote the projections onto the first and second factors in P
[2] respectively.
It can also be shown that df is a basic form, i.e. df = π∗ω for some necessarily
17
closed 3-form ω on X . For more details we refer to [28]. ω is a representative
for the image in de Rham cohomology of the Dixmier-Douady class δ(P ) of
P .
Write u and pu for the Lie algebras of U and PU respectively. Denote by
Split(u, pu) the set of splittings σ : pu → u of the central extension of Lie
algebras iR → u p→ pu. Note that Split(u, pu) is an affine space. PU acts on
Split(u, pu) by g · σ = Ad(gˆ−1)σAd(g) where gˆ ∈ U is such that p(gˆ) = g.
Therefore we can form the associated bundle Split(P ) on X . Since the fibre of
Split(P ) is affine we can choose a section which we denote by σ. Observe that a
splitting s of the projection u
p→ pu determines a left invariant connection θˆL−
s(θL) on the principal U(1) bundle U → PU with curvature 12 [s(θL), s(θL)]−
1
2
s[θL, θL] (here θˆL and θL denote the left Maurer-Cartan forms on U and PU
respectively). Clearly then σ induces a connection on the pullback principal
U(1) bundle on P [2] and hence a connection ∇L on the associated line bundle
L. ∇L is given locally by ∇L = d + Aα where Aα is the local 1-form gˆ∗αθˆL −
π∗2σ(g
∗θL) (gˆα is a local lift of g : P
[2] → PU to U). The equivariance property
of σ under the action of PU shows that ∇L is a bundle gerbe connection. The
curvature F∇L of ∇L is easily computed to be F∇L = dgˆ∗θ − π∗2dσ(g∗θ). Now
suppose we have chosen a connection Θ on the principal PU bundle P → X
with curvature Ω. A calculation, using the identity g∗Θ = Ad(g−1)Θ + g∗θL,
shows that the 2-form f on P defined by
f = dσ(Θ) +
1
2
[σ(Θ), σ(Θ)]− σ(dΘ + 1
2
[Θ,Θ]) (11)
satisfies F∇L = π
∗
1f − π∗2f . The results of Murray [28] show that df = π∗c(P )
for some necessarily closed 3-form c(P ) on X . In fact c(P ) is the push-forward
of the basic 3-form on P given by
[σ(Ω), σ(Θ)]− σ([Ω,Θ])− σ′(Ω) (12)
where we think of σ as a PU equivariant map P → Split(u, pu) and denote
by σ′ its derivative. c = c(P ) is a de Rham cocycle representative for the
image of δ(P ) in real cohomology. For later use we need to know how the
3-form c depends on the choice of connection Θ on P (of course there is also
a dependence on the choice of section σ but this will not be so important in
the sequel). When we want to avoid confusion about the choice of connection
Θ on P used to construct c we will write c = c(Θ). Any two connections Θ
and Θ′ on P differ by a 1-form A on X with values in the bundle adP . Let
f ′ be the 2-form (11) constructed from the connection Θ′ (same choice of σ).
We have f ′ = f + π∗β where β is the 2-form on X given by
β = [σ(Θ), σ(A)]− σ([Θ, A]) + 1
2
[σ(A), σ(A)]− 1
2
σ([A,A]) + σ′(A) (13)
Note that σ′(A) is a scalar valued 2-form and therefore (13) does define a
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2-form on X . It follows therefore that we have c(Θ′) = c(Θ) + dβ on X .
4.5 Twisted Cohomology
In [6] (see also [19]) it was argued that the Chern character in twistedK-theory
took values in a certain ‘twisted’ cohomology group. If X is a smooth manifold
then this group can be defined as follows. Let c = c(P ) be a de Rham cocycle
representative for δ(P ). Thus c is a closed 3-form on X with integer periods.
Let Ω•(X) =
⊕
n=0Ω
n(X) denote the graded algebra of differential forms on
X . As above we introduce a formal variable u of degree −2 and consider the
graded algebras Ω•(X) ⊗ C((u))/uC[[u]] and Ω•(X) ⊗ C((u)) consisting of
differential forms on X with values in formal power series in the variable u−1
and formal Laurent series in u respectively. We can equip both of these graded
algebras with a differential of degree one given by d−uc. Thus this differential
is a ‘twisting’ of the ordinary de Rham differential d by exterior multiplication
with the closed 3-form c, scaled by the variable u so as to have degree one.
Definition 1 We call the homology of the complex (Ω•(X)⊗ C((u)), d− uc)
the twisted de Rham cohomology of X (with respect to c) and denote it by
H•(X ; c).
If c changes by a coboundary, c′ = c + dβ, then the complexes (Ω•(X) ⊗
C((u))/uC[[u]], d − uc) and (Ω•(X) ⊗ C((u))/uC[[u]], d − uc′) are chain iso-
morphic through the chain map given by multiplication with euβ . Similarly,
the complexes (Ω•(X)⊗C((u)), d−uc) and (Ω•(X)⊗C((u)), d−uc′) are also
chain isomorphic through multiplication by euβ.
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If {Ui}i∈I is a good cover of the manifold X then H•(X ; c) can be computed
from the following ‘twisted Cˇech-de Rham’ double complex
...
...
...
↑d−uc ↑d−uc ↑d−uc⊕
i
Ω1(Ui)((u))
δ→ ⊕
i<j
Ω1(Uij)((u))
δ→ ⊕
i<j<k
Ω1(Uijk)((u))
δ→ · · ·
↑d−uc ↑d−uc ↑d−uc⊕
i
Ω0(Ui)((u))
δ→ ⊕
i<j
Ω0(Uij)((u))
δ→ ⊕
i<j<k
Ω0(Uijk)((u))
δ→ · · ·
↑d−uc ↑d−uc ↑d−uc⊕
i
Ω−1(Ui)((u))
δ→⊕
i<j
Ω−1(Uij)((u))
δ→ ⊕
i<j<k
Ω−1(Uijk)((u))
δ→ · · ·
↑d−uc ↑d−uc ↑d−uc
...
...
...
(14)
Here by Ωn(X)((u)) we mean the elements of Ω•(X)⊗ C((u)) of total degree
n, so that Ωn(X)((u)) = ⊕p+q=nΩp(X)uq. Associated to this double complex
are two spectral sequences (corresponding to the two filtrations of the total
complex by rows and by columns) which compute the cohomology of the to-
tal complex. If we filter by rows then the E1 term of the associated spectral
sequence has E0,q1 = Ω
q(X)((u)) and Ep,q1 = 0 for p > 0. Therefore the spec-
tral sequence collapses at the E2 term and computes the twisted de Rham
cohomology of X . However if we filter by columns then the resulting spectral
sequence has Ep,q2 = H
p(X)uq for q even and Ep,q2 = 0 for q odd. Further one
can show that the differential d3 : E
p,q
3 → Ep+3,q−23 is cup product with [c]u.
We summarise this discussion in the following proposition.
Proposition 4.1 There exists a spectral sequence converging to H•(X ; c) with
Ep,q2 = H
p(X ;C)uq if q is even and Ep,q2 = 0 if q is odd. The even differentials
d2r are all zero and the differential d3 : E
p,q
3 → Ep+3,q−23 is cup product with
[c]u.
Note that a similar spectral sequence was obtained in [19] by different means.
Remark 4.2 In this next section, we are going to relate periodic cyclic ho-
mology to twisted de Rham cohomology. For this reason we like to think of
twisted de Rham cohomology as the homology groups of a complex and we will
therefore equip the complex Ω•(X) ⊗ C((u)) with a differential of degree −1
given by ud− u2c. The only effect of this change is that the homology groups
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Hp(Ω
•(X)⊗C((u))) of the complex Ω•(X)⊗C((u)) equipped with the differen-
tial ud−u2c) are equal to u times the twisted cohomology groups Hp(X, c). For
this reason we will still refer to Hp(Ω
•(X) ⊗ C((u))) as the twisted de Rham
cohomology of X.
5 Periodic Cyclic Homology and Twisted Cohomology
5.1 A Chain Map
In [21,22] Gorokhovsky introduces the notion of a generalised cycle and defines
the character of such an object, which turns out to be a cocycle in the (b, B)-
bicomplex computing cyclic cohomology. We will use Gorokhovsky’s formalism
to construct a map from the (b, B)-bicomplex computing cyclic homology to
the twisted de Rham complex.
Define bundles L1(P ) and B(P ) associated to P via the adjoint action of PU
on L1 and B(H) respectively. From now on let us denote by A the Fre´chet
algebra C∞(L1(P )). Choose a connection Θ on the principal bundle P and
let c = c(Θ) be the associated 3-form (12). Define a connection ∇ on L1(P )
by ∇(s) = ds+ [σ(Θ), s] for a section s ∈ C∞(L1(P )). ∇ acts as a derivation
of degree 1 on the graded algebra Ω•(L1(P )) = ⊕n=0Ωn(L1(P )) of forms
on X with values in L1(P ). Let Ω be the curvature of the connection Θ
on the principal PU bundle P → X . σ(Ω) can be identified as a section
of the bundle Ω2(B(P ))). Since L1 is an ideal in B(H), there is an action of
Ω•(B(P )) on Ω•(L1(P )). In particular, σ(Ω) acts as a multiplier on the graded
algebra Ω•(L1(P )). Note that ∇(σ(Ω)s) = σ(Ω)∇(s)−cs where c acts on s by
the obvious action of Ω•(X) on Ω•(L1(P )). Here c is the 3-form representing
the Dixmier-Douady class of the bundle P obtained in (12). Finally observe
that the ordinary operator trace tr defines a trace map tr : Ω•(L1(P )) →
Ω•(X) satisfying the properties that tr (s1s2) = (−1)|s1||s2|tr (s2s1) for s1, s2 ∈
Ω•(L1(P )) and tr (∇(s)) = dtr (s) for all s ∈ Ω•(L1(P )).
Definition 2 Following Gorokhovsky [21] define a map Chk : CCk(A)→ Ω•(X)⊗
C((u)) by the JLO-type formula
Ch(a˜0, a1, . . . , ak) =
∫
∆k
tr (a˜0e
−s0σ(Ω)u∇(a1) · · ·∇(ak)e−skσ(Ω)u)ds1 · · · dsk.
(15)
Note that Chk is of degree zero. In addition we also put Ch0(a0) = tr (a0e
−σ(Ω)u).
Chk extends to a C((u))-module map Ch: CC•(A)⊗C((u))→ Ω•(X)⊗C((u))
and descends to the quotient to give a map (also written Ch) Ch: CC•(A)⊗
C((u))/uC[[u]] → Ω•(X) ⊗ C((u))/uC[[u]]. Finally, setting u = 0 defines a
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map Ch: CC•(A)→ Ω•(X) given by
Ch(a˜0, a1, . . . , ak) =
1
k!
tr (a˜0∇(a1) · · ·∇(ak)). (16)
Remark 5.1 If the bundle P is trivial, and we take for the connection ∇ on
L1(P ) the trivial connection d then the map Ch reduces to the expression (6).
Remark 5.2 Note that the map Ch: CC•(A) ⊗ C((u)) → Ω•(X) ⊗ C((u))
depends on a choice of connection ∇ on the bundle L1(P ). When we want to
make this precise we will write Ch = Ch(∇).
Remark 5.3 In the formula (15) above we understand that the expression
appearing as the integrand, a˜0e
−s0σ(Ω)u∇(a1) · · ·∇(ak)e−skσ(Ω)u, is to mean
a0e
−s0σ(Ω)u∇(a1) · · ·∇(ak)e−skσ(Ω)u + λe−s0σ(Ω)u∇(a1) · · ·∇(ak)e−skσ(Ω)u
if a˜0 = (a0, λ).
Each of the maps Ch defined above is a morphism of complexes. To see this
we need the following Proposition.
Proposition 5.4 For each of the maps Ch defined above, we have
Ch ◦ (b+ uB) = (ud− u2c) ◦ Ch. (17)
Proof. We first compute dCh(a˜0, a1, . . . , ak). This equals∫
∆k
tr (∇(a0)e−s0σ(Ω)u∇(a1) · · ·∇(ak)e−skσ(Ω)u)ds1 · · · dsk
+ cu
∫
∆k
tr (a0e
−s0σ(Ω)u∇(a1) · · · · · ·∇(ak)e−skσ(Ω)u)ds1 · · ·dsk
+
k∑
i=1
(−1)i−1
∫
∆k
tr (a˜0e
−s0σ(Ω)u∇(a1) · · · e−si−1σ(Ω)u[σ(Ω), ai]
e−siσ(Ω)u∇(ai+1) · · ·∇(ak)e−skσ(Ω)u)ds1 · · · dsk,
where we use the fact that ∇(σ(Ω)) = −c and ∇2(a) = [σ(Ω), a]. Therefore
we have that (ud − u2c) ◦ Ch(a˜0, a1, . . . , ak) is equal to the sum of the two
terms,
u
∫
∆k
tr (∇(a0)e−s0σ(Ω)u∇(a1) · · ·∇(ak)e−skσ(Ω)u)ds1 · · · dsk, (18)
and
k∑
i=1
(−1)i−1u
∫
∆k
tr (a˜0e
−s0σ(Ω)u∇(a1) · · · e−si−1σ(Ω)u[σ(Ω), ai]e−siσ(Ω)u
∇(ai+1) · · ·∇(ak)e−skσ(Ω)u)ds1 · · · dsk. (19)
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The first expression (18) is equal to (Ch ◦ uB)(a˜0, a1, . . . , ak). To see this, we
compute (Ch ◦ uB)(a˜0, a1, . . . , ak). We get that this is equal to
∫
∆k+1
tr (e−s0σ(Ω)u∇(a0)e−s1σ(Ω)u∇(a1) · · ·∇(ak)e−sk+1σ(Ω)u)ds1 · · · dsk+1
+
k∑
i=1
(−1)ik
∫
∆k+1
tr (e−s0σ(Ω)u∇(ai)e−s1σ(Ω)u∇(ai+1) · · ·∇(ak)e−sk−i+1σ(Ω)u
∇(a0)e−sk−i+2σ(Ω)u · · ·∇(ai−1)e−sk+1σ(Ω)u)ds1 · · · dsk+1.
Commuting differential forms inside the trace gives us that this is equal to
∫
∆k+1
tr (∇(a0)e−s1σ(Ω)u∇(a1)e−s2σ(Ω)u · · ·∇(ak)e−(s0+sk+1)σ(Ω)u)ds1 · · · dsk+1
+
k∑
i=1
∫
∆k+1
tr (∇(a0)e−sk−i+2σ(Ω)u · · ·∇(ai−1)e−(s0+sk+1)σ(Ω)u∇(ai)e−s1σ(Ω)u
∇(ai+1)e−s2σ(Ω)u · · ·∇(ak)e−sk−i+1σ(Ω)u)ds1 · · · dsk+1.
This is then equal to
k∑
i=1
∫
∆k
si−1tr (∇(a0)e−s0σ(Ω)u∇(a1)e−s1σ(Ω)u · · ·∇(ak)e−skσ(Ω)u)ds1 · · · dsk
+
∫
∆k
sktr (∇(a0)e−s0σ(Ω)u∇(a1) · · ·∇(ak)e−skσ(Ω)u)ds1 · · · dsk,
which is equal to (18). We now show that the second expression (19) can be
identified with (Ch◦b)(a˜0, a1, . . . , ak). To do this, we compute Chb(a˜0, a1, . . . , ak).
This is equal to the sum
k∑
i=1
(−1)i−1
∫
∆k−1
tr (a˜0e
−s0σ(Ω)u∇(a1) · · · e−si−2σ(Ω)u∇(ai−1)
[ai, e
−si−1σ(Ω)u]∇(ai+1) · · ·∇(ak)e−sk−1σ(Ω)u)ds1 · · · dsk−1
As in [32] Equation 7.2 we have the general differentiation formula
D(eK) =
∫ 1
0
e(1−s)KD(K)esKds
where D is a derivation. Using this formula for the derivations [ai, · ] this equals
u
k∑
i=1
(−1)i+1
∫
∆k−1
∫ 1
0
si−1tr (a˜0e
−s0σ(Ω)u∇(a1) · · · e−si−2σ(Ω)u∇(ai−1)
e−si−1(1−t)σ(Ω)u[σ(Ω), ai]e
−si−1tσ(Ω)u · · ·∇(ak)e−sk−1σ(Ω)u)dtds1 · · · dsk−1
Changing variables in the integral shows that this expression is equal to (19).
23
Remark 5.5 By looking at the part of equation (17) which is of degree zero
in u, we see that the map (16) is a chain map from the Hochschild complex
CC•(A) to the following complex
0→ Ω0(X) 0→ Ω1(X) 0→ Ω2(X) 0→ · · · (20)
5.2 A Homotopy Formula
We now want to prove a homotopy formula showing what happens when we
perturb the connection ∇. Recall that ∇ depended on a choice of connection
Θ on the principal bundle P and a choice of section σ of the associated bundle
Split(P ) of splittings. Changing Θ to a new connection Θ′ will change the
twisting cocycle c(Θ) by a coboundary; i.e. c′ = c + dβ where c′ = c(Θ′) and
c = c(Θ) and hence changes the target space of the map Ch. Recall though
that the complexes (Ω•(X)⊗C((u)), ud−u2c) and (Ω•(X)⊗C((u)), ud−u2c′)
are isomorphic through the chain map euβ.
Let Θ and Θ′ be two connections on the prinicipal PU bundle P → X . Then
Θ and Θ′ are related by a 1-form A with values in the bundle adP : Θ′ = Θ+A.
Form the family of connections Θt = Θ+ tA for 0 ≤ t ≤ 1. Let Ωt denote the
curvature of the connection Θt. Denote also by ct the 3-form (12) associated
to the connection Θt. The family Θt induces a family of connections ∇t on
the bundle L1(P ) by the same formula as above, ∇t(s) = ds + [σ(Θt), s] for
s a section of L1(P ). We have ∇t(Ωt) = ct. Define a 2-form βt on X by the
formula
βt = t([σ(Θ), σ(A)]−σ([Θ, A]))+ t
2
2
([σ(A), σ(A)]−σ([A,A]))+ tσ′(A). (21)
Note that we have ft = f + π
∗βt and hence ct = c+ dβt. Define a connection
1-form Θ˜ on the principal PU bundle P × [0, 1] → X × [0, 1] by Θ˜ = Θt.
The curvature of the connection Θ˜ is Ω˜ = Ωt + dtA. If we apply the section
σ to Ω˜ we get σ(Ω˜) = σ(Ωt) + dtσ(A). Denote by ∇˜ the connection ∇t +dt∂t
on the associated bundle L1(P × [0, 1]) (we will denote differentiation with
respect to t by ∂t and sometimes by a dot). An easy calculation shows that
∇˜σ(Ω˜) = c+ dβt + dtβ˙t.
Now we are ready for the homotopy formula. Let us write A˜ for the algebra
C∞(L1(P× [0, 1])) and C˜h = Ch(∇˜). We have a natural map ρ : A → A˜ which
sends a section of L1(P ) to a section of L1(P×[0, 1]) constant in the t direction.
ρ induces a map (also denoted ρ) CCk(A) → CCk(A˜) and hence also maps
ρ : CCk(A)⊗C((u))→ CCk(A˜)⊗C((u)) and ρ : CCk(A)⊗C((u))/uC[[u]]→
CCk(A˜) ⊗ C((u))/uC[[u]]. Notice that we have ∇˜ρ(a) = ∇tρ(a) for a ∈ A
and hence C˜hρ|t=1 = Ch(∇′), C˜hρ|t=0 = Ch(∇). Define a map K : CCk(A)→
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Ω•(X)⊗ C((u)) of degree one by
K =
∫ 1
0
u−1euβtι∂tC˜h dt. (22)
Here ι∂t denotes contraction with the vector field ∂t on [0, 1]. K induces maps,
also denoted K, K : CCk(A)⊗ C((u))→ Ω•(X)⊗ C((u)) and K : CCk(A)⊗
C((u))/uC[[u]]→ Ω•(X)⊗C((u))/uC[[u]]. We have the following Proposition.
Proposition 5.6 The maps K : CC•(A) ⊗ C((u)) → Ω•(X) ⊗ C((u)) and
K : CC•(A) ⊗ C((u))/uC[[u]] → Ω•(X) ⊗ C((u))/uC[[u]] defined above are
chain homotopies — we have the formula
euβCh(∇′)− Ch(∇) = K ◦ (b+ uB)− (ud− u2c) ◦K. (23)
Proof. From equation (17) we have C˜h ◦ (b + uB) = (u(d + dt∂t) − u2(c +
dβt + dtβ˙t) ◦ C˜h. Multiply both sides of this equation by euβt . Then we get
that
euβtC˜h ◦ (b+ uB) = (ud− u2c) ◦ euβtC˜h + udt∂teuβtC˜h.
Multiplying both sides now by u−1 and integrating from t = 0 to t = 1 gives
the result.
Remark 5.7 If we look at the part of equation (23) which is of degree zero
in u, then we find that we have Ch(∇′)− Ch(∇) = K0 ◦ b where Ch(∇′) and
Ch(∇) are the maps given in equation (16). Here K0 is the degree zero in u
component of the map (22) above so that
K0 = −
∫ 1
0
βtι∂tC˜h dt.
This shows that the chain map Ch• : CC•(A) → Ω•(X) from the Hochschild
complex to the complex (20) induces a map on homology groups which is in-
dependent of the choice of connection ∇.
5.3 Proof of the Main Result
From now on, unless we explicitly state otherwise, we denote the completed
projective tensor product ⊗ˆpi by ⊗. Let {Ui}i∈I be a good open cover of
the compact manifold X . Let Ai denote the algebra C∞(L1(P )|Ui) of sec-
tions of L1(P ) over Ui, Aij denote the algebra C∞(L1(P )|Uij) of sections of
L1(P ) over Uij and so on. We can identify the algebra ⊕iAi with the algebra
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C∞(⊔L1(P )|Ui,⊔Ui) of smooth sections of the bundle ⊔L1(P )Ui over the dis-
joint union ⊔Ui. We can make similar identifications of ⊕Aij and so on. The
sequence
0→ A δ→⊕
i
Ai δ→
⊕
i,j
Aij δ→ · · · (24)
is then exact where the map δ is defined as follows. Suppose that s = (si1...ip) ∈
⊕i1,...,ipAi1···ip . Then we put
δ(s)i1···ip+1 = si2···ip+1 |Ui1···ip+1 − si1i3···ip+1 |Ui1···ip+1 + · · ·+ (−1)p+1si1···ip|Ui1···ip+1 .
Another way to think of δ is the following. There are p+1 inclusions ⊔Ui1···ip+1 →
⊔Ui1···ip which induce p+1 restriction homomorphisms d∗i : ⊕i1,...,ipAi1···ip+1 →
⊕i1,...,ipAi1···ip . δ is then the alternating sum δ =
∑
(−1)id∗i . To see that the
sequence above is exact, suppose that δ(s) = 0. Define t = (ti1···ip−1) ∈
⊕i1,...,ip−1Ai1···ip−1 by ti1···ip−1 = (−1)p
∑
ip ρipsi1···ip for some partition of unity
{ρi}i∈I subordinate to the open cover {Ui}i∈I . For each ip ∈ I such that
Ui1···ip 6= ∅, (−1)pρipsi1···ip defines a section of L1(P )|Ui1···ip−1 . It is then easy to
see that δ(t)i1···ip = si1···ip.
This exactness argument generalises for the algebra A⊗n. More precisely the
sequence
0→ A⊗n δ→ (⊕
i
Ai)⊗n δ→ (
⊕Aij)⊗n δ→ · · · (25)
is exact. To see this, first observe that
(
⊕
i
Ai)⊗n =
⊕
(i1,...,in)
Ai1 ⊗ · · ·Ain =
⊕
(i1,...,in)
C∞(L1(P )⊠n, Ui1 × · · ·Uin).
We have similar identifications of the other tensor products (⊕i1,...,ipAi1···ip)⊗n;
for example (⊕i,jAij)⊗n is equal to⊕
(i1,...,in),(j1,...,jn)
C∞(L1(P )⊠n, (Ui1 × · · · × Uin) ∩ (Uj1 × · · · × Ujn)).
Recall also that A⊗n = C∞(L1(P )⊠n, Xn). Therefore we are in the situation
above with X replaced by Xn and the cover {Ui}i∈I of X replaced by the
cover {Ui1 ×· · ·×Uin}(i1,...,in)∈In of Xn. The same partition of unity argument
used above shows that the sequence is exact. Let us describe in more detail
the map δ. First we need some notation. Let us write i = (i1, . . . , in) and Ui =
Ui1 × · · · × Uin . Then (i1, . . . , ip) = ((i11, . . . , in1 ), (i12, . . . , in2 ), . . . , (i1p, . . . , inp )).
The p+ 1 injections ⊔Ui1···ip+1 → ⊔Ui1···ip induce p+ 1 injections ⊔Ui1 ∩ · · · ∩
Uip+1 → ⊔Ui1 ∩ · · · ∩ Uip and hence p + 1 restriction homomorphisms
d∗i :
⊕
i
1
,...,ip
C∞(L1(P )⊠n, Ui
1
∩ · · · ∩ Uip)→ C∞(L1(P )⊠n, Ui1 ∩ · · · ∩ Uip+1).
δ is again the alternating sum
∑
(−1)id∗i . We have the following Proposition.
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Proposition 5.8 We have exact sequences of complexes
0→ CC•(A) δ→ CC•(
⊕
i
Ai) δ→ CC•(
⊕
i<j
Aij) δ→ · · · (26)
0→ CC•(A)⊗ C((u))
uC[[u]]
δ→ CC•(
⊕
i
Ai)⊗ C((u))
uC[[u]]
δ→ CC•(
⊕
i<j
Aij)⊗ C((u))
uC[[u]]
δ→ · · ·
(27)
0→ CC•(A)⊗ C((u)) δ→ CC•(
⊕
i
Ai)⊗ C((u)) δ→ CC•(
⊕
i<j
Aij)⊗ C((u)) δ→ · · ·
(28)
Proof. To prove this we have to show that the map δ : (⊕Ai1···ip)⊗n → (⊕Ai1···ip+1)⊗n
is compatible with the maps b′, b, λ and B of Section 3 . But b′, b, λ and B
commute with all the homomorphisms d∗i and hence commute with δ.
This Proposition allows us to give a ‘Cˇech-de Rham style’ proof of the following
theorem.
Theorem 5.9 Let X be a compact manifold and let P → X be a principal
PU bundle with connection 1-form Θ. Let c = c(Θ) denote the de Rham
representative of the characteristic class in H3(X ;Z) associated to P . Then
the following results are true:
(1) The chain map Ch from the Hochschild complex CC•(A) to the com-
plex (20) is a quasi-isomorphism.
(2) The chain map Ch from the cyclic complex CC•(A)⊗C((u))/uC[[u]] for A
to the complex (Ω•(X)⊗C((u))/uC[[u]], ud−u2c) is a quasi-isomorphism.
(3) The chain map Ch: CC•(A)⊗ C((u))→ Ω•(X)⊗ C((u)) from the com-
plex computing periodic cyclic homology to the twisted de Rham complex
(Ω•(X)⊗ C((u)), ud− u2c) is a quasi-isomorphism.
Proof. We shall prove 1 and 3 only, the proof of 2 is identical and will be left
to the reader. Let us first choose a good open cover {Ui}i∈I of the compact
manifold X .
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To prove 1 above, we form the double complex
...
...
...
↑b ↑b ↑b
CC2(⊕Ai) δ→ CC2(⊕Aij) −δ→ CC2(⊕Aijk) δ→ · · ·
↑b ↑b ↑b
CC1(⊕Ai) δ→ CC1(⊕Aij) −δ→ CC1(⊕Aijk) δ→ · · ·
↑b ↑b ↑b
CC0(⊕Ai) δ→ CC0(⊕Aij) −δ→ CC0(⊕Aijk) δ→ · · ·
(29)
and notice that Ch defines a map of double complexes between the double
complex (29) above and the following double complex.
...
...
...
↑0 ↑0 ↑0
Ω2(
∐
Ui)
δ→ Ω2(∐Uij) −δ→ Ω2(∐Uijk) δ→ · · ·
↑0 ↑0 ↑0
Ω1(
∐
Ui)
δ→ Ω1(∐Uij) −δ→ Ω1(∐Uijk) δ→ · · ·
↑0 ↑0 ↑0
Ω0(
∐
Ui)
δ→ Ω0(∐Uij) −δ→ Ω0(∐Uijk) δ→ · · ·
(30)
We now consider the two spectral sequences associated to the double complex
(29). If we filter by rows then it follows from Proposition 5.8 that the E2 term of
the resulting spectral sequence is just the Hochschild homology HH•(A) of A.
Now consider the spectral sequence associated to (29) obtained by filtering by
columns. The map Ch of double complexes described above yields a morphism
of spectral sequences. Since the cover {Ui}i∈I is good, each algebra ⊕Ai1···ip is
isomorphic to the algebra ⊕C∞(Ui1···ip)⊗L1. In particular, in defining the map
Ch for each algebra ⊕Ai1···ip we may take ∇ to be the trivial connection d, in
which case the induced map Ch(d) : HH•(⊕Ai1···ip)→ Ω•(
∐
Ui1···ip) coincides
with Connes’ map (6), which we know to be an isomorphism (Section 3.2).
By the homotopy invariance of the map Ch (Remark 5.7) the induced maps
Ch(∇),Ch(d) : HH•(⊕Ai1···ip) → Ω•(
∐
Ui1···ip) also coincide. It follows then
that the induced morphism of spectral sequences is an isomorphism on the E1
terms and hence induces an isomorphism on the E∞ terms. This completes
the proof of 1.
28
To prove 3, we first form the following double complex.
...
...
...
↑b+uB ↑b+uB ↑b+uB
CC1(
⊕
i
Ai)((u)) δ→ CC1(
⊕
i<j
Aij)((u)) −δ→ CC1(
⊕
i<j<k
Aijk)((u)) δ→ · · ·
↑b+uB ↑b+uB ↑b+uB
CC0(
⊕
i
Ai)((u)) δ→ CC0(
⊕
i<j
Aij)((u)) −δ→ CC0(
⊕
i<j<k
Aijk)((u)) δ→ · · ·
↑b+uB ↑b+uB ↑b+uB
CC−1(
⊕
i
Ai)((u)) δ→ CC−1(
⊕
i<j
Aij)((u)) −δ→ CC−1(
⊕
i<j<k
Aijk)((u)) δ→ · · ·
↑b+uB ↑b+uB ↑b+uB
...
...
...
(31)
where CCk(A)((u)) denotes the elements of total degree k in CCk(A)⊗C((u))
as in § 4.3. Associated to this double complex are two spectral sequences ob-
tained by filtering by rows or by columns. If we filter by rows then it follows
from Proposition 5.8 above that the E2 term of the resulting spectral se-
quence is the periodic cyclic homology of the algebra A. On the other hand,
the map Ch induces a map of bicomplexes from the bicomplex (31) to the
bicomplex (14) and hence a morphism of the spectral sequences associated to
these bicomplexes by filtering with respect to columns. As in the proof of 1, it
follows from Proposition 5.6 and Remark 3.6 that this morphism of spectral
sequences is an isomorphism on the E1 terms. This proves the 3.
Recall that through the adjoint action the projective unitary group PU acts
on the Schatten ideals Lp, p ≥ 1. Therefore for any p ≥ 1 we can form the as-
sociated bundle Lp(P ) and the Fre´chet algebra of smooth sections C∞(Lp(P )).
TheK-theory of the algebra C∞(Lp(P )) is the twistedK-theoryKi(C(K(P ))).
We can, with very little extra effort, compute the periodic cyclic homology of
the algebra C∞(Lp(P )) using Theorem 5.9. The inclusion L1 →֒ Lp induces
an inclusion L1(P ) →֒ Lp(P ). Associated to the two algebras C∞(L1(P )) and
C∞(Lp(P )) and the good cover {Ui}i∈I of X we have double complexes of the
form (31). The inclusion L1(P ) →֒ Lp(P ) induces a morphism of these double
complexes. Recall that the inclusion L1 →֒ Lp induces an isomorphism on pe-
riodic cyclic homology. More generally we have ([13] Corollary 17.2) if U is an
open subset ofX then the inclusion C∞(U)⊗L1 →֒ C∞(U)⊗Lp induces an iso-
morphism on periodic cyclic homology. Consider the double complexes (31) as-
sociated to the algebras C∞(L1(P )) and C∞(Lp(P )). If we filter the respective
total complexes by columns then the morphism C∞(L1(P )) →֒ C∞(Lp(P )) in-
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duces an isomorphism on the E1 terms of the resulting spectral sequences. It
follows then that HPi(C
∞(L1(P ))) and HPi(C∞(Lp(P ))) are isomorphic.
Corollary 5.10 For p ≥ 1 the inclusion C∞(L1(P )) →֒ C∞(Lp(P )) induces
an isomorphism on periodic cyclic homology.
6 The Twisted Chern Character
In this section we relate the Connes-Chern character ch: K•(A)→ HP•(A) to
the twisted Chern character developed in earlier work [6]. Notice that we can
view ch as a homomorphism chP : K
•(X,P ) → H•(X, c(P )) once we notice
the identifications K•(A) ∼= K•(X,P ) and HP•(A) ∼= H•(X, c(P )) where
the first isomorphism is established in [34] and the second isomorphism is
Theorem 5.9.
We first observe that the Connes-Chern character ch, or alternatively the
homomorphism chP : K
•(X,P ) → H•(X, c(P )), becomes an isomorphism af-
ter tensoring with the complex numbers. Recall that in general one has no
assurances that the Connes-Chern map ch : Ki(A) → HPi(A) will be an iso-
morphism after tensoring with C for arbitrary algebras A — for example
Ki(C(X)) = K
i(X) but HPi(C(X)) = 0 where C(X) is the algebra of con-
tinuous complex valued functions on a compact space X . However, in our
situation, we can prove the following.
Proposition 6.1 For the algebra A = C∞(L1(P )), the Connes-Chern char-
acter ch : Ki(A)→ HPi(A) becomes an isomorphism after tensoring with C,
for i = 0, 1.
Proof. We prove this Proposition by making repeated use of the Mayer-
Vietoris exact sequence (note first that the construction of the Mayer-Vietoris
sequence given in [3], pages 219–220, goes across to the periodic cyclic the-
ory HP ). First of all choose a cover {Bα}α∈A of X by closed, contractible
sets Bα (this can be done using a minor modification of the usual construc-
tion of a good open cover by geodesically convex balls). Consider the Mayer-
Vietoris sequence for the pair of closed sets {Bα, Bβ}. Let us write ABα and
ABαβ for the algebras C∞(L1(P )|Bα) and C∞(L1(P )|Bαβ) respectively, where
Bαβ = Bα ∩ Bβ. Then the Mayer-Vietoris exact sequence for A|Bα∪Bβ in K-
theory is
→ Ki(A|Bα∪Bβ)→ Ki(A|Bα)⊕Ki(A|Bβ)→ Ki(A|Bαβ)→ Ki+1(A|Bα∪Bβ)→
(32)
30
and there is a similar exact sequence for the periodic cyclic theory. From results
of Nistor [30], we see that the Connes-Chern map ch furnishes us with a mor-
phism from the exact sequence (32) to the corresponding sequence forHP . We
know that ch : Ki(A|Bα)→ HPi(A|Bα) and ch : Ki(A|Bαβ)→ HPi(A|Bαβ) be-
come isomorphisms after tensoring with C for all α and β. It follows therefore
by the 5-lemma that ch : Ki(A|Bα∪Bβ)→ HPi(A|Bα∪Bβ) is an isomorphism af-
ter tensoring with C. By induction we see that ch: Ki(A)⊗C→ HPi(A)⊗C
is an isomorphism.
Upon identifying Ki(A) with Ki(X,P ) (see [6]) and HPi(A) with H i(X, c(P ))
(see Theorem 1.1), we denote the Connes-Chern character ch: Ki(A) →
HPi(A) by c˜hP : Ki(X,P )→ H i(X, c(P )). The following Proposition is easy
to establish.
Proposition 6.2 The Connes-Chern character c˜hP : K
i(X,P )→ H i(X, c(P ))
satisfies the following properties:
(1) If the bundle P is trivial (say P is trivialised by a section s) then c˜hP
reduces to the ordinary Chern character ch : Ki(X)→ H i(X) in the sense
that we have the commutative diagram
Ki(X,P )
c˜hP //
∼=

H i(X, c(P ))
eus
∗f

Ki(X)
ch
//H i(X)
(2) c˜hP : K
i(X,P )→ H i(X, c(P )) is natural with respect to maps h : Y → X
in the sense that we have the following commutative diagram
Ki(X,P )
c˜hP //
h∗

H i(X, c(P ))
h∗

Ki(Y, h∗P )
c˜hh∗P //H i(Y, h∗c(P )).
In (1) above, the de Rham cocycle c(P ) is trivialised by s since we have
c(P ) = ds∗f , where f is the 2-form (11).
In [6], a geometric, twisted Chern character was defined,
chP : K
•(X,P )→ H•(X, c(P )), (33)
using connections and curvature as well as a curving for the principal PU bun-
dle P , which has the same functorial properties as the Connes-Chern character,
namely that is natural with respect to maps and that it reduces to the ordinary
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Chern character when P is the trivial PU bundle. The twisted Chern char-
acter also satisfies other functorial properties, such as being compatible with
the K0(X) module structure of K•(X,P ) and the Heven(X) module structure
of H•(X, c(P )), cf. [27]. The analogous properties for the Connes-Chern char-
acter can be deduced from the following basic result that identifies the two
homomorphisms.
Proposition 6.3 For the algebra A = C∞(L1(P )), the Connes-Chern iso-
morphism ch : Ki(A) ⊗ C → HPi(A) ⊗ C coincides with the twisted Chern
character ismorphism chP : K
i(X,P )⊗ C→ H i(X, c(P ))⊗ C for i = 0, 1.
Proof. We follow the strategy of Proposition 6.1. Let {Bα}α∈A be a (finite)
cover of the compact manifold X by closed balls Bα such that L1(P ) is triv-
ialised over Bα. Consider the Mayer-Vietoris exact sequences in K-theory
and periodic cyclic homology for the algebra A|Bα. A choice of local section
sα : Bα → P
∣∣∣
Bα
= Pα, trivializes A|Bα ∼= C∞(Bα) ⊗ L1. Using this local
section, we will have the commutative diagram
K•(C
∞(Bα)⊗ L1) ∼=−−−→ K•(C∞(Bα)) ∼=−−−→ K•(Bα) ∼=−−−→ K•(Bα, Pα)
ch
y ch
y ch
y chPα
y
HP•(C
∞(Bα)⊗ L1) ∼=−−−→ HP•(C∞(Bα)) ∼=−−−→ H•(Bα) ∼=−−−→ H•(Bα, c(Pα))
(34)
where the horizontal arrows are all isomorphisms, and the vertical arrows are
isomorphisms after tensoring with C. The first and second vertical arrows
starting from the left are the Connes-Chern isomorphism. The third vertical
arrow is the usual Chern character, which is well known can be identified with
the Connes-Chern character on smooth functions on a manifold. The last iso-
morphism uses the local section again, where s∗αf = fα and s
∗
αc = cα = dfα,
and the last vertical arrow is the twisted Chern character. The first upper
horizontal isomorphism is essentially Morita equivalence. More precisely, one
uses fact that C∞(Bα)⊗L1 is a smooth subalgebra of C(Bα)⊗K, so that the
inclusion map induces an isomorphism in K-theory. Then one uses the invari-
ance of K-theory upon tensoring with the compact operators K. The second
upper horizontal isomorphism is the Serre-Swan isomorphism, the third is the
fact the the local section trivializes the PU bundle over Bα and we use Morita
invariance again. The first lower horizontal isomorphism is Morita equiva-
lence, the second is the Connes-Hochschild-Kostant-Rosenberg isomorphism,
the third isomorphism is the fact that the twisted deRham differential is ob-
tained by conjugating the standard one by eufα. In summary, a local section
sα : Bα → P
∣∣∣
Bα
= Pα gives rise to the commutative diagram,
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K•(A|Bα)
∼=−−−→ K•(Bα, Pα)
ch
y chPα
y
HP•(A|Bα)
∼=−−−→ H•(Bα, c(Pα))
where the upper horizontal arrow is the isomorphism in [6] and is the re-
sult of the composition of the upper horizontal isomorphisms in equation
(34): the lower horizontal arrow is the generalized Connes-Hochschild-Kostant-
Rosenberg isomorphism that is established in this paper, and is the result of
the composition of the lower horizontal isomorphisms in equation (34), We
next use the Mayer-Vietoris sequence, the 5-lemma and induction as in Propo-
sition 6.1 to establish the proposition.
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