Abstract. Variations in temperature are widely invoked to explain fluctuations in ecosystem respiration (ER), but hydrological conditions also influence ER. Many researchers have observed that aperiodic variations in hydrological conditions affect ER and the associated temperature sensitivity. However, little is known about how periodic hydrological dynamics affect ER and its relationship with temperature on different timescales. In the present study, data from two coastal wetland sites were used to compare the variations in thermal and tidal influences on ER at three timescales (monthly, seasonal, and semiannual), and we found that (1) the influences of tides and temperature on ER varied with time. Especially in summer, the ER exhibited periodic dynamics regulated by tides; (2) in the temporal domain, temperature was dominant at the semiannual and seasonal scales, while the tidal effect was dominant at the monthly scale. In the spatial domain, the relative importance of temperature was greater at higher elevation sites, while tides exerted more influence at lower elevation sites; (3) the monthly model with tidal effect performed best, while regression models at semiannual and seasonal scales generated systematic errors in ER. These results demonstrate that, for coastal wetlands, the application of parameters from regression models based on long-term (seasonal or semiannual) data should be avoided in gap filling, and the effects of tides and elevation should be considered in estimating the carbon budget.
Introduction
Temperature and the hydrological conditions are considered the two most important regulating factors of ecosystem respiration (ER) (Bubier et al., 2003; Griffis et al., 2004) . Whereas temperature is often regarded as the dominant factor, especially for areas with sufficient water, the hydrological conditions are often regarded as the secondary factor that moderates ER through the relationship between temperature and respiration. Most of the variations in respiration on the annual or seasonal scale can be described by the exponential function with an independent variable (i.e., temperature) and a constant temperature sensitivity (i.e., Q 10 ) (Lafleur et al., 2005; Tang et al., 2008) . However, a fixed Q 10 may ignore the influence of the hydrological conditions at the monthly or weekly timescale (Janssens and Pilegaard, 2003; Reichstein et al., 2005; Fierer et al., 2006) . The hydrological conditions tend to become the limiting factor of respiration in summer, as the temperature is high and relatively constant, but in winter the low temperature becomes the limiting factor (Flanagan and Johnson, 2005; DeForest et al., 2006) . Thus, a fixed Q 10 could be inappropriate because the main driving mechanism of ER may alternate.
There is much evidence that ER is affected by hydrological conditions. In most ecosystems, soil moisture and ER are positively correlated (Xu and Qi, 2001; Qi et al., 2002; Reichstein et al., 2002; Flanagan and Johnson, 2005; Maseyk et al., 2008) , as increasing soil moisture relieves water depression. Even so, DeForest et al. (2006) reported a negative correlation between soil moisture and Q 10 for an oakdominated forest, where the respiration level and Q 10 in the growing season were lower in wetter years. A rising water level commonly has a negative effect on respiration in a wetland (DeBusk and Reddy, 2003; Hirota et al., 2007; Juszczak et al., 2013) , as this reduces the available soil oxygen concentration. In some cases, the oxygen concentration is even near zero in the near-surface layer (Lafleur et al., 2005) . Therefore, drought in a wetland tends to increase the respiration level and the Q 10 magnitude (Savage and Davidson, 2001; Bubier et al., 2003; Phillips et al., 2010) .
Most of the previous research has focused on the seasonal variation in hydrological conditions and the influences on the ecosystem respiration. It is difficult to estimate the relative importance of temperature and hydrological conditions in those ecosystems, as the hydrological conditions have seasonal dynamics similar to that of temperature (Davidson et al., 2006) . Apparently, this co-variation leads to inaccurate estimates of Q 10 (Reichstein et al., 2005) . Compared to other wetland ecosystems, the coastal wetland is affected by a special periodic hydrological condition (i.e., the tide). Guo et al. (2009) found that the tidal activities had a significant effect on the CO 2 flux of a coastal wetland ecosystem at 15-day period. As tides do not co-vary with temperature, it would be convenient to separate the influences of tides and temperature.
In the present study, we used continuous flux data to investigate the relative influences of temperature and tides on ER at three timescales. We attempted to determine (1) whether the ER exhibits periodic variation corresponding to the tidal cycle, (2) how and why the relative importance of temperature and tides change with time on different timescales, and (3) which timescale is the best choice for coastal wetland ER estimation.
Materials and methods

Study area
Our study area is located in the eastern part of Chongming Island (Fig. 1) . The area has a subtropical monsoon climate, and the annual precipitation was 800-900 mm from 2005 to 2007. The mean temperature and mean relative humidity over those 3 yr were 16.5 • C and 77.7 %. The suitable temperature range and the ample rainfall create a long growing season from March to November. The dominant plant species are Phragmites australis, Scirpus mariqueter, and Spartina alterniflora. Spring begins in early April and ends in mid-June. Autumn begins in late September and ends in late November.
The tides have a mixed semidiurnal pattern, which means that there are two high tides and two low tides each day with different heights, and there are spring tides and neap tides with roughly 15-day period. There are three observation sites in the study area, but only two (denoted CMW1 and CMW3) were chosen for analysis, since CMW1 (31 • 31.0 N, 121 • 57.6 E) and CMW3 (31 • 31.0 N, 121 • 58.3 E) are located along the elevation gradient (Fig. 1) . Both sites experience inundation by seawater at spring tide.
Each site was equipped with the same instruments. CO 2 flux was measured at 5 m above ground level by the eddy covariance method. A three-axis sonic anemometer (CSAT3, Campbell Scientific, USA) measured high-frequency (10 Hz) wind velocity and sonic temperature, while an open-path infrared gas analyzer (Li-7500, Li-COR, USA) measured CO 2 and H 2 O densities at the same frequency. The air temperature probes were mounted at 1.6, 2.7, and 4.8 m above ground level. A water content reflectometer (CS616, Campbell Scientific, USA) was installed to observe the volume water content (VWC) of soil 5 cm deep.
Handling of ecosystem respiration (ER) data
CO 2 fluxes were computed from 30 min covariance of wind velocity and CO 2 density. We discarded the 30 min data that were measured during rain. The actual flux data without any gap filling were used to avoid any potential bias introduced by a gap-filling algorithm.
Nighttime flux data were taken as equivalent to ER. To obtain continuous nighttime data rather than break these into two parts, we set the beginning of a day at noon. For example, day of year (DOY) 1 begins on 1 January 12:00 LT and ends on 2 January 12:00 LT. Solar elevation angles were used to separate the daytime and nighttime. We consider nighttime to have solar elevation angles less than −6 • . The solar elevation angles are computed from the longitude and latitude of each site.
Averages of daily nighttime flux data and corresponding standard error were calculated. Because of quality control, rejection rates varied greatly from day to day. For reliable averages, each day must have at least five valid values and the standard error must not exceed 1.25 times the average. 
Biogeosciences
Quantification of tidal effect
As there was a lack of field records of tidal elevation, tide tables from the nearest tidal station (at Hengsha) were used. The tidal elevations were integrated into diel values by extracting the maximum value for each night. In a 15-day tidal cycle, the day with the maximum tidal elevation was marked as 0, and the other days were marked from −7 to 7 according to the distance from the nearest spring tide. For example, −1 means 1 day before the spring tide and 1 means 1 day after the spring tide. To quantify the tidal effect, we devised an index J TEI that represents the ratio of the actual ER to the highest potential ER without a tidal effect. This index is calculated as follows:
where TEI is the normalized variation of ER in tidal cycles and s is a tidal effect parameter. The normalized value TEI ranges from 0 to 1. The fitted parameter s equals the ratio of the lowest ER to the highest ER in a tidal cycle and thus actually describes the magnitude of the tidal influence within a period. A smaller value of s corresponds to a greater tidal influence.
ANOVA and error assessment
A modified exponential function was used in our study, and we supposed that the tide is a downward regulator of ER in coastal wetland. The variable J TEI was used as a multiplier for the exponential function. Air temperature (T a ) was chosen as the argument, as this is more easily sensed than soil temperature and explains more variances of ER (Reichstein et al., 2005) . Hence, the ecosystem respiration was expressed as
where R 0 and k are fitted parameters and ε is the error caused by other environmental factors. The temperature sensitivity Q 10 was calculated from k as
The following logarithmic form of Eq. (2) was used in the analysis of variance (ANOVA):
Considering that the semidiurnal tide has a 15-day period and there is the possibility of failure caused by insufficient data, we selected three window lengths of 1, 3, and 6 months to represent monthly, seasonal, and semiannual timescales. Each month was separated on the basis of the lunar calendar and contained either 29 or 30 days.
To prevent overfitting of the model, the results with residual degrees of freedom fewer than three were removed. The ratio C Factor (or R 2 ) between the sum of squares of a factor (SS Factor ) and the total sum of squares (SS Total ) was used to measure the relative importance of that factor as follows:
Hence, C T a and C Tide equal the proportions of total variation in ER that can be explained by temperature and tides, respectively.
Results
Variation of ER and environmental factors
The respiration level at CMW1 was slightly higher than that at CMW3. The ER exhibited similar significant seasonal changes at the two sites from 2005 to 2007. The low values in winter were slightly above zero. The peak value reached 12.0 µmol m −2 s −1 at CMW1 and 10.1 µmol m −2 s −1 at CMW3. The air temperature measurements from the two sites were almost same, with both exhibiting strong seasonal dynamics. There is obviously a correlation between ER and air temperature on the annual scale for each site. Because of the high moisture content of the soil, the VWC at each site was near 1 in winter and early spring but ranged from 0.6 to 0.7 in mid-summer, so the seasonal dynamics of the VWC was similar to that of the air temperature.
A periodicity in the dynamics of the ER was observed during spring-neap tidal cycles in early summer . The air temperature during this period was relatively stable, varying from 26.5 to 27.5 • C. There was an obvious hysteresis between the ER variations and the tidal elevation. The ER reached its maximum 3 days after the neap tide at CMW3 (average 8.59 µmol m −2 s −1 ) and 4 days after the neap tide at CMW1 (average 9.65 µmol m −2 s −1 ). The ER reached its minimum 1 day after spring tide at both sites, with averages of 3.86 µmol m −2 s −1 at CMW1 and 2.75 µmol m −2 s −1 at CMW3 (Fig. 2) .
Relative importance of temperature and tides on three timescales
Air temperature (T a ) can explain from 0 to 93.1 % of the variations in the observed ER, and the relative importance of tides ranged from 0 to 78.8 %. The relative importance of T a and tides are highly variable with time, especially on the monthly scale. Temperature was the dominant factor from late winter to early spring (February to May) and in autumn (September to November), while the tide was the dominant factor in summer (June, July, and August) (Fig. 3) . As the timescale was made larger, the relative importance of each factor became constant. At the semiannual scale, temperature explained over half of the variations (51.9-93.1 %) in the observed ER at each site, while tides explained only 0.3-1.1 % (Fig. 3) . The mean relative importance of T a was much higher on the semiannual scale than on the seasonal scale or the monthly scale. That is, the semiannual C T a was 85.3 % for CMW1 versus 78.9 % for CMW3, the seasonal C T a was 64.9 % for CMW1 versus 44.0 % for CMW3, and the monthlyC T a was 51.2 % for CMW1 versus 37.1 % for CMW3. T a had a much greater influence at the semiannual scale than at the monthly scale, while the tide had an opposite alternation. The mean relative importance of tides was slightly greater for CMW3 than for CMW1 (Fig. 3) . That is, the monthly C Tide was 11.2 % for CMW3 versus 11.0 % for CMW1, the seasonal C Tide was 7.5 % for CMW3 versus 5.8 % for CMW1, and the semiannual C Tide was 5.1 % for CMW3 versus 1.8 % for CMW1.
Factors that affect the relative importance
The relative importance of air temperature (C T a ) is determined by the magnitude of temperature sensitivity (Q 10 ) as well as the variance of air temperature. When the variance of T a was greater than 10, the value of C T a tended to exceed 0.5. The magnitude of Q 10 also had an influence on C T a . For a given variance of T a , a higher Q 10 corresponded to a higher relative importance of T a (Fig. 4) . As the vertical dashed lines in Fig. 4 show, the variance of T a had a significant positive correlation with timescale. This explains why temperature had a greater influence at the semiannual scale than at the monthly scale.
Note that when the temperature variance is low (usually less than 5), the Q 10 value may be unreliable. For example, the Q 10 value of the blue dot marked with an arrow is 66.7, which is an unreasonably high value. However, if we incor- porate the monthly average temperature (17.4 • C) and the corresponding R 0 (4.88 × 10 −3 µmol m −2 s −1 ) into Eq. (1) and set s to 1 (meaning no tidal effect), then a reasonable ER (7.28 µmol m −2 s −1 ) is produced. Apparently, the error was caused by the weak correlation between temperature and ER rather than by inferior observations. By definition, the magnitude of s reflects the influence of tides. Even so, the same value of s corresponded to a much smaller C Tide at the semiannual scale than at the monthly scale (Fig. 5) , which implies that the tidal effect may be underestimated by a long-term model.
Assessment of regression
The median distribution (systematic error) is [−0.34, 0.44] for the semiannual model, [−0.17, 0.26] The relative errors of the semiannual and seasonal models were higher than those of the monthly models. The median relative error of each month was not always close to zero in the semiannual and seasonal models, which indicated that the respiration level was underestimated in spring and overestimated in winter (the seasonal model is not shown). The monthly models had much smaller systematic errors (medians close to zero) and much smaller uncertainties (shorter whiskers) than the semiannual and seasonal models (Fig. 6) .
The semiannual and seasonal models had similar absolute errors of 0.0554 ± 1.97 µmol m −2 s −1 and 0.0562 ±1.91 µmol m −2 s −1 , respectively. The absolute error of the monthly model without a tidal effect was 0.0326 ± 2.10 µmol m −2 s −1 , and the uncertainty was still large even though the median (systematic error) was much smaller. Including the tidal effect in the monthly model greatly improved the performance, which reduced the absolute error to 0.0273 ± 1.52 µmol m −2 s −1 , and reduced the uncertainty by 20 %, mainly in summer (Fig. 6) . The Akaike information criterion (AIC) of the monthly model was significantly smaller (p < 0.05) with the tidal effect than without.
Discussion
Variation in relative importance of tide
The wetland environment has to meet some requirements for the hydrological conditions to exert an influence on ER: (1) the ecosystem must suffer from low water content or be restrained by high water content (Reichstein et al., 2003) ; and (2) the hydrological conditions must have enough variation. Most wetlands conform to the first requirement, but some do not conform to the second. Lafleur et al. (2005) reported that the ER of a bog was not determined by water table depth (WTD) and explained that a small change in WTD would not produce enough influence on the surface layer of soil where most of the CO 2 was produced and released. The tidal activity satisfies both requirements. The intrusion of seawater in the spring tide period covers the soil surface, which impedes the production and release of CO 2 , and the low water level in the neap tide period creates a relative dry environment, which increases the respiration rate (Hirota et al., 2007) . Compared to the seasonal change of hydrological conditions and the associated ER in other ecosystems (Bubier et al., 2003; DeForest et al., 2006) , the tidal activity in coastal wetlands results in tremendous periodic variation of ER in a 15-day cycle (Guo et al., 2009) .
The different conditions of winter and summer caused a seasonal shift in tidal influence. In winter, the low temperature, short duration of sunlight, and death of plants all weakened the evapotranspiration and thus maintained the soil water content at saturation. This resulted in a wet environment that the hydrological conditions were unable to provide enough variation (Lafleur et al., 2005) . In summer, the temperature was high and stable, so the VWC was significantly lower than in the winter, when the tidal water can easily change the water content of the surface soil layer. The relative importance of tides is slightly higher at the lower elevation site, and therefore the tidal influence on coastal wetlands has not only a temporal variation but also a spatial variation (Hirota et al., 2007) . It would be necessary to consider elevation while estimating the regional respiration of a coastal wetland.
Regression at three timescales
Recently, whether short-term Q 10 would provide more precise results has become controversial. DeForest et al. (2006) showed with an annual model that the passive response of summer ER to temperature in a forest ecosystem resulted in underestimated summer respiration and overestimated winter respiration. In our study, the semiannual and seasonal models also produced large systematic errors: underestimation of winter respiration and overestimation of spring respiration as the drier summer environment stimulated the ER. Reichstein et al. (2005) compared the temperature sensitivities derived from long-term (annual) data and short-term (mainly 7-and 15-day) data and concluded that short-term Q 10 reduced the so-called confounding effect of the other factors. Our results confirm that confounding is reduced by a short-term model, as the monthly models had smaller systematic errors than the semiannual and seasonal models. In contrast, Janssens and Pilegaard (2003) believed that short-term Q 10 derived from 4-to 7-day data was confounded by other factors. As a result of the alternation of the driving mechanism in summer, incorporating the tidal effect into the monthly model reduced the systematic errors and eliminated 20 % of the uncertainties. Clearly, there are two kinds of so-called confounding effects. The monthly model helps to reduce the long-term confounding effects that are caused by passive and active responses to temperature on the seasonal scale, whereas incorporating the tidal effect helps to reduce the short-term confounding effect that is caused by the alternation of the ER driving mechanism.
Our results show that temperature has a much greater relative importance in the semiannual model than in the monthly model, but Q 10 derived from the semiannual model was still considered inappropriate. Yuste et al. (2004) explained that a long-term Q 10 is not only a temperature sensitivity parameter but also a coefficient that includes information on other factors that co-vary with temperature on the semiannual scale. In our study, air temperature had seasonal dynamics similar to that of other factors such as VWC and the phenology of vegetation. Thus, Q 10 derived from the semiannual or seasonal model also included information on seasonal changes in VWC and vegetation. Reichstein et al. (2005) and Janssens and Pilegaard (2003) both included a test of temperature range to ensure the reliability of Q 10 . Similarly, the larger variance of temperature in the monthly model tends to result in more reliable Q 10 values and greater temperature sensitivity.
Conclusions
Data from two coastal wetland sites were used to explore how periodic hydrological dynamics modifies the relationships between ER and temperature on different timescales. The relative importance of temperature and tides varied with time. With a periodic tidal activity, the ER of a coastal wetland exhibited an obvious periodic fluctuation only in summer, when the temperature variance became smaller and tidal activity replaced temperature as the main driving factor. However, this alternation was found only at the monthly scale. The influence of tides is greater at the site with relatively low elevation, while the influence of temperature is greater at the site with relatively high elevation.
With the alternation of the main driving mechanism, the Q 10 values derived from the semiannual and seasonal models were not appropriate for a coastal wetland, even though the associated R 2 may be high. Compared to the semiannual and seasonal models, the monthly models reduce the long-term confounding effects and thus reduce the systematic error. Incorporating the tidal effect into the monthly model helps to reduce the short-term confounding effect, which minimizes the uncertainty and systematic errors.
