A method is presented for estimating bathymetry in a river, based on observations of depth-averaged velocity during steady flow. The estimator minimizes a cost function that combines known information in the form of a prior estimate and measured data (including measurement noise). State augmentation is used to relate the measured variable (velocity) to the unknown parameter (bathymetry). Specifically, the unknown consists of deviations in depth about a known along-channel mean. Verification of the method is performed using a simple 1D channel geometry as well as for two real-world reaches. In all cases, the verification is based on nominal river depths of 3-10 m, channel widths of 50-100 m, and Froude numbers much less than one. Further tests are performed to assess the usefulness of various observation types and sampling schemes for this type of estimation.
Introduction
Flow in freshwater channels (rivers and upper estuaries) is governed by a number of factors, including the rate of discharge and the channel geometry. The latter may include effects due to large-scale bedforms, such as bars and holes. Knowledge of bathymetry is therefore essential for modeling the channel hydrodynamics, particularly at the reach scale. In many natural settings, however, it is not practical to obtain a detailed field survey of bathymetry. Various methods have been developed using remote sensing technologies to replace or supplement field survey data [e.g., lidar (Hilldale and Raff 2008) or hyperspectral imaging (Legleiter et al. 2009)] ; however, these methods are typically limited to clear shallow water. Hence, other investigators have proposed indirect methods for estimating bathymetry based on nonbathymetric variables that can be more easily measured, such as Lagrangian drifter trajectories (Honnorat et al. 2010) or water surface elevation maps (typically for larger-scale applications; Andreadis et al. 2007; Durand et al. 2008) . The present work is another such method: we seek to estimate bathymetry indirectly using measurements of Eulerian velocity.
The use of measured river velocity to infer bathymetry relies on the strong sensitivity between those two variables (Smith and McLean 1984) . The main obstacles in exploiting this sensitivity involve (i) how the measurements are to be collected and (ii) how the sensitivity can be represented as an inverse model. Our focus here is on issue (ii), the development and verification of the inverse model, using twin tests. Issue (i) will also be addressed to some extent by designing the twin tests based on the capabilities of existing instrument technology, including limitations in observational accuracy and spatial resolution.
In developing the inverse model, we will use tools from data assimilation, a methodological approach that combines the known uncertainty in models and observations to produce a statistically optimal estimate of the true state of a system. Data assimilation for the estimation of model parameters (such as bathymetry) has been a topic of recent interest in river modeling (Andreadis et al. 2007; Durand et al. 2008; Tossavainen et al. 2008; Honnorat et al. 2010; Rafiee et al. 2011 ). Most recently, Zaron et al. (2011) demonstrated the success of this approach in estimating bathymetry using remotely sensed velocity in an estuarine setting. Our work builds on this existing literature, continuing a trend toward field applications on natural channels at reach scales.
The paper is organized as follows: section 2 describes the parameter estimation methodology. Section 3 then applies this methodology to three test cases: the first case involves a one-dimensional channel with linearized dynamics, presented as a simple case that illustrates the use of the method; the second and third test cases involve two natural channels to demonstrate the real-world applicability of the method. In sections 4 and 5, we summarize and discuss the results.
Methods

a. Bathymetric inversion method
The method used here employs state augmentation in an ensemble-based statistical estimator, treating bathymetry as a fixed model parameter. This approach largely follows Wilson et al. (2010) , who applied a similar methodology but in a nearshore ocean environment.
The goal of the method is to combine a prior estimate of bathymetry, a known discharge, and point measurements of velocity (including measurement uncertainty or noise) to produce a posterior estimate of bathymetry. Specifically, we seek to minimize the following cost function:
Here
T is a model-state variable, consisting of an M 3 1 vector u containing the velocity at each of the M model grid points, augmented with an M 3 1 vector h containing the corresponding water depths. The K 3 1 vector d contains the measurements, and L is a K 3 M matrix that serves to extract the corresponding modeled values at the measurement locations. The matrices C cc and C dd are covariances of model and measurement uncertainties, respectively. The superscript f denotes the prior or ''forecast'' model state, considered the most likely state if no measurements were available.
The posterior or ''analysis'' model state c a is the one that minimizes J above, and is given by (e.g., Evensen 2009; Bennett 2002 )
and the posterior covariance (interpreted as an estimate of uncertainty) is given by
where C uu is the upper-left submatrix of C cc and L a 5 [L, 0 K3M ]. For Gaussian statistics, c a can be interpreted as the maximum likelihood estimate of the true state, given all available information. For nonlinear dynamics this is not the case; instead we interpret c a as a least squares estimate, whose usefulness must be evaluated based on experiment, as will be done in subsequent sections.
b. Assumed known information
For the present application, we will assume that the only unknown information is the deviation of channel depth from a nominal along-channel-uniform shape (e.g., a parabolic or piecewise-linear channel cross section). While this nominal shape would need to be estimated somehow [e.g., from a survey transect or by using lower-order (channel averaged) model equations and a separate statistical estimator], we consider this to be a separate problem from the one addressed here. Additionally, we will assume that the discharge is known during the time when measurements are collected; estimating the discharge accurately would require consideration of the larger-scale hydrology and is not in the scope of the present work.
In summary, the assumed known quantities (or ''inputs'') for the present method are (i) the nominal channel cross section, (ii) the discharge, and (iii) a statistical characterization of the unknown deviations in depth, to be discussed next.
c. Specification of prior
The solution (2) is so far incomplete, as we have not yet specified a statistical model for the prior (mean and covariance). These appear as submatrices of C cc in Eq. (2):
In general, we would like to define a covariance C hh representing uncertainty in the bathymetry, and from it derive (using a model) the corresponding velocity covariance, C uu , as well as the covariance between velocity and bathymetry, C hu . This can be done, for example, using adjoint model equations (Bennett 2002; Zaron et al. 2011) . Another approach, used here, is to approximate the covariances using ensembles. An ensemble of h is drawn from a specified distribution (defined below), a numerical model is used to compute the corresponding u for each member of the ensemble, and then C cc is estimated using the sample covariance.
In the present application, the prior mean bathymetry is chosen on a case-by-case basis, but generally consists of a nominal channel cross section and bank geometry. Perturbations around this prior mean are based on a bell-shaped covariance,
where Dx and Dy are separation distances, and L x , L y , and s h are parameters representing the expected length and amplitude scales for bathymetric perturbations. We generate realizations from (5) using the Fourier transform method described in Evensen (2009) (FORTRAN code is available online at enkf. nersc.no). Note that the distribution C hh as defined above includes the potential for small or even negative water depths in individual realizations of h. In practice, this can be problematic for the numerical model. Hence, in the cases discussed below we define a truncated distribution such that depths never exceed 0.5 m. Similarly, some bathymetric perturbations can generate flows for which the Froude number is large; in our model setup, such flows produce sharp steplike features in the free surface, ultimately leading to poor representation of the upstream open boundary condition. Hence, we also reject/replace any realizations for which the maximum Froude number is greater than 0.5.
Finally, we note that ensemble estimates of C cc may introduce spurious long-range correlations, which can contaminate the result of Eq. (2). To combat this, we follow the approach used by Hamill et al. (2001) , wherein the estimated covariance is localized using element-by-element multiplication with a bell-shaped correlation function having compact support. Specifically, they define
where S ij is the desired correlation function. They suggest
where L loc is the desired localization length scale, and
Using this method, any spurious nonlocal correlations are eliminated from the estimate of C cc , and the resulting posterior estimate is improved.
Verification a. Idealized test case: Straight channel with a bump
In this section we apply the present method in a simplified setting: flow with a small Froude number and no variability in the across-stream direction (i.e., no effect of sidewalls). In this idealized case, the relationship between u and h can be written explicitly using a rigid-lid approximation hu 5 Q, where Q is a constant (known) discharge. This will allow us to illustrate (and test) some potential sources of error in Eq. (2).
As a specific test case, we consider the bathymetry shown schematically in Fig. 1 , consisting of a flat bottom interrupted by a Gaussian-shaped bump located at the center of the model domain:
FIG. 1. Schematic of 1D test bathymetry h(x), Eq. (9), showing the location of the river bottom [or negative depth, 2h(x)] as a function of along-channel distance (x). The flow velocity u(x) is assumed to be depth uniform and is in the 1x direction.
where l 5 500 m is the domain length, l b 5 50 m is the width scale of the bump, h 0 5 5 m is the depth at x 5 0, and h b is the height of the bump. The prior bathymetry is defined as h f 5 h 0 (i.e., the position and height of the bump are unknown). The goal of the depth inversion is to detect the bump width, height, and location, based on measurements of velocity.
Measurements are defined by sampling at 12.5-m spacing from the ''true'' velocity u t , defined as the velocity given by the rigid-lid dynamics with true bathymetry: I (where I is the identity matrix), although noise is not explicitly added to the data for these experiments. Unless otherwise stated, the prior ensemble uses the parameters L x 5 50 m, L loc 5 100 m, and s h 5 1 m [see Eqs. (5) and (6)]. Also, unless otherwise stated, the same ensemble of 500 members is used for each test below. Figure 2 shows examples of inverse bathymetry estimates for several values of bump size h b . In general, the estimator overpredicts the height of small bumps and underpredicts that of large bumps. This can be viewed as a consequence of the implicit linearization in Eq. (2), when relating u and h. To see this, consider the correction Dh 5 h a 2 h f induced by an observed velocity error Du 5 u meas 2 u f ; neglecting spatial correlation (C hu , C uu scalar) and also neglecting measurement error (C dd 5 0), the correction can be written as
Assuming a relationship h 5 h(u) we can write, formally,
whereas the desired true correction would be
If the relationship between u and h is linear, then these two expressions agree, and (2) is valid. A nonlinear relationship, on the other hand, as in the present case u 5 Q/h, will result in error, especially if Du is large. This is illustrated in Fig. 3 , which plots the bathymetry correction, Dh 5 h f 2 h, as a function of the prior velocity error, Du 5 u f 2 u meas . Equation (2) predicts that this relationship is approximately linear (solid line), whereas the true relationship (dashed line) is not. Referring back to Fig. 2 , this same linearization is responsible for the underprediction of the height of small bumps and overprediction of that of large bumps. More generally, we should expect the bathymetry estimate to have larger errors if the prior h f is further from the truth. Next, we consider the effect of ensemble size when computing covariance estimates for Eq. (2). To test this, we generated different-sized ensembles ranging from 10 to 1000 members (in increments of 10). Ten independent 2), plotted as a function of prior velocity error Du 5 u f 2 u meas , at the location x 5 l/2. The true relationship (using u 5 Q/h) is plotted as a dashed line; differences between the true and estimated relationships are attributed to nonlinearity (see text).
ensembles were generated for each ensemble size to account for random variability. Then, for each ensemble, we applied Eq. (2) and computed the root-meansquare error of the resulting bathymetry estimate. This is plotted as a function of ensemble size in Fig. 4 . As expected, error is reduced with increasing ensemble size; the estimate appears to be converged for ensemble sizes greater than about 500 members. Last, Fig. 5 (left panel) shows the effect of covariance decorrelation length L x on the depth estimate. Assuming a decorrelation length less than the observation sampling rate (in this case 12.5 m) results in overly localized corrections; assuming an unrealistically large decorrelation length, on the other hand, results in overly smoothed corrections. Hence, the choice of L x should, ideally, take into account the expected bathymetric scales as well as the sampling scale. Figure 5 (right panel) quantifies this dependence for various measurement sample spacings dx obs (the point x 5 250 m is always included in the measurements, and other measurements are spaced a distance dx obs apart). In all cases, error in the bathymetry estimate is minimized by choosing an L x close to the true bump length scale l b 5 50 m. However, when the measurement sample spacing is small, there is less of a penalty for choosing a smaller value of L x . Note that in realistic applications it would be advantageous to choose an L x as small as possible so that smaller scales of bathymetry, if they exist, would also be well estimated. Hence, as a rule of thumb based on the present tests, we recommend making L x the lesser of (i) 3 times the measurement sample spacing and (ii) the maximum expected bathymetric length scale. 
b. Test cases with realistic bathymetry
Thus far, we have considered several specific aspects of the depth inversion process that can affect the result. These include the nonlinearity in the relationship between u and h, the specification of the prior covariance, and the impact of ensemble-based estimates. These effects can be isolated when assuming highly idealized dynamics and geometry; in a realistic case, however, they act simultaneously. We next test the method using two real-world reaches with known bathymetry.
1) TEST CASE A: SNOHOMISH RIVER, WASHINGTON
The first case we consider is based on a 2.3-km reach of the Snohomish River in Washington (TerraSond 2009), which was the site of the Coherent Structures in Rivers Experiment (COHSTREX) (Chickadel et al. 2009; Giddings et al. 2011) . As part of COHSTREX, a highresolution bathymetric survey was conducted at this site during September 2009 (TerraSond 2009).
The river is nominally 100 m wide and its depth varies with the tide, having channel depths in the nominal range of 3-6 m. Discharge is also tidally influenced, spanning a range of about 6300 m 3 s
21
. Salinity intrusions occur with each tide cycle, but here we will restrict our attention to tidal phases when measured salinity was negligible. Specifically, we assume an ebbtide phase with a discharge of 180 m 3 s 21 and nominal depth of 3.5 m, and we neglect buoyancy effects in the equations of motion.
2) TEST CASE B: KOOTENAI RIVER, IDAHO
As a second test case, we consider a reach of the Kootenai River in Idaho. This channel is deeper than that of the Snohomish River (nominal depth of 6.5 m), and has larger spatial scales in its bathymetry and bank geometry.
Bathymetric data for this test case were collated from existing U.S. Geological Survey measurements (Barton et al. 2004) , as well as supplementary survey data collected in 2010, as described by Swick (2011) . The same 2010 field program (Swick 2011) provided measurements of river stage and discharge on which we have based our tests. Adjoining streams and side channels were excluded from the model domain, hence their influence on discharge is not accounted for in the present model.
3) GOVERNING EQUATIONS AND NUMERICAL
MODEL
The river dynamics (necessary to provide forcing to the inverse model) are simulated using depth-averaged hydrostatic equations of motion. To solve the equations numerically, we employ the community code Regional Ocean Modeling System (ROMS) (Shchepetkin and McWilliams 2005) . The ROMS code integrates the equations of motion on a curvilinear grid, which we generate using the ''gridgen'' software of Pavel Sakov (available online at http://code.google.com/p/gridgen-c).
The model grid for the Snohomish River includes 651 points along-channel (nominal spacings of 2-6 m) and 60 points across-channel (nominal spacings of 1-3 m). For the Kootenai River, we use 739 points along-channel (nominal spacings of 6-10 m) and 35 points acrosschannel (nominal spacings of 3-5 m). In both cases, the model time step is 0.025 s.
The ROMS code includes a variety of options for model physics and parameterizations; some essential details of our particular setup are as follows: the model includes bottom stress in the form of a quadratic drag law, with drag coefficient C f 5 0.01, and harmonic mixing with eddy viscosity v t 5 0.01 m 2 s
21
. Boundary conditions at the riverbanks (defined as the location where depth is less than 0.1 m) are no-slip; upstream and downstream boundary conditions are ramped up from rest to a steady discharge over a period of 30 min. Discharge is then held fixed at the downstream boundary until the flow reaches a steady state. The ramping-up phase excites waves that must be allowed to propagate out of the model domain, hence we employ Flather and Chapman boundary conditions (Palma and Matano 1998) for velocity and free surface at the upstream boundary. For the incoming velocity and free-surface height, which must be prespecified, we assume a channel-averaged balance between the downstream pressure gradient and bottom stress; some tuning is required in this calculation to account for the effective drag due to nonuniform channel geometry.
4) PRIOR STATISTICS
We use a 500-member ensemble of bathymetric perturbations, drawing from the distribution described in section 2c. For the Snohomish River, we choose the parameters L x 5 100 m (along-channel decorrelation length), L y 5 50 m (across channel), s h 5 0.75 m, and L loc 5 100 m. The Kootenai River has naturally larger spatial scales, hence we increase the prior decorrelation length scales to L x 5 200 m, L y 5 100 m (other parameters are unchanged). Note that we do not consider the measurement sample spacing in the choice of L x and L y ; this is to ensure an objective comparison among various sampling schemes (defined below).
As discussed in section 3a, the present method is, in a sense, linearized about the prior mean state, and hence its accuracy depends partly on the choice of the prior mean. For both the Snohomish and Kootenai Rivers, we assume that the prior mean bathymetry is uniform in the along-channel direction [i.e., h f (x, y) 5 h f (y), where y is the across-channel coordinate]. For the Snohomish River, we assume h f (y) is piecewise linear, having a bank slope of 1:5 and a horizontal bottom at 3.5-m depth (Fig. 6a) . For the Kootenai River, we use a parabolic shape for h f (y) (see Fig. 9a below) . In both cases, h f approximately matches the measured alongchannel-averaged depth profile, and hence is partly based on known information. In practice, h f could perhaps be estimated by assuming highly simplified and/or channel-averaged dynamics, as in Zaron et al. (2011) .
5) SIMULATED MEASUREMENT SCHEMES
Next we employ a similar test methodology as above (for idealized 1D dynamics), where synthetic measurements are extracted from a forward model run with true bathymetry and are then used to generate bathymetry estimates. Specifically, we generate a velocity field for the true (measured) bathymetry using the model described in section 3b(3)-this is assumed to be equivalent to the true velocity (i.e., errors in model physics are not considered). The velocity is then ''measured'' by interpolating to a set of measurement points and adding normally distributed random noise to simulate instrument noise. Finally, these measurements are used in Eq. (2) to estimate bathymetry, and the result is compared to the truth (a ''twin test''). We will test several possible measurement sampling schemes, representing realistic observational capabilities.
First, we test isolated point measurements of 2D velocity. In this case, we assume high accuracy is obtained at the expense of spatial resolution, for example, using an in situ gauge. Measurements are taken from grid points along the channel centerline, with a nominal spacing of 200 m along-channel. Measurement error standard deviation is taken to be 0.01 m s 21 [e.g., the typical upper limit for bias error in acoustic Doppler current profiler instruments (Gordon 1996) ]. A second test involves the assimilation of 2D velocities measured along a simulated drifter track (e.g., Swick 2011). The drifter is released near the center of the channel at the inlet, and 2D model velocities are interpolated to the drifter track at 5-m along-track spacing. Measurement error standard deviation is taken to be 0.05 m s 21 .
The final test case involves the assimilation of 2D velocities on a coarse grid, similar to what could be obtained from remote sensing [e.g., Plant et al. (2005) using Doppler radar]. Data are subsampled from model grid points at nominally 10 m 3 10 m spatial resolution, excluding locations within 15 m of the riverbanks. Measurement error standard deviation is taken to be 0.1 m s 21 . Figure 6 shows the prior bathymetry and the true bathymetry for the Snohomish River. To reiterate, the goal of the assimilation is to reduce error in the prior (i.e., obtain a better match with the truth). Results for the various sampling schemes outlined above are shown in Fig. 7 . Accuracy statistics are given in Table 1 . In all cases, the posterior bathymetry is an improvement over the prior, indicating positive skill for the depth inversion routine. As expected, higher skill can be obtained by reducing the observational error and/or increasing the observational resolution. The various sampling schemes tested here reflect inherent trade-offs between those two factors.
6) RESULTS, SNOHOMISH RIVER
The most bathymetric information is recovered when spatially dense observations of both across-channel and along-channel velocities are assimilated (Fig. 7a) . Assimilating along-channel velocity (Fig. 7c) produces a larger and more accurate correction than for acrosschannel velocity (Fig. 7b) . However, we note that the assimilation of across-channel velocity appears to provide/ reinforce the across-channel structure of the bathymetry, for example, the location of the thalweg in the southern river bend.
The assimilation of 2D velocities along a simulated drifter track (Fig. 7d) shows promising results, at least in terms of resolving the along-channel variability of bathymetry. Similarly, estimates from assimilating point observations are somewhat accurate near the observations themselves, but little to no information is gained in terms of nonlocal features.
Finally, although thus far our focus has been on the estimation of bathymetry itself, we note that Eq. (3) also provides an estimate of the posterior uncertainty in bathymetry. Figure 8 shows the maps of posterior standard deviation (square root of diagonal of C a hh ) for each of the depth estimates in Fig. 7 . Recall that the prior standard deviation was s h 5 0.75 m; by definition, the assimilation of data causes a reduction of the standard deviation below this value. Cases where the posterior bathymetry estimate is skillful (e.g., assimilation of spatially dense 2D velocities; Figs. 7a, 8a) correspond to a smaller posterior standard deviation, as expected. Likewise, locations where the bathymetry was not significantly changed because of the assimilation of data (e.g., far from observation points; Figs. 7d, 8d) have almost no reduction in standard deviation. This demonstrates that the posterior standard deviation is providing meaningful information about bathymetric uncertainty, which could be used to aid the interpretation of the result, or even to guide the further collection of observations.
7) RESULTS, KOOTENAI RIVER
The results for the Kootenai River are similar to those for the Snohomish River. Accuracy statistics are summarized in Table 2 . As an example, Fig. 9 shows the posterior depth estimate from assimilating ;10-m-gridded 2D velocities; results from other tests are listed in Table 2 but are not plotted, for brevity (conclusions are similar to the Snohomish River; Fig. 7) . 
Discussion: Applicability to real observations
The present results have shown the potential for estimating river bathymetry using spatially dense measurements of velocity. This has been done using synthetic observations derived from the same model (i.e., twin tests) to demonstrate the method in an idealized setting. Extension to real observations is a logical next step; however, several important hurdles remain.
Model error is an obvious concern for the real-world application of this method and has not been considered here. One question is whether the present method would be significantly contaminated by spatial variability in bottom stress, which is parameterized using a constant bottom roughness in the numerical model. Similarly, the model used here is only capable of simulating depth-averaged hydrostatic flow; in cases where the flow is nonhydrostatic, or strongly depth-dependent, the resulting estimate of bathymetry would be contaminated, as shown by Honnorat et al. (2010) . And finally, we have also assumed there is prior knowledge of river discharge and channel-averaged depth; error in those parameters would correspond to error in model boundary conditions, and would affect the posterior estimate.
Another assumption made in the present methodology is that of a linear relationship between velocity and bathymetry. Because this assumption is violated, the updated Eq. (2) is not truly optimal, but is in a sense a linearization around the prior state [this was demonstrated for a simplified case in Eq. (11)]. Figure 3 illustrates the effect of this linearization on the posterior prediction. Based on this interpretation, the method may produce large errors in cases where the prior model state is very far from the truth. This error could possibly be reduced by introducing an ad hoc iterative scheme. We suggest experiments with such a procedure (and its statistical justification) as a topic for future work. Finally, it is important to emphasize the role of observational uncertainty. Without an accurate model for observational error, one risks overfitting to unphysical noise. Hence, data must be properly vetted for quality and given appropriate error bars. This seems particularly relevant to the present method, which benefits greatly from spatially dense observations, as in remote sensing data; often such data require careful quality control.
Despite the above caveats, we believe the present method is a useful tool for river depth estimation. It has the advantage of being easily extensible to new observation types and is able to handle observational uncertainty/ error. Continuing developments in remote sensing techniques for river flow (e.g., Plant et al. 2005; Chickadel et al. 2011; Puleo et al. 2012 ) make this a promising possibility. Application of the present method to such data will be an interesting challenge and may reveal new technical or physical insights.
Summary
We find that the sensitivity of river velocity to variations in river bathymetry is strong enough to be exploited in an inverse model for realistic observational data quality. In other words, measurements of river velocity can potentially be used to estimate bathymetry. We have presented a methodology for doing so, using a least squares estimator, which takes into account the prior bathymetric uncertainty as well as the measurement uncertainty.
The inverse method was verified using synthetic twin tests. Under highly simplified 1D channel dynamics, the method is capable of detecting bathymetric perturbations with high skill (section 3a). In more complex applications with real-world channel geometry (section 3b), the method still produces skillful corrections to bathymetry, quantified in Tables 1 and 2 . Moreover, the method also quantifies the posterior uncertainty of the bathymetry estimate, which can aid the interpretation of the result.
The effect of various observational sampling schemes on the accuracy of the posterior bathymetry was also investigated using synthetic tests. These schemes represent inherent practical trade-offs between spatial resolution and observational accuracy. We find that a higher spatial resolution of observations, and the observation of both across-channel and along-channel velocity, can help to resolve more detailed features such as the location of the river thalweg, or individual bumps/holes. The most highly resolved observational scheme produced the most skillful estimate, despite having larger observational error.
The application of this method using real measurements, especially remote sensing data, is promising based on the present results. We note here that detailed estimates of measurement error are also valuable and are crucial for the accuracy of the present method. Also, a prior estimate of mean river depth and discharge is 
