Il calcolo di Malliavin nell'approssimazione numerica delle equazioni differenziali stocastiche by BRIENZA, ANTONIETTA
Università degli Studi di Pisa
Corso di Laurea in Matematica
Il calcolo di Malliavin
nell’approssimazione
numerica delle equazioni
differenziali stocastiche
13 marzo 2015
Tesi di Laurea Magistrale
Candidato
Antonietta Brienza
Relatori
Prof. Franco Flandoli
Prof. Maurizio Pratelli
Controrelatore
Dott.ssa Rita Giuliano
Anno Accademico 2013/2014

Indice
Introduzione 3
Preliminari 5
1 Il metodo di Eulero per SDE 9
1.1 Approssimazione numerica di SDE . . . . . . . . . . . . . . . 9
1.1.1 Approssimazione traiettoria per traiettoria . . . . . . 11
1.1.2 Approssimazione dei momenti . . . . . . . . . . . . . . 11
1.1.3 Convergenza forte e convergenza debole . . . . . . . . 12
1.2 Il metodo di Eulero . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.1 Convergenza forte . . . . . . . . . . . . . . . . . . . . 13
1.2.2 Convergenza debole . . . . . . . . . . . . . . . . . . . 14
2 Il calcolo di Malliavin 27
2.1 L’operatore derivata . . . . . . . . . . . . . . . . . . . . . . . 27
2.1.1 Un caso particolare . . . . . . . . . . . . . . . . . . . . 33
2.2 L’operatore divergenza . . . . . . . . . . . . . . . . . . . . . . 34
2.2.1 Integrale di Skorohod . . . . . . . . . . . . . . . . . . 37
3 Una dimostrazione alternativa 41
3.1 Differenziabilità della soluzione di una SDE . . . . . . . . . . 42
3.2 Convergenza debole del metodo di Eulero . . . . . . . . . . . 49
3.2.1 Approccio Informale . . . . . . . . . . . . . . . . . . . 49
3.2.2 Approccio Formale . . . . . . . . . . . . . . . . . . . . 52
4 Una generalizzazione e conclusioni 73
4.1 Una generalizzazione: equazioni con ritardo . . . . . . . . . . 73
4.1.1 Preliminari . . . . . . . . . . . . . . . . . . . . . . . . 74
4.1.2 Il metodo di Eulero per equazioni con ritardo . . . . . 77
4.2 Osservazioni e conclusioni . . . . . . . . . . . . . . . . . . . . 83
Bibliografia 85
1
2
Introduzione
È ormai noto che i modelli matematici sono in grado di descrivere molti
fenomeni studiati in diversi ambiti, quali biologia, chimica, meccanica, elet-
tronica, economia, finanza. Le equazioni differenziali stocastiche sono alla
base di molti di questi modelli. Approssimare numericamente la soluzione
di tali equazioni risulta quindi fondamentale: nel 1995 P.E. Kloeden e E.
Platen [6] hanno reso classici molti risultati di questa branca della matema-
tica relativamente recente.
Il punto di partenza sono i metodi per l’approssimazione numerica di equa-
zioni differenziali ordinarie. Questi vengono adattati alle equazioni differen-
ziali stocastiche e ne vengono sviluppati degli altri. Tuttavia, è importante
notare che, diversamente dal caso deterministico, si presentano situazioni in
cui non abbiamo bisogno di calcolare la soluzione dell’equazione differenziale
stocastica ma siamo interessati a calcolarne solo il valore atteso. Si pensi ad
esempio all’ambito finanziario e alla valutazione (in inglese, pricing) delle
opzioni, oppure all’ambito fisico e al calcolo degli esponenti di Lyapunov per
sistemi descritti da equazioni differenziali stocastiche.
La natura stocastica del problema ci permette dunque di distinguere due
tipi di convergenza a seconda di ciò a cui siamo interessati: un processo che
si avvicini alla soluzione traiettoria per traiettoria oppure un processo il cui
valore atteso - e, più in generale, la cui legge - siano vicini a quelli della
soluzione dell’equazione differenziale stocastica considerata. Nel primo caso
parleremo di convergenza forte, nel secondo di convergenza debole.
Nella tesi ci occupiamo della convergenza debole del metodo di Eulero,
indubbiamente il più semplice schema numerico per l’approssimazione di
equazioni differenziali stocastiche (in analogia con quelle ordinarie). Uno
dei risultati classici del libro di P.E. Kloeden e E. Platen ci garantisce che
tale metodo sia convergente in senso forte con ordine 12 e convergente in
senso debole con ordine 1.
La dimostrazione classica dell’ordine di convergenza debole dello schema di
Eulero si basa sul legame tra la soluzione dell’equazione differenziale sto-
castica e un’equazione alle derivate parziali che in letteratura è nota come
equazione di Kolmogorov. Seguendo gli articoli [4] e [7], proponiamo qui
un approccio completamente diverso in cui, piuttosto che sfruttare il legame
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con l’equazione di Kolmogorov, arriveremo a calcolare l’ordine di convergen-
za debole di Eulero grazie al calcolo di Malliavin.
Esponiamo quindi uno schema di questa dimostrazione alternativa per co-
glierne l’idea di base. Volendo studiare l’ordine di convergenza debole, siamo
interessati a stimare la quantità
E [ϕ(X)− ϕ(Y )]
dove ϕ è in una classe di funzioni test e X e Y sono, rispettivamente, la
soluzione dell’equazione differenziale stocastica e la sua approssimazione di
Eulero. Riscriviamo tale differenza in termini del processo errore Z = X−Y
del quale è possibile ottenere un’espressione esplicita tramite l’esponenziale
stocastico. A questo punto otteniamo l’ordine 1 usando la formula di dualità
per integrali di Skorohod
E
[
F
∫ T
0
utdWt
]
= E
[∫ T
0
DtF utdt
]
dove F e u verranno definiti nel paragrafo 2.2. Il punto chiave e innovativo
è l’uso di tale formula, e quindi del calcolo di Malliavin, nell’ambito dell’ap-
prossimazione numerica di equazioni differenziali stocastiche.
Seguendo la teoria di Malliavin introdurremo una derivata di variabili alea-
torie, definiremo una generalizzazione dell’integrale stocastico di Ito¯ (quello
di Skorohod) e arriveremo alla già citata formula di dualità.
Se ci poniamo il problema di voler generalizzare tale schema dimostrativo ad
equazioni differenziali stocastiche con struttura non markoviana (ad esem-
pio equazioni con ritardo o path-dependent) si presenta subito una difficoltà:
sembra che in questi casi il processo errore Z non si possa esplicitare. Risul-
ta tuttavia possibile superare quest’ostacolo ricorrendo ad un’altra dualità.
Fatto ciò, la dimostrazione procede in modo analogo: si ricorre al calcolo di
Malliavin e si arriva alla stima.
La tesi è strutturata in quattro capitoli. Nel primo capitolo viene introdotta
l’approssimazione numerica di equazioni differenziali stocastiche analizzan-
do il metodo di Eulero di cui, in particolare, si dimostra in modo classico la
convergenza debole. Il secondo capitolo è una sintesi del calcolo di Malliavin
in cui vengono mostrati i risultati principali e quelli che verranno sfruttati
nel successivo capitolo, dove si torna ad analizzare il metodo di Eulero: que-
sta volta, però, si lascia da parte l’equazione di Kolmogorov e si lavora con
il calcolo di Malliavin. Nel quarto capitolo, infine, è presentato uno schema
della dimostrazione generalizzata alle equazioni differenziali stocastiche con
ritardo.
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Preliminari
Introduciamo brevemente la nozione di soluzione di un’equazione differen-
ziale stocastica e enunciamo un teorema di esistenza e unicità della soluzione.
Sia (Ω,F, P ) uno spazio probabilizzato, (Ft)t una filtrazione e W un proces-
so di Wiener rispetto alla filtrazione (Ft)t.
Consideriamo un’equazione della forma
Xt = X0 +
∫ t
0
a(s,Xs)ds+
∫ t
0
b(s,Xs)dWs t ∈ [0, T ] (1)
o in forma differenziale
dXt = a(t,Xt)dt+ b(t,Xt)dWt
X|t=0 = X0
dove X0 è una variabile aleatoria in Rd misurabile rispetto a F0 e a : [0, T ]×
Rd → Rd, b : [0, T ]× Rd → Rm×d sono funzioni misurabili.
Le soluzioni che si cercano sono processi a valori in Rd, continui e adattati
che risolvano l’equazione integrale considerata uniformemente in t, quasi
certamente.
Definizione 1. Siano (Ω,F, P ) uno spazio probabilizzato, (Ft)t una filtra-
zione e W un processo di Wiener rispetto alla filtrazione (Ft)t e sia X un
processo stocastico definito su (Ω,F, P ) continuo e adattato alla filtrazione
(Ft)t tale che
P
(
Xt = X0 +
∫ t
0
a(s,Xs)ds+
∫ t
0
b(s,Xs)dWs,∀t ∈ [0, T ]
)
= 1
allora diremo che X è una soluzione dell’equazione (1).
In genere b è detto coefficiente di diffusione e a coefficiente di drift.
Osserviamo che
- nella precedente definizione si richiede implicitamente che a(s,Xs) e
b(s,Xs) siano in Λ1W e Λ2W rispettivamente;
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- il processo di Wiener rispetto a cui si fanno le integrazioni e lo spazio
di probabilità su cui esso è definito non sono assegnati a priori,
dove abbiamo indicato con ΛpW lo spazio dei processi Xt progressivamente
misurabili tali che P
( ∫ T
0 X
p
t dt <∞
)
= 1.
Definizione 2. Diremo che c’è esistenza forte per l’equazione (1) se, fissato
lo spazio (Ω,F, P ), la filtrazione (Ft)t e il processo di Wiener W e presa
una variabile aleatoria X0 misurabile rispetto a F0, esiste un processo X
soluzione secondo la definizione (1).
Definizione 3. Se, per ogni scelta di (Ω,F, P, (Ft)t,W ) e di X0 misurabile
rispetto a F0, date due soluzioni X1 e X2, queste sono indistinguibili, cioè
P
(
X1t = X2t , ∀t ∈ [0, T ]
)
= 1
diremo che c’è unicità forte per l’equazione (1).
Enunciamo a questo punto un teorema che ci garantisce esistenza e uni-
cità forte per l’equazione considerata. La dimostrazione di questo risultato
segue il cosiddetto metodo delle approssimazioni successive quindi, nono-
stante abbiamo aggiunto una componente stocastica all’equazione, è molto
simile a quella di analoghi teoremi per equazioni differenziali ordinarie.
Teorema 1. Siano a : [0, T ] × Rd → Rd, b : [0, T ] × Rd → Rm×d funzioni
misurabili e supponiamo che verifichino le seguenti condizioni
(i) Condizione di Lipschitz: esiste una costante K tale che
|a(t, x)− a(t, y)| ≤ K|x− y|
|b(t, x)− b(t, y)| ≤ K|x− y|
per ogni x, y ∈ Rd e t ∈ [0, T ];
(ii) Condizione di crescita lineare: esiste una costante M tale che
|a(t, x)| ≤M(1 + |x|)
|b(t, x)| ≤M(1 + |x|)
per ogni x ∈ Rd e t ∈ [0, T ].
Allora c’è esistenza e unicità forte per l’equazione (1). Se inoltre, per
qualche p ≥ 2, E [|X0|p] <∞ la soluzione forte verifica anche
E
[
sup
t∈[0,T ]
|Xt|p
]
<∞.
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Segue un teorema che garantisce esistenza e unicità della soluzione relati-
va ad un’equazione differenziale stocastica più generale (la cui dimostrazione
è rimandata a [10]).
Teorema 2. Sia V = {V (t), t ∈ [0, T ]} un processo stocasticoM -dimensionale
continuo e adattato tale che
sup
t∈[0,T ]
E
[∣∣∣V (t)∣∣∣p] <∞
per ogni p ≥ 2. Supponiamo che a : RM×Rm → Rm, b : RM×Rm → Rm⊗Rd
siano funzioni misurabili e supponiamo che verifichino le seguenti condizioni
(i) Condizione di Lipschitz: esiste una costante K tale che
|a(x, y)− a(x, y′)| ≤ K|y − y′|
|b(x, y)− b(x, y′)| ≤ K|y − y′|
per ogni x ∈ RM e y, y′ ∈ Rm;
(ii) Condizione di crescita polinomiale: esiste una costante M tale che
|a(x, 0)| ≤M(1 + |x|ν)
|b(x, 0)| ≤M(1 + |x|ν)
per qualche intero ν ≥ 0, per ogni x ∈ RM .
Consideriamo poi un processo m-dimensionale continuo e adattato α =
{α(t), t ∈ [0, T ]} tale che
E
[
sup
t∈[0,T ]
|α(t)|p
]
<∞
per ogni p ≥ 2. Allora esiste un unico processo continuo e adattato m-
dimensionale Y = {Yt, t ∈ [0, T ]} che soddisfa la seguente equazione diffe-
renziale stocastica
Yt = α(t) +
∫ t
0
a(V (s), Ys)ds+
d∑
j=1
∫ t
0
bj(V (s), Ys)dW js .
Inoltre
E
[
sup
t∈[0,T ]
∣∣∣Yt∣∣∣p
]
≤ C
per ogni p ≥ 2.
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Capitolo 1
Il metodo di Eulero per SDE
1.1 Approssimazione numerica di SDE
Introduciamo l’idea di approssimazione di un processo di Ito¯, soluzione di
un’equazione differenziale stocastica. Per capire cosa questo significhi inizia-
mo subito parlando della più semplice approssimazione a tempi discreti di
un processo di Ito¯, l’approssimazione di Eulero. Tale approssimazione verrà
ripresa e analizzata nel dettaglio nel corso della tesi.
Consideriamo un processo di Ito¯ {Xt, 0 ≤ t ≤ T} che soddisfa l’equazione
differenziale stocastica
dXt = a(t,Xt)dt+ b(t,Xt)dWt
con 0 ≤ t ≤ T e valore iniziale noto X0.
Data una discretizzazione 0 = t0 < t1 < ... < tn < ... < tN = T dell’interval-
lo temporale [0, T ], un’approssimazione di Eulero è un processo stocastico a
tempi continui {Yt, 0 ≤ t ≤ T} che soddisfa il seguente schema iterativo
Yn+1 = Yn + a(tn, Yn)(tn+1 − tn) + b(tn, Yn)(Wtn+1 −Wtn), (1.1)
per n = 0, 1, ..., N − 1 e con valore iniziale
Y0 = X0,
dove abbiamo indicato con
Yn = Y (tn)
il valore dell’approssimazione in un tempo tn della discretizzazione dell’in-
tervallo [0, T ] sopra introdotta. Possiamo riscrivere
∆n = tn+1 − tn
per indicare l’n-esimo incremento del tempo e definiamo
δ = max
n
∆n
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il massimo intervallo di tempo nella discretizzazione. Consideriamo qui una
discretizzazione con tempi equidistanti, cioè consideriamo
tn = nδ
con δ = ∆n := TN per qualche intero N sufficientemente grande. Questa è
ovviamente la scelta più semplice che si possa fare; è possibile considerare
una discretizzazione in cui i tempi t0, t1, .., tN sono dei tempi aleatori. In
questo caso è necessario introdurre delle condizioni che assicurino una certa
regolarità della discretizzazione e garantiscano determinate misurabilità per
le variabili aleatorie Y0, Y1, .., YN ; in questa tesi tale caso non verrà trattato.
Tornando allo schema di Eulero sopra introdotto, osserviamo che, quando il
coefficiente di diffusione è identicamente nullo, cioè quando b ≡ 0, lo schema
iterativo stocastico (1.1) sopra definito coincide con il classico schema di
Eulero deterministico per l’equazione differenziale ordinaria
d
dt
x = a(t, x)
La sequenza {Yn, n = 0, 1, ..., N} di valori dell’approssimazione di Eulero
(1.1) nei tempi (t)δ = {tn, n = 0, 1, ..., N} può essere calcolata in modo simile
a quanto si è soliti fare nel caso deterministico. La principale differenza sta
nel fatto che nel caso stocastico, come si vede dalla descrizione dello schema,
è necessario generare degli incrementi casuali
∆Wn = Wtn+1 −Wtn ,
per n = 0, 1, .., N − 1, di un processo di Wiener W = {Wt, t ≥ 0}. Ciò
garantisce che in qualche senso viene mantenuta la struttura stocastica del
problema: pensare di approssimare un processo che per sua natura porta
con sé una parte aleatoria con qualcosa di deterministico risulterebbe quan-
tomeno strano.
Alla luce di queste notazioni riscriviamo in modo più sintetico lo schema di
Eulero (1.1):
Yn+1 = Yn + a(tn, Yn)∆n + b(tn, Yn)∆Wn, (1.2)
per n = 0, 1, .., N − 1.
Dato lo schema di Eulero (1.2) relativo ad una discretizzazione (t)δ, come
abbiamo visto, vengono determinati i valori del processo solo nei tempi re-
lativi alla discretizzazione. Può essere utile determinare in qualche modo i
valori del processo nei tempi intermedi con un appropriato metodo di in-
terpolazione. In generale noi considereremo il processo approssimazione di
Eulero a tempi continui Y determinato a partire dallo schema (1.2) e poi
interpolando con continuità, cioè
Y δt = Y δn +
∫ t
tn
a(tn, Y δn )ds+
∫ t
tn
b(tn, Y δn )dWs
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per t ∈ [tn, tn+1], n = 0, 1, .., N − 1, o in altri termini
Y δt = Y0 +
∫ t
0
a(η(s), Yη(s))ds+
∫ t
0
b(η(s), Yη(s))dWs (1.3)
dove
η(t) = tk se tk ≤ t < tk+1.
Abbiamo ora evidenziato anche che il processo che si ottiene a partire dal-
lo schema di Eulero sulla discretizzazione (t)δ ovviamente dipenderà dalla
discretizzazione stessa e in particolare dal passo di discretizzazione scelto
δ. Tale dipendenza spesso, per semplicità di notazione, non verrà indicata
esplicitamente.
A questo punto, avendo un’idea di cosa significhi approssimare un processo,
possiamo introdurre alcuni concetti generali, quali errore e convergenza, che
ci permettono di descrivere la qualità di un’approssimazione.
1.1.1 Approssimazione traiettoria per traiettoria
Di solito non conosciamo la soluzione di un’equazione differenziale stocastica
esplicitamente quindi procediamo con delle simulazioni per cercare di sco-
prire qualcosa circa la soluzione. Se conosciamo la soluzione esplicitamente
possiamo capire quanto la nostra simulazione si è avvicinata in qualche sen-
so alla soluzione esatta. Un modo per quantificare tale vicinanza è calcolare
il valore atteso della differenza tra l’approssimazione e il processo di Ito¯
soluzione dell’equazione al tempo T , cioè
 = E [|XT − YT |] . (1.4)
Tale errore ci dà una misura della vicinanza tra il valore al tempo finale di
un’approssimazione Y e il valore al tempo finale della soluzione X. Cerchia-
mo un’analogia con il caso deterministico: se il coefficiente di diffusione è
nullo, cioè b ≡ 0, e il valore iniziale X0 è deterministico il valore atteso nel
calcolo di  è superfluo. In questo caso quindi l’errore (1.4) coincide con il
classico errore deterministico, cioè l’errore globale di troncamento.
1.1.2 Approssimazione dei momenti
In molte situazioni pratiche non abbiamo la necessità di richiedere un’ap-
prossimazione così forte e così legata ad una visione deterministica. Ad
esempio potremmo essere interessati solo al calcolo dei momenti, delle pro-
babilità o di altri “oggetti” stocastici legati al processo di Ito¯. In quest’ottica
andiamo a considerare un altro errore
µ = E [YT ]− E [XT ] .
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Tale errore ci dà una misura della vicinanza tra il valore atteso dell’appros-
simazione al tempo finale e il valore atteso della soluzione al tempo finale e
ciò non presuppone una vicinanza nel senso considerato in precedenza.
1.1.3 Convergenza forte e convergenza debole
Un concetto fondamentale per descrivere qualitativamente un metodo di
approssimazione è quello di convergenza che è strettamente collegato al con-
cetto di errore relativo ad un’approssimazione prima introdotto.
Consideriamo un processo di Ito¯ X, un’approssimazione Y e l’errore assoluto
relativo a questi processi
 = E [|XT − YT |] .
Definizione 1.1. Diremo che un’approssimazione Y δ converge stretta-
mente a X al tempo T se
lim
δ↓0
E
[
|XT − Y δT |
]
= 0. (1.5)
Per capire quanto la convergenza sia “buona” e quindi per confronta-
re diverse approssimazioni abbiamo bisogno di quantificare la velocità di
convergenza.
Definizione 1.2. Diremo che un’approssimazione Y δ converge strettamente
con ordine γ > 0 al tempo T se esiste una costante positiva C, che non
dipende da δ, e esiste δ0 > 0 tale che
(δ) = E
[
|XT − Y δT |
]
≤ Cδγ (1.6)
per ogni δ ∈ (0, δ0).
Osserviamo che sia (1.5) che (1.6) sono naturali generalizzazioni della
definizione di convergenza e ordine di convergenza del caso deterministico.
Dall’errore traiettoria per traiettoria passiamo a considerare l’errore relativo
ai momenti
µ = E [YT ]− E [XT ] .
Come abbiamo già osservato tale errore misura la vicinanza dei momenti;
estendiamo tale concetto e consideriamo
E [g(YT )]− E [g(XT )]
in modo da avere una misura dell’approssimazione della distribuzione di XT .
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Definizione 1.3. Diremo che un’approssimazione Y δ converge debol-
mente a X al tempo T rispetto ad una classe C di funzioni test se abbiamo
lim
δ↓0
∣∣∣E [g(Y δT )]− E [g(XT )] ∣∣∣ = 0 (1.7)
per ogni g ∈ C.
Osserviamo che se la classe di funzioni C contiene tutti i polinomi que-
sta definizione implica la convergenza dei momenti di ogni ordine. Nel caso
deterministico la convergenza (1.7) con g(x) ≡ x si riduce alla convergenza
(1.5) quindi la possibilità di distinguere questi due tipi di convergenza è in-
trinseca nella natura stocastica del problema.
Anche in questo caso abbiamo bisogno di una definizione di velocità di con-
vergenza.
Definizione 1.4. Diremo che un’approssimazione Y δ converge debolmente
con ordine β > 0 a X al tempo T se per ogni g ∈ C2(β+1)p esiste una
costante positiva C, che non dipende da δ, e esiste δ0 > 0 tale che∣∣∣E [g(Y δT )]− E [g(XT )] ∣∣∣ ≤ Cδβ (1.8)
per ogni δ ∈ (0, δ0).
Osserviamo che in questa definizione è stata scelta come classe di funzioni
test lo spazio Clp (con l = 2(β + 1)), che denota lo spazio delle funzioni
differenziabili con continuità con tutte le derivate fino all’ordine l con crescita
polinomiale. Per la maggior parte degli scopi pratici è sufficiente considerare
tale classe, che ovviamente contiene tutti i polinomi.
1.2 Il metodo di Eulero
1.2.1 Convergenza forte
Dopo aver introdotto alcuni concetti generali relativi ad un’approssimazione
di un processo di Ito¯ possiamo addentrarci nello studio della convergenza di
un determinato schema numerico (già introdotto in precedenza) quello di
Eulero.
Consideriamo un processo di Ito¯ X che soddisfa la seguente equazione dif-
ferenziale stocastica
Xt = X0 +
∫ t
0
a(s,Xs)ds+
m∑
j=1
∫ t
0
bj(s,Xs)dW js .
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Per questa equazione verrà considerato il seguente schema numerico relativo
alla discretizzazione (t)δ dell’intervallo [0, T ]
Yn+1 = Yn + a(tn, Yn)∆ +
m∑
j=1
bj(tn, Yn)∆W j
detto schema di Eulero, o anche schema di Eulero-Maruyama, dove
∆ = tn+1 − tn
e inoltre
∆W j = W jtn+1 −W jtn
è una variabile aleatoria N(0,∆) data dagli incrementi dalla componente
j-esima di un processo di Wiener standard W su [tn, tn+1].
Volendo parlare di convergenza forte, lo schema di Eulero dà buoni risultati
numerici quando i coefficienti a e b sono “quasi costanti”. In generale non
è uno dei metodi migliori, infatti come vedremo nel prossimo teorema ha
ordine di convergenza pari a 1/2.
Teorema 1.2.1. Supponiamo che
E
[|X0|2] <∞,
E
[
|X0 − Y δ0 |2
]1/2 ≤ K1δ1/2,
|a(t, x)− a(t, y)|+ |b(t, x)− b(t, y)| ≤ K2|x− y|,
|a(t, x)|+ |b(t, x)| ≤ K3(1 + |x|),
|a(s, x)− a(t, x)|+ |b(s, x)− b(t, x)| ≤ K4(1 + |x|)|s− t|1/2
per ogni s, t ∈ [0, T ], x, y ∈ R e le costanti K1,K2,K3 e K4 non dipendono
da δ. Allora per l’approssimazione di Eulero Y δ vale la seguente stima
E
[
|XT − Y δT |
]
≤ K5δ1/2
dove la costante K5 non dipende da δ, cioè lo schema di Eulero converge
strettamente con ordine 1/2.
1.2.2 Convergenza debole
In questo paragrafo ci occuperemo della convergenza debole dello schema di
Eulero già introdotto
Yn+1 = Yn + a(tn, Yn)∆ +
m∑
j=1
bj(tn, Yn)∆W j
di cui sappiamo già l’ordine di convergenza forte. Grazie al legame con l’e-
quazione di Kolmogorov che verrà discusso in seguito si riesce a dimostrare
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che, se siamo interessati alla convergenza debole dello schema di Eulero mi-
glioriamo l’ordine di convergenza, in particolare avremo che tale schema è
convergente debolmente con ordine 1.
L’equazione differenziale stocastica
dXt = a(t,Xt)dt+
d∑
j=1
bj(t,Xt)dW jt (1.9)
è strettamente collegata a varie equazioni differenziali alle derivate parziali.
Qui esporremo, limitatamente ai nostri scopi, il legame che questa ha con la
cosiddetta equazione di Kolmogorov.
Definiamo i seguenti operatori
L =
d∑
j=1
aj∂xj +
1
2
d∑
j,l=1
Bj,l∂xj∂xl ,
e
L0 = ∂t +
d∑
j=1
aj∂xj +
1
2
d∑
j,l=1
Bj,l∂xj∂xl , (1.10)
dove abbiamo posto B(t, x) = b(t, x)b(t, x)T per ogni (t, x) ∈ [0, T ]× Rd.
Il problema della ricerca di una soluzione di un’equazione del tipo
∂tu+ Lu = 0 (1.11)
con condizione finale
u(T, x) = f(x), (1.12)
dove f : Rd → R è una funzione sufficientemente regolare, può essere risolto
con un metodo probabilistico: sotto opportune ipotesi definendo
u(s, x) = E
[
f(XT )
∣∣Xs = x] . (1.13)
otteniamo una soluzione del problema considerato.
Nel seguito verrà enunciato un teorema che ci garantisce che, sotto oppor-
tune ipotesi di regolarità per i coefficienti a e B, data una condizione finale
regolare esiste una soluzione per l’equazione (1.11) ed è definita proprio tra-
mite la formula (1.13). La regolarità di tale soluzione è la stessa regolarità
dei coefficienti e della funzione al tempo finale, f .
Teorema 1.2.2. Supponiamo che f ∈ C2(γ+1)p (Rd,R) per qualche γ = 1, 2, ...
e che Xt sia un processo di diffusione omogeneo con componenti del vettore
di drift e della matrice di diffusione aj e bj,l che appartengano allo spazio
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C
2(γ+1)
p (Rd,R) con derivate uniformemente limitate. Allora u : [0, T ]×Rd →
R definito da (1.13) è soluzione del problema definito da (1.11) e (1.12) e
inoltre ∂tu è continua e u(s, ·) appartiene a C2(γ+1)p (Rd,R) per ogni 0 ≤ s ≤
T .
D’altra parte, se abbiamo una soluzione del problema (1.11)-(1.12) allora
tale soluzione verifica la “formula di Kolmogorov” (1.13).
Enunciamo e dimostriamo un teorema che ci assicura quanto appena detto
in un caso semplificato: consideriamo l’equazione differenziale stocastica
dXt = a(t,Xt)dt+ dWt (1.14)
con condizione iniziale X0 = x ∈ Rd. Indichiamo con X0,x l’unica soluzione
(e in generale con Xs,x la soluzione dell’equazione (1.14) con condizione
iniziale Xs = x). Allora vale la seguente
Proposizione 1.2.1. Consideriamo l’equazione di Kolmogorov
∂
∂tu+
1
2∆u+ a · ∇u = 0
u |t=T= uT
Se u = u(t, x), soluzione del problema sopra considerato, appartiene a C1,2
e ha derivate ∂∂xiu limitate allora
u(t, x) = E
[
uT (Xt,xT )
]
per ogni (t, x) ∈ [0, T ]× Rd.
Dimostrazione. Grazie alla regolarità di u possiamo applicare la formula di
Ito¯ a u(t,X0,xt ) e abbiamo
du(t,X0,xt ) =
∂
∂t
udt+∇u · dXt + 12
d∑
i,j
∂2
∂xi∂xj
d〈Xi, Xj〉t
Osserviamo che
d〈Xi, Xj〉t = d〈W i,W j〉t = δi,jdt
e quindi, essendo X soluzione dell’equazione (1.14),
du(t,X0,xt ) =
∂
∂t
udt+∇u · (a(t,Xt)dt+ dWt) + 12∆udt
=
( ∂
∂t
u+ 12∆u+ a(t,Xt) · ∇u
)
dt+∇u · dWt
Essendo u soluzione dell’equazione di Kolmogorov otteniamo
du(t,X0,xt ) = ∇u · dWt
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che in forma integrale diventa
u(T,X0,xT ) = u(0, X
0,x
0 ) +
∫ T
0
∇u · dWt.
Allora, sfruttando la limitatezza delle derivate di u, abbiamo
E
[
uT (X0,xT )
]
= E
[
u(T,X0,xT )
]
= E
[
u(0, X0,x0 )
]
= E [u(0, x)] = u(0, x).
Osservazione. Per un quadro più completo e più generale è importante os-
servare che non sono note situazioni in cui il legame tra problema di Kol-
mogorov e equazione differenziale stocastica del tipo (1.9) non valga. La
proposizione precedente ci permette di vedere tale legame e quindi di scrive-
re la soluzione del problema (1.11)-(1.12) nella forma di Kolmogorov (1.13)
sfruttando semplicemente la formula di Ito¯ che richiede almeno regolarità
C2. Tuttavia tale dimostrazione è solo la più semplice: ne esistono altre che
verificano tale legame sotto ipotesi di regolarità più blande.
Con questi risultati sul problema di Kolmogorov è possibile mostrare
che, se i coefficienti verificano le ipotesi del Teorema 1.2.2 (quindi se appar-
tengono almeno allo spazio C4p), Eulero ha ordine di convergenza debole pari
a 1. In questo lavoro, però, si è scelto di dimostrare tale risultato sfruttando
“l’azione regolarizzante” dell’equazione di Kolmogorov. Per capire cosa in-
tendiamo per “azione regolarizzante” dell’equazione introduciamo lo spazio
H
(l)
T delle funzioni u : [0, T ] × Rd → R con derivate parziali ∂rt ∂sxu holde-
riane con ordine l − [l] in x e ordine l−2r−s2 in t per ogni 2r + s ≤ l, dove
l ∈ L := (0, 1) ∪ (1, 2) ∪ (2, 3). Sullo spazio H(l)T verrà usata la norma
‖ u ‖(l)T =
∑
2r+s≤[l]
sup
t,x
|∂rt ∂sxu(t, x)|
+
∑
2r+s=[l]
sup
t,x6=x′
( |∂rt ∂sxu(t, x)− ∂rt ∂sxu(t, x′)|
|x− x′|l−[l]
)
+
∑
0<l−2r−s<2
sup
t6=t′,x
( |∂rt ∂sxu(t, x)− ∂rt ∂sxu(t′, x)|
|t− t′|(l−2r−s)/2
)
.
Inoltre denoteremo con H(l) lo spazio delle funzioni u ∈ H(l)T che non dipen-
dono dal parametro temporale t e denoteremo con ‖ · ‖(l) la sua norma che
è ottenuta da ‖ · ‖(l)T sopra definita omettendo le dipendenze dal tempo.
Teorema 1.2.3. Sia l > 0 e supponiamo che i coefficienti dell’operatore
(1.10) appartengano allo spazio H(l)T e inoltre
〈B(t, x)ζ, ζ〉 ≥ λ|ζ|2.
18 Il metodo di Eulero per SDE
Allora per ogni f ∈ H(l+2) il seguente problema{
L0u = 0
u(T, x) = f(x)
(1.15)
ha unica soluzione e questa appartiene allo spazio H(l+2)T .
Osservazione. Questo risultato ci garantisce che partendo da coefficienti in
H
(l)
T si ottiene una funzione u, soluzione del problema (1.15), nello spazio
H
(l+2)
T : in qualche senso l’operatore L0 ha svolto un’azione regolarizzante.
Notiamo però che la funzione f della condizione finale ha per ipotesi la stessa
regolarità della soluzione a cui arriviamo.
Osservazione. In generale nel problema considerato nel precedente teorema
sarebbe necessario (per l’unicità della soluzione) inserire delle condizioni che
controllino la crescita della soluzione quando |x| → ∞ ma considerando solo
funzioni inH(l) tale problema non si pone in quanto sappiamo che in qualche
senso tendono a zero per |x| che tende ad infinito. In ogni caso, per ulteriori
dettagli si rimanda a [9].
A questo punto enunciamo e dimostriamo un lemma preliminare al teo-
rema sull’ordine di convergenza debole di Eulero.
Lemma 1.2.1. Supponiamo che a e B siano limitati. Allora per ogni γ ∈
(0, 1] esiste una costante positiva Kγ tale che∣∣∣∣E [f(s, Y δs )− f(tns , Y δns)∣∣∣Ftns ] ∣∣∣∣ ≤ Kγ ‖ f ‖(l)T δχ(l)
per ogni s ∈ [0, T ] e f ∈ H(l)T con l ∈ [γ, 1) ∪ (1, 2) ∪ (2, 3), dove
χ(l) =

l/2 se l ∈ (0, 1)
1/(3− l) se l ∈ (1, 2)
1 se l ∈ (2, 3)
e ns = max{n = 0, .., N : tn ≤ s}.
Dimostrazione. Sia ω ∈ C∞0 (Rd) una funzione regolare non negativa con
supporto {x ∈ Rd : |x| ≤ 1} e tale che ∫Rd ω(x)dx = 1. Per ogni  ∈ (0, 1)
definiamo il mollificatore
ω(x) =
1
d
ω(x

)
e per ogni h ∈ (0, 1) consideriamo la convoluzione
fh,(t, x) = 1
h
∫ t+h
t
∫
Rd
f(u ∧ T, y)ω(x− y)dydu
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per ogni (t, x) ∈ [0, T ]×Rd. Allora si verifica che si hanno le seguenti stime
sup
t,x
|f(t, x)− fh,(t, x)| ≤‖ f ‖(l)T (h(l/2)∧1 + l∧1),
sup
t,x
|∂tfh,(t, x)| ≤ K ‖ f ‖(l)T h(−1+l/2)∧0,
sup
t,x
|∂ixfh,(t, x)| ≤ K ‖ f ‖(l)T (l−i)∧0,
per i = 1, 2, dove K è una costante che non dipende da f ,l,  o h.
Nel seguito, come si è spesso già fatto, non espliciteremo la dipendenza del
processo di Eulero da δ, scriveremo quindi, per semplicità di notazione, Y
invece di Y δ.
∣∣∣∣E [f(s, Ys)− f(tns , Yns)∣∣∣Ftns ] ∣∣∣∣
≤
∣∣∣∣E [f(s, Ys)− fh,(s, Ys)∣∣∣Ftns ] ∣∣∣∣
+
∣∣∣∣E [fh,(s, Ys)− fh,(tns , Yns)∣∣∣Ftns ] ∣∣∣∣
+
∣∣∣∣E [fh,(tns , Yns)− f(tns , Yns)∣∣∣Ftns ] ∣∣∣∣.
E quindi
∣∣∣∣E [f(s, Ys)− f(tns , Yns)∣∣∣Ftns ] ∣∣∣∣
≤
∣∣∣∣E [fh,(s, Ys)− fh,(tns , Yns)∣∣∣Ftns ] ∣∣∣∣
+2 sup
t,x
|f(t, x)− fh,(t, x)|.
Applichiamo la formula di Ito¯ al secondo addendo e otteniamo
∣∣∣∣E [fh,(s, Ys)− fh,(tns , Yns)∣∣∣Ftns ] ∣∣∣∣
≤
∣∣∣∣E[ ∫ s
tns
∂tf
h,(u, Yu)du+
∫ s
tns
∂xf
h,(u, Yu)dYu
+12
∑
i,j
∫ s
tns
∂xi∂xjf
h,(u, Yu)d〈Y i, Y j〉u
∣∣∣Ftns]∣∣∣∣.
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Sostituendo il differenziale di Y otteniamo∣∣∣∣E [fh,(s, Ys)− fh,(tns , Yns)∣∣∣Ftns ] ∣∣∣∣
=
∣∣∣∣E[ ∫ s
tns
(
∂tf
h,(u, Yu) +
∑
i
ai(tns , Yns)∂xifh,(u, Yu)
+12
∑
i
Bi,i(tns , Yns)∂2xif
h,(u, Yu)
)
du
∣∣∣Ftns]∣∣∣∣.
Essendo a e B limitati per ipotesi, dalle stime scritte sopra otteniamo∣∣∣∣E [fh,(s, Ys)− fh,(tns , Yns)∣∣∣Ftns ] ∣∣∣∣ ≤ K ‖ f ‖(l)T (h(−1+l/2)∧0 + (l−2)∧0)δ,
dove K dipende sicuramente da a e da B ma non dipende da f ,l,  o h.
Quindi abbiamo∣∣∣∣E [f(s, Ys)− f(tns , Yns)∣∣∣Ftns ] ∣∣∣∣ ≤ 2 sup
t,x
|f(t, x)− fh,(t, x)|
+K ‖ f ‖(l)T (h(−1+l/2)∧0 + (l−2)∧0)δ
≤ ‖ f ‖(l)T (h(l/2)∧1 + l∧1)
+K ‖ f ‖(l)T (h(−1+l/2)∧0 + (l−2)∧0)δ.
La disuguaglianza precedente è vera per ogni , h ∈ (0, 1) quindi possiamo
scrivere∣∣∣∣E [f(s, Ys)− f(tns , Yns)∣∣∣Ftns ] ∣∣∣∣ ≤ K ‖ f ‖(l)T inf
h∈(0,1)
(
δh(−1+l/2)∧0 + h(l/2)∧1
)
+K ‖ f ‖(l)T inf
∈(0,1)
(
l∧1 + δ(l−2)∧0
)
.
Differenziando i tre casi per l’indice l si arriva alla stima che si vuole
dimostrare.
Siamo pronti per analizzare la convergenza debole di Eulero sotto le
ipotesi per cui, grazie all’azione regolarizzante spiegata dal Teorema 1.2.3,
si ha soluzione almeno H(l+2) per qualche l ∈ L.
Teorema 1.2.4. Sia Xt = {Xt, t ∈ [0, T ]} un processo di Ito¯ per cui esistono
tutti i momenti di XT , con
〈B(t, x)ζ, ζ〉 ≥ λ|ζ|2 (1.16)
per ogni t ∈ [0, T ] e x, ζ ∈ Rd e per qualche costante positiva λ. Supponiamo
inoltre che
a,B ∈ H(l)T , (1.17)
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per qualche l ∈ L. Sia Y δ = {Yt, t ∈ [0, T ]} l’approssimazione di Eulero
relativa alla discretizzazione (t)δ e sia g : Rd → R appartenente allo spazio
H(l+2). Allora ∣∣∣∣E [g(XT )]− E [g(Y δT )] ∣∣∣∣ ≤ Kδχ(l),
dove K è una costante che non dipende da δ e
χ(l) =

l/2 se l ∈ (0, 1)
1/(3− l) se l ∈ (1, 2)
1 se l ∈ (2, 3)
Osservazione. Notiamo che per avere ordine di convergenza β = 1 abbiamo
bisogno che a e B stiano nello spazio H(l), con l ∈ (2, 3): sostanzialmente
stiamo quindi richiedendo che i coefficienti siano differenziabile con conti-
nuità due volte con derivate limitate. Osserviamo anche che stiamo dimo-
strando che il metodo di Eulero converge debolmente (con ordine 1) rispetto
alla classe H(l+2) con l ∈ (2, 3).
Dimostrazione. Ricordiamo l’operatore precedentemente definito
L0 = ∂t +
d∑
k=1
ak∂xk +
1
2
d∑
k,l=1
Bk,l∂xk∂xl .
Dal Teorema 1.2.3 segue che esiste un’unica soluzione v ∈ H(l+2)T del seguente
problema
{
L0v = 0
v(T, x) = g(x)
con
‖ v ‖(l+2)T ≤ K ‖ g ‖(l+2) .
Essendo v sufficientemente regolare possiamo applicare la formula di Ito¯ e,
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sfruttando che v è soluzione del problema considerato sopra, otteniamo che
E [g(XT )] = E [v(T,XT )] = E
[
v(0, X0) +
∫ T
0
∂tv(t,Xt)dt
+
d∑
k=1
∫ T
0
∂xkv(t,Xt)dXkt +
1
2
d∑
k,l=1
∫ T
0
∂xk∂xlv(t,Xt)d〈Xk, X l〉t
]
= E
[
v(0, X0) +
∫ T
0
∂tv(t,Xt)dt+
d∑
k=1
∫ T
0
∂xkv(t,Xt)ak(t,Xt)dt
+
d∑
j,k=1
∫ T
0
∂xkv(t,Xt)bk,j(t,Xt)dW
j
t
+12
d∑
k,l=1
∫ T
0
∂xk∂xlv(t,Xt)Bk,j(t,Xt)dt
]
= E
[
v(0, X0) +
∫ T
0
(
∂tv(t,Xt) +
d∑
k=1
∂xkv(t,Xt)ak(t,Xt)
+12
d∑
k,l=1
∂xk∂xlv(t,Xt)Bk,j(t,Xt)
)
dt
]
= E [v(0, X0)]
e inoltre
E [g(YT )] = E [v(T, YT )] .
Quindi
∣∣∣∣E [g(XT )]− E [g(Y δT )] ∣∣∣∣ = ∣∣∣∣E [v(0, X0)]− E [v(T, YT )] ∣∣∣∣
=
∣∣∣∣E [v(T, YT )− v(0, Y0)] ∣∣∣∣.
Applichiamo nuovamente la formula di Ito¯ e sfruttiamo il fatto che L0v = 0
Il metodo di Eulero 23
per ottenere∣∣∣∣E [v(T, YT )− v(0, Y0)] ∣∣∣∣
=
∣∣∣∣E[ ∫ T0
(
∂tv(s,Xs) +
d∑
k=1
∂xkv(s, Ys)ak(tns , Yns)
+12
d∑
k,l=1
∂xk∂xlv(s, Ys)Bk,j(tns , Yns)
)
dt
]∣∣∣∣
=
∣∣∣∣E[ ∫ T0
(
∂tv(s, Ys) +
d∑
k=1
∂xkv(s, Ys)ak(tns , Yns)
+12
d∑
k,l=1
∂xk∂xlv(s, Ys)Bk,j(tns , Yns)− L0v(s, Ys)
)
dt
]∣∣∣∣.
Sviluppando l’operatore L0 otteniamo∣∣∣∣E [v(T, YT )− v(0, Y0)] ∣∣∣∣
=
∣∣∣∣E[ ∫ T0
( d∑
k=1
∂xkv(s, Ys){ak(tns , Yns)− ak(s, Ys)}
+12
d∑
k,l=1
∂xk∂xlv(s, Ys){Bk,j(tns , Yns)−Bk,j(s, Ys)}
)
dt
]∣∣∣∣
e quindi∣∣∣∣E [v(T, YT )− v(0, Y0)] ∣∣∣∣
≤
∫ T
0
∣∣∣∣E
[
d∑
k=1
∂xkv(s, Ys){ak(tns , Yns)− ak(s, Ys)}
] ∣∣∣∣ds
+12
∫ T
0
∣∣∣∣E
 d∑
k,l=1
∂xk∂xlv(s,Xs){Bk,j(tns , Yns)−Bk,j(s, Ys)}
 ∣∣∣∣ds.
Poniamo
H1 =
∫ T
0
∣∣∣∣E
[
d∑
k=1
∂xkv(s, Ys){ak(tns , Yns)− ak(s, Ys)}
] ∣∣∣∣ds
H2 =
1
2
∫ T
0
∣∣∣∣E
 d∑
k,l=1
∂xk∂xlv(s,Xs){Bk,j(tns , Yns)−Bk,j(s, Ys)}
 ∣∣∣∣ds
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e stimiamo ciascun addendo. Consideriamo H1: condizioniamo all’interno
del valore atteso e aggiungiamo e sottraiamo
d∑
k=1
∂xkv(tns , Yns)ak(tns , Yns)
e otteniamo quindi
H1 ≤
∫ T
0
E
[ d∑
k=1
∣∣∣∣E [ak(tns , Yns){∂xkv(s, Ys)− ∂xkv(tns , Yns)}∣∣∣Fns] ∣∣∣∣
+
d∑
k=1
∣∣∣∣E [ak(tns , Yns)∂xkv(tns , Yns)− ak(s, Ys)∂xkv(s, Ys)∣∣∣Fns] ]ds
Grazie al Lemma 1.2.1, osservando che ∂xkv e ak∂xkv appertengono a H
(l)
T ,
possiamo concludere che
H1 ≤ Cδχ(l).
Procediamo in modo analogo per H2: condizioniamo all’interno del valore
atteso e aggiungiamo e sottraiamo il termine
d∑
k,l=1
Bk,j(tns , Yns)∂xk∂xlv(tns , Yns).
Possiamo quindi maggiorare H2 con∫ T
0
E
[1
2
d∑
k,l=1
∣∣∣∣E [Bk,l(tns , Yns){∂xl∂xkv(s, Ys)− ∂xl∂xkv(tns , Yns)}∣∣∣Fns] ∣∣∣∣
+12
d∑
k,l=1
∣∣∣∣E[Bk,l(tns , Yns)∂xl∂xkv(tns , Yns)
−Bk,l(s, Ys)∂xl∂xkv(s, Ys)
∣∣∣Fns]∣∣∣∣]ds.
Applicando il Lemma 1.2.1 alle funzioni ∂xl∂xkv e Bk,l∂xl∂xkv, che grazie al
Teorema 1.2.3 e alla limitatezza di B stanno in H(l), otteniamo
H2 ≤ Cδχ(l).
In definitiva quindi abbiamo che∣∣∣∣E [g(XT )]− E [g(Y δT )] ∣∣∣∣ ≤ H1 +H2 ≤ Cδχ(l).
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Come già detto, è possibile mostrare che, se sostituiamo le ipotesi (1.16)
e (1.17) con ipotesi che garantiscano regolarità più alta per i coefficienti
dell’equazione differenziale stocastica, otteniamo comunque ordine di con-
vergenza di Eulero pari a 1. In particolare il seguente risultato ci dà la
convergenza debole di Eulero rispetto alla classe di funzioni test C4p.
Teorema 1.2.5. Sia Xt il processo di diffusione omogeneo definito dall’e-
quazione
dXt = a(Xt)dt+ b(Xt)dWt
con a e b nello spazio C4p e con derivate uniformemente limitate. Sia Y δ l’
approssimazione di Eulero relativa al processo X. Allora per ogni g ∈ C4p
esiste una costante C, indipendente da δ, tale che∣∣∣E [g(XT )− g(Y δT )] ∣∣∣ ≤ Cδ.
La dimostrazione considera la soluzione dell’equazione di Kolmogorov la
cui esistenza è garantita dal Teorema 1.2.2 piuttosto che ricorrere al Teorema
1.2.3 (per ulteriori dettagli si rimanda a [6]). Sostanzialmente entrambi gli
enunciati si poggiano quindi sul legame tra equazione differenziale stocastica
e equazione di Kolmogorov.
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Capitolo 2
Il calcolo di Malliavin
Lo scopo di questo capitolo è di introdurre il calcolo di Malliavin.
Inizialmente verrà descritto l’ambiente in cui lavoriamo, poi verrà definita
la derivata secondo Malliavin e mostrato un esempio particolarmente signi-
ficativo. In seguito si definirà la divergenza e quindi l’integrale di Skorohod.
Supponiamo che H sia uno spazio di Hilbert reale separabile il cui pro-
dotto scalare verrà denotato con 〈·, ·〉H . La norma di un elemento h ∈ H
sarà denotata con ‖ h ‖H .
Definizione 2.1. Diremo che un processo stocastico W = {W (h), h ∈ H}
definito su uno spazio di probabilità completo (Ω,F, P ) è un processo Gaus-
siano isonormale (o semplicemente processo Gaussiano su H) se W è una
famiglia di variabili aleatorie Gaussiane centrate tale che E [W (h)W (g)] =
〈h, g〉H .
Possiamo riguardare questa definizione come una generalizzazione di con-
cetti già noti. Infatti, consideriamo il caso base in cui H = L2(T,B, µ), dove
(T,B) è uno spazio misurabile e µ una misura σ-finita non-atomica, il pro-
cesso W dato dalla famiglia di variabili aleatorie {W (A), A ∈ B, µ(A) <∞}
è isonormale se W (A) ha distribuzione gaussiana e se, scegliendo A = [0, t]
e B = [0, s], E [W (A)W (B)] = E [W (t)W (s)] =
∫
T 1[0,t]1[0,s]dµ = t∧ s. Op-
pure se consideriamo {W (h) = ∫T hdW, h ∈ H} la proprietà chiave di essere
isonormale ci dà la nota formula di isometria della teoria dell’integrazione
di Ito¯: E [W (h)W (g)] = E [
∫
T hdW
∫
T gdW ] = E [
∫
T hgdµ]
2.1 L’operatore derivata
Sia W un processo Gaussiano isonormale associato ad uno spazio di Hilbert
H. Assumiamo che W sia definito su uno spazio di probabilità completo
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(Ω,F, P ), dove F è la σ-algebra generata da W .
Vogliamo introdurre il concetto di derivata DF di una variabile aleatoria di
quadrato integrabile F : Ω→ R. Questo significa che vogliamo differenziare
F rispetto ad una variazione di ω ∈ Ω. Non assumiamo che Ω abbia una
struttura di spazio topologico, bensì definiremo il concetto di derivata in
senso debole.
Denotiamo con C∞p (Rn) l’insieme delle funzioni infinitamente differenzia-
bili con continuità f : Rn → R tali che ogni derivata parziale abbia crescita
polinomiale.
Denotiamo con S la classe di variabili aleatorie F della forma
F = f(W (h1), ...,W (hn)) (2.1)
dove f appartiene allo spazio C∞p (Rn), h1, ..., hn sono in H e n ≥ 1; tali
variabili aleatorie verranno dette lisce.
Denoteremo invece con Sb e S0 la classe di variabili aleatorie della forma
(2.1) dove si ha rispettivamente che f è una funzione nello spazio C∞b (Rn)
(tutte le derivate parziali limitate) e C∞0 (Rn) (tutte le derivate parziali a
supporto compatto).
Definizione 2.2. La derivata di una variabile aleatoria liscia F della forma
(2.1) è una variabile aleatoria a valori in H data da
DF =
n∑
i=1
∂if(W (h1), ...,W (hn))hi.
Lemma 2.1.1. Supponiamo che F sia una variabile aleatoria liscia e h ∈ H.
Allora
E [〈DF, h〉H ] = E [FW (h)]
Dimostrazione. Assumiamo che h abbia norma unitaria. Siano e1, ..., en
elementi ortonormali di H con h = e1 e assumiamo che F sia una variabile
aleatoria liscia della forma
F = f(W (e1), ...,W (en))
dove f è in C∞p (Rn). Queste assunzioni non ledono la generalità della
dimostrazione in quanto
E [〈DF, ‖ h ‖ h〉H ] =‖ h ‖ E [〈DF, h〉H ] =‖ h ‖ E [FW (h)] = E [FW (‖ h ‖ h)]
dove l’ultima uguaglianza è vera grazie alla definizione di W .
Denotiamo con φ(x) la densità di una distribuzione normale standard su Rn,
ovvero
φ(x) = (2pi)−
n
2 exp(−12
n∑
i=1
x2i ).
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Allora abbiamo, ricordando che W è un processo Gaussiano isonormale e
sfruttando la formula d’integrazione per parti in Rn,
E [〈DF, h〉H ] = E
[
n∑
i=1
∂if(W (h1), ...,W (hn))〈ei, e1〉H
]
= E [∂1f(W (h1), ...,W (hn))〈e1, e1〉H ]
=
∫
Rn
∂1f(x1, ..., xn)φ(x1, ..., xn)dx
=
∫
Rn
f(x1, ..., xn)φ(x1, ..., xn)x1dx
= E [FW (e1)] = E [FW (h)]
Lemma 2.1.2. (Formula di integrazione per parti) Supponiamo che F e G
siano variabili aleatorie lisce e h ∈ H. Allora abbiamo
E [G〈DF, h〉H ] = E [−F 〈DG,h〉H + FGW (h)] .
Dimostrazione. Osserviamo preliminarmente che se F = f(W (h1), ...,W (hn))
e G = g(W (h1), ...,W (hn)) allora
D[FG] =
n∑
i=1
∂i[f(W (h1), ...,W (hn))g(W (h1), ...,W (hn))]hi
=
n∑
i=1
∂i[f(W (h1), ...,W (hn))]g(W (h1), ...,W (hn))]hi
+
n∑
i=1
f(W (h1), ...,W (hn))∂i[g(W (h1), ...,W (hn))]hi
= g(W (h1), ...,W (hn))
n∑
i=1
∂if(W (h1), ...,W (hn))hi
+f(W (h1), ...,W (hn))
n∑
i=1
∂ig(W (h1), ...,W (hn))hi
= [DF ]G+ F [DG]
A questo punto basta applicare il lemma precedente al prodotto FG, infatti
E [GFW (h)] = E [〈D[FG], h〉H ] = E [〈[DF ]G+ F [DG], h〉H ]
= E [G〈DF, h〉H ] + E [F 〈DG,h〉H ]
e quindi la tesi.
Ricordiamo che un operatore lineare A : D(A) ⊂ X → Y , dove X e Y
sono spazi di Banach , è detto chiuso se il suo grafico è chiuso, cioè se vale
la seguente proprietà
se xn ∈ D(A), xn → x e yn = Axn → y allora x ∈ D(A) e Ax = y
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Un operatore è detto chiudibile se ammette un prolungamento chiuso e si
può verificare che un operatore è chiudibile se verifica la seguente proprietà
se xn ∈ D(A), xn → 0 e yn = Axn → y allora y = 0.
Quando A è chiudibile chiameremo chiusura di A la minima estensione chiu-
sa, cioè l’operatore il cui grafico coincide con la chiusura del grafico di A.
Una conseguenza importante della cosiddetta formula di integrazione per
parti dimostrata in precedenza è la seguente
Proposizione 2.1.1. L’operatore D è chiudibile da Lp(Ω) in Lp(Ω;H) per
ogni p ≥ 1.
Dimostrazione. Sia {Fn, n ≥ 1} una successione di variabili aleatorie lisce
convergente a zero in Lp(Ω) e consideriamo la successione delle derivate DFn
convergente ad un certo elemento η ∈ Lp(Ω;H) . Vogliamo mostrare che η
è un elemento nullo di Lp(Ω;H). Sia quindi h ∈ H e sia F ∈ Sb tale che
FW (h) sia limitata (ad esempio, F = G exp(−W (h)2) dove G ∈ Sb e  > 0)
e , grazie alla formula di integrazione per parti, abbiamo
E [〈η, h〉HF ] = lim
n→∞E [〈DFn, h〉HF ]
= lim
n→∞E [−Fn〈DF, h〉H + FnFW (h)] = 0
in quanto Fn tende a zero in Lp(Ω) e FW (h) per l’ipotesi fatta è limitata e
〈DF, h〉H è limitata in quanto F ∈ Sb. Abbiamo quindi che η = 0.
Denotiamo con D1,p la chiusura della classe delle variabili aleatorie lisce
S rispetto alla norma
‖ F ‖1,p= (E [|F |p] + E [‖ DF ‖pH ])
1
p
e denoteremo sempre con D la chiusura dell’operatore derivata definito in
precedenza.
Per p = 2, lo spazio D1,2 è uno spazio di Hilbert con prodotto scalare
〈F,G〉1,2 = E [FG] + E [〈DF,DG〉H ] .
Possiamo dire quindi che F ∈ D1,2 se esiste una successione Fn di elementi di
S tale che Fn → F in L2(Ω) e la successione DFn è di Cauchy in L2(Ω;H):
si ha in tal caso che DF = limn→∞DFn.
A questo punto possiamo definire l’iterazione dell’operatore D in modo tale
da poter parlare di derivata “di ordine k” di una variabile aleatoria: DkF
sarà una variabile aleatoria a valori in H⊗k. Allora per ogni p ≥ 1 e per
ogni k ∈ N introduciamo una seminorma su S definita come
‖ F ‖k,p= (E [|F |p] +
k∑
j=1
E
[
‖ DjF ‖p
H⊗k
]
)
1
p .
Questa famiglia di seminorme gode delle seguenti proprietà:
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(i) ‖ F ‖k,p≤‖ F ‖j,q, per ogni F ∈ S, se p ≤ q e k ≤ j
(ii) l’operatore Dk è chiudibile da S in Lp(Ω;H⊗k), per ogni p ≥ 1
(iii) siano p, q ≥ 1, k, j ∈ N e sia Fn una successione di variabili aleatorie
lisce tale che ‖ Fn ‖k,p converge a zero al tendere di n ad infinito e
‖ Fn − Fm ‖j,q converge a zero al tendere di n,m ad infinito, allora
‖ Fn ‖j,q converge a zero al tendere di n ad infinito.
Denoteremo con Dk,p il completamento della famiglia di variabili aleato-
rie S rispetto alla norma ‖ · ‖k,p. Dalla proprietà (i) segue che Dk+1,p ⊂ Dk,q
per ogni k ≥ 0 e p > q. Inoltre definiamo ‖ · ‖0,p=‖ · ‖p e quindi
D0,p = Lp(Ω). In seguito considereremo inoltre lo spazio
D∞ = ∩p≥1 ∩k≥1 Dk,p.
Fissiamo un elemento h ∈ H. Possiamo definire l’operatore Dh sull’insieme
S di variabili aleatorie lisce come
DhF = 〈DF, h〉H .
Dal Lemma 2.1.2 , come si è fatto per l’operatoreD, si deduce che l’operatore
Dh è chiudibile da Lp(Ω) in Lp(Ω), per ogni p ≥ 1.
Proposizione 2.1.2. (Regola della catena) Sia ϕ : Rm → R una funzio-
ne differenziabile con continuità con derivate parziali limitate e sia p ≥ 1.
Supponiamo che F = (F 1, ..., Fm) sia un vettore aleatorio le cui componenti
appartengano allo spazio D1,p. Allora ϕ(F ) ∈ D1,p e
D(ϕ(F )) =
m∑
i=1
∂iϕ(F )DF i.
Dimostrazione. Sia Fn una successione di vettori aleatori le cui componenti
convergono in norma ‖ · ‖1,p alle componenti del vettore F e sia ϕ = ψ ∗ϕ
un’approssimazione regolarizzante di ϕ. Sappiamo allora che la regola della
catena vale per ϕ(Fn): concludiamo per convergenza che vale per ϕ(F ).
Proposizione 2.1.3. Sia ϕ ∈ C∞p (Rm). Supponiamo che F = (F 1, ..., Fm)
sia un vettore aleatorio le cui componenti appartengano allo spazio D∞.
Allora ϕ(F ) ∈ D∞ e
D(ϕ(F )) =
m∑
i=1
∂iϕ(F )DF i.
Per la dimostrazione del prossimo risultato si rimanda a [10].
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Lemma 2.1.3. Sia {Fn, n ≥ 1} una successione di variabili aleatorie in
D1,2 e supponiamo che Fn → F in L2(Ω) e che valga
sup
n
E
[
‖ DFn ‖2H
]
<∞.
Allora F appartiene allo spazio D1,2 e la successione di derivate {DFn, n ≥
1} converge a DF nella topologia debole di L2(Ω;H).
Proposizione 2.1.4. Sia ϕ : Rm → R una funzione tale che
|ϕ(x)− ϕ(y)| ≤ K|x− y|
per ogni x, y ∈ Rm. Supponiamo che F = (F 1, ..., Fm) sia un vettore alea-
torio le cui componenti appartengano allo spazio D1,2. Allora ϕ(F ) ∈ D1,2
ed esiste un vettore aleatorio G = (G1, ..., Gm) limitato da K tale che
D[ϕ(F )] =
m∑
i=1
GiDF
i.
Dimostrazione. Se ϕ è differenziabile con continuità allora il risultato è già
stato dimostrato (Proposizione 2.1.2). Procediamo quindi “regolarizzando”
la funzione ϕ. Sia αn(x) una successione di nuclei regolarizzanti della forma
αn(x) = nmα(nx), dove α è una funzione non negativa che appartiene allo
spazio C∞0 (Rm) con supporto nella palla unitaria e tale che
∫
Rm α(x)dx = 1.
Sia quindi ϕn = ϕ∗αn. Grazie all’azione regolarizzante e approssimante della
convoluzione, sappiamo che limn ϕn(x) = ϕ(x) uniformemente rispetto a x e
che le funzioni ϕn sono in C∞ con | 5ϕn| ≤ K. Quindi per ogni n abbiamo
D[ϕn(F )] =
m∑
i=1
∂iϕn(F )DF i
Notiamo che la successione ϕn(F ) converge a ϕ(F ) in L2(Ω) e la successione
{D[ϕn(F )]} è limitata in L2(Ω;H) infatti
sup
n
E
[
‖ D[ϕn(F )] ‖2H
]
≤ sup
n
E
[
| 5 ϕn|2 ‖ DF ‖2H
]
≤ K2 ‖ DF ‖2H .
Quindi dal Lemma 2.1.3 ϕ(F ) appartiene allo spazio D1,2 e la successione di
derivate {D[ϕn(F )]} converge nella topologia debole di L2(Ω;H) a D[ϕ(F )].
L’esistenza del vettore aleatorio G è garantita analogamente dal fatto che
la successione 5ϕn(F ) è limitata quindi esiste una sottosuccessione conver-
gente debolmente: tale limite è il vettore cercato G. Passando al limite si
ottiene quindi la tesi.
Osserviamo che grazie al precedente risultato riusciamo a recuperare un
ordine di derivazione nel senso di Malliavin rispetto ad una funzione ϕ che
a priori potrebbe non essere differenziabile.
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2.1.1 Un caso particolare
Per analizzare un caso particolare e importante in questo paragrafo suppo-
niamo che H = L2(T,B, µ), dove µ è una misura σ-finita non-atomica su
uno spazio misurabile (T,B). La derivata di una variabile aleatoria F ∈ D1,2
sarà un processo {DtF, t ∈ T} (identificando L2(Ω;H) con L2(T × Ω)).
Procediamo con un esempio: sia
F = f(W (t1), ...,W (tn))
dove f ∈ C∞p (Rn), t1, ..., tn ∈ T e W (ti) =
∫ ti
0 dWt = W (1[0,ti]). Quindi in
questo caso abbiamo
DF =
n∑
i=1
∂if(W (t1), ...,W (tn))1[0,ti].
Questo è un esempio molto esplicativo in quanto ci permette di interpretare
la derivata di Malliavin di una variabile aleatoria come derivata direzionale:
in particolare, per ogni h ∈ H, il prodotto scalare 〈DF, h〉H coincide con la
derivata direzionale di F lungo la direzione data da
∫ ·
0 h(s)ds (elemento di
H1). Infatti
〈DF, h〉H =
n∑
i=1
∂if(W (t1), ...,W (tn))〈1[0,ti], h〉H
=
n∑
i=1
∂if(W (t1), ...,W (tn))
∫ ti
0
h(s)ds
= d
d
F (ω + 
∫ ·
0
h(s)ds)
∣∣∣∣
=0
Enunciamo un risultato che sarà utile in seguito la cui dimostrazione è
rimandata a [10].
Proposizione 2.1.5. Sia F ∈ D1,2 e sia A ∈ B. Allora E [F |FA] appartiene
a D1,2 e abbiamo
Dt[E [F |FA]] = E [DtF |FA]1A(t)
quasi ovunque in T × Ω.
Corollario 2.1.1. Sia A ∈ B e supponiamo che F ∈ D1,2 sia FA- misurabile.
Allora DtF è nulla quasi ovunque in Ac × Ω.
Dimostrazione. Osserviamo che se F è FA- misurabile allora F = E [F |FA]
e quindi dalla proposizione precedente abbiamo
DtF = Dt[E [F |FA]] = E [DtF |FA]1A(t).
In particolare abbiamo che DtF è nulla quasi ovunque in Ac × Ω.
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2.2 L’operatore divergenza
In questa sezione andremo a considerare l’operatore divergenza che verrà
definito come l’aggiunto dell’operatore derivata. In seguito sarà interessante
osservare che, se scegliamo come spazio di Hilbert H uno spazio del tipo
L2(T,B, µ) , possiamo interpretare l’operatore divergenza come un integrale
stocastico (che verrà detto integrale di Skorohod) che generalizza in qualche
senso il classico integrale stocastico di Ito¯.
L’ambiente in cui definiamo tale operatore è lo stesso: abbiamo quindi un
processo Gaussiano isonormale W = {W (h), h ∈ H} associato ad uno spa-
zio di Hilbert H e assumiamo che W sia definito su uno spazio completo di
probabilità (Ω,F, P ), dove F è generata da W .
Nel precedente paragrafo è stato definito l’operatore D : D1,2 ⊆ L2(Ω) →
L2(Ω;H).
Definizione 2.3. Denotiamo con δ l’operatore aggiunto dell’operatore de-
rivata D. Abbiamo cioè che δ, detto operatore divergenza, è un operatore
su L2(Ω;H) a valori in L2(Ω) tale che:
(i) Il dominio di δ, Domδ, è l’insieme delle variabili aleatorie u ∈ L2(Ω;H)
tale che
|E [〈DF, u〉H ] | ≤ c ‖ F ‖2
per ogni F ∈ D1,2, dove c è una costante che dipende da u
(ii) Se u sta nel dominio di δ allora δ(u) è l’elemento di L2(Ω) caratteriz-
zato dalla seguente proprietà
E [Fδ(u)] = E [〈DF, u〉H ] (2.2)
per ogni F ∈ D1,2.
Seguiranno alcuni risultati sull’operatore divergenza e, come già detto,
metteremo in evidenza alcune caratteristiche che in qualche senso avvicinano
tale oggetto al già noto integrale stocastico di Ito¯.
Un primo “indizio” potrebbe essere il seguente: se nella (2.2) scegliamo
F = 1 otteniamo
E [δ(u)] = E [Fδ(u)] = E [〈DF, u〉H ] = 0
con u ∈ Dom(δ). Infatti se F = 1 dalla definizione di derivata di Malliavin
DF = 0 e quindi l’uguaglianza sopra scritta.
Consideriamo ora degli elementi “semplici” che appartengono al dominio di
δ e vediamo come agisce quest’operatore appena definito.
Denotiamo con SH la classe degli elementi elementari lisci, cioè gli elementi
della forma
u =
n∑
j=1
Fjhj ,
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dove Fj sono variabili aleatorie lisce e hj sono elementi nello spazio H.
Innanzitutto assicuriamoci che tali elementi stiano nel dominio di δ: sia
F ∈ D1,2
|E [〈DF, u〉H ] | =
∣∣∣∣E
〈DF, n∑
j=1
Fjhj〉H
 ∣∣∣∣ = ∣∣∣∣E
 n∑
j=1
Fj〈DF, hj〉H
 ∣∣∣∣
=
∣∣∣∣E
−F n∑
j=1
〈DFj , hj〉+ F
n∑
j=1
FjW (hj)
 ∣∣∣∣
≤ ‖ F ‖2‖ −
n∑
j=1
〈DFj , hj〉+
n∑
j=1
FjW (hj)) ‖2= c ‖ F ‖2
dove l’ultima uguaglianza è vera grazie alla formula di integrazione per parti
del Lemma 2.1.2. Deduciamo ora che
δ(u) =
n∑
j=1
FjW (hj)−
n∑
j=1
〈DFj , hj〉H
infatti, sia F ∈ D1,2,
E [〈DF, u〉H ] = E
〈DF, n∑
j=1
Fjhj〉H
 =
= E
−F n∑
j=1
〈DFj , hj〉+ F
n∑
j=1
FjW (hj)
 = E [Fδ(u)]
e quindi è verificata la (ii) della definizione (2.3) che caratterizza la diver-
genza.
Per la dimostrazione della prossima proposizione abbiamo bisogno di un
risultato preliminare che mette in luce una relazione di commutatività tra
l’operatore derivata e l’operatore divergenza.
Sia u ∈ SH , F ∈ S e h ∈ H allora abbiamo
Dh(δ(u)) = 〈u, h〉H + δ(Dhu) (2.3)
Infatti se
u =
n∑
j=1
Fjhj
abbiamo già osservato che
δ(u) =
n∑
j=1
FjW (hj)−
n∑
j=1
〈DFj , hj〉H
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e quindi
Dh(δ(u)) = Dh(
n∑
j=1
FjW (hj))−Dh(
n∑
j=1
〈DFj , hj〉H)
=
n∑
j=1
DhFjW (hj) +
n∑
j=1
FjD
hW (hj)−
n∑
j=1
〈D(DhFj), hj〉H
=
n∑
j=1
DhFjW (hj) +
n∑
j=1
Fj〈h, hj〉H −
n∑
j=1
〈D(DhFj), hj〉H
= 〈u, h〉H +
n∑
j=1
(DhFjW (hj)− 〈D(DhFj), hj〉H)
= 〈u, h〉H + δ(
n∑
j=1
DhFjhj) = 〈u, h〉H + δ(Dhu).
Proposizione 2.2.1. Lo spazio D1,2(H) è incluso nel dominio di δ. Se
u, v ∈ D1,2(H) allora
E [δ(u)δ(v)] = E [〈u, v〉H ] + E [Tr(Du ◦Dv)] .
Dimostrazione. Dimostriamo la formula prima nel caso in cui u, v ∈ SH , poi
concluderemo per convergenza.
Per la relazione di dualità abbiamo
E [δ(u)δ(v)] = E [〈v,D(δ(u))〉H ]
Sia {ei, i ≥ 1} un sistema ortonormale completo per H. Possiamo quindi
scrivere
E [〈v,D(δ(u))〉H ] = E
[ ∞∑
i=1
〈v, ei〉HDei(δ(u))
]
e applicando la relazione di commutatività (2.3) prima dimostrata e ancora
la formula di dualità otteniamo
E
[ ∞∑
i=1
〈v, ei〉HDei(δ(u))
]
= E
[ ∞∑
i=1
〈v, ei〉H(〈u, ei〉H + δ(Deiu))
]
= E [〈u, v〉H ] + E
 ∞∑
i,j=1
Dei〈u, ej〉HDej 〈u, ei〉H

= E [〈u, v〉H ] + E [Tr(Du ◦Dv)] .
Quindi come conseguenza abbiamo
E
[
δ(u)2
]
≤ E
[
‖ u ‖2H
]
+ E
[
‖ Du ‖2H⊗H
]
.
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Lo spazio D1,2(H) è incluso nel dominio di δ in quanto se u ∈ D1,2(H)
esiste una successione un ∈ SH che converge a u in L2(Ω) e Dun converge
a Du in L2(Ω;H ⊗H) e quindi grazie alla precedente disuguaglianza δ(un)
converge in L2(Ω) e il suo limite è δ(u).
Volendo estendere la relazione di commutatività prima citata ad una
classe più generale di variabili aleatorie abbiamo bisogno del seguente lemma
tecnico.
Lemma 2.2.1. Sia G una variabile aleatoria di quadrato integrabile. Sup-
poniamo che esista Y ∈ L2(Ω) tale che
E [Gδ(hF )] = E [Y F ]
per ogni F ∈ D1,2. Allora G ∈ Dh,2 e DhG = Y .
Proposizione 2.2.2. Supponiamo che u ∈ D1,2(H) e Dhu appartenga al
dominio della divergenza. Allora δ(u) ∈ Dh,2 e vale la relazione di commu-
tatività (2.3), cioè
Dh(δ(u)) = 〈u, h〉H + δ(Dhu)
Dimostrazione. Sia F ∈ D1,2, allora, usando la Proposizione 2.2.1, abbiamo
E [δ(u)δ(hF )] = E [〈u, hF 〉H + Tr(Du ◦D(hF )))]
= E
[
〈u, h〉HF + 〈Dhu,DF 〉H
]
.
Sfruttando la formula di dualità (2.2) otteniamo
E
[
〈u, h〉HF + 〈Dhu,DF 〉H
]
= E
[
〈u, h〉HF + δ(Dhu)F
]
.
A questo punto il lemma sopra enunciato ci permette di concludere che
Dh(δ(u)) = 〈u, h〉H + δ(Dhu),
cioè la tesi.
2.2.1 Integrale di Skorohod
In questa paragrafo supponiamo che H = L2(T,B, µ), dove µ è una misura
σ- finita non-atomica su uno spazio misurabile (T,B).
In questo caso gli elementi del dominio di δ sono processi di quadrato inte-
grabili nello spazio L2(T×Ω) e la divergenza δ(u) è detta integrale stocastico
di Skorohod del processo u e useremo la notazione
δ(u) =
∫
T
utdWt.
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Lo spazio D1,2(L2(T )), che verrà denotato con L1,2, coincide con la classe dei
processi u appartenenti allo spazio L2(T × Ω) tali che u(t) ∈ D1,2 per quasi
ogni t e esista una versione misurabile di Dsut che verifica la condizione
E
[∫
T
∫
T
(Dsut)2µ(ds)µ(dt)
]
<∞.
Dalla Proposizione 2.2.1 sappiamo che tale spazio è incluso nel dominio della
divergenza e inoltre L1,2 è uno spazio di Hilbert con la norma
‖ u ‖21,2,L2(T )=‖ u ‖2L2(T×Ω) + ‖ Du ‖2L2(T×T×Ω) .
Siano u e v due processi in L1,2 allora, sfruttando ancora la Proposizione
2.2.1 possiamo scrivere
E [δ(u)δ(v)] = E
[
〈u, v〉L2(T )
]
+ E [Tr(Du ◦Dv)]
=
∫
T
E [utvt]µ(dt) +
∫
T
∫
T
E [DsutDtus]µ(ds)µ(dt).
Per fare un’analogia con la teoria nota di Ito¯ supponiamo che T = [0,∞)
e che µ sia la misura di Lebesgue. Se u e v sono due processi adattati alla
filtrazione generata dal moto Browniano allora
E
[∫
T
utdWt
∫
T
vtdWt
]
= E [δ(u)δ(v)] =
∫
T
E [utvt] dt
infatti grazie al Corollario 2.1.1 risulta che∫
T
∫
T
E [DsutDtus] dsdt = 0
in quanto ut è Ft- misurabile e quindi Dsut = 0 per ogni s > t e viceversa
Dtus = 0 per ogni t > s.
Abbiamo quindi ritrovato la formula di isometria nota per gli integrali di
Ito¯.
Cerchiamo ora di capire in che senso l’operatore divergenza può essere inter-
pretato come integrale stocastico: sia u un processo elementare liscio, cioè
della forma
u(t) =
n∑
j=1
Fjhj(t),
dove ogni Fj è una variabile aleatoria liscia e gli elementi hj appartengono
allo spazio L2(T ). Abbiamo quindi
δ(u) =
n∑
j=1
FjW (hj)−
n∑
j=1
〈DFj , hj〉H
=
n∑
j=1
Fj
∫
T
hj(t)dWj −
n∑
j=1
∫
T
DtFjhj(t)µ(dt).
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Quello che abbiamo detto essere l’integrale di Skorohod nel caso in cui si
considerino dei processi elementari lisci può essere decomposto in due pezzi:
il primo dato da una combinazione di integrali stocastici, il secondo che
coinvolge l’operatore derivata. Se scendiamo ancora di più nel particolare
possiamo cogliere una “somiglianza” più netta tra i due concetti: siano hj
funzioni del tipo 1Aj e siano Fj variabili aleatorie FAcj -misurabili allora,
grazie al Corollario 2.1.1,
∫
T DtFjhj(t)µ(dt) = 0 e avremmo
δ(u) =
n∑
j=1
Fj
∫
T
hj(t)dWj =
n∑
j=1
Fj
∫
Aj
dWj =
∫
T
utdWt
Il prossimo risultato ci mostra che questo esempio non è un caso isolato ma
c’è una classe di processi per cui i due concetti, integrale stocastico di Ito¯ e
integrale di Skorohod (o divergenza), coincidono.
Proposizione 2.2.3. Sia u ∈ M2, cioè un processo progressivamente mi-
surabile tale che E
[∫
T u
2
tdt
]
< ∞. Allora u appartiene al dominio di δ e
inoltre
δ(u) =
∫
T
utdWt.
Dimostrazione. Bisogna provare che, data F ∈ D1,2, vale l’uguaglianza
E
[∫
T
DtFutdt
]
= E
[
F
∫
T
utdWt
]
ed è sufficiente verificarla considerando F = (h) = exp(W (h) − ‖h‖22 ), con
h ∈ H: si conclude poi per convergenza. Osserviamo subito che
DtF = Dt
(
exp(W (h)− ‖ h ‖
2
2 )
)
= exp(W (h)− ‖ h ‖
2
2 )Dt
(
W (h)− ‖ h ‖
2
2
)
= (h)h(t)
quindi quello che vogliamo provare diventa
E
[
(h)
∫
T
h(t)utdt
]
= E
[
(h)
∫
T
utdWt
]
cioè
E
[
(h)
∫
T
ut(dWt − h(t)dt)
]
= 0.
Per il teorema di Girsanov, sotto la probabilità P ∗ che ha densità (h)
rispetto a P , W ∗t = Wt −
∫ t
0 h(s)ds è un moto Browniano e quindi
E
[
(h)
∫
T
ut(dWt − h(t)dt)
]
= E∗
[∫
T
utdW
∗
t
]
= 0.
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La Proposizione 2.2.2 in questo caso può essere riformulata come segue.
Proposizione 2.2.4. Supponiamo che u ∈ L1,2. Assumiamo che per quasi
ogni t il processo {Dtus, s ∈ T} sia integrabile secondo Skorohod e che esista
una versione del processo {∫T DtusdWs, t ∈ T} che stia in L2(T×Ω). Allora
δ(u) ∈ D1,2 e abbiamo che
Dt(δ(u)) = ut +
∫
T
DtusdWs.
Procediamo ora enunciando alcuni risultati che verranno usati nel corso
della tesi: per la dimostrazione si rimanda a [10].
Proposizione 2.2.5. Sia F una variabile aleatoria in Dk,α con α > 1.
Supponiamo che DiF appartenga a Lp(Ω;H⊗i) per i = 0, 1, .., k e per qualche
p > α. Allora F ∈ Dk,p ed esiste una successione Gn ∈ P che converge a F
nella norma ‖ · ‖k,p.
Con la prossima proposizione abbiamo una disuguaglianza di Holder per
la norma ‖ · ‖k,p:
Proposizione 2.2.6. Sia F ∈ Dk,p, G ∈ Dk,q, per k ∈ N∗, 1 < p, q < ∞ e
sia r tale che 1p +
1
q =
1
r . Allora FG ∈ Dk,r e
‖ FG ‖k,r≤ cp,q,k ‖ F ‖k,p‖ G ‖k,q
Il prossimo risultato ci dice che un integrale di Ito¯ è differenziabile se e
solo se il suo integrando è differenziabile.
Proposizione 2.2.7. Sia W = {W (t), t ∈ [0, 1]} un moto browniano uni-
dimensionale. Consideriamo un processo adattato e di quadrato integrabile
u = {ut, t ∈ [0, 1]}, e sia Xt =
∫ t
0 usdWs. Allora il processo u appartiene
allo spazio L1,2 se e solo se X1 appartiene a D1,2. In questo caso il processo
X appartiene a L1,2 e abbiamo∫ t
0
E
[
|DsXt|2
]
ds =
∫ t
0
E
[
u2s
]
ds+
∫ t
0
∫ s
0
E
[
|Drus|2
]
drds,
per ogni t ∈ [0, 1].
Capitolo 3
Una dimostrazione
alternativa
In questo capitolo verranno dimostrati innanzitutto alcuni risultati di rego-
larità della soluzione di un’equazione differenziale stocastica: in particolare
scopriremo che questa è differenziabile secondo Malliavin.
Nel seguito verrà esposta una dimostrazione alternativa della convergenza
debole di Eulero: questa, piuttosto che basarsi sul legame tra equazione diffe-
renziale stocastica e equazione di Kolmogorov, sfrutta il calcolo di Malliavin
e in particolare la formula di dualità (2.2)
E [Fδ(u)] = E [〈DF, u〉] .
Nel precedente capitolo è stato esposto sinteticamente il calcolo di Mallia-
vin: il contesto in cui è stata sviluppata la teoria consiste in uno spazio di
probabilità completo (Ω,F, P ) in cui vive un processo isonormale Gaussiano
W = {W (h), h ∈ H} con H spazio di Hilbert. Qui supponiamo di essere
in uno spazio di probabilità canonico (Ω,F, P ) associato ad un processo di
WienerW = {W (t), t ∈ [0, T ]} su un intervallo finito [0, T ]. Questo significa
che Ω = C0([0, T ];R), P è la misura di Wiener e F è il completamento della
σ-algebra di Borel di Ω rispetto a P . Lo spazio di Hilbert H che stiamo
considerando è L2([0, T ];R). Contestualizziamo quindi alcuni “oggetti” e
alcune definizioni visti in precedenza (si veda anche il paragrafo 2.1.1).
Per allinearci con la definizione di processo isonormale considerato prima,
osserviamo che il processo di Wiener W = {W (t), t ∈ [0, T ]} è un processo
isonormale “indicizzato” nello spazio di Hilbert H = L2([0, T ];R), infatti
semplicemente si ha W (t) =
∫ t
0 dWs = W (1[0,t]). Consideriamo una variabi-
le aleatoria liscia F della forma F = f(W (t1), ..,W (tn)), con f ∈ C∞p (Rn) e
0 ≤ t1 < ... < tn ≤ T , allora la derivata di Malliavin sarà
DsF =
n∑
i=1
∂if(W (t1), ..,W (tn))1[0,ti](s).
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Inoltre
‖ F ‖1,p=
(
E [|F |p] + E
[( ∫ T
0
|DsF |pds
)p/2]) 1p
.
Il dominio dell’operatore divergenza δ è l’insieme di tutti i processi u ∈
L2([0, T ]× Ω) tali che ∣∣∣∣E
[∫ T
0
DtFutdt
] ∣∣∣∣ ≤ C ‖ F ‖2
e, nel caso in cui u stia nel dominio, δ(u) è caratterizzato dalla già citata
formula di dualità che, in questo contesto, diventa
E [δ(u)F ] = E
[∫ T
0
DtFutdt
]
. (3.1)
3.1 Differenziabilità della soluzione di una SDE
Consideriamo la seguente equazione differenziale stocastica
Xt = x0 +
∫ t
0
a(s,Xs)ds+
m∑
j=1
∫ t
0
bj(s,Xs)dW js (3.2)
dove a, bj : [0, T ]×R→ R, 1 ≤ j ≤ m sono funzioni misurabili che soddisfano
le seguenti condizioni:
(h1) ∑mj=1 |bj(t, x)−bj(t, y)|+|a(t, x)−a(t, y)| ≤ K|x−y| , per ogni x, y ∈ R
e t ∈ [0, T ]
(h2) t→ bj(t, 0) e t→ a(t, 0) sono limitate su [0, T ], con 1 ≤ j ≤ m
Sotto le ipotesi (h1) e (h2) per i coefficienti dell’equazione, grazie al Teo-
rema 1, è garantita l’esistenza e l’unicità della soluzione dell’equazione (3.2).
Inoltre sotto tali ipotesi è possibile mostrare che la soluzione della stessa al
tempo t ∈ [0, T ] appartiene allo spazio D1,∞ = ∩p≥1D1,p. In particolare sotto
queste ipotesi la dimostrazione segue dalla Proposizione 2.1.4. Per i nostri
scopi possiamo rafforzare le ipotesi sostituendo l’ipotesi (h1) con la seguente
ipotesi
(h1*) a e b sono differenziabili con continuità e inoltre
sup
t∈[0,T ]
∂
∂x
a(t, x) ≤ K, sup
t∈[0,T ]
∂
∂x
bj(t, x) ≤ K
per ogni x ∈ R e per ogni j = 1, ..,m
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in modo tale da dimostrare lo stesso risultato usando solo la Proposizione
2.1.2. Abbiamo quindi il seguente
Teorema 3.1.1. Sia X = {Xt, t ∈ [0, T ]} la soluzione dell’equazione (3.2)
con le condizioni sui coefficienti (h1∗) e (h2). Allora Xt appartiene a D1,∞
per ogni t ∈ [0, T ]. Inoltre
sup
0≤r≤t
E
[
sup
r≤s≤T
|DjrXs|p
]
< C (3.3)
e il processo DjrXt soddisfa la seguente equazione lineare:
DjrXt = bj(r,Xr) +
m∑
l=1
∫ t
r
∂
∂x
bl(s,Xs)Djr(Xs)dW ls (3.4)
+
∫ t
r
∂
∂x
a(s,Xs)Djr(Xs)ds (3.5)
per r ≤ t, e
DjrXt = 0
per r > t.
Dimostrazione. Dimostreremo la tesi considerando un intervallo di tempo
[0, T ] sufficientemente piccolo: ciò non lede la generalità della tesi in quanto
ogni ragionamento può essere ripercorso considerando un intervallo di tempo
successivo purché sufficientemente piccolo in quanto ogni costante che verrà
usata nelle stime sarà uniforme nel tempo.
Consideriamo le cosiddette approssimazioni di Picard date da
X0 = x0,
Xn+1(t) = x0 +
∫ t
0
a(s,Xn(s))ds+
m∑
j=1
∫ t
0
bj(s,Xn(s))dW js (3.6)
Proveremo per induzione su n la seguente proprietà:
(P) Xn(t) ∈ D1,∞, per n ≥ 0 e t ∈ [0, T ];
e inoltre, per ogni p > 1 abbiamo che
ψjn(t) := sup
0≤r≤t
E
[
sup
r≤s≤T
|DjrXn(s)|p
]
< C. (3.7)
Ovviamente la proprietà (P) è vera per n = 0. Supponiamo che sia vera
per n e dimostriamo che è vera per n+ 1.
Applicando la Proposizione 2.1.2 a Xn(t) (che per ipotesi sta nello spazio
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D1,∞) e alle funzioni a e bj deduciamo che bj(s,Xn(s)) e a(s,Xn(s)) appar-
tengono a D1,∞ e inoltre sappiamo esplicitare, grazie alla regola della catena
e al Corollario 2.1.1, la derivata di Malliavin, cioè abbiamo
Dr[bj(s,Xn(s))] =
∂
∂x
bj(s,Xs)Dr(Xn(s))1r≤s (3.8)
e
Dr[a(s,Xn(s))] =
∂
∂x
a(s,Xs)Dr(Xn(s))1r≤s. (3.9)
Così, ricordando la limitatezza delle derivate delle funzioni a e b (ipotesi
(h1*)) possiamo dire che {Dr[bj(s,Xn(s))], s ≥ r} e {Dr[a(s,Xn(s))], s ≥ r}
sono processi adattati, di quadrato integrabili e valgono
|Dr[bj(s,Xn(s))]| ≤ K|Dr(Xn(s))| (3.10)
e
|Dr[a(s,Xn(s))]| ≤ K|Dr(Xn(s))|. (3.11)
Ricordiamo che vogliamo mostrare che Xn+1(t), definito come
Xn+1(t) = x0 +
∫ t
0
a(s,Xn(s))ds+
m∑
j=1
∫ t
0
bj(s,Xn(s))dW js , (3.12)
appartiene a D1,∞ per ogni t ∈ [0, T ]. Mostriamo che ciò è vero per ogni
addendo in (3.12).
Usando la Proposizione 2.2.7 deduciamo che
∫ t
0 b
j(s,Xn(s))dW js appartiene
allo spazio D1,2 e grazie alla Proposizione 2.2.4, per r ≤ t abbiamo
Dlr[
∫ t
0
bj(s,Xn(s))dW js ] = bl(r,Xn(r)) +
∫ t
r
Dlr[bj(s,Xn(s))]dW js
D’altra parte sappiamo che
∫ t
0 a(s,Xn(s))ds sta in D1,2 in quanto Xn(t), per
ipotesi induttiva, vi appartiene e per r ≤ t abbiamo
Dlr[
∫ t
0
a(s,Xn(s))ds] =
∫ t
r
Dlr[a(s,Xn(s))]ds.
Per quanto riguarda la (3.7) abbiamo che
Dlr[Xn+1(t)] =
∫ t
r
Dlr[a(s,Xn(s))]ds+bl(r,Xn(r))+
m∑
j=1
∫ t
r
Dlr[bj(s,Xn(s))]dW js
(3.13)
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e quindi, sfruttando le stime (3.10) e (3.11) e la disuguaglianza di Doob
applicata agli integrali stocastici, otteniamo
E
[
sup
r≤s≤t
|Dlr[Xn+1(s)]|p
]
≤ cp
(
γp + E
[
sup
r≤s≤t
∣∣∣∣ ∫ s
r
Dlr[a(u,Xn(u))]du
∣∣∣∣p
]
+E
 sup
r≤s≤t
m∑
j=1
∣∣∣∣ ∫ s
r
Dlr[bj(u,Xn(u))]dW ju
∣∣∣∣p
)
≤ cp
(
γp + T p−1E
[
sup
r≤s≤t
∫ s
r
∣∣Dlr[a(u,Xn(u))]∣∣pdu
]
+cpE
 m∑
j=1
∫ t
r
∣∣Dlr[bj(u,Xn(u))]∣∣pdu
)
≤ cp
(
γp + T p−1E
[∫ t
r
∣∣Dlr[a(u,Xn(u))]∣∣pdu]
+cpE
 m∑
j=1
∫ t
r
∣∣Dlr[bj(u,Xn(u))]∣∣pdu
)
≤ cp
(
γp + T pC˜pKpE
[
sup
r≤s≤t
|Dlr[Xn(s)]|p
])
dove
γp = sup
n,j
E
[
sup
0≤t≤T
|bl(t,Xn(t))|p
]
<∞.
Se imponiamo che il tempo T sia sufficientemente piccolo, ad esempio se
supponiamo che T sia tale che cpT pC˜pKp ≤ 12 allora otteniamo che
ψn+1 ≤ cp
n∑
k=0
1
2k +
1
2n+1ψ0 ≤ C.
Così possiamo affermare che Xn(t) sono limitate in Lp uniformemente in n
per ogni p ≥ 2. D’altra parte sappiamo dalla dimostrazione classica del-
l’esistenza della soluzione dell’equazione differenziale stocastica considerata
che
E
[
sup
s≤T
|Xn(s)−Xs|p
]
−→ 0
Dalla Proposizione 2.2.5 deduciamo quindi che X(t) appartiene allo spazio
D1,∞ e l’equazione soddisfatta dal processo DrXt segue in modo analogo al
calcolo di (3.13).
Dimostrato questo primo risultato di differenziabilità della soluzione nel
senso di Malliavin ci chiediamo quali condizioni sia necessario imporre af-
finché si abbia una differenziabilità di ordine più alto; in particolare siamo
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interessati a garantire che la soluzione dell’equazione X(t) appartenga allo
spazio D2,∞ per ogni t ∈ [0, T ]. Per arrivare a questo risultato dimostriamo
un lemma generale preliminare.
Consideriamo i processi continui e adattati α = {α(r, t), t ∈ [r, T ]} e
V = {Vj(t), 0 ≤ t ≤ T, j = 0, ..,m} tali che α(r, t) e Vj(t) appartengano a
D1,∞ e soddisfino le seguenti stime:
sup
0≤r≤T
E
[
sup
r≤t≤T
|α(r, t)|p
]
< ∞ (3.14)
sup
0≤s≤T
E
[
sup
s≤t≤T
|DsVj(t)|p
]
< ∞ (3.15)
sup
0≤s,r≤T
E
[
sup
r∨s≤t≤T
|Dsα(r, t)|p
]
< ∞ (3.16)
per ogni p ≥ 2 e per ogni j = 0, ..,m.
Lemma 3.1.1. Siano {α(r, t), t ∈ [r, T ]} e V = {Vj(t), 0 ≤ t ≤ T, j =
0, ..,m} processi che soddisfano le condizioni scritte sopra. Sia Y = {Yt, r ≤
t ≤ T} la soluzione della seguente equazione differenziale stocastica lineare
Yt = α(r, t) +
m∑
j=1
∫ t
r
Vj(s)YsdW js +
∫ t
r
V0(s)Ysds. (3.17)
Allora Yt appartiene a D1,∞ e il processo DsYt soddisfa la seguente equazione
DjsYt = Djsα(r, t) + Vj(s)Ys1r≤s≤t
+
m∑
l=1
∫ t
r
[DjsVl(u)Yu + Vl(u)DjsYu]dW lu
+
∫ t
r
[DjsV0(u)Yu + V0(u)DjsYu]du.
Dimostrazione. Osserviamo innanzitutto che, grazie al Teorema 2, ha senso
parlare della soluzione relativa all’equazione (3.17). La dimostrazione della
differenziabilità di tale soluzione è del tutto analoga a quella della proposi-
zione precedente. L’equazione (3.17) infatti ha coefficienti lineari in Y e il
processo V (t) appartiene allo spazio D1,∞ per ipotesi. Quindi si conclude
allo stesso modo considerando che per le stime (3.10) e (3.11) ci vengono in
aiuto le ipotesi (3.14) (3.15) e (3.16).
Osservazione. Sotto le ipotesi del Lemma 3.1.1 la soluzione Y dell’equazione
(3.17) soddisfa le seguenti stime
E
[
sup
0≤t≤T
|Yt|p
]
< ∞
sup
0≤s≤t
E
[
sup
r≤t≤T
|Yt|p
]
< ∞
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per ogni p ≥ 2.
Teorema 3.1.2. Sia X la soluzione dell’equazione differenziale stocastica
(3.2). Supponiamo che i coefficienti a e bj siano funzioni differenziabili con
continuità in x e con derivate fino al secondo ordine limitate e a(t, 0) e
bj(t, 0) siano limitate. Allora X(t) appartiene a D2,∞ per ogni t ∈ [0, T ].
Dimostrazione. Dal Teorema 3.1.1 sappiamo che sotto tali ipotesi X(t) ap-
partiene a D1,∞: vogliamo mostrare che DsX(t) appartiene a D1,∞. Sempre
dal teorema precedente sappiamo che DsX(t) soddisfa la seguente equazione
DjrXt = bj(r,Xr) +
m∑
l=1
∫ t
r
∂
∂x
bl(s,Xs)Djr(Xs)dW ls
+
∫ t
r
∂
∂x
a(s,Xs)Djr(Xs)ds
Osserviamo quindi che questa è un’equazione della forma prevista nel Lem-
ma 3.1.1: verifichiamo che le ipotesi sui coefficienti di tale lemma sono
soddisfatte, cioè vogliamo verificare che
sup
0≤r≤T
E
[
sup
r≤t≤T
|bj(t,Xt)|p
]
< ∞
sup
0≤s≤T
E
[
sup
s≤t≤T
∣∣∣∣Ds[ ∂∂xbj(t,Xt)
]∣∣∣∣p
]
< ∞
sup
0≤s≤T
E
[
sup
s≤t≤T
∣∣∣∣Ds[ ∂∂xa(t,Xt)
]∣∣∣∣p
]
< ∞
Cosideriamo Ds
[
∂
∂xa(t,Xt)
]
, per l’altro si procede in modo analogo. Grazie
alla Proposizione 2.1.2 abbiamo che
Ds
∂
∂x
a(t,Xt) =
∂2
∂x2
a(t,Xt)DsXt1s≤t.
Quindi l’ipotesi di limitatezza è verificata grazie alla limitatezza della de-
rivata al secondo ordine di a e grazie alla stima (3.3) relativa a DsXt. Si
conclude quindi grazie al Lemma 3.1.1.
Soffermandosi sullo stretto legame tra regolarità delle derivate dei coef-
ficienti dell’equazione (3.2) e differenziabilità della soluzione nel senso di
Malliavin non sorprende il seguente risultato più generale
Teorema 3.1.3. Sia X la soluzione dell’equazione (3.2). Supponiamo che
i coefficienti a e b siano funzioni infinitamente differenziabili in x con deri-
vate di ogni ordine limitate e supponiamo che a(t, 0) e b(t, 0) siano limitate.
Allora X(t) appartiene a D∞ = ∩q≥1Dq,∞ per ogni t ∈ [0, T ].
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Passiamo ad analizzare il processo definito come approssimazione di Eu-
lero del processo X.
Ricordiamo che Y = {Yt, t ∈ [0, T ]} è l’approssimazione di Eulero relativa
alla soluzione di (3.2) se soddisfa
Yt = x0 +
∫ t
0
a(η(s), Yη(s))ds+
m∑
j=1
∫ t
0
bj(η(s), Yη(s))dW js (3.18)
dove, se {t0, ..., tN} è la discretizzazione dell’intervallo [0, T ],
η(t) = tk se tk ≤ t < tk+1.
Con la prossima proposizione osserviamo che se il coefficiente di drift
e il coefficiente di diffusione dell’equazione (3.2) soddisfano le ipotesi per
cui si ha differenziabilità secondo Malliavin della soluzione X allora anche
l’approssimazione di Eulero sarà differenziabile.
Proposizione 3.1.1. Sia Y = {Yt, t ∈ [0, T ]} l’approssimazione di Eulero
sopra definita, sotto le ipotesi (h1∗) e (h2) per i coefficienti, Yt appartiene
a D1,∞ per ogni t ∈ [0, T ] e inoltre
sup
0≤r≤t
E
[
sup
r≤s≤T
|DjrYs|p
]
< C (3.19)
Dimostrazione. Le verifiche necessarie per dimostrare questo risultato sono
molto simili a quelle relative alla soluzione X dell’equazione differenziale
stocastica.
Ricordiamo che l’approssimazione di Eulero soddisfa (anzi, è definito a
partire da) il seguente schema iterativo
Y0 = X0
Yn+1 = Yn + a(tn, Yn)∆n + b(tn, Yn)∆Wn
Si dimostra per induzione su n che Yn ∈ D1,∞ per ogni n seguendo lo stesso
ragionamento che si è seguito nella dimostrazione del Teorema 3.1.1 per
mostrare che le approssimazioni di Picard Xn, sotto le ipotesi (h1∗) e (h2)
per i coefficienti, appartengono allo spazio D1,∞. Sappiamo poi che
Yt = Yn +
∫ t
tn
a(tn, Yn)ds+
∫ t
tn
b(tn, Yn)dWs (3.20)
per ogni t ∈ [tn, tn+1). Quindi, seguendo sempre lo schema della dimostra-
zione del Teorema 3.1.1, abbiamo che, avendo osservato che Yn ∈ D1,∞ e
sfruttando le ipotesi sui coefficienti,
∫ t
tn
a(tn, Yn)ds e
∫ t
tn
b(tn, Yn)dWs appar-
tengono allo spazio D1,∞.
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Per la stima (3.19) è sufficiente notare che la derivata di Malliavin di Yn,
per ogni n = 0, 1, ..N , è limitata in Lp in quanto
DsYn+1 = DsYn+∂xa(tn, Yn)DsYn∆n+∂xb(tn, Yn)DsYn∆Wn+b(tn, Yn)1[tn,tn+1]
e quindi da (3.20) si conclude che vale la stima (3.19).
3.2 Convergenza debole del metodo di Eulero
In questa sezione torniamo ad analizzare l’ordine di convergenza debole del
metodo di Eulero. Ricordiamo che nel primo capitolo tale questione è sta-
ta già affrontata e si è dimostrato che il metodo di Eulero ha ordine di
convergenza pari a 1. Ora ci poniamo l’obiettivo di mostrare tale risultato
utilizzando il calcolo di Malliavin senza sfruttare il legame che c’è tra equa-
zione di Kolmogorov e soluzione dell’equazione differenziale stocastica.
Si è scelto di esporre prima la “dimostrazione” in un caso semplificato: af-
fronteremo la situazione in modo non rigoroso, evitando di addentrarci in
verifiche o dettagli matematici, per evidenziare l’idea e la strategia che ha
permesso di mostrare il risultato nel caso generale.
In seguito verrà formalizzato il teorema nel caso generale: la dimostrazione
è piuttosto lunga ma ripercorre sostanzialmente lo schema illustrato nel caso
informale e, ricorrendo ad opportune stime, si arriva alla disuguaglianza cer-
cata. In particolare, svolgendo i conti, viene utilizzata la formula di dualità
(3.1). Per applicare tale formula devono essere verificate ipotesi di regola-
rità: tali verifiche sono state rimandate, per non appesantire la trattazione,
al Lemma 3.2.1 che segue la dimostrazione del Teorema 3.2.1.
3.2.1 Approccio Informale
Consideriamo la seguente equazione:
Xt = x+
∫ t
0
b(Xs)dWs (3.21)
e cerchiamo di mostrare la stima sulla convergenza debole per questo pro-
blema semplificato.
Sia Yt l’approssimazione di Eulero relativa all’eq (3.21), ovvero
Yt = x+
∫ t
0
b(Yη(s))dWs,
dove, se {t0, ..., tN} è la discretizzazione dell’intervallo [0, T ],
η(t) = tk se tk ≤ t < tk+1
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e definiamo il “processo errore” Z = X − Y che soddisferà la seguente
equazione:
Zt =
∫ t
0
(b(Xs)− b(Yη(s)))dWs
=
∫ t
0
∫ 1
0
b′(vXs + (1− v)Yη(s))dv(Xs − Yη(s))dWs.
Ponendo
b1(t) =
∫ 1
0
b′(vXt + (1− v)Yη(t))dv
otteniamo
Zt =
∫ t
0
b1(s)(Xs − Yη(s))dWs
=
∫ t
0
b1(s)(Xs − Ys)dWs +
∫ t
0
b1(s)(Ys − Yη(s))dWs.
Compattando l’equazione soddisfatta dal processo errore, abbiamo
Zt =
∫ t
0
b1(s)ZsdWs +Gt (3.22)
dove abbiamo posto
Gt =
∫ t
0
b1(s)(Ys − Yη(s))dWs =
∫ t
0
b1(s)b(Yη(s))(Ws −Wη(s))dWs.
Sia ε l’esponenziale stocastico definito come soluzione della seguente
equazione
εt = 1 +
∫ t
0
b1(s)εsdWs.
Osserviamo che
d(ε−1t Zt) = ε−1t (dGt − b1(t)d〈G,W 〉t) (3.23)
infatti calcolando preliminarmente
d(ε−1t ) = −
1
ε2t
dεt +
1
ε3t
d〈ε, ε〉t
= −b1(t)
εt
dWt +
b21(t)
εt
dt
otteniamo
d(ε−1t Zt) = (dε−1t )Zt + ε−1t dZt + d〈ε−1, Z〉t
= −b1(t)
εt
ZtdWt +
b21(t)
εt
Ztdt+
b1(t)
εt
ZtdWt
+1
ε
dGt − b
2
1(t)
εt
Ztdt− b1(t)
εt
d〈G,W 〉t
= ε−1t (dGt − b1(t)d〈G,W 〉t).
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Dalla (3.23) deduciamo che
ε−1t Zt =
∫ t
0
ε−1s (dGs − b1(s)d〈G,W 〉s)
cioè riusciamo a scrivere esplicitamente il processo errore:
Zt = εt
∫ t
0
ε−1s (dGs − b1(s)d〈G,W 〉s).
Esplicitiamo il differenziale del processo G e otteniamo
Zt = εt
∫ t
0
ε−1s b1(s)b(Yη(s))(Ws −Wη(s))dWs
−εt
∫ t
0
ε−1s b1(s)d〈G,W 〉s
= εt
∫ t
0
ε−1s b1(s)b(Yη(s))(Ws −Wη(s))dWs
−εt
∫ t
0
ε−1s b1(s)2b(Yη(s))(Ws −Wη(s))ds.
Consideriamo ora una funzione sufficientemente regolare ϕ: siamo interessati
a stimare la differenza tra E [ϕ(YT )] e E [ϕ(XT )]. Utilizzando il teorema
della media riusciamo a scrivere
E [ϕ(XT )− ϕ(YT )] = E
[∫ 1
0
ϕ′(vXT + (1− v)YT )dvZT
]
= E [FTZT ]
dove
FT =
∫ 1
0
ϕ′(vXT + (1− v)YT )dv.
Sostituiamo l’espressione trovata in precedenza per il processo Z e abbiamo
E [FTZT ] = E
[
FT εT
∫ T
0
ε−1s b1(s)b(Yη(s))(Ws −Wη(s))dWs
]
−E
[
FT εT
∫ T
0
ε−1s b1(s)2b(Yη(s))(Ws −Wη(s))ds
]
.
A questo punto è importante la relazione di dualità (..riferimento..)
E [δ(u)F ] = E
[∫ T
0
DsFusds
]
52 Una dimostrazione alternativa
infatti, applicandola al primo addendo, abbiamo
E [FTZT ] = E
[
FT εT δ(ε−1s b1(s)b(Yη(s))(Ws −Wη(s)))
]
−E
[
FT εT
∫ T
0
ε−1s b1(s)2b(Yη(s))(Ws −Wη(s))ds
]
= E
[∫ T
0
Ds(FT εT )ε−1s b1(s)b(Yη(s))(Ws −Wη(s))ds
]
−E
[
FT εT
∫ T
0
ε−1s b1(s)2b(Yη(s))(Ws −Wη(s))ds
]
.
Continuiamo a manipolare l’espressione dell’“errore debole” ponendo
Us = (Ds(FT εT )− FT εT b1(s))ε−1s b1(s)b(Yη(s))
e sfruttando ancora la dualità:
E [FZT ] = E
[∫ T
0
Us(Ws −Wη(s))ds
]
= E
[∫ T
0
Us
∫ s
η(s)
dWuds
]
= E
[∫ T
0
∫ T
0
Du(Us)1[η(s),s]duds
]
= E
[∫ T
0
∫ s
η(s)
Du(Us)duds
]
Sotto opportune ipotesi di regolarità, l’intervallo di integrazione infinitesimo
ci permette di ottenere la seguente stima∣∣E [ϕ(XT )− ϕ(YT )] ∣∣ = ∣∣E [FZT ] ∣∣ ≤ Ch
3.2.2 Approccio Formale
Cosideriamo ora l’equazione più generale
Xt = x+
∫ t
0
a(Xs)ds+
∫ t
0
b(Xs)dWs (3.24)
e sia Yt l’approssimazione di Eulero
Yt = x+
∫ t
0
a(Yη(s))ds+
∫ t
0
b(Yη(s))dWs.
Notazione. Osserviamo che se ϕ è una funzione sufficientemente regolare,
grazie al teorema della media
ϕ(Xt)− ϕ(Yt) =
∫ 1
0
ϕ′(Yt + v(Xt − Yt))dv(Xt − Yt).
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Indichiamo
ϕ′(ξ1t ) =
∫ 1
0
ϕ′(Yt + v(Xt − Yt))dv
e nel seguito analoghe definizioni verranno sottintese con la scrittura
ξ1t ∼ [ϕ(Xt);ϕ(Yt)].
Teorema 3.2.1. Sia ϕ ∈ C3p . Supponiamo che i coefficienti dell’equazione
(3.24) a e b stiamo nello spazio C3b . Allora
| E [ϕ(Xt)− ϕ(Yt)] |≤ Ch,
dove C è una costante che dipende da ϕ ma indipendente dalla partizione pi
relativa alla discretizzazione, cioè il metodo di Eulero converge debolmente
con ordine 1.
Dimostrazione. La dimostrazione sarà strutturata sostanzialmente seguendo
lo schema dei calcoli informali fatti in precedenza, ovvero:
Passo 1:
Zt =
∫ t
0
ax(ξ2s )Zsds+
m∑
j=1
∫ t
0
bjx(η2s)ZsdW js
+
∫ t
0
ax(ξ3s )(Ys − Yη(s))ds+
m∑
j=1
∫ t
0
bjx(η3s)(Ys − Yη(s))dW js
Passo 2:
Zt = εt
∫ t
0
ε−1s (dHs − bx(η2t )d〈H,W 〉s)
dove
εt = 1 +
∫ t
0
ax(ξ2s )εsds+
m∑
j=1
∫ t
0
bjx(η2s)εsdW js
Passo 3: ∣∣E [ϕ(XT )− ϕ(YT )] ∣∣ = ∣∣∣E [ϕx(ξ1T )ZT ] ∣∣∣ ≤ Ch
Nel terzo passo verranno messe in evidenza alcune verifiche omesse in
precedenza i cui calcoli sono rimandati al Lemma 3.2.1 che segue la dimo-
strazione.
Passo 1: Definiamo Zt := Xt − Yt. Segue subito che
Zt =
∫ t
0
[a(Xs)− a(Yη(s))]ds+
m∑
j=1
∫ t
0
[bj(Xs)− bj(Yη(s))]dW js
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e quindi
Zt =
∫ t
0
[a(Xs)− a(Ys)]ds+
∫ t
0
[a(Ys)− a(Yη(s))]ds+
+
m∑
j=1
∫ t
0
[bj(Xs)− bj(Ys)]dW js +
m∑
j=1
∫ t
0
[bj(Ys)− bj(Yη(s))]dW js .
Ora, applicando il teorema della media, otteniamo la seguente equa-
zione per il processo Z
Zt =
∫ t
0
ax(ξ2s )(Xs − Ys)ds+
m∑
j=1
∫ t
0
bjx(η2s)(Xs − Ys)dW js
+
∫ t
0
ax(ξ3s )(Ys − Yη(s))ds+
m∑
j=1
∫ t
0
bjx(η3s)(Ys − Yη(s))dW js
=
∫ t
0
ax(ξ2s )Zsds+
m∑
j=1
∫ t
0
bjx(η2s)ZsdW js
+
∫ t
0
ax(ξ3s )(Ys − Yη(s))ds+
m∑
j=1
∫ t
0
bjx(η3s)(Ys − Yη(s))dW js
dove (secondo la notazione già introdotta)
ξ2t ∼ [a(Xt); a(Yt)] η2t ∼ [b(Xt); b(Yt)]
ξ3t ∼ [a(Yt); a(Yη(t))] η3t ∼ [b(Yt); b(Yη(t))].
Passo 2: Ponendo ora
Ht =
∫ t
0
ax(ξ3s )(Ys − Yη(s))ds+
m∑
j=1
∫ t
0
bjx(η3s)(Ys − Yη(s))dW js
l’equazione soddisfatta dal “processo errore” diventa
Zt =
∫ t
0
ax(ξ2s )Zsds+
m∑
j=1
∫ t
0
bjx(η2s)ZsdW js +Ht. (3.25)
La soluzione di un’equazione di questo tipo può essere scritta esplici-
tamente utilizzando l’esponenziale stocastico εt definito dall’equazione
εt = 1 +
∫ t
0
ax(ξ2s )εsds+
m∑
j=0
∫ t
0
bjx(η2s)εsdW js (3.26)
e allora la soluzione di (3.25) è
Zt = εt
∫ t
0
ε−1s (dHs −
m∑
j=0
bjx(η2s)d〈H,W j〉s). (3.27)
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Verifichiamo infatti che
d(ε−1Zt) = ε−1t (dHt −
m∑
j=0
bjx(η2t )d〈H,W j〉t)
da cui si deduce la (3.27). Calcoliamo preliminarmente
d(ε−1t ) = −
1
ε2t
dεt +
1
ε3t
d〈ε, ε〉t
= − 1
ε2t
(
ax(ξ2t )εtdt+
m∑
j=0
bjx(η2t )εtdW
j
t
)
+ 1
ε3t
( ‖ bx(η2t ) ‖2 ε2tdt)
= − 1
εt
(
ax(ξ2t )− ‖ bx(η2t ) ‖2
)
dt− 1
εt
m∑
j=0
bjx(η2t )dW
j
t
quindi abbiamo
d(ε−1t Zt) = (dε−1t )Zt + ε−1t dZt + d〈ε−1, Z〉t
= − 1
εt
Ztax(ξ2t )dt+
1
εt
‖ bx(η2t ) ‖2 Ztdt−
1
εt
Zt
m∑
j=0
bjx(η2t )dW
j
t
+ 1
εt
ax(ξ2t )Ztdt+
1
εt
m∑
j=1
bjx(η2t )ZtdW
j
t +
1
εt
dHt
−Zt 1
εt
‖ bx(η2t ) ‖2 dt−
1
εt
m∑
j=1
bjx(η2t )d〈H,W j〉t
= 1
εt
dHt − 1
εt
m∑
j=1
bjx(η2t )d〈H,W j〉t
Passo 3 Ricordiamo che
ϕ(XT )− ϕ(YT ) = ϕx(ξ1T )ZT
quindi per mostrare la tesi basta verificare che∣∣∣∣E [ϕx(ξ1T )ZT ] ∣∣∣∣ ≤ Ch.
Dall’espressione (3.27) abbiamo
E
[
ϕx(ξ1T )ZT
]
= E
[
ϕx(ξ1T )εT
∫ T
0
εs
−1dHs
−ϕx(ξ1T )εT
∫ T
0
εs
−1
m∑
j=0
bjx(η2s)d〈H,W j〉s
]
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e quindi, esplicitando i differenziali, otteniamo che E
[
ϕx(ξ1T )ZT
]
è
dato dalla seguente somma
E
[
ϕx(ξ1T )εT
∫ T
0
εs
−1ax(ξ3s )(Ys − Yη(s))ds
]
(3.28)
+E
ϕx(ξ1T )εT ∫ T
0
εs
−1
m∑
j=1
bjx(η3s)(Ys − Yη(s))dW js
 (3.29)
+E
ϕx(ξ1T )εT ∫ T
0
εs
−1
m∑
j=0
bjx(η2s)bjx(η3s)(Ys − Yη(s))ds
 .(3.30)
Osserviamo preliminarmente che
Ys − Yη(s) =
∫ s
η(s)
a(Yη(u))du+
m∑
j=1
∫ s
η(s)
bj(Yη(u))dW ju
= a(Yη(s))(s− η(s)) +
m∑
j=1
bj(Yη(s))(W js −W jη(s)).
Per ottenere la nostra stima è necessario passare ad analizzare ciascun
addendo. Iniziamo con (3.28)
∣∣∣∣E
[
ϕx(ξ1T )εT
∫ T
0
εs
−1ax(ξ3s )(Ys − Yη(s))ds
] ∣∣∣∣
≤
∣∣∣∣E
[
ϕx(ξ1T )εT
∫ T
0
εs
−1ax(ξ3s )a(Yη(s))(s− η(s))ds
] ∣∣∣∣
+
∣∣∣∣E
ϕx(ξ1T )εT ∫ T
0
εs
−1ax(ξ3s )
m∑
j=1
∫ s
η(s)
bj(Yη(u))dW juds
 ∣∣∣∣
=
∣∣∣∣E
[
ϕx(ξ1T )εT
∫ T
0
εs
−1ax(ξ3s )a(Yη(s))(s− η(s))ds
] ∣∣∣∣
+
∣∣∣∣E
∫ T
0
∫ s
η(s)
m∑
j=1
Dju[ϕx(ξ1T )εT εs−1ax(ξ3s )]bj(Yη(u))duds
 ∣∣∣∣
Osserviamo che l’uguaglianza scritta segue dalla formula di dualità
(3.1) ed è possibile applicare tale formula in quanto
- ϕx(ξ1T )εT εs−1ax(ξ3s ) ∈ D1,2;
- bj(Yη(u))1[η(s),s] sta nel dominio di δj e inoltre
δj(bj(Yη(u))1[η(s),s]) =
∫ s
η(s)
bj(Yη(u))dW ju .
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Rimandiamo entrambe le verifiche al Lemma 3.2.1 che segue.
Continuiamo la catena di disuguaglianze relative all’addendo (3.28)
∣∣∣∣E
[
ϕx(ξ1T )εT
∫ T
0
εs
−1ax(ξ3s )a(Yη(s))(s− η(s))ds
] ∣∣∣∣
+
∣∣∣∣E
[∫ T
0
∫ s
η(s)
Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] · b(Yη(u))duds
] ∣∣∣∣
≤ hTE
[∣∣ϕx(ξ1T )∣∣∣∣εT ∣∣ sup
s∈[0,T ]
∣∣εs−1∣∣∣∣ax(ξ3s )∣∣∣∣a(Yη(s))∣∣
]
+
∣∣∣∣ ∫ T0
∫ s
η(s)
E
[
Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] · b(Yη(u))
]
duds
∣∣∣∣
≤ hCE
[∣∣ϕx(ξ1T )∣∣2∣∣εT ∣∣2] 12 E
[
sup
s∈[0,T ]
∣∣∣εs−1∣∣∣2
] 1
2
+
∫ T
0
∫ s
η(s)
E
[
‖ Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] ‖2
] 1
2 E
[
‖ b(Yη(u)) ‖
] 1
2 duds
≤ hCE
[∣∣ϕx(ξ1T )∣∣4] 14 E [∣∣εT ∣∣4] 14 E
[
sup
s∈[0,T ]
∣∣∣εs−1∣∣∣2
] 1
2
+
∫ T
0
∫ s
η(s)
E
[
‖ Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] ‖2
] 1
2 E
[
‖ b(Yη(u)) ‖
] 1
2 duds.
Queste disuguaglianze seguono dalla disuguaglianza di Holder e dal-
l’uniforme limitatezza di a e ax (conseguenza dell’uniforme limitatezza
della derivata al primo ordine di a). A questo punto, ricordando che ε
e ε−1 sono soluzioni di equazioni differenziali stocastiche, il Teorema
2 ci dice che
E
[∣∣εT ∣∣4]1/4 < C
E
[
sup
s∈[0,T ]
∣∣εs−1∣∣2
]1/2
< C.
Inoltre essendo ϕ′ a crescita polinomiale, ricordando le stime del Teo-
rema 1 per i processi Xt e Yt si ha
E
[∣∣ϕx(ξ1T )∣∣4]1/4 < C
e quindi continuando le disuguaglianze relative all’addendo (3.28) ab-
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biamo
hCE
[∣∣ϕx(ξ1T )∣∣4] 14 E [∣∣εT ∣∣4] 14 E
[
sup
s∈[0,T ]
∣∣∣εs−1∣∣∣2
] 1
2
+
∫ T
0
∫ s
η(s)
E
[
‖ Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] ‖2
] 1
2 E
[
‖ b(Yη(u)) ‖
] 1
2 duds
≤ hC1 + h
∫ T
0
sup
u∈[0,T ]
E
[
‖ Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] ‖2
] 1
2
sup
u∈[0,T ]
E
[
‖ b(Yη(u)) ‖2
] 1
2 ds
≤ hC1 + ThC sup
u∈[0,T ]
sup
s∈[0,T ]
E
[
‖ Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] ‖2
] 1
2
≤ hC1 + ThC sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] ‖2
] 1
2
dove abbiamo sfruttato l’uniforme limitatezza di b. Si conclude, grazie
alla stima (3.32) nel Lemma 3.2.1 che ci garantisce che
sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] ‖2
]
< C.
In definitiva abbiamo che il primo addendo (3.28) può essere maggio-
rato con Ch.
Passiamo ad analizzare l’addendo (3.29)∣∣∣∣E
ϕx(ξ1T )εT ∫ T
0
εs
−1
m∑
j=1
bjx(η3s)(Ys − Yη(s))dW js
 ∣∣∣∣
≤
∣∣∣∣E
ϕx(ξ1T )εT ∫ T
0
εs
−1
m∑
j=1
bjx(η3s)a(Yη(s))(s− η(s))dW js
 ∣∣∣∣
+
∣∣∣∣E
ϕx(ξ1T )εT ∫ T
0
εs
−1
m∑
j=1
bjx(η3s)
m∑
k=1
∫ s
η(s)
bk(Yη(u))dW ku dW js
 ∣∣∣∣
=
∣∣∣∣E
[∫ T
0
Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1a(Yη(s))(s− η(s))ds
] ∣∣∣∣
+
∣∣∣∣E
[∫ T
0
Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1
m∑
k=1
∫ s
η(s)
bk(Yη(u))dW ku ds
] ∣∣∣∣.
L’uguaglianza segue dalla formula di dualità: le dimostrazioni delle
seguenti regolarità necessarie per poterla applicare sono rimandate al
Lemma 3.2.1
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- ϕx(ξ1T )εT ∈ D1,2
- bjx(η3s)εs−1a(Yη(s))(s− η(s)) sta nel dominio di δj e inoltre
δj
(
bjx(η3s)εs−1a(Yη(s))(s−η(s))
)
=
∫ T
0
εs
−1bjx(η3s)a(Yη(s))(s−η(s))dW js
- bjx(η3s)εs−1
∑m
k=1
∫ s
η(s) b
k(Yη(u))dW ku sta nel dominio di δj e inoltre
δj
(
bjx(η3s)εs−1
m∑
k=1
∫ s
η(s)
bk(Yη(u))dW ku
)
=
∫ T
0
εs
−1bjx(η3s)
m∑
k=1
∫ s
η(s)
bk(Yη(u))dW ku dW js .
Questa volta è necessario applicare nuovamente la formula di dualità
per “eliminare” l’integrazione stocastica rimasta, quindi
∣∣∣∣E
[∫ T
0
Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1a(Yη(s))(s− η(s))ds
] ∣∣∣∣
+
∣∣∣∣E
[∫ T
0
Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1
m∑
k=1
∫ s
η(s)
bk(Yη(u))dW ku ds
] ∣∣∣∣
=
∣∣∣∣E
[∫ T
0
Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1a(Yη(s))(s− η(s))ds
] ∣∣∣∣
+
∣∣∣∣E
[∫ T
0
∫ s
η(s)
Du[Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1] · b(Yη(u))duds
] ∣∣∣∣.
Come prima rimandiamo le seguenti verifiche al Lemma 3.2.1
- bj(Yη(u))1[η(s),s] sta nel dominio di δj
- Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1 ∈ D1,2
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Quindi continuando la catena di disuguaglianze otteniamo
∣∣∣∣E
[∫ T
0
Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1a(Yη(s))(s− η(s))ds
] ∣∣∣∣
+
∣∣∣∣E
[∫ T
0
∫ s
η(s)
Du[Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1] · b(Yη(u))duds
] ∣∣∣∣
≤
∣∣∣∣ ∫ T
0
E
[
Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1a(Yη(s))
]
(s− η(s))ds
∣∣∣∣
+
∣∣∣∣ ∫ T
0
∫ s
η(s)
E
[
Du[Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1] · b(Yη(u))
]
duds
∣∣∣∣
≤
∫ T
0
E
[‖ Ds[ϕx(ξ1T )εT ] ‖2] 12 E [‖ bx(η3s)εs−1a(Yη(s)) ‖2] 12 (s− η(s))ds
+
∫ T
0
∫ s
η(s)
E
[‖ Du[Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1] ‖2] 12 ·
·E [‖ b(Yη(u)) ‖2] 12 duds
≤ hC sup
s∈[0,T ]
E
[‖ Ds[ϕx(ξ1T )εT ] ‖2] 12 E
[
sup
s∈[0,T ]
‖ εs−1 ‖2
] 1
2
+h
∫ T
0
(
sup
u∈[0,T ]
E
[‖ Du[Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1] ‖2] 12 ·
· sup
u∈[0,T ]
E
[‖ b(Yη(u)) ‖2] 12 )ds
≤ hC sup
s∈[0,T ]
E
[‖ Ds[ϕx(ξ1T )εT ] ‖2] 12 E
[
sup
s∈[0,T ]
‖ εs−1 ‖2
] 1
2
+hC
∫ T
0
sup
u∈[0,T ]
E
[‖ Du[Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1] ‖2] 12 ds
Le disuguaglianze seguono dalla disuguaglianza di Holder e in parti-
colare nelle ultime abbiamo usato l’uniforme limitatezza di bx,a e b.
Come abbiamo già osservato dal Teorema 2 segue che
E
[
sup
s∈[0,T ]
∣∣εs−1∣∣2
]1/2
< C
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e quindi continuando le disuguaglianze
hC sup
s∈[0,T ]
E
[
‖ Ds[ϕx(ξ1T )εT ] ‖2
]1/2
E
[
sup
s∈[0,T ]
‖ εs−1 ‖2
]1/2
+hC
∫ T
0
sup
u∈[0,T ]
E
[
‖ Du[Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1] ‖2
]1/2
ds
≤ hC1 sup
s∈[0,T ]
E
[
‖ Ds[ϕx(ξ1T )εT ] ‖2
]1/2
+hTC sup
u∈[0,T ]
sup
s∈[0,T ]
E
[
‖ Du[Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1] ‖2
]1/2
.
Concludiamo che anche il secondo addendo (3.29), grazie alle stime
(3.34) e (3.31), può essere maggiorato da Ch.
Occupiamoci ora dell’addendo (3.30) :
∣∣∣∣E
ϕx(ξ1T )εT ∫ T
0
εs
−1
m∑
j=0
bjx(η2s)bjx(η3s)(Ys − Yη(s))ds
 ∣∣∣∣
≤
∣∣∣∣E
[
ϕx(ξ1T )εT
∫ T
0
εs
−1bx(η2s) · bx(η3s)
∫ s
η(s)
a(Yη(u))duds
] ∣∣∣∣
+
∣∣∣∣E
ϕx(ξ1T )εT ∫ T
0
εs
−1bx(η2s) · bx(η3s)
m∑
j=1
∫ s
η(s)
bj(Yη(u))dW juds
 ∣∣∣∣
=
∣∣∣∣E
[
ϕx(ξ1T )εT
∫ T
0
εs
−1bx(η2s) · bx(η3s)
∫ s
η(s)
a(Yη(u))duds
] ∣∣∣∣
+
∣∣∣∣E
[∫ T
0
∫ s
η(s)
Du[ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s)] · b(Yη(u))duds
] ∣∣∣∣
Avendo usato ancora la formula di dualità è necessario verificare che
- ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s) ∈ D1,2
- bj(Yη(u))1[η(s),s] sta nel dominio di δj
Rimandiamo tali verifiche al Lemma 3.2.1. Con stime simili a quelle
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relative agli altri due addendi otteniamo∣∣∣∣E
[
ϕx(ξ1T )εT
∫ T
0
εs
−1bx(η2s) · bx(η3s)
∫ s
η(s)
a(Yη(u))duds
] ∣∣∣∣
+
∣∣∣∣E
[∫ T
0
∫ s
η(s)
Du[ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s)] · b(Yη(u))duds
] ∣∣∣∣
≤ hE
[∫ T
0
∣∣ϕx(ξ1T )∣∣∣∣εT ∣∣∣∣εs−1∣∣ ‖ bx(η2s) ‖‖ bx(η3s) ‖ sup
u∈[0,T ]
∣∣a(Yη(u))∣∣ds
]
+
∣∣∣∣E
[∫ T
0
∫ s
η(s)
Du[ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s)] · b(Yη(u))duds
] ∣∣∣∣
≤ Ch
∫ T
0
E
[∣∣ϕx(ξ1T )∣∣∣∣εT ∣∣∣∣εs−1∣∣ ‖ bx(η2s) ‖‖ bx(η3s) ‖] ds
+
∣∣∣∣ ∫ T0
∫ s
η(s)
E
[
Du[ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s)] · b(Yη(u))
]
duds
∣∣∣∣
dove nell’ultima disuguaglianza si è subito sfruttata l’uniforme limita-
tezza di a. Continuando e sfruttando la limitatezza di bx e b e le stime
già richiamate per ε, ε−1 e ϕx(ξ1T ) abbiamo
Ch
∫ T
0
E
[∣∣ϕx(ξ1T )∣∣∣∣εT ∣∣∣∣εs−1∣∣ ‖ bx(η2s) ‖‖ bx(η3s) ‖] ds
+
∣∣∣∣ ∫ T0
∫ s
η(s)
E
[
Du[ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s)] · b(Yη(u))
]
duds
∣∣∣∣
≤ C1hTE
[∣∣ϕx(ξ1T )∣∣4] 14 E [∣∣εT ∣∣4] 14 E
[
sup
s∈[0,T ]
∣∣εs−1∣∣2
] 1
2
+
∫ T
0
∫ s
η(s)
E
[
‖ Du[ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s)] ‖2
] 1
2
E
[
‖ b(Yη(u)) ‖2
] 1
2 duds
≤ TCh+ hC
∫ T
0
sup
u∈[0,T ]
E
[
‖ Du[ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s)] ‖2
] 1
2 ds
≤ TCh+ hCT sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s)] ‖2
] 1
2
.
Con la stima (3.33) maggioriamo il terzo e ultimo addendo con Ch: abbiamo
quindi ottenuto che
∣∣E [ϕ(XT )− ϕ(YT )] ∣∣ = ∣∣E [ϕx(ξ1T )ZT ] ∣∣ ≤ Ch.
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Lemma 3.2.1. Siano a e b funzioni con derivate fino al terzo ordine limitate
allora, seguendo le notazioni introdotte in precedenza, si ha
(i) ϕx(ξ1T )εT ∈ D1,2 e inoltre
sup
s∈[0,T ]
E
[
‖ Ds[ϕx(ξ1T )εT ] ‖2
]
< C (3.31)
(ii) ϕx(ξ1T )εT εs−1ax(ξ3s ) ∈ D1,2 e inoltre
sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] ‖2
]
< C (3.32)
(iii) ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s) ∈ D1,2 e inoltre
sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s) ‖2
]
< C (3.33)
(iv) Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1 ∈ D1,2 e inoltre
sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1] ‖2
]
< C (3.34)
e inoltre
(v) bj(Yη(u))1[η(s),s] sta nel dominio di δj e inoltre
δj(bj(Yη(u))1[η(s),s]) =
∫ s
η(s)
bj(Yη(u))dW ju
(vi) bjx(η3s)εs−1a(Yη(s))(s− η(s)) sta nel dominio di δj e inoltre
δj
(
bjx(η3s)εs−1a(Yη(s))(s−η(s))
)
=
∫ T
0
εs
−1bjx(η3s)a(Yη(s))(s−η(s))dW js
(vii) bjx(η3s)εs−1
∑m
k=1
∫ s
η(s) b
k(Yη(u))dW ku sta nel dominio di δj e inoltre
δj
(
bjx(η3s)εs−1
m∑
k=1
∫ s
η(s)
bk(Yη(u))dW ku
)
=
∫ T
0
εs
−1bjx(η3s)
m∑
k=1
∫ s
η(s)
bk(Yη(u))dW ku dW js
Dimostrazione. Verifichiamo alcune regolarità che verranno opportunamen-
te sfruttate per dimostrare le tesi del lemma.
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- ϕx(ξ1T ) ∈ D1,∞ grazie alla Proposizione 2.1.3 infatti, ricordando che∫ 1
0 ϕ
′(Yt + v(Xt − Yt))dv = ϕx(ξ1t ), se definiamo
F : R2 → R
(x, y) 7→
∫ 1
0
ϕ′(y + v(x− y))dv
abbiamo
ϕx(ξ1T ) = F (XT , YT ).
Verifichiamo che le ipotesi della Proposizione 2.1.3 siano soddisfatte:
Fx(x, y) =
∫ 1
0
∂
∂x
ϕ′(y + v(x− y))dv =
∫ 1
0
ϕ′′(y + v(x− y))vdv
Fy(x, y) =
∫ 1
0
∂
∂y
ϕ′(y + v(x− y))dv =
∫ 1
0
ϕ′′(y + v(x− y))(1− v)dv.
Osserviamo che F ha derivate parziali a crescita polinomiale (essendo
ϕ′′ a crescita polinomiale) e (Xt, Yt) sta in D1,∞ in quanto valgono il
Teorema 3.1.1 e il Corollario 3.1.1; si conclude quindi applicando la
Proposizione 2.1.3 che ci dice anche che
Ds[ϕx(ξ1T )] = Fx(XT , YT )DsXT + Fy(XT , YT )DsYT
e quindi in particolare
sup
s∈[0,T ]
E
[
‖ Ds[ϕx(ξ1T )] ‖p
]
≤ C
(
sup
s∈[0,T ]
E [‖ Fx(XT , YT )DsXT ‖p]
+ sup
s∈[0,T ]
E [‖ Fy(XT , YT )DsYT ‖p]
)
.
Essendo Fx e Fy a crescita polinomiale, grazie alla stima del Teorema
1 applicato ai processi Xt e Yt, al Teorema 3.1.1 e al Corollario 3.1.1
concludiamo che
sup
s∈[0,T ]
E
[
‖ Ds[ϕx(ξ1T )] ‖p
]
≤ C (3.35)
per ogni p ≥ 2.
- ϕx(ξ1T ) ∈ D2,∞ segue come la verifica precedente osservando semplice-
mente che sotto le ipotesi di regolarità dei coefficienti a e b si ha che
(Xt, Yt) sta in D2,∞. Osserviamo che
Du[Ds(ϕx(ξ1T ))] = Du[Fx(XT , YT )DsXT ] +Du[Fy(XT , YT )DsYT ]
= (Fxx(XT , YT )DuXT + Fxy(XT , YT )DuYT )DsXT
+Fx(XT , YT )Du[DsXT ] + Fy(XT , YT )Du[DsYT ]
+(Fyx(XT , YT )DuXT + Fyy(XT , YT )DuYT )DsYT
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e quindi analogamente al caso precedente, ricordando il Teorema 3.1.2,
otteniamo
sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[Ds(ϕx(ξ1T ))] ‖p
]
≤ C (3.36)
per ogni p ≥ 2.
- ax(ξ2t ) ∈ D1,∞ grazie alla Proposizione 2.1.2 infatti, ricordando che∫ 1
0 a
′(Yt + v(Xt − Yt))dv = ax(ξ2t ), se definiamo
F : R2 → R
(x, y) 7→
∫ 1
0
a′(y + v(x− y))dv
abbiamo
ax(ξ2t ) = F (Xt, Yt).
Verifichiamo che le ipotesi della Proposizione 2.1.2 siano soddisfatte:
Fx(x, y) =
∫ 1
0
∂
∂x
a′(y + v(x− y))dv =
∫ 1
0
a′′(y + v(x− y))vdv
Fy(x, y) =
∫ 1
0
∂
∂y
a′(y + v(x− y))dv =
∫ 1
0
a′′(y + v(x− y))(1− v)dv
Osserviamo che F ha derivate parziali limitate (essendo a′′ limitata
per ipotesi) e (Xt, Yt) sta in D1,∞ in quanto valgono il Teorema 3.1.1 e
il Corollario 3.1.1; si conclude quindi applicando la Proposizione 2.1.2.
Tale proposizione ci permette di mostrare la seguente stima per la
derivata di Malliavin di ax(ξ2t )
sup
s∈[0,T ]
E
[
sup
t∈[s,T ]
|Dsax(ξ2t )|p
]
<∞ (3.37)
per ogni p ≥ 2. Infatti sappiamo che
Dsax(ξ2t ) = DsF (Xt, Yt) = Fx(Xt, Yt)DsXt + Fy(Xt, Yt)DsYt
e quindi
sup
s∈[0,T ]
E
[
sup
t∈[s,T ]
|Dsax(ξ2t )|p
]
= sup
s∈[0,T ]
E
[
sup
t∈[s,T ]
|Fx(Xt, Yt)DsXt
+Fy(Xt, Yt)DsYt|p
]
≤ sup
s∈[0,T ]
E
[
sup
t∈[s,T ]
|Fx(Xt, Yt)DsXt|p
+|Fy(Xt, Yt)DsYt|p
]
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Abbiamo già osservato che essendo a′′ limitata le derivate parziali di
F sono limitate, quindi, ricordando che
sup
0≤r≤t
E
[
sup
r≤s≤T
|DjrXs|p
]
< C, sup
0≤r≤t
E
[
sup
r≤s≤T
|DjrYs|p
]
< C
si ottiene la limitatezza della derivata di Malliavin di ax(ξ2t ), cioè la
stima (3.37).
- ax(ξ3t ) ∈ D1,∞, infatti, ricordando che
∫ 1
0 a
′(Yη(t) + v(Yt − Yη(t))dv =
ax(ξ3t ), avremmo
ax(ξ3t ) = F (Yt, Yη(t))
e quindi la conclusione segue in modo analogo alla verifica precedente.
Sempre seguendo la dimostrazione precedente si verifica che
sup
s∈[0,T ]
E
[
sup
t∈[s,T ]
|Dsax(ξ3t )|p
]
<∞ (3.38)
per ogni p ≥ 2.
- bx(η2t ) ∈ D1,∞ grazie alla Proposizione 2.1.2 infatti, ricordando che∫ 1
0 b
′(Yt + v(Xt − Yt))dv = bx(η2t ), se definiamo
F : R2 → R
(x, y) 7→
∫ 1
0
b′(y + v(x− y))dv
abbiamo
bx(η2t ) = F (Xt, Yt)
Verifichiamo che le ipotesi della Proposizione 2.1.2 siano soddisfatte:
Fx(x, y) =
∫ 1
0
∂
∂x
b′(y + v(x− y))dv =
∫ 1
0
b′′(y + v(x− y))vdv
Fy(x, y) =
∫ 1
0
∂
∂y
b′(y + v(x− y))dv =
∫ 1
0
b′′(y + v(x− y))(1− v)dv
Osserviamo che F ha derivate parziali limitate (essendo b′′ limitata
per ipotesi) e (Xt, Yt) sta in D1,∞ in quanto valgono il Teorema 3.1.1 e
il Corollario 3.1.1; si conclude quindi applicando la Proposizione 2.1.2.
Inoltre vale la seguente stima
sup
s∈[0,T ]
E
[
sup
t∈[s,T ]
|Dsbjx(η2t )|p
]
<∞ (3.39)
per ogni p ≥ 2. Come per la stima (3.37) questo segue dalla limitatezza
di b′′ e ricordando che
sup
0≤r≤t
E
[
sup
r≤s≤T
|DjrXs|p
]
< C, sup
0≤r≤t
E
[
sup
r≤s≤T
|DjrYs|p
]
< C.
Convergenza debole del metodo di Eulero 67
- bx(η3t ) ∈ D1,∞, infatti, ricordando che
∫ 1
0 b
′(Yη(t) + v(Yt − Yη(t))dv =
bx(η3t ), avremmo
bx(η3t ) = F (Yt, Yη(t))
e quindi la conclusione segue in modo analogo alla verifica precedente
così come segue la solita stima per la derivata
sup
s∈[0,T ]
E
[
sup
t∈[s,T ]
|Dsbjx(η3t )|p
]
<∞ (3.40)
per ogni p ≥ 2.
- εT ∈ D1,∞ infatti ricordiamo che l’esponenziale stocastico εt è stato
definito dalla seguente equazione
εt = 1 +
∫ t
0
ax(ξ2t )εsds+
m∑
j=0
∫ t
0
bjx(η2t )εsdW js
che è della forma considerata dal Lemma 3.1.1. Le ipotesi del lemma
sono soddisfatte in quanto ax(ξ2t ) ∈ D1,∞ e bjx(η2t ) ∈ D1,∞ e inoltre ,
per ogni p ≥ 2, si ha
sup
s∈[0,T ]
E
[
sup
t∈[s,T ]
|Dsax(ξ2t )|p
]
<∞
sup
s∈[0,T ]
E
[
sup
t∈[s,T ]
|Dsbjx(η2t )|p
]
<∞
per quanto si è già dimostrato in precedenza. Possiamo quindi appli-
care il Lemma 3.1.1 e concludere che εT ∈ D1,∞. Osserviamo inoltre
che si ha
sup
s∈[0,T ]
E [‖ Ds[εT ] ‖p] < C (3.41)
per ogni p ≥ 2.
- ε−1t ∈ D1,∞ infatti segue come per la verifica precedente osservando
che ε−1t soddisfa la seguente equazione
ε−1t = 1 +
∫ t
0
( ‖ bx(η2t ) ‖2 −ax(ξ2t ))ε−1s ds− m∑
j=0
∫ t
0
bjx(η2t )ε−1s dW js
e quindi applicando il Lemma 3.1.1 si ha la regolarità per ε−1t e inoltre
sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[ε−1s ] ‖p
]
< C (3.42)
per ogni p ≥ 2.
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- εT ∈ D2,∞, cioè DsεT ∈ D1,∞ infatti, considerando nuovamente il
Lemma 3.1.1 per il processo εt che è soluzione di
εt = 1 +
∫ t
0
ax(ξ2s )εsds+
m∑
j=0
∫ t
0
bjx(η2s)εsdW js
sappiamo che il processo Dsεt soddisfa la seguente equazione
Djsεt = bjx(η2s)εs1r≤s≤t
+
∫ t
r
[Djsax(ξ2u)εu + ax(ξ2u)Djsεu]du
+
m∑
l=1
∫ t
r
[Djsblx(η2u)εu + bx(η2u)Djsεu]dW lu
Quindi per verificare che DsεT ∈ D1,∞ è sufficiente controllare che
sup
s,r∈[0,T ]
E
[
sup
t∈[r∨s,T ]
|DrDsax(ξ2t )|p
]
<∞ (3.43)
sup
s,r∈[0,T ]
E
[
sup
t∈[r∨s,T ]
|DrDsbjx(η2t )|p
]
<∞ (3.44)
Seguendo i ragionamenti precedenti, se scriviamo ax(ξ2t ) = F (Xt, Yt),
dobbiamo verificare che le derivate al secondo ordine di F siano limi-
tate ma ciò segue dal fatto che a′′′ è limitata, infatti
Fxx(x, y) =
∫ 1
0
a′′′(y + v(x− y))v2dv
e analogamente per quanto riguarda le altre derivate di F . Osserviamo
inoltre che
sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[DsεT ] ‖p
]
< C (3.45)
per ogni p ≥ 2.
Siamo finalmente pronti per dimostrare effettivamente il lemma:
(i) Vogliamo mostrare che ϕx(ξ1T )εT ∈ D1,2. Per fare ciò è sufficiente
applicare la Proposizione 2.2.6, in quanto abbiamo precedentemen-
te mostrato che ϕx(ξ1T ) ∈ D1,∞ e εT ∈ D1,∞ quindi in particolare
ϕx(ξ1T ) ∈ D1,4 e εT ∈ D1,4. Per mostrare la stima (3.31) osserviamo
che
Ds[ϕx(ξ1T )] = Ds[ϕx(ξ1T )]εT + ϕx(ξ1T )Ds[εT ]
e quindi
sup
s∈[0,T ]
E
[
‖ Ds[ϕx(ξ1T )εT ] ‖2
]
≤ sup
s∈[0,T ]
E
[
‖ Ds[ϕx(ξ1T )] ‖2‖ εT ‖2
]
+ sup
s∈[0,T ]
E
[
‖ ϕx(ξ1T ) ‖2‖ Ds[εT ] ‖2
]
.
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Si conclude grazie alle stime (3.35) e (3.41).
(ii) Vogliamo mostrare che ϕx(ξ1T )εT εs−1ax(ξ3s ) ∈ D1,2. Seguendo il ragio-
namento precedente, applicando cioè la Proposizione 2.2.6, si conclude
in quanto ϕx(ξ1T ) ∈ D1,8,εT ∈ D1,8,εs−1 ∈ D1,8 e ax(ξ3s ) ∈ D1,8. Per
mostrare la stima (3.32) osserviamo che
Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] = Du[ϕx(ξ1T )]εT εs−1ax(ξ3s )
+ϕx(ξ1T )Du[εT ]εs−1ax(ξ3s )
+ϕx(ξ1T )εTDu[εs−1]ax(ξ3s )
+ϕx(ξ1T )εT εs−1Du[ax(ξ3s )]
e quindi
sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[ϕx(ξ1T )εT εs−1ax(ξ3s )] ‖2
]
≤
C sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[ϕx(ξ1T )]εT εs−1ax(ξ3s ) ‖2
]
+ sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ ϕx(ξ1T )Du[εT ]εs−1ax(ξ3s ) ‖2
]
+ sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ ϕx(ξ1T )εTDu[εs−1]ax(ξ3s ) ‖2
]
+ sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ ϕx(ξ1T )εT εs−1Du[ax(ξ3s )] ‖2
]
Si conclude grazie alle stime (3.35), (3.41), (3.42) e (3.38).
(iii) Vogliamo mostrare che ϕx(ξ1T )εT εs−1bx(η2s) ·bx(η3s) ∈ D1,2. Si conclude
analogamente grazie alle regolarità già verificate sopra. Per la stima
(3.33) osserviamo che
Du[ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s)] = Du[ϕx(ξ1T )]εT εs−1bx(η2s) · bx(η3s)
+ϕx(ξ1T )Du[εT ]εs−1bx(η2s) · bx(η3s)
+ϕx(ξ1T )εTDu[εs−1]bx(η2s) · bx(η3s)
+ϕx(ξ1T )εT εs−1Du[bx(η2s)] · bx(η3s)
+ϕx(ξ1T )εT εs−1bx(η2s) ·Du[bx(η3s)]
quindi, con ragionamenti analoghi ai precedenti, concludiamo, grazie
alle stime (3.35), (3.41), (3.42), (3.39) e (3.40), che
sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[ϕx(ξ1T )εT εs−1bx(η2s) · bx(η3s)] ‖2
]
< C.
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(iv) Vogliamo mostrare che Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1 ∈ D1,2. Grazie a
quanto già dimostrato sappiamo che ϕx(ξ1T ) ∈ D2,8 e εT ∈ D2,8 e quindi
per la Proposizione 2.2.6 ϕx(ξ1T )εT ∈ D2,4, cioè Ds[ϕx(ξ1T )εT ] ∈ D1,4.
Come prima si conclude in quanto bx(η3s) ∈ D1,8 e εs−1 ∈ D1,8. Per la
stima (3.34) osserviamo che
Du[Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1] = Du[Ds[ϕx(ξ1T )εT ]] · bx(η3s)εs−1
+Ds[ϕx(ξ1T )εT ] ·Du[bx(η3s)]εs−1
+Ds[ϕx(ξ1T )εT ] · bx(η3s)Du[εs−1]
quindi, grazie alle stime (3.36), (3.45), (3.40) e (3.42) concludiamo che
sup
u∈[0,T ]
E
[
sup
s∈[0,T ]
‖ Du[Ds[ϕx(ξ1T )εT ] · bx(η3s)εs−1] ‖2
]
< C
Per quanto riguarda invece la seconda parte delle tesi del lemma abbiamo
(v) bj(Yη(u))1[η(s),s] sta nel dominio di δj essendo limitata e quindi in par-
ticolare si ha δj(bj(Yη(u))1[η(s),s]) =
∫ T
0 b
j(Yη(u))1[η(s),s]dW js grazie alla
Proposizione 2.2.3.
(vi) bjx(η3s)εs−1a(Yη(s))(s− η(s)) sta nel dominio di δj in quanto
E
[∫ T
0
(
bjx(η3s)εs−1a(Yη(s))(s− η(s))
)2
ds
]
≤
E
[( ∫ T
0
(εs−1)4ds
)1/2( ∫ T
0
(
bjx(η3s)a(Yη(s))(s− η(s))
)4
ds
)1/2] ≤
TE
[(
sup
s∈[0,T ]
(εs−1)4
)1/2(
sup
s∈[0,T ]
(
bjx(η3s)a(Yη(s))(s− η(s))
)4)1/2] ≤
Th2CE
[(
sup
s∈[0,T ]
(εs−1)4
)1/2] ≤ Th2C˜
dove abbiamo sfruttato la limitatezza di a e di bx. Quindi, grazie alla
Proposizione 2.2.3, abbiamo
δj
(
bjx(η3s)εs−1a(Yη(s))(s−η(s))
)
=
∫ T
0
εs
−1bjx(η3s)a(Yη(s))(s−η(s))dW js
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(vii) bjx(η3s)εs−1
∑m
k=1
∫ s
η(s) b
k(Yη(u))dW ku sta nel dominio di δj in quanto,
sfruttando la limitatezza di b e di bx, si ha
E
[∫
T
(
bjx(η3s)εs−1
m∑
k=1
∫ s
η(s)
bk(Yη(u))dW ku
)2
ds
]
≤
E
[( ∫
T
(εs−1)4ds
)1/2( ∫
T
(bjx(η3s)
m∑
k=1
∫ s
η(s)
bk(Yη(u))dW ku )4ds
)1/2] ≤
cE
[(
sup
s∈[0,T ]
(εs−1)4
)1/2(
sup
s∈[0,T ]
m∑
k=1
(
∫ s
η(s)
bk(Yη(u))dW ku )4
)1/2] ≤
cE
[
sup
s∈[0,T ]
(εs−1)4
]1/2
E
[
sup
s∈[0,T ]
m∑
k=1
(
∫ s
η(s)
bk(Yη(u))dW ku )4
]1/2
≤
CE
[
m∑
k=1
(
∫ T
0
bk(Yη(u))2du)2
]1/2
≤ C˜
Si conclude grazie alla Proposizione 2.2.3 che
δj
(
bjx(η3s)εs−1
m∑
k=1
∫ s
η(s)
bk(Yη(u))dW ku
)
=
∫ T
0
εs
−1bjx(η3s)
m∑
k=1
∫ s
η(s)
bk(Yη(u))dW ku dW js
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Capitolo 4
Una generalizzazione e
conclusioni
4.1 Una generalizzazione: equazioni con ritardo
In questa sezione ci proponiamo di generalizzare la convergenza debole di
Eulero per equazioni del tipodXt = σ
( ∫ 0
−rXt+sdν(s)
)
dWt + b
( ∫ 0
−rXt+sdν(s)
)
dt t ≥ 0
Xt = ξt t ∈ [−r, 0]
(4.1)
dove r > 0, ξ ∈ C1([−r, 0],R) e ν è una misura finita. Un’equazione di
questa forma è detta equazione con ritardo (in inglese, delay equation).
Non verrà esposta una dimostrazione rigorosa (per la quale si rimanda a [4])
bensì ne presenteremo l’idea e cercheremo di capire che difficoltà si pongo-
no nel generalizzare la dimostrazione proposta in precedenza per equazioni
differenziali stocastiche standard.
Schematizziamo la dimostrazione della convergenza debole di Eulero esposta
nel terzo capitolo:
- riscriviamo l’errore debole tramite il teorema della media
- consideriamo il processo errore Z
- scriviamo l’equazione soddisfatta da Z
- esplicitiamo Z in funzione dell’esponenziale stocastico ε
- utilizziamo la formula di dualità del calcolo di Malliavin e arriviamo
alla stima cercata
Volendo ripercorrere questo schema per l’equazione (4.1) incontriamo una
difficoltà: non riusciamo ad esplicitare il processo errore. Vogliamo quindi
74 Una generalizzazione e conclusioni
dimostrare la convergenza debole senza scrivere esplicitamente Z. Per fare
questo abbiamo bisogno di alcuni risultati preliminari che, dandoci un’altra
formula di dualità, ci permetteranno di manipolare l’errore debole in modo
da arrivare alla nostra stima. Osserviamo che questa strada non lascia fuori
il calcolo di Malliavin che, ancora una volta, risulterà il punto chiave della
dimostrazione nelle stime finali.
Schematizziamo quindi la dimostrazione che seguiremo in questo caso:
- riscriviamo l’errore debole tramite il teorema della media
- consideriamo il processo errore Z
- scriviamo l’equazione soddisfatta da Z
- tramite la “nuova” formula di dualità riscriviamo l’errore debole
- utilizziamo la formula di dualità del calcolo di Malliavin e arriviamo
alla stima cercata
Nel seguito quindi verranno prima enunciati alcuni risultati preliminari che
vertono sostanzialmente a mostrare la formula di dualità che verrà usata
nella dimostrazione, seguiranno alcune stime e infine il teorema della con-
vergenza debole di Eulero.
Indicheremo al solito con H uno spazio di Hilbert separabile. Denotere-
mo poi con Lpa([0, T ];H) lo spazio di tutti i processi misurabili e adattati
tale che E
[∫ T
0 |Xt|pdt
]
< ∞ e con Sa([0, T ];H) spazio di tutti i processi Y
adattati a valori in H con traiettorie continue e tali che per ogni t ∈ [0, T ]
Yt è una variabile aleatoria liscia (seguendo la definizione data nel secondo
capitolo dedicato al calcolo di Malliavin).
4.1.1 Preliminari
Innanzitutto ricordiamo il teorema di rappresentazione di Ito¯ : se X è una
variabile aleatoria a valori in H, con E
[|X|2] <∞ allora
X = E [X] +
∫ T
0
Js(X)dWs,
dove J(X) appartiene a L2a([0, T ];H).
Consideriamo α e β operatori lineari continui su L2a([0, T ];H). Vogliamo
studiare la seguente equazione differenziale stocastica
dYt = α(Y )(t)dWt + β(Y )(t)dt+ dGt (4.2)
dove G ∈ L2a([0, T ];H).
Osserviamo che questa equazione è una generalizzazione dell’equazione (3.22)
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o di (3.25) . Questa, come già detto, è il punto critico della dimostrazione
per le equazioni con ritardo: non riusciamo a scrivere il processo Z in fun-
zione dell’esponenziale stocastico (o di un qualsiasi altro processo).
Per semplicità supponiamo che gli operatori considerati nella precedente
equazione verifichino la seguente ipotesi.
IPOTESI (A1) Per ogni p ≥ 2 esiste una costante Cp tale che, per ogni
t ∈ [0, T ], Y ∈ Lpa([0, T ];H)
E
[∫ t
0
|α(Y )(s)|pds
]
+ E
[∫ t
0
|β(Y )(s)|pds
]
≤ CpE
[∫ t
0
|Ys|pds
]
Il prossimo risultato garantisce, sotto l’ipotesi (A1), esistenza e unicità
della soluzione per l’equazione (4.2).
Proposizione 4.1.1. Supponiamo che gli operatori α e β soddisfino l’ipotesi
(A1) e sia p ≥ 2. Dato G, processo nello spazio Lpa([0, T ];H), l’equazione
(4.2) ha unica soluzione Y ∈ Lpa([0, T ];H) e inoltre abbiamo che
E
[∫ T
0
∣∣Yt∣∣pdt
]
≤ C¯pE
[∫ T
0
∣∣Gt∣∣pdt
]
,
dove C¯p è una costante che dipende solo da Cp (costante relativa all’ipotesi
(A1)) e da T.
Definiamo i seguenti operatori
A(Y )(t) =
∫ t
0
α(Y )(s)dWs
B(Y )(t) =
∫ t
0
β(Y )(s)ds
Si può dimostrare che vale
A∗(Z)(t) = α∗(J(
∫ T
0
Zsds))
B∗(Z)(t) = β∗(E
[∫ T
·
Zsds|F·
]
)
dove con A∗, B∗, α∗ e β∗ indichiamo gli operatori aggiunti di A, B, α e β
rispettivamente.
Il prossimo teorema è la formula di dualità che verrà applicata in seguito e
che ci permette di generalizzare la dimostrazione della convergenza debole
del metodo di Eulero alle equazioni con ritardo.
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Teorema 4.1.1. Sia G ∈ Lpa([0, T ];H) e sia Y il processo soluzione dell’e-
quazione (4.2).
(i) Se F = (Ft)0≤t≤T ∈ L2a([0, T ];H) allora
E
[∫ T
0
〈Ft, Yt〉dt
]
= E
[∫ T
0
〈θt, Gt〉dt
]
con θ = (I −A∗ −B∗)−1(F ).
(ii) Se φ è una variabile aleatoria a valori in H, di quadrato integrabile e
FT -misurabile allora
E [〈φ, YT 〉] = E [〈φ,GT 〉] + E
[∫ T
0
〈θ˜t, Gt〉dt
]
(4.3)
con θ˜ = (I −A∗ −B∗)−1(α∗(J(φ)) + β(E [φ|F·])).
Facciamo ora delle ipotesi di regolarità sugli operatori α e β che coinvol-
gono le derivate di Malliavin.
IPOTESI (A2) Per γ = α e γ = β e per ogni Z ∈ Sa([0, T ];H), il pro-
cesso γ∗(Z) è in D2,2 e per ogni u, v ∈ [0, T ] esistono gli operatori denotati
con Duγ∗ e D2uvγ∗ tali che per ogni Z ∈ Sa([0, T ];H)
Duγ
∗(Z) = (Duγ∗)(Z) + γ∗(DuZ)
D2uvγ
∗(Z) = (D2uvγ∗)(Z) + (Duγ∗)(DvZ) + (Dvγ∗)(DuZ) + γ∗(D2uvZ)
E inoltre, per questi operatori vale la seguente stima, per ogni q1, q2, con
1 ≤ q1, q2 ≤ 2,(
E
[∫ T
0
|Duγ∗(Z)(t)|q1 + |D2uvγ∗(Z)(t)|q1
])1/q1
≤ Cq1,q2
(
E
[∫ T
0
|Zt|q2dt
])1/q2
,
dove la costante Cq1,q2 non dipende da u e da v.
Nel seguito useremo la seguente notazione: sia Z ∈ D2,2 e siano u, v ∈ [0, T ]
allora
n(Z, u, v) = |Z|+ |DuZ|+ |DvZ|+ |D2uvZ|.
Proposizione 4.1.2. Supponiamo che valgano le ipotesi (A1) e (A2). Sia
F ∈ L2a([0, T ];H). Assumiamo che F abbia una modificazione Ft, tale che,
per ogni t ∈ [0, T ], Ft ∈ D2,2 e
sup
0≤u,v≤T
E
[∫ T
0
n(Ft, u, v)2dt
]
<∞.
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Allora esiste una modificazione di θ = (I −A∗−B∗)−1(F ) che soddisfa, per
1 ≤ p < q ≤ 2,
(
E
[∫ T
0
np(θt, u, v)dt
])1/p
≤ Kp,q
(
E
[∫ T
0
np(Ft, u, v)dt
])1/q
,
dove Kp,q è una costante che dipende da T e dalle costanti Cp e Cp,q relative
alle ipotesi (A1) e (A2).
Volendo applicare queste stime ad uno schema numerico è conveniente
adattare il risultato precedente ad una famiglia di operatori (αh, βh)h≥0.
Introduciamo qualche notazione: indicheremo con A1,2 lo spazio di tutti gli
operatori (α, β) che soddisfano le ipotesi (A1) e (A2), e inoltre, per ogni
(α, β) ∈ A1,2, indicheremo con Cp(α, β) e con Cq1,q2(α, β) la più piccola
costante relativa rispettivamente all’ipotesi (A1) e all’ipotesi (A2).
Corollario 4.1.1. Sia (αh, βh)h≥0 una famiglia di operatori in A1,2 tale
che, per ogni p ∈ [2,∞) e per ogni 1 ≤ q1 ≤ q2 ≤ 2, si ha
lim
h→0
Cp(αh − α, βh − β) = 0, lim
h→0
Cq1,q2(αh − α, βh − β) = 0.
Se (F h)h≥0 è una famiglia di processi adattati che soddisfano
sup
0≤u,v≤T
E
[∫ T
0
n(F ht , u, v)2dt
]
<∞
e inoltre
lim
h→0
sup
0≤u,v≤T
E
[∫ T
0
n(F ht − F 0t , u, v)2dt
]
= 0
allora, se θh = (I −A∗h −B∗h)−1(F h), per ogni p ∈ [1, 2), abbiamo
lim
h→0
sup
0≤u,v≤T
E
[∫ T
0
n(θht − θ0t , u, v)pdt
]
= 0.
4.1.2 Il metodo di Eulero per equazioni con ritardo
Vogliamo approssimare la soluzione di un’equazione con ritardo del tipo
dXt = σ(
∫ 0
−r
Xt+sdν(s))dWt + b(
∫ 0
−r
Xt+sdν(s))dt (4.4)
con Xs = ξs per s ∈ [−r, 0].
Consideriamo lo schema di Eulero:
dYt = σ(
∫ 0
−r
Yη(t)+η(s)dν(s))dWt + b(
∫ 0
−r
Yη(t)+η(s)dν(s))dt
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con Ys = ξs per s ∈ [−r, 0].
Osserviamo che se ν è la misura di Dirac in 0 allora l’equazione (4.4) diventa
l’equazione standar considerata nei precedenti capitoli.
Nel seguito assumeremo che f , σ e b sono funzioni in C3b .
Lemma 4.1.1. Sia (Uhs ) una famiglia di processi FT -misurabili tale che,
per ogni s ∈ [0, T ] e per ogni h ∈ [0, 1], Uhs ∈ D1,2. Assumiamo che, per
qualche p > 1, abbiamo
lim
h→0
E
[∫ T
0
|Uhs − U0s |pds
]
= 0
e inoltre
lim
∫ 0
−r
∫ T
0
sup
v∈[η(s)+η(u),s+u]
‖ DvUhs −Ds+uU0s ‖p 1η(s)+η(u)≥0dsdν(u) = 0.
Allora
E
[∫ T
0
Uhs
∫ 0
−r
(Xu+s − Yη(u)+η(s))dν(u)ds
]
= hC(U0) + Ih(U0) + o(h)
dove
C(U0) = 12
∫ 0
−r
E
[ ∫ T
0
{
U0s (b˜0s+u1s+u≥0 + ξ′1s+u<0)
+σ˜0s+uDs+uU0s 1s+u≥0
}
ds
]
dν(u),
Ih(U0) =
∫ 0
−r
E
[ ∫ T
0
{
U0s (b˜0s+u1s+u≥0 + ξ′1s+u<0)
+σ˜0s+uDs+uU0s 1s+u≥0
}
ds(u− ν(u))
]
dν(u),
b˜0t = b(
∫ 0
−r
Xt+sdν(s)), σ˜0t = σ(
∫ 0
−r
Yη(t)+η(s)dν(s)).
Teorema 4.1.2. Se f , σ e b sono funzioni in C3b allora il metodo di Eulero
applicato all’equazione (4.4) è convergente in senso debole con ordine 1.
Dimostrazione. Per il teorema della media, abbiamo
E [ϕ(XT )]− E [ϕ(YT )] = E
[
F hZT
]
con F h =
∫ 1
0 ϕ
′(aXT + (1− a)YT )da e Zt = Xt − Yt.
Il processo errore verifica la seguente equazione
dZt = (σ(
∫ 0
−r
Xt+sdν(s))− σ(
∫ 0
−r
Yη(t)+η(s)dν(s)))dWt
+(b(
∫ 0
−r
Xt+sdν(s))− b(
∫ 0
−r
Yη(t)+η(s)dν(s)))dt
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Ancora per il teorema della media abbiamo
σ(
∫ 0
−r
Xt+sdν(s))−σ(
∫ 0
−r
Yη(t)+η(s)dν(s)) = σh1 (s)
∫ 0
−r
Xt+s−Yη(t)+η(s)dν(s)
dove
σh1 (s) =
∫ 1
0
σ′(a
∫ 0
−r
Xt+sdν(s) + (1− a)
∫ 0
−r
Yη(t)+η(s)dν(s))da
e analogamente per b
b(
∫ 0
−r
Xt+sdν(s))− b(
∫ 0
−r
Yη(t)+η(s)dν(s)) = bh1(s)
∫ 0
−r
Xt+s − Yη(t)+η(s)dν(s)
dove
bh1(s) =
∫ 1
0
b′(a
∫ 0
−r
Xt+sdν(s) + (1− a)
∫ 0
−r
Yη(t)+η(s)dν(s))da.
Quindi otteniamo
dZt = αh(Z)(t)dWt + βh(Z)(t)dt+ dGht
dove
αh(Z)(s) = σh1 (s)
∫ 0
−r
Zs+udν(u)
βh(Z)(s) = bh1(s)
∫ 0
−r
Zs+udν(u)
Ght =
∫ t
0
σh1 (s)
∫ 0
−r
Yu+s − Yη(u)+η(s)dν(u)dWs
+
∫ t
0
bh1(s)
∫ 0
−r
Yu+s − Yη(u)+η(s)dν(u)ds
Osservazione. La dimostrazione finora è del tutto analoga alla precedente.
A questo punto sfruttando i risultati precedenti, piuttosto che scrivere il
processo errore tramite l’esponenziale stocastico, scriviamo l’errore debole
utilizzando la formula di dualità (4.3) e poi grazie al calcolo di Malliavin
arriviamo alla stima voluta.
Gli operatori αh(Z) e βh(Z) soddisfano le ipotesi (A1), uniformemente
in h.
Gli operatori aggiunti sono
αh
∗(X)(s) = E
[∫ 0
max(s−T,−r)
σh1 (s− u)Xs−udν(u)|Fs
]
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βh
∗(X)(s) = E
[∫ 0
max(s−T,−r)
bh1(s− u)Xs−udν(u)|Fs
]
Questi soddisfano le ipotesi (A2).
Applichiamo la formula di dualità (4.3) e otteniamo
E [ϕ(XT )]− E [ϕ(YT )] = E
[
F hZT
]
= E
[
F hGhT
]
+ E
[∫ T
0
θhsG
h
sds
]
(4.5)
dove
θh = (I−(Ah)∗−(Bh)∗)−1[αh∗(J(F h))+βh∗(E
[
F h|F·
]
)] = (I−(Ah)∗−(Bh)∗)−1(Kh)
avendo posto Kh = αh∗(J(F h)) + βh∗(E
[
F h|F·
]
).
Osserviamo che, tramite la formula di dualità di Malliavin, abbiamo
E
[
F hGhT
]
= E
[∫ T
0
F hσh1 (s)
∫ 0
−r
Yu+s − Yη(u)+η(s)dν(u)dWs
]
+E
[∫ T
0
F hbh1(s)
∫ 0
−r
Yu+s − Yη(u)+η(s)dν(u)ds
]
= E
[∫ T
0
Ds[F hσh1 (s)]
∫ 0
−r
Yu+s − Yη(u)+η(s)dν(u)ds
]
+E
[∫ T
0
F hbh1(s)
∫ 0
−r
Yu+s − Yη(u)+η(s)dν(u)ds
]
.
Analizziamo ora l’altro addendo di (4.5):
E
[∫ T
0
θhsG
h
sds
]
= E
[∫ T
0
θhs
∫ s
0
bh1(t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)dtds
]
(4.6)
+E
[∫ T
0
θhs
∫ T
0
σh1 (t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)1[0,s](t)dWtds
]
(4.7)
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Svolgiamo i conti prima per (4.7)
E
[∫ T
0
θhs
∫ s
0
bh1(t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)dtds
]
=
E
[∫ T
0
∫ T
0
θhs b
h
1(t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)1[0,s](t)dtds
]
=
E
[∫ T
0
∫ T
0
θhs b
h
1(t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)1[0,s](t)dsdt
]
=
E
[∫ T
0
(∫ T
0
θhs1[0,s](t)ds
)
bh1(t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)dt
]
=
E
[∫ T
0
(∫ T
0
θhs1[t,T ](s)ds
)
bh1(t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)dt
]
=
E
[∫ T
0
(∫ T
t
θhs ds
)
bh1(t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)dt
]
Ora passiamo all’addendo (4.7)
E
[∫ T
0
θhs
∫ T
0
σh1 (t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)1[0,s](t)dWtds
]
=
E
[∫ T
0
∫ T
0
Dt(θhs )σh1 (t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)1[0,s](t)dtds
]
=
E
[∫ T
0
∫ T
0
Dt(θhs )σh1 (t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)1[0,s](t)dsdt
]
=
E
[∫ T
0
(∫ T
0
Dt(θhs )1[0,s](t)ds
)
σh1 (t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)dt
]
=
E
[∫ T
0
(∫ T
0
Dt(θhs )1[t,T ](s)ds
)
σh1 (t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)dt
]
=
E
[∫ T
0
(∫ T
t
Dt(θhs )ds
)
σh1 (t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)dt
]
=
E
[∫ T
0
Dt
( ∫ T
0
θhs ds
)
σh1 (t)
∫ 0
−r
Yu+t − Yη(u)+η(t)dν(u)dt
]
quindi
E
[
F hYT
]
= E
[∫ T
0
Uhs
∫ 0
−r
Xu+s − Yη(u)+η(s)dν(u)ds
]
dove
Uhs = DsF hσh1 (s) + F hbh1(s) +Ds
( ∫ T
0
θht dt
)
σh1 (s) + bh1(s)
∫ T
s
θht dt.
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Dal fatto che limh sup0≤u,v,t≤T E [np(Xt − Yt, u, v)] = 0 per p ≥ 1 segue che
lim
h
sup
0≤u,v≤T
E
[∫ T
0
n(Kht −K0t , u, v)2dt
]
= 0
e quindi
lim
h
sup
0≤u,v≤T
E
[∫ T
0
n(θht − θ0t , u, v)pdt
]
= 0.
Si deduce che Uhs verifica le ipotesi del lemma e quindi si conclude.
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4.2 Osservazioni e conclusioni
Seguendo diversi approcci abbiamo studiato la convergenza debole del me-
todo di Eulero applicato alle equazioni differenziali stocastiche.
Inizialmente abbiamo esposto la dimostrazione classica che si poggia su uno
dei pilastri dell’analisi stocastica: l’equazione di Kolmogorov. Partendo da
coefficienti C4b o da coefficienti poco più che C2b con l’aggiunta di una condi-
zione sul coefficiente di diffusione è garantito l’ordine 1 per l’errore debole.
In seguito abbiamo seguito un approccio completamente diverso: il calco-
lo di Malliavin diventa il punto chiave della convergenza debole di Eulero.
Partendo da coefficienti C3b ritroviamo un’analoga stima per l’errore debole.
Estendere tali dimostrazioni a equazioni differenziali stocastiche più genera-
li, come equazioni con ritardo o equazioni path-dependent, non è banale. In
particolare ricordiamo che per le soluzioni di queste equazioni più generali
si perde la proprietà di Markov.
In [2] viene generalizzata la dimostrazione classica alle equazioni differenziali
stocastiche con ritardo: si recupera un’equazione di Kolmogorov passando
a dimensione infinita e poi si procede come nella dimostrazione esposta nel
primo capitolo.
La generalizzazione invece che abbiamo sintetizzato nel quarto capitolo è
quella che viene seguita in [4] in cui viene ripresa la dimostrazione che si
basa sul calcolo di Malliavin.
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