A 2-D adaptive beamforming scheme using a quadruplet array is presented. The scheme is developed based on the sum-and-difference technique employed in conventional monopulse trackers. The construction of the proposed beamformer involves a joint linearly constrained minimum variance procedure on the sum-and-difference processors. With the difference beam used as an auxiliary to suppress the desired signal, the resulting sum beam exhibits robustness to pointing errors in acquiring the desired signal. To maintain an accurate look direction, a simple method for desired source localization is developed using beamspace MUSIC. The proposed beamformer working in conjunction with the angle estimator provides a much better solution to 2-D beamforming than the MVDR beamformer, as confirmed by analysis results and numerical examples.
INTRODUCTION
The conventional minimum variance distortionless response (MVDR) beamformer 1 using the ensemble correlation matrix and true look direction is known to achieve good performance in terms of output signal-to-interference-plusnoise ratio ( Motivated by the concept of desired signal suppression, we propose in this paper a new adaptive 2-D beamforming scheme based on the sum-and-difference technique 9 for arrays consisting of quadruplets. In conventional monopulse target localization, a sum beam is formed with the maximum gain in the look direction close to the target. A difference beam is formed accordingly with a null in the same direction, such that the target can be localized via the ratio of the difference beam output to the sum beam output. This is similar to the Duvall beamformer wherein a "difference beam" with a null in the look direction is formed using the minimum variance technique, and a "sum beam" is formed accordingly with its weights copied from the difference beamformer. The Duvall beamformer was developed originally for uniform, linear arrays for which successive subtraction can be performed to construct the difference beamformer. Nevertheless, it was not used to localize the desired source. In the proposed method, the difference beam is used as an "auxiliary" beam to eliminate the desired signal, and the sum beam is used as a "primary" beam to acquire the desired signal. The realization of the proposed scheme involves a joint linearly constrained minimum variance (LCMV) lø procedure on the sum-and-difference processors, followed by a translation of weights to construct the sum beamformer. Due to the quadruplet structure of the array, the resulting sum-and-difference patterns share a common factor. We demonstrate that this common pattern factor exhibits interference cancellation such that the sum-and-difference beams share a set of deep nulls in the interfering directions. As with the Duvall beamformer, these nulls are in fact generated by the difference beamformer first, then "copied" to the sum beamformer via the common pattern factor. To avoid performance degradation due to a large pointing error, it is necessary to develop a scheme for estimating the desired source direction of arrival (DOA). It is demon- 
The subscript q indicates that aq(U,O) is in fact the direction vector associated with the quadruplets.
A. Sum-and-difference beamformers
In conventional amplitude-comparison source localization, the sum-and-difference beams are formed in the vicinity of the desired source DOA by applying two sets of beamforming weights on the array data:
where s and d are the 4L X 1 sum-and-difference beamforming weight vectors, respectively. In general, the difference beam produces a null in the look direction where the sum beam has the maximum gain. The source DOA is determined via the ratio A/Z, indicating the normalized off-boresight error. In this regard, the difference beam is employed as an auxiliary beam to localize the desired signal, whereas the sum beam works as the primary beam to acquire the desired signal. This is similar in principle to the Duvall beamformer 6 in which a "master" beam is formed with a null in the look direction via subtractive preprocessing, and a "slave" beam is formed accordingly with its weights copied from the master beam so as to produce a high gain in the same direction. Much work has been reported on the modifications of the Duvall beamformer. 7'8'•3 We here demonstrate that the Duvall scheme can be readily applied to the quadruplet array described previously via the sum-and-difference processing.
We first examine the distinctive structure of the sum-anddifference weight vectors. Consider again the subarray configuration shown in 
The second equation is an important property of the quadruplet array, which says that the sum-and-difference preprocessors convert the original direction vector into the corresponding subarray direction vector, with the conversion gain given by the respective quadruplet patterns.
B. Construction of optimum beamformer
The proposed 2-D beamformer is constructed via two steps. First, the subarray weight vector c is determined by minimizing the output power of the difference (master) beamformer subject to a unit response constraint on the sum 
Because of the minimum variance operation, the subarray beamformer produces nulls in the directions of incoherent interferers. It follows from (8) that the sum pattern exhibits nulls in the same directions as well. These nulls are in fact generated by the difference beamformer first, then transferred to the sum beamformer via the common pattern factor c(u,v). The advantage of working with the sum beamformer instead of the subarray beamformer is that the sum beamformer exhibits a higher gain in signal-to-noise ratio (SNR) against spatially white noise. For nonoverlapping subarrays, the sum beamformer offers approximately 4x the SNR gain of the subarray beamformer.
It is of interest to examine the behavior of the beam-
former with a perfect look direction, i.e., (Uo ,Vo)=(ua,va).
In this case, the desired signal is completely removed by the difference preprocessor, and the cost function in (16) is rephrased as one of minimizing the output interference-plusnoise power of the difference beamformer. This concludes that the solution in (17) maximizes the ratio of the output signal power of the sum beamformer to the output interference-plus-noise power of the difference beamformer. The optimality of the beamformer is therefore defined in the sense of maximum cross SINR. As a consequence, the proposed beamformer does not constitute a true optimum detector when used in a hypothesis test of the presence of the desired source, even the perfect knowledge of the source localization is given. On the other hand, if the beamformer is employed as a spatial spectrum estimator for localizing the desired source, it does not yield the optimum DOA estimate due to the lack of a priori knowledge of the presence of the desired source. These results also apply to the MVDR beamformer.
•6 However, it is conceivable that the proposed beamformer is superior to the MVDR beamformer in terms of optimality since the desired signal has been effectively removed from Rxx in (18).
As a final remark, we note that in practice, Rxx is not available and an estimated version •xx is used instead. Given 
k=l Rww=E{nwnwH},
Qxx= ItURxxIt,
ax=as(Ux,Vx), x=o,d, 1,...,K,
•'xy--40'na• Qwway , x,y=o,d,1,...,K, 
where I1 II denotes the 2-norm. This is also the maximum output SNR produced by the MVDR beamformer. 
B. Effect of pointing errors
With pointing errors present, the desired signal is not removed by the difference preprocessor. The sum weight vector is given as in (18), s= GQ•-xlao, 
Case 2: Multiple interferers
Treating the desired signal as interference after difference preprocessing, the sum beamformer behaves exactly in the same way as described in Sec. II A. In the presence of interference correlated with the desired signal, the effect of mutual cancellation will complicate the behavior of the beamformer. Nevertheless, mutual cancellation will not cause the desired signal to be eliminated even when the interference is coherent with it. The reason is that mutual cancellation is only effective for the difference beamformer. The gain/phase relationship between the desired and interfering signals which causes their mutual cancellation is in fact destroyed in the SUm beamformer. Moreover, since the subarray beamformer does not actually put a null in the desired signal direction, the sum beamformer output SINR will not degrade much with pointing errors as in the case of uncorrelated interference. These observations will be confirmed by simulations shortly.
III. DESIRED SOURCE LOCALIZATION
Although the sum-and-difference based beamformer is more robust than the MVDR beamformer, it still exhibits performance degradation with a large pointing error. In this section, a DOA estimator for the desired source using the beamspace MUSIC technique is derived based on the sum- 
B. Preliminary desired source localization
In practical amplitude-comparison schemes, a preliminary estimate of the desired source DOA is usually determined as the angle where the sum beam receives the maximum response. The preliminary DOA estimate can be used as the look direction for the proposed estimator to obtain a "fine tuned" secondary DOA estimate. The secondary estimate may still be inaccurate such that the procedure should be repeated several times to gain further fine tuning. That is, at each iteration, the beamformer is formed, using the previous DOA estimate as the look direction. The major issue in this procedure is that severe performance degradation may occur due to a large initial pointing error. With a large pointing error, the desired signal is eliminated by the subarray beamformer. We now present remedies for two cases.
Case 1: Weak interference
If the interferers are relatively weak compared to the desired source, then the sidelobes of the sum-and-difference beamformers are sufficiently low to suppress them. In this case, it is adequate to use the quiescent beamformer for DOA estimation. By quiescent, we mean that the beamformer is constructed with Rxx replaced by Rww, assuming that the environment is free of any directional sources. Since the construction of the quiescent beamformer does not involve any sources, the desired signal will not be suppressed even in the presence of pointing errors (of course, the error cannot be larger than a half-mainbeam width).
Case 2: Strong interference
If strong interferers exist, the sidelobes of the quiescent beamformer may not be low enough to provide effective suppression of these undesired sources. This necessitates performing simultaneous nulling in the interfering directions for the sum-and-difference beamformers. To avoid desired signal cancellation due to pointing errors, we propose the use of subspace techniques to separate the strong signals (interference) from the weak signals (desired signal and noise). 8 Note that there are possibly weak interferers present as well, but they are suppressed by the sidelobes of the beamformer and can thus be ignored.
Assume that the interferers are mutually incoherent. The separation of the interference and noninterference subspaces is accomplished via the GEVD of the difference preprocessed data/noise correlation matrix pencil {Qxx ,Qww}: dB. We observe that for both cases, the SNR plot associated with the proposed beamformer is much flatter than that associated with the MVDR beamformer, confirming our earlier statement that the proposed beamformer is robust against pointing errors. As predicted by the analysis results, the output SNR drops more dramatically with pointing errors for a higher SNR due to the effect of desired signal cancellation. The second set of simulations investigates the interference rejection capability of the proposed beamformer. The interferers were assumed uncorrelated with the desired signal, with an SIR of -10 dB. The output SINR versus pointing errors for the proposed and MVDR beamformers, with SNR=0 and 20 dB, are depicted in Fig. 4 . The results are quite similar to those shown in Fig. 3 . This is an indication that the interference has been sufficiently suppressed so that the beamformer performs as if no interference is present. 
