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Abstract. The fault diagnosis of a rolling bearing is at present very important to ensure the 
steadiness of rotating machinery. According to the non-stationary and non-liner characteristics of 
bearing vibration signals, a large number of approaches for feature extraction and fault 
classification have been developed. An effective unsupervised self-learning method is proposed 
to achieve the complicated fault diagnosis of rolling bearing in this paper, which uses stacked 
denoising autoencoder (SDA) to learn useful feature representations and improve fault pattern 
classification robustness by corrupting the input data, meanwhile employs “dropout” to prevent 
the overfitting of hidden units. Finally the high-level feature representations extracted are set as 
the inputs of softmax classifier to achieve fault classification. Experiments indicate that the deep 
learning method of SDA combined with dropout has an advantage in fault diagnosis of bearing, 
and can be applied widely in future. 
Keywords: stacked denoising autoencoder, deep learning, dropout, bearing, fault diagnosis. 
1. Introduction 
As one of the most common components, rolling bearings find widespread industrial 
applications and their failures cause malfunctions and may even lead to catastrophic failures of 
the machinery [1]. In view of the seriousness of this problem, fault diagnosis has been required to 
meeting customer demands, along with vibration signals generated by faults in bearing have been 
widely studied. Fault diagnosis can be regarded as a problem concerning pattern identification 
which mainly includes two important procedures: feature extraction and pattern classification [2]. 
It is well known that the extracted fault features have a great impact to the accuracy of the 
diagnosis results, and the vibration characteristic of rotating machinery is altered when a bearing 
has failed. For this reason, many feature extraction methods have been proposed to acquire more 
fault information from vibration signals and improve the accuracy of the diagnosis work, such as 
continuous wavelet transform, empirical mode decomposition (EMD), generalized Hilbert 
transform (HT), etc. The Hilbert-Huang transform (HHT) and EMD technique developed by 
Huang et al. has been used as an effective signal processing technique for machinery diagnostics 
[3]. However, it seems that information loss was induced by extracting time-frequency features 
manually, and many traditional learning algorithms were incapable of extracting and organizing 
the discriminative information from the data. Therefore unsupervised feature self-learning is 
proposed, which focuses on the unartificial and self-adaptive feature extraction.  
In recent years, much attention is focused on the unsupervised learning which has been widely 
applied to solve the problems about computer vision, audio classification and NLP (Natural 
Language Processing), and the results show that the accuracy of the features learned with 
unsupervised learning algorithm is superior to others. Deep learning first proposed by Hinton et 
al. to establish a neural network to imitate the human brain learning process is a typical theory of 
unsupervised learning [4]. Researches show that deep learning has good results in terms of 
representing large-scale data and extracting features, for this reason, deep learning has an 
advantage over training data, especially for image and voice data which both have unconspicuous 
features needed manual design. However, it is noted that deep learning still has a rare application 
in the fault diagnosis of rotating machineries.  
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In this paper, a deep learning method called “autoencoder” is introduced to deal with the 
complicated conditions of bearings, which uses Stacked Denoising Autoencoder (SDA) to learn 
useful feature representations and improve fault pattern classification robustness by corrupting the 
input data and using denoising criterion [5]. SDA is a neutral network consisting of multiple layers 
of sparse autoencoder in which the outputs of each layer is wired to the inputs of the successive 
layer, in particular, a random “dropout” procedure is combined to SDA to achieve excellent results 
in this study. Dropout prevents overfitting of hidden units and provides a way of approximately 
combining exponentially many different neural network architectures efficiently [6]. As 
mentioned above, this paper used SDA method combined with “dropout” to achieve unsupervised 
self-learning to extract effective features of bearings and used softmax classifier to verify the 
validity of fault diagnosis. 
This paper is structured as follows. Section 2 describes the unsupervised self-learning method 
of SDA, meanwhile the corresponding definitions and the application process of “dropout” is 
presented. In Section 3, we present our experimental results where we apply SDA method 
combined with dropout to extract features and softmax regression to classify faults. Sections 4 is 
a conclusion of the paper. 
2. Methodology 
In this section, the complete method based on deep learning for bearing fault diagnosis is 
presented, which consists of two parts: unsupervised feature self-learning based on SDA and 
dropout method, fine-tuning using softmax regression and fault pattern classification. The whole 
system and procedure are depicted in Fig. 1. 
 
Fig. 1. Fault diagnosis procedure of bearings based on SDA combined with dropout 
2.1. Model structure of SDA network combined with dropout 
Here we introduce the basic parts of SDA network and detailed information of dropout 
technology.  
1) Autoencoders. 
Autoencoders aim to learn a compressed representation of data with minimum reconstruction 
loss. An autoencoder is a three-layer network including an encoder and a decoder. An encoder is 
referred to deterministic mapping ݕ = ఏ݂(ݔ(௜)) = sigmoid(ܹݔ(௜) + ܾ) that transforms an input 
vector ݔ into hidden representationݕ, where ߠ = {ܹ, ܾ}, ܹ is the weight matrix and ܾ is an offset 
vector [7]. On the contrary a decoder maps back the hidden representation ݕ to the reconstruction 
input ݖ via: 
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ݖ = ℎௐ,௕൫ݔ(௜)൯ = ݃ఏ(ݕ) = sigmoid(்ܹݕ + ்ܾ). (1)
For a fixed training set {(ݔ(ଵ), ݕ(ଵ)), … , (ݔ(௠), ݕ(௠))} of ‘݉’ training examples, the initial cost 
function is given by: 
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(2)
where, the first term in ܬ(ܹ, ܾ) is an average sum-of-squares error term. The second term is a 
regularization term or weight decay term, which tends to decrease the magnitude of the weights 
and helps prevent over fitting. ߣ is the weight decay parameter. 
Considering the advantage of sparse input, the cost function is added the penalty: 
ܬ(ܹ, ܾ)௦௣௔௥௦௘ = ܬ(ܹ, ܾ) + ߚ ෍ ܭܮ൫ߩฮߩො௝൯
௦మ
௝ୀଵ
, (3)
where ߚ controls the weight of the sparsity penalty term [8]. 
2) Denoising autoencoder. 
Similar to a standard auto-encoder network, a denoising autoencoder is trained with the 
objective to learn a hidden representation that allows it to reconstruct its input. The difference is 
that the network is forced to reconstruct the original input from a corrupted version in order to 
force even very large hidden layers to extract intrinsic features. This corruption of the data is done 
by first corrupting the initial input ݔ to get a partially destroyed version ݔ෤ by means of a stochastic 
mapping ݔ෤~ݍ஽(ݔ෤|ݔ). The standard approach used in this work is to apply masking noises to the 
data by setting a random fraction of the elements of ݔ to zero. Corrupted input ݔ෤ is then mapped, 
as with the basic autoencoder, to a hidden representation ݕ = ఏ݂(ݔ෤) = sigmoid(ܹݔ෤ + ܾ) from 
which we reconstruct a ݖ = ݃ఏᇱ(ݕ). As before the parameters are trained to minimize the average 
reconstruction error ܮ௴(ݔ, ݖ) = ߅(߀௫‖߀௭) over a training set to haveݖas close as possible to the 
uncorrupted input ݔ.  
3) Stacked denoising autoencoder network. 
In order to build a deep architecture, denoising autoencoders stack one on top of another, that’s 
stacked denoising autoencoder in this paper. A SDA is a neural network consisting of multiple 
layers of denoising autoencoders in which the outputs of each layer is wired to the inputs of the 
successive layer [9]. After the first autoencoder has been trained, the second is trained to encoder 
and reconstruct the hidden representation of the first one in a similar fashion. Finishing the training 
of all denoising autoencoders in this manner, a feed-forward network is constructed by connecting 
the first to the top autoencoder.  
4) Dropout technology. 
“Dropout” is a technique that aims to discourage brittle co-adaptions of hidden unit feature 
detectors [10]. The term “dropout” refers to dropping out some units in a neural network. By 
dropping an unit out, we mean temporarily removing it from the network, along with all its 
incoming and outgoing connections. The choice of which units to drop is random. In the simplest 
case, each unit is retained with a fixed probability ݌ independent of other units, where ݌ can be 
chosen using a validation set or can simply be set at 0.5 [11]. Dropping out is done independently 
for each hidden unit and for each training case.  
Finally, connecting single denoising autoencoders trained above in turn, and adding a layer of 
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softmax classifier, we can build an integrated SDA model, Fig. 2 presents the structure of the SDA 
model which has two hidden layers. 
 
Fig. 2. Structure of the SDA model 
2.2. Unsupervised feature self-learning procedure 
The procedure of unsupervised robustness feature self-learning is divided into two steps, the 
step 1 is single denoising autoencoder training [12]:  
1) Pre-training of the initial data based on stochastic mapping: considering the robustness of 
fault diagnosis, the new input corrupted ݔ෤ can be acquired using the stochastic process ݍ஽.  
2) Encoder and decoder process of denoising autoencoder combined with dropout: randomly 
dropping out hidden units with a fixed probability. Then the encoder maps an input to its hidden 
representation ℎ௜  using the non-linear mapping function. The decoder seeks to reconstruct the 
input ݔ௜ from its hidden representation.  
3) Minimizing the reconstruction error.  
The step 2 is unrolling of all layers of SDA as a single model of feedforward neural network. 
High-level feature representation and optimized weights can be acquired when unsupervised 
robustness feature self-learning has been finished.  
2.3. Fine-tuning based on softmax regression and fault pattern classification 
Softmax regression is derived from logistic regression, which is more suitable for 
multi-classification. Feature vector acquired from SDA self-learning can be the input vector of 
softmax algorithm to realize the classification of multiple fault patterns. This method uses data 
labeled with fault patterns to train, minimization cost function to calculate the probability of each 
classification results, and global parameter tuning method to optimize the whole deep learning 
classifier, which can be tested using test data, and then the fault pattern of input data can be defined 
by the maximum probability label. The detailed procedure of softmax regression and fine-tuning 
is presented in the UFLDL course from Stanford. 
3. Case study 
Taking an example of data obtained from the Bearing Data Center of Case Western Reserve 
University, we present the implementation method of SDA combined with dropout for bearing 
fault diagnosis in this section. 
3.1. Experimental bearing test-rig configuration 
The bearing test-rig as shown in Fig. 3, consists of drive end (DE) and fan end (FE) bearings. 
Vibration data was collected using accelerometers, which were attached to the housing with 
magnetic bases, and accelerometers were placed at the 12 o’clock position at both the drive and 
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fan end of the motor housing. Digital data was collected at 12,000 samples per second.  
In this study, the DE bearing was chosen as object, and its detailed information is also 
presented in Fig. 3 and Table 1. 
Fig. 3. Bearing test-rig for experiment 
Table 1. Detailed information of the DE bearing 
Bearing 
designation 
Deep groove ball 
bearing 
6205-2RS 
JEM SKF 
Siai (inch) 
Inside diameter 0.9843 
Outside diameter 2.0472 
Thickness 0.5906 
Ball diameter 0.3126 
Pitch diameter 1.537 
Defect 
frequencies (Hz)
Normal 0 
Inner race fault 5.4152 
Outer race fault 3.5848 
Ball fault 4.7135 
3.2. Experimental parameters setup 
In this experiment, 98, 106, 119, 131 data were selected respectively as normal, inner race, 
outer race and ball fault data to verify the feasibility of the method. 
Two denoising autoencoders were chosen to establish the unsupervised self-learning network 
in this study, that’s this neural network had two hidden layers, the first hidden layer had 50 nodes 
and the second had 25. According to the number of fault pattern needing classify, the node number 
of output layer was set 4. Learning from the theory of image recognition and comparing with 
others, the number of input nodes was selected for 16×16, which can contains sufficient data 
information and can ensure the computational efficiency. In addition, we injected noises to input 
data to reinforce the robustness of fault diagnosis, and applied dropout to hidden layers to prevent 
overfitting as described above. The parameters of the SDA combined with dropout model are 
listed in Table 2. 
Table 2. Parameters of the SDA combined with dropout model 
Number of neurons Input layer 1 Hidden layer 1 Input layer 2 Hidden layer 2 Output layer 16×16 50 50 25 4 
Denoising proportion 0.3  0.25   
Dropout proportion  0.1  0  
Learning parameters Data interval Learning rate  2 1  
3.3. Analysis of fault diagnosis results 
Given all parameters as mentioned in Table 2, feature representation was extracted by training 
the unsupervised self-learning network, and it also was input to the softmax regression model to 
achieve the fault diagnosis of bearing. To represent the results of fault diagnosis better, we 
compared the results of fault pattern classification with real data, and calculated the proportion of 
the number classified correctly and the total number, that was the classification accuracy. The 
experimental results of the object selected above was present in Table 3. 
Table 3. Fault classification accuracy 
Fault pattern Normal Inner race fault Outer race fault Ball fault Total 
Test data volume 60456 15217 15144 15271 106088 
Classification error number 0 40 14 13 67 
Classification accuracy 100 % 99.74 % 99.9076 % 99.9149 % 99.9368 % 
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From Table 3, we can see that the experiment had achieved a high classification accuracy, and it 
demonstrated the unsupervised robustness self-learning procedure based on the DE bearing can extract 
effective feature representation and then achieve good performance of fault pattern classification. 
4. Conclusions 
An unsupervised self-learning method using stacked denoising autoencoder is introduced in 
this paper, which is injected noise to input data of each autoencoder for robust feature 
reconstruction and effective high-level feature extraction, in addition, dropout technology is 
applied to hidden layers to discourage brittle co-adaptions. Followed by the top softmax regression 
classifier and fine-tuning, the model provides a way to improve the fault pattern classification 
accuracy of rolling bearings. Combined with the experiment, the effectiveness and feasibility of 
this method in the application of fault diagnosis is demonstrated. Future works are expected to 
focus on the application of the method to other object fault diagnosis and it might be interesting 
to compare stacked denoising autoencoder with other deep learning methods for training neural 
network. 
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