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Introduction
In dynamic regression models with normally distributed white noise disturbances least squares (maximum likelihood) estimators may be seriously biased in small samples. Strong evidence for this is provided by Sawa (1978) who used the moment generating function to Þnd exact values for the bias (and variance) of the least squares estimator of the lagged dependent variable coefficient in the case of a constant but no exogenous variables, i.e. the stable AR(1) model. This work was extended by Hoque and Peters (1986) to the case of included exogenous variables under normality assumptions, while Peters (1987) analyzed the same ARX(1) model with non-normal disturbances. These papers provided numerical results for different disturbance structures and exogenous data series. An alternative approach to investigating the moments of econometric estimators is to Þnd asymptotic approximations. This was the method followed by Grubb and Symons (1987) , who used large-T asymptotics in the tradition of Kendall (1954) where T is the sample size. They derived an expression for the bias to the order of T −1 of the lagged dependent variable coefficient in the ARX(1) model, while the present authors -henceforth referred to as KP -analyzed the bias of the full coefficient vector, see KP (1993) . Later, KP (1994) extended the analysis to the higher-order dynamic regression model, i.e. ARX(p), and Kiviet et al. (1995) to the dynamic seemingly unrelated regression model. More recently, KP (1998b) found the bias to the order of T −2 in the stable ARX(1) model.
In econometrics there are two main approaches to Þnding asymptotic approximations to the moments of estimators in models with random regressors. The Þrst was introduced by Nagar (1959) , who found large sample approximations to the moments of consistent k-class estimators in a static simultaneous equation model, while a second alternative procedure was employed in the same model by Kadane (1971) based upon small disturbance asymptotics. This yielded small-σ asymptotic approximations which, remarkably, were essentially the same as the large-T ones. However, KP (1993 KP ( , 1994 compared bias approximations from these two approaches and found that they can produce quite different results in dynamic regression models; in particular, in that context the large-T approximation (which was also used by Grubb and Symons) was found to be superior, both theoretically and numerically.
Asymptotic methods are also used to approximate the distribution of estimators. In the context of stable and unstable dynamic regression models Evans and Savin (1984) employ both large-T and small-σ methods and, because they focus on Þrst-order asymptotic distributions, they establish equivalence. Interesting results on asymptotic distributions in near unit root models have also been obtained by Nabeya and Sørensen (1994) , but their results do not yield approximations to the moments of estimators.
The moment approximations in dynamic regression models referred to above were all obtained in stable models with stationary or non-stationary exogenous regressors. Although the large-T approximations, in particular the second-order approximations, are often remarkably accurate, it has also been demonstrated that they are of limited use for models where the AR parameter is close to unity. In KP (1998b) it was even established that for near unit root models an approximation to the order of T −2 is generally much more vulnerable than the simpler approximation to order T −1 . Given the current interest in non-stationary models, a natural extension of the KP work is to a model in which the stability assumption is relaxed. The need for bias reduction methods in unit root models is also expounded in Abadir (1995) .
In this paper we examine the least squares estimator in the normal ARX(1) model when the true coefficient of the lagged dependent variable is unity. This unit root generates stochastic and deterministic trends in the dependent variable which have profound effects on the order of magnitude of the relevant terms in asymptotic expansions. Our major achievements are the derivation of an approximation accurate to order T −3 for the bias of the lagged dependent variable coefficient (this bias is of order T −2 when the exogenous regressors are stationary) and an approximation accurate to order T −4 for the mean squared error (MSE) of this coefficient (when the bias is of order T −2 , then the variance and the MSE are of order T −3 ). In addition, we show that, unlike in the stable case, the large-T and small-σ approximations produce results which are very closely related, with -quite remarkably -the small-σ results potentially superior here because we Þnd that an order T −2 approximation does not contain all terms of order σ 2 , whereas the order σ 2 approximation does include all contributions of order T −2 and also some of the order T −3 terms. Attention is also paid to the moments of the full vector of coefficients when the model contains further stationary or non-stationary regressors.
The paper is organized as follows. In Section 2 we distinguish large sample and small disturbance asymptotic methods, focusing on asymptotic expansions for the lagged dependent variable coefficient estimator in ARX(1) models. We identify particular existence problems for these expansions and examine and develop alternatives. In Section 3 we obtain various general large-T and small-σ approximations to Þnite sample bias, variance and mean squared error in this class of model, and specialize these results for the case of an AR(1) model with a non-zero intercept as the only regressor. Section 4 extends the results for the full coefficient vector of a unit root model with an arbitrary number of possibly non-stationary regressors. In Section 5 we investigate the accuracy of the theoretical results via simulation methods and Section 6 concludes. Proofs are given in a series of Appendices.
Expansions for the Unit Root Coefficient
In the Nagar approach to Þnding moment approximations we commence by expressing the estimation error in terms of stochastic components which are of decreasing order of magnitude in terms of the sample size T . In particular, we determine a positive constant δ such that for an estimator b λ of the unknown parameter λ we have the expansion
where the a j , j = 0, ..., q and the remainder R q+1 are all O p (1) as T → ∞. Notice that the Þrst-order asymptotic distribution is determined by the leading term, i.e.
2 but it may take other values in non-stationary models. The small disturbance approach requires that a normalized estimation error be represented in terms of stochastic components which are of decreasing order of magnitude with respect to the standard deviation of the disturbance term, σ. Typically, the expansion takes the form
where the ú a i , i = 0, ..., q and ú R q+1 are all bounded in probability as σ → 0. When large-T or small-σ expansions have been found moment approximations can be obtained by dividing the corresponding moments of the retained terms in the expansion by the normalizing constant (i.e. T δ or σ −1 ). However, there is no standard approach to Þnding these expansions; we shall return to this point later.
The autoregressive model of our interest will be written
where the scalar λ and the k × 1 vector β are coefficients whose values are unknown, y = (y 1 , ..., y T ) 0 is a T × 1 vector of observations on a dependent variable, y −1 is the y vector lagged one time period, i.e. y −1 = (y 0 , ..., y T −1 ) 0 , X is a full column rank T × k matrix of observations on k strongly exogenous regressors and u ∼ N(0, σ 2 ) is the T × 1 disturbance vector. We shall examine the least-squares estimators of λ and β conditional on X and y 0 (the Þrst observed value for y). In particular we investigate the bias, variance and MSE of these estimators in Þnite samples. For the moment we shall assume that all components of X are bounded, so X 0 X = O(T ). Assuming that Z = (y −1 : X) has rank k + 1, the least-squares estimator for λ in (2.3) is given by
where
We may write
where c(λ) is a T × 1 vector and C(λ) a T × T matrix given by
In the unit root case c(1) is just a vector with all components unity, whereas C(1) has zeroes on and above its main diagonal and components unity below. Introducing special notation for this situation we deÞne:
In Appendix A various properties of expressions in ι and J are collected, which will be used in the derivations to follow. Due to the unit root these differ markedly from those given for C(λ) for |λ| < 1 in Appendix A of KP (1998a). We shall focus now on the situation where λ is unknown and is estimated by least-squares, but where actually λ ≡ 1, i.e. model (2.3) has a unit root. Hence, (2.5) specializes into 8) and, assuming the presence of a constant in the model so that Mι = 0, we have
Hence, My −1 is free of y 0 so that b λ in (2.4) does not depend on y 0 . This is in sharp contrast to the stable model for which KP (1998b) showed to what extent Þnite sample bias is affected by the actual value and stochastic properties of the start-up value y 0 .
From (2.4) and (2.9) we Þnd for the estimation error of the unit root model
for which an expansion is to be developed. We Þrst focus on obtaining large-T results. To proceed, we have to examine the orders of magnitude of all terms in the above ratio. For the present setting where X 0 X = O(T ), which will be relaxed in Section 4, this is done in Appendix B. Assuming β 6 = 0 (i.e. not all regressors are redundant), we may rewrite the estimation error (2.10) as 11) and if β is Þxed and Þnite i.e. β = O(1), it follows that the Þrst factor of (2.11) has two terms which are O p (T −3/2 ) and O p (T −2 ) respectively, and in the other (inverted) factor there are two ratios which are of order O p (T −1/2 ) and O p (T −1 ) respectively. In going from (2.10) to (2.11) we have divided both the numerator and denominator of (2.10) by the ("largest") term β 0 X 0 J 0 MJXβ, which we call the base. Notice that it appears in the denominator of the inverse term in (2.11) so that when this inverse is expanded as a power series successive terms are of decreasing order in probability. Using the very simple expansion
and upon omitting in (2.11) all terms of stochastic magnitude o p (T −2 ), it is easily shown that 12) where the Þrst term is O p (T −3/2 ) and the remaining two terms are O p (T −2 ). Hence, the Þrst term of (2.12) determines the Þrst-order asymptotic distribution of the estimator. Under the assumed conditions it is readily shown that the limiting distribution is still normal, i.e. 13) but that the rate of convergence is faster (δ = 3/2) than in the stable model. This surprising result is well-known now, see for example West (1988) and Banerjee et al. (1993, Chapter 6) , who give particular attention to the case where there is a constant term but no exogenous variables. It is of interest to note that in (2.10) the denominator naturally contains a decomposition of the term y 0 −1 My −1 into its stochastic and non-stochastic parts such that the non-stochastic part β 0 X 0 J 0 MJXβ is independent of σ 2 whereas it is also the "largest" term and subsequently may then form a suitable base for the expansion of the denominator. This differs from the situation in the stable dynamic model and the approach followed by Kendall (1954) , Grubb and Symons (1987) and KP (1993 KP ( , 1994 KP ( , 1998a where the base chosen for the expansion was E(y 0 −1 My −1 ) which is linear (but not generally affine) in σ 2 . As a result the large-T and the small-σ expansions yield qualitatively different results, as shown in KP (1993 KP ( , 1994 . In fact the small-σ results were shown to be marked inferior in the stable case because any Þnite order small-σ approximation omits terms of order T −1 .
In the present nonstable model, where the base β 0 X 0 J 0 MJXβ is independent of σ 2 , we Þnd a strong correspondence between the large-T and small-σ asymptotic results. To see this, consider the expansion in (2.12). If u is replaced by σε, where ε is a vector of independent standard normal variables, then the expansion involves terms of increasing order in σ, so that the expansions to O p (σ) and O p (σ 2 ) coincide with the expansions to O p (T −3/2 ) and O p (T −2 ) respectively. However, when focusing on bias, the expansions again show a difference between small-σ and large-T approximations. Below, we will prove that the third term in the expansion (2.12), which is O p (T −2 ), has an expectation that is O(T −3 ), which is thus omitted from the large-T approximation to order T −2 . Therefore the O(σ 2 ) contribution to the bias contains, apart from the components of order of magnitude T −2 , some contributions of order T −3 . So, surprisingly, in this unit root model the Þrst-order small-σ bias approximation includes a contribution which is of second-order in a large-T sense.
Close correspondence of large-T and small-σ asymptotic results has earlier been established between the Þndings of Nagar (1959) and Kadane (1971) for consistent k-class estimators in a static simultaneous equation framework. As shown in KP (1996) this equivalence breaks down, however, for the inconsistent least-squares estimator in the static simultaneous equations model, where an appropriate base for the expansion is again linear in σ 2 , whereas it is independent of σ 2 for consistent estimators.
One speciÞc Þnding in KP (1993) is that in the stable model the small-σ expansion is not feasible when y 0 = 0 and β = 0, because the estimator b λ is invariant with respect to σ in that case. When β = 0 in the present unit root model small-σ is again not feasible because the estimation error (2.10) reduces then to a simple ratio of quadratic forms in standard normal variates. Hence, its moments can be accurately determined by well-known numerical methods. Nevertheless it is instructive to examine large-T expansions for this case. Using the expectation of the denominator as a base, and substituting ε = u/σ, we obtain
) the random term in the inverse factor is O p (1) and not O p (T −κ ) with κ > 0 as would be required for a converging expansion. An alternative formulation is however
and now the random term in the inverse factor is O p (T −1/2 ) enabling a valid expansion. However, evaluation of moment approximations from this expansion requires the evaluation of products of ratios of stochastic terms, and hence is in fact more involved than obtaining the expectation of the left-hand side simple ratio directly.
As we shall see from the simulations in Section 5, the accuracy of our large-T or small-σ expansions based moment approximations, to be obtained in Sections 3 and 4, deteriorates when β gets close to zero. Therefore it could be worthwhile to develop special approximations for the case where β gets local to zero in some sense. Thus, alongside the cases β = O(1) and β = 0, we examined β = O(T −δ ) and β = O(σ δ ) for δ > 0. The result is that for 0 < δ < 1 2 the original expansion is valid and so yields similar unsatisfactory results. For δ = 1 2 no valid expansion can be found, while for δ > 1 2 the largest term in the numerator of (2.10) is u 0 J 0 Mu and in the denominator u 0 J 0 MJu. This implies the same problems as in the β = 0 case. Hence, expansions for β local to zero in a small-σ or in a large-T sense do either not exist, or are inaccurate, or they cannot be usefully employed in this context. However, an expansion in which β gets small in its own right will prove to be useful. We will label this small-drift asymptotics, which operates as follows. Consider the random walk with drift model y t = λy t−1 +β+u t with start-up value y 0 and where λ ≡ 1. DeÞning y * t = (y t −y 0 )/σ, the model can be rewritten as 16) with λ = 1, β * = β/σ, y * 0 = 0 and ε t ∼ iid N(0, 1). Note that β * is the drift standardized by σ. DeÞning A ≡ I T − ιι 0 /T, we can rewrite (2.10) for this special case as 17) where now, when β * gets small, ε 0 J 0 AJε is the largest term in the denominator, which, given
suggests the expansion (accurate to order β * 2 )
Taking expectations we lose all terms in β * and obtain
Note that the two right-hand side expectations are functions of T only, since they do not involve any unknown parameters, and hence have to be calculated only once. The Þrst term is the leastsquares bias of b λ in the unit root model with zero start-up and zero drift, see (2.14), and the second term approximates to order O(β * 2 ) the incrementation in bias due to a non-zero drift. We can rewrite (2.18) as 19) and the functions g i (T ), i = 0, 1 can be obtained either by sophisticated analytical approximations or by straightforward simulation. We chose the latter and examined 10 ≤ T ≤ 80. Using 10 7 replications we inferred from the standard errors of the estimates of these expectations that the precision for g 0 (T ) is satisfactory (standard error smaller than 0.0001), whereas for g 1 (T ) these are much larger, especially when T is small, though not exceeding 0.015 when T ≥ 15. Since g 1 (T ) is to be multiplied by β * 2 , which should be small, the overall precision seems satisfactory. Graphs of these functions, to be employed in Section 5, are given in [---] 
The Moments of the Unit Root Coefficient Estimator
We now derive in the model with arbitrary X matrix approximations to the bias, the variance and the mean squared error of the estimator b λ given in (2.4) according to large-T and small-σ principles. An approximation to the bias accurate to O(T −2 ) is obtained by summing the expected values of the three terms in (2.12). Since the expected value of the Þrst term is zero and that of the third term is of order T −3 , just the second term determines the O(T −2 ) bias. Extending this expansion and including all terms of O p (T −3 ) leads to the following result (proved in Appendix C). Theorem 1. In the Þrst-order dynamic regression model (2.3) where the coefficient of the lagged dependent variable λ is equal to unity, β 6 = 0, β = O(1) and X 0 X = O(T ), the bias of the least squares estimator of λ to the order of T −3 is given by:
Note that b λ is unbiased to order T −3/2 and also to order σ. Also note that the bias of b λ is O(T −2 ) and that the bias to order T −2 is given by
whereas an approximation to order σ 2 incorporates an extra
Hence, large-T and small-σ asymptotic expansions correspond here more closely than in the stable dynamic model (where small-σ is inferior because any Þnite order small-σ approximation omits terms of order T −1 ), but they are not equivalent and the leading term of small-σ incorporates contributions here, which are omitted in the leading term of the large-T approximation.
The case where there is a constant term but no further exogenous variables is of particular interest. The corresponding bias can be obtained by substituting X = ι in Theorem 1, but the resulting expression will then include also some elements which are o(T −3 ). These can be eliminated; the resulting "trimmed" expression is evaluated in Appendix D, leading to the following result.
Corollary 1. If in the model of Theorem 1 we have X = ι with Þnite intercept β 6 = 0, then the bias simpliÞes to:
From this we see that the bias is always negative to the order T −2 , and that the magnitude of the bias crucially depends on the ratio σ/β. From Corollary 1 it is fully evident that an approximation to order O(σ 2 ) incorporates some of the order T −3 bias, viz. a positive contribution, whereas a negative order T −3 contribution is omitted because it is O(σ 4 ). Note that when σ/β = (90/84) 1/2 ≈ 1.15 the two O(T −3 ) terms cancel.
To obtain an approximation to the MSE of b λ we use (2.11) and write
Expanding the right hand side term as a power series in which successive terms are of increasing powers of O p (T −1/2 ) yields the following (proof in Appendix E).
Theorem 2. In the model of Theorem 1 the MSE of the least squares estimator of λ to the order of T −4 is given by:
Because the squared bias of b λ is O(T −4 ) the Þrst term in the above expression, which is the only O(T −3 ) contribution to the MSE, establishes also an approximation to Var(
For the special case of a constant and no further exogenous regressors this yields:
Corollary 2. If in the model of Theorem 2 we have X = ι with Þnite intercept β 6 = 0, then the MSE and variance simplify to
and
From the results of the two corollaries it is apparent that for a given sample size T the quality of the approximations will deteriorate as |σ/β| increases above unity. Thus the smaller the absolute value of the standardized drift |β/σ| is, the larger the sample size will need to be to achieve a desired accuracy. This point will be addressed in Section 5 where the accuracy of the approximations will be examined and compared with their "untrimmed" counterparts, but also with the specially designed small-drift asymptotic approximations.
The Moments of the Full Coefficient Vector
We now approximate the Þrst two moments of the least squares estimator of the full vector of coefficients (λ, β 0 ), and at the same time we shall relax the assumption on the stationarity of the exogenous regressors. We rewrite model (2.3) as
where Z = (y −1 : X), α = (λ, β 0 ) 0 and the least squares estimator
has estimation error
In the case where all regressors X are stationary the estimation error of b
If some of the regressors in X are non-stationary this affects the order of probability of both the corresponding coefficients' estimation error and that of b λ. For regressors that are I(1), i.e. integrated of order one, the estimation error will be O p (T −3/2 ), and if such a regressor has a non-zero coefficient the dependent variable will in principle be I(2), due to the unit root, which reduces the estimation error of b λ to O p (T −5/2 ); the same happens when a non-redundant linear deterministic trend occurs in the model.
To facilitate the development of an appropriate asymptotic expansion for general X matrices we shall rescale the regressors and coefficients so that all components of the rescaled estimation error vector are of the same stochastic magnitude. Thus, we consider the (k + 1) × (k + 1) diagonal matrix D designed such that:
In the unit root model with stationary X we should have δ 1 = −1 and δ i = 0 for i > 1; in a model with k = 2, where the Þrst column of X corresponds to the constant and the second is a linear trend, we should select δ 1 = −2 (if the trend coefficient is nonzero and δ 1 = −1 otherwise), δ 2 = 0 and δ 3 = −1. The model is now
with rescaled coefficients D −1 α and estimation error
To simplify subsequent analysis, we put
Assuming thatW 0W is invertible, and putting
, we may write 10) and the inverse matrix can be expanded with successive terms being of descending stochastic order. It is our intention here to Þnd a stochastic expansion of (4.10) including terms up to O p (T −1 ) only. Hence, it will suffice to approximate the inverse matrix by
The required expansion is then
from which the following bias approximation readily follows (see Appendix G).
Theorem 3. In the Þrst-order dynamic regression model (4.1), where the coefficient of the lagged dependent variable λ is equal to unity, the regressor matrix Z = (y −1 : X) and the
, the bias of the least squares estimator of the separate elements of the coefficient vector α = ¡ λ, β 0 ¢ 0 can be approximated, provided thatZ = (y 0 ι + JXβ : X) has full column rank and β is Þnite and non-zero, as ( i = 1, ..., k): 12) and
This bias approximation of order O(T −1+δ 1 ) for b λ is equivalent to the O(T −2 ) expression given in (3.2). From this, and more generally from the lines followed in the proof of Theorem 3, it is evident that non-stationarity of the regressors does not change the algebraic form of the approximations; the principal difference is just that the various terms in the approximations may be of smaller order of magnitude. Hence, the full approximation given in Theorem 1 also applies to a model which includes a nonredundant I(1) regressor or a linear trend, but then its accuracy is actually of order O(T −4 ) rather than O(T −3 ).
Finally we shall derive an approximation to the MSE of all elements of the coefficient vector. From (4.10) we obtain the expansion
14)
from which an expansion for 
where Q = (Z 0Z ) −1 ,Z = E(Z) and e i is the i th unit vector.
From the results in Theorems 3 and 4 approximations to the elements of Var(b α) can be obtained straightforwardly.
The Accuracy of the Approximations
In this section the accuracy of the approximations is examined in the context of three types of autoregressive models with a unit root, viz. (i) the AR(1) model with a constant only, (ii) the same model including a linear trend as well, and (iii) the model where this linear trend has been replaced by an arbitrary exogenous regressor generated according to a stationary AR(1) process. Although some of the moments of these least squares estimators can be obtained by numerical integration, see Evans and Savin (1984) and Paolella (2003), we shall estimate them straightforwardly by simulation. With a sufficiently large number of replications, the exact moments can be obtained to a high degree of accuracy so that the estimated moments can be taken as almost exact for the purpose at hand. Our estimates of true bias, variance and MSE presented below are based on 10 5 replications and we also present estimated standard errors of our Monte Carlo estimates (indicated by MCSE).
For the random walk with drift case, the model actually simulated was y * t = λy * t−1 + β * + ε t (t = 1, ..., T ) of (2.16), where y * 0 = 0, λ = 1, β * = β/σ 6 = 0. Note that we have already found that b λ is invariant with respect to y 0 , so taking this to be zero has no consequences for our Þndings on b λ. From (2.10) it is directly seen that the properties of b λ are not determined by β and σ separately, but only by their ratio, and that is why we scaled the simulation model and gave it unit variance. For 0 ≤ |β/σ| < 1 the stochastic trend of the random walk with drift model dominates the deterministic trend in a certain sense; for |β/σ| > 1 the deterministic trend dominates. Being especially interested in cases where β is non-negative and given that our approximations are not valid for β = 0 (for Monte Carlo results on estimator bias in this model when β = 0 see the g 0 (T ) function of Figure 2 .1 and also MacKinnon and Smith, 1998), we examined cases where 10 = β/σ = 0.1. Results for three different sample sizes are given in Tables 1, 2 and 3 respectively. As is to be expected, the bias of b λ depends strongly on β/σ. For β much larger than σ the bias is very small, even in very small samples. For relatively small values of β the bias is substantial in samples of a limited size and there is a very serious bias problem in small samples when β is much smaller than σ.
The case β < σ seems to be relevant in practice. Some empirical evidence is provided by Rudebusch (1992 , Table 3 ), where a difference stationary model is Þtted by least-squares to 14 time-series. Some care is required in interpreting these results, because they are biased and even inconsistent in case of model misspeciÞcation, but also because the random walk with drift model was estimated directly in only a few cases. The more usual case involved augmented equations which implicitly use a transformation to remove serial correlation and, hence, change the constant term. However, one can easily recover an estimate of the original constant. For the 12 cases that have a positive estimate of β/σ, 4 range from 0.19 to 0.26, 7 estimates range from 0.45 to 0.66 and one is 1.18. Empirical evidence is also found in Hylleberg and Mizon (1989, p.227) and Banerjee et al. (1993, p.171) which report β/σ values of 0.25, 0.72, 0.77 and about 1 respectively.
The numerical results for the various approximations to moments derived in this paper are labelled in the tables by the order of their smallest fully included term and also by the formula from which they originate (sometimes by deliberately omitting terms in order to be able to examine the effects of these higher-order terms). Note that non-trimmed approximations may include parts of terms which are of the same or of smaller order as the remainder term.
In the majority of the cases examined the approximations are very good. However, in situations where the bias is very substantial, and these are the cases where β/σ is small (we deliberately included extreme values for β/σ, which may be empirically less relevant, to examine the robustness of the expansions), the quality of the large-T and small-σ approximations is generally poor, or sometimes extremely bad, and in those situations the higher-order approximation is even worse than the approximation established by the leading term only; note for this phenomenon the difference for the result of Corollary 1 when the full O(T −3 ) formula is used or only its O(T −2 ) term. For large β/σ the higher-order approximation is better. We Þnd no systematic quality difference between the trimmed and the untrimmed approximations, and the O(σ 2 ) approximation is not found to be systematically better than the O(T −2 ) approximation. Note that the small-drift approximation (only calculated for β * ≤ 0.5) does well where the other approximations break down. Especially when T and the drift are both small the O(β * 2 ) approximation is remarkably accurate. The variance of b λ, and even more so its MSE, increases when β/σ decreases. We Þnd here again that trimming has little effect and that the large-T and small-σ approximations are very bad for very small β/σ values, especially for small T. However, it would be relatively straightforward to develop an adequate small-drift asymptotic approximation for these second moments. Note that the untrimmed approximations for the MSE of b λ given in Theorems 2 and 4 respectively give slightly different results. This is because they are obtained in different ways and hence the retained terms may include different bits and pieces that are of the same order as the remainder term. The bias in the estimator of the intercept increases when the intercept decreases, hence its relative impact is very substantial for small β/σ and then it does not change much with T (for 20 ≤ T ≤ 80). We should keep in mind, however, that the distribution of b β is not independent of y 0 , so choosing y 0 = 0 in the Monte Carlo does not provide general results in this respect (it can be shown, though, that only the higher moments of b β are affected by y 0 and not its bias). The O(T −1 ) approximation to the bias given in Theorem 3 is found to be very accurate as long as the relative bias is less than, say, 50%. For β/σ > 0.5 the approximations to the variance and MSE of b β are very good, even for samples as small as T = 20.
Next we examine the unit root model with a trending drift, i.e.
Note that our approximations are not valid for the case where β 1 = β 2 = 0. We could have included the case where the intercept is redundant (β 1 = 0) and not the linear trend (β 2 6 = 0), but we didn't, because this does not seem to be a particularly relevant case. We have to exclude the case where the linear trend is the only redundant regressor (i.e. β 1 6 = 0, β 2 = 0) because then we have X = (ι : τ ) with τ t = t so that JX = (Jι : Jτ ) = (τ − ι : Jτ ) and hencē
Jτ ] does not have full column rank. So this is another case for which the large-T and small-σ expansions do not exist. The special form of the X matrix implies that My −1 , given in (2.9), is invariant with respect to β 1 , and so it follows directly from expression (2.4) that the distribution of b λ will not depend on β 1 , and neither will its bias and MSE, nor their approximations. Note that the estimators b β 1 and b β 2 are not invariant with respect to either β 1 or β 2 or y 0 . We present numerical results for model (5.1) for parametrizations with β 2 /σ = 0.1 only; some support for a value in this range (or smaller) may be obtained again from Rudebusch (1992, Table 9 ). In Tables 4, 5 and 6 we present some results. For very small samples the bias in b λ is substantial. Its approximation by the leading term approximation given in Theorem 3 works adequately, even for T = 20. Including the O(T −4 ) term, which can be obtained readily from Theorem 1, is found to be counterproductive in a very small sample. Note that the approximation for the MSE of b λ given in Theorem 4 works well. As always the quality of the approximation of the variance suffers when the bias approximation is poor. Note that especially in small samples the relative biases of b β 1 and b β 2 are very substantial, and that these biases are opposite in sign. Their approximations, even for huge biases, are remarkably good, and also the second moments can be approximated extremely well.
Finally we look into the model y t = λy t−1 + β 1 + β 2 x t + u t
where the x t series is stationary with unit variance and independent of the disturbances. Because λ = 1, a parsimonious speciÞcation would be ∆y t = β 1 + β 2 x t + u t . We took β 1 = 0, γ 1 = 0, y 0 = 0 and σ 2 = 1, which have no consequences for b λ, whereas we chose γ 2 = {0.5, 0.9}, which produces a less and a more smooth x t series (which were kept constant over the Monte Carlo replications). We varied the signal-noise ratio SN in the parsimonious speciÞcation and considered SN = {1, 4, 19}. Since SN = β Tables 7, 8 and 9 (based on 10 6 replications; left panel is for γ 2 = 0.5, right panel for γ 2 = 0.9). For the non-zero coefficients λ and β 2 the biases are larger for the model with the smooth regressor, and as a rule the biases decrease with the signal to noise ratio. We chose the design parameters such that the results expose where about the approximations break down. Note that the O(T −4 ) approximation to the bias of b λ is only better than the O(T −3 ) version when the bias is not too large. The approximations to the bias in the β coefficients all overstate the actual bias, except when this bias is very small. All approximations to second moments are found to be quite satisfactory, except when both the signal to noise ratio and the sample size are very small.
Conclusions
The above derivations and calculations shed light on the factors which are important in determining the bias, the variance and MSE in the unit root dynamic regression model. Earlier, in KP (1993 KP ( , 1998b , we developed bias approximation formulae for the stable model and found that small-σ versions are inferior to large-T versions and that these deteriorate close to the unit root case, especially when higher-order terms are taken into account. In the present study we develop special approximations for the unit root case and establish that the large-T and small-σ versions may both work very well, apart from cases where the regressors are, or are close to being, redundant, but then alternative asymptotic parameter sequences can be exploited. From the numerical experiments we Þnd that for the random walk with drift model the bias is substantial when the sample size is small and the drift is smaller than the standard deviation of the random shock. This may often be a realistic case, and then bias correction may be worth pursuing. The large-T or small-σ approximations obtained in this study can be used for that purpose, but our numerical experiments show that they do not work well for very small relative values of the drift term. For that situation we present an alternative approximation based on what we call a small-drift asymptotic expansion and this proves to be very accurate in the special cases it is meant for. When further exogenous regressors are added to the model the bias may get worse for practically relevant parameter values. We give special attention to the model with an intercept and a linear deterministic trend which is so often applied in practice, viz. when the Dickey-Fuller test is applied. We illustrate that the bias in this model is heavily dependent on the sample size, and that it may be approximated quite accurately. When the model contains another stationary exogenous explanatory variable (instead of a linear trend), we show that the magnitude of the bias depends not only strongly on the sample size, but also on the smoothness of the regressor and on a signal to noise ratio. We expose the (extreme) cases where the bias approximation formulae break down and illustrate that in this respect leading terms in asymptotic expansions are more robust than higher-order terms. The latter are only useful when the error of the leading term does not exceed (roughly) 20%. For all models examined we show that second moments of the least-squares estimators can be approximated quite accurately by our higher-order asymptotic expressions. We conclude that over a substantial and practically very relevant part of the parameter space of autoregressive models the tools developed in this paper can be exploited to improve inference methods when samples are small or only moderately large and a unit root is present. A. Basic results on ι and J For the T × 1 vector ι and the T × T matrix J, introduced in (2.7), we have the following results for t = 1, ..., T : (Jι)
Making use of the well-known summation results P T t=1 t = (T + 1) T/2, P T t=1 t 2 = (T + 1) (2T + 1) T/6, P T t=1 t 3 = [(T + 1) T ] 2 /4 and P T t=1 t 4 = (T + 1) (2T + 1) (3T 2 + 3T − 1)T /30 we also Þnd:
The simple structure of J also leads to the results:
B. Basic results on orders of magnitude
Here we collect results that support the statements made in Sections 3 and 4 on orders of magnitude of relevant expressions. From E (X 0 u) = 0 and Var
C. Proof of Theorem 1
Expanding the inverse factor of (2.11) further than in (2.12) we obtain
Substitution in (2.11) yields
To approximate the bias we take the expectation of these terms. Terms involving an odd number of zero mean normal random variables can be ignored. Occasionally we can simplify the expressions by using the fact that in traces or in scalars the expression is sometimes unchanged when J is replaced by J 0 , and hence J can be replaced by [
Because Mι = 0, this may lead to some simpliÞcation. Using
and removing terms that are of such magnitude that they can be neglected in an O(T −3 ) approximation, yields
where the last two terms can be combined, such that the numerator involves
which shows that these two terms can be neglected in the result of the theorem.
D. Proof of Corollary 1
Putting X = ι, M = I T − 1 T ιι 0 and β scalar in the various terms of Theorem 1 and using results from Appendix A leads to
which after substitution lead to the result of the Corollary.
E. Proof of Theorem 2
To Þnd the approximation to the MSE we commence from (3.4). Using an expansion for the inverse factor of the form (1 + x) −2 = 1 − 2x + 3x 2 − 4x 3 + .... the MSE may be approximated by
Here we have removed terms from the original expansion which involve a product of an odd number of normal random variables with mean zero, together with terms which are o p (T −4 ). Below we evaluate the expectations in the various numerators and exploit the same simpliÞcation as in Appendix C.
Substitution yields
and removing terms of small order we obtain
which then, after minor further simpliÞcation, gives the result of the theorem.
F. Proof of Corollary 2
Following up on the proof in Appendix D, we have to evaluate a few extra expressions after putting X = ι, M = I T − 1 T ιι 0 and β scalar. We Þnd
which leads to the result in the corollary.
G. Proof of Theorem 3
The required bias is obtained from the expansion (4.11). Since terms with an odd number of stochastic factors have zero expectation, we have to evaluate
We Þnd
Some further simpliÞcation is possible. Note that
Since the regression contains a constant, we haveZ(Z 0Z ) −1Z0 ι = ι, and hence
Finally consider
Because ι is the second column ofZ we have (Z 0Z ) −1Z0 ι = e 2 , and hence, using e 0 1 e 2 = 0,
Premultiplying both sides of (G.1) with e 0 1 D and making use of (G.2) and (G.3) yields the bias of b λ as stated in the theorem, which can be shown to be equivalent to (3.2) for the case δ 1 = −1. Premultiplying (G.1) by e 0 i+1 D yields the bias of the individual elements b β i , i = 1, ..., k.
H. Proof of Theorem 4
Upon removing the terms which are a product of an odd number of normal random variables with zero mean, we may write
The required approximation to the MSE of b α is obtained by evaluating this expectation and pre-and post-multiplying the result by D. We make use of the substitutionsW 0W = R −1 , W = Jue 0 1 D, P =W 0 Jue 0 1 DR + De 1 u 0 J 0W R and S = De 1 u 0 J 0 Jue 0 1 DR and, often using the result E(uu 0 Buu 0 ) = σ 4 [tr(B)I + B + B 0 ] for general B matrices, we Þnd for the successive terms: 
Now we can evaluate the expectation of the term in square brackets in (H.1). This amounts to:
Thus we can simplify the term in square brackets and obtain:
To obtain the required result for (H.1) we should pre-and postmultiply the above by R, but Þrst we may remove terms from it that are o(1). Finally pre-and postmultiplying this expression by D yields the result of the theorem. 
