Abstract. We discuss existence and regularity of the solutions of the wave-resistance problem for a thin semisubmerged body moving at uniform subcritical velocity in a heavy fluid (e.g., water) of constant depth. The main assumption (on the geometry of the body) is that the flow is twodimensional; i.e., it can be completely described in the vertical plane containing the direction of the motion. Then the problem can be formulated in terms of a boundary value problem for a holomorphic function (the complex velocity field) satisfying a nonlinear condition (the Bernoulli condition) on a free boundary (the free surface of the fluid). By a hodograph transformation and choosing an appropriate functional setting, we first reduce the problem to the resolution of a nonlinear functional equation depending on two unknown parameters, which are related to the positions in the hodograph plane of the points of contact between the free surface and the body. The main result of this paper is the proof of the existence, under mild assumptions on the body's profile, of an exact solution of the nonlinear problem: the resulting free surface is asymptotically flat at infinity upstream and is oscillating downstream; moreover, it is tangent to the body's profile at the contact points.
Introduction and statement of the problem.
Let us consider an infinitely long, semisubmerged horizontal cylinder, moving at a uniform speed on the free surface of a heavy fluid, in the direction orthogonal to its generators. The unperturbed fluid, which is at rest, has finite constant depth H. Compressibility and viscosity are neglected as well as surface tension; moreover, the fluid motion is assumed to be irrotational.
We want to find the steady flow generated by the cylinder's motion. Because of the geometry of the problem, the flow can be completely described in the vertical plane containing the direction of the motion. Then the problem can be formulated in terms of a boundary value problem for a holomorphic function (the complex velocity field) satisfying a nonlinear condition (the Bernoulli condition) on a free boundary (the free surface of the fluid); moreover, the free boundary is the union of two disconnected curves ending on the cylinder's profile at unknown points (see Figure 1) .
The solvability of this problem was established in [1] (for a cylinder with symmetric cross section) and in [2] (for a generic cylinder) in the case of supercritical velocity (see below). The proof relies on the assumption that the piercing part of the cylinder is small compared to its length (and to the fluid's depth) and essentially consists in the application of the implicit function theorem to a functional equation in the hodograph plane. In this approach, a crucial step is the proof of the unique solvability of a linear problem, which is obtained by considering the limit when the cylinder's section becomes a beam and the flow (in a reference system connected with the cylinder) approaches the constant, parallel flow [3] . In the present work, we prove the solvability of the free boundary problem in the case of subcritical velocities. As it is already clear at the level of the linearized problem [4] and from numerical experiments [5] , the properties of the solutions are quite different for subcritical and supercritical flows. For example, in the former case the flow may have nontrivial oscillations at infinity downstream, while in the latter case it is asymptotically parallel. This behavior is of course related to the situation that arises in the free-surface water waves: there, a supercritical flow is associated with solitary waves (that exponentially decay at infinity in both directions; see, e.g., [6] , [7] ), while subcritical flows develop a periodic wave train [7] , [8, Chap. 71] . As a consequence, the former proof of the solvability will not extend in a trivial way to the subcritical flow. Nevertheless, we can still formulate the problem in terms of a functional equation in the hodograph plane with the same assumptions on the geometry of the cylinder. As in the case of supercritical velocities, we seek a "local" result of existence for a solution which, for some small parameter tending to zero, approaches the constant parallel flow. To reach this goal, in contrast with the supercritical case, we will not fix a priori the asymptotic velocity of the perturbed field at infinity upstream; the solution that we obtain will be a perturbation of the constant flow with prescribed subcritical velocity c 0 < gH (1.1) (here g is the acceleration of gravity); the perturbed flow will be parallel at upstream infinity, but its velocity c will depend on the parameter and will approach the unperturbed velocity c 0 as → 0. Similarly, the origin in the hodograph plane will not be completely fixed a priori, but we let it depend on a parameter changing with ; we prescribe only its value in the limit = 0 when the hodograph map is linear (see section 2). Both these quantities will be determined, as functions of , from the resolution of the problem, together with the free surface and the velocity field. The necessity of considering additional unknowns comes from the requirement to satisfy two nonresonance conditions at infinity downstream, where the velocity field is oscillating. More precisely, one finds that in the linearized problem (see below) the wave number and the phase of the oscillating far field are directly related to the above parameters; hence, by suitably setting their values, we can search the perturbed solutions in a common space of functions oscillating with the same wave number at downstream infinity. In order to state the various equations of the problem, we choose a coordinate system connected with the cylinder and such that the xy-plane is orthogonal to the horizontal generators of the cylinder; the x-axis is directed as the unperturbed flow, the undisturbed free surface is at y = 0, and the bottom of the region occupied by the fluid is at y = −H. The cross section of the "hull" is described by the equation
where > 0 is a small parameter and f is a C 1 function defined in some neighborhood of the origin, say J, and such that, for some other neighborhood of the origin J = (a, b) ⊂ J, we have
The fluid surface is described by the equation y = h(x), where h is an unknown smooth function defined in R\[x − , x + ], with x ± ∈ J. The two numbers x ± are the abscissae of the points where the free surface meets the hull so that h(x ± ) = f (x ± ). Note that the values x ± are unknown, and their determination is part of the problem. It is natural to assume that x − and x + lie in small neighborhoods of the points a and b, respectively, which are bounded away from the origin.
We set
will denote the region filled with the fluid. We assume (as usual) that the curve y = h * (x) is a streamline; i.e., the free surface and the wetted part of the cylinder form a single streamline; the bottom {y = −H} is also assumed to be a streamline. Let us introduce the complex variable z = x + iy and the complex velocity function ω(z) = u(x, y) − iv(x, y), holomorphic in S * , with u and v components of the velocity vector. We can now state our problem in the following form: find three scalars, the asymptotic velocity c, the abscissae x + > 0 and x − < 0, and a real function h ∈ C 1 (R\[x − , x + ]) and a complex function ω = u − iv holomorphic in S * and bounded in S * , such that the following boundary conditions hold:
Equations (1.7), (1.8) indicate that the free surface and the wetted hull are arcs of a streamline; (1.9) expresses the same property for the bottom, while (1.6) is the Bernoulli condition on the free surface. The asymptotic conditions (1.10), (1.11) state that at infinity upstream the flow approaches a constant parallel flow, and the free boundary approaches the straight line h(x) = 0. We stress that the asymptotic velocity c is an unknown function of which tends to c 0 as → 0. As discussed above, the perturbation due to the presence of the cylinder does not in general vanish (in two dimensions) at infinity downstream if (1.1) holds. The statement of the problem is completed by the continuity conditions
Rigorous mathematical results about nonlinear ship waves are quite rare in the literature; the problem appears in a linearized version (the Neumann-Kelvin problem; see, e.g., [4, Part 2] and references cited therein), or it has been treated by numerical methods [5] . Some authors [9] , [10] (see also [7] ) consider the water waves problem by assuming a variable pressure of the form: p 0 (atmospheric pressure) + p(x) acting on the free surface; if p(x) is compactly supported, this extra pressure may simulate the action of a ship.
The aim of this paper is to prove the existence, for small values of the parameter , of an exact solution of the nonlinear problem, which, for → 0, reduces to the trivial parallel flow ω = c 0 , h = 0. The main steps in implementing this program are the following: in the next section, we use a hodograph transformation which (partially) overcomes the difficulties due to the free boundary; the transformed problem proves to be convenient for a functional reformulation. The proof of solvability is achieved in two steps: see sections 3 and 4; in particular, in section 3 we exploit the results obtained in [3] for the linearized problem. Some technical results and side properties of the solution are described in the appendix.
The main result of the paper (the precise statement is Theorem 5.6) is that, for a given profile f (x) with > 0 small, f satisfying (1.3), and some additional technical conditions (also involving the data c 0 and H) there is a solution of the system (1.6)-(1.12). More specifically, there is a flow ω (z) which is asymptotically parallel when x → −∞; the asymptotic velocity c is a known quantity depending on and tending to c 0 as → 0. The free surface and the cylinder profile form a single C 1 streamline: they match at known points x − and x + (depending on ). Moreover, the free surface is exponentially vanishing for x → −∞ and is bounded and asymptotically periodic when x → +∞; the period is also a known function of . This result qualitatively agrees with the numerical experiments presented in [5, Par. 3] for Froude numbers approximately ranging from 0.35 to 0.6 and for a parabolic profile. Also, the analysis developed in [9] (where we still have a localized obstacle on the bottom and a localized extra pressure on the free surface) shows that, for Froude numbers strictly less than 1, all bounded solutions are asymptotically periodic at infinity downstream.
The hodograph transformation.
By means of the hodograph transformation (see [2] for details) we can reformulate the problem by taking the complex potential
(where ϕ(x, y) is the velocity potential and ψ(x, y) the stream function) as the independent variable and the reciprocal of the velocity field
as the unknown. Given the function Ω, the (inverse) hodograph map w → z = x + iy is defined by the relation dz/dw = Ω modulo an additive complex constant; the imaginary part of this constant can be fixed in such a way that the streamline consisting of the free surface and the wetted hull corresponds to ψ = 0 (see (2.5) ). Then the domain S * of the physical plane is mapped onto the strip
The real part of the additive constant is left undetermined for the moment and is assumed to change with . For = 0 we assume that the image of the point w = 0 coincides with the origin in the physical plane, which can be placed at a minimum point of the function f on the x-axis; for > 0, the origin of the hodograph plane will be mapped (for small enough ) to an unknown point (x, f (x)) on the cylinder's profile according to the discussion of the introduction. Taking account of the above conditions, the relation between the physical plane variables and the hodograph plane ones can be written
We stress that the functions U , V and the parametersx, c in (2.4), (2.5) depend on ; for = 0, we have U = 1/c 0 , V = 0,x = 0, and c = c 0 , and the map is simply the multiplication by 1/c 0 . We call ϕ − and ϕ + the values of ϕ at the separating points P − = (x − , f(x − )) and P + = (x + , f(x + )), respectively. Then the upper boundary of the strip consists of the segment (2.6) which is the image of the cylinder's hull, and the two half-lines
which are the image of the free surface; we stress that the separating abscissae ϕ − < 0 and ϕ + > 0 are also unknown. The bottom is mapped onto the line
Then the function Ω must be holomorphic in A H and satisfy the boundary conditions
Moreover, we require the condition at infinity upstream
The continuity conditions (1.12) are written
As already noticed in [2] these two conditions, now written in the hodograph plane, are not independent if (2.10) holds. We now show, however, that there is another independent condition at the point (ϕ + , 0), related to the Bernoulli equation (1.6). In fact, for physical reasons and recalling the asymptotic conditions (1.10), (1.11), the constant appearing on the right-hand side of (1.6) must have the same value c 2 /2 on both components of the free surface; this holds in particular at the two points P ± . In terms of the hodograph variables, we get by (2.5), (2.9), and the limit condition (2.12)
for ϕ ≤ ϕ − (and ψ = 0); by (2.2), this is equivalent to (1.6). On the other hand, there is no prescribed limit at infinity downstream (only boundedness of the flow field is required). This means that we have the additional condition
which, taking account of (2.13), becomes
Equations (2.9)-(2.13 ) formulate the problem in the hodograph plane; by the previous discussion, we could replace (2.13) with the analogous of (2.13 ) at ϕ − .
We stress that in the above problem the size and the position of the segment I defined by (2.6) are unknown (the same is true for the depth of the bottom B of the strip in the hodograph plane; see (2.8)). Therefore, a further change of the independent variables and unknowns will prove convenient in the following. Let us first introduce the new parameters
Then, by setting
the beam I is mapped onto the interval (−1, 1) of the ρ-axis, and the strip A H becomes
where
Then we define the new unknown
(as a function of the new variables (2.15)) by subtracting the asymptotic field 1/c from Ω and dividing by ; namely, we set
We now want to write the nonlinear boundary conditions (2.9), (2.10) as formal operator equations in the new variables. We first note that on the line σ = 0 (that is, ψ = 0) the right-hand side of (2.4) takes the form
where we set ρ m = −ϕ m /ϕ * ; note that (2.19) is independent of c. We now define the functions
and
Furthermore, by introducing the parameter
Then, for every > 0, the equation
is equivalent to the conditions (2.9), (2.10). Moreover, the function χ must be holomorphic in A * , vanishing for ρ → −∞, and satisfying the linear condition η(ρ, −H * ) = 0. The notation used stresses the dependence of the differential system on the various parameters of the problem:x, ν * (and then c), ϕ m , ϕ * ; such quantities are unknown functions of as well as the field χ. Our strategy for solving the problem in the hodograph plane will consists of two steps: first, we fix ϕ * and ϕ m independent of and solve (via the implicit function theorem) (2.25) with respect to χ, ν * , andx for small , starting with the solution of a linear problem at = 0 (see section 3.1 below). The values of ν * andx for > 0 will be determined by requiring the solution χ to belong to an appropriate Banach space (see section 3.2). Thus, in this way, we determine a family of hodograph maps depending on the parameters ϕ * , ϕ m , and (note that also the strip A * where the function χ is defined depends on ϕ * ; see (2.16), (2.17)). Then, in the second step, we select a pair ϕ * = ϕ * ( ), ϕ m = ϕ m ( ) by solving (2.13), (2.13 ): the selected map, corresponding to those values of the parameters, will finally determine the solution of the problem in the physical plane. The reason for this two-step procedure is that we do not know a priori the limit positions for → 0 of the points P ± so that we cannot linearize the whole problem around a known solution at = 0.
In the next section, we will formulate (2.25) as an operator equation between suitable Banach spaces; this equation will be solved, for fixed ϕ m , ϕ * , in section 4, while in section 5 we discuss (2.13), (2.13 ) determining ϕ m , ϕ * .
3. The functional setting of the problem.
3.1. The problem at = 0 in the hodograph plane. According to the previous discussion, we fix the two parameters ϕ * > 0 and ϕ m and discuss the linear problem obtained from (2.25) by letting → 0 (formally) in the expressions (2.21), (2.23); the results obtained will suggest the correct functional setting of the nonlinear problem.
We first recall that c → c 0 andx → 0 as → 0; hence, by recalling (2.22) we also have ν * → ν * 0 , where
Then, for → 0 the system (2.25), together with the condition on the bottom and the asymptotic condition, leads to the following problem for a holomorphic function χ 0 = ξ 0 − iη 0 in the domain A * (see [2] ):
By substituting, in the first equation, ∂ ρ ξ 0 with −∂ σ η 0 , we obtain a boundary value problem for the harmonic function η 0 (the harmonic conjugate ξ 0 is then determined by the requirement of vanishing at infinity upstream).
By adding to (3.2)-(3.5) the natural requirement that the solution is H 1 loc and bounded (more generally, polynomially bounded) in the strip outside any neighborhood of the interval [−1, 1] × {0}, Problem L 0 coincides with the problem obtained by formal linearization of the original nonlinear problem in the physical plane; see [3] . Then, by the results of [3] , we have the following. 
where λ 0 is the first positive solution of the equation
and θ is the characteristic function of the interval (0, +∞). From Theorem 3.1 we get no information on the solvability of Problem L 0 at the "singular values" µ = nπ/2, n = 1, 2, . . . . However, by a careful reconsideration of some arguments of [3] , it can be shown that the solutions defined by Theorem 3.1 have well defined limits for µ → nπ/2 and that these limits are still solutions to Problem L 0 with the same regularity and asymptotic properties (3.7). In fact, we can now state the following. The proof is given in the appendix. Remark 3.3. It is worthwhile to point out further properties of the solution of Problem L 0 which will be useful for the definition of an appropriate functional setting for (2.25). We stress that these properties, as well as the asymptotic representation (3.7), hold for every positive value of µ.
(i) It can be shown (see also [1] [4] and will be discussed in a more general framework in a forthcoming paper.
Let us now go back to the representation (3.7); we note that the parameter ν * 0 determines the wave number of the perturbed flow at downstream infinity. Moreover, the choicex = 0 at = 0 affects the asymptotic phase of η 0 . Actually, for ρ → +∞ we can write
where δ 0 = arctan(B 0 /A 0 ); since A 0 and B 0 are linear functionals of the boundary datum of Problem L 0 , i.e., of −f (ϕ * ρ + ϕ m ) for |ρ| < 1, a different choice of the limit value ofx corresponds to a shift of the argument of f and therefore to a change of δ 0 . Now, it is clear that, given ϕ * , ϕ m , ν * 0 , and H * , the constant δ 0 in (3.11) is fixed by the integrals on the right-hand sides of (3.9), (3.10) (we suppose that at least one of these integrals is not vanishing; if A 0 = 0 we take δ 0 = π/2). In the following, for the sake of simplicity, we shall assume that the function ρ → f (ϕ * ρ + ϕ m ) is orthogonal to β so that B 0 = 0 and δ 0 = 0. In this case, the solution η 0 is asymptotically odd with respect to ρ for ρ → +∞. Then we will look for solutions of the nonlinear problem (2.25) with the same symmetry at infinity. We point out that the restriction to invariant subspaces of functions with definite symmetry is also a crucial step in the proof of the existence of periodic water waves by bifurcation methods [8] , [11] . Later, we will show how to get rid of the previous orthogonality assumption; we remark only here that, in the general case, the function ρ → η 0 (ρ − δ * 0 , σ) is asymptotically odd, where
Remark 3.5. When A 0 , B 0 are both vanishing, we get C 0 = 0 in (3.11), and the phase δ 0 is undetermined. In this case, we have a waveless solution of the linear Problem L 0 (see [4] , [14] ), which is also uniquely determined.
The functional equation.
It is now convenient to outline our strategy for solving (2.25); we want to solve such an equation for every pair ϕ * , ϕ m in a neighborhood of the previously discussed solution at = 0. We remark that this solution is a function χ 0 = ξ 0 − iη 0 holomorphic in the strip (2.16); moreover, χ 0 vanishes for ρ → −∞ and approaches, for ρ → +∞, a holomorphic function χ # 0 which is 2π/µ periodic with respect to ρ, where µ is the positive solution of (3.6). Finally, by the discussion at the end of the previous section, χ # 0 satisfies the symmetry condition χ
Thus, it is natural to solve the functional equation (2.25) in a space of functions defined in the fixed strip A * and with the above asymptotic properties. We note in particular that we look for solutions having the same wave number and symmetry, in the limit ρ → +∞, for every positive (small enough) ; as we will see, this can be accomplished by letting the parameters ν * ,x vary from the initial values ν * 0 , 0. This means that we will solve the functional equation with respect to the unknowns (χ,x, ν * ) in a neighborhood of the solution (χ 0 , 0, ν * 0 ). We first define suitable Banach spaces for the discussion of the functional equation (2.25); then we will show that the operator B is a continuously differentiable map between these spaces. In the next section, we will prove the invertibility of the Frechet derivative B at = 0 and solve (2.25) by the implicit function theorem. Taking account of Theorem 3.1 and Remark 3.3, we now introduce a Banach space X of holomorphic functions defined in A * and continuous up to the boundary. Let us fix ρ 0 > 1 and set Q ρ0 = [−H * , 0] × R\(−ρ 0 , ρ 0 ); moreover, givenρ > ρ 0 , let Bρ ⊂ A * be the bounded rectangle (−H * , 0) × (−ρ,ρ). Finally, take 1 < p < 4/3, α = 2 − 2/p, and define
where χ # = ξ # − iη # is holomorphic in the strip and 2π/µ-periodic with respect to ρ and such that χ # (−ρ, σ) = χ # (ρ, σ). The limits in (3.13) are uniform with respect to σ. The space X is endowed with the following norm:
where 0 < λ * < λ 0 and λ 0 is the lowest positive solution of (3.8). We note that X is a linear space of bounded, continuous functions up to the boundary of A * ; furthermore, X is complete with respect to the norm (3.14). In fact, if χ n is a Cauchy sequence in X, we have in particular that χ n converges uniformly on the closure of the strip A * to a continuous function χ which is holomorphic in A * ; moreover, it can be shown that χ is the limit in X of the sequence. For, by (3.14), if χ n ∈ X is a Cauchy sequence of functions asymptotic to the periodic functions χ # holomorphic and satisfying the properties described below (3.13). Now, by writing explicitly the Cauchy condition for χ n − χ m and taking the limit for m → ∞ at every point of the closed strip, we find that χ ∈ X with the above limit χ # in the definition (3.13); moreover, lim n→∞ χ n = χ in X. Let us now define the space
where Y ρ0,ρ is the set of the real functions l defined (a.e.) in R\[−1, 1] and with the following properties:
where l # is continuous, 2π/µ-periodic, and odd. The linear space Y ρ0,ρ , equipped with the norm
is a Banach space. The crucial result of this section is the following. (χ,x) ; its G-differential at the point (χ 0 , 0) ∈ U I is given by
It is easy to check that the map (χ,x; ϕ m , ϕ In order to exploit similar arguments for the second component of B, i.e., B
F
given by (2.23), it is convenient to write it in the form
Again by the properties of the spaces W 2− 1 p p with p > 1 and recalling the definitions (3.16), (3.17), one can verify that, for suitably chosen U F ⊂ X × R + (containing the point (χ 0 , ν * 0 )) and 0 > 0, the operator B F acts continuously from U F × [0, 0 ) into Y ρ0,ρ ; we particularly emphasize that if χ satisfies the asymptotic symmetry condition specified in the definition of the space X, then the right-hand side of (3.19) satisfies the analogous condition for the space Y ρ0,ρ (see (3.16) ). The operator B F is also differentiable with respect to (χ, ν * ), and its G-differential at the point (χ 0 , ν * 0 ) can be written
) is continuous; then B F is Frechet differentiable with the continuous derivative in U F × [0, 0 ). We can also readily check the differentiability of B F with respect to . By collecting all these facts, we get the proof of the theorem. Problem L.
where the pair (k, l) belongs to the space Y defined by (3.15), (3.16 ). We will show that problem (4.1)-(4.3) is uniquely solvable in the space X (see (3.13)) for a unique choice of the pair (x, ν * ) in a neighborhood of (0, ν * 0 ). We search a solution of the problem in the form
where η 1 , η 2 are harmonic in the strip and satisfy, respectively, the conditions
It is readily verified that if η 1 , η 2 solve the system (4.4)-(4.8), their sum η solves Problem L; on the other hand, we know that (4.4)-(4.6) is solvable by Theorem 3.1. Now we will consider problem (4.7)-(4.8). By the definition of the space Y ρ0,ρ and by the continuation properties of Sobolev space functions [12, Par. 1.4.3], we can assume that the datum l on the right-hand side of (4.7) is defined on R and satisfies
We denote by Z the set of functions l * defined in R such that
and have property (3.16) in R\(−1, 1).
We stress that a function l * ∈ Z may be decomposed as
where l * 0 is integrable and exponentially decaying for |ρ| → ∞, while l # is 2π/µ-periodic, continuously differentiable, and odd. We now discuss an auxiliary problem in the strip whose solution proves the existence of the required function η 2 .
An auxiliary problem.
Let us consider the following problem:
Moreover, we require that Ψ vanishes for ρ → −∞. Then, we have the following. 
then Ψ is bounded and asymptotically 2π/µ-periodic (with respect to ρ) for ρ → +∞.
Proof. Let us consider the convolution
We stress that the integrand in (4.16) has two simple poles at p = ±µ on the real axis; therefore, the integral is understood as the Fourier transform of a tempered distribution, which can be evaluated by integrating along the path in the complex plane consisting of the intervals (−∞, −µ − ), (−µ + , µ − ), (µ + , +∞) of the real axis and two semicircles of radius and center at (±µ, 0) surrounding the poles in the lower half plane. As a result, we obtain
where C is a constant, θ is the characteristic function of the interval (0, +∞), and
The coefficients c n are given by
where λ n are the positive solutions of the equation
Note that λ n H * ≈ (n + 3/2)π for large n so that |c n | = O(1/n). It follows in particular that |κ(ρ, σ)| ≤ C log(|ρ|) for ρ in a neighborhood of the origin so that, for 15) solves (4.11) -(4.13) at least for l * ∈ S(R). We will now show that (4.15) is well defined also for l * ∈ Z and that the proposition holds with Ψ = (K l * ). Let us first consider the function κ l * ; by (4.10), we can write
By explicit bounds using the integrability and the decay properties of the factors we get
where C depends on the norms of κ and l * 0 in L 1 (R). The second term is a bounded function defined in R and decreasing like Ce λ0ρ for large negative values of ρ (recall that λ 0 > λ * ); moreover, we have the identity
Recalling that l # is periodic and odd and observing that κ(−ρ, σ) = κ(ρ, σ), we have that the first term on the right-hand side is periodic and odd with respect to ρ. The second term is also vanishing as Ce −λ0ρ for ρ → +∞. Let us now consider the convolution between l * and the last term of (4.17); it is proportional to the function
which is bounded by Ce λ * ρ for ρ → −∞. To study the other limit, we write (4.20) where
By expanding l # in Fourier sine series and integrating term by term in (4.22), we find that the function P s is bounded (and periodic) only if condition (4.14) holds. We point out that a second "nonresonance" condition for P c is ruled out by the choice of an odd l # . Then the right-hand side of (4.20) approaches a 2π/µ-periodic function for ρ → +∞; note that such a function is not odd, unless lim ρ→+∞ B(ρ) = 0.
It remains to prove that (4.15) actually solves the problem. We point out that, by (4.10), the Fourier transform in S of a function l * ∈ Z has the form 
(the limit being in S (R)). Then we can define the one-parameter family of tempered distributionŝ
where the first factor on the right-hand side is regularized as in the discussion following (4.16). It is readily checked that
in the distributional sense. Thus, by the properties of the Fourier transform F in S (see [13] , Thm. 7.15) we have that the inverse transform F −1Ψ solves (4.11)-(4.13) and is equal (a.e.) to the convolution (4.15).
Remark 4.2. We remark that if (4.14) holds, the coefficient b 1 of the series on the right-hand side of (4.23) vanishes. As a consequence, in evaluating the inverse Fourier transform ofΨ by complex plane integration, we have only contributions of simple poles, which produce the oscillating terms of the solution at +∞. If b 1 = 0, there are poles of order two at p = ±µ, generating a "resonance" term in Ψ, whose amplitude grows linearly for ρ → +∞, in agreement with the previous calculations (see (4.20) and (4.22)).
By taking l * as in (4.9) we can now choose η 2 = Ψ as the harmonic function satisfying (4.7) and (4.8) . We now show that there is a unique value of ν * such that (4.14) holds. For, by (4.9) and by the asymptotic properties of η 0 , we have
inserting in (4.14) we find 
Proof. We first note that, by Theorems 3.1 and 3.2, there is a unique harmonic function η 1 which satisfies (4.4)-(4.6) and the asymptotic condition (3.7). Then the function η = η 1 + η 2 , with η 2 defined in section 4.1, satisfies (4.1)-(4.3) and vanishes (exponentially) at −∞. Moreover, by choosing ν * as in (4.24), we have that η is bounded and asymptotically 2π/µ-periodic for ρ → +∞. It remains to satisfy the symmetry condition. To this aim, we recall that by (4.18)-(4.22) the function η 2 approaches, for ρ → +∞, the sum of an odd (periodic) function with the function
where B + is proportional to the limit for ρ → +∞ of the function B(ρ) defined in (4.21). On the other hand, by denoting with k * the right-hand side of (4.5), we have for large positive values of ρ
where, by recalling (3.10),
Then η is asymptotically odd if
By the definition of k * and by (4.25) the above equation is satisfied by choosinḡ
It remains to prove uniqueness. Assume that the real numbersx andν * and the functionη solve the homogeneous Problem L. By Proposition 4.1, there is a harmonic functionη 2 , vanishing for ρ → −∞, bounded by a linear function for ρ → +∞ (see Remark 4.2), and satisfying conditions (4.7), (4.8) with l = 0 and ν * =ν * . As a consequence,η 1 =η −η 2 solves (4.4)-(4.6) with k = 0 and withx =x and satisfies the same conditions at infinity. Then, by Theorems 3.1 and 3.2, such anη 1 is uniquely determined and satisfies (3.7); it follows thatη is bounded and asymptotically periodic only ifη 2 has the same properties. By (4.24), this impliesν * = 0 so thatη 2 = 0. In this case, condition (4.5) becomesη 1 (ρ, 0) = −xf (ϕ * ρ + ϕ m ), for |ρ| < 1. However, by condition (4.25),η =η 1 cannot approach an odd (periodic) function for ρ → +∞, unlessx = 0. Then we also getη = 0.
We could now deduce local solvability of (2.25) by the implicit function theorem. We recall, however, that Theorem 4.3 has been proved by assuming a specific symmetry of the solutions at downstream infinity, starting from the additional condition that the right-hand side of (3.10) vanishes. We now show that the theorem holds without this extra assumption if one suitably modifies the definitions of the function spaces X, Y and the condition (4.25); at the end of the section, we will discuss the restrictions on the form of the cylinder's profile f for the validity of the latter condition.
Recalling the discussion at the end of section 3.1, if δ * 0 = 0 in (3.12), we change the definition (3.13) of the space X by requiring that the limit function χ # satisfies the condition χ We can now proceed as in section 4.1 and choose η 2 (ρ, σ) = Ψ(ρ + δ * 0 , σ) to satisfy conditions (4.7), (4.8); by (4.9) and recalling (3.11), we easily check that there is again a unique value of ν * such that (4.29) holds. Let us now turn to Theorem 4.3; we define as before η = η 1 + η 2 , with η 1 solving (4.4)-(4.6) and satisfying the asymptotic condition (4.27); then, by a suitable translation of (4.26) we find that η belongs to the (new) space X if
that is,
Note that, for δ 0 = 0, (4.30) reduces to the previous condition B 1 +B + = 0. Recalling (3.9), (3.10), if the assumption (4.25) is replaced by
we can solve (4.30) by choosinḡ Moreover, the map → (χ(ϕ m , ϕ * , ), ν(ϕ m , ϕ * , ),x(ϕ m , ϕ * , )) is differentiable. In view of the discussion of the last conditions (2.13), (2.13 ), it will be important to investigate the properties the function F 0 defined in (4.31) (see section 5 and the appendix). We remark here that the form of this function also depends on the data c 0 , H, f . As a concluding remark, we observe that, in contrast with the situation encountered in the supercritical case, we are not able to give more detailed information on the location of the contact points x ± .
Appendix. In part I we prove Theorem 3.2 and property (iii) of Remark 3. 
