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Abstract
In this thesis, we introduce DeReEs-4v, an algorithm for unsupervised and automatic
registration of two video frames captured depth-sensing cameras. DeReEs-4V receives
two RGBD video streams from two depth-sensing cameras arbitrary located in an
indoor space that share a minimum amount of 25% overlap between their captured
scenes. The motivation of this research is to employ multiple depth-sensing cameras
to enlarge the field of view and acquire a more complete and accurate 3D information
of the environment. A typical way to combine multiple views from different cameras
is through manual calibration. However, this process is time-consuming and may
require some technical knowledge. Moreover, calibration has to be repeated when the
location or position of the cameras change.
In this research, we demonstrate how DeReEs-4V registration can be used to find
the transformation of the view of one camera with respect to the other at interac-
tive rates. Our algorithm automatically finds the 3D transformation to match the
views from two cameras, requires no human interference, and is robust to camera
movements while capturing. To validate this approach, a thorough examination of
the system performance under different scenarios is presented. The system presented
here supports any application that might benefit from the wider field-of-view provided
by the combined scene from both cameras, including applications in 3D telepresence,
gaming, people tracking, videoconferencing and computer vision.
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Chapter 1
Introduction
The introduction of depth-sensing cameras has transformed computer vision research.
These cameras provide depth maps where each pixel shows the distance of the point
in the scene to the camera. Initial 3D cameras such as laser scanners and sonars
are highly accurate, however, they are expensive and slow in providing 3D informa-
tion [35]. The arrival of RGB-D sensors that provide color and depth images, such
as Microsoft Kinect in November 2010, has led to a rapid change in research and
industry, since they come at an affordable price and are appropriate for real time
applications. Although its initial purpose was for gesture recognition and human
detection in gaming, soon researchers realized its role in many different areas.
Applications include 3D scanning (such as [46] or [28]), in which a camera is
moved around a scene or object to acquire a 3D model of it, indoor 3D mapping and
localization, which is simultaneously calculating the position and orientation of the
depth-sensing cameras and providing 3D maps in real-time(e.g [72]), object/human
detection and tracking in images and videos, and gesture recognition. Another im-
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portant application, which is also the main focus of this research, is telepresence.
Telepresence in this case refers to connecting two remote parties and their environ-
ments through a window or screen in a way that users experience the feeling of being
present in the remote environment.
The predominant technologies supporting these cameras are “Structured Light”
and “Time of Flight”. Time of Flight(ToF) can be measured either by using pulse or
continuous wave modulation(CW) [24]. Sensors using pulse modulation find depth
by measuring the time a light pulse trip takes. Whereas in CW modulations, an
IR is emitted to the object and a sensor detects the reflected light. In this case,
depth is measured by calculating the phase difference between the emitted and the
reflected wave. In Structured Light cameras, a structured light with a known pattern
is casted on the environment and the reflection of the pattern is captured by a sensing
device. Depth is obtained by analyzing the distortion of the pattern. The technology
behind the first generation of the Kinect(2010) is Structured Light, while the second
generation Kinects are based on ToF.
While off-the-shelf RGB-D sensors assist us in different areas of Computer Vision,
these cameras suffer from artifacts such as missing depth data. Regardless of the tech-
nology they are based on, holes are a common artifact in depth maps. In Microsoft
Kinect cameras, objects and surfaces that are shiny and bright cause missing infor-
mation in the depth values. The depth maps suffer from quantization noise, when
the resolution decreases and distance of the object increases [36]. Moreover, holes are
found due to the shadows objects cast on other objects as a result of occlusion. This
situation arises because of the misplacement of the IR projector and sensor. An IR
light is emitted on the scene and the area behind an object will not be cast by the
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Figure 1.1: Effect of having a multi-depth sensor system. Areas occluded by each of
the cameras,(a) and (b), are complete in the registered point cloud(c).
light, however, the IR projector and sensor are located separately by a small baseline.
Thus, the IR sensor is observing the occluded area that IR projector was unable to
cast the light on. This leads to missing values in depth. As shown in Figure 1.1, these
holes are the missing depth information which are shown in black.
RGB-D cameras also suffer from limited field of view. Kinect cameras,for instance,
have a range of 57 degree horizontal and 43 degree vertical field of view. This lim-
ited field of view led researchers to explore the use of multiple depth-sensing cameras
simultaneously. Applying multiple depth-sensing cameras in scenarios such as telep-
resence helps capture a larger portion of the environment.(e.g Figure 1.2 shows the
field of view of one camera compared with two calibrated cameras). With the help
of another camera, areas which are occluded by one camera can be captured by the
other(e.g. the left corner of Figure 1.1(a) is not captured due to the shadow of the
user in front of camera one. The second camera, Figure 1.1(b), has captured the space
and the registered point cloud, Figure 1.1(c), is complete). It also has applications
in gaming, where users can add cameras to involve more users in the game. Multiple
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depth sensing camera scenarios are truly beneficial when the system is automatic and
robust, particularly when the cameras are moved while the system is running. In
chapter 2, a list of the applications of multiple depth-sensing cameras is provided.
Figure 1.2: Comparison between field of view of one camera and two calibrated
cameras
1.1 Motivation
This thesis presents a solution for using multiple depth-sensing cameras for telep-
resence and applications that might benefit from the wider operational field-of-view
provided by registering the views of two cameras sharing some part of a common
scene. Careful calibration of the depth-sensing cameras in any scenario that includes
a multi-camera system is a necessary and initial step [70]. Once point clouds are
roughly aligned by finding a coarse transformation through calibration, registration
methods are then used to perform a fine alignment on them [25]. Calibration is time
consuming and has to be repeated in case the cameras are moved. It is a cumbersome
4
task for users whether they are in a video conferencing, or part of a game; even for
regular researchers, this initial stage can be frustrating and time-consuming [50].
In this research we present a client-server system that uses two Kinect sensors at
server side which is constantly capturing video streams and streaming to the client
side on a local network. This system should be robust to camera movements and no
manual calibration stage will be required. Instead, we are introducing DeReEs-4V, a
registration method that uses RGBD image pairs. DeReEs-4V is short for DeReEs
for Video and is an extension to DeReEs (Detection, Rejection, Estimation) [55]
which was proven to work with viewpoints(RGB+Depth imagges only) that share
small overlapping sections. This is in contrast to ICP(Iterative Closest Point) where
point clouds have to be relatively close and roughly aligned in advance. Further, a
rigorous evaluation of its performance and robustness in maintaining point clouds’
alignment under various conditions is provided. Additional contributions, described
in Chapter 3, include applying ICP in the last step of the algorithm for having a
more stable registration, extending the Octree Point Cloud compression method for
two depth sensing cameras, and a technique to improve the quality of the registration
over multiple iterations during the first seconds of use.
In this work, we are trying to find the answers to the following fundamental
questions:
“How can we make the multiple Kinect system hassle free for
users without employing calibration targets and markers?”
Extensive research has been conducted on using multiple depth-sensing cameras,
however, most of them require an initial stage of calibration to align viewpoints with
respect to each other [8]. As discussed earlier, calibration methods are time con-
5
suming, and may require knowledge of computer vision algorithms and programming
skills to be performed. Therefore, it will not benefit non-expert users who, for in-
stance, want to employ two cameras in a gaming environment. Even for researchers,
the necessity to calibrate cameras initially, and repeating it in case of camera move-
ment, is cumbersome. For these reasons, we will be introducing DeReEs-4V to align
viewpoints.
“Knowing that DeReEs is successful in registering two RGBD
images, will it be successful in registering RGBD video streams
constantly being captured by two Kinect cameras?”
DeReEs is a feature based RGBD registration technique and its initial stage is
finding the corresponding features in both images to obtain a transformation based
on them. In DeReEs-4V, we will apply feature matching on each two RGB images
captured from two cameras. DeReEs-4V is a multi-threaded system designed to
reduce delay in every part of the system that includes capturing, registration and
visualization.
“Can users move the cameras while viewpoints are being reg-
istered? and will the system maintain its stability in aligning
viewpoints even after camera movement?”
The main purpose of this research is to allow users to move the cameras and still
maintain a registered visualization from two viewpoints. Imagine users in a video
conferencing session would like to show other portions of the room to the viewer. Or
in gaming, more users want to be engaged at certain positions in the room. We will
show that, by employing DeReEs-4V, online camera movements are permissible, since
scenes can be re-aligned in less than 63ms.
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“Assuming its success in registering video streams, will it per-
form in real-time?”
In terms of speed of the system, breaking several stages of the system into threads
is a good alternative to achieve real-time performance. One thread is responsible
for capturing RGBD streams and buffering them. Another thread applies registra-
tion on them. A separate thread is responsible for detecting camera movement and
one more thread to perform visualization. The Open Souce Computer Vision library
(OpenCV) [12] implementation of SURF feature matching [6] is employed using the
GPU to further increase the speed. Applying these methods, we prove that our sys-
tem is capable to perform in real-time.
One question that arises while in the process of research is the following:
“If a user decides to move the cameras, how can we make the
system perceptive enough to recognize camera movement?”
One of the contributions of this work is in modifying DeReEs to adapt it to video
streams coming from two Kinects, as opposed to individually captured images. The
point clouds continue to maintain their alignment even with changes in the number
of users, user movements from either cameras. Other contributions, such as detecting
camera movement, are proposed and will be further described in Section 3.
The system is fast and removes the hassle of the initial calibration of the cameras.
In this work, we show that users can easily move cameras around to show other
portions of the environment because it is robust to camera movements and it is
successful in finding the point clouds’ alignment as long as a minimum overlap of
approximately 25% exists between two viewpoints. The need for this system arises
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when non-technical users decide to show other portions of the environment to remote
users while communicating, to enhance the field of view to add people in a gaming
environment, or in robotics or virtual reality applications, where users or robots might
bump into an obstacle and cause cameras to move.
1.2 Methodology
The system consists of a client and a server, in which the server is the machine that
registers the video input and streams the registered point clouds to the client, which
displays the output at the receiving end. Two Kinect cameras are placed arbitrarily
at the server side in an indoor environment in a way that an overlap of at least %25
exists between two viewpoints. RGBD streams are constantly being captured and
later buffered using Point Cloud Library (PCL) [2]. RGB images are used as input
for SURF video matching. OpenCV implementation of SURF feature matching is
used. PCL is used to visualize point clouds both at sender and receiver. The Octree
Point Cloud compression implementation in PCL is also used in streaming point
clouds to the client.
The execution of DeReEs-4V is separated into different threads. No calibration
method is required here, instead, DeReEs [55] is chosen which is proved to work
with viewpoints with at least 25% overlap. The robustness of our system is fairly
dependent on the performance of DeReEs;therefore, two scenarios are considered in
the system:
• Performing registration while cameras are stable. A memory mechanism is
developed to record the best transformation found so far.
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• Detecting camera movements and performing registration after detecting cam-
era movements. DeReEs-4V is again used to detect camera movements.
In order to evaluate our system, Zhang’s standard calibration method [70] is used.
For this purpose, implementation of RGBDemo library [13] is used to find a ground
truth transformation to compare our system to. Kinect cameras are used because
they are fairly compatible with all the mentioned libraries here.
1.3 Outline
The rest of this thesis is structured as follows: In Chapter 2, a review of the related
multi-camera systems along with an overview on camera calibration and point cloud
registration is provided. In Chapter 3, our system is presented in detail. In Chapter
4, we present an extensive evaluation of the proposed system, and Chapter 5 presents
our conclusions and suggestions for extending this work.
1.4 Associated Publications
The research described in this thesis has been published in the following conferences:
• Automatic and Adaptable Registration of Live RGBD Video Streams.
Afsaneh Rafighi, Sahand Seifi and Oscar Meruvia-Pastor.
Paper Proceedings of the 8th International Conference on Motion in Games
- ACM SIGGRAPH. Accepted for publication. November 16-18, 2015, Paris,
France.
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• Continuous and automatic registration of live RGBD video streams with partial
overlapping views.
Afsaneh Rafighi, Sahand Seifi and Oscar Meruvia-Pastor.
Poster Proceedings of the 42nd International Conference and Exhibition on
Computer Graphics and Interactive Techniques. ACM SIGGRAPH. August
9-13, 2015, Los Angeles, USA.
Previous work that was used as a starting point for this thesis was published in
the following venues:
• DeReEs: Real-Time Registration of RGBD Images Using Image-Based Feature
Detection And Robust 3D Correspondence Estimation and Refinement.
Sahand Seifi, Afsaneh Rafighi, Oscar Meruvia Pastor.
Paper proceedings of the International Conference on Image and Vision Com-
puting, IVCNZ 2014. November 17-19, 2014, Hamilton, New Zealand.
• Real-Time Registration of Highly Variant Colour+Depth Image Pairs.
Sahand Seifi, Afsaneh Rafighi, Oscar Meruvia Pastor.
Poster Proceedings of the 40th International Graphics Interface Conference.
May 6-9, 2014, Montreal, Canada.
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Chapter 2
Background and Related Work
In this chapter we review the background topics of the thesis in four sections. Each
section provides an introduction to the knowledge areas related to this thesis. In
Section 2.1, pre-processing steps of working with RGBD cameras is provided. Next,
Section 2.2 introduces calibration. Section 2.3 provides an overview of point cloud
registration and two of the registration algorithms used in this thesis. Lastly, in
Section 2.4, we present an overview of related multiple camera setups.
2.1 Pre-processing steps in RGB-D acquisition
In this section, we will describe common issues with regards to depth maps generated
by depth-sensing cameras either in single or multiple camera set scenarios.
Depth-sensing cameras such as Microsoft Kinect can provide large volumes of data
when used for video processing. This large volume of point cloud data decreases the
processing time. Moreover, not all of the points are required for processing in most
of the applications such as object tracking or registration. Above all, depth maps
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mostly suffer from common artifact of noise or NaN (Not a Number) values. This
makes the estimation of the local point clouds’ characteristics, such as surface normal
or changes in the curvature, difficult. In this thesis, a pre-processing step is performed
to remove any NaN value from the depth image.
Another common step is Down-Sampling. Down-sampling is to reduce the amount
of points in point clouds. The simplest way is to randomly remove some points.
However, since the amount of point clouds which are close to the depth sensors are
usually greater than further areas, this might lead to removing the already limited
point clouds that are further from the camera. For the purpose of this thesis, down-
sampling was not required and performance speed remains near interactive rates.
2.1.1 Holes and Edge distortions
Regardless of the technique with which depth maps are generated (Time of Flight or
Structured Light), holes are a universal artifact [34]. They refer to the missing depth
values. As seen in Figure 2.1, missing depth values are shown as black areas.
Many aspects contribute to the generation of these artifacts. [36] lists “Imaging
Geometry” and “lighting conditions” as two major factors affecting the depth quality.
In intense light situations, pattern of the infra-red becomes invisible to the IR camera,
thus resulting in holes in the image. Regarding the geometry, objects further from
the camera are more prone to depth inconsistency. Another situation which could
be categorized as imaging geometry and is known as “occlusions”is where the IR
camera casts a pattern on an object which is occluding another object. In this case,
the IR sensor could see the occluded object due to the distance at which these two
12
Figure 2.1: Missing information in depth maps known as holes is shown as black
areas.
cameras are from each other, but since no pattern has reached it, it is shown as a
black area. [34] refers to this issue as“matching ambiguity”. Moreover, in areas with
many objects close to each other, the chances of a shadowing effect increase. Surface
properties, for instance of shiny objects, also affect the depth estimation accuracy.
Extensive research has been conducted to resolve the holes artifacts. [34] catego-
rized two main methods to overcome this issue :“Filtering” and “classification”.
1. Filtering methods: The most naive approach to use is Median filter. It as-
sumes that missing pixels are probably having the same depth value as their
neighbour;therefore, the resulting missing value will be the median of its neigh-
bourhood. However, it is only efficient if noise occupies less than one half of the
neighbor area. Another disadvantage is that it smooths corners and edges. The
Bilateral Filter (BF) and its extensions [48] are a non-linear Gaussian based
group of filters that are not only used as denoising step, but which preserve cor-
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ners and edges. Each pixel is the result of weighted average on the neighbouring
pixels by considering the differences of neighbours so that edges are maintained.
In other words, pixels affect each other that are not only nearly located, but
also are similar in value. [62, 20]. An important extension of the Bilateral Filter
is the Joint Bilateral Filter (JBF) which uses additional information such
as the color image to fill depth holes. Essmaeel et al.[22] produced a compara-
tive analysis between several depth denoising filters. They studied the following
main filters: the Median Filter, Bilateral Filter, Joint Bilateral Filter, Non-local
Means Filter(a weighted average of neighbours but with a bigger size window)
and the Adaptive Threshold Filter(which is a temporal filter that changes the
depth value only if its difference with the last filtered data is larger than a
threshold) and Temporal Denoising Filter [22](where the temporal changes in
depth maps are used.)
2. Segmentation/Classification methods: In classification methods, objects
are classified into different clusters and therefore, missing depth values could
be interpolated from the pixels that belong to the same object. Applying seg-
mentation methods, such as in [43], rely on the color information to interpolate
the missing depth values. [71] uses a “texture combined inpainting algorithm”
which uses RGB images to fill the missing depth values. Their method is based
on segmenting the objects to the foreground and background and further using
a region growing technique to match the texture with the relative hole region
in the depth field.
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2.2 Calibration
In this section, we introduce calibration and state-of-the-art techniques in finding
calibration parameters. Calibration is performed in either single or multiple camera
scenarios. The purpose of the calibration is to determine the projective transformation
of a 3D point in camera coordinates and then the projective transformation of a
point in camera coordinates to the image plane coordinates with the latter known as
Extrinsic Calibration and the former known as Intrinsic Calibration.
2.2.1 Single Camera Calibration
The Microsoft Kinect camera consists of two cameras internally: an RGB camera and
an IR camera. Depending on the application of the Kinect camera and whether both
of the RGB and IR sensors are used, it is necessary to find the intrinsic and extrinsic
parameters of each sensor.
Xw, Yw, Zw
f Image Coordinate System
A 3D point in the world coordinate system
X
Y
Z
Center of Projection
(Camera Center)
U,V
u_axis
v_axis
Figure 2.2: Real world to image plane projection of a 3D point
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2.2.1.1 Intrinsic Calibration
Intrinsic calibration defines the projective transformation that maps points from 3D
(camera coordinates) to 2D (image plane coordinates). A common camera model
consists of intrinsic parameters which are the focal length (fx,fy), the principal point
(cx,cy) and radial and tangential distortions of the lenses (k1, k2, p1,p2,k3). The
calibration process is based on the pinhole camera model. According to Figure 2.2,
the point where all the rays intersect is denoted as the center of projection. The center
of projection is the center of our camera model. The camera coordinate system is a
3D based system that describes the points in the real world, denoted as Xw,Yw,Zw,
in the camera coordinate system. The camera frame (X,Y) is parallel with the image
plane. The line that passes through the image plane is the optical axis and is equal to
the Z axis. The intersection of the image plane with the Z axis is denoted as principal
point. The focal length(f) is the distance from the center of projection to the image
plane. Using equation 2.1, the projection of the 3D world point in the image plane, U
and V, can be obtained. Considering Figure 2.3, using the triangles in the perspective
imaging, U and V can be obtained as follows:
V
Y
=
f
Z
and
U
X
=
f
Z
(2.1)
Where f denotes the focal length. If the center of the 2D image plane does not
coincide with the intersection of the Z axis and image plane, the point on the image
plane(U,V) will be shifted by cx and cy. The center of the image plane is known as
the principal point. Thus, we can define k as the intrinsic parameters of the camera
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YZ
V
f
Image Plane
3D coordinates of point in the real world
Yw, Zw
Figure 2.3: Real world coordinate to image plane coordinate projection
and can be denoted by 2.2.
k =


fx 0 cx
0 fy cy
0 0 1


(2.2)
Using matrix notation, the observed point in image plane coordinate will be the
following:


U
V
1


= k


Xw
Yw
Zw


(2.3)
Using Equation 2.3, it is possible to see that point (U,V)=(
fxX
Z
+cx,
fyY
Z
+cy). In-
trinsic parameters do not change with camera movement; however, they change in
situations such as optical zooming or changes in the lenses.
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2.2.1.2 Extrinsic Calibration:
In a single camera, extrinsic calibration defines how to convert known world coordi-
nates to camera coordinates. In other words, if the center of the camera model is
not at the center of projection (0,0,0) and the axis of both coordinate systems are
not aligned, a translation(T) and rotation(R) matrix is required to make the center
of camera coordinate coincide with the center of projection, as shown in Figure 2.2.
This can be expressed using the following equation:


Xc
Yc
Zc


= R


Xw
Yw
Zw


+ T (2.4)
This translation and rotation can be denoted as [R|T ] which is known as the trans-
formation matrix. Combining Equations 2.2, 2.3 and 2.6, the 3D world coordinate
will be transferred to camera coordinates and then to image plane coordinates:


U
V
1


= k[R|T ]


Xw
Yw
Zw


(2.5)
Substituting k with 2.2, it can be written as 2.6.


U
V
1


=


fx 0 cx
0 fy cy
0 0 1




r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3




Xw
Yw
Zw
1


(2.6)
Equation 2.6 shows that by applying the intrinsic matrix and the transformation
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matrix on any point in the real world, its 2D position in the image plane can be
obtained.
The Kinect camera needs another type of extrinsic calibration. Since the depth
sensor and the RGB camera are separated by a small baseline, RGB and depth map
images are not completely aligned. With extrinsic calibration, the location and ori-
entation of the RGB depth sensor with regards to the depth sensor is calculated.
When calibrating a single Kinect camera, these values are usually obtained: The
RGB sensor calibration matrix, the depth sensor calibration matrix, and the rigid-
body transformation between the RGB and the depth sensor [59].
Extensive amount of research exists regarding regular single camera calibration
methods, which predates depth-sensing cameras [50]. However, less work has been
conducted on the calibration of the depth sensors. Staranowicz et.al [59] studied
and evaluated three main calibration techniques: Zhang’s method [68], Herrera’s
method [29] and DCCT method [59]. For the full description of the mentioned meth-
ods, the reader is encouraged to review reference [59].
In [70], calibration methods are classified in two general ways: “photogrammetric
calibration” and “self-calibration”. In photogrammetric calibration, an object for
which its 3D geometry in the real world is known, is used as reference. In the second
method, no reference object is required and by using methods such as moving the
camera in a scene, internal and external parameters are recovered by finding the
correspondence between three images [50].
The calibration method we used in this thesis to evaluate our results is introduced
by Burrus, as the freely available software RGBDemo [13]. The intrinsic and extrin-
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sic parameters could be found by taking several snapshots of a chessboard pattern
based on the OpenCV calibration. OpenCV calibration itself is based on the work of
Zhang’s [70] method, which is implemented both as a toolbox in Matlab [11] and in
the OpenCV library [12]. In this method, a planar pattern, usually a chessboard, is
observed from at least two different orientations. Then, feature points are detected
in the images and the intrinsic and extrinsic camera parameters are obtained. For
calibrating the depth and RGB cameras together, inside a Kinect for instance, [68]
proposes the same chessboard calibration target. A maximum likelihood method for
depth and RGB camera calibration is provided. After taking several snapshots of the
object, the 3D coordinates of the feature points are extracted from the RGB cam-
era. Depth values are obtained from the depth sensor’s coordinate system. Feature
matching between the RGB and depth image results in features getting their true
depth values based on the RGB camera coordinate system.
Through extrinsic calibration, RGB and Depth images have a one to one corre-
spondence; that is, the index of X and Y in RGB refer to the same coordinates in the
depth image. Kinects are initially calibrated in the factory and their intrinsic and
extrinsic parameters are saved in the device’s internal memory. These parameters are
suitable for robotics, however, in areas such as mapping and visualization in which
accuracy is of high importance, a more accurate way of finding calibration parameters
in often required.
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2.2.2 Multiple Camera Calibration
As mentioned earlier, having a multi-camera system helps capture a larger portion
of the environment. Furthermore, a comprehensive 3D model of the scene could be
obtained, since areas occluded by one camera can be captured by the others. Izadi
et al. presented KinectFusion [46], in which only one camera is held around a scene
and a 3D model is obtained by moving the camera around the object or scene being
captured in small movements. However, the 3D model obtained is an oﬄine map.
Another motivation in having multiple cameras is for online applications such as
human computer interaction, gaming, virtual reality and gait analysis.
The result of extrinsic calibration stage is a rotation and translation matrix that
shows the relative position and orientation of one camera with regards to the other.
The goal is to bring the viewpoints of all cameras in to one coordinate framework.
Figure 2.4(left) demonstrates the viewpoints of two uncalibrated cameras and Fig-
ure 2.4(right) shows the calibrated cameras. Notice that overlapping sections are
perfectly aligned.
Figure 2.4: Two camera viewpoints before and after calibration
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It is important to notice that for a single camera calibration, the extrinsic and
intrinsic parameters would not change; because the relative position of the cameras
is usually fixed for the built-in components of a device; however, in multiple cameras,
once cameras are registered, they have to remain static, since the parameters are only
valid for the current position of the cameras. Any small movement in either of the
cameras will result in misalignment of the point clouds and hence would require the
calibration process to be performed again. Calibration of multiple sensors could be
divided in to two main categories:
1. Standard Calibration: This technique requires the use of a calibration pat-
tern, normally a chessboard, texture planes [19], spheres [56] or even tracking
LED or users motion [15, 61, 44], that is visible by all the cameras. The goal
is to find the correspondences between multiple viewpoints and obtain a trans-
formation matrix using these correspondences. The same technique is used in
calibrating single Kinect cameras to align the internal Depth and RGB cameras.
According to [21], these methods are suitable when the calibration is performed
on an RGB camera, assuming that either single Kinects are already calibrated
or the factory calibrated parameters of the Kinects are used. Others, such
as [9], use a calibration target with holes or depth variations so that they could
be visible to depth sensors as well. Figure 2.5 shows a sample of the calibration
procedure that requires several snapshots of the target, which is a chessboard
in this case.
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Figure 2.5: Several snapshots of the chessboard target used in the standard calibration
method
2. Automatic Calibration: Also known as target-free or self-calibration meth-
ods. These methods do not depend on users or patterns. Cameras can be
calibrated only based on the environment and images they are viewing [58]. For
example in [18], instead of an object, they take orthogonal walls inside the room
to calibrate cameras and therefore, require no user interventions. The algorithm
only requires an image with three pairs of points which are located in different
walls being orthogonal to each other. In addition, [30] uses geometric features
such as vanishing points to determine both intrinsic and extrinsic parameters
of an array of surveillance cameras by examining the pedestrians.
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2.3 Point Cloud Registration
Point cloud registration refers to aligning point clouds captured either using one
depth-sensing camera (that is capturing a scene from different viewpoints) or using
multiple depth-sensing cameras. Each of these point clouds have their own coordinate
system. In order to bring these point clouds to a single framework, so that overlapping
parts of point clouds correctly intersect, registration methods are used. Current
registration techniques, such as ICP, are mostly successful when they are used for
fine alignment and are usually not suitable for point clouds sharing small overlapping
sections. In those scenarios, cameras are first calibrated and then ICP is performed.
2.3.1 Iterative Closest Point (ICP)
The ICP (Iterative Closest Point)[10] is one of the major methods used in aligning
3D data when registering the 3D scans from a model taken at different times. It uses
an initial guess of a rigid body transformation between two point clouds and then
iteratively refines the transformation with the goal of finding the best transformation
to minimize a distance metric.
Assuming there are two point clouds where one of them is regarded as the source
and the other as the target. The goal is to find the relative transformation (including
rotation and translation) to transform one to best match the other. For every point
in the source point cloud, the corresponding point in the target is chosen based on the
smallest Euclidean distance, which is called the matching stage. Then, in a rejection
stage, all points that have a distance higher than threshold will be removed from the
sets. After finding the corresponding points, a transformation is obtained with the
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goal to minimize the error metric, which is the sum of squared distances[10]. The
procedure of finding the correspondence and applying a registration based on that is
iteratively performed until a certain criteria is met. These criteria can be used con-
tinuously until reaching the desired number of iterations or finding a transformation
that no longer affects the distance of point clouds from each other.
The necessity of an initial pose arises from the issue that if point clouds are not
located closely in terms of distance, a wrong point correspondence can affect the
transformation considerably. ICP is successful in scenarios where two point clouds
have large overlapping areas. Otherwise, a false alignment of point clouds will be
performed.
Since the introduction of ICP by Besl and McKay[10], many variants of it have
been introduced [52] which are classified based on different stages of the ICP algo-
rithm: point selection, point matching, weighing the corresponding pairs, rejecting
pairs, an error metric description, and minimizing the error metric. For instance, [57]
proposed using a k-d tree and/or closest point matching for finding the correspon-
dence in the matching stage. [64] proposed rejecting pairs on the mesh boundaries in
the rejection stage.
2.3.2 DeReEs
DeReEs [55] is an algorithm for real time registration of RGBD image pairs using
image based feature detection and robust 3D correspondence estimation and refine-
ment. It consists of three main stages: Feature detection, pair rejection and fine
transformation estimation. The algorithm takes two RGBD images taken from either
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two depth sensing cameras or from one camera but from different viewpoints. The
two captured scenes should have an overlap of at least 25%. The output is a 4x4
matrix that shows the transformation and rotation of one viewpoint with respect to
the other. DeReEs performs in 36ms on average.
2.3.2.1 Feature Detection
Image-based feature matching methods, such as SURF [6] and ORB [51], are used in
this stage to find the corresponding pairs between two RGB image pairs. The output
of this stage is two sets of feature pairs where each pair contains the 2D positions of
features in the RGB images. Considering RGB+depth images, the RGB and depth
images are aligned, therefore, the 2D locations of the features correspond to the exact
2D locations in the depth image, giving access to the third value which is the depth(Z)
information. Using point clouds, however, one can easily access the 3D positions by
knowing the 2D position of the features.
2.3.2.2 Pair Rejection
Some of the feature pairs found in the previous step could be false due to the fact
that matching algorithms are prone to matching two unrelated features. The aim
of this step is to find three true feature pairs using RANSAC [23] which are used
to obtain a coarse transformation. For a number of iterations, three random feature
pairs in the source cloud and their corresponding pairs in the target are used to find
a transformation. This transformation is applied to all feature pairs. Assuming a
transformation is successful, it is expected that true features will be close to each
other, whereas wrong features will be placed relatively further from each other. The
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metric used to find best transformation is the number of features for which their
distance to their corresponding transformed features is less than a distance threshold.
This process of selecting three random pairs will be iterated for a certain amount.
Within each iteration, the number of features that are placed in a distance of smaller
than certain threshold will be counted. Based on the proposed metric, the best
transformation found is the one that has highest score, in this case, the highest number
of matching features. After finding the best transformation, it is then applied to all
feature pairs and those with a distance more than threshold are removed from the
feature sets of both point clouds. This removes any false feature pair correspondence
and the remaining feature pairs will be considered true matches.
2.3.2.3 Fine Transformation Estimation
In this step, all remaining feature pairs are used to estimate a fine transformation that
transforms the features of one cloud to the other, minimizing the least square error
between corresponding feature pairs. The transformation is performed using singular
value decomposition (SVD) [5] implemented in PCL. Since true feature pairs are used
in this stage, the transformation is more reliable and ensures that false features will
not affect its accuracy.
2.3.2.4 Evaluation of DeReEs
DeReEs has been shown to be successful with viewpoints that are sharing a minimum
amount of 25% overlap (Figure 2.7). Figure 2.6 shows how DeReEs outperforms ICP
being performed on the same pair of point clouds. For a thorough review on the
method’s robustness, the reader is directed to [55].
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Figure 2.6: Comparison between the registration results of ICP and DeReEs being
performed on the same pair of point clouds(This figure is reprinted from [55] with
permission from the owner).
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Figure 2.7: A successful registration of a 25% of overlap. The top image shows
the feature matching section of the algorithm(This figure is reprinted from [55] with
permission from the owner).
2.4 RelatedWork onMultiple Depth-Sensing Cam-
eras
The use of multiple depth-sensing cameras has been recently investigated in research
and industry [46, 72, 39]. As mentioned earlier, with multiple cameras, a larger
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field of view and a more accurate and complete 3D model is obtained. Since we
are interested in the hassle-free setup of multiple cameras and providing a system
easy for non-expert users, we will investigate the state-of-the-art work based on three
categories: Unsupervised calibration, allowing camera movement, and the execution
speed. A recent survey on the applications of Kinect sensors lists 9 different areas
of applications and over 80 different documented cases [39], some of which we will
describe here in brief. It is important to note that many papers have been published
regarding the following categories using single RGBD cameras, however, the goal is
to provide a survey of the same topics when using multiple RGBD setups.
2.4.1 3D mapping and reconstruction
Multiple depth sensing cameras can be used to build 3D models of the environment or
even people mostly in indoor environments. For instance, one of the applications is in
Simultaneous Localization and Mapping(SLAM) where a 3D map is constantly being
updated while the location of a scanning agent is constantly tracked [63]. Rafibakhsh
et al. [49] introduces a setup of two Kinect cameras that are calibrated using a chess-
board pattern. They evaluated their work by measuring accuracy, resolution and
interference of Kinect. They state that two Kinect cameras should not face each
other and that a minimum angle of at least 35 degrees should be maintained between
two cameras. In [47], three calibrated Kinect cameras are used to construct texlets.
Textlets are surface patches that consist of a center point and surface normal. In
their work, a real time algorithm on GPU is presented for the texlets’ extraction.
They also investigated how adding Kinect cameras affects the texlets’ extraction ac-
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curacy. Macknojia et al. [40] calibrated five Kinect sensors to build a textured 3D
map that covers a 180 degree field of view of a vehicle. The calibration method uses
a chessboard calibration target being fixed at one place between the overlapping ar-
eas of Kinect cameras. In [1], six Kinect cameras are used to provide a 360 degree
view reconstruction of a dynamic scene. Their configuration consists of simultaneous
capture and reconstruction that each Kinect is connected to a separate PC. Interfer-
ence between cameras is neglected here since the goal was to acquire a 360 degree
3D model. The cameras are calibrated using chessboard pattern and the speed is
not mentioned. In their work, the main concern is to synchronize each machine to a
web server, so that the internal clocks of each independent machine are synchronized.
In [45], four kinects are connected to different computers and their clocks are syn-
chronized by a NTP server. The focus is more on the fact that depth data is captured
asynchronously, however, it is later synchronized applying a temporal calibration.
2.4.2 Human Recognition/Tracking and Activity Analysis
Caon et al. [14] propose a real time system for tracking users from two Kinect cameras.
Cameras are carefully calibrated using the coordination of the users’ skeleton joints
that are visible to both cameras. They also include gesture recognition for home
applications. For gesture recognition purposes, the coordinates of the objects to which
the user gestures towards are initially saved in the 3D model of the scene and therefore,
moving any of the cameras results in false gesture recognition since the locations of
the objects in the 3D model have changed. In [60], four cameras are used to generate
point clouds from the calibrated depth information. The cameras are first calibrated
31
by manually rotating the point clouds and the point clouds are then refined using ICP.
They provide improvement in object classification and recognition and give successful
measures in object recognition using both depth and RGB information rather than
only RGB. In [66], LightSpace, a room with calibrated Prime-sense depth cameras
and projectors is introduced which provides interactions between people, space and
objects such as surfaces and walls. The room is highly interactive where any surface
such as walls, tables, human bodies and even the air between these surfaces can be
used as display areas. Virtual objects can be displayed in any of the surfaces, allowing
the user to pick up the virtual object by hands and transfer it to any other display
area. Their maximum number of users is reported to be six for functional interactions
and reported frame rates of 30Hz. The overall latency of the system is reported
to be 100ms in user interactions. Authors of [26] describe a system using three
Kinect cameras to map performers’ movements while dancing to music parameters
to synthesize music. Multiple cameras are used to improve tracking of the user’s
joints, in case of occlusion. They do not process the whole point clouds, but only try
to merge the skeleton data. In order to register the skeletons, a user moves slowly
between the overlapping sections. The process takes about one minute to gather
enough data and an exact time for registration is not provided, instead, it is only
mentioned the registration takes“few seconds”. In [31], three Kinect sensors were
mounted on an equilateral triangular rig. The application is in facial recognition.
An automatic calibration procedure is presented which is based on Kinects sending
messages to each other to rotate in order to find the distance between each other. To
increase facial detection quality using depth maps, geometric features are applied.
In the health care sector, active and immersive games are being used together
32
with RGBD sensors to help rehabilitate patients with motor disabilities and for other
treatments as well [37, 65, 4]. As part of a medical exam, multiple calibrated cameras
are being used to record the gait patterns of patients walking within large rooms
[27, 17, 16].
2.4.3 Telepresence and Teleconferencing
Telepresence and teleconferencing is the ability that allows two remote environments
to connect through a virtual window in a way that the virtual environment seems like
an extension to the other room. Extensive research has been conducted on remote
3D collaboration and telepresence systems. Zhang et al. [69] mentioned one of the
first telepresence systems using a depth sensing camera: a Kinect based 3D video
conferencing system that consists of two laptops, one Kinect at each end sending and
receiving audio and video. The frame rate reported is 15 f/s, however, only one Kinect
is used at each end. Later, [67] proposed an immersive teleconferencing system that
assumes one user at each end during the conference. Users are rendered in a virtual
room as if they are seated around a table. Eye tracking methods are used so that the
virtual room is rendered according to the users’ gaze. Each site is equipped with 3
IR cameras, 3 color cameras and two IR laser projectors, carefully calibrated. Mai-
mone et al. [41], proposed a telepresence system by merging overlapping views from
multiple calibrated Kinect cameras. A fully dynamic 3D scene capture is presented
that preserves gaze, performing at 30Hz. Later in [42], this work is improved by using
bigger and higher resolution 3D displays to convey the feeling of a window through
another room, and also improvements made on camera calibration, rendering and
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sensor data processing. In [7], an immersive telepresence system is presented that
allows meeting of a group of people in a shared virtual 3D world. In their setup, two
projection-based multi-user display systems, two arrays of Kinects, and a distributed
virtual reality framework named AVANGO is used. Alexiadis et al. [3] proposed to
reconstruct 3D models of moving humans in a setup of 4 kinect cameras connected to
a single PC. Their results are provided with a case of mixing 3D humans in a virtual
reality space. The reported speed is close to 10Hz and cameras are fully calibrated
using an external calibration target.
In all multi-camera scenarios above, the cameras must be carefully calibrated and
need to be fixed and placed in a certain position during the whole session, while the
work presented in this thesis allows multiple camera setup with the flexibility to allow
cameras to be moved during operation.
2.5 RelatedWork On Non-CalibratedMultiple RGBD
Cameras
While many research contributions exist regarding using multiple depth sensing cam-
eras, almost all of them require careful calibration between the cameras. In this
section, we give a brief overview of the systems that do not require calibration which
are similar to our method.
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2.5.1 Unsupervised extrinsic calibration of depth sensors in
dynamic scenes
Miller et al. [44] proposed a camera registration solution without human supervision
or fully textured environments. With a similar purpose to ours, they try to provide
a multiple camera setup that will not require human effort or a specific target. Their
goal is to calibrate two cameras placed in a cross-eyed view setup (where the cameras
do not share a background), based on the analysis of the motion of a user or an object
moving within the field of view of both cameras. Instead of using feature matching,
they interpret the optical flow across multiple frames and find their correspondence
to obtain the extrinsic calibration parameters. Foreground objects (their centroids)
are used to obtain an initial transformation using RANSAC. This step gives a rough
transformation which is then refined by an occlusion-aware energy minimization step.
To evaluate their results, they compared their method to the standard chessboard
calibration and reported an estimated translation error of 5 cm. and a rotation error
of 1 degree. Although they are able to handle situations that cameras do not share
any overlapping sections but the motion of the target, it has an average execution time
of about 10 minutes, which makes the solution unsuitable for live operation or online
adjustments of camera arrangements. Later in this thesis, part of our evaluations will
include a comparison between our method and the work of Miller et al.
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2.5.2 Human Performance Capture Using Multiple Hand-
held Kinects
Liu et al. [38] presented a markerless full human motion tracking and skeleton cap-
ture system using three hand-held Kinect cameras where the cameras can be moved.
Capturing motions and skeleton usually requires static calibrated cameras or the use
of markers on human bodies to track motions and skeletons. In this work, segmen-
tation methods are used to classify the captured data into human, background and
ground plane. The ground plane is segmented and modelled for more robust human
and camera tracking results, however, it has limited radius of 3m, thus limiting the
performers’ space. In their algorithm, they simultaneously track the motion of the
Kinect cameras to align the RGBD data as well as aligning the tracked skeleton on
the RGBD frames. For a more robust result, the background is also used to provide
alignment measures through SIFT feature matching.
To align data frame by frame, the cameras’ extrinsic parameters of the previous
time steps are used. This requires an initialization of camera extrinsic for the first
captured frames. For the human tracking part, the human template model is defined
using scanned models of humans captured with a laser scanner. For the new frames
being captured after the first time step, a new algorithm is defined that finds the
correspondence of point clouds to the fitted human models. Simultaneously, corre-
spondences are found through the ground plane and also the background.
Their work does not suffer from interference of multiple Kinect cameras as the
viewing angle between them is 120◦. Moreover, missing depth information will not
produce 3D point clouds and therefore, it will not affect the tracking accuracy. Failure,
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however, occurs when too many occlusions or fast motions take place while capturing.
Although the results are fast and suitable for real-time human tracking systems
using moving Kinect cameras, their work requires a step of initialization in the first
frame and requires persons to move within the scene (although the motivation is to
track humans, the human tracking results are also used in improving the registration
in time), and finding correspondence in both background and ground plane for more
robust results. A comparison could not be made between our algorithm and the
method of Lui et. al since we did not have access to their data and the results
published in their paper evaluates the system based on the accuracy of tracked humans
rather than the accuracy of the registration.
2.6 Conclusion
In this chapter, we presented the background topics related to this research. We first
presented calibration, which is necessary in every multiple camera system. Then, we
introduced registration techniques, which are an important processing step in aligning
multiple viewpoints of a scene. Finally, we provided an overview of the state-of-the-
art research on having multiple depth-sensing cameras, which is split in two general
categories of calibrated and non-calibrated cameras. In the next chapter, we will
present the design of a system to support live RGBD registration of video streams.
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Chapter 3
Design of a system to support live
RGBD registration of video
streams
In this chapter, we will present the design of a system to support live RGBD registra-
tion of video streams and introduce the modifications on DeReEs [55]. We observed
that DeReEs by itself was not appropriate for continuous video frame registration.
First, applying DeReEs to every two point clouds being captured by cameras pro-
duces delay. The reason is that DeReEs performs in 36ms, however, this measure
is only for finding the registration matrix and excludes the time required for captur-
ing and visualization. Secondly, updating the registration information for every two
frames produces an unstable alignment and results in a flicker effect. Finally, since we
are motivated to have a system robust to camera displacements, camera movement
detection was required. In this section, we introduce DeReEs-4V which stands for
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DeReEs for Video and satisfies all the requirements mentioned above.
3.1 Pipeline
In our setup, two Kinect cameras are connected to a computer, the server. The
cameras can be arbitrary located anywhere inside an indoor space and must share
a small overlapping section of at least 25%. The sender side captures point cloud
video frames from two Kinects, performs DeReEs-4V on it and streams the registered
viewpoint to the other computer, the client. In order to reduce delay, every step of
the algorithm is implemented on a separate thread. Figure 3.1 shows the system’s
pipeline.
Capturing RGB+Point Cloud data from Kinect is performed using the Point
Cloud Library (PCL) frame-grabbing interface. Instead of capturing point clouds,
one can use RGB frames and their respective depth images. This information is suf-
ficient for finding a transformation, however, for visualizing the data, point clouds
should be produced continuously. The captured frames are stored in separate buffers
at 30fps where one buffer stores point cloud data(PCD) and one stores its respec-
tive RGB image. These are the inputs for different steps of the algorithm. Using
buffers reduces delay and allows threads to separately function once data is available
in them. The thread responsible for registering the point clouds is the implemen-
tation of DeReEs with modifications we proposed which make it suitable for video
registration.
The first stage of the registration is to find corresponding features in both point
clouds. In our system, data is streaming constantly. The input of the registration
39
Figure 3.1: General work flow of the system designed with different threads to reduce
delay.
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algorithm, which is being executed on a separate thread, is a pair of RGB images plus
the corresponding PCDs. PCD is the point cloud data structure which is obtained at
each frame using PCL library. The point cloud contains X,Y,Z and RGBA information
of the scene the cameras capture. RGB images are obtained from each of the camera’s
RGB buffer and are constantly being uploaded on the GPU to apply SURF feature
matching on them.
The first step of DeReEs is finding corresponding features. The RGB images are
used to detect features using SURF feature matching algorithm. Once corresponding
features are found, they are used to find the coarse transformation estimation using
RANSAC. The procedure is that, having 2D locations of features in the RGB image,
their 3D information can be accessed in the point clouds using the same 2D index.
Finding the coarse transformation is an iterative process. Three random feature pairs
and their correspondence in the second point clouds are used to find a transformation.
The goal is to align the target point cloud to the reference one. The transformation is
applied on all feature pairs of the target and features that are located under a distance
threshold will be counted. This stage is repeated for a fixed number of times (in our
algorithm, 100 times) and the transformation with the highest number of threshold
is considered as the coarse transformation. This transformation is then applied on
all feature pairs of the target and features that are further than distance threshold
are removed from both image feature sets, resulting in a set of “true” corresponding
feature sets. Finally, using the true feature pair set, a transformation is obtained and
is the final output of DeReEs. A detailed description of DeReEs is found in Seifi et
al. [55, 54].
One modification to DeReEs which is introduced in DeReEs-4V is applying ICP
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on the subset of feature pairs remaining after the feature rejection phase, known as
true feature pairs. This added step of ICP gives a more stable alignment over several
iterations of DeReEs-4V. ICP is known as a computationally complex registration
method, however, this will not introduce significant delay on DeReEs-4V since it is
performed on a very small subset of 3D feature pairs, with execution times of less than
1ms. Since the point clouds are already transformed with a coarse transformation
which is close to the final transformation, it will tend to fall within the local minimum
that corresponds to the best possible transformation and will not produce wrong
alignments, which is one of the disadvantages of ICP when point clouds are not close
enough to the actual solution.
With the transformation information, one point cloud, the target, will be trans-
lated and rotated to the coordinates of the other point cloud, the reference. The
whole procedure of finding a transformation registration, applying it on the point
clouds and visualizing them executes in 65ms or 15 fps on average. At the same rate
of 65ms, point clouds are registered continuously from the start. The registration
information produces a well aligned background, though the foreground objects re-
quire more time to be finely tuned. Therefore, for updating each of the two coming
point clouds, we are using the best transformation, that is the one with the highest
number of matching features, found over several iterations of DeReEs-4V. In this way,
the transformation keeps improving over time while the cameras are stable. Once a
registered point cloud is obtained, it is sent over the network to the receiver using
Octree Compression method implemented in Point Cloud Library(PCL)[2]. At the
receiver side, the point cloud is decompressed and is visualized. This is outlined in
Algorithm 1.
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Input : RGBPCDl: RGB+PCD frames from left Kinect.
RGBPCDr: RGB+PCD frames from right Kinect.
Definitions: RGBPCDlcurr: The current RGB+PCD from left Kinect.
RGBPCDlprev: The previous RGB+PCD from left Kinect.
RGBPCDrcurr: The current RGB+PCD from right Kinect.
RGBPCDrprev: The previous RGB+PCD from right Kinect.
T : Transformation information produced by DeReEs.
while cameras are capturing do
Cam1IsMoved← DetectCamMove(RGBPCDlprev, RGBPCDlcurr)
Cam2IsMoved← DetectCamMove(RGBPCDrprev, RGBPCDrcurr)
T, countFeatures← DeReEs-4V (RGBPCDl, RGBPCDr)
if Cam1IsMoved or Cam2IsMoved then
score← countFeatures
memory ← T
else
if countFeatures > score then
memory ← T
score← countFeatures
else
T ← memory
end
end
end
Algorithm 1: Registration transformation produced by DeReEs-4V.
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As we discussed earlier in Chapter 2, moving a camera will result in misalignment
of the point clouds. In order for the system to be perceptive enough regarding the
camera movement, a camera movement detection module is proposed which will be
discussed in detail in Section 3.1.2. This module allows the system to maintain
registration when any of the cameras move.
3.1.1 Scenario one: Cameras are stable
An important observation while capturing video streams and registering them is that
the registration transformation obtained for each two video frames is rarely exactly
the same as the previous one. This is visually more evident for the users observing a
movement in the point clouds due to the fact that the point clouds are updating them-
selves with different values in the registration transformation. In this research, we
propose a registration system that strives to produce registration transformation that
are stable over time unless any of the cameras are moved or a better transformation is
found, which results in updating the registration information (i.e., the transformation
matrix). In our experiments, we noticed that the algorithm takes about 15 seconds
or less to find a stable registration information that can be used until the cameras
are moved.
To implement this, we devised a memory mechanism to store the best transfor-
mation obtained from the registration procedure. As discussed in Chapter 2, DeReEs
randomly selects 3 feature pairs from both point clouds. Using these features, a
transformation is obtained that is performed on the target point cloud. Correspond-
ing features which are located in a shorter distance than a certain threshold (5cm) are
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counted. This procedure is repeated for a certain number of iterations and the trans-
formation with higher number of features is selected as the best transformation. The
number of features is the metric used to update the memory. Each time a registration
is found, the metric is compared to the one saved in memory and if the new score is
higher than the score in the memory, then the new transformation information and
the new score(the number of features) will be updated in the memory. Otherwise, the
point clouds keep getting updated with the former transformation registration. It is
important to note again that the registration will be performed for each two coming
point clouds; however, it will not be visualized and updated in memory unless it is
regarded as a better one.
Our evaluations, which are described in Chapter 4, show how the system reaches a
more stable transformation in time. However, this transformation is only acceptable
as long as cameras are not displaced. The system has to be perceptive enough to
detect camera movement, otherwise, the new camera placement might result in a
lower score; in which case the memory will not get refreshed and the point clouds
will instead be registered with the transformation stored in the memory, as long as
it does not find a higher score. This results in producing an incorrect alignment for
some time.
3.1.2 Scenario two: Cameras are moved
The memory information is valid until cameras are moved. Once cameras are moved,
the memory has to be updated with the registration information corresponding to
the new camera arrangement. In order to detect camera movement, we again use
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DeReEs-4V running on a separate thread. Each camera has its own thread responsible
to detect any displacements. Assume the thread responsible for camera movement
detection on the left camera. Each RGB+PCD information from its corresponding
buffer at time tcurr is given to Ilcurr. Getting new RGB+PCD from the buffer will
result in transferring Ilcurr to Ilprev, while updating the Ilcurr with the new RGB+PCD
frames. These two frames(Ilcurr and Ilprev) can now be given as input to DeReEs-4V
to find a transformation matrix. This transformation is temporarily saved (A), the
current frame(Ilcurr) is saved as the previous frame while the new frame is obtained.
These two frames will now be given to DeReEs-4V, and the resulting registration
matrix (B) will be compared to the stored one (A). Equation 3.1 is used to compare
these two matrices by subtracting them. If the absolute difference of any indexes
in the resulted subtraction matrix is higher than the threshold (0.05), the system is
then notified that the cameras have moved and the memory’s scoring function and
transformation information has to be refreshed using the main DeReEs-4V thread
for finding the new registration values. The threshold is selected with trial and error
method in a way that the small movements of people in the viewpoints are not
accounted as camera movements. The whole procedure is outlined in Algorithm 2.
abs((A− B)i,j) > 0.05 (3.1)
3.1.2.1 Alternative to DeReEs for detecting Camera movement
In the first attempt to detect camera movement, we proposed using RANSAC to
find a homography matrix with the same procedure as described in Section 3.1.2.
Although only RGB information of each camera is used to detect camera movement,
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results showed a slower camera movement detection of 800ms on average. Therefore,
we proposed using DeReEs-4V, which is more stable and faster in detecting camera
movement detection, and takes only 63ms on average.
3.2 Conclusion
In this chapter we presented DeReEs-4V which is an extension and real time im-
plementation to a previous work, DeReEs, which registers images taken by RGBD
camera. DeReEs finds the 3D transformation of two viewpoints in about 60ms per
frame. The input of DeReEs is two RGB images plus the associated PCD files and
the output is the 3D transformation of the viewpoints. We introduced DeReEs-4V,
which is used for RGBD video streaming. DeReEs-4V takes the stream of RGB+PCD
frames coming from a pair of RGBD cameras. DeReEs-4V performs DeReEs for each
frame pair and applies the obtained transformation on the point clouds. In DeReEs-
4V, a memory mechanism is implemented to register point clouds based on the best
transformation found so far, and for every better transformation that is obtained, the
memory is refreshed. The memory is also refreshed in case of camera movement detec-
tion. Therefore, DeReEs-4V also supports camera movement detection. DeReEs-4V
is a system which includies different threads for grabbing frames, applying DeReEs,
detecting camera movement and visualizing the registered streams. DeReEs is the
one part of DeReEs-4V that is solely responsible for obtaining the 3D transformation
that produces the alignment of the video streams coming from both RGBD cameras.
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Input: RGBPCDl: live video streams from Kinect on the left.
RGBPCDr: live video streams from Kinect on the right.
while cameras are capturing do
if first capture is taking place then
Ilcurr ← BufferRGBPCDl
Ircurr ← BufferRGBPCDr
else
Ilprev ← Ilcurr
Ilcurr ← BufferRGBPCDl
Irprev ← Ircurr
Ircurr ← BufferRGBPCDr
end
if first measuring transformation is taking place then
Hlcurr ← DeReEs-4V (Ilprev, Ilcurr)
Hrcurr ← DeReEs-4V (Irprev, Ircurr)
else
Hlprevs ← Hlcurr
Hlcurr ← DeReEs-4V (Ilprev, Ilcurr)
Hrprev ← Hrcurr
Hrcurr ← DeReEs-4V (Irprev, Ircurr)
end
if ||Hlprev| − |Hlcurr|| > threshold or ||Hrprev| − |Hrcurr|| > threshold then
CameraIsMoved← true
end
end
Algorithm 2: Camera Movement Detection
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Chapter 4
Evaluation
In this chapter, we mainly focus on evaluating our algorithm with respect to the
related research (such as Miller et al.[44]) and ground truth (standard calibration).
First, we will describe our system settings. We will then introduce our data set and
different scenarios and experimental hypothesis used to evaluate our system.
4.1 System Configuration and Experimental Envi-
ronment
In our experiments, two MicrosoftTMXboX 360 Kinect cameras are used at one end,
the sender, to capture a portion of an indoor office space. The other PC will receive
the registered point clouds through the network. The Kinects are connected to a
PC equipped with an Intel(R) Core(TM) i7-960 CPU with a NVIDIA GeForce GTX
570 GPU, 1280MB memory, 480 CUDA cores, running Ubuntu 14.04 64-bit. The
Kinects are arbitrarily located and only require a small overlap in the part of the
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scene they capture. Since image-based feature matching algorithms are used in the
registration pipeline, the indoor space needs to have enough illumination to produce
a useful result.
We have compared our system to two methods. One is the work of Miller et
al. which is described in Chapter 2, Section 2.5. The second one is the standard
calibration method proposed by Nicolas Burrus RGBDemo [13]. Miller et al. also
evaluated their results based on the same method. In order to compare our method
to the ground truth, for each scene captured we first calibrated the Kinects and
then compared the calibration parameters with our results being applied on the same
camera pose.
The algorithm and system is implemented with the use of Open Source Computer
Vision library(OpenCV) and Point Cloud Library (PCL) using C++ programming
language. The GPU implementation of SURF feature matching in OpenCV is used.
PCL is used for point cloud stream capture from both Kinects simultaneously. It is
also used for visualizing the aligned point clouds using PCL Visualizer, and in Octree
point cloud compression for streaming the point clouds over the network.
4.2 Experiments
Our experiments are based upon different video capturing scenarios where one, two or
three users are captured under varying conditions. Users are moving from overlapping
regions captured by the Kinect to non overlapping and past the boundaries of the
regions captured by both cameras during the registration, and it is still successful.
Evaluations are categorized in four aspects: varying overlapping conditions, cam-
50
Figure 4.1: An example of successful registration of a multi-person scene(right). Two
persons are captured by both Kinects(center), while the third is captured by only one
camera(left).
Figure 4.2: An example of successful registration of a multi-person scene where each
person is captured by only one Kinect, each.
era movement, registration speed and accuracy.
In order to evaluate the algorithm under different conditions of overlap, we mea-
sured the RGB window size on the screen(S), and for a certain amount of overlap, for
instance 45%(B), we can measure the amount of B in centimetres using equation 4.1.
A and C are the two RGB images and B is the overlap between them. The result is
the amount in centimetres that shows how much the two RGB images should overlap.
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Figure 4.3: Example result of two persons where half of one person is captured by
one camera and the full body is captured by the other. The image on the right shows
a successful match of both scenes.
Figure 4.4: An example of successful registration of a multi-person scene(on the right)
where one camera(on the center) is located higher than the other one (on the left).
Figure 4.5: Measuring the overlap: A and C are the non overlapping regions of two
RGB images and B is the region of overlap between them.
%overlap =
B ∗ S
100− (A+ C)
(4.1)
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4.2.1 Performance under varying amounts of overlap
In order to evaluate the alignment improvement over time under varying overlapping
conditions of 25%, 45%, 65% and 85% where one camera is stable and the other is
being moved to vary the degree of overlap(Equation 4.1). The captured space is an
office where one user is standing in front of the camera (Figure 4.6).
Figure 4.7 shows the improvement of the algorithm over time with increasing
amounts of overlap. The number of features in this figure shows the metric described
in Section 3.1.1, which is the number of feature pairs used to update the alignment
to a better one over time. Each time a higher value is found, the transformation is
updated.
As it can be observed from Figure 4.7, plots do not reach the same point on the
number of features. This is due to the fact that each scene has a different number
of matching features to start with. For example, scenes with high amount of overlap
have high number of matching pairs, as well as scenes with many distinctive features.
It also shows the number of features for different overlaps. More features are found
for larger overlaps (85%) with an overall trend toward higher number of features
over time. Note that the graphs contain the data for 10 iterations of algorithm1 per
condition, therefore, each data point is the average over 10 iterations.
Figure 4.8 demonstrates a fitted model of the data for each overlap condition sepa-
rately. As can be seen, the figure shows the tendency of the algorithm towards finding
an increasing number of features over time in the 25% overlap. Other conditions fol-
low the same rule, however, being more stable the entire time. In terms of rotation
error, Figure 4.9 shows the fitted line over data for four overlapping conditions, where
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(a) 25% overlap (b) 45%overlap
(c) 65%overlap (d) 85%overlap
Figure 4.6: Different overlapping conditions evaluated in the test cases
the rotation error stays less than 1◦ in all scenarios.
In these Figures, we observe that a larger number of feature pairs produce more
stable results in terms of translation error. For example, with an 85% of overlap, the
algorithm seems to converge to a stable solution after 40 matching pairs are found.
As can be understandable, in the 25% of overlap condition, it is more challenging
for the algorithm to reach a stable solution as a function of the number of matching
feature pairs, however, it still can be observed that in general the graphs suggests
that a higher number of features leads to a smaller translation error.
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Figure 4.7: Behaviour of the algorithm in terms of the average number of successful
feature pairs matched over extended periods of time.
4.2.2 Performance with regards to Registration Accuracy
In this section, we evaluate the algorithm by comparing the translation and rotation
error over time. Errors are obtained by comparing our method to the standard
calibration method using Nicolas Burrus RGBDemo software [13]. For this purpose,
several snapshots of a calibration target( a chessboard) at different orientations should
be taken. Then, the images are given as input to the software and extrinsic calibration
parameters can be saved in to a file. The outputs of the calibration are the intrinsic
parameters of the camera and the extrinsic parameters which are a 3 × 3 rotation
matrix and a 3× 1 translation matrix.
For this purpose, four different overlaps of 25%, 45%, 65% and 85% are used in
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Figure 4.8: Behaviour of the algorithm in terms of translation error as a function of
the number of features under varying overlapping conditions.
our measurements. For each of the overlapping conditions, we first calibrated the
cameras and recorded the translation and rotation information over an average of 40
seconds. Then, the same camera positions are used for measuring the translation and
rotation information for the same amount of time using our algorithm. Figure 4.6
shows the captured environment with different amounts of overlap.
Figure 4.10 shows translation error (in cm) over time (in seconds). Figure 4.11
shows the rotation error for the same overlapping conditions over time.
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Figure 4.9: Improvement of the algorithm in terms of rotation error based on the
number of features under varying overlapping conditions.
In order to illustrate a general trend, Figure 4.12 shows the translation error over
time for different overlapping conditions separately. The red line shows the mean
value of the translation error in each condition. The blue line is the fitted model of
the data. As can be seen, the 25% condition suffers from the highest translation error
among all with the mean value of 1.09cm; however, there is a slight downward trend
towards improvement over time. It is important to mention that the results under this
amount of overlap, can still be considered a successful registration compared to other
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Figure 4.10: Translation error over time under varying overlapping conditions
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Figure 4.11: Rotation error over time under varying overlapping conditions
58
0 10000 30000
0.
0
1.
0
2.
0
25% overlap
Time(s)
Tr
a
n
sl
at
io
n 
Er
ro
r(c
m)
0 10000 30000
0.
0
1.
0
2.
0
45% overlap
Time(s)
Tr
a
n
sl
at
io
n 
Er
ro
r(c
m)
0 10000 30000
0.
0
1.
0
2.
0
65% overlap
Time(s)
Tr
a
n
sl
at
io
n 
Er
ro
r(c
m)
4000 8000 14000
0.
0
0.
6
1.
2
85% overlap
Time(s)
Tr
a
n
sl
at
io
n 
Er
ro
r(c
m)
Figure 4.12: Translation Error over time under varying overlapping conditions shown
separately.
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Figure 4.13: Rotation Error over time under varying overlapping conditions shown
separately.
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techniques. For example, according to table 2.5, Miller et al.’s lowest measurement in
translation error is 2.75cm. Figure 4.13 shows the rotation error over time for different
overlap conditions. As can be observed, results show that rotation and translation
error are kept to very low levels of less than 1cm in translation and 1◦ in rotation
error.
We also compared our results to the work of Miller et al. As mentioned in Section
2, the work of [44] is the closest to what we achieved here in terms of alignment
accuracy. A direct comparison to their results is not possible since we did not have
access to their configuration and video sequences andno response was received from
the authors of the paper when this data was requested; however, we used the same
methodology to obtain the ground truth. We compared our results to the classic
calibration method. Miller et al. also evaluated their results based on the same
method. The results and sequence pictures mentioned in Table 4.1 of Miller et al.’s
method are obtained from their paper [44].
As shown in Table 4.1, the results are very close to those obtained from the manual
calibration method( [13]) with an average of 0.63cm translation and 0.67◦ rotation
errors. The results suggest that our algorithm outperforms the work of Miller et al., in
terms of translation and rotation error, using the same method to obtain the ground
truth. However, it is important to note that the video sequences and configuration
parameters are not the same and thus the differences could be explained by other
factors outside of our control. In addition, Miller et al. uses a crossed eye view setup
where the scene background is different.
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Our algorithm Errort(cm) Errorr( ◦) Miller et al. Errort(cm) Errorr( ◦)
Figure 4.6(25% overlap) 1.094 0.86 Sequence 1 3.43 0.70
Figure 4.6(65% overlap) 0.601 0.992 Sequence 2 2.75 0.49
Figure 4.6(85% overlap) 0.609 0.997 Sequence 3 4.67 1.23
Table 4.1: The comparison between our algorithm and Miller et al. [44]. Results of
Sequence 1 to 3 are retrieved from their article.
4.2.3 Performance with regards to Registration Speed
As mentioned in Chapter 3, the speed of the algorithm plays an important role for
continuous video registration. Considering applications such as virtual reality or
gaming, any delay will be a nuisance to users. In this section, we are evaluating the
speed of the algorithm in different ways.
As Table 4.2 shows, we measured the execution times of different stages of the
algorithm in a scenario of point clouds sharing 45% overlap and the execution times for
camera movement detection. In all cases, 100 RANSAC iterations are used to obtain a
coarse transformation estimation in step 2 of the algorithm. Since camera movement
detection is implemented in a separate thread, its execution time does not influence
the execution time of the dual camera registration. The numbers are an average of
running the algorithm for 10 iterations. It is important to mention that no noticeable
change in the speed in smaller or larger overlapping sections was observed. It takes
60.79ms on average for DeReEs-4V to find a registration for each two coming RGB
plus point clouds and 63.62ms on average to perform camera movement detection,
for an approximate frame rate of 16 frames per second.
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Step Camera Registration Camera Movement Detection
(ms) (ms)
Feature Matching 24.15 21.33
Coarse Transformation Estimation 35.59 40.32
Bad Features Removal 0.19 0.95
ICP Refinement 0.86 1.02
Total DeReEs-4V(ms) 60.79 63.62
Table 4.2: The speed of the different stages of DeReEs-4V measured on a case where
the cameras are sharing a viewpoints of 45% overlap (Figure 1).
Table 4.3 shows the speed of the algorithm in different test cases, both for camera
motion detection and dual camera registration, and the execution time across several
iterations of DeReEs-4V until it is not possible to visually notice any misalignment
artifacts, when a seamless registration of the point clouds is achieved.
4.3 Conclusion
In this chapter, we evaluated DeReEs-4V with respect to standard calibration. Ex-
periments were conducted under varying amounts of overlap and DeReEs-4V was
compared to calibration in terms of registration accuracy. The performance of the
algorithm was also compared to the related work of [44] in terms of registration accu-
racy. Finally, an analysis of the speed of different stages of the system was presented.
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Table 4.3: Execution times of camera motion detection and registration per iteration
and across multiple iterations to achieve seamless registration, measured on different
video stream capture scenarios: Case 1-One camera is located higher than the other
(Figure 4.5). Case 2-Cameras are located far from each other with 45% overlap
(Figure 4.1). Case 3-Two users with one being captured by only one of the cameras
(Figure 4.2).
Algorithms Case 1 Case 2 Case 3
Camera Movement Detection (ms) 68.55 63.42 72.75
DeReEs-4V Registration (ms) 77.81 66.40 57.73
DeReEs-4V Seamless Registration (seconds) 8.2 15.30 12.25
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Chapter 5
Conclusion
In this chapter, we review our contributions and then discuss the potential future
work to improve the system.
5.1 Contributions
Substantial research has been recently conducted in the field of computer vision to
employ multiple depth sensing cameras to acquire a complete 3D model of the envi-
ronment, or to improve accuracy and extend the field of view. Using multiple depth
sensing cameras requires the calibration stage to be performed initially, and this has
to be repeated if any of the cameras are displaced. Standard calibration techniques
usually require a target such as chessboard which different snapshots of the target
should be taken in different orientation. These methods are time consuming and may
require experts to perform the task, making it unsuitable for non-expert users.
Our motivation in this research is to obtain a multiple depth sensing camera
solution that does not require the standard calibration process while producing the
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same accuracy. Besides accuracy, calibration has to be automatic, target free and
perform in real time. In this research, we introduced DeReEs-4V, an automatic
calibration technique that performs in real time (60.79ms on average). Unlike other
calibration techniques, our method is robust to camera movements. The system is
designed to recognize camera movement and update the calibration when the cameras
are moved. This is usually achieved in 63.62ms for a first approximation. The
algorithm does not require the use of any targets, or motion from objects or people
in the scene. Since it is an image based registration method, its only requirement is
to be in an indoor space that is sufficiently illuminated with some identifiable items
in the scene.
The point cloud that is produced after registration of the views from both cameras
can be used in applications such as human tracking and gaming. To illustrate how
the output of DeReEs-4v can be used in a wide variety of applications, we used and
modified the Plane Model Segmentation Library in the Point Cloud Library [53].
As can be seen from Figure 5.1, the background and the person in the foreground
are shared in both viewing regions and the colors show that they are regarded as a
unified point cloud where each different colour shows a segmented part based on a
foreground/background segmentation using the unified point cloud data from both
cameras.
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Figure 5.1: An example of plane segmentation method performed on the registered
point cloud
In our experiments, we tested the algorithm in different scenarios where one, two
or three users are present in the overlapping, non-overlapping or boundaries of the
viewing regions of each camera. We also evaluated the method against the standard
calibration technique and the work of Miller et al. [44]. For these experiments we
evaluated it under different conditions of overlap(25%, 45%, 65% and 85%) and com-
pared the translation and rotation accuracy to the two mentioned methods for 10
iterations in each overlap condition. The results show successful registration with
an average of 0.63cm translation and 0.67◦ rotation error. The results show that,
in terms of registration accuracy, the metric of obtaining a larger number of feature
pairs leads to stable results under most conditions of overlap.
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5.2 Limitations and Possible Improvements
In this system, Kinect cameras are employed; consequently, the limitations of the
Kinect cameras are relevant. First of all, Kinect cameras are designed for indoor
applications. Outdoor application of DeReEs-4V is unknown and may require using
a different type of camera. Moreover, Kinect cameras are suitable for capturing
objects further than 50cm. This limits the application of DeReEs-4V for close-ranged
applications, such as desktops, laptops or mobile phones.
The system proposed here could be used to register video from depth sensing
cameras with smaller depth-sensing range, such as Intel’s Creative [33], or it could be
used to facilitate the combination of different types of cameras. For instance, a new
type of stereo camera that produces RGB and Depth information along with point
clouds has been introduced. ZED cameras [32], have a range of 1.5m to 20m that can
capture in outdoor space as well as indoors. Exploring DeReEs-4V using this new
type of camera can be an interesting research topic.
Another important limitation is that DeReEs-4V is an image based registration
method. Therefore, it is highly dependent on colour information and the lighting
conditions of the environment. Being a feature based registration also restricts the
algorithm to perform with overlapping viewing regions of at least 25%.
Many potential extensions to this work and applications can be envisioned, for
example, active people tracking over the extended field of view of both sensors could
be explored, and other algorithms that can make use of the registered point cloud as a
whole. To improve the rendering quality, hole-filling and point-rendering algorithms
can be used to present a smoother display of the environment.
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In terms of applications, more point cloud processing algorithms could be used on
the resulting point cloud produced after registration, and the system could be used to
support more users fitting inside the wider field of view, or can provide a wider range
of motion for a single user, which could be of benefit for motion capture and gaming,
robot and computer vision, simulation, training, and health-related applications.
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