Abstract. Security dialogs warn users about security threats on their computers; however, people often ignore these important communications. This paper explores the links between warning dialog design and user understanding of, motivation to respond to, and actual response to computer security warnings. We measured these variables through a 733-participant online study that tested a set of four existing computer security warnings and two redesigned versions of each across low-and high-risk conditions. In some cases our redesigned warnings significantly increased participants' understanding and motivation to take the safest action; however, we were not able to show that participants' responses were differentiated between low and high risk conditions. We also observed that motivation seemed to be a more important predictor of taking the safest action than understanding. However, other factors that may contribute to this behavior warrant further investigation.
Introduction
Warnings are communications designed to protect people from harm [1] . These harms may be immediate, as in the case when road signs warn about sharp turns, or they may be in the future, as in the case of health notices on cigarette boxes. In the case of computer security warnings, the harms arise from immediate and future threats to personal information (e.g., financial data) or property (e.g., computers). However, despite this threat of harm, people often do not read or understand computer security warnings [2] [3] [4] and frequently fail to heed them [5] , even when the situation is hazardous. There is a lack of empirical evidence about the factors that influence response to computer warnings [6] . This paper uses the results of a 733-participant online study based on a set of existing and redesigned warnings to examine the links between warning design, user understanding of risk, motivation to respond to the risk, and decision to take the least risky action. In this paper, we focus on a subset of security warnings, computer security dialogs, which are warnings that offer users a choice of at least two options.
Warnings research
In the warnings literature, response to a warning is often evaluated in terms of 'compliance' -performing an action when instructed to do so [7] . Much of the prior research on computer security compliance behaviors focused on phishing attacks or web browser certificates. In one study, over two-thirds of participants, in a laboratory setting, dismissed anti-phishing warnings because of the websites' look-and-feel and participants' incorrect mental models [8] . Similarly, in an online survey, between 30% and 60% of participants said they would ignore each of the tested browser warnings and continue to a potentially dangerous website. In a subsequent laboratory study, redesigned versions of these warnings achieved greater compliance, but, even in the best case, 45% of participants still ignored the warning when it interfered with their primary tasks [4] . In another laboratory study, about half of the participants ignored a full-page warning presented before an authentication page to an online banking website [5] . Although this behavior may be considered rational from an economic perspective, the problem of how to design effective security communications that do not burden users still remains [9] .
Previous research shows high levels of warning non-compliance, even after warning redesign, providing only limited insights into the reasons for non-compliance. People might fail to heed warnings for a variety of reasons, including lack of trust in the warnings, lack of awareness of the risks [2] , lack of understanding of the warnings [10] , and lack of motivation to comply (perhaps because the required effort is larger than the benefit [9] ). Potential consequences for lay users include the possibility of becoming a victim of phishing and other types of scams, of downloading a virus and losing information, of disclosing private and sensitive information, or of being exposed to other harmful threats. This study goes beyond prior research to examine two possible causes of non-compliance: lack of understanding and lack of motivation.
Previous work suggests that lack of understanding may contribute to noncompliance. Egelman et al. observed that some participants who encountered web browser phishing warnings after receiving a phishing email still believed the emails were legitimate. The authors describe a "cognitive dissonance" between the spoofed website and the email leading to it [3] .
There are also qualitative theoretical models that apply to how users interact with computer security warnings. The Communication-Human Information Processing (C-HIP) model [11] describes the human processes involved in the internalization of a warning. In the model, a warning travels from a source through a channel to a receiver. The model focuses on a set of sequential stages-attention switch, attention maintenance, comprehension/memory, attitudes/beliefes, and motivation-through which a receiver processes the warning, resulting in a behavior. The Human-In-TheLoop security framework, based on the C-HIP model [12] , can be used to systematically identify security issues created by users who fail to properly carry out security-critical tasks. This framework predicts errors in cases where users do not know how to comply or are unmotivated or incapable of complying with warnings [12] . This study was designed to examine parts of this framework; specifically, it investigates the relationship between understanding, motivation, and user response.
Safe response
While some previous work talks about warning 'compliance', we use the term 'safe response' instead. Safe response is defined as taking the least risky option provided by a computer security warning dialog. For example, one of the warnings used in this study warns about the possibility that an email attachment may infect a user's computer with a virus. The safe response would be to not open the email attachment, as this is the only response that would present no risk to the user. Any other response, such as opening or saving the attachment, would present some level of risk.
Safe response differs from compliance, which is a concept borrowed from research into physical, non-interactive warnings [7] . In the case of security warning dialogs, we feel that safe response is a clearer metric. In computer systems, there are many situations that may be more or less safe, depending on a context known only to a user. Well-designed security warnings tend to address such situations, as any hazards that could be addressed without contextual knowledge should have been blocked without user intervention. A good security warning will assist the user in using her contextual knowledge to make an informed choice between two or more options, one of which is the least risky option, or the 'safe response.'
High levels of safe response are not always necessary. There is a trade-off between usability and level of risk that is based on the specific context. Always making the least risky choice would allow for a completely safe system but would reduce functionality. A warning is useful if it helps a user to use her knowledge of the context to make an informed decision that balances risk and usability. For example, in the attachment warning outlined above, the 'safe response' would be to not open the attachment. However, within a given context the user should consider factors exogenous to the system, determine how risky the context is, and decide if she should open the attachment. If the user is expecting a file, knows and trusts the sender, and can tell from the warning text that this is the file she was expecting, then she finds herself in a low-risk context. In this particular context, the safe response is not necessary and she should open the attachment.
We analyze safe response as being a desirable response in high-risk contexts, under the assumption that users should protect themselves against the high risk of a potential threat, and as being an undesirable response in low risk contexts, under the assumption that it is unnecessary for users to block functionality in these situations. Sunshine et al. took a similar approach in their evaluation of user response to web browser certificate warnings on an online banking login page (high risk) and a university library website (low risk) [4] .
Methodology
We performed an online survey (n=733) to test the effects of warning design on user understanding, motivation, and safe response. Our study used a 3 x 2 design, with three warning design conditions (E: existing warnings, G: redesigned based on warning design guidelines, and M: redesigned based on our previous work on mental models) and two scenario-based context conditions (S1: low security priming and S2: high security priming) for a total of six conditions.
Warning design conditions
We tested five existing warnings from commercially available software, but report on only the four that are security dialogs. The four warnings, referred to as the Existing set (E, see Figure 5 in the Appendix), alerted users about problems encrypting an email (W1), a program trying to access the user's address book (W2), an email attachment (W3), and an unknown certificate (W4). 
Comprehensively describe the risk
Describe the risk; describe consequences of not complying; provide instructions on how to avoid the risk.
Be concise, accurate and encouraging
Be brief; avoid technical jargon; provide specific names, locations and values for the objects involved in the risk; do not use strong terms (e.g., abort, kill, fatal)
Offer meaningful options
Provide enough information to allow the user to make a decision; option labels should be answers to explicit question asked to the user; if only one option is available, do not show the warning; the safest option should be the default.
Present relevant contextual and auditing information
If the warning was triggered by a known application, describe the application; identify agents involved in the communication by name; if user's information is about to be exposed to risk, describe what information and how it will be exposed.
We created a second set of warnings, referred to as the Guideline-based set (G, see Figure 5 in Appendix). Each of the warnings in the E set were redesigned by three HCI Master's students who each had at least one year of HCI coursework as well as previous design experience. We asked the students to redesign the existing warnings by following design guidelines that we compiled from the literature [3, [11] [12] [13] [14] [15] [16] [17] [18] . A brief summary of these guidelines is shown in Table 1 . We did not provide the designers with any other information about our study.
Similarly, we created a third set of warnings, referred to as the Mental-modelbased set (M, see Figure 4 in Appendix). To create this set we redesigned each warning in the E set based on previous work on mental models of computer security warnings. In our previous work we found differences in the way experts and non-experts respond to these warnings [9] . We tried to design this set of warnings to include information that experts tend to seek out when responding to a warning, such as the results of analyses by anti-virus software. We also applied many of the guidelines used by the HCI students to create set G, although not always with results consistent with the G set.
Contextual scenarios
Users view security warning dialogs within a specific contextual situation,and make a decision based on that situation. To imitate this context in our online survey, we wrote a Scenario 1 (S1) and a Scenario 2 (S2) for each warning. Each user who saw a particular warning was presented with a scenario associated with that warning. S1 included low security-priming scenarios with activities that most people would not normally associate with a security threat; whereas, S2 included activities that involved sensitive or confidential information, or had characteristics of common security attacks. As warnings must consistently be useful in both low-and high-threat contexts we chose to include both low and high security-priming categories to ensure that our results were consistent across scenarios that presented different threat levels. Table 2 contains all scenarios. We incorporated feedback from security experts when creating the scenarios and strove to ensure that scenarios were of similar readability and length. 
High and low risk conditions
Each warning, in combination with each scenario, presented the user with either a high or low level of risk. Throughout this paper, we refer to the level of risk that the participant faced when presented with a specific warning and contextual scenario combination as either Low Risk (LR) or High Risk (HR). Based on our definition of safe response, when warnings are successful, participants in LR conditions should choose not to take the safe response because the safe response requires them to sacrifice functionality. However, participants in HR conditions should choose the safe response because they should prioritize safety over functionality in risky situations.
We had two low-risk conditions: the encryption and address book warnings with S1 scenarios. In both cases the risk is minimal and taking the least risky action would prevent the user from completing her primary task. We had six high-risk conditions: all four warnings with S2 scenarios, and the attachment and certificate warning with S1 scenarios. 1 In these cases, the level of risk warranted taking the safe response.
A well-designed security dialog should allow participants to differentiate between low-and high-risk conditions. It should create a higher rate of motivation and safe response for high-risk conditions than for low-risk conditions. If the warnings in our study are well designed we would expect to see warnings with the same level of risk in S1 and S2 (attachment and certificate warnings) to have similar rates of motivation and safe response. We would also expect to see warnings with low risk in S1 and high risk in S2 (encryption and address book warnings) to have higher levels of safe response and motivation in S2. 
Survey design and participant recruiting
Our survey consisted of 69 questions divided into seven sections, starting and ending with demographic questions. Each of the remaining five sections included a randomly selected image of a warning, randomly selected corresponding scenario (S1 or S2), and a set of questions about each warning.
We recruited participants using Amazon's Mechanical Turk service [20] , paying each participant who completed the study 50 cents. We required participants to be computer users, over 18 years old, English-speaking and residents of the United States. Participants took an average of 10 min 47 sec to answer the survey (σ = 7 min 9 sec). We discarded 3 responses that took less than 10 seconds. We were left with 733 respondents, about 62% of whom were females and four-fifths of whom were Caucasian. The number of participants in each condition is summarized in Table 3 . Participants ranged in age from 18 to 75, with a mean age of 32.9 ( σ = 11.58). We also collected information about usage of operating systems, browsers, and email clients to test any correlation with our dependent variables. As described later, we found no consistent relationship between demographics and dependent variables.
We also asked two questions to probe participants' level of technical expertise: whether they had ever taken or taught a course on computer security, and whether they knew any computer languages. If they answered the latter affirmatively, we asked which languages they knew. Participants who answered only HTML were not considered as having programming expertise. We found no significant correlation between affirmative answers and any studied variables, so we excluded these questions from our analyses. 
Hypotheses
To develop our hypotheses, we defined three dependent variables: understanding, motivation and safe response. These variables are described in Table 4 . We also described low-and high-risk conditions consisting of combinations of warnings and scenarios, as explained above:
Low-risk condition: W1 with S1, W2 with S1.
High-risk conditions: W1 with S2, W2 with S2, W3 with S1 or S2, and W4 with S1 or S2.
We hypothesized that understanding would be higher for all conditions in the redesigned warnings than in the existing set. For motivation and safe response we hypothesized that they would be significantly higher in the redesigned warnings for participants in the high-risk conditions but would not be significantly higher for participants in the low-risk condition. We also hypothesized that understanding and motivation would be found to drive safe response. Our hypotheses are enumerated below:
H1: For all warnings and scenarios, understanding will be significantly higher in the guidelines-based (G) and mental-model-based (M) sets than in the existing set (E).
H2:
For all low-risk scenarios, motivation and safe response will not be significantly higher in the redesigned sets (G and M) than in the existing set (E).
H3:
For all high-risk scenarios, motivation and safe response will be significantly higher in the redesigned sets (G and M) than in the existing set (E).
H4:
Understanding and motivation will be significant predictors of safe response, across all warning sets and scenarios.
Analysis
Based on an analysis of the four warnings we found that understanding and motivation were strongly correlated with safe response. We were not able to conclude that users could differentiate between low-risk and high-risk conditions, and we did not see a significant increase in motivation and safe response for W1 and W2 in either the highor low-risk conditions. However, we did find improvements in motivation and safe response for W3 and W4, the two warnings that were only presented in high-risk conditions.
We analyzed our results separately for each warning using logistic regressions. We used a significance level of α = .05 for all analyses.
Understanding
In general, our redesigned sets of warnings (G and M) failed to increase understanding over existing warnings. We observed significant increases in understanding in only 3 out of 16 conditions, and in two cases related to W2 we observed significant decreases in understanding. Figure 1 (below) and Table 5 (in Appendix) show the results for understanding.
Figure 1:
Percentage of participants who showed understanding of the problem that triggered the studied warnings, in the low-and high-risk conditions. G, E, and M correspond to the different sets of warnings. The top bars represent confidence intervals at the 95% level.
We expected to see increased levels of understanding for the G and M sets versus the E set (H1). While this occurred in a few conditions, understanding did not increase in the majority of cases (see Table 5 in Appendix). Because understanding increased in more conditions in which participants were shown S1 than S2, we tested the possibility that participants spent less time on the scenarios by comparing the mean time that participants took to answer each warning section. However, we found no significant differences between times for the two sets of scenarios.
In the S1 scenario for the address book warning (W2), the understanding rate was significantly lower for the G and M sets than in the E set. To help explain this lower level of understanding we looked at the specific problems that users thought the warning presented. We found that a higher percentage of respondents believed that the warning was related to a website in the G and M sets than in the E set, which was a "wrong" answer. The misunderstanding was potentially due to a reference to ABC.exe (the program accessing the computer) that only appeared in the redesigned warnings. We speculate that respondents may have mistaken ABC.exe for a website. We mandated in our guidelines that a program prompting a warning should be identified to users, but this recommendation could have resulted in confusion.
The redesigned warnings (G and M) were also less likely to prompt two 'right' answers than the existing (E) warning. For the G and M versions of the address book warning in the S1 scenario, participants were less likely to respond that they did not trust the software being run or that there was no problem than when shown the E version of the warning. Participants may not have considered ABC.exe to be software, or perhaps they considered the redesigned warnings more threatening than the existing warning. Additional testing is necessary to determine which aspects of the warnings lead to misunderstanding.
These results provide very limited, if any, support for H1. It should be noted, however, that except for the encryption warning (W1), all warnings had a high initial level of understanding, from which it may be difficult to introduce improvements.
Motivation
Our redesigned warning sets (G and M) had some success at increasing levels of motivation in the high-risk condition for W3 and W4, but did not show evidence of allowing participants to differentiate between low-and high-risk conditions. Figure 2 (below) and Table 6 (in Appendix) show our results for motivation.
To determine that the redesigned warnings allowed participants to differentiate between high-and low-risk contexts and respond appropriately, we expected to see no change in motivation levels between G/M and E in the low-risk condition and an increase in motivation levels for the redesigned warnings in the high-risk condition. We were not able to conclude that the redesigned warnings allowed users to differentiate between low-and high-risk contexts-for the encryption warning and address book warning (W1 and W2) that were shown in both high-and low-risk contexts there was no significant improvement in motivation in the majority of cases in either context.
In the low-risk context we expected motivation not to be significantly higher for the redesigned warnings (G and M) than the existing warnings (E). This held for three out of four cases, providing support for H2. However, for these results to be meaningful, we needed to see a corresponding increase in motivation for these same warnings (W1 and W2) in a high-risk context, proving that participants could differentiate between the levels of risk with the redesigned warning set and respond appropriately. However, we found that in all four high-risk cases for W1 and W2 there was not a significant difference between the E set and each of the G and M sets for motivation. This indicates that the lack of improvement in the low risk case may have represented a lack of improvement overall, rather than participants' abilities to differentiate between risk levels. Thus, while these results support H2, they are inconclusive overall. Percentage of participants who agree or strongly agree that the problem described by the warning is very important, in the low-and high-risk conditions. G, E, and M correspond to the different sets of warnings. The top bars represent confidence intervals at the 95% level.
Although there was not evidence that the redesigned warnings allowed participants to differentiate between low-and high-risk contexts, we did find some evidence that the redesigns improved motivation in the high-risk context (H3). For the attachment and certificate warnings (W3 and W4), which were only shown in high-risk contexts, we found that the redesigned warnings significantly increased motivation in all but one case. As previously described, we expected to see similar results for W1 and W2 in the high-risk context, but did not see any significant differences between E and M/G for W1 and W2.
Safe response
We found that the redesigned warnings were successful at increasing safe response in the majority of the high risk conditions. However, as was the case with motivation, we were not able to conclude that the redesigned warnings allowed participants to differentiate between high-and low-risk conditions and respond appropriately. Figure  3 (below) and Table 6 (in Appendix) show our results for safe response.
As described previously, safe response is a participant's tendency to pick the option that presents the least risk. We expected participants' rates of safe response to significantly increase for the high-risk conditions for our redesigned warnings and to remain the same for the low-risk conditions. In the low-risk conditions the redesigned warnings should not push participants to pick a safe response that would prevent them from completing the desired task. For the two warnings that we presented in both the high-and low-risk conditions, W1 and W2, we found that, as expected, in three out of four cases, the level of safe response was not higher for the G and M sets than for the E set. However, for these two warnings we also found that, in three out of four cases, the level of safe response did not increase in the high-risk condition for G and M compared to E, indicating that the lack of improvement in the low-risk condition may have been due to an overall lack of improvement rather than participants' ability to differentiate between risk levels. So, although we found some evidence for H3, our overall results for safe response for warnings W1 and W2 were inconclusive.
We did, however, find a significant increase in safe response levels for the redesigned warnings (G and M) over the existing set (E) for the two warnings that were presented in only the high risk condition, W3 and W4. For these warnings, rates of safe response significantly increased in seven out of eight cases. This result provides some support for H3. 
Correlation between variables
We hypothesized that understanding and motivation would be predictors of safe response (H4). We found significant correlation between safe response and understanding, motivation, and other variables (see Table 6 ), supporting H4. The higher logistic regression coefficients show that safe response was strongly tied to motivation and also linked, although slightly less strongly, to understanding. Although these results do not prove that understanding and motivation drive safe response, they provide some indication that the variables are strongly related.
Motivation was significantly correlated with safe response for all four warnings for all warning sets. Understanding was also significantly correlated with safe response for all except the encryption warning (W1). Based on the regression coefficients, motivation more strongly correlated with safe response for all of the warnings in which both variables were important, except for the address book warning (W2). Motivation and understanding were also significantly correlated for all the warnings.
Outside of motivation and understanding, we also found interactions between age and being a user of Microsoft Internet Explorer for the address book (W2) and the certificate (W4) warnings. This was expected, as these users have likely encountered these warnings before. In the address book warning, users of Internet Explorer were more likely to pick the safest response, while in the certificate warning (W4), the opposite relation held.
Discussion
One of the primary goals of this study was to show differentiated results for low-and high-risk conditions to demonstrate that our redesigned warnings improved participants' abilities to make appropriate security choices in each of the conditions. However, our results did not show differentiated motivation and safe response improvements for the low-and high-risk conditions. For both of the warnings that were presented in low-and high-risk conditions (W1 and W2) we found that in the majority of cases motivation and safe response did not significantly increase for the redesigned warnings in both conditions. It is likely that the redesigned warnings were not more effective than existing warnings and were not able to increase motivation or safe response in either case. It is also possible that the high security-priming scenarios that were used to prompt the high-risk condition were poorly designed and did not prompt a high-risk response. However, this is less likely as 3 out of 8 had significantly higher levels of motivation and safe response for the high-risk condition. Further research is needed to better determine how users respond to high-and low-risk conditions and how to consistently design better security warning dialogs.
One of our redesigned warnings, the M version of the address book warning (W2), turned out to be particularly ineffective. It decreased participants' understanding, increased user motivation and safe response in the low-risk condition, and did not increase motivation or safe response in the high-risk condition. One potential explanation for this unexpected behavior is the amount of information that version contained: the existing version had 44 words and 4 options and the guidelines-based version had 40 words and 3 options, while the mental-model-based version has 163 words and 6 options. The extra text came from the results of an anti-virus scan included in the M version. The large amount of information may have undermined participants' abilities to understand (or motivation to read) the redesigned warning.
Although our redesigned warnings appear not to help participants differentiate between high-and low-risk conditions, we were able to demonstrate that it is possible to use a relatively simple redesign process to improve some security warning dialogs for high-risk conditions. Beyond the importance of testing whether participants could differentiate between high-and low-risk conditions, it was also important to show that our results were applicable across different types of contextual scenarios. To do so, we presented participants with low and high security-priming contexts (S1 and S2). Further work is necessary to determine which aspects of the redesigns contributed to the successful increases in motivation and safe response and which aspects were not successful at increasing understanding, motivation and safe response.
Limitations
Our study had a variety of limitations, some of which we hope to improve upon in future work. First, the study is based on self-reported survey data, and as such it may not reflect what users would do when confronted with warnings during their regular computer usage. Also, literature suggests that habituation should be considered when studying warnings [11] . To the best of the authors' knowledge, repeated, long-term exposure to computer warnings has not been studied, in part because of the difficulties in setting up adequate experimental designs. However, a deeper look at some of the answers of our participants show that only a small proportion of them reported that they would ignore our existing warnings because they had seen them before. If our participants had been habituated to our existing warnings or to similar warnings, we would expect to have seen a higher number of people ignoring them.
Another confounding factor might be the possible learning process that takes place after repeated exposures to the same set of questions with different warnings. A technical limitation of the software we used to implement the survey 2 prevented us from tracking the random order in which participants saw our warnings. Although randomization might counter-balance learning effects, we acknowledge that this does not necessarily cancel out the effects. One improvement to the experimental design would be to show a single warning to each participant. We decided to show five warnings instead of one to reduce the number of participants needed for the study.
Our redesigned sets offered different visual layouts of options, which seemed to make the safest action clearer. They also offer longer and more descriptive texts for each option, information about context, and the results of analysis by other tools. However, our experimental design did not allow us to isolate the impact of each of these design changes. In future work we expect to better isolate specific factors.
Conclusions
By comparing existing computer security warnings with two sets of warnings that we created, we explored relationships between understanding of the problem underlying a warning, the belief that the problem is important (motivation), the tendency to pick the safest option (safe response), and several demographic factors. We found that design changes can lead to improvements in understanding, motivation, and tendency to pick the safest option in computer warnings, but further work is needed to isolate the impact of various factors. We were unable to show conclusively an ability to help participants differentiate between the appropriate option in high-and low-risk conditions. We also found that although understanding and motivation are strongly tied to each other, motivation is a slightly more important factor than understanding when it comes to increasing safe response to warnings.
Warning designers should keep in mind that both the level of importance that users attribute to a warning and the understanding of the problem underlying a warning contribute to user response. To be successful, warnings should both motivate a user to respond, and help users understand the risk, in that order. It is not likely that a successful warning will be able to ignore these two elements. Future work should look at exactly how much each of these factors, and other factors, contribute to increasing safe response to warnings.
