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Abstract
We investigate the square variation operator V 2 (which majorizes the partial sum maximal operator) on
general orthonormal systems (ONS) of size N . We prove that the L2 norm of the V 2 operator is bounded
by O(ln(N)) on any ONS. This result is sharp and refines the classical Rademacher–Menshov theorem. We
show that this can be improved to O(
√
ln(N) ) for the trigonometric system, which is also sharp. We show
that for any choice of coefficients, this truncation of the trigonometric system can be rearranged so that the
L2 norm of the associated V 2 operator is O(
√
ln ln(N) ). We also show that for p > 2, a bounded ONS of
size N can be rearranged so that the L2 norm of the V p operator is at most Op(ln ln(N)) uniformly for all
choices of coefficients. This refines Bourgain’s work on Garsia’s conjecture, which is equivalent to the V∞
case. Several other results on operators of this form are also obtained. The proofs rely on combinatorial and
probabilistic methods.
© 2011 Elsevier Inc. All rights reserved.
Keywords: Orthonormal systems; p-variation; Fourier series
* Corresponding author.
E-mail addresses: alewko@cs.utexas.edu (A. Lewko), mlewko@math.utexas.edu (M. Lewko).
1 Supported by a National Defense Science and Engineering Graduate Fellowship.0022-1236/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2011.12.007
2562 A. Lewko, M. Lewko / Journal of Functional Analysis 262 (2012) 2561–26071. Introduction
Let T := [0,1] denote the unit interval with Lebesgue measure dx and let Φ := {φn}n∈N
denote an orthonormal system (ONS) of real- or complex-valued functions on T. By an ONS, we
will always mean the set of orthonormal functions {φn}n∈N and the ordering inherited from the
index set N. For f ∈ L2, we let an = 〈f,φn〉 denote the Fourier coefficients of f with respect to
the system Φ . Associated to an ONS is the maximal partial sum operator
Mf (x) := sup
N
∣∣∣∣∣
N∑
n=1
anφn(x)
∣∣∣∣∣.
It is well known that the L2 boundedness of the operator M implies the almost everwhere
convergence of the partial sums of the expansion of f ∈ L2 in terms of the ONS Φ . Almost
everywhere convergence is known to fail for some ONS, hence the maximal function M is
known to be an unbounded operator on L2 for some ONS. There is an optimal estimate known
for general ONS.
Theorem 1 (Rademacher–Menshov). Let {φn}n∈N = Φ and f ∈ L2 be as above. Then,
‖Mf ‖L2 	
( ∞∑
n=1
|an|2 ln2(n+ 1)
) 1
2
where the implied constant is absolute. Moreover, the function ln2(n + 1) cannot be replaced
with any function that is o(ln2(n+ 1)).
This last claim is quite deep and is due solely to Menshov.
While this estimate is optimal in general, it can be improved for many specific systems. For
instance, the inequality ‖Mf ‖L2 	 ‖f ‖L2 is known to hold when Φ is taken to be the trigono-
metric, Rademacher, or Haar systems. We recall the definitions of these systems in the next
section.
Recently, variational norm refinements of the maximal function results stated above have been
investigated. To state these results, we first need to introduce some notation. Let a = {an}∞n=1 be
a sequence of complex numbers. Then we define the r-variation as:
‖a‖V r := lim
K→∞ supPK
( ∑
I∈PK
∣∣∣∣∑
n∈I
an
∣∣∣∣r)1/r ,
where the supremum is taken over all partitions PK of [K] (i.e. all ways of dividing [K] into dis-
joint subintervals). When a is a finite sequence of length K , the quantity is defined by dropping
the limK→∞.
One can easily verify that this is a norm and is nondecreasing as r decreases. Now we will de-
note the sequence {anφn(x)}∞n=1 by S[f ](x). (Note that this is slightly different than the notation
used in [12].) When we write ‖S[f ]‖V r (x), we mean the function on T whose value at x ∈ T is
obtained by assigning the r-th variation of the sequence S[f ](x). Furthermore, ‖S[f ]‖Lp(V r ) is
the Lp norm of this function. Alternately, we have
A. Lewko, M. Lewko / Journal of Functional Analysis 262 (2012) 2561–2607 2563‖f ‖V 2(x) = sup
K
sup
n0<···<nK
(
K∑
l=1
∣∣Snl [f ](x)− Snl−1[f ](x)∣∣2
)1/2
,
where Snl [f ](x) =
∑nl
n=1 anφn(x) is the nl-th partial sum.
We note that the function ‖S[f ]‖V∞(x) is essentially the maximal function. More precisely,
Mf (x) 	 ‖S[f ]‖V∞(x) 	 Mf (x). Since the quantity ‖a‖V r is nondecreasing as r decreases,
we see that ‖S[f ]‖V r (x) majorizes the maximal function whenever r < ∞. In [12], the following
is proved for the trigonometric system {e2πinx}∞n=1:
Theorem 2. Let r > 2 and r ′ <p < ∞, where 1
r
+ 1
r ′ = 1. Then∥∥S[f ]∥∥
Lp(V r )
 Cp,r‖f ‖Lp ,
where Cp,r is a constant depending only on p and r .
This result is rather deep, being a strengthened version of the celebrated work of Carleson and
Hunt on the almost everywhere convergence of Fourier series. The analogous inequalities were
previously obtained in [9] in the simpler situation of Cesàro partial sums of the trigonometric
system. Moreover, the above inequality is known to hold for the Haar system and more gener-
ally for martingale differences by Lepingle’s inequality, a variational variant of Doob’s maximal
inequality. In [12], it is shown that the condition r > 2 is necessary in case of the trigonometric
system. Our focus here will be to study the case p = r = 2 for general ONS. In this direction, we
prove (closely following the classical proof):
Theorem 3. Let Φ be an ONS. Then
∥∥S[f ]∥∥
L2(V 2) 	
( ∞∑
n=1
|an|2 ln2(n+ 1)
)1/2
. (1)
If ‖Mf ‖L2 	 (N)‖f ‖L2 for all f =
∑N
n=1 anφn for some real-valued function (N), then
‖f ‖L2(V 2) 	
(
N∑
n=1
(n) ln(n+ 1)|an|2
)1/2
. (2)
Interestingly, the first inequality strengthens the Rademacher–Menshov theorem stated above,
since the right sides are the same (up to implicit constants), yet we have replaced the maximal
function with the square variation operator V 2 on the left side. Since the V 2 operator dominates
the maximal operator, this implies the Rademacher–Menshov theorem and the claim that this
result is sharp follows from the sharpness of Rademacher–Menshov. This might lead one to
think that the two operators behave similarly, however we will see that the V 2 operator is much
larger than the maximal operator for the classical systems. Theorem 3 can be refined further for
certain classes of ONS, see Section 7 for discussion of this.
We can apply (2) to the trigonometric system with (N) = O(1), the Carleson–Hunt inequal-
ity, and obtain the following corollary:
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∥∥S[f ]∥∥
L2(V 2) 	
( ∞∑
n=1
|an|2 ln(n+ 1)
)1/2
. (3)
Moreover, the function ln(n+ 1) cannot be replaced by a function that is o(ln(n+ 1)).
The lower bound can be obtained by considering the Dirichlet kernel DN(x) =∑Nn=1 e2πinx .
A proof of this is contained in Section 2 of [12]. Strictly speaking, they work with the
de la Vallee–Poussin kernel there, but the same proof works for the Dirichlet kernel.
As we will see below, it is easy to construct an infinite ONS such that ‖S[f ]‖L2(V 2) 	 ‖f ‖L2
holds, by choosing the basis functions φn(x) to have disjoint supports. However, this is a
very contrived ONS, and it is then natural to ask if there exists a complete ONS such that
‖S[f ]‖L2(V 2) 	 ‖f ‖L2 . This is not possible. In fact, we show slightly more:
Theorem 5. Let {φn} be a complete orthonormal system. There exists an L∞ function such that
‖S[f ]‖V 2(x) = ∞ for almost every x.
In general, this divergence cannot be made quantitative. We show that for any function
w(n) → ∞, there exists a complete ONS such that ‖S[f ]‖L2(V 2) 	 w(N)‖f ‖L2 whenever
f (x) =∑Nn=1 anφn(x). However, a quantitative refinement is possible if we restrict our atten-
tion to uniformly bounded ONS:
Theorem 6. In the case of a uniformly bounded ONS, it is not possible for w(N) = o(√ln ln(N) ).
However, there do exist uniformly bounded ONS such that w(N) = O(√ln ln(N) ).
The Rademacher system provides an example of the second claim. See Theorem 9 below.
Recall that we defined an ONS to be a sequence of orthonormal functions with a specified
ordering. This is essential since the behavior of the maximal and variational operators depend
heavily on the ordering. For instance, the Carleson–Hunt bound on the maximal function for the
trigonometric system makes essential use of the ordering of the system, and the result is known
to fail for other orderings. It is thus natural to ask what one can say about the V 2 operator for
reorderings of the trigonometric system. Surprisingly, it turns out that the O(
√
ln(N) ) bound
can be improved to O(
√
ln ln(N) ) for any choice of coefficients by reordering the system. More
generally:
Theorem 7. Let {φn}Nn=1 be an ONS such that |φn(x)| = 1 for all x and n, and let f (x) =∑N
n=1 anφn(x). Then there exists a permutation π : [N ] → [N ] such that
‖f ‖L2(V 2) 	
√
ln ln(N)‖f ‖L2
holds (for sufficiently large N ) with respect to the rearranged ONS {ψn}Nn=1, where ψn(x) :=
φπ(n)(x).
This is perhaps the most technically interesting part of the paper. This result should be
compared to Garsia’s theorem [7], which states that the Fourier series of an arbitrary function
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on L2. Garsia’s proof proceeds by selecting a uniformly random permutation, and arguing that
it will satisfy the claim with positive probability. In our case, however, we randomize over
a subset of all permutations. This subset is chosen based on structural information about the
Fourier coefficients of the function. It is unclear if this restriction is necessary or an artifact
of our proof techniques. It would be interesting to extend this result to more general ONS.
We note that it can be seen from the work of Qian [16] (see also our refinement [11]) that
‖∑Nn=1 rn‖L2(V 2)  √N ln ln(N) = √ln ln(N)‖∑Nn=1 rn‖L2 , regardless of the ordering of the
Rademacher functions rn, hence the
√
ln ln(N) term in the statement of the theorem is sharp.
A similar result can be obtained for general ONS when the coefficients are multiplied by random
signs:
Theorem 8. Let {φn}Nn=1 be an ONS and f (x) =
∑N
n=1 anφn(x). Then there exists a sequence of
signs n such that
‖g‖L2(V 2) 	M
√
ln ln(N)‖g‖L2
holds, where g(x) =∑Nn=1 nanφn(x).
This easily follows from the following inequality:
Theorem 9. Let {rn}Nn=1 be a sequence of uniformly bounded independent random variables.
Then ∥∥∥∥∥
N∑
n=1
anrn
∥∥∥∥∥
L2(V 2)
	√ln ln(N)( N∑
n=1
a2n
)1/2
.
In particular, combining this with Theorem 6, we see that the L2 norm of the V 2 operator for the
Rademacher system grows like
√
ln ln(N).
Finally, we prove that the V p norm of some systems can be improved uniformly for all choices
of coefficients by a rearrangement, for p > 2.
Theorem 10. Let {φn}Nn=1 be an ONS such that ‖φn‖L∞ M for each n, and let p > 2. There
exists a permutation π : [N ] → [N ] such that the orthonormal system {φπ(n)}Nn=1 satisfies∥∥S[f ]∥∥
L2(V p) 	M,p ln ln(N)‖f ‖L2 (4)
for all f =∑Nn=1 anφn.
The maximal V∞ version of this result is due to Bourgain [1] and represents the best progress
known towards Garsia and Kolmogorov’s rearrangement conjectures. Our methods rely heavily
on those developed in that paper. This also leads us to perhaps the most interesting open problem
relating to V 2 operators:
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ciated V 2 operator on the trigonometric system grows like o(
√
ln(N) )?
Our Theorems 7 and 10 may be viewed as evidence that this may in fact be possible. It is
consistent with our knowledge that one could get growth as slow as
√
ln ln(N). It is known
that purely probabilistic techniques in the maximal (V∞) case can only go as far as Bourgain’s
bound of ln ln(N) (see Remark 2 of [1]). Thus, finding a permutation that reduces the growth
further (Garsia’s conjecture is the assertion that there exists a rearrangement that gets to O(1))
would require fundamentally new ideas. However, it is consistent with our current knowledge
that the purely probabilistic techniques could get one down to ln ln(N) in the V 2 case. If true,
this will certainly require a much more delicate analysis than the methods used here. Theorem 3
combined with the V∞ case of the previous theorem does give a bound of
√
ln(N) ln ln(N) for
general bounded ONS for the V 2 operator. This is a nontrivial improvement for some systems,
but not the most interesting classical systems.
2. Notation and general remarks
We will work with ONS defined on the unit interval T. The underlying space T plays almost
no role in our proofs (the role is similar to that of a probability space in probability theory), and
one could replace it with an abstract probability space.
We assume that the ONS is real-valued in most of our results. In these cases, one can obtain
the same results for complex-valued ONS by splitting into real and imaginary parts and applying
the arguments to each. The details are routine so we omit them. The proof of Theorem 7 is the one
place where this requires some care, and thus we work with complex-valued functions directly
there.
We define the trigonometric system to be the system of complex exponentials {e2πinx}∞n=1.
Typically the trigonometric system is defined to be the doubly infinite system {e2πinx}∞n=−∞ and
the maximal and variational operators are defined with respect to the symmetric partial sums.
However, we find it more convenient to define the trigonometric system this way and avoid
having to state all of the following results for both singly and doubly infinite systems. All of
our results can easily be transferred to the doubly infinite setting (using symmetric partial sums)
by splitting the Fourier series of a function f ∈ L2(T) with respect to a doubly infinite system
into two functions with singly infinite Fourier series and applying the results in this setting. For
instance, note that
Mf (x) := sup
N
∣∣∣∣∣
N∑
n=−N
anφn(x)
∣∣∣∣∣	 supN
∣∣∣∣∣
0∑
n=−N
anφn(x)
∣∣∣∣∣+ supN
∣∣∣∣∣
N∑
n=1
anφn(x)
∣∣∣∣∣.
Thus it follows that the L2 boundedness of the maximal operator associated to the sys-
tem {e2πinx}∞n=1 implies the L2 boundedness of the symmetric maximal operator associated to
{e2πinx}∞n=−∞, and similarly for the V p operators.
The Haar system, which we denote by {Hn}∞n=0, is a complete ONS comprised of the follow-
ing functions. For k ∈ N and 1 j  2k , we define {Hk,j } by
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⎧⎪⎨⎪⎩
√
2k x ∈ ( j−12k , j−1/22k ),
−√2k x ∈ ( j−1/22k , j2k ),
0 otherwise.
We form the system Hn by ordering the basis functions {Hk,j } first by the parameter k and then
by the parameter j , or Hn = Hj,k for n = 2k + j . Lastly, we set H0 = 1.
The Rademacher system, denoted {rn(x)}∞n=1, is defined by
rn(x) = sign sin
(
2nπx
)
.
The Rademacher system can also be thought of as independent random variables which take each
of the values {−1,1} with probability 1/2.
3. Variational Rademacher–Menshov-type results
We start by giving a proof of Theorem 3.
It suffices to assume that N is a power of 2, say N = 2. For all i, k such that 0 i   and
0 k  2−i − 1, we consider the collection of intervals Ik,i := (k2i , (k + 1)2i].
Lemma 12. Any subinterval of S ⊂ [0,2] can be expressed as the disjoint union of intervals of
the form Ik,i , such as
S =
⋃
m
Ikm,im (5)
where at most two of the intervals Ikm,im in the union are of each size, and where the union
consists of at most 2 intervals.
Proof. Let S = [a, b] and set i′ := maxIk,i⊆S i. It follows that there are at most two intervals of
the form Ik,i′ contained in S (otherwise S would contain an interval of the form Ik,i′+1). Let r
denote the rightmost element of the interval with the largest k value satisfying Ik,i′ ⊆ S. Now
b − r has a unique binary expansion. It easily follows from this that (r, b] can be written as
[r, b] =⋃m Ikm,im where the union contains only one interval of the form Ikm,im of any particular
size, and these intervals are disjoint. An analogous argument allows us to obtain a decomposi-
tion of this form also for [a, r ′], where r ′ is the leftmost element of an interval with the smallest
k value satisfying Ik,i′ ⊆ S. The lemma follows by taking the union of these two decomposi-
tions. 
We now prove
Lemma 13. In the notation above, we have that
∥∥S[f ]∥∥
L2(V 2) 	 ln(N)
( ∞∑
n=1
|an|2
)1/2
. (6)
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that N = 2 for some positive integer  (this change will only affect the constants absorbed
by the 	 notation). Now, for each x, we have some disjoint intervals J1, . . . , Jb ⊆ [N ] such
that:
∥∥S[f ]∥∥
V 2(x) =
√√√√√ b∑
j=1
(∑
n∈Jj
anφn(x)
)2
.
It is important to note that these intervals depend on x.
By Lemma 12, each Jj can be decomposed as a disjoint union of the form (5). In this disjoint
union of intervals Ikm,im , each value of im appears at most twice. For each j and i, we let I
j
i
denote the union of the (at most two) intervals in the decomposition of Jj which are of length 2i .
We then have:
∥∥S[f ]∥∥
V 2(x) =
√√√√√ b∑
j=1
(
∑
i=0
∑
n∈I ji
anφn(x)
)2
.
Applying the triangle inequality for the 2 norm, this is:

∑
i=0
√√√√√ b∑
j=1
(∑
n∈I ji
anφn(x)
)2
.
Now, since each I ji is a union of at most two intervals, this implies:
∥∥S[f ]∥∥
V 2(x) 	
∑
i=0
√√√√√2−i−1∑
k=0
( ∑
n∈Ik,i
anφn(x)
)2
. (7)
Notice that we are now summing over all intervals Ik,i for each i, regardless of the value of x.
We take the L2 norm of both sides of (7), and apply the triangle inequality to obtain:
∥∥S[f ]∥∥
L2(V 2) 	
∑
i=0
∥∥∥∥∥∥∥
√√√√√2−i−1∑
k=0
( ∑
n∈Ik,i
anφn(x)
)2 ∥∥∥∥∥∥∥
L2
. (8)
By linearity of the integral and Parseval’s identity, we have that∥∥∥∥∥∥∥
√√√√√2−i−1∑
k=0
( ∑
n∈Ik,i
anφn(x)
)2 ∥∥∥∥∥∥∥ =
( 2−i−1∑
k=0
∑
n∈Ik,i
a2n
) 1
2
=
(
N∑
n=1
a2n
) 1
2
,L2
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∥∥S[f ]∥∥
L2(V 2) 	 ln(N)
( ∞∑
n=1
|an|2
)1/2
. 
We now define a variant of the function ‖S[f ]‖V 2(x) which we will denote by ‖SL[f ]‖V 2(x).
For each x, we define SL[f ](x) to be the sequence of differences of lacunary partial sums of f
at x, i.e. SL[f ](x) := {S20[f ](x), S21 [f ](x)− S20[f ](x), S22 [f ](x)− S21[f ](x), . . .}. As usual,
we let ‖SL[f ]‖V 2(x) denote the 2-variation of this function.
Lemma 14. In the notation above we have that
∥∥SL[f ]∥∥L2(V 2) 	
( ∞∑
n=1
ln(n+ 1)|an|2
)1/2
.
Proof. We will need the inequality |a|2  2|a−b|2 +2|b|2 for any real numbers a, b. For each x,
there exists some sequence m0(x),m1(x),m2(x), . . . such that:
∥∥SL[f ]∥∥2V 2(x) = ∣∣S2m0(x) [f ](x)∣∣2 + ∞∑
i=1
∣∣S2mi (x)[f ](x)− S2mi−1(x)[f ](x)∣∣2. (9)
Setting a := S2mi (x)[f ](x) − S2mi−1(x)[f ](x) and b := f (x) − S2mi−1(x)[f ](x), we can apply
the inequality above to obtain:
∣∣S2mi (x)[f ](x)− S2mi−1(x)[f ](x)∣∣2  2∣∣S2mi (x)[f ](x)− f (x)∣∣2 + 2∣∣S2mi−1(x)[f ](x)− f (x)∣∣2
for each i  1. Combining this with (9), we have:
∥∥SL[f ]∥∥2V 2(x) 	 ∣∣S2m0(x)[f ](x)∣∣2 + ∞∑
i=1
∣∣S2mi (x)[f ](x)− f (x)∣∣2 + ∣∣S2mi−1(x)[f ](x)− f (x)∣∣2
	 ∣∣S2m0(x)[f ](x)∣∣2 + ∞∑
i=0
∣∣S2mi (x)[f ](x)− f (x)∣∣2
	 ∣∣S2m0(x)[f ](x)∣∣2 + ∞∑
m=0
∣∣S2m [f ](x)− f (x)∣∣2.
Note that in this last quantity, we are always summing over all values of m, instead of summing
over a subsequence dependent on x.
This gives us
∥∥SL[f ]∥∥V 2(x) 	
(∣∣S2m0(x)[f ](x)∣∣2 + ∞∑∣∣S2m [f ](x)− f (x)∣∣2
) 1
2
.m=0
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∥∥SL[f ]∥∥L2(V 2) 	
( ∞∑
n=1
ln(n+ 1)a2n
) 1
2
.
To see this, note that |S2m [f ](x) − f (x)| = |∑∞n=2m+1 anφn(x)| and each n is greater than 2m
for 	 ln(n) values of m. The result then follows from Parseval’s identity. 
We now combine these two results to prove the following theorem.
Theorem 15. For an arbitrary ONS, in the notation above, we have
∥∥S[f ]∥∥
L2(V 2) 	
( ∞∑
n=1
ln2(n+ 1)a2n
) 1
2
.
Proof. We write Uk(x) :=∑2kn=2k−1+1 anφn(x) (when k = 0, U0(x) := a1φ1(x)). We claim that
∥∥S[f ]∥∥2
L2(V 2) 	
∫
T
(∥∥SL[f ]∥∥2V 2(x)+ ∞∑
k=0
‖Uk‖2V 2(x)
)
dx.
To see this, note that any interval [a, b] can be decomposed as the disjoint union of at most
three intervals Il , Ic, Ir , where Ic = (2k,2k′ ] and Il ⊆ (2k−1,2k] and Ir ⊆ (2k′ ,2k′+1) (here, 2k
can be set as the smallest integral power of 2 contained in [a, b], and 2k′ can be set as the largest
integral power of 2 contained in [a, b]). Now, ∫
T
‖SL[f ]‖2V 2(x) dx 	
∑∞
n=1 ln(n+ 1)|an|2 from
the previous lemma, which is clearly bounded by
∑∞
n=1 ln2(n+ 1)a2n. By Lemma 13, we have
∫
T
‖Uk‖2V 2(x) dx 	 ln2
(
2k + 1) 2k∑
n=2k−1+1
a2n 	
2k∑
n=2k−1+1
ln2(n+ 1)a2n.
Combining these estimates completes the proof. 
Next we show that these estimates can be improved if one has additional information regard-
ing the ONS. In particular, if the partial sum maximal operator M associated to the system is
bounded then one can replace the ln2(n) above with an ln(n).
Theorem 16. Let f (x) =∑Nn=1 anφn(x) and assume that ‖Mf ‖L2 	 (N)(∑Nn=1 a2n)1/2 for
any choice of f . Then
‖f ‖L2(V 2) 	 (N)
√
ln(N)
(
N∑
n=1
a2n
)1/2
and
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(
N∑
n=1
(n) ln(n+ 1)a2n
)1/2
.
In particular, if the quantity on the right is finite, then the variational operator applied to f must
be finite almost everywhere.
Proof. As before, without loss of generality, we may assume that N = 2 for some positive
integer . And we consider the collection of dyadic subintervals of [1,N] of the form Ik,i =
(k2i , (k + 1)2i] for each 0 i  , 0 k  2−i − 1. We will refer to intervals of this form as
admissible intervals.
Now we note that an arbitrary interval J = [a, b] ⊆ [N ] can be written as a disjoint union
J = Jl ∪ Jr , where Jr ⊆ Ikr ,ir and Jl ⊆ Ikl ,il and |Jl |  12 |Ikl ,il | and |Jr |  12 |Ikr ,ir |. We allow
one of the intervals to be empty if needed, although in the following we will always assume that
the intervals are not empty, since estimating the contribution from an empty interval is trivial.
That is, we can write an arbitrary interval J as the union of two intervals which are contained
within admissible intervals and the intersection with the admissible intervals is a constant fraction
of the admissible interval.
For J ⊆ [N ], let SJ :=∑n∈J anφn(x). We now claim the pointwise inequality
‖f ‖2
V 2(x) 	
∑
0i
∑
0k2−i−1
∣∣MSIk,i (x)∣∣2.
Note that the sum on the right is only over all admissible intervals. To see that this inequality
holds, let {Ji}mi=1 be a partition of [N ] that maximizes the square variation (at x). From the
discussion above, we can associate disjoint J li and J ri to Ji such that Ji ⊂ J li ∪J ri . Moreover, we
can find disjoint admissible intervals I li and I ri such that J si ⊆ I si and |J si | 12 |I si | (s ∈ {r, l}).
We observe that |SJi (x)|2 	 |MSI li (x)|
2 + |MSIri (x)|2. Moreover, any particular admissible
interval I will be associated to at most two intervals in the partition {Ji} since the intervals in the
partition are disjoint and have at least half the length of the associated admissible interval. The
pointwise inequality above now follows. Now integrating each side, applying the hypothesized
inequality ‖MSJ ‖2L2 	 2(N)
∑
n∈J a2n, and noting that every point in [N ] is in O(ln(N))
admissible intervals, we have that∫
T
‖f ‖2
V 2 dx 	
∑
0i
∑
0k2−i−1
∫
T
∣∣MSIk,i (x)∣∣2 dx
	 2(N) ln(N)
N∑
n=1
a2n.
Taking the square root of each side completes the proof of the first inequality in the theorem
statement. The second statement follows from the first via the argument used to prove Theo-
rem 15. Note that we obtained a bound on the lacunary partial sums in Lemma 14 of the order√
ln(n). This estimate was better than we needed for the proof of Theorem 15, however is exactly
the order we need here. 
This completes the proof of Theorem 3 and Corollary 4 follows.
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In this section, we prove:
Theorem 5. Let {φn(x)} be a complete ONS. Then there exists a function f ∈ L∞(T) such that
for almost every x ∈ T
‖f ‖V 2(x) = ∞. (10)
Here, as before, ‖f ‖V 2(x) = supK supn0<···<nK (
∑K
l=1 |Snl [f ](x) − Snl−1[f ](x)|2)1/2 where
Snl [f ](x) =
∑nl
n=1 anφn(x) is the nl-th partial sum.
Using Lemma 17 below and properties of the Dirichlet kernel, Jones and Wang showed (10)
for the trigonometric system. In the case of general orthonormal systems, we do not have analytic
information regarding the partial summation operator and need to proceed differently. We start
by establishing the result for the Haar system.
We let Ek : L1 → L1 denote the conditional expectation operator defined as follows. For
x ∈ [l2−k, (l + 1)2−k), 0 l < 2k , l ∈ N we define
Ekf (x) =
(l+1)2−k∫
l2−k
f (x) dx.
Using a probabilistic result of Qian [16], Jones and Wang [9] showed that:
Lemma 17. (See Proposition 8.1 of [9].) There exists f ∈ L∞(T) such that
sup
K
sup
n0<···<nK
(
K∑
=1
∣∣Enf (x)−En−1f (x)∣∣2
)1/2
= ∞
almost everywhere.
If we let Sn[f ] denote the partial summation operator with respect to the Haar system, then it
easily follows that Ekf (x) = Snk+1 [f ](x)− Snk [f ](x) for some sequence {nk}. Therefore, there
exists f ∈ L∞(T) such that ‖f ‖V 2(x) = ∞ for almost every x ∈ T, where the operator V 2 is
associated to the Haar system. For future use, let us define {bn} to be the Haar coefficients of the
function f , that is
bn =
〈
f (x),Hn(x)
〉
. (11)
We will also need a theorem of Olevskii (see [13, Chapter 3]), which requires that we intro-
duce some additional notation. Let {gn} and {fn} be two sequences of real-valued measurable
functions on T. We say that they are weakly isomorphic if for each n ∈ N there exists an in-
vertible measure-preserving mapping Tn : T → T that is one-to-one on a set of full measure and
satisfies
fk(Tnx) = gk(x)
for all 1 k  n.
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an orthonormal system {Hk}∞k=1 that is weakly isomorphic to the Haar system, and a sequence{nk}∞k=1 such that ∥∥∥∥∥
nk+1∑
i=nk+1
〈Hj ,φi〉φi(x)
∥∥∥∥∥
L2
 2−k−j
whenever j = k.
We now set f˜ (x) :=∑∞n=1 bnHn(x), for bn defined in (11). Using the fact that the (finite)
partial sums of the series defining f˜ (x) are weakly isomorphic to the partial sums of the Haar
expansion of f , it follows that the partial sums of the function f˜ are uniformly bounded, hence
f˜ ∈ L∞(T).
Lemma 19. For f˜ defined as above, we set cn := 〈f˜ , φn〉. It follows that
nk+1∑
n=nk+1
cnφn(x) = bkHk(x)+ ek(x),
where
∑
k |ek(x)| < ∞ for almost every x.
Proof. Since f˜ (x) =∑∞j=1 bjHj (x), we have
nk+1∑
nk+1
cnφn(x) =
nk+1∑
n=nk+1
〈 ∞∑
j=1
bjHj (x),φn(x)
〉
φn(x)
=
nk+1∑
n=nk+1
bk
〈
Hk(x),φn(x)
〉
φn(x)+
nk+1∑
n=nk+1
〈∑
j =k
bjHj (x),φn(x)
〉
φn(x).
By applying the triangle inequality, we obtain:∥∥∥∥∥bkHk(x)−
nk+1∑
nk+1
cnφn(x)
∥∥∥∥∥
L2
 |bk|
∥∥∥∥ ∑
n/∈[nk+1,nk+1]
〈
Hk(x),φn(x)
〉
φn(x)
∥∥∥∥
L2
+
∑
j =k
|bj |
∥∥∥∥∥
nk+1∑
n=nk+1
〈
Hj(x),φn(x)
〉
φn(x)
∥∥∥∥∥
L2
.
Now applying Theorem 18, we have that∥∥∥∥∥bkHk(x)−
nk+1∑
nk+1
cnφn(x)
∥∥∥∥∥
L2
	 2−k
(
|bk|
∑
j =k
2−j +
∑
j =k
|bj |2−j
)
	 2−k‖f˜ ‖L2 .
The last bound follows from the fact that |bj | ‖f˜ ‖L2 = (
∑∞
b2)1/2 for all j .i=1 i
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‖∑∞k=1 |ek|‖L2 	 ‖f˜ ‖L2 and hence ∑∞k=1 |ek(x)| is finite for almost every x ∈ T. 
We now prove Theorem 5. We let Vφ and VH denote the variation operators associated to the
systems {φn} and {Hn} respectively. Moreover, we let V 2 be the variation operator associated to
the partial sums of the absolutely convergent function E(x) =∑∞k=1 ek(x). We have, for almost
every x ∈ T,
‖E‖V 2(x)
∞∑
k=1
∣∣ek(x)∣∣< ∞.
It follows that
‖f˜ ‖L2(V 2H ) =
∥∥∥∥∥
∞∑
k=1
bkHk
∥∥∥∥∥
L2(V 2H )
 ‖f˜ ‖L2(V 2φ ) − ‖E‖L2(V 2).
Since the first quantity in this expression is infinite almost everywhere, and the third quantity is
finite almost everywhere, it must hold that ‖f˜ + E‖L2(V 2φ ) is infinite almost everywhere. This
completes the proof of the theorem.
Our proof of Theorem 5 was purely qualitative, a feature we inherit from Theorem 18, which
relies on the Riemann–Lebesgue lemma. Next we show that it is impossible to obtain a quantita-
tive lower bound on the growth of the variation in Theorem 5.
Remark 20. One could obtain the conclusion of Theorem 5 for functions in more restrictive
classes. Combining the above argument with known perturbation techniques, one can show that
the f in the statement of the theorem can be taken to be continuous. The proof of this relies on the
fact that one already has an example in L∞ (an example in L2 is not sufficient). See [13, p. 67]
and the associated references for details. Additionally, one can show that for any nonconstant
function f , there exists an invertible measure-preserving transformation of T : T → T such that
the conclusion holds for g(x) = f (T (x)). See [13, p. 69] and the related references for details.
From this, we see that one cannot hope to prove that V 2 is bounded on L2 even in “restricted
weak type” form, at least not for complete systems. Since the details of these arguments are not
essential to our current investigation, and are essentially a combination of the above argument
and the ideas of the cited papers, we omit them.
Theorem 21. Let w(·) denote a positive real-valued function monotonically increasing to infinity.
Then there exists a complete orthonormal system {φn}∞n=1 such that for all sufficiently large
N ∈ N,
‖f ‖L2(V 2) 	 w(N)
(
N∑
n=1
|an|2
) 1
2
for all f of the form f (x) =∑N anφn(x).n=1
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a subsequence of the Haar system with disjoint supports. We let {ρn(x)}∞n=1 denote the subse-
quence of the Haar system consisting of all the elements of the Haar system that are not included
in Ψ . We now form a complete orthonormal system {φn} by sparsely inserting elements of the
sequence {ρn(x)}∞n=1 into the sequence {ψn(x)}∞n=1, maintaining the relative ordering of each
sequence. Clearly we may do this so that the first N elements of the system {φn} have at most
w(n) elements from the ρ’s. We thus may partition the indices [N ] of the system {φn}Nn=1 into
two classes. We let S be the subset of indices n for which φn = ρm for some m and Sc := [N ] \S.
We note that for n ∈ Sc, φn is an element of the subsequence Ψ , and so all of these have disjoint
supports.
We then have:∥∥∥∥∑
n∈S
anφn +
∑
n∈Sc
anφn
∥∥∥∥
L2(V 2)

∥∥∥∥∑
n∈S
anφn
∥∥∥∥
L2(V 2)
+
∥∥∥∥ ∑
m∈Sc
amφm
∥∥∥∥
L2(V 2)
	 ln(w(n))‖f ‖L2 + ‖f ‖L2 	 ln(w(n))‖f ‖L2 	 w(n)‖f ‖L2 .
Here, we have employed the triangle inequality, Lemma 13, and the fact that {φn}n∈Sc have
disjoint supports. 
Lastly, we show that if a system is uniformly bounded, then a quantitative lower bound on the
growth of the V 2 operator is available, even without assuming completeness.
Theorem 6. Let {φn}Nn=1 be an ONS uniformly bounded by M . Then there exists a function of the
form f =∑Nn=1 anφn(x) such that∥∥S[f ]∥∥
L2(V 2) M
√
ln ln(N)‖f ‖L2 .
In light of Theorem 9, this is best possible.
To prove this, we will rely on the following lemma:
Lemma 22. We let c1, . . . , cN denote real numbers, all  δ for some constant δ > 0. We let
X1, . . . ,XN denote independent Gaussian random variables, each with mean 0 and variance 1.
Then
E
[∥∥∥∥∥
N∑
n=1
cnXn
∥∥∥∥∥
V 2
]
 δ√N ln ln(N).
Proof. We essentially follow the proof of Theorem 2.1 in [16] (pp. 1373–1375), with minor
modifications. We let Φ(x) denote the standard normal distribution function. By Lemma 2.1 of
[16] (p. 1373), we have that
1 −Φ(x) (1/12) exp(−3x2/4) for x  1. (12)
We define Sk =∑k cnXn and we set K := 25. We also setn=1
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. := (N) :=
⌊
lnN
4 lnK
⌋
and m := m(N) :=
⌊
lnN
2 lnK
⌋
.
We let Lx := max{1, lnx}.
For each ω ∈ Ω (where Ω denotes the probability space), we define EN(ω) to be the sub-
set of values t ∈ {1,2, . . . ,N − √N } such that, for some   j  m, |St+Kj (ω) − St (ω)| 
δ
√
KjLL(N)/2. Additionally, for each fixed t and j , we define the event
E
j
N(t) :=
{
ω:
∣∣St+Kj (ω)− St+Kj−1(ω)∣∣ δ√KjLL(N)}.
Now, St+Kj − St+Kj−1 is distributed as a Gaussian random variable with mean 0 and variance
equal to
σ 2 := Var[St+Kj − St+Kj−1] =
t+Kj∑
n=t+Kj−1+1
c2n.
For any λ ∈ R,
P
[
St+Kj (ω)− St+Kj−1  λ
]= 1 −Φ( λ
σ
)
.
We apply this with λ := δ√KjLL(N), and since each cn  δ, we have:
λ
σ

√
KjLL(N)
Kj −Kj−1 .
Therefore, using (12), we obtain:
P
[
E
j
N(t)
]= 1 −Φ( λ
σ
)
 1 −Φ
(√
KjLL(N)
Kj −Kj−1
)
 1
12
exp
(
−3
4
Kj
Kj −Kj−1 LL(N)
)
.
This is  112 exp(− 45LL(N)) = 112 (ln(N))−4/5.
We observe that if |St+Kj (ω)−St+Kj−1(ω)| δ
√
KjLL(N) for some  < j m, then either
|St+Kj (ω)−St (ω)| δ
√
KjLL(N)/2 or |St+Kj−1 −St | δ
√
KjLL(N)/2 δ
√
Kj−1LL(N)/2
Thus,
ω ∈
m⋃
j=+1
E
j
N(t) ⇒ t ∈ EN(ω).
Therefore, for any t ∈ {1,2, . . . ,N − √N }, we have:
P
[
ω: t ∈ EN(ω)
]
 P
[
m⋃
E
j
N(t)
]
.j=+1
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′
N (t) depend on disjoint sets of the random variables Xi ,
and so are independent events. Therefore, letting EjN(t) denote the complement of E
j
N(t), we
have
P
[
m⋃
j=+1
E
j
N(t)
]
= 1 − P
[
m⋂
j=+1
E
j
N(t)
]
= 1 −
m∏
j=+1
P
[
E
j
N(t)
]
.
By the above computations, this is
 1 − exp(−(1/12)(m− )(lnN)−4/5).
For sufficiently large N , we can bound this by:
> 1 − exp(−(lnN)1/5/(52 lnK)) := 1 − pN.
This shows that for each t , P[ω: t ∈ EN(ω)] > 1 − pN . We can alternately express this as:∫
Ω
1EN (t) dP > 1 − pN,
where 1EN (t) denotes the function that is equal to 1 when t ∈ EN(ω) and equal to 0 otherwise.
We define the subset S ⊆ Ω to be the set of ω ∈ Ω such that |EN(ω)| > (1 −√pN )(N −
√
N ).
Then
P[S] > 1 − √pN. (13)
To see this, observe that
∫
Ω
N−√N∑
t=1
1EN (t) dP =
N−√N∑
t=1
∫
Ω
1EN (t) dP > (N −
√
N )(1 − pN).
Now, if P[S]  1 − √pN held, this would imply that the integral on the left-hand side of the
above is also
√pN(1 − √pN )(N −
√
N )+ (1 − √pN )(N −
√
N ) = (N − √N )(1 − pN),
which is a contradiction.
We next use the following Vitali covering lemma:
Lemma 23. (See [5, Lemma 3.15].) Let μ(A) denote the Lebesgue measure of a set A ⊆ R. Let
U be a collection of open intervals in R with bounded union W . Then for any λ < μ(W), there
is a finite, disjoint subcollection {V1,V2, . . . , Vq} ⊆ U such that ∑q μ(Vi) λ/3.i=1
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pN )(N −
√
N − 1) integers t ∈ {1,2, . . . ,N − √N } (we will call them t1, t2, . . . , tN ′ ), we
have corresponding values j1, . . . , jN ′ (all m) such that |Sti+Kji − Sti | δ
√
KjiLL(N)/2 for
each i from 1 to N ′. We consider the collection U of the open intervals (ti , ti +Kji ) for i from 1
to N ′. We note that each Kji > 1. We fix some positive constant α < 1. For N sufficiently large,
we have N ′ > αN . (Note that pN approaches 0 as N goes to infinity.) Therefore, the union of
the intervals in U is a subset of (0,N] with Lebesgue measure N ′ > αN .
Applying Lemma 23, we conclude that there is disjoint subcollection of these open intervals,
denoted by {(ti , ti +Kji )}i∈Q, where Q ⊆ [N ′], such that
∑
i∈Q
Kji  αN/3.
The closures of the intervals in Q are non-overlapping except for possibly at their endpoints.
Relabeling the ti ’s for i ∈ Q as t1, . . . , tq (where q = |Q|), we have t1 < t1 + Kj1  t2 < t2 +
Kj2  · · · tq < tq +Kjq N . Then,
q∑
i=1
(Sti+Kji − Sti )2  (1/4)δ2
q∑
i=1
KjiLL(N) (α/12)δ2NLL(N).
This implies that
P
[∥∥∥∥∥
n∑
n=1
cnXn
∥∥∥∥∥
V 2
 δ
√
(α/12)N ln lnN
]
> 1 − √pN,
for all sufficiently large N . Hence, by Markov’s inequality,
E
[∥∥∥∥∥
N∑
n=1
cnXn
∥∥∥∥∥
V 2
]
 δ
√
(α/12)N ln lnN(1 − √pN )  δ
√
N ln lnN. 
We now prove Theorem 6. We begin by noting that for each n,
∫
T
φ2n(x) dx = 1 and
|φn(x)|M ∀x implies that there are positive constants , δ > 0 (depending on M) such that for
some sets Un ⊆ T each of measure  , |φn(x)| δ for all x ∈ Un. For each n, we let χn denote
the characteristic function of the set Un. We then have:
∫
T
N∑
n=1
χn(x) dx =
N∑
n=1
∫
T
χn(x) dx N. (14)
We define ′ := 2 . Then the function
∑N
n=1 χn(x) must be  ′N on a set of measure  ′. To
see this, note that 0 
∑N
χn(x)  N for all N . If this function is less than ′N on a set ofn=1
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∫
T
N∑
n=1
χn(x) dx < 
′N
(
1 − ′)+ ′N = (1 − /4)N,
contradicting (14). Thus, there is some set U of measure  ′ such that for every x ∈ U ,
|φn(x)| δ for at least ′N values of n.
We let X1, . . . ,XN denote independent Gaussian random variables with mean 0 and vari-
ance 1. We consider the quantity
E
[∥∥{Xnφn(x)}Nn=1∥∥2L2(V 2)].
This can be written as:
E
[∫
T
∥∥{Xnφn(x)}Nn=1∥∥2V 2 dx]= ∫
Ω
∫
T
∥∥{Xnφn(x)}Nn=1∥∥2V 2 dx dP.
By Fubini’s theorem, we may exchange the integrals to obtain
=
∫
T
∫
Ω
∥∥{Xnφn(x)}Nn=1∥∥2V 2 dPdx.
Since the inner integral is a non-negative quantity, this is

∫
U
E
[∥∥{Xnφn(x)}Nn=1∥∥2V 2]dx.
We consider a fixed x ∈ U . By definition of U , we have |φn(x)|  δ for at least ′N values
of n. We now define new independent Gaussian random variables Y1, . . . , YN˜ for N˜  ′N as
follows. We start from n = 1, and we define Y1 to be the first partial sum ∑n1n=1 φn(x)Xn such
that
∑n1
n=1 |φn(x)|  δ. We then similarly define Y2 to be
∑n2
n=n1+1 φn(x)Xn for the smallest
n2 such that
∑n2
n=n1+1 |φn(x)|  δ. We continue this process, defining the Yi ’s to be disjoint
sums of the φn(x)Xn’s. Since x ∈ U , we will have Y1, . . . , YN˜ for N˜  ′N . Since the sum
of independent Gaussians is distributed as a Gaussian (with variance equal to the sum of the
variances), each Yi is distributed as an independent, mean zero Gaussian with variance  δ2.
Thus, applying Lemma 22, we have for each x ∈ U :
E
[∥∥{Xnφn(x)}Nn=1∥∥2V 2] E[∥∥{Yi}N˜i=1∥∥2V 2] δ2N˜ ln ln(N˜)  δ2N ln ln(N).
Therefore, we have
E
[∥∥{Xnφn(x)}Nn=1∥∥2L2(V 2)] ∫
U
δ2N ln ln(N)dx  N ln lnN. (15)
We note that the constants being subsumed by the  notation above depend on M .
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Ω such that
∑N
n=1 Xn(ω)2 is much larger than N . We will show this contribution is small. To
do this, we will upper bound the quantity P[∑Nn=1 X2n  kN ] for each positive integer k  2. We
rely on the following version of the Berry–Esseen theorem.
Lemma 24. (See [14, p. 132].) Let Z1, . . . ,ZN be independent, mean zero random variables with
E[|Zn|2+γ ] < ∞ for all n for some 0 < γ  1. Let σ 2n := E[Z2n] and BN :=
∑N
n=1 σ 2n . Then, for
all x ∈ R: ∣∣∣∣∣P
[
B
− 12
N
N∑
n=1
Zn < x
]
−Φ(x)
∣∣∣∣∣ AB1+γ /2N (1 + |x|)2+γ
N∑
n=1
E
[|Zn|2+γ ],
where A is a constant and Φ(x) denotes the standard normal distribution function.
Now, letting X1, . . . ,XN denote the independent, mean zero, variance one Gaussians as
above, we define Z1, . . . ,ZN by Zn := X2n − 1. Then the Zn’s are independent, mean zero ran-
dom variables. We note that E[Z2n] = E[X4n] − 1 = 2 for each n. Also,
E
[|Zn|3]= E[∣∣X6n − 3X4n + 3X2n − 1∣∣] E[X6n]+ 3E[X4n]+ 3E[X2n]+ 1 = 28.
We will apply Lemma 24 for Z1, . . . ,ZN , with γ := 1 and BN = 2N (since σ 2n = 2 for each n).
We observe:
P
[
N∑
n=1
X2n  kN
]
= P
[
N∑
n=1
Zn  (k − 1)N
]
= P
[
B
− 12
N
N∑
n=1
Zn  2−
1
2 (k − 1)N 12
]
= 1 − P
[
B
− 12
N
N∑
n=1
Zn < x
]
 1 −Φ(x)+ A
B
3/2
N (1 + |x|)3
N∑
n=1
E
[|Zn|3],
where x := 2−1/2(k − 1)N1/2.
Since E[|Zn|3] is a constant, this is
	
∞∫
x
e−
y2
2 dy + 1
N1/2(1 + |x|)3 .
Using that x = 2−1/2(k − 1)N1/2, we have
1
N1/2(1 + |x|)3 	
1
N2(k − 1)3 . (16)
Since x  1 (recall that k  2), we have
∞∫
e−
y2
2 dy 
∞∫
ye−
y2
2 dy = e− x
2
2 = e− 14N(k−1)2 . (17)x x
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P
[
N∑
n=1
X2n  kN
]
	 1
N2(k − 1)3 + e
− 14N(k−1)3,
for each positive integer k  2.
Now, by Lemma 13, for each ω ∈ Ω such that kN ∑Nn=1 X2n(ω) < (k + 1)N , we have that
the quantity ‖{Xnφn(x)}Nn=1‖2L2(V 2) evaluated at ω is 	 (k + 1) ln2(N)N . Thus, the contribution
to the expectation bounded in (15) coming from such points ω for all k  2 is upper bounded as:
	
∞∑
k=2
(k + 1) ln2(N)N
(
e−
1
4N(k−1)2 + 1
N2(k − 1)3
)
= ln2(N)Ne− 14N
∞∑
k=2
(k + 1)(e− 14N )k2−2k + ln2(N)
N
∞∑
k=2
k + 1
(k − 1)3 .
Both of these sums are convergent, and it is easy to see that this quantity is o(N ln lnN).
Therefore, by (15) and the above bounds, we have proven that there exists some point ω ∈ Ω
such that when we define an := Xn(ω) and define f (x) =∑Nn=1 anφn(x), we have∥∥S[f ]∥∥
L2(V 2) M
√
ln ln(N)‖f ‖L2 .
Here, we have used that we can choose ω so that ‖S[f ]‖2
L2(V 2)
M N ln ln(N) and ‖f ‖2L2 =∑N
n=1 a2n  2N simultaneously.
5. Systems of bounded independent random variables
In this section, we prove the following theorem:
Theorem 9. Let {Xi}Ni=1 be a sequence of mean zero independent random variables such that
|Xi | C and E[|Xi |2] = 1 for all i ∈ [N ]. Then
E
[∥∥{aiXi}Ni=1∥∥V 2]	C √ln ln(N)
(
N∑
i=1
a2i
)1/2
.
We will require the following lemmas. The first is a form of Hoeffding’s inequality [8].
Lemma 25. Let {Xi} be independent random variables such that P[Xi ∈ [ai, bi]] = 1. Then
P
[∣∣Sn − E[Sn]∣∣ t] 2 exp(− 2t2∑n
i=1(bi − ai)2
)
where Sn =∑ni=1 Xi .
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dent random variables and let a > 0. Let S := X1 + · · · +X denote the partial sum. Then
P
[
max
1n
|S| 3a
]
 3 max
1n
P
[|S| a].
Lemma 27 (Rosenthal’s Inequality). (See Theorem 3 in [18].) Let 2 <p < ∞. Then there exists
a constant Kp depending only on p, so that if X1, . . . ,Xn are independent random variables
with E[Xi] = 0 for all i and E[|Xi |p] < ∞ for all i, then:
(
E
[|Sn|p])1/p Kp max
{(
n∑
i=1
E
[|Xi |p]
)1/p
,
(
n∑
i=1
E
[|Xi |2]
)1/2}
.
We also use the following consequence of Doob’s inequality. For an interval I ⊆ [n], we
define SI :=∑i∈I Xi . We also define
S˜n := max
I⊆[n] |SI |.
We then have:
Lemma 28. For p > 1 and independent random variables X1, . . . ,Xn with E[Xi] = 0 for all i
E
[|S˜n|p] 2pE
[
max
1n
∣∣∣∣∣
∑
i=1
Xi
∣∣∣∣∣
p]
 2p
(
p
p − 1
)p
E
[|Sn|p].
Proof. The first inequality is a consequence of the following observation. For a subinterval
I ⊆ [n], we let I0 be the subinterval that starts at 1 and ends just before I , and we let I1 be
the interval I0 ∪ I . Then I0 and I1 are both intervals starting at 1, and SI0 + SI = SI1 . Therefore,
max{|SI0 |, |SI1 |} 12 |SI |. The second inequality follows from Theorem 3.4 on p. 317 in [3]. 
We begin by decomposing [N ] into a family of subintervals according to a concept of mass
defined with respect to the ai values. We define the mass of a subinterval I ⊆ [N ] as M(I) :=∑
n∈I a2n. By normalization, we may assume that M([N ]) = 1. We define I0,1 := [N ] and we
iteratively define Ik,s , for 1 s  2k , as follows. Assuming we have already defined Ik−1,s for
all 1 s  2k−1, we will define Ik,2s−1 and Ik,2s , which are subintervals of Ik−1,s . Ik,2s−1 begins
at the left endpoint of Ik−1,s and extends to the right as far as possible while covering strictly
less than half the mass of Ik−1,s , while Ik,2s ends at the right endpoint of Ik−1,s and extends
to the left as far as possible while covering at most half the mass of Ik−1,s . More formally, we
define Ik,2s−1 as the maximal subinterval of Ik−1,s which contains the left endpoint of Ik−1,s
and satisfies M(Ik,2s−1) < 12M(Ik,s). We also define Ik,2s as the maximal subinterval of Ik−1,s
which contains the right endpoint of Ik−1,s and satisfies M(Ik,2s) 12M(Ik,s). We note that these
subintervals are disjoint. We may express Ik−1,s = Ik,2s−1 ∪ Ik,2s ∪ ik,s , where ik,s ∈ Ik−1,s . In
other words, ik,s denotes the single element which lies between Ik,2s−1 and Ik,2s (note that such
a point always exists because we have required that Ik,2s−1 contains strictly less than half of the
A. Lewko, M. Lewko / Journal of Functional Analysis 262 (2012) 2561–2607 2583mass of the interval). Here it is acceptable, and in many instances necessary, for some choices of
the intervals in this decomposition to be empty. By construction we have that
M(Ik,s) 2−k. (18)
We call an interval J ⊆ [N ] admissible if it is an element of the decomposition given above.
We denote the collection of admissible intervals by A. We additionally refer to the subset {Ik,s |
1 s  2k} of A as the admissible intervals on level k and the subset {ik,s | 1  s  2k} as the
admissible points on level k. We note that every point in [N ] is an admissible point on some
level. (Eventually, we have subdivided all intervals down to being single elements.)
We consider an arbitrary interval J ⊆ [N ]. We would like to approximate J by an admissible
interval J˜ such that J ⊆ J˜ and M(J˜ )  cM(J ), for some constant c. This may be impossible,
however, since J could span the boundary between adjacent admissible intervals for all com-
parable masses. To address this, we will instead approximate J by the union of two admissible
intervals and one point.
Lemma 29. For every J ⊆ [N ] (J = ∅) there exist J˜, J˜r ∈ A and iJ ∈ [N ] such that J˜ :=
J˜ ∪ iJ ∪ J˜r is an interval (i.e. J, iJ , J are adjacent), J ⊆ J˜ , and M(J˜ ) 2M(J).
Proof. We consider the minimal value k such that J contains an admissible point on level k.
We note that this point is unique, and we define iJ to be equal to it. To see why a unique such
point exists, first note that if J contained at least two admissible points on level k, then it would
also contain an admissible point between them on level k − 1. Now we consider the subinterval
J consisting of elements of J that lie to the left of ij . Since the rightmost endpoint of this
subinterval is at rightmost endpoint of an admissible interval on level k, it is also a rightmost
endpoint of some admissible interval on every level > k. We define J˜ to be the admissible
interval with this right endpoint on the highest level k such that J ⊆ J˜. We note that the
admissible interval with this right endpoint on level k contains J , so such an interval J˜ must
exist, and k  k.
We claim that M(J˜)  2M(J). To prove this, we consider the admissible interval J˜ ′ on
level k + 1 with this same right endpoint. By maximality of k, we must have that J  J˜ ′.
This implies that J must contain the admissible point on level k + 1 that occurs when J˜ is
decomposed. Therefore, M(J) 12M(J˜).
We define the subinterval Jr consisting of elements of J that lie to the right of ij , and we can
similarly find an admissible J˜r such that Jr ⊆ J˜r and M(J˜r) 2M(Jr). We then have J ⊆ J˜ :=
J˜ ∪ iJ ∪ J˜r and M(J˜ ) 2M(J) follows from:
M(J˜ ) = M(J˜)+M(iJ )+M(J˜r) 2
(
M(J)+M(iJ )+M(Jr)
)= 2M(J). 
Defining J˜, J˜r , and iJ with respect to J as in the lemma, we observe that:
|SJ |2 	 |S˜J˜ |2 + |S˜J˜r |2 + |SiJ |2. (19)
Here, |S˜
J˜
| is the maximal partial sum over all subintervals contained in J˜ . Also, if P is a partition
of [N ], then the admissible intervals and points (J˜, J˜r , and iJ ) associated to an element J of
the partition will only reoccur for a bounded number of elements of the partition (i.e. a particular
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is because the J ’s in P are disjoint, so iJ ∈ J for only one J ∈ P , and M(J ∩ J˜) 12 J˜ implies
J˜ can appear for at most two J ’s in P .
Now we will prove Theorem 9. We let Ω denote the probability space for X1, . . . ,XN (each
ω in Ω is associated to a sequence of N real numbers). For each ω ∈ Ω , we let Pω denote
a maximizing partition. We define Pω, (resp. Pω,r ) to be the set of J˜ (resp. J˜r ) associated to
J ∈ Pω. We note that the same interval could appear as J˜ or J˜r for up to two different J ’s in Pω.
We fix a large constant B which will be specified later. Now we split each set Pω,side (here
side ∈ {, r}) into two disjoint subsets Pgoodω,side and Pbadω,side. We define Pgoodω,side to be the set of
J˜ ∈ Pω,side such that
|S˜
J˜
|2  BM(J˜ ) ln ln(N). (20)
We then define Pbadω,side to be the complement of Pgoodω,side inside Pω,side.
Our objective is to prove the estimate
E
[ ∑
J∈Pω
|SJ |2
]
	 ln ln(N).
Using (19), we upper bound the left side as follows:
E
[ ∑
J∈Pω
|SJ |2
]
	 E
[ ∑
J˜∈Pgoodω,l
|S˜
J˜
|2
]
+ E
[ ∑
J˜∈Pgoodω,r
|S˜
J˜
|2
]
+ E
[ ∑
J˜∈Pbadω,l
|S˜
J˜
|2
]
+ E
[ ∑
J˜∈Pbadω,r
|S˜
J˜
|2
]
+ E
[ ∑
J∈Pω
|SiJ |2
]
.
We observe that
∑
J˜∈Pgoodω,side
|S˜
J˜
|2 	 (∑
J˜∈Pω,side M(J˜ )) ln ln(N) 	 ln ln(N). This holds be-
cause
∑
J∈P M(J) = 1, and the total mass of the intervals J˜, J˜r , iJ used to cover each J is at
most 2M(J), thus
∑
J˜∈Pω,side M(J˜ ) 2. This shows that the terms involving the good admissible
intervals are easily controlled. The last term is also easily controlled as follows
E
[ ∑
J∈Pω
|SiJ |2
]
	 E
[ ∑
n∈[N ]
|anXn|2
]
	 1.
It remains to control the terms involving the bad admissible intervals. The argument is es-
sentially the same for both the sums over Pbadω,l and Pbadω,r , so we will work with the quantity
E[∑
J˜∈Pbadω,side |S˜J˜ |
2] in what follows.
We now partition Pbadω,side into two disjoint sets Pbad,1ω,side and Pbad,2ω,side. The set Pbad,1ω,side consists
of intervals Ik,s ∈ Pbadω,side such that |Ik,s |  2−k/2N and Pbad,2ω,side contains the complement set.
For each k, we define Tk ⊆ {Ik,s : 1  s  2k} as the collection of all intervals Ik,s satisfying
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E
[ ∑
J˜∈Pbad,2ω,side
|S˜
J˜
|2
]
	 E
[ ∞∑
k=1
∑
J˜∈Tk
|S˜
J˜
|2
]
=
∞∑
k=1
∑
J˜∈Tk
E
[|S˜
J˜
|2].
Using (18) and the fact that E[|S˜
J˜
|2] 	 E[|S
J˜
|2] (by Lemma 28), we have
∞∑
k=1
∑
J˜∈Tk
E
[|S˜
J˜
|2]	 ∞∑
k=1
∑
J˜∈Tk
E
[|S
J˜
|2]	 ∞∑
k=1
2k/22−k 	 1.
It now suffices to bound the more difficult term E[∑
J˜∈Pbad,1ω,side |S˜J˜ |
2].
Now |Ik,s |  2−k/2N if Ik,s ∈ Pbad,1ω,side. For a fixed interval J , we let B(J ) ⊆ Ω denote the
event that the |S˜J (ω)|2 is bad. In other words, ω ∈ B(J ) if |S˜J (ω)|2  BM(J ) ln ln(N). We let
T ck denote the complement of Tk . We now have that
E
[ ∑
J˜∈Pbad,1ω,side
|S˜
J˜
|2
]
	
2 ln(N)∑
k=1
∑
J˜∈T ck
E
[|1
B(J˜ )
S˜
J˜
|2].
Here we have restricted the summation of k to the range 1  k  2 ln(N) using the fact that
1 |Ik,s | 2−k/2N implies k  2 ln(N).
We let γ > 0 denote a positive value to be specified later. Letting 2p := 2 + γ and applying
Lemma 27 (Rosenthal’s inequality) we have that
(
E
[|S
J˜
|2p])1/p = (E[|S
J˜
|2+γ ]) 22+γ 	 (E[∣∣∣∣∑
n∈J˜
anXn
∣∣∣∣2+γ ]) 22+γ
	 max
{(∑
n∈J˜
|an|2+γ E
[|Xi |2+γ ]) 22+γ ,(∑
n∈J˜
|an|2
)}
	 M(J˜ ). (21)
The last inequality follows from the fact that the 2 norm is greater than the 2+γ norm and
E[|Xi |2+γ ] C2+γ .
We let s := |J˜ |, and we let S
J˜ ,
denote the sum of aiXi for the first  indices in J˜ . By definition
of the event B(J˜ ), we have:
E[1
B(J˜ )
] = P[|S˜
J˜
|2  BM(J˜ ) ln ln(N)] P[ max
1s
|S
J˜ ,
|2  B
2
M(J˜ ) ln ln(N)
]
.
By Lemma 26, this is
	 max P
[
|S
J˜ ,
|2  BM(J˜ ) ln ln(N)
]
.1s 6
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	 exp
(
−BM(J˜ ) ln ln(N)
3C2M(J˜ )
)
= exp
(
−B ln ln(N)
3C2
)
.
By setting the value of B to be sufficiently large with respect to the constant C (i.e. B > 12C2),
we have:
E[1
B(J˜ )
] 	 ln−4(N). (22)
We now define q as a function of p so that 1
p
+ 1
q
= 1, i.e. q = p
p−1 . We then set γ such that(
E[1
B(J˜ )
])1/q 	 ln−2(N) (23)
for all J˜ . (Recall that p := 2+γ2 .) We now apply Hölder’s inequality with p and q to obtain:
2 ln(N)∑
k=1
∑
J˜∈T ck
E
[∣∣1
B(J˜ )
S˜2
J˜
∣∣] 2 ln(N)∑
k=1
∑
J˜∈T ck
(
E
[|1
B(J˜ )
|q]) 1q (E[|S˜
J˜
|2p]) 1p .
Using (21) and (23) and Lemma 28, we see this is:
	
2 ln(N)∑
k=1
∑
J˜∈T ck
ln−2(N)M(J˜ ) 	
2 ln(N)∑
k=1
ln−2(N) 	 1
ln(N)
.
This completes the proof.
6. Random permutations
In this section, we will use probabilistic techniques to prove the following theorem:
Theorem 7. Let {φn}Nn=1 be an orthonormal system such that |φn(x)| = 1 for all n and all x ∈ T,
and {an}Nn=1 a choice of (complex) coefficients. Then there exists a permutation π : [N ] → [N ]
such that
∥∥{aπ(n)φπ(n)}Nn=1∥∥L2(V 2) 	√ln ln(N)
(
N∑
n=1
|an|2
)1/2
.
Proof. We assume without loss of generality that
∑N
n=1 |an|2 = 1. Then, for each an, there exists
some non-negative integer j such that 2−j−1 < |an|2  2−j . For each fixed j , we let Aj denote
the set of n ∈ [N ] such that 2−j−1 < |an|2  2−j . We define A∗ ⊆ [N ] as A∗ :=⋃∞j=2 lnN Aj .
We also define
bn =
{
an, n ∈ A∗,
∗0, n /∈ A .
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∥∥{bπ(n)φπ(n)(x)}Nn=1∥∥V 2 	 N∑
n=1
∣∣bnφn(x)∣∣	 1
N
·N 	 1.
Applying the triangle inequality for the ‖ · ‖V 2 norm, this allows us to ignore the contribution of
all terms an where n ∈ A∗.
We consider the class of permutations π : [N ] → [N ] such that π−1(Aj ) is an interval for
each j . In other words, these are permutations which group the elements of each Aj together.
We allow arbitrary orderings within each group and an arbitrary ordering of the groups. For
a fixed permutation π , we let Bj denote the preimage of Aj under π (so Bj is an interval).
We will refer to the intervals Bj as “blocks”. From this point onward, we will only consider
permutations belonging to this class, and we will only consider the contribution of terms for A1
up to A2 ln(N). We let N ′ := |A1| + · · · + |A2 ln(N)|. For notational convenience, we assume
that π maps [N ′] bijectively to ⋃2 ln(N)i=1 Aj . (This is without loss of generality, since we have
seen that we can treat the set A∗ separately.)
For each fixed permutation π : [N ] → [N ] in this class and each fixed x ∈ T, we consider the
quantity
∥∥{aπ(n)φπ(n)(x)}N ′n=1∥∥2V 2 = ∑
I∈P
∣∣∣∣∑
n∈I
aπ(n)φπ(n)(x)
∣∣∣∣2, (24)
where P denotes the maximizing partition of [N ′].
We now define two additional operators, V 2L and V 2S . The value of ‖{aπ(n)φπ(n)(x)}N
′
n=1‖2V 2L is
defined as
∥∥{aπ(n)φπ(n)(x)}N ′n=1∥∥2V 2L := ∑
I∈PL
∣∣∣∣∑
n∈I
aπ(n)φπ(n)(x)
∣∣∣∣2,
where PL is the maximizing partition among the subset of partitions of [N ′] that use only inter-
vals which are unions of the Bj ’s.
The value of ‖{aπ(n)φπ(n)(x)}N ′n=1‖2V 2S is defined as
∥∥{aπ(n)φπ(n)(x)}N ′n=1∥∥2V 2S := ∑
I∈PS
∣∣∣∣∑
n∈I
aπ(n)φπ(n)(x)
∣∣∣∣2,
where PS is the maximizing partition among the subset of partitions of [N ′] that use only
intervals I that are contained in some Bj . This can be alternatively described as taking that
maximizing partition of each Bj and then taking a union of these to form PS .
We now claim:
∥∥{aπ(n)φπ(n)(x)}N ′ ∥∥2 2 	 ∥∥{aπ(n)φπ(n)(x)}N ′ ∥∥2 2 + ∥∥{aπ(n)φπ(n)(x)}N ′ ∥∥2 2 . (25)n=1 V n=1 VL n=1 VS
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the union of three disjoint intervals, IS , IL, and ISr , where IS and ISr are each contained in
some Bi , and IL is a union of Bi ’s. More precisely, IL is the union of all the intervals Bj that
are contained in I , IS goes from the left endpoint of I until the left endpoint of IL, and ISr goes
from the right endpoint of IL until the right endpoint of I . By construction, each of IS and ISr
is contained in some Bj . (Some of IL, ISr , IS may be empty.) Thus,∣∣∣∣∑
n∈I
aπ(n)φπ(n)(x)
∣∣∣∣2 	 ∣∣∣∣∑
n∈IL
aπ(n)φπ(n)(x)
∣∣∣∣2 + ∣∣∣∣∑
n∈IS
aπ(n)φπ(n)(x)
∣∣∣∣2 + ∣∣∣∣∑
n∈ISr
aπ(n)φπ(n)(x)
∣∣∣∣2.
Now, if we consider the set of intervals IL corresponding to I ∈ P , we get a disjoint set of
intervals that can occur as part of a partition considered by the operator V 2L . Similarly, if we
consider the set of intervals IS , ISr corresponding to I ∈ P , we get a disjoint set of intervals that
can occur as part of a partition considered by the operator V 2S . Therefore,
∑
I∈P
∣∣∣∣∑
n∈I
aπ(n)φπ(n)(x)
∣∣∣∣2 	 ∑
I∈PL
∣∣∣∣∑
n∈I
aπ(n)φπ(n)(x)
∣∣∣∣2 + ∑
I∈PS
∣∣∣∣∑
n∈I
aπ(n)φπ(n)(x)
∣∣∣∣2.
The inequality (25) then follows.
We first bound the contribution of the V 2L operator. For each Bj , we define the function
fj : T → C as:
fj (x) :=
∑
n∈Bj
aπ(n)φπ(n)(x). (26)
Since the sets Bj are disjoint, we note that the functions fj are orthogonal to each other,
but they may not be uniformly bounded. We need to show that there exists a permutation
σ : [2 ln(N)] → [2 ln(N)] of the fj values such that
∥∥{fσ(j)(x)}2 ln(N)j=1 ∥∥L2(V 2) 	√ln ln(N)
(
N∑
n=1
|an|2
)1/2
. (27)
This would imply that there is some ordering of the blocks for which the contribution of the V 2L
operator is suitably bounded.
To show (27), we will use the following inequality of Garsia for real numbers:
Lemma 30. (See Theorem 3.6.15 in [6].) Let x1, . . . , xM ∈ R. We consider choosing a permuta-
tion ψ of [M] uniformly at random. Then:
E
[
max
1kM
(xψ(1) + · · · + xψ(k))2
]
	
(
M∑
k=1
xk
)2
+
M∑
k=1
x2k .
We derive the following corollary:
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partition of [M] into intervals of size L (starting with [L]), except that the last interval may
be of smaller size (when L does not divide M). We consider choosing a permutation ψ of [M]
uniformly at random. Then:
E
[∑
I∈P
max
I ′⊆I
(∑
j∈I ′
xψ(j)
)2]
	
(
M − 1
L− 1
)−1( ∑
S⊆[M]
|S|=L
(∑
j∈S
xj
)2
+
∑
j∈S
x2j
)
.
We note here that S ranges over all subsets of [M] of size L.
Proof. By linearity of expectation, we first observe:
E
[∑
I∈P
max
I ′⊆I
(∑
j∈I ′
xψ(j)
)2]
=
∑
I∈P
E
[
max
I ′⊆I
(∑
j∈I ′
xψ(j)
)2]
.
This quantity is then
	 M
L
E
[
max
I ′⊂I
(∑
j∈I ′
xψ(j)
)2]
,
where I is any fixed interval of size L (without loss of generality, we may take I to be [L]).
For any subset S ⊆ [M] of size L, the probability that ψ maps I to S is (M
L
)−1
. Conditioned
on this event, the action of ψ on I acts as random permutation of the values xj for j ∈ S.
Applying Lemma 30, we then have the expectation (still conditioned on ψ mapping I to S) is
	 (∑j∈S xj )2 +∑j∈S x2j . (Note that the maximum over all subintervals I ′ of I is bounded by a
constant times the maximum over subintervals starting at the left endpoint of I , as in the lemma.)
Thus,
E
[
max
I ′⊂I
(∑
j∈I ′
xψ(j)
)2]
	
(
M
L
)−1 ∑
S⊆[M]
|S|=L
((∑
j∈S
xj
)2
+
∑
j∈S
x2j
)
.
Since M
L
(
M
L
)−1 = (M−1
L−1
)−1
, the corollary follows. 
We now decompose [2 ln(N)] into a family of dyadic intervals. More precisely, we consider
all dyadic intervals of the form(
(c − 1)2, c2],  ∈ {0,1, . . . ,⌈ln(2 lnN)⌉}, c ∈ {1, . . . ,2ln ln(N)+ln 2−}.
(Some of these intervals may go beyond M := 2 ln(N). For these, we consider their intersection
with [M].) The exponent  of an interval here defines its “level”. In other words, we say an
interval ((c − 1)2, c2] is on level . We let F denote the set of all intervals of this form.
We then have that for any interval I ′ ⊆ [M], there are (at most) two adjacent intervals
Il, Ir ∈ F such that I ′ ⊆ Il ∪ Ir , and |Il ∪ Ir |  4|I ′| (when only one interval is needed, one
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|I ′| < 2k . Then either I ′ is contained in some dyadic interval of length 2k , or it contains exactly
one right endpoint of such an interval. We then take Il to be the interval on level k with this right
endpoint, and take Ir to be the next interval (with this as its open left endpoint).
This implies the following upper bound for each permutation σ and each x ∈ T:
∥∥{fσ(j)(x)}2 ln(N)j=1 ∥∥2V 2 	 ∑
I∈F
max
I ′⊆I
∣∣∣∣∑
j∈I ′
fσ(j)(x)
∣∣∣∣2. (28)
This holds because for each interval J in the maximizing partition, J ⊆ Il ∪Ir for some Ir , Il ∈ F
with |I | < 4|Il ∪ Ir |. Each I ∈ F will correspond to at most a constant number of J ’s (it can only
be Il for one J , when Ir is non-empty, Ir for one J , when I is non-empty, and it can contain at
most 3 corresponding J ’s), and this constant factor is absorbed by the 	 notation.
We consider choosing σ uniformly at random. We observe by Fubini’s theorem:
E
[∫
T
∥∥{fσ(j)(x)}2 ln(N)j=1 ∥∥2V 2 dx]= ∫
T
E
[∥∥{fσ(j)(x)}2 ln(N)j=1 ∥∥2V 2]dx.
Using the triangle inequality for the ‖ · ‖V 2 norm and linearity of expectation, we can split each
fj (x) into real and imaginary parts, fj (x) = f rj (x) + if ij (x), where f rj and f ij are both real
valued. We then have:
	
∫
T
E
[∥∥{f rσ(j)(x)}2 ln(N)j=1 ∥∥2V 2]dx + ∫
T
E
[∥∥{f iσ(j)(x)}2 ln(N)j=1 ∥∥2V 2]dx.
For each  from 0 to ln(2 lnN), we let F denote the intervals in F on level . On each
level, these intervals are disjoint. Applying (28) to the quantity above for f r (the argument for
f i is identical), we can express the result as:
∫
T
E
[∥∥{f rσ(j)(x)}2 ln(N)j=1 ∥∥2V 2]dx 	 ∫
T
E
[ ln(2 lnN)∑
=0
∑
I∈F
max
I ′⊆I
∣∣∣∣∑
j∈I ′
f rσ(j)(x)
∣∣∣∣2
]
dx.
By linearity of expectation, this is:
=
∫
T
ln(2 lnN)∑
=0
E
[ ∑
I∈F
max
I ′⊆I
∣∣∣∣∑
j∈I ′
f rσ(j)(x)
∣∣∣∣2]dx.
Now, for each , we apply Corollary 31 to the dyadic intervals on level . As a result, we see
that the above quantity is
	
ln(2 lnN)∑
=0
(2 ln(N) − 1
2 − 1
)−1 ∑
S⊆[2 ln(N)]

(∫
T
(∑
j∈S
f rj (x)
)2
dx +
∑
j∈S
∫
T
f rj (x)
2 dx
)
. (29)|S|=2
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T
E
[∥∥{fσ(j)(x)}2 ln(N)j=1 ∥∥2V 2]dx
	
ln(2 lnN)∑
=0
(2 ln(N) − 1
2 − 1
)−1
×
∑
S⊆[2 ln(N)]
|S|=2
(∫
T
(∑
j∈S
f rj (x)
)2
+
(∑
j∈S
f ij (x)
)2
dx +
∑
j∈S
∫
T
f rj (x)
2 + f ij (x)2 dx
)
.
(30)
We consider the quantity
∫
T
(∑
j∈S
f rj (x)
)2
+
(∑
j∈S
f ij (x)
)2
dx =
∫
T
∑
j,j ′∈S
f rj (x)f
r
j ′(x)+ f ij (x)f ij ′(x) dx.
When j = j ′, ∫
T
f rj (x)f
r
j ′(x)+ f ij (x)f ij ′(x) dx = 0,
since fj and fj ′ are orthogonal, and this is the real part of
∫
T
fj (x)fj ′(x) dx. Thus,
∫
T
(∑
j∈S
f rj (x)
)2
+
(∑
j∈S
f ij (x)
)2
dx 	
∑
j∈S
∫
T
f rj (x)
2 + f ij (x)2 dx.
We then have:
E
[∫
T
∥∥{fσ(j)(x)}2 ln(N)j=1 ∥∥2V 2 dx]
	
ln(2 lnN)∑
=0
(2 ln(N) − 1
2 − 1
)−1 ∑
S⊆[2 ln(N)]
|S|=2
∑
j∈S
∫
T
∣∣fj (x)∣∣2 dx.
By Parseval’s identity,
∫
T
|fj (x)|2 dx =∑n∈Aj |an|2. Since each j occurs in exactly (2 ln(N)−12−1 )
sets of size 2 for each , the above quantity is:
	 ln ln(N)
N∑
|an|2.
n=1
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∫
T
∥∥{fσ(j)(x)}2 ln(N)j=1 ∥∥2V 2 dx 	 ln ln(N) N∑
n=1
|an|2.
Taking a square root of both sides of this establishes (27), as desired. This concludes our analysis
of the V 2L operator.
We now bound the contribution of the V 2S operator.
Lemma 32. For some π in our class of permutations,
∫
T
∥∥{aπ(n)φπ(n)(x)}N ′n=1∥∥2V 2S dx 	 ln ln(N)
N∑
n=1
|an|2.
Proof. We first observe that it suffices to prove the following inequality for each Aj . We let Πj
denote the set of permutations of Aj , i.e. each πj ∈ Πj is a bijective map from [|Aj |] → Aj . We
consider choosing such a permutation uniformly at random. Then if we have
E
πj∈Πj
[∫
T
∥∥{aπj (n)φπj (n)(x)}|Aj |n=1∥∥2V 2 dx]	 ln ln(N) ∑
n∈Aj
|an|2 (31)
for each j , this means that there exists a permutation πj of each Aj satisfying∫
T
∥∥{aπj (n)φπj (n)(x)}|Aj |n=1∥∥2V 2 dx 	 ln ln(N) ∑
n∈Aj
|an|2,
and these permutations can be put together to form a permutation π as required for Lemma 32.
We note that it does not matter how we concatenate the πj ’s: by definition of the V 2S operator, it
only matters how each Aj is permutated, not the order the Aj ’s are placed in.
We now fix a j and we will prove (31). By Fubini’s theorem, we can interchange the order of
the integral and the expectation and instead work with the quantity∫
T
E
πj∈Πj
[∥∥{aπj (n)φπj (n)(x)}|Aj |n=1∥∥2V 2]dx.
For each fixed x, we define the set of complex numbers C to be the set of values anφn(x)
for n ∈ Aj . Then, these complex numbers c ∈ C all satisfy 2−j−1 < |c|2  2−j (recall that
|φn(x)| = 1). We let Nj := |Aj |, and we let random variables Z1, . . . ,ZNj denote random sam-
ples from C taken without replacement. We then see that it suffices to show:
E
[∥∥{Zn}Njn=1∥∥2V 2]	 ln ln(N)∑
c∈C
|c|2 +
∣∣∣∣∑
c∈C
c
∣∣∣∣2. (32)
To show this, we will need the following lemma:
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each k from 1 to Nj , we let Sk :=∑ki=1 Xi . For a subinterval I ⊆ [Nj ], we let SI :=∑i∈I Xi .
Then for any k and any p > 2:
E
[
max
I⊆[k]
∣∣SI − E[SI ]∣∣p]	 Cpk p2 p p2 2−jp/2,
where C is a positive constant.
Proof. We rely on Hoeffding’s inequality [8], which implies that
P
[
max
I⊆[k]
∣∣Re[SI ] − E[Re[SI ]]∣∣> t]	 exp(−ct2
k2−j
)
, (33)
for some positive constant c, where Re[SI ] denotes the real part of SI . (More precisely, Hoeffd-
ing’s inequality is applied with the maximum over Sm for 1  m  k. However, moving to a
maximum over arbitrary subintervals only results in a change of the constant c.) The same holds
analogously for the imaginary part of SI .
We note that
E
[
max
I⊆[k]
∣∣Re[SI ] − E[Re[SI ]]∣∣p]= p ∞∫
0
tp−1P
[
max
I⊆[k]
∣∣Re[SI ] − E[Re[SI ]]∣∣> t]dt. (34)
Applying (33), this is
	 p
∞∫
0
tp−1 exp
(−ct2
k2−j
)
dt.
We now perform the change of variable t = λ 1p , so dt = 1
p
λ
1
p
−1
dλ. We obtain:
=
∞∫
0
exp
(−cλ2/p
k2−j
)
dλ.
We recall that Γ (z) := ∫∞0 tz−1e−t dt . Performing the change of variable t = s 2p , we have
Γ (z) := 2
p
∞∫
0
s
2
p
−1
s
2
p
(z−1)
e−s2/p ds = 2
p
∞∫
0
s
2
p
z−1
e−s2/p ds.
We now see that
∞∫
e−t
2
p
dt = p
2
Γ
(
p
2
)
.0
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k2−j )
p/2λ, and we have:
∞∫
0
exp
(−cλ2/p
k2−j
)
dλ =
(
c
k2−j
)−p/2 ∞∫
0
e−s
2
p
ds =
(
c
k2−j
)−p/2
p
2
Γ
(
p
2
)
.
This yields
E
[
max
I⊆[k]
∣∣Re[SI ] − E[Re[SI ]]∣∣p]	 p2 kp/2c−p/22−jp/2Γ
(
p
2
)
.
By Sterling’s formula, Γ (z) 	
√
2π
z
( z
e
)z. Thus, Γ (p2 ) 	
√
4π
p
(
p
2e )
p
2
. By arguing analogously
for the imaginary parts, we obtain:
E
[
max
I⊆[k]
∣∣SI − E[SI ]∣∣p]	 Cpk p2 p p2 2−jp/2,
where C is a positive constant. 
Using the above lemma, we estimate E[‖{Zn}Njn=1‖2V 2 ] as follows. We let N ′j = 2m be the
smallest power of 2 which is  Nj . We then decompose [N ′j ] into a family of dyadic intervals.
More precisely, we define F to be the family of intervals of the form
(
(d − 1)2, d2],  ∈ {0,1, . . . ,m}, d ∈ {1, . . . ,2m−}.
Now, for any interval I ′, there are (at most) two intervals Il, Ir ∈ F such that I ′ ⊆ Il ∪ Ir and
|Il ∪ Ir | < 4|I ′|. Moreover, for any partition P of [Nj ], the number of times an I ∈ F is associ-
ated to an I ′ ∈ P is upper bounded by a constant. (This is as we have argued previously.)
We let Ω denote our probability space (ω ∈ Ω corresponds to a specified value for each Zn).
Now, for a fixed ω ∈ Ω , we say an interval I ⊆ F is good if:
max
I ′⊆I
∣∣SI ′ − E[SI ′ ]∣∣2 D2−j |I | ln ln(N),
where D is a positive constant whose value we will specify later. Otherwise, we say I is bad.
We let P denote the maximal partition (which depends on ω). For each interval I ′ ∈ P , we have
(at most two) covering intervals Ir , Il ∈ F . We let FP denote the set of intervals in F which
correspond to intervals in P (each I ∈ F corresponds to at most a constant number of intervals
I ′ ∈ P). We have:
∑
′
∣∣∣∣∑Zn∣∣∣∣2 	 ∑ max
I ′⊆I
∣∣∣∣∑
′
Zn
∣∣∣∣2.
I ∈P n∈I I∈FP n∈I
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∑
I∈FP
I is good
max
I ′⊆I
∣∣∣∣∑
n∈I ′
Zn
∣∣∣∣2 	 ∣∣∣∣∑
c∈C
c
∣∣∣∣2 +D2−jNj ln ln(N) 	 ln ln(N)∑
c∈C
|c|2 +
∣∣∣∣∑
c∈C
c
∣∣∣∣2,
since each |c|2 is between 2−j−1 and 2−j , and |C| = Nj . To see this, note that for each I ′,
|SI ′ |2 	 |SI ′ − E[SI ′ ]|2 + |E[SI ′ ]|2, and |E[SI ′ ]|2 = | |I ′|Nj
∑
c∈C c|2.
It only remains to bound the contribution of the intervals that are not good. For this, we first
prove the following lemma. For each interval I ∈ F , we let B(I) denote the event that I is bad
(i.e. not good), and we let 1B(I) denote its indicator function.
Lemma 34. For each I ∈ F ,
P[1B(I)] 	 1ln(N)4 ,
when D is chosen to be a sufficiently large constant.
Proof. By Chebyshev’s inequality, for any p > 2 we have
P[1B(I)] = P
[
max
I ′⊆I
∣∣SI ′ − E[SI ′ ]∣∣2 >D2−j |I | ln ln(N)]	 E[maxI ′⊆I |SI ′ − E[SI ′ ]|p]
(D2−j |I | ln ln(N))p/2 . (35)
We now rely on the following result of Rosén [17].
Lemma 35. (See Theorem 4 in [17].) Let X1, . . . ,Xk be samples drawn from a finite set of
real numbers with replacement, and let Z1, . . . ,Zk be samples drawn without replacement. Let
1 n1 < n2 < · · · < nm. For every convex, monotone function φ : R → R, we have
E
[
max
(
φ
(
n1∑
n=1
Zn
)
, . . . , φ
(
nm∑
n=1
Zn
))]
 E
[
max
(
φ
(
n1∑
n=1
Xn
)
, . . . , φ
(
nm∑
n=1
Xn
))]
.
We want to apply this lemma to the function f (x) := |x|p , but this is not monotone. Instead
we define monotone, convex functions f1, f2 such that |x|p = f1(x) + f2(x), namely setting
f1(x) = (−x)p for x < 0 and equal to 0 otherwise, and f2(x) = xp for x > 0 and equal to 0
otherwise. We note that |x|p  f1(x), f2(x) always holds.
Without loss of generality, we consider I equal to the interval of length |I | starting at 1. Then,
for some constant H , we have:
E
[
max
I ′⊆I
∣∣SI ′ − E[SI ′ ]∣∣p]	 HpE[ max
1n|I |
f1
(
Re
(
Sn − E[Sn]
))]
+ · · · +HpE
[
max f2
(
Im
(
Sn − E[Sn]
))]
.1n|I |
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imaginary part, and there are four terms in this sum: one for each combination of f1, f2 and real
and imaginary parts.
We can apply Lemma 35 to each of these four terms to replace the samples Z1, . . . ,Z|I |
taken without replacement with samples X1, . . . ,X|I | taken with replacement. Now applying
Lemma 33, we have
P[1B(I)] 	 H˜
p|I | p2 p p2 2−jp/2√
D
p
(ln ln(N))
p
2 |I | p2 2−jp/2
=
(
H˜√
D
)p
p
p
2
(
ln ln(N)
)− p2 ,
for some constant H˜ .
Now, setting p := ln ln(N)/e, this is:
=
(
H˜√
D
) ln ln(N)
e
ln(N)−
1
2e .
We can then set D large enough so that H˜√
D
< e−4e , and the lemma follows. 
We observe that the contribution of the bad intervals is upper bounded by
	
∑
I∈F
E
[
1B(I) max
I ′⊆I
|SI ′ |2
]
. (36)
We next apply Hölder’s inequality with q , r fixed to be constants such that 1
r
+ 1
q
= 1 and 4
q
> 2,
r > 1. We then have that the above quantity is:
	
∑
I∈F
(
E[1B(I)]
) 1
q
(
E
[
max
I ′⊆I
|SI ′ |2r
]) 1
r
.
By Lemma 34, we know that
(
E[1B(I)]
) 1
q 	 (ln(N))−2.
We also know that for each I ′, |E[SI ′ ]|2 	
( |I ′|
Nj
)2|∑c∈C c|2 	 |I ′|Nj |∑c∈C c|2. When we sum
these up over all I ∈ F , we obtain 	 ln(N)|∑c∈C c|2. Now multiplying by ln(N)−2, we obtain
a contribution which is o(|∑c∈C c|2). Thus, it only remains to bound
(
ln(N)
)−2 ∑
I∈F
(
E
[
max
I ′⊆I
∣∣SI ′ − E[SI ′ ]∣∣2r]) 1r .
Similarly to our above arguments, we define convex, monotone functions f1, f2 : R → R such
that f1(x) + f2(x) = |x|2r . More precisely, we set f1(x) = (−x)2r when x < 0 and equal to 0
otherwise, while we set f2(x) = x2r when x > 0 and equal to 0 otherwise. Now, again applying
Lemma 35, it suffices to bound e.g.
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I∈F
(
E
[
max
1n|I |
f1
(
Re
(
Sn − E[Sn]
))]) 1r
,
where Sn is now the partial sum X1 + · · · + Xn, where each Xk is a sample from C taken with
replacement. (We must also bound the analogous quantities for other combinations of f1, f2 and
Re, Im, but these will follow via the same argument.)
We now apply Lemma 28 to obtain that the above quantity is
	
∑
I∈F
(
E
[
max
1n|I |
∣∣Re(Sn − E[Sn])∣∣2r]) 1r 	 ∑
I∈F
(
E
[∣∣Re(SI − E[SI ])∣∣2r]) 1r .
Next applying Lemma 27, we see that this is
	
∑
I∈F
max
{( |I |∑
n=1
E
[|X˜n|2r]
) 1
r
,
|I |∑
n=1
E
[|X˜n|2]
}
,
where X˜n is defined to be an (independent, uniform) sample from C with replacement, recentered
to be mean zero. In other words, X˜n = Xn − EXn. Now, since r > 1, both of the quantities in
this maximum are 	 |I |2−j . Hence, we have:
	
∑
I∈F
|I |2−j 	 ln(N)
∑
c∈C
|c|2.
Multiplying this by our bound (ln(N))−2 for the probability of each I being bad, we see that this
is o(
∑
c∈C |c|2). This completes the proof of Lemma 32. 
Combining Lemma 32 with (27), we obtain Theorem 7. 
7. Refinements of Theorem 3 for certain structured ONS
In this section, we briefly outline how Theorem 3 can be improved for more restrictive classes
of ONS, using the methods employed in proving Theorem 9. We consider an ONS such that
for f in the span of the system, we have ‖f ‖Lp  Cp‖f ‖L2 for p > 2, where Cp is a constant
depending only on p. Such systems arise naturally, for example, as the restriction of the trigono-
metric system to certain arithmetic subsets (Λ(p) sets). We will use the fact that a maximal form
of this hypothesis can be obtained from a very general theorem of Christ and Kiselev [2].
Theorem 36. Let {φn}∞n=1 be an ONS such that for f in the span of the system, we have ‖f ‖Lp 
Cp‖f ‖L2 for some p > 2. Then
‖Mf ‖Lp 	δ Cp‖f ‖L2 (37)
as long as p > δ > 2.
This last condition implies that the implicit constant is uniform for large p. Using this and the
arguments in the proof of Theorem 9, one can obtain the following:
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Cp‖f ‖L2 for some p > 2. We then have that
‖f ‖L2(V 2) 	p ln1/p
(|A|)‖f ‖L2,
where the coefficients of f are supported a finite index set A.
We briefly sketch the proof. We note that if ‖Mf ‖L2 	 ‖f ‖L2 holds, then this theorem
follows for p = 2 from Theorem 3. However, this is in general not true and by the sharpness
of Theorem 3, the best one can hope for in the general case is a factor of ln(|A|) in place of
ln1/2(|A|). The proof follows the same setup as the proof of Theorem 9. We define a bad event
for some interval J to be the event that |S˜J |  ln1/p(|A|)(M(J ))1/2 (here M(J) is defined to be
the sum of a2n over n ∈ J , where the an’s are the coefficients of φn in the expansion of f ). It is
easy to see that the contribution from the good events are of an acceptable order and it suffices to
bound the bad events. The argument is essentially the same as the proof of Theorem 9, with the
exception that we use the following estimate:
∫
T
|1
B(J˜ )
S˜
J˜
|2 
(∫
T
1
B(J˜ )
)1/(p/2)′(∫
T
|S˜
J˜
|p
)(2/p)
.
(Here, (p/2)′ denotes the conjugate exponent of p/2.)
We now estimate
∫
T
|S˜
J˜
|p 	 Cpp(
∫
T
|S
J˜
|2)p/2 	 Cpp(M(J˜ ))p/2. Hence (
∫
T
|S˜
J˜
|p)(2/p) 	
C2pM(J˜ ). Next, by Chebyshev’s inequality,∫
T
1
B(J˜ )

∫
T
|S˜
J˜
|p
(ln1/p(|A|)(M(J˜ ))1/2)p 
C
p
p
ln(|A|) .
Hence (using 1/(p/2)′ = p−2
p
), we have (∫
T
1
B(J˜ )
)(p−2)/p 	 C
p−2
p
ln(p−2)/p(|A|) . This yields∫
T
|1
B(J˜ )
S˜
J˜
|2 
(∫
T
1
B(J˜ )
)1/(p/2)′(∫
T
|S˜
J˜
|p
)(2/p)
	 C
p
pM(J˜ )
ln(p−2)/p(|A|) .
Now we sum this quantity over ln(|A|) levels, each with the sum of M(J˜ ) summing to 1.
Hence the contribution from the bad events to the quantity we wish to estimate is O(ln2/p(|A|)).
This is exactly the order we wish to show.
Finally, we observe that:
Theorem 38. Let {φn}∞n=1 be an ONS such that if f is in the span of the system, then ‖f ‖Lp 	√
p‖f ‖L2 (for all p > 2). Then
‖f ‖L2(V 2) 	
√
ln ln
(|A|)‖f ‖L2 ,
where the coefficients of f are supported on the index set A.
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have freedom to optimize over the choice of p we use. The optimum occurs with a choice of p
about ce−1 ln ln(N). Essentially the same argument is given in detail in the proof of Theorem 7
for random permutations (see the proof of Lemma 34). Here it is important that the constants in
the Christ–Kiselev theorem are uniformly bounded for large p.
The above theorem can be applied to systems formed by Sidon subsets of the trigonometric
system, since the hypothesis of this theorem characterizes Sidon sets (when applied to subsets of
the trigonometric system) by a theorem of Pisier [15] (see also [19]).
8. Variational estimates for the V p operator
8.1. Notation
Let Γ : R → R+ be a convex symmetric function, increasing on R+ and tending to infinity at
infinity such that Γ (0) = 0. Then the Orlicz space norm associated to Γ is defined as
‖f ‖Γ := min
{
λ:
∫
T
Γ
(
f (x)
λ
)
dx  1
}
.
The fact that this norm satisfies the triangle inequality is an easy exercise using Jensen’s
inequality. We refer the reader to [10] for the general theory of these spaces. Following [1], we
will be interested in Γ := ΓK defined as follows
ΓK(t) :=
{
|t |5/2, |t |K,
5
4K
1/2t2 − 14K5/2, |t |K.
Later we will also use
γK(t) :=
{ |t |1/2, |t |K,
K1/2, |t |K.
We note that t2γK(t) ΓK(t) for all t . We state some other basic properties that we will need.
Lemma 39. Let p = 2. Then ‖ · ‖ΓK is p-convex. That is, for any functions f1, . . . , fk from T
to R, ∥∥∥∥∥
(
k∑
i=1
|fi |p
)1/p∥∥∥∥∥
ΓK

(
k∑
i=1
‖fi‖pΓK
)1/p
.
Proof. Let ΓK,1/p(t) := ΓK(t1/p), which we observe is still convex (we have used that p = 2
here). Since ΓK,1/p(t) is convex, we can use it to form an Orlicz space norm. We observe that∥∥∥∥∥
(
k∑
i=1
|fi |p
)1/p∥∥∥∥∥
Γ
= min
{
λ :
∫
ΓK
(
(
∑k
i=1 |fi(x)|p)1/p
λ
)
dx  1
}
K T
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{
λ:
∫
T
ΓK,1/p
(∑k
i=1 |fi(x)|p
λp
)
dx  1
}
=
∥∥∥∥∥
k∑
i=1
|fi |p
∥∥∥∥∥
1/p
ΓK,1/p

(
k∑
i=1
∥∥|fi |p∥∥ΓK,1/p
)1/p
=
(
k∑
i=1
‖fi‖pΓK
)1/p
.
The inequality here follows from the triangle inequality for ‖ · ‖ΓK,1/p . 
8.2. Proof of Theorem 10
We now prove:
Theorem 10. Let p > 2 and {φn}Nn=1 be an orthonormal system such that ‖φn‖L∞  C for all n.
There exists a permutation π : [N ] → [N ] such that the orthonormal system {ψn := φπ(n)}Nn=1
satisfies
‖f ‖L2(V p) 	C,p ln ln(N)‖f ‖L2 (38)
for all f =∑Nn=1 anψn(x).
Our starting point is the inequality (3.21) of [1]:
Theorem 40. Let {φn}Nn=1 be an orthonormal system with ‖φn‖L∞  C for all n. Then there
exists a permutation π : [N ] → [N ] such that for all subintervals I of [N ] and all real values
a1, . . . , aN , the orthonormal system {ψn := φπ(n)}Nn=1 satisfies:
∥∥∥∥∑
n∈I
anψn
∥∥∥∥
ΓN/|I |
	C ln3/4(N)
( ∑
n∈[I ]
a2n
)1/2
. (39)
We will need a variational form of this inequality. This is easily achieved using a Rademacher–
Menshov argument.
Lemma 41. With the notation as above, we have that
∥∥∥∥{anψn}n∈I∥∥V 2∥∥ΓN/|I | 	C ln7/4(N)
(∑
n∈I
a2n
)1/2
(40)
for all I ⊆ [N ] and all real sequences a1, . . . , aN .
Proof. As in Section 3, we assume (without loss of generality) that I = [2] for some  and
we define the intervals Ik,i := (k2i , (k + 1)2i] for 0  i   and 0  k  2−i − 1. For each
J ⊆ I , we can express J as a disjoint union of intervals Ik,i , where the union contains at most
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∥∥{anψn}n∈I∥∥V 2(x) 	 ∑
i=0
√√√√√2−i−1∑
k=0
( ∑
n∈Ik,i
anψn(x)
)2
.
By the triangle inequality for the Orlicz norm, we then have
∥∥∥∥{anψn}n∈I∥∥V 2∥∥ΓN/|I | 	 ∑
i=0
∥∥∥∥∥
√√√√√2−i−1∑
k=0
( ∑
n∈Ik,i
anψn(x)
)2 ∥∥∥∥∥
ΓN/|I |
.
Applying Lemma 39, this is

∑
i=0
√√√√√2−i−1∑
k=0
∥∥∥∥∑
n∈Ik,i
anψn(x)
∥∥∥∥2
ΓN/|I |
.
By Theorem 40, we obtain
	C ln3/4(N)
∑
i=0
√√√√√2−i−1∑
k=0
∑
n∈Ik,i
a2n = ln3/4(N)
∑
i=0
√∑
n∈I
a2n = ln7/4(N)
√∑
n∈I
a2n. 
We now prove Theorem 10. We assume (without loss of generality) that ∑Nn=1 a2n = 1. As
in Section 5, we consider decomposing [N ] into a family of subintervals according to mass,
defined with respect to the an’s. We recall that the mass of an arbitrary subinterval I is defined to
be M(I) :=∑n∈I a2n. We define the intervals Ik,s for 1 s  2k and points ik,s as in Section 5.
We refer to the intervals Ik,s for 1 s  2k as the admissible intervals on level k, and the points
ik,s (as s ranges) as the admissible points on level k. We note that any interval I ⊆ [N ] can be
expressed as a union of intervals of the form Ik,s and points ik,s , where there are at most two
intervals and two points for each value of k (this follows analogously to the proof of Lemma 12).
This decomposition is obtained by first taking the intervals Ik,s and points ik,s contained in I with
the smallest value of k. (There are at most 2 of each, otherwise I would contain an admissible
interval or point for a smaller k value.) These “components” of I on level k form an interval, and
when we remove this from I , we are left with a left part and a right part. Each part can then be
decomposed as union of intervals Ik,s and points ik,s for higher values of k, and each of the two
unions contains at most one interval and one point on each level.
We let π : [N ] → [N ] be the permutation as in Lemma 41, and ψn := φπ(n). We fix an x ∈ T.
The value of ∥∥{anψn(x)}Nn=1∥∥V p
is achieved by some partition P of [N ]. Each I ∈ P can be expressed as a union of intervals of
the form Ik,s and points ik,s , and we denote the set of these intervals and points by TI and tI
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tively) on each level. We also note that each admissible interval will appear in this union for at
most one I ∈ P .
We fix a positive constant c (depending on p) such that c > max{ 354 ( 12 − 1p )−1,9} (this is
possible because p > 2). We define k∗ := c ln ln(N) (more precisely, k∗ is the nearest integer
greater than c ln ln(N)). Now, for each I ∈ P , all of the intervals in TI and points in tI on levels
greater than k∗ are contained in the two intervals Ik∗,s and Ik∗,sr on level k∗, where s is one less
than the s value for the leftmost interval Ik∗,s in TI , and sr is one more than the s value for the
rightmost interval Ik∗,s in TI . We will use k∗ as a cutoff threshold: we handle the intervals and
points at levels  k∗ directly and handle the intervals and points at levels > k∗ using the fact that
they are contained in Ik∗,s , Ik∗,sr . We define T ′I to be the subset of intervals in TI on levels  k∗
and t ′I to be the subset of points in tI on levels  k∗.
Now, ‖{anψn(x)}Nn=1‖V p is equal to:
(∑
I∈P
(∑
n∈I
anψn(x)
)p)1/p
=
(∑
I∈P
(∑
J∈T ′I
∑
n∈J
anψn(x)+
∑
J∈TI \T ′I
∑
n∈J
anψn(x)+
∑
n∈t ′I
anψn(x)+
∑
n∈tI \t ′I
anψn(x)
)p)1/p
.
Applying the triangle inequality for the p-norm, this is:

(∑
I∈P
(∑
J∈T ′I
∑
n∈J
anψn(x)
)p)1/p
+
(∑
I∈P
(∑
n∈t ′I
anψn(x)
)p)1/p
+
(∑
I∈P
( ∑
J∈TI \T ′I
∑
n∈J
anψn(x)+
∑
n∈tI \t ′I
anψn(x)
)p)1/p
. (41)
We consider the second of these three terms. Since p  2, we have
(∑
I∈P
(∑
n∈t ′I
anψn(x)
)p)1/p

(∑
I∈P
(∑
n∈t ′I
anψn(x)
)2)1/2
.
For each k  k∗, we let k denote the set of admissible points on level k. Since each t ′I contains
at most 2 points in each k , we can apply the triangle inequality to obtain
(∑
I∈P
(∑
n∈t ′I
anψn(x)
)2)1/2
	
k∗∑
k=0
(∑
n∈k
(
anψn(x)
)2)1/2
.
Now, by the triangle inequality for the L2 norm and the fact that
∫
T
a2nψ
2
n(x) dx = a2n for all n,
we have
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k∗∑
k=0
(∑
n∈k
(
anψn(x)
)2)1/2∥∥∥∥∥
L2
	p ln ln(N).
To see this, recall that
∑N
n=1 a2n = 1, so
∑
n∈k a
2
n  1 for each k, and k∗ 	p ln ln(N).
It remains to bound the first and third terms in (41). We consider the first term. For each k,
we let Lk denote the set of admissible intervals Ik,s as s ranges from 1 to 2k (i.e. the admissible
intervals on level k). Then, by triangle inequality for the 2 norm and the fact that p  2,
(∑
I∈P
(∑
J∈T ′I
∑
n∈J
anψn(x)
)p)1/p

(∑
I∈P
(∑
J∈T ′I
∑
n∈J
anψn(x)
)2)1/2

k∗∑
k=0
(∑
I∈P
( ∑
J∈T ′I∩Lk
∑
n∈J
anψn(x)
)2)1/2

k∗∑
k=0
( ∑
J∈Lk
(∑
n∈J
anψn(x)
)2)1/2
.
Now, using the triangle inequality for the ‖ · ‖L2 norm, we have:∥∥∥∥∥
k∗∑
k=0
( ∑
J∈Lk
(∑
n∈J
anψn(x)
)2)1/2∥∥∥∥∥
L2

k∗∑
k=0
∥∥∥∥( ∑
J∈Lk
(∑
n∈J
anψn(x)
)2)1/2∥∥∥∥
L2
=
k∗∑
k=0
( ∑
J∈Lk
∫
T
(∑
n∈J
anψn(x)
)2
dx
)1/2
=
k∗∑
k=0
( ∑
J∈Lk
M(J )
)1/2
	p ln ln(N),
since
∑
J∈Lk M(J ) = 1 for each k, and k∗ 	p ln ln(N).
We are thus left with the third term of (41). For each I ∈ P , we consider the union of the
intervals and points in TI\T ′I and tI\t ′I . This can alternatively be described as a union of at
most two intervals J and Jr , where each of J, Jr is a subinterval of Ik∗,s for some s. To see
this, recall that I is decomposed into a union of admissible intervals and points by taking the
admissible intervals and points contained in I for the earliest level where this set is non-empty.
The remaining left and right parts of I are then decomposed separately. If the minimal k is  k∗,
then J is the union of the intervals/points in the decomposition of the left part that fall beyond
level k∗, and Jr is the same for the right part. If the minimal k is > k∗, then in fact all of I is
contained in some admissible interval on level k∗, and we can take J to be this interval and Jr
to be empty. We then rewrite the quantity we wish to bound as:
(∑(∑
anψn(x)+
∑
anψn(x)
)p)1/p
.I∈P n∈J n∈Jr
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we see this is
	
(∑
I∈P
(∑
n∈J
anψn(x)
)p
+
(∑
n∈Jr
anψn(x)
)p)1/p
.
Now we observe that we are summing the values anψn(x) over disjoint intervals, each of
which is contained in Ik∗,s for some s. Thus, this quantity is upper bounded by:

( ∑
1s2k∗
∥∥{anψn(x)}n∈Ik∗,s∥∥pV p
)1/p
.
Therefore, it suffices to bound∥∥∥∥( ∑
1s2k∗
∥∥{anψn(x)}n∈Ik∗,s∥∥pV p
)1/p∥∥∥∥
L2
.
For each s from 1 to 2k∗ , we define disjoint sets Gs,Bs such that Gs ∪Bs = T. We define Gs
to be x ∈ T such that ‖{anψn(x)}n∈Ik∗,s‖V p  2−c ln ln(N)/p and Bs to be the complement. By two
applications of the triangle inequality (first in the p norm and then in the L2 norm), we have
∥∥∥∥∥
( 2k∗∑
s=1
∥∥{anψn(x)}n∈Ik∗,s∥∥pV p
)1/p∥∥∥∥∥
L2
	
∥∥∥∥∥
( 2k∗∑
s=1
1Gs
∥∥{anψn(x)}n∈Ik∗,s∥∥pV p
)1/p∥∥∥∥∥
L2
+
∥∥∥∥∥
( 2k∗∑
s=1
1Bs
∥∥{anψn(x)}n∈Ik∗,s∥∥pV p
)1/p∥∥∥∥∥
L2
.
Using that ‖{anψn(x)}n∈Ik∗,s‖pV p 	 2−c ln ln(N) for x ∈ Gs , we have that the first term is O(1)
(from the fact that there are at most 2c ln ln(N) terms in the sum). We now estimate
∥∥∥∥∥
( 2k∗∑
s=1
1Bs (x)
∥∥{anψn(x)}n∈Ik∗,s∥∥pV p
)1/p∥∥∥∥∥
L2
	
∥∥∥∥∥
( 2k∗∑
s=1
1
B˜s
(x)
∥∥{anψn(x)}n∈Ik∗,s∥∥2V 2
)1/2∥∥∥∥∥
L2
	
( 2k∗∑
s=1
∥∥1
B˜s
(x)
∥∥{anψn(x)}n∈Ik∗,s∥∥V 2∥∥2L2
)1/2
, (42)
where B˜s is the set of x ∈ T such that ‖{anψn(x)}n∈Ik∗,s‖V 2  2−c ln ln(N)/p , and we have used
the fact that Bs ⊆ B˜s .
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N2−7 ln ln(N). Clearly, there can be at most 27 ln ln(N) such intervals. Now we bound the con-
tribution to (42) above from these big intervals as
( 2k∗∑
s∈Sbig
∥∥1
B˜s
(x)
∥∥{anψn(x)}n∈Ik∗,s∥∥V 2∥∥2L2
)1/2
	
( 2k∗∑
s∈Sbig
∥∥{anψn(x)}n∈Ik∗,s∥∥2L2(V 2)
)1/2
.
Recalling that ‖{anψn(x)}n∈Ik∗,s‖2L2(V 2) 	 ln2(N)2−c ln ln(N) (from Lemma 13, since M(Ik∗,s)
2−k∗ for all s) and that there are at most 27 ln ln(N) values of s ∈ Sbig, we have that the above is
	 (27 ln ln(N) ln2(N)2−c ln ln(N))1/2 	 1.
Here we have used that 9  c. It now suffices to consider the values of s such that |Ik∗,s | 
N2−7 ln ln(N).
We define γ∗ = γ27 ln ln(N) . For any real numbers  > 0, λ > 1, and a  , we have γ∗(λ
−1a)
γ∗(λ−1)
 1.
We set  := 2−c ln ln(N)/p . Now, for all x ∈ B˜s , we have:
∥∥{anψn(x)}n∈Ik∗,s∥∥2V 2  ∥∥{anψn(x)}n∈Ik∗,s∥∥2V 2 γ∗(λ−1‖{anψn(x)}n∈Ik∗,s‖V 2)γ∗(λ−1) . (43)
We recall that M(Ik∗,s) 2−c ln ln(N) for each s. Analogously to γ∗, we define Γ∗ := Γ27 ln ln(N) .
Now, for any λ > 1:
∫
B˜s
∥∥{anψn(x)}n∈Ik∗,s∥∥2V p dx  λ2
∫
B˜s
γ∗
(

λ
)−1
Γ∗
(
λ−1
∥∥{anψn(x)}n∈Ik∗,s∥∥V 2)dx.
This follows from (43) and the definitions of γ∗ and Γ∗ (recall also that t2γ∗(t) Γ∗(t) for all t).
Since N|Ik∗,s |  2
7 ln ln(N) and the value of ‖ · ‖ΓK increases as K increases, we can apply
Lemma 41 to obtain
∥∥∥∥{anψn}n∈Ik∗,s∥∥V 2∥∥Γ∗ D ln7/4(N)
( ∑
n∈Ik∗,s
a2n
)1/2
for all s such that |Ik∗,s |N2− 72 ln ln(N), where D is some fixed constant (depending on C).
We see that for λ := D ln7/4(N)2− c ln ln(N)2 , we have ∫
T
Γ∗(λ−1‖{anψn(x)}n∈Ik∗,s‖V 2) dx 	 1.
Therefore: ∫
B˜s
∥∥{anψn(x)}n∈Ik∗,s∥∥2V p dx 	 ln7/2(N)2−c ln ln(N)γ∗
(

λ
)−1
. (44)
We consider the quantity γ∗(  )−1. We observe:λ
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λ
= (D−1)2ln ln(N)(−c/p+c/2−7/4). (45)
Now, if (45) is  27 ln ln(N), we will have
γ∗
(

λ
)−1
= 2−7/2 ln ln(N).
If (45) is < 27 ln ln(N), we will have
γ∗
(

λ
)−1
= D1/22ln ln(N)(7/8−c/4+c/2p).
We note that 78 − c4 + c2p − 72 , because c( 12 − 1p ) 354 . Thus, in either case,
γ∗
(

λ
)−1
	C 2−7/2 ln ln(N).
Inserting this into (44), we find that∫
B˜s
∥∥{anψn(x)}n∈Ik∗,s∥∥2V p dx 	C ln7/2(N)2−c ln ln(N)2−7/2 ln ln(N) 	C 2−c ln ln(N).
Now to bound (42), we apply this to each of the  2c ln ln(N) terms, yielding O(1), completing
the proof.
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