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Abstract
This paper solves the following form of normalized eigenvalue problem:
Au−C(λ,u) = 0, λ 0 and u ∈ ∂D,
where D is a bounded open set in a real infinite-dimensional Banach space X and both X and its dual
X∗ are locally uniformly convex, A is an unbounded maximal monotone operator on X, the operators
C is defined and continuous only on ¯+ × ∂D such that zero is not in the weak closure of a subset of
{C(λ,u)/‖C(λ,u)‖}. This research reveals the fact that such eigenvalue problems do not depend on any
properties of C located in ¯+ × D. This remarkable discovery extends Theorem 4 in [A.G. Kartsatos,
I.V. Skrypnik, Normalized eigenvalues for nonlinear abstract and elliptic operators, J. Differential Equa-
tions 155 (1999) 443–475] and is applied to the nonlinear elliptic operators under degenerate and singular
conditions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let X and Y be real Banach spaces, and X∗ be the dual space of X. We will use the notation
‖ · ‖X to denote the norm of X, and similar notations for other Banach spaces. Denote by + the
set of all positive integers. Let D be a subset of X with its boundary and closure denoted by ∂D
and D¯, respectively. Let A :X → 2Y be a mapping with the domain and range denoted by D(A) =
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52 J. Lin / J. Math. Anal. Appl. 329 (2007) 51–64{x ∈ X: Ax = ∅} and R(A) = {Ax: x ∈ D(A)}, respectively. A mapping A :X ⊃ D(A) → 2Y is
bounded if it maps bounded subsets of D(A) into bounded sets. A mapping A :X ⊃ D(A) → Y
is continuous if it is continuous on D(A) from the strong topology of X to the strong topology
of Y . It is compact if it is continuous and maps bounded subsets of D(A) onto relatively compact
subsets of Y . The symbol “→” (“⇀”) means strong (weak) convergence. The convex hull of a
set E is denoted by co(E) and the closure of co(E) by co(E). An operator A :X ⊃ D(A) → 2X∗
is said to be monotone if the functional
〈u− v, x − y〉 0 ∀x, y ∈ D(A), u ∈ Ax, v ∈ Ay.
It is strictly monotone if equality in the above implies x = y. Let I :X → X be the identity map-
ping, J :X → 2X∗ the normalized dual mapping. A monotone operator is maximal monotone
if R(A + λJ ) = X∗ for every λ > 0. An operator A :X ⊃ D(A) → 2X is said to be “accre-
tive” if for every x, y ∈ D(A) and every u ∈ Ax, v ∈ Ay there exists j ∈ J (x − y) such that
〈u− v, j 〉 0. An accretive operator A is “m-accretive” if R(A+ λI) = X for every λ > 0.
Recently Kartsatos and Skrypnik [7] proposed a new kind of methods in the study of the
solvability of problems involving nonlinear elliptic operators under degenerate conditions and
showed that such problems can be reduced to an eigenvalue problems involving operator equa-
tions with densely defined unbounded operators. One of their results are as follows and we
borrow their definition (A(0)∞ ) for the multivalue version in the statement.
Definition 1.1. We say that the operator A :X ⊃ D(A) → 2Y satisfies condition (A(0)∞ ) on the set
F ⊂ D(A) if for arbitrary sequence {wn} ⊂ A(F) with ‖wn‖Y → ∞, the sequence {wn/‖wn‖Y }
converges weakly to zero.
Theorem 1.2. [7, Theorem 4] Let X be a real, locally uniformly convex Banach space with locally
uniformly convex dual space X∗. Let D be open bounded subset of X. Assume that A :X ⊃
D(A) → X∗ is maximal monotone with (J +A)−1 compact. Assume that A is of proper type on
D(A) ∩ ∂D and satisfies condition (A(0)∞ ) on D(A) ∩ D¯ with Y = X∗. Assume that D¯ ⊂ D(A),
0 ∈ D(A) ∩D, A(0) = 0 and Au = 0 for u ∈ D(A) ∩ ∂D. Let C : ¯+ × D¯→ X∗ be a bounded
continuous operator such that C(0, u) = 0 for u ∈ ∂D and satisfying the following conditions:
(i′) there exists a positive number N such that the weak closure of the set
G =
{
C(λ,u)
‖C(λ,u)‖X∗ : λN , u ∈ D¯, ‖Au+ Ju‖X
∗  2M(λ)
}
does not contain zero, where M(λ) = sup{‖C(λ,u)‖X∗ : u ∈ D¯};
(ii′) limλ→∞ m(λ) = +∞, where m(λ) = inf{‖C(λ,u)‖X∗ : u ∈ D¯}.
Then there exist (λ0, u0) ∈ ¯+ × ∂D such that
0 ∈ Au0 −C(λ0, u0). (1)
Theorem 1.2 was successfully applied to a class of nonlinear elliptic equations with degenerate
conditions in [7, Problem 2, p. 461]. Obviously this theorem cannot be applied to the case where
C possesses singularities inside ¯+ × D, for example, it cannot be applied to the eigenvalue
problem
0 ∈ Au− 1 C(λ,u)‖u‖X
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that the conclusion of Theorem 1.2 actually does not depend on any properties of C located in
¯+ ×D. In other words, we will solve the following problem:
Problem 1.3. Solve (1) with C only defined on ¯+ × ∂D in all conditions.
This remarkable discovery is promising in applications since it allows C to possess singulari-
ties inside D. Problem 1.3 is significantly different from the standard eigenvalue problems such
as discussed in [2,4–6,9], where C was usually assumed to be continuous over D¯. The paper is
organized as follows. Our main results are in Section 2. Please note that conditions (i′) and (ii′)
in Theorem 1.2 imply that the range of C is unbounded and possibly weakly nonconvex. Our
approach is to construct the continuous extension of C based on its values on ¯+ × ∂D such that
its new range keeps the weak nonconvexity, which is given in Section 3 and in the last section.
As comparison, we offer in Section 4 an application to the nonlinear elliptic equations under
degenerate conditions, which improves Theorem 7 in [7].
2. Main results
In what follows X denotes an infinitely dimensional Banach space, and A denotes an un-
bounded operator defined in X.
Theorem 2.1. Let X be a real, locally uniformly convex Banach space, and its dual space X∗
with norm ‖ · ‖ be locally uniformly convex. Let D be open bounded subset of X. Assume that
A :X ⊃ D(A) → 2X∗ is maximal monotone with (J + A)−1 being compact and that A satisfies
condition (A(0)∞ ) on D(A) ∩ D¯ with Y = X∗. Assume that D(A) ∩ ∂D = ∅. 0 ∈ D(A) ∩ D,
A(0) = 0 and 0 /∈ A(D(A)∩ ∂D). Let C : ¯+ × (D(A)∩ ∂D) → X∗ be continuous and bounded
with C(0, u) = 0 for u ∈ ∂D. Assume that C satisfies the following conditions:
(i) there exists a positive number Λ0 such that the weak closure of the set
E =
{
C(λ,u)
‖C(λ,u)‖ : u ∈ D(A)∩ ∂D, λΛ0, supw∈Au‖w + Ju‖ 2 lim supμ→λ Mμ
}
does not contain zero, where Mλ = sup{‖C(λ,u)‖: u ∈ D(A)∩ ∂D};
(ii) limλ→∞ mλ = +∞, where mλ = inf{‖C(λ,u)‖: u ∈ D(A)∩ ∂D}.
Then there exist a number λ0 > 0 and u0 ∈ ∂D such that
0 ∈ Au0 −C(λ0, u0).
In the above theorem, C is defined only in ¯+ × ∂D, whose range is possibly weakly noncon-
vex in according to the condition (i). On the other hand, we have to extend such C to ¯+ × D¯ so
as to apply the fixed point theory. The major task in this paper is to construct a continuous exten-
sion of C while keeping such weak nonconvexity of its range. In addition, Theorem 2.1 requires
neither A being of “proper type” [7, p. 452], nor D¯ ⊂ D(A). Thus, the conditions in Theorem 2.1
is significantly weaker than that of Theorem 1.2. The analog result for the m-accretive operator
reads as follows.
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open bounded subset of X. Assume that A :X ⊃ D(A) → 2X is m-accretive with (I +A)−1 being
compact and that A satisfies condition (A(0)∞ ) on D(A) ∩ D¯ with Y = X. Assume that D(A) ∩
∂D = ∅. 0 ∈ D(A) ∩D, A(0) = 0 and 0 /∈ A(D(A) ∩ ∂D). Let C : ¯+ × (D(A) ∩ ∂D) → X be
a bounded continuous operator such that C(0, u) = 0 for u ∈ ∂D and that C satisfies the above
conditions (i) and (ii). Then there exist a number λ0 > 0 and u0 ∈ ∂D such that
0 ∈ Au0 −C(λ0, u0).
3. Continuous extension of a mapping with weakly nonconvex range
Proposition 3.1. Let Y be a real, strictly convex Banach space with norm ‖ · ‖ and G ⊂ Y
be a nonempty open set and ∂G = ∅. Let C : ¯+ × ∂G → Y be bounded continuous such that
M(λ) ≡ supv∈∂G ‖C(λ, v)‖ < ∞ for each λ 0 and that following conditions hold:
(i∗) there exists a positive number Λ0 such that zero is not in the weak closure of the set
Eˆ =
{
C(λ, v)
/∥∥C(λ, v)∥∥: v ∈ ∂G, λΛ0, ‖v‖ 2 lim sup
μ→λ
M(μ)
}
;
(ii∗) limλ→∞ m(λ) = +∞, where m(λ) = infv∈∂G ‖C(λ, v)‖.
Let b be any positive number. Then there exists a set E ⊂ Y such that zero is not in the weak
closure of E and that for any number N > max{b,m(Λ0)} there exist a positive number ΛΛ0
and a continuous mapping C˜ : ¯+ × G¯ → Y have the following properties:{
C˜(λ, v)
/∥∥C˜(λ, v)∥∥: λΛ, v ∈ G¯}⊂ E, (2)
C˜(λ, v) = C(λ, v) for λ ∈ [0,Λ], v ∈ ∂G ∩B, (3)∥∥C˜(λ, v)∥∥N for λΛ, v ∈ G¯, (4)
sup
(λ,v)∈[0,Λ]×(G¯∩B)
∥∥C˜(λ, v)∥∥ sup
(λ,v)∈[0,Λ]×(∂G∩B)
∥∥C(λ, v)∥∥, (5)
sup
λ∈[0,Λ]
M(λ) lim sup
λ→Λ
M(λ), (6)
where B = {v ∈ Y : ‖v‖  lim supλ→Λ M(λ) + b}. Furthermore, if C is compact on ¯+ × ∂G,
then C˜ is compact on [0,Λ] × (G¯ ∩B).
Remark 3.2. The set ∂G may not be a bounded set. If, in addition, assume that C(0, v) = 0 for
v ∈ ∂G in Proposition 3.1, then we can have C˜(0, v) = 0 for v ∈ G¯ ∩B .
The proof of the above proposition needs the following lemma.
Lemma 3.3. Let (Y,‖ · ‖) be a real, strictly convex Banach space with dim(Y ) > 1, φ ∈ Y ∗ and
‖φ‖ = 1. Given positive numbers N and δ satisfying δ ∈ (0,1), define
Eφ(N, δ) ≡
{
y ∈ Y : ∣∣〈φ,y〉∣∣ δ‖y‖, ‖y‖N}. (7)
Then there exists η ∈ Y ∗ such that ‖η‖ = 1 and 〈φ,η〉 = 0. Furthermore, define
Ty = y − ‖y‖η ∀y ∈ Y with 〈φ,y〉 = 0. (8)〈φ,y/‖y‖〉
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(P1) T is continuous and 〈φ,T y〉 = ‖y‖ provided 〈φ,y〉 = 0;
(P2) T −1 is continuous on T (Eφ(N, δ));
(P3) T (Eφ(N, δ)) is a closed convex set.
The proof of Lemma 3.3 is in the last section.
Proof of Proposition 3.1. First we construct the set E . Let
N0 = max
{
b,m(Λ0)
}
.
Because of the condition (i∗), zero is not in the weak closure of Eˆ, there exists φ ∈ Y ∗ with
‖φ‖Y ∗ = 1 and a number δ ∈ (0,1) such that∣∣〈φ, ξ 〉∣∣ δ ∀ξ ∈ Eˆ. (9)
Define the set
E = {y/‖y‖: y ∈ Eφ(N0, δ)}, (10)
where the notation Eφ(N0, δ) is defined by (7). Zero is not in the weak closure of E , otherwise
we would have a sequence yn ∈ Eφ(N0, δ) such that yn/‖yn‖ ⇀ 0, thereby
0 ← ∣∣〈φ,yn/‖yn‖〉∣∣ δ,
which is a contradiction.
Now given any number N > N0, we define the number Λ. By the condition (ii∗) there exists
a number Λ′ Λ0 such that m(λ)N for λΛ′. Let
Λ = inf
{
λΛ′: M(λ) sup
μ∈[0,Λ′]
M(μ)
}
. (11)
Then ΛΛ′ and
sup
λ∈[0,Λ]
M(λ)max
{
M(Λ), sup
μ∈[0,Λ′]
M(μ)
}
 lim sup
λ→Λ
M(λ)
because M(λ) is lower semicontinuous in λ, which proves (6). In addition,
bN0 < N  inf
λΛ′
m(λ)m(Λ′) sup
λ∈[0,Λ]
M(λ) lim sup
λ→Λ
M(λ). (12)
Before constructing the desired mapping C˜, we show the following claims. For any nonempty
closed subset S ⊂ ∂G, define
Z(Λ,S) =
{
(λ, v): λΛ, v ∈ S, ‖v‖ lim sup
μ→λ
M(μ)+ b
}
. (13)
Claim that
(a) Z(Λ,S) is a closed subset;
(b) C(Z(Λ,∂G)) ⊂ Eφ(N, δ).
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lim supμ→λn M(μ) + b for each n, and λn → λ  Λ and vn → v ∈ S ; we can choose μn sat-
isfying |μn − λn| < 1/n such that
‖vn‖ < M(μn)+ b + 1/n,
then μn → λ, ‖vn‖ → ‖v‖, and ‖v‖  lim supμ→λ M(μ) + b, that is, (λ, v) ∈ Z(Λ,S). This
proves claim (a). Furthermore, for any (λ, v) ∈ Z(Λ,∂G), we have λ  Λ′  Λ0, v ∈ ∂G and,
according to (12),
‖v‖ lim sup
μ→λ
M(μ)+ b lim sup
μ→λ
M(μ)+ inf
μΛ′
m(μ) 2 lim sup
μ→λ
M(μ), (14)
therefore, according to the condition (i∗),
C(λ, v)
/∥∥C(λ, v)∥∥ ∈ Eˆ, (15)
which implies |〈φ,C(λ, v)/‖C(λ, v)‖〉| δ by (9); on the other hand, ‖C(λ, v)‖m(λ) N .
This proves claim (b).
Now we are going to construct a continuous mapping on ¯+ × G¯ in four steps.
Step 1. Let B ≡ {v ∈ Y : ‖v‖ lim supμ→Λ M(μ)+ b}. Then the set
{Λ} × (∂G ∩B) ⊂ Z(Λ,∂G)
is closed, and by claim (b),
C
({Λ} × (∂G ∩B))⊂ Eφ(N, δ), (16)
on which T is continuous by (P1) of Lemma 3.3. Hence, T C is continuous on {Λ} × (∂G ∩ B)
and has a continuous extension denoted by h to the set {Λ} × (G¯ ∩ B) by the Dugundji theorem
[3, p. 163] such that
h(Λ,v) = T C(Λ,v) for v ∈ ∂G ∩B, (17)
h
({Λ} × (G¯ ∩B))⊂ co[T C({Λ} × (∂G ∩B))]⊂ T Eφ(N, δ), (18)
where we have used (16) and (P3) of Lemma 3.3.
Step 2. For λΛ, define g by
g(λ, v) =
{
h(λ, v) for λ = Λ, v ∈ G¯ ∩B,
T C(λ, v) for (λ, v) ∈ Z(Λ,∂G). (19)
g is well defined since h(Λ,v) = T C(Λ,v) for v ∈ ∂G∩B . g is also continuous since it consists
of two continuous operators defined on the closed sets. Thereby g can be continuously extended
to [Λ,∞)× G¯ such that
g
([Λ,∞)× G¯)⊂ co{T C(Z(Λ,∂G))}⊂ T (Eφ(N, δ)) (20)
because of claim (b) and the convexity of T (Eφ(N, δ)).
Step 3. For λ ∈ [0,Λ], define
gˆ(λ, v) =
{
T −1h(λ, v) for λ = Λ, v ∈ G¯ ∩B,
C(λ, v) for λ ∈ [0,Λ], v ∈ ∂G ∩B. (21)
gˆ is well defined since T −1h(Λ,v) = C(Λ,v) for v ∈ ∂G ∩ B . gˆ is also continuous. In the case
that C(0, v) = 0 for v ∈ ∂G, we add the condition gˆ(0, v) = 0 for v ∈ G¯ ∩ B (for the proof of
Remark 3.2). Therefore gˆ can be continuously extended to [0,Λ] × (G¯ ∩B) satisfying
gˆ
([0,Λ] × (G¯ ∩B))⊂ co{C([0,Λ] × (B ∩ ∂G))∪ T −1 co[T C({Λ} × (B ∩ ∂G))]} (22)
by (21) and (18).
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C˜(λ, v) =
{
T −1g(λ, v) for (λ, v) ∈ [Λ,∞)× G¯,
gˆ(λ, v) for (λ, v) ∈ [0,Λ] × (G¯ ∩B). (23)
C˜ is well defined since gˆ(Λ,v) = T −1h(Λ,v) = T −1g(Λ,v) for v ∈ G¯ ∩ B by (19) and (21).
C˜ is also continuous on a closed set and can be continuously extended to ¯+ × G¯. We denote
such an extension by the same notation C˜.
We show that C˜ has the desired properties. For v ∈ ∂G ∩B , we have
C˜(λ, v) =
{
T −1g(λ, v) = T −1h(λ, v) = C(λ, v) if λ = Λ,
gˆ(λ, v) = C(λ, v) if λ ∈ [0,Λ),
which leads to (3). Combining (20) and (23) lead to C˜([Λ,∞) × G¯) ⊂ Eφ(N, δ), which im-
plies (4), and which with (10) leads to (2). To show (5), note that for any y ∈ T −1 co[T C({Λ} ×
(B ∩ ∂G))] in (22), there exist some w ∈ Y such that
w = Ty and w =
n∑
k=1
βkT yk,
where n is an integer, each yk ∈ C({Λ} × (B ∩ ∂G)) ⊂ Eφ(N, δ) and each βk ∈ (0,1) such that∑n
k=1 βk = 1. By (P3) and (P2) of Lemma 3.3,
y ∈ T −1 co{T Eφ(N, δ)}⊂ Eφ(N, δ),
therefore 〈φ,y〉 = 0 and according to (P1) of Lemma 3.3,
‖y‖ = 〈φ,T y〉 = 〈φ,w〉 =
〈
φ,
n∑
k=1
βkT yk
〉
=
n∑
k=1
βk〈φ,T yk〉 =
n∑
k=1
βk‖yk‖,
which implies
‖y‖max
k
‖yk‖ sup
v∈B∩∂G
∥∥C(Λ,v)∥∥.
Consolidating this and (22) leads to (5).
Finally, if C is compact on [0,∞) × ∂G, then C([0,Λ] × (B ∩ ∂G)) is a precompact set, so
is T −1 co[T C({Λ} × (B ∩ ∂G))] because T and T −1 are continuous and the convex hull of a
compact set in a Banach space is precompact. By (23) and (22), C˜([0,Λ] × (G¯ ∩ B)) lies in a
compact set. This proves the compactness of the operator C˜ on [0,Λ] × (G¯ ∩B). 
4. Proof of main results
Proof of Theorem 2.1. Under the assumptions, X∗ is strictly convex [1, Proposition 2.7, p. 49]
and the normalized dual mapping J is bi-continuous on X. Because (A + J )−1 is compact on
X∗, the set G ≡ (A+J )(D(A)∩D) ⊂ X∗ is open with 0 ∈ G, which has the nonempty boundary
∂G ⊂ (A+ J )(D(A)∩ ∂D) and G¯ ⊂ (A+ J )(D(A)∩ D¯), (24)
according to [6, Lemma 1.1]. Let Cˆ(λ, v) = C(λ, (A + J )−1v) for (λ, v) ∈ ¯+ × ∂G. Cˆ is ob-
viously continuous, further, it is easy to see the compactness of the operator Cˆ. Actually let
{(λn, vn)} be any sequence in a bounded subset of ¯+ × ∂G with the natural product topology.
Then the bounded sequence {λn} has a convergent subsequence, the sequence {vn} is bounded
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Hence the sequence Cˆ(λn, vn) = C(λn, (A+ J )−1vn) has a convergent subsequence.
Define
m(λ) = inf
v∈∂G
∥∥Cˆ(λ, v)∥∥ and M(λ) = sup
v∈∂G
∥∥Cˆ(λ, v)∥∥.
Then M(λ) supu∈D(A)∩∂D ‖C(λ,u)‖ < ∞ for each λ 0. By condition (ii) and (24), we have
m(λ)mλ → ∞ as λ → ∞. Let b be a number and
sup
u∈D
‖u‖X < b, where ‖ · ‖X is the norm of X. (25)
Because ∂G is a subset of (A+ J )(D(A)∩ ∂D),
Eˆ =
{
Cˆ(λ, v)
/∥∥Cˆ(λ, v)∥∥: v ∈ ∂G, λΛ0, ‖v‖ 2 lim sup
μ→λ
M(μ)
}
⊂ E,
and zero is not in the weak closure of the set E by assumptions. Thus, the conditions (i∗) and (ii∗)
of Proposition 3.1 hold with C and Y replaced by Cˆ and X∗, respectively.
Let {Nk}∞k=1 be a sequence of numbers such that Nk → ∞ as k → ∞. We may assume that
each Nk > max{b,m(Λ0)}. Now we can apply Proposition 3.1 and conclude that there exists a
set E ⊂ X∗, whose weak closure does not contain zero and that, for each Nk , there exist a number
Λk Λ0 and a continuous operator Ck : ¯+ × G¯ → X∗ having properties:{
Ck(λ, v)
/∥∥Ck(λ, v)∥∥: v ∈ G¯, λΛk}⊂ E, (26)
Ck(λ, v) = Cˆ(λ, v) for (λ, v) ∈ ¯+ × (∂G ∩Bk), (27)∥∥Ck(λ, v)∥∥Nk for (λ, v) ∈ [Λk,∞)× G¯, (28)
sup
(λ,v)∈[0,Λk]×(G¯∩B)
∥∥Ck(λ, v)∥∥ sup
(λ,v)∈[0,Λk]×(∂G∩Bk)
∥∥Cˆ(λ, v)∥∥, (29)
where Bk = {v ∈ Y : ‖v‖ rk} with rk = lim supλ→Λk M(λ)+b. Furthermore, Ck is compact on
[0,Λk] × (G¯ ∩Bk). By Remark 3.2, we have
Ck(0, v) = 0 for v ∈ G¯ ∩Bk. (30)
Suppose that there exists a sequence {vk} ⊂ G¯ and λk Λk such that
vk −Ck(λk, vk)− J (J +A)−1vk = 0. (31)
Let yk = (J + A)−1vk and wk ∈ Ayk be such that vk = Jyk + wk . Then (31) becomes wk =
Ck(λk, vk), thereby
‖wk‖ =
∥∥Ck(λk, vk)∥∥Nk → ∞ as k → ∞.
However, by the property (A(0)∞ ) of A
E  Ck(λk, vk)
/∥∥Ck(λk, vk)∥∥= wk/‖wk‖ ⇀ 0,
which is contrary to the property of E . We conclude that there must exist a number Λ ∈ {Λk} and
a continuous operator C˜ ∈ {Ck} as well as r ∈ {rk} such that
v − C˜(λ, v)− J (J +A)−1v = 0 for λΛ and v ∈ G¯, (32)
and that (27)–(30) hold with Ck , Λk , rk and Bk replaced by C˜, Λ, r and B¯ , respectively, where
B = {v ∈ X∗: ‖v‖ < r}.
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H(t, v) = C˜(tΛ,v)+ J (A+ J )−1v, (t, v) ∈ [0,1] × G ∩B.
I −H(t, ·) is a compact displacement of the identity, and according to (32) the Leray–Schauder
degree
d
(
I −H(1, ·),G ∩B,0)= 0. (33)
We will show that d(I − H(0, ·),G ∩ B,0) > 0. To achieve this we have to show that v −
H(0, v) = 0 for v ∈ ∂(G ∩ B). Indeed, ∂(G ∩ B) ⊂ ∂G ∪ (G ∩ ∂B); in the case of v ∈ ∂G,
we have (A+ J )−1v ∈ D(A)∩ ∂D and
v −H(0, v) = v − J (A+ J )−1v ∈ A(A+ J )−1v ⊂ A(D(A)∩ ∂D)/0;
in the other case v ∈ ∂B , we have ‖v‖ = r and by (25)∥∥v −H(0, v)∥∥ ‖v‖ − ∥∥J (A+ J )−1v∥∥= ‖v‖ − ∥∥(A+ J )−1v∥∥
X
> r − b 0.
Hence, d(I −H(0, ·),G∩B,0) is well defined and positive since 0 ∈ G∩B and 0−H(0,0) = 0.
Hence, there exist number t0 ∈ (0,1) and v0 ∈ ∂(G ∩B) such that v0 −H(t0, v0) = 0. Claim that
v0 /∈ ∂B , otherwise we would have a contradiction:
0 = ∥∥v0 − C˜(t0Λ,v0)− J (A+ J )−1v0∥∥> r − sup
λ∈[0,Λ]
M(λ)− b
 r − lim sup
λ→Λ
M(λ)− b 0,
where we have used (6). We conclude that v0 ∈ ∂G. Let λ0 = t0Λ and u0 = (A + J )−1v0. Then
u0 ∈ D(A) ∩ ∂D by (24) and v0 ∈ Au0 + Ju0, thereby C˜(λ0, v0) = Cˆ(λ0, v0) = C(λ0, u0) by
(27), and
0 = v0 −H(t0, v0) = v0 −C(λ0, u0)− Ju0 ∈ Au0 −C(λ0, u0).
This finishes the proof of Theorem 2.1. 
Theorem 2.2 can be proved similarly as above, where X is real reflexive, strictly convex, and
Proposition 3.1 can be applied.
5. An application
The following nonlinear elliptic operators cited from [7, pp. 461–467] have been modified to
serve as an applications of Theorem 2.1. For our purpose, the conditions (A1) and (A2) are the
same as that of [7], but the conditions on the operator Cγ are significantly changed. Let Ω be a
bounded open set in n with boundary ∂Ω of class Cm+1. The following standard notations are
used: α = (α1, α2, . . . , αn) denotes a multi-index with nonnegative integer coordinates, the sum
of which is denoted by |α|;
Dαu(x) = (∂x1)α1 · · · (∂xn)αnu(x), D(m)u(x) =
{Dαu(x): |α| = m},
and N(m) is the number of different multi-indices α such that |α| = m.
Now given a bounded open subset D ⊂ Hm−10 (Ω) with 0 ∈D, consider the problem whether
there exists a weak solution pair λ > 0 and u ∈ ∂D to the equation∑
(−1)αDαAα
(
x,Dmu)− ∑ (−1)γDγ Cγ (λ,x,u, . . . ,D(m−1)u)= 0, (34)|α|=m |γ |<m
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(A1) Aα(x, ξ (m)) are defined and differentiable w.r.t. all their arguments for x and ξ (m) =
{ξβ : |β| = m}. In addition, Aα(x,0) ≡ 0 provided |α| = m;
(A2) there exist positive constants K1 and K2 such that∑
|α|=|β|=m
∂ξβAα
(
x, ξ (m)
)
ηαηβ K1
∑
|α|=m
η2α,
∑
|α|=|β|=m
∣∣∂ξβAα(x, ξ (m))∣∣K2,
∑
|α|=m
n∑
i=1
∣∣∂xiAα(x, ξ (m))∣∣K2(1 + ∣∣ξ (m)∣∣);
Cγ with |γ | < m are the real functions on [0,∞)× Ω¯ ××· · ·×N(m−1) satisfy the following
conditions:
(C1) Cγ (λ, x,u, . . . ,D(m−1)u) are defined and continuous for λ 0, x ∈ Ω¯ and u ∈ ∂D, more-
over, Cγ (0, x, u, . . . ,D(m−1)u) ≡ 0;
(C2) there exist a positive function f (λ) and a continuous C′γ (x,u, . . . ,D(m−1)u) for x ∈ Ω¯ and
u ∈ ∂D such that f (λn) → ∞ if and only if a sequence λn → ∞, and that
∣∣Cγ (λ,x,u, . . . ,D(m−1)u)∣∣ f (λ)
(
1 +
∑
|β|<m
∣∣Dβu(x)∣∣),
lim
λ→∞
1
f (λ)
Cγ
(
λ,x,u, . . . ,D(m−1)u)= C′γ (x,u, . . . ,D(m−1)u),
where the last limit is uniform w.r.t. x ∈ Ω , u ∈ ∂D;
(C3) there exist a function w0 ∈ C∞0 (Ω) and a continuous function C′′(x), x ∈ Ω¯ , such that the
inequalities∑
|γ |<m
C′γ
(
x,u, . . . ,D(m−1)u)Dγ w0(x) C′′(x) and
∫
Ω
C′′(x) dx > 0, (35)
where x ∈ Ω¯ , u ∈ ∂D.
As having seen, the conditions (Ci ), i = 1,2,3, are valid only for those u on the bound-
ary of D. Let X be the Sobolev space Hm−10 (Ω). Define A :X ⊃ D(A) → X∗ with D(A) =
Hm0 (Ω)∩Hm+1(Ω) by
〈Au,φ〉 = −
∑
|α|=m, |α′|=1
∫
Ω
Dα′Aα
(
x,Dmu)Dα−α′φ(x)dx, φ ∈ X, (36)
where α′ = (α′1, . . . , α′n) is a multi-index of length one. The assumptions (A1) and (A2) on
Aα are exactly the same as that of [7, p. 461], where it proved the following properties of A
(Lemma 3 and proof in [7, p. 465], and the compactness of (J +A)−1 can be proved in the same
way as A−1).
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from D(A) to X∗ and satisfies condition (A(0)∞ ). Moreover, (J +A)−1 :X∗ → D(A) is compact.
Let the operator C : [0,∞)× (D(A)∩ ∂D) → X∗ be defined by〈
C(λ,u),φ
〉= ∑
|γ |<m
∫
Ω
Cγ
(
λ,x,u, . . . ,D(m−1)u)Dγ φ(x) dx, ∀φ ∈ X. (37)
Now Eq. (34) can be written as
Au−C(λ,u) = 0, (λ,u) ∈ ¯+ ×
(
D(A)∩ ∂D). (38)
We are going to apply Theorem 2.1 so as to extend Theorem 7 in [7]. By conditions (C1) and
(C2), the operator C is well defined and continuous, and there exists a constant C1 independent
from λ and u such that∣∣〈C(λ,u),φ〉∣∣ f (λ) ∑
|γ |<m
∫
Ω
(
1 +
∑
|β|<m
∣∣Dβu(x)∣∣)∣∣Dγ φ(x)∣∣dx
C1f (λ)‖φ‖m−1, ∀φ ∈ X, u ∈ ∂D.
Thereby∥∥C(λ,u)∥∥∗  C1f (λ), ∀u ∈ ∂D, (39)
where ‖ · ‖∗ and ‖ · ‖k denote the norms of X∗ and Hk(Ω), respectively. The conditions on f (λ)
in (C2) implies that
lim sup
μ→λ
f (μ) < ∞ if λ < ∞.
Let w0 be the function defined in (C3). Let q = 1 + N(1) + · · · + N(m − 1) and choose a
number  > 0 satisfying∫
Ω
C′′(x) dx > q|Ω|1/2‖w0‖m−1,
where |Ω| is the measure of the set Ω . By virtue of (C2), there exists a number Λ such that for
λΛ
C
(
λ,x,u, . . . ,D(m−1)u
)= f (λ)(C′(x,u, . . . ,D(m−1)u)+R),
where R = R(x,u, . . . ,D(m−1)u) satisfies |R| <  for x ∈ Ω¯ and u ∈ ∂D. Then〈
C(λ,u),w0
〉= f (λ) ∑
|γ |<m
∫
Ω
(
C′
(
x,u, . . . ,D(m−1)u
)+R)Dγ w0 dx
 f (λ)
(∫
Ω
C′′(x) dx − 
∑
|γ |<m
∫
Ω
∣∣Dγ w0∣∣dx
)
 f (λ)
(∫
Ω
C′′(x) dx − q|Ω|1/2‖w0‖m−1
)
,
and there exists a constant C2 independent from λ and u such that〈
C(λ,u),w0
〉
C2f (λ), ∀λΛ, u ∈ ∂D.
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and the condition (ii) of Theorem 2.1 holds. To check its condition (i), let {λn} and {un} be
arbitrary sequence satisfying
λn Λ, un ∈ ∂D ∩D(A) and Aun + Jun  2C1 lim sup
μ→λn
f (μ).
Note that supu∈∂D ‖C(μ,u)‖∗ C1f (μ) by (39). In the case {λn} is bounded, then the compact-
ness of (A+J )−1 implies the compactness of the sequence {un}, then {C(λn,un)‖C(λn,un)‖−1}
has a subsequence converging to nonzero limit; in the case {λn} is unbounded,〈
C(λn,un)
‖C(λn,un)‖∗ ,w0
〉
 C2f (λ)
C1f (λ)‖w0‖m−1 =
C2
C1‖w0‖m−1 > 0.
Hence, zero is not in the weak closure of {un}, and the condition (i) of Theorem 2.1 holds. It is
easy to check other conditions of Theorem 2.1 hold. Thus, we have shown the following result.
Theorem 5.2. Let Ω be a bounded open set in n with boundary ∂Ω of class Cm+1. Let D
be a bounded open set of Hm−10 (Ω) and 0 ∈ D. Assume that real functions Aα(x,D(m)u) with
|α| = m satisfy the conditions (A1) and (A2), and that real functions Cγ (λ, x,u, . . . ,D(m−1)u)
with |γ |  m satisfy the conditions (C1)–(C3) for u ∈ ∂D. Then there exists λ0 ∈ (0,∞) and
u0 ∈ ∂D ∩Hm0 (Ω)∩Hm+1(Ω) satisfying the eigenvalue problem∑
|α|=m
(−1)αDαAα
(
x,Dmu0
)− ∑
|γ |<m
(−1)γDγ Cγ
(
λ0, x,u0, . . . ,D(m−1)u0
)= 0. (40)
6. Proof of Lemma 3.3
Lemma 6.1. Let (Y,‖ · ‖) be a real, strictly convex Banach space and ξ and η be two distinct
unit vectors in Y . Then for any nonzero number λ∥∥λξ + (1 − λ)η∥∥ = 1 unless λ = 1. (41)
Proof. (41) holds if λ ∈ (0,1) by the strict convexity of Y . Let ζ = λξ + (1−λ)η. Then ζ equals
neither ξ nor η if λ = 1. We can write ξ = λ−1ζ + (1 − λ−1)η if λ > 1, or (1 − λ)−1ζ − λ×
(1 − λ)−1ξ = η if λ < 0, (41) holds in either case by the same reason. 
Proof of Lemma 3.3. Since φ = 0, the null space of the functional φ is of codimension one
[8], there exists η ∈ Y such that 〈φ,η〉 = 0 and that ‖η‖ = 1. Let D(T ) = {y ∈ Y : 〈φ,y〉 = 0}.
T is obviously continuous for y ∈ D(T ), which implies y = 0. Because the choice of η, we have
〈φ,T y〉 = ‖y‖ for y ∈ D(T ). This is (P1).
To show that T −1 is single-valued on D(T ), suppose Ty = T z for y, z ∈ D(T ). Then ‖y‖ =
〈φ,T y〉 = 〈φ,T z〉 = ‖z‖, and Ty = T z is equivalent to
y
‖y‖ − η = λ
(
z
‖z‖ − η
)
with λ = 〈φ,y/‖y‖〉〈φ, z/‖z‖〉 = 0, (42)
that is,
y
‖y‖ = λ
z
‖z‖ + (1 − λ)η. (43)
By Lemma 6.1 we conclude that λ = 1 and y/‖y‖ = z/‖z‖, thereby y = z.
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as n → ∞. Then ‖yn‖ = 〈φ,T yn〉 → 〈φ,T z〉 = ‖z‖ = 0 and
1
λn
(
yn
‖yn‖ − η
)
→ z‖z‖ − η with λn =
‖z‖
‖yn‖
〈φ,yn/‖yn‖〉
〈φ, z/‖z‖〉 , (44)
where |〈φ,yn/‖yn‖〉/〈φ, z/‖z‖〉| ∈ [δ,1/δ]. Therefore we can assume that λn → λ = 0 by pass-
ing to a subsequence if necessary and have
yn
‖yn‖ → η + λ
(
z
‖z‖ − η
)
= λ z‖z‖ + (1 − λ)η,
the norm of whose left-most side is one, so is whose right-most side. By Lemma 6.1 again, we
conclude that λ = 1 and yn/‖yn‖ → z/‖z‖ and so yn → z. This is (P2).
To show (P3), let w ∈ co(T (Eφ(N, δ))) and w =∑nk=1 βkT yk , where n is a positive integer,
yk ∈ Eφ(N, δ) and βk ∈ (0,1) with ∑nk=1 βk = 1 for k = 1,2, . . . , n. Note that∣∣〈φ,yk/‖yk‖〉∣∣ δ for k = 1,2, . . . , n, (45)
〈φ,w〉 =
n∑
k=1
βk〈φ,T yk〉 =
n∑
k=1
βk‖yk‖
n∑
k=1
βkN = N > 0, (46)
which implies that w = 0. Let α be a nonzero number and |α| < δ, and define the function
f (α) = ∥∥αw/〈φ,w〉 + η∥∥.
f (α) is continuous in α. Let
γk = βk‖yk‖〈φ,w〉 and μk ≡
α
〈φ,yk/‖yk‖〉 , k = 1,2, . . . , n;
we have γk > 0 and
∑n
k=1 γk = 1 by (46) and |μk| ∈ (0,1) by (45), therefore,
f (α) =
∥∥∥∥∥α
n∑
k=1
βkT yk
〈φ,w〉 + η
∥∥∥∥∥=
∥∥∥∥∥
n∑
k=1
γkμk
(
yk
‖yk‖ − η
)
+ η
∥∥∥∥∥

n∑
k=1
γk
∥∥∥∥μk
(
yk
‖yk‖ − η
)
+ η
∥∥∥∥
=
( ∑
μk>0
+
∑
μk<0
)
γk
∥∥∥∥μk yk‖yk‖ + (1 −μk)η
∥∥∥∥

∑
μk>0
γk
∥∥∥∥μk yk‖yk‖ + (1 −μk)η
∥∥∥∥+ ∑
μk<0
γk
(
2 −
∥∥∥∥|μk| yk‖yk‖ +
(
1 − |μk|
)
η
∥∥∥∥
)
=
n∑
k=1
γk · sign(μk)
∥∥∥∥|μk| yk‖yk‖ +
(
1 − |μk|
)
η
∥∥∥∥+ 2 ∑
μk<0
γk.
Because each μk has the opposite sign if α is replaced by −α, we have
f (α)+ f (−α) 2
n∑
γk = 2.
μk=1
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∥∥∥∥= f (α) = 1 and
∥∥∥∥−α w〈φ,w〉 + η
∥∥∥∥= f (−α) = 1,
and by the strict convexity of Y ,
1 = ‖η‖ =
∥∥∥∥12
(
α
w
〈φ,w〉 + η
)
+ 1
2
(
−α w〈φ,w〉 + η
)∥∥∥∥< 1,
which is a contradiction. Furthermore,
f (±1) ∣∣〈φ,±w/〈φ,w〉 + η〉∣∣= 1,
thereby there exists number αw ∈ [δ,1] ∪ [−1,−δ] such that f (αw) = 1. Let
yw = αww + 〈φ,w〉η. (47)
We have by (46) that
‖yw‖ =
∥∥αww + 〈φ,w〉η∥∥= f (αw)〈φ,w〉 = 〈φ,w〉 and 〈φ,w〉N,〈
φ,yw/‖yw‖
〉= 〈φ, αww − 〈φ,w〉η〈φ,w〉
〉
= αw and |αw| δ,
which means yw ∈ Eφ(N, δ), and
w = yw − 〈φ,w〉η
αw
= yw − ‖yw‖η〈φ,yw/‖yw‖〉 = Tyw.
Thus T (Eφ(N, δ)) is convex. To show its closedness, let yn ∈ Eφ(N, δ) and Tyn → w. Then
N  ‖yn‖ = 〈φ,T yn〉 → 〈φ,w〉, and {〈φ,yn/‖yn‖〉} is bounded and has a subsequence con-
verging to some α with |α|  δ. By virtue of the structure of Tyn, yn → y ≡ αw + 〈φ,w〉η
along such a subsequence, which in turn implies that ‖y‖ = 〈φ,w〉  N and 〈φ,y/‖y‖〉 = α.
Thus y ∈ Eφ(N, δ) and w = (y − 〈φ,w〉η)/α = Ty. This proves (P3). 
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