Abstract. In 1955 Dye proved that two von Neumann factors not of type I2n are isomorphic (via a linear or a conjugate linear˚-isomorphism) if and only if their unitary groups are isomorphic as abstract groups. We consider an analogue for C˚-algebras. We show that the topological general linear group is a classifying invariant for simple, unital AH-algebras of slow dimension growth and of real rank zero, and the abstract general linear group is a classifying invariant for unital Kirchberg algebras in UCT.
Introduction
Since the introduction of the Elliott invariant as a classifying invariant for C˚-algebras the classification program for C˚-algebras has been rapidly evolving. New invariants where introduced to enrich the program, some more general, and other tailored to specific applications.
For a large class of simple, amenable, unital, separable C˚-algebras, AlRawashdeh, Booth and the first named author showed in [1] that their unitary group forms a classifying invariant: From an isomorphism of the unitary group of such algebras, they deduced an isomorphism of their Elliott invariant.
In this paper we look at the general linear group (i.e. the group of invertible elements) of a unital C˚-algebras as invariant. We extend the result of [1] by replacing the unitary group by the general linear group of a unital C˚-algebras. For each unital C˚-algebra A we will denote its general linear group by GLpAq and its set of idempotents by IpAq (see Notation 2.1).
Given two unital C˚-algebras A, and B, and a bijection ϕ : GLpAq Ñ GLpBq between their general linear groups, the formula 1´2θ ϕ peq " ϕp1´2eq, e P IpAq, induces a bijection θ ϕ : IpAq Ñ IpBq between the set of idempotents of A and B. This map is not in general an orthoisomorphism of idempotents (i.e. a bijective map which preserves orthogonality of commuting idempotents). It turns out that in many cases θ ϕ is essentially an orthoisomorphism. More precisely, generalising the notion of oddly decomposability given in [1] (see definition 3.1), we show in Theorem 3.5 that there exist a partitioning of the non-trivial elements IpAq into two set I o , Iō, such that the mapθ ϕ : IpAq Ñ IpBq defined byθ ϕ peq "
if e P I o 1´θ ϕ peq, if e P Iō 1, if e " 1 0, if e " 0 is an orthoisomorphism. Using the mapsθ ϕ and ϕ between the idempotents and invertibles of A and B we construct appropriate homomorphisms from K 0 pAq to K 0 pBq and from K 1 pAq to K 1 pBq and invoke on classification to show A is isomorphic to B. By investing which C˚-algebras are oddly decomposable we prove the following two main results (i) Let A and B be simple, unital AH-algebras of slow dimension growth and of real rank zero. Then A and B are isomorphic if and only if their general linear groups are topologically isomorphic. (ii) Let A and B be unital Kirchberg algebras in UCT. Then A and B are isomorphic if and only if their general linear groups are isomorphic as abstract groups. In the case the algebras A and B are simple and finite dimensional we refer to [21] by Schreier and Van der Waerden (see also [12, 15, 22] for related results).
Properties of the induced map θ ϕ
Let A and B be two unital C˚-algebras. If ϕ : GLpAq Ñ GLpBq is a group homomorphism between the general linear groups of A and B, then ϕ defines a map θ " θ ϕ : IpAq Ñ IpBq by setting 1´2θ ϕ peq " ϕp1´2eq, e P IpAq.
A simple computation shows that θ ϕ peq is an idempotent for each e P IpAq making θ ϕ well defined. Moreover, if ϕ is a bijection of invertibles-or simply if ϕ restricts to a bijection of symmetries (s 2 " 1)-it follows that θ ϕ is a bijection of idempotents. The following additional properties of the map θ can be easily checked (see [1, 8] ). Proposition 2.1. Let A and B be unital C˚-algebras, ϕ : GLpAq Ñ GLpBq be a group isomorphism and θ be the induced map between idempotents. Then (i) θpueu´1q " ϕpuqθpeqϕpuq´1, (ii) θp0q " 0, (iii) if e, f P IpAq commute, then so do θpeq and θpf q in IpBq, (iv) θpe△f q " θpeq△θpf q, where △ denotes the symmetric difference of commuting idempotents, i.e. e△f " e`f´2ef .
If the center ZpBq of a unital C˚-algebra B is reduced to the scalars, and ϕ : GLpAq Ñ GLpBq is as above, then ϕp´1q "´1. Indeed, note that 1 is a central element which is not 1, but its product with itself equals 1. The same is true for ϕp´1q. As a consequence, we get the following lemma, cf. [1, 8] :
Lemma 2.2. Let A and B be unital C˚-algebras, whose center ZpBq " C1. Let ϕ : GLpAq Ñ GLpBq be a group isomorphism and θ : IpAq Ñ IpBq be as above. Then θp1q " 1, and for each e P IpAq, θp1´eq " 1´θpeq.
To simplify notation, let us introduce the following: Notation 2.1. piq The quadruple pA, B, ϕ, θq will denote a pair of simple unital C˚-algebras A and B, a group isomorphism ϕ : GLpAq Ñ GLpBq, and the induced bijection θ : IpAq Ñ IpBq.
piiq Let A be a unital C˚-algebra. Denote by IpAq the set of idempotents in A, and by Ć IpAq the set IpAqzt0, 1u of non-trivial idempotents in A. piiiq Let A be a unital C˚-algebra. Denote by GLpAq the general linear group of invertible elements in A.
Definition 2.1. Let A be a unital C˚-algebra. We say that two idempotents e, f P IpAq are similar, denoted e " s f , if there exist u P GLpAq such that f " ueu´1.
The following lemma is a generalisation of [8, Lemma 10] to simple, unital C˚-algebras. Lemma 2.3. Let pA, B, ϕ, θq be as in (2.1). Then for each fixed e P IpAq ϕpλe`1´eq P Cθpeq`Cθp1´eq, λ P Czt0u.
Proof. Fix λ P Czt0u and set x :" ϕpλe`1´eq. Since every idempotent in B is similar to projection (cf. [2, Proposition 4.6.2]) we can choose u P GLpBq such that q " uθpequ´1 is a projection. For any subset S Ď B, let S 1 denote its relative commutant in B, and S 2 its (relative) bicommutant. We show that uxu´1 P tqu 1 . Since q " uθpequ´1 we just need to show that xθpeq " θpeqx. This follows from xϕp1´2eq " ϕp1´2eqx.
We show uxu´1 P tqu 2 . Fix b P tqu 1 . Since q is selfadjoint tqu 1 is a C˚-subalgebra of B and contains unitary elements ϕpu 1 q, . . . , ϕpu 4 q that span b, for some u 1 , . . . , u 4 P GLpAq. Since ϕpu i q P tqu 1 commutes with q " uθpequ´1 we have that u´1ϕpu i qu commutes with θpeq and with ϕp1´2eq. This implies that ϕ´1pu´1qu i ϕ´1puq commutes with 1´2e, with e and with λe`1´e. We now have that u´1ϕpu i qu commutes with x " ϕpλe`1´eq. Therefore ϕpu i q commutes with uxu´1, and b commutes with uxu´1. Since b was an arbitrary element in tqu 1 we conclude that uxu´1 commutes with every element in tqu 1 , i.e. uxu´1 P tqu 2 .
Since q is a projection tqu 2 X tqu 1 " Cq`Cp1´qq, using the fact that B is simple so the hereditary C˚-subalgebra qBq is simple and consequently has centre Cq (similarly for 1´q). Multiplying uxu´1 on the left by u´1 and on the right by u we see that x P Cθpeq`Cθp1´eq. Lemma 2.4. Let pA, B, ϕ, θq be as in (2.1). Then for each fixed e P Ć IpAq there exist group homomorphisms a e , b e : Czt0u Ñ Czt0u such that ϕpλe`1´eq " a e pλqθpeq`b e pλqθp1´eq, λ P Czt0u.
Proof. Fix λ P Czt0u. Since e P Ć IpAq the elements θpeq and θp1´eq are nonzero and linearly independent (cf. Lemma 2.2). Using Lemma 2.3 we therefore have unique coefficients a, b P C such that ϕpλe`1´eq " aθpeq`bθp1´eq.
Assuming b " 0 we obtain ϕpλe`1´eq 2 " a 2 θpeq " aϕpλe`1´eq. Hence aθpeq " ϕpλe`1´eq " a1 " aθp1q. This contradicts injectivity of θ or ϕpλe`1´eq being invertible. By symmetry both a, b P Czt0u.
It is easy to see that a e , b e are multiplicative and unital using that λ Þ Ñ ϕpλe`1´eq is multiplicative and unital. We conclude both maps are group homomorphisms.
Let C˚denote the group pCzt0u,¨q. Since the maps a e , b e are group homomorphism of C˚we will use their (multiplicative) inverses without any further explanation. To each e P Ć IpAq, we associate the pair of maps pa e , b e q and the group homomorphism c e :" a e b´1 e of C˚. Moreover, we denote by " c the equivalence relation on Ć IpAq, given by:
e " c f iff c e " c f Proposition 2.5. Let pA, B, ϕ, θq be as in (2.1). Then for each e P Ć IpAq
Proof. The proof of [1, Proposition 2.7] generalises (left to reader). Definition 2.2. Two or more idempotents in a C˚-algebra A are orthogonal provided that any two of these idempotents commute and their product is equal to zero. Lemma 2.6. Let pA, B, ϕ, θq be as in (2.1). Suppose that e, f P Ć IpAq are two orthogonal idempotents in A. Then θpe`f q " θpeqθp1´f q`θp1´eqθpf q θp1´e´f q " θpeqθpf q`θp1´eqθp1´f q
Proof. The proof of [1, Lemma 2.3] does not directly generalise, so we include a short proof: Using Proposition 2.1 and Lemma 2.2 we have θpe`f q " θpeq△θpf q " θpeq`θpf q´2θpeqθpf q " θpeqθp1´f q`θp1´eqθpf q.
The second equality follows by subtracting both sides of the above equality from 1. 
Proof. Since ϕpλe`1´eqϕpλf`1´f q " ϕpλpe`f q`1´pe`ffor λ ‰ 0, Lemma 2.4 ensures that
Multiplying this equality by the four idempotents θpeqθpf q, θp1´eqθpf q, θp1´eqθpf q θpeqθp1´f q, and using Lemma 2.6, we obtain the following four equations a e a f θpeqθpf q " b e`f θpeqθpf q (2.1)
Consider the following properties
We claim that p2.7q, p2.8q ô c e " c f p2.5q, p2.6q ô c e " c´1 f p2.6q, p2.8q ô c e " c e`f p2.5q, p2.7q ô c e " c´1 e`f
Going from left to right is straight forward. To go from right to left one simply adds two of the equations (2.1)-(2.4), possibly with coefficients. For example if c e " c f then a e b f " b e a f . By Lemma 2.6 the equality p2.3q`p2.4q, where we add each side separately, reduces to a e b f θpe`f q " b e a f θpe`f q " a e`f θpe`f q.
Hence (2.7), and (2.8) both hold. The remaining three equivalences are obtained similarly using p2.1q`p2.2q, a e¨p 2.2q`b e¨p 2.3q, and b e¨p 2.1qà e¨p 2.3q. We obtain p2.6q, p2.7q, p2.8q ô c e " c f " c e`f p2.5q, p2.7q, p2.8q ô c e " c f " c´1 e`f p2.5q, p2.6q, p2.8q ô c e " c´1 f " c e`f p2.5q, p2.6q, p2.7q ô c e " c´1 f " c´1 e`f
We now show that θpeqθpf q " 0 if and only if c e " c f " c e`f . The other three equivalences follow from similar calculations. Suppose first that θpeqθpf q " 0. Suppose for contradiction that c e " c f " c e`f does not hold. Then one of (2.6), (2.7), or (2.8) does not hold. Hence θpeqθp1´f q " 0, θp1´eqθpf q " 0, or θp1´eqθp1´eq " 0. Adding this to θpeqθpf q " 0 Lemma 2.6 gives θpeq " 0, θpf q " 0, or θp1´e´f q " 0.
Conversely suppose that the first equation c e " c f " c e`f above holds. Since c 2 g ‰ 1 for g " e, f, e`f , cf. Proposition 2.5piiq, we obtain that all the other three equations are false. Since (2.6), (2.7), and (2.8) hold, (2.5) must fail. We conclude that θpeqθpf q " 0.
Corollary 2.8. Let pA, B, ϕ, θq be as in (2.1). Suppose that e, f P Ć IpAq are two orthogonal, " c -equivalent, idempotents in A not adding to one. Then precisely one of θpeqθpf q, θp1´eqθp1´f q is zero.
Proof. If both terms are zero then c e`f " c´1 e`f . If both terms are non-zero then (2.5) and (2.6) are true: If (2.5) fails then θpeqθpf q " 0 by (2.1), and similarly for (2.6). Hence c e " c´1 f and by " c -equivalence also c f " c´1 f .
Corollary 2.9. Let pA, B, ϕ, θq be as in (2.1). Suppose that e, f P Ć IpAq are two orthogonal idempotents in A not adding to one. Then precisely one of c e " c e`f , c e " c´1 e`f is true.
Proof. Consider the four equations from Theorem 2.7
Suppose all four equations above are false. Then all (2.5)-(2.8) are true, because if (2.5) fails then θpeqθpf q " 0 (ñ c e " c f " c e`f ) and similarly for (2.6)-(2.8). But then all the four equations above are true. Contradiction. Hence some equation is true so c e " c e`f or c e " c´1 e`f . If c e " c e`f and c e " c´1 e`f we get a contradiction by Proposition 2.5piiq. Definition 2.3. Let pA, B, ϕ, θq be as in (2.1). For any subset S Ď IpAq we say that a map θ : IpAq Ñ IpBq preserves orthogonality (resp. flips orthogonality) on S if θpeqθpf q " 0 (resp. θp1´eqθp1´f q " 0) for any two orthogonal idempotents e and f in S.
Lemma 2.10. Let pA, B, ϕ, θq be as in (2.1). Suppose that e, f, g P Ć IpAq are three orthogonal, " c -equivalent, idempotents in A not adding to one. If θ preserves (resp. flips) orthogonality on a subset of te, f, gu of size two, then θ preserves (resp. flips) orthogonality on all of te, f, gu.
Proof. The proof of [1, Lemma 2.14] does not generalise nicely, so we include a short proof:
(1) Suppose that θpeqθpf q " 0, θpeqθpgq " 0. Assume for contradiction that θp1´f qθp1´gq " 0. By Lemma 2.6 θpeqθpf`gq " θpeq`θpf qθp1´gq`θp1´f qθpgq˘" 0.
Theorem 2.7 implies that c e " c f`g " c e`f`g and c f " c g " c´1 f`g . Hence c 2 f`g " 1, which contradicts Proposition 2.5piiq. We get θp1´f qθp1´gq ‰ 0. By Corollary 2.8 we conclude θpf qθpgq " 0.
(2) Now suppose that θp1´eqθp1´f q " 0, θp1´eqθp1´gq " 0. Assume for contradiction that θpf qθpgq " 0. By Lemma 2.6, θp1´eqθpf`gq " θp1´eq`θpf qθp1´gq`θp1´f qθpgq˘" 0. Theorem 2.7 implies that c e " c´1 f`g " c e`f`g and c f " c g " c f`g . Hence c 2 f`g " 1, which contradicts Proposition 2.5piiq. We get θpf qθpgq ‰ 0. By Corollary 2.8, θp1´f qθp1´gq " 0. (It is evident (1)-(2) are enough.) Lemma 2.11. Let pA, B, ϕ, θq be as in (2.1). Suppose that e, f, g P Ć IpAq are three orthogonal, " c -equivalent, idempotents in A not adding to one. Then e " c f " c g " c e`f`g.
Proof. The proof of [1, Lemma 2.16] generalises. Notice that use of Lemma 2.6, Corollary 2.8 and Lemma 2.10 provides a few line proof similar to the proof for Lemma 2.10 (left to reader).
Oddly decomposable C˚-algebras
Let pA, B, ϕ, θq be as in (2.1), and let " c be the equivalence relation on Ć IpAq introduced in Section 2. We now introduce a sufficient condition on the C˚-algebra A, such that Ć IpAq{ " c has at most two elements.
Definition 3.1. A unital C˚-algebra A is said to be oddly decomposable if for every pair of idempotents e, f P Ć IpAq there is an odd integer n ě 3 and n orthogonal idempotents g 1 , . . . , g n P Ć
IpAq adding to f , such that each g i is similar to some 
Conversely, fix a pair of projections p, q P Azt0, 1u. Assuming odd decomposability in sense of Definition 3.1 there exist an odd integer n ě 3 and n orthogonal idempotents g 1 , . . . , g n P Ć
IpAq adding to q, such that each g i is similar to some
We can select w 1 , . . . , w n P GLpAq such that r i :" w i g i w´1 i , i " 1, . . . , n are orthogonal projections adding to q. We can select projections r 1 1 , . . . , r 1 n in A such that each r 1 i is similar to g 1 i with r 1 i ă p. It follows that each r i is similar and hence also unitarily equivalent (see Lemma 4.1) to r 1 i , making A oddly decomposable in sense of [1] . Notation 3.1. Let A be a unital C˚-algebra and e P Ć IpAq. We define
Lemma 3.1. Let pA, B, ϕ, θq be as in (2.1) with A oddly decomposable. Let e, f P Ć IpAq be two idempotents in A. Then there exist idempotents e 1 , f 1 P Ć IpAq and u P GLpAq such that 
Remark 3.2. Borrowing material from a forthcoming paper [13] let us mention the following result: Let pA, B, ϕ, θq be as in (2.1) with ϕ is continuous.
Lemma 3.3. Let pA, B, ϕ, θq be as in (2.1) with A oddly decomposable. Let e, f P Ć IpAq be two orthogonal idempotents in A not adding to one. Suppose that θ preserves (resp. flips) orthogonality on te, f u. Then θ preserves (resp. flips) orthogonality on all of I ce .
Proof. The proof of [1, Lemma 3.4] generalises. Use of Lemma 2.10 and Lemma 3.1 provides a proof (left to reader).
Lemma 3.4. Let pA, B, ϕ, θq be as in (2.1) with A oddly decomposable. Let e, f P Ć IpAq be two idempotents that are not " c -equivalent. If θ preserves (resp. flips) orthogonality on one of the sets I ce , I c f , then θ flips (resp. preserves) orthogonality on the other set.
Proof. Following [1] notice it suffices to show that θ can not preserve orthogonality on both I ce and I c f . Let us argue why (3.1)-(3.2) suffice: Suppose θ preserves (resp. flips) orthogonality on I ce . Using Lemma 3.1 select orthogonal idempotents g, h P I c f not adding to one. By Corollary 2.8 and Lemma 3.3 we obtain that θ either preserves or flips orthogonality on all of tg, hu, and hence on all of I c f . We conclude θ flips (resp. preserves) orthogonality on I c f by (3.1)-(3.2) .
The proof of [1, Lemma 3.4] generalises in proving (3.1)-(3.2). Use of Lemma 2.11 and Lemma 3.1 provides a proof of (3.1)-(3.2) (left to reader). Theorem 3.5. Let pA, B, ϕ, θq be as in (2.1). If A is oddly decomposable then ϕ induces an orthoisomorphism between the sets of idempotents IpAq and IpBq, which preserves similarity of idempotents.
Proof. We may assume Ć IpAq is non-empty. Using Lemma 3.1 select orthogonal, " c -equivalent, idempotents e, f P Ć IpAq not adding to one. Define o :" c e`f . By Lemma 2.9 either c e " o or c e " o´1. If c e " o´1 then c e " c f " c´1 e`f and θ flips orthogonality on I ce . If c e " o then c e " c f " c e`f and θ preserves orthogonality on I ce . In any case Lemma 3.4 ensures that θ preserves orthogonality on I o and flips orthogonality on Iō. Definẽ
The proof of [1, Theorem 2.21] generalises in provingθ is orthoisomorphism which preserves similarity of idempotents (left to reader).
The case of simple AH-algebras
4.1. From orthoisomorphism to a K 0 -order isomorphism. In this subsection, we prove that an (abstract) isomorphism between the general linear groups of a class of stably finite C˚-algebras of real rank zero (including the simple AH-algebras of slow dimension growth) induces an isomorphism between their ordered K 0 -groups. In particular, we have that if A and B are either two simple unital AF-algebras, or two irrational rotation algebras, then A is˚-isomorphic to B if and only if their general linear groups are isomorphic (as abstract groups). Our approach uses ideas of [1] , but with proofs that are somehow different, and some clarifications are given. Following [2, 19] an ordered (abelian) group G is an abelian group with a distinguished positive cone, i.e. a subset G`Ď G fulfilling that
The set G`induces a translation-invariant partial ordering on G by x ď y if y´x P G`.
Essentially
1 as in [9] , a scaled ordered group G is a ordered group with a distinguished scale, i.e. a subset Γ " ΓpGq of G`, which is generating, hereditary and directed, i.e.
piq For each a P G`, there exist a 1 , . . . , a r P Γ with a " ř r i"1 a i . piiq If 0 ď a ď b P Γ, then a P Γ. piiiq Given a, b P Γ, there exist c P Γ with a, b ď c.
A scale Γ has a partially defined addition; in fact a ě b in Γ if, and only if a " b`c for some c P Γ. A group homomorphism of scaled ordered groups α : G Ñ G 1 is a contraction if αpΓpGqq Ď ΓpG 1 q. If Γ and Γ 1 are scales of two scaled ordered groups, then (see [9, p. 45 ]) a map α : Γ Ñ Γ 1 is a scale homomorphism (resp. a scale isomorphism) if a " b`c in Γ implies that (resp. is equivalent to) αpaq " αpbq`αpcq in Γ 1 . Proof. Since A is stably finite, the group K 0 pAq is a simple scaled ordered group with Riesz interpolation by [17 For sake of completeness we show ΣpAq is generating: Fix any x in K 0 pAq`. Recall that x " rps for some projection p in M n pAq (with n P N). With 1 n " ř n i"1 e ii , where e ii P M n pAq is the matrix with 1 at entry pi, iq and zero otherwise, we have that p ď 1 n . Since M n pAq has real rank zero it follows from [17, Corollary 3.3.17 ] that there exist projections p i P M n pAq such that rp i s ď re ii s and ř n i"1 p i " p. Hence x " ř n i"1 rp i s and rp i s P ΣpAq, using ΣpAq " tx P K 0 pAq`: x ď r1su. Theorem 4.5. Let A and B be two C˚-algebras in F 1 . If GLpAq and GLpBq are isomorphic (as abstract groups), then K 0 pAq and K 0 pBq are isomorphic as scaled ordered groups.
Proof. Letθ : IpAq Ñ IpBq be the orthoisomorphism preserving similarity of idempotents given by Theorem 3.5 and Proposition 4.2 withθp1q " 1. Letθ˚:
ΣpAq Ñ ΣpBq be given byθ˚prpsq " rp 1 s, where p 1 " uθppqu´1 for some u P GLpBq such that p 1 is a projection in B, cf. Lemma 4.1. We showθ˚is well defined: Fix any two projections p, q in PpAq. Assume rps " rqs. By [19 
We showθ˚is a scale homomorphism: Fix x, y, z P ΣpAq with x`y " z. Find p, q P PpAq such that x " rps and y " rqs. By definitionθ˚prpsq " rp 1 s, were p 1 " uθppqu´1 for some u P GLpBq such that p 1 is a projection in B. Since p 1 is a projection, uθp1´pqu´1 " 1´p 1 is a projection, and θ˚pr1´psq " r1´p 1 s. If z " r1s then r1´ps " r1s´rps " z´x " y. Hencẽ θ˚pzq "θ˚pr1sq " r1s " rp 1`1´p1 s " rp 1 s`r1´p 1 s "θ˚prpsq`θ˚pr1´psq "θ˚pxq`θ˚pyq.
If rps`rqs " z ă r1s, then rps ă r1´qs. As A is simple, unital, stably finite, of real rank zero, with cancellation and weakly unperforated K 0 pAq, [2, Corollary 6.9.2] implies that p is Murray-von Neumann equivalent to a subprojection q 1 of 1´q. We obtain that θpq 1 q`θpqq "θpq 1`q q.
Find v P GLpBq such that vθpq 1 qv´1 and vθpqqv´1 are orthogonal projections in B (easy exercise, cf. Remark 3.1). Hencẽ θ˚pzq "θ˚prps`rqsq "θ˚prq 1 s`rqsq "θ˚prq 1`q sq " rvθpq 1`q qv´1s " rvθpq 1 qv´1s`rvθpqqv´1s "θ˚prq 1 sq`θ˚prqsq "θ˚pxq`θ˚pyq
We showθ˚is a scale isomorphism: Asθ : IpAq Ñ IpBq is an orthoisomorphism, its inverse induces a scale homomorphism pθ´1q˚: ΣpBq Ñ ΣpAq. For p P PpAq we have that pθ´1q˚pθ˚prpsqq " pθ´1q˚ruθppqu´1s " rvθ´1puθppqu´1qv´1s
" rvwpw´1v´1s
" rps, for appropriate u P GLpBq, and v, w P GLpAq, using thatθ´1 maps uθppqu´1 to an idempotent similar to p. By symmetry both pθ´1q˚˝θ˚andθ˚˝pθ´1qå re identity maps. Hence pθ´1q˚" pθq´1 . Using Proposition 4.3 and Lemma 4.4 we obtain that K 0 pAq and K 0 pBq are isomorphic as scaled ordered groups. Corollary 4.7. If A and B are simple, unital AH-algebras of slow dimension growth and of real rank zero, with isomorphic general linear groups (as abstract groups), then pK 0 pAq, K 0 pAq`, r1 A sq and pK 0 pBq, K 0 pBq`, r1 B sq are order isomorphic by a map preserving the distinguished order units.
Proof. If A is infinite-dimensional then so is B. (By Lemma 4.6 and Proposition 4.2 A is oddly decomposable. We can therefore find arbitrary many orthogonal idempotents pe i q in Ć IpAq. The isomorphism of GLpAq and GLpBq induces an orthoisomorphismθ : IpAq Ñ IpBq, cf. Theorem 3.5. The orthogonal idempotentsθpe i q in Ć IpBq ensure B is infinite-dimensional.) The desired result follows now from Theorem 4.5. If both A and B are finite dimensional we refer to [12] .
Using H. Lin's characterization of TAF-algebras (see [17] or [20, Theorem 3.3 .5]) we can also state Corollary 4.7 as follows. Proof. Both the class of unital simple AF-algebras and the class or irrational rotation algebras are classified by pK 0 , K 0`, r1sq, cf. [19, Theorem 7.3.4] and [7, Corollary VI.5.3] .
Any unital simple AF-algebras is a nuclear TAF-algebras of real rank zero, in the UCT-class N , and any irrational rotation algebra is a AH-algebras of slow dimension growth and of real rank zero, cf. [10] .
4.2.
From a topological general linear group isomorphism to a C˚-isomorphism. For simple AH-algebras of real rank zero, let us recall the classification theorem, provided independently by Gong in [14] and Dadarlat in [5] , whose proof uses Elliott-Gong's classification in [11] (see for example [20, Theorem 3.3.1] ). Proof. If A and B are isomorphic then their general linear groups are topologically isomorphic. Conversely let ϕ : GLpAq Ñ GLpBq be a topological isomorphism from GLpAq onto GLpBq. By continuity of ϕ we have that ϕpGLpAq 0 q " GLpBq 0 . It follows that u`GLpAq 0 Þ Ñ ϕpuq`GLpBq 0 is an isomorphism between GLpAq{GLpAq 0 and GLpBq{GLpBq 0 (with inverse v`GLpBq 0 Þ Ñ ϕ´1pvq`GLpAq 0 ). Recall that for a unital C˚-algebra C of stable rank one, K 1 pCq is isomorphic to GLpCq{GLpCq 0 by [18, Theorem 2.10] . Consequently, we conclude that K 1 pAq is isomorphic to K 1 pBq.
The case of Kirchberg algebras
5.1. From orthoisomorphism to a K 0 -isomorphism. In this subsection, inspired by [1] , we show that an isomorphism between the general linear groups of simple, unital, purely infinite C˚-algebras induces an isomorphism between their K 0 -groups. Recall that if A is a purely infinite simple C˚-algebra, then every nonzero projection in A is infinite, and K 0 pAq " trps : p P PpAq, p ‰ 0u (see [19, p. 73-85] ). If A, in addition, is unital then 1 is an infinite projection and therefore Murray-von Neumann equivalent to a subprojection q ă 1. Hence rqs " r1s, and K 0 pAq " trps : p P Ć PpAqu.
Theorem 5.2. If A and B are two unital, simple, purely infinite C˚-algebras, whose general linear groups are isomorphic (as abstract groups), then there is an isomorphism from K 0 pAq to K 0 pBq, sending r1 A s to r1 B s.
Proof. Letθ : IpAq Ñ IpBq be the orthoisomorphism preserving similarity of idempotents given by Theorem 3.5 and Theorem 5.1 withθp1q " 1. Let θ˚: K 0 pAq Ñ K 0 pBq be given byθ˚prpsq " rp 1 s, where p 1 " uθppqu´1 for some u P GLpBq such that p 1 is a projection in B, cf. Lemma 4.1. We showθ˚is well defined and injective: Fix any two projections p, q in Ć PpAq. Assume rps " rqs. Since p, q are infinite the assumption is equivalent to p, q being unitary equivalent, cf. [2, Corollary 6.11.9]. By Lemma 4.1 the assumption is equivalent to p, q being similar. Sinceθ andθ´1 preserves similarity the assumption is equivalent toθppq,θpqq being similar. By definition of p 1 , q 1 the assumption is equivalent to p 1 , q 1 being similar, and hence unitary equivalent (cf. Lemma 4.1). Using [2, Corollary 6.11.9] once more we obtain that the assumption rps " rqs is equivalent to rp 1 s " rq 1 s. We showθ˚is unital and surjective: Sinceθp1q " 1 is a projection we get thatθ˚pr1sq " rθp1qs " r1s. Fix a projection p P Č PpBq. Find an idempotent e P Ć IpAq such thatθpeq " p. By Lemma 4.1 there exist a u P GLpAq such that ueu´1 is a projection. Now θ˚prueu´1sq " rvθpueu´1qv´1s, for an appropriate v P GLpBq. Since e is similar to ueu´1 thenθpeq is similar to vθpueu´1qv´1. By Lemma 4.1 similar projections are unitary equivalent. Hence [2, Corollary 6.11.9] ensuresθ˚prueu´1sq " rps.
We showθ˚is a homomorphism: Fix any p, q P Ć PpAq. Since 1´q, q are (full and properly) infinite we can find projections r ď 1´q and s ď q in A such that p (resp. q) is Murray-von Neumann equivalent to r (resp. s), cf. [19, p. 75] . In particular rps " rrs and rqs " rss (cf. [19, p. 40] ). Since r and s are orthogonal rr`ss " rrs`rss. Find v P GLpBq such that vθprqv´1 and vθpsqv´1 are orthogonal projections in B (cf. Remark 3.1). Hencẽ θ˚prps`rqsq "θ˚prrs`rssq "θ˚prr`ssq " rvθpr`sqv´1s " rvθprqv´1`vθpsqv´1s " rvθprqv´1s`rvθpsqv´1s "θ˚prrsq`θ˚prssq "θ˚prpsq`θ˚prqsq This shows thatθ˚is the desired isomorphism.
In [4] , J. Cuntz proved that for 2 ď n ă 8, K 0 pO n q -Z{pn´1qZ and K 0 pO 8 q -Z. Hence, we have: Corollary 5.3. Two Cuntz algebras are isomorphic if and only if their general linear groups are isomorphic (as abstract groups).
From a general linear group isomorphism to a C˚-isomorphism.
Recall that a Kirchberg algebra is a purely infinite, simple, nuclear, separable C˚-algebra, cf. Notation 5.1. Let A be a unital C˚-algebra. As usual, the topology on the unitary group U pAq is inherited from GLpAq. Denote by U 0 pAq the connected component tu : u " h 1u of the identity element in U pAq.
Theorem 5.5. If A and B are two unital, simple, purely infinite C˚-algebras, whose general linear groups are isomorphic (as abstract groups), then the groups K 1 pAq and K 1 pBq are isomorphic.
Proof. Let ϕ : GLpAq Ñ GLpBq denote the isomorphism of GLpAq and GLpBq. Since ϕ preserves symmetries (i.e. if s 2 " 1 in GLpAq then ϕpsq 2 " 1 in GLpBq) and symmetries generate the connected component of the identity (cf. [16, Theorem 3.7] ) we have that ϕpGL 0 pAqq " GL 0 pBq. Let ϕ˚: U pAq{U 0 pAq Ñ U pBq{U 0 pBq be given byφ˚prusq " ru 1 s, where u 1 " ωpϕpuqq and ω is the map from [19, Proposition 2.1.8] turning invertible elements into unitaries.
We showφ˚is well defined and injective: Fix any two unitaries u, v in U pAq. Assume rus " rvs. Recall that u " h v in U pAq if, and only if u " h v in GLpAq, cf. [19, Proposition 2.1.8]. In particular the assumption is equivalent to ϕpuq " h ϕpvq in GLpBq (recalling ϕpGL 0 pAqq " GL 0 pBq). By [19, Proposition 2.1.8] both ϕpuq " h ωpϕpuqq and ϕpvq " h ωpϕpvqq in GLpBq. Hence the assumption is equivalent to u 1 " h v 1 in GLpBq, and hence also to ru 1 s " rv 1 s, cf. [19, Proposition 2.1.8].
We showφ˚is surjective: Fix an unitary u P U pBq. Find an invertible element v P GLpAq such that ϕpvq " u. Similarly to a previous argument we have that ωpvq " h v " ϕ´1puq in GLpAq and ϕpωpvqq " h ϕpvq " u in GLpBq. Using that ϕpωpvqq " h ωpϕpωpvwe obtain that rωpϕpωpvqqqs " rus. Henceφ˚prωpvqsq " rus.
We showφ˚is a homomorphism: Fix any u, v P U pAq. Using the equivalences ϕpuq " h ωpϕpuqq and ϕpvq " h ωpϕpvqq in GLpBq we obtain that ϕpuqϕpvq " h ϕpuqωpϕpvqq " h ωpϕpuqqωpϕpvqq in GLpBq.
We also have that ωpϕpuvqq " h ϕpuvq in GLpBq. Combining these relations we have that rωpϕpuvqqs " rωpϕpuqqωpϕpvqqs. We conclude that ϕ˚prusqφ˚prvsq " rωpϕpuqqωpϕpvqqs " rωpϕpuvqqs "φ˚pruvsq.
This shows thatφ˚is the desired isomorphism. Recall that for a unital purely infinite simple C˚-algebra C, K 1 pCq is isomorphic to U pCq{U 0 pCq by [4, Theorem 1.9] . Consequently, we conclude that K 1 pAq is isomorphic to K 1 pBq.
Thanks to Theorems 5.2 and 5.5, we have the following conclusion:
Corollary 5.6. Let A and B be two unital Kirchberg algebras in the UCTclass N . Then A and B are isomorphic if and only if their general linear groups are isomorphic (as abstract groups).
