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ABSTRACT
The Three Forks Formation, as the lower part of the Bakken petroleum system is a complex
reservoir with variable mineralogy, thin bed characteristics, and low permeability. Advanced
logging tool and techniques are required to characterize and estimate water saturation (Sw),
porosity, and mineralogy in this type of formations.
In this research, to overcome these challenges, we used three different methods to estimate
Sw. The first model was based on an integrated petrophysical workflow developed to evaluate the
reservoir quality. In the second approach, Sw was estimated from dielectric measurements, which
is independent of resistivity. The two models showed good agreements with core measurement
results. In a third attempt, the application of machine learning and deep learning algorithms were
applied to estimate Sw. This was with the aim of generalizing the results to the entire extent of the
Three Forks in the Williston Basin. The results suggest the use of the three algorithms (support
vector machine regression, random forest regression, and backpropagation neural network)
complementary to each other for Sw estimation. These methods captured the complexity of the
Three Forks Formation where the laminations are in abundance with a complex pore size
distribution.
On the other hand, the NMR T2 Log Mean was applied to investigate the pore size distribution
and its relation with Sw. The average T2 Log Mean values of equal to or greater than 8 msec was
defined as a cutoff corresponding to oil-bearing interval within the Three Forks Formation.
In the second phase of the research, series of laboratory experiments were carried out. The
results showed that Three Forks Formation is composed of dolostones, quartz, feldspars, calcite,
pyrite, anhydrite, and clay minerals mainly illite. The dolomite is the most abundant mineral. Also,
the hysteresis response of core permeability and porosity as a function of net effective stress was
used to develop stress-dependent permeability and porosity relationship in a wide range of stresses.
Finally, to define the rock types’ classification based on well logs and routine core data, in
addition to the deterministic models, neural network technique, based on Indexation and
Probabilistic Self-Organizing Map, was used to integrate the carbonate reservoir heterogeneity and
geological properties in rock types characterization. Accordingly, six rock types were defined and
the results showed that the PRT1 and PRT2 rock types appear to be the best reservoir zones in
Three Forks Formation.
ix

Chapter 1
Introduction
The objective of this research is to investigate the impact of the reservoir quality and the state of
stress on the characterization of rock typing in the complex Three Forks Formation based on the
well logs and core data. The first question in reservoir characterization of the Three Forks is raised
from the difficulties associated with thin bed petrophysical analysis in water saturation estimation
and multimineral model computation. The second question is related to the awareness of the
significance of rock type classification in thin beds reservoir and the effect of the stress on the
reservoir properties.

1.1

Research Objectives

This research aims to investigate the different approaches to accurately predict the lithological
model and the water saturation in a thin bed reservoir and its relation with the pore size distribution
in the Three Forks Formation. In addition, it is important to understanding the stress-dependent
permeability and porosity, and hysteresis, which play a significant role in tight reservoir
characterization and production. The followings are the main objectives of this study:


Characterization of the thin beds in Three Forks Formation.



Minerals and fluids volumes quantification using a multi-mineral solver.



Water Saturation estimation using advanced well logging.



Water saturation prediction using machine learning and deep learning algorithms.



Establishing the porosity-permeability relationship.



Understanding permeability hysteresis and stress-dependent permeability and porosity.



Identification of the factors controlling stress-dependent porosity and permeability.



The impact of stress on the characterization of the hydraulic flow units.



Identification of rock types and hydraulic flow units using unsupervised hierarchical
clustering technique (Self-Organizing Map) in addition to conventional methods based
on MICP-derived Winland R35, reservoir quality index (RQI), and flow zone indicator
(FZI).
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Forecast the rock type reservoir quality to improve the reservoir characterization and
enhance recovery decisions.

1.2

Methodology

In this study an integrated workflow was developed to characterize the complex Three Forks
carbonate reservoir. It consists of different approaches based on deterministic and stochastic
methods.
On the Petrophysics side, this study anchored on the three independent approaches to the thin
bed analysis. The first method is the integration of the advanced well logging in the petrophysical
model such as elemental capture spectroscopy (ECS), nuclear magnetic resonance (NMR),
multifrequency array dielectric measurements, and triaxial induction resistivity in conjunction
with conventional logs and core analysis. Also, it resorts to many tools such as a multi-mineral
solver, a probabilistic method that is used to develop the petrophysical model. Therefore, the
complex lithological model was derived from the elemental dry weight fractions quantified by
ECS, which were used in combination with conventional logs. Then the output component and
fluid volumes were computed and compared with special and routine core analysis.
In the second approach, the array dielectric measurements were used in combination with the
total porosity to provide an estimation of the water saturation independent of resistivity.
The last method consists of the use of machine learning and deep learning algorithms to
predict the water saturation model at any point in the reservoir, and generate a synthetic log with
a conventional data set (gamma-ray, deep resistivity, neutron porosity, bulk density, and
compressional slowness). The results of the three different algorithms were compared based on
the correlation coefficient, root square mean error, and absolute mean error.
In laboratory experiments, core samples were drilled parallel to lamination from the upper
Three Forks. Computerized tomography scan (CT- scan), X-ray diffraction (XRD), and scanning
electronic microscope (SEM) were conducted on the samples, in addition to the stress-dependent
permeability and porosity, and hysteresis experiments. These experiments were carried out using
the Core Measurement System (CMS-300 and CPMS) equipment by first gradually increasing the
confining pressure from 1000 psi to 6000 psi. Then subsequently reducing it back gradually to
1000 psi without releasing the stress between the two measurements, where the porosity and
permeability were measured at each step. Also, a large volume of data related to porosity and
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permeability at different net confining pressures was collected from the NDIC Website. Based on
the lab results, an exponential and power-law distribution were used to investigate the stressdependent permeability and porosity relationship as well as the factors that control the changes in
permeability as a function of net stress. Then, the permeability and porosity at a range of stress
were selected to be used in the identification of reservoir hydraulic flow units using different
techniques (e.g. Winland R35, Reservoir Quality Index, RQI, and Flow Zone Indicator, FZI). The
unsupervised clustering algorithm (Self-Organizing Map, SOM) was applied to better identify the
different rock types based on the well logs.

1.3

Significance

This study distinguishes itself from similar works in multifold aspects. This includes:


The advanced petrophysical analysis was carried out to estimate the component and fluid
volumes in Three Forks reservoir. Similar studies are rarely done for the Three Forks
Formation due to the complexity of the reservoir.



The use of machine learning approach in this study to estimate water saturation, based on
conventional well logs extracted from several wells offers a cost saving method.



To the best of my knowledge this is one of the first studies in upper Three Forks to determine
the net stress dependency of permeability and porosity and the hysteresis response of this
reservoir.



The rock typing is commonly performed using core analysis. In this study, we combined this
with the use of neural network (SOM), based on the well logs, which offers more advantages.

1.4

Thesis Organization

This dissertation contains of seven Chapters. The main body of this research is split into four parts.
The first part, Chapter 2, discusses the geological setting of the Willison Basin in general and
the Devonian Three Forks in particular, as well as a brief description of the depositional model.
Four lithostratigraphic correlation panels were established to study the lateral extension of the
Three Forks members and also to define the well tops for the study area that were used in different
analyses.
The second part is composed of Chapters 3 and 4, which introduces the different techniques
used to characterize the reservoir and the petrophysical workflow. Chapter 3 documents the
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underlying concepts and the different steps in the petrophysical analysis model in the thinly bedded
reservoir, in addition to the relevant logs attributes to assess the reservoir characteristics. NMR log
attributes characterization is included in this Chapter to quantify the pore size distribution and
investigate the relationship between T2 Log Mean and water saturation. Chapter 4, probes other
techniques that can be used to predict the reservoir characteristics such as machine learning and
deep learning algorithms.
The third part of this study is presented in Chapter 5, which investigates the effect of stress
on reservoir characteristics mainly on porosity and permeability. The studies conducted here,
include a lab-based data analysis and both exponential and power-law models which were used to
define the stress-dependent permeability and porosity relationship. The hysteresis also was
examined for some samples where SEM and CT-scan experiments were used to explain the
behavior of permeability with stress loading and unloading.
In the fourth part of this work, given in Chapter 6, different methods used for rock typing
classifications are presented. Reservoir quality index (RQI), flow zone indicator (FZI), and
Winland R35 techniques are consistently used to classify the hydraulic rock types based on
conventional core measurements. However, for logs-based rock typing, neural network technique
based on Indexation and Probabilistic Self-Organizing Map (unsupervised hierarchical clustering
technique) was applied in conjunction with the dendrogram chart and Ward method to classify the
rock types.
The last Chapter summarizes the technical conclusions from each chapter in addition to the
recommendations regarding future work.

4|Page

Chapter 2
Study Area: Geological Setting and Well Correlations
2.1

Introduction

The Williston Basin is an intracratonic basin that forms an elliptical depression on the North
American Craton covering 133,600 mi2 across parts of North Dakota, South Dakota, Montana,
Manitoba, and Saskatchewan (Gerhard et al., 1990). The United States portion of the basin covers
Eastern Montana, North Dakota, and Northwestern South Dakota. Figure 2.1 shows the North
Dakota’s major structural features including the Nesson Anticline, Little Knife Anticline, and
Billings Anticline and some of the oil fields (Antelope and Parshall) as well as the major features
in the Montana, the west part of the basin (Poplar Dome, Elm Coulee Field and, Cedar Creek
Anticline). The first discovery from the Bakken petroleum system was in 1951 on the Nesson
Anticline in the Bakken Formation. However, the exploration of the play was in the early 2000’s
with the introduction of the advanced stimulation technologies such as horizontal drilling and
multi-stage hydraulic fracturing. The most prolific commercial producing system to date is the
Bakken petroleum system that consists of the Devonian Three Forks (TF) and late DevonianMississippian Formation (upper, middle, and lower Bakken members, and Pronghorn). According
to the U.S. Geological Survey’s (2013) assessment, the Bakken petroleum system has a total mean
technically recoverable oil resource of 7.38 billion barrels (Gaswirth, et al, 2015). The hydrocarbon
resources technically recoverable from the Three Forks has been estimated to be 3.7 billion barrels
of oil and 3.5 trillion cubic feet of gas (USGS, 2013).
The Devonian Three Forks Formation contains the three lower units of the Bakken petroleum
system. The reservoirs have been sourced by the upper and lower Bakken Formation source rocks.
However, the production from the Three Forks reservoir in North Dakota is restricted to the zones
where the upper and lower Bakken is a thermally mature source rock (Sonnenberg, 2015). The
upper and lower Bakken organic shales have generated large volumes of oil which have created
an overpressured environment in the deeper parts of the Williston Basin where mature source rocks
have expelled oil into the Three Forks Formation (Meissner, 1978; Spencer, 1987). The upper and
middle units were proven to be one of the best unconventional reservoir units mainly in the basin
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center. These units are found to be in contact directly with the Bakken source rocks or separated
by the Pronghorn member (Sanish) from these organic-rich intervals.

Figure 2.1. Regional Williston Basin map (after Heck et al. 2004) showing the extension of the basin and the major
structural features include the Nesson Anticline, Little Knife Anticline, Billings Anticline, and Cedar Creek Anticline
(the basin is limited in green). The studied area is outlined in red.

2.2

Geological setting and study area

In North Dakota, the Williston Basin consists of approximately 16,000 ft (4900 m) of sedimentary
rocks of Cambrian through Eocene age. A generalized stratigraphic column for the basin is
presented in Figure 2.2. According to Sloss (1984), six main depositional sequences punctuated
by major unconformities during the middle Ordovician, Devonian, Mississippian, Pennsylvanian,
and early Tertiary have been identified. A multitude of studies summarized the Williston Basin
stratigraphic (Heck et al., 2002; Gerhard et al., 1990; Sandberg et al., 1988a; Heck, 1978; Sandberg
and Hammond, 1958) as having predominantly marine deposition from the Ordovician through
the Paleocene, followed by non-marine deposition through the Quaternary, punctuated by erosive
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disconformities. Carbonates deposition dominated the Paleozoic-aged strata with some clastic
units, while Mesozoic and Cenozoic strata are dominated by clastic rocks (Heck, 1978).
Mississippian is the major source rock in this basin, its thickness thickens in the center of the basin
and thins at the edges of the basin. Bakken organic shales exhibit a range of depositional
environments from very shallow marine to hypersaline (Borchert et al., 1990).
The Three Forks Formation has been described as being deposited in a peritidal to sabkhas by
many authors (Bottjer et al., 2011; LeFever et al. 2011; Berwick, 2008, Dumonceaux, 1984). Also,
Garcia (2018) documented and proposed that Three Forks Formation was deposited in a
continental setting with little to no marine influence, in subaerial and subaqueous environments
comparable to those found in playa lake systems or continental sabkhas. This is based on core,
petrography, geochemical analyses, and isochore maps. Also, Garcia (2018) documented that the
complex lithology of Three Forks reservoir which is composed of different amounts and textures
of detrital dolomite, quartz, clay, and anhydrite resulted from such a depositional system.
According to Sonnenberg, 2015, Three Forks is characterized by a water deepening cycle with
more coastal and inland sabkhas environment in the lower Three Forks, and tidal deposits
(intertidal to subtidal) in the middle and upper Three Forks (Figures 2.3 and 2.4).
The Three Forks Formation covers approximately seventy-five percent of the western
subsurface of the state of North Dakota (Ashu, R. A., 2014) (Figure 2.5) and attains a maximum
thickness of 257 ft in the studied wells (well Bartleson 44-1-2-TFH, Table 2.1). The Three Forks
Formation is chronostratigraphically constrained by the Birdbear Formation of the Jefferson Group
below and the Bakken Formation above (Buttjer, 2011). The contact is marked by a significant
increase of the baseline of the gamma-ray, uranium, neutron and sonic logs in the upper section.
However, the contact between Three Forks and Pronghorn is not clear from logs. The lower Three
Forks unit lies conformably upon the Birdbear Formation where the contact is noticeable by an
important increase in the amount of siliciclastic, and decreases in gamma-ray log response.
According to Nordeng et al. (2015), The sharp increase in siliciclastic suggests a significant influx
of clastic material during Bakken and Three Forks time.
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Figure 2.2. Williston Basin stratigraphic column (R. Merkel et al. 2018).
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Figure 2.3. Upper Three Forks interpreted environment (tidal environment). Core photographs of the dominant
facies in upper Three Forks. Sonnenberg, 2015 (modified from Berwick, 2009, Gantyno, 2010, and Johnson 2013).

Figure 2.4. Three Forks depositional model (modified from Berwick, 2008; Gantyno, 2010; Franklin and Sonnenberg,
2012)
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Figure 2.5. Depositional limits of the members of the Bakken Formation and the Three Forks Formation (LeFever et
al., 2008). Three Forks outlined in blue. It covers approximately seventy-five percent of the western subsurface of the
State of North Dakota (Ashu, R. A., 2014).

This study focuses on the three reservoirs units in Three Forks Formation. The Three Forks
was originally defined based on lithology and well log signature by many authors (LeFever et al.,
2011, Norquist, 1953; Fuller, 1956). Consequently, four main sequences were distinct on the
gamma-ray log.
The study area can be defined as the eastern part of the Williston Basin (North Dakota). It
consists of 8 counties (Divide, Burke, Williams, Montrail, McKenzie, Dunn, Billings, and Stark)
(Figures 2.1 and 2.6, outlined in red).
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Figure 2.6. Williston Basin map. Zone of interest in this study showing the wells were used in petrophysical analysis
and different counties.

2.3

Well correlation

The aim of well correlation is to identify the well tops that were used in petrophysical analysis and
the lateral extension of different units in the study area (Table 2.1 to 2.6). The well logs were
loaded into Petrel, Schlumberger software, after the processing and quality check in Techlog. The
main logs that were used to subdivide the Three Forks stratigraphy into tree members are gammaray, neutron porosity, bulk density, and photoelectric factor. The stratigraphy of the Three Forks
Formation has been divided in several subdivisions in the literature. Dumonceaux (1984), and
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Bottjer et al., (2011), split the Three Forks into three distinct stratigraphic members: The upper,
middle, and lower Three Forks (UTF, MTF, LTF). It is important to note that only the upper and
middle Three Forks are the hydrocarbon bearing formations and the target for drilling. LeFever et
al. (2009) subdivided Three Forks into 6 units (see Figure 2.7). On the other hand, Petroleum
industry operators in the Williston Basin tend to subdivide the Three Forks stratigraphy into four
benches. The first bench contains the uppermost sequence on the gamma-ray log. It lies between
the lower Bakken and the first shale marker, the principal oil bearing interval. The second bench
corresponds to the second sequence and lies between the second shale marker and the first shale
marker. The third and fourth benches contain the third and fourth sequences, respectively. The
upper Three Forks contains the unit 6 of LeFever et al. (2009) and the first bench on the GR log,
which is found between the lower Bakken black organic rich interval, or the Pronghorn reservoir
if it is existing, and the first shale marker (green mudstone lithofacies). The middle Three Forks
corresponds to the 5th and 4th units of LeFever et al. (2009) and the second bench on the GR log
and the first shale marker, lying between the unit 6 and the second regional shale marker. The
lower Three Forks crudely includes units 1 to unit 3 which correspond to the third and fourth
benches on gamma-ray log and shale markers, however, the limit between middle and lower Three
Forks is not well defined in some wells and the third shale marker is not visible on the gamma-ray
log across the study area. In this study, the nomenclature of the upper, middle, and lower Three
Forks was used as illustrated in Figure 2.8, a good representative log composite for the Three Forks
Formation in the Williston Basin with four distinct sequences on the gamma-ray log.
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Figure 2.7. Stratigraphic chart of the Three Forks and Bakken Formations in the Williston Basin and western Canada
(modified from Bottjer et al., 2011 and LeFever et al., 2011; in Gaswirth and Mara, 2015).

Once the database had been established for the study area, a set of key wells was selected.
Consequently, four lithostratigraphic correlation panels were established to study the extension of
different interval units (upper, middle, and lower Three Forks) (Figure 2.9). The first transect
corresponds to a NNE-SSW cross section (Figure 2.13A) that includes 10 wells. The second
transect (pink) was established to show the changes in thickness and facies from Northwest to
Southeast (NW-SE) of the studied area (Figure 2.13 B). The third and the fourth transects (green
and cyan) correspond to NE-SW correlations, where both include 8 wells (Figure 2.14 A and B).
These transects were identified to see the changes in thickness from west to east, at the center and
the edge of the basin, respectively.
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Figure 2.8. Well Ernie 7-2-11BHD composite log. Three Forks is divided into four distinct sequences: The upper most
sequence contains what referred to as upper Three Forks (UTF). The second sequence referred to as middle Three
Forks (MTF) and the two lower sequences are referred to as lower Three Forks (LTF), Dumonceaux (1984), and
Bottjer et al., (2011).
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Figure 2.9. Lithostratigraphic correlation panels. The first transect corresponds to a NNE-SSW cross section (blue).
The second transect corresponds to a NW-SE correlation (pink). The green and cyan transects correspond to a NESW correlation

The formation tops for each interval unit (UTF, MTF, LTF) were deducted from well to well
correlation. Some of the well tops related to the Three Forks Formation interval (top and bottom)
were collected from the NDIC website. However, these tops are slightly different from those
estimated from the logs. The tops have been modified as indicated on the log composite/elan in
Chapter 3, on the correlation panels and Table 2.1 to Table 2.6. Overall, the lithostratigraphic
correlation panels show a clear progressive thickening towards the center of the study area, which
corresponds to the center of the basin. According to Sonnenberg (2015), the thickness of the Three
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Forks is controlled by the paleostructure; it thins or truncates over the crest of the highs, and
thickens on the flanks of the highs.
2.3.1 Upper Three Forks
The upper Three Forks corresponds to the uppermost sequence on the GR log (Figure 2.8).
Berwick and Hendricks (2011) showed that the upper contact of the upper Three Forks is erosive
and may be overlain by the Pronghorn member, or by the lower organic shale member of the
Bakken Formation. It is described by Nordeng and LeFever (2009), as interbedded light grayishgreen dolomitic mudstones and pinkish-tan silty dolostones (Figure 2.10). The thickness of the
dolo-siltite intervals varies from well to well. But has the highest amount of dolo-siltite of any
interval (LeFever and Nordeng, 2009). Its thickness is higher in the northwest part and in the basin
center of the studied area. It thins to the south and southwest (wells: Wanner 25 1-H, Prauss 2128TFH), (Figure 2.13 A and B). Overall, the upper Three Forks thickens progressively to the center
of the basin (Figure 2.14 A and B), where the thickness can reach 5 ft at well Maus 21-26 (Table
2.6). The total thickness of the upper Three Forks can reach up 70 ft at well Tracker Hovden 151H (Table 2.6).

Figure 2.10. Well Rasmussen 1-21-16H core photo of the UTF consisting of interbedded dolo-siltite and dolomudstone (photo: NDIC).
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2.3.2 Middle Three Forks
The middle Three Forks corresponds to the second shallowing upward sequence on the gammaray log (Figure 2.8). According to LeFever and Nordeng (2009), this member contains thin bedded
alternating layers (millimeters to centimeters) of green mudstones and pinkish-tan dolomitic
siltstones (Figure 2.11). Compared to the upper unit, the middle Three Forks consists notably of
less abundant and thinner dolo-siltite intervals and is better developed in the center of the basin
(LeFever and Nordeng, 2009). Overall, the middle Three Forks ranges in thickness from 28 to 60
ft in the studied wells (see Figures 2.13 and 2.14 and Table 2.2). At the top of the middle Three
Forks, a green mudstone lithofacies (RT1) is present as a key stratigraphic marker throughout the
Williston Basin. It is rich on illite content, which is identifiable on gamma-ray log (115 API) and
it is characterized by a low anisotropy in resistivity property. Its thickness reaches 15 ft in the
studied wells. The MTF is considered as the second oil-bearing interval but it is locally charged
with oil. The storage capacity on hydrocarbon of this unit depends on the characteristics of the
reservoir and the maturity of the upper and middle Bakken source rocks (Sonnenberg, 2015; Rice,
2000; and Al Duhailan, 2014).

Figure 2.41. Well Jane Federal 11X-20, MTF facies (Photo: NDIC).
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2.3.3 Lower Three Forks
In contrast to the previous units, the lower Three Forks contains at least half of the total thickness
of the Three Forks Formation. It can reach 174 ft with a highly complex and variable lithology
(Table 2.1). The dominant lithologies are dolo-mudstone, clay, and anhydrite (Figure 2.12). XRay Diffraction analysis shows that the anhydrite increases in abundance mainly in the lower part
of this unit. As can be seen from Figure 2.14, the LTF thins towards the western part of the study
area (wells: Maus 21-26, NDIC#26582; Kjelstrup Federal 11-19-1PH, NDIC#24822).

Figure 2.12. Well Jane Federal 11X-20, LTF facies (Photo: NDIC).
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Figure 2.13. Lithostratigraphic correlation panels have been established to study the extension of the different interval units. The first transect corresponds to NNESSW cross section (A) that includes 10 wells. The second transect (B) has been established to show the changes in thickness and facies from NW to SE. A clear
progressive thickening towards the center of the basin.
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Figure 2.14. Lithostratigraphic correlation panels. The A and B transects correspond to NE-SW cross sections that includes 8 wells for each transect. The cross
sections show a clear progressive thickening from the west to the east where the thickness can reach less than half of the total thickness in the basin center.
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Table 2.1. Three Forks well tops.

Well Name

NDIC No

ANDERSON FEDERAL 15296-9-4-11H

24749

ANTELOPE 1-36-25H

22570

BARENTHSEN 11-20H

17194

BARTLESON 44-1-2TFH

27026

BONNIE DIVIDE 16-1H

18976

BOXCAR 44-22PH

23208

BRAAFLAT 11-11H

17023

CHAMELEON STATE 21-161H

31795

CHARLIE SORENSON 17-8
3TFH

23285

CHARLOTTE 1-22H

19918

CORRINE OLSON 34-20

19118

DEADWOOD CANYON
RANCH 43-28H

16841

Reservoir
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF

Top
(ft)
10549.00
10582.00
10633.00
11137.50
11178.00
11228.00
9272.50
9301.06
9350.00
10317.50
10359.93
10419.50
11033.21
11095.07
11147.00
11100.00
11150.00
11209.00
9973.00
10009.50
11064.86
11099.26
11149.04
10600.00
10638.50
10683.00
11355.00
11392.00
11434.00
10889.00
10943.00
11000.00
10200.00
10239.00
10292.00

Bottom
(ft)
10582.00
10633.00
10740.00
11178.00
11228.00
11350.00
9301.06
9350.00
9502.00
10359.93
10419.50
10575.00
11095.07
11147.00
11217.86
11150.00
11209.00
11345.00
10009.50
10053.50
11099.26
11149.04
11290.51
10638.50
10683.00
10857.00
11392.00
11434.00
11567.95
10943.00
11000.00
11125.00
10239.00
10292.00
10450.00

Thickness
(ft)
33.00
51.00
107.00
40.50
50.00
122.00
28.56
48.94
152.00
42.43
59.57
155.50
61.86
51.93
70.86
50.00
59.00
136.00
36.50
44.00
34.41
49.78
141.46
38.50
44.50
174.00
37.00
42.00
133.95
54.00
57.00
125.00
39.00
53.00
158.00
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Table 2.2. Three Forks well tops.

Well Name

NDIC No

DEBRECEN 1-3H

20034

EDNA 11-2 -1H

22022

ELLISION CREEK FEDERAL
21-1PH

26443

EN-PERSON OBS- 2-32

20539

EN-PERSON OBSERVATION
2-24

20442

ERIE 44-19H

17289

ERNIE 7 2 11BHD

31691

FAIRBANKS 1-20H

21966

FAIRFIELD STATE 21-16-1H

21947

FARHART 11-11H-17096

17096

FB 150-94-3B-10-2H-20915

20915

FORT BERTHOLD 147-943B-10-3H

24272

Reservoir
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF

Top
(ft)
10811.79
10840.00
10876.30
10887.03
10913.25
10958.27
10687.16
10720.46
10768.76
10147.34
10183.86
10228.36
10124.07
10160.25
10206.18
10067.20
10097.94
10144.61
11080.05
11123.00
11172.00
10636.58
10658.50
10704.50
11145.79
11156.65
11221.53
9725.00
9755.78
9809.50
10985.00
11027.00
11078.00
10843.09
10889.44
10949.96

Bottom
(ft)
10840.00
10876.30
10982.00
10913.25
10958.27
11070.00
10720.46
10768.76
10862.48
10183.86
10228.36
10389.85
10160.25
10206.18
10369.70
10097.94
10144.61
10310.14
11123.00
11172.00
11307.50
10658.50
10704.50
10840.00
11156.65
11221.53
11332.36
9755.78
9809.50
9954.50
11027.00
11078.00
11212.00
10889.44
10949.96
11080.00

Thickness
(ft)
28.21
36.30
105.70
26.22
45.02
111.73
33.30
48.30
93.72
36.52
44.50
161.49
36.18
45.93
163.52
30.74
46.67
165.53
42.95
49.00
135.50
21.92
46.00
135.50
10.86
64.88
110.83
30.78
53.72
145.00
42.00
51.00
134.00
46.35
60.52
130.04
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Table 2.3. Three Forks well tops.

Well Name

NDIC
No

FORT BERTHOLD 148-9523D-14-1H

20172

GO-BIWER 157-98-2635H1

21932

GRAVOS 42-13 13-14H

24118

GULLIKSON 44-34H

32044

HAWKINSON 14-22H2

24456

HEIDI 1-4H-18413-18413

18413

HOGNOSE 152-94-18B-19H

26990

JANE FEDERAL

17430

JB 11-6TFH

29062

JENNIFER ABIGAIL 16-21H

24642

JERICHO 2-5H-TF

18792

KALDAHL 34-12H

23870

Reservoir
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF

Top
(ft)
11228.00
11278.00
11331.00
10742.00
10765.34
10810.28
11037.07
11080.45
11133.03
10818.50
10846.00
11156.43
11199.69
11249.58
10765.54
10788.62
10835.09
10380.00
10412.50
10472.00
10773.00
10822.04
10882.93
10325.00
10370.00
10415.00
8301.00
8310.79
8357.05
10217.79
10262.50
10297.37
10150.00
10175.00
10219.02

Bottom
(ft)
11278.00
11331.00
11471.00
10765.34
10810.28
10944.79
11080.45
11133.03
11252.88
10846.00
10895.50
11199.69
11249.58
11374.92
10788.62
10835.09
10961.26
10412.50
10472.00
10572.00
10822.04
10882.93
11017.00
10370.00
10415.00
10587.00
8310.79
8357.05
8465.00
10262.50
10297.37
10342.97
10175.00
10219.02
10275.00

Thickness
(ft)
50.00
53.00
140.00
23.34
44.94
134.51
43.38
52.58
119.85
27.50
49.50
43.26
49.89
125.34
23.08
46.47
126.17
32.50
59.50
100.00
49.04
60.89
134.07
45.00
45.00
172.00
9.79
46.26
107.95
44.71
34.87
45.60
25.00
44.02
55.98
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Table 2.4. Three Forks well tops.

Well Name

NDIC
No

KEARY KADRMAS 2-32-29H142-96

26366

KOSTELELECKY 31-6H

19264

KUBAS 11-13 TFH

18837

LAKEWOOD 1-20H

19799

LIND 2-1H

18450

LINSETH 13-12HW

21217

LUNDIN 11-13

21706

MARIANA TRUST 12X-20G2

24123

MARTELL 36-25 HTF2

25077

MCDONALD FAMILY TRUST
FEDERAL

26269

McNAMARA 41-26XH

23565

MYLO WOLDING 14-11H

18511

Reservoir
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF

Top
(ft)
10625.00
10690.00
10725.00
10225.00
10253.22
10296.60
10636.21
10669.64
10698.00
9102.98
9120.99
9171.19
11213.50
11272.07
11026.50
11068.12
11124.21
11173.89
11214.88
11264.78
11145.00
11185.50
11240.00
10690.00
10718.00
10769.00
10494.00
10533.00
10581.00
9889.00
9932.50
9979.80
10678.00
10728.00
10783.50

Bottom
(ft)
10690.00
10725.00
10825.00
10253.22
10296.60
10382.76
10669.64
10698.00
10784.42
9120.99
9171.19
9306.45
11272.07
11324.60
11068.12
11124.21
11267.00
11214.88
11264.78
11404.68
11185.50
11240.00
11378.64
10718.00
10769.00
10885.00
10533.00
10581.00
10675.00
9932.50
9979.80
10085.00
10728.00
10783.50
10893.00

Thickness
(ft)
65.00
35.00
100.00
28.22
43.39
86.16
33.43
28.36
86.42
18.01
50.20
135.26
58.57
52.53
41.62
56.09
142.79
40.99
49.90
139.90
40.50
54.50
138.64
28.00
51.00
116.00
39.00
48.00
94.00
43.50
47.30
105.20
50.00
55.50
109.50
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Table 2.5. Three Forks well tops.

Well Name

NDIC
No

NESSON STATE 42X-36

17015

OAS # 31-161-92H

16810

PARSHALL 408-15M-

27850

PATSY POW 5198 33-5-

29167

PUMPKIN 148-93-14C-13H-TF

24764

ROLF 1-20H

20183

ROSENCRANS 44-21H

17193

RYSTEDT 4-11H

17109

SARATOGA 12-1-161-92H

22572

SCANLAN 3-5H

18770

SHELL CREEK 1-01

17058

SORENSON 4A-27-1H

24137

Reservoir
UTF
MTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF

Top
(ft)
10440.22
10476.85
8796.00
8820.49
8873.25
9371.45
9412.71
9460.00
11195.00
11231.00
11285.00
10257.00
10300.50
10357.00
11139.00
11165.25
11218.00
9475.48
9500.15
9553.97
9312.35
9337.66
9386.63
8066.31
8085.00
8138.11
11100.00
11131.00
11176.00
9281.30
9306.37
9354.63
9101.50
9119.50
9163.00

Bottom
(ft)
10476.85
10523.69
8820.49
8873.25
8885.00
9412.71
9460.00
9598.41
11231.00
11285.00
11420.00
10300.50
10357.00
10481.00
11165.25
11218.00
11341.00
9500.15
9553.97
9695.75
9337.66
9386.63
9453.93
8085.00
8138.11
8271.22
11131.00
11176.00
11295.00
9306.37
9354.63
9500.00
9119.50
9163.00
9288.50

Thickness
(ft)
36.63
46.83
24.49
52.76
11.75
41.27
47.29
138.41
36.00
54.00
135.00
43.50
56.50
124.00
26.25
52.75
123.00
24.67
53.82
141.78
25.31
48.96
67.30
18.69
53.11
133.11
31.00
45.00
119.00
25.07
48.26
145.37
18.00
43.50
125.50
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Table 2.6. Three Forks well tops.

Well Name

NDIC
No

TEDDY 44-13TFH

18502

TETON 5-1-3TFSH

29426

THORLAKSEN 11-14H

17325

TOMLINSON 3-1HN

26745

TRACKER HOVDEN 15-1H

20457

TRIPPELL 32-16H

17699

WATER 151-94-16DH

31944

WAYZETTA 46-11M

26661

MAUS 21-26

KJELSTRUP FEDERAL 11-191PH

26582

24822

Reservoir
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF
UTF
MTF
LTF

Top
(ft)
10523.00
10588.00
10628.50
10806.00
10847.00
10891.00
9188.87
9216.91
9268.41
8722.00
8741.00
8785.00
11210.00
11280.00
11327.00
8395.81
8415.00
8467.38
10715.00
10753.50
10808.00
9436.12
9476.78
9522.26

Bottom
(ft)
10588.00
10628.50
10738.00
10847.00
10891.00
11020.00
9216.91
9268.41
9415.00
8741.00
8785.00
8819.00
11280.00
11327.00
11443.00
8415.00
8467.38
8524.00
10753.50
10808.00
10934.50
9476.78
9522.26
9675.25

10483.00

10488.00

10488.00

10522.00

10522.00

10579.00

10669.50

10683.00

10683.00

10718.50

10718.50

10806.00

Thickness
(ft)
65.00
40.50
109.50
41.00
44.00
129.00
28.04
51.51
146.59
19.00
44.00
34.00
70.00
47.00
116.00
19.19
52.38
56.62
38.50
54.50
126.50
40.66
45.48
152.99
5.00
34.00
57.00
13.50
35.50
87.50
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2.4

Summary

This Chapter presented an overview on geological setting of Williston Basin and Three Forks
Formation. According to Sloss (1984), a total of six main depositional sequences punctuated by
major unconformities during the Middle Ordovician, Devonian, Mississippian, Pennsylvanian, and
early Tertiary have been identified. A multitude of studies summarized the Williston Basin
stratigraphic as having predominantly marine deposition from the Ordovician through the
Paleocene, followed by non-marine deposition through the Quaternary, punctuated by erosive
disconformities. Carbonates deposition dominated the Paleozoic-aged strata with some clastic
units, while Mesozoic and Cenozoic strata are dominated by clastic rocks (Heck, 1978).
The Devonian Three Forks Formation has been described as being deposited in a peritidal to
sabkhas environment (Bottjer et al., 2011; Dumonceaux, 1984; Berwick, 2008; LeFever et al.
2011). It contains the three lower units of the Bakken petroleum system. The reservoirs have been
sourced by the upper and lower Bakken Formation source rocks. The Three Forks Formation is
chronostratigraphically constrained by the Birdbear Formation of the Jefferson Group below and
the Bakken Formation above (Buttjer, 2011). The Three Forks was originally defined based on
lithology and well log signature and a total of four main sequences were distinct based on the
gamma-ray log. The stratigraphy of the Three Forks Formation has been divided in several
subdivisions. Dumonceaux (1984) and Bottjer et al. (2011) split the Three Forks into three distinct
stratigraphic members: the upper, middle, and lower Three Forks. LeFever et al. (2009) subdivided
Three Forks into 6 units. On the other hand, Petroleum industry operators tend to subdivide the
Three Forks stratigraphy into four benches.
Four lithostratigraphic correlation panels were established to study the extension of different
interval units. The aim is to identify the well tops of different members that were used in
petrophysical analysis in the next chapter.
Overall, the lithostratigraphic correlation panels show a clear progressive thickening towards
the center of the study area, which corresponds to the center of the basin.
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Chapter 3
Petrophysical Analysis
3.1

Introduction

The successful application of horizontal drilling and completion and multi-stage hydraulic
fracturing technologies along with a better understanding of the critical reservoir and source-rock
characteristics have contributed to the successful development and production from the Bakken
and Three Forks Formations in the Williston Basin. Many studies have been carried out on the
Bakken Formation including the formation evaluation (Simpson et al., 2015; Klenner et al., 2014;
Ramakrishna et al., 2010), sedimentary (Sonnenberg, 2017; Alexeyev et al., 2017; Bottjer, et al.,
2011; Dumonceaux, 1984), geochemistry (Xu and Sonnenberg, 2017; Jin, H. et al., 2015;
Newman, J. et al., 2013; Holubnyak, Y. I et al., 2011), and geomechanics (He, J. et al., 2019;
Ganpule et al. 2015; Havens, J. B., 2011). However, a limited number of studies on Three Forks
Formation has been conducted so far and with the exploration of the Three Forks as a new target
for drilling and production, therefore, effort is needed to characterize the Three Forks reservoir. A
detailed petrophysical analysis is required in order to fully characterize the formation. It is
important to note that the Three Forks reservoir is a much more complex unit than the middle
Bakken. The presence of thinly dolo-mudstone and clay layers alternating with dolo-siltite facies,
in addition to its complex lithology makes the petrophysical analysis more challenging. The use
of the conventional logs such as gamma-ray (GR), deep resistivity (Rt), shallow resistivity (Rxo),
neutron porosity (NPHI), bulk density (RHOB), and compressional slowness (DTCO) result in an
underdetermined model by using multimineral solver due to the high number of mineral
components in the reservoir. Therefore, it is important to investigate alternative approaches for the
water saturation (Sw) estimation to gain a better understanding of the reservoir characteristics. Two
substitute approaches to thin beds analysis will be described in this Chapter. The first approach
includes the integration of the advanced logging in petrophysical evaluation such as elemental
capture spectroscopy (ECS), nuclear magnetic resonance (NMR), multifrequency array dielectric
measurements (DL), tri-axial induction resistivity (RV-RH), and core analysis. The second
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approach to thin beds petrophysical analysis consists of the estimation of the Sw from dielectric
dispersion measurements.
In addition, the NMR logs were used to characterize the pore size distribution through the T2
Log Mean and its relation with the water saturation for each unit. The software used for
petrophysical analysis was Techlog, a Schlumberger software. In the initial phase of the
petrophysical analysis work, digital logs and core data were loaded into the Quanti.Elan program.
Well header information was recovered from scanned logs.
The third approach to thin bed analysis is the use of machine learning and deep learning
algorithms which will be presented in the Chapter 4. It is used to predict the water saturation model
at any point in the reservoir, and generate a synthetic water saturation log for uncored wells with
a conventional data set.

3.2

Petrophysical Data Base

Approximately 2000 wells were examined, and 120 wells with digital logs were selected based on
the availability of core analysis and digital logs through the North Dakota Industrial Commission
(NDIC) website. However, many of these digital files were incomplete or consisted of very limited
log suites. The digital files were supplemented by additional digitizing of curve data from the
scanned logs. The first step was the selection of data for specific evaluation associated with the
complexity of the reservoir. 52 vertical wells with a complete set of data such as triple combo,
ECS, and NMR were selected including two wells with multifrequency array dielectric
measurements and triaxial induction resistivity. The most abundant data was the conventional logs
(GR, NPHI, RHOB, Rt, and DTCO). 10 wells with porosity and permeability measurements at a
net confining pressure and 11 wells with porosity and permeability measurements at multiple met
confining pressures ranging from 500 psi to 5000 psi were available from different companies
including Weatherford, TerraTek and CoreLab. The core porosity, permeability, and water
saturation data were extracted from well files, compiled, and imported into the Quanti.Elan
program in Techlog, Schlumberger software. Well header information was recovered from image
logs, where available. In addition, X-Ray Diffraction (XRD) data was available for 16 wells
including those two wells whose XRD data was provided by the Energy and Environmental
Research Center (EERC). Unfortunately, capillary pressure analysis was not available for any of
these wells. However, the thin section data was available for two wells (well Rasmussen 1-2129 | P a g e

16H, well Muller 1-21-16H) and petrographic data was available for only one well (Trigger 131H). All these data described above was used to assess the Three Forks reservoir quality.
3.2.1 Curve Editing and Environmental Correction
After importing the data, the well logs for each well were processed in preparation for export and
analysis phase. The goal of this phase of the study was to generate, as much as possible, a complete
set of continuous log and core data curves. The curve editing and environmental correction were
carried out where needed in order to generate a set of continuous curves where it is possible to do
so for the Three Forks Formation after uploading the digital logs and core data into the Quanti.Elan
program. Logging runs were spliced into one continuous curve for some wells. After continuous
log curves were generated, all curves were displayed into the log composite and were depth-shifted
to the reference gamma-ray curve as shown as an example in Figure 3.1. Core data was block
shifted to prevent data stretching and to preserve the integrity of the data (see Figure 3.2). In some
wells the spectral gamma-ray log of the cores is available, this information is critical to depth
matching the core with the wireline logs. In addition, during this phase, the erroneous data such as
cycle skips on the sonic travel time logs were eliminated. Well measurements such as GR, RHOB,
and NPHI were then environmentally corrected where needed. Tool calibration checks, which are
part of the log quality control measures, were performed to ensure the validity of measurements of
downhole tools. Environmental corrections were made in the field on all sensor measurements.
The corrections applied on each sensor measurement are listed at the bottom of each log print. The
following environmental corrections were done:


The resistivity tool was corrected for borehole environment (mud properties and Borehole
profile) to obtain the true formation resistivity (Rt).



The bulk density measurement, RHOB, was corrected for the borehole size and mud weight.



The neutron log, NPHI, was corrected for temperature, pressure, borehole size, salinity and
mud weight and is presented in limestone units.
The log normalization is necessary for any petrophysical analysis because log measurements

obtained from different logging service companies are not consistent from well to well even where
the lithology is the same in the reservoir. Normalization must, therefore, be performed to ensure
consistent log analysis results from well to well within the study area. For example, shale volumes
calculated from gamma-ray logs that have not been normalized will differ significantly from shale
30 | P a g e

volumes computed from normalized gamma-ray. Unfortunately, the log normalization was not
performed in this study due to the absence of a normalization module license required.

Figure 3.1. Well Anderson Federal 152-96-9-4-11H. Type log for the TF Formations. Tracks from left to right include:
Track 1, total GR and HCAL. Track 2, induction resistivities and shallow resistivity from dielectric. Track 3, NPHI,
RHOB, DTCO, and PEF. Track 4, water-filled porosity from dielectric. Track 5, T 2 Log Mean, free fluid index (FFI),
and total porosity (MRP) from NMR. The uppermost sequence contains what is referred to as UTF (Unit 6). The
second sequence contains what is referred to as MTF (Units 4 and 5). The third and fourth sequences correspond to
the LTF (Units 1, 2, and 3).
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Figure 3.2. Well Charlie Sorenson 17-8-3TFH. Track1, core porosity before the depth shifting. Track 2, effective
porosity from petrophysical analysis. Track 3, core porosity data was block shifted to the effective porosity. Track 4,
shifted interval.

3.2.2 Pre-Analysis Processing
Pre-analysis processing included the identification of the zones corresponding to the upper, middle
and lower Three Forks and the generation of bad hole flag as a function of borehole rugosity and
the density correction curve. The curve is generated in areas in which the density correction curve
exceeds a ratio of +/- 0.15%. The bad hole flag was generated using either the density correction
curve or the caliper curve, or both for some wells. Almost, the entire wells had a good hole shape
and no rugosity was observed on the caliper logs, for that reason the bad hole flag was applied just
for some wells.
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3.3

Methods and Background

3.3.1 Wireline Logs
The logging tools measure the physical properties of formations in the sub-surface which are
plotted continuously against the depth. These tools have been developed to cope with the
complexity of the reservoirs in addition to the type of mud used for drilling. The data recorded are
used for the reservoir characterization, reservoir management, and for decision strategy. In this
Chapter, a brief overview of the logging tools principles and applications relevant to this study
will be presented including the importance of each tool at each step of the formation analysis.


Caliper Tool

Wireline caliper tools measure borehole size and give a detailed borehole shape. Caliper log is a
continuous measurement of a hole diameter with depth. The geometry of the tool can vary up to
six arms and also some tools contain orientation equipment to define the azimuth. An extremely
important use of the caliper in this study is in the quality control of the logs when bad hole
conditions and caving are present. Also, it is used for recognition of the permeable zones which
are indicated by the decrease in borehole diameter and a mud cake build-up as well as detection of
the breakouts (shear failures) which are resulted from the drilling induced stresses around the
borehole (Bell and Gough, 1979).


Total and Spectral Gamma-ray Logs

The gamma-ray log is a measure of the natural formation’s radioactivity versus depth. Natural
gamma-rays are electromagnetic radiations emitted by unstable atomic nuclei during the process
of decaying (Serra, O., 1984). The radiations are originated from uranium (U238), thorium (Th232)
and potassium (K40) which happen naturally in the formation (Adams and Weaver, 1958). The
total gamma-ray log measures the radioactivity of the three radiogenic elements (U, K, Th)
collectively, while the spectral gamma-ray log helps in recognition of the type of radiogenic
element contributing to a formation's radioactivity, as well as its abundance in the reservoir. It is
better used to estimate the volume of shale in the reservoir which is derived from thorium or
potassium or the sum of both (CGR). The gamma-ray log is the most recorded log and is an
extremely useful tool in picking the tops of the formations during drilling, in well to well
correlation, and in depth control of perforating and testing interval. Furthermore, its evolution with
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depth gives a better determination of the mineralogy and grain size vertical distribution (Hassan et
al., 1976). Generally, high gamma-ray readings are characteristically used to indicate shaliness of
the reservoir. It can also be due to the high potassium content in glauconite-rich sands, or in a
formation that contains a high amount of potassium (Evaporitic environment). Additionally, a high
gamma-ray can be also due to a high uranium content in the formation which can be generated by
chemical precipitation or by adsorption by organic matter or by phosphates in the clay particles
(Hassan et al.,1977; Swanson, 1961). In addition, the ratio of these radioactive elements (Th/U,
U/K, and Th/K) can be used to determine the environmental deposit, the source rock potential, and
the recognition of rock types of different facies (Adams, 1958). As an example, the Th/K increases
from glauconite – muscovite – illite – mixed layer clays – kaolinite – chlorite to bauxite.
Quantitatively, the most significant use of the gamma-ray log is the estimation of the volume
fraction of the clay in the formation. The gamma-ray index is defined as a linear rescaling of the
GR log between the gamma-ray minimum (GRmin) and gamma-ray maximum (GRmax) such that:
GR−GRmin

Vclay = GRindex = GRmax−GRmin

(3.1)

Where,
GR: is the total measurable gamma radiation for a given interval,
GRmin: is the total measurable gamma radiation for a clean interval,
GRmax: total measurable gamma radiation for a shaly interval,
Vclay: volume of clay.
More importantly, in this study, in Three Forks reservoir, high gamma signatures can be associated
with high content in K-feldspars in some wells, which contain high proportions of the potassium.
Therefore, the clay volumes estimated from the total gamma-ray may be higher than the volume
estimated from other methods or tools. In contrast, the anhydrite in the lower Three Forks reservoir
provides very low readings on the gamma-ray log scale.


Electrical Properties (Resistivity)

The resistivity log is a measure of the combined resistivity of the rock matrix and the fluids inside
the pores. An emitter sends an electrical current into the formation and a receiver situated at a
certain distance from the emitter measures the ability of the formation to impede the flow of
electric current through it (Serra, O., 1984). There are two types of tools measurements of the
resistivity of subsurface. The first type of tools is the resistivity tools which require the water34 | P a g e

based mud in the borehole, in which an alternating electrical current at low frequency flows from
the electrodes to the formation and the electrical resistivity of the formation is measured by the
receiver. In contrast, the second type of tools requires oil-based mud, where they induce an
electromagnetic field in the formation and the total field is detected by the receivers. The resistivity
log is generally used to quantify the water saturation in a given reservoir. In explicit cases the
resistivity log can be a useful tool for the lithology identification, for example, salt, anhydrite, coal
or tight formation are characterized by high resistivities. On the other hand, low resistivities may
be indicative of clay or conductive minerals. In Three Forks Formation, the oil-based mud system
was used for drilling the vertical section of the wells. Therefore, the induction resistivity was
recorded. In terms of thin beds, the resistivity log signature depends on the thickness of the bed
layers compared to the resolution of the tools. The thin beds can lead to a large anisotropy of the
resistivity in upper and middle Three Forks. In addition, an elevated resistivity signature was
observed in the lower Three Forks which indicates the presence of anhydrite.


Neutron Logs

The formation is bombarded continuously by fast neutrons (4 MeV and 6 MeV) from a chemical
source and the neutron tools record the formation’s reaction to the neutrons bombardment (Serra,
O., 1984). It is primarily a measurement of the apparent concentration of hydrogen atoms in the
fluids existing in the pores of the formation. Then the hydrogen concentration is converted to
porosity. Qualitatively, the neutron log is used with combination with other logs such as RHOB,
PEF, ECS to identify the lithology. In addition, the cross-plot of formation bulk density versus
neutron porosity is an extremely useful tool for identifying the subsurface lithology and estimating
the volume of clay and combined neutron-density porosity in the reservoir. Generally, the neutron
log measures the porosity of the formation.


Bulk Density Log

The bulk density log is a measurement of a formation’s reaction to high energy gamma-ray
bombardment. The gamma-rays are scattered by electrons in the formation (Compton scattering
process), then the receivers measure the degree of scattering or the attenuation of gamma rays by
electrons in the formation. The electron density (electrons/cc) is closely related to the bulk density
of a formation (g/cc) and is typically used as a direct indicator of density (Serra, O., 1984). The
density tool measured value includes the density of the components part of the formation, matrix,
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and fluids in the pores space. In addition to measuring bulk density, the litho-density tool also
measures the photoelectric factor which is a direct indicator of formation lithology. Fortunately,
many of the minerals have sufficient differences in bulk density to be known especially when
cross-plotted against photoelectric or neutron porosity are used. The principal use of the bulk
density log is to calculate the porosity using the equation below. In addition to geophysical studies
(acoustic impedance) and rock strength.
ϕD =

ρma−ρb
ρma−ρf

(3.2)

Where,
ϕD : density porosity,
ρma: matrix density (g/cc),
ρf: fluid density (g/cc),
ρb: bulk density (g/cc).


Acoustic Logs

The acoustic logs measure the formation’s capacity to transmit sound waves. This is essentially
accomplished by measuring the time for a pulse of sound to travel a distance through the formation
(Serra, O., 1984). This capacity usually varies with lithology and rock texture, particularly
porosity. Three types of sound sources are used. The monopole and dipole sources are used for
shear waves detection in slow formation. Therefore, three types of sound wave can be detected,
the compressional wave, P, shear wave, S, and stoneley wave, St. The P waves are longitudinal;
they are caused by particles movement in the direction of the propagation. They are the first
movement to arrive at the receivers. On the other hand, the shear waves are transverse; the direction
of their propagation is perpendicular to the direction of particles displacement, and arrive after the
compressional wave. Due to low viscosity and rigidity of the fluids, the shear waves cannot
propagate through them. Stoneley waves are a type of surface movement, they form at the surface
of the borehole wall in a cylindrical environment. At low frequencies, the Stoneley waves are
sensitive to the formation permeability and borehole size (Serra, O., 1984). Consequently, high
values of the permeability and borehole size can cause energy loss (Serra, O., 1984). The sonic
logs primary measure matrix porosity, it can be used to consistently identify the lithology. Sonic
logs are widely used for correlation, identification of the source rock, normal compaction, and
overpressure, in addition to geomechanical properties of the formation and the construction of
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synthetic seismograms. According to Wyllie et al. (1956), the compressional slowness measured
is the sum of the interval transit time in the matrix and the interval transient time in the pores
(fluids). Therefore, the porosity is estimated from equation 3 as follow:
DT−DTma

ϕ𝑠 = DTf−DTma

(3.3)

Where,
ϕ𝑠 : sonic porosity,
DT: tool measured compressional slowness,
DTf: compressional slowness of interstitial fluid,
DTma: compressional slowness of matrix.
The sonic scanner tool is widely used for the unconventional reservoir. When considering representative velocities within Three Forks Formation, it should be noted that the presence of bedded
anhydrite and carbonate can have an appreciable effect on the average velocity through the
interval.


Elemental Capture Spectroscopy

The formation is bombarded with high energy neutrons, which interact with atomic nuclei and lose
energy as they are scattered, primarily by hydrogen (www.slb.com/-/media/files/fe/brochure/ecsbrochure). The geochemical elemental measurements consist of detecting the gamma-ray
emissions produced by the neutron reactions in the formations that can be processed to identify
the chemical elements involved in the reactions and also their concentration (Galford et al., 2009).
The elemental capture spectroscopy (ECS) tool quantifies common elements found in sedimentary
rocks namely aluminum (Al), silicon (Si), calcium (Ca), iron (Fe), sulfur (S), gadolinium (Gd),
chlorine (Ci), barium (Ba), hydrogen (H), and titanium (Ti). These relative elemental yields are
converted to dry-weight elemental concentration logs for the elements Si, Al, Mg, Fe, Ca, S, Ti,
and Gd (Egbe, S. J. et al., 2007). Then the quantitative dry-weight lithologies are calculated using
SpectroLith which is a series of proprietary empirical relationships between these elements and
the common occurring sedimentary minerals such as clay, carbonate, and quartz. In SpectroLith,
clay is estimated from Al; Carbonate (Calcite + Dolomite) from Ca and Mg, anhydrite from S and
Ca; while sand (assumed to be composed of quartz, feldspars, and micas) is obtained by subtracting
clay and carbonate and other minerals fractions from 100 wt% (Egbe, S. J. et al., 2007).

37 | P a g e



Nuclear Magnetic Resonance

The nuclear magnetic resonance (NMR) tool was used to provide mineralogical independent total
porosity and to measure the pore size distribution (Allen et al., 2000; McKenon et al., 1999). The
porosity is divided into different pore size ranges. The large pores are associated with the free
fluids, small pores in which the fluids are capillary-bound, and the micro-pores are associated with
clay-bound fluids (Dunn et al., 2002). The principles and the applications of the tool have been
summarized by Dunn et al. (2002), and Johnson et al. (2017). The NMR tool generates an external
magnetic field, Bo. With radiofrequency pulses, the applied magnetic field gets disrupted. It
modifies the alignment of molecular magnetic dipoles. The proton of the hydrogen nuclei
(typically protons associated with the brine, oil and gas phases in pores) around the tool aligns
with this magnetic field (the process of alignment, called relaxation). The intensity of the NMR
signal of each fluid is related to its volume fraction and its specific hydrogen index (Allen et al.,
2008). The frequency dampens exponentially over time in relation to the fluid types and pore sizes
of the formation and this dampening results in the decay time (Bloembergen et al., 1948). The rate
at which the protons align to Bo is defined by a decay time constant T1 (longitudinal relaxation
time). In disparity, the transverse relaxation time, T2, is described by the time it takes hydrogen
nuclei to lose alignment to the external magnetic field when a small electromagnetic pulse with
defined frequency and duration is applied to the polarized protons (Moss et al., 2001). The energy
of the pulse is adsorbed by the proton when it is applied but at the end of the pulse the proton is
radiated back again (Rider and Kennedy, 2011). The T2 distribution comprises a continuous range
of relaxation times from hydrogen atoms in multiple pore sizes contributing to different signal
amplitudes (Moss et al., 2001). According to Allen et al. (2008), three principal fluid and rock
interactions exist that control T2 distribution of hydrocarbon and water in pores: spin-spin
interactions of neighboring hydrogen nuclei in the fluid, the diffusion gradient of the fluid type,
and interactions of spinning protons coming into contact with grain surfaces due to Brownian
motion. The T2 distribution is decreased by the fluid viscosity (Allen et al., 2008). The surface
relaxivity parameter (ρ), and the surface area-to-volume of a pore ratio (S/V) quantify the
interaction of the molecules with the rock matrix and they have been related to T2 of a single-fluidphase by the following relationship (Mitra et al., 1993, Simpson et al., 2015):
T2 ≈ V/ρS

(3.4)
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According to Xu et al. (2013), the distribution of the pore sizes is not the only controlling factor
on the T2 distribution, but in some rocks T2 frequency will also reflect changes in pore shape,
surface-relaxivity, and fluid type. T2 has been associated with fluid volumes in three pore-size
types. T2 cutoff time for free-fluid index (FFI) is fixed at 33 milliseconds (Prammer et al., 1996).
The T2 times less than 3 msec, has been associated with clay-bound water (CBW) and viscous
hydrocarbons. The fluid contributing T2 greater than 3 msec and less than 33 msec has been
associated with capillary-bound water, BFV (Chen et al., 1998).


Multifrequency Array Dielectric measurements

The dielectric logging tool measures the speed of electromagnetic waves sent to the formation
(Bateman, R. M., 1940). According to Hizem et al. (2008), the dielectric constant of a material
affects the way in which electromagnetic wave passes through it. It is a measure of the relative
ability of electrically charged particles in a substance to be polarized by an electric field (dielectric
permittivity). It measures the dielectric dispersion and the variation of formation dielectric
properties as a function of the frequency (Hizem et al., 2008). The dielectric dispersion
measurements convey information on rock properties and fluid distribution for advanced
petrophysical analysis and to better characterize the reservoir through the matrix textural, waterfilled porosity, and water saturation independent of the resistivity (G. Simpson et al., 2015).
The tool transmits electromagnetic waves with specific frequency into the formation, the
interaction with fluids and matrix results in the attenuation of the amplitude and changes in wave
velocity-phase shift. The changes in amplitude and the phase shift of the wave are functions of
initial frequency, formation dielectric permittivity and conductivity, and the transmitter-receiver
spacing (Hizem et al., 2008). These changes are measured at the receiver and then inverted to
output permittivity, conductivity, and water-filled porosity (see Figure 3.3). Table 3.1 gives the
permittivity of some abundant minerals and fluids in the geological formations.
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Table 3.1. Permittivity of some minerals.

Minerals and fluids
Sandstone
Dolomite
Limestone
Oil
Gas

Relative permittivity
4.65
6.8
7.5 – 9.2
2-2.2
1

Figure 3.3. Phase shift and attenuation (Schlumberger, 2011)

3.3.2 Petrophysical Analysis Challenges
In the Three Forks interlaminated complex reservoir, a higher level of reservoir knowledge is
required. It is mainly needed during the initial phase of the petrophysical analysis for assessing the
reservoir characteristics in terms of mineralogy, pore size distribution, and Sw estimation. The
primary complexity concerning the petrophysical analysis of the Three Forks reservoir is the
presence of thin beds, which can result in large anisotropy of resistivity and high water saturation.
In addition, the Three Forks reservoir is mineralogically complex containing different components
with different volumes from well to well. Two substitute methods to thin beds analysis were
described in this Chapter. First, a robust solution was applied in the Quanti.Elan program to resolve
ambiguity from conventional logs by integrating the advanced logging in conjunction with the
conventional logs into the workflow. Both probabilistic and deterministic methods were used to
quantify the fluid and mineral volumes. The second approach to thin beds analysis consists of the
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estimation of the water saturation from dielectric dispersion measurements. It is used to better
estimate the water saturation independent of the resistivity and Archie parameters (m and n)
(Hizem et al., 2008). The difference between the total porosity and the water-filled porosity from
array dielectric measurements supplied a straightforward estimation of the Sw in the invaded zone
(Simpson et al., 2015).
The petrophysical evaluation was performed on a well-by-well basis and each member was
examined individually. The overall objective in doing petrophysical work was to first build a
detailed petrophysical model and quantify reservoir parameters in areas where the advanced
logging and core data are available. After building databases from several widely spaced wells,
typical petrophysical parameters for each reservoir zone in each area were defined. These
parameters were then being used in analyzing wells that are remote from any advanced logs and
core measurements. The petrophysical analysis was carried out for 52 wells of total wells selected
(see Appendix A), the same methodology was applied to characterize the output component and
fluid volumes for all the interpreted wells. However, two example wells (Anderson Federal 15296-9-4-11H and Pumpkin 148-93-14C-13H-TF) are chosen and illustrated in details in this Chapter
to characterize the Three Forks reservoir. The logging suite for both wells included triple-combo
and core analysis. However, the first well also included ECS, NMR, and array dielectric
measurements.


Formation Components and Volumes

One of the challenges in the petrophysical analysis of the Three Forks reservoir is related to the
complexity of the reservoir, being composed of illite, chlorite, quartz, dolomite, calcite, Kfeldspars-plagioclase, pyrite, hematite, ankerite, halite, and anhydrite as depicted in Figure 3.4. A
multi-mineral solver, as a probabilistic approach, was used to establish the lithological model
based on the input components with simultaneous optimization of different equations being used
in the model. The results are shown in Figure 3.5.
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Figure 3.4. Well Hognose 152-94-18B-19H. X-ray diffraction mineralogy (XRD).
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Figure 3.5. Well Charlie Sorenson 17-8 – 3 TFH. Montage showing Elan processing template. Track 1, Total GR and
GR elan model. Track 2, DWSU and DWSU elan model. Track 3, DWSI and DWSI elan model. Track 4, PEF and
PEF elan model. Track 5, DWFE and DWFE elan model. Track 6, DWCA and DWCA elan model. Track 7, DWAL
and DWAL elan model. Track 8, RHOZ and RHOZ elan model. Track 9, NPHI and NPHI elan model. Track 10,
DTCO and DTCO elan model. AT10 and AT10 elan model. Track 12, AT90 and AT90 elan model. Track 13, Elan
model in flushed zone. Track 14, Elan model in unflushed zone. Track 15, The cumulative elan. Track 16, Elemental
weight fraction. Track 18, effective porosity compared to core porosity. Track 19, Flushed zone water saturation.
Track 20, Unflushed zone water saturation. Track 21, effective water saturation compared to Dean-Stack water
saturation.
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First, the conceptual lithological model was created based on multi cross-plots (bulk density
versus neutron porosity, thorium versus potassium, and bulk density versus photoelectric factor
with gamma-ray indicating the color) as presented in Figure 3.6 and on the mineralogy from XRD
analysis for 16 wells (Figures 3.17, 3.20, and 3.22). Then, the mineral volumes were quantified
from the elemental dry weight fractions computed by ECS, which were used in combination with
neutron porosity, bulk density, and photoelectric factor to establish the detailed multi-mineral
model (Illite, chlorite, quartz, dolomite, calcite, K-feldspars, pyrite, and anhydrite) and to quantify
the content of various matrix components. The output of the mineral volumes is compared with
XRD analysis. Estimating the total clay volume using conventional logs such as total GR would
give inaccurate results. This is because GR activity is higher due to the abundance of K-feldspars
in the reservoir. The integration of the elemental dry weights fraction from ECS allows more
accurate mineralogical determination and calculation. The lithology including the volume of clay
was derived by combining ECS results with neutron porosity, bulk density, and photoelectric
factor. In the second step, the permittivity (1-inch vertical resolution) of the array dielectric
measurements was integrated as an input into the model.
In the post-processing phase, after adding the fluids’ components (oil and water) to the
workflow, the effective porosity corrected for the effect of clay minerals and the water saturation
were calculated and compared to the core analysis data. The combined neutron porosity and bulk
density technique was used to estimate the effective porosity. In the case of large washouts
affecting the accuracy of the density readings, the sonic log combined with neutron porosity were
used to determine the effective porosity. The final log porosities were calibrated to the core
porosities. In addition, the true formation resistivity was taken from the invasion corrected deep
resistivity data. On the other hand, the Modified Simandoux equation was used for water saturation
calculations with Archie parameters m and n equal to 1.7 and 2, respectively. It is observed that
the Modified Simandoux equation model gave better results than Archie equation model or other
complex models (Dual Water or Waxman-Smits) compared to Dean-Stark water saturation. At this
step, the non-reservoir facies which are interbedded with porous dolo-siltite facies were better
identified. Consequently, the resulting petrophysical model was extrapolated to the wells with a
limited set of data (conventional logs). However, the input components were rescaled to the
minimum components to be solved considering the fact that the minimum component cannot
exceed the total number of equations in use. During this phase, the clay minerals rescaled to illite,
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while quartz, K- feldspars, and plagioclase rescaled to quartz and K-feldspars, the carbonate group
rescaled to dolomite, and the anhydrite with pyrite and halite were rescaled to anhydrite as depicted
in Figure 3.7. The appropriate uncertainties, matrix parameters, and weight multipliers for each
equation must be set. Also, additional constraints, based on XRD analysis, were necessary to
supply the model with more information.

Figure 3.6. Well Anderson Federal 152-96-9-4-11H cross-plots: RHOZ versus NPHI and RHOZ versus PEF show the
dolomite is the most abundant mineral with calcite and anhydrite. From HTHO versus HFK cross-plot illite is the
abundant clay mineral in addition to the chlorite and mixed layer clay.
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Figure 3.7. The advanced petrophysical model is extrapolated to the Well Pumpkin 148-93-14C-13H-TF with triple
combo data set. Track 1, GR. Tracks 2 to 5, mineral volumes calibrated with XRD analysis. Track 6, effective porosity
estimated from the combination between NPHI and RHOZ compared to the core porosity. Track 7, Modified
Simandoux calculated saturation is compared to Dean-Stark Sw. Track 8, lithological model



Water Saturation Model

Another challenge in characterization of the Three Forks Formation is associated with the
development of the Sw model, which lies in the estimation of the Archie parameters: cementation
factor (m) and saturation exponent (n). These two parameters are highly variable in carbonate
reservoirs due to the high variation of carbonate texture (Focke, J. W. and Munn, D., 1987). It is
important to note that many authors have examined the errors involved in water saturation equation
model and have presented different conclusions. Rosepiler (1981) mentioned that the errors in
water saturation are essentially due to the uncertainties in estimating porosity, whereas Dorfman
(1984) and Walstrom (1967) concluded that the error is related to the values used for saturation
exponent (n) and cementation factor (m), respectively. In Three Forks Formation, based on the
petrophysical analysis, the effective porosity is consistent across the reservoir with a good
46 | P a g e

agreement between the core and NMR porosities. On the other hand, the Archie parameters m and
n are better quantified in the laboratory on the core samples but the laboratory data was not
available in this study. However, Johnson et al. (2017) found out, based on the energy dispersive
spectrograms in Three Forks, that illite-filled pores contain a hydrocarbon residue. Nevertheless,
they did not observe the carbon peaks on the dolomite crystal faces, suggesting that the upper
Three Forks is water-wet. Therefore, the saturation exponent (n) was taken equal to 2 in Modified
Simandoux Sw calculation. It should be noted that in the study area, the oil-based mud system was
used for drilling the vertical section of the wells, which prevents the use of spontaneous potential
measurements that can be an alternative way for water formation resistivity calculation. Figure 3.8
shows the Pickett plot for well Anderson Federal 152-96-9-4-11H over the Three Forks Formation.
The vertical resistivity from tri-axial resistivity measurements was used instead of deep resistivity.
The slope of the Sw equal to the 100% line is inversely associated to the Archie cementation factor
(m), which leans towards 1.7, and the equivalent values of 2 and 1 were considered for the Archie
exponent (n) and for the tortuosity factor (a), respectively. The formation water resistivity was
equal to 0.012 ohm.m.

Figure 3.8. Pickett plot for the well Anderson Federal 152-96-9-4-11H.
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Another attempt was made to identify the formation water resistivities using a multi-well
Pickett plot. However, the lower values of the deep resistivities of Three Forks, which are resulted
from the thin beds’ characteristics of the reservoir, made the results insignificant and poorly
defined. Formation water resistivity, generated from Pickett plot, is affected by not only the low
resistivity of the thin beds but also by the anhydrite content in the lower Three Forks. Therefore,
the formation water resistivities were computed using salinities and temperature profiles. The
salinity of Three Forks Formation is very high, averaging 240 kppm NaCl. This is confirmed by
the XRD analysis where the weight volume of halite can reach 3% at well Short-Fee 31-3 in lower
Three Forks. The equivalent formation water resistivity corresponding to approximately 0.012
ohm.m to 0.014 ohm.m was estimated and used in the Modified Simandoux equation. This
confirms the results of the Pickett plot for the well Anderson Federal 152-96-9-4-11H. According
to Nordeng (2010), the water in Bakken formation is close to the saturation of sodium chloride.
Thus, the formation water resistivity may be confidently assumed to be close to the resistivity of a
salt-saturated brine (0.04 ohm.m at 75 degree Fahrenheit, oF). Plotting the latter on Gen-9,
Schlumberger chart, and extrapolating the salinity line to the Three Forks reservoir temperature
which varies between 180 oF and 250 oF for the studied wells, it can be seen that the formation
water resistivity ranges from 0.012 ohm.m to 0.016 ohm.m (see Figure 3.9). In addition, Warren
(2006), stated that “the evaporates in the Three Forks reservoir are commonly follow carbonate
precipitation in the mineral series forming from a fluid concentrated by evaporation which
indicates a high salinity”.
Water saturation was then calculated using Modified Simandoux equation. The "m" values
were either obtained from the Pickett plot analysis or were standard values for the type of reservoir
under consideration. The "n" values and "a" parameter used were always the standard values of 2
and 1, respectively. After an initial set of log output curves were produced, the results were
displayed in a graphical log plot. The equation used for water saturation was:
1

øm ∗Swn

Rt

a∗Rw∗(1−Vcl)

( ) =

+

Vcl∗Sw
Rcl

(3.5)

Where,
Rt: deep resistivity,
effective porosity,
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S𝑤: water saturation,
Vcl: clay volume,
Rcl: shale interval resistivity,
m: Archie cementation factor,
n: Archie exponent;
a: tortuosity factor.

Figure 3.9. GEN 9, Schlumberger chart.
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Nuclear magnetic resonance

Nuclear magnetic resonance (NMR) was recorded in most of the selected wells and was used to
provide a mineralogical independent total porosity and to measure the pore size distribution (Allen
et al., 2000; McKenon et al., 1999). The porosity is divided into different pore size ranges. The
large pores are associated with the free fluid, small pores represent the fluids are capillary-bound,
and the micro-pores are related to clay-bound fluids (Dunn et al., 2002). Many authors have used
T2 Log Mean measured on core samples to identify the pore size distribution (Allen et al., 2000;
Johnson et al., 2017; Sørland et al., 2007; Peterson, 2017; Xu et al., 2013). The larger the pores,
the longer the decay time, T2. The 41 NMR logs available in this study were used to show the
changes with depth in T2 Log Mean in addition to the pore size distribution for each member. Also,
the correlation between T2 Log Mean, BVI, FFI, and CBW were investigated. In the first step, the
average T2 Log Mean, the variance, and the standard deviation were calculated for each member
and for each well (see Appendix B). Then, the arithmetic average T2 Log Mean, per well, was
plotted against the Dean-Stark Sw for all the wells. The permeability was calculated using two
methods: Schlumberger-Doll-Research (SDR) and Timur-Coates and the results were compared
with core permeability.

3.4 Petrophysical Analysis Results and Discussion
In the Three Forks reservoir, the lithology is characterized by significant vertical variability, which
has a profound effect on reservoir quality. It can be seen from XRD analysis for different wells
(Figures 3.17, 3.20 and 3.22) that the dominated lithological composition is primarily dolomite.
Overall, the detailed multi-mineral model indicates an accurate prediction of the mineral volumes
compared to the XRD analysis in the studied wells. Figure 3.10 illustrates the results of the well
Anderson Federal 152-96-9-4-11H where some scattered points were observed on XRD analysis,
which is believed to be due to the interlaminated behavior of the reservoir. Also, an agreement was
observed between the estimated porosity, core porosity, and NMR total porosity. The water
saturation was accurately reproduced by the two applied models except for the lower interval
where the dielectric model gave better results compared to the Dean-Stark core data. This is due
to the abundance of the anhydrite which leads to the increase of resistivity (see Figure 3.11, track
6). Also, there is a discrepancy between Dean-Stark water saturation and resistivity based water
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saturation model in the thin dolo-mudstone intervals. Indeed, the dielectric measurements provide
accurate water saturation results in these intervals.
Figure 3.12 displays the average T2 Log Mean, per well, versus the Dean-Stark water
saturation for a set of wells. The results show that the varied reservoir characteristics are related to
the presence of multiple units. Two disparate clouds of points are illustrated on the graph. The first
group has a water saturation ranging between 26% and 60% with an average of T2 Log Mean per
well greater than 8 msec. The second group has a water saturation value greater than 60% with an
average of T2 Log Mean less than 8 msec (for the lower Three Forks, the T2 Log Mean is ever
lower, less than 4 msec). It can be seen that in spite of a wide variability, the upper Three Forks is
characterized mainly by large pores with an average T2 Log Mean of 12.79 msec for all the studied
wells (Table 3.2). In contrast, the middle and lower members have an average T2 Log Mean of
5.95 msec and 2.59 msec, respectively (Tables 3.3 and 3.4). These results are confirmed by the
increase of the capillary and clay bound fluids with depth (see Figure 3.13, track 3; Figure 3.14,
track 2). Also, the relationship between T2 Log Mean and volume of chlorite versus Dean-Stark
Sw are plotted in Figure 3.15. As can be seen from this figure, a correlation is observed between
T2 Log Mean and the chlorite content. As the T2 Log Mean decreases, the volume of chlorite
increases. This shows that the larger the volume of chlorite, the more complex the pore size
structure, mainly in middle Three Forks. This correlation is accentuated in the lower interval,
where the nanopores and micropores are most abundant. Also, from this figure, a strong correlation
is observed between the cutoff of T2 Log Mean at 8 msec and the Dean-Stark Sw. The higher the
values of T2 Log Mean equal to or greater than 8 msec, the lower the Sw and the larger the pore
size.
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Figure 3.10. Well Anderson Federal 152-96-9-4-11H. Complex mineralogy model determined using ECS, combined
with RHOZ, NPHI, and PEF using Quanti.Elan multi-mineral solver. Special core analysis, XRD (red points) are
overlaid for comparison.
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Figure 3.11. Well Anderson Federal 152-96-9-4-11H. Track 2, Total GR. Track 3, Tri-axial induction resistivity
measurements (RV & RH) versus deep resistivity from conventional induction log. Track 4, shallow resistivity from
dialectic measurements. Track 5, effective porosity versus water-filled porosity. Track 6, Sw models derived from
petrophysical analysis using modified Simandoux equation (SWE_QE) and array dielectric measurements (Sw_DL)
versus Dean Stark Sw (Sw_core). Track 7, Complex mineralogical model and fluids model.
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Figure 3.12. Average T2 Log Mean (Avg T2LM), per well, versus Dean-Stark Sw cross-plot for UTF, MTF, and LTF
for 24 wells. The first group with Sw < 60 % and an average of T2 Log Mean per well greater than 8 msec (oil-bearing
zone). The second group with Sw > 60 % and an average of T2 Log Mean less than 8 msec (water-bearing zone).
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Figure 3.13. From left to right: Well Ernie 7 2-11BHD, Rolf 1-20H, and Hawkinson 14-22H2. Track 2, total GR.
Track 3, T2LM. Track 4, Free fluid index-CMFF (T2 cutoff >33msec), capillary bound fluid- BFV (3 msec<T2 cutoff
<33 msec), clay bound fluid- CBW (T2 cutoff < 3 msec).
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Figure 3.14. Well Anderson Federal 152-96-9-4-11H. Track 2, Total GR. Track 3, Free fluid volume-FFI (T2 cutoff
>33msec), capillary bound fluid- BFV (3 msec<T2 cutoff <33 msec), clay bound fluid- CBW (T2 cutoff < 3 msec).
Track 4, a good agreement between core permeability (blue points) with permeability from SDR and Timur-Coats.
Track 5, a good agreement between effective porosity, NMR total porosity and core porosity (red points). Track 6,
FFI and T2 Log Mean (T2LM) decrease with depth, as can be seen from the histograms, the average T 2LM for upper
Three Forks (UTF) is 12.42 msec, middle Three Forks (MTF) is 9.76 msec, and lower Three Forks (LTF) is 4.6 msec.
Track 7, a good agreement between based resistivity saturation model (SWE_QE), Sw model from dielectric
measurements (Sw_DL), and to Dean-Stark Sw (red points). Overall, an excellent correlation between FFI, T2 Log
Mean, and the Sw. Higher FFI and T2LM in the UTF. T2LM and FFI are lower in the MTF compared to the previous
unit. There is a significant decrease in both T 2LM and FFI in the LTF accompanied by the increase in the Sw and
CBW.
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Figure 3.15. Well Anderson Federal 152-96-9-4-11H. T2 Log Mean (blue points) and chlorite volume (orange
points) versus Dean-Stark Sw. The lower the chlorite content, the higher the T 2 Log Mean and the lower Sw.

3.4.1 Upper Three Forks
The upper Three Forks interval is a drilling target by itself in the Bakken petroleum system. It
displays better characteristics than the middle and lower Three Forks, which suggests that this
interval is oil-bearing. It can be seen from the well Anderson Federal 152-96-9-4-11H, that the
laminations are highlighted by the large anisotropy of the resistivity shown by the vertical (RV)
and horizontal (RH) resistivities from tri-axial induction resistivity, and high variations in the
shallow resistivity from dielectric measurements (Figure 3.11, tracks 2 and 3). The anisotropy
arises from resistivity contrasts between dolo-mudstone, clay, and dolo-siltite layers. In the lower
zone of the upper Three Forks unit, the water-filled porosity from array dielectric measurements
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is lower than the effective porosity from the petrophysical analysis (Figure 3.11, track 4) which
confirms the oil-bearing zone. However, in the upper part of the upper Three Forks large variations
are observed between these two curves. This is due to the laminations, thus, the water-bearing
intervals are characterized by a higher water-filled porosity compared to the effective porosity. The
lower values of the effective porosity compared to water-filled porosity suggest that the
interbedded dolo-mudstone facies are water saturated (Figure 3.11, track 4). The corresponding
Dean-Stark Sw is significantly higher in these intervals, averaging at 68% as depicted in Figure
3.11, track 6.
Figure 3.16 illustrates the core porosity and permeability distribution at a reference net
confining stress (NCS) varies between 2500 psi and 3000 psi. It can be seen from the graph that
upper Three Forks exhibits the classic exponential relationship. The average porosity is between
6% and 7.5%, with maximum values reaching up to 11%. However, the permeabilities
(Klinkenberg) are less than 1 mD.
From lithological models (52 wells, Appendix A) combined with XRD analysis, it is seen that
the upper Three Forks unit is composed principally of dolomite, quartz, K-felspars, plagioclase,
pyrite, and clay minerals mainly illite. Dolomite is the most abundant mineral ranging between
25% and 65%. However, the volume of quartz and feldspars are approximately constant, averaging
at 25% and 15%, respectively (Figure 3.17). The volume of quartz can reach 40% in some wells.
The volume of chlorite is lower than 5%, whereas the content of illite varies between 5% and 20%
in most samples. The clean intervals with a high dolo-siltite content and low content of clay
minerals less than 10% present better reservoir characteristics. A good relationship can be seen
between reservoir characteristics, mineralogical composition, and their contents. In addition, the
water saturation from Dean-Stark is significantly higher in laminated dolo-mudstone averaging at
65%.
Overall, T2 Log Mean distribution is highly variable in the upper Three Forks (standard
deviation: 2.5 to 20.4). The average T2 Log Mean values, by well, is ranging from 3.59 msec to
24.74 msec as shown in Figure 18. The maximum value reaches up to 180.15 msec at well Fort
Berthold 148-95-23D-14-1H with a large variance of 686.32 msec as can be seen from Table 3.2.
These variations are generally attributed to the interlaminated nature of the reservoir. The lowest
T2 Log Mean values are recorded by the well Debrecen 1-3H ranging between 0.97 msec and 10.36
msec with an average Sw of 65.7%. This well is located in the south part of the studied area where
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40 ft of Pronghorn overlay the upper Three Forks member. The FFI, BVI, and CBW from NMR
remain fairly consistent in most of the wells across this unit. It is characterized by lower BVI and
CBW compared to middle and lower Three Forks members. One can see that the higher FFI
corresponds to the large pores (T2LM > 8ms) and lower Sw (see Figure 3.14). Therefore, it appears
that in this unit the water occupies the small pores and the oil fills the large pores. A relationship
is also seen between T2 Log Mean, FFI, BVI and CBW with Sw and mineralogical composition.
The dolo-siltite with a low volume of clay is characterized by high T2 Log Mean (large pores),
high FFI, and low Sw. The dolo-mudstone facies have higher Sw and lower T2 Log Mean.

Figure 3.16. Permeability (Klinkenberg) versus porosity core cross-plot, UTF, at NCS between 2500 psi and 3000 psi.
The porosity is between 1% and 11.5% and the permeability is generally less 1mD.
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Figure 3.17. Average relative abundance of minerals per well for UTF from XRD experiments. Dolomite is the
dominate component. The dominant clay mineral is illite.

Figure 3.18. Average T2 Log Mean (T2LM), per well, for UTF. T 2LM is greater than 8 msec for most of the wells.
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Table 3.2. T2 Log Mean from NMR and Dean-Stark Sw for the studied wells, UTF.
NDIC
No

Variance

T2LM
Min
ms

T2LM
Max
ms

ms

%

SARATOGA 12-1-161-92H

22572

323.5

4.06

71.72

24.74

62

ROSENCRANS 44-21H

17193

348.83

2.55

80.27

20.16

32

BARTLESON 44-1-2TFH

27026

259.11

3.41

84.26

18.52

46

FORT BERTHOLD148-95-23D-14-1H

20172

686.68

3.41

180.15

18.67

FAIRBANKS 1-20H

21966

186.327

5.78

76.99

17.53

JB 11-6TFH

29062

185.12

ROLF 1-20H

20183

79.6

6.6

53.39

16.18

KUBAS 11-13 TFH

18837

90.31

3.12

36.46

16.1

RYSTEDT 4-11H

17109

209.12

1.17

84.33

15.83

CHARLIE SORENSON 17-8 3TFH

23285

72.87

5.85

42.49

15.72

EN-PERSON OBS_2-32

20539

145.59

5.28

60.32

15.65

JERICHO 2-5H-TF

18792

216.89

3.52

81.44

15.31

NESSON STATE 42X-36

17015

58.5

6.64

44.53

15.03

GO-BIWER 157-98-2635H-1

21932

53.76

4.82

40.85

14.52

ERIE 44-19H

17289

157.69

5.03

77.52

14.41

THORLAKSEN 11-14H-17325

17325

81.83

3.7

43.41

14.34

JANE FEDERAL

17430

246.22

3.41

107.04

14.29

53

COMFORD 9-12H

19060

35.96

5.8

29.2

14.28

26

WAYZETTA 46-11M

26661

120.57

4.36

60.72

14.27

57

BARENTHSEN 11 - 20H

17194

73.54

3.9

41.08

13.36

53

HAWKINSON 14-22H2

24456

345.17

4.22

135.34

13.17

51

PARSHALL 408-15M

27850

416.09

3.18

131.54

13.04

LAKEWOOD 1-20H

19799

42.06

3.81

31.22

12.43

ANDERSON FEDERAL 152-96-9-4-11H

24749

15.81

5.21

22.79

12.42

44

FORT BERTHOLD 147-94-3B-10-3H

24272

29.98

2.77

28.68

12.41

33.5

SHELL CREEK 1-01

17058

88.39

3.36

51.39

12.007

MC. D. TRUST FEDERAL 31-3PH

26269

190.45

1.83

114.85

11.79

BRAAFLAT 11 - 11H

17023

62.87

2.98

45.05

11.38

46

GULLIKSON 44-34H

32044

25.37

4.44

33.52

11.06

52.8

FARHART 11-11H

17096

27.2

1.43

32.28

9.55

39

EN-PERSON OBS_2-24

20442

10.66

3.56

18.65

9.53

TRACKER HOVDEN 15-1H

20457

95.49

1.32

81.94

9.35

59

CHARLOTTE 1-22H

19918

31.71

3.39

31.01

9.31

37

KOSTELECKEY 31-6H

19264

44.88

2.16

42.49

9.042

MARIANA TRUST 12X-20G2

24123

6.96

3.56

16.53

8.14

FAIRFIED STATE 21-16-1H

21947

9.55

3.86

14.75

7.26

LIND 2-1H

18450

9.47

1.9

18.34

6.87

BONNIE DIVIDE 16-1H

18976

15.21

2.02

33.5

6.45

GRAVOS 42-13-14H

24118

6.41

1.19

11.76

4.97

EDNA 11-2#1H

22022

3.06

2.62

11.67

4.81

DEBRECEN 1-3H

20034

3.77

0.97

10.36

3.59

Well Name

Average

3.08

69.93

Avg. T2LM

16.93

Sw_core

36.5
42
54

34

30

37

41.2

66
65.5

12.79
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3.4.2 Middle Three Forks
The Middle Three Forks is more complex than the upper unit. The hydrocarbon storage capacity
of this unit depends on many factors, including its characteristics and the thermal maturity of the
black Bakken shales (Sonnenberg, 2015). Also, according to Rice (2000) and Al Duhailan (2014),
due to the poor characteristics of the Three Forks reservoir, the Bakken organic shales’ forces of
expulsion can drain only 50 ft to 75 ft through the Three Forks interval. The results of the studied
wells show that the reservoir characteristics of the middle unit are lower than the upper unit. The
core porosities range between 2% and 11%, with an average of 6.5% and the permeability varies
from 0.0001 mD to 10 mD based on the1300 studied core samples (Figure 3.19). An agreement
can be seen in Figure 3.11 (track 6) among the water saturation models, averaging at 35%. In
addition, the water-filled porosity reads much lower than the effective porosity which indicates a
clear oil-bearing zone except at the top of this unit where the shale content is higher. It can be seen
from petrophysical analysis and XRD analysis (Figure 3.20) that the MTF reservoir is composed
primarily of dolomite, quartz, K-feldspars, plagioclase, pyrite, calcite, and clay minerals. The
dolomite is the most abundant mineral (45%) in this unit. While the quartz content ranges from
15% to 30%, averaging at 20%, K-feldspars with plagioclase contents vary from 3% to 15%.
Nevertheless, the content of the clay minerals is higher (9% to 35%) mainly in chlorite content.
The abundance of non-reservoir intercalated dolo-mudstone layers and clay with dolo-siltite is the
origin of deterioration of the reservoir properties. Average T2 Log Mean, per well, is plotted against
the Dean-Stark Sw in Figure 3.21. It can be seen that the average T2 Log Mean, per well, is lower
than the upper unit ranging from 2 msec to 11.6 msec (refer to Table 3.3). However, most of the
wells have an average T2 Log Mean lower than 8 msec. The middle Three Forks pore structure
complexity is highlighted by high variability in Sw for the same value of T2 Log Mean. For
example, the average T2 Log Mean observed at wells Hawkinson 14-22-H2 and Rolf 1-20H is
around 8 msec. However, the Sw values measured for these wells are 51% and 79.7% respectively
(see Figure 3.13). This variation in Sw can be related to the high capillary-bound water at well Rolf
1-20H.
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Figure 3.19. Permeability (Klinkenberg) versus core porosity cross-plot, MTF. The porosity is between 2% and 11%
and the permeability is generally less 10 mD.

Figure 3.20. Average relative abundance of minerals per well for MTF from XRD experiments. It is predominantly
composed of dolomite, the content of clay minerals increases (chlorite), and the volume of the dolomite is lower than
the previous unit.
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Figure 3.21. Average T2 Log Mean (T2LM) per well for MTF. T2LM is less than 8 msec for most of the wells.
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Table 3.3. T2 Log Mean from NMR and Dean-Stark Sw for the studied wells, MTF.

ms

T2LM
Max
ms

CHARLIE SORENSON 17-8 3TFH

23285

43.22

3.76

36.96

11.61

51

ANDERSON FEDERAL 152-96-9-4-11H

24749

9.64

5.37

21.54

9.76

38

GO-BIWER 157-98-2635H-1

21932

28.17

2.3

29.11

8.7

HAWKINSON 14-22H2

24456

50.03

2.92

31.57

8.42

LAKEWOOD 1-20H

19799

29.48

1.84

34.07

8.17

FORT BERTHOLD 147-94-3B-10-3H

24272

10.75

1.94

17.88

8.1

55.5

ROLF 1-20H

20183

16.1

2.5

27.91

7.78

79.7

JANE FEDERAL

17430

20.14

2.45

25.24

7.54

70.3

COMFORD 9-12H

19060

3.04

3.96

10.72

7.5

82

BARENTHSEN 11 - 20H

17194

18.64

2.6

24.21

7.21

85.7

NESSON STATE 42X-36

17015

3.12

3.75

11.34

6.96

FORT BERTHOLD148-95-23D-14-1H

20172

21.65

2.15

29.7

6.84

FAIRBANKS 1-20H

21966

5.37

3.23

16.8

6.75

EN-PERSON OBS_2-24

20442

5.67

2.88

13.03

6.65

EN-PERSON OBS_2-32

20539

5.71

2.9

18.48

6.64

CHARLOTTE 1-22H

19918

5.64

3.51

16.24

6.5

78.46

SARATOGA 12-1-161-92H
JB 11-6TFH
FARHART 11-11H

22572
29062
17096

12.75
9.13
9.17

1.42
2.24
2.07

17.82
21.68
19.9

6.47
6.42
6.36

74.2

MARIANA TRUST 12X-20G2

24123

5.17

2.74

11.71

6.32

67.3

ROSENCRANS 44-21H

17193

7.57

2.37

15.58

6.088

THORLAKSEN 11-14H-17325

17325

6.44

2.83

17.08

6.024

PARSHALL 2 - 36H

16324

16.4

1.78

15.38

6.02

ERIE 44-19H

17289

7.27

2.17

15.67

5.81

JERICHO 2-5H-TF

18792

11.98

2.18

19.26

5.61

RYSTEDT 4-11H

17109

7.9

1.49

13.79

5.56

WAYZETTA 46-11M

26661

6.59

2.24

15.23

5.28

FAIRFIED STATE 21-16-1H

21947

7.39

1.3

13.94

4.89

KUBAS 11-13 TFH

18837

9.14

1.89

12.59

4.67

GULLIKSON 44-34H

32044

9.64

1.32

16.77

4.62

BARTLESON 44-1-2TFH

27026

3.93

1.03

11.88

4.52

SHELL CREEK 1-01

17058

2.63

1.74

9.19

4.37

BRAAFLAT 11 - 11H

17023

3.67

1.3

11.77

4.3

71.5

TRACKER HOVDEN 15-1H

20457

5.19

1.36

9.64

4.01

84

BONNIE DIVIDE 16-1H

18976

5.8

1.01

12.55

3.58

KOSTELECKEY 31-6H

19264

3.43

0.94

10.81

3.45

EDNA 11-2#1H

22022

3.33

1.007

10.15

3.39

LIND 2-1H

18450

2.79

1.05

7.73

3.1

MC. D. TRUST FEDERAL 31-3PH

26269

1.52

1.5

6.93

3.02

GRAVOS 42-13-14H

24118

4.15

0.93

14.82

2.44

72.5

DEBRECEN 1-3H

20034

1.28

0.92

6.89

2.23

72.5

Well Name

Average

NDIC
No

Variance

T2LM Min

Avg.
T2LM
ms

Sw core

5.94
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%

51

74.5

72

92

72.8

3.4.3 Lower Three Forks
The lower Three Forks member, in contrast to the previously described units, is characterized by
the abundance of dolo-mudstone facies and anhydrite (Figure 3.22). Additionally, a high variation
happens in clay minerals (16% to 40%) and calcite content (0% to 35%). The amount of quartz
ranges from 9% to 17% and K-feldspars with plagioclase contents varies from 3% to 11%. XRD
analysis also shows an insignificant amount of pyrite (0.8% to 1.7%), hematite (0% to 3%), and
halite (0% to 3.7%). The water zone is easily identified in the totality interval of the lower Three
Forks unit where the effective porosity is much lower than water-filled porosity (Figure 3.11, track
4), in addition to the high water saturation. The water saturation computed from array dielectric
measurements is compared to Dean Stark analysis and to the water saturation from the
petrophysical analysis (Figure 3.11, track 6). An excellent agreement can be seen between the
water saturation model from array dielectric measurements and Dean-Stark analysis mainly in the
lower interval where the petrophysical analysis resulted in low values of water saturation, due to
the abundance of the anhydrite. Figure 3.23 illustrates the permeability versus porosity
distribution. The core porosities range from 0.5% to 11%, averaging at 7%. The permeability
varies between 0.0001 mD and 10 mD. The higher permeabilities are usually related to the
fractured samples. Furthermore, the low values of T2 Log Mean are observed in Figure 3.24
throughout most of the interval, ranging from 2 msec to 4 msec (standard deviation 1.48). It is
obvious from the well Anderson Federal 152-96-9-4-11H (Figure 3.14, track 5) that the average
T2 Log Mean decreases by 47% from the middle Three Forks, from 9.76 msec to 4.6 msec. This
is confirmed by the increase in BVI and CBW, which are associated with small and micro-pores,
respectively. On the other hand, the large pores are completely absent, resulting from the variable
lithology of this unit, with the average T2 Log Mean value of 2.59 msec. The dolo-mudstone facies
characteristics combined with the abundance of anhydrite and clay contents deteriorate the
reservoir quality. These characteristics make this unit as non-reservoir with any petroleum interest.
A consistent correlation is found between T2 Log Mean and Sw in this unit (see Figure 3.13).
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Figure 3.22. Average relative abundance of minerals per well for LTF from XRD experiments. It is composed
predominantly of dolomite and anhydrite. It has the highest amount of calcite and clay minerals.

Figure 3.23. Permeability (Klinkenberg) versus porosity core cross-plot, LTF. The porosity can reach 11% and the
permeability is generally less 10 mD.
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Figure 3.24. Average T2 Log Mean (T2LM), per well, for LTF. Average T 2LM, per well, is between 2 msec and 4
msec for most of the wells.
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Table 3.4. T2 Log Mean from NMR and Dean-Stark Sw for the studied wells, LTF.

ms

T2LM
Max
ms

Avg.
T2LM
ms

0.9

91.98

4.84

3.83

1.23

12.84

4.6

31.15

0.9

40.87

3.75

57.95

0.87

105.92

3.69

4.51

0.84

12.19

3.14

20183

3.3

0.72

12.9

3

JANE FEDERAL

17430

2.34

0.92

11.86

2.86

FORT BERTHOLD 147-94-3B-10-3H

24272

2.16

0.89

9.87

2.78

FORT BERTHOLD 148-95-23D-14-1H

20172

0.66

10.94

2.65

WAYZETTA 46-11M

26661

0.98

1.16

8.08

2.68

CHARLOTTE 1-22H

19918

1.34

0.95

6.6

2.66

82.7

HAWKINSON 14-22H2

24456

1.78

0.91

10.17

2.64

73.42

MARIANA TRUST 12X-20G2

24123

1.42

0.79

6.84

2.63

69.2

MC. D. TRUST FEDERAL 31-3PH

26269

42.52

0.66

82.84

2.6

FAIRBANKS 1-20H

21966

1.18

0.85

6.85

2.54

FAIRFIED STATE 21-16-1H

21947

2.72

0.78

14.14

2.49

SHELL CREEK 1-01

17058

1.19

0.97

9.25

2.49

FARHART 11-11H

17096

6.38

0.7

29.26

2.47

BARENTHSEN 11 - 20H

17194

14.2

0.74

53.61

2.34

CHARLIE SORENSON 17-8 3TFH

23285

1.47

0.77

9.15

2.34

KUBAS 11-13 TFH

18837

2.45

0.92

10.11

2.33

GRAVOS 42-13-14H

24118

1.95

0.89

15.97

2.32

EN-PERSON OBS_2-24

20442

0.79

0.58

5.9

2.27

DEBRECEN 1-3H

20034

1.72

0.73

12.5

2.24

JB 11-6TFH

29062

1.11

0.45

10.14

2.23

EDNA 11-2#1H

22022

1.057

0.85

6.45

2.23

BARTLESON 44-1-2TFH

27026

0.75

0.76

6.58

2.19

ERIE 44-19H

17289

1.2

0.52

5.022

2.19

EN-PERSON OBS_2-32

20539

0.79

0.77

6.21

2.18

ROSENCRANS 44-21H

17193

1.16

0.87

8.2

2.18

SARATOGA 12-1-161-92H

22572

1.24

0.82

9.1

2.17

TRACKER HOVDEN 15-1H

20457

0.88

0.62

6.06

2.11

BONNIE DIVIDE 16-1H

18976

0.56

0.88

4.34

2.08

THORLAKSEN 11-14H-17325

17325

1.48

0.79

13.45

1.96

PARSHALL 2 - 36H

16324

1.65

0.68

16.53

1.85

RYSTEDT 4-11H

17109

1.13

0.53

8.42

1.83

Well Name

NDIC
No

Variance

KOSTELECKEY 31-6H

19264

88.23

ANDERSON FEDERAL 152-96-9-4-11H

24749

JERICHO 2-5H-TF

18792

GO-BIWER 157-98-2635H-1

21932

LAKEWOOD 1-20H

19799

ROLF 1-20H

Average

T2LM Min

Sw core
%
73.8

82.5
70
90

77

84.8
67
75.5

79.8

87.6

2.599
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3.5

Summary

This Chapter represents the alternative approaches to thin beds petrophysical analysis for the water
saturation estimation to gain better understanding to the reservoir characterization. Two methods
were described in this Chapter:
A complex petrophysical model was developed for Three Forks reservoir by the integration
of the advanced logging to the workflow including (1) ECS for the mineralogy and grain density,
(2) NMR for the porosity, clay bound water, and free fluid, (3) DL for water saturation. Both
deterministic and probabilistic methods were used to assess the output component and fluid
volumes. The conceptual lithological model was created based on multi cross-plots and on the
mineralogy from XRD analysis. The integration of the elemental dry weights fraction with
conventional logs allows more accurate mineralogical determination and calculation. The
combined neutron porosity and bulk density technique was used to estimate the effective porosity.
In addition, the Modified Simandoux equation is used for water saturation calculation with Archie
parameters m and n equal to 1.7 and 2, respectively. The formation water resistivity was calculated
using salinities and temperature profiles. The accuracy of the model was compared to the routine
and special core analysis. The second approach consists of the estimation of the water saturation
from array dielectric measurements independent of the resistivity. An agreement was seen in the
water saturation estimation from the two methods. This agreement confirms the Archie parameters
and the formation water resistivity used as an input into the Modified Simandoux equation.
In the second step, the resulting petrophysical model was extrapolated to the wells that are
remote from any advanced logging and core analysis measurements. The challenging was to
rescale the input components to the minimum components to be solved and set the appropriate
matrix parameters, uncertainties, and weight multipliers for each equation.
The petrophysical analysis and core porosity versus permeability plots show a consistent
porosity across the Three Forks interval with a satisfactory agreement between the effective
porosity, core, and NMR porosities. The porosities averaging 6% to 7% and permeabilities are less
than 1 mD. The upper Three Forks is considered as the most prospective of the three intervals.
This is based on reservoir parameters, pore size distribution, and the amount and type of clay in
the formation. The prominent feature of the upper Three Forks is the abundance of dolo-siltite
facies throughout of its interval with low clay content.
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Overall, XRD mineralogy shows that Three Forks composed by dolostones, quartz, feldspars,
and clay minerals mainly illite. The dolomite is the most abundant mineral. The clay minerals
increase with depth predominantly in the volume of chlorite. The calcite and hematite contents are
higher in the middle and lower Three Forks in some wells. The pyrite content increases at the top
of the upper Three Forks. However, the anhydrite content significantly increases in abundant in
lower Three Forks.
The clean dolo-siltite facies within the reservoir are characterized by high values of T2 Log
Mean and free fluid index. In contrast, the dolo-mudstone facies are characterized by high water
saturation. The petrophysical analysis becomes very challenging when the thinly dolo-mudstone
facies are interlaminated with oil-bearing dolo-siltite facies. That is why a detailed multi-mineral
analysis is one of the significant solution in Three Forks reservoir characterization.
The average T2 Log Mean equal to or greater than 8 msec is defined as the cutoff
corresponding to the oil-bearing zone within the Three Forks interval. The two uppermost
sequences (UTF and MTF) exhibit a range of pore size distribution with significantly varying T2
Log Mean, due to the laminations. Also, the chlorite contents have an influence on T2 Log Mean.
The larger the volume of chlorite, the more complex the pore size structure and the lower the T2
Log Mean.
Furthermore, in the upper Three Forks, higher values of T2 Log Mean equal to or greater than
8 msec and free fluid index are visible for almost all of the studied wells, suggesting the existence
of large pore sizes in this unit. However, in the lower Three Forks T2 Log Mean remains almost
constant, where the small and micro-pores are the most dominant pores.
There is a significant difference between the middle Three Forks and the previously described
units (UTF and LTF) where a large variation occurs in capillary-bound water, indicating a high
heterogeneity of the pore size distribution. Overall, through the entire Three Forks interval, the
capillary-bound water, and clay-bound water are observed to increase with depth. Relatively, a
reasonable relationship can be seen between the water saturation, the free fluid, T2 Log Mean,
capillary-bound water, and clay-bound water.
The outputs of the petrophysical model were displayed into the log composite for each well
(Appendix A). These outputs, the edited core analysis measurements, and well logs were exported
from Techlog to be used in the next Chapter where the third approach related to thin bed analysis
using machine learning and deep learning algorithms will be discussed.
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Chapter 4
Water Saturation Prediction Using Machine Learning

and Deep Learning
4.1

Introduction

The complexity associated with the water saturation (Sw) estimation in Three Forks Formation, as
explained in the previous Chapter, is due to the existence of the thin beds where the oil-bearing
dolo-siltite facies are interbedded with dolo-mudstone and shaly facies with high water saturation.
When the thickness of the layers is less than the resolution of the conventional tools, it can result
in large anisotropy and erroneously higher water saturation estimation (Passey et al., 2004). The
practical impact is underestimation of the net thickness with a higher potential of hydrocarbon that
is amenable to hydraulic fracturing in this type of unconventional reservoirs.
The thin bed formation evaluation has been studied by many authors by using advanced tools
and techniques. Several models are widely used to estimate the Sw such as Modified Simandoux,
Dual Water, Waxman-Smits, in addition to the Thomas-Steiber method developed for thin sandshale beds analysis. However, the incoherent response of conventional logs in thinly carbonate
layers makes the estimation of Sw ineffective and may lead to erroneous interpretation due to the
wide range of responses for each layer. A key challenge is to accurately predict the water saturation
from conventional well logs in a heterogeneous carbonate reservoir, thus, a powerful approach is
needed such as the application of machine learning and deep learning algorithms, which can be
generalized across the entire extent of the Three Forks in Williston Basin at lower cost compared
to the advanced logging and coring. Since the discovery of the Three Forks reservoir, there have
been more than three thousand wells drilled and completed with conventional logs. Due to the
complexity of the reservoir, full cores were acquired across the Three Forks Formation and
advanced logging was recorded in some wells.
Several intelligent techniques have successfully been applied for predicting Sw and other
petrophysical properties such porosity and permeability in conventional and carbonate reservoirs
(Karimian and al., 2013; Kenari and Mashohor, 2013; Mardi et al., 2012; Kamlyar et al. 2012;
Adeniran et al., 2009; Bulushi et al., 2009; Rezaee et al., 2008; Helle and Bhatt, 2002; Yan, 2002;
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Hachem, 1997; and Mohaghegh et al. 1996). However, there are yet challenges to accurately
predict Sw in thin beds carbonate reservoirs.
In this Chapter, we examine the capability of support vector regression (SVR) combined with
the grid searching algorithm and kernel functions to predict Sw in Three Forks Formation. We first
analyzed and generated the input variables and the output target. Secondly, the model was built
and trained based on the search for the best combination of several parameters (gamma,
regularization parameter, epsilon and kernel functions). The SVR model constructed is then tested
on the test data set to compare the accuracy of the model. Additionally, the performance of SVR
was compared to that of backpropagation artificial neural network and random forest regression
models based on correlation coefficient, root mean square error, and mean absolute error indexes
(Table 4.1). Python 3.6 with different libraries such as Scikit-learn, TensorFlow, NumPy,
Matplotlib, and Pandas were used to build the models. Also, the curve reconstruction using K.Mod
will be discussed in this Chapter. The workflow used to predict water saturation is illustrated in
Figure 4.1.

Figure 4.1. Workflow for water saturation prediction.
Table 4.1. Loss formulas for accuracy assessment.
𝑛

Root Mean Square
Error (RMSE)

1
√ ∑(𝑦𝑖 − 𝑦𝑖𝑝 )2
𝑛

Mean Absolute Error
(MAE)

1
∗ 𝑚𝑎𝑥|𝑦𝑖 − 𝑦𝑖𝑝 |
𝑛

𝑖=1

2

Correlation
Coefficient (R2)

100 ∗

∑𝑛𝑖=1(𝑦𝑖𝑝

− 𝑦𝑖𝑝 )(𝑦𝑖 − 𝑦𝑖 )
2

2

√ ∑𝑛𝑖=1(𝑦𝑖𝑝 − 𝑦𝑖𝑝 ) ∑𝑛𝑖=1(𝑦𝑖 − 𝑦𝑖 )
[
]
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4.2

Experimental Procedure and Methodology

4.2.1 Support Vector Machine Concepts
The support vector machine (SVM) has been developed by Vapnik, 1995. It is a supervised
machine learning algorithm, which was developed first to solve classification problems (SVC),
but it was extended to regression problems by the introduction of an alternative loss function, Ɛinsensitive, by Vapnik et al., (1997). Support vector regression (SVR) tries to minimize the
generalization error bound, which is represented by a combination of the training error and a
regularization term, instead of minimizing the observed training error (Basak et al. 2007). The
SVR algorithm was developed from a linear regression function in a high dimensional feature
space where the input variables are mapped via a nonlinear function (Basak et al. 2007). For a
given training dataset represented by {(x⃑1 , y1 ) … … (x⃑n , yn )}, where ⃑⃑x⃑i is an input vector and yi is
a corresponding output scalar (i = 1, 2,3 … n), the general linear support vector regression
function can be expressed as:
f(x⃑⃑⃑i ) = ω
⃑⃑ ∙ ⃑⃑⃑
xi + b

⃑⃑ ∈ X , b ∈ R
ω

(4.1)

where ω
⃑⃑ is a weight vector, b is a scalar called bias value. The objective of SVR is to find a
function f(x⃑) that can predict the output target yi whose deviation is less than a tolerance value ε
and flat as possible (Smola and Schölkopf, 2004). In order to set a reasonable tolerance value ε,
the ε-insensitivity loss function (Vapnik, 1995) defined as follows:
0,
for |f(x⃑) − y| < ε
Lε (y) = {
|f(x⃑) − y| − ε,
otherwise

(4.2)

According to Drucker and al., (1997), this equation defines an ε tube and if the predicted value is
outside the tube, the loss is the magnitude of the difference between the predicted value and the
radius ε of the tube, whereas if the predicted value is within the tube, then the loss is zero (Figure
4.2). The ε-insensitivity loss function can stabilize the estimation and control the accuracy into a
reasonable range. A small ε represents a lower tolerance of the inaccurate results, thus the model
is trying to fit every extreme value and catch all the trend inside the dataset. A larger ε represents
a higher tolerance of the variance, the model will prioritize the simplicity, the soft margin of
support vector regression will become larger. To ensure the flatness of the function f(x), Cortes
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and Vapnik (1995) introduced the convex optimization formula with an ε-insensitivity loss
function to minimize as follows:
N

1
−
φ(ω
⃑⃑ , ε) = ‖ω
⃑⃑ ‖2 + C ∑(ξ+
i + ξi )
2
i=1

yi − (ω
⃑⃑ ∙ φ(x⃑i ) + b) ≤ ε + ξ+
i
−
(ω
)
−y
+
∙
φ(x
+
b)
≪
ε
+
ξ
,
i
=
1, 2, ⋯ , n
Subject to { i
i
i
+ −
ξi , ξi ≥ 0

(4.3)

where C is a positive regularization parameter determining the trade-off between minimizing the
flatness of the function f(x) and the amount up to which deviations larger than ε are tolerated
(Smola, 2004). In other words, the C parameter allows the algorithm to decide how much it wants
to penalize incorrect data points (Drucker and al., 1997). If C is large, more emphasis is placed on
the error. Otherwise more emphasis is placed on the norm of the weight (Drucker and al., 1997).
The variables ξi+ , ξ−
i are slack variables representing upper and lower constraints on the output of
the system (Figure 4.2). They penalize training error by the loss function for the chosen error
tolerance ε (Misra et al., 2009).
There are four types of loss functions commonly used in the SVR. Quadratic loss function
corresponds to the conventional least-squares error criterion, Laplace loss function, Huber loss
function, and Vapnik proposed the function called ε-insensitive loss function as an approximation
to Huber’s loss function.

Figure 4.2. The soft margin loss setting for a linear SVR (Schölkopf and Smola, 2002).
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The input space in the non-linear regression is mapped into a high dimensional space (feature
space) using a kernel function. According to Basak et al. (2007), a linear algorithm in feature space
is equivalent to a non-linear algorithm in the input space. The non-linear SVR solution, using an
ε-insensitive loss function, is given by:
n

n

n

1
max′ W(α, α′ ) = max′ ∑ α′i (yi − ε) − αi (yi + ε) − ∑ ∑(α′i − αi )(α′j − αj )K(x⃑i , x⃑j )
α,α
α,α
2
i=1

i=1 j=1

(4.(4.4)

0 ≤ α′i , αi ≤ C, i = 1,2, … , n
Subject to {
∑ni=1(αi − α′i ) = 0

By Lagrangian formulation, solving equation (4.4) with constraints, the Lagrange multipliers
αi and α′i can be determined and the regression function is obtained as follows:
f(x⃑) = ω
⃑⃑ ∙ x⃑ + b
in which {

⃑⃑ ∙ x⃑ = ∑ni=1(αi − α′i ) ∙ K(x⃑i , x⃑j )
ω
1

(4.5)

b = − 2 ∑ni=1(αi − α′i )(K(x⃑i , x⃑r ) + K(x⃑i , x⃑s ))

where x⃑r x⃑s are any support vectors satisfying αr , αs > 0, yr = −1, ys = 1

𝑛

𝑓(𝑥, 𝛼𝑖 , 𝛼𝑖′ )

= ∑(𝛼𝑖 − 𝛼𝑖′ ) ∙ 𝐾(𝑥, 𝑥𝑖 )

(4.6)

𝑖=1

where 𝐾(𝑥, 𝑥𝑖 ) is the kernel function. In the feature space, the dot product φ(xi).φ(xj) is introduced
instead of kernel function (Smola, 2004; Gunn, 1998). The linear kernel function expressed in
equation (4.7) is the simplest function:
𝐾(𝑥, 𝑥𝑖 ) = 𝑥 𝑇 ∙ 𝑥𝑖 + 𝐶

(4.7)

where 𝑥 𝑇 ∙ 𝑥𝑖 is the inner product and C is an optional constant.
The polynomial kernel function, expressed in equation (4.8), is a non-stationary kernel. It is
appropriate for problems with a normalized training dataset. The parameters in polynomial kernel
function are kernel coefficient 𝛾, the constant term C and the polynomial degree D.
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𝐾(𝑥, 𝑥𝑖 ) = (𝛾𝑥 𝑇 ∙ 𝑥𝑖 + 𝐶)𝐷

(4.8)

The sigmoid kernel function presented in equation (4.9) comes from the artificial neural
networks field. There are two variable parameters in the sigmoid kernel function, the kernel
coefficient 𝛾 and the intercept constant C.
𝐾(𝑥, 𝑥𝑖 ) = tanh(𝛾𝑥 𝑇 𝑥𝑖 + 𝐶)

(4.9)

Gaussian kernel function presented in equation (4.10) is an example of a radial basis function
kernel, which is used in this study as follow:
𝐾(𝑥, 𝑥𝑖 ) = 𝑒 −(𝛾∥𝑥−𝑥𝑖 ∥

2)

(4.10)

in which 𝛾 is the kernel coefficient.
4.2.3 Pre-Processing of the Dataset
To accurately predict Sw in thin beds reservoir, a large number of experimental Sw data points from
core analysis was collected in addition to the well logs. A total of 47 wells with both Dean-Stark
Sw (2509 samples) and 282 conventional logs were collected from the NDIC website. Since some
of the logs underwent with different runs and core data were shifted, the pre-processing of the
dataset was performed in the previous Chapter, including environmental correction, depth shifting,
data transformation, and petrophysical analysis to generate input variables to the model
construction.
A total of six conventional logs were selected as input features. The six logs are gamma-ray
(GR), bulk density (RHOB), compensated neutron (NPHI), compressional slowness (DT), deep
resistivity (Rt), and shallow resistivity (Rxo). These variables were analyzed by applying a principal
component analysis technique (PCA). This approach allows us to recognize the patterns and
redundancy in the data set and highlight the differences and similarities between the input
variables. Understanding the relationship between the variables is really important in helping to
determine the significant logs with the most information needed as input to the model. In addition,
when we are dealing with a large number of wells, it can reduce the number of input data and
lower the computation time. First, PCA transforms the data into a new set of coordinates system
in multi-variable space. So, PCA reorganizes the variance in the data which are arranged in the
decreasing order of variance in accordance with the transformed principal components and each
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component is constrained by the orthogonality to other components. This means that PCA rotates
the axis until it finds maximum variance direction which corresponds to the first principal axis.
Then, it searches for the second-highest variance in data set and its direction must be perpendicular
to the first axis because the variances in data in orthogonal directions are independent of one
another. After that, it looks for the third direction, and so on.
The input variables (GR, Rt, Rxo, NPHI, RHOB, and DT) are plotted on the principal
components cross-plot and are normalized between -1 to +1 scale. Figure 4.3 illustrates the
projection of the input variables on the normalized principal axis. It shows the amount of influence
that each variable exerts on a different axis. It can be seen that all the variable points are close to
the circumference of the circle which indicates the importance and the contribution of each variable
to the learning process. The NPHI and DT are at the maximum distance from the origin of the
circle and contribute significantly to the variance in the first principal axis. Whereas the GR, Rt,
Rxo, and RHOB contribute to the variances of both first and second principal axis.

Figure 4.3. Projection of variables cross-plot.

As a result, these 6 variables are important as an input to the learning process. On the other
hand, the deep resistivity and medium resistivity being on top of each other means redundancy in
the data set. Table 4.2 shows the correlation matrix between the six variables. It is noticeable that
the highest correlation is between deep and shallow resistivities, at 97.6%, and neutron porosity
with compressional slowness, at nearly 74%. However, the correlation is significantly lower
between gamma-ray and both resistivities, at 4.7%.
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Table 4.2. Correlation matrix.
RHOB

DT

Rt

GR

Rxo

NPHI

RHOB

1

-0.6780

0.1694

-0.5671

0.2043

-0.6958

DT

-0.6789

1

-0.3656

0.6149

-0.3902

0.7324

Rt

0.1693

-0.3656

1

-0.0474

0.9767

-0.4354

GR

-0.5672

0.6149

-0.0460

1

-0.0474

0.5532

Rxo

0.2043

-0.3902

0.9767

-0.0474

1

-0.4903

NPHI

-0.6958

0.7324

-0.4354

0.5532

-0.4903

1

The amount of information that is being represented by each eigenvector is summarized in
Table 4.3. It is obvious that the first and second eigenvectors capture nearly 84% of the
information, collectively. This endorses the significance of the projection of variable cross-plot,
where the eigenvector 1 and eigenvector 2 are plotted.

Table 4.3. The Eigenvector and Eigenvalue.
Eigen Vect.1

Eigen Vect.2

Eigen Vect.3

Eigen Vect.4

Eigen Vect.5

Eigen Vect.6

RHOB

0.4144

-0.3215

0.5914

0.3573

0.4972

-0.0002

DT

-0.4703

0.1743

0.0236

0.8538

-0.1368

-0.0051

Rt

0.3462

0.5846

-0.1458

0.1016

0.1896

-0.6861

GR

-0.3473

0.4355

0.7590

-0.3180

-0.1029

-0.0411

Rxo

0.3620

0.5717

-0.0700

0.1015

0.0787

0.7215

NPHI

-0.4851

0.0881

-0.2175

-0.1464

0.8253

0.0830

Eigen value

3.3773

1.6529

0.4318

0.2709

0.2434

0.0201

Information

0.5631

0.2756

0.0720

0.0451

0.0405

0.003

Cum. Info.

0.5631

0.8388

0.9108

0.9530

0.9966

1

On the basis of the inspected objective and to improve the performance of the dataset, the
logarithmic of deep resistivity (Log Rt) is preferred to be used instead of Rt because Log Rt has
greater correlation with Sw than Rt. In addition, the Rt distribution seems to be skewed with the
mode around 2 ohm.m (Figure 4.4). However, the logarithm of Rt shows a normal distribution
(Figure 4.5).
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Figure 4.4. Deep resistivity histogram.

Figure 4.5. Logarithm of deep resistivity histogram.
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Also, the component volumes, effective porosity, and clay volume were exported from
petrophysical analysis and added to the input variable space. However, they did not improve the
performance of the SVR model. Due to the complexity of the Three Forks Formation, two
categorical variables were added as inputs. The first one is the hydrocarbon (HC) column and the
second is the Three Forks reservoir units. Therefore, the dataset is divided into three corresponding
members (UTF, MTF, and LTF). Then the formation column was expanded to 3 sub-columns to
represent 3 categories (UTF: 001, MTF:010, and LTF: 100), and the HC column to 2 categories
(10 and 01). Including these values into the training set, they can be represented by dummy
variables which will lead to a dummy variable trap. The latter is a scenario in which one variable
can be predicted from the others (multicollinear). In this case study, one column is selected to
represent the HC interval and 2 columns to represent the 3 formation members.
The relationship between the variables and Dean-Stark water saturation is illustrated in Figure
4.6 and Table 4.4. One can see that the HC column has a strong relationship with the output target
Sw, at 87%. It is the most significant variable for the model construction after the log R t at 52.4%
and NPHI log at 28.3%. Finally, the GR, DT, and RHOB logs have the remaining contributions at
14.2%, 10.8%, and 8.4%, respectively. The PCA analysis for the 9 variables is illustrated in Figure
4.7 which plots the proportion of variance explained by each variable. It shows a gradual increase
of the cumulative variance, which means that the 9 variables are important as input features into
the model construction.
After determining the number of significant input variables, each of the selected models can
be built for evaluation. Two different supervised regression algorithms (support vector regression
and random forest regression) and deep learning (backpropagation artificial neural network) were
used in this study.
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Table 4.4. A correlation matrix with 9 input variables.
Variables

Formation_ index 1 Formation_ index 2 Depth

GR

DT

NPHI RHOZ Log Rt HC_colonm Sw_core

Formation_ index 1

1.000

-0.517

-0.131 0.218

0.097 -0.077 -0.099

-0.232

0.186

Formation_ index 2

-0.517

1.000

0.016 -0.169 -0.118 -0.247 -0.052 0.415

0.726

-0.640

Depth

-0.131

0.016

1.000 -0.031 0.242

0.041 -0.046 -0.149

-0.054

0.084

GR

0.218

-0.169

-0.031 1.000

0.126

0.591 -0.251 -0.418

-0.113

0.142

DT

0.070

-0.118

0.242

0.126

1.000

0.135 -0.061 -0.331

-0.102

0.108

NPHI

0.097

-0.247

0.041

0.591

0.135

1.000 -0.265 -0.650

-0.022

0.283

RHOZ

-0.077

-0.052

-0.046 -0.251 -0.061 -0.265 1.000

0.134

-0.073

0.084

Log Rt

-0.099

0.415

-0.149 -0.418 -0.331 -0.650 0.134

1.000

0.499

-0.524

HC_colonm

-0.232

0.726

-0.054 -0.113 -0.102 -0.220 -0.073 0.499

1.000

-0.874

Sw_core

0.186

-0.640

0.084

-0.874

1.000

0.142

0.070

0.108

0.283

0.084 -0.524

Figure 4.6. (a) Heat map of the variables used in the model without HC column. (b) Heat map of the variables without
HC column. Sw_core is the output target.
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Figure 4.7. Cumulative explained variance. (a) CPA with 8 input variables, (b) with 9 input variables (with HC
column).

4.2.4 Building SVR model
The SVR is a powerful method for regression problem with a high capability to handle small
training dataset (Bruzzone et al., 2006). In addition to the pre-processed logs, the two categorical
features are included in the training dataset. The best approach in building the SVR model is, on
the basis of the training data set, to determine appropriate kernel function and its best values of
gamma, epsilon, and regularization parameter through the learning algorithms. For this case study,
after a comparative investigation, RBF kernel function was selected. The grid search was used to
select the search range of the best training parameters of the SVR model. In order to optimize
SVR, the initial parameters are set to default then several combinations of c, ε, 𝛾, and n-fold value
for cross-validation are examined. 10-fold cross validation is selected and in this case the dataset
is split into 10 subsets and one subset is used as a test set each iteration (10 times). Then, the cross
validation for the training model is the average of the 10-fold iterations. The optimal SVR learning
algorithm parameters (e.g, 𝛾, ε, and c) were set based on cross validation score. The workflow of
building the SVR model is summarized in Figure 4.8.
Once a support vector regression model is constructed and validated on a testing set, the
program can be applied to confirmation wells that contain the same variables. There should be a
good match between the support vector regression-generated synthetic curve and the output curve
Sw in the confirmation wells. Once the model is verified using the confirmation wells, the model
can be applied to wells without the output Sw with confidence.
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Figure 4.8. The workflow to build SVR through determining best values of c, 𝜀 , and 𝛾.

4.2.5 Building Random Forest Regression Model
A random forest (RF) is one of the powerful machine learning algorithms, which can be used for
regression and classification problems (Breiman et al., 1984). Both numerical and categorical data
can be used. The random forest package in Patton libraries was used to build the model.
The RF algorithm combines many self-learning decision trees to parameterize models which
are used to predict the target output (Mellor et al., 2013). RF helps to reduce the high variance that
would result from one single decision tree (Lellogg et al., 2018). Random forest trains a set of
decision trees separately and in parallel. The algorithm randomly subsamples the initial dataset on
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each iteration to get a different training set (bootstrap aggregation sampling) and also considers a
random subset of features to split on at each decision tree node (Efron and Tibshirani, 1996). The
trees continue growing until there are no gains in purity (Mellor et al., 2013).
The 10-fold cross validation is used to estimate the performance of the RFR model. Then, the
average of the predictions of the trees results in the prediction of the output target. Figure 4.9
illustrates the workflow to build the RFR model through determining the best hyperparameters.

Figure 4.9. Summary of the workflow to build RFR.

4.2.6 Building Deep Learning Model
For the construction of the deep learning model (DL), the same dataset was used and the well logs
were run through the same processing steps. A backpropagation neural network (Werbos, 1974)
was used in this study. It is a multi-hidden layer neural network technique where the initial weights
are randomly chosen then the gradient of the loss function is calculated repetitively and propagated
backwards through the network to adjust the initial weights (Mollajan et al. 2013).
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Several network configurations were investigated to define the model structure and optimize
the backpropagation neural network model in terms of the number of layers and hidden neurons.
A model structure consisting of 9 input features, 3 hidden layers with 20 neurons in each hidden
layer, and 1 neuron for the output layer were selected from the investigation (Figure 4.10).

Figure 4.10. Model structure of backpropagation neural network

The processing neurons create a sigmoid function as an activation function for each neuron to
relate the output to the input. During the optimization process, the mean squared error (MSE) is
used as loss function. MSE is estimated as the average of the squared differences between the
predicted and measured Sw values (see Equation 4.1):
𝑛

1
𝑀𝑆𝐸 = ∑(𝑦𝑖 − 𝑦𝑖′ )2 .
𝑛

(4.1)

𝑖=1

Where n is the number of data points, 𝑦𝑖 is the real data values, and 𝑦𝑖′ is the predicted data values.
The loss function gives information on how the prediction model matches the actual values
in the training dataset.
The training phase is performed with a learning rate of 0.01 for 200 epochs with batch size of
32 epochs. It means that the algorithm trains the data set for 200 epochs and the loss is calculated
for each epoch but the weights are updated using backpropagation of the estimated loss each 32
runs. In addition, the Adam optimization algorithm is used to update and optimize the connection
weights that the model can use for the prediction. Adam optimizer was introduced by Kingma and
Lei Ba (2015). According to the authors, Adam is straightforward to implement, the hyper86 | P a g e

parameters require little tuning, and it is appropriate for problems with large data, very noisy,
and/or sparse gradients. The Adam optimization algorithm calculates separately adaptive learning
rates for different parameters from computing an exponential average of the gradient and the
squared gradient (first and second moments of the gradients). The workflow to build
backpropagation neural network model is summarized in Figure 4.11.

Figure 4.11. The workflow to build backpropagation artificial neural network.

4.2.7 Curve Reconstruction Using K.Mod
K.Mod is generally used for the curve reconstruction. The neural network modeling procedure
used is a supervised artificial intelligence program that learns to build the synthetic curves. It is
based on the principle of multi-layer perceptron which is used to separate the data in hyperspace.
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The architecture of the model can be described as shown in Figure 4.12. The structure contains
one input layer with 5 input curves, one layer with 10 hidden nodes which monitors the training
process, and one output layer. A sigmoidal function is used by each neuron in the hidden layer to
generate a sigmoid curve based on defined weights which support the matching of the output curve.
A training well is first selected that contains both the curves needed to generate the synthetic curves
and the expected output curve. The input logs for 10 wells (GR, RHOB, NPHI, Rt, and DT) were
trained to learn the output Sw. Another data set for 3 wells containing the same logs were used to
cross-validate the model.

Figure 4.12. Structure of neural network, K.Mod.

4.3

Results and Discussion

Due to the high concentration of laminations in the upper and middle Three Forks members which
leads to the large variability of Dean-Stark Sw, it was challenging to effectively find the best
techniques, kernel function, loss function, learning algorithms, and the optimization parameters to
accurately predict the output target Sw.
For the SVR model the results were obtained using an ε-insensitive loss function combined
with RBF kernel functions and grid search learning algorithm. Default parameters c, ε, and γ are
first used and then, many combinations of c, ε, and 𝛾 were examined (see Table 4.5). In terms of
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the training results, RBF presented a better performance for SVR than polynomial and sigmoid
functions.
Table 4.5. Search range parameters.

Parameters

Search range

Increment

c

1 to 10

0.1

ε

0.01 to 0.5

0.01

𝛾

0.01 to 0.5

0.01

The SVR displayed very stable cross validation accuracy. Table 4.6 shows that the SVR with
RBF kernel function shows the highest cross validation accuracy at 82.95% (77.99% on average)
when using grid searching as the learning algorithm and setting n-fold as 10. The best values of c,
ε , and γ found by the grid searching algorithm are 2.4, 0.25 and 0.04, respectively.
Table 4.6. The cross validation accuracy of Sw by SVR with RBF, grid searching learning algorithm, and 10-fold.
n-fold

Kernel function

Learning
algorithm

n=1

n=2

n=3

n=4

n=5

n=6

n=7

n=8

n=9

n=10

Radial basis
function (RBF)

Grid searching

80.10

77.82

80.91

76.84

78.45

82.95

77.49

72.67

73.94

78.82

The learning model of SVR with RBF kernel was successfully applied to the test data set
yielding a target output prediction with a correlation factor of 0.78 (Figure 4.14). The SVR model
was also constructed without HC column as an input variable where the model yielded in a lower
prediction with a correlation factor of 0.65 using values of 1.9, 0.31, and 0.44 for c, ε, and γ,
respectively. Figure 4.13 shows the comparison between the Dean-Stark Sw and the predicted Sw
for this case. A summary of the two models and their corresponding results are illustrated in Table
4.9. Despite some differences can be observed between the predicted Sw and Dean-Stark Sw in the
upper and middle Three Forks (see Figure 4.14) where the program could not model perfectly the
peaks, the agreement between the output and the measured Sw demonstrates a successful ability of
the SVR to infer the complex relationship based on the conventional logs dataset between the input
features and the target output.
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Figure 4.13. Comparison between the Dean-Stark Sw measurements and the predicted Sw from SVR model without
categorical HC column as input feature.
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Figure 4.14. Comparison between the Dean-Stark Sw measurements and the predicted Sw from SVR model with
categorical HC column as input feature.
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For the second technique, RFR, the same dataset and similar steps were taken and deployed
in the prediction and assessment of the RFR model. The training data set is partitioned into 9
training folds and one validation fold at each iteration in addition to the grid searching learning
algorithm. The grid search range is illustrated in Table 4.7.
Table 4.7. Grid search range parameters, RFR.
Key

Size

Value

bootstrap

2

[True, False]

Max. depth

12

[10, 20, 30, 40, 50, 60, 70, 80, 90, 100, …]

Max. features

2

[auto, sqrt]

Min. Samples leaf

3

[1, 2, 4]

Min. samples split

3

[2, 5, 10]

n. estimators

10

[200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800, 2000]

Using the 9 features selected as shown in Figure 4.6, the results show that RFR yields a better
stability cross-validation accuracy than SVR. Table 4.8 illustrates the highest cross-validation
accuracy at 85% (80.58% on average) when setting n-fold as 10. In terms of the number of trees
that used to generate the model, it was predicted based on 10-fold cross-validation accuracy. The
depth of each tree is set to 40 and a minimum number of samples required at leaf nodes is 4. Also,
the number of features to consider when looking for the best split is equal to the maximum number
of features. The predicted Sw values are shown in Figure 4.16. Two separate interval units were
defined which correlate to LTF with higher Sw and to UTF and MTF with an Sw less than 60% and
a correlation factor of 0.786. The effect of the HC column on the RFR model performance was
also investigated and the results are illustrated in Figure 4.15. The correlation factor decreases to
0.65 (Table 4.9).
Table 4.8. The cross validation accuracy of Sw by RFR with grid searching learning algorithm, and n-fold values.
Learning
algorithm
Grid searching

n-fold
n=1

n=2

n=3

n=4

n=5

n=6

n=7

n=8

n=9

n=10

82.66

80.82

82.80

76.38

82.65

85.03

81.08

75.62

77.89

80.87
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Figure 4.15. Comparison between the Dean-Stark Sw measurements and the predicted Sw from RFR model with
categorical HC column as input feature.
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Figure 4.16. Comparison between the Dean-Stark Sw measurements and the predicted Sw from RFR model with
categorical HC column as input feature.
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Also, the prediction of the water saturation was conducted on the same dataset using a
backpropagation neural network. Figure 4.11 shows the iterative deep learning workflow used to
assess the model in Sw prediction. The algorithm has the ability to extract the hidden patterns to
map the complex non-linear relationship between the input features and the output Sw. As
discussed above the performance and the accuracy of the model was evaluated based on R2, RMSE,
and MAE.
Figures 4.17, 4.18 and Table 4.9 show that the model has almost the same accuracy in
predicting the water saturation compared to the performance of RFR and SVR. The correlation
coefficient of the model is 0.788 with 3 hidden layers and 20 nodes for each layer combined with
an optimizer (Adam) and a backpropagation algorithm. The high performance of the
backpropagation neural network based on the R2 value suggests that the loss function (MSE) is a
valuable input for the learning process for the Sw prediction.
The results show that the performance of the three models is improved after the categorical
HC column is added as an input feature into the model construction. Overall, the results agree
fairly well in the lower part of the reservoir when viewing the predicted model on the test dataset
(Figures 4.14, 4.16, and 4.18). However, the peaks were not perfectly modeled which are due to
the effect of the lamination in the reservoir (Figure 4.19).
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Figure 4.17. Comparison between the Dean-Stark Sw measurements and the predicted Sw from backpropagation
artificial neural network model without categorical HC column as input feature.
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Figure 4.18. Comparison between the Dean-Stark Sw measurements and the predicted Sw from backpropagation
artificial neural network model with categorical HC column as input feature.
Table 4.9. Comparison of MAE, RMSE, and R2 between SVR, RFR, and BP-ANN.

Model
description
SVR
RFR
BP-ANN

Without HC column
MAE
RMSE
R2
10.524
14.052
0.648
10.557
13.996
0.650
10.563
14.059
0.647

MAE
8.640
8.709

With HC column
RMSE
10.897
10.941

R2
0.788
0.786

8.746

10.893

0.788
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Figure 4.19. Comparison between SVR, RFR, and BP-ANN models on the test set.
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The last attempt for water saturation prediction was the curve reconstruction using K.Mod.
As discussed above, the K.Mod approach is based on the principle of multi-layer perceptron; each
hidden node’s sigmoid function extracts information from the input variables and generates the
output curve Sw via an interactive learning process. Starting with one hidden layer with minimum
neurons, the errors on the learning and validation data are calculated. By increasing the number of
neurons and cycles, the training and validation errors decrease until the training error is diminished
and an increase in the validation error is observed. Then the model can be saved and applied to the
other wells.
Figure 4.20 illustrates the reconstructed Sw curves for three wells plotted on top of Dean-Stark
Sw. A good much is observed between the predicted Sw and Dean-Stark Sw. In addition, the
backpropagation model was computed and used for quality control of the model. The recreated
input logs were generated from the output Sw and from the learning process model.
Figure 4.21 shows a view of the reconstructed input logs. Overall, the results present a good
match except for the gamma-ray log at a depth of 10475 ft and 10545 ft. This means that during
the learning process the gamma-ray may contribute to high loss in Sw prediction model.

Figure 4.20. From left to right: Hognose 152-94-18B-19H-TF, Jersey 19-6H1, and Sorenson 4A-27-1H. Track 1, GR
and Caliper, Cali. Track 2, the computed Sw from K.Mod program versus Dean-Stark Sw.
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Figure 4.21. Backpropagation plot for well Hognose 152-94-18B-19H-TF.

4.4

Summary

In this Chapter, the aim was to construct a reliable machine learning model that can be used for
water saturation prediction in thin beds reservoir using conventional logs. Two supervised machine
learning and one deep learning algorithms were proposed and built to predict consistent results.
Firstly, support vector regression has been constructed and its performance was compared to
backpropagation neural network and random forest regression based on correlation coefficient,
root mean square error and maximum absolute error indexes.
The first part of this Chapter presented the pre-processing of the dataset and the importance
of the input variables to the model construction. PCA analysis was performed to identify the
patterns and redundancy in the data set and highlights the differences and similarities between the
input variables. The results from PCA showed that the conventional logs GR, log Rt, NPHI, DT,
and RHOB are important as input variables to the learning process. The logarithmic of the
resistivity was used because it is normally distributed.
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Because of the complexity of the reservoir, more attributes were added to the learning process
such as the output volumes from the petrophysical analysis in addition to the formation members
and the hydrocarbon column. The results showed that the HC column has a strong relationship
with the output target Sw with the correlation coefficient increasing by 17% and the loss decreasing
by 3. Also, the cumulative explained variance in all 9 input variables showed a gradual increase.
After the processing phase, the reservoir dataset including well logs and Dean-Stark Sw were
partitioned randomly into a training set with 75 percent (1881 values) and testing set with 25
percent (628 values). The training dataset was used by the machine learning and deep learning
algorithms to construct the model that fits the training data; while, the testing dataset was used to
test the prediction performance of different models for unseen data based on correlation
coefficient, root mean square error, and maximum absolute error indexes.
In the second part of this Chapter, The water saturation was modeled using SVR with an εinsensitive loss function combined with RBF kernel function, grid search learning algorithm, and
10-fold cross-validation. The best values of c, ε , and γ found by the grid searching algorithm were
2.4, 0.25 and 0.04, respectively. The learning model of SVR with RBF kernel was successfully
applied to the test data set yielding a target output prediction with a correlation factor of 0.78. The
hydrocarbon column resulted in remarkable improvement to the model performance compared to
the previous model displayed in Figure 4.13 with an increase in accuracy by 17%. The results
demonstrated the effectiveness of applying SVR in thin beds analysis.
The backpropagation neural network and RFR algorithms were applied to the same data set
to infer the performance of SVR. Overall, the results show a small difference in performance
between the three models and the correlation coefficient is almost similar at 0.78. However, the
RMSE showed slightly higher results compared to MAE.
Despite the prediction accuracy for water saturation using conventional logs at around 0.78,
Figures 4.14, 4.16, and 4.18 capture the complexity of the Three Forks Formation where the
laminations are in abundance with a complex pore size distribution as shown in Chapter 3. It is
clear from the Figures that the program could not model perfectly the peaks. However, this study
showed that the three models are valuable methods to thin beds water saturation prediction using
only conventional logs. Increasing the input variables, specifically the features that characterize
the lithology and the pore size distribution, would improve the prediction accuracy of the models
on water saturation prediction in thin beds analysis.
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Chapter 5
Stress-Dependent Permeability and Porosity and
Hysteresis
5.1

Introduction

During the production stage, the reservoir losses its original pore pressure gradually, which means
an increase in its net effective stress, or the stress that is applied to the rock’s grain to grain contact.
The decline in production rate is also manifested in a rapid decline of bottom hole flowing pressure
(Kurtogglu et al., 2013; Anderson et al., 2010). The reservoir properties can change in response to
these changes in net stress within the pores due to the withdrawal of the fluids from the reservoir.
Yildirım and Ers (2007) documented that the cyclic loads can cause damage and deformation in
the rock samples, leading to a variation in rock’s permeability and porosity. The combination
between the increasing stresses and multiple factors such as the lithology, rock fabric, content and
location of clay particles, grain-contact type, compressibility of the pores, and the existence of the
micro-structures in the rock can lead to variable decline rates of the permeability and porosity, and
their resulting paths. Under cyclic unloading, the deformation rock response also varies and these
factors may, to some degree, cause irreversible loss of permeability and porosity. The amount of
permanent deformation of the rock due to the cyclic unloading is known as hysteresis (Teklu and
al., 2017). This phenomenon is observed when the unloading porosity and permeability paths are
lower than the loading paths. According to Dong et al., (2010), the main reason for this difference
is that the compaction of the geomaterial is not fully reversible. The stress-dependent permeability
is significant in a tight formation where the rock can lose up to 99% of the original permeability
and can affect the fluid flow mechanisms (Teklu and Li, 2017).
Terzaghi (1943) defined the net effective stress as part of the total stresses that cause the
deformation of the rock. He related the net effective stress to pore pressure and the external total
stress as:

𝜎𝑒𝑓𝑓 =

𝜎−𝛼 𝑃

(5.1)
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Here, α is a poroelastic coefficient or Biot’s coefficient, P is the pore pressure, σ eff is the net
effective stress, and σ is the total stress.
Warpinskin and Teufel (1992) defined a general effective stress law that can affect rock
properties in the reservoir such as permeability and porosity. This law can be expressed
mathematically as:

𝑝 = 𝑄( 𝜎−𝛼 𝑝)

(5.2)

where P is the studied property of the rock and the term Q(σ-αp) describes the effect of the
effective stress on the property. This general equation is used by many authors with several studies
being carried out on stress-dependent permeability and porosity on sandstone formations (Wang
et al. 2014a; Dong et al., 2010; Ghabezloo et al., 2009; Davy et al., 2007; Klein and Reuschle,
2003; Dana and Skoczylas, 1999; Davies and Davies, 1999; Davies and Holditch, 1998; David et
al., 1994; Luffel, 1991; Morrow et al., 1986; Zoback and Byerlee, 1975, and Brace et al., 1968).
Jones and Owens (1980), based on the experiment results of permeability measurements of
tight gas sands, found that the cubic root of the normalized permeability can be correlated with a
logarithm of net stress in the form of:
𝑘

( )1/3 = 𝑄( 𝜎−𝛼 𝑝)
𝑘𝑜

(5.3)

In this equation, K is the permeability at a given net effective stress, and Ko is the permeability
at a minimum or initial applied net effective stress.
Dong et al. (2010) documented that the results of the permeability and porosity on sandstone
samples obtained from an integrated permeability and porosity measurement system showed that
the gas permeability is related to confining pressure.
Klinkenberg (1941) measured gas permeability of porous media where his research revealed
that the permeability to a gas depends on factors that influence the mean free path, such as pressure,
temperature, and the nature of the gas.
A pulse-decay method was used by Dana and Skoczylas (1999) to measure the relative gas
permeability of three types of sandstones. Their test results showed that the gas permeability is
closely dependent on pore structure parameters such as pore size, pore-throat radius, and pore
shape.
Similarly, by using a liquid flow medium, Morrow et al. (1986) measured the permeability of
Westerly granite under cyclic loading conditions, and they found that cyclic stress loading had a
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large effect on the permeability path of the samples where permeability decreased with each
loading, regardless of the confining pressure.
David et al. (1994) directed laboratory experiments on five sandstones with high porosities,
ranging from 14% to 35%. The results of their studies showed that the permeability of low-porosity
samples presents relatively high-pressure sensitivity.
Permeability is a physical quantity that depends on the net effective stress state and pore
structure parameters, such as porosity and pore-throat radius (Pape et al. 2000; David et al., 2001).
It is clear that there is no unique permeability-porosity relationship that can be applied to describe
the signature of porous media (Bernabe et al., 2003). Based on laboratory test results of different
types of rocks (Wang et al., 2014a; David et al., 1994; Hoholick et al., 1984; Schmoker and Halley,
1982), an exponential function was proposed to describe the relationship between gas permeability
and net confining pressure. On the other hand, the experimental results of studies on sandstones
presented by Dong et al. (2010) indicated that a power-law model is a better fit to the permeability
versus confining pressure data than an exponential function.
It should be noted that the number of studies regarding stress dependency of permeability and
porosity on tight carbonate formations is limited, particularly in Three Forks Formation, Williston
Basin. The discussions presented in this Chapter investigate the hysteresis response of permeability
and porosity as a function of net effective stress and the parameters that influencing this behavior.
The study is focused on the upper Three Forks carbonate reservoir, where, to the best knowledge
of the author, there are no similar studies conducted for this reservoir. The studies conducted here,
include a lab-based data analysis and both exponential and power-law models were used to define
the stress-dependent permeability and porosity relationship of the upper Three Forks Formation.
This relationship was updated using a new dataset (from well Charlie Sorenson 17-8-3TFH) under
cyclic loading and unloading for a wide range of net confining stress. The results presented in this
Chapter will help in understanding the impact of stresses on reservoir characteristics and the
hysteresis effect on the production strategies of the upper Three Forks tight reservoir.

5.2

Database

The database for this particular work includes the experimental data from well Charlie Sorenson
17-8-3TFH and a large volume of data collected from the NDIC Website. Permeability and
porosity data under cyclic loading of effective stress for 48 wells were used in this study. All
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permeability values were measured using the unsteady-state approach and were corrected for the
Klinkenberg effect. Measurements of porosity and permeability have been conducted by different
laboratories using different measurement instruments and at different confining stresses (see
Figures 5.1 and 5.2). At ambient conditions, the measurements were generally performed at net
effective stress of either 500 psi or 800 psi. The highest frequency data in the dataset was obtained
at initial net stress of 500 psi and a final net confining pressure of 4000 psi. The key was to have
at least one consistent stress condition for stress-dependence analysis of permeability in order to
compare the data. Therefore, 6 wells were selected in this net stress range, each with a different
number of samples available (UTF: 120 samples, MTF: 165 samples, and LTF: 308 samples). The
measurements of permeability and porosity under cyclic unloading were performed on four
selected samples from upper Three Forks for well Charlie Sorenson 17-8-3TFH.

Figure 5.1. Variation of porosity at different net confining pressures for the studied wells, upper Three Forks.
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Figure 5.2. Variation of permeability at different net confining pressures for the studied wells, upper Three Forks.

5.3

Testing Procedure

Cores from five wells (Charlie Sorenson 17-8-3TFH, Jane Federal 11X-20, Mariana Trust 12X20G2, Fort Berthold 150-94-3B-10-2H, and Anderson Federal 152-96-9-4-11H) were selected for
a preliminary investigation of the best facies for sampling. Usually, the shaly dolomites will
experience a greater proportional reduction in permeability due to the effective stress. One of the
objectives is to determine if shaly dolomite facies act as permeability barriers under normal stress
or become barriers due to reservoir depletion and an increase in the effective stress. However, it
was not practical to drill any sample related to these facies due to the need for a special drilling
facility to drill into these unconsolidated formations. Therefore, we limited the investigation just
on the clean facies where we focused on the modeling of the changes in the clean reservoir zones.
Figure 5.3 shows the five horizontal plugs, 1.5 inches (3.9 cm) in diameter by approximately 2 to
2.75 inches (4.9-6.69 cm) in length, that were drilled from the upper Three Forks core (well Charlie
Sorenson 17-8-3TFH) in a direction parallel to the slabbed face (i.e. parallel to the lamination).
These samples were selected based on the petrographic, petrophysical model, and the sample sizes.
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After the plugs were drilled from the core, they were placed in a trim saw machine and the ends
were cut flat and both ends were smoothened, as illustrated in Figure 5.4. The thin slices cut from
the plug ends were used for X-ray diffraction. The API RP40 samples handling and preparation
procedures were carefully followed. The samples contain significant amounts of liquid
hydrocarbon. As per the API guidelines, the samples’ liquid hydrocarbon, free water in the pores,
and salt were removed by using the method of solvent extraction and then the samples were dried
in the oven.

Figure 5.3. (a) Core samples from upper Three Forks used for the experiments (well Charlie Sorenson 17-8-3TFH),
(b) core sample 4A which shows natural fractures. The cores were drilled parallel to the lamination (horizontal plugs).

Figure 5.4. Preparation process of the cores samples according to the API procedures and guidelines.
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5.3.1 Core Samples Cleaning and Drying
Dean-Stark and Soxhlet apparatus was used for cleaning the samples. A mixture of toluene (2/3)
and ethanol (1/3) was used as solvent fluids. The solvents were put in a volumetric flask and placed
on a heating mantle. Once the ends of the core plugs were smoothened, they were placed into
extraction thimbles (43mm by 123mm), and then placed in reflux core chambers where the samples
were exposed to the boiling solvent. The cold water circulating above the inner chamber condenses
the solvent’s vapors to immiscible liquids which fall on the core samples in the thimble, then the
toluene soaks the core samples and dissolves any oil in the pores. The extraction process was
terminated after four weeks when the solvent in the volumetric flask appeared clear and then
compared to the CoreLab solvent color standards chart (see Figure 5.5a). Looking at Figure 5.5b,
it is observed that the samples’ solvents are between standard 1 and 2, so they are well cleaned.
The objective of drying is to remove the water within the pore space without affecting the
integrity of the core samples. After the cleaning process was complete, the upper Three Forks
samples were placed in the oven at 140°F (60°C) temperature for 10 days. This temperature was
recommended to retain the adsorbed water on clay surfaces. The drying process is completed when
the samples reach a constant weight, which indicates that the free water in the pores has been
removed. Also, the state of the samples was further checked at the CoreLab prior to any
measurements of stress-dependent porosity and permeability. According to Bush and Jenkins
(1970), clay minerals contain two types of bound water: Clay lattice water which is part of the
crystal structure of the mineral, and adsorbed water which takes place between the clay plates
under reservoir conditions. They point out that drying cores samples in an oven above 175°F (80
°C) will remove not only the free pore water but also the adsorbed water from the clay minerals.
They documented that the removal of the adsorbed water during the laboratory drying process will
increase the sample pore space which leads to erroneously high porosity measurements.
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(a)

(b)
Figure 5.5. (a) Solvent Color Standards, CoreLab chart, (b) well Charlie Sorenson 17-8-3TFH, upper Three Forks
samples. After cleaning, the solvents appear clean compared to CoreLab chart (between standard 1 and 2).

5.3.2 Permeability and Porosity Measurements
The unsteady-state method (Core Measurement System, CMS-300) and steady-state method (Core
Measurement System, CPMS) are the two methods used to measure the stress-dependency of the
permeability and porosity, and their hysteresis. The CPMS is a manually-operated instrument,
while the CMS-300 is an automated unit. The main difference though is that for the CPMS, a
constant flow rate of gas is injected until stabilized pressure drawdown is established, then the
permeability is directly determined. The CMS-300, however, has three tanks of known volumes at
known pressures of gas (helium and nitrogen). The gas is selected based on sample permeability.
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This gas is then bled through the core sample. The decaying tank pressure is monitored versus
time, allowing determination of gas flow rate and pressure drop across the core sample at any given
time (Teklu and al., 2017). The permeabilities are then derived from the curve of pressure versus
time. This makes the CMS-300 to be an unsteady-state measurement, compared to the CPMS,
which is a steady-state measurement method. In addition, the CMS-300 system incorporates a
porosimeter and permeameter and during the measurement, the confining stresses are applied
equally in both radial and axial directions. The final output file includes the pore volume, the
Klinkenberg permeability, the equivalent air permeability, Klinkenberg slip factor, Forchheimer
inertial coefficient (alpha and beta), and the porosity are made automatically for each net confining
pressure and for each sample. However, the CPMS, being manual, does not have the ability to
calculate Klinkenberg permeability. It can measure the pore volume, porosity, and the equivalent
air permeability.
Also, the porosity measurements are obtained by the use of the expansion method, helium gas
is allowed to expand from a known chamber into a core sample that was initially filled with helium
at atmospheric pressure (Teklu et al., 2018). Then Boyle’s law technique is used for both
instruments, by measuring grain volume at ambient conditions and pore volume at indicated net
confining stresses, to determine the porosity.
All the samples (1A, 2A, 3A, and 5A) were analyzed using CPMS instrument (steady-state
method). The size of the samples is 1.5 inches (3.9 cm) in diameter and 2.75 inches (6.69 cm) in
length except for sample 1A where the length is 2 inches (4.9 cm). However, the unsteady-state
method was conducted only on three samples, posterior to the CPMS measurements. The sample
3A was excluded because of the presence of fractures (see Figure 5.6). Additionally, it has the
lowest porosity (less than 2% at 1000 psi) among all samples, which means that the storage
capacity of this rock type is insignificant.
Prior to the experiments using CMS-300, the original samples were under-drilled to
approximately 1 inch in diameter and 1.8 inches in length to fit into the CMS-300 instrument and
checked again for dry weight stability. According to Ghanizadeh et al. (2014), the unsteady-state
method gives a better estimate of permeability in tight formation and also it takes into account the
effect of slippage (Klinkenberg permeability). The experiments were conducted on CMS-300 by
first gradually increasing the net confining pressure from 1, 2.5, 4, 5 to 6K psi and was followed
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by subsequently reducing it back gradually to 5, 4, 2.5, and 1K without relieving the stress between
the two measurements, where the porosity and permeability were measured at each step. On the
other hand, the CPMS experiments were conducted by gradually increasing the confining pressure
from 1, 2.5, 4 to 5K psi but reducing it back subsequently to 1K psi. A Biot’s coefficient of unity
was assumed in the net effective stress calculation of all experiments. In addition, the selected core
samples were used in CT Scan and X-ray diffraction analysis.
Figure 5.7 illustrates the porosity and permeability values for the 4 core samples measured at
initial effective stress of 1000 psi combined with Winland R35. It can be seen from this figure that
the samples fall between R35 equal to 0.1 µm and 1.5 µm (different flow units) and the storage
capacity is decreasing from the sample 1A to 3A, respectively. The sample 3A is characterized by
a very low porosity (<2%) and a permeability less than 0.1 mD. The permeability value of this
sample may be affected by the fracture as depicted in Figure 5.6.

Figure 5.6. Sample 3A. The blue arrows show the fracture on the CT scan image.
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Figure 5.7. Core samples permeability versus the porosity at 1000 psi combined with Winland R35 isopore throat
lines. Winland R35 corresponds to the pore throat radius at 35% mercury saturation from mercury injection test. The
permeability and porosity vary from 0.014 mD to 0.18 mD and from 2.25% to 10.05%, respectively.

5.3.3 Mineral Composition Analysis
The ends of the plugs were used for analyzing the mineral composition and evaluating the overall
mineralogy and volume of clay in the bulk sample. The samples were crushed to a fine powder
using the McCrone micronizing mill and SPEX SamplePrep mill machine (see Figure 5.8). The
powdered samples were loaded into aluminum sample holders and analyzed with an X-Ray
Diffractometer. The peak profile fitting method was used to interpret the raw data and identify the
mineralogy of each sample. Tables C.1 (Appendix C) illustrates the XRD results for the 5 samples.
The results showed that for all samples, dolomite is the dominated mineral, ranging between 45%
and 68%. The volume of quartz is approximately constant (10% to 12.5%). The illite content is
the most present as clay minerals in all samples and ranges from 9% to 14% (Figure 5.9).
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Figure 5.8. McCrone micronizing mill (left photo) and SPEX SamplePrep mill (middle photo) that were used to
ground the samples to very fine mesh.

Figure 5.9. XRD signals of mineralogy of the samples taken from well Charlie Sorensen 17-8-3TFH.
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5.3.4 Scanning Electron Microscope
The aim of the scanning electron microscope (SEM) is to characterize the geometry and the size
of the pore systems in the upper Three Forks. According to Johnson et al. 2017, the largest pores
in Three Forks Formation are less than 20 microns in size between dolomite crystals. To reveal
these types of pores in SEM, the samples were polished by Ar-ion milling using the technique
described by Loucks et al. (2009) (Johnson et al., 2017). The pores of the four samples can be
resolved clearly at a magnification greater than 1000x with SEM. Irregularly distributed pores can
be seen; dominantly small pores that occur between dolomite crystals or microintercrystalline
porosity that are present in the clay that fills the intercrystalline pores between the dolomite
crystals. Figure 5.10 displays an Ar-ion-milled surface photos taken at 5000x, 4000x and 2000x
respectively. It shows the interlaminated nature of the UTF and that dolomitic beds are interbedded
with shale. The pores are characterized by triangular shape. The dolomite has relatively large
intercrystalline pores which range in size from less than one micrometer to 23 micrometers.

5.4

Results and Discussions

Permeability is a key parameter for reservoir characterization and modeling. Permeability variation
with net stress can affect production and the estimation of the recovery factor. Understanding
stress-dependency of permeability is necessary for analyzing the production history (Teklu, Zhou,
Li, & Abass, 2016b). On the other hand, permeability and porosity hysteresis are essential
parameters for understanding the behavior of the reservoir in terms of the evolution of its
characteristics throughout its production life. During the depletion of the reservoir, the
permeability hysteresis can help us to enhance the production and forecast the well performance
by maintaining the reservoir pressure above the threshold pressure under which reservoir damage
occurs leading to irreversible loss of permeability and porosity. Additionally, the permeability
hysteresis in repeated cyclic loading and unloading can give us an idea about the effective
permeability value that can be used in fracturing design and highlight the different rock types in
the future re-fracturing operations.
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Figure 5.10. SEM photos of UTF (well Charlie Sorenson 17-8-3TFH).

According to Cui et al. (2013), the permeability is one of the most challenging parameters to
be precisely measured in the laboratory at in-situ stresses because of the reservoir heterogeneity
and characteristics of unconventional reservoirs. Furthermore, it is more difficult to measure the
permeability by well logging due to its nature and relation with the flow in porous media (Dennis,
2008; Roland & Olivier, 2007).
As mentioned previously, the porosity and permeability at initial and final net confining
pressures of 500 psi and 4000 psi are respectively the most measured values in the data set and
this range of stress was used for further analysis. In the first step prior to the establishment of the
permeability versus effective stress plots, the permeability values were normalized for each well
and for each core sample by dividing the corresponding permeability at given effective stress to
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the permeability at the initial effective stress (500 psi) and by 1000 psi for Charlie Sorenson 17-83TFH’s plugs. It lets a straightforward evaluation of the net stress effect on porosity and
permeability independent of their initial values. In this Chapter, the stress-dependent permeability
and porosity of Three Forks Formation are investigated and also the permeability and porosity
hysteresis for the 4 samples are discussed. Additionally, a stress law is determined for the upper
and middle Three Forks.
5.4.1 Stress-Dependent Permeability and Hysteresis
6 wells with 120 and 165 samples from the upper and middle Three Forks members were used,
respectively, to analyze the relationship between permeability, porosity, and net confining stress
at selected net stress ranges. The lower Three Forks is not included in this study because it is
considered as a water-bearing interval in the basin. So the results are presented here for upper and
middle Three Forks.


Upper Three Forks

Figure C.1 (Appendix C) shows the permeability as a function of effective stress for the 6 wells
for the upper Three Forks. It can be seen that the permeability decreases as the net confining
pressure increases for all the samples, however, the permeability’s decline rate is highly variable.
The samples exhibit a maximum variation in permeability at 2500 psi of net confining pressure,
and a sharp drop in permeability was seen in almost all samples. The loss of permeability is
between 50% and 98% of their initial permeability except for the well Charlotte 1-22H, which
shows the highest reduction in permeability, varying from 70% to 99%, possibly related to microcracks closure. Overall, the loss of permeability at the final applied net stress ranges from 65% to
98% of the initial permeability for the studied wells and between 85% and 98% for Charlotte 122H.
Some discrepancies were also observed to this trend in the wells Debrecen 1-3H and
Hawkinson 14-22H2 where two samples in each well exhibited a linear reduction in permeability
during cyclic loading. The decline rate is from 28% to 45% at 2500 psi and from 42% to 72% at
4000 psi of effective stress, respectively.
Beyond 2500 psi effective stress, the plots illustrate an insignificant loss in permeability
showing that the maximum reduction in permeability has already been reached, consequently, a
relative plateau was observed. On the other hand, the samples that exhibit a less loss at 2500 psi
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(<50%) are characterized by a reduction in permeability at final net stress (4000 psi), varying
between 44% and 73%.
The stress-permeability sensitivity is shown in Figure 5.11, the Klinkenberg permeability at
initial net stress (500 psi) was plotted against the Klinkenberg permeability at the final net stress
for 100 samples from 6 wells. The comparison results show a much higher scatter in the
permeability range above 0.05 mD and the best-fit to the data is a power-law function as:
Log K NCS =0.0581 × (Log K 500psi )0.7563

(5.4)

Figure 5.11. Comparison of core permeabilities for upper Three Forks (120 samples): Final applied net confining
pressure (4000 psi) vs initial net confining pressure (500 psi), showing a high stress-dependent permeability.

Tables C.2 and C.3 (Appendix C) present the results of the steady-state and unsteady-state
permeability and porosity experiments during cyclic loading and unloading for the well Charlie
Sorenson 17-8-3TFH, upper Thee Forks member, respectively. The permeability was measured at
different net confining pressures (1000 psi to 6000 psi). As one expects, the permeability decreases
as the effective stress increases. The samples show different initial permeability values at initial
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confining pressure (1000 psi). However, the permeability is observed to be slightly higher using
the steady-state method because it doesn’t take into account the effect of slippage.
The samples were analyzed using both methods and the permeabilities during stress loading
and unloading were normalized and plotted. As can be seen from Figure 5.12b (unsteady-state), at
net stress of 5000 psi, samples 1A and 2A retain a small amount of their original permeability,
21% and 28%, respectively. However, sample 5A retains more than 50% of its initial permeability.

Figure 5.12. (a) Normalized permeability (CPMS, steady-state) versus net stress showing approximately the same loss
of permeability for the 3 samples except sample 2A (red color). (b) Normalized permeability (CMS-300, unsteadystate) versus net stress for three samples. As shown in this figure, samples 1A and 2A retain approximately 21% to
28% of their initial permeability at 5000 psi. Conversely, at 6000 psi the sample 2A exhibits an increase in permeability
by 20%.

A comparative result between steady-state and unsteady-state methods for a cyclic loading
indicates that the sample 2A exhibits approximately the same permeability path with increasing in
effective stress from 1000 psi to 5000 psi for both methods (Figure 5.12a and b). The highest loss
(>70%) of the permeability was observed at 5000 psi. This may be explained by the presence of
the microfractures as depicted in Figure 5.13. At high stresses, these microfractures will be closed,
hence reducing the permeability. Additionally, XRD analysis (Table C1, Appendix C) shows that
the sample contains 14% illite. The abundance of the clay minerals in the reservoir is critical, with
the increase of the stress they tend to compact and occlude pore space, resulting in a reduction of
the permeability.
At the final applied stress of 6000 psi for the unsteady-state method, the sample (2A) exhibits
an increase in permeability by 20%. The possible explanation may be that at a high level of stresses
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micro-cracks can be created or reopened, which enhances the permeability (Figure 5.12 b). In
addition, the content of feldspars as showed by XRD results in Appendix C (10%) may contribute
to increasing the brittleness of the rock and its ability to be fractured more favorably (Davies et
al., 2001).
Sample 2A

Figure 5.13. Sample 2A’s CT Scan image showing the abundance of microfractures (the image was taken before the
stress loading/unloading experiments).

Nevertheless, the sample 1A retains 40% of the initial permeability more in the steady-state
method (Figure 5.12 a & b). Presumably, this loss of the permeability in the unsteady- state method
could be related to the repeated stress loading/unloading process and non-elastic behavior of the
connected pore network and micro-cracks closure. Furthermore, the analyzed sample show that
the UTF is characterized by angular shaped porosities (Figure 5.14). During stress loading and
unloading, this type of pore geometry in addition to pore-throat can collapse and lead to the loss
of permeability. This may explain the strong stress-dependency of permeability characteristics for
this sample.
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Figure 5.14. SEM images of upper Three Forks, showing abundant of angular shaped porosities and micro-cracks
(well Charlie Sorenson 17-8-3TFH, sample 1A).

The cubic root of the normalized permeability versus net confining stress (in semi-logarithmic
scale) shows a less linear behavior for all samples. Also, sample 1A exhibits two straight line
portions as shown in Figure 5.15. The intersection of the two segments occurs at the yield
compressive strength of the sample (critical pressure) at 4000 psi. The second segment has a
sharper slope than the first straight line segment which shows a higher influence of net confining
stress on the permeability of this sample.
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Figure 5.15. Cubic root of normalized permeability (K/Ko) versus net effective stress (in semi-logarithmic scale)
showing non-linear behavior for all samples. However, sample 1A shows two straight lines.

During cyclic unloading (steady-state), all samples show a clear hysteresis (Figure 5.16, Table
5.2). Approximately 7% to 32% of the original permeability could not be recovered. The highest
irreversible loss is observed in sample 2A followed by sample 3A at 25%. This means that during
the stress loading process, the high stress can cause the closure of the micro-cracks/microfractures
and during the unloading process, these micro-cracks could not be reopened or may be reopened
partially. In addition, sample 3A has the lowest porosity value (< 2%) but experiences a high
permeability hysteresis during stress loading and unloading.
The studied samples show clearly that the permeability is strongly stress-dependent but the
degree of stress dependency, the amount of the reduction, and hysteresis with stress loading and
unloading can vary between samples.
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Figure 5.16. CPMS results, steady-state method: (a) permeability versus net effective stress, (b) Normalized
permeability versus net stress showing stress dependency of permeability of each sample during cyclic loading (solid
line) and hysteresis during unloading process (dashed line) for upper Three Forks.

Different stress paths were observed during the unloading process in the unsteady-state
method as observed in Figure 5.17. Only sample 1A shows a clear permanent hysteresis (47% at
1000 psi) with the initial Klinkenberg permeability decreasing from 0.0126 mD to 0.0067 mD
(Figure 5.17b) despite the existence of microfractures as depicted in Figures 5.18.
In studies by Nelson and Handin (1977) on the cyclic matrix and fracture permeability
hysteresis in tight rocks, they found out that during cyclic unloading when the matrix permeability
increases, the fracture permeability can sometimes decrease with a decrease in effective stress.
This may be a possible reason for the behavior observed for sample 1A.
Nevertheless, both samples 2A and 5A show different unloading paths (Figure 5.17c and d).
The expectation is that the stress-dependent permeability changes during the unloading path are
lower than those of the loading path, suggesting that there is permanent deformation (hysteresis)
of the sample due to the cycling loading. However, at the beginning of the unloading process (high
stresses), an insignificant hysteresis of permeability was observed (see Table 5.2). The
permeability of sample 5A is slightly higher than the permeability during the cyclic loading when
the net confining pressure was decreased from 5000 psi to 4000 psi and then to 2500 psi. This
means that micro-cracks may have been developed due to the cyclic loading which can result in
higher than expected permeability. At the end of the unloading process (corresponding to 1000 psi
confining pressure), the permeability increased dramatically for both samples (2A and 5A). The
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increase is more than 2.5 times the initial permeability (Figure 5.17 c and d). The possible reason
for this is that at low stresses the fractures were reopened and connected with the micro-cracks that
were created at high stresses and led to the enhancement of permeability (Figures 5.19 and 5.20).
Teklu and al. (2016) reported that the repeated stress loading and unloading can improve the
effective permeability and the main fracture could be connected to micro-cracks leading to
potential creation of a new flow path. In addition, the cyclic loading will shear the existing
fractures and that may increase the aperture at low stresses when dilation can happen. This
conclusion may explain the changes in the production of the upper Three Forks after shutting and
reopening the wells or during the depletion and injection operations.

Figure 5.17. CMS-300 results, unsteady-state method: Normalized permeability versus net stress showing loss of
permeability and hysteresis during cyclic loading (solid lines) and unloading (dashed lines) for upper Three Forks.
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Figure 5.18. CT Scan images (Samples 1A and 5A) show a less abundance of microfractures compared to sample 2A,
image was taken before the experiment of stress loading/unloading.
Table 5.1. Reduction in permeability compared to permeability at initial net stress (1000 psi) during stress loading.
Samples

Study-state (%)

Unsteady-state (%)

N°

2500 psi

4000 psi

5000 psi

6000 psi

2500 psi

4000 psi

5000 psi

6000 psi

1A

22.2

27.8

38.9

-

44.1

62.5

78.7

79.5

2A

41.7

63.3

73.3

-

42.5

64.2

71.5

52.0

3A

12.5

25.0

37.5

-

-

-

-

-

5A

14.3

21.4

35.7

-

34.2

43.7

47.0

50.3

Table 5.2. Permeability hysteresis during stress unloading.
Samples

Study-state (%)

Unsteady-state (%)

N°

5000 psi

4000

2500 psi

1000 psi

5000 psi

4000 psi

2500 psi

1000 psi

1A

-

-

-

11.11

0.09

14.43

30.0

47.21

2A

-

-

-

32.22

2.52

7.77

8.03

Increase in K

3A

-

-

-

25

-

-

-

-

5A

-

-

-

7.14

2.92

Increase in K ( no hysteresis)

124 | P a g e

(a)

(b)

(c)

Figure 5.19. Sample 2A and 5A SEM photos. (b) 2A, a magnification of 5000x of Ar-ion milled surface showing
fractures and micro-cracks. (C) 5A a magnification of 3000x of Ar-ion milled surface showing microfractures (well
Charlie Sorenson 17-8-3TFH).
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(c)

(d)

Figure 5.20. Sample 2A, CT Scan images: (a) before the experiment of stress loading/unloading, (b) after the
experiment of stress loading/unloading. Sample 5A, CT Scan images: (c) before the experiment of stress
loading/unloading, (d) after the experiment of stress loading/unloading.



Middle Three Forks

Similar procedures presented for upper Three Forks were followed to analyze the effect of load
cycling on measured permeability values in middle Thee Forks. The results are presented in Figure
C.3 and C.4, Appendix C. The samples were subjected to a cyclic increase in effective stress during
permeability measurements (500 to 4000 psi). It can be seen that the measured permeabilities
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reduced up to 99% of their original permeability at the largest confining pressure. At a low net
effective stress range of 500 psi to 2500 psi, the core samples can lose between 30% and 99% of
their initial permeability. The results show a non-linear stress-dependent permeability relationship.
In all samples, the permeability is strongly stress-dependent. Additionally, some discrepancies
were observed, for example, 2% of the core samples show a linear reduction in permeability with
increasing net stress, with a decline rate from 48% to 80% at final effective stress.
The Klinkenberg permeability at initial net stress versus Klinkenberg permeability at final net
stress for 165 samples from 6 wells are plotted in Figure 5.21. The results show a much higher
scatter in the permeability values than the upper Three Forks, but the stress-permeability sensitivity
is within the same range. The best-fit to the data is a power-law function in the form of:
Log K NCS =0.0833 × (Log K initial )0.825

(5.5)




Figure 5.21. Core permeabilities measured for middle Three Forks (165 samples): Final applied net confining stress,
NCS, (4000 psi) vs. initial net confining pressure (500 psi), showing a high stress-dependent permeability. High
permeabilities due to induced fractures were excluded.

5.4.2 Permeability Evolution with Net Stress
The results presented in the above sections demonstrate that permeability is not a simple function
of net stress where accurate values of permeability can be predicted solely based on values of net
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stresses. It was shown, based on Figures C.2 and C.4 (Appendix C), that cubic root of normalized
permeability versus logarithmic of net stress for upper and middle Three Forks that the
permeability is non-linearly related to net stress over the examined net stress range of 500 psi to
4000 psi. In addition, the core samples analyzed in this study (Well Charlie Sorenson 17-8-3TFH)
show a non-linear reduction in permeability with increasing net stress (Figure 5.22).

Figure 5.22. Cubic root of normalized permeability versus logarithmic of net stress
(unsteady-state).

Hoholick et al. (1984) and David et al. (1994) suggested an exponential relationship to
correlate the net stress with the permeability:


𝐾 = Ko × exp[−𝛾(𝑃𝑒𝑓𝑓 − 𝑃𝑜)]

(5.6)

Here, k denotes the permeability under net confining pressure (Peff), ko represents the permeability
under atmospheric pressure which is assumed to be 0.1 MPa (14.5 psi), γ is the pressure sensitivity
coefficient (material constant). The high values of γ correspond to a higher decrease in
permeability with increasing effective stress (Davis et al., 1994). On the other hand, the stressdependence of permeability can be described by a power-law (Dong et al., 2010):
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Peff

K =Ko × ( Po )−P

5.7

where P is a material constant.
In general, for the studied wells (see Appendix C), the changes in permeability with increasing
net stresses were observed to follow an exponential function in the selected stress range (500 to
4000 psi). The permeability results of well Charlie Sorenson’s samples, upper Three Forks, show
the same relationship between permeability and net stress. The data closely fit an exponential
function under cyclic loading as observed in Figure 5.23 in the stress range between 1000 psi and
5000 psi. Ko and γ parameters were determined from the fitted equations and their values are listed
in Table 5.3. Compared with the parameters for sandstone reported by David et al. (1994), the
values of γ obtained in this study under cyclic loading are lower for the upper Three Forks
carbonate samples. For the power-law model, the values of parameter P under cyclic loading for
the three samples change from 0.4 to 0.879. It can be seen from Figure 5.24 that a power-law
sample fits the data better than an exponential function for the sample 5A.

Figure 5.23. Cyclic loading curves of stress-dependent permeability, well Sorenson 17-8-3TFH. The permeability
versus net stress relation is described using an exponential function.
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Figure 5.24. Cyclic loading curves of stress-dependent permeability, well Sorenson 17-8-3TFH. The permeability
versus net stress relation is described using a power-law function.

Also, the curves fitting techniques were used for cyclic unloading curves dependency of
permeability as shown in Figures 5.25 and 5.26. For the power-law model, much higher values of
P were obtained for the samples 2A and 5A which indicates a high-stress sensitivity compared to
sample 1A and also Ko has a wider range of values. The model describing better the permeability
relationship with decreasing net stress (cyclic unloading) is a power-law function with a correlation
coefficient greater than 0.93.
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Table 5.3. Stress-dependent permeability parameters determined using curve fitting technique on measured
permeability.

Permeability
Cyclic loading

Sample N°

Exponential
relationship
Ko

1A
2A
5A

0.018
0.0083
0.0016

Cyclic unloading

Power-law
relationship

γ

Ko
-4

4 x 10
3 x 10-4
2 x 10-4

5.9849
1.3746
0.022

P
0.879
0.774
0.4

Exponential
relationship
Ko
0.0071
0.0225
0.0061

Power-law
relationship

γ
-4

2 x 10
6 x 10-4
5 x 10-4

Ko

P

0.3232
30.658
676.99

0.57
1.542
1.27

Figure 5.25. Cyclic unloading curves of stress dependency of permeability, well Sorenson 17-8-3TFH. The
relationship between permeability and net stress is described using a power-law function.
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Figure 5.26. Cyclic unloading curves of stress dependent permeability, well Sorenson 17-8-3TFH. The relationship
between permeability and net stress is described using an exponential function.
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5.4.3 Stress-Dependent Porosity and Hysteresis
In this section the results of stress dependency of porosity for cyclic loading for upper and middle
Three Forks will be presented.


Upper Three Forks

The same wells, as in the previous section, with 120 samples were used to examine the stress
dependency of porosity for cyclic loading for the upper Three Forks. The measured porosities were
selected for the same net stress ranges (500 to 4000 psi) and the values were normalized. However,
the new dataset, belonging to well Charlie Sorenson’s core samples includes data from porosity
measurements during cyclic loading and unloading at net stress varying between 1000 psi and
6000 psi. The porosities measured tend to be the same magnitude as those previously reported in
the collected data.
The results showed that the porosity decreases progressively with the increase of the net stress,
while the deformation is minor compared to the stress dependency of permeability (Figure C.5,
Appendix C). The porosity decreases by 2% to 6% at low stresses (500 to 2500 psi), and 1% to
3.5% when the effective stress is changing from 2500 psi to 4000 psi except for the well Pojorlie
21-2-1H, where the reduction rate is from 2% to 12% at low stresses and from 1% to 5% at final
stress.
Figure 5.27 presents the comparison results between the porosities at final net stress and the
porosities at initial net stress for the same wells. It can be seen that the porosities are less stressdependent than permeability with a linear function best fitting the data is:

ϕNCS = 1.0015 × ϕ500psi − 0.2962

(5.8)
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Figure 5.27. Comparison of core porosities for upper Three Forks (120 samples): final applied net confining pressure
(4000 psi) versus initial net confining pressure (500 psi), showing a less stress-dependent porosity then the
permeability.

The analysis of the measured porosities for the well Charlie Sorenson 17-8-3TFH shows the
same magnitude of reduction in porosity as the studied wells as is seen from Figure 5.27. The core
samples experienced almost a non-linear reduction of porosity for both methods (steady-state and
unsteady-state) with increasing the loads from 1000 psi to 4000 psi. At the latter stress ranges,
most of the samples retain more than 92% of their initial porosity, the amount of loss ranges
between 1.7% and 7.9% for both methods except sample 3A which experienced a higher reduction
(refer to Table 5.4). This means porosity is less stress-sensitive within this range of net stress
values. However, at final net stress (cyclic loading), sample 1A exhibits an abrupt loss in porosity
of 13.7% and 9.5% during the increase of net stress from 4000 psi to 5000 psi for steady-state and
from 5000 psi to 6000 psi for unsteady-state, respectively, as shown in Figure 5.28. This abrupt
loss confirms the non-elastic behavior of the pore network of the sample (1A). In addition, a
porosity hysteresis was observed during the unloading path in both methods (Figure 5.29). Sample
1A experienced a permanent loss in the porosity of 8% in unsteady-state method (Figure 5.30 a).
This hysteresis in porosity gives a better understanding of the permeability hysteresis for this
sample: apparently, a small loss in porosity (8%) has a large effect on its permeability (permanent
loss of 47%).
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Figure 5.28. Normalized porosity versus net effective stress for well Charlie Sorenson 17-8-3TFH. (a) porosity from
CPMS, (b) porosity from CMS-300.
Table 5.4. Percentage reduction in porosity at different net confining stresses compared to porosity at initial net
stress (1000 psi) during stress loading.
Samples N°

Steady-state (%)

Unsteady-state (%)

Net confining stresses

Net confining stresses

2500 psi

4000 psi

5000 psi

6000 psi

2500 psi

4000 psi

5000 psi

6000 psi

1A

5.1

6.1

19.8

-

1.3

1.7

1.9

11.2

2A

6.0

6.3

7.2

-

3.3

5.7

7.0

9.2

3A

8.7

12.8

22.6

-

-

-

-

-

5A

3.6

5.5

6.7

-

4.3

7.9

9.6

11.3

Table 5.5. Percentage Porosity hysteresis at different net confining stresses during stress unloading.
Samples

Steady-state (%)

Unsteady-state (%)

N°

Net confining stresses

Net confining stresses

5000 psi

4000 psi

2500 psi

1000 psi

5000 psi

4000 psi

2500 psi

1000 psi

1A

-

-

-

3.2

8.9

9.0

8.7

8.14

2A

-

-

-

4.6

1.8

2.2

2.8

3.9

3A

-

-

-

11.9

-

-

-

-

5A

-

-

-

4.3

1.6

2.8

2.9

Slight increase
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Figure 5.29. Unsteady-state method: (a) Porosity versus net effective stress, (b) Normalized porosity versus net stress.
steady-state method: (c) porosity versus net effective stress, (d) Normalized porosity versus net stress showing stress
dependency of porosity for each sample during cyclic loading (solid lines) and hysteresis during unloading process
(dashed lines) for upper Three Forks, well Charlie Sorenson 17-8-3TFH.
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Figure 5.30. Unsteady-state method: Normalized porosities versus net effective stresses showing stress dependency
of porosity during cyclic loading (solid lines) and hysteresis during unloading process (dashed lines) for each sample:
(a) Sample 1A, permanent deformation of 9%. (b) sample 2A, permanent deformation of 4%. (c) slight increase in
porosity is observed in sample 5A. Well Charlie Sorenson 17-8-3TFH.



Middle Three Forks

Figure C.7 (Appendix C) presents the rate of porosity reduction, after the samples have been
subjected to a range of stress from 500 psi to 4000 psi for the middle Three Forks. It can be seen
that the measured porosity data for six wells (165 samples) reveals that 98% of all samples retain
more than 93% of their initial porosity at the final applied stress value. Less than 3% of the samples
retain less than 90% of their initial porosity at 4000 psi. At low net stress ranges (500 to 2500 psi),
the core samples can lose from 1% to 10% of their initial porosity.
The results show that the porosities of all studied samples are less sensitive to changes in net
effective stress than permeability and looking at Figure 5.31 the best linear fit to the data is:
ϕNCS = 1.0001 × ϕ500psi − 0.2992

(5.8)
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Figure 5.31. Comparison of core porosities for middle Three Forks (165 samples): final applied net confining pressure,
NCS, (4000 psi) versus initial net confining pressure (500 psi), showing a less stress-dependent porosity. The fractured
samples were excluded.

5.4.4 Porosity Evolution with Net Stress
Two empirical functions have been used by many authors to describe the relationship between
effective porosity and net stress similar to that of permeability. The exponential function for
carbonate reservoir was developed by Schmoker and Halley (1982) as:
ϕ = ϕo × exp[−β(𝑃𝑒 − 𝑃𝑜)]

(5.10)

where βis the material constant.
The power law function expressing the relationship between effective porosity and net stress
(Dong at al. 2010) is written as:


Pe

ϕ = ϕo × (Po)−P

5.11

where p is material constant.
Curves fitting techniques were used to determine the parameters in both of the above empirical
functions for the porosity data for 6 wells (Appendix C) and three samples from well Charlie
Sorenson 17-8-3TFH.
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Figure 5.32 shows that the cubic root of normalized porosity versus net stress shows a nonlinear relation between porosity and effective stress. A power-law function shows a good fit to
samples 1A and 2A, however, the data corresponding to sample 5A fits better an exponential
function (Figures 5.33 and 5.34). Table 5.6 illustrates the parameters values of o, β and P. This
table shows that for samples 1A, 2A, 5A P varies from 0.012 to 0.062 (cyclic loading) and from
0.019 to 0.076 (cyclic unloading), respectively. The values of o obtained for the power-law model
under cyclic loading and unloading are greater than those of the exponential function.

Figure 5.32. Cubic root of normalized porosity (ϕϕo) versus logarithmic of net stress (unsteady-state), showing a nonlinear relationship between porosity and net stress (well Charlie Sorenson 17-8-3TFH).
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Figure 5.33. Cyclic loading curves of stress dependent porosity, well Charlie Sorenson 17-8-3TFH. The relationship
between porosity and net stress fits an exponential function.

Figure 5.34. Cyclic loading curves of stress dependency of porosity, well Charlie Sorenson 17-8-3TFH. The
relationship between porosity and net stress fits a power-law function.
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Table 5.6. Constant parameters in two models fit to the lab data of porosity versus confining pressure.

Porosity
Cyclic loading
Exponential
Power-law
relationship
relationship

Sample N°

o
1A
2A
5A

10.839
7.403
5.200

o

β
-6

5 x 10
2 x 10-5
3 x 10-5

11.777
9.9544
7.8403

P
0.012
0.045
0.062

Cyclic unloading
Exponential
Power-law
relationship
relationship

o
9.937
7.059
5.133

β
-6

6 x 10
1 x 10-5
3 x 10-5

o

P

11.308
8.800
8.599

0.019
0.033
0.076

5.4.5 Permeability Evolution with Porosity
The results of permeability evolution with porosity are shown in Figure 5.35. The same data were
plotted to determine the correlation between porosity and permeability with increasing net
confining pressure. An exponential correlation was found to fit the data corresponding to the three
samples from the upper Three Forks.

Figure 5.35. Permeability versus porosity (cyclic loading) in log-log scale with increasing net confining stress (well
Charlie Sorenson 17-8-3TFH, upper Three Forks).
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5.5

Summary

This Chapter investigated the stress-dependent permeability and porosity of a set of samples from
upper and middle Three Forks Formation varying the net confining pressure from initial net stress
to reservoir net effective stress. Experimental results during loading and unloading phases were
presented and discussed for 4 samples from well Charlie Sorenson 17-8-3TFH, upper Forks
Formation. The relationship between permeability, porosity, and net confining pressure was
presented. The results are summarized below:


The permeability and porosity decrease with an increase in net confining stress. It was shown
that 95% of the samples experience a loss of permeability between 50% to 98% of the initial
permeability during cyclic loading. However, the results suggest that the porosity in the upper
and middle Three Forks is less sensitive to changes in net effective stress compared to
permeability.



The maximum reduction in permeability occurs at low net stresses (500 to 2500 psi) where
some samples showed up to 98% reduction in their original permeability. In some samples, the
micro-cracks play an important role in permeability changes.



Only 5% of the samples exhibit different sensitivities to changes in net effective stress. They
retain more than 50% of their initial permeability at final applied net stress.



The core sample 2A from the upper Three Forks, well Charlie Sorenson 17-8-3TFH showed
an abundance of microfractures. The two cycles of stress loading using both methods (steadystate and unsteady-state) presented the loss of permeability at 5000 psi but an increase in
permeability was observed at the final stress, 6000 psi, which may be due to the creation of
micro-cracks at a high level of net stress.



Irreversible loss in permeability was seen during the unloading phase, up to 47% of the initial
permeability for sample 1A. This hysteresis is a function of the pore geometry (angular shaped
porosities), with the repeated loading and unloading potentially leading to collapse of the pore
throat and the existing micro-cracks which has a large effect on the permeability.



An increase in permeability during stress unloading was observed in samples 2A and 5A. The
increase is more than 2.5 times the initial permeability. At low stresses, the existing fractures
may have been reopened and connected with the micro-cracks which may enhance the effective
permeability, and consequently create new flow paths. In addition, the cyclic loading will shear
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the existing fractures and that may increase the aperture at low stresses when dilation can
happen. This conclusion may explain the changes in the production of the upper Three Forks
after shutting and reopening the wells or during the depletion and injection operations.


Sample 3A has the lowest porosity value (< 2%) but experienced a high reduction in
permeability during loading and unloading cycles.



Also, the porosity hysteresis was observed to be much smaller than that of permeability. The
unrecoverable deformation in porosity can reach 11.9% of the origin porosity (Sample 3A) and
8.14%, sample 1A. The results of the stress-dependent porosity showed to be almost identical
in terms of stress sensitivity.



The cubic root of the normalized permeability versus the logarithm of net effective stress
showed a non-linear relationship in the majority of the studied samples. Also, the cubic root of
the normalized porosity was found to be non-linearly related to the net stress over the net
confining pressure ranges experienced by the samples.



Despite some discrepancies (sample 5A), the changes in permeability with increasing net
stresses is typically fitted an exponential law function but a power-law function described
better the porosity relationship with net stress.



Based on the obtained results from Charlie Sorenson 17-8-3TFH, in the upper Three Forks, the
permeabilities experienced a rapid and significant loss. As cited above, just one sample shows
a high hysteresis (47%) in both methods, therefore, further experimental analysis on
permeability hysteresis should be added for upper and middle Three Forks members to obtain
more repeatable results.



Permeability at reservoir condition is a critical parameter in reservoir characterization.
Ignoring stress effects can lead in erroneous estimation of permeabilities which will have an
impact long-term production forecast via reservoir simulation.



As discussed above, the permeabilities decreased dramatically at 2500 psi. Thus, the
permeabilities and porosities at net stress range between 2500 psi and 3000 psi were selected
to be used in rock types characterization in the next Chapter.
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Chapter 6
Integration of Rock Types and Hydraulic Flow Units
for Reservoir Characterization
6.1

Introduction

Understanding the architecture of the reservoir is critical for reservoir characterization and
simulation purposes. In addition, the identification of the rock typing is critical for the spatial
distribution of reservoir properties in the 3D static models. The porosity and permeability have
long been used to describe the reservoir quality and to define the rock types. The reservoir quality
is described by its hydrocarbon storage and flow capacity which are related to porosity and
permeability, respectively (El Sharawy et al. 2018). Saneifar et al. (2015) stated that a consistent
characterization of carbonate reservoir can be improved by rock classification based on both
geological and petrophysical properties. However, the comparison and the integration between
geological and petrophysical properties in reservoir characterization is very complex. The concept
of the hydraulic flow units has been developed by Amaefule, (1980) to integrate the geological
heterogeneities and petrophysical properties into reservoir characterization.
The flow units have various definitions that are resultant of the depositional environment and
diagenetic processes. According to Tiab and Donalson (2012), a flow unit is a stratigraphic
continuous interval of similar geological and petrophysical properties and which does not always
coincide with lithofacies. Based on that, many empirical equations and techniques have been
developed to define the hydraulic flow units and rock types.
As mentioned in the previous Chapter, the reservoir characteristics measurements
(permeability and porosity) at reservoir conditions are critical parameters in reservoir simulation
and long-term production forecasts, in addition to the rock types identification and their
distribution to improve and predict the optimum reservoir production conditions. In this study, 21
wells were selected from the collected database. The permeabilities and porosities of the wells
were measured at net stress range between 2500 psi and 3000 psi. At this range of net stress, it was
observed that the permeability reduction rate can reach up to 98% of the initial permeability. In
this case, the porosity and permeability that have been measured at different confining stresses
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were not used for the identification of the petrophysical rock types. This is to ensure that the
differences in the data are due to rock types’ assignment, not due to variations in confining stress
between different studies. Porosity and permeability at in situ reservoir conditions are controlled
not only by mechanical compaction but also by cementation, mineral composition, and diagenesis.
In this Chapter, an integrated workflow was used to define the rock types and hydraulic flow
units’ distribution within the Three Forks reservoir based on well logs and conventional core data.
In the first step, we assessed the use of neural network technique based on Indexation and
Probabilistic Self-Organizing Map (IPSOM) for the rock types classification and prediction in the
Three Forks reservoir in order to integrate the carbonate reservoir heterogeneity and geological
properties in rock types characterization. The principal advantage of this technique is its capability
to integrate core and log data with a neural network algorithm and captures the log responses to
characterize the reservoir. In the second step, the deterministic approaches were applied to define
the rock types including the rock type classification based on pore throat distribution from Winland
technique (R35). This technique uses porosity and permeability combined with pore throat lines to
establish the petrophysical rock types. Finally, the reservoir quality index (RQI), and Flow Zone
Indicator (FZI) techniques were applied to define the flow units. This workflow ties between
petrophysical and geological properties in Three Forks Formation in order to evaluate the reservoir
quality and predict the rock types which can be used in the distribution of the reservoir properties
in building 3D static models.

6.2

Petrophysical Rock Type Prediction

The petrophysical rock types (PRT) are predicted at log scale (Skalinski et al., 2009) and are
generally performed using deterministic methods combined with clustering methods, neural
networks or multivariate statistical tools. In this study, the dataset included gamma-ray, bulk
density, neutron porosity, compressional slowness, elemental capture spectroscopy, nuclear
magnetic resonance, and deep induction resistivity was used to characterize the different rock
types. Principal Component Analysis (PCA) was conducted in Chapter 4 to find the best curves in
partitioning the dataset into the obtained rock types. Many studies have been performed to predict
the rock types by using different approaches (Isleyen et al., 2019; Sakalinski et al. 2005; Stundner
et al., 2004; Badarinadh et al, 2002; Silva et al., 2002; Sin-Ju and Rabiller, 2000; Sang et al., 1999;
Gottlib-Zeh, 1999). In addition, the application of the deep learning algorithms on rock types
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prediction has been proven by many authors (Wang et al., 2018; Craknell and Reading, 2014; Yu
et al. 2012). The accuracy of the predicted model depends mainly on the input data and on the
selected machine learning algorithm. In this Chapter, we evaluated the performance of the SelfOrganizing Map (SOM) method for the rock types prediction in a carbonate reservoir. Milijkovic
(2017) demonstrated the powerfulness of the SOM technique for classifications where clusters of
similar patterns can be detected without supervision.
A clustering method, such as SOM is an unsupervised data analysis technique. It uses a neural
network algorithm. SOM is used to map a high dimension data into 1 or 2-dimensional map. The
two-layered structure of SOM Neural Network is illustrated in Figure 6.1. It consists of an input
layer fully connected to a competitive output layer and there are no hidden neurons (Stundner et
al. 2004).
Kohonen (1981) was among the first people who introduced and used the SOM. The SOM is
associated with a regular grid that is divided into a number of cells and each grid cell represents a
particular group of points (cluster or nodes). SOM uses the input variables to identify patterns in
the dataset by which the data points are classified into clusters based on the similarities of their
neighbors (Kohonen, 2013).

Figure 6.1. Self-Organizing Map (SOM). It defines a mapping from input space onto two dimensional map.

The unsupervised Hierarchical Clustering technique is used to classify the rock types in
conjunction with the dendrogram chart. This algorithm carries out a step by step grouping of the
most similar log responses. In addition, in cluster analysis, the indexation technique Ward method
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was used. In this method, the attempt is to minimize intra-class variance. It uses both the number
of depth points in each node and the distance of each point from the node value for indexation.
Though, the dendrogram chart was used to define the optimum number of rock types to be
achieved. Figure 6.2 shows that the height of the variables grouped together is quite low, which
means that the similarities between the points are high. The outputs (rock types) were represented
in different colors. Hence, a total of six rock types can be considered as the optimum number to
be used in Hierarchical Clustering Analysis.
As mentioned above, SOM uses an unsupervised neural network learning algorithm. Initially,
the nodes in SOM contain random values displayed in an unorganized SOM map and also the
weight for each variable was initiated randomly. When the model starts learning, the nodes’ values
keep changing based on the detected patterns from the dataset and the influence of each node on
neighboring nodes. Also, the weights are updated for each node in every iteration. These weights
show how influential an input variable is on the distribution of the data to each node. The SOM
starts organizing the dataset spatially. Once the learning is complete, the nodes are updated and
automatically indexed. The indexation is made base on a Ward technique to assign a classification
to each node on the SOM map.

Figure 6.2. 2D Dendrogram identifying the 6 optimum rock types.

We repeated SOM analysis for several class numbers to examine the consistency of the
performance of the SOM technique and see if it has any effect on the rock type classification
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accuracy. The effect of the number of rock types is evaluated by comparing the dendrogram charts
and the output statistics. It was observed that the 2nd to 5th clusters remain almost the same where
the content of samples for each cluster did not change significantly when changing the class
number. However, the 1st cluster was the one that changed. Tables 6.1 and 6.2 illustrate the output
statistics of the two models with 5 and 6 classes, respectively. It can be seen from Table 6.2 that
the 1st cluster was divided into two subgroups with 18 samples for each when the class number
increases from 5 to 6.
Table 6.1.Output statistics table with 5 rock types.
Number of

Rt

Rt

DT

DT

NPHI

NPHI

RHOB

RHOB

GR

GR

Nodes

mean

variance

mean

variance

mean

variance

mean

variance

mean

variance

1

31

9.72

7.96

67.62

5.71

0.16

0.00033

2.67

0.00058

86.12

92.36

2

22

17.95

13.63

66.05

17.088

0.11

0.00046

2.71

0.00198

65.90

59.97

3

17

9.24

4.63

57.48

10.39

0.17

0.00021

2.66

0.00034

90.17

32.92

4

25

5.84

2.25

65.48

4.83

0.20

0.00047

2.63

0.00058

104.25

135.55

5

5

22.57

13.7

62.32

19.97

0.04

0.00019

2.85

0.00054

40.84

45.51

Cluster

Table 6.2. Output statistics table with 6 rock types.
Number of

Rt

Rt

DT

DT

NPHI

NPHI

RHOB

RHOB

GR

GR

Nodes

mean

variance

mean

variance

mean

variance

mean

variance

mean

variance

1

18

18.23

17.54

67.22

11.92

0.10

0.00047

2.72

0.00211

64.59

61.79

2

21

6.81

3.16

67.03

8.91

0.18

0.00023

2.66

0.00037

93.30

52.93

3

18

11.97

20.36

57.80

9.29

0.16

0.00062

2.66

0.00019

86.13

97.59

4

20

5.47

2.70

65.45

7.45

0.21

0.00017

2.62

0.00029

109.17

102.26

5

5

22.48

13.40

62.53

21.24

0.04

0.00015

2.85

0.00056

39.96

37.33

6

18

10.90

4.15

67.55

6.20

0.15

0.00012

2.68

0.00066

79.72

57.08

Cluster

Figure 6.3 represents, based on the consistency of log patterns, the SOM map subdivided into
6 clusters. The rose diagrams show the normalized log responses related to each node. The result
of indexation was represented by the colors which refer to the rock type definition assigned to the
nodes. The distribution of rock types versus depth is illustrated in Figure 6.4. This figure represents
a type log for the Three Forks Formation, which contains (a) the stratigraphic interval including
upper, middle, and lower Three Forks; (b) NMR and GR; (c) petrophysical analysis model; (d)
identified PRTs in the log domain; (e) the log facies model, and (f) core images of the predicted
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PRTs in well Charlie Sorenson 17-8-3THF. It is evident (track 8) that the rock types classification
of Three Fork Formation based on well logs with the SOM algorithm produced satisfactory results.
Although the distribution of anhydrite in LTF was classified with high accuracy compared to the
multimineral model. A good agreement was observed between the petrophysical model, cores, and
the predicted rock types using SOM.

Figure 6.3. Sorted and organized Self-Organized Map subdivided into 6 rock types indexed with different colors.
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PRT2
Laminated to massive
dolostones

PRT3
Laminated to massive
mudstone with silty
dolostones intercalation

PRT1
Massive silty
dolostones

PRT4
Green mudstones

PRT5
Dolomitic claystones

PRT6
Anhydrite rich
Mudstone with
dolostones intercalation

Figure 6.4. Well Charlie Sorenson 17-8-3TFH. Results of multimineral petrophysical model and rock type
classification. From left to right, track 1, induction deep resistivity (AT90). Track 2, compressional slowness (DTCO).
Track 3, neutron porosity (NPHI). Track 4, lithological model from petrophysical analysis. Track 5, total gamma-ray
(GR). Track 6, six rock types are correctly identified by SOM algorithm. Track 8, distribution of rock types versus
depth. Cores photographs for different lithofacies observed in studied well.
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6.3

Rock Types Classification Based on R35 Pore Throat Radius

A PRT classification using Winland method was undertaken based on core measurements, porosity
and permeability, of the 21 wells. According to Gunter et al. (1997), the PRT are units of the
reservoir which can be characterized by similar diagenetic and depositional conditions resulting in
a typical porosity-permeability relationship and pore throat size distribution.
Winland developed an empirical relationship for estimating pore aperture size parameters
from the mercury injection-capillary pressure curve which was published later by Kolodzie (1980)
(Pittman, 1992). He found out, by testing low permeability sandstone and carbonate samples, that
the effective pore network that dominates fluid flow corresponds to mercury saturation of 35%.
R35 represents the size of the pore throats radius at 35% non-wetting phase saturation as determined
from mercury injection capillary pressure tests (Figure 6.5). In another word, R35 has been
interpreted to be the reference where the pore network becomes interconnected (Spearing et al.
2001). Winland used an R35 value of 0.5 µm as the definition of net pay for the Spindle Field
(Colorado) based on the producing wells having R35 > 0.5µm. The R35 is estimated from Winland’s
equation 6.1:
Log R 35 = 0.732 + 0.588 Log K − 0.864 Logϕ

(6.1)

The Winland plot can be complemented with mercury injection capillary pressure
measurements (MICP) to determine pore throat entry pressures, the pore throat diameter
controlling fluid flow, and the pressure at which hydrocarbons will not enter existing pores giving
a measure of connate or immovable water saturation. This approach provides accurate rock types
classification based on pore throats distribution in the reservoir.
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Figure 6.5. Pore throat size profile and capillary pressure curve from mercury injection (Doveton, 1995).

6.3.1 Upper Three Forks
Figure 6.6 illustrates the core porosity and permeability distribution based on 1100 samples
combined with Winland R35 isopore throat lines. The distribution of the points along each line
represents the same characteristics. Six PRTs were identified from the cross-plot of logarithmic
permeability versus the porosity. PRT6 forms the poor reservoir interval, with porosity ranging
from 1% to 10% and permeability less than 0.006 mD. In contrast, PRT1 has much better
permeability (1mD to 10 mD) and porosity ranges from 2.5% to 11%. Calculated R35 is 0.02 to
0.05 µm for PRT6; 0.05 to 0.1 µm for PRT5; 0.1 to 0.2 for PRT4; 0.2 to 0.5 µm for PRT3; 0.5 to
1.5 for PRT2; and 1.5 to 4.5 µm for PRT1.
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Figure 6.6. Permeability versus porosity core cross-plot combined with Winland R35 isopore throat lines, UTF.
Winland R35 corresponds to the pore throat radius at 35% mercury saturation from mercury injection test. Six rock
types were defined with a pore throat radius ranges between 0.02 and 4.5 µ𝑚. The porosity is between 1% and 11.5%
and the permeability is generally less 10 mD.

6.3.2 Middle Three Forks
A total of six PRTs were identified from the cross-plot of logarithmic permeability versus porosity
(Figure 6.7). PRT6 is characterized by a porosity ranging from 1.5% to 10% and permeability of
less than 0.006 mD. PRT5 has a porosity ranging between 2.5% and 10.7% and permeability
ranging from 0.02 to 0.02 mD. For PRT4, the porosity and permeability vary from 2.7% to 11%
and from 0.03 to 0.09 mD, respectively. The porosities are consistent for PRTs 3, 2, and 1 (3% to
11%), while PRT1 exhibits much higher permeability (2 to 10 mD). The high permeability is
generally related to the existence of natural fractures in tight formations. Calculated R35 are 0.02
to 0.05 µm for PRT6 and 1.5 to 4.5 µm for PRT1.
6.3.3 Lower Three Forks
A total of six PRTs are illustrated in Figure 6.8 with a consistent porosity varying from 0.2% to
11%. However, the permeability is less than 0.004 mD for PRT6 and for the same range of
porosity, PRT1 is characterized by higher values of permeability (0.2 to 10 mD).
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Figure 6.7. Logarithmic of permeability versus porosity core cross-plot combined with Winland R35 isopore throat
lines, MTF. Six rock types were defined with a pore throat radius ranges between 0.02 and 4.5 µ𝑚. The porosity is
between 2% and 11% and the permeability is generally less 10 mD.

Figure 6.8. Logarithmic of permeability versus porosity core cross-plot combined with Winland R35 isopore throat
lines, LTF. Six rock types were defined with a pore throat radius ranges between 0.02 and 4.5 µ𝑚. The porosity can
reach 11% and the permeability is generally less 10 mD.
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6.4

Determination of Hydraulic Flow Units

The complexity of the unconventional reservoirs requires to provide a better description of the
reservoir and to distinguish the essential features of geological and petrophysical parameters
affecting the fluid flow. The challenge is to group the reservoir volume into units that basically
have consistent petrophysical properties which exclusively characterize its static behavior. Hence,
the delineation of reservoir compartments is one of the critical factors to accomplish a vigorous
development plan based on the static model and reservoir simulation model.
Amaefule et al., (1993), introduced the Reservoir Quality Index (RQI) and Flow Zone
Indicator (FZI) on the basis of stressed porosity and permeability for identification of hydraulic
flow units. The technique is based on the Kozeny-Carmen equation and the concept of the mean
hydraulic radius (Amaefule et al., 1993). This technique has been successfully used in clastic and
carbonate reservoirs. The generalized form of Kozeny-Carmen equation is given by equation 6.2:
ϕ3

𝐾 = (1−ϕe

e

)2

((F

1

2 2
s τ Sgv

)

(6.2)

Where Fs is the pore throat shape factor, τ is the tortuosity, Sgv is the specific surface area of the
grain (𝜇𝑚−1 ), Fs τ2is Kozeny constant, K is the permeability, and ϕe is the effective porosity in
fraction. Rose and Bruce (1949) found out that the term Fs τ2can vary from 5 to 100 in the
reservoirs. However, this term is constant within the same flow unit (Amaefule et al., 1993).
Dividing equation 6.2 by ϕe (effective porosity):
𝐾

ϕ

e
√ϕ = (1−ϕ ) (√F
e

e

1

s 𝜏𝑆𝑔𝑣

)

(6.3)

If the permeability is in millidarcies, the RQI is defined as follows:
RQI (μm) = 0.0314 √K/ϕe

(6.4)

And the Normalized Porosity Index, ϕz , is represented as:
ϕ

ϕz = (1−ϕe )
e

(6.5)

Amaefule et al., (1993), mentioned that RQI versus Normalized Porosity Index (ϕz ) should yield
a straight line with a unit slope and the intercept of unit slope line with ϕz =1, labeled as Flow Zone
Indicator (𝜇𝑚), FZI, which is given by:
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FZI = (

1
√Fs 𝜏𝑆𝑔𝑣

)=

𝑅𝑄𝐼
ϕz

(6.6)

Substituting 6.6 to equation 6.3 and taking logarithmic of both sides:
log RQI = log ϕz +log FZI

(6.7)

The method used to define the FZIs required calculating RQI and ϕz from equations 6.4 and
6.5 and then plot them on the log-log space of RQI versus ϕz . The data will lie along parallel lines
with unit slope. The intercept of unit slope line at ϕz = 1 determines the FZI constant.
Consequently, the sample values that lie on the same unit slope line constitute a hydraulic flow
unit with similar pore throat characteristics (Amaefule et al., 1993). The RQI and FZI are related
to the effective pore throat radius which gives a better understanding of the reservoir in terms of
fluid flow.
6.4.1 Upper Three Forks
Plotting the RQI of the UTF core samples as a function of normalized porosity with the addition
of the FZIs into the plots, as shown in Figure 6.9, leads to classifying the reservoir quality into
HFUs. A significant degree of overlap between HFUs is observed on the RQI-ϕz cross plot which
is related to the large variance of the permeability with a consistent porosity through the interval.
In addition, the scattering of the data samples within a single HFU is relatively important. Six
distinct HFUs can be determined over UTF reservoir and they are characterized by average FZI
values ranging from 0.05 to 2.
The calculated Winland pore throat radius (R35) and RQI are plotted in Figure 6.10. A strong
correlation can be seen between RQI and Winland R35 in UTF reservoir. One can see from the
figure that an overall consistency is achieved from both techniques.
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Figure 6.9. Reservoir Quality index versus normalized porosity cross-plot (Log-Log scale) combined with Flow Zone
Indicator (FZI), UTF. Six hydraulic flow units were defined with a FZI ranges between 0.05 and 2.

Figure 6.10. Reservoir Quality index versus Winland R35, UTF.
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6.4.2 Middle Three Forks
Figure 6.11 shows the results of RQI/FZI technique of the conventional core samples from MTF.
There appear to be six major HFUs within the MTF reservoir. The HFU 7 is characterized by poor
properties with an average FZI of 0.025 because of its distinct mineralogy with high clay content.
It can be a barrier which may have a significant impact on fluid flow. High number of the core
samples are classified in HTU 3 to 6. On the other hand, HTU 1 and HTU 2 exhibit better FZIs.

Figure 6.11. Reservoir Quality index (RQI) versus normalized porosity cross-plot (Log-Log scale) combined with
Flow Zone Indicator (FZI), MTF. Six major hydraulic flow units were defined with a FZI ranges between 0.05 and 2.

6.4.3 Lower Three Forks
The RQI/FZI technique has been extended to LTF reservoir. As shown in Figure 6.12, the LTF
core samples can be grouped into 7 HFUs. The Figure 6.12 shows a large number of data samples
falling in nano-pores region with an average FZI ranging between 0.025 and 0.25 in this sequence.
The lower values of FZI in LTF appears to be mineralogically controlled. It is evident that FZI
decreases with increasing the volume of clay minerals and anhydrite content in this unit.
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Figure 6.12. Reservoir Quality index versus normalized porosity cross-plot (Log-Log scale) combined with Flow Zone
Indicator (FZI), LTF. Seven hydraulic flow units were defined with a FZI ranges between 0.025 and 2.

6.5

Summary

In this Chapter, rock typing classification in Three Forks Formation was carried out based on three
different techniques. We first explored the performance of SOM (Self-Organizing Map) using
unsupervised clustering technique. This initial investigation on few wells showed that the
constrained SOM map illustrates a high classification accuracy of the rock types and their
distribution with depth. The distribution of the predicted rock types in the log domain is illustrated
in Figure 6.4.
An overall verification of the consistency of the rock types prediction was conducted using
the output statistics, the petrophysical models, and cores. Six rock types were defined, PRT1
corresponds to massive silty dolostones characterized by low GR, high dry weight calcium
(DWCA), low dry weight aluminum (DWAL), and high dolomite content. PRT2 corresponds to
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laminated to massive dolostones and it is characterized by higher GR compared to PRT1. The two
rock types (PRT1 and PRT2) are much more abundant in upper and middle Three Forks Formation.
PRT3 is defined as laminated to massive mudstone with intercalation of silty dolostones.
However, the non-reservoir PRT4 to 6 have very low T2 distribution which indicates the nonpresence of vugs and a high micro-pore porosity in this unit (Figure 6.4, tracks 4 and 5). They
correspond to green mudstones, dolomitic claystones, and anhydrite rich mudstone with dolostones
intercalation, respectively. The latter is characterized by low GR with high resistivity and bulk
density.
To investigate the impact of pore throat sizes on the fluid flow, the porosity and permeability
from 21 wells were analyzed using both Winland’s R35 and RQI/FZI techniques. Nevertheless, the
reservoir MICP data was not available, which prevented to include the dynamic rock types in this
study.
Winland R35 equation was used for the calculation of pore throat radius which is used as the
main factor to classify the reservoir into six rock types. The dominant pore throat diameters in
Three Forks Formation are between 0.025 and 1.5 µm.
The results from the plots of RQI versus normalized porosity show that the identified
hydraulic flow units exhibit almost similar range of normalized porosities but a different range of
permeabilities. Consequently, some discrepancies are observed between upper, middle, and lower
Three Forks where the estimated FZI ranges between 0.05 and 2 for UTF and between 0.025 and
2 for MTF and LTF which endorse the abundant of the nano-pores and micro-pores in these two
units (MTF and LTF). Furthermore, it was found that there is a good correlation between
Winland’s R35 and RQI/FZI results. The maximum matrix R35 appears to be 0.5-2 µm. The results
indicate that a large number of core samples fall into the nano-porous (< 0.1 µm) and micro-porous
(0.1< R35 <0.5 µm) rock types as classified in Figure 6.5. Only some points of macropore at R35
higher than 2 µm can be observed. The rock types with pore throat less than the threshold 0.5 µm
will have a significant impact on the fluid flow.
Additionally, the PRT1 and PRT2 appear to be the best reservoir zones in Three Forks
Formation because of the abundant of the dolostones with relatively high permeability and are
characterized by higher R35, having a higher percentage of mesoporous and macroporous rock
types (>0.5 µm). Both rock types predominantly distributed in the upper and middle Three Forks.
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Chapter 7
Conclusions and Recommendations
This Chapter presents a summary of the conclusions from the research study on integrated
reservoir characterization and a laboratory investigation on the effect of the stress on reservoir
properties of the Three Forks Formation. In addition, some recommendations are given regarding
the future work.

7.1

Conclusions

Below is a summary of the main conclusions of this research study:


A detailed multimineral analysis is one of the key aspects in Three Forks Formation
characterization because of the complexity of this reservoir including the interlaminated nature
with a high variability of the mineralogy and their contents. The thinly dolo-mudstone facies
with high water saturation are interlaminated with oil-bearing dolo-siltite facies.



The complex petrophysical model results provided the basis to extrapolate the model to the
wells that are remote from any advanced logging and core analysis. The challenge was to
rescale the input components to the minimum components to be solved and set the appropriate
matrix parameters, uncertainties, and weight multipliers for each equation. Also, additional
constraints were necessary to supply the model with more information.



The results from the two applied models, resistivity based water saturation and dielectric
measurements, showed a good agreement in water saturation estimation. This confirms the
Archie parameters and the formation water resistivity used as an input into the Modified
Simandoux model.



Another key aspect in water saturation prediction in Three Forks is the use of machine learning
and deep learning algorithms. Before the construction of the models, the correlation matrix of
the input variables and the pre-processing of data are very important since the logs underwent
different runs.
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The range of the grid search for machine learning (SVR and RFR) in addition to Adam
optimizer for backpropagation neural network are very important for parameters optimization
in this type of reservoir.



The results show that using SVR with an ε-insensitive loss function combined with RBF kernel
function, grid search learning algorithm, and 10-fold cross-validation or/and random forest
regression, and backpropagation neural network is an effective way to predict the water
saturation in thin beds reservoirs.



Overall, the results of the three models were in agreement with each other, the training set
accuracy of random forest is approximately 2% more than SVR.



Despite the prediction accuracy for water saturation at around 0.78 on the testing set, the results
present an optimal model for water saturation prediction using only conventional logs.



The Three Forks has poor reservoir quality; the petrophysical and core analysis show low
porosities averaging from 6% to 7% and low permeabilities less than 0.1 mD. A consistent and
a good match are observed between NMR total porosity, core porosity, and effective porosity
through the entire Three Forks interval.



The lithology is characterized by considerable vertical variability, which has a significant
effect on reservoir quality. Overall, XRD mineralogy shows that the dolomite is the most
abundant mineral and the clay minerals increase with depth predominantly the volume of
chlorite. However, the anhydrite content increases in abundance in the lower Three Forks.



The NMR logs analysis resulted in significant information related to the pore size distribution
and its relation to water saturation. The high values of T2 Log Mean (>8 msec) and free fluid
index are perceived in the upper Three Forks and decrease with depth.



The T2 Log Mean and free fluid index are inversely proportional to the capillary and clay bound
fluids where the small and micro-pores are dominant mainly in lower Three Forks.



The middle Three Forks is characterized by a large variation in capillary-bound water,
indicating a high heterogeneity of the pore size distribution.



The average T2 Log Mean (≥ 8msec) is defined as the cutoff corresponding to the oil-bearing
zone within the Three Forks interval.



Relatively, a reasonable relationship can be seen between the water saturation, the free fluid,
T2 Log Mean, capillary and clay-bound water.
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The associated increase in the storage capacity in upper and middle Three Forks is a result of
a combination of pore size distribution, the content of the clay minerals, and the abundance of
dolo-siltite facies throughout the Three Forks reservoir.



The stress dependency of porosity and permeability and their hysteresis results showed that
both permeability and porosity decrease with an increase in net confining pressure during stress
loading.



The permeability is highly sensitive to changes in net stress compared to porosity in the Three
Forks Formation.



The maximum reduction in permeability occurs at low net stresses (≤ 2500 psi) where some
samples experienced up to 98% reduction in their original permeability.



In some samples, SEM and CT-scan images showed an abundant of micro-cracks which can
play an important role in permeability changes. These micro-cracks with repeated stress
loading and unloading can improve the effective permeability and flow path but may close also
at another cyclic loading. Consequently, this statement can help in injection strategy decisions
in Three Forks Formation to increase the effective permeability.



Irreversible loss (hysteresis) in permeability was seen on few samples during unloading phase,
up to 47% of the initial permeability. This hysteresis may relate to the angular shaped porosities
(as shown by SEM images), with repeated loading and unloading possibly leading to collapse
the pore throat in addition to micro-cracks closure.



The changes in permeability with increasing net stresses is typically fitted an exponential
distribution function but a power-law function described better the porosity relationship with
net stress.



An exponential correlation was found between porosity and permeability with increasing net
confining pressure that fit the data corresponding to the three samples from the upper Three
Forks (well Charlie Sorenson 17-8-3TFH).



The petrophysical rock typing was successfully applied in the Three Forks reservoir, six
petrophysical rock types were identified with a pore throat varying from 0.025 to 4.5 µm.



The concepts of the conventional methods (RQI, FZI, and Winland R35) were found to be very
useful for the characterization of the Three Forks. A good correlation was found between
Winland’s R35 and RQI/FZI results. The maximum matrix R35 appears to be 0.5-2 µm.
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An unsupervised hierarchical clustering analysis technique’ results confirm the applicability
of the Self-Organizing Maps in Three Forks carbonate reservoir to characterize PRTs.



PRT1 and PRT2 appear to be the best reservoir zones in Three Forks Formation because of the
abundant of the dolostones with relatively high permeability and are characterized by a higher
percentage of mesoporous and macroporous rock types (>0.5 µm).

7.2

Recommendations for Future Work

This study investigated three main areas in reservoir characterization of Three Forks Formation
and some approaches were developed with satisfactory results. However, more investigation is
suggested by the integration of the new tool measurements and approaches that the industry can
use to improve the production strategy of the Three Forks reservoir. Some possible
recommendations for future work are listed below:


The enhancement of the prediction models resulted from machine learning and deep learning
by modeling the peaks in water saturation before these techniques can be meaningfully used
on the wells without the output target Sw. Some parameters need to be carefully improved by
adding more features into the training dataset that characterize the lithology and the pore size
distribution in order to better characterize the effect of thin beds on the water saturation model
prediction.



The statements resulted from stress dependency of permeability and hysteresis would require
additional experimental analysis for upper and middle Three Forks members to obtain more
repeatable results.



The stress-dependent permeability and its hysteresis should be included in hydraulic fracturing
design in Three Forks reservoir.



Regarding the PTRs characterization, we suggest that future work should reproduce the results
with a larger dataset using the SOM technique compared to other clustering approaches.



Core analysis measurements and well logs attributes such as water saturation, NMR for pore
geometry, ECS for lithology, and image logs, should be included in petrophysical rock typing
with consideration of thin bed effects.



The future studies should consider the integration of the geomechanical properties in PRTs
classification.
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Rock typing characterization based on static and dynamic data integration should be part of
future studies.



Development of a rock classification models for PTRs prediction in Three Forks carbonate
reservoir using machine learning and deep learning that can be used for future wells is another
topic that needs further investigation.



The distribution of PRTs in 3D reservoir modeling is another important topic for future studies.
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Nomenclature
𝑏

scalar called bias value.

C

positive regularization parameter

CT-scan

computerized tomography scan

DTCO

compressional slowness

FZI

flow zone indicator

GR

gamma-ray

𝐾(𝑥, 𝑥𝑖 )

kernel function

Ko

permeability at initial confining stress

MICP

mercury injection capillary pressure

NCS

net confining stress

NMR

nuclear magnetic resonance

NPHI

neutron porosity

PEF

photoelectric factor

PRT

petrophysical rock type

RHOB

bulk density

RQI

reservoir quality index

RFR

random forest regression

SCAL

special core analysis

SEM

scanning electronic microscope

SVM

support vector machine

SVR

support vector regression

Sw

water saturation

Greek Symbols
−
ξ+
i , ξi

slack variables

⃑⃑
ω

weight vector

ε

tolerance value

Φo

porosity at initial confining stress

𝛾

kernel coefficient
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Appendix A
Petrophysical Analysis Elans

Figure A.1. The advanced petrophysical model is extrapolated to the Well Martell 36-25 HTF2 with triple combo data
set. Track 1, gamma-ray (GR) and caliper, CALI. Tracks 2 to 6, mineral volumes calibrated with XRD analysis. Track
7, effective porosity estimated from the combination between neutron porosity and bulk density compared to core
porosity. Track 8, Modified Simandoux calculated saturation is compared to the water saturation from Dean-Stark.
Track 9, Lithological mode and fluid model.
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Figure A.2. The advanced petrophysical model is extrapolated to the Well Tomlinson 3-1HN with triple combo data
set. Track 1, GR, Cali and KTH. Track 2, induction resistivity. Track 3, ZDNC, PE, CNCF, DTCO. Track 4, U, K,
TH. Tracks 5 to 10, mineral volumes calibrated with XRD analysis. Track 7, effective porosity estimated from the
combination between neutron porosity and bulk density compared to core porosity. Track 8, Modified Simandoux
calculated saturation is compared to the water saturation from Dean-Stark. Track 9, lithological model and fluid model.
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Figure A.3. The advanced petrophysical model is extrapolated to the Well Pumpkin 148-93-14C-13H-TF with triple
combo data set. Track 1, GR and CALI. Tracks 2 to 6, mineral volumes calibrated with XRD analysis. Track 7,
effective porosity estimated from the combination between neutron porosity and bulk density compared to core
porosity. Track 8, Modified Simandoux calculated saturation is compared to the water saturation from Dean-Stark.
Track 9, lithological model and fluids model.
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Figure A.4. Well McDonald Family Trust Federal 31-3PH. Track 1, Total GR and CGR. Track 2, induction resistivity
measurements. Track 3, neutron porosity (NPHI), bulk density (RHOZ), and sonic compressional (DTCO). Track 4,
dry weight fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI).
Track 5, T2 Log Mean (T2LM). Track 6, effective porosity compared to NMR total porosity and core porosity, CMR
Porosity with T2 values greater than 3 ms. Track 7, Sw model derived from petrophysical analysis using modified
Simandoux equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track 8, complex mineralogical model and
fluids model.
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Figure A.5. The advanced petrophysical model is extrapolated to the Well Ellison Creek Federal 21-1PH with triple
combo data set. Track 1, GR and Cali. Track 2, induction resistivity. Track 3, RHOZ, PEFZ, and NPOR. Track 4,
effective porosity estimated from the combination between neutron porosity and bulk density compared to core
porosity. Track 5, Modified Simandoux calculated saturation is compared to the water saturation from Dean-Stark.
Track 6, lithological model and fluids model.
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Figure A.6. Well Trippell 32-16H. Track 1, Total GR and caliper (HCAL). Track 2, induction resistivity
measurements. Track 3, neutron porosity (NPOR), bulk density (RHOZ), and sonic compressional (DTCO),
photoelectric factor (PEF). Track 4, dry weight fraction aluminum (DWAL), dry weight fraction calcium (DWCA),
dry weight fraction silicon (DWSI). Track 5, effective porosity compared to NMR total porosity and core porosity,
CMR free fluid. Track 6, Sw model derived from petrophysical analysis using modified Simandoux equation
(SWE_QE) compared to Dean Stark Sw (Sw_core), CMR porosity with T2 values greater than 3 ms. Track 7, complex
mineralogical model and fluids model.
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Figure A.7. Well Teddy 44-13TFH. Track 1, Total GR and caliper (HCAL). Track 2, induction resistivity
measurements. Track 3, neutron porosity (NPHI), bulk density (RHOZ), and sonic compressional (DTCO3),
photoelectric factor (PEFZ). Track 4, dry weight fraction aluminum (DWAL), dry weight fraction calcium (DWCA),
dry weight fraction silicon (DWSI). Track 5, effective porosity compared to the core porosity. Track 6, Sw model
derived from petrophysical analysis using modified Simandoux equation (SWE_QE) compared to Dean Stark Sw
(Sw_core). Track 7, complex mineralogical model and fluids model.
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Figure A.8. Well Corrine Olson 34-20. Track 1, Total GR and KTH. Track 2, Triaxial resistivity (RESV and RESH),
induction resistivity measurements. Track 3, neutron porosity (CNCF), bulk density (ZDNC), and sonic compressional
(DTCO), photoelectric factor (PEF). Track 4, uranium (U), thorium (TH), potassium (K). Track 5, dry weight fraction
aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 6, effective
porosity compared to NMR total porosity and core porosity, CMR free fluid. Track 7, Sw model derived from
petrophysical analysis using modified Simandoux equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track
8, complex mineralogical model and fluids model.
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Figure A.9. Well Mylo Wolding 14-11H. Track 1, Total GR and caliper HCAL. Track 2, induction resistivity
measurements. Track 3, neutron porosity (NPHI), bulk density (RHOZ), and sonic compressional (DT), photoelectric
factor (PEFZ). Track 4, uranium (HURA), thorium (HTHO), potassium (HFK). Track 5, dry weight fraction aluminum
(DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 6, effective porosity
compared to core porosity. Track 7, Sw model derived from petrophysical analysis using modified Simandoux equation
(SWE_QE) compared to Dean Stark Sw (Sw_core). Track 8, complex mineralogical model and fluids model.
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Figure A.10. Well Debrecen 1-3H. Track 1, Total GR and HCAL. Track 2, induction resistivity measurements. Track
3, neutron porosity (NPHI), bulk density (RHOZ), and sonic compressional (DTCO). Track 4, dry weight fraction
aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5, T2 Log Mean
(T2LM), Sw_core. Track 6, effective porosity compared to NMR total porosity and core porosity, CMR Porosity with
T2 values greater than 3 ms. Track 7, Sw model derived from petrophysical analysis using modified Simandoux
equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track 8, complex mineralogical model and fluids model.
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Figure A.11. Well Scanlan 3-5H. Track 1, Total GR and HCAL. Track 2, induction resistivity measurements. Track
3, neutron porosity (NPOR), bulk density (RHOZ). Track 4, dry weight fraction aluminum (DWAL), dry weight
fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5, effective porosity compared to core porosity.
Track 6, Sw model derived from petrophysical analysis using modified Simandoux equation (SWE_QE) compared to
Dean Stark Sw (Sw_core). Track 6, complex mineralogical model and fluids model.
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Figure A.12. Well Tracker Hovden 15-1H. Track 1, Total GR and HCAL. Track 2, induction resistivity measurements.
Track 3, neutron porosity (NPHI), bulk density (RHOZ), and sonic compressional (DTCO). Track 4, dry weight
fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5,
permeability from NMR (KSDR and KTM) compared to permeability core (core_K). Track 6, T2 Log Mean (T2LM).
Track 7, effective porosity compared to NMR total porosity and core porosity, CMR Porosity with T2 values greater
than 3 ms. Track 8, Sw model derived from petrophysical analysis using modified Simandoux equation (SWE_QE)
compared to Dean Stark Sw (Sw_core). Track 9, complex mineralogical model and fluids model.
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Figure A.13. Well Fairbanks 1-20H. Track 1, Total GR and HCAL. Track 2, induction resistivity measurements. Track
3, neutron porosity (NPHI), bulk density (RHOZ), and sonic compressional (DTCO). Track 4, dry weight fraction
aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5, permeability
from NMR (KSDR and KTM) compared to permeability core (core_K), CMR Porosity with T2 values greater than 3
ms. Track 6, T2 Log Mean (T2LM). Track 7, effective porosity compared to NMR total porosity and core porosity.
Track 8, Sw model derived from petrophysical analysis using modified Simandoux equation (SWE_QE) compared to
Dean Stark Sw (Sw_core). Track 9, complex mineralogical model and fluids model.
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Figure A.14. Well Kaldahl 34-12H. Track 1, Total GR and HCAL. Track 2, induction resistivity measurements. Track
3, triaxial resistivity (Rv and Rh), deep resistivity (AT90) from induction resistivity. Track 4, neutron porosity
(NPOR), bulk density (RHOZ), PEFZ, and sonic compressional (DTCO). Track 5, dry weight fraction aluminum
(DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 6, permeability from NMR
(KSDR and KTM) compared to permeability core (core_K). Track 7, effective porosity compared to NMR total
porosity and core porosity, CMR Porosity with T2 values greater than 3 ms. Track 7, Sw model derived from
petrophysical analysis using modified Simandoux equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track
8, complex mineralogical model and fluids model.
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Figure A.15. Well Keary Kadmas 2-32-29H-142-96. Track 1, Total GR, KTH and HCAL. Track 2 to 9, mineral
volumes calibrated with XRD analysis. Track 10, effective porosity compared to core porosity. Track 11, Sw model
derived from petrophysical analysis using modified Simandoux equation (SWE_QE) compared to Dean Stark Sw
(Sw_core). Track 12, complex mineralogical model and fluids model.
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Figure A.16. Well Keary Kadrmas 2-32-29H-142-96. Track 1, Total GR, KTH and CAL. Track 2, induction resistivity
measurements. Track 3, neutron porosity (CNCF), bulk density (ZDNC), PE, and sonic compressional (DTC). Track
4, TH, K. Track 5, dry weight fraction aluminum (WFAL), dry weight fraction calcium (WFCA), dry weight fraction
silicon (WFSI). Track 6, effective porosity compared to NMR total porosity and core porosity, CMR Porosity with T2
values greater than 3 ms. Track 7, Sw model derived from petrophysical analysis using modified Simandoux equation
(SWE_QE) compared to Dean Stark Sw (Sw_core). Track 8, complex mineralogical model and fluids model.
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Figure A.17. Well Patsy Pow 5198 33-5. Track 1, Total GR and Cali. Track 2, induction resistivity measurements.
Track 3, neutron porosity (NPHI), bulk density (RHOZ), PEFZ. Track 4, dry weight fraction aluminum (DWAL), dry
weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5, dielectric permittivity. Track 6,
dielectric conductivity. Track 7, effective porosity compared to core porosity. Track 7, Sw model derived from
petrophysical analysis using modified Simandoux equation (SWE_QE). Track 8, complex mineralogical model and
fluids model.
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Figure A.18. The advanced petrophysical model is extrapolated to the Well Oas 31-161-92H with triple combo data
set. (A) Track 1, gamma-ray (GR) and caliper, CAL. Tracks 2 to 5, mineral volumes calibrated with XRD analysis.
Track 7, effective porosity estimated from neutron porosity compared to core porosity. Track 6, Modified Simandoux
calculated saturation is compared to the water saturation from Dean-Stark. Track 7, lithological mode and fluids
model. (b) Track 1, GR, KTH and CAL, Track 2, induction resistivity, Track 3, CNCF, PE. Track 4, U, TH, and K.
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Figure A.19. Well Deadwood Canyon Ranch 43-28H. Track 1, Total GR and HCAL. Track 2, induction resistivity
measurements. Track 3, neutron porosity (NPOR), bulk density (RHOZ), PEFZ, and sonic compressional (DTCO).
Track 4, HURA, HTHO, and HFK. Track 5, dry weight fraction aluminum (DWAL), dry weight fraction calcium
(DWCA), dry weight fraction silicon (DWSI). Track 6, permeability from NMR (KSDR and KTM) compared to
permeability core (core_K), CMR Porosity with T2 values greater than 3 ms. Track 7, effective porosity compared to
NMR total porosity and core porosity. Track 8, Sw model derived from petrophysical analysis using modified
Simandoux equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track 9, complex mineralogical model and
fluids model.
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Figure A.20. Well Farhart 11-11H. Track 1, Total GR and HCAL. Track 2, induction resistivity measurements. Track
3, neutron porosity (NPHI), bulk density (RHOZ), PEFZ, and sonic compressional (DTCO). Track 4, dry weight
fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5, T2
Log Mean (T2LM), core_Sw. Track 6, T1 Log Mean (T1LM). Track 7, effective porosity compared to NMR total
porosity and core porosity, CMR Porosity with T2 values greater than 3 ms. Track 8, Sw model derived from
petrophysical analysis using modified Simandoux equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track
8, complex mineralogical model and fluids model.
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Figure A.21. Well Jane Federal. Track 1, Total GR and HCAL. Track 2, induction resistivity measurements. Track 3,
neutron porosity (NPOR), bulk density (RHOZ), PEFZ, and sonic compressional (DTCO3). Track 4, dry weight
fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5,
permeability from NMR (KSDR and KTM) compared to permeability core (core_K). Track 6, T2 Log Mean (T2LM),
Dean-Stark Sw (Sw_core). Track 7, effective porosity compared to NMR total porosity and core porosity, CMR
Porosity with T2 values greater than 3 ms. Track 8, Sw model derived from petrophysical analysis using modified
Simandoux equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track 9, complex mineralogical model and
fluids model.
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Figure A.22. The advanced petrophysical model is extrapolated to the Well Heidi 1-4H with triple combo data set.
Track 1, gamma-ray (GR) and caliper, CALI. Tracks 2, induction resistivity. Track 3, neutron porosity (NPHI), bulk
density (RHOB), PE. Track 4, THOR, URAN, POTA. Track 5, effective porosity estimated from the combination
between neutron porosity and bulk density compared to core porosity. Track 8, Modified Simandoux calculated
saturation is compared to the water saturation from Dean-Stark. Track 9, lithological mode and fluid model.
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Figure A.23. Well Corrine Olson 34-20. Track 1, Total GR, KTH, and CAL. Track 2, induction resistivity
measurements. Track 3, triaxial resistivity (RESH and RESV), deep resistivity (M2R9) from induction resistivity
measurements. Track 4, neutron porosity (CNCF), bulk density (ZDNC), PE, and sonic compressional (DT). Track 6,
U, TH, K. Track 7, dry weight fraction aluminum (WFAL), dry weight fraction calcium (WFCA), dry weight fraction
silicon (WFSI). Track 8, effective porosity compared to NMR total porosity, CMR Porosity with T2 values greater
than 3 ms. Track 9, Sw model derived from petrophysical analysis using modified Simandoux equation (SWE_QE).
Track 10, complex mineralogical model and fluids model.
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Figure A.24. Well Charlotte 1-22H. Track 1, Total GR and HCAL. Track 2, induction resistivity measurements. Track
3, neutron porosity (NPOR), bulk density (RHOZ), PEFZ, and sonic compressional (DTCO). Track 5, dry weight
fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 6, T2
Log Mean (T2LM). Track 7, effective porosity compared to NMR total porosity and core porosity, CMR Porosity with
T2 values greater than 3 ms. Track 8, Sw model derived from petrophysical analysis using modified Simandoux
equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track 9, complex mineralogical model and fluids model.
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Figure A.25. Well Rolf 1-20H. Track 1, Total GR and HCAL. Track 2, induction resistivity measurements. Track 3,
neutron porosity (NPOR), bulk density (RHOZ), PEFZ, and sonic compressional (DTCO). Track 4, T2 Log Mean
(T2LM). Track 5, Free fluid volume-CMFF (T2 cutoff >33msec), capillary bound fluid- BFV (3 msec<T2 cutoff <33
msec), clay bound fluid- CBW (T2 cutoff < 3 msec). Track 6, effective porosity compared to NMR total porosity and
core porosity. Track 7, Sw model derived from petrophysical analysis using modified Simandoux equation (SWE_QE)
compared to Dean Stark Sw (Sw_core), CMR Porosity with T2 values greater than 3 ms. Track 8, complex
mineralogical model and fluids model.
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Figure A.26. Well FB-150-94-3B-10-2H. Track 1, Total GR, CGR, and Cali. Tracks 2 to 9, mineral volumes calibrated
with XRD analysis. Track 10, effective porosity compared to core porosity. Track 11, Sw model derived from
petrophysical analysis using modified Simandoux equation (SWE_QE). Track 12, complex mineralogical model and
fluids model.
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Figure A.27. Well FB-150-94-3B-10-2H. Track 1, Total GR, CGR and CALI. Track 2, induction resistivity
measurements. Track 3, neutron porosity (NPOR), PEFZ, and sonic compressional (DTCO). Track 4, URAN, THOR,
POTA. Track 5, dry weight fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction
silicon (DWSI). Track 6, permeability from NMR (KSDR and KTM) compared to permeability core (core_K). Track
7, effective porosity compared to NMR total porosity and core porosity, CMR porosity with T2 values greater than 3
ms. Track 8, Sw model derived from petrophysical analysis using modified Simandoux equation (SWE_QE). Track 10,
complex mineralogical model and fluids model.
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Figure A.28. Well Linseth 13-12 HW. Track 1, Total GR, CGR and HCAL. Tracks 2 to 9, mineral volumes calibrated
with XRD analysis. Track 10, effective porosity compared to core porosity. Track 11, Sw model derived from
petrophysical analysis using modified Simandoux equation (SWE_QE) compare to Dean-Stark Sw. Track 12, complex
mineralogical model and fluids model.
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Figure A.29. Well Linseth 13-12HW. Track 1, Track 1, Total GR, CGR and CALI. Track 2, induction resistivity
measurements. Track 3, neutron porosity (NPOR), PEFZ, and sonic compressional (DTCO). Track 4, dry weight
fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5,
permeability from NMR (KSDR and KTM) compared to permeability core (core_K). Track 6, effective porosity
compared to NMR total porosity and core porosity, CMR porosity with T2 values greater than 3 ms. Track 7, Sw model
derived from petrophysical analysis using modified Simandoux equation (SWE_QE) compare to Dean-Stark Sw. Track
8, complex mineralogical model and fluids model.
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Figure A.30. Well 11-13 SEH. Track 1, gamma-ray (GR) and caliper, CALI. Tracks 2 to 5, mineral volumes calibrated
with XRD analysis. Track 6, effective porosity estimated from the combination between neutron porosity and bulk
density compared to core porosity. Track 7, Modified Simandoux calculated saturation is compared to the water
saturation from Dean-Stark. Track 9, lithological model and fluids model.
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Figure A.31. The advanced petrophysical model is extrapolated to the Well Lundin 11-13SEH with triple combo data
set. Track 1, gamma-ray (GR) and caliper, CALI. Track 2, induction resistivity measurements. Track 3, RHOB, NPHI,
and PE. Track 4, effective porosity estimated from the combination between neutron porosity and bulk density
compared to core porosity. Track 5, Modified Simandoux calculated saturation is compared to the water saturation
from Dean-Stark. Track 9, lithological model and fluids model.
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Figure A.32. Well Saratoga 12-1-161-92H. Track 1, Total GR, HCGR, and CALI. Tracks 2 to 8, mineral volumes
calibrated with XRD analysis. Track 8, effective porosity estimated from the combination between neutron porosity
and bulk density compared to core porosity. Track 9, Modified Simandoux calculated saturation is compared to the
water saturation from Dean-Stark. Track 10, lithological model and fluids model.
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Figure A.33. Well Saratoga 12-1-161-92H. Track 1, Total GR, HCGR and CALi. Track 2, induction resistivity
measurements. Track 3, neutron porosity (NPOR), bulk density (RHOZ), PEFZ. Track 4, dry weight fraction
aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5, T2 Log Mean
(T2LM). Track 6, effective porosity compared to NMR total porosity and core porosity, CMR Porosity with T2 values
greater than 3 ms. Track 7, Sw model derived from petrophysical analysis using modified Simandoux equation
(SWE_QE) compared to Dean Stark Sw (Sw_core). Track 8, complex mineralogical model and fluids model.
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Figure A.34. Well Antelope. Track 1, Total GR, HCGR and Cali. Track 2, induction resistivity measurements. Track
3, neutron porosity (NPOR), bulk density (RHOZ), PEFZ, compressional slowness (DTCO). Track 4, dry weight
fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5,
effective porosity compared to NMR total porosity, CMR Porosity with T2 values greater than 3 ms. Track 7, Sw model
derived from petrophysical analysis using modified Simandoux equation (SWE_QE). Track 8, complex mineralogical
model and fluids model.
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Figure A.35. Well Boxcar 44-22PH. Track 1, Total GR, KTH, and CAL. Track 2, induction resistivity measurements.
Track 3, neutron porosity (CNCFD), bulk density (ZDNC), PE, and compressional slowness (DTCO). Track 5, K, U,
TH. Track 6, dry weight fraction aluminum (WFAL), dry weight fraction calcium (WFCA), dry weight fraction silicon
(WFSI). Track 7, effective porosity compared to core porosity. Track 8, Sw model derived from petrophysical analysis
using modified Simandoux equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track 8, complex mineralogical
model and fluids model.
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Figure A.36. Well McNamara 41-26XH. Track 1, Total GR and HCAL. Track 2, induction resistivity measurements.
Track 3, neutron porosity (NPHI), bulk density (RHOZ), PEFZ, and compressional slowness (DTCO). Track 4, dry
weight fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track
5, permeability from NMR (KSDR and KTM) compared to permeability core (core_K). Track 6, effective porosity
compared to NMR total porosity and core porosity, CMR Porosity with T2 values greater than 3 ms. Track 7, Sw model
derived from petrophysical analysis using modified Simandoux equation (SWE_QE) compared to Dean Stark Sw
(Sw_core). Track 8, complex mineralogical model and fluids model.
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Figure A.37. Well Charlie Sorenson 17-8-3TFH. Track 1, Total GR, HCGR, and CALI. Tracks 2 to 9, mineral volumes
calibrated with XRD analysis. Track 10, grain density. Track 11, effective porosity estimated from the combination
between neutron porosity and bulk density compared to core porosity. Track 12, Modified Simandoux calculated
saturation is compared to the water saturation from Dean-Stark. Track 13, lithological model and fluids model.
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Figure A.38. Well Charlie Sorenson 17-8 3TFH. Track 1, Total GR and HCAL. Track 2, induction resistivity
measurements. Track 3, neutron porosity (NPHI), bulk density (RHOZ), PEFZ. Track 4, dry weight fraction aluminum
(DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5, T 2 Log Mean (T2LM),
Sw_core. Track 6, effective porosity compared to NMR total porosity and core porosity, CMR Porosity with T2 values
greater than 3 ms. Track 7, Sw model derived from petrophysical analysis using modified Simandoux equation
(SWE_QE) compared to Dean Stark Sw (Sw_core). Track 8, complex mineralogical model and fluids model.
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Figure A.39. Well Sorenson 4A-27-1H. Track 1, Total GR and Cali. Track 2, induction resistivity measurements.
Track 3, neutron porosity (NPOR), bulk density (RHOZ), PEFZ, and compressional slowness (DTCO). Track 4, dry
weight fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track
5, effective porosity compared to NMR total porosity and core porosity, CMR Porosity with T2 values greater than 3
ms. Track 6, Sw model derived from petrophysical analysis using modified Simandoux equation (SWE_QE) compared
to Dean Stark Sw (Sw_core). Track 7, complex mineralogical model and fluids model.
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Figure A.40. Well Fort Berthold 147-94-3B-10-3H. Track 1, Total GR, HCGR, and CALI. Tracks 2 to 10, mineral
volumes calibrated with XRD analysis. Track 11, effective porosity estimated from the combination between neutron
porosity and bulk density compared to core porosity. Track 12, Modified Simandoux calculated saturation is compared
to the water saturation from Dean-Stark. Track 13, lithological model and fluids model.
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Figure A.41. Well Fort Berthold 147-94-3B-10-3H. Track 1, Total GR, HCGR and HCAL. Track 2, induction
resistivity measurements. Track 3, neutron porosity (NPHI), bulk density (RHOZ), PEFZ, compressional slowness
(DTCO). Track 4, dry weight fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction
silicon (DWSI). Track 5, T2 Log Mean (T2LM). Track 6, effective porosity compared to NMR total porosity and core
porosity, CMR Porosity with T2 values greater than 3 ms. Track 7, Sw model derived from petrophysical analysis using
modified Simandoux equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track 8, complex mineralogical
model and fluids model.
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Figure A.42. Well Hawkinson 14-22H2. Track 1, Total GR and HCAL. Track 2, induction resistivity measurements.
Track 3, neutron porosity (NPor), bulk density (RHOZ), PEFZ. Track 4, dry weight fraction aluminum (DWAL), dry
weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5, T 2 Log Mean (T2LM). Track 6,
effective porosity compared to NMR total porosity and core porosity, CMR Porosity with T2 values greater than 3 ms.
Track 7, Sw model derived from petrophysical analysis using modified Simandoux equation (SWE_QE) compared to
Dean Stark Sw (Sw_core). Track 8, complex mineralogical model and fluids model.
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Figure A.43. The advanced petrophysical model is extrapolated to the Well Jennifer Abigail 16-21H with triple combo
data set. Track 1, gamma-ray (GR) and caliper, CALI. Track 2, induction resistivity measurements. Track 3, NPHI,
RHOZ, PEFZ. Track 4, effective porosity estimated from the combination between neutron porosity and bulk density
compared to core porosity. Track 5, Modified Simandoux calculated saturation is compared to the water saturation
from Dean-Stark. Track 6, lithological model and fluids model.

219 | P a g e

Figure A.44. Well Hognose 152-94-18B. Track 1, Total GR, HCGR, and CALI. Tracks 2 to 8, mineral volumes
calibrated with XRD analysis. Track 9, effective porosity estimated from the combination between neutron porosity
and bulk density compared to core porosity. Track 10, Modified Simandoux calculated saturation is compared to the
water saturation from Dean-Stark. Track 11, lithological model and fluids model.
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Figure A.45. The advanced petrophysical model is extrapolated to the Well Hognose 152-94-18B with triple combo
data set. Track 1, gamma-ray (GR) and caliper, CALI. Track 2, induction resistivity measurements. Track 3, NPOR,
RHOZ, PEFZ, DTCO. Track 4, effective porosity estimated from the combination between neutron porosity and bulk
density compared to core porosity. Track 5, Modified Simandoux calculated saturation is compared to the water
saturation from Dean-Stark. Track 6, lithological model and fluids model.
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Figure A.46. Well JB 11-6TFH. Track 1, Total GR, HCGR and HCAL. Track 2, induction resistivity measurements.
Track 3, neutron porosity (NPHI), bulk density (RHOZ), PEFZ, compressional slowness (DTCO). Track 4, dry weight
fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track 5, T2
Log Mean (T2LM). Track 6, effective porosity compared to NMR total porosity and core porosity, CMR Porosity with
T2 values greater than 3 ms. Track 7, Sw model derived from petrophysical analysis using modified Simandoux
equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track 8, complex mineralogical model and fluids model.
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Figure A.47. Well Bartleson 44-1-2TFH. Track 1, Total GR, CGR and Cali. Track 2, induction resistivity
measurements. Track 3, neutron porosity (NPHI), bulk density (RHOZ), PEFZ, compressional slowness. Track 4, dry
weight fraction aluminum (DWAL), dry weight fraction calcium (DWCA), dry weight fraction silicon (DWSI). Track
5, dielectric permittivity. Track 6, permeability Ktim and KSDR. Track 7, water filled porosity, PWXo. Track 8,
effective porosity compared to NMR total porosity. Track 7, Sw model derived from petrophysical analysis using
modified Simandoux equation (SWE_QE). Track 8, complex mineralogical model and fluids model.
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Figure A.48. Well Teton 5-1-3TFSH. Track 1, Total GR, KTH, and CAL. Tracks 2 to 7, mineral volumes calibrated
with XRD analysis. Track 8, effective porosity estimated from the combination between neutron porosity and bulk
density compared to core porosity. Track 9, Modified Simandoux calculated saturation is compared to the water
saturation from Dean-Stark. Track 10, lithological model and fluids model.
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Figure A.49. Well Teton 5-1-3TFSH. Track 1, Total GR, KTH and CAL. Track 2, induction resistivity measurements.
Track 3, triaxial resistivity (RESV and RESH), deep resistivity (M2R9). Track 4, neutron porosity (CNCF), bulk
density (ZDEN), PE, ZCOR, and compressional slowness (DTC). Track 5, U and TH. Track 7, effective porosity
compared to core porosity. Track 7, Sw model derived from petrophysical analysis using modified Simandoux equation
(SWE_QE) compared to Dean Stark Sw (Sw_core). Track 8, complex mineralogical model and fluids model.
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Figure A.50. Well Chameleon State 21-16-1H. Track 1, Total GR and Cali. Track 2, induction resistivity
measurements. Track 3, neutron porosity (NPOR), bulk density (RHOZ), PEFZ, and Sonic porosity (SPHI). Track 4,
effective porosity compared to core porosity. Track 5, Sw model derived from petrophysical analysis using modified
Simandoux equation (SWE_QE) compared to Dean Stark Sw (Sw_core). Track 6, complex mineralogical model and
fluids model.
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Figure A.51. Well Water 151-94-16DH. Track 1, Total GR. Track 2, induction resistivity measurements. Tracks 2 to
7, mineral volumes calibrated with XRD analysis. Track 8, effective porosity estimated from the combination between
neutron porosity and bulk density compared to core porosity. Track 9, Modified Simandoux calculated saturation is
compared to the water saturation from Dean-Stark. Track 10, lithological model and fluids model.

227 | P a g e

Figure A.52. Well Gullikson 44-34H. Track 1, Total GR and HCAL Track 2, induction resistivity measurements.
Track 3, neutron porosity (NPHI), bulk density (RHOZ), PEFZ, and Compressional Slowness (DTCO). Track 4, T2
Log Mean (T2LM). Track 5, effective porosity compared to NMR total porosity and core porosity. Track 6, Sw model
derived from petrophysical analysis using modified Simandoux equation (SWE_QE) compared to Dean Stark Sw
(Sw_core), CMPR_3MS. Track 7, complex mineralogical model and fluids model.
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Appendix B
T2 Log Mean Distribution Histograms.

Figure B.1. Left, Well McDonald Family Trust Federal 31-3PH. Right, Well Rolf 1-20H. T2 Log Mean Distribution.
UTF (Blue), MTF (Pink), LTF (Aqua).
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Figure B.2. Left, Well Jane Federal 11X-20. Right, Well Farhart 11-11H. T2 Log Mean Distribution. UTF (Blue),
MTF (Pink), LTF (Aqua).
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Figure B.3. Left, Well Charlotte 1-22H. Right, Well JB 11-6TFH. T2 Log Mean Distribution. UTF (Blue), MTF (Pink),
LTF (Aqua).
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Figure B.4. Left, Well Tracker Hovden 15-1H. Right, Well Debrecen 1-3H. T2 Log Mean Distribution. UTF (Blue),
MTF (Pink), LTF (Aqua).
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Figure B.5. Left, Well Fairbanks 1-20H. Right, Well Bonnie Divide 16-1H. T2 Log Mean Distribution. UTF (Blue),
MTF (Pink), LTF (Aqua).
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Figure B.6. Left, Well Bartleson 44-1-2TFH. Right, Well Barenthsen 11-20H. T2 Log Mean Distribution. UTF (Blue),
MTF (Pink), LTF (Aqua).
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Figure B.7. Left, Well En-Person Observation 2-24. Right, Well Charlie Sorenson 17-8-3TFH. T2 Log Mean
Distribution. UTF (Blue), MTF (Pink), LTF (Aqua).
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Figure B.8. Left, Well En-Person Observation 2-32. Right, Well Edna 11-2-1H. T2 Log Mean Distribution. UTF
(Blue), MTF (Pink), LTF (Aqua).

236 | P a g e

Figure B.9. Left, Well Fairfield State 21-16-1H. Right, Well Erie 44-19H. T2 Log Mean Distribution. UTF (Blue),
MTF (Pink), LTF (Aqua).
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Figure B.10. Left, Well Berthold 147-94-38-10-3H. Right, Well Kostelecky 31-6H. T2 Log Mean Distribution. UTF
(Blue), MTF (Pink), LTF (Aqua).
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Figure B.11. Left, Well Go-Biwer 157-98-2635H1. Right, Well Gravos 42-13-14H. T2 Log Mean Distribution. UTF
(Blue), MTF (Pink), LTF (Aqua).

239 | P a g e

Figure B.12. Left, Well Jericho 2-5H-TF. Right, Well Hawkinson 14-22H2. T2 Log Mean Distribution. UTF (Blue),
MTF (Pink), LTF (Aqua).
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Figure B.13. Left, Well Lakewood 1-20H. Right, Well Kubas 11-13TFH. T2 Log Mean Distribution. UTF (Blue),
MTF (Pink), LTF (Aqua).
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Figure B.14. Left, Well Parshall 408-15H. Right, Well Mariane Trust 12X-20G2. T2 Log Mean Distribution. UTF
(Blue), MTF (Pink), LTF (Aqua).
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Figure B.15. Left, Well Rystedt 4-11H. Right, Well Rosencrans 44-21H. T2 Log Mean Distribution. UTF (Blue),
MTF (Pink), LTF (Aqua).
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Figure B.16. Left, Well Saratoga 12-1-161-92H. Right, Well Wayzetta 46-11M. T2 Log Mean Distribution. UTF
(Blue), MTF (Pink), LTF (Aqua).
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Figure B.17. Left, Well Thorlaksen 11-14H. Right, Well Shell Creek 1-01. T2 Log Mean Distribution. UTF (Blue),
MTF (Pink), LTF (Aqua).
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Figure B.18. Left, Well Fort Berthold 148-95-23D-14-1H. Right, Well Anderson 152-96-9-4-11H. T2 Log Mean
Distribution. UTF (Blue), MTF (Pink), LTF (Aqua).
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Figure B.19. Left, Well Gullikson 44-34H. Right, Well Lind 291H. T2 Log Mean Distribution. UTF (Blue), MTF
(Pink).

Figure B.20. Well Conford 9-12H. UTF (Blue).
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Figure B.21. Left, Well Braaflat 11-11H. Right, Well Nesson State 42X. T2 Log Mean Distribution. UTF (Blue),
MTF (Pink).
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Appendix C
Hysteresis Testing and mineralogy
Table C.1. weight percent mineralogy of core samples, well Charlie Sorenson 17-8-3TFH.

Sample 1A
Phase name

Formula

Dolomite
Quartz
Pyrite
Orthoclase
Calcite
Chlorite
Illite
Apatite-(CaCl) (OH-bearing)
Hydrohalite
Zeolite

Ca Mg (CO3)2
Si O2
Fe S2
K (Al Si3 O8)
Ca C O3
Mg5.0 Al0.75 Cr0.25 Al Si3 O10
(O(Al4
H)8 Si2 O9 (O H)3)
K
Ca9.7 (P O4)6 Cl1.15 O H
Na Cl (H2 O)2
Si64 O128

Figure of merit

Content (%)

0.520
0.777
2.918
1.490
3.397
2.142
1.763
2.251
1.905
1.458

65
10
0.22
8
0.9
0
9
2.5
3
2.9

Figure of merit

Content (%)

0.571
0.563
3.318
1.696
3.294
1.935
1.388
2.041
2.998
1.190

45
10
2
10
6
0
14
12
0.5
0.1

Sample 2A
Phase name

Formula

Dolomite
Quartz
Pyrite
Orthoclase
Calcite
Chlorite
Illite
Apatite
Halite
Zeolite

Ca Mg (CO3)2
Si O2
Fe S2
K (Al Si3 O8)
Ca CO3
Mg5.0 Al0.75 Cr0.25 Al Si3 O10
(O(Al4
H)8 Si2 O9 (O H)3)
K
Ca9.7 (P O4)6 Cl1.15 O H
Na Cl
Si O2

Sample 3A
Phase name

Formula

Dolomite
Quartz
Pyrite
Orthoclase
Chlorite
Illite
Apatite
Halite
Calcite

Ca Mg (CO3)2
Si O2
Fe S2
K (Al Si3 O8)
Mg5.0 Al0.75 Cr0.25 Al Si3 O10
(OH)8
K
(Al4 Si2 O9 (O H)3)
Ca9.7 (P O4)6 Cl1.15 O H
Na Cl
Ca CO3

Figure of merit
0.395
0.404
0.943
1.446
1.854
1.702
1.982
1.702
3.001

Content (%)
68
12.5
0.61
4.2
0
7.5
4
2.4
0.56
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Sample 4A
Phase name

Formula

Dolomite
Quartz
Orthoclase
Pyrite
Calcite
Chlorite
Illite
Apatite
Halite
Zeolite
Magnetite

Ca Mg (CO3)2
Si O2
K (Al Si3 O8)
Fe S2
Ca CO3
Mg5.0 Al0.75 Cr0.25 Al Si3 O10
(O(Al4
H)8 Si2 O9 (O H)3)
K
Ca9.7 (P O4)6 Cl1.15 O H
Na Cl (H2 O)2
Si O2

Figure of merit

Content (%)

0.387
0.544
3.598
1.568
2.977
2.041
1.643
2.227
1.801
1.806
1.732

64
10.2
2.8
0.17
1.5
0.9
9
0
0.2
1.2
10

Sample 5A
Phase name

Formula

Dolomite
Quartz
Orthoclase
Pyrite
Calcite
Chlorite
Illite
Apatite
Halite
Zeolite

Ca Mg (CO3)2
Si O2
K (Al Si3 O8)
Fe S2
Ca CO3
Mg5.0 Al0.75 Cr0.25 Al Si3
O10
(OSi2
H)8O9 (O H)3)
K
(Al4
Ca9.7 (P O4)6 Cl1.15 O H
Na Cl
Si O2

Figure of merit

Content (%)

0.654
1.024
1.953
3.350
2.944
2.155
2.134
2.774
2.990
1.882

59
11.1
7.4
1.56
1
0.9
13.7
2
5
0.17
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Table C.2. Hysteresis testing, Well Charlie Sorenson 17-8-3TFH.
University of North Dakota
Hysteresis Testing

CPMS ROTARY CORE ANALYSIS
Sample

Net Confining

Dry

Stress

Weight

Length

Bulk

Grain

Grain

Pore

Diameter

Volume

Volume

Density

Volume

Porosity

Kair

cm3

Permeability
Footnote

Number

(psig)

gm

cm

cm

cm3

(g/cm3)

cm3

(%)

(md)

1A

1000

154.144

4.996

3.955

61.377

55.371

2.784

6.170

10.05

.036

1A

2500

154.144

4.996

3.955

61.377

55.371

2.784

5.858

9.54

.028

1A

4000

154.144

4.996

3.955

61.377

55.371

2.784

5.795

9.44

.026

1A

5000

154.144

4.996

3.955

61.377

55.371

2.784

4.946

8.06

.022

1A

1000

154.144

4.996

3.955

61.377

55.371

2.784

5.974

9.73

.032

2A

1000

163.405

5.114

3.957

62.89

61.234

2.797

4.490

7.14

.180

(1)

2A

2500

163.405

5.114

3.957

62.89

61.234

2.797

4.219

6.71

.105

(1)

2A

4000

163.405

5.114

3.957

62.89

61.234

2.797

4.206

6.69

.066

(1)

2A

5000

163.405

5.114

3.957

62.89

61.234

2.797

4.165

6.62

.048

(1)

2A

1000

163.405

5.114

3.957

62.89

61.234

2.797

4.280

6.81

.122

(1)

3A

1000

170.943

5.078

3.962

62.605

61.234

2.792

1.408

2.25

.008

3A

2500

170.943

5.078

3.962

62.605

61.234

2.792

1.286

2.05

.007

3A

4000

170.943

5.078

3.962

62.605

61.234

2.792

1.227

1.96

.006

3A

5000

170.943

5.078

3.962

62.605

61.234

2.792

1.089

1.74

.005

3A

1000

170.943

5.078

3.962

62.605

61.234

2.792

1.241

1.98

.006

5A

1000

165.782

5.076

3.959

62.486

59.455

2.788

3.031

4.85

.014

5A

2500

165.782

5.076

3.959

62.486

59.455

2.788

2.922

4.68

.012

5A

4000

165.782

5.076

3.959

62.486

59.455

2.788

2.865

4.58

.011

5A

5000

165.782

5.076

3.959

62.486

59.455

2.788

2.827

4.52

.009

5A

1000

165.782

5.076

3.959

62.486

59.455

2.788

2.899

4.64

.013

Footnotes :
(1) Fracture/s noted, permeabilities and/or porosities are possibly affected, yeilding high than actual values.
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Table C.3. Hysteresis testing, Well Charlie Sorenson 17-8-3TFH.
University of North Dakota
Hysteresis Testing

CMS-300 ROTARY CORE ANALYSIS
Net Confining

Dry

Bulk

Grain

Grain

Pore

Permeability

Sample

Stress

Weight

Length

Diameter

Volume

Volume

Density

Volume

Porosity

Kair

Kinf

Number

(psig)

gm

cm

cm

cm3

cm3

(g/cm3)

cm3

(%)

(md)

(md)

1A

1000

54.93

4.448

2.516

22.114

19.720

2.785

2.391

10.813

.02846

.01268

1A

2500

54.93

4.448

2.516

22.114

19.720

2.785

2.356

10.671

.02286

.00708

1A

4000

54.93

4.448

2.516

22.114

19.720

2.785

2.343

10.619

.01656

.00475

1A

5000

54.93

4.448

2.516

22.114

19.720

2.785

2.339

10.602

.01065

.00270

1A

6000

54.93

4.448

2.516

22.114

19.720

2.785

2.095

9.603

.01028

.00259

1A

5000

54.93

4.448

2.516

22.114

19.720

2.785

2.101

9.630

.01060

.00269

1A

4000

54.93

4.448

2.516

22.114

19.720

2.785

2.103

9.636

.01148

.00292

1A

2500

54.93

4.448

2.516

22.114

19.720

2.785

2.125

9.726

.01206

.00322

1A

1000

54.93

4.448

2.516

22.114

19.720

2.785

2.174

9.931

.02169

.00669

2A

1000

62.052

4.809

2.517

23.928

22.160

2.800

1.743

7.292

.02073

.00626

2A

2500

62.052

4.809

2.517

23.928

22.160

2.800

1.679

7.044

.01088

.00362

2A

4000

62.052

4.809

2.517

23.928

22.160

2.800

1.635

6.870

.00927

.00224

2A

5000

62.052

4.809

2.517

23.928

22.160

2.800

1.612

6.779

.00768

.00178

2A

6000

62.052

4.809

2.517

23.928

22.160

2.800

1.571

6.621

.00609

.00300

2A

5000

62.052

4.809

2.517

23.928

22.160

2.800

1.577

6.642

.00717

.00162

2A

4000

62.052

4.809

2.517

23.928

22.160

2.800

1.593

6.706

.00758

.00175

2A

2500

62.052

4.809

2.517

23.928

22.160

2.800

1.627

6.840

.01178

.00312

2A

1000

62.052

4.809

2.517

23.928

22.160

2.800

1.670

7.007

.03086

.01782

5A

1000

61.861

4.728

2.519

23.563

22.234

2.782

1.191

5.086

.00653

.00143

5A

2500

61.861

4.728

2.519

23.563

22.234

2.782

1.137

4.863

.00464

.00094

5A

4000

61.861

4.728

2.519

23.563

22.234

2.782

1.092

4.682

.00415

.00081

5A

5000

61.861

4.728

2.519

23.563

22.234

2.782

1.071

4.597

.00394

.00076

5A

6000

61.861

4.728

2.519

23.563

22.234

2.782

1.050

4.510

.00374

.00071

5A

5000

61.861

4.728

2.519

23.563

22.234

2.782

1.051

4.514

.00375

.00072

5A

4000

61.861

4.728

2.519

23.563

22.234

2.782

1.056

4.535

.00435

.00086

5A

2500

61.861

4.728

2.519

23.563

22.234

2.782

1.100

4.715

.00506

.00106

5A

1000

61.861

4.728

2.519

23.563

22.234

2.782

1.203

5.132

.01862

.00546

Footnote

Footnotes :
(1) Fracture/s noted, permeabilities and/or porosities are possibly affected, yeilding high than actual values.
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Figure C.1. Normalized permeability (K/Ko) of upper Three Forks cores samples during stress loading.

253 | P a g e

Figure C.2. Cubic root of normalized permeability in linear scale versus net effective stress in logarithmic scale for
upper Three Forks showing a non-linear reduction in permeability with increasing net stress. Only 3% of the total
samples show a linear reduction in permeability with increasing net stress during cyclic loading (500 to 4000 psi).
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Figure C.3. Normalized permeability (K/Ko) of middle Three Forks cores samples during stress loading.
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Figure C.4. Cubic root of normalized permeability in linear scale versus net effective stress in logarithmic scale for
middle Three Forks showing a non-linear reduction in permeability with increasing net stress. Only 2% of the total
samples show a linear reduction in permeability with increasing net stress during cyclic loading (500 to 4000 psi).
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Figure C.5. Normalized porosity (ϕ/ϕo) of upper Three Forks cores samples during stress loading.
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Figure C.6. Cubic root of normalized porosity in linear scale versus net effective stress in logarithmic scale for upper
Three Forks showing a less linear reduction in porosity for some samples with increasing net stress during cyclic
loading (500 to 4000 psi).
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Figure C.7. Normalized porosity (ϕ/ϕo) of middle Three Forks cores samples during stress loading.
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Figure C.8. Cubic root of normalized porosity(ϕ/ϕo) in linear scale versus net effective stress in logarithmic scale for
middle Three Forks showing a less linear reduction in porosity for some samples with increasing net stress during
cyclic loading (500 to 4000 psi).
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