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CGMにおけるサイバーパトロールシステムの開発に関する研究 
要旨 
情報インフラの整備や携帯端末の普及により，誰もがインターネットを利用できる環
境が現実のものとなった．これに伴い，青少年が携帯電話やスマートフォン，タブレッ
ト端末を利用してインターネットに接続するケースが増加している．青少年がインター
ネットを利用する主な目的は，情報検索とインターネットを介したコミュニケーション
である．インターネットでのコミュニケーションは，電子掲示板や SNS（Social 
Networking Service）などの CGM（Consumer Generated Media）を利用して行われている．
これらのサービスを用いたコミュニケーションは日常的に行われており，今やインター
ネットは青少年にとって必要不可欠となっている．しかし，CGMには，青少年の健全育
成に悪影響を及ぼす可能性のある情報や法律に抵触する情報（以下，「違法・有害情報」）
が投稿される場合があり，違法・有害情報に起因するトラブルに青少年が巻き込まれる
問題も発生している．このような問題に対する取り組みとして，違法・有害情報のアクセスを防
止するフィルタリングソフトの導入や，警察機関，教育委員会，NPO 団体などの第三者機関の
調査員がインターネット上を巡回して確認するサイバーパトロールが実施されている．しかし，
フィルタリングソフトの導入促進では，法制化の下で義務化されているものの，保護者の意
識レベルが低いためにフィルタリング機能の設定を解除されることが多く，利用実態が低くとど
まっている．このことから，違法・有害情報への対策は，サイバーパトロールに依存せ
ざるを得ない状況となっている．現状のサイバーパトロールは，CGM の Web ページを
目視で確認し，その中に違法・有害情報が含まれているかを確認する「違法・有害情報
の判別」作業と，違法・有害情報を含む投稿記事部分を抽出して削除申請等の方法で関
連機関へ報告する「違法・有害記事の抽出」作業の 2つの作業内容に大別できる．しか
し，これらはサイバーパトロール実施者が人海戦術にて行っているため，膨大な時間と
費用が必要である上，その結果が作業者の能力に依存するといった課題がある． 
そこで，本研究では，サイバーパトロールにおける違法・有害情報の判別と違法・有害記事
の抽出を支援するための手法を提案する．そして，これらの手法をサイバーパトロールシステム
として実装し，最終的に第三者機関を支援する目的でそれを普及させることで社会への貢献を
目指す．  
まず，違法・有害情報の判別に関する既存研究では，Webページに含まれる各単語の
共起関係の情報に基づく特徴を用いて学習し，それを用いて違法・有害情報を判別する
教師有り学習の研究が行われている．しかし，これらの研究では，共起語を抽出する範
囲として，Webページ全体や一定の文章などの固定された範囲を用いていることが課題
となっている．本研究で対象とする CGMの Webページは，そのデザインも様々である
上，コンテンツなども文章の長さが異なる．そのため，既存研究で用いられている固定
の範囲から特徴を抽出する手法では，各単語の共起関係を適切に獲得できず，違法・有
害情報の判別精度が低下する．そこで，本研究では，Webページ内の共起語を抽出する
範囲を固定せずに可変な範囲を用いて共起関係を抽出する手法を提案する．実証実験で
は，本提案手法を用いて，インターネットから収集したデータを対象に違法・有害情報
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の判別を行い，その有用性を確認した．そして，その結果から，本提案手法が違法・有
害情報の判別における課題を解消できていることを実証した． 
次に，違法・有害記事の抽出に関する既存研究では，Webページに含まれる文章間の
類似性を加味して分割する手法や，HTMLの DOM（Document Object Model）構造に基
づき分割する手法を用いて Webページを分割する研究が行われている．しかし，これら
の研究では，Webページを記事単位で分割して該当する違法・有害記事を抽出するには
至っていない．そのため，これらの手法をそのまま適用した場合，1 つの投稿記事が複
数に分割される課題や，分割結果の一部に複数の投稿記事が含まれる課題，そもそもブロック
のどの部分が投稿記事であるかが識別できない課題などが発生する．そこで，本研究では，
Web ページの投稿記事部分において同じ文書構造が繰り返し出現する点に着目し，HTML 要
素のパターンを自動的に検出して，グループ化することで違法・有害情報を含む記事部分だけ
を分割して抽出する新たな手法を提案する．実証実験では，実際の Web ページを模したシミュ
レーションデータを対象に本提案手法を適用し，その有用性を確認した．そして，その結果から，
本提案手法が違法・有害記事の抽出における課題を解消できていることを実証した．  
そして，両手法をサイバーパトロールシステムに実装し，仮想環境による運用実験を
行うことにより，人的コストの削減の観点から本システムの有用性を検証した．検証の
結果，本システムは手作業でのサイバーパトロールと比較して，効率的に作業を進める
ことができることを実証した．また，本研究では，サイバーパトロールおける人的コストを
低減するとともに，一般ユーザの利便性を考慮することにより，サイバーパトロールが作業者の
能力に依存する課題を解消し，サイバーパトロールの導入を促進させることを目指している．そ
のため，実際のインターネット環境でもサイバーパトロールを行う事により，その利便性
について確認すると共に，サイバーパトロールで得られたデータを用いてパトロール精
度の観点から分析し評価した．実証実験の結果から，作業者の知識レベルとサイバーパト
ロールの精度との関係を明らかにし，システムの信頼性と利用結果の正確性を向上するための
今後の改善策を提案した．これにより，本論文は，サイバーパトロールの一般化に寄与できたと
考えられる． 
 
今後の研究展開としては，サイバーパトロールシステムを様々な団体に提供し，実際
に使用したユーザからのフィードバックを反映してシステムを改善していく予定である．
このことにより，サイバーパトロールシステムを高度化し，サイバーパトロールのより
一層の普及を促進させる活動を行い，青少年のインターネット利用環境を健全なものと
する活動を実施していくことを考えている．また，それと同時に，本研究で考案した技
術の適用範囲を広げ，様々な分野における適用事例を増やしていくことで，技術自体を
発展させ，今後の高度情報化社会において有用な解析技術の確立を目指す．  
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第1章  緒論 
1.1  研究の背景 
移動体通信網やWi-Fi（Wireless Fidelity）スポットなどの情報インフラの整備とスマート
フォンやタブレットなどの携帯端末の普及の普及が進むにつれて，インターネットにアク
セスするユーザ数が増加[1]の一途を辿っている．これに伴い，小学生から高校生の年代の
青少年が携帯端末を持つケースが増加している．内閣府が発表した「平成 25年度青少年の
インターネット利用環境実態調査 調査結果」[2]によると，平成 25年度の小学生の携帯端
末の所有率は前年比 9.1％増の 36.6％，中学生の携帯端末の所有率は前年比 0.3％増の 51.9％，
高校生の携帯端末の所有率は前年比 0.9％減の 97.2％であった．また，全体としては前年比
4.7％増の 59.5％が携帯端末を所有しているとの調査結果が発表されている．以上の通り，
小学生から高校生までの年代の携帯電話所有率は，今後も継続的に増加していくことが見
込まれる．加えて，2007 年に発売された iPhone シリーズや 2008 年頃から普及し始めた
AndroidOS を搭載した携帯端末などの所謂スマートフォンは若年層を中心に急速に普及し
ているのが現状である．平成 25年度の調査結果によると，若年層の携帯電話所有者の半数
以上である 56.8％がスマートフォンユーザとされる． 
青少年へのスマートフォンの普及に伴い，これらの携帯端末を用いたインターネット利
用が増加している．平成 25年度の調査報告によると，小学生から高校生までの携帯端末ユ
ーザのうち，携帯端末でインターネットを閲覧ないし利用するユーザの割合は，小学生で
44.3%，中学生で 82.1％，高校生で 96.7％であり，平均して前年比およそ 3.9％増となって
いる．その主な利用用途として，情報検索やゲーム以外に特に増加傾向にあるのが，CGM
（Consumer Generated Media）やチャットツールなどを介したネット上でのコミュニケ
ーションである．CGMは，ユーザが主体となって情報発信するメディアの総称である．研
究開始時点（2010 年時点）以降において主に利用されている CGM には，2ch[3]に代表さ
れる電子掲示板（BBS：Bulletin Board System），Yahoo！ブログ[4]に代表されるブログ
（blog），Facebook[5]やmixi[6]に代表される SNS（Social Networking Service），カカク
コム[7]や食べログ[8]に代表される口コミサイト，Twitter[9]に代表されるマイクロブログ，
および LINE[10]に代表されるコミュニケーションツールなどが挙げられる．これらのサー
ビスやツールを用いたコミュニケーションが日常的に行われており，若年層のコミュニケ
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ーション方法として確立されてきているため，携帯端末は青少年たちにとって生活に必要
不可欠な道具となっている． 
しかし，これらの CGM には，不特定多数の利用者が情報発信できるメディアの特性上，
青少年の健全育成に悪影響を及ぼす可能性のある情報（以下，「違法・有害情報」）が投稿
される可能性がある．加えて，警察庁の調べ[11]によると，2014年上半期に犯罪被害にあっ
た青少年の 9 割以上が，親の見守りが行き届かない携帯電話を用いて違法・有害情報にア
クセスしたとされている．その被害状況を警察庁のインターネット・ホットラインセンタ
ーの運用状況[12]にて確認すると，18歳未満が被害にあった「売春目的等の誘引」に関する
2014年上半期の通報件数は，前年比で 77％増という深刻な状況である．このため，2009年
4 月 1日に「青少年が安全に安心してインターネットを利用できる環境の整備等に関する法
律（以下，「青少年インターネット環境整備法」）」[13]が施行され，フィルタリングやサイ
バーパトロールなどの対策の普及を促進することにより，青少年が違法・有害情報を閲覧
する機会を最小化する取り組みが実施されている．そこで，著者は，学部生の頃から，こ
れらの活動を支援するための研究[14][15]に取り組んできた． 
1.2  青少年のネット利用の危険と対策 
1.2.1  違法・有害情報の定義 
青少年の健全育成に悪影響を及ぼす可能性のある情報は，いくつかの法案やガイドライ
ンによって違法情報と有害情報に分けられ，それぞれ次の通り定められている． 
違法情報は，総務省の「インターネット上の違法・有害情報への対応に関する検討会」[16]
において，権利侵害情報と社会的法益侵害情報の 2 種類に分割して検討している．権利侵
害情報に対しては，「特定電気通信役務提供者の損害賠償の制限及び発信者情報の開示に関
する法律」及びそのガイドライン[17]にて，プロバイダやサーバの管理・運営者などに対し，
具体的な対処基準が定められている．一方，社会的法益侵害情報に対しては，「インターネ
ット上の違法な情報への対応に関するガイドライン」[18]にて具体的な対処基準が策定され
ている．これらの基準と被害の統計を考慮すると，出会い系サイト規制法違反や売春防止
法違反の誘因行為などが，インターネット上の青少年の安全と安心を脅かす主たる違法情
報といえる． 
違法・有害情報は，青少年インターネット環境整備法や各都道府県の制定する関連条項
[19]において，多くの場合「性的感情の刺激」「粗暴性・残虐性の助長」「自殺の誘発」「犯
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罪の誘発」「恐怖心の喚起」と「非行の誘発」の 6つの要件で定義されている． 
主たるサイバーパトロールに関する情報を統括する組織であるインターネット・ホット
ラインセンターでは，以上の法令で定められた違法情報や有害情報の定義に基づき運用ガ
イドライン[20]を策定して，一般からの通報などに対応している．本研究では，簡単のため
に，これらのサイバーパトロール対象となる情報全般を指して「違法・有害情報」と定義
し，解析を進める． 
1.2.2  違法・有害情報への対策 
既存の違法・有害情報への対策として，携帯端末へのフィルタリングソフトの導入促進
やサイバーパトロールによるインターネットの監視などが行われている． 
フィルタリングソフトとは，指定した Web サイトや情報へのアクセスを遮断するための
ソフトウェアである．ユーザからの通報や警察などの機関の調査によって作成された違
法・有害情報を含むWebページの URLリストは，フィルタリングソフトのブラックリスト
に登録され，携帯からのアクセスを遮断する目的などに活用される．原則として，フィル
タリングソフトの導入は，「青少年インターネット環境整備法」[13]により義務化されてい
るが，「平成 25 年度青少年のインターネット利用環境実態調査」[2]によれば，小学生から
高校生までのフィルタリングソフトの使用率は，全体で 55.2％と低いのが現状である．対
前年比でも，小学生では 13.3％減の 62.2％，中学生では 7.8％減の 61.1％，高校生では 5.1％
減の 49.3％と減少傾向にある．これは，子どもが利用する携帯端末でも，親の了承があれ
ばフィルタリング機能を解除することができるなどの事情があるためと考えられる．同調
査結果によると，親が子どもの携帯電話のフィルタリング機能を解除する理由としては，
「子どもを信用している」，「特に必要を感じない」，「子どもにとって不便と感じた」，「SNS
やメッセージ等，その他サービスを使用したいと頼まれた」などが挙げられている．これ
らの調査結果を鑑み，より一層のフィルタリングソフトの発展と有用性の周知，および普
及促進を期した施策が求められる．その一方で，親子の自衛意識が低いことから，違法・
有害情報そのものを削除しインターネット環境を改善する必要性が大きいものと考えられ
る． 
そこで，本研究では，インターネット上の違法・有害情報を監視し，必要に応じて対策
を執る取り組みであるサイバーパトロールに着目した．サイバーパトロールについて，第
1.2.3項で解説する． 
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1.2.3  サイバーパトロールの現状と課題 
(1) サイバーパトロールの現状 
サイバーパトロールとは，インターネット上の違法・有害情報を巡回チェックする取り
組みである．警察機関が携わる場合が多いが，特に青少年の安全安心に関わるサイバーパ
トロールでは，教育委員会や学校関係者による自主的な活動，民間企業が取り扱うサービ
スと非営利団体やボランティア団体による活動なども行われている．これらのサイバーパ
トロールは，一般的に人手によるサイトブラウジングが中心であり，掲示板や SNS などの
CGMを対象に学校名や学校名の略称などで検索して得られた Webページを確認し，そのペ
ージに違法・有害情報が含まれていれば関連機関へ報告するという手順で実施される． 
本研究で想定するサイバーパトロールの手順について図 1.1に示す． 
 
図 1.1 サイバーパトロールの手順 
図 1.1 に示す通り，本研究で想定するサイバーパトロールには，サイバーパトロールの
実施と進行を管理する「サイバーパトロール管理者」，管理者により与えられた作業を実施
する「サイバーパトロール作業者」とサイバーパトロールの成果を基に違法・有害情報へ
の対策を行う「プロバイダ・Web サイト管理者などの関連機関」といった 3 種類の立場の
人間および組織が関与する．まず，「サイバーパトロール管理者」が，違法・有害情報に関
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連するキーワードを用いた Web検索により，チェック対象ページリストを作成する（図 1.1 
①）．次に，作成したチェック対象リストを基に作業内容を決定し，「サイバーパトロール
作業者」へと指示を出す（図 1.1 ②）．指示を受け取った作業者は，与えられたチェック対
象リストに従い，Web ページをチェックし，違法・有害情報を含む Web ページを違法・有
害ページリストに登録する（図 1.1 ③）．そして，違法・有害ページリストを作業者から受
け取った管理者は，リストのチェック内容を確認し，必要に応じて削除申請書を作成（図 1.1 
④）して「プロバイダ・Webサイト管理者などの関連機関」に提出する（図 1.1 ⑤）．最後
に，削除申請書を受け取った関連機関は，申請内容を吟味し，対策するかどうかを決定す
る．本研究では，これらの流れで実施されるサイバーパトロールを支援するためのシステ
ムを開発する． 
サイバーパトロール管理者と作業者が担当する CGMに投稿される違法・有害情報への対
策のためのサイバーパトロール作業の内容を図 1.2に示す． 
 
図 1.2 サイバーパトロールの主な作業内容 
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図 1.2に示す通り，CGMを対象とした違法・有害情報対策に関するサイバーパトロール
の主な作業は「違法・有害情報の判別」と「違法・有害記事の抽出」の 2 種類に分類でき
る．これらの作業は，現状では全てサイバーパトロール管理者と作業者がツールを使用し
ながら手作業で行っている．各作業の流れについて，それぞれ詳述する． 
「違法・有害情報の判別」は，Web ページ単位の有害度を評価し，継続的に投稿をチェ
ックする必要があるか否かを判定する作業である． 
まず，サイバーパトロール管理者が，手作業もしくは検索エンジンに特定のキーワード
を入力することで得られたチェック対象ページをリスト化する． 
次に，リストを参照し，サイバーパトロール作業者がチェック対象ページにどのような
内容が含まれているかを確認する．もし違法・有害情報が含まれていた場合は，その割合
によってWebページの有害度を評価する．ここで，チェック対象ページが掲示板や SNS な
どの CGMの場合は，投稿記事ごとの有害度を評価するのではなく，ページ単位で違法・有
害情報が含まれるかどうかを評価する．違法・有害情報が投稿されやすいサイトは，Web
サイト管理者が違法・有害情報を削除するなどの運営を十分には行っていないと考えられ
る．このため，違法・有害情報が含まれるページを多く発見した場合，同じドメイン内の
Webサイトには，膨大な違法・有害情報が蓄積された状態になっている場合がある． 
サイバーパトロール作業者は，評価結果に基づき有害度が高い Web ページから具体的な
違法・有害情報の記述箇所を抽出する．この項目は，「違法・有害記事の抽出」作業として，
別に詳述する．有害度が高いと判定された Web ページおよび違法・有害記事は，サイバー
パトロール管理者により URLを関連団体に通報し削除依頼するかどうかを判断される．削
除依頼をした場合は，対象ページに継続的にアクセスし削除依頼が反映されているかどう
かを確認するために，チェック対象リストに再登録する．一方，有害度が低いと判定され
た Web ページは，再チェック対象として一定期間，継続監視対象として扱う．再度チェッ
ク対象リストに登録される． 
最後に，サイバーパトロール作業者が，チェック対象ページリストを定期的に確認し，
削除依頼が反映されているかどうか，新しい記事が投稿されているか否か確認して，更新
があった場合は有害判定を実施するという一連の流れの繰り返しで，サイバーパトロール
は実施されている． 
「違法・有害記事の抽出」は，有害度が高いと判定された Webページのどの箇所に違法・
有害情報が含まれるかを調査し，その結果を教育委員会や学校などに報告したり，プロバ
イダに削除依頼を出したりする作業である．ページ単位で有害度が高いと判定されたペー
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ジでも，どの投稿記事が有害かを具体的に指摘できなければ，プロバイダに削除依頼を出
すことはできない．加えて，教育機関や学校に報告，あるいはプロバイダに削除依頼を出
した後は，適切に対応されているかどうかの経過観察が必要になるため，チェックリスト
に再登録し，更新状態を定期的に確認する．これらの工程を一定期間繰り返し，違法・有
害情報が登録されなくなった Web サイトは，管理者が厳格にチェックし運用している Web
ページであると判断し，チェック対象ページリストから削除する． 
以上のサイバーパトロールに関わる違法・有害情報の調査は人海戦術で実施されている
ことから，膨大な時間と人的コストが必要となる．また，複数の人がサイバーパトロール
に参加することから，その結果が作業者の能力に依存するといった課題もある．このため，
社会的必要性の増加に対して，サイバーパトロールの導入は十分ではないのが現状である． 
 
(2) サイバーパトロールの課題 
本項（1）で詳述した通り，サイバーパトロールは主に人手で実施しているため，膨大な
人的コストが必要となる課題と，サイバーパトロールの結果が作業者の能力に依存する課
題がある．これらの課題を解決するためには，機械的にサイバーパトロールを支援し，人
的コストを削減することが求められる．そこで，現状の人手によるサイバーパトロールの
課題について調査するため，図 1.3にて図 1.2の作業内容と関連付けながら分析する． 
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図 1.3 人手によるサイバーパトロールの課題 
人手によるサイバーパトロールの課題は，違法・有害情報の判別作業，違法・有害記事
の抽出作業のそれぞれに存在する． 
違法・有害情報の判別作業の課題は，「際限なくチェック対象が増加するため，人手での
網羅的な確認は不可能」という点である．Web 上においてユーザは様々なサービスを用い
てコミュニケーションを測っており，今後その情報量は爆発的に増加[21]することが見込ま
れている．また，将来的に対処しなければならないサイバー犯罪も増加していくと考えら
れ，サイバーパトロール範囲の拡大が予想される．このため，人手で実施する現状のサイ
バーパトロールの方法を将来的に継続していくことは困難であると考えられる．また，サ
イバーパトロールの解析対象となる掲示板やブログなどの CGMは多様であり，また将来的
に新しい形式のサービスを対象として行くことも考える必要がある． 
違法・有害記事の抽出作業の課題は，「Web ページの構造はそれぞれ異なっているため，
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共通基準での分析が困難」という点である．違法・有害情報を含むと判定された Web ペー
ジの中から，具体的に違法・有害情報を含む投稿記事を抽出する必要がある．そのために
は，共通手順で Web サイトを閲覧，分析し，その記述内容を確認することが求められる．
しかし，掲示板やブログ SNS などの CGM は，管理者が自由にデザインできるため，それ
ぞれが個別の構造をしていると考えられる．このため，人手で違法・有害記事を抽出する
際には，まず Web ページごとの構造を分析し，共通の基準に従って作業を遂行する必要が
ある．これは膨大なコストが発生すると同時に，分析する Web ページの量が増加すればす
るほど，要する時間も増えていくと考えられる． 
以上の 2 つの課題に対し，本研究では情報処理技術に基づくアプローチを用い，サイバ
ーパトロール管理者と作業者を支援するためのシステムの構築を試みた． 
1.3  研究の目的 
1.3.1  研究対象 
第 1.2.3項で整理したサイバーパトロールの現状と課題を受けて，本研究では，情報処理
技術を用いて人手で行っていた作業の一部を支援し，人的コストを削減することを目的と
したサイバーパトロールシステムを開発する．本研究成果を用いることで，サイバーパト
ロールの導入コストが低減し，より一層の普及促進を図ることが可能となる． 
本研究では，人手によるサイバーパトロールの作業を代替あるいは支援するサイバーパ
トロールシステムを開発する．システムが解析対象とするWebページは，CGMの中でも特
にサイバーパトロールの対象となっている掲示板や SNS などのコミュニティサイトのペー
ジとする．これらの Web サービスは，利用者から記事が投稿されると機械的に管理者が定
めたテンプレートに基づいて Web ページを更新し，新たに投稿された記事が掲載されると
いう特徴がある．これらのサービスを利用した Web サイトの各ページには複数の投稿記事
が登録されることから，記事単位での確認が必要となる．既存研究では，ページ単位での
分析を主としているため，記事単位に情報を分割することがなされていない現状がある．
また，ヘッダ，フッタやメニューなどのサイト単位で共通するページ要素とメインコンテ
ンツを区別せず有害度を判定するため，判定精度が低下すると考えられる．以上の要素を
勘案し，本研究の対象を決定した． 
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1.3.2  解決に向けての方策 
本研究で開発したサイバーパトロールシステムは，基本的に全作業を通じての自動化を
図ったが，意思決定部分や判定結果の確認部分については，人手による作業が必要となる．
また，既存手法では技術的に解決困難な課題については，研究項目として新たな手法を考
案することによって対処した．本研究で開発するサイバーパトロールシステムと研究項目
を図 1.4にて図 1.3と関連付けながら概説する． 
 
図 1.4 課題と提案手法の関係 
図 1.4において，点線で囲われた機能は全てシステムによる自動化が可能である．一方，
青色で色付けした「教育委員会や学校などに報告し，プロバイダなどに削除依頼」は，外
部に対する連絡や依頼を出すことから責任ある立場での判断が必要な項目と考え，本開発
システムでは自動化の対象外とした．オレンジ色で色付けした 2 つの項目は，システムを
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開発するにあたり新規手法を考案した研究項目である．各研究項目について，以下に概説
する．  
研究項目 1 では，人手による違法・有害情報の判別作業の課題である「際限なくチェッ
ク対象が増加するため，人手での網羅的な確認は不可能」という点に対して，「Webページ
を解析し，違法・有害情報を含む Web ページを自動的に判定する手法」を考案することで
対処する．既存研究では，含まれる語句やその共起関係を基にページの有害度を評価して
いる．しかし，Web ページに含まれる情報は，ヘッダ，フッタ，メニューなどの Web サイ
トの要素部分と投稿記事などのメインコンテンツを混交して分析しているものが多い．こ
れらの情報をひとまとめにして解析した場合，適切な情報の分析が実現できないため，誤
判定が増加すると考えられる．そこで，本研究では，Web ページからブロックを抽出し，
語句の共起関係の抽出範囲を適切に決定して分析することで，Web ページの有害度を適切
に判断する手法を考案した．本項目の研究成果は，2013 年 2 月の情報処理学会論文誌[22]
に掲載された． 
研究項目 2 では，人手による違法・有害記事の抽出作業の課題である「Web ページの構
造はそれぞれ異なっているため，共通基準での分析が困難」という点に対して，「多様なフ
ォーマットの Web ページを適切に分割し，記事単位の分析を支援する手法」を考案するこ
とで対処する．既存研究では，Web ページを要素単位で分割する手法が提案されている．
しかし，本研究では記事単位で投稿を分割することを目的としているため，既存手法を適
用することは難しい．そこで，本研究では，Web サイトの HTML で繰り返し登場する項目
を抽出し，記事部分を適切に分割して抽出する手法を考案した．本項目の研究成果は，2014
年 2月の情報処理学会論文誌[23]に掲載された． 
以上で述べた 2つの研究項目とそれらを統合したサイバーパトロールシステムについて，
以下に概説する． 
 
(1) 共起関係の抽出範囲を考慮した違法・有害情報フィルタリング手法 
インターネットには，青少年の健全な育成に不適切な違法・有害情報が存在している．
これらの情報を機械的に判定する様々な違法・有害情報フィルタリングの研究[24-40]が行
われている．その中でも，単語間の共起に基づき抽出した特徴を用いて違法・有害情報を
判定する手法[29,33,34,37-39]が着目されている．その多くは，特徴抽出の処理範囲をページ
全体や文の係り受け関係などの一定範囲として用いている．しかし，投稿された文書の範
囲は多様であることから，適切な単語の共起関係が取得できない場合がある．そのため，
誤った単語の組合せが特徴として抽出され，違法・有害情報の判定精度が低下するという
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問題がある．そこで，本研究では，ブロック抽出手法を用いて共起関係の抽出範囲を考慮
した違法・有害情報のフィルタリング手法を提案する．そして，本提案手法の有用性を検
証するため，既存手法との比較実験を実施した結果，本提案手法の方が高精度に判定可能
であることを実証した． 
 
(2) 個別の詳細記事抽出のための Webページ分割手法 
インターネットに流通する違法・有害情報から青少年を守る取り組みとして，サイバー
パトロールが行われている．サイバーパトロールでは，違法・有害情報が含まれる投稿記
事を目視により確認しており，この作業を軽減するサイバーパトロール支援の研究が注目
されている．サイバーパトロール支援の研究の 1 つに，投稿者の見守りを目的とした Web
クローラ開発の研究[41-45]がある．この研究では，Web ページを解析することで，情報の
抽出を行っており，その中で Webページをブロック単位に分割する手法が用いられている．
しかし，Web ページをブロック単位に分割する場合，投稿記事が複数のブロックに分割さ
れる場合や，1 つのブロックに複数の投稿記事が含まれる場合，また，そもそもブロックのど
の部分が投稿記事であるかが識別できない問題がある．そのため，効率的なサイバーパトロー
ルを実現するには，Web ページを投稿記事ごとに分割し，投稿記事を詳細に確認する必要
がある．そこで，本研究では，Web ページを記事単位に分割できる汎用的な Web ページの
分割手法を提案する．そして，本提案手法の有用性を検証するため，既存手法との比較実
験を実施した．その結果，本提案手法が有用であることを証明した． 
 
(3) サイバーパトロールシステムの開発 
現在行われているサイバーパトロールに関する取り組みでは，違法・有害情報の判別に
おいても違法・有害記事の抽出においても，大半の工程が人手で行われている．そのため，
チェック対象となる Web ページが増加すれば増加するだけ，人的コストは比例して増加し
ていくと考えられる．そこで，前述した 2 つの工程に関する処理の大部分を情報処理技術
により自動化し，サイバーパトロールを効率的に実施可能なシステムを開発し，その有用
性を検証した． 
 
本論文は，これらの成果を基に開発したサイバーパトロールシステムと研究の今後の展
開について整理したものである． 
1.4  本論文の構成 
本論文では，まず第 2 章にて，既存研究の特徴と課題について概説し，それと比較する
かたちで提案手法における改善点と独自性について記述する．次に，第 3章と第 4章にて，
CGM におけるサイバーパトロールシステムの開発に関する研究 
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既存研究の課題である「Web ページ内に様々なブロックが混在しており適切な単語の共起
関係を抽出できない課題」と「記事部分を選択的に抽出できない課題」に対する具体的な
対策手法と検討過程をそれぞれ詳述し，実験によりその有用性を検証する．そして，第 5
章にて，開発したサイバーパトロールシステムの使用方法を整理すると共に有効性につい
ての検証を行い，第 6 章にて，実運用時に発生する課題を抽出するため，実環境にてサイ
バーパトロールを行い，その結果について分析する．最後に第 7 章にて，これらの成果を
整理し，研究の今後の展開について述べる． 
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第2章  研究の流れ 
2.1  研究の適用対象 
本研究では，人手によるサイバーパトロールの作業を支援するサイバーパトロールシス
テムを開発する．システムが解析対象とするWebページは，CGMの中でも特にサイバーパ
トロールの対象となっている掲示板や SNS などのコミュニティサイトのページとする．こ
れらの Web サイトは，利用者から記事が投稿される度，デザインテンプレートに基づいて
ページや記事項目が作成されるという特徴がある．このため，コミュニティサイトを利用
したWebページにおいては，記事単位での確認が必要となる． 
以上の研究対象に関する既存研究の手法とその課題について調査した結果を次節に整理
する． 
2.2  既存研究の提案手法と課題 
2.2.1  違法・有害情報判定に関する既存研究 
サイバーパトロールにおける違法・有害情報の判別作業では，「際限なくチェック対象が
増加するため，人手での網羅的な確認は不可能」という課題があった．そこで，本研究で
は「Web ページを解析し，違法・有害情報を含む Web ページを自動的に判定する手法の考
案」により，本作業の課題を解決する． 
違法・有害情報を含む Web ページを自動的に判定する手法に関する既存研究は，大別し
て 2種類に分類される．1つ目は，違法・有害情報に関連するキーワードをあらかじめ用意
し，そのキーワードに一致する割合に基づき対象の Web ページが有害であるかを判定する
キーワード一致による手法[24]である．2 つ目は判別対象とする違法・有害情報の教師デー
タを事前に準備し，その教師データから抽出した特徴に基づき違法・有害情報を判定する
教師あり学習による分類手法[24-33]である． 
キーワード一致による手法[24]では，適切なキーワードを設定することで，違法・有害情
報を網羅的に収集できる．特に，援助交際などを示す隠語（「神待ち」や「円光」など）を
用いて検索した際には，援助交際に関わるページが検索結果に多く含まれており，誤抽出
は含まれるもののインターネット上の違法・有害情報を網羅的に抽出できる．しかし，違
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法・有害情報に関するキーワードは，時代に合わせて日々変化しており，常に辞書のメン
テナンスを行わなければ，時間経過とともに最新の違法・有害情報を判別できない状況と
なる．そのための対応として，違法・有害情報が含まれる文章情報を解析して，自動的に
有害語辞書を構築する研究[46][47]が提案されている． 
教師あり学習による分類手法[24-33]では，教師データを解析して違法・有害情報を示す
特徴を学習し，その学習した特徴に基づき未知の情報が違法・有害情報である度合いを判
別器により算出する．違法・有害情報の判定に用いられる代表的な判別器とそれらを用い
た手法として，SVM（Support Vector Machine）[48]を用いた手法[24]，Naive Bayes Classifier[49]
を用いた手法[28]，Neural Network[50]を用いた手法[26]などが提案されている．これらの研
究では，違法・有害情報を判別するための特徴データの定義がそれぞれ異なり，教師デー
タに含まれる形態素を用いる手法[24-28][31]，形態素の組合せを用いる手法[29][32][33][47]，
HTML のタグの出現頻度から算出した情報量を用いる手法[27][30]などが提案されている．
これらの研究をネットパトロールに用いることで，監視対象の大量の Web ページから自動
的に危険な情報が含まれるもののみに絞り込むことができ，パトロール作業の効率化が可
能となる． 
本研究では，これらの既存手法の中でも特に形態素の組合せを用いる判定手法
[29][32][33][47]に着目した．これらの手法では，単語間の共起に基づいて違法・有害情報の
特徴を抽出する．このとき，特徴抽出の処理範囲（以下，「ウィンドウサイズ」）として，
ページ全体や文の係り受け関係が採用されている．しかし，インターネットの電子掲示板，
ブログや SNS などは，Web ページによって文章の長さが一定ではなく，また，Web ページ
のデザインも Web サイトによって様々であり，Web ページ内に複数のウィンドウサイズが
混在している状況である．そのため，従来の全ての Web ページに対して一定のウィンドウ
サイズを用いる手法では，適切な単語の共起関係を抽出できず，違法・有害情報判定の精
度低下につながる様々な課題が発生する．具体例として，ウィンドウサイズが小さい場合
には，Web ページの文章が一つのウィンドウに収まらず適切な単語の組合せが抽出できな
い問題やウィンドウ内に含まれる単語が少ないため共起関係抽出できない問題などが発生
する．一方，ウィンドウサイズが大きい場合には，メニューの単語とメインコンテンツの
単語との共起関係が抽出され，不適切な共起語が抽出される問題や共起関係にある単語の
組合せ数が膨大となり不要な共起語が抽出される問題などが発生する． 
そこで，本研究では，ウィンドウサイズが一定である問題を解消するため，Web ページ
の見た目の特徴に基づきブロックを抽出し，そのブロックをウィンドウサイズとする手法
CGM におけるサイバーパトロールシステムの開発に関する研究 
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を提案する．そして，本提案手法を用いた違法・有害情報の判別手法の有用性を検証する． 
2.2.2  記事分割に関する既存研究 
サイバーパトロールにおける違法・有害記事の抽出作業では，「Webページの構造はそれ
ぞれ異なっているため，共通基準での分析が困難」という課題があった．そこで，本研究
では「多様なフォーマットの Web ページを適切に分割し，記事単位の分析を支援する手法
の考案」により，本作業の課題を解決する． 
多様なフォーマットの Web ページを適切に分割し，記事単位の分析を支援する手法の関
連研究として，Web ページ分割の手法が提案されている．Web ページ分割の手法は，大別
して「Web ページに含まれる文章間の類似性を加味して分割する手法[51-53]」と「HTML の
DOM構造に基づき分割する手法[22][54-57]」がある．「Webページに含まれる文章間の類似性
を加味して分割する手法」では，テキストセグメンテーション技術などを用いてWebページ
の文章を内容単位にグループ化することで，Web ページを分割している．しかし，一般的
に文章に着目して Web ページを分割するため，単語や画像のみで構成される部分やメイン
コンテンツの文章が少なかった場合は，正しく分割できないと考えられる．電子掲示板や
コミュニティサイトなどでは，あいさつのみなど非常に短い投稿記事も散見され，見出し，
段落や改行なども適切に使用されないことが多いため，Web ページ内のテキストの内容に基づ
き分割する手法を拡張して用いることは難しいと考えられる．一方，「HTMLの DOM 構造
に基づき分割する手法」は，Web ページのレイアウトの包含関係に基づき分割する手法
[22][57] や，DOM（Document Object Model）構造に基づき分割する手法[54-56]がある．こ
れらの手法は，Web ページの各 HTML要素の画面上での表示位置，HTML要素の表示位置
での包含関係と DOM 構造の各要素間の親子関係を用いて Web ページを分割する．そのた
め，ヘッダ，フッタ，メニュー，メインコンテンツ，メインコンテンツ内の記事，画像，
広告など，様々なブロックに分割することができる．これらのことから，本研究では，「HTML
の DOM 構造に基づき分割する手法」と同様に，DOM 構造に基づきメインコンテンツを投
稿記事単位に分割する手法の実現を目指す．しかし，現在取り組まれている「HTMLの DOM
構造に基づき分割する手法」は，Web ページを分割することを目的とした研究であり，Web
ページから記事部分だけを記事として選択的に抽出することはできない．そのため，Web
ページ中の投稿記事が複数のブロックに分割される問題，一つのブロックに複数の投稿記
事が含まれる問題やブロックのどの部分が投稿記事であるかが識別できない問題が発生するな
どの課題がある． 
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そこで，本研究では，メインコンテンツ中に一定間隔で繰り返し登場する HTML 要素の
パターンを自動的に検出し，グループ化することで記事部分を抽出する手法を提案する．
そして，本提案手法を用いた記事抽出手法を PC 向け Web ページと携帯端末向け Web ペー
ジの両方に適用し，その有用性を検証する． 
2.2.3  サイバーパトロールの既存の取り組み 
既存で取り組まれているサイバーパトロールおよびサイバーパトロールシステムの具体
的な事例として，警察庁の情報技術犯罪対策課や都道府県警察の設置するサイバー犯罪対
策プロジェクトなどの取り組み[58]が挙げられる．これらの機関では，様々な部門で連携し
情報を共有すると同時に，サイバー犯罪対策に関する知識と技術を学んだ警察内部の捜査
員や民間の情報技術者などによるサイバーパトロールが実施されている．また，学校や教
育委員会が手動で行った取り組みは，埼玉県教育委員会が配布する「ネット上の見守り活
動の手引[59]」や，学校ネットパトロールに関する調査研究協力者会議が公開した「学校ネ
ットパトロールに関する取組事例・資料集[60]」などで伺うことができる．また，システム
を利用した取り組み[61][62]も行われているが，システム化されている部分が限定的であり，
手作業や人間の判断が必要な工程への支援ができていない．これらの取り組みでは，イン
ターネット上から違法・有害情報を発見してきて後は，ほぼ全ての工程を捜査官や調査員
が手作業で処理しており，サイバーパトロールを支援するためのシステムも十分には用意
されていないのが現状である．このため，膨大な人的コストが発生しているという課題が
あった． 
そこで，本研究では，手作業や人間の判断が必要な工程を最小化し，人的コストを削減
可能なサイバーパトロールシステムを開発し，その有用性を検証する．本システムを作成
することにより，サイバーパトロールに必要な導入コストが低減され，現状ではまだサイ
バーパトロールを導入できていない関連団体や学校への普及を促すことが，本研究の目的
である． 
2.3  提案手法の概要 
2.3.1  違法・有害情報判定に関する提案手法 
違法・有害情報判定に関する既存手法の課題と提案手法による解決方策の対応関係を図
2.1に示す． 
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違法・有害情報を含むWebページを自動的に判定する手法
既存手法 本提案手法の目的①
Webページ内に複数のウィンドウサイズ
が混在しており適切な単語の共起関係
を抽出できない
Webページの見た目の特徴に基づき
ブロックを抽出し，そのブロックを
共起関係抽出のウィンドウサイズとする
1：投稿者：名無し 20134/1 18:30:33 ID:wqgqe12
東京近郊の女子高生，援助交際しませんか？
2：投稿者：名無し 20134/1 18:35:33 ID:ejqgq2
金額は？
3：投稿者：名無し 20134/1 18:40:33 ID:wqth12
苺ホ別でどうですか
エッチ掲示板
秘密掲示板
おしゃべり掲示板
暇つぶし掲示板
援助交際掲示板
ゲーム掲示板
裏ワザ掲示板
出会い掲示板
その他掲示板
援助交際掲示板 掲示板に戻る 全部 最新50
援助交際興味ある女子高生！！
書き込む
掲示板に戻る 全部 最新50
有害なサイト
ヘッダ部
左メニュー
部
メイン
コンテンツ部
フッター
部
 
図 2.1 違法・有害情報判定に関する既存手法の課題と提案手法の解決方策の対応関係 
違法・有害情報判定に関する既存研究には，「Webページのレイアウトがサイトごとに不
揃い」であり，「解析対象の設定が困難で，詳細に設定すると汎用性が低下する」という 2
つの課題がある．そこで，本研究では，多彩なレイアウトの Web ページからブロックを抽
出可能な技術を開発することでこれらの課題を解決し，Web ページの有害度を適切に判定
する手法を考案した． 
2.3.2  記事分割に関する提案手法 
記事分割に関する既存手法の課題と提案手法による解決方策の対応関係を図 2.2に示す． 
第 2章 研究の流れ 
 20 
既存手法 本提案手法の目的②
多彩なフォーマットのWebページを適切に分割する手法
記事部分を選択的に抽出できない 多様なフォーマットのWebページからメインコ
ンテンツを推定する
記事1
記事2
記事3
メイン
コンテンツ部
メインコンテンツを投稿記事単位に分割する
ヘッダ部
左メニュー
部
メイン
コンテンツ部
フッター
部
 
図 2.2 記事分割に関する既存手法の課題と提案手法の解決方策の対応関係 
記事分割に関する既存研究では，「記事部分を選択的に抽出できない」という課題がある．
そこで，本研究では Webページを的確に記事単位に分割し抽出する手法を考案した． 
2.3.3  サイバーパトロールシステムの概要 
サイバーパトロールに関する既存手法の課題と提案手法による解決方策の対応関係を図
2.3に示す． 
既存手法 本提案手法の目的③
サイバーパトロールシステム
基本的に全ての工程に人手が必要
違法・有害情報の自動判定と違法・有害記事を
簡単な操作で削除申請ができるシステムを
開発し，人間の判断が必要な工程を削減する
削除申請
1：投稿者：名無し 20134/1 18:30:33 ID:wqgqe12
東京近郊の女子高生，援助交際しませんか？
2：投稿者：名無し 20134/1 18:35:33 ID:ejqgq2
金額は？
3：投稿者：名無し 20134/1 18:40:33 ID:wqth12
苺ホ別でどうですか
エッチ掲示板
秘密掲示板
おしゃべり掲示板
暇つぶし掲示板
援助交際掲示板
ゲーム掲示板
裏ワザ掲示板
出会い掲示板
その他掲示板
援助交際掲示板 掲示板に戻る 全部 最新50
援助交際興味ある女子高生！！
書き込む
掲示板に戻る 全部 最新50
有害なサイト
 
図 2.3 サイバーパトロールに関する既存手法の課題と提案手法の解決方策の対応関係 
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本研究で開発したサイバーパトロールシステムの流れを図 2.4に示す． 
有害判定確率辞書構築部
ブロック抽出機能
共起検出機能
有害判定確率辞書の構築機能
違法・有害情報判定部
登録
入力
判定対象の
Webページ
出力
登録
登録
違法・有害情報の判定機能
ブロック
データベース
単語・共起
語辞書
共起の組合せ
数別有害判定
確率辞書
記事の抽出機能
メインコンテンツ
要素の推定機能
詳細
記事群
解析対象と
同一ドメインページ
解析対象
Webページ
有害度が低い
Webページリスト
投稿記事分割部
有害度が高い
Webページリスト
有害判定
と評価
Webページ
解析結果
データベース
登録
出力
違法・有害情報
の判別
違法・有害
記事の抽出
抽出された記事群を
精査し，違法・有害情
報を教育委員会や学
校などに報告したり
プロバイダなどに
削除を依頼したりする
データの参照
処理の流れ
違法・有害情報
の判定作業
違法・有害記事
の抽出作業
研究項目
ユーザの判断
が必要な業務
 
図 2.4 サイバーパトロールシステムの流れ 
本研究では，サイバーパトロールシステムとして，「違法・有害情報の判別」作業と「違
法・有害記事の抽出」作業のそれぞれにシステムを開発し，それらが連携して情報を解析・
共有することで，サイバーパトロールの工程を自動化する．まず，「違法・有害情報の判別」
作業を実行するシステムは，有害判定確率辞書構築部と違法・有害情報判定部の 2 つのパ
ートに分かれている．前者のパートは，違法・有害情報を判定するための辞書を構築する
工程である．後者のパートは，前パートで構築した違法・有害判定確率辞書を参照し，入
力された判定対象ページの有害度を評価する工程である．なお，本研究において，Web ペ
ージの有害度とは，ページ内で使用される語句における違法・有害情報の割合を意味する．
これらの判定結果を基に，有害度が高いページと低いページを分割し，有害度が高いペー
ジを「違法・有害記事の抽出」作業を実行するシステムに入力する．「違法・有害記事の抽
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出」作業を実行するシステムは，投稿記事分割部の 1 つのパートで構成されている．本シ
ステムでは，前作業で明らかとなった有害度が高いページを参照し，そのページから自動
的に記事部分を抽出する．これらの工程で抽出した違法・有害情報を含む投稿記事群をユ
ーザが目視で確認し，通報するか否かを決定するというのが，本開発システムの概要であ
る． 
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第3章  共起関係の抽出範囲を考慮した 
違法・有害情報フィルタリング手法 
3.1  研究の概要 
サイバーパトロールシステムの課題解決に既存研究の手法を適用した場合に発生する課
題と提案手法の関係を図 3.1 に示す． 
 
図 3.1 違法・有害情報判定に関する既存手法の課題と提案手法の解決方策の対応関係 
図 3.1 より，本研究では，既存手法の課題である「Web ページ内に複数のウィンドウサ
イズが混在しており適切な単語の共起関係を抽出できない課題」を解消するため，Web ペ
ージの見た目の特徴に基づきブロックを抽出し，そのブロックをウィンドウサイズとする
手法を提案する．そして，実証実験を行い，本提案手法を用いた違法・有害情報フィルタ
リングの有用性を検証する．サイバーパトロールシステムにおける本研究の位置付けを図 
3.2 に示す． 
違法・有害情報を含むWebページを自動的に判定する手法
既存手法 本提案手法の目的①
Webページ内に複数のウィンドウサイズ
が混在しており適切な単語の共起関係
を抽出できない
Webページの見た目の特徴に基づき
ブロックを抽出し，そのブロックを
共起関係抽出のウィンドウサイズとする
1：投稿者：名無し 20134/1 18:30:33 ID:wqgqe12
東京近郊の女子高生，援助交際しませんか？
2：投稿者：名無し 20134/1 18:35:33 ID:ejqgq2
金額は？
3：投稿者：名無し 20134/1 18:40:33 ID:wqth12
苺ホ別でどうですか
エッチ掲示板
秘密掲示板
おしゃべり掲示板
暇つぶし掲示板
援助交際掲示板
ゲーム掲示板
裏ワザ掲示板
出会い掲示板
その他掲示板
援助交際掲示板 掲示板に戻る 全部 最新50
援助交際興味ある女子高生！！
書き込む
掲示板に戻る 全部 最新50
有害なサイト
ヘッダ部
左メニュー
部
メイン
コンテンツ部
フッター
部
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図 3.2 サイバーパトロールシステムにおける本研究の位置付け 
図 3.2 中の「違法・有害情報の判別」作業を実施するために必要な技術を確立すること
が，本章の目的である．ここで，違法・有害情報と判定する基準は，有害度が任意の閾値
を上回った場合とする．有害判定を受けた Web ページは，「有害度が高い Web ページリス
ト」に登録され，有害と判定されなかった Web ページは，「有害度が低い Web ページリス
ト」に登録される．そして，前者のリストは「違法・有害記事の抽出」作業に回される． 
有害判定確率辞書構築部
ブロック抽出機能
共起検出機能
有害判定確率辞書の構築機能
違法・有害情報判定部
登録
入力
判定対象の
Webページ
出力
登録
登録
違法・有害情報の判定機能
ブロック
データベース
単語・共起
語辞書
共起の組合せ
数別有害判定
確率辞書
記事抽出機能
メインコンテンツ
要素推定機能
詳細
記事群
解析対象と
同一ドメインページ
解析対象
Webページ
有害度が低い
Webページリスト
投稿記事分割部
有害度が高い
Webページリスト
有害判定
と評価
Webページ
解析結果
データベース
登録
出力
違法・有害情報
の判定
違法・有害
記事の抽出
抽出された記事群を
精査し，違法・有害
情報を教育委員会
や学校などに報告し
たりプロバイダなど
に削除を依頼
データの参照
処理の流れ
違法・有害情報
の判定業務
違法・有害記事
の抽出業務
本章で扱う
研究項目
ユーザの作業
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3.2  違法・有害情報フィルタリングの適用に関する調査と
検討 
3.2.1  Webページのレイアウトの特性の調査 
本研究では，Web ページごとに適したウィンドウサイズを推定する必要があるため，事
前調査として，Web ページのレイアウトの特徴や複数の Web サイト間におけるレイアウト
の特性について確認する．本調査の手順を次に示す． 
 
STEP 1. Google 検索の掲示板検索機能を用いて，援助交際目的の出会いに頻繁に利用
される 4 つのキーワード（苺佐保，ホ別，援助交際，W 諭吉）で検索し，各
キーワードに一致した Web ページを取得する． 
STEP 2. 収集した Web ページをドメイン単位にグループ化する．これは，実験対象と
して，同一のドメインの Web サイトであれば，同様の HTML 構造となってお
り，同一の判定結果が得られると考えたためである．本ステップでは，ドメ
イン数が 150 件になるまで繰り返し実施する． 
STEP 3. ドメイン単位にグループ化した Web ページのレイアウト例（図 3.3）に基づ
き分類する．  
 
図 3.3 Web ページのレイアウト例 
Web サイトのレイアウトの調査結果を表 3.1 に示す． 
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表 3.1 Web サイトのレイアウトの調査結果 
レイアウトの構図 データ件数 
パターン 1 63 
パターン 2 1 
パターン 3 8 
パターン 4 78 
全体 150 
 
電子掲示板のドメイン150件を分類した結果，図 3.3に示すパターン1が63件（約42%），
パターン 4 が 78 件（約 52%）となり，全体の約 9 割がパターン 1 か 4 に分類されることが
分かった．このことから，Web ページのレイアウトには一定の傾向があり，その傾向を適
切に分析することで，各 Web ページに適したウィンドウサイズを当てはめて解析する手法
は，実現可能であることが分かった． 
3.2.2  本研究における課題と対応方策 
本研究では，「違法・有害情報を含む Web ページを自動的に判定する手法」を開発する
ために，Web ページ内に複数のウィンドウサイズが混在しており適切な単語の共起関係を
抽出できない課題を解決する必要がある．そこで，既存研究で提案されている語句の特徴
に基づき違法・有害情報を判定する手法と，語句の共起関係の特徴を考慮する手法の有用
性について検討する．また，第 3.2.1 項の調査結果より明らかになった知見を基に，共起関
係の特徴を学習するにあたり，ウィンドウサイズを考慮することが違法・有害情報を含む
Web ページの判定に有用かどうかについて検証する．  
以上より，本研究では次の 3 つの手法について検討する． 
 
 語句の特徴を学習する手法 
 ウィンドウサイズを考慮せずに固定し語句の共起関係の特徴を学習する手法 
 ウィンドウサイズをブロック単位とし，語句の共起関係の特徴を学習する手法 
 
3.2.3  違法・有害情報判定手法の処理方針の検討 
(1) 処理方針の検討フロー 
 研究を進めるにあたり，図 3.4 に示すフローにて違法・有害情報判定手法の処理方針を
検討した． 
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図 3.4 違法・有害情報判定手法の処理方針の検討フロー 
検討フローでは，まず，Web ページごとに「語句の特徴を学習する手法」の適応を検討
した．次に「ウィンドウサイズを考慮せずに固定し語句の共起関係の特徴を学習する手法」
の適用を検討した．そして，これらの手法を検討した結果明らかになった課題を基に，「ウ
ィンドウサイズをブロック単位とし，語句の共起関係の特徴を学習する手法」について検
討した． 
各検討過程について，次に詳述する． 
 
(2) 語句の特徴を学習する手法 
メールのスパムフィルタリングに活用されるベイジアンフィルタをWebページの有害判
定に使用する場合について検討する． 
ベイジアンフィルタは，有害度が高いページと低いページで使用される語句の出現回数
の違いを特徴として語句ごとに有害確率を学習し，実際の判定に活用する手法である．こ
のため，十分な学習が実施できていれば，語句に基づく Web ページの有害判定が可能であ
ると考えられる．しかし，Web 上では隠語や言い換え表現など，文脈によって語句に新し
い意味を付与して使用する記述が見られるようになったため，語句単位の有害確率を基に
した手法では，Web ページの有害度を適切に評価できないと考えられる． 
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以上より，語句単位での特徴を学習する手法では，Web ページの有害度を評価するには
不適であることが分かった．そこで，複数の語句の共起関係をひとつの単位として，有害
確率を算出する手法について検討した． 
 
(3) ウィンドウサイズを考慮せずに固定し語句の共起関係の特徴を学習する手法 
第 3.2.3 項(2)と同様，ベイジアンフィルタを Web ページの有害判定に使用する場合につ
いて検討する．異なる点は，有害確率を算出する特徴を語句単位ではなく複数の語句の共
起関係から算出する点である．語句間の共起関係を特徴として学習することで，隠語や言
い換え表現などの問題に対処可能となる． 
語句の共起関係に基づいて違法・有害情報の特徴を算出する手法では，一般的に学習用
に入力したデータに含まれる全ての語句間の共起関係を学習する．しかし，Web ページの
データには，ヘッダ，フッタやメニューなどの情報も含まれるため，これらがノイズとな
って適切に語句の共起関係の特徴を学習できないことが考えられる． 
以上より，語句の共起関係の特徴を単純に学習する手法では，Web ページの有害度を評
価するには不適であることが分かった．そこで，語句の共起関係の特徴を学習する範囲（ウ
ィンドウサイズ）を限定する手法について検討した． 
 
(4) 結論 
ベイジアンフィルタを Web ページの有害判定に活用する場合，語句単位では隠語や言い
換え表現などの有害確率を適切に評価できない問題があった．そこで，語句間の共起関係
を基に有害確率を評価する手法について検討したが，Web ページ全体を対象として語句の
共起関係を算出した場合，ヘッダやフッタ，およびメニューなどの項目に含まれる語句が
ノイズとなって，適切な共起関係を学習できないことが想定される．そこで，これらの課
題に対応するため，本研究では，Web ページからヘッダ，フッタ，メニュー，メインコン
テンツのテキスト情報や表などの細分化された複数の領域（以下，「ブロック」）を抽出し，
そのブロックをウィンドウサイズとする手法を提案する． 
提案手法では，ヘッダやフッタ，メインコンテンツなどをそれぞれブロックとして抽出
できるため，共起関係の抽出範囲が限定され，不適切な共起語が抽出される問題を解決で
きると考えられる．また，Web ページから抽出したブロックを用いることで抽出される共
起語の数も削減できる．100 種類の単語が含まれる Web ページから 10 個のブロックを抽出
し，各ブロックに 10 種類ずつ単語が含まれた場合を例として共起語の組合せ数を試算する
と，従来手法において 2 つ組の共起語，3 つ組の共起語数はそれぞれ 4,950 件（100C2），161,700
件（100C3）となるのに対して，本提案手法では 450 件（10C2･10），1,200 件（10C3･10）とな
り，抽出される共起語数を大幅に削減できることがわかる．このことから，共起関係にあ
る単語の組合せ数が膨大となる問題も解決できると考えられる． 
 CGM におけるサイバーパトロールシステムの開発に関する研究 
 29 
Web ページからブロックを抽出する手法としては，主として次に示す 2 つの手法が考え
られる． 
 
 Web ページ内のテキストの内容に基づき抽出する手法 
本手法では，Web ページ内に含まれるテキストの特徴に基づきブロックを抽出する．主
として，テキストセグメンテーション[63]技術などを用いて Web ページの文章から内容ごと
のブロックを抽出する． 
 
 Web ページを見た目に基づき抽出する手法 
本手法では，Web ページの各 HTML 要素の画面上での位置に基づきブロックを抽出[64]
する．例えば，ヘッダ，フッタ，メニュー，メインコンテンツ，メインコンテンツ内の記
事や画像など，Webページのレイアウト構造に従ってWebページからブロックを抽出する． 
 
「Web ページ内のテキストの内容に基づき抽出する手法」では，一般的に文章に着目し
て Web ページからブロックを抽出する．そのため，メニュー部やヘッダ部などの主として
単語や画像のみで構成される部分については，正しく抽出できないと考えられる．一方，
「Web ページを見た目に基づき抽出する手法」では，Web ページの見た目に基づき抽出す
るため，メニュー部や，メインコンテンツ部など，Web ページのデザインに従って複数の
ブロックを抽出できる．このことにより，メインコンテンツ以外に含まれる Web ページの
特徴も正しく抽出できると考えられる．そのため，本研究では，「Web ページを見た目に基
づき抽出する手法」を用いて Web ページからブロックを抽出する手法を提案する． 
本提案手法について，次節にて詳述する． 
3.2.4  処理の流れ 
本提案手法は，図 3.5 に示す通り事前処理部と判定処理部がある． 
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図 3.5 処理の流れ 
事前処理部は，ブロック抽出機能，共起検出機能と有害判定確率辞書の構築機能の 3 つ
の機能で構成される．判定処理部は，事前処理部で出力した結果を用いて判定対象の Web
ページの有害度判定を行う違法・有害情報の判定機能で構成される．なお，本研究では共
起語を用いた違法・有害情報の判定手法として一般的 [29][33]に用いられる Gary 
Robinson-Fisher 方式[65]を採用する．各処理の手順を次に示す．事前処理部のブロック抽出
機能では，違法・有害情報判定の教師データとなる Web ページからブロックを抽出する．
そして，抽出したブロックを，ブロックデータベースに登録する．共起検出機能では，ま
ず，ブロックデータベースに含まれる文章を形態素解析して単語を抽出する．次に，抽出
した単語の組合せである共起語を生成する．そして，単語，共起語の組合せを単語・共起
語辞書に登録する．なお，形態素解析器には MeCab[66]を使用する．有害判定確率辞書の構
築機能では，単語・共起語辞書に含まれる語句が出現する文章の傾向に基づき Gary 
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Robinson-Fisher 方式にて，語句の有害度を算出する．そして，算出した結果を共起の組合せ
数別有害判定確率辞書に登録する．判定処理部の違法・有害情報の判定機能では，有害判
定確率辞書の構築機能で構築した共起の組合せ数別有害判定確率辞書を用いて，入力され
た判定対象の Web ページの有害度を算出する． 
3.3  学習アルゴリズム 
3.3.1  ブロック抽出機能 
本研究では，Web ページに記述された内容から適切に単語の共起関係を抽出するため，
教師データの Web ページから見た目に基づきブロックを抽出する．本研究では，抽出した
ブロックの中から，共起関係の抽出対象となるブロックを選定する必要があるため，HTML
要素の包含関係に基づき取捨選択する．ブロック抽出のイメージを図 3.6 に示す． 
 
図 3.6 ブロックの抽出例 
本提案手法では，単語の出現位置の共通性を考慮するため，Web ブラウザの機能により
構築された DOM から HTML 要素を取得し，それぞれの位置と要素面積の包含関係に基づ
きグループ化する．DOM を用いることで，Web ブラウザ上に表示する全ての HTML 要素と
記述内容が取得できるため，CSS（Cascading Style Sheets）を用いてレイアウトが定義され
ているWebページやスクリプト言語などを用いて動的にレイアウトが構築されるWebペー
ジなどにも対応可能である．具体例として，ユーザ操作により動的にレイアウトが構成さ
れるアコーディオン UI などにおいても，ユーザ操作で表示される HTML 要素が DOM に含
まれていれば要素面積が 0 の HTML 要素として取得できるため，包含関係を取得できる．
そして，HTML 要素の位置と要素面積の包含関係に基づきグループ化した HTML 要素をブ
ロックとして抽出する．ブロック抽出手法の詳細を Algorithm 3.1 に示す． 
  
ブロック
ブロック単位
に分割
単語の出現位置の共起を見るため，DOMを参考にWebページをブロック化
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Algorithm 3.1 ブロック抽出アルゴリズム 
Require:  
  //レイアウト要素 n の要素面積を算出 
ElementArea(n) 
//レイアウト要素集合 Niの中で最大の ElementArea(n)を算出 
MaxElementArea(Ni) 
//レイアウト要素 n の高さを算出 
Height(n) 
 //レイアウト要素 n の幅を算出 
Width(n) 
//レイアウト要素 n の子要素を抽出 
ChildElements(n) 
//レイアウト要素 n の親要素を抽出 
ParentElement(n) 
Ensure: 
Function NodeSelection(Ni) 
    //初期化 
Ni’ := {} 
//要素面積が 0 より大きく，MaxElementArea(Ni)の閾値 α 未満となる nijを抽出 
While j < Length(Ni) Do  
If ElementArea(nij) > 0  
Or ElementArea(nij) < MaxElementArea(Ni) ･ α Then  
//条件に一致する nijを Ni’ に追加 
Ni’ := Ni’ + nij 
End If  
End While  
//子要素と兄弟要素が 0 個のレイアウト要素を除外 
While k < Length(Ni’) Do  
If Count(ChildElements(nik)) = 0  
And Count(ChildElements(ParentElement(nik))) = 1 Then  
    //条件に一致する nijを Ni’ から除外 
Ni’ := Ni’ - nik 
End If  
End While  
//子要素の合計面積が自身の面積の閾値 β 以上を占めるレイアウト要素を除外 
While l < Length(Ni’) Do  
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If Sum(ElementArea(ChildElements(nil))) / ElementArea(nil)>= β Then  
    //条件に一致する nilを Ni’ から除外 
Ni’ := Ni’ - nil 
End If  
End While  
// Biを作成 
Bi := Ni’  
Return Bi  
End Function  
 
本アルゴリズムは，Web ページ集合{P1,…,Pi}に含まれる任意の Web ページ Piの全ての
HTML要素からノイズとなるタグを除去したレイアウト要素集合 Ni={ni1,…,nij}を解析し，ブ
ロックとなるレイアウト要素のみを抽出したブロック集合 Bi={bi1,…,bim}を作成する処理で
ある．Algorithm 3.1 において，Niは，Piに含まれる全てのレイアウト要素集合，Biは Piに
含まれる全てのレイアウト要素 Niの中でブロックとして認識した nijからなるブロック集合
を指す．なお，Algorithm 3.1 における親子関係とは，Web ページの表示内容の包含関係（図 
3.7）を指す． 
 
 
図 3.7 レイアウト要素の包含関係 
本研究では，包含関係の算出に表示内容であるレイアウト要素の面積を用いる．レイア
ウト要素の面積は，レイアウト要素の高さと幅のピクセル数から算出する． 
本処理では，次に示す 4 つのステップを順次実行することにより，ブロックとなるレイ
アウト要素を抽出する．なお，<input>タグ，<script>タグ，<br>タグ，<hr>タグ，<iframe>
タグ，<font>タグ，<b>タグについては，ユーザ入力のタグ，内部にテキストを持たないタ
グ，または文章の一部に多く使われるタグであり，ブロック抽出時の精度低下につながる
と考えたため，ノイズとして事前処理で除去する． 
 
STEP 1. Web ページ Piに含まれる全てのレイアウト要素集合 Niから，次の 2 つの条件
A
B
C
E
F
D
Webページの表示内容
から包含関係を構築
A
C
D
B
E
F
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に一致するレイアウト要素 nijを抽出し，新たなレイアウト要素集合 Ni’に追加
する．1 つ目の条件は，要素面積 ElementArea(nij)が 0 以上となることである．
これは，画面上に表示されているレイアウト要素のみを選択するためである．
2 つ目の条件は，要素面積 ElementArea(nij)が Ni の中で最も大きい要素面積で
ある Max(ElementArea(Ni))･α（0≦α≦1）未満となることである．これは，<body>
タグ直下に<div>タグや<table>タグなど，ページ全体を被うスタイルが複数定
義されている場合，ブロックがそのタグのみとなり，適切な処理結果を得る
ことができないためである． 
STEP 2. STEP 1 で構築したレイアウト要素集合 Ni’から，次の 2 つの条件に一致するレ
イアウト要素 nij を除外する． 1 つ目の条件は，レイアウト要素数
Count(ChildElements(nik))が 0 であることである．これは，子要素数が 0 のレイ
アウト要素は，末端の要素でありレイアウトを構成するブロックとして不適
切であると考えたためである．2 つ目の条件は，レイアウト要素 nij と親要素
が同一である兄弟レイアウト要素数Count(ChildElements(ParentElement(nik)))が
1 となることである．これは，兄弟要素が存在しないため親要素に含めること
が適切であると考えたためである． 
STEP 3. STEP 2 で不要な要素を除外したレイアウト要素集合 Ni’から，各レイアウト要
素が持つ子要素の合計面積 Sum(ElementArea(ChildElements(nil)))の占める割合
を算出する．そして，算出した面積の割合がレイアウト要素面積
ElementArea(nil)に対して閾値 β（0≦β≦1）以上となる nilを Ni’から除外する．
これは，子要素の占める割合が自身の領域の一定値を越える場合，子要素そ
れぞれを独立したブロックとして抽出するためである． 
STEP 4. STEP 3 の処理終了時に残った Ni’をブロック集合 Biとする． 
3.3.2  共起検出機能 
本提案手法による共起関係の抽出手法のイメージを図 3.8 に示す． 
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図 3.8 共起関係の抽出手法 
本機能では，まず，ブロック抽出機能で得られたブロック集合 Biの各ブロックに含まれ
る文章を MeCab にて形態素解析する．次に，各ブロック bimにおいて，単語が同時に登場
している場合，共起語の組合せを作成する．共起語の組合せは，単語のみも含むため 1 語
から d 語までの組合せとし，共起関係が抽出できる対象全てを抽出する．最後に，抽出し
た各共起語群 W=w1∪w2∪…∪wdに含まれる各共起語 wd={wbd1,…,wbdq}を単語・共起語辞書
に登録する． 
3.3.3  有害判定確率辞書の構築機能 
本機能では，単語・共起語辞書に登録された各語句の有害度を算出し，共起語の組合せ
数別有害判定確率辞書を構築する．本研究では，有害度の算出に有害判定手法として一般
的に利用される Gary Robinson-Fisher 方式を用いる．共起語 wbdqの有害度 p(wbdq)は，式(3.1)
にて算出する．なお，有害度の算出には，有害な Web ページから抽出した有害ブロック集
合 BH と無害な Web ページから抽出した無害ブロック集合 BS を用いる． 
 
𝒑(𝒘𝒃𝒅𝒒) =  
𝒏𝑩𝑯(𝒘𝒃𝒅𝒒) /𝒏𝑩𝑯
𝒏𝑩𝑯(𝒘𝒃𝒅𝒒) / 𝒏𝑩𝑯  +  𝒏𝑩𝑺(𝒘𝒃𝒅𝒒) / 𝒏𝑩𝑺
 式(𝟑. 𝟏) 
 
また，nBH(wbdq)は共起語 wbdq が出現する有害ブロックの数を表し，nBS(wbdq)は wbdq が出
現する無害ブロックの数を表す．wbdqの有害度 p(wbdq)が 0 に近いほど，wbdqは無害ブロッ
クにおける特徴的な共起語であることを意味し，p(wbdq)が 1 に近いほど，wbdq は有害ブロ
ックにおける特徴的な共起語であることを意味する．式(3.1)では，1 件のブロックに wbdq
が出現する確率を比較することで，有害ブロック数と無害ブロック数の差に影響されずに
wb1 wb2 wbe
ブロック要素bim
作成
wbe
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wb1& ・・・&wbd
共起語の組合せ
1語
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d語
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登録
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・・・
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単語
共起語
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共起語の有害度を算出できる．しかし，共起語 wbdq の出現回数が少ない場合，適切な有害
度を算出できないという問題がある．そこで，Gary Robinson-Fisher 方式では，p(wbdq)を上
記の問題に対応できるように補正している．補正後の wbdqの有害度 f(wbdq)（0≦f(wbdq)≦1）
は，式(3.2)によって算出できる． 
 
𝑓(𝑤𝑏𝑑𝑞) =  
𝑎･𝑥 + (𝑛𝐵𝐻(𝑤𝑏𝑑𝑞) + 𝑛𝐵𝑆(𝑤𝑏𝑑𝑞))･𝑝(𝑤𝑏𝑑𝑞)
𝑎 + ( 𝑛𝐵𝐻(𝑤𝑏𝑑𝑞) + 𝑛𝐵𝑆(𝑤𝑏𝑑𝑞))
 式(𝟑. 𝟐) 
 
式(3.2)において，x は新出の場合における共起語 wbdq の有害度の初期値，a は初期値 x
に与える強さを表す．a を用いることで，登場回数が少ない場合を考慮して wbdq の有害確
率を算出できる． 
3.4  判定アルゴリズム 
3.4.1  Webページの有害度の算出 
本機能では，事前処理で構築した共起語辞書を用いて有害情報の判定を行う．Web ペー
ジの有害判定には，式(3.3)～(3.5)の Gary Robinson-Fisher 方式で提案されている有害判定指
標 Idを共起語の組合せに対応させた式(3.6)の算出結果 Iweightを用いる． 
 
𝐻𝑑 =  𝐶
−1 (−2ln𝑤𝑡𝑑𝑔 (1 − 𝑓(𝑤𝑡𝑑𝑔)) , 2𝑛)     式(𝟑. 𝟑) 
𝑆𝑑 =   𝐶
−1 (−2ln𝑤𝑡𝑑𝑔 (𝑓(𝑤𝑡𝑑𝑔)) , 2𝑛)          式(𝟑. 𝟒) 
𝐼𝑑 =  
1 + 𝐻𝑑 − 𝑆𝑑
2
                         式(𝟑. 𝟓) 
𝐼𝑤𝑒𝑖𝑔ℎ𝑡 =  
1 ∙ 𝐼1 + 2 ∙ 𝐼2 + ⋯ + 𝑑 ∙ 𝐼𝑑
1 + 2 + ⋯ + 𝑑
             式(𝟑. 𝟔) 
 
式(3.3)，(3.4)において，C-1は逆 χ2関数を表し，n は判定対象の Web ページ wt に出現す
る全語句数を表す．ここで，全語句数とは，d=1 の場合は，判定対象に存在する全単語数，
d=2 語の場合，判定対象に存在する 2 つ組みの共起語数を指す．式(3.3)，(3.4)における wtdg
は，判定対象から抽出した 1 語から d 語までの単語の組合せを表す．また，式(3.3)～(3.5)
において，Hdは投稿の無害度，Sdは投稿の有害度，Id（0≦Id≦1）は Sdと Hdを統合して算
出した Web ページの有害度指標をそれぞれ表す．Idは，0 に近いほど判定対象の Web ペー
ジは無害である可能性が高く，1 に近いほど判定対象の Web ページは有害である可能性が
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高いと判断するための指標である．式(3.6)において，d は共起の組合せ数を表し，Idは式(3.5)
により算出した Web ページの有害度判定指標を表す．従来の Gary Robinson-Fisher 方式を用
いる有害判定では，有害度判定指標 Idの値を用いて判定対象の Web ページが有害か無害か
を判定する．それに対して，本提案手法では，共起語の組み合わせ数を考慮するため，式(3.6)
に示す加重平均法にて Idを統合した結果である Iweightを用いて判定する．ここで加重平均法
を用いた理由として，「会員 ログイン」の 2 つ組みの共起語よりも，「会員 ログイン 出会
い 無料」など 4 つ組みの共起語の方が，判定対象の Web ページを特徴付ける要素であると
考えたためである．なお，本提案手法では，Iweight が閾値 tv より大きい場合，判定対象の
Web ページを違法・有害情報と判定し，Iweightが閾値 tv 以下の場合，判定対象の Web ページ
を無害情報と判定する． 
3.5  評価実験 
3.5.1  実験計画 
本研究で提案した違法・有害情報判定手法の有用性を検証するため，「ブロック抽出精度」
と「違法・有害情報判定精度」の 2 項目について，評価実験を行う．本研究の実験計画を
図 3.9 に示す． 
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図 3.9 実験計画 
図 3.9 は，評価実験により検証する項目を明確化するため，図 3.5 と実験内容の対応関
係を図に示したものである．実験 1 では，多様なウィンドウサイズに対応可能であるかを
検証するため，複数の掲示板を対象としてブロックを抽出し，その結果について考察する．
実験 2 では，多様なウィンドウサイズを考慮した違法・有害情報判定手法の有効性を証明
するため，既存のウィンドウサイズを一定にした手法との比較実験を行い，その結果につ
いて考察する． 
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単語・共起
語辞書
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数別有害判定
確率辞書
実験２ 違法・有害情報判定精度の評価実験
判定処理部
実験１ ブロック分割精度の評価実験
事前処理部
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3.5.2  実験１：ブロック抽出精度の評価実験 
(1)  実験内容 
本実験では，ブロック抽出の精度を評価するため，指定したドメインの Web ページに対
して処理を適用し，ブロック単位で正しく抽出できているかを検証する．実験に用いるデ
ータは，Google[71]検索の掲示板検索機能を用いて，出会いに関するキーワードで検索した
結果，得られた Web ページとした．ここで，実験対象として電子掲示板を採用した理由は，
電子掲示板がユーザ参加型のコンテンツであり，違法・有害情報に関する投稿が多く見ら
れるためである．また，同様のドメインの Web ページは，同一の HMTL 構造であることか
ら，ドメイン単位で Web ページからのブロック抽出が可能であったかを評価する．ブロッ
ク抽出の正否判定では，ブロック抽出の結果を目視で確認し，ページからブロックが抽出
されていれば正解とする．ブロック抽出結果についての正否の判定例を図 3.10 に示す． 
 
 
図 3.10 ブロック抽出結果の評価例 
本実験では，図 3.10 に示す通り，Web ページをメニューやヘッダ，メインコンテンツな
どを漏れなくブロックとして抽出できている場合に正解と判断する．本実験の手順を次に
示す． 
 
対象Webページ 正解例 失敗例
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STEP 1. Google 検索の掲示板検索機能を用いて，援助交際目的の出会いに頻繁に利用
される 4 つのキーワード（苺佐保，ホ別，援助交際，W 諭吉）で検索し，各
キーワードに一致した Web ページを取得する． 
STEP 2. 収集した Web ページをドメイン単位にグループ化する．これは，実験対象と
して，同一のドメインの Web サイトであれば，同様の HTML 構造となってお
り，同一の判定結果が得られると考えたためである．本ステップでは，ドメ
イン数が 150 件になるまで繰り返し実施する． 
STEP 3. ドメイン単位にグループ化した Web ページのレイアウト例（図 3.11）に基づ
き分類する． 
 
図 3.11 Web ページのレイアウト例 
STEP 4. レイアウトの構図毎にグループ分けしたドメインから，実験対象となる Web
ページを取得し，ブロックを抽出する． 
STEP 5. 抽出結果を目視で確認し，その精度を算出する． 
 
(2)  ブロック抽出精度の評価実験パラメータの設定 
ブロック抽出精度の評価実験では，ブロック抽出アルゴリズムにおける閾値であるパラ
メータα，βを用いる．各パラメータについて，次に示す通り設定した． 
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 パラメータα 
パラメータαは，ページ全体の大部分を占めるタグが複数定義されており，さらに内部
のコンテンツの量が少ない場合に，ページ全体を一つのブロックとして抽出する現象を抑
制するための閾値である．本パラメータは，ヘッダ，フッタ，メニューやメインコンテン
ツなどを全て含む大枠のタグを除去可能なように値を設定する必要がある．ページ全体の
大部分を占める大枠のタグは，ヘッダ，フッタ，メニューとメインコンテンツなどの Web
ページを構成する要素を含むサイズからメインコンテンツのサイズまでの間のサイズであ
る．そのため，Web ページ全体のサイズからヘッダ，フッタもしくはメニューのサイズを
差し引いた値を設定すれば，大枠のタグを除去できると考えられる．そのため，本研究で
は，Web ページを構成するヘッダ，フッタもしくはメニューのページに占める割合を調査
し，調査結果に基づきパラメータαの値を設定する．Web ページ 50 件を対象として，Web
ページ内の最大のタグの面積に対するヘッダ，フッタ，メニューの面積割合を調査した結
果を表 3.2 に示す． 
 
表 3.2 「最大の要素面積」とヘッダ，フッタ，メニューの面積の割合 
 ヘッダ フッタ メニュー 
最小 1.55% 0.29% 7.01% 
最大 9.67% 9.25% 18.54% 
面積の割合（平均） 5.14% 4.27% 14.13% 
 
調査結果を確認すると，ヘッダ，フッタは最大 10%未満，メニューは 20%未満であるこ
とがわかる．また，図 7 のパターンに示す通り，主要な Web ページのレイアウトにはヘッ
ダもしくはフッタが含まれていることがわかる．そのため，大枠のタグをヘッダ（フッタ）
とメインコンテンツを合算したサイズより小さく，メインコンテンツのサイズより大きい
ものと考え，本実験ではパラメータ α=0.9 と設定する． 
 
 パラメータβ 
パラメータβは，子要素の占める割合が自身の領域の多くを占める場合，子要素それぞ
れを独立したブロックとして抽出するための閾値である．本研究では，パラメータβの値
を適切に設定するため，2,711 件の親 HTML 要素における子 HTML 要素の占める割合の分
布を調査した（図 3.12）． 
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図 3.12 「新要素」における「子要素」の占める割合の分布 
調査結果を確認すると，0.4未満が約 17%，0.6以上が約 82%であり合算して全体の約 99%
を占めており，0.4以上 0.6未満の範囲は約 1%と一部の要素のみになっていることがわかる．
また，0.4 未満のレイアウトの例（図 3.13）や 0.6 以上のレイアウトの例（図 3.14）を確認
すると，親領域の 0.4 未満もしくは 0.6 以上の場合においては，領域が大きい方が主要なコ
ンテンツであることがわかる．そのため，本研究では，親領域の半数を越える場合は子領
域をブロックとして抽出可能とするため，パラメータβ=0.5 と設定する． 
 
 
図 3.13 0.4 未満の「子要素」の領域例 
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図 3.14 0.6 以上の「子要素」の領域例 
(3)  実験結果と考察 
ブロック抽出の実験結果を表 3.3 に示す． 
表 3.3 ブロック抽出の実験結果 
レイアウトの構図 データ件数 正解件数 正解率 
パターン 1 63 54 0.8571 
パターン 2 1 1 1.0000 
パターン 3 8 5 0.6250 
パターン 4 78 76 0.9744 
全体 150 136 0.9067 
 
それぞれの Web ページのブロック抽出精度を確認するとそれぞれ 0.8571（パターン 1），
0.9744（パターン 4）であり，約 9 割のドメインは正しく抽出できることが明らかとなった． 
ブロックの抽出に失敗した14ドメインを失敗原因に基づき分類した結果を表 3.4に示す． 
 
 
 
 
 
親要素
子要素
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表 3.4 誤判定したデータの分析 
抽出ミスの原因 
パターン 
1 2 3 4 
HTML要素 
取得時の 
問題 
<hr>タグ，<br>タグによるレイアウト 2 0 0 0 
<font>タグによるレイアウト 2 0 0 0 
<body>タグのみ 3 0 0 0 
レイアウト判定ミス 0 0 3 1 
処理エラー 2 0 0 1 
 
分類結果を確認すると約半数のドメインが HTML 要素を正しく認識できず，抽出に失敗
していることが明らかとなった．具体的には，<br>タグと<hr>タグ，もしくは<font>タグを
用いてレイアウトを作成している Web ページや，<body>タグ直下にレイアウト要素が存在
しない Web ページが見られた．この課題に対して，HTML 要素間の包含関係に着目する本
提案手法では対応できない状況である．これらの Web ページに対しては，HTML の繰り返
し構造に着目して出現パターンを学習し，その結果に基づき抽出することで対応できると
考えられる． 
 
3.5.3  実験２：違法・有害情報判定精度の評価実験 
(1)  実験内容 
本実験では，本研究で提案した多様なウィンドウサイズを考慮した違法・有害情報判定
手法の有効性を検証するため，あらかじめ人手で取得した Web ページ 4,000 件（出会い系
サイトを含む有害ページ 2,000 件，無害ページ 2,000 件）を判定し，その精度を評価する．
判定精度の評価実験では，多様なウィンドウサイズの有効性を検証するため，次に示す 3
つの手法を用いる． 
 
 Webページ全体から単語を抽出する．そして，抽出した単語の有害度のスコアをGary 
Robinson-Fisher 方式により算出し，その結果を用いて違法・有害情報を判定する手
法（以下，「単語判定手法」）． 
 Web ページ全体を共起関係抽出のウィンドウサイズとして，単語と共起語を抽出す
る．そして，抽出した単語と共起語の有害度のスコアを Gary Robinson-Fisher 方式に
より算出し，その結果を用いて違法・有害情報を判定する手法（以下，「ウィンドウ
サイズが一定の判定手法」）． 
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 Web ページから抽出したブロックをウィンドウサイズとして，単語と共起語を抽出
する．そして，抽出した単語と共起語の有害度のスコアを Gary Robinson-Fisher 方式
により算出し，その結果を用いて違法・有害情報を判定する手法．（以下，「提案手
法」） 
 
本実験の手順を次に示す． 
 
STEP 1. 有害ページ 2,000 件，無害ページ 2,000 件の文章を MeCab により形態素解析
し，名詞，形容詞，動詞を単語として抽出する．  
STEP 2. 各 Web ページに共通して出現する単語の組合せを抽出する． 
STEP 3. Web ページ 4,000 件を 5 分割し，有害ページ 400 件，無害ページ 400 件となる
5 つのデータセットを作成する． 
STEP 4. 5つのデータセットの 1つを判別対象データ，残りの 4つを教師データとする． 
STEP 5. 教師データの Web ページからブロックを抽出し，抽出結果に含まれる単語の
組合せのみに絞り込みを行う． 
STEP 6. 教師データの Web ページの STEP 1 の結果に対して，単語判定手法を適用し，
有害語と無害語の辞書を構築する． 
STEP 7. 教師データの Web ページの STEP 1，STEP 2 の結果に対して，ウィンドウサイ
ズが一定の判定手法を適用し，有害語と無害語の辞書を構築する． 
STEP 8. 教師データの Web ページの STEP 1，STEP 5 の結果に対して，提案手法を適用
し，有害語と無害語の辞書を構築する．  
STEP 9. STEP 6～STEP 8 で構築した 3 つの辞書を用いて，判別対象データのデータセ
ット（有害ページ 400 件，無害ページ 400 件）を判定し，その精度を評価す
る．なお，判別精度の評価指標には，情報検索の精度評価に一般的に用いら
れる F 値を用いる． 
STEP 10. STEP 4 で選択した判別対象データと異なるデータセットを判定対象データと
して，STEP 4～STEP 9 を繰り返し実施する．（5 分割交差法の実施） 
(2)  違法・有害情報判定精度の評価実験用パラメータの設定 
違法・有害情報判定精度の評価実験では，共起語の組合せ数を表現するパラメータ d，Gary 
Robinson-Fisher 方式で用いるパラメータ x，a と有害判定指標 Iweightの閾値 tv を用いる．各
パラメータについて，次に示す通り設定した． 
 
(1) パラメータ d 
パラメータ d は，ウィンドウサイズが一定の判定手法と提案手法において，共起語の組
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合せ数を設定するために用いる．本研究では，パラメータ d の値を設定するために，d の値
を変化させて精度を評価し，違法・有害情報の判定に適した値を決定する．本実験では，
評価実験で用いる実験データを対象として，ウィンドウサイズが一定の判定手法にて違
法・有害情報判定した際の F 値を元にパラメータを決定する．なお，共起語の組合せ数 d
の値は，1，2，3，4 の 4 種類とする． 
パラメータの決定実験の結果を図 3.15 に示す． 
 
図 3.15 F 値とパラメータ d との関係 
実験結果を確認すると，共起語の組合せが 2 つ組の場合が最も精度が良く，3 つ組，4 つ
組と増加するに従って，判定精度が低下していることがわかる．詳細を確認すると，共起
語の組合せ数が増加するに従って，有害ページを無害ページとして判定する数が増加して
いることが明らかとなった．これは，Web ページ内に登場する単語の組合せと，辞書に登
録されている有害語の組合せが一致せず，有害判定指標の値が低下したためであると考え
られる．そのため，パラメータの決定実験の結果から，本実験では最も精度の良い d=2 を
用いて判定精度を算出する． 
 
(2) パラメータ x と a 
パラメータ x，a は，Gary Robinson-Fisher 方式で文書に出現した語句の有害確率を算出す
る際に用いる．パラメータ x は，文書に出現した語句が新出の場合における有害度の初期値，
パラメータ a は，パラメータ x に与える強さを表す．これらのパラメータは，Gary 
Robinson-Fisher 方式を提案した文献[65]において，x=0.5，a=1 を与えた場合に有効な結果が
得られると述べている．そのため，本研究においても同様に，x=0.5，a=1 として設定する． 
 
(3) パラメータ tv 
パラメータ tv は，違法・有害情報判定指標 Iweight の値に基づき対象 Web ページが有害か
無害であるかを判定する際の閾値である．違法・有害情報判定指標 Iweightの値がパラメータ
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tv よりも大きい場合は有害ページ，tv 以下の場合は無害ページであると判定する．パラメー
タ tv は，Gary Robinson-Fisher 方式を用いた同様の取り組みの研究[63]に倣い，tv=0.5 として
設定する． 
(3)  実験結果と考察 
違法・有害情報の実験用データセットを対象として，単語判定手法，ウィンドウサイズ
が一定の判定手法と提案手法のそれぞれの手法にて判定した結果を表 3.5 に示す． 
表 3.5 各手法の違法・有害情報の判定精度 
提案手法 無害ページ 有害ページ 全体 
単語判定手法 
適合率 0.7775 0.9959 0.8503 
再現率 0.9970 0.7035 0.8503 
F値 0.8719 0.8178 0.8503 
ウィンドウサイズが
一定の判定手法 
適合率 0.7253 0.9992 0.8035 
再現率 0.9995 0.6075 0.8035 
F値 0.8386 0.7454 0.8035 
提案手法 
適合率 0.9306 0.9910 0.9575 
再現率 0.9915 0.9235 0.9575 
F値 0.9595 0.9552 0.9575 
 
実験結果を確認すると次に示す 3 つの内容が明らかとなった． 
 
 提案手法が最も高精度に違法・有害情報を判定可能 
実験結果（表 3.5）を確認すると，単語判定手法の F 値が 0.8503，ウィンドウサイズが
一定の判定手法が F 値 0.8035，提案手法が F 値 0.9575 となっており，提案手法が最も高精
度に違法・有害情報を判定できることが明らかとなった． 
まず，提案手法とウィンドウサイズが一定の判定手法とを F 値で比較すると，0.1540 ポ
イントの差で，提案手法が高精度に判定できていることがわかる．このことから，ウィン
ドウサイズを多様にした方が，高精度に違法・有害情報を判定できることが明らかとなっ
た． 
次に，提案手法と単語判定手法とを F 値で比較すると，0.1072 ポイントの差で，提案手
法が高精度に判定できていることがわかる．しかし，ウィンドウサイズが一定の判定手法
と単語判定手法とを F 値で比較すると，0.0468 ポイントの差で単語判定手法が高精度に判
定できていることがわかる．このことから，ウィンドウサイズが一定の判定手法では単語
の共起関係を考慮することの効果は得られず，ウィンドウサイズを多様にした上で，単語
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の共起関係を考慮することが重要であることが明らかとなった．提案手法とウィンドウサ
イズが一定の判定手法の判定精度差の要因を分析するため，各手法の有害語辞書を比較し
た結果，提案手法のインデックス数 128,267 件，ウィンドウサイズが一定の判定手法のイン
デックス数 158,674 件となっており，ウィンドウサイズが一定の判定手法の方が，30,407 件
多いことがわかった．各辞書の有害度上位 1,000 件を比較してウィンドウサイズが一定の判
定手法の辞書にのみ存在した共起語の例を表 3.6 に示す． 
表 3.6 「ウィンドウサイズが一定の判定手法」による有害語辞書に存在した共起語の例 
キャリア コチラ 期間 上尾 
A コミュニティー 下関 jpg 
消えろ 戻る マップ Mobile 
ある 鯖江 戻る 上尾 
新横浜 at Mobile SEARCH 
キャッシング 待ち合わせ 下関 上尾 
家政 通りすがり 友人 知人 
市内 通りすがり 大阪 奈良 
兵庫 京都 稲城 伊豆 
京都 奈良 上尾 歩い 
羽生 上尾 小平 マップ 
下関 小平 兵庫 大阪 
上尾 長浜 上尾 伊豆 
大野 上尾 小平 評判 
稲城 古川 小平 大野 
 
共起語の例を確認すると地名の組合せや Web ページに共通して存在する語句（サイトマ
ップの「マップ」や jpg，戻る，コチラなど）との組合せが抽出されており，誤判定につな
がる可能性の高い共起語が辞書に含まれていることがわかる． 
これらの結果をまとめると，単語の共起関係を考慮するのみでは精度が向上せず，多様
なウィンドウサイズを考慮する手法と組み合わせることで，大幅な精度向上が見られるこ
とが明らかとなった．これは，各手法の有害語辞書を分析した結果から，多様なウィンド
ウサイズを考慮することで共起を抽出する範囲が限定され，誤判定につながる共起語の抽
出が抑制されたためであることが明らかとなった． 
 
 提案手法は，有害ページを無害ページと判定した割合が最も低い 
実験結果（表 3.5）を確認すると，単語の判定手法およびウィンドウサイズが一定の判
定手法では，提案手法と比較して無害ページの適合率と有害ページの再現率が低い値とな
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っている．無害ページの適合率が高い場合，無害と判定した Web ページの中に，有害の Web
ページが含まれる割合が少ないことを表している．また，有害ページの再現率が高いと有
害ページを正しく有害と判定しており，有害ページの判定漏れが少ないことを表している．
このことから，単語の判定手法およびウィンドウサイズが一定の判定手法は，有害ページ
を無害ページと誤判定する可能性が高い状況である． 
提案手法が高精度に有害ページを判定可能な要因を解析するため，各手法の有害語辞書
を比較した．具体的には，提案手法の 2 つ組み有害語辞書の有害度上位 1,000 件に対して，
ウィンドウサイズが一定の判定手法の有害語辞書の有害度上位 1,000 件が何件一致するか
を検証（表 3.7）した． 
表 3.7 提案手法による有害語辞書 上位 1,000 件との一致数 
 100 位以内 500 位以内 1000 位以内 
データセット１ 98 474 752 
データセット２ 100 469 661 
データセット３ 97 352 473 
データセット４ 100 479 718 
データセット５ 100 462 603 
平均 99.00 447.20 641.40 
 
結果を確認すると，上位 1,000 件中平均すると 641.40 件（約 64%）となっており，各手
法の共起語の有害語辞書が異なっていることが明らかとなった．提案手法の辞書の有害度
上位 1,000 件にのみ存在した共起語の一例を表 3.8 に示す． 
表 3.8 提案手法による有害語辞書に存在した共起語の例 
共起語 有害度 書き込み記事の例 
大阪 困っ 0.9854 大阪で泊まる場所困ってる子宿泊できますよ 
女子 場所 0.9780 女子高生 └食事・泊まる場所提供出来る男性を募集 
女性 困っ 0.9759 
家出とかで泊まるところがなく本当に困っている女性だ
け mail 下さい 
ください 女の子 0.9810 かまってほしい女の子いたら、メールください 
ください 助け 0.9759 助けて欲しい人メールください 
 
結果を確認すると，「大阪 困っ」や「ください 助け」など，一見して無害な共起語と
判断される可能性の高い語句の有害度が高くなっていることがわかった．しかし，表 3.8
に示す実際の書き込み記事の例を確認すると，男性が女性を誘う有害な記事などにおいて
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も頻繁に利用されていることがわかる．このことから，提案手法では，これらの共起語と
そのページに存在する他の有害度の高い語（出会い，援助，神待ちなど）を用いて，Web
ページの有害度判定指標を算出しているため，有害な Web ページを正しく判定できている
と考えられる． 
 
 共起語を用いることで有害判定指標 Iweightの値の分布に偏りが見られる 
各手法で実験データの Web ページを判定した際の有害判定指標 Iweightの分布を表 3.9 に
示す． 
 
表 3.9 各手法の有害判定指標 Iweightの度数分布 
スコア 
単語判定手法 
ウィンドウサイズ 
が一定の判定手法 
提案手法 
無害 有害 無害 有害 無害 有害 
0.00  774  16  595  428  606  92  
0.05  1,062  275  1,349  278  1,299  37  
0.10  1  33  40  29  39  7  
0.15  0  30  15  26  36  5  
0.20  0  24  0  24  1  2  
0.25  2  23  0  0  0  0  
0.30  0  35  0  0  1  0  
0.35  0  21  0  0  0  8  
0.40  0  33  0  0  0  0  
0.45  0  23  0  0  1  2  
0.50  155  80  0  0  0  0  
0.55  3  33  0  0  0  0  
0.60  0  31  0  0  0  0  
0.65  0  27  0  0  0  0  
0.70  2  52  0  7  2  3  
0.75  0  45 0 0 0 0 
0.80  0  41  0  0  0  0  
0.85  0  61  0  61  2  9  
0.90  0  78  0  85  0  39  
0.95  0  107  0  132  2  45  
1.00  1  932  1  930  11  1,751  
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 有害判定指標 Iweightの分布を確認すると，単語判定手法では，有害ページのスコアが分散
しており，0.10 から 0.90 まで幅広く分布していることがわかる．それに対して，Web ペー
ジの判定に共起語を用いるウィンドウサイズが一定の判定手法および提案手法は，0.15 以
下もしくは，0.85 以上に偏っていることがわかる．これは，共起関係を考慮することで，
Web ページに出現する単語の特徴をより強調できたためであると考えられる． 
 
これら 3 つの特徴から，違法・有害情報の判定手法として，多様なウィンドウサイズに
対応した提案手法は，既存手法である単語判定手法やウィンドウサイズが一定の判定手法
と比較して，高精度に違法・有害情報を判定できることが明らかとなった． 
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第4章  個別の詳細記事抽出のためのWebページ分
割手法  
4.1  研究の概要 
サイバーパトロールシステムの課題解決に既存研究の手法を適用した場合に発生する課
題と提案手法の関係を図 4.1 に示す． 
 
既存手法 本提案手法の目的②
多彩なフォーマットのWebページを適切に分割する手法
記事部分を選択的に抽出できない 多様なフォーマットのWebページからメインコ
ンテンツを推定する
記事1
記事2
記事3
メイン
コンテンツ部
メインコンテンツを投稿記事単位に分割する
ヘッダ部
左メニュー
部
メイン
コンテンツ部
フッター
部
 
図 4.1 詳細記事抽出に関する既存手法の課題と提案手法の解決方策の対応関係 
図 4.1 より，本研究では，既存手法の課題である「記事部分を選択的に抽出できない課
題」を解消するため，多彩なフォーマットから Web ページのメインコンテンツを推定し，
メインコンテンツを記事単位に分割する手法を提案する．そして，本提案手法を用いた違
法・有害情報フィルタリングの有用性を検証する．そして，実証実験を行い，本提案手法
を用いた記事分割手法の有用性を検証する．サイバーパトロールシステムにおける本研究
の位置付けを図 4.2 に示す． 
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有害判定確率辞書構築部
ブロック抽出機能
共起検出機能
有害判定確率辞書の構築機能
違法・有害情報判定部
登録
入力
判定対象の
Webページ
出力
登録
登録
違法・有害情報の判定機能
ブロック
データベース
単語・共起
語辞書
共起の組合せ
数別有害判定
確率辞書
記事の抽出機能
メインコンテンツ
要素の推定機能
詳細
記事群
解析対象と
同一ドメインページ
解析対象
Webページ
有害度が低い
Webページリスト
投稿記事分割部
有害度が高い
Webページリスト
有害判定
と評価
Webページ
解析結果
データベース
登録
出力
違法・有害情報
の判別
違法・有害
記事の抽出
データの参照
処理の流れ
違法・有害情報
の判定作業
違法・有害記事
の抽出作業
本章で扱う
研究項目
ユーザの判断
が必要な作業
抽出された記事群を
精査し，違法・有害
情報を教育委員会
や学校などに報告し
たりプロバイダなど
に削除を依頼
 
図 4.2 サイバーパトロールシステムにおける本研究の位置付け 
図 4.2 中の「違法・有害記事の抽出」作業を実施するために必要な技術を確立すること
が，本章の目的である． 
本研究では，有害度が高いと判定された解析対象ページと同一ドメインの Web ページを
解析対象として入力し，推定されたメインコンテンツ要素から投稿記事と思わしき HTML
パターンを抽出する．ここで，メインコンテンツ要素とは，ヘッダ，フッタやメニューな
どのパーツ要素（以下，「エレメント」）以外の Web ページの主要なコンテンツ要素のこと
を指す．そして，投稿記事の HTML パターンと合致する項目を解析対象ページから抽出す
ることで，Web ページから投稿記事を選択的に抽出する．抽出された投稿記事は，サイバ
ーパトロール実施者が教育機関や学校などに通報する時や，プロバイダなどに削除依頼を
出す時のための判断材料として活用される． 
本章では，これらの研究目的を達成するための解析手法の検討過程と実証実験による有
用性の検証を実施する． 
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4.2  Webページ分割手法の調査と検討 
4.2.1  メインコンテンツの特徴の調査 
本研究では，多様なフォーマットの Web ページから投稿記事を含むメインコンテンツを
推定する必要があるため，事前調査として，メインコンテンツの特徴や Web ページ間にお
けるメインコンテンツのフォーマットの同一性を確認する．本調査の手順を次に示す． 
 
STEP 1. 任意のキーワードにてGoogle掲示板検索を行った結果得られたWebページの
うち投稿記事が表示される Web ページ 30 件を収集する． 
STEP 2. 収集した各 Web ページに対して，Web ページ全体のテキスト長に占めるメイ
ンコンテンツのテキスト長の割合を算出する． 
STEP 3. 収集した各 Web ページに対して，ドメイン名とディレクトリ名が同一でファ
イル名のみ異なる URL を持つ Web ページやファイル名より後方部分の URL
のみ異なる Web ページを 4 件ずつ収集する． 
STEP 4. 類似した各 Web ページ間において，ヘッダ，フッタやメニューなどの同一性
を目視により確認する． 
 
Web ページの特徴の調査結果を表 4.1 に示す． 
表 4.1 Web ページの特徴の調査結果 
項目 平均割合 
ヘッダ 8.8% 
右メニュー 1.8% 
左メニュー 1.4% 
フッタ 9.1% 
メインコンテンツ 78.8% 
 
表 4.1 は，STEP 2 で算出した 30 件の Web ページのヘッダ，フッタ，左右メニュー，メ
インコンテンツに含まれるテキスト長の割合の平均である．表 4.1 の調査結果から，メイン
コンテンツに含まれるテキスト長が最長であることが分かった．このことから，「Web ペー
ジ内でメインコンテンツ部の内容が最も多いという特徴」があることが分かった． 
また，STEP 4 でヘッダ，フッタやメニューなどの同一性を目視により確認した結果，30
件中 25 件の Web ページがヘッダ，フッタやメニューなどのエレメントの配置がフォーマッ
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トとして共通しており，メインコンテンツに含まれる投稿内容のみが異なっている事が分
かった． 
これに対し，残りの 5 件の詳細を確認すると，管理者が自由にテンプレートを設定出来
る Web サイトで，URL のファイル名以降にその Web ページの管理者アカウント名が付加さ
れた Web ページとなっており，収集した各 5 件の Web ページはそれぞれ管理者が異なって
いる事が分かった．そのため，管理者アカウント名を残して再度調査を行ったところ，全
てのページにおいて 25 件の Web ページと同様であることが確認できた． 
このことから，本研究で対象とする Web ページには，「同一ドメイン内の同一フォーマ
ットの Web ページのデザインはヘッダ，フッタやメニューなどが共通するという特徴」と
「投稿内容などが含まれるメインコンテンツ部は Web ページごとで異なるという特徴」と
があることが分かった． 
4.2.2  本研究における課題と対応方策 
本研究では，「多様なフォーマットの Web ページからメインコンテンツを推定する技術」
と「メインコンテンツを投稿記事単位に分割する技術」とを開発するために，それぞれ，
Web ページのメインコンテンツ推定時の課題とメインコンテンツを投稿記事単位に分割す
る際の課題とを解消する必要がある． そこで，既存研究で採用されている手法について調
査し，それぞれの手法における課題について分析する．最後に，調査結果に基づきそれぞ
れの課題への対応方策を提案する． 
本調査では，第 4.2.1 項で明らかになった特徴を持つ Web ページを記事単位に分割する
際に利用可能な既存手法について調査する． 
メインコンテンツを投稿記事単位に分割する技術の関連研究として，Web ページ分割の
手法が提案されている．Web ページ分割の手法には，「Web ページに含まれる文章間の類似
性を加味して分割する手法[51-53]」，「DOM 構造に基づき分割する手法[22][54-57]」がある． 
Web ページに含まれる文章間の類似性を加味して分割する手法は，一般的に文章に着目して
分割する手法であるため，単語や画像のみで構成される記事や，見出し，段落や改行などが適切
に使用されないCGMのWebページを正確に分割できない．また，挨拶文や顔文字のみの非常に
短い投稿記事を含む Web ページのテキストに対してこの手法を適用することは非常に困難であ
る． 
DOM構造に基づき分割する手法は，CGMのWebページ全体を様々なブロックに分割できる
が，1 つの投稿記事が複数のブロックに分割される場合や，1 つのブロックに複数の投稿記事が含
まれる場合があり，また，そもそもブロックのどの部分が投稿記事であるかが識別できないため，そ
のまま利用することができない．しかし，Web ページに含まれる文章間の類似性を加味して分割す
る手法はそもそも適用が難しいことから，本手法の課題点を解消し，改良することで投稿記事の
抽出に利用できると考えられる． 
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これらの既存研究の手法と，第 4.2.1 項の調査結果から得られた，本研究で対象とする掲
示板や SNS などの Web ページには，「Web ページ内でメインコンテンツ部の内容が最も多
いという特徴」，「同一ドメイン内の同一フォーマットの Web ページのデザインはヘッダ，
フッタやメニューなどが共通するという特徴」と「投稿内容などが含まれるメインコンテ
ンツ部はWebページごとで異なるという特徴」の 3つの特徴があることを併せて考えると，
HTML の DOM 構造の特徴的なパターンを解析することで，投稿記事を分割することができ
ると考えられる．  
以上の調査結果より，本研究では DOM 構造を用いた次の 3 つの手法について，Web ペ
ージの記事分割への適用を検討する． 
 
 ブロック抽出手法を用いて分割する手法 
 Web ページのレイアウトに基づき分割する手法 
 HTML ソースの同一性に基づき分割する手法 
 
4.2.3  Webページ分割手法の処理方針の検討 
(1) 処理方針の検討フロー 
研究を進めるにあたり，図 4.3 に示すフローにて Web ページ分割手法の処理方針を検討
した． 
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ブロック抽出手法を用いて分割する手法
Webページのレイアウトに基づき分割する手法
HTMLソースの同一性に基づき分割する手法
課題 1つの投稿記事が複数に分割
される場合などがあり不適切
課題 記事がある場所を認識できない
課題が発生
検討手法1
検討手法2
検討手法3
同じHTMLが繰り返し登場するなどの特徴に基づき，
掲示板やSNSなどの投稿記事を分割して抽出
Webサイトのレイアウト構造を分析し，
記事が含まれているであろう領域を特定して抽出
第3章のブロック抽出機能で用いた手法
 
図 4.3 Web ページ分割手法の処理方針の検討フロー 
検討フローでは，まず，第 3 章でも用いた「ブロック抽出手法を用いて分割する手法」
の適応を検討した．次に「Web ページのレイアウトに基づき分割する手法」の適用を検討
した．そして，これらの手法を検討した結果明らかになった課題を基に，「HTML ソースの
同一性に基づき分割する手法」について検討した． 
各検討過程について，次に詳述する． 
 
(2) ブロック抽出手法を用いて分割する手法 
第 3 章で検討したブロック抽出手法[22]を用いて分割する手法を Web ページの記事分割
に適用する場合について検討する． 
ブロック抽出手法を用いて分割する手法は，HTML から Web ページのヘッダやフッタ，
メニューやメインコンテンツなどのページ要素を基にブロックとして抽出することを目的
としている．このとき，ブロックのサイズの上限と下限は閾値として事前に入力すること
が求められる．一方，インターネット上にある Web ページのレイアウトは様々であり，そ
の中に含まれる投稿記事のサイズも一定ではない．また，ブロックを抽出した場合におい
ても，どのブロックが投稿記事となるかを認識できない．このため，記事分割の適用に際
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しては，ブロックのサイズを限定せずに解析し，投稿記事となるブロックを推定すること
が必要と考えられる． 
以上より，ブロック抽出手法を用いて分割する手法は，記事分割に使用するには不適で
あることが分かった．そこで，Web ページのレイアウトに基づき分割する手法について検
討した． 
 
(3) Web ページのレイアウトに基づき分割する手法 
本調査では，「Web ページのレイアウトに基づき分割する手法」の具体的な解析手順につ
いて整理し，その有用性について検討する． 
「Web ページのレイアウトに基づき分割する手法」の解析手順を図 4.4 に示す． 
解析対象
Webページ
エレメントの座標算出
HTMLエレメントの選択
Xpathの類似度算出
Similarity Pyramid の構築
入力
投稿記事の
抽出結果
出力
 
図 4.4 「Web ページのレイアウトに基づき分割する手法」の解析手順 
「Web ページのレイアウトに基づき分割する手法」では，まず入力された解析対象の
Web ページから HTML を取得し，HTML に含まれる各エレメント（ページ要素）の左上座
標と右下座標を算出する．本項におけるエレメントとは，HTML から構築した DOM である．
HTML から構築した DOM は，Web ページのどの位置にエレメントを描画するかを設定可能
であり，これを解析することで Web ページの見た目に基づく分析が可能となる．エレメン
トの座標算出のイメージを図 4.5 に示す． 
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図 4.5 エレメントの座標算出 
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次に，エレメントの座標算出が完了した解析対象ページを対象に，中心を基準に任意の
数の基準線を生成し，生成した基準線上にY座標が等間隔となるような基準点と配置する．
そして，各基準線上で Y 座標が同じ基準点のうち，もっとも多くの点を含んでいるエレメ
ントを抽出する．HTML エレメントの選択のイメージを図 4.6 に示す． 
Webページ上に点を配置
省略 省略
/body/iframe
/body/dt
/body/dd
/body/dt
/body/dt
/body/dt
/body/dt
/body/dd
/body/form/
textarea
/body/form/
textarea
/body
選択したエレメントを階層毎に分割
エレメントの
各階層を
タグ単位に分割
body iframe/body/iframe
/body/dt
/body/dd
/body/dt
/body/dt
/body/dt
/body/dd
/body/form/textarea body form textarea
body form
body
/body/dt
/body/form/textarea
/body
textarea
body dd
body dt
body dd
body dt
body dt
body dd
body dt
 
図 4.6 HTML エレメントの選択のイメージ 
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そして，XPath の類似度算出では，データの最長共通部分列を抽出する LCS（Longest 
Common Subsequence）アルゴリズムを用いて各エレメントにおける XPath の類似度を算出
する．ここで，XPath とは木構造の各ノードを指定する規格であり，これを用いることでエ
レメントの構造を比較することが可能である．XPath の類似度算出のイメージを図 4.7 に示
す． 
 body iframe
body
類似度＝1/2
＝0.5
類似度＝1/2
＝0.5
類似度＝2/2
＝1
LCSによる類似
度算出
dd
body dd
body dt
body dt
body dt
 
図 4.7 XPath の類似度算出のイメージ 
最後に，SimilarityPyramid の構築にて，エレメントの類似度のツリーを構築し，一定の閾
値以上の類似度を持つ要素群をルールとして抽出する．そして，抽出したルールに関連す
るエレメントを分類記事群として抽出する．また，類似度ツリーが構築できない場合は，
掲示板ページである可能性が低いとして除外する．類似度のツリー（SimilarityPyramid）の
構築のイメージを図 4.8 に示す． 
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一定の閾値以上となるノード以下のピラミッドを抽出
閾値を
0.7とした
場合
/body/dd /body/dt抽出するノード
類似度
= 0.xxx…
類似度
= 0.625…
類似度
=0.xxx…
類似度
= 0.75
類似度
= 0.xxx…
類似度
=0.5
類似度
= 0.5
類似度
= 1
類似度
= 0.5
類似度
= 0.xxx…
/body
/iframe
/body/dd /body/dt ・・・/body/dt
/body/dt
 
図 4.8 類似度のツリー（SimilarityPyramid）の構築のイメージ 
以上の流れで「Web ページのレイアウトに基づき分割する手法」を実現し，その有用性
について検討した．その結果，「Web ページのレイアウトに基づき分割する手法」する手法
では，Web ページ中の投稿記事が複数のブロックに分割される問題や一つのブロックに複
数の投稿記事が含まれる問題，Web 広告などをも記事と誤判定する問題が発生するなどの
課題がみられた．このことから，「Web ページのレイアウトに基づき分割する手法」は，Web
ページから投稿記事のみを個別に抽出できないことが分かった． 
 
(4) 結論 
ブロック抽出手法を用いて分割する手法で投稿記事単位へ分割する場合，ブロックのサ
イズを事前に指定する必要があるため適切に分割できない問題と，どのブロックが記事な
のかが分からない問題が発生した．そのため，記事が含まれる確率が高い範囲を Web ペー
ジのレイアウトに基づき分析し，その範囲から記事を抽出する Web ページのレイアウトに
基づき分割する手法について検討したが，Web ページ中の投稿記事が複数のブロックに分
割される問題や一つのブロックに複数の投稿記事が含まれる問題，Web 広告などをも記事
と誤判定する問題が発生した．そこで，本研究では，これらの課題に対応するため，「HTML
ソースの同一性に基づき分割する手法」を提案し，その有用性を検証した． 
提案手法では，既存手法の課題への対応策として，まず，記事が含まれる Web ページの
範囲となるメインコンテンツを推定する．このとき，Web ページのメインコンテンツは一
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つの Web ページを確認しただけでは，ヘッダ，フッタ，メニュー，メインコンテンツなど
の違いを判別できず，一意に特定することができないという課題への対応策として，Web
ページの「同一ドメイン内の同一フォーマットの Web ページのデザインはヘッダ，フッタ
やメニューなどが共通するという特徴」，「投稿内容などが含まれるメインコンテンツ部は
Web ページごとで異なるという特徴」と「Web ページ内でメインコンテンツ部の内容が最
も多いという特徴」に着目し，複数の同一フォーマットの Web ページを対象として HTML
ソースの同一性を解析することで，メインコンテンツを推定する．そして，「掲示板，SNS
やブログなどの CGM の Web ページのメインコンテンツは，一つの Web ページ内に複数の
投稿記事が含まれるため，一定間隔で同様の HTML 要素が繰り返し出現するという特徴」
に着目し，メインコンテンツ中において一定間隔で繰り返される HTML 要素のパターンを
自動的に検出し，グループ化することで投稿記事を分割し抽出する． 
本提案手法について，次節にて詳述する． 
4.3  提案手法の詳細 
4.3.1  処理の流れ 
本研究の処理の流れを図 4.9 に示す． 
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解析対象
のURL
解析対象と
同一ドメインの
URL
メインコンテンツ
要素の推定機能
メインコンテンツ
要素の推定処理
記事の抽出機能
繰り返し構造の
推定処理
記事HTML要素の
抽出処理
記事HTML要素
の結合処理
Webページの
解析結果DB
Web
入力
DOM構造の
構築処理
詳細
記事群
入力
参照 参照
格納
出力
 
図 4.9 処理の流れ 
図 4.9 に示す通り，本研究では，解析対象の Web ページの URL と複数の同一ドメイン
の Web ページの URL に基づき取得した HTML ソースを解析してメインコンテンツとなる
HTML 要素（以下，「メインコンテンツ要素」）を推定する機能と，メインコンテンツの解
析結果と解析対象の Web ページから投稿記事を抽出する機能とで Web ページを分割し，投
稿記事を抽出する．なお，本研究では，Web ページのレイアウトに利用しないタグである
<!-- -->タグ，<a>タグ，<script>タグ，<br>タグ，<input>タグ，<style>タグを処理対象から
除外する． 
メインコンテンツ要素の推定機能は，DOM 構造の構築処理とメインコンテンツ要素の推
定処理で構成される．DOM 構造の構築処理では，入力された複数の Web ページの URL の
HTML ソースを取得し，DOM 構造を構築する．この際，多様なフォーマットの Web ページ
に対応するため，テキスト部分に<text>タグを付与し，DOM 構造に追加する．メインコン
テンツ要素の推定処理では，複数の Web ページの DOM 構造の類似性に基づき，メインコ
ンテンツを表す HTML 要素を抽出し，Web ページの解析結果 DB に格納する．メインコン
テンツ要素の推定機能の詳細は，第 4.3.2 項にて解説する．  
記事の抽出機能は，繰り返し構造の推定処理，記事 HTML 要素の抽出処理と記事 HTML
要素の結合処理で構成される．繰り返し構造の推定処理では，まず，解析対象の Web ペー
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ジの URL から HTML ソースを取得する．次に，一つの投稿記事を表現する HTML 要素の
集合を推定するため，一定間隔で繰り返される HTML 要素のパターンを DOM 構造の階層
ごとに抽出する．そして，階層ごとに抽出した投稿記事の HTML 要素の繰り返しパターン
の中で，投稿記事を表現する HTML 要素の集合として適切なものを推定する．記事 HTML
要素の抽出処理では，HTML要素の繰り返しパターンに基づき，解析対象WebページのDOM
構造から HTML 要素を抽出する．記事 HTML 要素の結合処理では，まず，各投稿記事を表
現する HTML 要素の集合が，実際の各投稿記事を適切に抽出できているかを確認する．次
に，投稿記事の一部分（例えば，投稿記事の投稿日時のみなど）しか抽出できていない場
合は，同一階層に含まれる兄弟 HTML 要素との関係を解析する．最後に，同一階層に含ま
れる兄弟 HTML 要素が同一の投稿記事に含まれる場合は，HTML 要素を結合し，一つの投
稿記事として取得する．記事の抽出機能の詳細は，第 4.3.3 項にて解説する． 
4.3.2  メインコンテンツ要素の推定機能 
本研究では，Web ページ分割を行うための前処理として，Web ページの中で投稿記事部
分を含む HTML 要素であるメインコンテンツ要素の推定を行う．本研究で対象とする電子
掲示板などの Web ページは，「同一ドメイン内の同一フォーマットの Web ページのデザイ
ンはヘッダ，フッタ，やメニューなどが共通するという特徴」と「投稿内容などが含まれ
るメインコンテンツ部は Web ページごとで異なるという特徴」がある．そのため本機能で
は，同一フォーマットの Web ページにおける Web ページの差異を特定することで Web ペー
ジ内のメインコンテンツ要素を推定する．複数の Web ページの差異からメインコンテンツ
要素を推定するためには，それぞれの Web ページにおける DOM 構造の共通性を確認する
必要がある．しかし，DOM 構造を対象に処理を行った場合，DOM 構造に含まれる各 HTML
要素が処理の最小単位となる．そのため，図 4.10 に示す<hr>タグと<br>タグで投稿記事が
区切られた Web ページなどでは，任意の HTML 要素の子要素に属していないテキスト部分
を処理する事ができず，HTML 要素として DOM 構造の共通性が確認できない． 
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図 4.10 ＜hr＞タグと＜br＞タグのみで構成される Web ページ 
そこで，本研究では，事前処理として Web ページに含まれる取得できないテキスト部分
に対し，<text>タグを付与して DOM 構造を構築（図 4.11）する．これにより，Web ページ
に記述されている全ての内容を考慮した処理が可能であると考えられる． 
 
 
図 4.11 ＜text＞タグを挿入した後の Web ページ 
(1) DOM 構造の構築処理 
本処理では，入力された URL に対応する Web ページの任意の親要素のどの子要素にも
属していないテキスト部分に対して<text>タグを付与した DOM 構造を構築する．本処理を
事前に行うことで，通常の DOM 構造では処理できなかったテキストを HTML 要素として
処理する事が可能である．本処理の詳細を Algorithm 4.1 に示す． 
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Algorithm 4.1 DOM 構造の構築アルゴリズム 
Require:  
//HTML 要素 n の HTML ソースを取得 
InnerHtml(n) 
//HTML 要素 n の子要素を取得 
ChildElements(n) 
//入力した HTML 文字列から DOM を再構築 
DomReconstruction(html)  
Ensure: 
Function InsertTextElement(element) 
//入力された HTML 要素に含まれる全体の HTML ソースを取得 
textparent := InnerHtml(element) 
//入力された HTML 要素の子要素の HTML ソース配列を構築 
textchildren := {} 
For each childelement in ChildElements(element) Do 
te xtchildren.append(InnerHtml(element)) 
End For 
//全体の HTML ソースから子要素の HTML ソースを除去し 
//差分となる HTML ソース配列の取得 
textdiff := textparent - textchildren 
//全ての差分文字列に<text>要素を付与した HTML ソース配列を構築 
text′diff := {} 
For Each difference in textdiff Do 
text′diff .append(” <text>” + difference + ”</text>”) 
End For 
//構築した<text>要素を付与した HTML ソース配列と 
//子要素の HTML ソースを結合し新しい全体の HTML ソースを構築 
text′parent := textchildren + text′diff 
//新たな HTML 要素 element′を構築し， 
//element′に含まれる子要素に対し処理を実行 
element′ := DomReconstruction(textparent′) 
For Each childelement′ in ChildElements(element′) Do 
childelement′ := InsertTextElement(childelement′) 
End For 
//<text>要素を付与した HTML 要素を返却 
Return element′ 
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End Function  
 
本アルゴリズムは，入力された Web ページ Pageiの見た目を構成する<body>タグ以下の
各 HTML 要素に含まれるテキスト部分を特定し，特定したそれぞれのテキスト部分に対し
て<text>タグを挿入する処理である．本処理では，次に示す 6 つのステップを順次実行する
ことにより，テキスト要素を挿入する． 
 
STEP 1. 処理を行う最初の HTML 要素として，Web ページ Pageiに含まれる<body>タ
グを入力する． 
STEP 2. 入力した HTML 要素に含まれる全ての HTML ソース textparentとその要素の全
ての子要素が保持する HTML ソース配列 textchildrenを抽出する． 
STEP 3. STEP 1 で抽出した textparentの中で textchildrenに一致する箇所を探索し，一致し
ていない全ての箇所に対して<text>タグを挿入する． 
STEP 4. STEP 2 において，<text>タグの要素内に HTML 要素が存在する場合，HTML
要素の前後で<text>タグを分断する． 
STEP 5. textchildrenと<text>タグを挿入した HTML ソースを元の状態に戻し，DOM 構造
を構築する． 
STEP 6. STEP 2 で入力された HTML 要素に含まれる<text>タグ以外の子要素が存在す
る場合，<text>タグ以外の全ての子要素を入力として STEP 2～STEP 6 の処理
を実行する．<text>タグ以外の子要素が存在しない場合，<text>タグが挿入さ
れた Web ページを Page'iとして処理を終了する． 
(2) メインコンテンツ要素の推定処理 
本処理では，DOM 構造の構築処理で<text>タグを挿入した Page'iからメインコンテンツ
要素 elementmainを推定する．本研究で対象とする Web ページには，「同一ドメイン内の同一
フォーマットの Web ページのデザインはヘッダ，フッタ，やメニューなどが共通するとい
う特徴」と「投稿内容などが含まれるメインコンテンツ部は Web ページごとで異なるとい
う特徴」がある．これらの特徴から，図 4.12 に示す通り，メインコンテンツ要素のみが，
そのページに投稿された投稿内容や投稿件数ごとに子要素数が異なり，それ以外の部分は
同一となると考えられる． 
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図 4.12 メインコンテンツと投稿記事の関係 
そのため，本処理では，複数の Web ページ Pages' = { Page'1 , Page'2 , ..., Page'i }を対象と
して，各 HTML 要素が持つ子要素数の差からメインコンテンツ要素を推定する．本処理の
詳細を Algorithm 4.2 に示す． 
 
Algorithm 4.2 メインコンテンツ要素の推定アルゴリズム 
Require:  
//HTML 要素 n の DOM 構造に<text>タグを挿入（Algorithm 4.1） 
InsertTextElement(n) 
//任意の Pageiに含まれる全て HTML 要素の中で最深の HTML 要素の深さを取得 
MaxElementDepth(Pagei) 
//配列 array に含まれる要素数を取得 
Count(array) 
//配列 array に含まれる要素から重複を削除した配列を取得 
Distinct(array) 
//任意の Pageiの階層 k にある全ての HTML 要素集合を取得 
LevelElements(Pagei,k) 
//HTML 要素 n に含まれるテキスト長を取得 
TextLength(n) 
Ensure: 
Function ExtractMainElement(Pages) 
//初期化 
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k := 1 
//Pages′の中で最深の階層 kmaxを算出 
kmax := 0 
For Each Page′i in Pages′ Do 
If kmax < MaxElementDepth(Page′i) Then 
kmax := MaxElementDepth(Page′i) 
End If 
End For 
//各 Page′i における階層 k の要素数からメインコンテンツを含む階層を推定 
While k < kmax Do 
//Page′iの階層 k の子要素数を算出し，childrencountiを構築 
childrencount := {} 
For Each Page′i in Pages′ Do 
childrencounti = Count(ChildrenElements(LevelElements(Page′i,k))) 
End For 
//子要素の一致率が β を下回った場合，その時点の階層 k を kmainとして定義 
If Count(Distinct(childrencount))/Count(childrencount) < β Then 
kmain := k 
Break 
End If 
//k を加算して次の階層で再度処理を実行する 
k := k + 1 
End While 
//最終階層 kmaxに達するまで kmainが決まらなかった場合 
//kmain=1 として処理を続行する 
If k = kmax Then 
kmain := 1 
End If 
//Page′iの階層 kmainにある各 HTML 要素間においてテキスト長が最長となる 
//HTML 要素 elementikjを探索 
textlengthkj := {} 
For Each Pagei in Pages Do 
For Each elementikj in LevelElements(Pagei,kmain) Do 
textlengthkj := textlengthkj + TextLength(elementikj) 
End For 
End For 
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End Function 
 
本アルゴリズムは，DOM 構造の中で画面上の表示内容を構成する最上位要素である
<body>タグを入力し，各階層において再帰的に処理を行う事によりメインコンテンツ要素
を推定する一連の処理である．ここで，本処理における階層 k とは，図 4.13 に示す DOM
構造における<body>タグからの深さである． 
 
BODY要素
HTML要素
HTML要素
HTML要素
HTML要素
HTML要素
HTML要素
HTML要素
HTML要素
HTML要素
k=1 k=2
 
図 4.13 DOM 構造における<body>タグからの深さ 
また，階層 k の位置にある HTML 要素は，任意の Pageiの階層 k に含まれる全ての HTML
要素 elementikjを指す．本処理では次に示す 5 つのステップを順次実行することによりメイ
ンコンテンツ要素を推定する． 
 
STEP 1. 階層 k = 1 の位置にある HTML 要素として，Page'1 から Page'i までの各 Web
ページに含まれる<body>要素を入力する． 
STEP 2. Page'iの階層 k に存在する HTML 要素集合の全ての子要素数 childrencountiを
算出し，子要素数の一致率を算出する．  
STEP 3. 子要素数の一致率が閾値βを上回っている場合，図 4.14 に示す入力されたそ
れぞれの HTML 要素の子要素集合を次の処理対象とし，STEP 2～STEP 3 を実
行する．子要素数の一致率が閾値βを下回った時点の階層 k をメインコンテ
ンツ要素のある階層として STEP 4 を実行する．また，全ての Pagei の中で最
深の階層である kmaxに達した場合は，最上位の階層を設定する． 
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図 4.14 Web ページにおける DOM 構造の階層 
STEP 4. Page'i ，階層 kにおける全てのHTML要素 elementikjごとのテキスト長を図 4.15
に示す通り加算した textlenghkjを算出する． 
 
図 4.15 テキスト長の算出方法 
STEP 5. 最大の textlenghkjを持つ elementikjをメインコンテンツ要素として処理を終了す
る．このとき，最大の要素が複数存在する場合は，その中で j が最大の elementikj
をメインコンテンツ要素とする． 
4.3.3  記事の抽出機能 
本研究では，メインコンテンツ要素の推定機能で推定したメインコンテンツ要素以下の
HTML 要素を対象として，記事単位に分割する手法を考案し，記事の抽出を行う．本機能
では，Web ページ内に含まれる記事部分の HTML 要素が繰り返し構造となることに着目し，
この繰り返し構造を推定することで記事を正確に分割し，抽出する手法を提案する．本手
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法を用いることにより，多様なフォーマットの Web ページから記事を抽出できると考えら
れる． 
(3) 繰り返し構造の推定処理 
本処理では，メインコンテンツ要素の推定処理で推定したメインコンテンツ要素に含ま
れる各記事を抽出する．メインコンテンツ要素に含まれる記事には，単一または複数の
HTML 要素が繰り返し出現している特徴がある．そのため，本研究では，繰り返し構造の
パターンを自動的に推定することにより，記事を抽出する手法を提案する．本研究では，
LZW（Lempel-Ziv-Welch）アルゴリズム[67]を用いてこれらの構造を自動的に推定する汎用
的な手法を提案する．LZW アルゴリズムとは，データ圧縮技術に用いられるアルゴリズム
の一種であり，データに含まれる最長のパターンを短い符号に置換することでデータを圧
縮するアルゴリズムである．本研究では，LZW アルゴリズムの最長のパターンを発見する
手法を拡張し HTML 要素集合に適用することで，繰り返し構造のパターンを推定する．本
研究で用いる LZW アルゴリズムを拡張した繰り返し構造推定アルゴリズムを Algorithm 4.3
に示す． 
 
Algorithm 4.3 繰り返し構造の推定アルゴリズム 
Require:  
//HTML 要素集合 narrayに含まれる各要素の子要素の集合 
ChildrenElements(narray) 
//HTML 要素 n の XPath を取得 
XPath(n) 
//XPath を符号化 
Coding(xpath) 
Ensure: 
Function EstimateArticleStructure(elementmain) 
//初期化 
elements := ChildElements(elementmain) 
xpaths,xpathsarticle := {} 
//処理対象ページのメインコンテンツ要素より下の階層に位置する 
//HTML要素に対して階層順にLempelZiv法を適用し，各階層において 
//最長となるXPath配列のパターンを算出 
While Count(elements) > 0 Do 
xpaths := LZWExtendsElements(elements) 
//繰り返し回数が最多となるXPath配列を抽出 
If PatternLength(elementmain,xpaths) > 
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PatternLength(elementmain,xpathsarticle) Then 
xpathsarticle := xpaths 
End If 
End While 
End Function 
 
Function LZWExtendsElements(elements) 
//HTML 要素集合 elements に含まれる HTML 要素を XPath ごとに符号化を行い， 
//符号化した文字と XPath のペア，符号文字列を構築 
encoding := {} 
encoded := ”” 
For Each element in elements Do 
xpath := XPath(element) 
If Not ContainsV alue(encoding,xpath) Then 
encoding[Coding(xpath)] := xpath 
End If 
encoded := encoded + encoding.ValueOf(element) 
End For 
//符号化した XPath を LempelZiv アルゴリズムを用いてさらに符号化 
code := ”” 
table := {} 
num := 0 
p := encoded[num] 
While num < Count(encoded) Do 
c := encoded[num + 1] 
If Contains(table,p + c) Then 
p := p + c 
Else 
code := code + p 
table:append(p + c) 
p := c 
End If 
End While 
code := code + p 
//最も登場回数の多い符号を取得し，符号化された XPath を複合化 
code′ := V alueOfUpTo(code) 
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xpaths := {} 
For Each sign in code′ Do 
xpaths.append(encoding[table[sign]]) 
End For 
//構築した xpaths を返却 
Return xpaths 
End Function 
 
本アルゴリズムは，LZW アルゴリズムを拡張することにより HTML 要素集合から構築
した XPath 配列に対して適用するアルゴリズムである．本処理では次に示す 4 つのステッ
プを順次実行することにより繰り返し構造を推定する． 
 
STEP 1. メインコンテンツ要素の推定処理により推定したメインコンテンツ要素の子
要素集合から XPath 配列を構築する． 
STEP 2. STEP 1 で構築した XPath 配列の先頭から順に XPath を符号化し，符号配列を
構築する． 
STEP 3. STEP 2 で構築した符号配列を LZW アルゴリズムに入力し，最長となる符号
のパターンとその繰り返し回数を取得する． 
STEP 4. 現在処理した子要素集合の子要素が 1 件以上存在する場合，現在処理した子
要素集合の子要素集合を対象として STEP 1～STEP 4 を実行する．最下層 kmax
に位置する要素のみとなった場合，繰り返し回数の最も多かった符号のパタ
ーンを複合化し，記事を構成する要素の XPath 配列 xpathsarticleを繰り返し構造
のパターンとして抽出する． 
 
(4) 記事 HTML 要素の抽出処理 
本処理では，繰り返し構造の推定処理により抽出したXPath配列 xpathsarticleに基づいて，
メインコンテンツ要素以下の HTML 要素を取捨選択することにより，HTML 要素を投稿記
事単位に分割する．XPath に基づき HTML 要素を抽出するアルゴリズムを Algorithm 4.4 に
示す． 
 
Algorithm 4.4 記事 HTML 要素の抽出アルゴリズム 
Require:  
//HTML 要素 n の子要素集合から XPath と同じ深度にある HTML 要素集合を取得 
TakeElementFormXPath(xpath,n) 
//HTML 要素集合 narrayの各要素の親要素集合を取得 
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ParentElements(narray) 
Ensure: 
Function ExtractArticleElements(xpathsarticle,elementmain) 
//初期化 
elementsarticle := TakeElementFormXPath(xpathsarticle,elementmain) 
articles := {} 
//親要素ごとの子要素集合からXPathと一致する要素集合を抽出 
For Each parent in ParentElements(elementsarticle) Do 
article := {} 
xpathindex := 0 
textchildren.append(InnerText(element)) 
For Each element in ChildElements(parent) Do 
If XPath(element) = xpathsarticle[xpathindex] Then 
article.append(element) 
xpathindex := xpathindex + 1 
End If 
End For 
If Count(article) = Count(xpathsarticle) Then 
articles.append(article) 
End If 
End For 
//親を考慮する手法で記事を一件も取得できなかった場合は 
//親要素の制限を解除して要素を取得 
If Count(articles) = 0 Then 
article := {} 
xpathindex := 0 
For Each element in elementsarticle Do 
If XPath(element) = xpathsarticle[xpathindex] Then 
article.append(element) 
xpathindex := xpathindex + 1 
End If 
If Count(article) = Count(xpathsarticle) Then 
articles.append(article) 
article := {} 
xpathindex := 0 
End If 
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End For 
End If 
//抽出した記事HTML要素集合を返却 
Return articles 
End Function 
 
本アルゴリズムは，入力されたメインコンテンツ要素 elementmainと XPath 配列 xpathsarticle
から HTML 要素を取捨選択することにより記事 HTML 要素集合 articles を抽出する処理で
ある．本処理では次に示すステップを順次実行することにより投稿記事を構成する HTML
要素を抽出する． 
 
STEP 1. 繰り返し構造の推定処理で推定した XPath 配列 xpathsarticleが示す HTML 要素
と同一の階層にある HTML 要素 elementsarticleを取得する． 
STEP 2. elementsarticle を親要素ごとに分割し，それぞれの分割された要素集合の中から
xpathsarticleと同一の並びとなる箇所を探索し抽出する． 
STEP 3. xpathsarticle と同一の並びとなる箇所を発見するたびに記事 articlen として抽出
する． 
STEP 4. STEP 1～STEP 3 を抽出できる要素がなくなるまで実行することで，記事配列
articles を構築する．articles に含まれる投稿記事数が 1 件以上の場合はここで
処理を終了し，次の処理を実行する． 
STEP 5. STEP 4 において抽出できた記事件数が 0 件の場合，STEP 2 で親要素ごとに分
割する前の elementsarticleに含まれる全ての要素を対象として STEP 3～STEP 4
を実行し，articles を構築する． 
(5) 記事 HTML 要素の結合処理 
本処理では，細分化された各投稿記事の HTML 要素集合を親要素に基づいて結合する．
各投稿記事に相当する HTML 要素は，図 4.12 に示す通り任意の 1 つの親要素の元で繰り返
す特徴がある．そのため，本研究では，この特徴に着目し，記事 HTML 要素の抽出処理で
抽出した各 HTML 要素の親要素が 1 つとなる階層まで遡ることにより最終的な記事 HTML
要素集合を特定する．本処理を行うことにより，繰り返し構造の抽出時に漏れてしまった
HTML 要素を記事 HTML 要素集合に含めることが可能となる．本処理のアルゴリズムを
Algorithm 4.5 に示す． 
 
Algorithm 4.5 記事 HTML 要素の結合アルゴリズム 
Require:  
//HTML 要素集合 narrayの各要素の親要素集合を取得 
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ParentElements(narray) 
Ensure: 
Function ArticleJoin(articles) 
//記事 HTML 要素集合 articles に含まれる 
//HTML 要素の全ての親要素集合を取得 
parents := ParentElements(articles) 
If Count(parents) > 1 And Count(articles) % Count(parents) = 0 Then 
Return ArticleJoin(parents) 
Else 
Return articles 
End If 
End Function 
 
本アルゴリズムでは，次に示す 2 つのステップを順次実行することにより記事を抽出す
る． 
 
STEP 1. 記事 HTML 要素の抽出処理で抽出した HTML 要素集合 articles をそれぞれの
親要素集合 parents を取得する． 
STEP 2. parents の要素数が 1 件より多く，articles の要素数が parents の倍数になって
いる場合，親階層を記事 HTML 要素集合とみなして，再度 STEP 1～STEP 2
を実行する．それ以外の場合は現在の記事 HTML 要素集合を記事 HTML 要素
集合 articles として返却する． 
4.4  評価実験 
4.4.1  実験計画 
本研究で提案した Web ページ分割手法の有用性を検証するため，実際の Web サイトを模
して生成したシミュレーションデータを用いて「メインコンテンツの推定精度」と「Web
ページの分割精度」の 2 項目について評価実験を行う． 
その後，他の分割手法との比較と異なるデータでの Web ページ分割とを行い，提案手法
の有効性を評価する．本研究の実験計画を図 4.16 に示す．図 4.16 は，評価実験により検
証する項目を明確化するため，図 4.9 の実験内容との対応関係を図に示したものである． 
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図 4.16 実験計画 
実験 1 では，多様なフォーマットの Web ページからメインコンテンツを特定できない課
題を解決できているかを評価するため，人工的に生成した多様なフォーマットの Web ペー
ジを用いてメインコンテンツ要素の推定を行い，その結果を考察する．実験 2 では，メイ
ンコンテンツを投稿記事単位に分割できない課題を解決できているかを評価するため，人
工的に生成したWeb ページのメインコンテンツを用いて既存の Webページ分割手法を用い
た投稿記事の抽出手法との比較実験を行い，その結果を考察する． 
実験 3 では，提案手法の有用性を評価するため，3 種類のデータに対して提案手法を適
用して投稿記事の抽出を行い，その結果から提案手法の有用性を評価する． 
なお，本実験では，従来の手法で対応が困難であった携帯電話向けサイトで多く見られ
る<hr>タグと<br>タグのみでデザインされた Web ページにおいても本提案手法が適用可能
であるかを確認するため，全ての実験においてこれらの Web ページと PC 向けのサイトと
して様々なタグを用いてデザインされた Web ページとの 2 つに分けて分析を行う． 
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4.4.2  実験データの準備 
評価実験では，提案手法の精度を評価するため，実際の Web ページを収集したデータセ
ット（以下，「実データセット」）と実際の Web ページを模して人工的に生成したデータセ
ット（以下，「人工データセット」）とを用意する．各データの生成方法を次に示す． 
(1) 実データセットの作成手順 
実データセットは，人工データセットを実際の Web ページに模して生成するためのデー
タとして用いる．そのため，実データセットは，実際のネットパトロールで対象となる Web
ページを収集する．実データセットの作成手順を次に示す． 
 
STEP 1. 隠語・有害語データベース[68]のカテゴリー別用語アクセスランキング Top5
の語句を取得する． 
STEP 2. STEP 1 で取得した語句にて Google 掲示板検索を行い，上位 200 件の Web ペ
ージを取得する． 
STEP 3. STEP 2 で取得した Web ページを目視で確認し，有害と判断した場合に実デー
タセットに追加する．ここで，掲示板のフォーマットは，携帯電話向けサイ
トとして<hr>タグと<br>タグのみでデザインされたページ（以下，「HR 無」）
と PC 向けのサイトとして様々なタグを用いてデザインされたページ（以下，
「HR 有」）とに大別される．この処理をデータセットの件数が，HR 無 50 件，
HR 有 50 件になるまで繰り返し実施する． 
STEP 4. 収集したデータを目視で確認し，図 4.17 に示す通り Web ページの各パートを
表現する HTML 要素に，ヘッダ部，フッタ部，右メニュー部，左メニュー部，
メインコンテンツ部を示す情報を付与する．なお，掲示板やブログなどのCGM
では，一つのメインコンテンツ内に複数の投稿内容が含まれるため，それぞ
れの投稿内容を目視で分割し，投稿内容であることを示す情報を付与する． 
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1：投稿者：名無し 20134/1 18:30:33 ID:wqgqe12
東京近郊の女子高生，援助交際しませんか？
2：投稿者：名無し 20134/1 18:35:33 ID:ejqgq2
金額は？
3：投稿者：名無し 20134/1 18:40:33 ID:wqth12
苺ホ別でどうですか
エッチ掲示板
秘密掲示板
おしゃべり掲示板
暇つぶし掲示板
援助交際掲示板
ゲーム掲示板
裏ワザ掲示板
出会い掲示板
その他掲示板
援助交際掲示板 掲示板に戻る 全部 最新50
援助交際興味ある女子高生！！
書き込む
掲示板に戻る 全部 最新50
バナー広告
バナー広告
ヘッダ部
左メニュー
部
記事1
記事2
記事3
メイン
コンテンツ部
フッター部
広告
広告
 
図 4.17 Web ページの各パートの 2 次元情報の例 
(2) 人工データセットの作成手順 
人工データセットは，提案手法のメインコンテンツ要素推定アルゴリズムと記事抽出ア
ルゴリズムの有効性を評価するために用いる．人工データセットは，実データを模した Web
ページを生成するため，実データセットに含まれる Web ページを用いて自動的に生成する．
人工データセットの作成手順を次に示す． 
 
STEP 1. 実データセットに含まれる Web ページをテンプレート（ヘッダ，フッタ，メ
ニュー）とメインコンテンツ部に分割し，人工データ生成のための HTML 要
素群を用意する． 
STEP 2. STEP 1 で生成した HTML 要素群を用いて人工的に Web ページを生成する．
生成手順の詳細を次に示す． 
STEP 2.1. 実データセットからテンプレート部の元となる Web ページとメインコン
テンツ部の元となる Web ページとを各１件ずつランダムに選択する． 
STEP 2.2. 実データセットに含まれる１ページ内の投稿件数の分布（図 4.18）に従
い，ページに含まれる投稿件数をランダムに決定する． 
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図 4.18 実データセットにおける投稿記事件数の分布 
STEP 2.3. STEP 2.1 で選択したメインコンテンツ部のWeb ページの HTML要素を用
いて，STEP 2.2 で決定した投稿件数分の HTML を生成する．  
STEP 2.4. STEP 2.1 で選択したテンプレート部の Web ページのメインコンテンツ部
の HTML を STEP 2.3 で生成した HTML に置換する．この時，Web ペー
ジを構成するそれぞれの HTML 要素には，それぞれの部位（ヘッダー部
やメインコンテンツ部など）であることを示す情報が付与されているも
のとする． 
STEP 3. STEP 2 の手順を繰り返し実施し，HR 無 500 件，HR 有 500 件の人工データが
生成されるまで繰り返し実施する． 
 
本手順で作成した人工データセットは，実データセットの内容を各テンプレートとメイ
ンコンテンツ部に分けたものを無作為に組み合わせているため，Web ブラウザから確認し
た場合にデザインが崩れている場合や同じ記事が 1 ページ内に複数回登場する場合がある．
しかし，いずれの場合においても DOM 構造に問題がない場合，通常の Web ページと同様
であると考えられることから，これらの人工データセットを用いて本提案手法の評価実験
を行う． 
4.4.3  実験１：メインコンテンツの推定精度の評価実験 
(1) 実験内容 
本実験では，多様なフォーマットの Web ページからメインコンテンツを特定できない課
題を解決できているかを評価するため，人工的に生成した多様なフォーマットの Web ペー
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ジを用いてメインコンテンツの推定を行い，その結果を考察する．本実験の手順を次に示
す． 
 
STEP 1. 人工データセットから実験対象の Web ページを取得する． 
STEP 2. STEP 1 で取得した Web ページを用いて，メインコンテンツ要素の推定機能で
利用する同一フォーマットの Web ページを生成する．この時，同一フォーマ
ットの Web ページに含まれる投稿件数は，図 4.18 の分布に従いランダムに決
定する． 
STEP 3. STEP 2 で用意した同一フォーマットの Web ページ群を用いて，メインコンテ
ンツの推定を行い，メインコンテンツ要素を取得する． 
STEP 4. STEP 3 で取得したメインコンテンツ要素と正解データである人工データセッ
トの各 Web ページのメインコンテンツ部の HTML 要素とを比較し評価する．
本実験において，正解の判定は，「条件１：取得したメインコンテンツ要素が
正解データの HTML 要素に対して一定の許容範囲内にあること」と，「条件
２：取得したメインコンテンツ要素内に全ての投稿記事が含まれること」の
２つの条件を満たした場合とした．条件１において，完全一致ではなく許容
範囲内とした理由は，Ajax などで動的に組み込まれる広告の HTML が表示の
タイミングによって異なる事例や正解データとなるメインコンテンツ部の
HTML 要素に複数候補が存在する事例が見られたためである．条件２におい
て，全ての投稿記事が含まれることとした理由は，許容範囲内に納まってい
たとしても，投稿記事が含まれていなければネットパトロールに必要なデー
タセットを取得することができないと判断したためである．本実験では，許
容範囲を 5%から 30%まで 5%間隔で設定し，評価結果を算出する． 
STEP 5. 評価結果を集計し，正解率を算出する． 
 
(2) メインコンテンツの推定精度の評価実験用パラメータの設定 
メインコンテンツの推定精度の評価実験では，同一フォーマットの Web ページの URL
件数αとテンプレート解析処理におけるメインコンテンツの階層選定の閾値βとを用いる．
各パラメータについて，次の通り設定した． 
 
 パラメータα 
パラメータαは，メインコンテンツ要素の推定機能で用いる同一フォーマットの Web ペ
ージの URL 件数を表す．本研究では，パラメータαの値を適切に設定するため，実験で用
いる人工データと同様の方法で別途生成した Web ページ 100 件を対象に，αの値を変化さ
せてメインコンテンツの推定精度を評価した．メインコンテンツの推定精度は，正解判定
の許容範囲を 5%から 30%まで 5%間隔で設定して算出する．なお，本評価では，αの値を
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2 から 10 まで 1 間隔で変化させて実行した．評価結果（表 4.2）を確認すると，平均推定
精度が最大となるものは，α=4 の一致率 0.673 であることがわかった．このことから，本
実験ではα=4 と設定する． 
 
表 4.2 パラメータαの決定 
α 2 3 4 5 6 7 8 9 10 
許容範囲 
5% 0.420 0.400 0.450 0.360 0.430 0.390 0.420 0.470 0.450 
10% 0.530 0.510 0.560 0.470 0.650 0.540 0.510 0.550 0.560 
15% 0.640 0.580 0.680 0.550 0.690 0.610 0.610 0.620 0.660 
20% 0.760 0.650 0.750 0.640 0.720 0.700 0.720 0.720 0.720 
25% 0.780 0.700 0.780 0.680 0.750 0.760 0.760 0.770 0.730 
30% 0.810 0.760 0.820 0.750 0.790 0.790 0.820 0.820 0.810 
最大回数 2 0 2 0 2 0 1 2 0 
平均推定精度 0.657 0.600 0.673 0.575 0.672 0.632 0.640 0.658 0.655 
 
 パラメータβ 
パラメータβは，メインコンテンツ要素の推定処理におけるメインコンテンツ階層を選
定するための閾値であり，各ページの階層ごとの HTML 要素数を比較した際の一致率と比
較する．本研究では，パラメータβの値を適切に設定するため，βの値を変化させてメイ
ンコンテンツの推定精度を評価した．メインコンテンツの推定精度は，正解判定の許容範
囲を 5%から 30%まで 5%間隔で設定して算出する．なお，本評価では，βの値を 0.1 から
1.0 まで，0.1 間隔で変化させて実行した．評価結果の図 4.19 を確認すると，全ての許容範
囲の評価結果において同様の傾向が見られ，0.6 以上の場合に最も高精度であることが分か
った．システム試作時に完全一致（β＝1.0）の場合には，誤判定する事例が見られたこと
を考慮し，本実験ではβ＝0.6 と設定する． 
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図 4.19 パラメータβの決定 
 
(3) 結果と考察 
メインコンテンツの推定精度の評価実験の結果を表 4.3 に示す． 
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表 4.3 メインコンテンツの推定精度 
許容範囲 許容範囲内の件数 
正解件数 
(許容範囲内で 
全記事を含む件数) 
正解率 
(全件に対する 
正解数の割合) 
全体 
HR 有 
全体 
HR 有 
全体 
HR 有 
HR 無 HR 無 HR 無 
5% 437 
104 
434 
103 
43.4% 
20.6% 
333 331 66.2% 
10% 554 
180 
550 
178 
55.0% 
35.6% 
374 372 74.4% 
15% 636 
238 
632 
236 
63.2% 
47.2% 
398 396 79.2% 
20% 636 
276 
684 
274 
68.4% 
54.8% 
413 410 82.0% 
25% 749 
218 
744 
316 
74.4% 
63.2% 
431 428 85.6% 
30% 798 
356 
792 
354 
79.2% 
70.8% 
442 438 87.6% 
 
表 4.3 における許容範囲内の件数とは，正解の判定の条件 1 を満たすものであり，正解
件数と正解率は，正解の判定の条件 1 と条件 2 を満たす件数と割合を示す．表 4.3 を確認
した結果，次に示す 3 つの特徴が明らかとなった． 
 
 高精度に投稿記事が含まれるメインコンテンツを推定可能であることがわかる 
実験結果の許容範囲内の件数と正解件数を確認すると，許容範囲が 5%では 437 件中 434
件（99.3%），30%では 798 件中 792 件（99.2%）となり，許容範囲を広げるにつれて正解数
は増加していることが分かる．また，許容範囲内の件数と正解件数の差を確認すると，許
容範囲が 5%の時の 3 件に対し，30%の時では 6 件となっており，許容範囲を広げた場合で
も件数に大きな差は見られない結果となった．そこで，許容範囲を 30%とした場合に正解
したデータを確認すると，メインコンテンツとして推定した部分の最初や最後にレイアウ
トのための HTML タグや広告が含まれており，これらの部分が人手で精査したメインコン
テンツとの差となっていることがわかった．しかし，これらの Web ページでは，図 4.17 に
示す通り広告部分を含めた HTML 要素がメインコンテンツ要素となっていたことから，本
提案手法は高精度に投稿記事が含まれるメインコンテンツを推定できることが明らかとな
った． 
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 HR 無のページの方が高精度にメインコンテンツを推定可能であることがわかる 
実験結果の正解率を確認すると，HR 有と HR 無の差が許容範囲 5%では 45.6%，許容範
囲 30%では 16.8%であり，許容範囲を広げるにつれて差は縮小しているものの，全ての許容
範囲において HR 無のページの方が高精度にメインコンテンツを推定可能であることがわ
かる．これは，メインコンテンツの推定時に，メインコンテンツに含まれるテキストの量
を用いており，HR 有のページは HR 無のページと比較してテキスト量が相対的に少ないた
め，誤判定につながったと考えられる．このことから，メインコンテンツ要素の推定機能
で用いる複数の Web ページを選定する際に，Web ページ内に含まれるテキスト長が他と比
べて長いものを優先的に選定するなどの対応が必要であることがわかった． 
 
 投稿記事の分割の前処理として有用であることがわかる 
表 4.3 と表 4.4 を確認するとメインコンテンツ要素の推定機能では，許容範囲 30%にお
ける正解の 792 件に加えて，許容範囲外でも全ての投稿記事が含まれている 199 件の合計
991 件（99.1%）が投稿内容を含んだ結果を処理結果としている事がわかる． 
 
表 4.4 失敗事例の内訳 
項目 件数 
全ての投稿記事が含まれている 199 
<body>タグをメインコンテンツとして推定 135 
その他 64 
投稿記事の一部が含まれている 9 
 
このことから，提案手法のメインコンテンツの推定は，投稿内容の分割において，不利
益になる可能性が低く，前処理として有用であることが明らかとなった．また，失敗した 9
件を確認すると，上位の階層にある広告の影響により一致率βが上位の階層で閾値よりも
下回ってしまいメインコンテンツ要素と異なる要素を推定したため，投稿記事の一部が欠
けている事が分かった．これらの Web ページに対しては，メインコンテンツ要素はテキス
ト長が最長となる特徴を利用して，テキスト長が一定以上となる要素のみ対象とするなど
の処理を加える事で対策ができると考えられる． 
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4.4.4  実験２：Webページの分割精度の評価実験 
(1) 実験内容 
本実験では，メインコンテンツを投稿記事単位に分割できない課題を解決できているか
を評価するため，人工的に生成した Web ページのメインコンテンツを用いて既存の Web ペ
ージ分割手法との比較実験を行い，その結果を考察する． 
本実験では，既存の Web ページ分割手法として，Web ページ分割手法として様々な研究
で引用されている VIPS[69]を用いた手法（以下，「VIPS」）とブロック抽出手法[22]を用いて
分割する手法（以下，「ブロック抽出手法」）とを採用する．VIPS は，Web ページを見た目
に基づき分割する手法であり，そのままでは，提案手法およびブロック抽出手法と比較で
きない．そのため，本実験では，VIPS により分割された HTML 要素（図 4.20）から投稿
内容を特定する処理を加えたものを用いて比較する．VIPS における投稿記事の特定処理は，
図 4.21 に示す通り，入力したメインコンテンツの子要素の中から，さらにもう一階層下の
子要素を 1 件以上持つ要素を記事として判定する． 
 
①HTML要素
②HTML要素
③HTML要素
④HTML要素
⑤HTML要素
⑥HTML要素
①
②
③
⑤
⑥
④
HTML要素構造レイアウト構造
 
図 4.20 VIPS による Web ページの分割例 
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②HTML要素
③HTML要素
④HTML要素
⑤HTML要素
②
③
①
HTML要素構造レイアウト構造
①HTML要素メインコンテンツ
子要素を持つ
HTML要素は記事
として扱う
子要素を持たない
HTML要素は記事
に含めない
④
⑤
 
図 4.21 VIPS を用いた投稿記事の特定手法 
STEP 1. 人工データセット 1,000 件（HR 有 500 件，HR 無 500 件）から Web ページを
取得する． 
STEP 2. 各 Web ページからメインコンテンツの HTML を抽出する． 
STEP 3. メインコンテンツを対象に 3 つの手法にて解析し，投稿記事を抽出する． 
STEP 4. 抽出した投稿記事の HTML 要素とメインコンテンツに含まれる正解の投稿記
事の HTML 要素とを比較する． 
STEP 5. 図 4.22，図 4.23 の判断基準に基づき，抽出結果を正常判定と誤判定とに分類
して件数を集計する． 
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正常判定
<html>
<body>
<!--main-->
<b>援助交際したい女子高生来て</b>
<dl>
<!--article-->
<dt>1: <font color=“forestgreen”><b>名無し
</b></font>：11/11/22 07:34</dt>
<dd>東京近郊の女子高生，援助交際しません
か？<br><br></dd>
<hr>
<!--/article-->
<!--article-->
<dt>2: <font color=“forestgreen”><b>名無し
</b></font>：11/11/22 09:46</dt>
<dd>誰かいないかな<br><br></dd>
<hr>
<!--/article-->
</dl>
<!--/main-->
</body>
</html>
<!--main-->
<dl>
<!--article-->
<dt>1: <font color=“forestgreen”><b>名無し</b></font>：
11/11/22 07:34</dt>
<dd>東京近郊の女子高生，援助交際しませんか？
<br><br></dd>
<hr>
<!--/article-->
<!--article-->
<dt>1: <font color=“forestgreen”><b>名無し</b></font>：
11/11/22 07:34</dt>
<dd>東京近郊の女子高生，援助交際しませんか？
<br><br></dd>
<hr>
<!--/article-->
<!--article-->
<dt>1: <font color=“forestgreen”><b>名無し</b></font>：
11/11/22 07:34</dt>
<dd>東京近郊の女子高生，援助交際しませんか？
<br><br></dd>
過剰であるが，記事全てが含まれている場合
記事全てを取得した場合
記事の一部を取得した場合
元のＨＴＭＬソース
正常判定
正常判定
記事１
記事２
 
図 4.22 正常判定の判断基準 
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誤判定：過剰分割
<dt>1: <font color=“forestgreen”><b>名無し
</b></font>：11/11/22 07:34</dt>
<dd>東京近郊の女子高生
援助交際しませんか？<br><br></dd>
<hr>
<!--/article-->
1つの記事を
複数の記事として抽出した場合
<!--article-->
<dt>1: <font color=“forestgreen”><b>名無し
</b></font>：11/11/22 07:34</dt>
<dd>東京近郊の女子高生，援助交際しませんか？
<br><br></dd>
<hr>
<!--/article-->
<!--article-->
<dt>2: <font color=“forestgreen”><b>名無し
</b></font>：11/11/22 09:46</dt>
<dd>誰かいないかな
複数の記事をまたいで
一つの記事として抽出した場合
<body>
<!--main-->
<b>援助交際したい女子高生来て</b>
<dl>
<!--article-->
記事でない箇所を抽出した場合
誤判定：抽出過多
誤判定：抽出過多
<html>
<body>
<!--main-->
<b>援助交際したい女子高生来て</b>
<dl>
<!--article-->
<dt>1: <font color=“forestgreen”><b>名無し
</b></font>：11/11/22 07:34</dt>
<dd>東京近郊の女子高生，援助交際しません
か？<br><br></dd>
<hr>
<!--/article-->
<!--article-->
<dt>2: <font color=“forestgreen”><b>名無し
</b></font>：11/11/22 09:46</dt>
<dd>誰かいないかな<br><br></dd>
<hr>
<!--/article-->
</dl>
<!--/main-->
</body>
</html>
元のＨＴＭＬソース
記事１
記事２
記事を抽出できなかった場合
誤判定：抽出漏れ
 
図 4.23 誤判定の判断基準 
STEP 6. 正常判定数と誤判定数とを用いて適合率，再現率，F 値を算出する． 
 
(2) 実験結果と考察 
Web ページの分割精度の評価実験の結果を表 4.5 に示す． 
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表 4.5 各手法における Web ページの分割精度 
解析手法 
VIPS ブロック抽出手法 提案手法 
HR 有 HR 無 全体 HR 有 HR 無 全体 HR 有 HR 無 全体 
適合率 0685 0.556 0.621 0.302 0.606 0.450 0.888 0.885 0.886 
再現率 0.344 0.246 0.292 0.491 0.836 0.673 0.925 0.869 0.896 
F 値 0.458 0.341 0.398 0.374 0.703 0.539 0.906 0.877 0.891 
 
実験の結果を確認すると次に示す 3 つの特徴が見られた． 
 
 提案手法は既存手法と比較して高精度に投稿記事を抽出できることがわかる 
既存手法との実験結果（表 4.5）の全体の精度を確認すると，提案手法は F 値 0.891 であ
るのに対して，ブロック抽出手法は F 値 0.539，VIPS は F 値 0.398 であることがわかる．ブ
ロック抽出手法は，適合率が再現率よりも低いことから，全体の抽出数が多いがその中に
正解が含まれている件数が少ないためであると考えられる．また，VIPS は，再現率が適合
率よりも低いことから，抽出件数が少なく投稿記事を網羅的に抽出できていないためであ
ると考えられる．一方で，提案手法は，適合率，再現率共に既存手法より高くなっている． 
このことから，提案手法では，メインコンテンツを投稿記事単位に分割できない課題を
解消できていることが明らかとなった． 
 
 提案手法は HR 有と HR 無の両方の Web ページから高精度に投稿記事を抽出できるこ
とがわかる 
既存手法との比較結果（表 4.5）の HR 有と HR 無の精度を確認すると，提案手法では
HR 有で F 値 0.906，HR 無で F 値 0.877 となり，HR 有の方が 0.029 ポイント低い状態であ
るが，HR 有と HR 無でほぼ同等の精度で投稿記事を抽出できていることがわかる．それに
対して，ブロック抽出手法では HR 有で F 値 0.374，HR 無で 0.703 となり，HR 有の方が 0.329
ポイント低い状態である．これは，ブロック抽出手法では HTML の各要素間の包含関係に
基づきグループ化しているが，HR 有の Web ページでは HTML の各要素間の包含関係を取
得できないため，誤抽出していると考えられる．これらのことから，提案手法は HR 有の
Web ページも含めて，高精度にメインコンテンツを投稿記事単位に分割できることが明ら
かになった． 
 
 提案手法と比較して，ブロック抽出手法は過剰分割，VIPS は抽出漏れが多いことがわ
かる 
各手法で抽出した投稿記事の傾向を分析するため，各手法における抽出数とその詳細を
分析（表 4.6）した． 
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表 4.6 各手法における抽出数 
解析手法 
VIPS ブロック抽出手法 提案手法 
HR 有 HR 無 全体 HR 有 HR 無 全体 HR 有 HR 無 全体 
投稿件数 19,202 21,366 40,568 19,202 21,366 40,568 19,202 21,366 40,568 
抽出件数 9,643 9,453 19,096 31,169 29,479 60,648 20,001 20,983 40,984 
正常判定数 6,604 5,259 11,863 9,425 17,872 27,297 17,768 18,563 36,331 
誤
判
定
数 
過剰範囲
特定 
1,245 3,361 4,606 5,150 1,448 6,598 1,824 1,332 3,156 
抽出漏れ 11,575 3,189 14,764 8,867 1,811 10,678 961 2,357 3,318 
過剰分割 1,796 831 2,627 16,594 10,159 26,753 409 1,088 1,497 
 
表 4.6 を確認すると，提案手法はブロック抽出手法および VIPS と比較して抽出数に対
する正常判定数の割合も高く，誤判定数も他の 2 手法と比較して少ないことがわかる．そ
れぞれの手法の詳細な傾向を次に示す． 
提案手法は HR 有の場合に過剰範囲特定，HR 無の場合に抽出漏れの誤判定が発生する傾
向がみられることがわかる．HR 有の場合の過剰範囲特定は，図 4.24 に示す通り，投稿記
事を保持するタグが単一の<text>タグであった場合に，投稿記事のタグと同一の階層に，投
稿内容以外の<text>タグが複数存在し，それらを誤抽出したためであると考えられる．一方，
HR 無の場合の抽出漏れは，図 4.25 に示す通り，投稿記事を保持するタグが複数のタグで
構成されている場合に，投稿内容によっては<a>タグの有無や<span>タグの有無などの違い
が発生することで，正しくグループ化ができず抽出漏れが発生したと考えられる．これら
の課題については，タグの出現パターンを確認する方法に加えて，投稿記事に含まれるテ
キスト情報（日付やタイトル，投稿者などの文字）の類似性を確認する処理を追加するこ
とで，対応可能であると考えられる． 
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図 4.24 HR 有における記事の抽出過多の例 
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図 4.25 HR 無における記事の抽出漏れの例 
 
ブロック抽出手法は，HR 有において抽出数における正常判定数の割合が非常に低く，ま
た，HR 有，HR 無共に，過剰分割が多くみられることがわかる．これは，ページ分割後に
HTML の各要素間の包含関係でグループ化する際に，包含関係を取得できず，グループ化
されていないものが多くの抽出されたものと考えられる． 
 
VIPS は，投稿記事数に対する抽出数が非常に少なく，抽出漏れが多くみられることがわ
かる．これは，VIPS で分割した後に投稿記事を特定して判定しているが，子要素の有無で
判断しているため，子要素が存在しない場合に抽出漏れが発生していると考えられる． 
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4.4.5  実験３：提案手法の有効性の評価実験 
(1) 実験内容 
本実験では，提案手法の有効性を評価するため，次に示す 3 種類のデータを対象に投稿
記事の抽出精度を算出し，その精度を比較する． 
 
 人工データ 1,000 件を対象にメインコンテンツの推定処理を行い，その推定結果である
メインコンテンツ部の HTML（以下，「システム結果データ」） 
 人工データ 1,000 件から手作業で抽出したメインコンテンツ部の HTML（以下，「正解
メインデータ」） 
 人工データ 1,000 件の<body>タグ以下の HTML（以下，「BODY データ」） 
 
システム結果データと正解メインデータとを対象に処理した結果を比較することで，シ
ステムの性能限界を評価する．また，システム結果データと BODY データとを対象に処理
した結果を比較することで，メインコンテンツの推定処理の有用性を評価する． 
本実験の手順を次に示す． 
 
STEP 1. システム結果データ，正解メインデータと BODY データを提案手法にて解析
し，投稿記事を抽出する． 
STEP 2. それぞれのデータから抽出した投稿記事の HTML 要素とメインコンテンツに
含まれる正解の投稿記事の HTML 要素とを比較する． 
STEP 3. 図 4.22，図 4.23 の判断基準に基づき，抽出結果を正常判定と誤判定とに分類
して件数を集計する． 
STEP 4. 正常判定数と誤判定数とを用いて適合率，再現率，F 値を算出する． 
 
(2) 実験結果と考察 
提案手法の有効性の評価実験の結果を表 4.7 に示す．評価実験の結果を確認すると次に
示す 2 つの特徴が見られた． 
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表 4.7 提案手法の有効性の評価実験の結果 
解析手法 BODY データ システム結果データ 正解メインデータ 
HR 有 HR 無 全体 HR 有 HR 無 全体 HR 有 HR 無 全体 
投稿件数 19,202 21,366 40,568 19,202 21,366 40,568 19,202 21,366 40,568 
抽出件数 19,980 22,618 42,598 20,048 20,959 41,007 20,001 20,983 40,984 
正常判定数 17,658 16,827 34,485 17,766 18,527 36,293 17,768 18,563 36,331 
誤
判
定
数 
過剰範囲特定 1,922 4,938 6,860 1,816 1,332 3,148 1,824 1,332 3,156 
抽出漏れ 985 4,063 5,048 963 2,393 3,356 961 2,357 3,318 
過剰分割 400 853 1,253 466 1,100 1,566 409 1,088 1,497 
適合率 0.884 0.744 0.810 0.866 0.884 0.885 0.888 0.885 0.886 
再現率 0.920 0.788 0.850 0.925 0.867 0.895 0.925 0.869 0.896 
F 値 0.901 0.765 0.829 0.905 0.875 0.890 0.906 0.877 0.891 
 
 
 システム結果データと正解メインデータとを対象に処理した結果はほぼ同様である
ことがわかる 
評価実験の結果（表 4.7）を確認すると，システム結果データを対象とした場合が F 値
0.890，正解メインデータを対象とした場合が F 値 0.891 となり，ほぼ同様の精度で投稿記
事を抽出可能であることがわかる．これは，実験１：メインコンテンツの推定精度の評価
実験の考察にて述べた通り，メインコンテンツの推定結果の大半に記事部分が含まれてい
たため，解析範囲が限定されて高精度に投稿記事を抽出できたと考えられる．このことか
ら，本提案手法は，多様なフォーマットの Web ページからメインコンテンツを推定し，メ
インコンテンツを投稿記事単位に分割することで，ネットパトロールの効率化を実現する
上で必要となる投稿記事単位に分割されたデータセットを構築することが可能であると考
えられる． 
 
 システム結果データとBODYデータとを対象に処理した結果を比較するとシステム
結果データを対象とした方が高精度であることがわかる 
評価実験の結果（表 4.7）を確認すると，システム結果データを対象とした場合が F 値
0.890，BODY データを対象とした場合が F 値 0.829 となり，0.061 ポイントの差が見られた．
これは，BODY データを対象とした場合，メインコンテンツ部以外にもヘッダ，フッタ，
メニューなどの繰り返し要素がみられる部分が解析対象に含まれるため，それらを投稿記
事として誤判定したと考えられる． 
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これらの結果から，個別詳細記事抽出のための Web ソースの同一性に基づくページ分割
手法の有効性を実証した． 
本提案手法は，多様なフォーマットの Web ページを対象としているため，ネットパトロ
ールの分野のみに限定せず，CGM から投稿者の属性や嗜好を分析して EC サイトでのマー
ケティングに利用するなど，幅広い分野に適用できる技術だと考える．今後は，本手法を
利活用した他分野への適用とその検証を行う予定である． 
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第5章  サイバーパトロールシステムの開発 
5.1  本章の構成 
本章では，本研究で提案した違法・有害情報の判別手法と違法・有害記事の抽出手法と
を組み込んだサイバーパトロールシステムを開発し，その有用性を検証する．本システム
は，手作業によるサイバーパトロールの支援を想定している．そのため，本章では，まず
サイバーパトロールにおける業務の流れを整理し，サイバーパトロールシステムでどのよ
うに効率化を図るかについて述べる．次に，業務内容からサイバーパトロールシステムに
必要な要件を述べ，サイバーパトロールシステムの設計を行う．そして，実際に開発した
サイバーパトロールシステムを画面遷移図と共に紹介する．最後に，開発したサイバーパ
トロールシステムがサイバーパトロールの効率化に寄与できるかを検証し，本章で開発し
たシステムの有用性を確認する． 
5.2  サイバーパトロールシステムの設計 
5.2.1  サイバーパトロールシステムの業務の流れ 
本項では，サイバーパトロールシステムの開発にあたり，サイバーパトロールを効率化
するためのシステム要件を検討する．通常，サイバーパトロールは人海戦術で実施される
ことが多く，管理者と複数の作業者で構成され，双方が連携してサイバーパトロールを行
っている．サイバーパトロールにおける管理者，作業者，及びプロバイダや Web サイト管
理者など関連機関の役割と作業の流れを図 5.1に示す． 
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図 5.1 管理者，作業者，及び関連機関の役割と作業の流れ 
サイバーパトロールの管理者の役割は，検証目的に合わせて特定のキーワード（学校関
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係者であれば，学校名や地域名など）でインターネット検索を行い，チェック対象のリス
トを作成し作業者に割り当てること，及び作業者からの報告内容をチェックし，緊急性の
高い内容や削除対象に該当する内容を関連機関へ報告，削除申請を行うことである． 
サイバーパトロールの作業者の役割は，管理者から割り当てられたチェックリスト内の
URLの Webページを開き，違法・有害情報が含まれるかを目視により確認し，その結果を
管理者へ報告することである． 
サイバーパトロールを複数の作業者が並行して行う場合，調査対象や報告内容の重複が
あり，サイバーパトロールの効率の低下が懸念される．このような問題に対し，管理者が
チェックリストを作成し，作業者に割り当てることにより，複数の作業者が並行して作業
を行う場合の重複を回避できる．また，作業者の報告内容を管理者が集約して確認するこ
とで，報告内容の正確性の向上と一定の基準に則った判断を行うことが可能である． 
 
5.2.2  Webページの評価指標 
サイバーパトロールにおいて，チェック対象となる Web ページに含まれる違法・有害情
報には，犯行予告や自殺予告などに代表される緊急性の高い情報が含まれる場合がある．
これらの情報を作業者が発見した場合，管理者に至急報告し，管理者による適切な対処が
必要である．そのため，本研究で開発するサイバーパトロールシステムには，作業者がチ
ェックした結果，緊急を要するものや有害度が高い記事に対し，緊急や有害度などの指標
を付加できる仕組みを用意する．本評価指標は，作業者間で統一するため，「緊急」「有害
度（高～低の 3 段階）」「無害」「判定不可」「判定エラー」の 7種類とした．本指標のうち，
システムの判定結果に応じて自動で付加される評価指標の付加基準は，表 5.1 に示す通り
とした． 
表 5.1 評価指標の付加基準 
評価指標 付加基準 
有害度（高） 有害度が 0.8以上の場合 
有害度（中） 有害度が 0.6以上の場合 
有害度（低） 有害度が 0.5を超える場合 
判定不可 有害度が 0.5の場合 
無害 有害度が 0.5未満の場合 
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5.2.3  サイバーパトロールシステムの概要 
本項では，サイバーパトロールシステムを構築するため，システム化の範囲を概説する．
本システムの概要を図 5.2に示す． 
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図 5.2 サイバーパトロールシステムの概要 
本システムは，主に作業者が利用するクライアントシステムと，主に管理者が利用する
Webシステムで構成される． 
クライアントシステムでは，サイバーパトロールにおける違法・有害情報の収集を効率
的に行うため，次の 2つの項目を支援する機能を開発する．1つ目は，Webページを目視で
確認し違法・有害情報の有無の判断を支援する「チェックリストの作成と有害判定（図 5.2 
②）」処理である．本処理では，機械的に収集した全てのWebページの有害度を算出し，有
害判定済みチェックリストを作成する．2つ目は，管理者との連携をスムーズに行うための
「目視で確認したWebページを必要に応じて記事分割し有害度・緊急性を付加（図 5.2 ⑤）」
する機能である．本機能では，Web ページに含まれる記事，または Web ページそのものに
緊急や有害度等の情報を付加し，管理者が最終的な判断をするための情報提供を補助する． 
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Web システムでは，作業者に割り当てるチェックリストを作成するための「キーワード
によるチェック対象 Webページの URL収集（図 5.2 ①）」機能と，作業者のサイバーパト
ロールの結果を管理者が確認し，削除申請するための「削除申請書の作成（図 5.2 ⑦）」機
能を開発する．前者の機能では，予め指定したキーワードによりインターネット検索を行
い，チェック対象の Web ページを機械的に収集する．また，後者の機能では，作業者がチ
ェックした内容を管理者が再チェックした後に削除申請を作成する． 
各機能の画面と画面遷移について，次節で詳述する． 
5.3  サイバーパトロールシステムの開発 
5.3.1  サイバーパトロールシステムの画面遷移図 
本項では，開発したサイバーパトロールシステムの画面遷移について詳述する．サイバ
ーパトロールシステムは，クライアントシステムと Web システムの 2 つで構成される．本
システムのクライアントシステムとWebシステムの画面遷移を図 5.3に示す． 
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図 5.3 クライアントシステムと Webシステムの画面遷移 
本システムでは，クライアントシステムと Webシステムの 2つのシステムに分けること
により，サイバーパトロールのマネジメントを行う管理者とその他の作業者が連携してサ
イバーパトロールを実施できる環境を実現する． 
クライアントシステムは，Webブラウジング画面，記事分割処理用 URL入力画面と記事
分割結果表示画面の 3 画面で構成される．クライアントシステムの初期画面となる Web ブ
ラウジング画面は，サイバーパトロールの状況により，チェックリスト表示状態，有害判
定済みチェックリスト表示状態，Web ページ表示状態のいずれかを表示する．本システム
を利用したサイバーパトロールは，Web ブラウジング画面を常に表示させた状態で行い，
必要に応じて記事分割結果画面を併用する． 
また，Webシステムは，チェック済み Webページ一覧画面，記事分割結果表示画面，削
除申請作成画面と削除申請主出力画面の 4 画面で構成される．Web システムの記事分割結
果表示画面は，クライアントシステムと連携しており削除申請を行う必要のある情報を発
見した場合，Webシステムへデータを登録して本画面に遷移する仕組みとする． 
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5.3.2  サイバーパトロールシステム実行例 
(1)  作業者のサイバーパトロールシステム実行例 
本研究で開発したサイバーパトロールシステムを用いて削除申請を作成した場合の実行
例について提示する．作業者のサイバーパトロールシステムの実行例を表 5.2に示す． 
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表 5.2 作業者のサイバーパトロールシステムの実行例 
STEP 作業内容 
1 チェックリストの読み込みを行い，管理者から割り当てられたチェック対
象の URLと有害度を表示する． 
チェック対象のURLと有害度を表示チェックリストを読み込む
 
2 表示されたURLリストの中から有害度の高い内容を選択しWebページの
本文を表示する． 
有害度の高いURLを選択 Webページの本文を表示
 
3 記事分割内容を確認し，必要に応じて有害度・緊急度を設定する． 
内容を確認し，有害情報が含まれている場合，
記事分割を実行
内容を確認し必要に応じて有害度を設定
 
4 Webシステムへのデータの登録を行う． 
投稿記事を登録 Webシステムにデータを登録
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5.3.3  管理者のサイバーパトロールシステム実行例 
本研究で開発したサイバーパトロールシステムを用いて削除申請を作成した場合の実行
例について提示する．管理者のサイバーパトロールシステムの実行例を表 5.3に示す． 
 
表 5.3 管理者のサイバーパトロールシステムの実行例 
STEP 作業内容 
1 削除依頼が必要な投稿を選択して削除依頼を作成する． 
削除依頼書を作成削除依頼が必要な投稿を選択
 
2 削除依頼書の内容を確認して出力する． 
削除申請書を出力削除依頼書の内容を確認  
 
5.4  サイバーパトロールシステムの予備検証 
5.4.1  検証内容 
本研究で構築したシステムにより効率的なサイバーパトロールが可能であることを確認
するため，サイバーパトロールを全て人手で行った場合と本システムを利用した場合との
作業時間の比較を行う．本検証では，サイバーパトロールの効率性を比較するため，事前
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にインターネットから収集した Web ページ群で構成されたクローズドのネットワーク内に
て，違法・有害情報を探索する．検証のためのネットワークの詳細を表 5.4に示す． 
 
表 5.4 ネットワークの詳細 
項目 件数 
Webページ全体数 500 
 －有害ページ数 20 
 －無害ページ数 480 
 
そして，表 5.4で示した実験環境で，有害ページを発見するために Webページを全て確
認し，サイバーパトロールを終えるまでに要した時間を計測する．そして，内容の確認や
削除申請を行った場合の作業時間の内訳を比較し，本システムを用いた場合の効率性を検
証する． 
5.4.2  検証対象 
本検証では，チェックリストを用いたサイバーパトロール作業を実施するため，違法・
有害情報を含むWeb ページと無害のWebページを人手で収集する．Webページの収集手順
を次に示す． 
 
STEP 1. 違法・有害情報を含む Web ページを収集するため，違法・有害情報フィルタ
リングの研究で用いた有害語辞書から出現頻度の高いキーワードを選定する． 
STEP 2. STEP 1 で選定したキーワードにて Google 検索を行い，得られた Web ページ
の中から，違法・有害情報を含む Web ページを目視で確認し，その URL が
20件に達するまで収集する． 
STEP 3. STEP 2 の違法・有害情報とは無関係のキーワードで Google検索を行い，得ら
れたWebページの中から，無作為にWebページを取得し，URLが 480件に達
するまで収集する． 
STEP 4. STEP 2及びSTEP 3で収集したWebページのURL500件を無作為に並べ替え，
チェック対象ページリストを作成する． 
 
本手順で収集した Web ページ 500 件をチェック対象ページリストとして，サイバーパト
ロールの作業時間を計測する． 
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5.4.3  検証方法 
本検証は，人手でサイバーパトロールした場合と，本システムを利用してサイバーパト
ロールした場合との作業時間の比較を行い，効率性を比較する．それぞれの作業項目と作
業内容を表 5.5に示す． 
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表 5.5 本検証の作業項目と作業内容 
作業項目 
手作業による 
サイバーパトロール 
提案システムを利用した 
サイバーパトロール 
チェックリストの作成 
あらかじめ用意した Web ページ群を調査するための
チェックリストを作成する． 
チェック対象の有害性判定 
Webページを確認する際，
全ての URL を対象にサイ
バーパトロールを実施す
る． 
サーバ側の定期実行プロ
グラムで，有害度を算出す
る．有害度に応じて，チェ
ックの有無を判定する． 
Webページの確認 
チェックリスト URL の
Web ページを 1 件ずつ
Web ブラウザで表示し，
目視で確認する． 
有害度の高い Web ページ
を Web ブラウジング画面
にて目視で確認する．Web
ブラウジング画面では，有
害判定確率辞書に含まれ
る有害な語句が色塗りさ
れて表示される． 
記事の抽出 
Web ページから削除申請
対象の記事を目視で判定
し，必要に応じてコピーア
ンドペーストにより記事
内容を取得する． 
記事分割機能により分割
された個々の記事群から，
対象の記事を選択する． 
削除申請の作成 
削除申請書のテンプレー
トに従って違法・有害情報
の内容を記載し，コンピュ
ータ上に保存する． 
削除申請作成画面にて抽
出された記事から削除申
請書を作成し，コンピュー
タ上に保存する． 
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表 5.5 の通り，人手での場合と本システムを利用した場合とでは，それぞれ作業内容が異
なる．そのため，表 5.5 の双方の作業内容を元に作業時間を計測する内容について予め定
義する．本検証では，本システムを利用したサイバーパトロールが作業時間の効率化に寄
与できたかを明らかにする．人手の場合と本システムを利用した場合のサイバーパトロー
ルの流れを次に示す 
人手でのサイバーパトロールの場合は，従来のサイバーパトロールの手順と同様に，チ
ェックリストの上から順に内容を目視で確認する．また，削除申請を行う必要がある記事
は，削除申請書を作成し，コンピュータ上に保存する．本検証では，時間面での効率性の
評価を主目的としているため，作業者から指定された全ての有害な投稿記事について，削
除申請書の作成を行うものとする． 
一方，本システムを利用する場合は，有害度が 0.5以上として判定された URLのみ目視
で確認し，記事分割が可能な Web ページの場合は記事分割を行う．削除申請の作成は，人
手でのサイバーパトロールと同様に作業者が判断した全ての内容について，記事分割後の
結果から削除申請書を作成し，コンピュータ上に保存する． 
本検証では，上述のそれぞれの手順でサイバーパトロールを行い，その作業時間につい
て比較を行うことで本システムの有用性を確認する．また，本システムを用いた場合の有
害判定済みチェックリストの内容を解析し，本システムの有用性を評価する． 
5.4.4  検証結果と考察 
違法・有害情報を含むチェックリストを対象として，手作業によるサイバーパトロール
と本システムを利用したサイバーパトロールとを行い，作業時間について比較検証した結
果を表 5.6，対象データの件数を表 5.7に示す． 
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表 5.6 作業時間の比較の検証結果 
作業項目 
手作業による 
サイバーパトロール 
提案システムを利用した 
サイバーパトロール 
削減時間 
（時間効率） 
チェックリストから 
Webページ選択 
1:01:25 0:18:43 
0:42:42 
(69.53%) 
（1件あたりの平均） 0:00:07 0:00:03 
0:00:04 
(60.93%) 
目視での 
Webページの確認 
3:55:46 2:02:34 
1:53:12 
(48.01%) 
（1件あたりの平均） 0:00:28 0:00:19 
0:00:09 
(33.35%) 
記事の抽出と 
削除申請の作成 
1:04:17 0:25:23 
0:38:54 
(60.51%) 
（1件あたりの平均） 0:00:29 0:00:16 
0:00:13 
(45.29%) 
全作業時間 6:01:28 2:46:40 
3:14:48 
(53.89%) 
 
表 5.7 対象データの件数 
項目 
手作業による 
サイバーパトロール 
提案システムを利用した 
サイバーパトロール 
目視で確認したWebページ数 500 390 
記事の抽出と削除申請の作成数 133 96 
記事分割処理を行ったページ数 - 13 
 
表 5.6 は，各作業項目の作業を手作業と本システムを利用し，その作業に要した時間で
ある．なお，表 5.6 の時間計測の集計項目は，表 5.5 のサイバーパトロールにおける作業
項目を参考に決定した．まず，表 5.6 の「チェックリストから Web ページの選択」の作業
時間は，チェックリストを表示している時間の合計を集計した．次に，「Web ページの確認」
の作業時間は，チェック対象の Web ページを表示して，Web ページの内容を確認する時間
の合計を集計した．最後に「記事の抽出と削除申請の作成」の作業時間は，記事を選択お
よび削除申請書の作成に要した時間の合計を集計した． 
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表 5.6，及び表 5.7 を確認すると，手作業によるサイバーパトロールと比較して本シス
テムを利用した場合，全ての項目において作業の時間効率が向上していることが分かる．
また，「チェックリストから Webページの選択」を手作業で行う場合，チェックリストの対
象 URL を上から順に確認し，どの URL まで確認したかを作業者が常に把握しておく必要
がある．これに対し，本システムを利用した場合では，チェックリストに含まれる次の URL
に即時遷移できる仕組みにより作業者の負担を軽減し，効率が向上したと考えられる． 
一方で，表 5.7 の削除申請書の作成件数を確認すると，手作業での作業で 133 件の記事
を抽出したのに対して，本システムを利用した場合は，96 件の抽出に留まっていることが
分かる．この原因は，本システムを利用して Web ページを確認する場合は，一定の有害度
を持つ URLのみ確認対象としていたため，削除申請を行うべき記事を含む Web ページがチ
ェック対象から漏れていたためである．本検証では，有害判定確率辞書に含まれる語句と
の一致がなく，0.5として判定された Webページを含む 0.5以上のWebページを対象に目視
でのチェックを行っている．そのため，有害度毎の確認対象の Web ページの分布を調査し
た．調査結果を表 5.8 に示す． 
表 5.8 有害度ごとの Webページの分布 
有害度 
全Web 
ページ 
違法・有害情報
を含む 
Webページ数 
有害度 
全Web 
ページ 
違法・有害情報
を含む 
Webページ数 
0.00  111 1 0.55  0 0 
0.05  5 0 0.60  0 0 
0.10  2 1 0.65  0 0 
0.15  0 0 0.70  0 0 
0.20  1 1 0.75  1 1 
0.25  0 0 0.80  1 1 
0.30  0 0 0.85  0 0 
0.35  0 0 0.90  2 2 
0.40  0 0 0.95  7 7 
0.45  1 1 1.00  2 2 
0.50  367 3 - - - 
 
表 5.8を確認すると，有害度が 0.5未満の Webページは 120件あり，その中で約 90%の
Web ページが有害度 0 の分布となっている．このことから，確認するページ数と閾値はト
レードオフの関係にあるが，幅広い有害情報を収集するためにチェック対象を決定する有
害度の閾値を低く設定しても問題ないことが明らかとなった． 
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本研究では，サイバーパトロールの業務内容を整理し，サイバーパトロールに求められ
る要件について検討した．検討した要件に基づくサイバーパトロールを構築し，本システ
ムを用いたサイバーパトロールの実施例について述べた．そして，開発したシステムを実
環境に模した環境に適用することで，本システムがサイバーパトロールの効率化に寄与可
能であるかを検証し，本システムを用いることにより作業時間を手作業と比較して約４割
削減できることが分かった．本章で構築したサイバーパトロールシステムを実際のインタ
ーネット環境に適用した場合の利便性の評価と，その結果得られた実データを基に今度の
発展計画について考究することを目的として 6章にて実証実験を行う． 
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第6章  サイバーパトロールシステムの実環境への
適用 
6.1  実施目的と内容 
本章では，本研究で開発したサイバーパトロールシステムを実環境に適用し，実際のイ
ンターネット環境での利便性について確認・評価する．さらに，サイバーパトロールの結
果得られたデータを分析し，今後のシステムの発展計画について考究することを目的とし
て，実証実験を行う． 
本研究により開発したシステムは，専門的なサイバーパトロールの講習を受け知識を持
ったユーザだけでなく，ボランティアなどでサイバーパトロールを担当する一般ユーザも
利用対象者と見込んでいる．これは，サイバーパトロールに必要な人的コストを低減する
とともに，作業者の能力に依存する課題を解消し，一般ユーザにおける利便性も考慮すること
で，サイバーパトロールの導入を促進させることが，より増加が見込まれる青少年のインタ
ーネット利用における安心・安全を確保するために必要不可欠であると考えたためである．
このため，本実験では，ガイドラインを一読しただけのユーザ（以下，「初心者」）の判定
と，ガイドラインに詳しいユーザ（以下，「熟練者」）の判定結果を比較し，その差異を抽
出する．そして，抽出した結果からシステムに追加すべき内容をまとめ，改良案を提示す
る． 
6.2  実験条件 
6.2.1  実験環境 
実験環境について，次に整理する．本実験に参加する被験者を図 6.1に示す． 
 
第 6章 サイバーパトロールシステムの実環境への適用 
 
 118 
管理者 作業者A 作業者B
インターネット・ホットラインセンターが公表する
違法・有害情報の基準のガイドラインを常時確認
基準のガイドラインを
一読のみ
熟練者 初心者
 
図 6.1 本実験に参加する被験者 
 
本実験には，図 6.1 に示す合計 3 名の被験者が参加する．うち 1 人はサイバーパトロー
ルの成果を確認・管理する管理者役を担い，残り 2 人はサイバーパトロールの作業者役を
担う．実験では，2人の作業者役がそれぞれ同じ環境下で実験をし，その成果を管理者役が
確認するという流れで進行する．実験をするにあたって，実験の参加者の違法・有害情報
に関する知識レベルに差を付けるため，管理者役と一人の作業者役に違法・有害情報を判
定する基準であるガイドラインを常時確認させ，他方の実施者役には違法・有害情報を判
定する基準であるガイドラインを一読させるのみとした．これにより，初心者と熟練者の
関係を再現した． 
 
6.2.2  実験データ 
(1) 実験対象の条件 
本実証実験にて対象とする違法・有害情報は，インターネット・ホットラインセンター
が作成したホットライン運業ガイドライン[20]の規定にある「売春目的の誘引」あるいは「出
会い系サイト規制法違反の禁止誘引行為」に関連した情報とする．これは，ホットライン
センターへの通報件数が特に多い「わいせつ電磁的記録媒体陳列」や「児童ポルノ公然陳
列」などとは異なり，「売春目的の誘引」あるいは「出会い系サイト規制法違反の禁止誘引
行為」はコミュニケーションによって他者に悪影響を与える類の違法・有害情報であり，
本研究で対象とした掲示板や SNS などのコミュニティサイトに投稿されやすい特徴がある
ためである． 
ホットライン運用ガイドラインより，本実験で対象とする「売春目的の誘引」と「出会
い系サイト規制法違反の禁止誘引行為」を次に引用する．このガイドラインに則って，本
研究では実験を進めるものとする． 
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 売春目的等の誘引 
次のア又はイのいずれかの項目に掲げる要件のすべてを満たす場合には、売春目的等の
誘引の構成要件に該当する情報と判断することができる。 
ア 売春目的の誘引 
（ア） 「ゴムあり本番、60 分 3 万円」等の売春を意味する表現が連絡先（電話番号等）
等とともに記載されていること 
（イ） 「メールください、都内で会える人」等、売春の相手方となるよう誘引している
趣旨が窺われること 
イ 売春周旋目的の誘引 
（ア） 「ゴムあり本番、90 分 5 万円」等の売春を意味する表現が連絡先（電話番号等）
等とともに記載されていること 
（イ） 「女の子多数、チェンジあり」等の周旋目的の誘引であることを意味する表現が
記載されていること、その他周旋目的の誘引である趣旨が窺われること 
 
 出会い系サイト規制法違反の禁止誘引行為 
次の共通の要件のすべて、及びアからウまでのいずれかの項目に掲げる要件のすべてを
満たす場合には、出会い系サイト規制法違反の禁止誘引行為に該当する情報と判断するこ
とができる。 
（共通の要件） 
○ 面識のない異性との交際（以下「異性交際」という。）を希望する者を対象としてい
ること  
○ 異性交際に関する情報を電子掲示板に掲載していること 
○ 当該情報を閲覧した異性交際希望者が、情報を掲載した異性交際希望者と電子メー
ル等により１対１の連絡ができること 
ア 性交等の誘引（法第６条第１号及び第２号関係） 
（ア） 具体的な１８歳未満の年齢、「女子中学生」等の児童を意味する表現が記載され
ていること 
（イ） 「Ｈしたい」、「口で」、「手で」等の性交等を求める表現が記載されていること 
イ 対償の供与等を示した異性交際の誘引（法第６条第３号及び第４号関係） 
（ア） 具体的な１８歳未満の年齢、「女子中学生」等の児童を意味する表現が記載され
ていること 
（イ） 「一緒に遊んでくれませんか」、「お茶したい」等の異性交際を求める表現が記載
されていること 
（ウ） 具体的な金額の提示、「援助してあげる（ほしい）」、「お小遣いあげる（ほしい）」
等の対償を供与する又は受けることを意味する表現が記載されていること 
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ウ 異性交際の誘引（法第６条第５号関係） 
（ア） 具体的な１８歳未満の年齢、「女子中学生」等の児童を意味する表現が記載され
ていること 
（イ） 「一緒に遊んでくれませんか」、「お茶したい」等の異性交際を求める表現が記載
されていること 
 
(2) 実験対象データおよび収集方法 
本実験において，違法・有害情報が投稿されやすいと思わしきWebページを収集するた
めに用いるキーワードの一例を表 6.1に示す． 
 
表 6.1 Webページを収集するために用いたキーワードの一例 
使用したキーワード 
援交 サポ キメセク 掲示板 ウリ 掲示板 プチ 割り切り 掲示板 
セフレ 出会い 少女 出会い 掲示板 サポ 掲示板 JK 出会い 掲示板 
セフレ 掲示板 近所 掲示板 神待ち 掲示板 家出 少女 掲示板 
出会い 掲示板 SM 出会い 掲示板 サポ 掲示板 即ヤリ 掲示板 
割り切り 出会い 人妻 出会い 掲示板 逆円 掲示板 JD 出会い 掲示板 
援助 出会い 優良 出会い 掲示板 ホ別 掲示板 セフレ 穂別 
割り切り 掲示板 ハメ 掲示板 ゴ有 掲示板 支援 割り切り 掲示板 
円光 掲示板 サポ 神待ち ヤリ友 掲示板  
 
表 6.1のキーワードで得られたYahoo! JAPANの検索結果の上位 50ページ分のURLを収
集し，チェック対象リストに登録する．本実験条件では，重複含め 1,000 件超の URL が登
録されたリストを構築した．実証実験においては，このチェック対象リスト中の Web ペー
ジを対象に，違法・有害情報が含まれるかどうかを確認する． 
なお，本研究にて使用したサイバーパトロールシステムの学習データやその際に用いら
れたパラメータは，第 3章と第 4章の実証実験のものと同じデータ，同じ値を用いた． 
(3) 実験対象ユーザ 
本研究で開発するシステムの利用者は，警察庁のサイバー犯罪対策課の専門捜査官だけ
でなく，民間の学校や教育委員会，あるいはボランティアなどでサイバーパトロールに関
与する人である．そのため，実験担当者として，ガイドラインを一読しただけの初心者と，
ガイドラインを詳細に読み込んだ熟練者の確認結果とを比較する．これは，前者は知識を
持たない一般ユーザ，後者は知識を持った専門の捜査官のシステムへの反応を分析するた
CGM におけるサイバーパトロールシステムの開発に関する研究 
 121 
めである．このことにより，システムの改善点を洗い出し，一般ユーザにも普及を図れる
ようにシステムの発展方策を明らかにすることも，本実験の狙いである． 
なお，本実証実験においては，どちらのユーザに対しても，同一の実験条件下で，同一
の実験対象データを用いて実験を行った． 
6.3  実験手順 
実証実験は，次の手順に則って進めるものとする． 
 
STEP 1. 第 6.2.2 項で紹介した違法・有害情報に関連するキーワードを検索エンジンに
入力する．そして，インターネット空間から，違法・有害情報が含まれてい
ると思わしき Webページを抽出し，チェック対象リストを作成する．  
STEP 2. 抽出された Web ページを本研究にて開発したサイバーパトロールシステムに
入力し，有害度を評価する． 
STEP 3. 有害度の高いページ中に違法・有害記事が含まれるか否かを確認する． 
STEP 4. 違法・有害情報が含まれていれば，削除申請のフォーマットに登録する．な
お，削除申請の対象か否かの判断基準は，ホットライン運用ガイドラインに
基づくものとする．本項目では，まずガイドラインを一読したしただけの初
心者に削除申請フォーマットを作成させ，その次にガイドラインを詳細に読
み込んだ熟練者に削除申請フォーマットを作成させた． 
STEP 5. 判定の結果得られた 2 人のユーザの作成した削除申請フォーマットを目視で
確認する過程で，本研究で開発したサイバーパトロールシステムが実環境で
の使用に耐える利便性を備えているか否かを確認する．また，本過程を通じ
て，本研究で抽出した違法・有害情報が，インターネット・ホットラインセ
ンターの定めた運用ガイドラインの判断基準に基づいた違法・有害情報が抽
出できているかを評価し，どのような点に注意して運用させることが必要な
のかについて検討する． 
6.4  実験結果と考察 
6.4.1  実験結果 
本実験の結果を表 6.2に示す． 
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表 6.2 実験結果 
違法・有害情報 
初心者 熟練者 
記事数 ページ数 記事数 ページ数 
売春目的等の誘引 201 41 12 9 
出会い系サイト規制法違反 
の禁止誘引行為 
0 0 5 2 
合計 201 41 17 11 
 
初心者の実験結果では，Webページ 41件が「売春目的等の誘引」に該当する違法・有害
情報を含むと判定され，そこから違法・有害記事 201 件が抽出された．一方，熟練者の実
験結果では，Web ページ 9 件が「売春目的等の誘引」に該当する違法・有害情報を含むと
判定され，そこから違法・有害記事 12件が抽出された．また，Webページ 2件が「出会い
系サイト規制法違反の禁止誘引行為」に該当する違法・有害情報を含むと判定され，そこ
から違法・有害記事 5件が抽出された．以上より，次の 3項目が明らかとなった． 
 
 実際の違法・有害情報が含まれる Web ページ数は，検索結果量に対して極めて少ない
こと 
実験で用いたキーワード群 31件で得られた検索結果に対し，違法・有害情報が含まれて
いるWebページは僅かであったといえる． 
 
 違法・有害記事が一部のWebページに集中して投稿される傾向があること 
全体から見れば僅かな Web ページに違法・有害記事が集中して投稿されていた． 
 
 初心者の判定基準と熟練者の判定基準には大きな違いがあること 
同じガイドラインに則って違法・有害情報を判定したにも関わらず，初心者と熟練者の
判定基準が大きく異なっていた． 
 
以上の実験結果に対する考察は，次項で行う． 
本実験により得られた違法・有害情報の一部を表 6.3 と表 6.4 に示す．表 6.3 には「売
春目的等の誘引」について，表 6.4 には「出会い系サイト規制法違反の禁止誘引行為」に
ついての違法・有害情報の事例をそれぞれ整理した．また，表 6.3 と表 6.4 に置いて，◯
はガイドラインに沿って判定された項目，△は違法・有害情報であるが異なるガイドライ
ン基準として判定された項目，空欄はガイドラインに沿っていないと判定された項目をそ
れぞれ示す． 
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なお，これらの表においては，著作権保護の観点から，情報をそのまま引用するのでは
なく，一部の記述を改変する．また，プライバシーに関わる情報や卑猥な語句については，
その一部を●で伏せるものとする． 
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表 6.3 実験で得られた「売春目的等の誘引」に該当する違法・有害情報 
No. 
初心者 
の判定 
熟練者 
の判定 
記事 
1 ◯  
●●自信あります!!笑 
逆サポお願いします～(*^^*) 
2 ◯ ◯ 
女の子募集 
ホ別で五万であえる人？いる？荒川沖か土浦 
3 ◯  
会って●●●してくる人探してます！東京都 36歳で
す！173、63です 
4 ◯ ◯ 
身長 175 体重 60 
行くあてないんで、拾ってくれる 
女性なら誰でも ww年齢、容姿は問いません。 
月 2～6万だと嬉しいです。 
5 ◯  
新潟（19歳）A型 双子座 169cm/90kg/ぽっちゃり ●
●ですが...汗 
はじめまして！ 
希望は自分より年上で(30代前半の方) 
お姉さん的な雰囲気な方がいいです！ 
●●で太っていますがよかったらメールください！ 
最近●●に興味があるので●●してくださる方もメ 
6 ◯  
吉祥寺からです。彼女兼●●や都内で●●されたい●
●募集。 
●●●●で若くみえるっていわれます。 
●●●●●●あり。30代。 
●●●●●●、●●●●(●●●●、●●●●)、●●
●●。 
よろしくお願いします。 
7 ◯  
ぽっちゃりです 
これから会いませんか？ 
室蘭です 
優しい人好きです 
●●●大好きです 
8 ◯  誰か●●を貰ってくれる女性いませんか？ 
9 ◯  
大阪市で会える女性なら誰でもいいから●●●にな
りたい 
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表 6.4 実験で得られた「出会い系サイト規制法違反の禁止誘引行為」に該当する違法・有
害情報 
No. 
初心者 
の判定 
熟練者 
の判定 
記事 
1 △ ◯ 
"無題 
千葉住み高２です 
●●なので、リードしてくれると嬉しいです  
2 △ ◯ 
ホ別 3Kゴ有 JK1 
権堂近辺で 
3 △ ◯ 
ホ別 3Kゴ有 JK1 
駅前でもいいよ 
今日 18時 
4 △ ◯ 
今から会える人、朝日駅に迎えにきて 
JK2 ホ別 4 ゴ有で援助してくれる人 
5 △ ◯ 
JC2 です。ホ別ゴ有 TU 佐保希でお願いします。 
ミドリ前 10時 
6.4.2  考察 
本章の実験結果より，1,000件の実験対象ページから，初心者の観点で 41ページの違法・
有害情報を含むページを発見できた．本実験結果と，第 5 章の実験結果を併せて，本研究
システムは，知識を持たない一般ユーザが使用しても人的コストが大きく低減させること
ができることが明らかになった．以上より，一般へのサイバーパトロール導入に対する障
害をひとつ取り除くことが出来たものと考えられる． 
しかし，表 6.2 より，初心者と熟練者では，本システムにより抽出された違法・有害情
報に対する判定結果には，大きな数の開きがあった．インターネット・ホットラインセン
ターの 2014 年 6 月の統計情報[70]を確認すると，2014 年 6 月にホットラインセンターに寄
せられた通報件数は全 10,731 件であり，その中でも違法・有害情報を含む事例は 2,751 件
であった．一方，それ以外の 8,477件は，ガイドラインの対象外として判断されている．こ
のことから，初心者が目視にて発見したデータのうち，おおよそ 3分の 1から 4分の 1は，
ガイドラインの対象外となる場合があることが分かる．これは，本実験で得られた結果と
も合致する推論である． 
その理由を推測するため，表 6.3 と表 6.4 の実験結果で得られた判定基準の違いについ
て，第 6.2.2項（1）にて引用したガイドラインと照らし合わせながら考察する． 
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表 6.3 を参照すると，初心者の判定結果と熟練者の判定結果で，大きく結果が異なるこ
とが分かる．これは，ガイドラインに掲載されている金銭の授受規定が十分に考慮されて
おらず，「売春目的等の誘引」の要件を満たしていない情報に対しても有害と判定したため
であると考えられる．このように，一般的な判断基準とガイドライン判定要件の間のズレ
が，初心者と熟練者の判定結果の違いに大きく関与していることが想定される． 
表 6.4 を参照すると，初心者，熟練者共に違法・有害情報と判定されたが，初心者の分
類では，ガイドラインには合致していないことが分かる．これは，ガイドラインに掲載さ
れている年齢規定が十分には考慮されておらず，単純な「売春目的等の誘引」に関する違
法・有害情報と判定されたためであると考えられる．この違いは，違法・有害情報を通報
や削除申請する際に大いに影響するため，実際のサイバーパトロールにおいては明確な区
別が必要になる． 
以上の考察結果より，実用的なサイバーパトロールシステムを実現するためには，一般
ユーザに対して，ガイドラインの判定基準を明確に提示することが望ましいことが分かる．
そこで，本開発システムの発展計画として，適用するガイドラインに併せて，記述のどの
部分が抵触するかをひと目で分かるようにするなどの対策が必要と考えられる． 
6.5  実用化に向けての提案 
本章では，第 6.4 節の実験結果から得られた知見に基づき，開発したサイバーパトロー
ルシステムを実用化するための機能要件について提案する． 
初心者と熟練者の両方が使用しても同様の結果を導くためには，熟練者が判断の基準と
しているガイドラインの条項が初心者にもわかりやすいかたちで提示する必要がある．そ
こで，本論文では，開発システムをガイドラインに沿って運用するための機能要件につい
て提案する． 
第 5章の表 5.1に沿って，改善が必要な項目と機能要件を表 6.5に整理し分析する． 
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表 6.5 改善が必要な項目 
作業項目 
提案システムを利
用したサイバーパ
トロール 
サイバーパトロールシス
テムの実用化に際し改善
が必要な項目 
機能要件 
チェックリス
トの作成 
あらかじめ用意し
たチェックリスト
を用いる． 
－ － 
チェック対象
の有害性判定 
サーバ側で有害度
の情報を付加す
る． 
ガイドラインの評価要件
を明確化し，対応関係の
情報を付加する． 
ガイドラインの条項を
分析し，評価要件を抽出
する．そして，解析記事
中における評価要件を
確認する． 
Webページの 
確認 
本システムの Web
ブラウジング画面
を利用して有害度
に応じて必要な
URL のみ目視で確
認する． 
－ － 
記事の抽出 
記事分割機能によ
り個々の記事を抽
出する． 
抽出した記事中から，ガ
イドラインの評価要件と
合致する項目を明確化
し，視覚化する． 
評価要件ごとに，記事内
容との一致不一致を判
定し，その結果を画面に
反映することで，ユーザ
に分かり易く提示する． 
削除申請の作
成 
本システムの削除
申請作成画面を用
いて，記事分割結
果の投稿記事から
削除申請を作成
し，コンピュータ
上に保存する．記
事分割に失敗した
場合は，手作業に
よるサイバーパト
ロールと同様の方
法で行う． 
－ － 
 
表 6.5より，サイバーパトロールシステムの実用化に際し，改善が必要な項目は，「ガイ
ドラインの評価要件を明確化し，対応関係の情報を付加する」作業項目と「抽出した記事
中から，ガイドラインの評価要件と合致する項目を明確化し，視覚化する」作業項目であ
る．また，これらの作業項目に対して追加する機能要件としては，「ガイドラインの条項を
分析し，評価要件を抽出する．そして，解析記事中における評価要件を確認する」機能と
「評価要件ごとに，記事内容との一致不一致を判定し，その結果を画面に反映することで，
ユーザに分かり易く提示する．」機能とが必要になる． 
そのためには，ガイドラインの評価要件をシステム化する必要がある．記事部分の文字
数が少なすぎるため，柔軟な評価要件と記述内容の対応関係を分析することは，それ単体
で大きな研究課題となる．このため，喫緊の対策として，評価要件の中で単純なものを対
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象に IF-THEN ルール化し，記述内容との対応関係を解析する方法が考えられる．たとえば，
第 6.4.1 項の実験で扱った「売春目的等の誘引行為」であれば，『売春を意味する表現（金
額の提示）』や『連絡先（電話番号等）』などが，評価要件として挙げられている．これら
の評価要件は，形態素解析による数値単位や定形表現の抽出などの過程で得られるものと
考えられる．これらの対応可能な項目から評価要件をルール化し，ブラウザでユーザに視
覚的に提示するシステムなどを備えることで，初心者でも熟練者と同様の判断基準に則っ
た違法・有害情報の判定が行えることが期待される． 
実用化に際しては，これらの項目を優先的に実装し，より一層のネットパトロールの普
及促進に努める． 
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第7章  総括 
小学生から高校生までの年代の青少年に携帯端末が普及することにより，新たな社会問
題として，インターネット上に投稿された違法・有害情報が与える影響が問題視されてい
る．「出会い系サイト規制法違反の禁止誘引行為」や「売春目的等の誘引行為」などに代表
される様々な違法・有害情報への対策として，フィルタリングソフトの導入促進やサイバ
ーパトロールによるインターネットの監視などの取り組みが実施されている．しかし，青
少年の携帯端末へのフィルタリングソフト導入割合は，青少年全体の 55.2％と低い状態で
あり，保護者を含め必要性に対する理解が不足している状態である．一方のサイバーパト
ロールも，実施には膨大な人的コストが発生するため，社会的要請が漸増しているのに対
して必要な作業者の確保が間に合ってない状況である． 
そこで，本研究では，サイバーパトロールの課題を明確化し，それらの課題に対する解
決手法を考案した．そして，それらの解決手法を基に，サイバーパトロールの管理者と作
業者を支援するためのシステムを開発し，その有用性を検証するとともに，実用化に向け
ての改善について取り組んだ． 
各章の内容について，それぞれ概説する． 
 
第 1 章では，研究の背景として，青少年への携帯端末が普及している現状とそれが原因
となって派生した違法・有害情報による悪影響という新たな社会問題について述べた．そ
して，それらから青少年を保護するために実施されるサイバーパトロールの取り組みとそ
の実施手順における課題点を明確化し，それらに対する本研究の取り組みについて概説し
た．本研究で解決対象とするサイバーパトロールの課題は，「際限なくチェック対象が増加
するため，人手での網羅的な確認は不可能」と「Web ページの構造はそれぞれ異なってい
るため，共通基準での分析は困難」の 2 点である．それらの課題に対し「Web ページを解
析し，自動的に違法・有害情報の有無を判定する手法」と「多様なフォーマットの Web ペ
ージを適切に分割し，記事単位の分析を支援する手法」という解決手法を提案し，それら
の手法を基にサイバーパトロール管理者と作業者を支援するサイバーパトロールシステム
を開発するという本研究の枠組みを提示した． 
 
第 2 章では，サイバーパトロールの課題点に適用可能な既存手法について調査した．そ
して，既存手法をただ適用しただけでは解決が困難な課題を抽出し，具体的な解決手法を
提案した．既存手法をサイバーパトロールに適用した際に発生する課題点として「Web ペ
ージ内に複数のウィンドウサイズが混在しており適切な単語の共起関係を抽出できない課
題」と「記事部分を選択的に抽出できない課題」とを挙げ，それらに対する解決手法とし
て「Web ページの見た目の特徴に基づきブロックを抽出し，そのブロックをウィンドウサ
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イズとする手法」と「多様なフォーマットの Web ページからメインコンテンツを推定」し
「メインコンテンツを投稿記事単位に分割する手法」とを提案した．これらを基に開発す
るサイバーパトロールシステムの全容について図で示し，本研究で実現する範囲について
明確化した． 
 
第 3章では，「Webページを解析し，違法・有害情報の有無を判定する手法」に関する既
存手法をサイバーパトロールに適用した際に発生する課題である「Web ページ内に複数の
ウィンドウサイズが混在しており適切な単語の共起関係を抽出できない課題」について，
本研究で取り組んだ解決手法の考究の流れについて詳述した．本章では，「語句の特徴を学
習する手法」と「ウィンドウサイズを考慮せずに固定し語句の共起関係の特徴を学習する
手法」と「ウィンドウサイズをブロック単位とし，語句の共起関係の特徴を学習する手法」
という 3 つの手法について検討し，それぞれのメリットとデメリットを勘案した上で，最
終的に「ウィンドウサイズをブロック単位とし，語句の共起関係の特徴を学習する手法」
を本研究の提案手法を採用した．そして，提案手法を実装し，収集データを対象に実証実
験を行い，その有用性を確認した．実証実験の結果，提案手法は F 値にして 0.9575 の精度
で違法・有害情報を判別できた．以上の実験結果から，本提案手法により，サイバーパト
ロールの「際限なくチェック対象が増加するため，人手での網羅的な確認は不可能」とい
う課題が解決された． 
 
第 4 章では，「多様なフォーマットの Web ページを適切に分割し，記事単位の分析を支
援する手法」に関する既存手法をサイバーパトロールに適用した際に発生する課題である
「記事部分を選択的に抽出できない課題」について，本研究で取り組んだ解決手法の考究
の流れについて詳述した．本章では，「ブロック抽出手法を用いて分割する手法」と「Web
ページのレイアウトに基づき分割する手法」と「HTML ソースの同一性に基づき分割する
手法」という 3 つの手法について検討し，それぞれのメリットとデメリットを勘案した上
で，最終的に「HTML ソースの同一性に基づき分割する手法」を本研究の提案手法を採用
した．そして，提案手法を実装し，収集データを対象に実証実験を行い，その有用性を確
認した．実証実験の結果，提案手法は F 値にして 0.891 の精度で Web ページを分割して投
稿記事を抽出できた．以上の実験結果から，本提案手法により，サイバーパトロールの「Web
ページの構造はそれぞれ異なっているため，共通基準での分析は困難」という課題が解決
された． 
 
第 5 章では，第 3 章と第 4 章で考案した提案手法を基に開発したサイバーパトロールシ
ステムについて詳述した．その際，サイバーパトロール管理者，作業者と関連機関のそれ
ぞれが担当する業務内容について明確化した上で，実装するシステムの要件を決定した．
その結果，本研究で開発したサイバーパトロールシステムは，主に管理者が利用する Web
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システムと主に作業者が利用するクライアントシステムとの 2 つで構成されるシステムと
なった．そして，これらのシステムを利用した際の画面遷移図を提示し，実際の利用方法
について詳述した後に，開発したサイバーパトロールシステムが有用であるかどうかにつ
いて，仮想環境を用いた実証実験を通じて確認した．実証実験の結果，サイバーパトロー
ルシステムを利用することで，サイバーパトロールを効率化し「全ての工程に人手が必要」
という課題が解決されたことから，本研究の有用性が実証できた． 
 
第 6 章では，実環境でサイバーパトロールシステムを運用した際に発生する課題点を抽
出するため，インターネット・ホットラインセンターのガイドラインに準拠した場合の運
用実験を実施した．実験においては，3人が実験担当者として参加した．それぞれ「サイバ
ーパトロール管理者」役，専門的にサイバーパトロールを実施する作業熟練者役，そして
ボランティアでサイバーパトロールを実施する作業初心者役である．熟練者役と初心者役
の違いは，ガイドラインの内容を詳細に把握しているか否かの違いである．熟練者役と初
心者役を用意した理由は，本研究で開発したサイバーパトロールシステムが熟練者と初心
者の両方で利用可能なものであることを確認すると同時に，それぞれの利用結果を分析し，
システム的な拡張が必要な項目を抽出するためである．実験の結果，ガイドラインの内容
を具体的に把握していない初心者は，印象で違法・有害情報を判定するため，熟練者の判
定結果に比べて誤判定が多い結果となった．以上の研究成果より，本研究の提案手法と開
発システムの有用性を実証した．また，実用化に際して，熟練者でも初心者でも同様の結
果を得られるようにシステムを発展させる手段を考案し，その実装要件について整理した．
このことから，本研究の目的であったサイバーパトロール管理者と作業者を支援するサイ
バーパトロールシステムの開発を実現したといえる． 
 
本研究成果の今後の展開として，サイバーパトロールシステム以外への適用を検討する．
本研究の提案手法は，技術的な観点から述べると Web ページの構造解析技術，およびそれ
と連携したフィルタリング技術であるといえる．このため，フィルタリングする対象の情
報を変更することで，様々な分野への適用が可能である． 
提案手法の具体的な適用対象として，「CGM のスパムフィルタリング」や「Web データ
マイニング」への適用などが考えられる．それぞれへの適用の検討内容を次に概説する． 
「CGMのスパムフィルタリング」に関する研究背景として，本研究で対象とした違法・
有害情報と同様，Web2.0 の普及に伴いスパムが CGM 上に大量に投稿されるようになった
という状況がある．これは，アフィリエイトプログラムという Web 広告システムが普及し
たことや，検索エンジンのページランクというアルゴリズムが情報の閲覧数に大きな影響
力を持つようになったことから，スパムを大量に投稿すること自体に価値が発生したため
である．これらのスパムへの対策として様々なフィルタリング手法が提案されているが，
新たな CGMサービスが開始される度に，適したスパムフィルタリング手法を開発しなけれ
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ばならないという課題がある．そこで，本研究で考案した Web ページの構造解析技術を応
用し，HTML ソースの構造から Web ページ中の記事部分を抽出することで，新しい CGM
サービスに対しても，柔軟性と拡張性を持ったフィルタリング手法を実現可能であると考
えられる． 
「Webデータマイニング」に関する研究背景として，情報端末の普及と情報技術の発展，
および CGMサービスの利用者数増に伴い，インターネット上に膨大な量の情報が蓄積され
ている状況がある．これらの情報から有用な知見を抽出するための Web データマイニング
に関する技術[72][73]が活発に議論されている．そこで，本研究で考案したWebページの構
造解析技術とフィルタリング技術を応用し，必要な情報のみを適切に抽出することで，様々
なWebページから自動で有用なデータを収集するWebマイニング手法を実現可能であると
考えられる． 
以上の通り，本研究で開発した技術は様々な分野に適用できる可能性を秘めた研究成果
であると考えられる． 
 
今後の研究展開では，サイバーパトロールシステムを様々な団体に提供し，実際に使用
したユーザからのフィードバックを反映してシステムを改善していく予定である．このこ
とにより，サイバーパトロールシステムを高度化し，サイバーパトロールのより一層の普
及を促進させる活動を行い，青少年のインターネット利用環境を健全なものとする活動を
実施していくことを考えている．また，それと同時に，本研究で考案した技術の適用範囲
を広げ，様々な分野における適用事例を増やしていくことで，技術自体を発展させ，今後
の高度情報化社会において有用な解析技術の確立を目指す． 
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