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Abstract

With high-resolution cameras, large storage, high computation power CPU, and
fast wireless network connection, mobile phones have evolved into powerful
image processing and transmitting devices. Increasing amounts of visual data are
uploaded and downloaded between the users and service providers on mobile
platforms. Mobile software applications for processing the visual data have been
developed significantly in recent years. These applications are supported by
Content Based Image Retrieval (CBIR) technology. Mobile Visual Search (MVS),
as a type of new research area in CBIR, can provide the services of search and
retrieval of visual information specifically for mobile devices.
This project investigates a mobile visual search system using image synthesis
and sparse coding. Local features are extracted from the image and fed to a feature
aggregation algorithm to form a feature vector describing the content of the image.
To improve the affine invariance of content description, the SIFT features are
extracted from synthesized and original images. The sparse coding algorithm
is then employed to aggregate SIFT features into a compact visual descriptor.
The dimensionality of the generated descriptor is further reduced using Principal
Component Analysis (PCA). Image synthesis parameters, pooling schemes and
XI

Abstract
the size of the compressed feature vector are explored to find the optimum visual
search performance.
To reduce the computation cost and improve the efficiency, a feature selection
method using Graph-Based Visual Saliency (GBVS) detection is proposed. Only
the salient features located inside the detected saliency map are used to represent
the dominant objects in the image. The K-Nearest Neighbor (KNN) classifier is
used to match the visual descriptor of the query image with those of the database
images. The proposed visual descriptor is tested on two datasets; it achieves a
Top-4-Score of 3.47 on the UK benchmark database and a mean Average Precision
of 59.2% on the Holidays database. Furthermore, the proposed visual descriptor outperforms three state-of-the-art visual descriptors, namely Bag of Features
(BoF), Fisher Vector (FV) and Vector of Locally Aggregated Descriptor (VLAD).
In the proposed mobile visual search system, the proposed visual descriptor
and GBVS feature selection scheme are employed. Evaluated on the same two
datasets, it was found that the features can be reduced by 25% at the cost of less
than 1% reduction in retrieval accuracy.
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Mobile terminals, such as smart phones, tablets, and PDAs (Personal Digital
Assistant), have developed into powerful image and video information processing
devices in the last decade [5]. They are combined with high-resolution cameras,
hardware-accelerated graphics and broadband wireless network services. Following their increasing use in daily life, more and more visual information is
being generated and transmitted over the Internet, and thus becomes an asset of
enormous commercial value and significance research area. A novel class of applications that use images or video records to retrieve related information has been
implemented on mobile devices. It is known as Mobile Visual Search (MVS) [5].
MVS technologies overcome the inherent limitations of text-based information retrieval systems, such as semantic fuzziness and abstract expression of language.
With the upcoming Big Data era [5], visual based information extraction, analysis
and retrieval will have more advantages over other information processing meth1

1.1. Research objectives
ods. In practice, many interesting applications have been developed, including
Google Goggles [2], Nokia Point and Find [3] and Kooaba [4].
Mobile visual search has become an active research field in the past few
years [5]. It involves methods from several research areas, including image processing, computer vision, information theory and machine learning. Due to the
complexity of visual information compared with text or voice signals, both the
information description methods and retrieval algorithms are different from those
of the traditional information search engines. In addition, because of large-scale
databases used and the dense features generated from each image, mobile visual search is required to deal with vast amount of data flow under real-time
constraints.
Mobile visual search systems seek similar visual information as query, starting
from a mobile terminal. Although much research attention has been focused on
mobile visual search recent years, a unique set of challenges still remain to be
addressed. These challenges include: variations in image capturing conditions
like different illumination, changes of scale and view angle, limitations of battery
and memory usage, and high network cost incurred by data transmission. To
overcome these challenges, a MVS system with efficient and robust performance
but requiring less resource is developed in this project.

1.1 Research objectives
The overall goal of this project is to develop a mobile visual search system that
can represent and retrieve images with similar visual content. The novelty of this
project is the use of image synthesis, sparse coding, and saliency detection for

2

1.2. Contributions
image retrieval. By exploiting these techniques, we will design a mobile visual
search system with higher accuracy and less resource than existing methods.
The specific aims of the research are to:
• develop approaches to improve the affine invariance of image descriptor;
• investigate descriptors, based on sparse coding, that can represent an image
more efficiently and accurately;
• design algorithm to select robust and informative local features, which can
reduce the computation time and cost of the system.

1.2 Contributions
The principal contributions of this thesis are listed as follows.
• We propose a visual search descriptor based on sparse coding. By using
sparse coding, the local features extracted from the input image can be
aggregated into a compact vector with much small feature reconstruction
error.
• In the proposed descriptor, an image synthesis approach used in Affine-SIFT
is first introduced into image retrieval problems. This improves the affine
invariance of the descriptor significantly.
• A mobile visual search system is developed by using the proposed visual
descriptor. In our MVS system, a saliency detection algorithm is included
to select more informative local features extracted from the input image. By
employing this method, Graph-Based Visual Saliency (GBVS) detection is
3

1.3. Thesis organization
first time introduced to image retrieval area. The feature selection method
using GBVS saliency detection is used to achieve accurate content representation but much less computation cost.

1.3 Thesis organization
This thesis consists of six chapters:
• Chapter 1 outlines the project background and objectives and highlights the
research contributions.
• Chapter 2 gives a survey of the image representation and retrieval methods
used in mobile visual search. In this chapter, state-of-the-art visual search
methods are presented.
• Chapter 3 presents the proposed visual descriptor based on sparse coding
with four stages: image synthesis, local feature extraction, sparse coding
and encoding, and dimensionality compression.
• Chapter 4 describes a mobile visual search system combining the proposed
visual descriptor and a feature selection scheme using saliency detection.
By using this scheme, the proposed system achieves acceptable accuracy
with much less computation time.
• Chapter 5 presents the experimental results of this project. The evaluation
results include performances of the proposed descriptor and mobile visual
search system. In this chapter, several existing image retrieval methods are
compared using the same databases.

4
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• Chapter 6 summaries the research activities, provides the concluding remarks and future directions of research in MVS.
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Due to the improvement of mobile devices and wireless network technologies,
applications based on visual information, such as visual localization and navigation, image based online shopping, and visual based tour or shopping guide,
have been more and more popular. Although these applications and services
are protean, they all rely on fast and efficient visual content retrieval technologies. Content based visual search systems exhibit more advantages in retrieval
6

2.1. Overview of mobile visual search
accuracy and content variety, compared to managing visual information based on
abstract language descriptions like names, topics or tags. Mobile visual search is
a complicated problem that builds on research in computer vision, text retrieval
and machine learning. In this chapter, the relevant areas and prior research on
mobile visual search are reviewed and analyzed.
Section 2.1 presents an overview of mobile visual search, its structure and
challenges. Then the core technologies used in mobile visual search systems are
divided into two parts: low-level image features are reviewed in Section 2.2 and
image feature aggregation models are discussed in Section 2.3. Local features
and image feature aggregation models lay the foundation of this project. One
contribution of this thesis is applying feature selection to visual search. Different
types of feature selection approaches used in computer vision tasks are presented
in Section 2.4. Feature dimensionality reduction methods are also reviewed in
this section. Then image matching methods for image retrieval applications are
discussed in Section 2.5, followed by the chapter summary in Section 2.6.

2.1 Overview of mobile visual search
Mobile visual search shares the same ideas with other information retrieval technologies: they all start with querying the information of interest and comparing
the queried information with known information in a database. The differences
lie in the information representation approach, known as image description, and
the comparison approach, known as image retrieval and matching. Before discussing image description and matching techniques, we first present an overview
of the structure of a mobile visual search system and the challenges faced by this

7
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technology.

2.1.1 Structure of mobile visual search system
From previous literatures, most mobile visual search systems are based on the
client-server model [5, 6, 7]. This model is subdivided into several modules,
as summarized in [5], including the capture of a query image, feature extraction,
feature matching and matching verification, shown in Fig. 2.1. There are two types
of client-server architectures used in the existing mobile visual search systems:
• The mobile device converts the query image into visual features and transmits them to a server. Then information retrieval is executed on the server
to find the target visual content. For example, the CD cover recognition
system [8], the mobile product system [7], the Car-Rec system [9], and the
mobile landmark search system [10], all use this type of architecture, by
sending only a set of low bit-rate features to the server for matching them
in a tree structured database.
• The mobile device captures and transmits a query image to the server
through a wireless network. The query image analysis and information
retrieval among database are completed on the server-end [5]. Examples of
systems that employ the second type architecture include the SnapToTell system [11], the image-based Indoor Positioning System [12], and the MedLeaf
system [13].
The chosen system architecture is determined by the performance of the features used and the resources available, both software and hardware. To gain a

8
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Capture of
Query Image

Extraction of
Feature

Feature
Matching

Matching
Verification

Figure 2.1: Block diagram of a general mobile visual search system.
better appreciation of the complexity of the problem, we highlight a unique set of
challenges posed by mobile image retrieval applications in following subsection.

2.1.2 Challenges of mobile visual search
The challenges faced by mobile visual search can be divided into two types: one
is caused by the characteristics of the visual search problem itself and the other is
caused by the mobile device limitations. The challenges due to the characteristics
of visual search problem include:
• The image content of the same object or scene can vary significantly due to
the changes of viewpoint, illumination condition, scale and background.
• The content of an image is affected by the changes at partial region of view,
object deformation or partial occlusion.
• To retrieve arbitrary content, visual search systems are required to deal with
large databases efficiently.
These challenges need to be addressed by all visual search systems, both
computer based and mobile based. When visual search is applied on mobile
devices, additional constraints arise:
• The memory and computing ability on mobile devices are limited. Only
limited amount of data can be processed at one time by mobile devices.
9

2.2. Low-level image features
• Significant system latency occurs on mobile based visual search systems,
which is negligible in the case of computer based visual search systems. The
latency can be caused by processing delay on the mobile device, transmission
delay on the network, and processing delay on the sever [5].
• Due to the limited battery life of mobile devices, energy utilizations becomes
critical issue [5].
To overcome the above challenges, different approaches have been proposed
for each stage of the mobile visual search system. In the following, algorithms
used in mobile visual search are reviewed.

2.2 Low-level image features
Text information search, which has been highly successful due to years of development, brings much inspiration to visual information analysis and retrieval. The
most important inspiration is the idea of using features. Based on this, most computer vision tasks employ low-level image features, including local and global
features, to extract the information from images directly and represent the image
content in a normalized form. Local features obtained from multiple patches of
the image show more robust performance to occlusion and clutter. Global features
can represent an image with only one vector leading to reduced computation cost.
In the following two subsections, we will review local and global low-level
image features used in Content Based Image Retrieval (CBIR). In this review, we
pay more attention to typical local features as they are more frequently used in
the area of visual search or image matching.

10
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2.2.1 Local features
Local features, developed from the first corner point detector proposed twenty
years ago [14], are a class of image features extracted from local regions around
interest points; they are widely used in computer vision. In general, a local
feature can be obtained in three steps: interest point detection, local information
description and feature vector generation. We will review methods used in these
three steps shortly, and then we will focus on several local features used typically
in mobile visual search tasks.
In the first step of local feature extraction, interest points can be detected by
either a corner-based detector or a blob-based detector. These methods detect
the points with high curvature, such as Harris [15] and SUSAN detector [16], or
regions with strong contrast compared to their neighboring regions, such as the
SURF detector [17]. The interest points are more robust to viewpoint and illumination changes. Recently, a new efficient method called FAST [18] has been proposed
for extremely fast interest point detection using machine learning. By employing
the idea of scale-space, interest point detectors, such as SIFT detector [19] and
SURF detector [17], are endowed with scale-invariance.
Once interest points are detected, information around them, such as orientation, gradient and color, is used as local information to generate feature descriptors. The local information is usually mapped into fixed size weighted sub-blocks
or bins, e.g., 4 × 4 sub-block in SIFT and 17-bin histogram in GLOH [20]. Then by
using normalization or dimensionality reduction methods, local feature descriptors are generated. Each local image feature is represented as a vector, which can
be compared using a distance measure, or classified by standard classifiers.
11
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Next we focus on several representative local image features that strongly
influence the high-level visual search applications. Most of them are employed
in the existing visual search systems.
SIFT (Scale Invariant Feature Transform)
The SIFT feature proposed in 1999 [19] is invariant to changes in scale, rotation,
partial illumination and view angle. It is one of the most popular local features,
and forms the touchstone for many local features that have been developed after
it. The extraction of SIFT comprises four steps. First, interest points invariant to
scale are detected by difference-of-Gaussian filters in multiple scales. Second, the
interest points are selected as keypoints, after interest points with weak stability
located on edges are discarded. Third, by sampling the gradient orientations
with 4 × 4 sub-blocks, the main orientation around every keypoint is assigned
to the detected features. After this step, rotation invariance is achieved. Finally,
gradient information in each sub-block is arranged into bins, and normalization
is applied to each bin to generate the feature vector. The SIFT descriptor is widely
used in image matching and retrieval applications because of its invariance to
scale change. It can be used in object recognition with even fewer features.
However, the extraction and matching of SITF feature is a slow process due to
large computation load and feature vector size. By combining it with Vocabulary
Tree (VT) [21] or Bag of Features (BoF) [22], SIFT has been used in fast image
retrieval tasks with desirable results.
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SURF (Speed Up Robust Features)
Compared to SIFT, the Speed Up Robust Features presented in [17] have a similar
or better performance but are almost ten times faster. Different approaches are
employed during the extraction of SURF. There are four steps in the generation
of SURF features. First, to achieve faster computation speed, a method known as
integral image is used. Second, using different filter sizes to simulate the change
of view scale, keypoints are detected in the integral image and selected by a preset
threshold. Third, to achieve invariance to rotation, Harr wavelets are employed
to determine the main orientation of the gradient around each keypoint. In the
final step, the coordinate is rotated to the main orientation obtained from the last
step and then gradient information with a Gaussian weight is presented in the
bin of each sub-block.
The use of both integral map and varying filter sizes reduces the computation
cost and improves the extraction speed. The SURF interest point detection method
based on Hessian matrix is reliable and robust. As a faster extension of SIFT, SURF
is widely used in visual search systems like the mobile visual recognition system,
Kooaba [4]. However, the SURF descriptor is sensitive to rotation, which limits
its usage.
Affine-SIFT
Affine-SIFT, or ASIFT, proposed in [1], has been reported as the best affine invariant local feature descriptor. By introducing a full affine camera model to simulate
the procedure of capturing a photo, the ASIFT overcomes the affine weakness
of other image descriptors. This method simulates the possible observation lo-
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cations in 3-D by sampling the observation space with two camera orientation
parameters, rotation and tilt. Then the SIFT features are generated from the simulated local image patches. The proposed simulation method makes a full affine
transformation possible of SIFT features. Finally, SIFT descriptors of simulated
patches from both query and reference images are compared in the matching
stage. Compared to other image descriptors, such as SIFT, SURF, and MSER [23],
ASIFT exhibits the most outstanding affine invariance performance. However,
due to the large number of possible observation locations and the computation
complexity of SIFT, the extraction and matching speed of ASIFT is extremely slow,
even with the improvement method suggested by the authors.
CHOG (Compressed Histograms of Gradient)
Compressed Histograms of Gradient has better matching performance and storage space requirement than features described above [24]. The detection of interest
points is the same as that of SIFT or SURF. The difference is in the description of local area. First, carefully designed spatial cells, called DAISY configuration in [25],
are used to divide the local area. The local areas are overlapped and smoothed
by a Gaussian filter to reduce the interest point localization error. Second, after
normalizing the joint-gradient histogram in each sub block, vector quantization
is performed to quantize the gradient distribution information into a set of bins.
Finally, the gradient information in each spatial cell is encoded into fixed-length or
entropy code to generate the CHOG descriptor. A CHOG descriptor with 60 bits
matches the performance of a SIFT descriptor with 1024 bits [26]. However, due
to the complexity of spatial sub-block assignment scheme, the extraction of the
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CHOG is not fast enough. In addition, the quality of features is also influenced by
the detection of interest points, which doesn’t receive much attention in CHOG.
MSER (Maximally Stable Extremal Region)
Maximally Stable Extremal Region is an affine invariant local feature [23]. The
extraction of MSER consists of three steps. The first step is to identify the extremal
regions by applying a set of binary thresholds, resulting in a set of binary images.
The MSERs are the regions that appear in a wide range of thresholds; they are
detected by the differential ratio between the pixel value and the threshold. The
set of binary thresholds contributes to scale invariance. The stability of affine
transform is achieved by the normalization of local area. However, the number
of detected MSERs is not rich enough, leading to low repeatability. Another
drawback is, that MSER fails almost completely under large background change.

2.2.2 Global features
Global features, which describe an image as a whole, can represent image content
efficiently and structurally. They provide an overall spatial organization of scale
and orientation information of the image. The global features of a single image
can easily be computed and used for matching images. These features, such as
color histogram [27], Gist [28] and global texture [29], are widely used in scene
and object classification. By combining standard classification methods like SVM,
high recognition accuracy and efficiency can be achieved.
In addition, global features are also used to contribute to visual search system
in several proposed systems [28, 30, 31]. In [31], it is pointed out that the global
contextual information provided by global features can benefit the visual search
15
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mechanism greatly. However, their sensitivity to illumination changes, e.g., color
histogram [27], or their low distinctiveness to local content variance, e.g., Gist [28]
or global texture [29], prevents global features from independently completing
accurate visual search tasks.

2.3 Image feature aggregation models
In general, hundreds of local features are extracted from each single image. Their
robustness to the change of view angle, illumination and scale makes them attractive for many computer vision applications. However, their high dimensionality
and computation cost inhibit their use in real-time computer vision tasks involving large scale data processing. Global features can represent each image
with a single vector, and require less computation for both feature extraction and
matching. However, the insensitivity to changes in local regions and the limited
discrimination power render global features unsatisfactory for accurate visual
search problems.
To take advantages of both the robustness of local features and the efficiency
of representing each image with a single vector, different image feature aggregation models, sometimes referred to mid-level image features [32], have been
proposed. These feature aggregation models aim to generate a higher level image
representation from a low-level feature set by employing different feature aggregation approaches. In this section, we review several popular models and present
a comparison of their feature aggregation approaches.

16

2.3. Image feature aggregation models

2.3.1 Feature assignment models
Since the Bag-of-Feature (BoF) model has borrowed from text retrieval area in the
work of [22], more and more similar image feature aggregation models have been
developed; these methods achieve state-of-art performance in visual search area.
In this subsection, we review three popular models, namely BoF, Fisher Vector
(FV) [33], and Vector of Locally Aggregated Descriptor (VLAD) [34], and present
sparse coding for feature representation.
Bag-of-Features
Bag of Features, or Bag of Words (BoW), is an image feature aggregation approach
borrowed from the realm of text retrieval [22]. The pipeline of this model can be
described as follows:
• A codebook of k visual words is obtained by k-means clustering using a set
of local features extracted from a large number of images with various kinds
of content.
• Each local feature of an image is associated with its nearest visual word.
• Finally, the image is represented by the histogram of visual words in the
form of a single k-dimensional vector.
After the feature vectors are generated, they are used to measure the similarity of images. Based on BoF representation, several variations have been proposed, using different vector normalization methods and different vector weighting schemes, or combined with spatial information verification methods. For
example, replacing k-means with soft quantization [35] brings significant accu17
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racy improvement, and the method using min-hash [36] leads to faster retrieval
speed.
Fisher Vector (FV)
The Fisher Vector (FV) [33] is a powerful feature representation method that
groups a variable number of local features into a single fixed size vector using
the Fisher kernel method. By employing the Gaussian Mixture Model (GMM) to
describe the distribution of local descriptors from unrelated training images, a visual codebook with k centroids is obtained. An image local feature set is presented
with a Fisher descriptor by computing the gradient of the feature likelihood with
respect to the distribution of GMM. Then the high dimension feature vector is
further compressed into Compressed Fisher Vector (CFV) [37]. In classification
and retrieval systems, the Fisher Vector was reported to have better performance
than the BoF model.
Vector of Locally Aggregated Descriptors (VLAD)
VLAD [34] is a more recent approach of aggregating local features into a global
descriptor combining the idea of both BoF and FV. Similar to BoF, a codebook
of k centroids is learnt by using K-means, and each local descriptor of an image
is assigned to its nearest visual word in the codebook. VLAD differs from BoF
only in the next step. It doesn’t generate the feature vector from the histogram
directly, rather it aggregates the residuals by summing the differences between
the descriptor vectors and their respective visual words in the codebook. Experimental results have shown that the VLAD descriptor outperforms BoF in visual
search tasks with less memory and reduced computation load [34].
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Sparse coding based image representation
Sparse coding provides a class of algorithms for finding succinct description of
input data; such algorithms widely used in machine learning, neuroscience, and
signal processing. Sparse coding captures higher-level features to represent a set
of signals by using the sparse linear combinations of basis elements [38]. As a
powerful tool of signal representation, sparse coding becomes more and more
popular in computer vision and achieves state-of-art performance. It linearly
reconstructs a set of variable number and unlabeled signals by using the least
number of basis chosen from the learnt basis set with limited error. Therefore,
sparse coding can be easily employed to replace the classical feature aggregation
models with much smaller reconstruction error.
Let X = [x1 , . . . , xn ] in Rm×n be a set of m-dimensional local descriptors extracted
from an input image. The sparse coding aims to represent X with a set of sparse
[
]
α1 , . . . , α n ] using a codebook D = d1 , . . . , dp , where α i ∈ Rp and
codes A = [α
D ∈ Rm×p , see Fig. 2.2. Normally, the codebook D is an overcomplete basis set,
i.e., p > m. Mathematically, the sparse coding problem can be stated as:
αi ∥0
min ∥α
αi

s.t.

αi ,
xi = Dα

(2.1)

αi ∥0 is the ”ℓ0 -norm” . This problem is NP-hard but it could be converted
where ∥α
into the ”ℓ1 -norm” by relaxing the constraints. Then the above sparse coding
problem becomes a Lasso-type problem,
αi ∥22 + λ|α
αi |,
min ∥xi − Dα
αi

(2.2)

where λ is a regularization parameter. This problem can be solved by algorithms
like interior point method [39] and grafting [40]. More recently, several efficient
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Figure 2.2: Sparse coding based feature representation.
algorithms have been proposed, like feature sign [41] and modified Least Angle
Regression [42], which make sparse coding an attractive techniques for problems
with time constraints. After representing the local feature set with a set of sparse
codes, max or average pooling is applied to convert the sparse codes into a single
vector; the input image is finally represented by a single vector.
Combined with the spatial pyramid matching [43] or spatial pooling [44],
sparse coding is widely used in image classification problems. We should note
that the dictionary used in sparse coding can be pre-defined or learnt from natural
images. However, in the work [45], the authors proved that the learnt dictionary
shows much better performance than a predefined one.

2.3.2 Different feature assignment methods
The feature representation models discussed above are sometimes treated as extensions of Bag-of-Features model as they are all considered as dictionary-based
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feature representation methods [46, 47]. However, due to the differences in the assignment of low-level features, their performances vary dramatically. The feature
assignment methods can be categorized into three types:
• The feature assignment in BoF is based on clustering using the k-means
algorithm. Each local feature is assigned to its nearest-neighbor in the
feature space defined by its dictionary; this is known as 1-of-k scheme [47],
see Fig. 2.3(a). Although soft assignment has been proposed to assign each
local feature to several visual words, the substantial assignment approach
for each visual word is still based on the 1-of-k scheme.
• In VLAD descriptor, Fisher Vector and the Residual Enhanced Visual Vector
(REVV) [46], a different scheme is employed. These models consider the
residuals of each visual word in the dictionary after feature assignment.
The representation vectors are generated by aggregating these residuals
from visual words in the dictionary; this is presented in Fig. 2.3(b). Though
the performance is improved, the method is still limited by the error of
feature quantization.
• In sparse coding, each local feature is assigned to more than one visual word
in the dictionary, shown in Fig. 2.3(c). This assignment approach can be
described as feature decomposition. This way, the feature reconstruction
errors are significantly reduced and better performance is achieved.
Comparing the different schemes shown in Fig. 2.3, more information of local
features is captured by the latter two schemes, but overall the last one captures
the most accurate and richest local feature information.
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Figure 2.3: Different feature assignment methods.

2.4 Feature selection and feature compression
Although local feature based image representation approaches have proven to
be powerful in content-based image applications, the accuracy of these methods
is reduced by the presence of uninformative features. The image features are
represented as high dimensional vectors, which limits the efficiency of feature
matching. To improve the performance of content-based image applications,
several methods have been proposed to select informative features and reduce
the computational cost. In this section, a review of feature selection and feature
compression methods is presented.
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2.4.1 Feature selection
In the feature based image representation approaches, especially local feature
based methods, hundreds or thousands of features could be detected from one
single image. Many features are represented in the feature set which are unstable
features and features extracted from the background or irrelevant image segments.
The contribution of real informative features to precise image representation is
weakened in the presence of a large amount of uninformative features. In [48],
the authors pointed out that a set of informative features can reduce the number
of features needed and highlight the dominant content of images.
The feature selection methods can be categorized into two types: feature ranking methods and subset selection methods. Feature ranking methods sort features
based on their importance using statistics, information theory or other measure
functions. Subset selection based methods, on the other hand, aim to select features from chosen spatial locations or features having the same properties.
One example of feature ranking methods is the entropy based method proposed in [49], where the local region information entropy is used to select more
informative interest regions to generate SIFT features. The information entropy
at region RX around a point x is defined as:
HD (x, RX ) = −

∑

PD (di , RX ) log2 PD (di , RX ) ,

(2.3)

i∈(1,...,r)

where PD (di , RX ) represents the probability of each gray-level value of pixel inside
region RX . Here di is the gray-level value of pixel i in 8 bit grey level image D
ranging from 0 to 255. By sorting the entropy values, the interest points detected
with lower entropy value are discarded as their region structures are relatively
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simple and less informative. It was shown in [49] that a higher matching accuracy
is achieved by this method.
One feature selection based on image symmetry is proposed in [50]. It can be
treated as a subset selection method. In this work, a subset of features is selected
from the full feature set of a given image by using a method of representing
repeating patterns and local symmetries. These selected features are used in the
matching stage as they are all shows similar geometrically consistent.

2.4.2 Feature compression
In mobile visual search, the query and database images are represented by lowlevel image features or compact global image signatures. These feature vectors
generally reside in a high dimension space, which is not suitable for fast retrieval.
To achieve acceptable accuracy and efficiency, the dimension of the image descriptors is reduced by feature compression. The methods of feature compression
in mobile visual search can broadly be classified into three categories: Hashing,
Transform based method and Vector Quantization [51].
• Hashing based approach
Locality Sensitive Hashing (LSH) [52, 53] is one of the most popular hash
based feature compression methods used in mobile visual search. LSH is a
kind of unsupervised hash scheme that has been used to improve BoF for
large scale image search [35]. Improved LSH like PCA hashing or SPICA
hashing is used in mobile product search systems [54]. Other hashing methods like Restricted Boltzmann Machines (RBM), Similarity Sensitive Coding
(SSC) and Spectral Hashing (SH) have been proposed for compression of
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high dimensional features [55]. These schemes accelerate the feature distance comparison with Hamming distance measure.
• Transform based approach
One of most popular transform based feature compression methods is the
Principle Component Analysis (PCA). In [34], PCA is used to compress
the original VLAD descriptor. In [56], Karhunen-Loeve Transform (KLT)
is combined with entropy coding to compress the SIFT feature into a very
low bit rate vector. Other transform based feature compression methods
like Independent Component Analysis (ICA) are also used in mobile visual
search [56].
• Vector quantization based approach
Vector quantization is used to compress input features by representing them
with the index of their closest centroid in a codebook. In such kind of
approaches, algorithms like k-means [22], hierarchical k-means [21] and
generalized Lloyd algorithm [57] are widely used to assign features to their
nearest cluster centers. One example is the entropy constrained vector
quantization method that is used in the compression of CHoG feature in [58].
Another example of vector quantization feature compression is Product
Quantization (PQ), where a high dimensional feature vector is divided into
smaller blocks and then quantization is applied on each block. This method
is used to the compress the VLAD descriptor [34] and the Fisher Vector [33].
The above compression methods help reduce memory usage or computation
cost in image matching. In addition, low bit rate image representation is a good
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choice as it satisfies both the time and resource constraints of mobile visual search
systems [5].

2.5 Image matching
Image matching aims to measure the similarity between image representation
vectors. Although images can be represented by either full-representation based
on local features or compact global image signature, the matching of these representations is the same; it involves vector comparison or Nearest Neighbor (NN)
search. In common cases, the similarity comparison is based on a distance metric.
To deal with the problem of large scale databases in mobile visual search systems,
techniques are proposed for fast and accurate image matching. Here we review
two widely used matching methods in mobile visual search: K-Nearest Neighbor
and K-D tree.
• K-Nearest Neighbor
The K-Nearest Neighbor (K-NN) algorithm is widely used in many computer vision problems due to its simplicity and effectiveness [59, 60, 61]. The
K-NN algorithm aims to compare the query vector with the vectors in the
database. It involves three steps:
– The number K is defined to limit the search.
– Distances between the query vector and the database vectors in database
are calculated and sorted from smallest to largest distance.
– The first K vectors with the smallest distances are selected.
The performance of K-NN is affected by the value of K and the distance
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measure used to compare the vectors. In general, Euclidean distance is used;
however, to improve the performance of K-NN, other distances measures
have been used, like the Hamming distance [35].
• K-D tree
The K-D tree is a useful tool to provide tree structured data for finding
nearest-neighbor in mobile visual search systems [62, 63, 64, 65]. The K-D
tree is a binary tree in which high-dimensional vectors in Rd are stored. At
the top level of the tree, the feature vectors in the data is split into two halves
with the discriminating dimension less than and greater than a threshold
value. Generally, the threshold value is chosen at the dimension where the
greatest variance occurs. These two halves are then associated with two
child nodes. Starting from the root, a tree with height log2 N is created,
where N is the number of features in the database. All the features are
stored in the leaf nodes. Given a query feature, partitioning values of the
query and the nodes in each level are compared to determine to which
halves the query belongs. At the end of tree comparisons, a single leaf
node is presented as the nearest neighbor candidate. However, the K-D
tree can only provide acceptable search results and speed within a limited
range of dimension parameter. When the dimension is high, the number
of comparisons increases and the performance drops. Improvements to KD tree search have been proposed to make it more suitable for large-scale
visual search problems, e.g., a multiple trees approach is used in [66] .
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2.6 Chapter summary
In this chapter, the main components of mobile visual search have been reviewed.
The weaknesses of existing methods can be summarized as follows:
• Mobile visual search systems do not show good affine invariance performance; none of them pay much attention to it.
• The feature aggregation models used in existing mobile visual search systems lead to much information loss due to vector quantization.
• The local features used by most existing mobile visual search systems are indiscriminate. Noise and uninformative features are introduced that reduces
the system accuracy and efficiency.
• Feature extraction schemes in most existing systems abandon too much
image content which leads to wasted visual information and a reduction in
performance.
• The dictionary learning methods used in existing feature aggregation models are only based on k-means algorithm, which limits the size and discrimination power of the codebook.
The key research directions in mobile visual search are listed as follows:
• Investigate better image representation models to improve the accuracy
of content description. To this end, sparse coding based methods can be
introduced into mobile visual search.
• Develop models to improve the affine invariance performance of the mobile
visual search systems.
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• Investigate feature selection methods to select informative features and reduce noise.
• Introduce better image matching and voting schemes for large-scale database
visual search.
The next chapter introduces a new visual descriptor for mobile visual search,
based on sparse coding.
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3.1 Introduction
Image content description is a fundamental step in visual search applications.
The basic element of the image is called a pixel. However, a single pixel cannot
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represent any semantic level information. To retrieve visual information based
on its content, the captured images is converted to data that can be processed by
devices. Such data is referred as image features. However, there is a unique set
of challenges posed by image description for mobile visual search applications.
These challenges come from the changing of natural conditions, such as scale,
view angle, illumination, clutter and background, and the resource limitations of
mobile terminals like computing ability, memory size, battery capacity and wireless network cost. To overcome these challenges, the image description methods
used in mobile visual search are required to be robust enough but less resource
consuming. In the past few years, several image description methods have been
proposed specifically for large-scale mobile visual search. The existing methods
can be categorized into two types: low bit rate features and feature aggregation
methods.
• Low bit rate local feature methods describe the content of each image with
a set of low bit rate local features, extracted directly from an input image on a
mobile device. The low bit rate local features, such as CHoG [26], BRIEF [67],
and ORB [68], are designed for fast extraction and transmission. They aim to
reduce the cost on the client end of the mobile visual search system by using
efficient feature detection and compression methods. However, the large
amount of features extracted from each image consume a large amount of
memory. The high compression rate of descriptors limits the search accuracy
and also leads to irreversible information loss at for the server end.
• Feature aggregation based methods, such as Bag-of-Features (BoF), Vector
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of Locally Aggregated Descriptor (VLAD), Compressed Fisher Vector (CFV),
aim to represent each image with a single vector by aggregating the local
features extracted from the image. These methods take advantage of both
robustness of local features and generality and simplicity of global features.
However, due to the limitation of the 1-of-k encoding scheme [47] and the
poor dictionary learning method used (see Section 2.3), the retrieval accuracy
of these models is still very low.
In this chapter, we propose a sparse coding descriptor for visual search, which
employs a feature aggregation method with better affine invariance and higher
description accuracy.
The content in this chapter is organized as follows. Section 3.2 presents an
overview of the proposed visual search descriptor. Then the four stages in the
extraction of the proposed visual descriptor, image synthesis, SIFT feature extraction, sparse encoding and pooling, and feature vector compression, are presented
in the succeeding four sections. Section 3.7 summarizes the extraction of the
proposed visual descriptor.

3.2 Overview of the proposed visual search descriptor
The proposed visual descriptor uses SIFT as a low level feature to describe the local
content and employs sparse coding to compactly represent the low-level features.
Extracting the proposed descriptor involves four steps: image synthesis, SIFT
feature extraction, sparse encoding and pooling, and feature compression. The
block diagram of the proposed visual descriptor is shown in Fig. 3.1. By extracting
the SIFT features from images synthesized at different view angles and encoding
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the feature set with a sparse coding algorithm, a compact image descriptor can be
generated, which captures the visual content of the image.

Input
Image

Image
Synthesis

SIFT Feature
Extraction

Sparse Coding
and Pooling

Visual
Feature
Descriptor
Compression

Figure 3.1: Diagram of proposed sparse coding descriptor for visual search.

Inspired by the Affine-SIFT feature [1], an image synthesis approach is employed to simulate images captured from different view angles and tilts. It aims to
improve the affine invariance performance of the proposed descriptor. The SIFT
features are extracted from each of the synthesized images and then encoded by
sparse coding with a large size pre-learnt dictionary. The pre-learnt dictionary is
designed with an online dictionary learning algorithm [38]. In this stage, each
SIFT descriptor is represented by a linear combination of visual words in the
dictionary. Using a feature pooling scheme, a sparse coding based feature vector
is generated. In general, the dimension of the generated sparse coding vector is
very high, which is not suitable for efficient search and matching. Therefore, the
sparse coding stage is followed by a feature compression stage.
The proposed visual descriptor takes advantage of both the affine invariance
performance obtained from image synthesis and accurate feature aggregation
using sparse coding. In the following sections, the four stages of the descriptor
generation are described in detail and some preliminary results are presented.
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3.3 Stages 1: Image synthesis
In most image description methods for visual search, the first step is local feature
extraction. However, experimental results have shown that most existing local
features are not fully affine invariant [1]. The MSER and Hessian-Affine features
show better affine robustness than other methods, but they exhibit poor scale
invariance performance. Although the Affine-SIFT solves the full affine problem
by expanding the local patches, it cannot be used in large-scale image retrieval
tasks directly because only a very small percentage of the total features extracted
contribute to the accurate image matching. To overcome this problem, we propose
an entire image synthesis method, instead of expanding the local patches as in
Affine-SIFT, to improve affine invariance of the proposed descriptor. Next, we
present the image synthesis model, the feature extraction from the synthesized
images, and the parameter chosen for image synthesis.

3.3.1 Image synthesis model
As presented in Affine-SIFT extraction [1], the image of a flat object captured by
a digital camera is modeled by the projection model, as shown in Fig. 3.2. This
can be described as
U = S1 G1 AT u0 ,

(3.1)

where U is the captured digital image, u0 is an ideal frontal view of the flat
object, S1 presents the standard sampling operator in the camera, G1 is a Gaussian
convolution to model the optical blur, and T and A denote a plane translation
and a planar projective map caused by camera motion. In this model, the changes
of scale and view angles would be presented mainly by parameter G1 and A.
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Figure 3.2: Image capturing model, adopted from [1].
To focus on the changes caused by affine variations, the projective map A is
further simplified to an affine map:
[

]
a b
A=
,
c d

(3.2)

where a, b, c, d are parameters with positive values. By applying the Singular
Value Decomposition (SVD) on the affine map [1], a unique decomposition is
obtained as:

[
][
][
]
cosψ −sinψ t 0 cosϕ −sinϕ
A=λ
,
sinψ cosψ 0 1 sinϕ cosϕ

(3.3)

where λ represents the camera zoom and ψ parameterizes the camera spin, and
ϕ is the rotation angle. The tilt parameter t entails a strong image deformation
caused by the tilt changing of view.
In Fig. 3.3, a diagram is given to show a camera motion interpretation. In
this figure, the angles θ and ϕ are the viewpoint angles modeling the latitude and
longitude of camera optical axis [1]. The angle ψ represents the rotation of the
camera and λ is the zoom scale. The relationship between the angle θ and the tile
t is t = 1/ cos θ. This model simulates the changing of view in 3D space, named
as observation hemisphere.
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Figure 3.3: Camera motion model, adopted from [1].
As presented in [1], the relationships between any two images obtained from
different view angles of the same object can be represented by an affine transform.
This affine transform is determined by the latitude angle θ and longitude angle
ϕ. Given an input object patch, synthesized patches are generated by simulating
the transition of camera optical axis. In this model, there are three important
assumptions:
• All the local patches are treated as normalized flat objects.
• The original image is considered as a frontal view.
• The change of viewpoint is ideally represented by the affine transform.

3.3.2 Image synthesis
Using the camera motion model in Fig. 3.3, an image patch is assumed to be a
small flat object in the extraction of ASIFT featues in [1]. After patch simulation,
a large number of patches are generated for each image. However, for every
single view, only a few of these patches would appear at the same time and be
captured by the same image. The simulation of all original patches greatly in36
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(a) tilt = 2t0 ,∆ϕ = 52 ϕ0

(b) tilt = 2t0 ,∆ϕ = 54 ϕ0

(c) tilt = 2t0 ,∆ϕ = 85 ϕ0

(d) image synthesis under different tilts

√
Figure 3.4: Example of synthesized image (t0 = 2,ϕ0 = 72
): (a), (b) and (c)
t0
are images generated with different tilts and rotation angle steps, (d) are images
generated with different tilt transformation
creases the computation cost, which is not suitable for large-scale image retrieval.
Instead of simulating each patch obtained from an interest point, the entire synthesized images are generated under different affine parameters, and then SIFT
features are extracted from the original and synthesized image. Each synthesized image is treated as a view from a different observation point, determined
by the tilt value and rotation angle steps. To fully sample the 3D space, a varying number of images would be generated with different tilt and rotation angle
steps. Figure 3.4 illustrates four simulation examples of an image from the UK
benchmark database [21] under varying rotation angle steps and different tilts.
Although the synthesis of an entire image would introduce uninformative
features and even mismatched features, the dominant visual information of the
image is still captured and emphasized. There are several advantages of this
method compared to the patch simulation. First, simulating the entire image
can yield more local information around each interest point than simulating a
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patch with fixed content. Second, richer interest points can be detected on the
synthesized image compared to the fixed number patch simulation. Third, the
implementation of the synthesis of the entire image is much simpler than the
implementation of simulating each patch.

3.3.3 Trade-off between accuracy and time
Because the number of features extracted by Affine-SIFT is much larger than
the number of features obtained with the standard SIFT algorithm 1 , the affine
SIFT cannot be used in image retrieval directly. Moreover, in the extraction
and simulation of patches, redundant and unstable features are generated and
become the noise of feature matching stage. The real contributing features could
be submerged which would reduce the retrieval accuracy. As pointed in [69], most
of the features extracted from the synthesized image are only stable and appear
within a small range of affine transitions. These features are more important
for representing the diversity of visual information. Hence, we only consider
the images obtained within a limited range of affine transform to emphasize the
most important features. These synthesized images are the neighbors of the input
image obtained by using the proposed approach, which samples the entire 3D
affine space.
On the other hand, the multi-view image synthesis is a time consuming task.
With small tilt and rotation angle steps, the synthesized image is most similar to
the original image. Four groups of synthesized images are shown in Fig. 3.4. A
smaller angle variation step means the difference between adjacent synthesized
images is small; this is clear by comparing the adjacent images inside each group
1

The affine SIFT generates 13.5 times more features than the SIFT
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in Fig. 3.4(a), Fig. 3.4(b) and Fig. 3.4(c). Although accurate image synthesis brings
richer features and higher accuracy, it could consume more computing resources
and time.
To find out the trade-off between accuracy and computation load, the retrieval
accuracy scores of the proposed descriptor are evaluated on the UK benchmark
database under different tilt and rotation angle steps, then the number of SIFT
features generated are compared and used as an indicator of computing time and
cost (See Section 5.2 for more details). Based on the results of the aforementioned
experiment, considering both accuracy and efficiency, a tile t =

√

2 and an rota-

√
tion angle step ϕ = 72/ 2 are chosen in the image simulation for the proposed
descriptor extraction. In this case, for every given image, five synthesized images
are generated. In the following sections, these two simulation parameters are
kept the same unless otherwise stated.

3.4 Stage 2: SIFT feature extraction
In this stage, the SIFT features are used as local information descriptors to represent the content of an image [19]. The SIFT descriptor is invariant to scale,
and partially invariant to illumination and clutter. Therefore, we employ SIFT
for local feature extraction in our proposed visual descriptor. The extraction of
SIFT features consists of fours steps, see Section 2.2, including scale-space extrema detection, keypoint localization, orientation assignment, and descriptor
generation [19]. Here more details are presented for each step.
In the previous step, the scale-space representation is employed to achieve
scale invariance. This is achieved by detecting local extrema points from a set
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of Difference of Gaussian (DoG) images, referred to as a scale-space pyramid. A
DoG image D(x, y, σ) at scale σ can be computed from the difference of two nearby
scales separated by a constant factor k:
D(x, y, σ) = L(x, y, kσ) − L(x, y, σ),

(3.4)

where L(x, y, kσ) is the convolution result of the original image I(x, y) with the
Gaussian blur G(x, y, kσ) at scale kσ [19], i.e.
L(x, y, kσ) = G(x, y, kσ) ∗ I(x, y).

(3.5)

In the scale-space pyramid, the DoG images are grouped into octaves. Each
pyramid octave is designed with multiple levels and generated by convolving the
original image with different scales. Then the local minima or maxima points are
identified as interest points by comparing each pixel in the DoG images with its
neighbors in the same and neighboring scales.
Once a set of scale-space extrema points is detected, keypoints are selected
among them by discarding low contrast points based on second-order Taylor
expansion and removing points located at edges determined by second-order
Hessian matrix.
After keypoint detection, the coordinates of local features are determined.
For each local feature, one or more orientations based on local image gradient
directions will be assigned to achieve rotation invariance. The magnitudes and
directions of gradients inside the local region in scale-space around keypoints are
calculated to form a 36-bin histogram, with each bin covering 10 degrees. Then
applying a Gaussian weighting window on each histogram bin, the orientations
of the keypoints are determined by locating the peak values above a certain
40

3.4. Stage 2: SIFT feature extraction
threshold.
The detected keypoints possess rotation and scale invariance. To describe
the information around each keypoint in a distinctive and robust way, a local
descriptor is generated by converting local region information into a unit length
vector. The local information is extracted from the local gradient orientation. A
set of histograms is created from 4 × 4 subregions covering the chosen local region
around each keypoint. Each subregion contains 8 bins extracted from 4 × 4 pixel
regions. Then a vector with 128 = 4×4×8 elements is generated as a descriptor for
each keypoints. After this step, the detected features become invariant to changes
of illumination and partial 3D viewpoint, and robust to noise.
In the SIFT feature extraction stage of our visual descriptor generation, SIFT
features are extracted from both the original image and its five synthesized images.
All of these descriptors are used to represent the input image. In Fig. 3.5, examples
of SIFT feature extraction on an original image and one of its synthesized images
from the UK benchmark database are presented. This image description method
is robust to scale, illumination and rotation changes.
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(b) SIFT extraction on one synthesized image

Figure 3.5: Examples of SIFT extraction.
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3.5 Stage 3: Sparse encoding and pooling
After extracting SIFT feature from the original image and its synthesized images,
the obtained feature set is encoded by sparse coding algorithm with a pre-learnt
dictionary. Then all the sparse codes of SIFT features are used to generate a more
compact representation vector that is more robust to noise and variations like
scale, illumination, rotation and viewpoint. SIFT encoding and feature pooling
are presented in the following subsections.

3.5.1 Dictionary learning and SIFT encoding
Before converting SIFT features to sparse codes, a dictionary needs to be learnt
from a set of SIFT features, X = [x1 , . . . , xn ] in Rm×n , extracted from randomly selected images. We apply an effective algorithm for online dictionary learning [38]
to generate the dictionary.
For dictionary learning, the sparse coding problem can be stated as
n
∑

min
A,D

αi |1 ,
∥xi − α i D∥22 + λ|α

(3.6)

i=1

α1 , . . . , α n ] in Rm×n is the sparse
where D is the dictionary to be learnt and A = [α
decomposition coefficients. To form a dictionary from the training SIFT features, T
iterations are applied on an initial dictionary D0 ∈ Rn×m . In the iterative loop, the
LARS sparse coding algorithm and warm restart approach are employed [38]. A
dictionary update method based on stochastic approximations is used to achieve
scaling up and efficient dictionary learning [38]. By using online dictionary
learning algorithm, a large size dictionary can be generated from a large scale
training set. We use 1.25 × 107 SIFT descriptors to learn a dictionary with 2048
elements.
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Once the dictionary is learnt, a SIFT descriptor is represented by sparse codes
using the sparse coding algorithm presented in Section 2.3, which is described as
α|,
α∥22 + λ|α
min ∥x − Dα
α

(3.7)

where x is the input SIFT descriptor, and α is the corresponding sparse code. This
sparse coding problem can be efficiently solved by LARS algorithm [38]. After
solving Eq.(3.7), each extracted SIFT feature is represented by the least number of
non-zero coefficients of dictionary, i.e., sparse codes. The feature encoding is also
described as decomposing each feature into the sum of several atoms in the given
dictionary.

3.5.2 Feature pooling
After each SIFT feature set is encoded into sparse codes, a pooling scheme is
employed to aggregate them into a more compact representation vector for each
image. Given a P × m sparse code matrix, where P is the number of SIFT features
extracted from input image and m is the dimension of the atoms in dictionary, a
m-dimension feature vector V is generated after a pooling scheme is applied on
each dimension. In this project, we consider the following four pooling schemes:
• average pooling:
1∑
vi =
α ji ,
P j=1

(3.8)

1∑
|α ji |,
vi =
P j=1

(3.9)

vi = max{α1i , α2i , . . . , αPi },

(3.10)

P

• absolute average pooling:
P

• max pooling:
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• absolute max pooling:
vi = max{|α1i |, |α2i |, . . . , |αPi |},

(3.11)

where vi is the i-th element of V and α ji is the sparse code value of j-th SIFT feature
at the i-th element in the dictionary.
All above pooling schemes could be used to transform a sparse code matrix
into a compact vector . However, the different pooling schemes lead to different
retrieval accuracy. The best pooling scheme needs to be chosen in the experimental
stage. In this project, we found max pooling provides the best performance (See
Section 5.2 for more details).

3.6 Stage 4: Feature vector compression
After sparse coding and feature pooling, each image is represented by a mdimension vector, where m is usually very large, m = 2048. This high dimensional feature vector is not suitable for large-scale visual search as the matching
of a query vector and reference vectors would take more time and consume more
computing resources. Dimensionality reduction is an effective way to accelerate
the vector matching in image retrieval.
We apply Principal Component Analysis (PCA) to reduce the dimension of
the feature vector. PCA is a standard approach for dimensionality reduction that
aims to extract a subspace in which the variance of data is maximized. By using
PCA, the principal information carried by the feature vectors is represented in
fewer dimensions but still with acceptable accuracy.
′

Let x ∈ Rm be a vector in the original feature space and x′ ∈ Rm be the vector in
the principal subspace, where m′ ≪ m. First a projection matrix W that projects x
44

3.7. Chapter summary
into x′ , i.e., x′ = Wx, is learnt. This matrix leads to the variance of data projected to
be maximized. To learn this matrix, we first extract the sparse coding based visual
descriptor on 20, 000 images. Each descriptor is extracted as described in previous
sections to create a 2048-dimensional vectors. Then the covariance matrix of the
feature vectors is computed, and its eigen-decomposition is obtained. The top n
eigenvectors of the covariance matrix are stored in the projection matrix W. The
dimension of W should be determined by taking into consideration both accuracy
and efficiency.
After compressing the original feature vectors by PCA, the bit rate of the feature
vectors could be further reduced by employing the Product Quantization (PQ) as
in VLAD. A low bit rate of feature vectors can reduce the cost of the transmission
and memory used; however, it would also decrease the retrieval accuracy. In the
proposed system of this project, as few restrictions are given on its feature bit rate
or memory cost because of the system structure used (See Section 4.1), the feature
vectors are not compressed further for accuracy. The mobile visual search system
developed in this project using the proposed visual descriptor is presented in next
chapter.

3.7 Chapter summary
This chapter presents the proposed sparse coding based affine visual search descriptor. First the problems to be solved by the proposed visual search descriptor
are identified. Then the proposed descriptor is described in four stages. First, the
input image is synthesized to improve the affine invariance performance. Second,
the SIFT features are extracted from the original input image and its synthesized
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images. Third, the set of SIFT features of each image are encoded by sparse
coding algorithm with a pre-learnt dictionary. The dictionary is generated using
an online dictionary learning algorithm [38]. Fourth, the feature vector obtained
after sparse code pooling is compressed into low dimension space by applying
PCA. The experiments and analysis will be presented in Chapter 5.
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Image feature aggregation models such as BoF (Bag of Features), VLAD (Vector of Locally Aggregated Descriptors), and CFV (Compressed Fisher Vector),
can describe the content of an image accurately and efficiently. More and more
researchers are using image feature aggregation models to build mobile visual
search systems. These systems are used to search for visual information with
variety of content in large-scale databases. On the other hand, saliency detection
is a powerful tool used to detect the salient areas and dominant objects in a given
image. In this chapter, combining saliency detection with our visual descriptor
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presented in Chapter 3, a mobile visual search system is proposed to achieve
accurate and efficient retrieval performance.
The chapter is organized as follows. First, Section 4.1 presents an overview
of the proposed mobile visual search system. Section 4.2 describes the proposed
GBVS based feature selection and Section 4.3 addresses the image representation
and feature matching in the proposed system. Then Section 4.4 summarizes the
system proposed in this chapter.

4.1 System structure overview
To give an overview of the proposed mobile visual search system, the basic model
used and its structure are presented in this section.
In most mobile visual search systems, the client-server model is used. The
mobile devices of users such as mobile phone, PDA (Personal Digital Assistant),
and tablet, play the role of client in the system. The server-end is linked with clientend through a wireless network. There are two types of client-server models used
in the existing systems, see Section 2.1.1. One is designed taking into consideration
the limited computing resources at the client end, and the other aims to reduce
the network load and cost of transmission. However, due to the fast development
of current wireless network technologies, the limitations on the network side,
such as its speed and cost, are becoming more and more insignificant. The design
of future mobile visual search systems could pay less attention to the network
limitations. Hence, the first client-server model is adopted in our system, shown
in Fig. 4.1.
In the above MVS architecture, the client-end only needs to transmit the cap-
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Client End
Image Capture

Result Display

Wireless
Network

Server End
Image Description

Vector Retrieval

Database Preparation

Image Index

Figure 4.1: Client-server model of the proposed system.
tured images or snapshots to the server-end through a wireless network. Then
other tasks like image content description and comparison with the database are
all performed on the server-end. After that, the retrieval results are sent to the
user and to be displayed on client-end. The advantages of this model architecture
can be summarized into three principal ones. First, the cost of computing and
energy consumption on client-end is reduced. Second, the update and maintenance of the system are much easier as almost all the tasks are completed on the
server-end. Third, due to the image transmission scheme used, the server-end
can capture as much visual information as practicable to search more accurately
and efficiently, using its more powerful computing resources compared with the
mobile device end.
The proposed mobile visual search system can also be described as an online
part and an offline part, as shown in Fig. 4.2. There are mainly three stages in
each part. The first two stages, GBVS based feature selection and compact image
description, using the proposed descriptor, are the same. The query and database
images are represented as compact image vectors. In the third stage, the offline
part links each image vector with its image in database by building an index,
whereas the online part sorts the matching results between query vector and
database vectors. Then the matching results are returned to user and presented
49

4.2. GBVS based feature selection

Query image

Database image

GBVS
Detection

Image
Synthesis

GBVS Affine
Transform

Interest Point
Detection

Feature
Selection

GBVS
Detection

Image
Synthesis

GBVS Affine
Transform

Interest Point
Detection

Interest Point
Selection

Interest Point
Selection

SIFT Descriptor
Generation

SIFT Descriptor
Generation

Compact Feature
Generation

Compact
Image
Description

Compact Feature
Generation

NN Vector
Matching

Result
Display
Online Part

Offline Part

Figure 4.2: Proposed mobile visual search system.
on client end.
In this mobile visual search system, the proposed visual descriptor is combined with a saliency detection method to represent the content of input image.
The dominant information searched by users is detected by a saliency detection
method and the chosen information is described by the descriptor. Each part of
the system is presented in more details in the next two sections.

4.2 GBVS based feature selection
As the truly informative content of an image is captured only in a small part
of the image, the detection of dominant visual information becomes very useful
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for representing accurately the semantic meaning and removing unnecessary
background or noise. Because visual saliency is a good tool to represent human
visual perception, we introduce a saliency detection method into mobile visual
search system for more precise image description. As most images are taken by
human beings, the visual content of most interest would be located inside the
saliency map. The saliency map captures the essence of the image and the focal
regions of human attention. The visual content captured by the saliency map
represents the dominant objects, and the key features of the scene.
Graph based visual saliency (GBVS) [70] is an efficient saliency detection
method that applies the graph cut algorithms on the low-level features, achieving high detection accuracy. It is employed in our system to select the salient
image information. In the following subsections, the GBVS map, GBVS affine
transformation and feature selection based on GBVS are presented.

4.2.1 GBVS map detection
The GBVS is an algorithm proposed in [70] to detect the human visual saliency
in images. The algorithm generates a saliency map in three steps: (i) extraction
of low-level features, (ii) formation of activation maps, and (iii) normalization
and aggregation of activation maps. The low-level features are extracted by
using biologically inspired filters. In the last two steps, two different Markovian
algorithms are used to label and weight the low-level features.
• Extraction of low-level features: Low-level features are extracted from
channels of color, intensity and orientation. The low-level features used in
GBVS are extracted by biologically inspired filters proposed by Itti [71]. Each
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input image is first filtered by set of Gaussian filters with different scales to
create a set of scale-space images. Then an across-scale difference image set
is defined by interpolation and subtraction between the chosen scale image
combinations. From each difference image map, intensity and color features
are extracted based on contrast. The local orientation information is also
extracted by oriented Gabor pyramids at each scale. In total, 42 feature
maps are computed: 6 for intensity features, 12 for color features, and 24 for
orientation features.
• Formation of activation maps: By treating all the pixel locations inside detected features in the last step as nodes, a graph map is defined. The dissimilarity between nodes and the weight of edge of the graph map are defined
and computed. By setting a Markov chain on the map in a normalized
form, the equilibrium distribution is computed to measure the dissimilarity
between node and their surrounding nodes. The locations on the image that
show different distribution comparing their neighborhood are detected as
activation points[70]. Then an activation map, or a contrast map is built on
the detected feature map after this step.
• Normalization and aggregation of activation maps: The detected features
are aggregated into a few key saliency locations in this step. A Markovian
algorithm with different dissimilarity measurement methods is applied on
the given activation map to set up a new Markov chain. The equilibrium
distribution over nodes is defined and computed to represent the saliency
regions. Based on this distribution, saliency regions are concentrated and
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used as the final saliency map.
An example of saliency detection on an image from the UK benchmark database [21]
is presented in Fig. 4.3. In the detected saliency map, each pixel location is assigned a different weighting from 0 to 1, shown by different colors in Fig. 4.3(b).
The weighting of a location represents the attention level paid by human visual
system to that location. The regions with a higher weighting are more important
as they carry more salient visual information.

(a) original image
Saliency weghting > 5%

Saliency weghting > 15%

(b) GBVS map on original image
Saliency weghting > 35%

Saliency weghting > 45%

(c) GBVS map with different weighting

Figure 4.3: Example of image saliency map.

4.2.2 GBVS affine transformation
On each input image, a GBVS map is generated, which shows the locations of
dominant objects and key features of the scene. In the proposed image description
method, an image synthesis step is introduced to improve affine invariance. To
select the dominant visual information more stably and effectively, instead of
detecting saliency map on each synthesized image separately, we transform the
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saliency map of the original image to the same affine space used in the image
synthesis step. The affine transformation is applied on both input image and
its saliency map in parallel, shown as the Image Synthesis and GBVS Affine
Transform blocks in the system diagram of Fig. 4.2.
In most cases, the saliency map of an image changes when the viewpoint is
changed. In the extraction of the proposed visual descriptor, multiple viewpoints
are generated by image synthesis. However, these are synthesized images only
simulated by a machine, not images captured by a camera in the real world;
some of these images represent view that may never exist. As they are only
used to improve affine performance of image description, detecting a saliency
map on each one of them separately could alter the dominant content of the
original image. Hence, in the GBVS affine transformation, only the saliency map
detected from the original image is used and transformed by the entire image
synthesis method. An example of affine transformation of detected saliency map
is presented in Fig. 4.4(a). By using GBVS map affine transformation, the selected
content regions of images are always kept the same in all the synthesized images,
see Fig. 4.4(b).

4.2.3 Feature selection with saliency map
In the proposed system, once interest points are detected from the original input
image and its synthesized images, they are selected by the saliency map. The
selection of these features is determined by whether they are located inside the
chosen saliency region. Only the selected features are used as the input features
for the next stage.
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(a) Affine transformation of detected saliency map

(b) Transformed saliency map on synthesized image

Figure 4.4: Dominant
information detection based on saliency map on synthesized
√
72
image (t = 2, ϕ = t ).
The proposed feature selection method is completed in two steps. First, to improve the efficiency without discarding informative features, a suitable saliency
weighting threshold h need to be set to limit the region of the image from where
input features extracted. Once the value of h is chosen, a saliency map is generated by keeping the pixel locations of whose saliency weighting is larger than
h. Figure 4.3(c) illustrates saliency maps with different weighting threshold. Second, the interest points located inside the chosen saliency map are selected as
input features. The interest points outside the map are discarded as they receive
less attention. In most cases, these points are located inside the background or
uninformative content such as sky, sea or trees.
To maximally reduce the computing cost, the feature selection stage is com55
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pleted before the feature descriptors are generated. Here the extraction of SIFT
features is separated into two steps: interest point detection and descriptor generation. The feature selection is applied after the interest point detection. This
way, the descriptor generation from the discarded interest points is avoided.
In general, a higher threshold value leads to a smaller chosen region (as shown
in Fig.4.3(c)), leading to reduced computation load. However, a smaller saliency
regions results in a decreased retrieval accuracy, as some informative features are
discarded by a higher threshold. Therefore, the balance between efficiency and
accuracy should be considered when choosing the threshold value. A suitable
saliency weighting threshold h should be chosen with a value that leads to an
acceptable retrieval accuracy with less computation cost (See the experiment in
Section 5.2).

4.3 Image representation and feature matching
After the SIFT interest points are selected based on GBVS saliency detection, the
local regions around the chosen interest points on the original and synthesized
images are represented by SIFT descriptors. Furthermore, the set of SIFT descriptors is compactly represented by the visual descriptor proposed in previous
chapter. The entire image is then encoded and compressed into a 128-dimension
visual descriptor.
In the proposed system, once the query image from the user is encoded into
a 128-dimension visual descriptor, the next step is to match the query visual
descriptor with the descriptors of the database. The feature matching scheme
of this project is based on the K-nearest neighbor, which involves finding the K
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q

Figure 4.5: Nearest neighbor search example: K = 4.
descriptors that are most similar to the query. The similarity between features is
based on comparison of their distances in feature space.
Figure 4.5 shows an example of the K-nearest neighbor search for K = 4 .
The query vector is the central point q and the four closed (black) circles are the
top-4 nearest neighbors. In this project, the nearest neighbor search is completed
in following steps. First, the number of K is chosen to determine how many
neighbors are returned. Then the Euclidean distances between the query vector
and each vector in the database are computed. Third, the top K vectors with the
smallest distances are chosen and returned as retrieval results.

4.4 Chapter summary
In this chapter, we developed a mobile visual search system based on the proposed
visual descriptor. A feature selection scheme based on visual saliency detection
was also proposed. The saliency map detection is based on the GBVS method,
which involves three steps: low-level feature extraction, local region highlighting,
and compact saliency region detection. The detected saliency map is used to filter
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interest points, keeping only the dominant visual information and reducing the
computation cost. After the visual information from query and database images is
encoded into feature vectors by proposed visual descriptor, the K-nearest neighbor
is employed to find the best K matches of the query image in the database. The
experimental results and analysis will be presented in Chapter 5.
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In this chapter, we present experimental results of the proposed visual descriptor and mobile visual search system. Section 5.1 introduces two databases
used in this project, and explains the evaluation methods in our experiments.
Section 5.2 analyzes the parameters of the proposed methods in terms of retrieval
accuracy and efficiency. Section 5.3 compares the performance of proposed visual
descriptor with several existing approaches. Section 5.4 presents the results of the
proposed visual search system, and Section 5.5 summarizes the content of this
chapter.
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5.1 Databases and evaluation methods
In this section, the databases used to evaluate the proposed method are introduced. The evaluation methods on these databases are also presented.
We report results on two standard benchmark datasets: the University of Kentucky (UK) dataset [21] and the INRIA Holidays dataset [72]. The UK benchmark
dataset contains 250 groups of images (10, 200 images in total). Figure 5.1 shows
several sample images taken from this dataset. Each image group contains 4
images; each image is used in turn as a query when testing. The most commonly
used evaluation method for this database is the Top-4-Score. It measures the average number of relevant images in the top 4 retrieved images (including the query
itself) when searching among the 10, 200 images. The Top-4-Score is calculated as
1 ∑ Rj
Avera1e Score =
N j=1 4
N

(5.1)

where N is the number of queries and R j is the number of correct relevant images
for the j-th queried image.

Figure 5.1: Sample images from the UK benchmark dataset: (top row) images of
different object, (bottom row) a group of four images of the same object.

The INRIA Holidays dataset comprises 1,491 holiday images of which 500 are
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used as query images. Sample images are presented in Fig. 5.2. The evaluation
metric on this dataset is the mean Average Precision (mAP), which provides a
single-figure measure of quality across the recall levels. The mAP determines the
average precision over N query images. It is defined as
Rj
N
1 ∑ 1 ∑ i
mean Avera1e Precision =
N j=1 R j i=1 ri j

(5.2)

where R j is the number of ground truth images of the j-th query, N is the total
number of queries, and rij is the rank of the i-th ground truth image.

Figure 5.2: Sample images in the INRIA Holidays database.

5.2 Parameter Analysis
In this section, several experiments are conducted to determine the parameters
that lead to the best visual search performance. Section 5.2.1 investigates the
chosen parameters of tilt and angle step in the image synthesis stage of the proposed visual descriptor. Section 5.2.2 explores the choice of pooling methods and
the vector size in feature compression. Section 5.2.3 investigates the effect of the
saliency map threshold used in the proposed mobile visual search system.

5.2.1 Image synthesis parameters
As presented in Section 3.3.3, the number of synthesized images and the variations between adjacent synthetic images affect the accuracy and efficiency of
image description. The two parameters, the tilt t and the rotation angle step ∆ϕ,
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determine the number of synthesized images and the deformation difference between the original and synthesized images. To obtain suitable parameter values,
both accuracy and computation time are considered using the UK benchmark
dataset.
In the preliminary experiments, a tilt t0 =

√
2 and rotation angle step ∆ϕ0 = 72/t0

are set as reference values. Then we tested tilts t = at0 where a is a tilt factor varying
from 0.25 to 2 with step of 0.25. The rotation angle steps were set as
∆ϕ =

5 × 72
,
nt

(5.3)

where n is the number of images simulated (n = 1, 2, . . . 10) and t is the current tilt
value. After setting the parameters of tilts and rotation angle steps, the retrieval
accuracy of the proposed visual descriptor is evaluated using the Top-4-Score on
the UK benchmark dataset.
Figure 5.3 presents the Top-4-Score results under different tilt (by varying the
tilt factor) and rotation angle step values (determined by the number of synthesized images). Since the rotation angle step depends on the tilt, the retrieval
accuracy is presented first as a function of tilt. From Fig. 5.3(a), the following
observations can be made.
• The highest retrieval accuracy is achieved for a tilt factor a = 0.5, with a = 1
being the second highest.
• For a greater than 1, the retrieval accuracy decreases steadily as a increases.
When the tilt factor is larger than 1, large distortions are introduced in the
synthesized images, which leads to fewer SIFT features being detected or
new uninformative SIFT features introduced; thus, the retrieval accuracy
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decreases as the tilt factor increases.
• Decreasing the rotation angle step, by increasing the number of synthesized
images, increases the retrieval accuracy.
These results indicated that the synthesized images should not be too similar to
the original image with few new features being detected, nor too different from the
original image resulting in uninformative features being introduced. Therefore,
we can choose a tilt factor of either a = 0.5 or a = 1 to be used in the remaining
experiments.
To determine the rotation angle step parameter, the retrieval accuracy results
are also analyzed as a function of the number of synthesized images. As the image
synthesis stage aims to sample the full affine space around the original image,
the rotation angle step is determined by the number of synthesized images, as
shown in Eq.(5.3). Hence in our experiments, the rotation angle step is directly
represented by the number of synthesized images n. From the results presented
in Fig. 5.3(b), the following observations can be drawn:
• For a fixed tilt, the retrieval accuracy increases with the number of synthesized images.
• The increase in retrieval accuracy becomes less significant as the number of
synthesized images exceeds n = 6.
To further understand the effects of the image synthesis parameters, an experiment is conducted to determine the average number of SIFT features generated
under different t and ∆ϕ values. Here the number of SIFT features is used as an
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Figure 5.3: Retrieval accuracy as a function of (a) tilt factor and (b) number of
synthesized images.
indicator of computation load and the image search time. Because the computation time varies with the implementation and the computer used to perform
the computation, we do not compare the computation time directly but instead
compare the number of SIFT features generated under different parameters. This
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is more stable and objective than computation time. A small number of SIFT
features leads to less computation load, smaller storage and faster query time.
Figure 5.4 presents the average number of SIFT features generated from each
original image under varying tilt and rotation angle step parameters. Figure 5.4(a)
shows that the larger the tilt parameter t, the fewer SIFT features are generated.
This is due to the large image distortions occurring under large tilts, which in turn
leads to fewer stable features. When the tilt factor is larger than 1, the decrease
in the number of generated SIFT features slows down and eventually reaches a
plateau. Figure 5.4(b) shows that the number of generated SIFT features is linearly
proportional to the number of created synthesized images.
From the previous analysis (see Fig. 5.3(a)), it was observed that the tilt factor
values a = 0.5 and a = 1 yield the highest retrieval accuracy. However, based on
the results presented in Fig. 5.4(a), there is almost a 50% reduction in the number
of generated SIFT features between a = 0.5 and a = 1. Therefore, to achieve the
right balance between the accuracy and computation load, the parameters value
a = 1 (t =

√
2) is chosen for the remaining experiments. Furthermore, from Fig.

5.3(b) it is clear that the accuracy doesn’t increase significantly beyond n = 5
(when a = 1), but the number of generated features increases linearly with n (see
Fig. 5.4(b)). Therefore, number of synthesized images is fixed at n = 5.

5.2.2 Pooling scheme and feature compression
As described in Section 3.5, there are four different pooling schemes that can be
used to aggregate the sparse codes into a compact vector. However, different
pooling schemes yield different retrieval accuracy. The accuracy scores of the
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Figure 5.4: Average number of SIFT generated as a function of (a) tilt factor and
(b) number of synthesized images.
proposed visual descriptor using each pooling scheme are evaluated on the UK
benchmark dataset, and the results are presented in Table 5.1. The best accuracy
score is achieved by the absolute max pooling scheme. This is because the absolute
max pooling scheme captures the most robust features in local feature space. This
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Table 5.1: Top-4-Score on the UK benchmark with different pooling scheme.
Type of pooling scheme used
Average pooling
Absolute average pooling
Max pooling
Absolute max pooling

UKB (Top-4-Score)
2.23
2.81
3.14
3.47

pooling scheme is employed in all remaining experiments of this project.
After the feature pooling stage, PCA is used to reduce the dimension of the
original feature for efficient vector matching. However, the size of the compressed
feature vector should be determined by considering both efficiency and accuracy.
A low dimensional feature vector would save computation time and cost used in
the matching stage, but it would also reduce the retrieval accuracy.
To balance efficiency with accuracy, the retrieval accuracy of the compressed
feature vector is evaluated on the UK benchmark dataset. Fig. 5.5 shows the
relationship between the retrieval accuracy scores and the dimension of the feature vector. As expected, increasing the feature vector dimension leads to better
accuracy. For example, the accuracy score increases by 0.13 when the vector size
increases from 32 to 100. However, the performance gain is not very significant
beyond d = 100, and the retrieval accuracy reaches a plateau after the feature
vector dimension surpasses 800. At the full vector size, d = 2048, where the PCA
would not discard any information, the accuracy score is only slightly better than
the scores of d = 100. Table. 5.2 summarizes the retrieval accuracy for a sample of
feature vectors sizes. In this project, the dimension of the final visual descriptor
is chosen as d = 128 as this achieves acceptable accuracy but with less memory
and computation cost in the matching stage.
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Table 5.2: Top-4-Score on the UK benchmark with different feature vector size.
Feature vector size
32
UKB (Top-4-Score) 3.32

100
3.45

128 200
3.47 3.51

800
3.57

2048
3.57

5.2.3 Saliency map threshold
In the proposed mobile visual search system, GBVS is used to detect saliency and
define a saliency map. By using a threshold to control the level of saliency, the
background and uninteresting regions are discarded to form the saliency map.
A smaller saliency map removes more SIFT features and saves computing time
and resource. However, the retrieval accuracy is affected by the chosen threshold.
To achieve the proper balance between accuracy and efficiency, experiments are
conducted to determine the suitable saliency map threshold.
Using different saliency map thresholds, the accuracy and average number of generated SIFT features are computed from the UK benchmark dataset.
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Figure 5.6(a) shows the retrieval accuracy, using Top-4-Score, and Fig. 5.6(b)
presents the average number of SIFT feature. Here the number of SIFT features
is used as an indicator of efficiency (same as in Section 5.2.1). From Fig. 5.6, it
is clear that as the saliency map threshold increases, the accuracy scores declines
slowly but the average number of generated SIFT features decreases sharply. This
shows that not all SIFT features make a real contribution to accurate image retrieval; thus, it is possible to achieve an acceptable accuracy with less features.
Considering the accuracy scores and the average number of SIFT features, the
threshold value of h = 5% is chosen for our mobile visual search system. This
threshold value sacrifices only 1% of accuracy with 25% reduction in number of
features.

5.3 Comparison with other visual descriptors
In this section, we aim to compare the proposed approach with other visual descriptors, namely Bag-of-Features (BoF), Fisher Vector (FV), and Vector of Locally
Aggregated Descriptor (VLAD), reviewed in Section 2.3.1. To explore the improvement in accuracy by image synthesis, we also evaluate the proposed visual
descriptor with and without image synthesis. All methods are evaluated using
the Top-4-Score on the UK benchmark database and mAP on the Holidays dataset.
First, all images of these two databases are converted into visual descriptor using the aforementioned methods. The evaluation is performed without any
indexing scheme but rather by comparing the Euclidean distances of their description vectors directly. The K-Nearest Neighbor (KNN) method is used to compare
the vector distances. For each method, the performance evaluation is performed
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Figure 5.6: Retrieval accuracy and average number of SIFT feature with varying
saliency map threshold.
on both the original full-dimensional feature vector and a 128-dimensional feature vector obtained with applying PCA. In addition, two different sizes of the
full-dimensional feature vector are evaluated for each visual descriptor. The size
of the original visual descriptor is mainly determined by the number of centroids
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in the codebook and the feature aggregation scheme.
Table 5.3 shows the image retrieval results of the different visual descriptors.
From this table, the comparison results are summarized as follow.
• The proposed descriptor without image synthesis achieves much higher
performance than existing methods on both databases.
• Among all the compared methods, the proposed descriptor, using both
sparse coding and image synthesis , achieves the best performance on both
databases.
• All the methods (except BoF) achieve a higher retrieval accuracy with the
original feature vector than with the compressed 128-dimensional one.
• For all compared methods (expect BoF), a higher dimensional representation
always achieves better accuracy with both the full-dimensional vector and
compressed vector.
• The accuracy improvements made by the proposed methods are more significant than the increase of accuracy rate from either BoF to FV or from FV
to VLAD.
• Compared to VLAD, the proposed method achieves 11.74% improvement
on the UKB dataset and 22.35% on the Holidays dataset.
From the experimental results presented in this section, we deduce both image synthesis and sparse coding improve the retrieval accuracy significantly. The
features extracted from the synthesized images improves the affine robustness of
the proposed visual descriptor. The feature aggregation scheme used in sparse
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Table 5.3: Comparison of our approaches with other visual descriptor on the
UK (Top-4-Score) benchmark and the Holidays (mAP) dataset, before and after
dimension reduction.
Descriptor
BoF [34]
FV [34]
VLAD [34]

Dimension
1 000
20 000
2 048
8 192
2 048
8 192

UKB
Full-d 128-d
2.86
2.99
2.87
2.95
3.07
3.05
3.09
3.09
3.07
3.05
3.17
3.15

Holidays
Full-d 128-d
0.401 0.444
0.404 0.452
0.497 0.490
0.495 0.492
0.496 0.495
0.526 0.510

Proposed method without
image synthesis scheme

2 048
5 096

3.32
3.38

3.24
3.30

0.586
0.598

0.561
0.569

Proposed method

2 048
5 096

3.57
3.63

3.47
3.52

0.629
0.637

0.592
0.624

coding reduces the feature reconstruction error and further improves the retrieval
accuracy. Furthermore, compressing the feature vector using PCA reduces the
retrieval accuracy only slightly; there is a 3% reduction on the UKB dataset and
around 2% reduction on the Holidays dataset. However, a compressed visual
vector improves the matching speed and reduces the computation load. In addition, although the accuracy of each visual descriptor is improved by using large
size dictionary, a higher dimensional representation increases the computation
time cost in both feature generation and matching stages.

5.4 Results of the proposed system
In our visual search system, the proposed visual descriptor is combined with a
feature selection scheme based on GBVS algorithm. In this section, we evaluate
the performance of the proposed system with and without feature selection. It
was shown earlier that thresholding the saliency map has the potential to reduce
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the number of features significantly without drastically affecting the retrieval
accuracy (see Fig. 5.6). Table 5.4 presents the retrieval accuracy results and the
average number of generated SIFT features generated, with and without feature
selection.
Table 5.4: Results of the proposed system on the UK (Top-4-Score) benchmark
and the Holidays (mAP) dataset.
UKB (Top-4- Holidays
Average No. Average No.
Scores)
(mAP)
SIFT features SIFT features
(UKB)
(Holidays)
No feature 3.472
0.592
4, 766
8,1039
selection
With feature 3.403
0.584
3, 512
6,6452
selection
Reduction
0.2%
0.8%
25%
28%

With a threshold value h = 5%, on average more than 25% of uninformative
SIFT features are discarded, with only a 0.2% drop in accuracy on the UKB set and
0.8% on the Holidays dataset. Therefore, the feature selection scheme is expected
to save more than 25% in computation burden, with acceptable retrieval accuracy.

5.5 Chapter summary
In this chapter, we present the experimental evaluation of the proposed visual descriptor and the proposed mobile visual search system on two standard databases.
The effects of various parameters of the proposed system are investigated and the
optimum parameter values are selected, taking into consideration the computation load and the accuracy of the system. The proposed visual descriptor is compared with several existing descriptors, and was found to outperform them. By
employing a saliency detection and feature selection, the proposed mobile visual
search is able to reduce the computation burden while maintaining high accuracy.
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Mobile visual search systems are essential for many applications, such as
duplicate image content detection, visual navigation, visual tracking and object
recognition. To retrieve visual information, we propose a system based on machine learning, image processing, and pattern recognition. In this project, we
first designed a compact image descriptor to represent the content of image and
then proposed a mobile visual search system to retrieve images from database.
Furthermore, we introduced sparse coding and image synthesis in content-based
image retrieval, which improves the accuracy and robustness of the system. A
feature selection scheme using saliency detection algorithm was employed in the
proposed system to reduce the computation load and image search time. By using this method, the system significantly discards uninformative features but still
achieves acceptable accuracy. This chapters presents a summary of the thesis in
Section 6.1, future research directions in Section 6.2 and concluding remarks in
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Section 6.3.

6.1 Research summary
The main research activities, documented in several chapters, are summarized
below.
• Chapter 1 presented a general introduction, and the contributions and organization of the thesis.
• Chapter 2 provided a literature review of the state-of-art technologies for
mobile visual search, and algorithms for feature detection and image description. An overview of mobile visual search systems was presented and
low-level image features and feature aggregation methods were analyzed.
The commonly used feature matching schemes were also reviewed and several feature selection and compression methods used in computer vision
were discussed.
• Chapter 3 proposed an image descriptor based on sparse coding. It includes
four stages: image synthesis, SIFT feature extraction, sparse encoding and
pooling, and feature compression. The image synthesis method is used
to improve the affine robustness of the descriptor. Then by extracting the
SIFT features from the original and synthesized images, image content is
converted into a set of SIFT descriptors. After generating a dictionary based
on an online dictionary learning algorithm, the SIFT descriptors from each
image are encoded by sparse coding. The absolute max pooling method is
applied on these sparse codes to generate a compact visual descriptor. To
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reduce the computation load and the time during the matching stage, PCA
is used to reduce the dimension of the feature vectors.
• Chapter 4 developed a mobile visual search system using a visual saliency
detector, the proposed visual descriptor and the K-Nearest Neighbor (KNN)
classifier. The visual saliency detection algorithm is applied to the original
image, and the detected saliency map is transformed to the synthesized
images. Feature selection is achieved by thresholding the saliency map;
then the visual descriptor is generated from the salient regions. Finally
image matching is performed by applying the KNN algorithm to the visual
descriptors of the query and the database images.
• Chapter 5 presented the results of the experimental evaluation of the proposed visual descriptor and the proposed mobile visual search system. The
proposed visual descriptor was compared with several existing methods.
The retrieval accuracy of these approaches and the proposed system was
evaluated on the UK benchmark dataset using Top-4-Score and the Holidays
dataset using mean Average Precision (mAP). The performance of feature
selection scheme in the proposed system was also evaluated in terms of its
effectiveness in reducing the number of uninformative SIFT features without
affecting the retrieval accuracy.

6.2 Future work
Mobile visual search has a very promising future as a technology and research
area. However, to make MVS systems more robust, more reliable and more
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efficient, further research work and development are necessary. Possible research
directions to improve the proposed system include the following:
• Improve the illumination invariance performance of the system by employing image synthesis through illumination variations.
• Develop better feature compression method to reduce the dimensionality of
feature vector and improve the efficiency of system. In particular, techniques
based on compressed sensing, mutual information, and non-negative matrix
factorization concepts could be employed for feature selection.
• Investigate alternative image matching techniques that are more suitable for
large scale databases.
• Design better sparse code pooling methods to improve the accuracy of feature aggregation.

6.3 Conclusion
This thesis presented a new image descriptor and a mobile visual search system
based on sparse coding and image synthesis. Our mobile visual search system
combines the proposed visual descriptor with a feature selection scheme using
GBVS saliency detection. Two different evaluation methods are employed on two
different datasets: the proposed visual descriptor and proposed system are evaluated by Top-4-score on the UK benchmark database and mAP on the Holidays
database. The proposed visual descriptor was compared to three other methods,
and the experimental results show that the system outperforms all of them, both in
terms of Top-4-Score and mAP. Experimental results also show that the proposed
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visual search method achieves a significant reduction in the number of extracted
local features without sacrificing accuracy.
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