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Nesta dissertação, estudamos os aspectos teóricos e computacionais para o Problema de
Rotas de Cobertura Multivéıculo (m-PRC). Neste problema, alguns vértices devem pertencer
a uma rota, enquanto outros devem ficar suficientemente próximos das rotas ótimas. A
adaptação do problema sugerida por W. Oliveira et al. (2014) é considerada neste trabalho.
Nela, a quantidade de vértices pertencentes as diferentes rotas deve ser equilibrada, com o
objetivo de estudar um importante aspecto do problema de planejamento urbano preventivo,
onde viaturas policiais visitam alguns pontos geográficos obrigatórios e cobrem visualmente
outros, de modo a proporcionar visibilidade de patrulhamento e aumento da sensação de
segurança pela população.
A formulação matemática para o m-PRC consiste em um programa linear inteiro cujo
tamanho e complexidade torna desafiador a aplicação de algoritmos exatos e necessário o uso
de métodos heuŕısticos para a sua resolução. Soluções sub-ótimas são obtidas aplicando-se
as heuŕısticas propostas por M. Hachicha et al. (2000) e W. Oliveira et al. (2014).
Com o objetivo de obter soluções exatas, propomos uma alteração na formulação de fluxo
em redes para o m-PRC proposta por M. Hà et al. (2013). Assim, para o caso equilibrado, foi
posśıvel encontrar soluções exatas para exemplares dimensionalmente pequenos utilizando o
Solver CPLEX 12.6.
As heuŕısticas, implementadas em linguagem C, e a formulação proposta foram validadas
através da resolução de exemplares gerados aleatoriamente. Nossa implementação obteve
bons resultados e mostrou-se computacionalmente barata, sendo capaz de resolver problemas
na ordem de 1000 vértices em poucos minutos. A análise das soluções obtidas será utilizada
para aprimorar o modelo proposto.
As principais contribuições deste trabalho são uma nova proposta de modelo de fluxo em
redes para o m-PRC balanceado e as implementações de heuŕısticas que podem ser facilmente
utilizadas em qualquer computador com sistema operacional Windows ou Linux sem grandes
adaptações.
Palavras-chave: Programação inteira e combinatória, heuŕısticas, roteamento de véıculos,
fluxo em redes.
Abstract
This dissertation studied the theoretical and computational aspects of the multi-vehicle
Covering Tour Problem (m-CTP). In this problem, some vertices must belong to a route,
while others must be sufficiently close to the optimal routes. The adaptation of the problem
suggested by W. Oliveira et al. (2014) is considered in this work. W. Oliveira et al. (2014)
aims to balance the amount of vertices belonging to the different routes in order to study
an important aspect of preventive urban planning problem where police cars visit some
mandatory geographical points and visually cover others, to provide a patrol and increase
the sense of security for the population.
The m-CTP formulation is an integer linear program whose size and complexity chalenges
the application of exact algorithms and requires the use of heuristic methods for its resolution.
Sub-optimal solutions are obtained by applying heuristics proposed by M. Hachicha et al.
(2000) and W. Oliveira et al. (2014).
In order to get exact solutions, we propose a change in the networkflows formulation for
the m-CTP proposed by M. Hà et al. (2013). Thus, for the balanced case, it was possible
to find exact solutions for dimensionally small problems using the CPLEX 12.6 Solver.
The heuristics, implemented in C language, and the proposed formulation were validated
by solving randomly generated instances. Our implementation obtained good results and
proved to be computationally inexpensive, being able to solve problems in the order of 1000
vertices in a few minutes. The obtained solutions’ analysis will be used to improve the
proposed model.
The main contributions found in this work is a network flows model for the balanced
m-CTP and the heuristics’ implementations that can be easily used on any computer with
Windows or Linux operating system without major adaptations.
Keywords: Integer programming, combinatorial programming, heuristics, vehicle rou-
ting, network flows.
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Notação Utilizada
PRC Problema de rota de cobertura.
m-PRC Problema de rotas de cobertura multivéıculo.
PCV Problema do caixeiro viajante.
n Número de vértices ou dimensão do problema.
m Número de véıculos na solução.
V Conjunto de vértices que podem ser visitados.
T Conjunto de vértices que devem ser visitados.
W Conjunto de vértices que devem ser cobertos.
q Tamanho máximo de uma rota na solução.
ρ Número máximo de vértices em uma rota na solução.
ρ̃ Número mı́nimo de vértices em uma rota na solução.
r Diferença máxima no número de vértices nas diferentes rotas.
IQ Índice de Qualidade.
RP/CS Heuŕıstica Rota Primeiro / Cluster Segundo.
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Introdução
Atualmente, um dos maiores problemas encontrados nas grandes cidades são aqueles rela-
cionados ao deslocamento de véıculos. O expressivo aumento da frota de véıculos nas ruas,
o aumento dos custos de manutenção, e a necessidade, cada vez maior, de pontualidade
nos serviços prestados com a utilização de véıculos são, entre outros, fatores que motivam
esta pesquisa: o estudo teórico e o tratamento computacional da resolução de modelos ma-
temáticos que lidam com o planejamento de rotas eficientes de véıculos.
Neste sentido, estudamos nesta dissertação o Problema de Rotas de Cobertura mul-
tivéıculo (m-PRC), conhecido na literatura por multi-vehicle Covering Tour Problem (m-
CTP). O m-PRC pode ser representado através de um modelo matemático como um pro-
blema de programação linear inteira que consiste em determinar de forma ótima um conjunto
de m rotas de véıculos. As m rotas devem conter um conjunto de vértices obrigatórios e
podem conter um segundo conjunto de vértices opcionais de modo que estes vértices cubram
um terceiro conjunto de vértices que devem ser cobertos, no sentido de que cada vértice
coberto esteja situado dentro de uma distância fixa de um vértice na rota.
O trabalho de Hachicha et al. [12] aparece como um dos precursores no estudo do m-PRC.
Neste estudo é introduzida uma formulação matemática para o m-PRC e alguns métodos
heuŕısticos são propostos. Oliveira et al. [17] reescreve a formulação matemática de Hachicha
et al. [12] e adapta o modelo com o objetivo de resolver uma variação balanceada do m-PRC.
Novas heuŕısticas são propostas em [17]. Recentemente, Hà et al. [11] propôs uma nova
formulação matemática para o m-PRC, tratando o mesmo como um problema de fluxo em
redes. Através desta nova formulação, ele propõe um algoritmo exato e uma metaheuŕıstica
para a resolução do m-PRC.
Algumas aplicações para o m-PRC são descritas na literatura. Por exemplo, o problema
de localização de caixas de correios (Labbé e Laporte [15]). Neste caso, deve-se alocar
simultaneamente caixas de correios em um conjunto de cidades/localidades e rotas ótimas
devem ser constrúıdas de tal maneira que usuários estejam dentro de uma distância razoável
de uma caixa de correio.
Outro exemplo é o desenho de rotas para equipes médicas móveis de atendimento em
páıses em desenvolvimento. Neste caso, os serviços de atendimento só podem ser realizados
em um número reduzido de vilarejos. Os véıculos viajam através deste número limitado de
vilarejos e toda localidade não visitada deve situar-se dentro de uma curta distância de um
vilarejo visitado, tal que as pessoas possam ir, por exemplo, a pé a este local para serem
atendidas (Foord [7]; Hodgson et al. [13]). Encontramos aplicações semelhantes na prevenção
1
Introdução 2
médica por equipes de saúde (Brown e Fintor [3]) e na indústria leiteira (Simms [18]).
O m-PRC também pode ser aplicado no problema do planejamento de rotas para o
patrulhamento preventivo realizado por viaturas policiais (Oliveira et al. [17]). Neste caso,
rotas de patrulhamento são constrúıdas com a finalidade de realizar segurança preventiva
por caminhos inteligentes. Um conjunto reduzido de pontos geográficos são visitados em
regiões pré-definidas de acordo com as estat́ısticas de ocorrências. As pessoas em cada
ponto geográfico visitado e, em outros pontos próximos a este, visualizam a viatura e podem
ser atendidas pelos agentes policiais, contribuindo assim, para o aumento da sensação de
segurança da população.
O m-PRC é um problema combinatório classificado com NP-dif́ıcil, ou seja, não se co-
nhece métodos exatos de resolução em tempo polinomial. O que justifica o uso de métodos
heuŕısticos e torna desafiador o desenvolvimento de métodos exatos para sua resolução.
O objetivo desta dissertação é resolver uma variação balanceada do m-PRC, onde um
certo equiĺıbrio no número de vértices pertencentes as diferentes rotas é exigido. Para isso,
utilizamos diversas heuŕısticas semelhantes às propostas por Hachicha et al. [12] e Oliveira et
al. [17]. Como contribuição deste trabalho, propomos uma nova formulação matemática para
o m-PRC como um problema de fluxo em redes e soluções exatas para o problema balanceado
foram obtidas. Esta nova formulação consiste em algumas alterações nas variáveis e nas
restrições do modelo proposto por Hà et al [11]
Outra importante contribuição deste estudo reside na qualidade das implementações das
heuŕısticas. A escolha da linguagem C na implementação foi determinante para o baixo
tempo de execução obtido na resolução. Os algoritmos foram constrúıdos valendo-se da
técnica de programação em paralelo para se adaptar à máquina nos quais eram executados,
baseando-se no número de núcleos f́ısicos e lógicos da máquina, ou seja, a execução dos al-
goritmos é mais rápida quando o número de núcleos na máquina executada é maior. Esta
decisão foi tomada pois boa parte dos computadores de hoje em dia possuem diversos núcleos
e uma programação simples não permitiria explorar todo potencial do computador. A ve-
locidade alcançada, juntamente com a qualidade da implementação, permitiu que diferentes
configurações de testes fossem realizados até cada heuŕıstica atingir sua composição final.
No Caṕıtulo 1, apresentamos o problema tema desta dissertação, suas caracteŕısticas e
origens. Alguns modelos já existentes são descritos, bem como nossa proposta de variação
do modelo matemático de fluxo em redes. No Caṕıtulo 2, são apresentadas as heuŕısticas
estudadas e implementadas para a resolução dos exemplares, bem como as adaptações ne-
cessárias e a estrutura de dados utilizada em cada implementação. Os resultados computa-




O problema abordado, nesta dissertação, é conhecido na literatura como Problema de Rotas
de Cobertura Multivéıculo (m-PRC). Neste caṕıtulo é apresentado uma definição formal
para o m-PRC, incluindo alguns modelos matemáticos propostos na literatura. Em seguida,
apresentamos uma nova proposta de modelo matemático para o m-PRC, o qual torna viável
a obtenção de soluções exatas de uma versão balanceada deste problema.
1.1 Problema de Rotas de Cobertura Multivéıculo
Apresentamos formalmente o m-PRC e o seu modelo matemático de otimização baseado na
formulação descrita por Hachicha et al. [12] e a na variação descrita por Oliveira et al. [17].
1.1.1 Definição do m-PRC
Om-PRC é definido sobre um grafo não direcionadoG = (V ∪W,E) , onde V ∪W é o conjunto
de vértices, V = {υ0, . . . , υn}, W = {υn+1, . . . , υ`} e E = {(υi, υj) : υi, υj ∈ V ∪W, i < j} é
o conjunto de arestas. O vértice v0 é o depósito no qual residem m véıculos idênticos, V é o
conjunto de vértices que podem ser visitados, T ⊆ V é um conjunto de vértices que devem
ser visitados (v0 ∈ T ) e W é o conjunto de vértices que devem ser cobertos. Uma matriz
de distância C = (cij) satisfazendo a desigualdade triangular é definida em E. O m-PRC
consiste em determinar m ciclos Hamiltonianos de tamanho total mı́nimo satisfazendo um
determinado grupo de restrições:
1. Existem no máximo m rotas de véıculo e todas iniciam e terminam no depósito;
2. Cada vértice em V pertence a no máximo uma rota e cada vértice em T, exceto o
depósito, pertence a exatamente uma rota;
3. Cada vértice em W deve ser coberto por uma rota, no sentido de que deva situar-se
dentro de uma distância c de um vértice de V pertencente a uma rota (assumimos que
υ0 não cobre todos os vértices de W );
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4. O número de vértices de uma rota (excluindo o depósito) não pode exceder um deter-
minado valor ρ;
5. O tamanho de cada rota não pode exceder um determinado valor q.
Podemos descrever o problema de localização de caixas de correio [15] como um m-PRC.
O problema caracteriza-se por posicionar caixas de correio em um conjunto V de locais
posśıveis afim de cobrir um conjunto W de regiões dentro de uma cidade. Tais locais são
inclúıdos em rotas ótimas para a realização de coleta das cartas. O objetivo é determinar
rotas mı́nimas para um número m de caminhões coletores idênticos, tais que, dado um limite
máximo ρ de coletas que cada caminhão pode realizar, cada rota inicia e termina o seu trajeto
na Central de Correios (depósito).
Outra aplicação para o m-PRC é encontrada em Doerner e Hartl [6] no problema de
resposta e suporte pós-desastres. Neste caso, o problema consiste em construir rotas com
paradas para um grupo m de véıculos (por exemplo, hospitais móveis, etc) de tal forma
que todas as v́ıtimas de uma região afetada tenham uma determinada facilidade de acesso
ao socorro. O número de paradas ρ é limitado pela quantidade de material dispońıvel em
cada véıculo e o tamanho de cada rota q é limitado pelo combust́ıvel em cada véıculo.
Dentre outras aplicações, pode-se citar o estudo realizado por Simms et al. [18] na industria
leiteira e o estudo apresentado por Stahlbock e Voß [19] dentro do ambiente de terminais de
contêineres.
1.1.2 Modelo matemático de otimização para o m-PRC
Hachicha et al. [12] introduz o m-PRC como um problema de programação linear inteira.
Tal modelo, apresentado em seguida, é usado como ponto inicial para algumas variações
discutidas neste texto.
Definição das variáveis.
• xijk representa quantas vezes o véıculo k usa a aresta (υi, υj). Caso i = 0 esta variável
assume valores 0,1 ou 2 (2 no caso de uma rota contendo apenas um único vértice além
do depósito), caso i > 0, xijk é binário.
• yhk =
{
1, se υh ∈ V é visitado pelo véıculo k
0, caso contrário.
Definição das restrições.





yhk ≥ 1, (υ` ∈ W ), (1.1)
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S` = {υh ∈ V : chl ≤ c} : cobertura para cada υ` ∈ W, |S`| ≥ 2. (1.2)
2. Cada vértice υh em V , exceto a υ0, pertence a no máximo uma rota:
m∑
k=1
yhk ≤ 1, (υh ∈ V \ {υ0}). (1.3)
3. Um vértice υh utilizado na solução possui exatamente duas arestas ativas por um






xhjk = 2yhk, (υh ∈ V \ {υ0}, k = 1, . . . ,m). (1.4)
Uma aresta é considerada ativa, quando ela é utilizada na solução ótima do problema.




υi ∈ S, υj ∈ V \ S
ou




yhk, (S ⊂ V, 2 ≤ |S| ≤ n− 2, T \ S 6= ∅, υh ∈ S).
(1.5)
5. No máximo m véıculos entram e deixam o depósito:
n∑
j=1
x0jk ≤ 2, (k = 1, . . . ,m). (1.6)
6. Uma rota não pode conter mais que ρ vértices de V :
n∑
h=1
yhk ≤ ρ, (k = 1, . . . ,m). (1.7)





cijxijk ≤ q, (k = 1, . . . ,m). (1.8)
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8. Restrições de integralidade:
m∑
k=1
yhk = 1, (υh ∈ T \ {υ0}),
y0k = 1, k = 1, . . . ,m,
yhk ∈ {0, 1}, (υh ∈ V \ {υ0}, k = 1, . . . ,m),
x0jk ∈ {0, 1, 2}, (υj ∈ V \ {υ0}, k = 1, . . . ,m),
xijk ∈ {0, 1}, (υi, υj ∈ V \ {υ0}, i < j, k = 1, . . . ,m).
(1.9)
Definição da função objetivo.









Considere um exemplar com m = 3 carros, o limite máximo de vértices por rota sendo
ρ = 4 e tamanho máximo de cada rota q = 60. A Figura 1.1 ilustra um conjunto de vértices
para este m-PRC e as Figuras 1.2, 1.3, 1.4 e 1.5 ilustram situações proibidas pelas restrições
(1.1) – (1.8).
A Figura 1.2 ilustra a falta de cobertura em dois vértices, representados pelos quadrados
em vermelho, ou seja, violação das restrições (1.1). Na Figura 1.3, o vértice υi aparece na
solução em duas rotas e possui 3 arestas ativas, o que representa uma violação das restrições
(1.3) e (1.4). Um exemplo de rota desconectada é encontrado na Figura 1.4, ou seja, a
solução apresenta uma subrota que não está conectada a nenhuma outra rota. Finalmente,
a Figura 1.5 apresenta uma rota que viola tanto o número máximo ρ de vértices em cada
rota quanto o tamanho máximo q. Por outro lado, ilustramos uma solução fact́ıvel deste
exemplar na Figura 1.6, ou seja, uma solução que atende a todas as restrições.












Figura 1.2: Exemplo de violação das restrições de cobertura (1.1)







Figura 1.3: Vértice υi em mais de uma rota e com mais de 2 arestas ativas. Violação das






Figura 1.4: Exemplo de uma subrota desconectada que viola as restrições (1.5)









Figura 1.5: Exemplo de solução com uma rota contendo 5 vértices com tamanho total









Figura 1.6: Exemplo de solução fact́ıvel
Em algumas aplicações para o m-PRC as restrições de capacidade não são necessárias
e podem ser relaxadas. Um exemplo é a campanha de vacinação onde a equipe de saúde
deve vacinar a população em diversos locais. Neste caso, o tempo de viagem entre os locais
é relativamente pequeno em relação ao tempo de serviço e então pode-se considerar que
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cada véıculo consegue atender somente um número limitado de localidades e a restrição de
distância pode ser desconsiderada. Outro exemplo é o traçado de rotas de patrulhamento
urbano preventivo [17], onde deseja-se obter rotas equilibradas quanto ao número de vértices
pertencentes as diferentes rotas utilizando-se uma quantidade fixa de véıculos. Neste caso,
todos os véıculos policiais dispońıveis devem ser designados para o patrulhamento, e cada
vértice presente na solução final, representando um endereço (coordenada geográfica), pode
resultar em uma parada total do véıculo por um peŕıodo de tempo (contato com a população).
Assim, busca-se não apenas rotas curtas, mas também que os diferentes véıculos visitem uma
quantidade equilibrada de endereços. Para tanto, algumas alterações no modelo descrito por
Hachicha et al. [12] foram propostas por Oliveira et al. [17]. A seguir, as restrições necessárias
para formular o modelo proposto em [17] são descritas.
1. Existem exatamente m rotas e todas iniciam e terminam no depósito;
2. Cada vértice em V pertence a no máximo uma rota, e cada vértice em T, exceto o
depósito, pertence a exatamente uma rota;
3. Cada vértice em W deve ser coberto por uma rota, no sentido de que deva situar-se
dentro de uma distância c de um vértice de V pertencente a uma rota (assumimos que
υ0 não cobre todos os vértices de W );
4. A diferença entre o número de vértices nas diferentes rotas não pode exceder um
determinado valor r.
As diferenças estão nos itens 1 e 4. As definições de capacidade, tamanho máximo da
rota e número máximo de vértices na rota, são exclúıdas. Agora, as diferentes rotas estão
sujeitas a um equiĺıbrio quanto ao número de vértices nelas, o qual deve estar dentro de uma
margem de erro r pré-fixada. O número de véıculos utilizados deixa de ser uma variável de
decisão e torna-se uma constante. Para satisfazer a formulação matemática proposta em [17],
as restrições de capacidade são exclúıdas, e as restrições a seguir são acrescentadas.
Para satisfazer o item 1, basta substituir a desigualdade por uma igualdade nas restrições
(1.6). As restrições (1.11) garantem que uma solução tenha exatamente m rotas.
n∑
j=1
x0jk = 2, (k = 1, . . . ,m). (1.11)
Para satisfazer o item 4, inclúımos um novo dado de entrada, o número r. Substitúımos
as restrições (1.7) e (1.8) pelas restrições (1.12) e (1.13). Isso garante que a diferença entre






yhq ≤ r, (p = 1, . . . ,m; q = 1, . . . ,m; p 6= q; r ∈ N), (1.12)






yhp ≤ r, (p = 1, . . . ,m; q = 1, . . . ,m; p 6= q; r ∈ N). (1.13)
Um fator problemático encontrado nas formulações apresentadas por Hachicha et al . [12]
e Oliveira et al. [17] reside nas restrições (1.5), conhecidas como restrições de eliminação de
subrotas. Note que cada uma dessas restrições é definida em um elemento do conjunto
das partições de V , o qual cresce exponencialmente com o tamanho do problema. Este
fator impede a resolução direta do problema utilizando um Solver e motiva a busca por
formulações matemáticas mais reduzidas no número de restrições. Na Seção 1.2 apresentamos
uma formulação proposta por Hà et al. [11] que não necessita de restrições de eliminação de
subrotas.
1.2 O m-PRC como um problema de fluxo em redes
Apresentamos, nesta seção, a definição de um modelo de fluxo em redes de custo mı́nimo como
introdução para facilitar o entendimento da formulação de fluxo em redes para o m-PRC
introduzida por Hà et al. [11]. Em seguida, discutimos algumas incoerências encontradas
e propomos mudanças nesta última formulação. Encerramos a seção indicando diferenças
entre os dois modelos matemáticos apresentados neste caṕıtulo.
1.2.1 Modelo de fluxo em redes de custo mı́nimo
Conforme é descrito em Bazaraa et al. [2], considere G um grafo direcionado, formado por
um conjunto finito de vértices V = {υ1, . . . , υn} e um conjunto de arcos E = {(υi, υj) :
υi, υj ∈ V, i 6= j}. Cada vértice υi em G está associado a um valor bi que representa a
disponibilidade (se bi > 0) ou a demanda necessária (se bi < 0) neste vértice. Vértices com
bi > 0 são chamados de fontes e vértices com bi < 0 são chamados terminais. Se bi = 0
não existe disponibilidade ou demanda no vértice υi e, neste caso, o vértice υi é chamado de
intermediário.
Definimos a variável xij, associada a cada arco (υi, υj), como sendo a quantidade de fluxo
neste arco (assumimos que xij ≥ 0) e cij o custo unitário de transporte ao longo deste arco.




Assim, o problema de fluxo em redes de custo mı́nimo é definido como um problema de
entregar recursos dispońıveis através de uma rede, satisfazendo o total de demanda. Podemos













xki = bi, i = 1, . . . ,m, (1.15)
xij ≥ 0, i, j = 1, . . . ,m e i 6= j. (1.16)
As restrições (1.15) são chamadas de conservadoras do fluxo e garantem que nenhum




representa o fluxo total que sai do vértice υi, enquanto
m∑
k=1
xki representa o fluxo total que
entra no vértice υi.
Neste tipo de problema, o fluxo parte dos vértices com bi > 0 (fontes) para os vértices
com bi < 0 (terminais) através dos vértices com bi = 0 (intermediários). Ele é chamado de
problema capacitado se as variáveis xij forem limitadas superiormente.
Esta classe de problemas tem aplicações no desenho e análise de sistemas de comunicação,
em problemas envolvendo cadeia de suprimentos e distribuição, sistemas de oleodutos e numa
variedade de outras áreas [2]. A seguir, definimos o m-PRC como um problema de fluxo em
redes.
1.2.2 Definição do m-PRC como um problema de fluxo em redes
Conforme é definido em [11], considere G = (V ∪W,E1∪E2) um grafo não-direcionado, onde
V ∪W é o conjunto de vértices e E1∪E2 é o conjunto de arestas. Definimos V = {υ0, . . . , υn−1}
como o conjunto de n vértices que podem ser visitados e W = {w1, . . . , w`} como o conjunto
de vértices que devem ser cobertos. Tome T = {υ0, . . . , υt−1} ⊂ V como o conjunto de
vértices que devem ser visitados. O vértice υ0 é o depósito no qual residem m véıculos
idênticos. Uma distância cij é associada à cada aresta em E1 = {(υi, υj) : υi, υj ∈ V, i < j} e
uma distância dij é associada à cada aresta em E2 = {(υi, wj) : υi ∈ V \ T,wj ∈ W} . O m-
PRC consiste em determinar m ciclos Hamiltonianos de tamanho total mı́nimo considerando
que:
1. Cada rota inicia e termina no depósito;
2. Cada vértice em T é visitado exatamente uma vez, exceto o depósito, e todo vértice
em V \ T é visitado no máximo uma vez;
3. Cada vértice wj em W deve ser coberto por pelo menos uma rota, no sentido de que
deva situar-se dentro de uma distância c de um vértice de V \ T pertencente a uma
rota, onde c é o raio de cobertura;
4. O número de vértices pertencentes a uma rota (excluindo o depósito) não pode exceder
um determinado valor ρ;
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5. O tamanho de cada rota não pode exceder um determinado valor q.
Considere uma extensão do grafo original G para Ĝ = (V̂ ∪W, Ê∪E2) resultante da adição
do vértice υn (uma cópia do depósito υ0). Podemos definir os conjuntos V̂ = V ∪ {υn} que
representa o conjunto de vértices V com a adição da cópia do depósito, V ′ = V̂ \{υ0, υn} que
representa o conjunto de vértices V̂ sem o depósito e a sua cópia, e Ê = E1 ∪ {(υi, υn), υi ∈
V ′}, que representa o conjunto de arestas E com a adição das novas arestas originadas pela
inclusão da cópia do depósito υn ao problema. Definimos também cin = c0i ∀υi ∈ V ′. Nesta
formulação, o número de véıculos m é uma variável do problema e, para atender os casos
onde a restrição de distância pode ser desconsiderada, tomamos q = +∞.
1.2.3 Modelo matemático para o m-PRC
Abaixo segue a formulação matemática para o m-PRC como um problema de fluxo em redes
descrita por Hà et al. [11].
Definição das variáveis.
• xij é uma variável binária que assume valor 1 se a aresta (υi, υj), i < j, é utilizada na
solução. Caso contrário, ela é 0.
• fij e fji são duas variáveis de fluxo que representam as arestas de uma solução fact́ıvel
do problema. Dada uma viagem de um véıculo de υi a υj, o fluxo fij representa o
número de vértices que o véıculo na aresta (υi, υj) ainda pode visitar e o fluxo fji
representa o número de vértices já visitados (ou seja, fji = ρ− fij).
• yi =
{
1, se υi ∈ V é visitado na solução do problema
0, caso contrário.
• m representa o número mı́nimo de véıculos utilizados na solução do problema.
Definição das restrições.
1. Cada vértice w` de W é coberto por pelo menos um vértice de V \ T :∑
υi∈V \T
λi`yi ≥ 1, (w` ∈ W ). (1.17)
Os coeficientes λi` são binários e assumem valor 1 se e somente se w` ∈ W pode ser
coberto por (vi ∈ V \ T ), ou seja, se a distância di` ≤ c.





xkj = 2yk, (υk ∈ V ′). (1.18)
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3. O fluxo de entrada menos o fluxo de sáıda em cada vértice υi ∈ V ′ é igual a 2 se υi é
usado e 0 caso contrário: ∑
υj∈V̂
(fij − fji) = 2yi, υi ∈ V ′. (1.19)







5. O fluxo de sáıda do terminal υn corresponde à capacidade total, em número de vértices,
da frota de véıculos: ∑
υj∈V̂
fnj = mρ. (1.21)
6. A soma dos fluxos nos dois sentidos em uma aresta deve ser igual ρ caso esta aresta
esteja na solução, ou 0 caso contrário:
fij + fji = ρxij, ((υi, υj) ∈ Ê, i < j). (1.22)
7. Restrições de integralidade e não-negatividade:
fij ≥ 0, fji ≥ 0, ((υi, υj) ∈ Ê, i < j), (1.23)
yi = 1, (υi ∈ T \ {υ0}), (1.24)
xij ∈ {0, 1}, ((υi, υj) ∈ Ê, i < j), (1.25)
yi ∈ {0, 1}, (υi ∈ V ′), (1.26)
m ∈ N. (1.27)
Definição da função objetivo.





















Figura 1.7: Caminho do fluxo para uma solução com 2 rotas e ρ = 3 (Hà et al. [11])
A Figura 1.7 ilustra um exemplo que caracteriza as variáveis fij na solução. As variáveis
fij são representadas pelos vetores cont́ınuos e as variáveis fji são representadas pelos vetores
pontilhados.
1.2.4 Alterações propostas para o modelo de fluxo em redes
Após vários testes com o modelo proposto (1.17)− (1.28) na Seção 1.2.3, quando o número
de véıculos m é fixado com o objetivo de resolver o problema m-PRC balanceado, uma falha
relativa às variáveis de fluxo fij e fji foi detectada. Este modelo permite que a variável
de fluxo seja descaracterizada e não exerça a função de representar o número de visitas
remanescentes por cada rota. Em alguns casos, o modelo permite que uma rota inicie e
termine no depósito ou que outra inicie e termine no depósito artificial. Os testes foram
realizados através da plataforma AIMMS, utilizando o Solver CPLEX 12.6. O exemplar, a
seguir, apresenta as falhas mencionadas acima e serve como exemplo para justificar a nossa
proposta de alteração ao modelo de fluxo em redes introduzida por Hà et al. [11]





Num de Carros (m) 3
Cap. Máxima (ρ) 6
Tabela 1.1: Dados do exemplar
Para este caso, a solução ótima encontrada é ilustrada na Figura 1.9 e os valores das
variáveis x e f não nulas são expostos no grafo da Figura 1.10.





















Figura 1.9: Solução do exemplar referente à Tabela 1.1


































Figura 1.10: Grafo ilustrando as variáveis x e f na solução ótima do exemplar
A Figura 1.9 ilustra a solução obtida: Rota 1 = [υ0|υ6|υ1|υ5|υ0] com 3 vértices; Rota
2 = [υ50|υ11|υ3|υ4|υ7|υ2|υ49|υ50] com 6 vértices; e Rota 3 = [υ0|υ48|υ0] com apenas 1 vértice
(única visita com retorno ao depósito).
Na Figura 1.10 os valores em azul representam o valor do fluxo das variáveis fij, ou seja,
as variáveis no sentido do fluxo, enquanto os valores em preto representam as variáveis fji, ou
seja, no sentindo contrário ao fluxo. É posśıvel notar através destes valores que existe uma
inconsistência. A rota maior inicia e termina no vértice que representa o depósito artificial e
as demais rotas apresentam valores incoerentes para as variáveis de fluxo, quando considerada
a definição apresentada por Hà et al. [11] e a Figura 1.7. Nesta última, verificamos que os
valores das variáveis de fluxo fij representam realmente o número de vértices remanescentes
até o depósito artificial, entretanto na Figura 1.10 isto não ocorre. Por exemplo, na Rota 3
espera-se f0,48 = 1, entretanto encontramos f0,48 = 4.
Apesar da solução continuar fact́ıvel e não afetar o valor da função objetivo para os
valores apresentados acima, no modelo apresentado por Hà et al. [11] não existe um controle
bem definido da entrada e sáıda do fluxo em cada vértice. Isso impede que haja um controle
efetivo no tamanho de cada rota em relação ao número de vértices visitados, o que é essencial
quando queremos determinar rotas equilibradas. Por este motivo, algumas alterações no
modelo matemático são propostas a seguir.
Inicialmente, alteramos a definição da variável xij. Anteriormente as variáveis xij e xji
para todo i < j eram consideradas iguais e, portanto, xji era removido do problema por ser
redundante. A primeira alteração consiste em afirmar que xij 6= xji e adicionar as variáveis
xji ao problema. Esta alteração cria de fato sentidos opostos para as arestas (υi, υj) e (υj, υi)
à partir de restrições nas variáveis xij e xji. Estas restrições não permitem que as variáveis
de fluxo fij e fji apresentem as falhas detectadas no exemplar da Tabela 1.1, ou seja, agora é
posśıvel forçar que rotas apenas iniciem no depósito original e terminem apenas no depósito
artificial.
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Apesar de um aumento no número de variáveis do problema, os resultados computacionais
obtidos não apresentaram nenhuma diferença significativa no tempo de resolução. Após esta
alteração, as restrições (1.18) e (1.22) são removidas do problema e as seguintes restrições
são adicionadas.





xkj = 2yk, (υk ∈ V ′). (1.29)
• As arestas (υi, υj) e (υj, υi) não podem ser ativas ao mesmo tempo:
xij + xji ≤ 1, (υi, υj ∈ V ′, i < j). (1.30)
• Para todo vértice υk ∈ V ′ existe no máximo uma aresta ativa com fluxo de chegada
em υk: ∑
υi∈V̂ ,i 6=k
xik ≤ 1, (υk ∈ V ′). (1.31)
• Para todo vértice υk ∈ V ′ existe no máximo uma aresta ativa com fluxo de partida de
υk: ∑
υj∈V̂ ,j 6=k
xkj ≤ 1, (υk ∈ V ′). (1.32)
• A soma dos fluxos nos dois sentidos em uma aresta deve ser igual ρ, caso esta aresta
esteja na solução, ou 0 caso contrário:
fij + fji = ρ(xij + xji), ((υi, υj) ∈ Ê, i < j). (1.33)
• Nenhuma aresta incide no depósito:
xi0 = 0, (υi ∈ V ′). (1.34)
• Nenhuma aresta parte do depósito artificial:
xnj = 0, (υj ∈ V ′). (1.35)
Para considerar as novas arestas xji adicionadas à formulação, as restrições (1.18) e (1.22)
são substitúıdas pelas restrições (1.29) e (1.33), respectivamente. As restrições (1.30) – (1.32)
garantem que as rotas sejam orientadas, ou seja, ela dá sentido ao fluxo que transita ao longo
da rede. Finalmente, considerando a definição de fluxo em redes apresentada previamente, as
restrições (1.34) e (1.35) garantem que a rota sempre inicie no depósito υ0 e sempre terminem
no depósito arficial υn.

































Figura 1.11: Grafo ilustrando a solução ótima do exemplar da Tabela 1.1 para a nova
formulação
As restrições adicionadas garantem que as soluções incorretas apresentadas anteriormente
sejam infact́ıveis e que somente a solução esperada seja fact́ıvel. Uma nova solução para o
exemplo da Tabela 1.1 é apresentado na Figura 1.11. Nela, é posśıvel observar que a solução
se assemelha com aquela da Figura 1.7. O valor das variáveis de fluxo que partem do depósito,
representam exatamente o número de vértices, excluindo o depósito, em cada rota. Agora,
esta caracteŕıstica da variável f pode ser explorada no contexto do m-PRC balanceado. Em
seguida, apresentamos uma breve comparação entre o modelo de fluxo em redes e o modelo
proposto por Oliveira et al. [17] para finalizar a apresentação do nosso novo modelo.
1.2.5 Comparação entre os modelos apresentados
Um fator positivo que podemos observar é que o modelo proposto por Hà et al. [11] não
necessita de restrições do tipo (1.5) para impedir subrotas desconectadas. Estas restrições
crescem exponencialmente com o tamanho do problema e tornam impraticáveis a resolução
do modelo matemático proposto por Oliveira et al. [17] através de um Solver. Outro fator
positivo para o modelo de Hà et al. [11] é a existência de apenas dois ı́ndices nas variáveis
referentes às arestas contra três ı́ndices em [17]. Para alguns exemplares este fato pode
diminuir a complexidade da sua resolução.
Agora que as variáveis fij e xij estão totalmente caracterizadas podemos incluir o balan-
ceamento proposto em [17] no nosso novo modelo de fluxo em redes. Para isso, adicionamos
as seguintes restrições.
f0j ≥ x0j ρ̃, (υj ∈ V ′). (1.36)
Sabendo que fij representa o fluxo que passa pela aresta xij e que seu valor representa a
quantidade de nós que aquela rota ainda pode visitar, tiramos a informação que a variável
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f0j representa o tamanho efetivo de uma rota que parte do depósito. Assim, ao forçar
a desigualdade apresentada em (1.36) garantimos que toda rota que faz parte da solução
tenha um fluxo inicial de no mı́nimo ρ̃ vértices. Por fim, definimos ρ̃ = ρ − r, onde r é a
diferença máxima entre a maior e a menor rota, em termos de números de vértices visitados
por esta rota, na solução, ou seja, o equiĺıbrio em número de vértices nas diferentes rotas
pode ser controlado através da igualdade r = ρ− ρ̃.
No entanto, este controle no balanceamento das rotas só é posśıvel quando as variáveis de
fluxo estão devidamente caracterizadas. Ou seja, as alterações propostas na Subseção 1.2.5
são necessárias para a utilização das restrições (1.36).
A inviabilidade na implementação e resolução do modelo proposto por Oliveira et al.
[17] em um Solver deve-se principalmente às restrições de eliminação de subrotas (1.5) e
motivaram a implementação e resolução do m-PRC balanceado utilizando a nossa formulação
de fluxo em redes derivada da formulação proposta por Hà et al. [11].
Esta implementação permitiu comparar as soluções encontradas pelas heuŕısticas apre-





Uma Heuŕıstica, ou procedimento heuŕıstico, é uma técnica desenvolvida para resolver um
problema de modo rápido, quando métodos clássicos são muito lentos, ou para encontrar
uma solução aproximada, quando métodos clássicos falham em encontrar qualquer solução
exata. Ou seja, Enquanto um algoritmo exato garante a convergência para uma solução
ótima, uma heuŕıstica tem o objetivo de somente obter uma solução de alta qualidade, sem
a preocupação de provar otimalidade.
Neste caṕıtulo apresentamos os procedimentos heuŕısticos baseados nos trabalhos de Ha-
chicha et al. [12] e Oliveira et al. [17] afim de resolver o m-PRC balanceado.
Ao todo quatro heuŕısticas foram utilizadas e cada uma delas é composta por quatro
etapas. A etapa inicial consiste em separar o conjunto de dados em clusters distintos e, para
cada heuŕıstica, uma estratégia diferente de separação dos vértices em clusters é utilizada,
sendo que cada estratégia dá o nome à heuŕıstica: heuŕıstica Varredura e heuŕıstica Rota
Primeiro / Cluster Segundo propostas por Hachicha et al. [12]; heuŕıstica Gananciosa e
heuŕıstica Partição por Setor propostas por Oliveira et al. [17]. As três próximas etapas são
idênticas para todas as quatro heuŕısticas.
A segunda consiste em resolver um 1-PRC com os dados de cada cluster gerado na
primeira etapa através da heuŕıstica H-1-PRC Modificada [17]. A H-1-PRC Modificada,
por sua vez, é uma combinação de duas outras heuŕısticas: a heuŕıstica Primal1, utilizada
na resolução de um subproblema idêntico ao Problema de Cobertura de Conjuntos (Balas e
Ho [1]); e a heuŕıstica GENIUS (Laporte et al. [9]), responsável por resolver um subproblema
idêntico ao Problema do Caixeiro Viajante (PCV).
A terceira e quarta etapas são heuŕısticas de pós-otimização. Estas etapas têm o objetivo
de melhorar os resultados obtidos da junção de todas as rotas constrúıdas na segunda etapa.
Na terceira etapa, é aplicada a heuŕıstica Eliminação de Multicobertura e, sem seguida, na
quarta etapa é aplicada a heuŕıstica 2-opt Balanceada, ambas encontradas em [17].
A heuŕıstica Eliminação de Multicobertura é responsável por remover vértices de cober-
tura redundantes da solução e a heuŕıstica 2-opt Balanceada permuta vértices presentes na
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solução final com o objetivo de melhorar esta solução.
No trabalho de Oliveira et al. [17] os dois procedimentos de pós-otimização não são apli-
cados em conjunto, ou seja, dependendo da heuŕıstica, uma pós-otimização é aplicada. Aqui,
ambas são utilizadas sequencialmente, primeiro a heuŕıstica de Eliminação de Multicobertura
e, em seguida, a 2-opt Balanceada.
Ao final de cada seção deste caṕıtulo, apresentamos a estrutura de dados utilizada na
implementação de cada heuŕıstica com o objetivo de facilitar uma futura implementação
destas heuŕısticas pelo leitor.
A qualidade da implementação das heuŕısticas é um dos aspectos positivos deste trabalho,
o que é refletido nos baixos tempos obtidos durante a resolução de cada exemplar. Esta
qualidade se deve à escolha da linguagem utilizada na implementação (linguagem C) e à
estrutura de dados adotada.
2.2 Problema de Cobertura de Conjuntos
Nesta seção, apresentamos a definição do Problema de Cobertura de Conjuntos, a heuŕıstica
Primal1 associada a resolução deste problema e como a heuŕıstica Primal1 é utilizada durante
a resolução do m-PRC.
2.2.1 Definição do Problema de Cobertura de Conjuntos
Dado uma coleção de subconjuntos F de N , podemos definir um Problema de Cobertura
de Conjuntos da seguinte maneira. Considere M = {1, . . . ,m} um conjunto finito e seja
{Mj}j∈N , N = {1, . . . , n}, um grupo de subconjuntos de M . Podemos dizer que os subcon-
juntos F ⊆ N cobre M se
⋃
j∈F
Mj = M . Neste problema, F = {F : F cobre M}. Essa classe
de problemas pode ser formulada como um problema de programação linear inteira binário.
Considere Am×n a matriz de incidência do grupo {Mj}j∈N , tal que, aij = 1 se i ∈ Mj,
e aij = 0 caso contrário. Analogamente, uma seleção de conjuntos do grupo {Mj}j∈N pode
ser representada por um vetor binário de dimensão n. Então a seleção x ∈ Bn corresponde a
uma cobertura se satisfaz Ax ≥ 1, onde 1 é o vetor m-dimensional com componentes iguais
a 1. Sendo c = (cj) um vetor n-dimensional o custo de Mj, temos o objetivo de buscar a
cobertura cujo custo é mı́nimo, ou seja, min{cx : Ax ≥ 1, x ∈ {0, 1}n}.
Aqui, consideramos que a matriz de incidência do problema de cobertura associado ao
conjunto W é constrúıda de modo que para cada linha ` (υ` ∈ W ) e cada coluna h (υh ∈ V )
exista um coeficiente binário δ`h igual a 1 se c`h ≤ c, e 0 caso contrário.
2.2.2 Heuŕıstica Primal1
Em Balas e Ho [1] encontramos alguns algoritmos heuŕısticos para resolver o Problema
de Cobertura de Conjuntos. Eles constroem sequencialmente uma cobertura de conjuntos
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utilizando uma estratégia gananciosa. Em cada passo, o algoritmo seleciona uma variável xj
ao minimizar uma determinada função de avaliação f constitúıda de coeficientes de xj.
O nome associado a cada heuŕıstica varia com a escolha da função f utilizada para avaliar
as variáveis durante sua execução. Se kj representa o número de coeficientes positivos de
xj naquelas linhas da matriz A, do conjunto de restrições avaliadas e ainda não cobertas, a
forma geral de determinar o valor da função f é f(cj, kj).
Por serem computacionalmente mais baratos, esses procedimentos consideram apenas
um subconjunto das variáveis em cada iteração, mas como toda a linha de A deve ser
coberta de alguma maneira, uma cobertura ao ser constrúıda deve conter no mı́nimo uma
das variáveis δ`h tendo coeficiente positivo em uma determinada linha. Sendo assim, as
heuŕısticas restringem a escolha em cada passo ao conjunto de variáveis tendo um coeficiente
positivo em alguma linha espećıfica i∗ ∈ M . Tomando R como o conjunto de linhas ainda
não cobertas e S como o suporte do vetor x atual, os passos da heuŕıstica Primal1 podem
ser descritos como segue.
Heuŕıstica Primal1
Passo 1. Faça R = M , S = ∅, t = 1, e vá para o Passo 2.
Passo 2. Se R = ∅, vá para o Passo 3. Caso contrário, tome kj = |Mj ∩R|, escolha i∗ ∈ R,
tal que |Ni∗| = min
i∈R
|Ni|, e escolha j(t) tal que
f(cj(t), kj(t)) = min
j∈Ni∗
f(cj, kj).
Faça R← R \Mj(t), S ← S ∪ {j(t)}, t← t+ 1, e vá para o Passo 2.
Passo 3. Considere os elementos i ∈ S em ordem, e se S\{i} é o suporte de uma cobertura,
faça S ← S \ {i}. Quando todos i ∈ S tiverem sido considerados, S define uma boa
cobertura.
Podem ser usadas as seguintes funções f :
1. f(cj, kj) = cj;
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Nos casos 3 e 4, log2 kj é substitúıdo por 1 quando kj = 1; e no caso 5, kj ln kj assume
valor 1 quando kj = 1 ou 2. kj nunca assume valor nulo, pois como |Ni∗| ≥ 1 e, para j ∈ Ni∗ ,
Mj ∩R contém pelo menos o ı́ndice i∗, por construção, temos que kj = |Mj ∩R| ≥ 1.
O caso 1 é simplesmente a escolha da variável com menor custo de inclusão em cada
passo. No caso 2 começamos a dar maior peso de escolha àquela variável que tem maior
número de linhas com coeficientes positivos ainda não cobertos, pois estamos minimizando
a função f . Nos casos 3, 4 e 5 aumentamos gradativamente este peso de escolha.
Observando o exemplo ilustrado nas Figuras 2.1, 2.2 e 2.3 retiradas de Oliveira [16],
temos uma ideia mais clara do procedimento descrito. Nestas figuras as matrizes contém as
linhas da matriz original cujos ı́ndices pertencem a R.
i∗
0 1 0 1 0 0 0 0 1 0
0 0 0 1 1 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0
1 1 0 0 1 0 0 1 1 0
0 0 0 0 0 1 1 0 0 0
0 0 1 0 1 0 1 0 0 0
0 0 0 0 1 1 0 0 0 0
0 0 0 1 0 0 1 0 1 0
1 0 0 1 0 0 0 1 0 1
0 0 0 0 0 0 0 0 1 0
0 1 0 1 0 0 0 0 1 0
0 0 0 1 1 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0
1 1 0 0 1 0 0 1 1 0
0 0 0 0 0 1 1 0 0 0
0 0 1 0 1 0 1 0 0 0
0 0 0 0 1 1 0 0 0 0
0 0 0 1 0 0 1 0 1 0
1 0 0 1 0 0 0 1 0 1
0 0 0 0 0 0 0 0 1 0
Figura 2.1: Primeira iteração da heuŕıstica Primal1
i∗
0 0 0 1 1 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 1 1 0 0 0
0 0 1 0 1 0 1 0 0 0
0 0 0 0 1 1 0 0 0 0
1 0 0 1 0 0 0 1 0 1
0 0 0 1 1 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 1 1 0 0 0
0 0 1 0 1 0 1 0 0 0
0 0 0 0 1 1 0 0 0 0
1 0 0 1 0 0 0 1 0 1
Figura 2.2: Segunda iteração da heuŕıstica Primal1
A Figura 2.1 ilustra uma matriz quadrada de dimensão 10 que representa a matriz A do
Problema de Cobertura de Conjuntos. O lado direito desta figura ilustra a primeira iteração
da heuŕıstica. A cobertura inicia com a definição 3 da função f . A primeira linha escolhida
para cobertura (i∗) é a décima, pois esta é a linha que possui menos elementos que a cobre
dentre todas as não cobertas na matriz. Neste caso, ela possui apenas um único elemento
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i∗
i∗0 0 0 0 0 1 1 0 0 0
1 0 0 1 0 0 0 1 0 1 1 0 0 1 0 0 0 1 0 1
Figura 2.3: Terceira iteração da heuŕıstica Primal1
que a cobre, a variável x9. Ao escolher a variável x9 para entrar no conjunto S, as linhas 1,
4, 8 e 10 que compõem o conjunto de cobertura M9 são removidas do problema e a matriz
resultante desta iteração está no lado esquerdo da Figura 2.2.
A segunda iteração é ilustrada no lado direito da Figura 2.2. Agora as linhas 2, 3, 5 e
7 são candidatas a serem cobertas e a heuŕıstica escolhe, por exemplo, a sétima linha como
i∗. Aplicando a definição atual de f para as variáveis x5 e x6 e supondo que c5 = c6, temos
que a variável x5 minimiza f , pois ela cobre um maior número de linhas, e portanto, é
escolhida para entrar no conjunto suporte S. Então, removemos o conjunto de cobertura M5
constitúıdo pelas linhas 2, 3, 6 e 7.
Após atualizada a matriz R, o lado direito da Figura 2.3 ilustra a terceira iteração e a
linha i∗ escolhida é a quinta pois entre as linhas restantes é aquela com o menor número de
variáveis que a cobre. As opções são as variáveis x6 e x7. Supomos que c7 ≤ c6 e, como
ambas cobrem o mesmo número de linhas, a variável x7 minimiza f e é escolhida para entrar
no conjunto S. A linha 5 então é removida do problema.
Finalmente, a última iteração é representada no lado direito da Figura 2.3. Nesta iteração
a última linha remanescente para i∗ é a 9 e, esta linha, possui 4 posśıveis escolhas de cober-
tura, as variáveis x1, x4, x8 e x10. Supondo que o custo c4 é o menor entre eles, a variável
x4 minimiza f e, então, é escolhida para completar o conjunto suporte S. Assim, neste
exemplo, o conjunto S = {x9, x5, x7, x4}, representado pelo vetor x = (0, 0, 0, 1, 1, 0, 1, 0, 1),
é a cobertura determinada pela heuŕıstica Primal1.
A heuŕıstica Primal1 consiste em combinar 3 definições da função f da seguinte forma:
a definição 3 para a função f é escolhida e aplica-se a Primal1 até se obter uma cobertura,
depois considerando a ordem em que as variáveis foram inclúıdas na cobertura, retira-se
todas aquelas que estão associadas a multicobertura. Caso não exista multicobertura, o
processo é interrompido. Caso exista, o processo é refeito com as definições 1 ou 2 de f até
que uma nova cobertura seja atingida. O processo é repetido para a última definição 1 ou 2
não escolhida anteriormente.
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2.2.3 Relação entre a Primal1 e o m-PRC
A função da heuŕıstica Primal1 no contexto deste trabalho é auxiliar na escolha dos vértices
opcionais em V \ T responsáveis por cobrir o conjunto W . Esta heuŕıstica compõe a
heuŕıstica H-1-PRC em parceria com a heuŕıstica GENIUS. Mais detalhes sobre as duas
últimas heuŕısticas são encontradas neste caṕıtulo.
2.3 Problema do Caixeiro Viajante
Apresentamos, nesta seção, a definição do Problema do Caixeiro viajante (PCV), as heuŕısticas
GENI, US e GENIUS capazes de resolver este problema e as relações entre a heuŕıstica GE-
NIUS e o m-PRC.
2.3.1 Definição do Problema do Caixeiro Viajante
Em 1954, Dantzig et al. [5] define informalmente o Problema do Caixeiro Viajante: “Encontre
o menor caminho para um caixeiro, dado que ele inicia em uma determinada cidade, visita
um grupo espećıfico de cidades e então retorna à cidade original”. O trabalho consistia em
traçar a rota de menor tamanho que visitaria um conjunto de 49 cidades.
Considerado por [14] como o “nascimento da programação inteira combinatorial”, o tra-
balho de Dantzig et al. [5] afirma que a origem do Problema do Caixeiro Viajante é desco-
nhecida e que a prinćıpio havia apenas sido discutida informalmente entre os matemáticos
ao longo dos anos e reconhece Merrill Flood, na época professor da Columbia University,
como estimulador ao estudo do PCV.
Uma definição formal do PCV é encontrada em Gamboa et al. [8]. “Considere G = (V,A)
com n vértices V = {v1, . . . , vn} e um conjunto de arestas de custo não-negativo (ou
distâncias) representado pela matriz C = (cij) que satisfaz a desigualdade triangular associ-
ada ao conjunto A. A resolução do problema consiste em determinar um ciclo Hamiltoniano
de custo mı́nimo para o grafo G do problema”. A Figura 2.4 ilustra um exemplar do PCV
contendo cinco cidades.
2.3.2 Heuŕıstica GENI
A heuŕıstica Generalized Insertion Procedure (GENI), Procedimento de Inserção Generali-
zado, proposta por Gendreau et al. [9], é um procedimento que iterativamente constrói uma
solução para o PCV ao incluir um vértice por vez na solução. Cada novo vértice υ é inserido
na rota, entre dois vértices distintos υi e υj já pertencentes a esta rota, mesmo que υi e υj
não sejam adjacentes. Após a inserção, tais vértices tornam-se adjacentes à υ.
Suponha que desejamos incluir υ entre υi e υj, e para uma determinada orientação da
rota, o vértice υk está no caminho entre υj até υi e o vértice υ` está no caminho de υi
a υj. Considere também que para todo vértice υh na rota, os vértices υh−1 e υh+1 são
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Figura 2.4: Exemplo para o PCV com |V | = 5
seus antecessor e sucessor, respectivamente. A Figura 2.5 ilustra as duas possibilidades de
inserção.
Inserção do Tipo 1
Neste caso, considere que υk 6= υi e υk 6= υj. Ao inserir υ na rota, elimine as arestas (υi, υi+1),
(υj, υj+1) e (υk, υk+1) e inclua as arestas (υi, υ), (υ, υj), (υi+1, υk) e (υj+1, υk+1). Deste modo,
os caminhos (υi+1, . . . , υj) e (υj+1, . . . , υk) são invertidos. Note que fazendo j = i + 1 e
k = j + 1 o procedimento torna-se uma inserção entre vértices adjacentes da rota.
Inserção do Tipo 2
Neste caso, tomamos υk 6= υj e υk 6= υj+1; υ` 6= υi e υ` 6= υi+1. Ao incluir υ na rota,
elimine as arestas (υi, υi+1), (υ`−1, υ`), (υj, υj+1) e (υk−1, υk) e insira as arestas (υi, υ), (υ, υj),
(υ`, υj+1), (υk−1, υ`−1) e (υi+1, υk). Deste modo, os caminhos (υi+1, . . . , υ`−1) e (υ`, . . . , υj)
são invertidos.
A heuŕıstica GENI considera as duas posśıveis orientações para ambos tipos de inserção.
Uma vez que o número de posśıveis escolhas para υi, υj, υk, υ` é na ordem de n
4, a escolha
para tais vértices deve ser limitada.
Para todo vértice υ ∈ V , definimos a p-vizinhança Np(υ) como o conjunto de p vértices
mais próximos de υ que pertencem à rota (quando considerados os valores de cij), se υ
possui menos de p vizinhos na rota, então todos pertencem à Np(υ). Então, para um dado
parâmetro p, nós selecionamos υi, υj ∈ Np(υ), υk ∈ Np(υi+1) e υ` ∈ Np(υj+1). Também são
consideradas todas as posśıveis inserções entre dois vértices adjacentes υi e υi+1, υi ∈ Np(υ).
Na prática, p é um número relativamente pequeno. A seguir o algoritmo GENI é descrito.
Heuŕıstica GENI







































Figura 2.5: Inserção do Tipo 1 e Tipo 2 de υ entre υi e υj
Passo 1. Inicie uma rota selecionando arbitrariamente três vértices em V . Inicie a p-
vizinhança de todos os vértices.
Passo 2. Selecione um vértice υ qualquer fora da rota. Implemente-o na rota utilizando
a inclusão de menor custo considerando as duas possibilidades de orientação da rota e
os dois tipos de inserção. Atualize a p-vizinhança de todos os vértices, considerando
que υ agora faz parte da rota.
Passo 3. Se todos os vértices estão na rota, pare. Caso contrário, volte ao Passo 2.
As escolhas arbitrárias presentes nos Passos 1 e 2 podem ser feitas de diversas maneiras.
Neste estudo, a escolha arbitrária utilizou-se da função rand presente na linguagem C afim
de escolher um vértice em V que não havia sido incluso na rota.
Um dos pontos fortes deste algoritmo é o fato do procedimento de inserção ser reali-
zado através de uma busca local. Apesar de limitar o número de inclusões posśıveis, este
procedimento é capaz de captar apenas as escolhas mais promissoras.
É válido ressaltar que até mesmo em problemas onde a distância Euclidiana é usada,
a inserção de um novo vértice pode resultar algumas vezes em um custo menor, algo que
jamais acontece em procedimentos de inserção padrão, ou seja, inserções entre dois vértices
adjacentes. A Figura 2.6 de Oliveira et al. [17] inspirada em Gendreau et al. [9] ilustra um
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exemplar onde a inserção de um vértice resulta em uma redução no custo total da rota.
Neste exemplo, p = 4 e os vértices são inseridos na rota em ordem numérica crescente. Um
fenômeno interessante ocorre quando o υ6 é inserido: o procedimento produz um rota que se
cruza. Isto porque a melhor inserção dispońıvel, entre os υ1 e υ2, é inviável, já que o υ1 não
pertence a N4(6). Ocorre também uma redução de custo, de 238.6 para 229.0, quando o υ8
é inserido. Neste exemplo a solução final não é a ótima. A melhor rota (1, 7, 6, 2, 3, 5, 8, 4, 1)























































































Figura 2.6: Heuŕıstica GENI aplicada em um exemplo com 8 vértices
2.3.3 Heuŕıstica US
A Heuŕıstica Unstringing and Stringing (US) é um algoritmo de pós-otimização que consiste
em remover um vértice de uma rota fact́ıvel e inclúı-lo novamente. Este procedimento pode
ser aplicado a qualquer rota produzida por outro algoritmo. O procedimento de inclusão é
idêntico ao Passo 2 da heuŕıstica GENI. O processo de remoção, entretanto, é exatamente o
oposto do processo de inserção. Quando um vértice υi é removido da rota, são considerados
dois modos de reconexão da rota . Estes dois modos são ilustrados na Figura 2.7
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Remoção do Tipo 1
Considere υj ∈ Np(υi+1) e para uma determinada orientação da rota seja υk ∈ Np(υi−1)
um vértice no caminho (υi+1, . . . , υj−1). Assim, as arestas (υi−1, υi), (υi, υi+1), (υk, υk+1) e
(υj, υj+1) são removidas, enquanto as arestas (υi−1, υk), (υi+1, υj) e (υk+1, υj+1) são inseridas.






































Figura 2.7: Remoção do Tipo 1 e Tipo 2 do vértice υi da rota
Remoção do Tipo 2
Considere υj ∈ Np(υi+1), para uma determinada orientação da rota, seja υk ∈ Np(υi−1)
um vértice no caminho (υj+1, . . . , υi−2). Considere também υ` ∈ Np(υk+1) no caminho
(υj, . . . , υk−1). Assim, as arestas (υi−1, υi), (υi, υi+1), (υj−1, υj), (υ`, υ`+1) e (υk, υk+1) são
removidas, enquanto as arestas (υi−1, υk), (υ`+1, υj−1), (υi+1, υj) e (υ`, υk+1) são inseridas.
Os caminhos (υi+1, . . . , υj−1) e (υ`+1, . . . , υk) tem sua orientação invertida. A seguir o pro-
cedimento da heuŕıstica US para um PCV com n cidades é descrito.
Heuŕıstica US
Passo 1. Considere uma rota inicial τ de custo z. Tome τ ∗ := τ, z∗ := z e t := 1.
Passo 2. Iniciando da rota τ , aplique o procedimento de remoção e inserção com o vértice
υt, considerando sempre os dois tipos posśıveis de operação e as duas orientações da
rota. Seja τ̃ a rota obtida e z̃ seu custo . Faça τ := τ̃ e z := z̃.
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• Se z < z∗, faça τ ∗ := τ, z∗ := z e t := 1; repita o Passo 2.
• Se z ≥ z∗, faça t := t+ 1.
• Se t = n + 1, Pare: a melhor rota dispońıvel é τ ∗ e o custo é z∗. Caso contrário,
repita o Passo 2.
2.3.4 Heuŕıstica GENIUS
A heuŕıstica GENIUS trata-se de uma combinação entre a heuŕıstica de criação de rotas
GENI e a heuŕıstica de pós-otimização US, ambas detalhadas anteriormente. O procedi-
mento possui duas fases. Na primeira fase, um ciclo Hamiltoniano (rota) é criado através do
procedimento GENI. Na segunda fase, o procedimento US tenta melhorar a solução obtida
através do processo de remoção e reinclusão de vértice. O procedimento pode ser reescrito
como a seguir.
Heuŕıstica GENIUS
Passo 1. Construa uma rota τ de custo z usando a heuŕıstica GENI.
Passo 2. Aplique a heuŕıstica US sobre τ .
2.3.5 Estrutura da implementação
O objetivo desta subseção é auxiliar futuras implementações da heuŕıstica GENIUS. Neste
estudo, a heuŕıstica GENIUS foi implementada em linguagem C. A Figura 2.8 ilustra o fluxo-
grama da implementação. Inicialmente, os dados de entrada são lidos de um arquivo externo:
o número n de vértices no problema, o valor utilizado para determinar a p-vizinhança e as
coordenadas cartesianas (x, y) de cada vértice.
Durante a etapa Inicialização, a matriz de custos C é gerada através do cálculo da
distância Euclidiana entre as coordenadas cartesianas (x, y) para cada par de vértices. Ainda
nesta etapa, três vetores de inteiros de tamanho n são inicializados e alocados dinamicamente.
O primeiro vetor, chamado de τ , representa a melhor rota atual. Todos os elementos de τ
assumem valor −1 durante a Inicialização. O segundo vetor, chamado de pos, refere-se
à posição de um dado vértice no vetor τ , este vetor também possui inicialmente apenas
elementos iguais a −1. O terceiro vetor, chamado de seq, representa a sequência na qual
os vértices são inseridos pela heuŕıstica GENI na rota e é inicializado com valores entre 0
e n − 1 gerados aleatoriamente pela função rand(), de modo que todos os elementos sejam
diferentes entre si. Finalmente, uma matriz de ordem n × p chamada de Np é inicializada
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com todos valores sendo −1. Cada linha i da matriz Np representa o conjunto Np(υi) de um
dado vértice υi, ou seja, a p-vizinhança do vértice υi.
Após a etapa Inicialização, uma rota com os três primeiros vértices no vetor de sequência
seq é criada, neste algoritmo consideramos que a primeira posição é a posição “0”. Para
simplificar, estes vértices são ordenados no vetor τ em ordem crescente de ı́ndice. A p-
vizinhança de cada υ adicionado é atualizada na linha correspondente a este vértice na
matriz Np.
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Figura 2.8: Fluxograma da implementação da heuŕıstica GENIUS
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Caso o número de vértices n do problema seja três ou menos, o problema salva a resposta
em um arquivo externo de sáıda e a execução é encerrada. Caso o número de vértices n do
problema seja maior que três vértices uma variável sz que representa o número de vértices
atualmente na rota é inicializada com valor “3”. Após esta etapa, o valor da posição sz
no vetor seq é escolhido para entrar na rota e então a heuŕıstica GENI é executada. O
detalhamento desta heuŕıstica será aprofundado na próxima subseção. Após a inclusão do
vértice escolhido através da heuŕıstica GENI, o valor da variável sz é atualizado e um teste
de lógica verifica se a rota já contém todos os vértices do problema. Caso sz < n, um novo
vértice é selecionado no vetor seq para ser incluso pela heuŕıstica GENI até que a condição
sz < n não seja mais satisfeita.
Quando a rota é definitivamente constrúıda, ou seja, sz = n, um procedimento para
inicializar a heuŕıstica US é realizado. Este procedimento consiste em fazer k = 0, onde
k é uma variável auxiliar que controla, em parceria com o vetor seq, o vértice υ que será
trabalhado pela heuŕıstica US. Tal como uma das funções da variável sz, o objetivo da variável
k é representar uma posição no vetor seq para determinar o vértice υ daquela iteração.
A heuŕıstica US é executada com o vértice na posição k do vetor seq. O detalhamento
sobre esta heuŕıstica será realizado ainda nesta seção. Caso a melhor solução encontrada z
pela heuŕıstica US nesta iteração não seja melhor que a melhor solução atual z∗, incrementa-
se o valor de k e realiza-se o teste de lógica k < n. Caso a nova solução z encontrada durante
a heuŕıstica US for melhor que a solução atual, atualiza-se a solução atual, ou seja, z∗ := z
e a nova rota τ ∗ := τ . O valor de k retorna para “0” e o teste de lógica k < n é realizado. O
teste de lógica k < n tem o objetivo de verificar se todos os vértices já foram testados pela
heuŕıstica US desde a melhor solução encontrada, ou seja, quando k = n a heuŕıstica US foi
aplicada a todos os vértices do problema e não encontrou uma soluçao melhor.
Finalmente, quando o teste de lógica k < n falha, ou seja, quando k = n, a melhor
solução da heuŕıstica foi obtida. Esta solução é salva em um arquivo externo, as variáveis
alocadas dinamicamente são liberadas e a execução atinge o fim.
Implementação da heuŕıstica GENI
A Figura 2.9 ilustra o fluxograma da implementação da heuŕıstica GENI utilizada neste
estudo. A heuŕıstica GENI recebe como entrada os valores da matriz de custo C, o vértice
υ que deverá ser adicionado à rota naquela iteração, o número p de vértices que compõem a
p-vizinhança, a matriz Np contendo a p-vizinhança de todos os vértices já inclusos na rota,
a rota s obtida na iteração anterior e o número de vértices sz desta rota.
Ao entrar na rotina GENI algumas variáveis auxiliares são declaradas e outras são de-
claradas e alocadas dinamicamente durante a etapa Inicialização. Dois vetores de inteiros
merecem destaque. O vetor s representa a melhor rota obtida na iteração anterior e o vetor
τ representa a rota s após a inclusão do vetor υ. Ainda durante a inicialização, é feito
z∗ := 100000z∗. Isto é realizado para que o valor de z∗ seja alto e que este possa ser atuali-
zado corretamente logo na primeira tentativa de inserção que será realizada algumas etapas
seguintes.
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A etapa subsequente consiste em criar a p-vizinhança para o vértice υ que será adicionado
à rota nesta iteração. Nesta etapa um procedimento é executado para determinar os p vértices
mais próximos de υ que já estão na rota. Os p vértices são salvos em uma linha da matriz
Np em ordem crescente de distância em relação a υ, ou seja, o primeiro elemento daquela
linha é o vértice mais próximo de υ na rota, o segundo elemento é o segundo vértice mais
próximo e assim por diante até o p-ésimo elemento que representa o p-ésimo vértice mais
próximo na rota.
Ińıcio Inicialização Criar Np(υ) Fazer î := 0
Inserir υ
entre υi e υi+1




entre υi−1 e υi
z ≤ z∗ ?
Atualizar
solução
Fazer î := î+ 1

















Figura 2.9: Fluxograma da implementação da heuŕıstica GENI
O próximo passo inicializa a variável î em 0. Esta variável é utilizada para acessar
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o elemento na î-ésima coluna da matriz Np e na linha correspondente ao vetor υ. Este
elemento corresponde ao vértice υi ∈ Np(υ). Fixa-se uma orientação para a rota e insere-se
o vértice υ entre os vértices υi e υi+1 na rota s. Caso o tamanho z da rota resultante τ
da inserção seja menor que o tamanho z∗ da melhor rota atual τ ∗, atualiza-se a solução
atual, ou seja, τ ∗ := τ e z∗ := z. Logo em seguida, mantendo a orientação, insere-se o
vértice υ entre os vértices υi−1 e υi na rota s. Novamente, caso uma solução melhor seja
encontrada, o procedimento para atualizar a solução é realizado. Após estas duas inserções,
atualiza-se o valor de î e é verificado se todos os vértices na p-vizinhança foram testados nos
procedimentos de inserção. Caso reste algum vértice na p-vizinhança de υ não testado, os
dois procedimentos de inserção são realizados novamente.
Quando î = p, inicia-se o processo de inserção do Tipo 1. Este processo é repetido para
as duas posśıveis orientações da rota. As variáveis î e ĵ acessam respectivamente os vértices
υi e υj do conjunto Np(υ) e a variável k̂ acessa os vértices υk do conjunto Np(υi+1). Fixada
inicialmente uma orientação ô, a rota s é reescrita de modo que o primeiro vértice seja υi.
Apenas quando as condições υi 6= υj, υi 6= υk, υj 6= υk, pos(υj) 6= 1, pos(υj) 6= sz − 1,
0 < pos(υj) < pos(υk) são satisfeitas a inserção do Tipo 1 para o vértice υ é realizada.
Um exemplo de Inserção do Tipo 1 é apresentada na Figura 2.10. Considere a rota
presente na Figura 2.10 como uma rota atual s a qual desejamos realizar a inclusão do
vértice υ = υ10 entre os vértices υi = υ5 e υj = υ3, considerando υk = υ8 como um exemplo
































Figura 2.10: Exemplo de Inserção do Tipo 1
Podemos representar os vértices da Figura 2.10 como um vetor de ı́ndices. Para tal, basta
escolher um desses vértices para ser o vértice inicial em uma lista circular. Assim, tomando
a primeira posição da lista como sendo o vértice υi = υ5, temos a representação no sentido
horário.
Rota = |υ5|υ4|υ7|υ3|υ6|υ1|υ8|υ2|υ9|
Para executar a inserção do Tipo 1 com a estrutura escolhida, os procedimentos abaixo
são necessários.
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Inserção do Tipo 1
Passo 1. Construa um novo vetor com o primeiro elemento υi, o segundo elemento υ e o
terceiro elemento υj.
Passo 2. Inclua o elemento υj−1 à rota e adicione ao novo vetor todos os elementos até
atingir υi+1 no sentido contrário da orientação atual da rota. Nesta etapa, existe a
possibilidade dos elementos υj−1 e υi+1 serem o mesmo elemento.
Passo 3. Inclua o elemento υk à rota e adicione ao novo vetor todos os elementos até
atingir υj+1 no sentido contrário da orientação atual da rota. Nesta etapa, existe a
possibilidade dos elementos υk e υj+1 serem o mesmo elemento.
Passo 4. Inclua o elemento υk+1 à rota e adicione ao novo vetor todos os elementos até
atingir υi−1 no mesmo sentido da orientação atual da rota. Nesta etapa, existe a
possibilidade dos elementos υk+1 e υi−1 serem o mesmo elemento.
A seguir, apresentamos os passos descritos na rota presente na Figura 2.10.
Inserção do Tipo 1
Passo 1. Construa um novo vetor com o primeiro elemento υ5, o segundo elemento υ10 e
o terceiro elemento υ3.
Rota = |υ5|υ10|υ3|
Passo 2. Inclua o elemento υ7 à rota e adicione ao novo vetor todos os elementos até
atingir υ4 no sentido contrário da orientação atual da rota.
Rota = |υ5|υ10|υ3|υ7|υ4|
Passo 3. Inclua o elemento υ8 à rota e adicione ao novo vetor todos os elementos até
atingir υ6 no sentido contrário da orientação atual da rota.
Rota = |υ5|υ10|υ3|υ7|υ4|υ8|υ1|υ6|
Passo 4. Inclua o elemento υ2 à rota e adicione ao novo vetor todos os elementos até
atingir υ9 no mesmo sentido da orientação atual da rota.
Rota = |υ5|υ10|υ3|υ7|υ4|υ8|υ1|υ6|υ2|υ9|
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Após todos os testes realizados para a primeira orientação, o vértice de inteiros s é
reescrito, de modo que o vértice υi seja o primeiro elemento e a orientação seja invertida.
Para esta nova orientação, a inserção do Tipo 1 é realizada para todas as variações de î, ĵ e
k̂ desde que as condições já mencionadas sejam satisfeitas. Quando não existem mais testes
para a inserção do Tipo 1 a inserção do Tipo 2 é realizada.
A inserção do Tipo 2 é repetida para as duas posśıveis orientações da rota. As variáveis
î e ĵ acessam respectivamente os elementos υi e υj do conjunto Np(υ), a variável k̂ acessa os
elementos υk do conjunto Np(υi+1) e a variável ˆ̀acessa os elementos υ` do conjunto Np(υj+1).
Fixada inicialmente uma orientação ô, a rota s é reescrita de modo que o primeiro vértice
seja o vértice υi. Apenas quando as condições υi 6= υj, υi 6= υ`, υj 6= υk, υk 6= υj+1, υ` 6= υi+1,
pos(υj) 6= 1, pos(υj) 6= sz − 1, 0 < pos(υk) < pos(υj) e pos(υj) < pos(υl) são satisfeitas a
inserção do Tipo 2 para vértice υ é realizada.
Um exemplo de inserção do Tipo 2 é apresentada na Figura 2.11. Considere a rota
presente na Figura 2.11 como uma rota atual s a qual desejamos realizar a inclusão do
vértice υ = υ13 entre os vértices υi = υ5 e υj = υ12, considerando υl = υ3 e υk = υ8 como






































Figura 2.11: Exemplo de inserção do Tipo 2
Podemos representar os vértices da Figura 2.11 como um vetor de ı́ndices. Para tal, basta
escolher um desses vértices para ser o vértice inicial em uma lista circular. Assim, tomando
a primeira posição da lista como sendo o vértice υi = υ5, temos a representação no sentido
horário.
Rota = |υ5|υ10|υ1|υ3|υ4|υ7|υ12|υ6|υ2|υ8|υ11|υ9|
Para executar a inserção do Tipo 2 com a estrutura escolhida, os procedimentos abaixo
são necessários.
Inserção do Tipo 2
Passo 1. Construa um novo vetor com o primeiro elemento υi, o segundo elemento υ e o
terceiro elemento υj.
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Passo 2. Inclua o elemento υj−1 à rota e adicione ao novo vetor todos os elementos até
atingir υ` no sentido contrário da orientação atual da rota. Nesta etapa, existe a
possibilidade dos elementos υj−1 e υ` serem o mesmo elemento.
Passo 3. Inclua o elemento υj+1 à rota e adicione ao novo vetor todos os elementos até
atingir υk−1 no sentido contrário da orientação atual da rota. Nesta etapa, existe a
possibilidade dos elementos υk−1 e υj+1 serem o mesmo elemento.
Passo 4. Inclua o elemento υ`−1 à rota e adicione ao novo vetor todos os elementos até
atingir υi+1 no mesmo sentido da orientação atual da rota. Nesta etapa, existe a
possibilidade dos elementos υ`−1 e υi+1 serem o mesmo elemento.
Passo 5. Inclua o elemento υk à rota e adicione ao novo vetor todos os elementos até atingir
υi−1 no mesmo sentido da orientação atual da rota. Nesta etapa, existe a possibilidade
dos elementos υk e υi−1 serem o mesmo elemento.
Aplicando os passos descritos no exemplo da Figura 2.11.
Inserção do Tipo 2
Passo 1. Construa um novo vetor com o primeiro elemento υ5, o segundo υ13 e o terceiro
υ12. Rota = |υ5|υ13|υ12|
Passo 2. Inclua o elemento υ7 à rota e adicione ao novo vetor todos os elementos até
atingir υ3 no sentido contrário da orientação atual da rota.
Rota = |υ5|υ3|υ10|υ7|υ4|υ3|
Passo 3. Inclua o elemento υ6 à rota e adicione ao novo vetor todos os elementos até
atingir υ2 no mesmo sentido da orientação atual da rota.
Rota = |υ5|υ3|υ10|υ7|υ4|υ3|υ6|υ2|
Passo 4. Inclua o elemento υ1 à rota e adicione ao novo vetor todos os elementos até
atingir υ10 no sentido contrário da orientação atual da rota.
Rota = |υ5|υ3|υ10|υ7|υ4|υ3|υ6|υ2|υ1|υ10|
Passo 3. Inclua o elemento 8 à rota e adicione ao novo vetor todos os elementos até atingir
υ9 no mesmo sentido da orientação atual da rota.
Rota = |υ5|υ3|υ10|υ7|υ4|υ3|υ6|υ2|υ1|υ10|υ8|υ11|υ9|
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Após todos os testes realizados para a primeira orientação, o vértice de inteiros s é
reescrito, de modo que o vértice υi seja o primeiro elemento e a orientação seja invertida.
Para esta nova orientação, a inserção do Tipo 2 é realizada para todas as combinações de î,
ĵ, k̂ e ˆ̀, desde que as condições já mencionadas sejam satisfeitas.
Quando todos os testes de inclusão são realizados, a matriz Np é atualizada apenas nas
linhas referentes aos vértices υi que já estão presentes na rota e, além disso, o vértice υ incluso
na rota está mais próximo de υi do que o p-ésimo vértice em Np(υi) está de υi. Esta etapa
apesar de trivial, pode tornar o algoritmo extremamente lento, caso cálculos desnecessários
sejam realizados.
Por fim, a melhor rota τ ∗ e o melhor custo z∗ são armazenados. A seguir entramos nos
detalhes da implementação da heuŕıstica US.
Implementação da heuŕıstica US
A Figura 2.14 ilustra o fluxograma da implementação da heuŕıstica US utilizada neste estudo.
A heuŕıstica US recebe como entrada o número de vértices n do problema, o vértice υi que
será removido pela heuŕıstica US e, em seguida, reincluso na rota, a matriz de vizinhança Np
para todos os vértices, a melhor rota atual τ ∗, o melhor custo atual z∗ e o vetor de posições
pos de cada vértice.
O primeiro passo da implementação é criar uma matriz N̂p que, inicialmente, é uma cópia
da matriz de vizinhanças Np e então remover o vértice υi de todas as vizinhanças na qual
ele ocorre e esta nova matriz N̂p é então atualizada. Na Inicialização, criamos um vetor s
que representa uma cópia da melhor rota atual τ ∗ aonde as manipulações de remoção são
efetuadas.
A mesma linha de racioćınio utilizada na heuŕıstica GENI, é utilizada na heuŕıstica US.
A variável ô é responsável por indicar a orientação da rota e as variáveis, ĵ, k̂, e ˆ̀ acessam
os elementos υj ∈ Np(υi+1), υk ∈ Np(υi−1) e υ` ∈ Np(υk+1) respectivamente.
A remoção do Tipo 1 segue um caminho parecido com a inclusão do Tipo 1. A Figura 2.12
ilustra um exemplo de remoção do Tipo 1. Considere a rota presente na Figura 2.12 como
uma rota atual s a qual desejamos realizar uma remoção do vértice υi = υ10 e escolhemos
υj = υ6 e υk = υ4.
Podemos representar os vértices da Figura 2.12 como um vetor de ı́ndices. Para tal, basta
escolher um desses vértices para ser o vértice inicial em uma lista circular. Assim, tomando
a primeira posição da lista como sendo o vértice υk = υ4, temos a representação no sentido
horário.
Rota = |υ4|υ8|υ1|υ6|υ2|υ9|υ5|υ10|υ3|υ7|
Para executar a remoção do Tipo 1 com a estrutura escolhida, os procedimentos abaixo
são necessários.
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Remoção do Tipo 1
Passo 1. Construa um novo vetor com o primeiro elemento υk e adicione ao novo vetor
todos os elementos até atingir υi+1 no sentido contrário da orientação atual da rota.
Nesta etapa, existe a possibilidade dos elementos υk−1 e υi+1 serem o mesmo elemento.
Passo 2. Inclua o elemento υj à rota e adicione ao novo vetor todos os elementos até
atingir υk+1 no sentido contrário da orientação atual da rota. Nesta etapa, existe a
possibilidade dos elementos υj−1 e υk+1 serem o mesmo elemento.
Passo 3. Inclua o elemento υj+1 à rota e adicione ao novo vetor todos os elementos até
atingir υi−1 no mesmo sentido da orientação atual da rota. Nesta etapa, existe a
possibilidade dos elementos υj+1 e υi−1 serem o mesmo elemento.
A seguir, apresentamos os passos descritos aplicados na rota presente na Figura 2.12.
Remoção do Tipo 1
Passo 1. Construa um novo vetor com o primeiro elemento υ4 e adicione ao novo vetor
todos os elementos até atingir υ3 no sentido contrário da orientação atual da rota.
Rota = |υ4|υ7|υ3|
Passo 2. Inclua o elemento υ6 à rota e adicione ao novo vetor todos os elementos até
atingir υ8 no sentido contrário da orientação atual da rota.
Rota = |υ4|υ7|υ3|υ6|υ1|υ8|
Passo 3. Inclua o elemento υ2 à rota e adicione ao novo vetor todos os elementos até
atingir υ5 no mesmo sentido da orientação atual da rota.
Rota = |υ4|υ7|υ3|υ6|υ1|υ8|υ2|υ9|υ5|
































Figura 2.12: Exemplo de remoção do Tipo 1
Após a remoção do vértice υi, ele é agora escolhido para ser incluso novamente à rota
através da heuŕıstica GENI. Após a aplicação da heuŕıstica GENI, se uma solução z en-
contrada for melhor que a melhor solução atual z∗, a rota τ ∗ e a melhor solução z∗ são
atualizadas.
Este procedimento é repetido até que todas as escolhas posśıveis de ĵ, k̂ e as duas ori-
entações ô tenham sido feitas. Quando isto ocorre, realizamos a remoção do Tipo 2.
A remoção do Tipo 2 é parecida com a inserção do Tipo 2. A Figura 2.13 ilustra um
exemplo de remoção do Tipo 1. Considere a rota presente na Figura 2.13 como uma rota
atual s a qual desejamos realizar uma remoção do vértice υi = υ13 e escolhemos υj = υ6,






































Figura 2.13: Exemplo de remoção do Tipo 2
Podemos representar os vértices da Figura 2.13 como um vetor de ı́ndices. Para tal, basta
escolher um desses vértices para ser o vértice inicial em uma lista circular. Assim, tomando
a primeira posição da lista como sendo o vértice υk = υ10 e considerando υk+1 = υ8, temos
a representação.
Rota = |υ10|υ8|υ11|υ9|υ5|υ13|υ12|υ7|υ4|υ3|υ6|υ2|υ1|
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Figura 2.14: Fluxograma da implementação da heuŕıstica US
Para executar a inserção do Tipo 2 com a estrutura escolhida, os procedimentos a seguir
são necessários.
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Remoção do Tipo 2
Passo 1. Construa um novo vetor com o primeiro elemento υk e adicione ao novo vetor
todos os elementos até atingir υ`+1 no sentido contrário da orientação atual da rota.
Nesta etapa, existe a possibilidade dos elementos υk−1 e υ`+1 serem o mesmo elemento.
Passo 2. Inclua o elemento υj−1 à rota e adicione ao novo vetor todos os elementos até
atingir υi+1 no sentido contrário da orientação atual da rota.
Passo 3. Inclua o elemento υj à rota e adicione ao novo vetor todos os elementos até atingir
υ` no mesmo sentido da orientação atual da rota. Nesta etapa, existe a possibilidade
dos elementos υj+1 e υ` serem o mesmo elemento.
Passo 4. Inclua o elemento υk+1 à rota e adicione ao novo vetor todos os elementos até
atingir υi−1 no mesmo sentido da orientação atual da rota. Nesta etapa, existe a
possibilidade dos elementos υk+1 e υi−1 serem o mesmo elemento.
Aplicando os passos descritos no exemplo da Figura 2.13.
Remoção do Tipo 2
Passo 1. Construa um novo vetor com o primeiro elemento υ10 e adicione ao novo vetor
todos os elementos até atingir υ1 no sentido contrário da orientação atual da rota.
Rota = |υ10|υ1|
Passo 2. Inclua o elemento υ3 à rota e adicione ao novo vetor todos os elementos até
atingir υ12 no sentido contrário da orientação atual da rota.
Rota = |υ10|υ1|υ3|υ4|υ7|υ12|
Passo 3. Inclua o elemento υ6 à rota e adicione ao novo vetor todos os elementos até
atingir υ2 no mesmo sentido da orientação atual da rota.
Rota = |υ10|υ1|υ3|υ4|υ7|υ12|υ6|υ2|
Passo 4. Inclua o elemento υ8 à rota e adicione ao novo vetor todos os elementos até
atingir υ5 no mesmo sentido da orientação atual da rota.
Rota = |υ10|υ1|υ3|υ4|υ7|υ12|υ6|υ2|υ8|υ11|υ9|υ5|
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Após a remoção do vértice υi, ele é escolhido para ser incluso novamente à rota através
da heuŕıstica GENI. Caso após a aplicação da heuŕıstica GENI uma solução z melhor que a
melhor solução atual z∗ seja encontrada, a rota τ ∗ e a melhor solução z∗ são atualizadas.
Este procedimento é repetido até que todas as escolhas posśıveis de ĵ, k̂, ˆ̀ e as duas
orientações ô tenham sido feitas. Quando isto ocorre, a heuŕıstica US atinge o fim.
2.3.6 Relação entre a heuŕıstica GENIUS e o m-PRC
A heuŕıstica constrúıda para o m-PRC utiliza uma versão adaptada da heuŕıstica GENIUS.
O objetivo principal da heuŕıstica GENIUS para o m-PRC é servir como construtora (GENI)
e pós-otimizadora (US) de rotas.
Sumariamente, a função da heuŕıstica GENIUS surge logo após a divisão do conjunto de
dados em m partes. Ela é aplicada sobre cada subconjunto de dados e é responsável por
construir uma rota em cada subconjunto.
A heuŕıstica GENIUS entretanto não trabalha sozinha, ela atua em conjunto com a
heuŕıstica Primal1 apresentada na Seção anterior para dar origem a heuŕıstica conhecida
como H-1-PRC que será detalhada na próxima seção.
2.4 Problema da Rota de Cobertura
Apresentamos, nesta seção, a definição do Problema de Rotas de Cobertura (PRC), a
heuŕıstica H-1-PRC Modificada utilizada para resolver este problema e as relações entre
a heuŕıstica H-1-PRC-Mod e o m-PRC.
2.4.1 Definição do Problema da Rota de Cobertura
Quase quatro décadas após o paper publicado por Dantzig et al. [5], Current e Schling [4],
em 1989, propuseram uma extensão do Problema do Caixeiro Viajante e o nomearam de
Covering Salesman Problem (CSP) ou Problema de Cobertura do Caixeiro. Neste trabalho,
os autores afirmam que em muitos problemas reais não existe a necessidade real de passar
em todos os pontos, mas que alguns pontos estejam de fato apenas a uma dada distância da
rota proposta. Alguns anos depois, em 1995, Gendreau et al. [10] apresentam um problema
semelhante: Covering Tour Problem (CTP), ou Problema de Rotas de Cobertura (PRC).
Gendreau et al. [10] definem o PRC da seguinte maneira. “Seja G = (V ∪W,E) um grafo
não direcionado, onde V ∪W é o conjunto de vértices, V = {υ1, . . . , υn} e E = {(υi, υj) :
υi, υj ∈ V ∪W, i < j} é o conjunto de arestas. O vértice υ1 é o depósito, V é o conjunto de
vértices que podem ser visitados, T ⊆ V é um conjunto de vértices que devem ser visitados
(υ1 ∈ T ) e W é o conjunto de vértices que devem ser cobertos. Uma matriz de distâncias
C = (cij) que satisfaz a desigualdade triangular é definida em E. O PRC consiste em
determinar o menor ciclo Hamiltoniano sobre um conjunto V , de modo que este contenha
todos os vértices em T e que todos os vértices em W sejam cobertos pela rota.”
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Figura 2.15: Exemplo de um PRC com |T | = 2 |V | = 8 e |W | = 7
Pela descrição do problema, é posśıvel notar que ao tomar V = T e W = ∅, o problema
torna-se um PCV. A Figura 2.15 retirada de Gendreau et al. [10] exemplifica o problema
mencionado.
2.4.2 Formulação do Problema da Rota de Cobertura
É posśıvel representar este problema como um programa linear inteiro tal como em Gendreau
et al. [10].
Modelo Matemático de otimização para o PRC
Definição das variáveis.
• xij é uma variável binária e assume valor 1 se a aresta (υi, υj) é utilizada. Caso
contrário, possui valor 0.
• yh =
{
1, se υh ∈ V é visitado na solução final
0, caso contrário.







2.4 Problema da Rota de Cobertura 47
∑
υh∈S`
yh ≥ 1, (υ` ∈ W ). (2.2)






xhj = 2yh (υh ∈ V ). (2.3)
∑
υi ∈ S, υj ∈ V \ S
ou
υj ∈ S, υi ∈ V \ S
xij ≥ 2yh (S ⊂ V, 2 ≤ |S| ≤ n− 2, T \ S 6= ∅, υh ∈ S). (2.4)
yh = 1 (υh ∈ T ),
yh ∈ {0, 1} (υh ∈ V \ T, ),
xij ∈ {0, 1} (υi, υj ∈ V, i < j, ).
(2.5)
A função objetivo (2.1) busca minimizar o tamanho total da rota. As restrições (2.2)
garantem que cada vértice υ` deW seja coberto por pelo menos um vértice de V . As restrições
(2.3) garantem que cada vértice υh utilizado na solução possua exatamente duas arestas ativas
ou nenhuma. O grupo de restrições (2.4) não permite que uma solução contenha subrotas
desconectadas. Finalmente, (2.5) são as restrições de integralidade.
2.4.3 Heuŕıstica H-1-PRC Modificada
A heuŕıstica H-1-PRC Modificada descrita por Oliveira [16], baseada na heuŕıstica H-1-
PRC de Gendreau et al. [10], combina a heuŕıstica Primal1 para o problema de cobertura
com a heuŕıstica GENIUS para o PCV. Ela é usada para resolver cada 1-PRC no processo
de construção do m-PRC. Assim, durante a aplicação da heuŕıstica H-1-PRC Modificada,
temos que garantir a cobertura do conjunto W . Para encontrar uma boa cobertura usa-se a
heuŕıstica Primal1 apresentada por Balas e Ho [1].
Esta heuŕıstica utiliza o seguinte fato. Se um conjunto de vértices que deve ser visitado
(isto é, o conjunto suporte ótimo de y) é conhecido, então o PRC é reduzido a um PCV.
Isto sugere a construção de um Problema de Cobertura, considerando o aspecto “cobertura”
separadamente para construir um conjunto suporte com y, para posteriormente resolver Note
que, como neste caso m = 1 não existe a necessidade de um ı́ndice referente ao carro.
Por outro lado, as rotas do PCV são também constrúıdas de modo incremental através
da heuŕıstica GENIUS, tal como citado na seção anterior. Assim, as heuŕısticas GENIUS e
Primal1 são combinadas afim de produzir a H-1-PRC Modificada descrita a seguir.
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Heuŕıstica H-1-PRC Modificada
Passo 1 (inicialização). Faça H := T , z̄ :=∞. A definição atual de f é (3).
Passo 2 (construção da rota). Construa um ciclo Hamiltoniano de custo z com todos os
vértices de H, usando GENIUS.
Passo 3 (critério de parada). Se pelo menos um vértice de W não é coberto por um vértice
de H, vá para o Passo 4. Se z ≤ z̄, faça z̄ := z e H̄ := H. Se a definição atual de f
é a última, pare com a melhor solução dada pela rota H̄ de custo z̄. Caso contrário,
remova de H todos os vértices associados com multicobertura de vértices em W e vá
para o Passo 2 com a próxima definição de f .
Passo 4 (seleção de vértice). Calcule para todo vértice υh ∈ V \H um coeficiente ch igual
ao custo de sua inserção mais barata na rota atual H. Determine o melhor vértice υh∗
para incluir em H de acordo com a definição atual de f . Faça H := H ∪ {υh∗} e vá
para o Passo 2.
Vértices são gradualmente selecionados e adicionados ao conjunto de vértices que devem
ser visitados, então uma nova solução aproximada ao PCV envolvendo a inserção de cada
um dos vértices é obtida (utilizando GENIUS), este procedimento acaba uma vez que todos
os vértices em W foram cobertos. A seleção de cada vértice é feita considerando as funções
de mérito descritas na heuŕıstica Primal1 utilizando o coeficiente cj, que representa o custo
de inserir este vértice na solução aproximada do PCV, obtida através da heuŕıstica GENI.
Quando todo o conjunto é coberto a melhor solução é salva e todos os vértices associados
a multicobertura são removidos para reiniciar o processo de inserção, mas com uma nova
definição para f .
2.4.4 Estrutura da implementação
A estrutura utilizada na implementação deste algoritmo é semelhante à heuŕıstica GENIUS
e visa facilitar a interface entre ambas. A Figura 2.16 ilustra um fluxograma que representa
a implementação da H-1-PRC Modificada neste estudo.
Inicialmente existe um procedimento de leitura de dados por um arquivo ou programa
externo, esta entrada consiste no número de vértices n total no problema, o número p da
p-vizinhança presente na heuŕıstica GENIUS que será considerado, o número de vértices de
visita obrigatória t, o número de vértices opcionais v, o número de vértices que devem ser
cobertos w e a constante de cobertura c. Também são lidos as coordenadas x e y de cada
vértice. Nesta implementação, consideramos que o primeiro vértice lido é o depósito e os
t−1 vértices seguintes pertencem ao conjunto de visitas obrigatório. Os próximos v vértices
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que são lidos representam o conjunto de vértices que podem ser visitados e os últimos w

































Figura 2.16: Fluxograma da implementação da heuŕıstica H-1-PRC-Mod
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Na etapa Inicialização, as variáveis utilizadas são geradas, destaque para o vetor de
inteiros τ ∗ que representa a melhor rota encontrada, o custo z∗ associado a esta rota, a matriz
de distâncias C e a matriz de vizinhanças Np presente na heuŕıstica GENIUS. Nesta etapa,
também fazemos uma varredura entre os w vértices que devem ser cobertos e removemos do
problema aqueles que já são cobertos por pelo menos um dos t vértices obrigatórios.
Em seguida, aplicamos a heuŕıstica GENIUS para todos os t vértices obrigatórios e cons-
trúımos uma rota inicial de tamanho t. Um teste então é realizado para determinar se todos
os w vértices que devem ser cobertos já foram cobertos. Caso isso ocorra, o programa re-
torna a melhor rota encontrada e o melhor custo(Esta sáıda pode ser tanto para um arquivo
externo, quanto para um programa externo).
Caso existam vértices que necessitam cobertura, a segunda Inicialização ocorre, onde
diversas variáveis são geradas, com destaque para a variável def que representa a definição
atual da função f descrita na heuŕıstica Primal1 e a variável r∗ que representa a melhor
solução atual considerando a definição atual de f . Em seguida, escolhe-se um vértice wi
utilizando os critérios de escolha descritos na heuŕıstica Primal1 para ser coberto.
Uma vez escolhido o vértice wi a ser coberto, todos os posśıveis υ são testados através da
heuŕıstica GENI e aquele com a melhor solução r é adicionado à rota τ ∗. Este procedimento
de escolha de vértices wi que devem ser cobertos é repetido até que todos eles tenham sido
cobertos.
A heuŕıstica US é aplicada na rota τ ∗ quando todos os vértices w já são cobertos e verifica-
se se esta é a última definição de f . Caso seja, o algoritmo caminha para o procedimento
de sáıda e caso não seja, atualiza-se a definição atual de f . Então, procuram-se vértices
relacionados à multicobertura. Caso exista multicobertura, todos os vértices associados a
multicobertura são removidos da rota, ou seja, para cada vértice wi coberto por mais de um
vértice υ, remove-se todos os vértices υ. Após isso, o conjunto de vértices w que não estão
cobertos é atualizado e o procedimento de cobertura é realizado novamente.
Caso não exista nenhum vértice associado a multicobertura, a heuŕıstica segue para
o procedimento de Sáıda e então as variáveis alocadas dinamicamente são liberadas e a
execução atinge o fim.
2.4.5 Relação entre a heuŕıstica H-1-PRC Modificada e o m-PRC
As heuŕısticas elaboradas neste estudo para resolver o m-PRC utilizam a heuŕıstica apresen-
tada nesta seção para traçar a rota de cada um dos m véıculos. Os dados são pré-processados
e divididos em m subconjuntos de vértices antes da heuŕıstica H-1-PRC Modificada ser pro-
cessada. Ela então resolve o 1-PRC para cada subconjunto de vértices e devolve os resultados
dessas resoluções à heuŕıstica principal. A próxima seção detalha a transição entre todas as
heuŕısticas utilizadas na resolução do m-PRC.
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2.5 Heuŕısticas para o m-PRC
Descrevemos, nesta seção, os quatro procedimentos heuŕısticos usados na resolução do m-
PRC. Cada procedimento é dividido em 4 fases e são baseados no trabalho de Hachicha et al.
[12] e Oliveira et al. [17]. A primeira fase consiste em dividir o problema em m subproblemas
menores. A estratégia usada nesta divisão dá o nome para cada heuŕıstica a Greedy ou
Gananciosa, a Sweep ou Varredura, a Route-First/Cluster-second ou Rota Primeiro / Cluster
Segundo e a Sector Partition ou Partição por Setor. Após a determinação dos clusters, a
heuŕıstica H-1-PRC Modificada inicia a solução de um 1-PRC para cada cluster e m rotas
balanceadas que iniciam e terminam no depósito e cobrem o conjunto W , são criadas ao final
desta fase. Por fim, dois processos de pós-otimização apresentados por Oliveira et al. [17],
um proposto por Oliveira et al. [17] Multicover Elimination, Eliminação de Multicobertura e
o outro inspirado em Hachicha et al. [12] nomeado de Balanced 2-opt ou 2-opt Balanceada,
compõem a terceira fase e a quarta fase, respectivamente, com o objetivo de melhorar a
solução obtida. A Tabela 2.1 ilustra cada uma das fases.
Fase 1 Fase 2 Fase 3 Fase 4
Gananciosa
Varredura Rotina
Rota-Primeiro H-1-PRC Eliminação de 2-opt
Cluster Segundo Modificada Multicobertura Balanceada
Partição
por Setor
Tabela 2.1: Rotinas referentes a cada fase
Uma diferença imediata entre este estudo e o estudo apresentado por Oliveira et al. [17]
é o uso de ambas heuŕısticas pós-otimizadoras nas quatro heuŕısticas. Essa combinação só
é posśıvel, pois a função de cada uma das duas fases finais é distinta. Pela Tabela 2.1 é
posśıvel observar que a diferença entre cada heuŕıstica está apenas na rotina de formação de
clusters.
Nas rotinas que serão explanadas a seguir baseadas, em Oliveira et al. [17], é comumente
necessário saber o subconjunto de vértices em W que é coberto por um vértice em particular
de V . O subconjunto coberto por um dado υi ∈ V é denotado por Ci = {w` ∈ W |i ∈ S`} e
S` = {υi ∈ V \ T |cil ≤ c}, onde c é o raio de cobertura de cada vértice.
2.5.1 Heuŕıstica Gananciosa
Inicialmente, uma rota única é criada com R = (h0, h1, . . . , hz) que contém todos os vértices
em T e com vértices em V \ T capaz de cobrir todos os vértices de W . Para formar esta
rota, inicializamos h0 = υ0, R = (h0) e L = T
∗∪W . O conjunto L é gradualmente esvaziado
selecionando o vértice mais próximo relativo ao vértice anteriormente selecionado em L. Se
o vértice escolhido h pertence ao conjunto T , então ele é simplesmente adicionado a R, e
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{h} ∪ Ch é removido de L. Se h pertence a W , então selecionamos um vértice em Sh que
cobre o maior número de vértices ainda não cobertos, digamos o vértice `, e o anexamos à
rota R. Então C` é removido de L.
Nesta heuŕıstica e nas duas a seguir, uma vez que R é constrúıdo a sequência R∗ = R\{0}
é considerada como uma lista circular. Afim de aplicar a Fase 2, é necessário dividir V , T e
W em m subconjuntos criados a partir de uma partição de R∗, como segue.
• Passo 1: Tome i := 1, u := hi b = b omc. s = o −mb, onde o representa o número de
vértices em R∗. Se o não é diviśıvel por m, faça b := o+ 1;
• Passo 2: Começando do vértice u em R∗, selecione s subconjuntos de vértices sequen-
ciais de tamanho b+ 1 e m− s subconjuntos de tamanho b;
• Passo 3: Faça i := i + 1. Se i = b, pare. Caso contrário, atualize u = hi e volte ao
Passo 2.
Os vértices em V no k-ésimo conjunto união com {0} são denotados por Vk e o k-ésimo
subconjunto de W é Wk = ∪{Ci|i ∈ Vk}. Note que o conjunto Vk ∪Wk e suas respectivas
arestas formam um subgrafo para a resolução de 1-PRC no k-ésimo Cluster constrúıdo.
No algoritmo deste estudo, uma vez que os conjuntos Wk são definidos, todos os vértices
nos conjuntos S` para w` ∈ Wk também são adicionados à Vk de modo a aumentar o número
de opções para a construção de uma rota durante a resolução na Fase 2. Por outro lado, nesta
última escolha de construção de Cluster pode ocorrer que a interseção entre diferentes Vk
seja não vazia. Como consequência, um vértice pode pertencer a mais de uma rota durante
as resoluções dos 1-PRC. Isto é resolvido por um procedimento dentro da Fase 2.
2.5.2 Heuŕıstica Varredura
A diferença entre esta heuŕıstica e a anterior está na estratégia para construir a rota R. O
processo de varredura é aplicado aos vértices em T ∪W . O procedimento inicia com h0 = υ0,
R = (h0) e L = T
∗ ∪W . Escolhemos um vértice arbitrário h̄ ∈ L e consideramos uma semi-
reta que origina em h0 e passa por h̄. O conjunto L então é gradualmente esvaziado utilizando
o critério que varre os vértices h ∈ L de acordo com a ordem crescente dos ângulos θh = ̂̄hh0h.
Se o vértice escolhido h pertence ao conjunto T , então ele é simplesmente adicionado a R,
e {h} ∪ Ch é removido de L. Se h pertence a W , então selecionamos um vértice em Sh que
cobre o maior número de vértices ainda não cobertos, digamos o vértice `, e o anexamos à
rota R. Então C` é removido de L. Uma vez que R é constrúıdo, o processo então prossegue
tal como na Seleção Gananciosa. A Figura 2.17 retirada de Oliveira et al. [17] ilustra este
procedimento.
2.5.3 Heuŕıstica Rota Primeiro / Cluster Segundo
Novamente, a diferença entre esta Heuŕıstica e a Seleção Gananciosa é a estratégia utilizada
para construir a rota única R = (h0, h1, . . . , hz). Aqui, uma solução fact́ıvel do 1-PRC











Figura 2.17: Exemplo do processo de varredura
para V , T e W é determinada através da Heuŕıstica H-1-PRC Modificada. Digamos que
R∗ = (h0, h1, . . . , hz), com h0 = υ0 que contém todos os vértices em T e cobre todos os
vértices em W é a solução encontrada. Esta rota é então dividida em clusters menores, tal
como na heuŕıstica de Seleção Gananciosa.
2.5.4 Heuŕıstica Partição por Setor
Esta heuŕıstica só é aplicável em casos onde existe uma representação geográfica do problema.
O vértice associado ao depósito é utilizado como centro de um disco circular contendo todos
os vértices do problema. Este disco é então particionado em m setores circulares de mesmo
ângulo central. Os vértices correspondentes à k-ésima partição compõem os conjuntos Vk,
Tk e Wk. A primeira partição é arbitrária. Na próxima iteração, os setores são rotacionados
no sentido anti-horário em 360◦/t e este processo é repetido até que a posição original seja
retornada, num total de t iterações. Nos experimentos realizados por este estudo, o valor de
t = 10 foi utilizado. Apesar de sua simplicidade, se a distribuição dos vértices não é uniforme,
este modo de escolha para as partições Vk, Tk e Wk não garante um equiĺıbrio entre o número
de vértices em cada partição, possivelmente produzindo rotas desbalanceadas. A Figura 2.18,
contida em Oliveira et al. [17] ilustra o funcionamento desta heuŕıstica.
A fase 2 do algoritmo se baseia na heuŕıstica H-1-PRC Modificada, já explanada anteri-
ormente na Seção 2.4.3, sendo assim, a seguir serão detalhadas as duas rotinas que compõem
a terceira e quarta fase das heuŕısticas.










V2 ∪W2 V3 ∪W3
Figura 2.18: Espaço de busca particionado para um caso com m = 3
2.5.5 Eliminação de Multicobertura
A terceira fase é composta pela heuŕıstica Eliminação de Multicobertura.
Se um vértice em W é coberto por mais de um vértice, nós podemos melhorar a solução
através da eliminação de um dos vértices adicionais. Ao chegar nesta heuŕıstica, o conjunto
inicial de m rotas constrúıdas pelas heuŕısticas anteriores já foi determinado. Note que
somente vértices em V \ T podem ser removidos da solução. Se um vértice υi pode ser
removido, então consideramos a solução alternativa obtida ao deletar as arestas incidentes
em υi e adicionando as arestas que conectam seus vizinhos. Observe que, uma vez que as
distâncias satisfazem a desigualdade triangular, a remoção de um vértice sempre implica em
um decréscimo na função objetivo.
A possibilidade de remoção do vértice υi é checada através da remoção do mesmo da rota
e então é conferido se algum vértice W não está sendo coberto. Este é um procedimento
de dois passos. No primeiro passo, uma lista de candidatos para remoção é constrúıda e
no segundo passo, a lista é examinada sequencialmente, tentando remover o maior número
posśıvel de vértices redundantes.
Eliminação de Multicobertura
Passo 1 Examine todos os vértices na rota que pertencem à V \ T e faça uma lista de
vértices redundantes de ordem decrescente, considerando o decréscimo na função ob-
jetivo resultante da sua remoção.
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Passo 2 Considere todos os vértices na lista ordenada e remova os vértices cuja remoção
não resulte na falta de cobertura ou na falta de balanceamento das rotas.
Apesar da simplicidade desta heuŕıstica, ela complementa as duas fases anteriores. Du-
rante a fase de criação das rotas o problema é resolvido localmente para cada rota e isto
permite que exista uma combinação de vértices em outras rotas que torne um ou mais vértices
redundantes na solução. Deste modo, a heuŕıstica de eliminação de cobertura resgata em
alguma medida o sentido global do problema, ou seja, considera o conjunto de todas as rotas
em conjunto. Outro aspecto positivo para a simplicidade desta heuŕıstica é o baixo tempo de
execução, ou seja, mesmo quando esta heuŕıstica não encontra melhora alguma, ela interfere
pouco no tempo de solução final do problema.
2.5.6 Heuŕıstica 2-opt Balanceada
A última fase do algoritmo é composta pela heuŕıstica encontrada em Oliveira et al. [17].
Ela representa uma variação da heuŕıstica presente em Hachicha et al. [12]. A diferença
entre as duas heuŕısticas é que a rotina de Oliveira et al. [17] procura manter um equiĺıbrio,
considerando o número de vértices entre as rotas.
Ao chegar nesta heuŕıstica o conjunto inicial de m rotas já foi constrúıdo nas fases ante-
riores, assim o procedimento abaixo é executado.
Figura 2.19: Solução inicial viável para um m-PRC
Heuŕıstica 2-opt Balanceada
Passo 1 Seja ρ o menor número de vértices por rota, excluindo o depósito. Transforme as
m rotas em uma única rota, substituindo o vértice do depósito por m cópias artificiais
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do mesmo, tal como nas Figuras 2.19 e 2.20. Faça uma lista de todos os pares posśıveis
de arestas distintas da rota única.
Passo 2 Neste passo, a lista de arestas é considerada sequencialmente, até uma solução ser
encontrada e retornar ao Passo 1, ou quando não há par restante, neste caso, prossiga
ao Passo 3. Seja {(υr, υs), (υt, υu)} o par atual. Considere as duas possibilidades de
reposição: (i) (υr, υt) e (υs, υu); (ii) (υr, υu) e (υs, υt). A reposição pode dividir a rota
única em duas (observe a Figura 2.21). Se isso acontecer, as novas rotas correspondem
a uma solução fact́ıvel, somente se cada uma delas contém pelo menos uma cópia do
depósito. Além disso, o número de vértices na(s) rota(s) entre cada par de cópias
do vértice do depósito (ou no caso onde uma das subrotas geradas pela substituição
contém apenas uma cópia do vértice do depósito) deve ser de pelo menos p. Para
cada solução fact́ıvel, é calculado o valor da função objetivo. Se existe melhora, então
retorne ao Passo 1, com a melhor solução encontrada, incluindo o novo conjunto de m
rotas. Se o final da lista é atingido sem uma melhora fact́ıvel, avance ao Passo 3 com
a melhor solução encontrada até o momento.
Passo 3 Faça uma lista de todos os pares de vértices, excluindo o depósito, e que pertencem
a rotas distintas. Considere-os sequencialmente. Para cada par, calcule o valor da
solução alternativa resultante da troca entre estes vértices. Guarde a solução com
melhor valor na função objetivo.







Figura 2.20: Caso A e Caso B: depósitos replicados no Passo 1 da heuŕıstica 2-opt*
Esta heuŕıstica de pós-otimização é mais robusta que a heuŕıstica Eliminação de Multi-
cobertura e por este motivo é a última etapa das quatro heuŕısticas para o m-PRC. Durante
a terceira etapa, o objetivo é remover todos os vértices redundantes e, caso ocorra uma
remoção, o número de posśıveis pares de arestas reduz de maneira cúbica (caso uma solução
tenha O vértices somando todas rotas, então a redução no número de pares posśıveis de
arestas é na ordem de O3).
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Caso A2 Caso B2













Figura 2.21: Novas rotas para os Casos A e B da Figura 2.20
2.5.7 Estrutura da implementação
A implementação das quatro heuŕısticas formadoras de Cluster e das duas heuŕısticas de pós-
otimização foi realizada em linguagem C utilizando artif́ıcios de programação em paralelo com
o objetivo de produzir heuŕısticas capazes de utilizar ao máximo o potencial de computadores
com vários núcleos. Devido à complexidade da implementação das heuŕısticas para o m-PRC,
esta seção não abordará tantos detalhes quanto às subseções anteriores sobre a estrutura da
implementação.
A Figura 2.22 ilustra a implementação das heuŕısticas Gananciosa, Varredura e Rota
Primeiro / Cluster Segundo.
A execução das heuŕısticas inicia com a leitura dos dados de entrada que são a diferença
r entre o número de vértices entre a maior e menor rota, o número de carros m, o número
total de vértices n no exemplar, o número de vértices obrigatórios t, o número de vértices
opcionais v, o número de vértices que devem ser cobertos w, o parâmetro p da p-vizinhança
presente na heuŕıstica GENIUS e as coordenadas cartesianas (x, y) de cada vértice.
Após a leitura dos dados, durante a etapa Inicialização, as variáveis que serão utilizadas
são inicializadas, a matriz de distância Euclidiana C é calculada através das coordenadas
(x, y) de cada vértice, o raio de cobertura c é determinado (detalhes sobre a determinação
do raio de cobertura são encontrados no próximo caṕıtulo).
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Figura 2.22: Fluxograma da implementação das heuŕısticas Gananciosa, Varredura e Rota
Primeiro / Cluster Segundo
Uma vez determinado o raio de cobertura, ainda durante a etapa Inicialização, alguns
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vértices em W são removidos da execução. Estes elementos em W são cobertos por pelo
menos um vértice em T . Este passo é realizado com uma simples verificação entre a distância
entre os elementos de T e os elementos de W , então um vetor de inteiros auxiliar é utilizado
para marcar quais valores de W são cobertos. Este procedimento é ilustrado na Figura
2.23. Os vértices ilustrados por estrelas representam vértices em T , os vértices ilustrados
por ćırculos vermelhos são vértices em W e a área de cobertura de cada vértice em T é
ilustrada pelo circunferência centrada em cada vértice. Assim, basta verificar quais vértices
em W estão contidos nas circunferências indicadas e então removê-los do problema.
Apesar da diferença no critério da formação dos clusters, uma vez que o cluster é formado
todas heuŕısticas possuem a mesma estrutura de dados. Existe entretanto, uma singela dife-
rença entre as três primeiras heuŕısticas (Gananciosa, Varredura e Rota Primeiro / Cluster
Segundo) e a última (Partição por Setor).
As três primeiras heuŕısticas geram um vetor de inteiros R que é responsável pela geração
dos Clusters. Este vetor R é dividido tal como explicado na Subseção 2.5.1 e ele é particio-
nado em uma matriz de inteiros. Cada linha desta matriz de inteiros representa um cluster
diferente e ela contém os elementos de R, os elementos de W que são cobertos pelos ele-
mentos de R e elementos de V \ T que cobrem os elementos de W daquela partição e não
estavam em R.
Como explicado no algoritmo presente na Seção 2.5.1, o vetor R representa uma lista
circular e a partir dele serão geradas b divisões de Cluster. Como os testes para cada
subdivisão Rb são independentes entre si, nesta etapa é posśıvel utilizar a programação em
paralelo para executar mais de um teste ao mesmo tempo e assim, explorar ao máximo o
potencial da máquina. Nesta implementação, o número de testes em paralelo é igual ao
número de núcleos lógicos do computador que estiver executando a heuŕıstica e existe um
cuidado quanto à manipulação dos resultados obtidos em cada núcleo para que a melhor
resposta não seja perdida.
A heuŕıstica de Partição por Setor difere apenas pela falta da existência do vetor R, mas
como ela também possui a caracteŕıstica de executar diversos testes independentes resultantes
da rotação do ćırculo que define os Clusters, a programação em paralelo também é utilizada
nesta heuŕıstica.
Ao final da geração dos Clusters, cada Cluster é designado para a heuŕıstica H-1-PRC
Modificada na forma de um vetor, para facilitar a interface entre os dois procedimentos. O
vetor sempre é ordenado de modo que os primeiros elementos estão em T , depois seguem os
elementos presentes em V \ T e por fim os elementos de W . A informação da quantidade de
elementos em cada conjunto também é passada ao algoritmo, para que exista um controle
dos dados.
Quando a heuŕıstica H-1-PRC encerra, um procedimento de validação verifica se as rotas
estão equilibradas e um procedimento de correção verifica se existe algum vértice de V \ T
em mais de uma rota e então este vértice é removido de modo que o equiĺıbrio não seja
perdido e resulte no melhor resultado posśıvel. Esta remoção consiste simplesmente em criar
um arco entre os vértices que eram adjacentes ao vértice removido. Caso a solução não seja
balanceada, ela é descartada.











Antes da Remoção Após a Remoção
Figura 2.23: Um exemplo de remoção de vértices em W cobertos por vértices em T .
Determinadas as melhores m rotas que resolvem um exemplar, os dois processos de pós-
otimização já descritos são aplicados sobre a solução atual com o objetivo de encontrar uma
solução melhor. Por fim, a melhor resposta encontrada é salva em um arquivo de texto
contendo informações sobre a solução: o custo individual de cada rota, o custo combinado
de todas as rotas, o tempo de solução e, por fim, uma lista contendo a sequência de visitas
partindo do depósito e retornando ao mesmo para cada rota.
O próximo caṕıtulo apresenta os resultados obtidos através da implementação das heuŕısticas
mencionadas neste caṕıtulo e os resultados obtidos pela implementação em um Solver da
nossa formulação apresentada no Caṕıtulo 1.
Caṕıtulo 3
Experimentos computacionais
Neste caṕıtulo apresentamos a construção dos exemplares gerados aleatoriamente e os resul-
tados obtidos a partir das heuŕısticas estudadas.
3.1 Definição da constante c
A constante c na formulação do m-PRC deve ser definida de modo criterioso afim de garantir
que todos os vértices de W possam ser cobertos e que cada vértice de V \ T cubra pelo
menos um vértice em W , pois sem a primeira garantia, o problema torna-se infact́ıvel e sem
a segunda, alguns dados do problema tornam-se irrelevantes.
3.1.1 Constante c nos exemplares gerados aleatoriamente
Observado em [10], [11] e [12] o valor de c está definido como:
c = max{maxυh∈V \T minυ`∈W{ch`}, maxυ`∈W{c`,h(`)}},
onde h(`) é o ı́ndice do vértice em V \ T que é o segundo mais próximo a υ`. Com esta
definição, cada vértice de V \ T cobre pelo menos um vértice de W e cada vértice de W é
coberto por pelo menos dois vértices de V \ T . Isso porque nessas referências ao definirem
o conjunto S` = {υh ∈ V : ch` ≤ c} para cada υ` ∈ W , é exigido que |S`| ≥ 2. Note que a
definição de c garante esta cardinalidade do conjunto S`. Deste modo, para cada exemplar
gerado aleatoriamente, uma constante c foi determinada antes da resolução.
3.2 Construção dos exemplares
Três conjuntos de exemplares foram gerados aleatoriamente através da função rand(), pre-
sente na linguagem C, normalizada para gerar pontos numa região quadrada [0, 100]×[0, 100]
e, inicialmente, não existe qualquer outro cuidado com a geração destes valores. A distância
euclidiana é considerada em todos os exemplares. O primeiro conjunto de exemplares foi
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criado com o objetivo de comparar as heuŕısticas Gananciosa, Varredura e Rota Primeiro /
Cluster Segundo com o modelo matemático proposto em Hà et al. [11] e adaptado por este
estudo e resolvido pelo solver CPLEX através da plataforma AIMMS em tempo inferior à
3600s, ou 1 hora. O segundo conjunto de exemplares, tem o objetivo de testar a capacidade
das quatro heuŕısticas para casos onde os pontos são distribúıdos de modo aleatório, porém
não existe cuidado algum com os dados. Por fim, o terceiro conjunto de exemplares busca
equilibrar a distribuição dos pontos obrigatórios (conjunto T ) com o objetivo de incentivar
a aplicação da heuŕıstica Partição por Setor.
Exemplar Quantidade Dimensão |V | |W | |T | r m
Classe 100-1 5 100 50 50 25 4 3
Classe 100-2 5 100 50 50 13 4 3
Classe 100-3 5 100 50 50 7 4 3
Classe 150-1 5 150 75 75 38 4 3
Classe 150-2 5 150 75 75 19 4 3
Classe 150-3 5 150 75 75 10 4 3
Classe 200-1 5 200 100 100 50 4 3
Classe 200-2 5 200 100 100 25 4 3
Classe 200-3 5 200 100 100 13 4 3
Tabela 3.1: Exemplares gerados aleatoriamente referentes ao Conjunto 1
3.2.1 Exemplares gerados aleatoriamente
Pela falta de exemplares prontos em bibliotecas foi optado pela geração de exemplares
seguindo a mesma ideia de Oliveira et al. [17]. O depósito ficou restrito ao quadrado
[35, 65] × [35, 65]. Os conjuntos T e V foram definidos ao tomar os primeiros |T | e |V |
pontos, respectivamente. Todos os outros pontos foram atribúıdos a W . Os exemplares
testados neste caso são combinações dos seguintes valores: |V |= 50, 75, 100; |W |= 50, 75,















para o primeiro conjunto de exemplares, |V |= 50, 100, 150,















para o segundo e
|V |= 50, 100, 150, 200, 250, 300, 350, 400, 450, 500; |W |= 50, 100, 150, 200, 250, 300, 350,















para o terceiro conjunto. Para cada combinação de
V , T e W foram gerados 5, 20 e 20 exemplares para os conjuntos 1, 2 e 3, respectivamente.
Deste modo, foram criados 45 exemplares para o primeiro grupo de exemplares, 360 para
o segundo e 600 para o terceiro grupo. Estes grupos são divididos em classes, como podemos
ver nas Tabelas 3.1, 3.2 e 3.3. Na Tabela 3.1, observamos que os exemplares se dividem
em 3 classes principais com dimensões iguais a 100, 150, 200. Em cada uma dessas classes
principais fizemos outras três subdivisões de acordo com o tamanho do conjunto T escolhido
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Exemplar Quantidade Dimensão |V | |W | |T | r m
Classe 100-1 20 100 50 50 25 4 3
Classe 100-2 20 100 50 50 13 4 3
Classe 100-3 20 100 50 50 7 4 3
Classe 200-1 20 200 100 100 50 6 3
Classe 200-2 20 200 100 100 25 6 3
Classe 200-3 20 200 100 100 13 6 3
Classe 300-1 20 300 150 150 75 8 3
Classe 300-2 20 300 150 150 38 8 3
Classe 300-3 20 300 150 150 19 8 3
Classe 400-1 20 400 200 200 100 10 3
Classe 400-2 20 400 200 200 50 10 3
Classe 400-3 20 400 200 200 25 10 3
Classe 500-1 20 500 250 250 125 12 3
Classe 500-2 20 500 250 250 63 12 3
Classe 500-3 20 500 250 250 32 12 3
Classe 600-1 20 600 300 300 150 14 3
Classe 600-2 20 600 300 300 75 14 3
Classe 600-3 20 600 300 300 38 14 3
Tabela 3.2: Exemplares gerados aleatoriamente referentes ao Conjunto 2
e então foram gerados 5 exemplares em cada subdivisão. A Tabela 3.2 segue a mesma linha
da anterior, encontramos 6 classes principais com dimensões iguais a 100, 200, 300, 400, 500 e
600. Em cada uma dessas classes existem 3 subdivisões referente ao tamanho do conjunto T .
Entretanto, foram gerados 20 exemplares para cada subdivisão. Por fim, a Tabela 3.3 segue
o racioćınio das anteriores. Encontramos 10 classes principais com dimensões variando entre
100 e 1000 pontos e cada classe possui três subdivisões respectivas ao número de elementos
no conjunto T .
Em todos os exemplares o número de véıculos é fixo em m = 3 e a diferença r entre a
maior e a menor rota na solução do problema, varia de acordo com os valores presentes nas
tabelas. O valor da p-vizinhança presente na heuŕıstica GENIUS foi fixo em p = 4 para
todas os exemplares, em todos os três grupos. Os valores escolhidos para estes parâmetros
foram idênticos ao estudo de Oliveira et al. [17].
Os parâmetros ρ e ρ̃ que representam, respectivamente, o maior e menor número de
vértices permitidos em uma rota, presentes no modelo proposto foram escolhidos a partir
das heuŕısticas. O procedimento para determinar tais valores é bem simples. Inicialmente,
resolve-se um dado exemplar pelas heuŕısticas Varredura, Gananciosa e Rota Primeiro /
Cluster Segundo. Aquela que apresentar a melhor solução é analisada para determinar o
tamanho da menor rota ρ̃ e da maior rota ρ. Então, este valor é utilizado como parâmetro
pelo Solver durante a resolução exata do exemplar.
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Exemplar Quantidade Dimensão |V | |W | |T | r m
Classe 100-1 20 100 50 50 25 4 3
Classe 100-2 20 100 50 50 13 4 3
Classe 100-3 20 100 50 50 7 4 3
Classe 200-1 20 200 100 100 50 6 3
Classe 200-2 20 200 100 100 25 6 3
Classe 200-3 20 200 100 100 13 6 3
Classe 300-1 20 300 150 150 75 8 3
Classe 300-2 20 300 150 150 38 8 3
Classe 300-3 20 300 150 150 19 8 3
Classe 400-1 20 400 200 200 100 10 3
Classe 400-2 20 400 200 200 50 10 3
Classe 400-3 20 400 200 200 25 10 3
Classe 500-1 20 500 250 250 125 12 3
Classe 500-2 20 500 250 250 63 12 3
Classe 500-3 20 500 250 250 32 12 3
Classe 600-1 20 600 300 300 150 14 3
Classe 600-2 20 600 300 300 75 14 3
Classe 600-3 20 600 300 300 38 14 3
Classe 700-1 20 700 350 350 175 14 3
Classe 700-2 20 700 350 350 88 14 3
Classe 700-3 20 700 350 350 44 14 3
Classe 800-1 20 800 400 400 200 14 3
Classe 800-2 20 800 400 400 100 14 3
Classe 800-3 20 800 400 400 50 14 3
Classe 900-1 20 900 450 450 225 14 3
Classe 900-2 20 900 450 450 113 14 3
Classe 900-3 20 900 450 450 57 14 3
Classe 1000-1 20 1000 500 500 250 14 3
Classe 1000-2 20 1000 500 500 125 14 3
Classe 1000-3 20 1000 500 500 63 14 3
Tabela 3.3: Exemplares gerados aleatoriamente referentes ao Conjunto 3
3.3 Resultados computacionais
As implementações heuŕısticas foram feitas em um código C e o modelo matemático foi
implementado no Solver CPLEX 12.6 através da plataforma AIMMS. Todos exemplares
foram rodados em um Intel i7-3630QM com 4 núcleos lógicos (2 f́ısicos) e 8GB RAM DDR3.
Nesta seção apresentamos os resultados obtidos para cada um dos 3 grupos de exemplares
resolvidos.
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3.3.1 Conjunto 1 de exemplares
Neste primeiro conjunto de exemplares, comparamos a melhor solução obtida pelo modelo
exato dentro do limite de 3600s via Solver CPLEX 12.6 com as heuŕısticas de Varredura,
Gananciosa e Rota Primeiro / Cluster Segundo em 45 exemplares aleatórios.
Exemplar
CPLEX 12.6 Varredura RP/CS Gananciosa
Custo Limitante T(s) IQ Custo IQ Custo IQ Custo
100-1-1 524.004 524.004 25.7 1.053 551.668 1.079 565.151 1.015 531.847
100-1-2 488.181 458.943 3600.0 1.059 517.090 1.011 493.671 1.033 504.193
100-1-3 590.554 590.554 2575.1 1.010 596.367 1 590.554 1.018 601.128
100-1-4 539.713 539.713 699.6 1.010 545.011 1.017 548.688 1 539.713
100-1-5 487.712 487.712 11.3 1.011 492.944 1.016 495.585 1.011 492.944
100-2-1 395.425 395.425 15.9 1 395.425 1 395.425 1 395.425
100-2-2 450.141 450.141 784.5 1.006 452.737 1.075 483.971 1.006 452.737
100-2-3 442.846 442.846 48.8 1 442.847 1.005 444.937 1.029 455.552
100-2-4 394.654 394.654 25.359 1.038 409.738 1.137 448.579 1.038 409.738
100-2-5 425.097 425.097 201.6 1.063 451.704 1.006 427.665 1.061 451.085
100-3-1 395.536 395.536 2639.7 1.046 413.598 1.093 432.484 1.046 413.598
100-3-2 357.908 357.908 5.8 1 357.908 1.016 363.559 1 357.908
100-3-3 338.811 338.811 8.7 1.063 360.042 1.055 357.552 1.023 346.617
100-3-4 299.311 299.311 12.7 1.026 307.026 1.026 307.026 1.026 307.026
100-3-5 352.456 352.456 124.8 1.100 387.858 1.085 382.591 1.100 387.858
150-1-1 586.119 569.509 3600.0 1.029 602.831 1 586.119 1.054 617.748
150-1-2 569.475 532.438 3600.0 1.051 598.276 1.076 612.931 1.001 569.869
150-1-3 579.801 526.687 3600.0 1.018 590.000 1.013 587.487 1.009 585.139
150-1-4 623.331 618.095 3600.0 1.001 624.157 1 623.331 1.061 661.183
150-1-5 570.838 533.472 3600.0 1.029 587.581 1.016 579.984 1.037 592.054
150-2-1 452.097 429.107 3600.0 1.024 463.142 1 452.097 1 452.097
150-2-2 579.779 500.118 3600.0 1∗ 575.263 1.016 584.409 1∗ 575.263
150-2-3 460.390 442.222 3600.0 1.033 475.801 1.014 466.837 1.045 481.118
150-2-4 540.017 512.833 3600.0 1.003 541.379 1.050 567.212 1.054 569.086
150-2-5 492.581 482.197 3600.0 1∗ 489.608 1.019 499.115 1.024 501.331
150-3-1 365.071 365.071 1249.1 1.086 396.492 1.086 396.492 1.089 397.499
150-3-2 494.161 479.368 3600.0 1.021 504.725 1.032 509.996 1.039 513.437
150-3-3 450.963 437.465 3600.0 1.031 464.987 1.090 491.396 1.075 484.768
150-3-4 501.449 453.328 3600.0 1.011 506.837 1.024 513.457 1.007 505.149
150-3-5 471.062 460.840 3600.0 1∗ 463.317 1∗ 463.317 1.046 484.508
200-1-1 711.437 672.504 3600.0 1.010 710.809 1∗ 703.598 1.024 720.174
200-1-2 3600.0 699.289 724.361 751.863
200-1-3 628.587 584.261 3600.0 1.041 654.479 1.012 636.285 1.068 671.239
200-1-4 627.039 590.665 3600.0 1.021 640.103 1.000 627.188 1.037 650.106
200-1-5 3600.0 681.350 679.710 675.032
200-2-1 544.407 498.305 3600.0 1.021 555.822 1.031 561.507 1 544.407
200-2-2 528.470 499.898 3600.0 1.010 533.945 1.026 542.173 1.055 557.667
200-2-3 576.344 521.820 3600.0 1.020 588.108 1.043 601.169 1.045 602.030
200-2-4 541.262 493.017 3600.0 1.049 549.650 1∗ 523.868 1.049 549.423
200-2-5 550.911 529.873 3600.0 1.041 566.542 1∗ 544.042 1.016 552.633
200-3-1 508.063 436.179 3600.0 1.057 537.005 1.032 524.377 1.076 546.667
200-3-2 504.916 463.480 3600.0 1.031 520.571 1.023 516.287 1.039 524.611
200-3-3 439.456 386.324 3600.0 1.080 474.481 1.027 451.276 1.077 473.245
200-3-4 496.733 472.707 3600.0 1.008 500.702 1.001 497.137 1.044 518.565
200-3-5 423.304 384.433 3600.0 1.061 449.256 1.041 440.458 1.111 470.437
Tabela 3.4: Resultados obtidos referentes ao Conjunto 1
A Tabela 3.4 contém informações quanto ao custo da melhor rota encontrada (distância
euclidiana), o melhor limitante do modelo relaxado encontrado em 3600s no caso do solver,
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e o ı́ndice de qualidade (IQ) que representa uma simples divisão entre a solução encontrada
por uma heuŕıstica e o melhor custo obtido para aquele exemplar. Note que alguns casos
apresentam o śımbolo ∗, ele representa que a solução obtida pela heuŕıstica foi melhor do que
a solução do Solver alcançada em 3600s (que não sabemos se é a ótima). Optou-se por omitir
o tempo de solução das heuŕısticas, visto que ele jamais superava a marca dos 2 segundos.
Dentre os 45 exemplares aleatórios gerados, somente os exemplares 200-1-2 e 200-1-5 não
obtiveram solução inteira dentro do prazo de 3600s pelo solver.
Observando os valores da Tabela 3.4, podemos identificar que em 4 exemplares (100-1-3,
100-1-4, 100-2-1, 100-3-2) as heuŕısticas atingiram o ótimo. Podemos extrair desta mesma
tabela que o coeficiente de qualidade para cada heuŕıstica atinge os piores valores de 1.100,
1.137 e 1.111 para as heuŕısticas Varredura, Rota Primeiro / Cluster Segundo e Gananciosa,
respectivamente.
Outra informação que podemos inferir da Tabela 3.4 é que considerando a melhor resposta
entre as três heuŕısticas e então pegando o pior resultado entre eles, ou seja, olhando apenas
para os valores destacados em cinza, o pior valor é de 1.086 no exemplar 150-3-1.
A Figura 3.1 mostra um gráfico de barras que representa a eficiência de cada heuŕıstica
quando comparadas com o CPLEX 12.6. A eficiência considerada é ( 1
IQ
) e o cálculo da
eficiência considera a média entre os custos de cada Classe somente para os exemplares com
solução inteira obtida dentro do limite máximo de 3600 segundos pelo Solver.


















CPLEX Varredura RP/CS Gananciosa
Figura 3.1: Eficiência das 3 heuŕısticas em relação ao Solver CPLEX 12.6 para o Grupo 1
de exemplares
A Figura 3.1 ilustra que a heuŕıstica Gananciosa obtém os melhores valores para os
exemplares menores, entretanto, a medida que o tamanho do problema aumenta, os demais
procedimentos superam a Gananciosa. Finalmente, nos exemplares com 200 vértices, um
destaque para a heuŕıstica Rota Primeiro / Cluster Segundo que supera as duas outras na
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média das três classes. Assim, podemos passar para o segundo conjunto de exemplares
gerados aleatoriamente.
3.3.2 Conjunto 2 de exemplares
Neste conjunto de exemplares, comparamos as heuŕısticas de Varredura, Rota Primeiro /
Cluster Segundo , Gananciosa e Partição por Setor através de 360 exemplares aleatórios. Os
resultados são apresentados nas Tabelas 3.5 e 3.6.
A Tabela 3.5 contém informações quanto a média das soluções dos exemplares para
uma mesma classe, o ı́ndice de qualidade (IQ), explicado na seção anterior e a média do
tempo de solução (T) em segundos daquela classe. Na Tabela 3.6, a coluna MS representa
a porcentagem na qual uma determinada heuŕıstica obteve a melhor solução em relação ao
total de exemplares naquela classe e a coluna PR indica quantos problemas foram resolvidos
dentre os 20 propostos para cada classe.
Os valores IQ referente à heuŕıstica Partição por Setor não aparecem na Tabela 3.5, visto
que esta heuŕıstica resolveu de modo balanceado apenas 194 dos 360 problemas propostos.
A coluna PR foi necessária para ilustrar a dificuldade da heuŕıstica Partição por Setor em
exemplares totalmente aleatórios.
Exemplar
Varredura RP/CS Gananciosa Partição por Setor
IQ Custo T(s) IQ Custo T(s) IQ Custo T(s) Custo T(s)
100-1 1.005 535.260 0.086 1 532.756 0.085 1.013 539.657 0.088 584.791 0.162
100-2 1.001 437.903 0.002 1 437.680 0.003 1.011 442.535 0.004 433.089 0.041
100-3 1.026 411.711 0.004 1 401.213 0.004 1.003 402.461 0.006 405.606 0.017
200-1 1 653.816 1.198 1.009 659.875 1.191 1.030 673.192 1.156 664.206 0.586
200-2 1.010 548.707 0.206 1 543.061 0.236 1.022 554.829 0.233 538.982 0.235
200-3 1.007 490.647 0.037 1 487.128 0.030 1.015 494.454 0.060 487.003 0.125
300-1 1 755.856 3.292 1.007 761.423 3.146 1.045 789.644 3.055 751.817 1.270
300-2 1.006 625.900 0.650 1 622.328 0.680 1.027 639.012 0.685 629.044 0.539
300-3 1.008 552.613 0.280 1 548.323 0.261 1.041 571.049 0.341 561.330 0.315
400-1 1 850.045 3.775 1.017 864.765 3.375 1.030 875.881 3.582 854.440 2.223
400-2 1.001 684.398 1.272 1 683.657 1.358 1.030 703.978 1.365 694.275 0.921
400-3 1.013 615.937 0.546 1 607.820 0.559 1.035 629.303 0.850 609.402 0.529
500-1 1 939.154 15.294 1.002 940.652 15.307 1.025 962.993 15.221 943.103 3.570
500-2 1 745.633 2.515 1.003 747.762 2.749 1.039 774.707 2.637 757.063 1.587
500-3 1.005 667.960 1.193 1 664.576 1.097 1.029 683.622 1.530 676.092 0.971
600-1 1 1006.058 25.252 1.012 1017.919 24.533 1.028 1034.084 25.852 1030.777 5.155
600-2 1 791.205 3.260 1.013 801.150 3.299 1.037 820.654 3.688 974.902 2.178
600-3 1 694.488 1.662 1.004 697.481 1.730 1.036 719.563 2.146 703.979 1.274
Tabela 3.5: Custo médio, tempo médio de solução e IQ referentes ao Conjunto 2
Observando as Tabelas 3.5 e 3.6 podemos notar que existe um domı́nio entre as heuŕısticas
de Varredura e Rota Primeiro / Cluster Segundo em praticamente todas as classes. Elas
alternam em possuir a melhor média ou apresentam o melhor resultado entre as quatro
heuŕısticas para todas as classes, exceto na classe 200-3, onde a heuŕıstica Partição por
Setor, que apesar de não resolver todos os problemas daquela classe, é capaz de apresentar
melhores soluções nos problemas em que conseguiu resolver. O tempo de solução é bem
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Exemplar
Varredura RP/CS Gananciosa Partição por Setor
MS PR MS PR MS PR MS PR
100-1 50% 20 60% 20 35% 20 0% 3
100-2 45% 20 60% 20 25% 20 35% 15
100-3 25% 20 55% 20 50% 20 20% 19
200-1 55% 20 40% 20 20% 20 0% 1
200-2 20% 20 50% 20 20% 20 15% 13
200-3 15% 20 25% 20 20% 20 40% 11
300-1 50% 20 35% 20 10% 20 5% 8
300-2 30% 20 55% 20 10% 20 10% 13
300-3 20% 20 50% 20 10% 20 20% 14
400-1 60% 20 20% 20 5% 20 15% 7
400-2 30% 20 55% 20 0% 20 15% 14
400-3 10% 20 45% 20 5% 20 40% 18
500-1 50% 20 40% 20 5% 20 5% 3
500-2 45% 20 50% 20 5% 20 0% 10
500-3 40% 20 50% 20 5% 20 5% 14
600-1 75% 20 25% 20 0% 20 0% 8
600-2 50% 20 35% 20 0% 20 15% 8
600-3 50% 20 35% 20 5% 20 10% 15
Total 40% 360 44% 360 13% 360 14% 194
Tabela 3.6: Melhor solução e problemas resolvidos no Conjunto 2
semelhante entre todas heuŕısticas, salvo pela Partição por Setor que é, na média, quase 5
vezes mais rápida que as demais.
Os piores coeficientes IQ são 1.026, 1.017 e 1.045 para, respectivamente, as heuŕısticas
Varredura, Rota Primeiro / Cluster Segundo e Gananciosa e isto indica que, mesmo quando
a heuŕıstica não é a melhor, a diferença quando comparada com a melhor, ainda é baixa.
Na Tabela 3.6 a soma das porcentagens ultrapassa em alguns casos 100%, isso ocorre pois
quando duas ou mais heuŕısticas atingem a melhor solução, todas heuŕısticas são recompen-
sadas.
Ainda na Tabela 3.6 notamos que a heuŕıstica de Varredura tende a apresentar resultados
um pouco melhores quanto maior o número de elementos em T em relação aos elementos de
V . A heuŕıstica Gananciosa apresenta bons resultados para problemas de ordem reduzida
e decai com o crescimento no número de vértices do problema. A heuŕıstica Partição por
Setor apresenta dificuldades em resolver problemas quando o conjunto T é grande. Isso
ocorre, pois caso exista uma concentração destes elementos em um dado exemplar, o fator
de balanceamento é mal aplicado pela rotina. Por fim, a heuŕıstica Rota Primeiro / Cluster
Segundo é ligeiramente a melhor no cenário total e obtém em 44% dos exemplares a melhor
solução, seguida pela heuŕıstica de Varredura com 40%.
É válido notar também, que apesar da heuŕıstica Partição por Setor conseguir resol-
ver um número reduzido de problemas, ela consegue apresentar resultados melhores que a
Gananciosa no geral.
Para analisar melhor a eficiência das heuŕısticas Varredura, Rota Primeiro / Cluster
Segundo e Gananciosa, a Figura 3.2 ilustra estes resultados. A heuŕıstica Partição por Setor
não foi inclúıda no gráfico, pois ela não foi capaz de resolver todos os problemas.
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Figura 3.2: Eficiência de 3 heuŕısticas entre si quanto ao valor de IQ para o Grupo 2 de
exemplares
Na Figura 3.2 notamos claramente que as heuŕıstica de Varredura e Rota Primeiro /
Cluster Segundo, oscilam entre o limiar da eficiência. É válido ressaltar que a heuŕıstica
Gananciosa apresenta bons resultados para os exemplares com poucos vértices e, ainda que
não apresente resultados tão bons para os exemplares maiores, este resultado nunca é superior
a 5% em relação ao melhor resultado obtido pelas heuŕısticas.
A próxima Subseção apresentará os resultados obtidos para o terceiro e último conjunto
de exemplares gerados aleatoriamente.
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3.3.3 Conjunto 3 de exemplares
Neste conjunto de exemplares, comparamos as heuŕısticas de Varredura, Rota Primeiro /
Cluster Segundo , Gananciosa e Partição por Setor através de 600 exemplares aleatórios com
balanceamento na distribuição dos vértices no conjunto T . Os resultados são apresentados
nas Tabelas 3.7 e 3.8.
A Tabela 3.7 contém informações quanto a média das soluções dos exemplares para uma
mesma classe e o ı́ndice de qualidade (IQ), explicado na seção anterior. A média do tempo
de solução (T) em segundos de cada classe aparece na Tabela 3.8, junto à coluna MS que
representa a porcentagem na qual uma determinada heuŕıstica obteve a melhor solução em
comparação com as demais por classe. Como todas as 4 heuŕısticas resolveram todos os 600
problemas a coluna PR, presente nas tabelas da subseção anterior, não foi utilizada.
Exemplar
Varredura RP/CS Gananciosa Partição por Setor
IQ Custo IQ Custo IQ Custo IQ Custo
Classe 100-1 1.004 512.071 1 510.012 1.001 510.534 1.009 514.381
Classe 100-2 1.014 427.988 1 422.060 1.019 429.963 1.011 426.569
Classe 100-3 1.012 378.101 1 373.550 1.033 385.916 1.005 375.245
Classe 200-1 1.011 647.557 1 640.795 1.022 654.696 1.005 644.138
Classe 200-2 1.009 531.422 1 526.561 1.024 539.290 1.014 533.906
Classe 200-3 1.013 474.135 1 468.166 1.020 477.705 1.005 470.431
Classe 300-1 1 746.953 1.011 755.485 1.031 770.340 1.005 750.376
Classe 300-2 1.003 616.417 1 614.379 1.019 625.867 1.005 617.677
Classe 300-3 1.007 542.995 1.002 540.293 1.017 548.248 1 539.160
Classe 400-1 1.004 848.773 1.014 857.352 1.034 874.178 1 845.540
Classe 400-2 1.005 681.479 1.001 679.102 1.010 685.161 1 678.298
Classe 400-3 1.009 606.557 1 601.283 1.037 623.372 1.005 604.427
Classe 500-1 1 929.674 1.011 940.064 1.026 954.271 1.003 932.450
Classe 500-2 1.001 745.332 1 744.315 1.030 766.303 1.006 749.070
Classe 500-3 1.013 655.431 1 646.788 1.055 682.297 1.017 657.817
Classe 600-1 1 995.370 1.008 1003.212 1.033 1028.539 1.006 1000.886
Classe 600-2 1 777.475 1.009 784.257 1.031 801.661 1.007 782.986
Classe 600-3 1.003 697.804 1 696.054 1.046 728.128 1.020 710.067
Classe 700-1 1 1067.506 1.010 1078.561 1.028 1097.256 1.001 1068.439
Classe 700-2 1 854.309 1.002 856.010 1.014 866.316 1.019 870.554
Classe 700-3 1.011 735.158 1 727.052 1.041 756.803 1.018 739.939
Classe 800-1 1 1119.524 1.016 1137.413 1.035 1158.321 1.010 1130.736
Classe 800-2 1 878.326 1.005 882.453 1.034 908.091 1.022 897.986
Classe 800-3 1 744.076 1.000 744.324 1.051 782.148 1.023 761.036
Classe 900-1 1 1201.147 1.010 1213.062 1.032 1239.772 1.002 1204.063
Classe 900-2 1 919.368 1.004 923.471 1.013 931.371 1.006 924.668
Classe 900-3 1.006 815.651 1 811.116 1.049 851.046 1.013 822.062
Classe 1000-1 1 1247.435 1.013 1263.756 1.022 1274.332 1.006 1254.549
Classe 1000-2 1 956.004 1.004 959.486 1.031 985.743 1.021 976.179
Classe 1000-3 1.001 852.628 1 851.556 1.059 901.808 1.027 874.719
Tabela 3.7: Custo médio e IQ referentes ao Conjunto 3
Na Tabela 3.7 notamos mais uma vez que as heuŕısticas de Varredura e Rota Primeiro
/ Cluster Segundo apresentam resultados melhores que as demais de modo geral. Tal como
observado nos conjuntos anteriores, a heuŕıstica Rota Primeiro / Cluster Segundo exibe os
melhores resultados nos exemplares com poucos vértices e nos exemplares cujo subconjunto
de T é baixo em relação ao conjunto total de V . A heuŕıstica de Varredura, novamente,
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apresenta a melhor solução nos casos cuja ordem do problema é grande e também, nos casos
onde o subconjunto T é relativamente grande quando comparado ao conjunto total V .
Ainda na Tabela 3.7, notamos que a heuŕıstica Partição por Setor apresenta bons resul-
tados indicados pelo baixo valor de IQ para a maioria dos casos. A heuŕıstica Gananciosa
apresentou resultados análogos aos resultados já observados, ela apresenta bons resultados
em exemplares de ordem baixa e piora com o crescimento do problema. Por fim, notamos que
os piores resultados para as heuŕısticas Varredura, Rota Primeiro / Cluster Segundo, Ganan-
ciosa e Partição por Setor são respectivamente 1.014, 1.016, 1.059 e 1.027 e isto demonstra
o resultado já observado, as heuŕısticas Varredura e Rota Primeiro / Cluster Segundo apre-
sentam melhores resultados, seguidas pela heuŕıstica de Partição por Setor e a Gananciosa
como a pior entre as quatro.
Exemplar
Varredura RP/CS Gananciosa Partição por Setor
T(s) MS T(s) MS T(s) MS T(s) MS
Classe 100-1 0.105 40% 0.101 55% 0.110 60% 0.104 15%
Classe 100-2 0.002 45% 0.002 65% 0.003 30% 0.002 30%
Classe 100-3 0.004 30% 0.004 45% 0.006 20% 0.005 35%
Classe 200-1 1.105 15% 1.108 55% 1.092 15% 1.133 20%
Classe 200-2 0.216 40% 0.211 45% 0.202 25% 0.227 10%
Classe 200-3 0.043 25% 0.027 45% 0.061 20% 0.060 30%
Classe 300-1 3.323 35% 3.207 20% 3.349 20% 3.539 25%
Classe 300-2 0.671 35% 0.629 30% 0.823 10% 0.911 30%
Classe 300-3 0.277 15% 0.235 20% 0.447 25% 0.358 40%
Classe 400-1 4.502 40% 4.556 10% 4.652 5% 4.761 45%
Classe 400-2 1.781 25% 1.202 30% 1.720 10% 1.855 35%
Classe 400-3 0.790 30% 0.652 35% 0.775 5% 0.909 30%
Classe 500-1 15.448 45% 15.609 10% 16.064 15% 17.276 30%
Classe 500-2 1.989 30% 2.722 40% 2.963 5% 2.346 25%
Classe 500-3 1.200 30% 1.068 45% 1.679 10% 1.512 15%
Classe 600-1 25.753 50% 25.631 35% 25.951 0% 28.567 15%
Classe 600-2 4.128 60% 3.959 25% 4.478 5% 4.763 10%
Classe 600-3 2.031 30% 1.868 50% 2.738 5% 2.575 15%
Classe 700-1 19.199 35% 19.876 30% 21.795 5% 19.274 30%
Classe 700-2 7.748 45% 6.998 45% 8.608 5% 8.148 5%
Classe 700-3 2.645 20% 2.898 55% 4.184 15% 3.192 10%
Classe 800-1 93.431 70% 92.440 15% 96.826 0% 94.812 15%
Classe 800-2 9.403 60% 10.210 40% 11.038 0% 9.989 0%
Classe 800-3 4.269 40% 3.533 45% 5.714 0% 5.335 15%
Classe 900-1 108.387 60% 108.306 15% 117.823 0% 109.213 25%
Classe 900-2 11.951 30% 13.354 30% 12.533 25% 12.777 15%
Classe 900-3 6.678 25% 6.104 45% 8.361 5% 8.174 25%
Classe 1000-1 66.609 45% 71.134 5% 81.100 15% 67.487 35%
Classe 1000-2 19.500 40% 18.485 50% 21.602 0% 21.089 10%
Classe 1000-3 9.246 60% 7.854 40% 11.482 0% 11.343 0%
Total - 38% - 36% - 12% - 21%
Tabela 3.8: Tempo médio de solução e porcentagem de melhor solução no Conjunto 3
Observamos através da Tabela 3.8 que o tempo de solução entre as heuŕısticas é equili-
brado e a heuŕıstica Gananciosa é comumente a mais lenta entre as quatro. A porcentagem
(MS) de melhor solução segue um padrão parecido com os resultados observados pela tabela
anterior e mais uma vez observamos que a heuŕıstica de Varredura leva uma pequena vanta-
gem atingindo 38% das melhores soluções em relação aos 36% obtidos pela heuŕıstica Rota
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Primeiro / Cluster Segundo. A heuŕıstica Partição por Setor apresentou a melhor solução
em 21% dos casos e por fim, a Gananciosa em apenas 12% dos casos.
A Figura 3.3 ilustra a eficiência das quatro heuŕısticas para este conjunto de exemplares.






















































Varredura RP/CS Gananciosa Partição por Setor
Figura 3.3: Eficiência das 4 heuŕısticas entre si quanto ao valor de IQ para o Grupo 3 de
exemplares
De acordo com a Figura 3.3 ilustra mais uma vez as heuŕısticas Rota Primeiro / Cluster
Segundo e Varredura como as melhores na maioria dos casos. Porém, a diferença entre
elas é sutil. A heuŕıstica Partição por Setor, apesar poucas vezes se destacar como a melhor,
também apresenta bons resultados na maioria dos casos. Finalmente, a heuŕıstica Gananciosa
apresenta bons resultados em exemplares menores, mas perde a qualidade com o aumento
no tamanho do problema.
Caṕıtulo 4
Conclusões
Neste trabalho, os aspectos teóricos e computacionais do m-PRC balanceado foram estu-
dados. Introduzimos uma extensão do modelo proposto por Hà et al. [11] para o m-PRC
balanceado como um problema de fluxo em redes com variáveis inteiras. Com este novo mo-
delo foi posśıvel resolver de forma exata vários exemplares do m-PRC balanceado utilizando
o Solver CPLEX 12.6 na plataforma AIMMS. Contudo, diversas heuŕısticas de otimização
e pós-otimização para o m-PRC apresentadas por Hachicha et al. [12] e Oliveira et al. [17]
foram implementadas em linguagem C para comparação. Elas apresentaram baixos tempos
computacionais e soluções sub-ótimas de boa qualidade para os exemplares resolvidos. As
comparações entre as soluções heuŕısticas com as soluçoes exatas demonstram que a nossa
estratégia de resolução é promissora.
Nos diversos testes realizados, as heuŕısticas Rota Primeiro/Cluster Segundo e Varre-
dura atingiram os melhores resultados. As melhores soluções conquistadas pela primeira
heuŕıstica ocorreram nos exemplares de menores dimensões ou quando o conjunto de vértices
obrigatórios T é pequeno em relação ao conjunto de vértices V . A segunda heuŕıstica al-
cançou as melhores soluções nos casos onde o conjunto de vértices obrigatórios T representa
mais de 25% do conjunto vértices V . No entanto, a heuŕıstica Partição por Setor obteve boas
soluções em relação ao custo quando o conjunto de vértices do exemplar tem distribuição
homogênea, mas raramente foi a melhor heuŕıstica entre as quatro. A heuŕıstica Gananciosa
obteve boas soluções em relação ao custo apenas para os exemplares de menores dimensões.
A dimensão dos exemplares que foram resolvidos de forma exata no Solver a partir
da implementação da nossa formulação matemática é parecida com a dimensão dos mai-
ores exemplares resolvidos na literatura a partir de métodos exatos. Por exemplo, Hà et
al. [11] resolvem exemplares com até 200 vértices em menos de 7200s utilizando um al-
goritmo branch-and-cut. Neste trabalho, resolvemos exemplares com até 150 vértces em
menos de 3600s. Acreditamos que o desenvolvimento de métodos exatos baseados na nossa
formulação para o m-PRC balanceado pode ajudar a resolver exemplares de grande porte,
inclusive exemplares de problemas práticos com dados reais. No entanto, os procedimentos
heuŕısticos implementados neste trabalho foram capaz de resolver exemplares de até 1000
vértices com baixo tempo computacional.
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4.1 Trabalhos futuros
Devido ao baixo tempo de execução em cada heuŕıstica, pretendemos resolver o mesmo exem-
plar com as quatro heuŕısticas simultaneamente e guardar a melhor solução entre elas, ou
seja, criar um único procedimento que engloba todas as heuŕısticas implementadas. Observe
nas Tabelas 3.6 e 3.8 que nenhuma das heuŕısticas é a melhor em 100% dos exemplares tes-
tados. Os resultados para o Conjunto 1 de exemplares apresentados na Tabela 3.4 mostram
que os piores ı́ndices de qualidade (IQ) para as heuŕısticas Varredura, Rota Primeiro/Cluster
Segundo e Gananciosa são, respectivamente, 1.100, 1.137 e 1.111. Porém, adotando a es-
tratégia de salvar apenas a melhor solução, o pior IQ seria 1.086. Além disso, o tempo de
execução aumentaria em 3 vezes, mas para exemplares de tamanhos até 200 vértices o au-
mento no tempo seria em torno de 4 segundos para os piores casos, ou para exemplares de
até 1000 vértices, o aumento no tempo seria em torno de 2 minutos.
Uma caracteŕıstica da formulação matemática introduzida neste estudo é a utilização dos
resultados obtidos a partir das heuŕısticas para gerar os parâmetros ρ e ρ̃, o maior e o menor
tamanho posśıvel para cada rota respectivamente. Uma comparação melhor entre as soluções
heuŕısticas e as soluções exatas obtidas com o nossa formulação matemática seria mais ade-
quada se pudesse ser feita considerando ρ e ρ̃ como variáveis do problema. Entretanto, as
restrições (1.33) e (1.36) tornariam o problema não-linear. Um posśıvel caminho para trans-
formar estes parâmetros em variáveis do problema consiste em remover as restrições (1.33)
e (1.36) da nossa formulação e adicionar as seguintes restrições.
fij + fji ≤ ρ−M(xij + xji − 1) ((υi, υj) ∈ Ê, i < j). (4.1)
fij + fji ≥ ρ+M(xij + xji − 1) ((υi, υj) ∈ Ê, i < j). (4.2)
fij + fji ≤M(xij + xji), ((υi, υj) ∈ Ê, i < j). (4.3)
f0j ≤ ρ̃+Mx0j, (υj ∈ V ′). (4.4)
f0j ≥ ρ̃+M(x0j − 1), (υj ∈ V ′). (4.5)
ρ− ρ̃ ≤ r. (4.6)
ρ, ρ̃ ∈ Z. (4.7)
As restrições (4.1)–(4.5) corrigem a não-linearidade do problema para ρ e ρ̃. A restrição
(4.6) garante o equiĺıbrio no número de vértieces nas diferentes rotas.
Com o acréscimo dessas restrições não foi posśıvel resolver o modelo diretamente através
do Solver CPLEX 12.6. Assim, pretendemos como trabalho futuro o desenvolvimento de
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um algoritmo exato para resolver o m-PRC balanceado com a nossa formulação matemática
acrescentando as restrições (4.1)–(4.7).
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