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Introduction. The Zakharov-Kuznetsov equation
u t +u ∂ x u+∂ x ∆u = 0, u = u(x, y, z, t), (x, y, z) ∈ R N , t ∈ R, N = 2, 3 (1) was introduced as an asymptotic model in [23] (see also [16] , and [22] for some generalizations) to describe the propagation of nonlinear ionic-sonic waves in a magnetized plasma. An interesting nonlocal version of the Zakharov-Kuznetsov has been introduced in [4] to model small amplitude long waves traveling over the surface of a current-carrying metal thin film. The Zakharov-Kuznetsov is a natural multi-dimensional extension of the Kortewegde Vries equation, quite different from the Kadomtsev-Petviasvili equation though.
Contrary to the Korteweg-de Vries or the Kadomtsev-Petviashvili equations, the Zakharov-Kuznetsov is not completely integrable but it has a hamiltonian structure and possesses two invariants, namely (for u 0 = u(·, 0)) :
and the hamiltonian
There are relatively few mathematical results concerning the Zakharov-Kuznetsov equation. In the two-dimensional case, N = 2, Faminskii [6] proved that the Cauchy problem for (1) is globally well-posed for data in the Sobolev space H m (R 2 ), m ≥ 1.
Formal derivation of the ZK equation.
For the sake of completeness we recall here the formal derivation of the Zakharov-Kuznetsov equation from the Euler-Poisson system with an applied magnetic field. We follow very closely the treatment of Laedke and Spatschek [15] (see also [7] ).
We start from the Euler-Poisson system for nonlinear ion-acoustic waves in a magnetized plasma. We consider a plasma of ions and electrons of equal density, neglecting electron inertia and ion temperature, but not the electrostatic effect of the electron charge. The electrons are modeled as a gas.
We denote by n the ion density, v the ion velocity, and by ϕ the electrostatic potential. The scalar a ≥ 0 is a normalized measure of the strength of the applied magnetic field. One gets from the Boltzmann equation a simplified system, namely the Euler-Poisson system, written here in dimensionless form (see [5] Chapter 2, [7] Chapter 5, [15] 
Note that the skew adjoint operator v → a e x × v is similar to a Coriolis force term in the Euler equation.
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We could not find a precise reference concerning the Cauchy problem for system (4) . We mention however the paper [21] which treats the Cauchy problem for a "linearized" version of (4) (with a = 0), that is ∆ϕ − e ϕ replaced by ∆ϕ − ϕ.
which leads to the dispersion relation for a plane wave
. In the absence of applied magnetic field (a =0), this relation reduces to:
Following Laedke and Spatschek [15] we look for approximate solutions of (1) of the form
z . Plugging this ansatz into (4) we obtain:
where
x ).
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with
y .
where ∆ denotes the laplacian with respect to the variables (X,Y,Z).
We will now proceed formally (following essentially [15] 
2.2. Cancellation of terms in
2.3. Cancellation of terms in 2 .
2.4. Cancellation of terms in 5/2 .
6 FELIPE LINARES AND JEAN-CLAUDE SAUT 2.5. Formal derivation of ZK. We deduce from (11) that
using (12) we obtain ∂ X v
Note that this is consistent with (15) .
With (13) and (14).
(which is consistent with (19) .) Using (24) and the partial derivative with respect to X of (16), we have
Now, adding (20) and (23), we get
By (17) and (18),
Thus, by (28), (29),(30), we have finally
Performing the change of variables,
we obtain the ZK equation
where∆ denotes the laplacian with respect to the variables (x,ỹ,z).
3. The ZK local theory in 3D. In section we will consider the initial value problem associated to the ZK equation, that is,
We will show that the initial value problem (33) is locally well-posed in the functional space X s defined by the norm
for s > 9/8 + , where 
Proof. We apply J 
Using the Kato-Ponce commutator estimate [9] we obtain
Combining (36) and (37) we have
On the other hand, we differentiate the equation in (33) with respect to y, multiply by ∂ y u and integrate to obtain that
Similarly, 1 2
Multiplying the equation by u and integrating by parts we get 1 2
Gathering together (38), (39), (40) and (41) and using the Gronwall inequality we obtain (35).
Next we will establish Strichartz estimates for solutions of the linear problem
The solution of (42) is given by the unitary group defined via the Fourier transform by
whereξ = (ξ, η, ζ) and φ(ξ) = ξ 3 + ξ(η 2 + ζ 2 ).
We begin by showing the following estimate for the oscillatory integral associated to (43).
Lemma 3.2. Let 0 < < 1 and ρ ∈ R, then
Proof. Observe that
in the S sense, where 1 a (ξ) and 1 b (η, ζ) denote the characteristic function on the balls {ξ : |ξ| ≤ a} and
we have
(48) We will prove that the last integral is uniformly bounded by |t| −(1+ /3) with respect to a ∈ [0, ∞). It is enough to prove that
To show (49) we first consider ϕ ∈ C ∞ 0 (R), with ϕ ≡ 1 for |ξ| ≤ 1 and ϕ ≡ 0 for |ξ| > 2 and write
It is clear that |I
On the other hand, we can use Van-der Corput's lemma to obtain the result for
Combining (51) and (52), the inequality (49) follows and so the proof of the lemma is completed.
(53)
Proof. Inequality (53) follows using Lemma 3.2, Plancherel's identity and Stein's complex interpolation theorem.
and Remark 3. Notice that we have a gain of 3/8 − derivatives for ∼ 1 − in (54).
Proof.
To prove the proposition we use standard by now arguments. First, one shows that the three inequalities are equivalent. The main ingredient is the SteinTomas argument. Thus it is enough to establish for instance the estimate (55). To obtain (55) we use Lemma 3.3 and the Hardy-Littlewood-Sobolev theorem.
We will use the following consequence of Proposition 1 in our arguments.
Proof. We use the Sobolev lemma (p > 3/β) and Holder's inequality in the variable t then the inequality (54) implies the result.
The key estimate (see [10] ) in the argument is next.
) is a solution of the linear problem
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Then,
where c = c(β, T ).
Proof. We use a Littlewood-Paley decomposition of u in the ξ variable. That is, if
and u 0 = Q 0 (u) where
We begin by estimating
We will assume T = 1 (to simplify). Split Then using that ξφ(2 −k ξ) has inverse Fourier transform whose L 1 -norm in x is bounded by cλ and the Cauchy-Schwarz inequality we have
Now we use the Duhamel formula, in each I j , to obtain for t ∈ I j
Next using Lemma 3.4 we have
To simplify write
The lemma follows for u 1 .
To prove the case u 0 we use Strichartz estimates in Proposition 1 and Bernstein's inequality.
To obtain a priori estimates we will need to deal with fractional derivatives. The next result will be useful in that regard.
Lemma 3.6 (Leibniz rule for fractional derivatives).
(i) For 0 < α < 1,
Proof. The inequality (66) was established by Kenig, Ponce and Vega in [11] . The estimate (67) was proved by Muscalu, Pipher, Tao and Thiele in [17] , see also [10] .
Lemma 3.7. For γ ∈ (0, 3/8) and β > 0 small enough such that
For p 1 ∈ (2, ∞) and q 1 ∈ (1, ∞) such that
where β 0 is such that
for β small, and θ, η ∈ (0, 1) are suitable chosen with η = 1 − θ.
Proof. The argument is similar to the one used by Kenig to prove the estimates (2.5), (2.6) and (2.7) in [10] . 
Proof. Define
We will prove the estimate
Applying Lemma 3.5 we have that the solution of (33) satisfies
Next we will estimate each I i , i = 1, . . . , 6. Using Lemma 3.1 we obtain
To estimate I 2 , we use Plancherel's theorem and the Young inequality with p = 1/(1 − β) and q = 1/β.
Choosing β small enough such that (
Hence Lemma 3.1 gives
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A similar argument as the previous one gives
To estimate I 4 we use that J
The first term on the right hand side of (81) can be bounded by
where we have used Lemma 3.1.
For the second integral on the right hand side of (81). We use the Leibniz rule for fractional derivatives (66) and Lemma 3.1 to have
Combining (82), (83) and (85) we have
Next we estimate I 5 . As before we have that
To bound the first term on the RHS of (85) we use the Leibniz rule for fractional derivatives (66) to lead to
We observe that |η| β ≤ (1 + |η|). Then using Plancherel's theorem, the previous observation and Lemma 3.1 we have
Now we notice that
Then Plancherel's theorem, the last remark and Lemma 3.1 give
Combining (86), (87) and (88) yields
Next we estimate the second term on the RHS of (85). We apply first the Leibniz rule for fractional derivatives (67) to obtain
Using that 
Next we use Lemma 3.7 (68) and Lemma 3.1 to get
Applying Holder's inequality in t, Lemma 3.7 (69) and (70), and Lemma 3.1 we obtain
The estimates (92), (94), (96) and (97) together with (90) give
The estimates (89) and (98) yield
A similar argument as the one used to obtain (99) can be followed to prove that
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Combining (75) (76), (79), (80), (84), (99) and (100) yields
To this end we use the Duhamel formula to write
Using Lemma (3.4) and Minkowski's inequality we have
It follows from Lemma 3.1 that
Making use of the Leibniz rule (66) and Lemma 3.1
Applying Lemma 3.6 (66) in the y variable we obtain
Noticing that
On the other hand, using that |η| β ≤ (1 + |η|), Plancherel's Theorem and Lemma 3.1 it follows that
Gathering (106), (107) and (108) yields
Following an argument similar to the one used to get (109) gives
Bringing together (103), (104), (105), (109) and (110) we have that
The inequality (74) now follows from (101) and (111). To complete the proof we will show (72). First we prove that there exists
The implicit function theorem asserts that for 0 < δ < δ 0 , there exists a smooth function φ(δ) increasing in δ such that
To prove the last affirmation we suppose that
Assume that g(T ) > B for some T ∈ (0, 1) and let T 0 = inf {T ∈ (0, 1) : g(T ) > B}. Then T 0 > 0, g(T 0 ) = B, and there exists a sequence {T n } converging to On the other hand, we observe that u is solution of (33) with initial data u 0 , u λ (x, y, z, t) = λ 2 u(λx, λy, λz, λ 3 t) is also a solution with data u
, so we can apply the previous conclusion to u λ to obtain (72).
Main Result.
Here we prove the local well-posedness result for the IVP (33). 
We deduce from Lemma 3.1 that
The Gronwall inequality and (113) allow us to show that sup . Therefore u is a solution of (33). To establish the uniqueness of u we follow a similar argument as above. The fact that (2) and (3) are satisfied is easily obtained by a regularization procedure. To prove the continuity of u(t) ∈ X s and the continuous dependence one uses the Bona-Smith argument [2] . 4 . Some open problems. Several issues are still unsolved and are under investigation. First we intend to fully justify the derivation of the Zakharov-Kuznetsov equation from the Euler-Poisson system. Concerning the Cauchy problem it would be interesting to prove the local well-posedness for initial data in H 1 (R N ) since this would lead to the global well-posedness by using the conservation of the hamiltonian. The techniques of [8] might be useful for this purpose. The three-dimensional Zakharov-Kuznetsov equation (1) admits one-dimensional solitary waves (actually the KdV solitary waves) as well as two-dimensional ones (see [3] for an existence proof of localized solitary waves to the two-dimensional Zakharov-Kuznetsov equation). The former have been shown to be linearly unstable for transverse perturbations (see [15] ). The corresponding result for the two-dimensional ones does not seem to be known. The nonlinear transverse instability of the KdV soliton has been proven in [20] extending ideas from [19] . It would be interesting to investigate the transverse instability of the 2D Zakharov-Kuznetsov solitary waves. Another interesting issue would be to look for localized solitary wave solutions of the Euler-Poisson system (4) (see [15] for the existence of solitary waves in the onedimensional case ) and to study their possible connection to the solitary waves of the Zakharov-Kuznetsov equation.
