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AN INDUCTION THEOREM AND NONLINEAR REGULARITY
MODELS∗
PHAN Q. KHANH† , ALEXANDER Y. KRUGER‡ , AND NGUYEN H. THAO§
Abstract. A general nonlinear regularity model for a set-valued mapping F : X × R+ ⇒ Y ,
where X and Y are metric spaces, is studied using special iteration procedures, going back to Banach,
Schauder, Lyusternik and Graves. Namely, we revise the induction theorem from Khanh, J. Math.
Anal. Appl., 118 (1986) and employ it to obtain basic estimates for exploring regularity/openness
properties. We also show that it can serve as a substitution of the Ekeland variational principle
when establishing other regularity criteria. Then, we apply the induction theorem and the mentioned
estimates to establish criteria for both global and local versions of regularity/openness properties for
our model and demonstrate how the definitions and criteria translate into the conventional setting
of a set-valued mapping F : X ⇒ Y . An application to second-order necessary optimality conditions
for a nonsmooth set-valued optimization problem with mixed constraints is provided.
Key words. Metric regularity, induction theorem, Ekeland variational principle, optimality
conditions
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1. Introduction. Regularity properties of set-valued mappings lie at the core
of variational analysis because of their importance for establishing stability of solu-
tions to generalized equations (initiated by Robinson [57, 58] in the 1970s), optimiza-
tion and variational problems, constraint qualifications, qualification conditions in
coderivative/subdifferential calculus and convergence rates of numerical algorithms;
cf. books and surveys [6, 7, 10, 19, 30, 31, 33, 43, 51, 55, 60] and the references therein.
Among the variety of known regularity properties, the most recognized and widely
used one is that of metric regularity; cf. [7, 9, 10, 19, 30, 43, 51, 53, 55, 60]. Recall
that a set-valued mapping F : X ⇒ Y between metric spaces is (locally) metrically
regular at a point (x¯, y¯) in its graph gphF := {(x, y) ∈ X × Y | y ∈ F (x)} with
modulus κ > 0 if
(1.1) d(x, F−1(y)) ≤ κd(y, F (x)) for all x near x¯, y near y¯.
Here F−1 : Y ⇒ X is the inverse mapping defined by F−1(y) = {x ∈ X | y ∈ F (x)}.
The roots of this notion can be traced back to the classical Banach-Schauder open
mapping theorem and its subsequent generalization to nonlinear mappings known as
Lyusternik-Graves theorem, see the survey [30] by Ioffe.
Inequality (1.1) provides a linear error bound estimate of metric type for the
distance from x to the solution set of the generalized equation F (u) ∋ y corresponding
to the perturbed right-hand side y in a neighbourhood of the solution x¯ (corresponding
to the right-hand side y¯). Metric regularity is known to be equivalent to two other
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fundamental properties: the openness (or covering) at a linear rate and the Aubin
property (a kind of Lipschitz-like behaviour) of the inverse mapping; cf. [5, 11, 15, 17,
19, 30, 43, 44, 51, 53, 55, 60]. Several qualitative and quantitative characterizations
of the metric regularity property have been established in terms of various primal
and dual space derivative-like objects: slopes, graphical derivatives (Aubin criterion),
subdifferentials and coderivatives ; cf. [6, 7, 19, 30, 43, 44, 48, 51, 52, 55, 60].
There have been many important developments of the metric regularity theory in
recent years; among them clarifying the connection of the metric regularity modulus
(the infimum of all κ such that (1.1) holds) to the radius of metric regularity, cf. [12,
17, 19, 25, 50, 51, 61], and the interpretation of the regularity of the subdifferential
mapping via second-order growth conditions, cf. [2, 20, 21, 49, 64].
At the same time, it has been well recognized that many important variational
problems do not posses conventional metric regularity. This observation has led to
a significant grows of attention to more subtle regularity properties. This new de-
velopment has mostly consisted in the relaxing or extension of the metric regularity
property (1.1) (and the other two equivalent properties) and its characterizations
along the following three directions (and their appropriate combinations).
1) Relaxing of property (1.1) by fixing one of the variables: either y = y¯ or
x = x¯ in it. In the first case, one arrives at the very important for applications
property of F known as metric subregularity (and respectively calmness of F−1);
cf. [1, 13, 18, 19, 27, 28, 30, 34, 46, 47, 63], while fixing the other variable (and usually
also replacing d(y, F (x¯)) with d(y, y¯)) leads to another type of relaxed regularity
known as metric semiregularity [45] (also referred to as metric hemiregularity in [3]).
2) Considering nonlocal versions of (1.1), when x and y are restricted to certain
subsets U ⊂ X and V ⊂ Y , not necessarily neighbourhoods of x¯ and y¯, respectively,
or even a subset W ⊂ X × Y ; cf. [30, 31, 32, 33]. A nonlocal regularity (covering)
setting was already studied in [15].
3) Considering nonlinear versions of (1.1), when, instead of the constant modulus
κ, a certain functional modulus µ : R+ → R+ is used in (1.1), i.e., κd(y, F (x))
is replaced by µ(d(y, F (x))); cf. [11, 30, 33, 53]. This allows treating more subtle
regularity properties arising in applications when the conventional estimates fail. The
majority of researchers focus on the particular case of “power nonlinearities” when µ
is of the type µ(t) = λtk with λ > 0 and 0 < k ≤ 1 [22, 23, 24, 33, 62].
Starting with Ioffe [29], most proofs of various sufficient regularity/openness cri-
teria are based on the application of the celebrated Ekeland variational principle
(Theorem 2.13); see [10, 19, 30, 51, 55, 60]. On the other hand, as observed by Ioffe
in [30], the original methods used by Banach, Schauder, Lyusternik and Graves had
employed special iteration procedures. This classical approach was very popular in
the 1980s – early 1990s [14, 15, 16, 37, 38, 39, 56, 59]. In particular, in the series
of three articles [37, 38, 39], using iteration techniques several basic statements were
established which generalized many known by that time open mapping and closed
graph theorems and theorems of the Lyusternik type and results on approximation
and semicontinuity or their refinements. We refer to [30] for a thorough discussion
and comparison of the two main techniques.
In this article, we demonstrate that the approach based on iteration procedures
still possesses potential. In particular, we show that the Induction theorem [37, The-
orem 1] (see Lemma 2.1 below), which was used as the main tool when proving the
other results in [37], implies also all the main results in the subsequent articles [38, 39].
It can serve as a substitution of the Ekeland variational principle when establishing
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other regularity criteria. Furthermore, the latter classical result can also be estab-
lished as a consequence of the Induction theorem. The sequences in the statement
of this theorem as well as several other statements in Section 2 expose the details
of iterative procedures which are usually hidden in the proofs of regularity/openness
properties. This is important for the understanding of the roles played by different
parameters and leaves some freedom of choice of the parameters defining iteration
procedures; this can be helpful when constructing specific schemes as demonstrated
in [37, 38, 39].
We consider a general nonlocal nonlinear regularity model for a set-valued map-
ping F : X × R+ ⇒ Y , where X and Y are metric spaces. It obviously covers the
case of a parametric family of set-valued mappings; cf. [38, 39]. At the same time, the
conventional setting of a set-valued mapping F : X ⇒ Y between metric spaces can
be imbedded into the model by defining a set-valued mapping F : X×R+ ⇒ Y by the
equality F(x, t) := B(F (x), t) = ∪y∈F (x)B(y, t) (with the convention B(y, 0) = {y}).
As observed by Ioffe [30, p. 508], this scheme is convenient for deducing regular-
ity/openness estimates.
To define an analogue of metric regularity in this general setting, the distance
d(y, F (x)) in the image space in the right-hand side of (1.1) is replaced by the
“distance-like” quantity
(1.2) δ(y, F, x) := inf{t > 0 | y ∈ F (x, t)}.
This allows one to define also a natural analogue of the covering property (but not
the Aubin property!) and establish equivalence of both properties and some sufficient
criteria. If F (x, t) describes the set of positions of a dynamical system feasible at
moment t starting at the initial point x, then constant (1.2) solves the minimal time
feasibility problem.
In our study of regularity properties of set-valued mappings, we follow a three-
step procedure which, in our opinion, is important for understanding the roles of
particular assumptions employed in the criteria and the origins of specific regularity
estimates.
1) Deducing basic regularity estimates at a fixed point (x, t, y) ∈ gphF .
2) “Setting free” variable t in the basic regularity estimates obtained in step 1 and
formulating the best (in terms of t) estimates. This way, the “distance-like” quantity
(1.2) comes into play. The estimates are formulated at a fixed point (x, y) ∈ X × Y .
3) “Setting free” variables x and y in the regularity estimates obtained in step 2,
restricting them to a subset W ⊂ X × Y and formulating estimates holding for
all (x, y) ∈ W . For the motivations behind such settings we refer the reader to
[32, 33]. This way, we arrive at analogues of the metric regularity criteria. Under the
appropriate choice of the set W , one can study various local and nonlocal settings
of this property and even weaker sub- and semi-regularity versions. This line goes
beyond the scope of the current article.
The structure of the article is as follows. In the next section, we give a short proof
of a revised version of the Induction theorem [37, Theorem 1] and then apply it to
establish several basic regularity estimates for a set-valued mapping F : X×R+ ⇒ Y
at a fixed point (x, t, y) ∈ gphF . As a consequence, we obtain the two main theorems
from [39] which cover the other results in [37, 38]. Next we discuss the relationship
between the Induction theorem and the Ekeland variational principle. As another
consequence of the aforementioned regularity estimates, we deduce several ‘at a point’
sufficient criteria for the regularity of F in terms of quantity (1.2). Section 3 is
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devoted to nonlinear regularity on a set (and the corresponding openness property)
being a direct analogue of metric regularity in the conventional setting. We refrain
from using the term “metric” because quantity (1.2) is not a distance in the image
space. In Section 4, we demonstrate how the definitions and criteria from Section 3
translate into the conventional setting of a set-valued mapping F : X ⇒ Y taking the
natural metric form. In Section 5, our general nonlinear regularity model is applied
to establishing second-order necessary optimality conditions for a general nonsmooth
set-valued optimization problem with mixed constraints. In line with the original
idea of Lyusternik, the role of the regularity assumption is to allow handling of the
constraints. This remains one of the major motivations for the development of the
regularity theory. The final Section 6 contains some concluding remarks and a list of
things to be done hopefully in not-so-distant future.
Our basic notation is standard; cf. [10, 19, 51, 55, 60]. X and Y are metric
spaces. Metrics in all spaces are denoted by the same symbol d(·, ·). If x and C are a
point and a subset of a metric space, then d(x,C) := infc∈C d(x, c) is the point-to-set
distance from x to C, while C and bdC denote the closure and the boundary of C.
B(x, r) and B(x, r) stand for the open and closed balls of radius r > 0 centered at x,
respectively. We use the convention that B(x, 0) = {x}. If C is a subset of a linear
space, then coneC := {λx | λ > 0, x ∈ C} is the cone generated by C.
2. Regularity at a point. This section prepares the tools for the study of
regularity properties of set-valued mappings in the rest of the article.
2.1. Basic estimates. The next technical lemma is a revised version of the
Induction theorem [37, Theorem 1] and contains the core arguments used in the main
results of [37, 38, 39]. For simplicity, it is formulated for mappings between metric
spaces. (Most of the results in [37, 38, 39] are formulated in the more general setting
of quasimetric spaces.)
Recall that a set-valued mapping F : X ⇒ Y between metric spaces is called
outer semicontinuous [60] at x¯ ∈ X if
Lim sup
x→x¯
F (x) := {y ∈ Y | lim inf
x→x¯
d(y, F (x)) = 0} ⊂ F (x¯).
Lemma 2.1. Let X be a complete metric space, Φ : R+ ⇒ X, t > 0 and
x ∈ Φ(t). Suppose that Φ is outer semicontinuous at 0 and there are sequences of
positive numbers (an) and (bn) such that
∞∑
n=0
bn <∞,(2.1)
a0 = t and an ↓ 0 as n→∞,(2.2)
d(u,Φ(an+1)) < bn for all u ∈ Φ(an) ∩ Un (n = 0, 1, . . . ),(2.3)
where U0 := {x}, Un := B(x,
∑n−1
i=0 bi) (n = 1, 2, . . . ). Then, d(x,Φ(0)) <
∑∞
n=0 bn.
Proof. Putting x0 := x ∈ Φ(a0) ∩ U0 and using (2.3) repeatedly, we obtain a
sequence (xn) satisfying xn ∈ Φ(an) and
d(xn, xn+1) < bn (n = 0, 1, . . . ).
The above inequalities together with (2.1) imply that (xn) is a Cauchy sequence and,
as X is complete, converges to some point z ∈ X . Note that
d(z, x) ≤
∞∑
n=0
d(xn, xn+1) <
∞∑
n=0
bn.
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Thanks to the outer semicontinuity of Φ at 0 and (2.2), we have z ∈ Φ(0). Hence,
d(x,Φ(0)) <
∑∞
n=0 bn.
Remark 2.2. 1. The above lemma does not talk about regularity properties of set-
valued mappings. At the same time, we want the reader to observe certain similarity
between the conclusion of Lemma 2.1 and inequality (1.1) (assuming that Φ(0) corre-
sponds to the inverse of some set-valued mapping; this is going to be our next step).
The sequences in the statement of the lemma expose iterative procedures employed in
some traditional proofs of regularity properties which can be traced back to Banach
and Schauder.
2. As it has been observed by many authors with regards to other regularity state-
ments, with obvious changes, the proof of Lemma 2.1 remains valid if instead of the
outer semicontinuity of Φ and completeness of X one assumes that gphΦ is com-
plete (in the product topology). In fact, it is sufficient to assume that gphΦ ∩ (R+ ×
B(x,
∑∞
n=0 bi)) is complete.
3. In some applications, a “restricted” version of Lemma 2.1 can be useful. Given
a subset U of X and a point x ∈ Φ(t) ∩ U , condition (2.3) can be replaced with the
following “restricted” one:
d(u,Φ(an+1) ∩ U) < bn for all u ∈ Φ(an) ∩ Un (n = 0, 1, . . . ),
where U0 := {x}, Un := U ∩B(x,
∑n−1
i=0 bi) (n = 1, 2, . . . ).
4. The conclusion of Lemma 2.1 can be equivalently rewritten as
Φ(0) ∩B
(
x,
∞∑
n=0
bn
)
6= ∅.
From now on, we consider a set-valued mapping F : X × R+ ⇒ Y , where X and
Y are metric spaces, X is complete. Given a t ∈ R+, we denote Ft := F (·, t) : X ⇒ Y .
The purpose of this two-variable model is twofold. Firstly, if the second variable
is interpreted as a parameter, it allows us to cover the case of a parametric family
of set-valued mappings; cf. [38, 39]. Secondly, when studying regularity properties of
a standard set-valued mapping F : X ⇒ Y between metric spaces, it can sometimes
be convenient to consider its two-variable extension (x, t)→ B(F (x), t); cf. Ioffe [30].
This model will be explored in Section 4. In this subsection we focus on the case of a
parametric family of set-valued mappings and demonstrate that the main ‘iterative’
results of [38, 39] follow easily from Lemma 2.1.
The next two theorems contain the core arguments of [39, Theorems 3 and 4],
respectively.
Theorem 2.3. Let t > 0 and (x, t, y) ∈ gphF . Suppose that the mapping
τ 7→ Φ(τ) := F−1τ (y) on R+ is outer semicontinuous at 0 and there are sequences
of positive numbers (bn) and (cn) and a function m : (0,∞) → (0,∞) such that
condition (2.1) holds true and
m(τ) ↓ 0 as τ ↓ 0 and cn ↓ 0 as n→∞,(2.4)
d(x, F−1
m(c1)
(y)) < b0,(2.5)
d(u, F−1
m(cn+1)
(y)) < bn for all u ∈ F
−1
m(cn)
(y) ∩B
(
x,
n−1∑
i=0
bi
)
(n = 1, 2, . . . ).(2.6)
Then, d(x, F−10 (y)) <
∑∞
n=0 bn.
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Proof. Set a0 := t, an := m(cn) (n = 1, 2, . . . ). Conditions (2.4), (2.5) and (2.6)
imply (2.2) and (2.3). By Lemma 2.1, there exists a z ∈ B(x,
∑∞
n=0 bn) such that
y ∈ F (z, 0), i.e., z ∈ F−10 (y).
Given a function b : R+ → R+, we define, for each t ∈ R+, b0(t) := t, bn(t) :=
b(bn−1(t)) (n = 1, 2, . . . ).
Theorem 2.4. Let t > 0 and (x, t, y) ∈ gphF . Suppose that the mapping
τ 7→ Φ(τ) := F−1τ (y) on R+ is outer semicontinuous at 0 and there are functions
b,m, µ : (0,∞)→ (0,∞) such that
(2.7) m(τ) ↓ 0 ⇒ τ ↓ 0
and, for each τ > 0 with µ(τ) ≤ µ(t),
µ(τ) ≥ m(τ) + µ(b(τ)),(2.8)
d(u, F−1
b(τ)(y)) < m(τ) for all u ∈ F
−1
τ (y) ∩B(x, µ(t) − µ(τ)).(2.9)
Then, d(x, F−10 (y)) < µ(t).
Proof. Set an := b
n(t), bn := m(an) = m(b
n(t)) (n = 0, 1, . . . ). Adding inequali-
ties (2.8) corresponding to τ = t, b(t), b2(t), . . . , we obtain
µ(t) ≥
∞∑
n=0
m (bn(t)) =
∞∑
n=0
bn.
Hence, (2.1) is satisfied and bn ↓ 0 as n → ∞. Condition (2.2) is satisfied thanks to
(2.7). Condition (2.9) with τ = an takes the following form:
(2.10) d(u,Φ(an+1)) < bn for all u ∈ Φ(an) ∩B(x, µ(t) − µ(an)).
For any n > 0, adding inequalities (2.8) corresponding to τ = t, b(t), . . . , bn−1(t), we
obtain
µ(t) ≥
n−1∑
i=0
bi + µ(an).
Hence, µ(an) ≤ µ(t) and condition (2.10) implies (2.3). By Lemma 2.1, there exists
a z ∈ B(x, µ(t)) such that y ∈ F (z, 0).
Remark 2.5. 1. The statements of Theorems 2.3 and 2.4 expose the details
of iteration procedures which are usually hidden in the proofs of regularity/openness
properties. For instance, the scalar function b in Theorem 2.4 defines the sequence
of iterations corresponding to τ ↓ 0: given a value τ , the next value is b(τ) which
produces a smaller than µ(τ) value µ(b(τ)) of the function µ with the difference µ(τ)−
µ(b(τ)) controlling thanks to (2.8) the value m(τ) of the function m which in its turn
controls thanks to (2.9) the distance between the iterations in X leading in the end to
the claimed estimate. Inequalities of the type (2.8) and (2.9) (or (2.6)) are the key
ingredients when istablishing regularity estimates.
Theorems 2.3 and 2.4 leave some freedom of choice of the parameters defining it-
eration procedures which can be helpful when constructing specific schemes as demon-
strated in [37, 38, 39].
2. Instead of (2.4), it is sufficient to assume in Theorem 2.3 that m(cn) ↓ 0 as
n→∞. In Theorem 2.4, this is satisfied automatically thanks to (2.7).
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3. The conclusions of Theorems 2.3 and 2.4 can be equivalently rewritten as
y ∈ F (B (x, r) , 0) where either r =
∑∞
n=0 bn or r = µ(t).
Theorem 2.4 covers a seemingly more general setting of regularity/covering on a
system of balls; cf. [15, 30, 39].
Recall that a family Σ of balls in X is called a complete system [15, Definition 1.1]
if, for any B(x, r) ∈ Σ, one has B(x′, r′) ∈ Σ provided that x′ ∈ X , r′ > 0 and
d(x, x′) + r′ ≤ r. For a subset M of X , Σ(M) denotes a complete system of balls
B(x, r) in X with B(x, r) ⊂ M . Obviously the family of all balls in X forms a
complete system.
Corollary 2.6. Let M ⊂ X and Σ(M) be a complete system, t > 0 and
(x, t, y) ∈ gphF . Suppose that the mapping τ 7→ F−1τ (y) on R+ is outer semicontin-
uous at 0 and there are functions b,m, µ : (0,∞) → (0,∞) such that B(x, µ(t)) ∈
Σ(M), condition (2.7) is satisfied and, for each τ > 0 with µ(τ) ≤ µ(t), condition
(2.8) holds true and
(2.11) d(u, F−1
b(τ)(y)) < m(τ) for all u ∈ F
−1
τ (y) ∩ {x
′ | B(x′, µ(τ)) ∈ Σ(M)}.
Then, d(x, F−10 (y)) < µ(t).
Proof. Since B(x, µ(t)) ∈ Σ(M), it follows that B(x, µ(t) − µ(τ)) ⊂ {x′ |
B(x′, µ(τ)) ∈ Σ(M)}. The conclusion follows from Theorem 2.4.
The key estimates (2.9) and (2.11) in Theorem 2.4 and Corollary 2.6 are for
the original space X . In some situations, one can use for that purpose also similar
estimates in the image space Y .
Corollary 2.7. Let t > 0 and (x, t, y) ∈ gphF . Suppose that the mapping τ 7→
F−1τ (y) on R+ is outer semicontinuous at 0 and there are functions b,m, µ : (0,∞)→
(0,∞) such that condition (2.7) is satisfied and, for each τ > 0 with µ(τ) ≤ µ(t),
condition (2.8) holds true and
F−10 (B(y, τ)) ⊂ F
−1
τ (y),(2.12)
d (y, F0(B(u,m(τ)))) < b(τ) for all u ∈ F
−1
τ (y) ∩B(x, µ(t) − µ(τ)).(2.13)
Then, d(x, F−10 (y)) < µ(t).
Proof. Observe that conditions (2.12) and (2.13) imply (2.9). Indeed, if u ∈
F−1τ (y) ∩ B(x, µ(t) − µ(τ)), then, by (2.13), there exists a z ∈ B(u,m(τ)) such that
d(y, F0(z)) < b(τ), or equivalently, z ∈ F
−1
0 (B(y, b(τ))). It follows from (2.12) that
z ∈ F−1
b(τ)(y). Hence, d(u, F
−1
b(τ)(y)) < m(τ). The conclusion follows from Theorem 2.4.
Remark 2.8. 1. Instead of (2.7), it is sufficient to assume in Theorem 2.4 and
Corollaries 2.6 and 2.7 that bn(t) ↓ 0 as n→∞. The last condition is satisfied, e.g.,
when b(t) = λt with λ ∈ (0, 1).
2. If condition (2.8) holds true for all τ > 0 with µ(τ) ≤ µ(t), then µ(τ) ≥∑∞
n=0m (b
n(τ)). On the other hand, if the last condition holds true as equality (for
all τ > 0 with µ(τ) ≤ µ(t)), then condition (2.8) is satisfied (as equality). Hence,
condition (2.8) in Theorem 2.4 and Corollaries 2.6 and 2.7 can be replaced by the
following definition of the smallest function µ satisfying (2.8):
(2.14) µ(τ) :=
∞∑
n=0
m (bn(τ)) ,
thus producing the strongest conclusion.
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3. It is sufficient to assume in Theorem 2.4 and Corollaries 2.6 and 2.7 that con-
ditions (2.8), (2.9), (2.11), (2.12) and (2.13) are satisfied only for τ = t, b(t), b2(t), . . .
In particular, if this sequence is monotone (as in the typical example mentioned in
part 1 above or, thanks to (2.8) when µ is nondecreasing), then the conclusions of all
the statements remain true when conditions (2.8), (2.9), (2.11), (2.12) and (2.13) are
satisfied for all τ ∈ (0, t].
4. Thanks to part 3, instead of conditions (2.9), (2.11) and (2.13), one can require
that, for each n = 0, 1, . . . , the following conditions hold true, respectively:
d(u, F−1
bn+1(t)(y)) < m(b
n(t)) for all u ∈ F−1
bn(t)(y)(2.15)
∩B(x, µ(t) − µ(bn(t))),
d(u, F−1
bn+1(t)(y)) < m(b
n(t)) for all u ∈ F−1
bn(t)(y)
∩ {x′ | B(x′, µ(bn(t))) ∈ Σ(M)},
d (y, F0(B(u,m(b
n(t))))) < bn+1(t) for all u ∈ F−1
bn(t)(y)(2.16)
∩B(x, µ(t) − µ(bn(t))).
If µ is given by (2.14), then conditions (2.15) and (2.16) can be equivalently rewritten
as follows:
d(u, F−1
bn+1(t)(y)) < m(b
n(t)) for all u ∈ F−1
bn(t)(y) ∩B(x,
n−1∑
i=0
bi(t)),
d (y, F0(B(u,m(b
n(t))))) < bn+1(t) for all u ∈ F−1
bn(t)(y) ∩B(x,
n−1∑
i=0
bi(t)).
5. The conclusions of Theorem 2.4 and Corollaries 2.6 and 2.7 can be equivalently
rewritten as y ∈ F (B(x, µ(t)), 0).
The next two theorems are the (slightly improved) original results of [39, Theo-
rems 3 and 4] reformulated in the setting of metric spaces and adopting the terminol-
ogy and notation of the current article. These theorems, which follow immediately
from Theorems 2.3 and 2.4, respectively, imply all the other results of [37, 38, 39] as
well as many open mapping and closed graph theorems and theorems of the Lyusternik
type and results on approximation and semicontinuity or their refinements; cf. the
references in [37, 38, 39].
Theorem 2.9. Let t > 0 and (x, t) ∈ domF . Suppose that, for each y ∈ Y ,
(2.17) F−10 (y) = Lim sup
t↓0
F−1t (y)
and there are positive numbers ρ, s and bn (n = 1, 2, . . . ), such that
(2.18)
∞∑
n=1
bn + s ≤ ρ.
Suppose also that, for each y ∈ F (x, t), there are numbers cn > 0 (n = 1, 2, . . . ) and
a function m : (0,∞)→ (0,∞) satisfying (2.4) and
d(u, F−1
m(c1)
(y)) < s for all u ∈ F−1t (y) ∩B(x, ρ− s),(2.19)
d(u, F−1
m(cn+1)
(y)) < bn for all u ∈ F
−1
m(cn)
(y) ∩B(x, ρ− bn) (n = 1, 2, . . . )(2.20)
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Then, F (x, t) ⊂ F (B(x, ρ), 0).
Proof. Set b0 := s and take any y ∈ F (x, t). It follows from (2.17) that the
mapping τ 7→ F−1τ (y) on R+ is outer semicontinuous at 0. Condition (2.18) obviously
implies (2.1). Observe that
∑n−1
i=0 bi ≤ ρ −
∑∞
i=n bi < ρ − bn (n = 0, 1, . . . ) Hence,
conditions (2.19) and (2.20) imply (2.5) and (2.6), respectively. By Theorem 2.3,
y ∈ F (B(x, ρ), 0).
Theorem 2.10. Let M ⊂ X and Σ(M) be a complete system. Let a function
b : (0,∞)→ (0,∞) be given. Suppose that, for each y ∈ Y , condition (2.17) holds true
and there exists a function m : (0,∞)→ (0,∞) satisfying condition (2.7) and, for all
τ ∈ (0,∞) and x ∈ X with (x, t, y) ∈ gphF and B(x, µ(τ)) ∈ Σ(M), conditions (2.11)
and (2.14) are satisfied. Then, for any (x, t, y) ∈ gphF with t > 0 and B(x, µ(t)) ∈
Σ(M), one has y ∈ F (B(x, µ(t)), 0).
Proof. Take any (x, t, y) ∈ gphF with t > 0 and B(x, µ(t)) ∈ Σ(M) and
a function m satisfying the assumptions of the theorem. Condition (2.17) obvi-
ously implies that the mapping τ 7→ F−1τ (y) on R+ is outer semicontinuous at 0.
Thanks to Remark 2.8.2, all the assumptions of Corollary 2.6 are satisfied. Hence,
y ∈ F (B(x, µ(t)), 0).
Remark 2.11. Comparing the statements of Theorem 2.10 and [39, Theorem 4],
one can notice that the latter one looks stronger: it is formulated without assumption
(2.7) and with the stronger conclusion F (x, t) ⊂ F (B(x, µ(t)), 0). However assump-
tion (2.7) is implicitly used in the proof of [39, Theorem 4] and the conclusion is
established for a fixed y ∈ F (x, t) satisfying B(x, µ(t)) ∈ Σ(M). (Observe that func-
tion m in Theorem 2.10 and consequently function µ defined by (2.14) depend on the
choice of y ∈ F (x, t).)
Unlike the setting of the current article, in [39] mapping F was assumed to be
defined not on X × R+, but on X × [0, t0] where t0 is a given positive number. This
difference can be easily eliminated by setting F (x, t) := ∅ when t > t0 and making
appropriate minor changes in the statements.
2.2. Lemma 2.1 and Ekeland variational principle. Lemma 2.1 which lies
at the core of the proofs of the statements in the previous subsection can serve as
a substitution of the Ekeland variational principle which is a traditional tool when
establishing regularity criteria. This is demonstrated by the proof of such a criterion
in the following theorem.
Theorem 2.12. Let t > 0 and (x, t, y) ∈ gphF . Suppose that the mapping
τ 7→ F−1τ (y) is outer semicontinuous on [0, t) and there is a continuous nondecreasing
function µ : [0, t] → R+ satisfying µ(τ) = 0 if and only if τ = 0 and, for each
pair (u, τ) ∈ F−1(y) with τ ∈ (0, t] and d(x, u) ≤ µ(t) − µ(τ), there exists a pair
(u′, τ ′) ∈ F−1(y) such that u′ 6= u and
(2.21) µ(τ ′) ≤ µ(τ)− d(u′, u).
Then, d(x, F−10 (y)) ≤ µ(t).
Proof. Set a0 := t, x¯ := x and define a sequence {(xn, an)} by induction. For any
n = 0, 1, . . . , let a pair (xn, an) ∈ F−1(y) with an ∈ [0, t] and d(x, xn) ≤ µ(t)− µ(an)
be given. If an = 0, set an+1 := 0 and xn+1 := xn. Otherwise, define
(2.22) cn := inf{µ(τ) | (u, τ) ∈ F
−1(y), µ(τ) ≤ µ(an)− d(u, xn)}.
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By the assumptions of the theorem, 0 ≤ cn < µ(an), and one can choose a pair
(xn+1, an+1) ∈ F−1(y) such that xn+1 6= xn and
µ(an+1) ≤ µ(an)− d(xn, xn+1),(2.23)
cn ≤ µ(an+1) <
µ(an) + cn
2
< µ(an).(2.24)
It also follows from (2.23) that
d(x, xn+1) ≤ d(x, xn) + d(xn, xn+1) ≤ µ(t)− µ(an+1).
If an = 0 for some n > 0, then, by (2.23),
d(x, F−10 (y)) ≤ d(x, xn) ≤
n−1∑
j=0
d(xj , xj+1) ≤ µ(t).
Now assume that an > 0 for all n = 0, 1, . . . . Then, {an} is a decreasing sequence
of positive numbers which converges to some a ≥ 0. We are going to show that a = 0.
Suppose that a > 0 and denote aˆn := an − a. Obviously, aˆn > 0 and aˆn ↓ 0. By
(2.23),
∞∑
n=0
d(xn, xn+1) ≤ µ(t)− µ(a).
Fix an ε > 0 and choose numbers bn > d(xn, xn+1) such that
∑∞
n=0 bn < µ(t)−µ(a)+
ε. Set Φ(aˆn) := {xn}, Φ(τ) := ∅ for any τ ∈ (0,∞) \ {aˆ0, aˆ1, . . . }, and let Φ(0) be
the set of all cluster points of {xn}. Then, x ∈ Φ(aˆ0), Φ is outer semicontinuous at 0
and d(Φ(aˆn),Φ(aˆn+1)) < bn. It follows from Lemma 2.1 that there exists a z ∈ Φ(0)
satisfying d(x, z) < µ(t)− µ(a) + ε. By the outer semicontinuity of Φ, y ∈ F (z, a).
Since a > 0, by the assumptions of the theorem, there exists a pair (u, τ) ∈ F−1(y)
such that u 6= z and
(2.25) µ(τ) ≤ µ(a)− d(u, z).
Then, µ(τ) < µ(a). Observe from (2.24) that
2µ(an+1)− µ(an) < cn < µ(an).
Hence, {cn} converges to µ(a) and consequently µ(τ) < cn when n is large enough.
By definition (2.22), this yields
(2.26) µ(τ) > µ(an)− d(u, xn).
At the same time,
d(xn, z) ≤
∞∑
j=n
d(xj , xj+1) ≤ µ(an)− µ(a).
This combined with (2.25) gives
µ(τ) ≤ µ(an)− d(u, xn)
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which is in obvious contradiction with (2.26). Hence, a = 0, z ∈ F−10 (y), d(x, z) <
µ(t) + ε, and, as ε is arbitrary, d(x, F−10 (y)) ≤ µ(t).
The proof of Theorem 2.12 given above relies on Lemma 2.1 and uses standard ar-
guments typical for traditional proofs of the Ekeland variational principle; cf. e.g. [10].
We next show that the latter classical result can also be established as a consequence
of Lemma 2.1.
Theorem 2.13 (Ekeland variational principle). Let X be a complete metric space
and f : X → R ∪ {+∞} be lower semicontinuous and bounded from below. Suppose
ε > 0, λ > 0 and x ∈ X satisfies
f(x) < inf
X
f + ε.
Then, there exists a z ∈ X such that
(i) d(z, x) < λ,
(ii) f(z) ≤ f(x),
(iii) f(u) + (ε/λ)d(u, z) ≥ f(z) for all u ∈ X.
Proof. Denote x¯ := x. For n = 0, 1, . . . , set
(2.27) an := sup
u∈X
{
f(xn)− f(u)−
ε
λ
d(u, xn)
}
.
Obviously, 0 ≤ an <∞. Choose an xn+1 such that
(2.28) f(xn)− f(xn+1)−
ε
λ
d(xn+1, xn) ≥
an
2
.
Then, for n = 0, 1, . . . ,
f(xn+1) ≤ f(xn), d(xn+1, xn) ≤
λ
ε
(f(xn)− f(xn+1))
and the inequalities are strict if an > 0. It follows that
f(xn) ≤ f(x) and d(xn, x) ≤
λ
ε
(f(x)− f(xn)) < λ.
If, for some n, an = 0, then z := xn satisfies the conclusions of the theorem. Suppose
that an > 0 for all n = 0, 1, . . . . Then, bn :=
λ
ε
(f(xn)− f(xn+1)) > 0. Set Φ(an) :=
{xn}, Φ(τ) := ∅ for any τ ∈ (0,∞)\{a0, a1, . . . } and Φ(0) := Lim sup τ↓0Φ(τ). Hence,
Φ is outer semicontinuous at 0, x ∈ Φ(a0),
∑∞
n=0 bn < λ and d(Φ(an),Φ(an+1)) < bn.
Besides, it follows from (2.27) that
(2.29) f(xn)− f(u)−
ε
λ
d(u, xn) ≤ an for all u ∈ X.
Subtracting (2.28) from the last inequality and using the triangle inequality, we con-
clude that
f(xn+1)− f(u)−
ε
λ
d(u, xn+1) ≤
an
2
for all u ∈ X,
i.e., an+1 ≤ an/2 and consequently an ↓ 0 as n → ∞. It follows from Lemma 2.1
that there exists a z ∈ Φ(0) satisfying (i). By the definition of Φ(0) and (2.29), we
conclude that conditions (ii) and (iii) are satisfied too.
Remark 2.14. Lemma 2.1 was used in the proof of Theorem 2.13 where one would
normally use the convergence of a Cauchy sequence. Similarly, the Ekeland variational
principle can replace the Cauchy sequence argument in the proof of Lemma 2.1. In
fact, both Lemma 2.1 and Theorem 2.13 are in a sense equivalent to the completeness
of X.
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2.3. Regularity. Lemma 2.1 and the other results in Subsection 2.1 provide a
collection of basic estimates which are going to be used when establishing regularity
criteria. Theorems 2.3, 2.4 and 2.12 and Corollaries 2.6 and 2.7 were formulated for
a fixed point (x, t, y) ∈ gphF . The next step is to “set variable t free” and formulate
criteria for a fixed point (x, y) such that (x, t, y) ∈ gphF for some t > 0. Once variable
t is free, it is natural to take infimum over t in the right-hand sides of the inequalities
in the conclusions of the statements in Subsection 2.1 to obtain the best possible
estimates. Under the natural assumption of monotonicity of the function µ involved
in most of the statements, this is equivalent to evaluating the infimum of t > 0 such
that (x, t, y) ∈ gphF . This way the “distance-like” quantity δ(y, F, x) defined by (1.2)
comes into play.
The next several assertions are immediate consequences of Theorems 2.3, 2.4 and
2.12 and Corollaries 2.6 and 2.7, respectively. As an illustration, we provide a short
proof of the first one.
Theorem 2.15. Let (x, y) ∈ X × Y and µ : R+ → R+ be an upper semi-
continuous nondecreasing function. Suppose that the mapping τ 7→ F−1τ (y) on R+
is outer semicontinuous at 0 and, for some γ > δ(y, F, x) and any t ∈ (0, γ) with
(x, t, y) ∈ gphF , there are sequences of positive numbers (bn) and (cn) and a function
m : (0,∞)→ (0,∞) such that conditions (2.4)–(2.6) hold true and
(2.30)
∞∑
n=0
bn ≤ µ(t).
Then, d(x, F−10 (y)) ≤ µ(δ(y, F, x)).
Proof. It is sufficient to notice that, for any t ∈ (0, γ) with (x, t, y) ∈ gphF ,
condition (2.30) implies (2.1) and, by Theorem 2.3, d(x, F−10 (y)) < µ(t). Taking the
infimum in the right-hand side of the above inequality over all t > 0 with (x, t, y) ∈
gphF and making use of the monotonicity of µ, we arrive at the claimed conclusion.
Theorem 2.16. Let (x, y) ∈ X × Y and µ : R+ → R+ be an upper semi-
continuous nondecreasing function. Suppose that the mapping τ 7→ F−1τ (y) on R+
is outer semicontinuous at 0 and, for some γ > δ(y, F, x) and any t ∈ (0, γ) with
(x, t, y) ∈ gphF , there are functions b,m : (0,∞) → (0,∞) such that condition (2.7)
is satisfied and, for each τ > 0 with µ(τ) ≤ µ(t), conditions (2.8) and (2.9) hold true.
Then, d(x, F−10 (y)) ≤ µ(δ(y, F, x)).
Corollary 2.17. Let M ⊂ X and Σ(M) be a complete system, (x, y) ∈ X × Y
and µ : R+ → R+ be an upper semicontinuous nondecreasing function. Suppose that
the mapping τ 7→ F−1τ (y) on R+ is outer semicontinuous at 0 and, for some γ >
δ(y, F, x) and any t ∈ (0, γ) with (x, t, y) ∈ gphF , one has B(x, µ(t)) ∈ Σ(M), there
are functions b,m : (0,∞)→ (0,∞) such that condition (2.7) is satisfied and, for each
τ > 0, conditions (2.8) and (2.11) hold true. Then, d(x, F−10 (y)) ≤ µ(δ(y, F, x)).
Corollary 2.18. Let (x, y) ∈ X × Y and µ : R+ → R+ be an upper semi-
continuous nondecreasing function. Suppose that the mapping τ 7→ F−1τ (y) on R+
is outer semicontinuous at 0 and, for some γ > δ(y, F, x) and any t ∈ (0, γ) with
(x, t, y) ∈ gphF , there are functions b,m : (0,∞) → (0,∞) such that condition (2.7)
is satisfied and, for each τ > 0 with µ(τ) ≤ µ(t), conditions (2.8), (2.12) and (2.13)
hold true. Then, d(x, F−10 (y)) ≤ µ(δ(y, F, x)).
Remark 2.19. Most of the comments in Remarks 2.5 and 2.8 are applicable to
Theorems 2.15 and 2.16 and Corollaries 2.17 and 2.18.
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In the next theorem, we at last get rid of the technical parameters inherited
from the statements in Subsection 2.1 and formulate a regularity statement in a more
conventional way (though still as an “at a point” condition).
Theorem 2.20. Let (x, y) ∈ X×Y , µ : R+ → R+ be a continuous nondecreasing
function and µ(τ) = 0 if and only if τ = 0. Suppose that the mapping τ 7→ F−1τ (y)
is outer semicontinuous on [0, δ(y, F, x)] and, for each pair (u, τ) ∈ F−1(y) with τ ∈
(0, δ(y, F, x)] and d(x, u) ≤ µ(δ(y, F, x)) − µ(δ(y, F, u)), there exists a pair (u′, τ ′) ∈
F−1(y) such that u′ 6= u and condition (2.21) is satisfied. Then, d(x, F−10 (y)) ≤
µ(δ(y, F, x)).
Proof. If δ(y, F, x) = ∞, then the conclusion holds true trivially. Otherwise,
the outer semicontinuity of τ 7→ F−1τ (y) ensures that y ∈ F (x, δ(y, F, x)), and the
conclusion follows from Theorem 2.12 for t = δ(y, F, x).
Remark 2.21. The conclusion of Theorems 2.15, 2.16 and 2.20 and Corollar-
ies 2.17 and 2.18 reminds the inequality in the definition of the metric regularity
property for a set-valued mapping F : X ⇒ Y between metric spaces; cf. [19]. The
difference is in the right-hand side, where δ(y, F, x) stands in place of d(y, F (x)). The
relationship between the two settings will be explored in Section 4.
The conclusion of Theorems 2.15, 2.16 and 2.20 and Corollaries 2.17 and 2.18 can
be reformulated equivalently in a “covering-like” form.
Proposition 2.22. Consider the following conditions:
(i) d(x, F−10 (y)) ≤ µ(δ(y, F, x)),
(ii) y ∈ F (B(x, t), 0) for any t > µ(δ(y, F, x)),
(iii) y ∈ F (B(x, µ(δ(y, F, x))), 0).
Then, (iii) ⇒ (ii) ⇔ (i).
Proof. (iii) ⇒ (ii) is obvious.
(i) ⇒ (ii). By (i), for any t > µ(δ(y, F, x)), there exists a z ∈ F−10 (y) such that
d(x, z) < t and consequently y ∈ F (z, 0) ⊂ F (B(x, t), 0).
(ii) ⇒ (i). y ∈ F (B(x, t), 0) and t > 0 if and only if d(x, F−10 (y)) < t. If the last
inequality holds for all t > µ(δ(y, F, x)), then d(x, F−10 (y)) ≤ µ(δ(y, F, x)).
Remark 2.23. Proposition 2.22 is true without the assumption of the completeness
of X.
3. Regularity on a set. In this section, we continue exploring regularity prop-
erties for a set-valued mapping F : X × R+ ⇒ Y , where X and Y are metric spaces.
Given a subset W ⊂ X × Y and an upper semicontinuous nondecreasing function
µ : [0,+∞] → [0,+∞], we use the statements derived in Section 2 to characterize
regularity of F on W with functional modulus µ. We “set free” the remaining two
variables x and y restricting them to the set W .
Definition 3.1.
(i) F is regular on W with functional modulus µ if
d(x, F−10 (y)) ≤ µ(δ(y, F, x)) for all (x, y) ∈W.
(ii) F is open on W with functional modulus µ if
y ∈ F (B(x, t), 0) for all (x, y) ∈ W and t > µ(δ(y, F, x)).
The above properties differ from the conventional metric regularity defined for
set-valued mappings between metric spaces (cf. [19]) and its nonlinear extensions
(cf. [33]). The relationship between the two settings will be discussed in Section 4.
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The next proposition is a consequence of Proposition 2.22 thanks to Remark 2.23.
Proposition 3.2. The two properties in Definition 3.1 are equivalent.
Remark 3.3. It follows from Proposition 2.22 that the properties in Definition 3.1
are implied by the following stronger version of openness:
y ∈ F (B(x, µ(δ(y, F, x))), 0) for all (x, y) ∈W.
The criteria of regularity in the next theorem are direct consequences of Theo-
rems 2.15 and 2.16 and Corollary 2.18.
Theorem 3.4. Suppose that, for any (x, y) ∈ W , the mapping τ 7→ F−1τ (y) on
R+ is outer semicontinuous at 0 and, for some γ > δ(y, F, x) and any t ∈ (0, γ) with
(x, t, y) ∈ gphF , one of the following sets of conditions is satisfied:
(i) there are sequences of positive numbers (bn) and (cn) and a function m :
(0,∞)→ (0,∞) such that conditions (2.4)–(2.6) and (2.30) hold true,
(ii) there are functions b,m : (0,∞)→ (0,∞) such that condition (2.7) is satisfied
and, for any τ > 0 with µ(τ) ≤ µ(t), conditions (2.8) and (2.9) hold true,
(iii) there are functions b,m : (0,∞)→ (0,∞) such that condition (2.7) is satisfied
and, for any τ > 0 with µ(τ) ≤ µ(t), conditions (2.8), (2.12) and (2.13) hold
true.
Then, F is regular on W with functional modulus µ.
In the next statement, which is a consequence of the “parameter-free” The-
orem 2.20, pY : X × Y → Y denotes the canonical projection on Y : for any
(x, y) ∈ X × Y , pY (x, y) = y. Given a pair (x, y) ∈W , denote
Ux,y := {u ∈ X | δ(y, F, u) > 0, µ(δ(y, F, u)) + d(u, x) ≤ µ(δ(y, F, x))}.
Theorem 3.5. Let µ be continuous, µ(τ) = 0 if and only if τ = 0. Suppose that
F−1 is closed-valued on pY (W ) and, for any (x, y) ∈ W and u ∈ Ux,y, there exists a
point u′ 6= u such that
(3.1) µ(δ(y, F, u′)) ≤ µ(δ(y, F, u))− d(u, u′).
Then, F is regular on W with functional modulus µ.
Proof. Fix an arbitrary (x, y) ∈ W . We need to show that d(x, F−10 (y)) ≤
µ(δ(y, F, x)). If there exists a point u such that δ(y, F, u) = 0 and d(x, u) ≤ µ(δ(y, F, x))
(in particular, if δ(y, F, x) = 0), then, by the closedness of F−1(y), we have u ∈
F−10 (y), and the inequality holds trivially.
Suppose that δ(y, F, u) > 0 for any u ∈ X such that d(x, u) ≤ µ(δ(y, F, x)). Take
any u ∈ X such that d(x, u) ≤ µ(δ(y, F, x)) − µ(δ(y, F, u)) and any τ ∈ (0, δ(y, F, x)]
such that (u, τ) ∈ F−1(y). Then, τ ≥ δ(y, F, u) > 0 and, by the assumption, there
exists a point u′ 6= u satisfying (3.1). Setting τ ′ = δ(y, F, u′), we get (u′, τ ′) ∈ F−1(y)
and condition (2.21) is satisfied:
µ(τ ′) = µ(δ(y, F, u′)) ≤ µ(δ(y, F, u))− d(u, u′) ≤ µ(τ) − d(u, u′).
The mapping τ 7→ F−1τ (y) is outer semicontinuous on [0, δ(y, F, x)] thanks to the
closedness of F−1(y). The required inequality follows from Theorem 2.20.
One can define seemingly more general ν-versions of the properties in Defini-
tion 3.1, determined by a function ν : W → (0,∞]; see [33] for the motivations
behind such properties.
Definition 3.6.
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(i) F is ν-regular on W with functional modulus µ if
d(x, F−10 (y)) ≤ µ(δ(y, F, x)) for all (x, y) ∈W with µ(δ(y, F, x)) < ν(x, y).
(ii) F is ν-open on W with functional modulus µ if
y ∈ F (B(x, t), 0) for all (x, y) ∈W and t ∈ (µ(δ(y, F, x)), ν(x, y)).
Remark 3.7. Each of the properties in Definition 3.1 is a particular case of the
corresponding one in Definition 3.6 with any function ν : W → (0,∞] satisfying
µ(δ(y, F, x)) < ν(x, y) for all (x, y) ∈ W with µ(δ(y, F, x)) < +∞, e.g., one can take
ν ≡ +∞. At the same time, each of the properties in Definition 3.6 can be considered
as a particular case of the corresponding one in Definition 3.1 with the set W replaced
by W ′ := {(x, y) ∈ W | µ(δ(y, F, x)) < ν(x, y)}.
Proposition 3.8. The two properties in Definition 3.6 are equivalent.
We next formulate the corresponding criteria for ν-regularity. The next two the-
orems are consequences of Theorem 3.4 and the “parameter-free” Theorem 3.5, re-
spectively, thanks to Remark 3.7 and the simple observation that, if µ(δ(y, F, x)) <
ν(x, y), then, making use of the upper semicontinuity of µ, it is possible to choose a
γ > δ(y, F, x) such that µ(γ) < ν(x, y).
Theorem 3.9. Suppose that, for any (x, y) ∈ W , the mapping τ 7→ F−1τ (y)
on R+ is outer semicontinuous at 0 and, for any t > 0 with (x, t, y) ∈ gphF and
µ(t) < ν(x, y), one of the three sets of conditions in Theorem 3.4 is satisfied. Then,
F is ν-regular on W with functional modulus µ.
Theorem 3.10. Let µ be continuous, µ(τ) = 0 if and only if τ = 0 and ν :⋃
(x,y)∈W (Ux,y×{y})→ (0,∞) be Lipschitz continuous with modulus not greater than
1 in x for any y ∈ pY (W ). Suppose that F−1 takes closed values on pY (W ) and, for
any (x, y) ∈ W and u ∈ Ux,y with µ(δ(y, F, u)) < ν(u, y), there exists a point u′ 6= u
such that condition (3.1) holds true. Then, F is ν-regular on W with functional
modulus µ.
Proof. Define W ′ := {(x, y) ∈ W | µ(δ(y, F, x)) < ν(x, y)} and take any (x, y) ∈
W ′ and u ∈ Ux,y. Then, taking into account the Lipschitz continuity of ν, we have:
µ(δ(y, F, u)) ≤ µ(δ(y, F, x)) − d(x, u) < ν(x, y) − d(x, u) ≤ ν(u, y).
Hence, there exists a point u′ 6= u such that (3.1) holds true. By Theorem 3.5, F is
regular on W ′ and, thanks to Remark 3.7, ν-regular on W with functional modulus
µ.
Remark 3.11. The properties in Definitions 3.1 and 3.6 depend on the choice of
the set W and (in the case of Definitions 3.6) function ν. Changing these parameters
may lead to the change of the regularity modulus or even kill regularity at all; cf. [33,
Example 1].
The next definition introduces the more conventional local versions of the prop-
erties in Definition 3.1 related to a fixed point (x¯, y¯) ∈ gphF0.
Definition 3.12.
(i) F is regular at (x¯, y¯) with functional modulus µ if there exist neighbourhoods
U of x¯ and V of y¯ such that
d(x, F−10 (y)) ≤ µ(δ(y, F, x)) for all x ∈ U, y ∈ V.
(ii) F is open at (x¯, y¯) with functional modulus µ if there exist neighbourhoods U
of x¯ and V of y¯ such that
y ∈ F (B(x, t), 0) for all x ∈ U, y ∈ V and t > µ(δ(y, F, x)).
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The properties in Definition 3.12 are obviously equivalent to the corresponding
ones in Definition 3.1 with W := U ×V . The next three statements are consequences
of Proposition 3.2 and Theorems 3.4 and 3.5, respectively.
Proposition 3.13. The two properties in Definition 3.12 are equivalent.
Theorem 3.14. Suppose that there exist neighbourhoods U of x¯ and V of y¯
such that, for any x ∈ U and y ∈ V , the mapping τ 7→ F−1τ (y) on R+ is outer
semicontinuous at 0 and, for some γ > δ(y, F, x) and any t ∈ (0, γ) with (x, t, y) ∈
gphF , one of the three sets of conditions in Theorem 3.4 is satisfied. Then, F is
regular at (x¯, y¯) with functional modulus µ.
Theorem 3.15. Let µ be continuous, µ(τ) = 0 if and only if τ = 0. Suppose
that there exist neighbourhoods U of x¯ and V of y¯ such that F−1 takes closed values
on V and, for any x ∈ U , y ∈ V , and u ∈ Ux,y, there exists a point u′ 6= u such that
condition (3.1) is satisfied. Then, F is regular at (x¯, y¯) with functional modulus µ.
4. Conventional setting. In this section, we consider the standard in varia-
tional analysis setting of a set-valued mapping F : X ⇒ Y between metric spaces.
Such a mapping can be imbedded into the more general setting explored in the pre-
vious sections by defining a set-valued mapping F : X × R+ ⇒ Y as follows (cf. [30,
p. 508]: for any x ∈ X and t ≥ 0,
(4.1) F(x, t) := B(F (x), t) =
{
{y ∈ Y | d(y, F (x)) < t} if t > 0,
F (x) if t = 0.
(Recall the convention: B(y, 0) = {y}.) We are going to consider also mappings
F : X ⇒ Y and F : X ×R+ ⇒ Y , whose values are the closures of the corresponding
values of F and F , respectively: F (x) := F (x) and
(4.2) F(x, t) := B(F (x), t) =
{
{y ∈ Y | d(y, F (x)) ≤ t} if t > 0,
F (x) if t = 0.
The next proposition summarizes several simple facts with regard to the relation-
ship between F , F and F .
Proposition 4.1.
(i) F0(x) = F (x), F0(x) = F (x) for all x ∈ X.
(ii) δ(y,F , x) = δ(y,F , x) = d(y, F (x)) for all x ∈ X and y ∈ Y .
(iii) F−10 (B(y, t)) = F
−1(B(y, t)) = F−1t (y) for all y ∈ Y and t ≥ 0.
(iv) F−10 (B(y, t)) = F
−1(B(y, t)) ⊂ F−1t (y) for all y ∈ Y and t ≥ 0.
(v) If F−1 is closed at y, then the mappings τ 7→ F−1τ (y) and τ 7→ F
−1
τ (y) on
R+ are outer semicontinuous at 0.
(vi) For any y ∈ Y and τ > 0, F and F satisfy condition (2.12).
(vii) If F is upper semicontinuous on X, i.e., for any x ∈ X and ε > 0, there
exists a δ > 0 such that F (u) ⊂ B(F (x), ε) for all u ∈ B(x, δ), then F−1
is closed-valued. In particular, for any y ∈ Y , the mapping τ 7→ F−1τ (y) is
outer semicontinuous on R+.
Proof. (i) The equalities make part of definitions (4.1) and (4.2).
(ii) By (1.2), (4.1) and (4.2),
δ(y,F , x) = inf{t > 0 | d(y, F (x)) < t} = d(y, F (x)),
δ(y,F , x) = inf{t > 0 | d(y, F (x)) ≤ t} = d(y, F (x)).
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(iii) If t = 0, then F−10 (y) = F
−1(y) and both equalities hold true automatically
for all y ∈ Y . If t > 0, then
x ∈ F−1t (y) ⇔ d(y, F (x)) < t ⇔ F (x) ∩B(y, t) 6= ∅ ⇔ x ∈ F
−1(B(y, t)).
Hence, F−1t (y) = F
−1(B(y, t)). The other equality is satisfied because F−10 (v) =
F−1(v) for all v ∈ B(y, t).
(iv) If t = 0, then F−10 (y) = F
−1
0 (B(y, 0)) = F
−1(y) for all y ∈ Y . If t > 0, then
x ∈ F−1(B(y, t)) ⇔ F (x) ∩B(y, t) 6= ∅ ⇒ d(y, F (x)) ≤ t ⇔ x ∈ F−1t (y).
Hence, F−1(B(y, t)) ⊂ F−1t (y). The claimed equality is satisfied because F
−1
0 (v) =
F−1(v) for all v ∈ B(y, t).
(v) If xn → z and tn ↓ 0 with d(y, F (xn)) < tn (n = 1, 2, . . . ), then, for any n,
there exists a yn ∈ F (xn) such that d(y, yn) < tn. Hence, yn → y as n → ∞. Since
F−1 is closed at y, we have z ∈ F−1(y) and consequently y ∈ F (z) = F(z, 0).
Similarly, if xn → z and tn ↓ 0 with d(y, F (xn)) ≤ tn (n = 1, 2, . . . ), then, for
any n, there exists a yn ∈ F (xn) such that d(y, yn) < 2tn. Hence, yn → y as n→∞.
Since F−1 is closed at y, we have z ∈ F−1(y) and consequently y ∈ F (z) ⊂ F(z, 0).
(vi) follows from (iii) and (iv).
(vii) If y ∈ Y , xn → z and tn → τ with d(y, F (xn)) ≤ tn (n = 1, 2, . . . ), then,
since F is upper semicontinuous,
d(y, F (z)) ≤ lim inf
n→∞
d(y, F (xn)) ≤ lim
n→∞
tn = τ,
that is, y ∈ F(z, τ).
Thanks to parts (i) and (ii) of Proposition 4.1, the definitions of regularity and
openness properties explored in the previous sections in the current setting can be
expressed in metric terms. In the next definition, which corresponds to a group
of definitions from Section 3, µ : [0,+∞] → [0,+∞] is an upper semicontinuous
nondecreasing function playing the role of a modulus of the corresponding property.
Definition 4.2.
(i) Given a setW ⊂ X×Y , mapping F is metrically regular onW with functional
modulus µ if
(4.3) d(x, F−1(y)) ≤ µ(d(y, F (x))) for all (x, y) ∈W.
(ii) Given a set W ⊂ X × Y , mapping F is open on W with functional modulus
µ if
y ∈ F (B(x, t)) for all (x, y) ∈W and t > µ(d(y, F (x))).
(iii) Given a set W ⊂ X × Y and a function ν : W → (0,∞], mapping F is
metrically ν-regular on W with functional modulus µ if
d(x, F−1(y)) ≤ µ(d(y, F (x))) for all (x, y) ∈ W(4.4)
with µ(d(y, F (x))) < ν(x, y).
(iv) Given a set W ⊂ X×Y and a function ν :W → (0,∞], mapping F is ν-open
on W with functional modulus µ if
y ∈ F (B(x, t)) for all (x, y) ∈ W and t ∈ (µ(d(y, F (x))), ν(x, y)).
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(v) F is metrically regular at a point (x¯, y¯) ∈ gphF with functional modulus µ if
there exist neighbourhoods U of x¯ and V of y¯ such that
(4.5) d(x, F−1(y)) ≤ µ(d(y, F (x))) for all x ∈ U, y ∈ V.
(vi) F is open at (x¯, y¯) ∈ gphF with functional modulus µ if there exist neigh-
bourhoods U of x¯ and V of y¯ such that
(4.6) y ∈ F (B(x, t)) for all x ∈ U, y ∈ V and t > µ(d(y, F (x))).
Remark 4.3. If µ is strictly increasing, then condition (4.6) can be rewritten
equivalently in a more conventional “openness-like” form (cf. [33]):
B(F (x), µ−1(t)) ∩ V ⊂ F (B(x, t)) for all x ∈ U and t > 0.
In the case W = U ×V , similar simplifications can be made also in parts (ii) and (iv)
of the above definition.
In the linear case (µ is a linear function), the metric regularity and openness/cove-
ring properties in the above definition are well known in both local and global settings
(cf., e.g., [19, 30, 51, 60]) including regularity on a set [30, 31]. The nonlinear setting
in the above definition follows Ioffe [33] where the properties in parts (iii) and (iv),
were mostly investigated in the particular case W = U ×V where U ⊂ X and V ⊂ Y
and the function ν depends only on x.
Observe that condition (4.3) in Definition 4.2 is equivalent to
d(x, F−1(y)) ≤ µ(d(y, y′)) for all (x, y) ∈ W and y′ ∈ F (x).
In its turn, condition y′ ∈ F (x) is equivalent to x ∈ F−1(y′). This and similar
observations regarding conditions (4.4) and (4.5) allow us to rewrite these conditions,
respectively, as follows:
d(x, F−1(y2)) ≤ µ(d(y1, y2)) for all y1, y2 ∈ Y, x ∈ F
−1(y1) with (x, y2) ∈W,
d(x, F−1(y2)) ≤ µ(d(y1, y2)) for all y1, y2 ∈ Y, x ∈ F
−1(y1)
with (x, y2) ∈W, µ(d(y1, y2)) < ν(x, y2),
d(x, F−1(y2)) ≤ µ(d(y1, y2)) for all y1 ∈ Y, y2 ∈ V, x ∈ F
−1(y1) ∩ U.
Thanks to these observations, one can complement the regularity and openness
properties in Definition 4.2 with the corresponding Ho¨lder-like (Aubin in the linear
case) properties.
In the definition below, µ : [0,+∞] → [0,+∞] is again an upper semicontinuous
nondecreasing function.
Definition 4.4.
(i) Given a set W ⊂ X×Y , mapping F is Ho¨lder on W with functional modulus
µ if
d(y, F (x2)) ≤ µ(d(x1, x2)) for all x1, x2 ∈ X, y ∈ F (x1) with (x2, y) ∈W.
(ii) Given a set W ⊂ X × Y and a function ν : W → (0,∞], mapping F is
ν-Ho¨lder on W with functional modulus µ if
d(y, F (x2)) ≤ µ(d(x1, x2)) for all x1, x2 ∈ X, y ∈ F (x1)
with (x2, y) ∈ W, µ(d(x1, x2)) < ν(x2, y).
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(iii) F is Ho¨lder at a point (x¯, y¯) ∈ gphF with functional modulus µ if there exist
neighbourhoods U of x¯ and V of y¯ such that
d(y, F (x2)) ≤ µ(d(x1, x2)) for all x1, x2 ∈ U, y ∈ F (x1) ∩ V.(4.7)
Thanks to Propositions 3.2, 3.8, 3.13 and the discussion before Definition 4.4, we
have the following list of equivalences.
Theorem 4.5. Suppose µ : [0,+∞] → [0,+∞] is an upper semicontinuous
increasing function.
(i) Given a set W ⊂ X×Y , properties (i) and (ii) in Definition 4.2 are equivalent
to F−1 being Ho¨lder on
(4.8) W ′ := {(y, x) ∈ Y ×X | (x, y) ∈W}
with functional modulus µ.
(ii) Given a set W ⊂ X × Y , properties (iii) and (iv) in Definition 4.2 are
equivalent to F−1 being ν′-Ho¨lder on (4.8) with functional modulus µ, where
ν′ :W ′ → (0,∞] is defined by the equality ν′(y, x) = ν(x, y).
(iii) Given a point (x¯, y¯) ∈ gphF , properties (v) and (vi) in Definition 4.2 are
equivalent to F−1 being Ho¨lder at (y¯, x¯) with functional modulus µ.
Remark 4.6. Most of the equivalences in Theorem 4.5 hold true with function
µ nondecreasing. The assumption that µ is strictly increasing is only needed in part
(iii). In fact, it follows from the discussion before Definition 4.4, that properties (v)
and (vi) in Definition 4.2 are equivalent to a stronger version of the Ho¨lder property of
F−1 which corresponds to replacing condition (4.7) in Definition 4.4 by the following
one:
d(y, F (x2)) ≤ µ(d(x1, x2)) for all x1 ∈ X, x2 ∈ U, y ∈ F (x1) ∩ V.
If µ is strictly increasing, then the two versions are equivalent.
We next formulate several regularity criteria in the conventional setting of a map-
ping F : X ⇒ Y between metric spaces. All of them are consequences of the corre-
sponding statements in Section 3 thanks to the relationships in Proposition 4.1. From
now on, we assume that X is complete.
Theorem 4.7. Given a set W ⊂ X × Y , suppose that, for any (x, y) ∈ W , the
inverse mapping F−1 is closed at y and, for some γ > d(y, F (x)) and any t ∈ (0, γ),
one of the following sets of conditions is satisfied:
(i) there are sequences of positive numbers (bn) and (cn) and a function m :
(0,∞)→ (0,∞) such that conditions (2.4) and (2.30) hold true and
d
(
x, F−1(B(y,m(c1)))
)
<b0,
d
(
u, F−1(B(y,m(cn+1)))
)
<bn
for all u ∈ F−1(B(y,m(cn))) ∩B(x,
n−1∑
i=0
bi) (n = 1, 2, . . . ),
(ii) there are functions b,m : (0,∞)→ (0,∞) such that condition (2.7) is satisfied
and, for any τ > 0 with µ(τ) ≤ µ(t), condition (2.8) holds true and
d
(
u, F−1(B(y, b(τ)))
)
< m(τ) for all u ∈ F−1(B(y, τ)) ∩B(x, µ(t) − µ(τ)),
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(iii) there are functions b,m : (0,∞)→ (0,∞) such that condition (2.7) is satisfied
and, for any τ > 0 with µ(τ) ≤ µ(t), condition (2.8) holds true and
d (y, F (B(u,m(τ)))) < b(τ) for all u ∈ F−1(B(y, τ)) ∩B(x, µ(t) − µ(τ)).
Then, F is metrically regular on W with functional modulus µ.
Theorem 4.8. Let µ be continuous, µ(τ) = 0 if and only if τ = 0. Given a set
W ⊂ X × Y , suppose that F is upper semicontinuous and, for any (x, y) ∈ W and
u ∈ X such that d(y, F (u)) > 0 and µ(d(y, F (u))) + d(u, x) ≤ µ(d(y, F (x))), there
exists a point u′ 6= u such that
µ(d(y, F (u′))) ≤ µ(d(y, F (u)))− d(u, u′).
Then, F is metrically regular on W with functional modulus µ.
Proof. By Theorem 3.5 and Proposition 4.1(i), (ii) and (vii), set-valued mapping
F is regular on W with functional modulus µ. Since F is upper semicontinuous, it
is closed-valued and consequently making use of Proposition 4.1(i) again, we have for
any y ∈ Y that F−10 (y) = F
−1(y) = F−1(y). Hence, the regularity of F is equivalent
to the metric regularity of F .
5. Optimality conditions. In this section, we apply our general nonlinear regu-
larity model to establish second-order necessary optimality conditions for a nonsmooth
set-valued optimization problem with mixed constraints.
Let X,Y, Z and W be Banach spaces; S a nonempty subset of X ; C a proper
convex ordering cone in Y expressing the objective preference in the set-valued op-
timization problem below (“proper” means C 6= ∅ and C 6= Y ); D a convex cone
with nonempty interior in Z; F : X ⇒ Y , G : X ⇒ Z, and H : X ⇒ W set-valued
mappings. We consider the problem
MinimizeC F (x) subject to x ∈ Ω,
where
Ω := {x ∈ X | x ∈ S, G(x) ∩ (−D) 6= ∅, 0 ∈ H(x)}.
A triple (x¯, y¯, z¯) is said to be feasible if x¯ ∈ Ω, y¯ ∈ F (x) and z¯ ∈ G(x) ∩ (−D).
Alongside the ordering cone C we consider another proper open cone Q ⊂ Y . A point
(x¯, y¯) ∈ X × Y is called a local Q-solution if
F (U ∩ Ω) ∩ (y¯ −Q) = ∅(5.1)
for some neighbourhood U of x¯.
The above problem subsumes various vector- and set-valued optimization prob-
lems while the concept of Q-solution, under a suitable choice of Q, subsumes various
kinds of solutions; cf. [42]. For instance, if Q = intC 6= ∅, then Q-solution coin-
cides with the conventional (local) weak solution. If Q is an open cone such that
C \ {0} ⊂ Q, then Q-solution becomes Henig proper solution. Similarly, setting
Q = Y \ (−cone (F (U ∩ Ω) − y¯ + C)) where U is a neighbourhood of x¯, we come to
the concept of Benson proper solution.
It is worth noting the two specific features of the second-order necessary condition
we present below: the regularity condition plays an important role and the right-hand
side of the multiplier rule (5.6) is not the number 0 as in the classical result (and also
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in many its developments until now) and it may be strictly negative in particular
cases. This phenomenon, known as the envelope-like effect revealed by Kawasaki [36],
may happen because of the presence of the closure sign in the definition of the set of
critical directions (5.4). For typical contributions to optimality conditions with these
two features, we refer the reader to the references [4, 8, 14, 26, 35, 36, 40, 41, 54].
Theorem 5.2 below is a further development of many results in these references.
We first recall several useful definitions.
(i) The (positive) dual cone to a cone K in X :
K∗ := {x∗ ∈ X∗ | 〈x∗, x〉 ≥ 0, ∀x ∈ K}.
(ii) The contingent, interior tangent and normal cones to a nonempty subset
M ⊂ X at x¯ ∈M :
T (M, x¯) :={u ∈ X | ∃γn ↓ 0, un → u such that x¯+ γnun ∈M, ∀n},
IT (M, x¯) :={u ∈ X | ∀γn ↓ 0, un → u, it holds x¯+ γnun ∈M, ∀ large n},
N(M, x¯) :=− [T (M, x¯)]∗.
(iii) The second-order contingent, adjacent and interior sets to a nonempty subset
M ⊂ X at x¯ ∈M in a direction u ∈ X :
T 2(M, x¯, u) :={x ∈ X | ∃γn ↓ 0, xn → x, s.t. x¯+ γnu+
1
2
γ2nxn ∈M, ∀n},
A2(M, x¯, u) :={x ∈ X | ∀γn ↓ 0, ∃xn → x, s.t. x¯+ γnu+
1
2
γ2nxn ∈M, ∀n},
IT 2(M, x¯, u) :={x ∈ X | ∀γn ↓ 0, xn → x, it holds x¯+ γnu+
1
2
γ2nxn ∈M,
∀ large n}.
(iv) The outer limit and inner limit of a set-valued mapping E : X ⇒ Y at x¯ ∈ X :
Lim sup
x→x¯
E(x) :={y ∈ Y | lim inf
x→x¯
d(y, E(x)) = 0},
Lim inf
x→x¯
E(x) :={y ∈ Y | lim
x→x¯
d(y, E(x)) = 0}.
(v) The contingent and lower derivatives of a set-valued mapping E : X ⇒ Y at
(x¯, y¯) ∈ gphE:
DE(x¯, y¯)(x) := Lim sup
γ↓0, x′→x
γ−1[E(x¯+ γx′)− y¯],
DlE(x¯, y¯)(x) := Lim inf
γ↓0, x′→x
γ−1[E(x¯+ γx′)− y¯], x ∈ X.
(vi) The second-order contingent and lower derivatives of a set-valued mapping
E : X ⇒ Y at (x¯, y¯) ∈ gphE in a direction (u, v) ∈ X × Y :
D2E(x¯, y¯, u, v)(x) := Lim sup
γ↓0, x′→x
2γ−2[E(x¯+ γu+
1
2
γ2x′)− y¯ − γv],
D2l E(x¯, y¯, u, v)(x) := Lim inf
γ↓0, x′→x
2γ−2[E(x¯+ γu+
1
2
γ2x′)− y¯ − γv], x ∈ X.
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Note that, if M is a convex set with intM 6= ∅ and u ∈ T (M, x¯), u), then
T (M, x¯) = IT (M, x¯), A2(M, x¯, u) = IT 2(M, x¯, u),(5.2)
A2(M, x¯, u) + T (T (M, x¯), u) ⊂ A2(M, x¯, u).(5.3)
If K is a convex cone and x¯ ∈ K, then
N(K, x¯) = {x∗ ∈ −K∗ | 〈x∗, x¯〉 = 0}.
Now we return to our optimization problem. Assume that Q is an open convex
cone and denote F+(x) := F (x) + Q and G+(x) := G(x) + D. For a feasible triple
(x¯, y¯, z¯), we introduce the set of critical directions :
(5.4) C(x¯, y¯, z¯) := {(u, v, k) ∈ X × Y × Z | v ∈ DlF+(x¯, y¯)(u) ∩ (−bdQ),
k ∈ DlG+(x¯, z¯)(u) ∩ (−cone (D + z¯)), 0 ∈ DH(x¯, 0)(u)}.
Given a triple (u, v, k) ∈ C(x¯, y¯, z¯) and a point x ∈ X , we denote
∆(u,v,k)(x) :=
(
D2l F+(x¯, y¯, u, v), D
2
lG+(x¯, z¯, u, k), D
2H(x¯, 0, u, 0)
)
(x).
In what follows, we will consider an extension of the mappingH : a set-valued mapping
H : X×R+ ⇒W with the propertiesH0(·) := H(·, 0) = H(·) and (cf. definition (1.2))
δ(0,H, x) := inf{t > 0 | 0 ∈ H(x, t)} ≤ θd(0, H(x))
for some θ > 0 and all x in a neighbourhood of x¯. We will need to assume a kind of
regular behaviour of this extension.
Definition 5.1. H is regular at (x¯, w¯) with functional modulus µ with respect to
S if there exist neighbourhoods U of x¯ and V of w¯ such that
(5.5) d(x,H−10 (w) ∩ S) ≤ µ(δ(w,H, x)) for all x ∈ U ∩ S, w ∈ V.
Observe that this is exactly the regularity in the sense of Definition 3.12(i) for
the restriction of the mapping H on S × R+. Recall that µ : [0,+∞] → [0,+∞] is
assumed upper semicontinuous and nondecreasing. In what follows, we will assume
additionally that lim supt↓0 µ(t)/t <∞.
Theorem 5.2. Let (x¯, y¯) be a local Q-solution, z¯ ∈ G(x¯)∩(−D), and H be regular
at (x¯, 0) with functional modulus µ with respect to S. Suppose that (u, v, k) ∈ C(x¯, y¯, z¯)
and ∆(u,v,k)(IT
2(S, x¯, u)) is a convex set with nonempty interior. Then, there exist
multipliers (v∗, k∗, w∗) ∈ Q∗×N(−D, z¯)×W ∗\{(0, 0, 0)} such that 〈v∗, v〉 = 〈k∗, k〉 =
0 and
(5.6) v∗ ◦D2l F+(x¯, y¯, u, v)(x) + k
∗ ◦D2lG+(x¯, z¯, u, k)(x) + w
∗ ◦D2H(x¯, 0, u, 0)(x)
≥ sup
d∈A2(−D,z¯,k)
〈k∗, d〉 for all x ∈ IT 2(S, x¯, u).
Moreover, v∗ 6= 0 if the following second-order constraint qualification holds:
(5.7) cone
(
(D2lG+(x¯, z¯, u, k)−A
2(−D, z¯, k), D2H(x¯, 0, u, 0))(IT 2(S, x¯, u))
)
+ cone (D + z¯)× {0} = Z ×W.
INDUCTION THEOREM AND NONLINEAR REGULARITY MODELS 23
Proof. We split the proof into several claims.
Claim 1. (x¯, y¯) satisfies the primal necessary condition:
D2l F+(x¯, y¯, u, v)(T
2(Ω, x¯, u)) ∩ (−cone (Q+ v)) = ∅.
Indeed, by the definition of Q-solution, (5.1) holds true for some neighbourhood
U of x¯. Let x ∈ T 2(Ω, x¯, u) and y ∈ D2l F+(x¯, y¯, u, v)(x). Then, there are γn ↓ 0,
xn → x, and yn → y such that x¯ + γnu +
1
2
γ2nxn ∈ U ∩ Ω for all n ∈ N and
y¯ + γnv +
1
2
γ2nyn ∈ F (x¯ + γnu +
1
2
γ2nxn) + Q for all sufficiently large n. Thanks to
(5.1), we have γnv +
1
2
γ2nyn /∈ −Q, and consequently, y /∈ −cone (Q+ v).
Claim 2. The following lower estimate for T 2(Ω, x¯, u) holds true:
{x ∈ IT 2(S, x¯, u) | D2lG+(x¯, z¯, u, k)(x) ∩ IT
2(−D, z¯, k) 6= ∅,
0 ∈ D2H(x¯, 0, u, 0)(x)} ⊂ T 2(Ω, x¯, u).
Suppose x ∈ IT 2(S, x¯, u), z ∈ D2lG+(x¯, z¯, u, k)(x) ∩ IT
2(−D, z¯, k) and 0 ∈
D2H(x¯, 0, u, 0)(x). As 0 ∈ D2H(x¯, 0, u, 0)(x), there are γn ↓ 0, xn → x, and wn → 0
such that
1
2
γ2nwn ∈ H(x¯+ γnu +
1
2
γ2nxn) for all n ∈ N. As x ∈ IT
2(S, x¯, u), it holds
x¯ + γnu +
1
2
γ2nxn ∈ S for sufficiently large n. As H is regular at (x¯, 0) with respect
to S, for large n, we have:
d(x¯+ γnu+
1
2
γ2nxn,H
−1
0 (0) ∩ S) ≤ µ(δ(0,H, x¯+ γnu+
1
2
γ2nxn))
≤ µ(θd(0, H(x¯+ γnu+
1
2
γ2nxn))) ≤ µ
(
θ
2
γ2n‖wn‖
)
.
There exists a point xˆn ∈ Hˆ
−1
0 (0) ∩ S such that
‖x¯+ γnu+
1
2
γ2nxn − xˆn‖ ≤ µ
(
θ
2
γ2n‖wn‖
)
+ γ3n.
By setting x′n := (
1
2γ
2
n)
−1(xˆn − x¯− γnu), one has x¯+ γnu+
1
2
γ2nx
′
n ∈ H
−1
0 (0)∩S and
‖xn − x
′
n‖ ≤
µ
(
θ
2
γ2n‖wn‖
)
1
2
γ2n
+ 2γn → 0 as n→∞.
Hence, x′n → x as n→∞. As z ∈ D
2
lG+(x¯, z¯, u, k)(x), there exists zn → z such that
z¯+γnk+
1
2
γ2nzn ∈ G(x¯+γnu+
1
2
γ2nx
′
n)+D for large n. Moreover, as z ∈ IT
2(−D, z¯, k),
it holds z¯+γnk+
1
2
γ2nzn ∈ −D for large n. Hence, (G(x¯+γnu+
1
2
γ2nx
′
n)+D)∩(−D) 6= ∅
and, as D is a convex cone, G(x¯ + γnu +
1
2
γ2nx
′
n) ∩ (−D) 6= ∅ for large n. Thus,
x¯+ γnu+
1
2
γ2nx
′
n ∈ Ω for large n, i.e., x ∈ T
2(Ω, x¯, u).
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Claim 3. ∆(u,v,k)(IT
2(S, x¯, u))
⋂(
(−cone (Q + v))× IT 2(−D, z¯, k)× {0}
)
= ∅.
Suppose to the contrary the existence of x ∈ IT 2(S, x¯, u), y ∈ −cone (Q+ v) and
z ∈ IT 2(−D, z¯, k) such that (y, z, 0) ∈ ∆(u,v,k)(x). Then, by Claim 2, x ∈ T
2(Ω, x¯, u).
We arrive at a contradiction with Claim 1.
Claim 4. There exist multipliers (v∗, k∗, w∗) ∈ Q∗ ×N(−D, z¯)×W ∗ \ {(0, 0, 0)}
such that 〈v∗, v〉 = 〈k∗, k〉 = 0 and (5.6) holds true.
If IT 2(−D, z¯, k) = ∅, then A2(−D, z¯, k) = ∅ and (5.6) holds true trivially. Let
IT 2(−D, z¯, k) 6= ∅. The standard separation theorem applied to the two convex sets
in Claim 3 yields the existence of multipliers (v∗, k∗, w∗) ∈ Y ∗×Z∗×W ∗ \ {(0, 0, 0)}
such that
〈v∗, y〉+ 〈k∗, z〉+ 〈w∗, w〉 ≥ 〈v∗, q〉+ 〈k∗, d〉(5.8)
for all x ∈ IT 2(S, x¯, u), (y, z, w) ∈ ∆(u,v,k)(x), q ∈ −cone (Q + v), and all d ∈
IT 2(−D, z¯, k). For any fixed admissible x, y, z, w and d and any q ∈ cone (Q+ v) and
t > 0, one has −tq ∈ −cone (Q+ v), and consequently,
〈v∗, q〉 ≥ lim
t→∞
〈v∗, y〉+ 〈k∗, z〉+ 〈w∗, w〉 − 〈k∗, d〉
t
= 0.
Hence,
〈v∗, q〉 ≥ 0 for all q ∈ cone (Q+ v),(5.9)
and consequently, taking into account the second property in (5.2), inequality (5.8)
implies (5.6).
Since Q is a cone, by the same argument, it follows from (5.9) that v∗ ∈ Q∗. As
v ∈ −bdQ, we also have 〈v∗, v〉 = 0. Using (5.9) and property (5.3) of the adjacent
set, we obtain from (5.8) that
〈v∗, y〉+ 〈k∗, z〉+ 〈w∗, w〉 ≥ 〈k∗, d〉+ 〈k∗, d′〉
for all x ∈ IT 2(S, x¯, u), (y, z, w) ∈ ∆(u,v,k)(x), d ∈ A
2(−D, z¯, k), and all d′ ∈
T (T (−D, z¯), k). Using the fact that T (T (−D, z¯), k) is a cone, we conclude as before
that k∗ ∈ −(T (T (−D, z¯), k))∗, and consequently, k∗ ∈ N(−D, z¯). As k ∈ T (−D, z¯),
we also have 〈k∗, k〉 = 0.
Claim 5. Under the constraint qualification (5.7), v∗ in (5.6) is nonzero.
Suppose that v∗ = 0. Then, (k∗, w∗) 6= (0, 0) and (5.6) gives
〈k∗, z〉+ 〈w∗, w〉 ≥ 〈k∗, d〉(5.10)
for all x ∈ IT 2(S, x¯, u), z ∈ D2lG+(x¯, z¯, u, k)(x), w ∈ D
2H(x¯, 0, u, 0)(x) and d ∈
A2(−D, z¯, k). Take arbitrarily (z′, w′) ∈ Z ×W . By virtue of (5.7), there are x ∈
IT 2(S, x¯, u), z ∈ D2lG+(x¯, z¯, u, k)(x), w ∈ D
2H(x¯, 0, u, 0)(x), d ∈ A2(−D, z¯, k), d′ ∈
D and γ1, γ2 > 0 such that (z
′, w′) = γ1(z−d, w)+(γ2(d′+z¯), 0). Since k∗ ∈ N(−D, z¯),
one has 〈k∗, d′〉 ≥ 0 and 〈k∗, z¯〉 = 0. Hence, using (5.10),
〈k∗, z′〉+ 〈w∗, w′〉 = γ1〈k
∗, z − d〉+ γ2〈k
∗, d′ + z¯〉+ γ1〈w
∗, w〉
= γ1(〈k
∗, z〉+ 〈w∗, w〉 − 〈k∗, d〉) + γ2〈k
∗, d′ + z¯〉
≥ γ2〈k
∗, d′ + z¯〉 ≥ 0.
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As (z′, w′) ∈ Z ×W is arbitrary, we have (k∗, w∗) = (0, 0), a contradiction.
Remark 5.3. 1. The requirements on the extension mapping H formulated before
Definition 5.1 are satisfied, e.g., if
e(H(x, t), H(x)) := sup
h∈H(x,t)
d(h,H(x)) ≤ αtk
for some α > 0, k ≥ 1 and all (x, t) in a neighbourhood of (x¯, 0).
2. The lower estimate for T 2(Ω, x¯, u) in Claim 2 and its proof presented above
are valid for any feasible triple (x¯, y¯, z¯) and any u ∈ X with 0 ∈ DH(x¯, 0)(u) and
k ∈ DlG+(x¯, z¯)(u). This estimate can be of importance beyond Theorem 5.2.
3. In the proof of Theorem 5.2 (see Claim 2), one can employ weaker regularity
properties of the extension mapping H than the one given in Definition 5.1. Firstly,
it is sufficient to require the inequality in (5.5) to hold only at the fixed point w = 0.
This important property known as metric subregularity can be treated in the abstract
setting of the current article and is going to make the topic of subsequent research.
Moreover, only points of the form x¯+γnu+
1
2
γ2nxn are involved in the proof. Hence, a
development of our regularity model corresponding to directional metric subregularity
is on the agenda. Such an extension is going to properly improve [42, Theorem 3.1].
4. Following [42], one can improve Theorem 5.2 by relaxing the restrictive as-
sumption of nonemptyness of the interior of the set ∆(u,v,k)(IT
2(S, x¯, u)).
5. It is possible to develop multiplier rules similar to the one in Theorem 5.2
in terms of other types of generalized derivatives, for instance asymptotic derivatives,
instead of the contingent-type ones. Such rules may be useful when the contingent-type
derivatives do not exist in a particular problem under consideration.
6. Concluding remarks. This article considers a general regularity model for
a set-valued mapping F : X × R+ ⇒ Y , where X and Y are metric spaces. We
demonstrate that the classical approach going back to Banach, Schauder, Lyusternik
and Graves and based on iteration procedures still possesses potential. In particular,
we show that the Induction theorem [37, Theorem 1], which was used as the main
tool when proving the other results in [37], implies also all the main results in the
subsequent articles [38, 39] and can serve as a substitution of the Ekeland variational
principle when establishing other regularity criteria. Furthermore, the latter classical
result can also be established as a consequence of the Induction theorem.
This research prompts a list of questions and problems which should be taken
care of.
1) “On a set” nonlinear regularity, considered in Section 3 and interpreted there
as a direct analogue of metric regularity in the conventional setting, is in fact a general
model which covers also relaxed versions of regularity like sub- and semi-regularity.
2) The particular case of “power nonlinearities”, i.e., the case when functional
modulus µ is of the type µ(t) = λtk with 0 < k ≤ 1, should be treated explicitly.
3) Theorem 2.12 illustrates the usage of the Induction theorem as a substitution
for the Ekeland variational principle when establishing regularity criteria like Theo-
rem 4.8. In the last theorem which is an (indirect) consequence of Theorem 2.12, the
mapping is assumed upper semicontinuous. This assumption can be relaxed with the
help of a slightly more advanced version of Theorem 2.12.
4) The regularity model studied in this article is illustrated in Section 5 by an ap-
plication to second-order necessary optimality conditions for a nonsmooth set-valued
optimization problem with mixed constraints. Other classes of optimization problems
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can be handled along the same lines using also other types of generalized derivatives.
The relaxed versions of regularity mentioned in item 1 above are going to be useful
in this context.
Acknowledgements. We thank the two anonymous referees for the very careful
reading of the manuscript and many helpful comments and suggestions which helped
us substantially improve the presentation.
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