ABSTRACT. For a set-valued map, we characterize, in terms of its (unconvexified or convexified) graphical derivatives near the point of interest, positively homogeneous maps that are generalized derivatives in the sense of [17] . This result generalizes the Aubin criterion in [8] . A second characterization of these generalized derivatives is easier to check in practice, especially in the finite dimensional case. Finally, the third characterization in terms of limiting normal cones and coderivatives generalizes the Mordukhovich criterion in the finite dimensional case. The convexified coderivative has a bijective relationship with the set of possible generalized derivatives. We conclude by using the above results to describe the generalized differentiability properties of constraint systems, which includes the case of mixed equalities and inequalities satisfying the Mangasarian-Fromovitz constraint qualification as a particular example.
INTRODUCTION
We say that S is a set-valued map or a multifunction, denoted by S : X ⇒ Y , if S(x) ⊂ Y for all x ∈ X. There are many examples of set-valued maps in optimization and related areas. For example, the generalized derivatives of a nonsmooth function, the feasible set of a parametric optimization problem, and the set of optimizers to a parametric optimization problem may be profitably viewed as set-valued maps.
The Lipschitz analysis of a set-valued map is equivalent to the metric regularity of its inverse. There are now many examples of how such a Lipschitz analysis can be used to derive stability conditions for problems in nonsmooth optimization, feasibility and equilibrium. Such a Lipschitz analysis can identify when a problem is ill conditioned and cannot be easily resolved by any numerical method, explaining the presence of different types of constraint qualification conditions in numerical algorithms. The tools for such Lipschitz Definition 1.3. (Tangent cones) Let X be a normed linear space. A vector w ∈ X is tangent to a set C ⊂ X at a pointx ∈ C, written w ∈ T C (x), if x i −x τ i → w for some x i →x, x i ∈ C, τ i ց 0.
The set T C (x) is referred to as the tangent cone (also called the contingent cone) to C atx.
We say that S : X ⇒ Y is locally closed at (x,ȳ) ∈ gph(S) if gph(S) ∩ B ε (x,ȳ) is a closed set for some ε > 0. i.e., the closed convex hull of T gph(S) (x, y).
The study of the relationship between the graphical derivative and the graphical modulus can be traced back to the papers of Aubin and his co-authors [1, 5] , [4, Theorem 7.5.4] and [6, Theorem 5. 4 .3]. The main result in [8] characterizes lip S(x |ȳ) in terms of the graphical derivatives, and was named the Aubin criterion to recognize the efforts of Aubin and his coauthors. Their result will be stated as Theorem 2.4. Their proof was motivated by the proof of [2, Theorem 3.2.4] due to Frankowska. Another paper of interest on the Aubin criterion is [3] , where a proof of part of the result in [8] was obtained using viability theory.
In Asplund spaces, a different characterization of lip S(x |ȳ) can be obtained in terms of (limiting) coderivatives. Coderivatives are defined in terms of the (limiting) normals of gph(S) at (x,ȳ), so this approach can be considered as the dual approach to the Aubin criterion. This characterization known as the Mordukhovich criterion in [18] . We refer to [3, 15, 16, 18] for more on the history of this result, where the contributions of Ioffe are also highlighted. The Mordukhovich criterion has been frequently applied to analyze many problems in nonsmooth optimization, feasibility and equilibria. Quoting [8] , we note that when X is any Banach space and Y is finite dimensional, a necessary and sufficient for S : X ⇒ Y to have the Aubin property is given in terms of the Ioffe approximate coderivative in [12] . We also show how our result generalizes the Mordukhovich criterion in the finite dimensional case, and that the convexified coderivative has a bijective relationship with the set of possible generalized derivatives.
The original context of the Aubin criterion was metric regularity, while the original context of the Mordukhovich criterion was linear openness. Metric regularity gives a description of solutions sets to nonsmooth problems, which is one of the themes of the recent books [9, 13] . Further references of metric regularity and linear openness are [11, 16, 18] . The equivalence between the Aubin property, metric regularity and linear openness is well known. For readers interested in applying the results in this paper in the context of metric regularity or linear openness, we refer to [17, Section 7] , where a similar equivalence for generalized differentiability of set-valued maps, generalized metric regularity, and generalized linear openness is obtained.
Contributions of this paper.
We present three sets of theorems to characterize the generalized derivatives of a set-valued map using the tangent and normal cones. The first set of theorems are presented in Section 2. Theorem 2.2 extends the Aubin criterion in the sense of generalized derivatives in Definition 1.2, and has a simple proof.
We present a second characterization of the generalized derivatives in Section 3 that is easier to check in practice. The proof of this set of theorems depend on the first characterization in Section 2. More specifically, consider S : X ⇒ Y locally closed at (x,ȳ) ∈ gph(S) and a positively homogeneous map H : X ⇒ Y . Consider also {G i } i∈I , where G i : X ⇒ Y are positively homogeneous and I is some index set. We impose further conditions so that S is pseudo strictly H-differentiable at (x,ȳ) if and only if
0 for all i ∈ I and p ∈ X\{0}.
These conditions are easier to check in the finite dimensional case, and the Clarke regular case leads to further simplifications. Finally, a third characterization is expressed in terms of the limiting normal cones for the finite dimensional case in Theorem 5.4, generalizing the Mordukhovich criterion. This characterization depends on the second characterization in Section 3. The convexified coderivative will be shown to have a bijective relationship with the set of possible generalized derivatives in Theorem 5.8.
We apply the results above in Proposition 6.1 to study the generalized differentiability properties of constraint systems, which includes the case of mixed equalities and inequalities satisfying the Mangasarian-Fromovitz constraint qualification as a particular example.
Preliminaries and notation.
We recall other definitions in set-valued analysis needed for the rest of this paper. We say that S is closed-valued if S(x) is closed for all x ∈ X, and the definitions for compact-valuedness and convex-valuedness are similar. For set-valued maps S 1 : X ⇒ Y and S 2 : X ⇒ Y , we use S 1 ⊂ S 2 to denote S 1 (x) ⊂ S 2 (x) for all x ∈ X, which also corresponds to gph(S 1 ) ⊂ gph(S 2 ).
The outer and inner norms of positively homogeneous maps will be needed later. z .
The positively homogeneous maps defined as fans and prefans in [10] will be used frequently in the rest of this paper, and we recall their definitions below. Definition 1.6. [10] (Fans and prefans) We say that H : R n ⇒ R m is a prefan if (1) H(p) is nonempty, convex and compact for all p ∈ R n , (2) H is positive homogeneous, and
Fans feature heavily in the nonsmooth analysis of single-valued maps in [10] . The additional assumption needed for fans turns out to be restrictive for the first order analysis of set-valued maps, as illustrated in Example 1.7 below. We shall only study prefans in this paper. and H(x) := max{0, x}.
The set-valued map S is pseudo strictly H-differentiable at (0, 0), as can be easily checked from definitions or by applying Corollary 3.6 later. But H is a prefan and not a fan.
We recall one possible definition of inner semicontinuity. Note that this definition may not be standard when X and Y are infinite dimensional. Definition 1.8. (Inner and outer semicontinuity) For a closed-valued mapping S : C ⇒ Y and a pointx ∈ C ⊂ X, S is inner semicontinuous (written as isc) with respect to C atx if for every ρ > 0 and ε > 0, there exists a neighborhood V ofx such that
We say that S is outer semicontinuous (written osc) with respect to C atx if for every ρ > 0 and ε > 0, there exists a neighborhood V ofx such that
We say that a set C ⊂ R n is Clarke regular atx ∈ C if the tangent map T C : C ⇒ R n is inner semicontinuous atx. We shall only look at Clarke regularity of sets in finite dimensions, in part because our definition of inner semicontinuity is nonstandard in infinite dimensions. We say that S is graphically regular at (x,ȳ) ∈ gph(S) if gph(S) is Clarke regular at (x,ȳ).
We recall the definition of the outer limit of sets. For
Cx means x i ∈ C for all i and x i →x. Definition 1.9. (Outer limits) Let C ⊂ X. For a set-valued map S : C ⇒ Y , the outer limit of S atx ∈ C, is defined by
Lastly, for K ⊂ X, the negative polar cone of K is denoted by K 0 , and is defined by
A FIRST CHARACTERIZATION: GENERALIZING THE AUBIN CRITERION
The main result of this section is Theorem 2.2, where we generalize the Aubin criterion. We also mention that Lemma 2.3 will be used for much of the paper later.
We list assumptions that will be used often in the rest of the paper. 
(2 ′ ) For all δ > 0, there are neighborhoods U ofx and V ofȳ such that We begin with the proof of Theorem 2.2(a), which is the simplest.
Proof. [Theorem 2.2(a)]
Suppose S is pseudo strictly T -differentiable at (x,ȳ). Then for any δ > 0, there are neighborhoods U ofx and V ofȳ such that if (x, y) ∈ [U ×V ] ∩ gph(S), p ∈ X\{0} and t is small enough so that x + t p ∈ U, then
(This can be seen as a lower generalized differentiation property, which resembles the lower Lipschitz or Lipschitz lower semicontinuous property in [13, 14] .) Since y lies in the LHS of (2.3), there exists some
Letŷ be a cluster point of { y(t)−y t } as t ց 0, which exists since Y is finite dimensional and 
Proof. Let U ε and V ε be neighborhoods ofx andȳ respectively such that
and
is the line segment connecting x * and x • . Figure 2 .1 may be helpful in understanding the steps of the proof.
Step 1: There are (x ′ , y ′ ) ∈ gph(S) such that
Step 1
Step
Steps 1 and 2 of the proof of Lemma 2.3.
To simplify notation, letp := x
• − x * . Letτ be the supremum of all τ ∈ [0, 1] such that there exists (x ′ , y ′ ) ∈ gph(S) satisfying
. By the definition of tangent cones, for any
Taking (x, y) = (x * , y * ) gives usτ > 0. Let (x 1 ,ỹ 1 ) ∈ gph(S) and τ 1 ∈ (0, 1] be such that (2.6) holds for (x ′ , y ′ ) = (x 1 ,ỹ 1 ) and τ = τ 1 . If τ 1 < 1, we can use the existence of some
) and obtain the existence of (x 2 ,ỹ 2 ) ∈ gph(S) and τ 2 ∈ (τ 1 , 1] such that
requires the convexity of (H + δ + ε)(−p). These conditions imply that (2.6) holds for (x ′ , y ′ ) = (x 2 ,ỹ 2 ) and τ = τ 2 . Similarly, we can obtain a Cauchy sequence {(x i , y i )} with limit (x,ỹ) and τ i րτ such that (2.6) holds for (x ′ , y ′ ) = (x i ,ỹ i ) and τ = τ i . Eitherτ = 1 orτ < 1. Ifτ < 1, then it is elementary from the fact that {(x i , y i )} is Cauchy and gph(S) is locally closed, that (2.6) holds for (x ′ , y ′ ) = (x,ỹ) and τ =τ. This argument also tells us that we can find some (x ′ , y ′ ) so that (2.6) is satisfied for τ =τ. With (x,ỹ), we can proceed as before to find (x ′ , y ′ ) satisfying (2.6) for τ = 1.
Step 2: Wrapping up
Using a similar process as outlined in step 1 and the fact that for we can find
and y
The condition (2.5b) was defined so that step 1 can be applied here to find
Likewise, we can find (x
The sequence {(x ′ i , y ′ i )} is Cauchy, and hence converges to a limit in the closed set gph(S) ∩ [U × V ]. The x coordinate of this limit is x • . Let the y-coordinate of this limit be y • . Since 0 < δ + ε < 1, we have
This gives
we are done.
We now continue with the proof of Theorem 2.2(b).
Proof. [Theorem 2.2(b)]
Since S is locally closed at (x,ȳ), we can always reduce the neighborhoods U and V if necessary so that
easily implies the existence of (p ′ , q ′ ) satisfying (2.4). (In fact, the vector p ′ in (2.4) can be chosen to be p.) Therefore the conditions in Lemma 2.3 are satisfied. Since the ε and δ are in the statement of Lemma 2.3 are arbitrary, we have the pseudo strict H-differentiability of S as needed.
The proof of Theorem 2.2(c) follows with minor modifications from the methods in [8] , who were in turn motivated by the proof of [2, Theorem 3.2.4] due to Frankowska.
Proof. [Theorem 2.2(c)]
Condition (2 ′ ) is identical to Condition (2) except for the use of the convexified graphical derivative D ⋆⋆ S(x | y). We show that Conditions (2 ′ ) and (2) are equivalent under the added conditions. It is clear that (2) ⇒ (2 ′ ), so we only need to prove the opposite direction. Our proof is a slight amendment of Step 3 in the proof of [8,
Observe that the point (p * , q * ) is the unique projection of any point in the open segment
We will prove that (p * , q * ) = (p, w) and this will prove that w
By the definition of the graphical derivative, there exists sequences t n ց 0, p n → p * , q n → q * such that y + t n q n ∈ S(x + t n p n ) for all n. Let (x n , y n ) be a point in cl gph(S) which is closest to (x, y) + t n 2 (p * + p, q * + w) (a projection, not necessarily unique, of the latter point on the closure of gph(S)). Since (x, y) ∈ gph(S) we have
and hence
Thus for n sufficiently large, we have (
Setting (p n ,q n ) = (x n − x, y n − y)/t n , we deduce by the usual property of a projection that
By the assumptions in (2
and we have from the above relation
Therefore, (p n ,q n ) is a bounded sequence and then, since y n = y + t nqn ∈ S(x n ) = S(x + t npn ), every cluster point (p,q) of it belongs to gph DS(x | y) . Moreover, (p,q) satisfies
The above inequality together with the fact that (p * , q * ) is the unique closest point to
Our claim is proved. Up to a subsequence, w n satisfying (2.8) converges to somew ∈ −(H +δ )(−p). Passing to the limit in (2.8) one obtains
Since (p, w) is the unique closest point of (p * , q * ) to the closed convex set {p} × [−(H + δ )(−p)], we have
which is a closed cone, we get
In view of (2.9), (2.10) and (2.11), we obtain
Hence p = p * and w = q * . We have
are arbitrary, we have Condition (2) in Theorem 2.2 as needed.
As a corollary to Theorem 2.2, we obtain the Aubin criterion as proved in [8] . 
Proof. Recall that S has the Aubin property at (x,ȳ) ∈ gph(S) if and only if it is pseudo strictly H-differentiable there for H defined by H(w) := κ w B. For a given (x, y) ∈ gph(S), the smallest value of κ ≥ 0 such that
− . We apply these observations to Theorem 2.2. In (a), if α < ∞, the condition lip S(x |ȳ) ≤ α holds by Theorem 2.2(b). The statement is trivially true if α = ∞. If lip S(x |ȳ) = ∞, then lip S(x |ȳ) ≤ α from before gives α = ∞. When Y is finite dimensional and lip S(x |ȳ) is finite, it follows from Theorem 2.2(a) that lip S(x |ȳ) = α. For (b), the proof is similar. sults (up to some rephrasing) is that there are neighborhoods U ofx and V ofȳ such that for all p ∈ X\{0} and (x, y) ∈ gph(S) ∩ [U × V ], there exists q ′ and w such that
, so the condition in (2.4) is satisfied.
A SECOND CHARACTERIZATION: LIMITS OF GRAPHICAL DERIVATIVES
While conditions (2) and (2 ′ ) in Theorem 2.2 classify the generalized derivative, the presence of the term δ may make these conditions difficult to check in practice. In Subsection 3.2, we present another characterization on the generalized derivatives H : X ⇒ Y that may be easier to check than Theorem 2.2, especially in the finite dimensional case. More specifically, consider {G i } i∈I , where G i : X ⇒ Y are positively homogeneous and I is some index set. We impose further conditions so that S is pseudo strictly H-differentiable at (x,ȳ) if and only if
3.1. A generalized inner semicontinuity condition. Before we move on to the next subsection for a second characterization of generalized derivatives H : X ⇒ Y such that S : X ⇒ Y is pseudo strictly H-differentiable at (x,ȳ), we propose a generalized notion of lower semicontinuity to simplify the results in Subsection 3.2. We say that S : R n ⇒ R m is a piecewise polyhedral map if gph(S) ⊂ R n × R m is a piecewise polyhedral set, i.e., expressible as the union of finitely many polyhedral sets. The tangent cones on any two elements of a face of a polyhedron are the same, which leads us to the following result.
Proposition 3.1. (Finitely many tangent cones for piecewise polyhedral maps) Suppose S : R n ⇒ R m is piecewise polyhedral. At any point (x,ȳ) ∈ gph(S), there is a neighborhood of (x,ȳ) and a finite set {T i } i∈I ⊂ R n × R m such that T gph(S) (x, y) = T i for some i ∈ I.
We next state a piecewise polyhedral example. 
Notice that for the map S 1 defined in (3.1), while T gph(S 1 ) : gph(S 1 ) ⇒ R × R is not inner semicontinuous at (0, 0), the possible limits for {T gph(S 1 ) (x j , y j )}, where (x j , y j ) → (0, 0), take on only a finite number of possibilities as stated in Proposition 3.1. We now define a generalized inner semicontinuity that gets around this difficulty. Definition 3.3. (Generalized inner semicontinuity) Let {T i } i∈I ⊂ Y , where I is some index set, and let C ⊂ X. For a closed-valued mapping S : C ⇒ Y and a pointx ∈ C ⊂ X, S is said to be {T i } i∈I -inner semicontinuous (or {T i } i∈I -isc) with respect to C if for all ρ > 0 and ε > 0, there exists a neighborhood V ofx such that for all x ∈ C ∩ V , there is some i ∈ I such that T i ∩ ρB ⊂ S(x) + εB.
In the case where |I| = 1 and T 1 = S(x), {T i } i∈I -inner semicontinuity reduces to the definition of inner semicontinuity. Going back to the map S 1 in (3.1), we note that the map 0) , where the G i : R ⇒ R are defined in (3.2). The choice of {G i } i∈I is not unique. We can instead define I = {1, 2} and G i by
and T gph(S 1 ) : gph(S 1 ) ⇒ R × R will still be {gph(G i )} i∈I -isc at (0, 0). Of course, the {gph(G i )} i∈I defined in which has Fréchet derivative , 0) , where G λ : R 2 → R is the linear map with gradient λ ∈ R 2 . The map f 2 shows that the index set I in Definition 3.3 can be infinite even when the function is single-valued and semi-algebraic.
3.2. A second characterization of generalized derivatives. For Theorem 3.5 below, assume that the norm in X ×Y is defined by (p, q) X×Y 
is a norm in R 2 . 
then (1) implies (2). (b) Suppose H + is finite, H is convex-valued, and the mapping T gph(S) : gph(S)
⇒ X × Y is {gph(G i )} i∈I -isc at (x,
ȳ). Then (2) implies (1).

Furthermore, if X and Y are finite dimensional, and the mapping T gph(S) : gph(S) ⇒ X ×Y was replaced by the mapping cl co T gph(S) : gph(S) ⇒ X ×Y to the closed convex hull of the tangent cone instead in (a) and (b), then the modified statements hold: (a ′ ) Suppose X and Y are finite dimensional, and H is compact-valued. If for all i ∈ I, there exists
{(x j , y j )} ⊂ gph(S) such that (x j , y j ) → (x,ȳ) and lim sup j→∞ cl co T gph(S) (x j , y j ) ⊂ gph(G i ),
then (1) implies (2). (b ′ ) Suppose X and Y are finite dimensional, and H is a prefan. If the mapping cl co T gph(S) : gph(S) ⇒ X × Y is {gph(G i )} i∈I -isc at (x,ȳ), then (2) implies (1).
Proof. (a) Suppose S is pseudo strictly H-differentiable at (x,ȳ). For each
Furthermore, by Theorem 2.2(a), there is some δ j ց 0 such that
Let q j be in the LHS of the above, and letq be a cluster point of {q j } ∞ j=1 , which exists by the compactness of H(−p). Since gph(G i ) ⊃ lim sup j→∞ T gph(S) (x j , y j ), we have (p,q) ∈ gph(G i ), and so
for some i ∈ I, where B X×Y is the unit ball in X × Y . Let (x * , y * ) ∈ gph(S) ∩ [U × V ], and let i * be such that (3.5) holds for (x, y) = (x * , y * ) and i = i * . Choose p ∈ X\{0}.
is a cone, we may rescale (p, q) so that (p, q) = 1. From the fact that H + is finite, and the equivalence of finite dimensional norms, there is some κ > 0 such that
Recall that the choice of γ in view of the generalized inner semicontinuity property gives us some (p
We have
The formula involving q implies that q ′ ∈ −[H + κγ(1 + H + )](−p). If γ is chosen so that κγ(1 + H + ) < δ , then the conditions in Lemma 2.3 are satisfied, which easily implies that S is pseudo strictly H-differentiable at (x,ȳ).
(a ′ ) The proof for this statement carries through with minor changes from that of (a).
(b ′ ) The proof for this statement requires added details from that of (b). Using the methods in the proof of (b), given γ > 0, we have neighborhoods U ofx and V ofȳ such that for all (x * , y * ) ∈ [U ×V ] ∩ gph(S) and p ∈ X\{0}, there exists (p ′ , q ′ ) ∈ cl co T gph(S) (x * , y * ) such that
The current proof now departs from that in (b). We first claim that we can reduce U and V if necessary so that
Seeking a proof by contradiction to the claim, suppose there exists a sequence {(x j , y j )} j ⊂ gph(S) such that (x j , y j ) → (x,ȳ) and
has a subsequence that converges in the set-valued sense to gph(G), whereG : X ⇒ Y is positively homogeneous and G − ≥ (1 + H + ). We must then haveG(p) ∩ [−H(−p)] = / 0 for some p ∈ X\{0}. By the generalized inner semicontinuity property, there is some i ′ ∈ I such that G i ′ ⊂G, giving us 
This means that there exists q ′′ such that
Since γ > 0 can be made arbitrarily small, (x * , y * ) is arbitrary in [U ×V ] ∩ gph(S) and p is arbitrary in X\{0}, we can apply Theorem 2.2(c) and prove what we need.
We have the following simplification in the Clarke regular case.
Corollary 3.6. (Clarke regular, finite dimensional case) Suppose S : R n ⇒ R m is locally closed and gph(S) is Clarke regular at (x,ȳ) ∈ gph(S). Let H : R n ⇒ R m be a prefan. Then S is pseudo strictly H-differentiable at (x,ȳ) if and only if
Proof. In finite dimensions, the Clarke regularity of gph(S) is defined by the inner semicontinuity of T gph(S) : gph(S) ⇒ X × Y . Apply Theorem 3.5(a) and (b) for I = {1} and
An easy consequence of the Clarke regularity of gph(S) is that the positively homogeneous map H : R n ⇒ R m can be chosen to be single-valued.
For our next result, we need to take a different view of the tangent cone mapping T gph(S) : gph(S) ⇒ X × Y . Denote the family of closed sets in X × Y to be C (X × Y ). We can write the set-valued map T gph(S) as T gph(S) : gph(S) → C (X × Y ), as is sometimes done in standard texts in set-valued analysis. If X and Y are finite dimensional, then it is known that C (X × Y ) is a metric space. We need to consider the outer limit of the map T gph(S) : gph(S) ⇒ C (X × Y ). To avoid confusion, we will use capitals to denote the outer limit in the set-valued sense, that is We now compare the conditions in Theorem 3.5 with what we can get from the outer limit LIMSUP.
is closed-valued and
{C i } i∈I ⊂ C (Y ). Then (
a) For all i ∈ I, there exists {x k } ⊂ X such that x k →x and lim sup k→∞ S(x k ) ⊂ C i if and only if for all i ∈ I, there exists some D ∈ LIMSUP x→x S(x) such that D ⊂ C i . (b) If for all D ∈ LIMSUP x→x S(x), there exists i ∈ I such that C i ⊂ D, then S is
Proof. (a) The forward direction follows immediately from the fact that for x k →x, we can find a subsequence if necessary so that lim k→∞ S(x k ) exists and converges to some D ∈ LIMSUP x→x S(x) by [18, Theorem 4.18] . The reverse direction is straightforward.
(b) We prove this by contradiction. Suppose that S is not {C i } i∈I -isc atx. That is, there exists ε > 0 and ρ > 0 and a sequence {x k } ∞ k=1 such that x k →x and
We may choose a subsequence of {x k } ∞ k=1 if necessary so that lim k→∞ S(x k ) exists. Fix i * ∈ I. A straightforward application of [18, Theorem 4.10(a)] shows that
Since i * is arbitrary and lim k→∞ S(x k ) ∈ LIMSUP x→x S(x), we have a contradiction, and our proof is complete. 
The above continues to hold if the term α in (3.7) is replaced by cl co T gph(S) , the closed convex hull of the tangent cone.
Proof. Let LIMSUP (x,y)− −−→ gph(S) (x,ȳ) T gph(S) (x, y) = {gph(G i )} i∈I and use Theorem 3.5 and Lemma 3.7. The case of the closed convex hull is similar.
EXAMPLES
We illustrate how the results in Subsection 3.2 can be used to characterize the generalized derivatives H : X ⇒ Y in various cases. T gph(S 1 ) (x, y). Hence the conditions in Theorem 3.8 are satisfied at (0, 0). We observe that
Note that G 5 (x) does not set any restriction on H. Observe that we only used G i for i = 1, 2, 3, 4 in (3.2). We can also apply Theorem 3.8 with the fact that {gph(G i )} i∈{1,...,5} equals LIMSUP 
Then {G i } i∈I are such that {gph(G i )} i∈I equals LIMSUP (x,y)− −−→ We remark on the assumption that H is convex-valued in many of the results in this paper.
Remark 4.2. (Convex-valuedness of H)
Consider the set-valued maps S 1 : R ⇒ R and S 2 : R ⇒ R defined by
and S 2 (x) = {−x} ∪ {x}.
Also define S 3 : R ⇒ R by Note that H ′ is not convex-valued, but satisfies all other requirements in Theorems 2.2 and 3.5 for both S 1 and S 3 . While S 1 is pseudo strictly H ′ -differentiable at (0, 0), S 3 is not pseudo strictly H ′ -differentiable at (0, 0).
A THIRD CHARACTERIZATION: GENERALIZING THE MORDUKHOVICH CRITERION
For S : X ⇒ Y , the Mordukhovich criterion expresses lip S(x |ȳ) in terms of the limiting normal cone. In this section, we make use of previous results to show how the limiting normal cone can give a characterization of the generalized derivative H : X ⇒ Y when X = R n and Y = R m . We also show that the convexified coderivatives have a bijective relationship with the set of possible generalized derivatives.
We start by defining the limiting normal cone.
Definition 5.1. (Normal cones) For a set C ⊂ R n , the regular normal cone atx is defined asN
In Lemma 5.2 and Theorem 5.4 below, let R + = [0, ∞) so that for v = 0, R + {v} is the cone generated by v. We shall refer to positively homogeneous maps that have convex graphs as convex processes, as is commonly done in the literature.
Lemma 5.2. (Polar cone criteria) Let G : R n ⇒ R m be a convex process, and H
if and only ifG (u,v) 
Proof. It is clear that for each v ∈ [gph(G)] 0 , the G ⊂G v , so the forward direction is easy. We now prove the reverse direction by contradiction. Since (0, 0) ∈ gph(G), α must be positive. Furthermore, since gph(G) is a cone, we have
By the definition ofG (ū,v) and (5.1b), we havẽ
, which is what we need.
We now recall the definition of coderivatives.
Definition 5.3. (Coderivatives) For a set-valued map
The limiting coderivative (or Mordukhovich coderivative) at (x,ȳ) ∈ gph(S) is denoted by D * S(x |ȳ) : R m ⇒ R n and is defined by
In the definitions of both the regular and limiting coderivatives, the minus sign before u is necessary so that if f : R n → R m is C 1 atx, then
We can now state the main result of this section. 
Proof. To simplify notation, let {gph(
We also use the definition ofG (u,v) : R n ⇒ R m defined in the statement of Lemma 5.2, and the following equivalent formulations of (b) and (c):
Using [18, Corollary 11.35(b) ] (which states that a closed convex cone converges if and only if its polar converges), we have
By the observation in (3.6a), which recalls [18, Proposition 4 .19], we have
By Lemma 5.2,
By Theorem 3.8, S is pseudo strictly H-differentiable at (x,ȳ) if and only if
We can substitute i∈I [gph(G i )] 0 = N gph(S) (x,ȳ) in the above formula. Unrolling the definition ofG (u,v) gives: For all p ∈ R n \{0} and (u, v) ∈ N gph(S) (x,ȳ), there exists some Characterizing the generalized derivatives H : R n ⇒ R m in terms N gph(S) (x,ȳ) or D * S(x | y) instead of the tangent cones not only enjoys a simpler statement, it also enables one to use tools for normal cones that may not be present for tangent cones. For example, estimates of the coderivatives of the composition of two set-valued maps are more easily available than corresponding results in terms of tangent cones.
In the particular case of considering the Aubin property, we obtain the classical Mordukhovich criterion. 
which is precisely the conclusion of the Mordukhovich criterion in the finite dimensional case. D(x) . Doing this n + 1 times allows us to assume that for any j ∈ {1, . . . , n + 1},
converges to somez j ∈ D(x). It is elementary thatȳ is in the convex hull of {z 1 , . . . ,z n+1 }, which givesȳ ∈ D(x) as needed.
and for all p ∈ R n \{0} and u ∈ R m ,
Suppose S : R n ⇒ R m is locally closed at (x,ȳ). By Theorem 5.4, H (D * S(x |ȳ)) is the set of all possible H with the relevant properties such that S is pseudo strictly H-differentiable at (x,ȳ). We now state another lemma. (
Proof. Property (1) follows easily from the definitions, property (4) is equivalent to property (2), and property (3) follows easily from property (1) and (2). We thus concentrate on proving property (4 
By the outer semicontinuity of D 1 , there is a neighborhood B ε (ū) ofū such that D 1 (u) ⊂ {v | w, v > α} for all u ∈ B ε (ū). Let the variableθ > 0 be such that 2 sin(θ /2) = ε.
We can assume that w = ū = 1. Define H : R n ⇒ R m to be
where L > Clearly, H is convex-valued, compact-valued and positively homogeneous, and H + is finite. Once the claim below is proved, we will establish the result at hand. Next, we show that H satisfies the conditions in Theorem 5.4(c ′ ) for D 1 . We need to check that for all p ∈ R n \{0} and (u, v) ∈ gph(D 1 ), we can find a y ∈ H(p) such that u, y ≤ v, p . Since D 1 is positively homogeneous, we can check only (u, v) ∈ gph(D 1 ) such that u = 1. We can further assume that p = 1. By the classical Mordukhovich criterion, we see that p =w poses no problems.
Let ∂ B := {u ∈ R m | u = 1}. By our earlier discussion on the outer semicontinuity of D 1 and the fact that D 1 + is finite, we have
reducing the possible pairs (u, v) ∈ gph(D 1 ) that we need to check.
The case when u =ū is easy and will be covered later. Consider the u ∈ [∂ B∩B 2 sin(θ /2) (ū)]\{ū}. Figure 5 .1 shows the two dimensional space in R n containing the points 0, u andū in the case when α > 0. The intersection of H(w) is also illustrated. The condition that u ∈ ∂ B ∩ B 2 sin(θ /2) (ū) implies that the angle θ in Figure 5 .1 is in the interval [0,θ ]. The point y 1 is formally defined as the point lying in the two dimensional subspace spanned by u andū, and satisfies ū,
By restricting the maximum angleθ if necessary when α < 0 and using elementary geometry, we have
which gives us what we need. 
We first consider θ ∈ [θ , π/2]. The RHS of the above attains its maximum when θ =θ . The condition L ≥ 1 sinθ
We now treat the case where θ ∈ [π/2, π]. The point y 2 is defined similarly as in y 1 , except that ū, y 2 = D 1 + . We have u, y 2 = −L sin θ + D 1 + cosθ .
From Figure 5 .1, we can see that the RHS of the above attains its maximum when θ = π, which gives u, y 2 ≤ − D 1 + as needed. Subcase 2b: α < 0. Repeat the arguments for when θ ∈ [θ , π/2], but replace all occurrences of y 1 by y 3 as marked in Figure 5 .1. (The point y 3 satisfiest ū, y 3 = 0 will lie in H(w).) The case when θ ∈ [π/2, π] is also similar. This concludes the proof of the claim, and establishes (4).
With the above lemma, we state a theorem on the relationship between convexified coderivatives and the generalized derivatives. Proof. The map D * S(x |ȳ) is osc, and by Lemma 5.6, so is cl co D * S(x |ȳ). Apply Lemma 5.7(4) to get the result.
APPLICATION TO CONSTRAINT MAPPINGS
We conclude this paper by illustrating how the results presented in this paper give stronger results to constraint mappings. One particular example is the set-valued map defined by mixed equalities and inequalities that is usually studied with the MangasarianFromovitz constraint qualification. The relationship between the generalized differentiability of set-valued maps and optimization problems is clear from the example in (1.1).
In Proposition 6.1 below, we shall only treat the case where D is Clarke regular and apply Corollary 3.6 to illustrate the spirit of our results. While stronger conditions for the case where D is not Clarke regular can be deduced from the characterizations in Sections 3 and 5, the extra calculations do not give additional insight. In this case, the constraint qualification (6.1) is equivalent to the Mangasarian-Fromovitz constraint qualification defined by the existence of w ∈ R n satisfying ∇F i (x)w < 0 for all i ∈ {r + 1, . . ., m} s.t. F i (x) = 0, and ∇F i (x)w = 0 for all i ∈ {1, . . . , r}.
The corresponding conclusion in Proposition 6.1 can be easily deduced. Finally, we remark that the Aubin property of the constraint mapping S −1 : R m ⇒ R n at (ū,x) is also equivalently studied as the metric regularity of S : R n ⇒ R m at (x,ū). One may refer to standard references [13, 16, 18] for more on metric regularity and its relationship with the Aubin property. The equivalence between pseudo strict H-differentiability and generalized metric regularity is discussed in [17, Section 7] .
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