Abstract. We prove two functional limit theorems for empirical multiparameter second moment functions (generalizing Ripley's K-function) obtained from a homogeneous Poisson point field observed in an unboundedly expanding convex sampling window W n in R d . The cases of known and unknown (estimated) intensity lead to distinct Gaussian limits and require quite different proofs. Further we determine the limit distributions of the maximal deviation and the integrated squared distance between empirical and true multiparameter second moment function. These results give rise to construct goodness-of-fit tests for checking the hypothesis that a given point pattern is completely spatially random (CSR), that is, a realization of a homogeneous Poisson process.
Introduction and main results
Statistical second-order analysis of spatially homogeneous point fields observed in a (large) bounded region (called sampling window) W n of the d-dimensional Euclidean space R d is based on the (asymptotic) properties of the empirical intensity λ n = N (W n )/|W n | and the empirical process 1) where N = i 1 δ Xi denotes a simple stationary point process on R d (defined as a locally finite random counting measure without multiple atoms on the Borel sets B d of R d ), and C stands for the cube [− , ] d centered at the origin o with a freely selectable parameter > 0. In (1.1) and throughout the paper, the sum = runs over pairwise distinct indices, δ x and 1 B are connected by δ x (B) = 1 B (x) = 1 for x ∈ B and = 0 for x / ∈ B, and |B| denotes the Lebesgue measure of B ∈ B d b (= the family of bounded members of B d ). Further, all random variables and processes are defined over a common probability space [Ω, F, P] (which always exists). To study the asymptotic behaviour of (1.1), we assume that the sequence (W n ) forms a convex averaging sequence (briefly CAS), that is, (W n ) consists of increasing convex compact sets in R d such that r(W n ) := sup{r > 0: B(x, r) ⊆ W n for some x ∈ W n } → ∞ as n → ∞ (or equivalently |∂W n | d−1 /|W n | → 0 as n → ∞), where B(x, r) denotes the closed Euclidean ball with center x ∈ R d and radius r 0, and |∂W n | d−1 indicates the surface content of W n .
By applying some results from convex geometry to the CAS (W n ) it can be shown that
for any 0; see [20, p. 54] and [18, Appendix] . The properties of the CAS (W n ) are essential in proving spatial limit theorems (although in some cases, e.g., the convexity of W n can be slightly relaxed). For example, for a stationary ergodic point process N = i 1 δ Xi with intensity λ = EN ([0, 1] d ) satisfying EN 2 ([0, 1] d ) < ∞, the spatial ergodic theorem of Nguyen-Zessin (see [10] or [25] ) yields the P-a.s. limits λ n P-a.s. On the other hand, to the best of the author's knowledge, a complete characterization of the K-measure is so far still unknown. Another issue is to find suitable parametric subfamilies of B d b on which the K-measure is uniquely determined or at least described sufficiently well by the corresponding functions of parameters. For example, Ripley's (one-parameter) K-function K(r) := K(B(o, r)) for r 0 (see [33] ) defines uniquely the K-measure when the associated stationary point process N is additionally isotropic (see, e.g., [22, Chap. 4.3] ). In the latter reference and in numerous papers (e.g., [6, 12, 21, 35, 36] ), one can find various refined and tricky, partially sophisticated techniques to estimate K(r) (and the related L-function L(r) = (K(r)) 1/d and pair-correlation function g(r) = r K (r)/d |B(o, r)|), which are particularly useful when the point pattern and W n are comparatively small. If the isotropy of N is missing, then Ripley's K-function should be replaced by the K-measure on richer parameterized families of sets, for example, increasing (one-parametric) families {rB s : r 0}, where B s is any fixed o-symmetric convex compact set in R d containing o as an inner point, which allows one to measure the distance of points by the norm n(x) := inf{τ > 0: x / ∈ τ B s } (see [18] ). To exhaust as much information from the point pattern as possible, we suggest to consider the K-measure on the following families of rectangular sets indexed by the multiparameter r = (r 1 , . . . , r d ):
→ λ as n → ∞ and
where a ∨ (∧)b := max(min){a, b}. By standard measure-theoretic approximation arguments we can prove the following:
In the following, for reasons of symmetry and to facilitate statistical procedures, we prefer to establish the
is an open question whether Proposition 1 holds for K(r). It should be mentioned that the limit (1.3) holds even uniformly w.r.t. the class of convex polyhedra contained in a convex compact set, say C for some > 0 (see [25, p. 371] ). In the case of balls {x ∈ R d : n(x) r} and hyperrectangles B(r) or B * (r) contained in C , this uniform P-a.s. convergence is easily obtained from (1.3) in analogy to the proof of the (multidimensional) Glivenko-Cantelli theorem (see [25, p. 136] ).
Next, we introduce two further (unbiased) set-indexed estimators for λ 2 K(B) by modifying the estimator ( λ 2 K) n,3 (B) := X n (B)/|W n | on the l.h.s. of (1.3):
+ . An application of the refined Campbell theorem (CampbellMecke formula; see [10, pp. 286-288] ) or of the Propositions 6.1 and 8.1 in [9] provides the following means of the above estimators:
In other words, estimators (1.4) and (1.5) are unbiased, whereas the asymptotic unbiasedness of ( λ 2 K) n,3 (B) follows by using the first inequality of (1.2); see also [20] . Summing up the above relations and arguments combined with the properties of the CAS (W n ), we can state the following Glivenko-Cantellitype theorem for empirical multiparameter K-functions: Under the assumptions of the ergodic theorem (1.3),
Remark 1. The use of the "naive" estimator (1.4) requires a reduction of W n to the smaller window {x ∈ W n : B + x ⊂ W n } (minus-sampling), whereas the edge-corrected Horvitz-Thompson-type estimator (1.5) (e.g., see [8] ) exploits the full information of the point pattern contained in W n by weighting the influence of each pair (X i , X j ) for i = j. The unbiasedness of (1.5) has been first observed in [31] , which is why (1.5) is also named the Ohser-Stoyan estimator. In "large-domain statistics," the differences between (1.4), (1.5), and ( λ 2 K) n,3 (B) are of minor importance; see Theorem 4.6 in [17] and Lemma 2 in Section 2.
The main aim of this paper is to determine the weak functional limits of the centered and normed random processes
when N is a stationary Poisson process on R d with intensity λ > 0, which, henceforth, will be denoted briefly by N λ . It turns out that the cases of known and unknown intensity λ > 0 have to be treated separately through different approaches leading to quite different multiparameter Gaussian limit processes.
To avoid ambiguity, we recall that N λ is defined as follows: 
turns out to be an unbiased estimator for λ 2 , which is seen by ap-
Using the above-defined estimators ( λ 2 K) n,i (B), i = 1, 2, 3, for N λ = i 1 δ Xi , we are now in a position to introduce the following six sequences of set-indexed zero-mean random variables:
The set-indexed random processes in (1.9) resp. (1.10) define immediately the (multiparameter) random processes {Y n,i (B(r)), r ∈ I } and {Z n,i (B(r)), r ∈ I } for i = 1, 2, 3. With a view to Theorems 1-4, we recall the well-known fact that the distribution of zero-mean multiparameter (resp. set-indexed) Gaussian process {G(r), r ∈ I } (resp. {G ( 
where {Y (r), r ∈ I } is an a.s. continuous Gaussian process with mean zero and covariance function EY
The counterpart of (1.11) when the intensity λ is unknown and λ 2 is replaced by (λ 2 ) n is the subject of the following: 
Remark 2. Theorems 1 and 2 generalize two functional limit theorems in [16] proven for empirical processes associated with Ripley's K-function {K(r), 0 r }. Central limit theorems (CLTs) for empirical functionals related with (1.1) in case of non-Poissonian point processes can be found, for example, in [15, 24, 25, 26] .
The rest of the paper is organized as follows: In Section 2, we put together some lemmas that facilitate the proofs of Theorems 1 and 2 given in Sections 3 and 4, respectively. Further, we prove the tightness of the random processes occurring in (1.11) and (1.12). In both Sections 3 and 4, we formulate CLTs that extend the weak convergence of the finite-dimensional distributions (FIDIs) in Theorems 1 and 2. Both Theorems 3 and 4 seem to be of interest on their own right. In the final Section 5, we study the supremum and the integral of the squared Gaussian limit processes over the cube I . These results enable us to establish asymptotic goodnessof-fit tests in the senses of Kolmogorov 
Preliminary results
In this section, we prove some auxiliary results (all of them apply only for N λ ), which, among others, show that the limits of the processes Y n,i (·) (resp. Z n,i (·)) (if they exist!) are the same for each i = 1, 2, 3. Furthermore, it will be shown that all of these sequences of random processes are tight in D[0, ] d . To begin with, we state two basic relations for N λ .
Lemma 1. For any integrable function
where is a shorthand for an integral over R d .
Proof. To prove (2.1), we recall the definition of the kth-order factorial moment measure and its specific shape for Poisson processes; see [10, p. 72] . The proof of (2.1) is accomplished by applying the (ordinary) Campbell theorem to multiple sums of k-tuples (X i1 , . . . , X ik ) of pairwise distinct atoms of N λ ; see [8, 9] . To verify the second assertion, we first rewrite the product S 1 S 2 , where
Taking the expectation of these seven sums calculated according to (2.1) reveals that the expectation over the sum of quadruples is just equal to ES 1 ES 2 . For general fourth-order stationary point processes, a corresponding formula in terms of factorial moment and cumulant measures is stated in [15, p. 97] . Hence, the sum of the remaining two expectations of pairs and four expectations over triples of atoms of N λ equals Cov(S 1 , S 2 ). Using again (2.1) with an appropriate choice of f for k = 2 and k = 3, respectively, leads immediately to (2.2) and completes the proof of Lemma 1.
To be somewhat more general, we replace the set-indexed estimators ( λ 2 K) n,i (B) defined in Section 1 by function-indexed empirical processes estimating the functional λ 2 g(x) dx for any real-valued function
Substituting the indicator function 1 B into (1.1), (1.4), (1.5), (1.6), and (1.7), by g we get following zero-mean function-indexed empirical processes: 5) and, for i = 1, 2,
where
The sequences Y n,i (g) and Z n,i (g) blown up with |W n | will presumably converge in distribution to Gaussian limits. The next lemma guarantees that, by Slutsky's lemma (see [34] ), these limits do not depend on i = 1, 2, 3. 
Lemma 2. The following limits hold for
Proof. From (2.6) we get the identity
and the inequality
Employing (2.2) with
as n → ∞, the second assertion of (2.7) follows from the first one.
To show the first assertion of (2.7), we first treat the case i = 1. Here and later in this proof, we use the
2) yields after some rearrangements that 10) whence the first part of (2.7) follows for i = 1 by Lebesgue's dominated convergence theorem. To show (2.7) for i = 2, we assume that g(x) = 0 for x / ∈ B(o, ) for some > 0. As before, we use (2.2) for
The convexity of W n yields
, so that, combined with (1.2), this gives
The latter relation implies |W n |E(Y n,2 (g) − Y n,3 (g)) 2 → 0 as n → ∞, completing the proof of (2.7). For i = 3, relations (2.8) and (2.9) can be easily deduced from the identities
by the integrability assumptions on g and h combined with R n (y) → 1 as n → ∞ and R n (x, y) → 1 as n → ∞ for any fixed x, y ∈ R d . By the same arguments, without calculating the expressions of |W n | × E(Y n,1 (g)Y n,1 (h)) and |W n |E(Z n,1 (g)Z n,1 (h)) in detail, we can confirm (2.8) and (2.9) for i = 1. On the other hand, in the remaining case i = 2, the integral representations of |W n |E(Y n,2 (g)Y n,2 (h)) and |W n |E(Z n,2 (g)Z n,2 (h)) contain the reciprocals 1/R n (x) and 1/R n (y), which, by (2.12), converge uniformly to 1 for x, y ∈ B(o, ). This provides the asymptotic covariances (2.8) and (2.9) for i = 2 and completes the proof of Lemma 2.
Corollary 1. For indicator functions
b , the asymptotic covariances (2.8) and (2.9) take the form 
Lemma 3. For any real-valued function
, the following estimates hold:
15)
16)
where c j (a, ) :
Proof.
which can be obtained similarly to (2.13), implies for
Together with J(|g − g a, | j ) c j (a, ) for j = 1, 2, we arrive at (2.15). Using (2.14) directly with h = g = g − g a, , in the same way, we get that
which gives (2.16).
Remark 4.
Since c 1 (a, ) ∨ c 2 (a, ) → 0 as a → ∞ or → ∞, Slutsky's theorem (see [34] ) says that in order to prove the weak limits of the sequences |W n |Y n,i (g) and
, it suffices to verify these limits only for some bounded and boundedly supported g. 
From (2.6) we see that the same applies for {Z n,i (r), r ∈ I }.
To prove the tightness of the sequence {Y n,i (r) = |W n |Y n,i (B(r)), r ∈ I } in D[0, ] d , we employ the following moment criterion given in [3, p. 1658 ] (see also [4] 
in I with a common pth face for some p ∈ {1, . . . , d}, we suppose that
for fixed γ > 0, β > 1/2, and some finite measure ν(·) on I , where 19) proving (2.18) for γ = 2, β = 1, and ν(·) = | · |. In view of (2.6) and the second estimate of Lemma 4, we get an analogous estimate for the increments of the processes {Z n,i (r) = |W n |Z n,i (B(r)), r ∈ I }, with a possibly different constant on the r.h.s. of (2.19) . Thus, all assertions of Lemma 4 are completely proved.
CLT for the sequences |W
We shall prove the asymptotic normality for each of the sequences (2.3), (2.4), and (2.5) defined for a stationary Poisson process N λ with intensity λ > 0 and some CAS (W n ) in R d . Further, let N (μ, σ 2 ) denote a Gaussian random variable with mean μ and variance σ 2 > 0, and let d → indicate convergence in distribution or weak convergence of the random elements under consideration.
Proof. Due to Lemma 2, the first part of (2.7), it suffices to to prove (3.1) for i = 1. Moreover, thanks to relation (3.1) of Lemma 3, we may assume that the function g in (2.3) has bounded (nonempty) support, say
We need further notation: for z ∈ Z d , define
By means of V
over the m-dependent field of zero-mean random variables {X (n) z : z ∈ V n ∪ ∂V n } with m = 2 + 1. For more information on (CLTs for) m-dependent fields, the reader is referred, for example, to [15, 16, 17] and [7] . Note that the m-dependence results from the independence properties of the Poisson point process and that g disappears outside C . It is not difficult to see that
The last estimate is obtained from the relation stated at the beginning of the proof of Lemma 3. We next show that
Due to the convexity of W n and combining the first and second inequalities of (1.2), we obtain that
which yields the desired estimate with c 3 (d) = 2 d+1 √ d; see [19] for a similar inequality. By appealing to the properties of the CAS (W n ) we get #V n /|W n | → 1 as n → ∞, and the variance of the scaled second sum in (3.2) disappears asymptotically. Finally, we are in a position to apply the CLT for stationary m-dependent fields (see, e.g., [15] and references therein or the stronger result quoted in Remark 5), which provides that
Together with Slutsky's theorem, the latter implies (3.1) and completes the proof of Theorem 3.
Remark 5. By applying the Berry-Esseen bound proved in [7] for (nonstationary) m-dependent random fields in terms of the third-order Lyapunov ratio we can state the following: For any g: Proof. We put g
B1,...,Bk fulfills the assumptions of Theorem 3, we deduce from (3.1) that
Hence, by applying the classical Cramér-Wold device (see e.g. [4] ) it follows the convergence in distribution of the k-dimensional random vectors 4 CLT for the sequences |W n |Z n,i (g) and proof of Theorem 2
For simplicity, we prefer to treat the case i = 3 with Z n,3 (g) defined in (2.6), which means to prove that
Whereas the proof of Theorem 3 relies on the CLT for m-dependent random fields, we will prove (4.1) by conditioning on {N λ (W n ) = m n } such that m n /|W n | → λ > 0 as n → ∞ and showing the asymptotic normality of a U -statistic defined for a triangular array of independent, uniformly distributed (IUD) random points on W n .
with J n (g) and τ 2 (g) as defined in (4.1).
− 1 −
The above estimates follow immediately from |H(x)|
Proof. By the second part of (2.7) we need only to verify (4.1). To this end, we make use of the total probability theorem, providing that
which immediately leads to
with the sequences of integers a n :
due to the CSR-property of N λ , Lemma 5 and λ n P-a.s.
→ λ as n → ∞ imply the validity of (4.1).
Remark 6. So far the rates of convergence in Theorem 4 and Lemma 5 are unknown. It seems that the methods applied in the recent papers [32] and [28] can help to answer this open question. Proof of Theorem 2. Corollary 3 implies the weak convergence of the FIDIs of the multiparameter processes {Z n,i (r) = |W n |Z n,i (B(r)), r ∈ I } to the FIDIs of the multiparameter Gaussian process {Z(r) = Z(B(r)), r ∈ I } having the covariance function C Z (B(s), B(t)) = 2λ 2 |B(s ∧ t)| = λ 2 2 d+1 |s ∧ t|. The latter shows that {Y (r), r ∈ I } and {λ2 (d+1)/2 W (r), r ∈ I } have the same FIDIs. The tightness of {Z n,i (r), r ∈ I } stated in Lemma 4 completes the proof of Theorem 2.
Applications to testing for complete spatial randomness
From the viewpoint of spatial point process statistics, the main reason for studying limits of set-indexed or multiparameter empirical processes consists in the construction of asymptotic goodness-of-fit tests to check nonparametric characteristics of the spatial point process model under consideration. Theorems 1 and 2 allow us to establish Kolmogorov-Smirnov and Cramér-von Mises type tests, respectively, for the multiparameter K-function of a stationary Poisson process (multiplied by λ 2 ) for the cases of known and estimated intensity λ. These goodness-of-fit tests can be interpreted as tests for CSR generalizing the tests based on the empirical one-parameter K-function suggested in [16] . For alternative (mostly nonasymptotic) tests for CSR, the reader is referred to [12, 13, 21, 22, 37] and references therein. 
