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Abstract
We consider an arbitrage-free, discrete time and frictionless market. We prove
that an investor maximising the expected utility of her terminal wealth can al-
ways find an optimal investment strategy provided that her dissatisfaction of
infinite losses is infinite and her utility function is non-decreasing, continuous
and bounded above. The same result is shown for cumulative prospect theory
preferences, under additional assumptions.
MSC (2010): Primary 93E20, 91G10; Secondary 91B06.
Keywords: expected utility; utility maximisation; cumulative prospect theory;
bounded above utility functions
1 Introduction
When deciding between two investments with random returns X, Y , the prevail-
ing approach in economic theory is to compare their expected utilities Eu(X), Eu(Y )
where u is a utility function describing the preferences of the decision-maker.
In most studies, the function u is non-decreasing and concave. While the former
property (preferring more money to less) could hardly be contested, the latter one
(corresponding to an assumed risk-averse behaviour of the given agent) has been
challenged on an empirical basis, see e.g. [12, 25]. It has furthermore been argued
there that decisions are often based on a distorted view of events’ probabilities.
In the present paper we prove a surprisingly general existence theorem for opti-
mal strategies in a multiperiod market model where investors’ preferences are not
necessarily concave and may be based on distorted beliefs. We can accomodate piece-
wise concave or S-shaped (convex up to a certain point, then concave) utility func-
tions. The crucial assumption we make is that u should be bounded from above. In
the setting of a concave u very general results have been obtained in [16] which apply
to markets with frictions as well.
In the economics literature there has been a considerable amount of controversy
over bounded utilities. Starting with [14] and up to recently (see e.g. [15]), it has been
asserted that u should be bounded from above as well as from below. Counterargu-
ments also emerged over the time, see e.g. [23]. We will see that a bound from below
often excludes a meaningful optimisation problem (see Remark 1.3 below), hence we
avoid such an assumption.
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We think that in the present, discrete-time setting it is reasonable to allow u
unbounded above as well as below. Nonetheless, in the present article we restrict our
attention to utilities which are bounded above. This simplifies arguments and allows
to obtain clear-cut results (Theorems 1.1 and 1.6).
Most of related previous work on non-concave utilities concentrated on the case
of complete market models, [1, 10, 4, 7, 21, 17, 22, 18], only very specific continuous-
time incomplete models could be treated, [21, 17]. One-step models were studied in
[2, 9]. For multistep, incomplete models [5, 6, 19] are the only references we are
aware of. These latter papers proved existence theorems for u possibly unbounded
but in the current setting of bounded above utilities the present article obtains much
sharper results, see Remarks 1.2 and 1.7.
We consider a probability space (Ω,F, P ) with a discrete-time filtration Ft, t =
0, . . . , T with T ≥ 1 and F0 trivial. All sigma-algebras in this article are assumed P -
complete. The prices of d risky assets are described by the adapted Rd-valued process
St, t = 0, . . . , T , set ∆Sj := Sj − Sj−1, 1 ≤ j ≤ T . Investments in the respective assets
are represented by Rd-valued processes φt, t = 1, . . . , T , which are predictable (i.e. φt
is Ft−1-measurable). The class of all trading strategies is denoted by Φ. The riskless
asset is assumed to have unit price at all times, hence the wealth Xφ,zt of a portfolio
starting from initial capital z and pursuing strategy φ equals
Xφ,zt = z +
t∑
j=1
φj∆Sj
at time t = 0, . . . , T .
For a random variable B and initial wealth z, we will first look at the problem of
finding φ∗ ∈ Φ saisfying
Eu(Xφ
∗,z
T −B) = sup
φ∈Φ
Eu(Xφ,zT −B) (1)
for some u : R → R measurable and bounded above. Note that in this case the
expectations (as well as related conditional expectations) are well-defined but may
take the value −∞.
The quantity u¯(z) := supφ∈ΦEu(X
φ,z − B), z ∈ R is the indirect utility of initial
capital z: this is the maximal satisfaction that the given investor can derive from z
using the trading opportunities available in the market.
Depending on the context, the random variable B may have various interpreta-
tions: it can represent the payoff of a contingent claim which the investor has to
deliver at T or it can be a reference point (benchmark), such as the terminal wealth
of another investor acting in a (perhaps different) market.
We say that there is no arbitrage (NA) if, for all φ ∈ Φ,
Xφ,0T ≥ 0 a.s.⇒ X
φ,0
T = 0 a.s.
If (NA) fails and u is strictly increasing then no optimal strategy φ∗ exists for the
problem (1) since φ∗ + φ would always outperform φ∗ for any φ violating (NA). Hence
it is natural to assume (NA).
In Section 3 we will prove the following result:
Theorem 1.1. Assume (NA). Let u : R → R be a nondecreasing and continuous func-
tion which is bounded above and satisfies
lim
x→−∞
u(x) = −∞. (2)
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Let B be an arbitrary real-valued random variable with
Eu(z −B) > −∞ for all z ∈ R. (3)
Then for all z ∈ R there exists a strategy φ∗ = φ∗(z) ∈ Φ such that
Eu(Xz,φ
∗
T −B) = sup
φ∈Φ
Eu(Xz,φT −B) = u¯(z).
Furthermore, u¯ is continuous on R.
Continuity of u is a natural requirement. Theorem 1.1 guarantees that the indi-
rect utility u¯ inherits the continuity property of u. Condition (2) means that infinite
losses lead to an infinite dissatisfaction of the agent.
Remark 1.2. In Corollary 2.12 of [6] the existence result Theorem 1.1 has been ob-
tained (in the case B = 0) under the following additional assumptions:
1. E(u(x+ y∆St)|Ft−1) > −∞ for all x ∈ R, y ∈ R
d and t = 1, . . . , T ; u(0) = 0;
2. there exist x < 0 and γ > 0 such that u(x) < 0 and for all x ≤ x and λ ≥ 1,
u(λx) ≤ λγu(x).
While 1. looks rather harmless, 2. forces u to decrease to −∞ at least at the speed of a
power function and hence it excludes the cases where u(x) behaves like e.g. − ln(−x)
near −∞. This shows that Theorem 1.1 indeed extends available results in a signifi-
cant way.
Remark 1.3. Let us take u bounded above, continuously differentiable and define
S0 = 0, S1 = ±1 with probabilities 1/2 − 1/2. If u
′(φ) − u′(−φ) > 0 for all φ > 0 (this
is easily seen to imply u(−∞) > −∞) then φ→ Eu(φ∆S1) is strictly increasing in |φ|
which excludes the existence of an optimiser φ∗ for (1).
This shows that – even for very simple specifications of S0, S1 – the failure of
(2) may easily prevent the existence of an optimiser, highlighting the importance of
condition (2).
Our second main result proves the existence of optimal investments for investors
following the principles of cumulative prospect theory. We assume that u± : R+ → R+
and w± : [0, 1] → [0, 1] are continuous non-decreasing functions such that u±(0) = 0,
w±(0) = 0 and w±(1) = 1. We fix B, a scalar-valued random variable. The agent’s
utility function will be u(x) := u+(x), x ≥ 0, u(x) := −u−(−x), x < 0. We assume u+
bounded above (resp. u−(∞) = ∞) which guarantee that u is bounded above (resp.
u(−∞) = ∞). The functions w+ (resp. w−) will represent probability distortions
applied to gains (resp. losses) of the investor. For x ∈ R we denote by x+ (resp. by x−)
the positive (resp. the negative) part of x.
We define, for θ ∈ Φ,
V +(θ, z) :=
∫ ∞
0
w+
(
P
(
u+
([
Xθ,zT −B
]
+
)
≥ y
))
dy,
and
V −(θ, z) :=
∫ ∞
0
w−
(
P
(
u−
([
Xθ,zT −B
]
−
)
≥ y
))
dy, (4)
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and set V (θ, z) := V +(θ, z)− V −(θ, z).
We aim to find θ∗ ∈ Φ with
V (θ∗, z) = sup
θ∈Φ
V (θ, z). (5)
Note that if w±(p) = p (that is, there is no distortion) then we have V (θ, z) =
Eu(Xφ,zT ), hence problem (1) is a subcase of problem (5).
We need the following technical conditions.
Assumption 1.4. Let Ft be the P -completion of σ(Z1, . . . , Zt) for t = 1, . . . , T , where
the Zi, i = 1, . . . , T are R
N -valued independent random variables. S0 is constant and
S1 = f1(Z1), St = ft(S1, . . . , St−1, Zt), t = 2, . . . , T for some continuous functions ft
(hence St is adapted). We assume that B = g(S1, . . . , ST ) for some continuous g.
Furthermore, for t = 1, . . . , T there exists an Ft-measurable uniformly distributed
random variable Ut which is independent of Ft−1 ∨ σ(St).
Remark 1.5. Stipulating the existence of the “innovations” Zt might look restrictive
but it can be weakened to (Z1, . . . , ZT ) having a nice enough density w.r.t. the re-
spective Lebesgue measure, see Proposition 6.4 of [5]. In addition to the continuity
conditions, the above Assumption requires that the information filtration is “large
enough”: at each time t, there should exist some randomness which is independent
of both the past (Ft−1) and of the present price (St). Since real markets are perceived
as highly incomplete and noisy, this looks a mild requirement. See Section 8 of [5] for
models satisfying Assumption 1.4.
The following result will be shown in Section 4.
Theorem 1.6. Assume that
V −(0, z) > −∞ for all z ∈ R. (6)
Under Assumption 1.4 and (NA), for each z ∈ R there is θ∗ = θ∗(z) ∈ Φ satisfying (5).
Remark 1.7. In Theorem 7.4 of [5] the existence result Theorem 1.6 has been ob-
tained under the following additional assumptions:
1. w+ (resp. w−) is dominated by (resp. dominates) a power function;
2. u− dominates a power function;
3. integrability conditions on St, 1/βt, 1/κt, see Proposition 3.1 below for the defi-
nition of βt, κt.
Again, in the case of u+ bounded above, our assumptions are much weaker.
Remark 1.8. In continuous-time models both Theorem 1.1 and Theorem 1.6 fail and
one needs further assumptions on u−, w− in order to get existence, see [18].
2 Expected utility maximisation – one-step case
In this section we consider a function V : Ω×R→ R such that, for every ω ∈ Ω, the
functions x→ V (ω, x) are non-decreasing, continuous and they satisfy limx→−∞ V (ω, x) =
−∞ and V (ω, x) ≤ C, for all x ∈ R, with some fixed constant C.
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We assume that there is a sequence of real-valued random variablesM(n), n ∈ Z
such that V (n) ≥M(n) holds a.s., for all n. LetH ⊂ F be a sigma-algebra. We assume
that, for all n, m(n) := E(M(n)|H) > −∞ a.s.
Let Y be an Rd-valued random variable and let D(ω) be the affine hull of the
support of a regular version of P (Y ∈ ·|H)(ω). We can choose D ∈ H ⊗ B(Rd), see
Proposition A.1 of [20].
The notation Ξn will be used for the class of Rn-valued H-measurable random
variables. For ξ ∈ Ξd we will denote by ξˆ(ω) the projection of ξ(ω) on D(ω). The
function ω → ξˆ(ω) is H-measurable, see Proposition 4.6 of [20].
Remark 2.1. Notice that P
(
(ξ − ξˆ)Y = 0|H
)
= 1 a.s., hence P (ξY = ξˆY ) = 1. It
means that we may always replace ξ by ξˆ in the maximisation of E(V (x + ξY )|H) in
ξ, which is the subject of the present section.
We assume that there exist H-measurable κ, β > 0 such that for all ξ ∈ Ξd with
ξ(ω) ∈ D(ω) a.s. we have
P (ξY ≤ −β|ξ| |H) ≥ κ a.s. (7)
Following Lemma 4.8 of [20] and Lemma 3.11 of [6], the next lemma allows to
work with strategies admitting a fixed bound.
Lemma 2.2. There exists v : Ω × R → R such that, for all x, v(ω, x) is a version of
ess. supξ∈Ξd E(V (x + ξY )|H) and, for every ω ∈ Ω, the functions x → v(ω, x) are non-
decreasing, right-continuous, they satisfy limx→−∞ v(ω, x) = −∞ and v(ω, x) ≤ C, for
all x ∈ R. There exist random variables K(n), n ∈ Z such that for all x ∈ R and ξ ∈ Ξd
with ξ ∈ D a.s.,
E(V (x+ ξY )|H) ≤ E(V (x+ 1|ξ|≤K([x])ξY )|H), (8)
where [x] denotes the integer part of x. We have m(n) ≤ v(n) a.s., for all n.
Proof. Fix n ∈ Z. Since V (y) → −∞ a.s. when y → −∞, for each L ∈ Ξ1 there is
GL ∈ Ξ
1 such that P (V (−GL) ≤ −L|H) ≥ 1− κ/2 a.s. Since for all x ∈ [n, n+ 1),
E(V (x+ ξY )|H) ≤ C + E(V (n+ 1− |ξ|β)1{ξY ≤−|ξ|β,V (−GL)≤−L}|H)
and, by (7), P (ξY ≤ −β|ξ| |H) ≥ κ a.s., we get that whenever β|ξ| ≥ GL + n + 1, we
have
E(V (x+ ξY )|H) ≤ C + E(V (n+ 1− |ξ|β)1{ξY ≤−|ξ|β,V (−GL)≤−L}|H) ≤ C − L(κ/2).
Choose L := 2(C −m(n))/κ, then K(n) := (GL + n+ 1)/β is such that for |ξ| ≥ K(n),
E(V (x+ ξY )|H) ≤ m(n) ≤ E(V (x)|H)
holds a.s., providing a suitable function K(·).
Now for each x, let F (x) be an arbitrary version of the essential supremum in
consideration. We may and will assume that m(n) ≤ F (x) ≤ C for all ω and x ∈
[n, n+ 1), for all n. Outside a negligible set N ⊂ Ω, q → F (q) in non-decreasing on Q.
Define v(x) := infq>x,q∈Q F (q). This function is non-decreasing and right-continuous
outside N .
Fix x ∈ R. Since F (x) ≤ F (q) a.s. for x ≤ q, we clearly have F (x) ≤ v(x) a.s. Let
us now take ξk ∈ Ξ
d with
F (qk)− 1/k ≤ E(V (qk + ξkY )|H),
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a.s. where x < qk < x+ 1, qk ∈ Q decreases to x as k →∞. Then, by Remark 2.1 and
(8),
F (qk)− 1/k ≤ E(V (qk + ξ¯kY )|H),
where ξ¯k := ξˆk1|ξˆk|≤K([x])+K([x+1]), k ∈ N. By Lemma 2 of [11], there is anH-measurable
random subsequence1 kn, n→∞ such that ξ¯kn → ξ
′ a.s. with some ξ′ ∈ Ξd. The Fatou
lemma and continuity of V imply that
v(x) = lim
n→∞
(F (qnk)− 1/nk) ≤ E(V (x+ ξ
′Y )|H) ≤ F (x)
a.s., showing that v(x) is indeed a version of F (x).
Finally we claim that v(x) → −∞, x → −∞ a.s. For each L(n) := n there is
GL(n) ∈ Ξ
1 with P (V (−GL(n)) ≤ −L(n)|H) ≥ 1− κ/2. Let us notice that
E(V (−GL(n) + ξY )|H) ≤ E(V (−GL(n))1{ξY≤0, V (−GL(n))≤−L(n)}|H) + C ≤ −nκ/2 + C,
which is a bound independent of ξ and it tends to −∞ a.s. as n→ −∞, so v(−GL(n))→
−∞. By the monotonicity of v this implies that a.s. limx→−∞ v(x) = −∞. Hence our
claim follows. By modifying v on a null set we get that the claimed properties hold
for each ω ∈ Ω. The last statement of this Lemma is trivial.
Lemma 2.3. Let H ∈ Ξ1. Then v(H) is a version of ess. supξ∈Ξd E(V (H + ξY )|H).
Proof. Working separately on the events {H ∈ [n, n + 1)} we may and will assume
that H ∈ [n, n + 1) for a fixed n. The statement is clearly true for constant H by
Lemma 2.2 and hence also for countable step functions H. For general H, let us take
step functions Hk ∈ [n, n + 1), Hk ∈ Ξ
1 decreasing to H as k → ∞. v(Hk) → v(H)
a.s. by right-continuity. It is also clear that, for all ξ ∈ Ξd, E(V (H + ξY )|H) ≤
E(V (Hk + ξY )|H) a.s. for all k, hence
ess. sup
ξ∈Ξd
E(V (H + ξY )|H) ≤ v(H).
Choose ξk with E(V (Hk + ξkY )|H) > v(Hk)− 1/k and note that ξ¯k := ξˆk1|ξˆk|≤K(n) also
satisfies E(V (Hk + ξ¯kY )|H) > v(Hk)− 1/k by Remark 2.1 and Lemma 2.2.
By Lemma 2 of [11] we can take anH-measurable random subsequence kl, l→∞
such that ξ¯kl → ξ
† a.s., l →∞. Fatou’s lemma and continuity of V imply
v(H) = lim
l→∞
[v(Hkl)− 1/kl] ≤ lim sup
l→∞
E(V (Hkl + ξ¯klY )|H) ≤ E(V (H + ξ
†Y )|H),
completing the proof.
Lemma 2.4. Outside a negligible set, the trajectories x→ v(x, ω) are continuous.
Proof. Arguing by contradiction, let us suppose that the projection A ∈ H of the set
B := {(x, ω) : v(x, ω) > ε+ sup
q<x,q∈Q
v(q, ω)} ∈ B(R)⊗H
on Ω has positive probability for some ε > 0. Let H be a measurable selector of B
on A and let it be 0 outside A. Let H > Hk be rational-valued H-measurable step
1That is, H-measurable random variables kn : Ω → N, n ∈ N with kn(ω) < kn+1(ω) for all ω ∈ Ω and
n ∈ N.
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functions increasing to H and choose ζl such that v(H) − 1/l ≤ E(V (H + ζlY )|H) for
each l ∈ N. On A we have
lim sup
k→∞
E(V (Hk + ζlY )|H) ≤ lim sup
k→∞
v(Hk) ≤ v(H)− ε.
On the other hand, monotone convergence ensures limk→∞E(V (Hk+ζlY )|H) = E(V (H+
ζlY )|H) ≥ v(H)− 1/l, for all l. Tending l→∞ leads to a contradiction.
By modifying v(·, ω) on a negligable set we may and will assume that v(·, ω) is
continuous for all ω ∈ Ω.
Lemma 2.5. For each real-valued H-measurable random variable H there exists H-
measurable ξ∗H : Ω→ R
d such that E(V (H + ξ∗HY )|H) = v(H) a.s.
Proof. The set E(V (H + ξY )|H), ξ ∈ Ξd is directed upwards hence there is a sequence
ξk ∈ Ξ
d such that E(V (H + ξkY )|H) increases to ess. supξ∈Ξd E(V (H + ξY )|H) = v(H),
recall Lemma 2.3. Define the random variable K([H]) :=
∑
n∈ZK(n)1H∈[n,n+1). By
Remark 2.1 and Lemma 2.2, for ξ¯k := ξˆk1|ξˆk|≤K([H]),
E(V (H + ξkY )|H) ≤ E(V (H + ξ¯kY )|H)
a.s. for all k. Then an H-measurable random subsequence kn exists such that ξ¯kn →
ξ∗ a.s., n→∞ for some ξ∗ ∈ Ξd, and Fatou’s lemma guarantees that
E(V (H + ξ∗Y )|H) ≥ lim sup
n→∞
E(V (x+ ξ¯knY )|H) ≥ limn→∞
E(V (x+ ξnY )|H) = v(H),
hence ξ∗H := ξ
∗ is as required.
3 The multi-step case
We first recall a useful consequence of (NA). Let Dt(ω) be the affine hull of the
support of a regular version of P (∆St+1 ∈ ·|Ft)(ω). Let Ξ
n
t denote the class of Ft-
measurable n dimensional random variables.
Proposition 3.1. (NA) implies the existence of βt, κt ∈ Ξ
1
t with βt, κt > 0 a.s. such
that for ξ ∈ Ξdt with ξ ∈ Dt a.s.:
P (ξ∆St+1 ≤ −βt|ξ||Ft) ≥ κt on {Dt 6= {0}} (9)
holds almost surely; for all 0 ≤ t ≤ T − 1.
Proof. Trivial from Proposition 3.3 of [20].
Remark 3.2. Note that if Q ∼ P then (9) implies that
Q(ξ∆St+1 ≤ −βt|ξ||Ft) ≥ κ
Q
t on {Dt 6= {0}}
for some κQt > 0 a.s.
In this section all the assumptions of Theorem 1.1 will be in force. Set UT (x, ω) :=
u(x−B(ω)) for (ω, x) ∈ Ω× Rd.
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Lemma 3.3. For t = 0, . . . , T−1, there exist Ut : Ω×R→ R such that, for all x, Ut(ω, x)
is a version of ess. supξ∈Ξd E(Ut+1(x + ξ∆St+1)|Ft) and, for every ω ∈ Ω, the functions
x→ Ut(ω, x) are non-decreasing, continuous, they satisfy limx→−∞Ut(ω, x) = −∞ and
Ut(ω, x) ≤ C, for all x ∈ R, with some constant C. For each Ft-measurable Ht there
exists ξ˜t(Ht) ∈ Ξ
d
t such that
E(Ut+1(Ht + ξ˜t(Ht)∆St+1)|Ft) = ess. sup
ξ∈Ξd
E(Ut+1(Ht + ξ∆St+1)|Ft).
Proof. Proceeding by backward induction, we will show the statements of this Lemma
together with the existence of Mt(n) ≤ Ut(n) with EMt(n) > −∞. First apply Lem-
mata 2.2, 2.4 and Proposition 2.5 to Y := ∆ST , V := UT , D := DT−1 and M(n) =
MT (n) := UT (n) and we get the statements for T − 1. Note that (NA) implies (7) for Y
by Proposition 3.1. Also,MT−1(n) := E(UT (n)|FT−1) satisfies EMT−1(n) > −∞ by (3).
Assume that this Lemma has been shown for t + 1. Apply Lemmata 2.2, 2.4 and
2.5 with the choice Y := ∆St+1, V := Ut+1, D := Dt and M(n) := Mt+1(n) to get
the statements for t, noting that for m(n) = Mt(n) := E(Mt+1(n)|Ft) = E(UT (n)|Ft),
Em(n) > −∞.
Proof of Theorem 1.1. Using the previous Lemma, define recursively φ∗1 := ξ˜1(z) and
φ∗t+1 := ξ˜t+1(X
φ∗,z
t ). For any φ ∈ Φ:
Eu(Xφ,zT −G) = EE(UT (X
φ,z
T−1 + φT∆ST )|FT−1) ≤ EUT−1(X
φ,z
T−1)
≤ . . . ≤ EU0(z)
by repeated applications of Lemma 2.3 for v = Ut, t = T − 1, . . . , 0. Notice that
there are equalities everywhere for φ∗. This finishes the proof except the continuity
of u¯. Note that U0 is continuous outside a negligible set by Lemma 3.3. Clearly,
u¯(x) = EU0(x). Let xn converge to x and let k ∈ Z be such that k ≤ infn xn. Then
U0(xn) → U(x) a.s. and M0(k) ≤ U0(xn) ≤ C where C is an upper bound for u. Since
M0(k) is integrable, dominated convergence finishes the proof. ✷
4 Utility maximisation under cumulative prospect the-
ory
We begin with a variant of Lemma A.1 in [5]. Let us define
Φˆ := {θ ∈ Φ : θt ∈ Dt a.s., t = 1, . . . , T}.
Lemma 4.1. For all t = 0, . . . , T − 1, there exist pit ∈ Ξ
1
t , pit > 0 a.s., t = 0, . . . , T − 1,
such that, for all θ ∈ Φˆ,
P (θt+1∆St+1 ≤ −κt|θt+1|, θn∆Sn ≤ 0, n = t+ 2, . . . , T |Ft) ≥ pit on {Dt 6= {0}}.
Proof. Define the events
At+1 := {θt+1∆St+1 ≤ −κt|θt+1|},
An := {θn∆Sn ≤ 0}, t+ 2 ≤ n ≤ T.
We will prove, by induction on m = t+1, . . . , T , that for all Q ∼ P , there is piQt (m) > 0
a.s. such that
EQ(1At+1 . . . 1Am |Ft) ≥ pi
Q
t (m) on {Dt 6= {0}}. (10)
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For m = t+ 1 this is trivial for P = Q by Proposition 3.1 and it follows for all Q ∼ P
by Remark 3.2.
Let us assume that (10) has been shown for m− 1, we will establish it for m.
EQ(1Am . . . 1At+1 |Ft) = EQ(EQ(1Am |Fm−1)1Am−1 . . . 1At+1 |Ft)
≥ EQ(κ
Q
m−11Am−1 . . . 1At+1 |Ft).
Now define R ∼ P by dR/dP := κQm−1/Eκ
Q
m−1. It follows that
EQ(κ
Q
m−11Am−1 . . . 1At+1 |Ft) = EQ(κ
Q
m−1)ER(1Am−1 . . . 1At+1 |Ft)EQ(dR/dQ|Ft)
≥ EQ(κ
Q
m−1)EQ(dR/dQ|Ft)pi
R
t (m− 1) > 0 a.s. on {Dt 6= {0}},
showing the induction step. Finally, one can set pit := pi
P
t (T ).
Lemma 4.2. Let θ(n) ∈ Φˆ, n ∈ N such that V (z, θ(n)) ≥ −c for some c ∈ R, for all n.
Then the sequence of the laws of (θ1(n), . . . , θT (n)) is tight.
Proof. It suffices to show, by induction on m = 1, . . . , T , that we have, for all m,
P (|θm(n)| ≥ cn)→ 0, n→∞,
for every 0 ≤ cn → ∞, n → ∞, see e.g. Lemma 4.9 on p. 66 of [13]. The first step is
similar to the induction step, so we omit it. Let us assume that the above statement
has been shown for m = 1, . . . , k, we will show it for k + 1.
Define the right-continuous and non-decreasing function w−1− (q) := max{p ∈ [0, 1] :
w−(p) = q}, q ∈ [0, 1] (note the continuity of w−). Clearly, w
−1
− (q)→ 0, q → 0.
Since u+ and hence also V
+(θ(n), z) are bounded above by a fixed constant C,
V (θ(n), z) ≥ −c implies V −(θ(n), z) ≤ c+C for all n. From (4) we get w−(P ((u−(X
θ(n),z
T −
B)−) ≥ y)) ≤ (c+C)/y hence also P (u−((X
θ(n),z
T −B)−) ≥ y) ≤ w
−1
− ((c+C)/y), for all
y > 0. This shows that
P ((X
θ(n),z
T −B)− ≥ cn) ≤ P (u−((X
θ(n),z
T −B)−)) ≥ u−(cn)) ≤ w
−1
− ((c+C)/u−(cn))→ 0,
as n→∞, since u−(x)→∞, x→∞ and w
−1
− (q)→ 0, q → 0.
We claim that, for all 1 ≤ j ≤ k, P (|θj(n)∆Sj| ≥ cn) → 0, n → ∞ for any sequence
cn →∞, n→∞. Indeed, fix ε > 0. P (|∆Sj | ≤ s) ≥ 1− ε/2 for s large enough. Also, for
n large enough, P (|θj(n)| ≤ cn/s) ≥ 1 − ε/2. Hence P (|θj(n)∆Sj | ≥ cn) ≤ ε for n large
enough, as claimed. It follows that also
l(n) := P (|X
θ(n),z
k | ≥ cn/3) ≤
k∑
j=1
P (|θj(n)∆Sj| ≥ cn/(3k))→ 0, n→∞.
Lemma 4.1 implies that
P (|B| ≥ cn/3) + l(n) + P ((X
θ(n),z
T −B)− ≥ cn/3) ≥
P ((
T∑
j=k+1
θj(n)∆Sj)− ≥ cn) ≥
P (θk+1(n)∆Sk+1 ≤ −κk|θk+1(n)|, θj(n)∆Sj ≤ 0, k + 2 ≤ j ≤ T,
|θk+1(n)| ≥ cn/κk,Dt 6= {0}) ≥
E[1Dt 6={0}1|θk+1(n)|≥cn/κkpik+1],
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so E[1Dt 6={0}1|θk+1(n)|≥cn/κkpik+1]→ 0, n→∞. Define Q ∼ P by dQ/dP := pik+1/Epik+1.
Since θ(n) ∈ Φˆ, θk+1(n) = 0 on {Dt = {0}}. It follows that Q(|θk+1(n)| ≥ cn/κk) → 0,
n → ∞, which implies Q(|θk+1(n)| ≥ cn) → 0 and hence also P (|θk+1(n)| ≥ cn) → 0,
n→∞. The induction step is completed.
Proof of Theorem 1.6. Let θ(j) be such that V (θ(j), z) > supθ∈Φ V (θ, z)− 1/j, j ∈ N. By
Remark 2.1 we may and will suppose that θ(j) ∈ Φˆ for all j. By (6), the supremum is
at least V (0, z) > −∞ so infj V (θ(j), z) > −∞, hence Lemma 4.2 shows the tightness
of the sequence of random variables
(S1, . . . , ST , θ1(j), . . . , θT (j)), j ∈ N.
Following verbatim the proof of Theorem 7.4 in [5] we get θ∗ ∈ Φ such that (along a
subsequence)
(S1, . . . , ST , θ1(j), . . . , θT (j))→ (S1, . . . , ST , θ
∗
1, . . . , θ
∗
T )
in law as j →∞, hence also X
θ(j),z
T converge to X
θ∗,z
T in law, j →∞.
As u±, w± are continuous, w±(P (u±([X
θ(n),z−B]±) ≥ y)) tend to w±(P (u±([X
θ∗,z−
B]±) ≥ y)) outside the discontinuity points of the cumulative distribution functions
of u±([X
θ∗,z −B]±), in particular, for Lebesgue-a.e. y. Fatou’s lemma implies
lim sup
j→∞
V (θ(j), z) ≤ V (θ∗, z),
which shows that θ∗ satisfies (5). ✷
5 A counterexample
Let us define P := {Law(Xφ,0T ) : φ ∈ Φ}. The proof of Theorem 1.6 consisted
of two steps: first, the relative compactness of the sequence of optimisers (for the
weak convergence of probability measures) was shown using Lemma 4.2; second, the
closedness of the set P was established referring to the proof of Theorem 7.4 in [5],
under Assumption 1.4.
In this section we provide an example which shows that the latter closedness
property can easily fail unless additional assumptions (such as Assumption 1.4 of the
present paper or Assumption 6.1 of [5]) are made. This fact is surprising since the
set {Xφ,0T : φ ∈ Φ} is closed in probability, even without (NA), see Proposition 2 of [24]
and Proposition 6.8.1 of [8].
Our example will be a one-step model with one risky asset and a non-trivial initial
sigma-algebra. Let U be uniform on [0, 1] and let Y be a Z-valued random variable,
independent of U , with P (Y = −1) = 1/2, P (Y = k) = 1/2k+1, k ≥ 1. Define F0 :=
σ(U), F1 := σ(U, Y ). Set S0 = 0, S1 = ∆S1 := −1 if Y = −1 and ∆S1 = fk(U) if Y = k,
k ≥ 1 where fk(x) := 3
k+1/2+ qk(x), x ∈ [0, 1] and qk is a complete orthogonal system
in the Hilbert space
{h ∈ L2([0, 1],B([0, 1]),Leb) :
∫ 1
0
h(x)dx = 0}
such that each qk is continuous and |qk(x)| ≤ 1/2, x ∈ [0, 1]. Such a system can easily
be constructed e.g. from the trigonometric system. This model clearly satisfies (NA)
but we claim that
P = {Law(φ∆S1) : φ is F0-measurable}
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is not closed for weak convergence.
We first construct a certain limit point for a sequence in P. A “creation of more
randomness” takes place in the next lemma.
Lemma 5.1. Define gn(x) := n(x − k/n), k/n ≤ x < (k + 1)/n, k = 0, . . . , n − 1 and
set gn(1) = 1, for n ∈ N. We claim that µn := Law(U, gn(U)) converges weakly to
µ∞ := Law(U, V ), n→∞, where V is uniform on [0, 1] and it is independent of U .
Proof. It suffices to prove that, for all 0 ≤ a, b ≤ 1, we have µn([0, a]×[0, b]) → µ([0, a]×
[0, b]), see Theorem 29.1 in [3]. Fix a, b and define, for all n, l(n) as the largest integer
with l(n)/n ≤ a. By the definition of gn, we have that, for all n ∈ N ∪ {∞},
µn([0, l(n)/n] × [0, b]) = bl(n)/n.
It is also clear that µn([0, a] × [0, b]) − µn([0, l(n)/n] × [0, b]) ≤ 1/n holds for all n ∈ N
and also µ∞([0, a] × [0, b]) − µ∞([0, l(n)/n] × [0, b]) ≤ 1/n, hence µn([0, a] × [0, b]) →
µ∞([0, a] × [0, b]), n→∞.
Define φn := gn(U)+1, n ∈ N. It follows that the sequence of triplets (U, Y, φn), n ∈
N converges to (U, Y, V ) in law, where V is uniform on [1, 2] and independent of (U, Y ).
Define φ¯ := V . Note that equipping Z with the discrete topology, ∆S1 is a continuous
function of (U, Y ), hence, by the continuous mapping theorem, Law(φn∆S1) converges
weakly to ν := Law(φ¯∆S1). We claim, however, that ν /∈ P.
Aguing by contradiction, let us suppose the existence of a Borel-function g such
that with φ := g(U) one has ν = δ := Law(φ∆S1). Let s denote the support of the law
of φ. If s∩ (−∞, 0) 6= ∅ then the support of δ would be unbounded from below hence it
cannot be equal to ν. Hence φ ≥ 0 a.s. and then −s = supp(ν) ∩ (−∞, 0] = [−2,−1], so
s = [1, 2].
This implies that the following (a.s.) equalities hold between events:
Ak := {φ∆S1 ∈ [3
k, 2× 3k + 2]} = {Y = k} = {φ¯∆S1 ∈ [3
k, 2× 3k + 2]},
for all k ≥ 1. Then, by independence of U from Y and V of (U, Y ),
E[φ∆S11Ak ] = P (Y = k)E[g(U)fk(U)] = (1/2
k+1)
∫ 1
0
g(x)fk(x)dx =
E[φ¯∆S11Ak ] = (1/2
k+1)EV Efk(U) = (1/2
k+1)(3/2)(3k + 1/2).
It follows that, for all k,
ck :=
∫ 1
0
g(x)qk(x)dx = E[g(U)(fk(U)− 3
k − 1/2)] = [3/2 − Eg(U)](3k + 1/2).
Since the qk are orthogonal and uniformly bounded, necessarily
∑∞
k=1 c
2
k < ∞, so
ck = 0 for all k. This implies Eg(U) = 3/2. By the completeness of the sequence qk we
also get that g is a.s. constant, so φ = 3/2. This contradiction with s = [1, 2] shows
our claim.
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