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概要: 分散ハッシュテーブル (DHT) は, ネットワークのノード数
が増えても効率的にデータを取り出せるため, スケーラビリティの
観点から注目されており, 近年では無線ネットワークへの応用が研
究されている. DHTにおけるルーティングアルゴリズムの多くは
ルーティングの効率がよく, ノードの耐故障性を備えたものもある
が, それでも故障ノードに完全に対処することは難しく, 課題の一
つとなっている. 本研究では, 既存のシミュレータとして知られて
いる Overlay Weaverおよび OverSimを拡張し, 故障ノードが存
在する場合に各ルーティングアルゴリズムにどのような影響が現
れるかのシミュレーションを行った. その結果本研究で設定した
条件下では, Kademliaがもっとも故障に対して強いアルゴリズム
であることがわかった. また, Overlay Weaver と Oversim の間
では, 同じアルゴリズムでも計測条件の違いなどにより比較が難し
いことがわかった.
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1 はじめに
実ネットワーク上に仮想的なリンクで構成された論理
ネットワークのことをオーバーレイネットワークとよび,
数学的な制約に従ってノードを配置するものを特に構造化
オーバーレイとよぶ. 分散ハッシュテーブル (Distributed
Hash Table, DHT) とは, keyと valueをペアにして管理す
るデータ構造である連想配列を, 構造化オーバーレイ上で
分散管理するようにしたものである. 具体的には, 各ノード
や資源 (key-valueペア) に一意の IDを割り当てて同一 ID
空間上に配置し, 資源の IDにもっとも近い IDをもつノー
ドがその資源を管理するようにする. DHTでは, 各ノード
が資源を担当しているノードを探索 (lookup) するために,
ルーティングを行っていく. DHT 上に資源を配置する操
作を PUT, DHT 上の資源を探索して得る操作を GET と
よぶ.
DHTを効率的に運用するために, 構造化オーバーレイに
おけるさまざまなルーティングアルゴリズムが提案されて
きた. これらのアルゴリズムでは, 目標 IDに到達するため
に必要な平均ホップ数 (ネットワーク上のノード数を N と
して O(logN)など) が保証されている [2]. DHTの応用と
しては, 分散ファイルストレージやマルチキャストなどが
あげられ, 近年では無線ネットワーク (モバイルアドホック
ネットワーク, センサネットワークなど) 上でそれらのア
プリケーションを構成することが研究されている. 既存の
ルーティングアルゴリズムでは, ルーティングテーブルの一
貫性を維持するために周囲のノードに定期的に問い合わせ
を行うが, それでもノードの故障に完全に対処することは難
しく, 課題の一つとなっている.
本研究では, 故障を考慮した状況でのルーティングアルゴ
リズムの性能比較を行うことを目的とする. そのため, 既存
のシミュレータとして知られている Overlay Weaver[6] お
よび OverSim[1]を拡張し, 故障ノードが存在する場合に各
ルーティングアルゴリズムにおける lookup のホップ数や
通信量にどのような影響が現れるのかを解析するためのシ
ミュレーションを行う.
2 研究に関連する用語
2.1 構造化オーバーレイにおける探索方法
構造化オーバーレイには, ルーティングアルゴリズムとは
別に, 反復探索, 再帰探索という 2 種類の探索方法がある.
ルーティングアルゴリズムはネットワークの構造や経路の
選び方を規定しているのに対し, 経路上の各ノードが相互に
どのノードに問い合わせるかという通信パターンが探索方
法に該当する [5]. ここでは故障ノード存在下での各探索方
法の振る舞いについて述べる.
2.1.1 反復探索
探索の要求元が経路上の各ノードに対して自ら問い合わ
せを行い, 次ホップを決めていくような探索方法を反復探索
(iterative lookup) という. 反復探索では, 故障ノードのリ
ストを持っておくことで, 不要な問い合わせを避けることは
容易である.
2.1.2 再帰探索
経路上の各ノードが探索要求を転送していく探索方法を
再帰探索 (recursive lookup) という. 故障ノードの検知は
通信の失敗だけをもって行うものとする場合, 転送先ノード
の故障を検知したノードは, 次善のホップ先ノードへと転送
を行う. このとき, 転送を受けた次善ノードが故障ノードに
転送を試みてしまう可能性がある. 特に, 目標 IDへと経路
が収束していく探索の終盤に起こる可能性が高い [5].
2.2 inverse scaling problem
構造化オーバーレイでは, ノード数が数千を下回る場合に
パフォーマンスが発揮されず, 負荷分散の不均一や一貫性
の不完全なルーティングテーブルなどが生じるとされてい
る. これにより, 構造化オーバーレイのスケーリングが妨げ
られることを inverse scaling problem とよぶ. しかし, 他
研究では inverse scaling problemに関してあまり考察され
ておらず, 問題視されていない. 本研究では, この inverse
scaling problemに関する調査実験を行った. 詳細はのちの
5.1項で述べる.
2.3 Churn
構造化オーバーレイにおいて, 連続的にノードが参入・離
脱を繰り返すことを Churn とよぶ. この Churn によって,
DHTに格納されている key-valueペアの再配分やルーティ
ングテーブルのメンテナンスが必要となり, 適切なタイミン
グでそれらが行われないと一貫性が保証されず, ルーティン
グに影響が現れるという問題がある. また, メンテナンスに
要する通信量とのトレードオフも考えられる.
Churn を実際にシミュレーションするためには, 発生モ
デルを考える必要がある. さまざまな発生モデルが過去に
提案されてきたが, 本論文では実在する P2P システムの
計測データを基にワイブル分布を用いてフィッティングを
行っている Stutzbachらのモデル [3]を用いる. Stutzbach
らのモデルでは, \inter-arrival time" と \session length"
の二つが Churnの基本性質であるとしており, これらの性
質を表すパラメータに対してフィッティングを行う. ある
ノードが参入してから離脱するまでを 1 セッションとし,
inter-arrival timeはあるノードのセッション開始時間から,
次の別のノードのセッション開始時間までの経過時間を表
す. これは Churnにおけるノードの参入間隔を表す. 一方
session lengthとは, 各ノードが参入してから離脱するまで
の 1セッションの時間を表す.
inter-arrival timeおよび session lengthをフィッティン
グすることによって決定されたワイブル分布のパラメータ
はそれぞれ次のようになる:
 inter-arrival time
k = 0:79,  = 0:29
 session length
k = 0:38,  = 42:4
なお, inter-arrival time の  の値については明示されてい
なかったため, 論文 [3]の図から直接求めた. そのため は
正確な値ではない. シミュレーション実験では, これらのパ
ラメータに従って Churnを発生させることにする.
3 シミュレータ
ここでは, 実験で使用した Overlay Weaverおよび Over-
Simについて述べる.
3.1 Overlay Weaver
Overlay Weaver[6] とは, DHT におけるルーティングア
ルゴリズムの設計・評価を行うために開発されたオーバー
レイ構築ツールキットである. Overlay Weaverでは, ルー
ティング層と DHT サービス, マルチキャストサービスが
分離されている. DHT シェルというインタプリタが用意
されており, DHTにおけるノードの操作はこのインタプリ
タに指示することで行う. また, 複数の DHTシェルに与え
る命令を時系列でシナリオファイルに記述し, 分散環境エ
ミュレータに読み込ませることで複数台のノードのシミュ
レーションを行うことができる. 各ノードの動作を並列に
エミュレートするため, 実時間のシミュレーションとなり再
現性はないが, Overlay Weaver内で実装したルーティング
アルゴリズムは実環境への移植が容易である.
Overlay Weaverには統計データを取得する仕組みが不足
しており, 得られるデータは次のようなものに限られる:
 各ノードの指定時間におけるルーティングテーブル
 GET操作の成否
 lookup時の経路とホップ数
 lookupに要した各メッセージの送信回数
3.2 OverSim
OverSim[1] とは, 離散イベントシミュレーション環境で
ある OMNeT++[4] に, オーバーレイネットワークおよび
DHT をはじめとするアプリケーションのシミュレーショ
ン機能を追加するフレームワークである. OverSim では,
さまざまなパラメータ設定を記述した設定ファイルを読み
込むことでシミュレーションを行う. OverSimのアーキテ
クチャは Underlay, Overlay, Application の三層で構成さ
れており, 各層の間でメッセージをやり取りして通信を行
うことで, アプリケーションの動作がシミュレートされる.
OverSim は離散イベントシミュレーションを行うため, 実
時間よりも高速にシミュレーションを行うことができ, 再現
性がある. また, 各層で統計データを取得する仕組みを備え
ているため, たとえば次のようなデータを取得することがで
きる:
 各層の操作で受信 (送信) したバイト数 (メッセージ数)
 GET (PUT) 操作の遅延
 成功 (失敗) した GET (PUT) 操作のメッセージ数
 GET操作の成功率
 lookupに要した平均ホップ数
4 ノードの故障の定義とシミュレータへの実装
4.1 ノードの故障
ノードの故障は応答を返せない状態と, 任意の正しくない
応答を返す状態の 2種類があり, 後者のような故障を特にビ
ザンチン障害 (Byzantine Failure) とよぶ. 本研究では, 以
下の二つをノードの故障として定義する.
 ルーティングの拒否
ルーティングを自身で打ち止めにし, 応答を返さない.
 ランダムルーティング
ルーティングの要求を受け取った際に自身のルーティ
ングテーブルから最善のノードを返すのではなく, ラン
ダムに選んで返す. これはビザンチン障害の一種とい
える.
4.2 シミュレータでの故障の実装
ここでは各シミュレータについて, ノードの故障に関する
シミュレーション機能を追加するために, どのような拡張を
行ったかについて述べる.
4.2.1 Overlay Weaver
Overlay Weaver ではノードの故障に関する仕組みその
ものが存在しないため, ノードが故障しているかどうかを管
理する仕組み, および故障ノードのランダムルーティングを
実装した. これに加え, 故障ノードに関するシミュレーショ
ンのための完全なシナリオを自動生成できるように拡張を
行った.
4.2.2 OverSim
OverSimでは, ノードを時間経過後に故障させる仕組み,
およびノードの故障時の動作としてルーティングの拒否が
既に実装されていた. しかし, 参入するノードを予め故障さ
せることができなかったため, 故障ノードが参入するように
し, 故障時は新たにランダムルーティングを行うように拡張
を行った. また, lookup におけるホップ数の取得について
は, Overlay 層の Iterative ルーティングについて取得でき
るが, DHT における PUT/GET とは関係ない通信につい
ても計測されてしまうため, DHTに関係する通信のみ取得
する仕組みを実装した. Recursiveルーティングについては
未実装だったため, 取得できるように拡張を行った.
5 シミュレーション実験
ここでは, 本研究で行ったシミュレーション実験の設定,
およびその結果について述べる.
5.1 inverse scaling problemの調査実験
2.2項で述べたように, 構造化オーバーレイにはノード数
が数千を下回る際にパフォーマンスが低下するといわれて
いる. このことを確かめるために, 次の表 1のような条件を
設定し, OverSim による調査実験を行った. 各ノード数で
10 回計測し, それぞれのノード数で取った最小の値を図示
したものが図 1である. 最小の値としたのは, 各ノード数で
計測した平均を取ると, 異常値が消えてしまうからである.
表 1 実験の条件
条件 詳細
ルーティングアルゴリズム Chord
探索方法 Iterativeルーティング
シミュレーション時間 100秒
ノード数 10  2i (0  i  10)
試行回数 各ノード数で 10回
計測対象 GET操作の平均成功率
図 1 ノード数と GET操作の平均成功率の関係
全体としてはほぼ 1 に近い成功率だが, 40 ノード, 80
ノード, 1280 ノードでは異常値が確認できた. 特に 1280
ノードでは成功率が 0.8近くまで落ちており, 無視できない.
しかし, このような現象が起きたのは Chord, かつ Iterative
ルーティングとしたときのみであり, 他のアルゴリズムと探
索方法の組み合わせで同様の条件を設定した場合は確認で
きなかった. さらに乱数の種を固定してノード数やシミュ
レーション時間を変化させて調査を行ったところ, 種の選び
方によってルーティングの失敗数が増えることがわかった.
具体的には種が \77" となる場合, ノード数やシミュレー
ション時間に限らず他のノード数でも GET 操作の平均成
功率が大きく下がることがわかった. そのため, このような
種の場合にルーティングにどのような影響が起きているか
の追加調査が必要である. なお, Overlay Weaverで同様の
条件を設定して各アルゴリズム, 探索方法でシミュレーショ
ンを行ったところ, このような問題は起きずに成功率はすべ
て 1であった.
5.2 ノードの故障による影響の調査実験
ノードの故障による影響を調査するための指標としては,
次のようなものがあげられる:
 lookupに要した平均ホップ数
 GET操作の成功率
 PUT/GET操作の遅延時間
 通信量 (メッセージの数・バイト数)
これらの指標についての計測はすべて OverSimを用いる
ことで可能である. そのため, 本研究では主に OverSim を
用いて実験を行った. なお, Overlay Weaverについても計
測可能である lookup に要した平均ホップ数, および GET
操作の成功率については両シミュレータで結果の比較を
行った. 本項ではいくつか抜粋して実験結果を示す.
5.2.1 シミュレーション条件の設定
Overlay Weaverと OverSimではシミュレーションで設
定できるパラメータや動作が異なるが, 本研究では次のよう
な手順で実験を行った:
1. 起動するノードのうち, 設定した故障の割合だけ予め故
障状態にする.
2. 10240ノードすべてを起動する.
3. 100  2  10240 = 2048  103 秒のシミュレーション (計
測) 時間中に, 平均 60, 標準偏差 6 の正規分布に従う
乱数で生成した秒数の間隔で DHTへの PUT/GETを
行う.
故障の割合は, 全体のノード数を 1 として 0, 0:05, : : :,
0:40 と 0:05 刻みで設定した. OverSim の計測時間を今回
は 100 秒に設定したが, 上記のような計測時間になった.
OverSim はイベント駆動であるため, 設定された計測時間
よりも早く計測ができるが, Overlay Weaver ではエミュ
レーションされるため, 計測時間と同じ実時間がかかってし
まう. そのため, Overlay Weaver では時間を 11000 に設定
し, ミリ秒単位とした.
5.3 ランダムルーティングによる影響
ランダムルーティングを行う故障ノード存在下での GET
操作の成功率, メンテナンス通信の通信量に関する実験結果
を図 2, 図 3に示す.
Chord Iterative, Kademliaは故障ノードの割合に対する
平均ホップ数, GET 操作の成功率のバランスがよい. 通信
量という観点で考えると, Kademliaは定期的に通信を行う
ために他のアルゴリズムよりも多い結果となっている. 一
方 Overlay Weaverでは, Koorde Iterativeは GET操作の
成功率が非常に低い. また, Chord, Kademliaの GET成功
率は OverSimのものよりも高くなることがあるが, 値は不
安定である. Koorde の GET 成功率に関しては Iterative,
Recursiveともに OverSimと同様の減少傾向が現れている
ことがわかる.
5.4 ルーティングの拒否による影響
ルーティングの拒否を行う故障ノード存在下での GET
操作の成功率, GET操作の遅延時間に関する実験結果を図
4, 図 5に示す.
Recursiveルーティングのアルゴリズム, および Kadem-
lia は Get 操作の成功率が高い. しかし, 遅延時間とい
う観点では Recursive ルーティングのアルゴリズムより
Kademliaのほうが小さく, 逆に通信量という観点では Re-
cursiveルーティングの方がよい結果となっている.
図 2 ランダムルーティングにおける GET 成功率の関係の
比較
図 3 ランダムルーティングにおけるメンテナンス通信に要
したバイト数の関係
図 4 ルーティングを拒否する故障ノード存在下での GET
成功率の関係
6 Churnによる影響の調査実験
Churn ではノードが離脱するため, 問い合わせ元のノー
ドから見ると, 問い合わせ先のノードの応答がない場合, 故
障によってルーティングの拒否をしているのか, あるいは既
に離脱してしまったあとなのかという判断ができない. そ
こで次のような手順で実験を行い, ルーティングの拒否を行
図 5 ルーティングを拒否する故障ノード存在下での GET
操作の遅延時間の関係
う故障ノード存在下でのシミュレーションと, Churn によ
るノードの参入, 離脱のシミュレーションとで, シミュレー
タの実装よる違いが現れるかの調査を行った.
1. ノードすべてを起動する.
2. 2.3 項で設定したパラメータに従って Churn を発生さ
せるように設定する.
3. ノード数を xとし, 100  2  x = 200x秒のシミュレー
ション (計測) 時間中に, 平均 60, 標準偏差 6 の正規
分布に従う乱数で生成した秒数の間隔で DHT への
PUT/GETを行う.
なお, ノード数 x は 10  2i (0  i  9) と変化させた.
OverSim ではノード数を固定して Churn を発生させるこ
とはできず, ノード数はおよそ 2 倍まで変動する. しかし,
OverSim で 20000 ノード以上を起動するためには多くの
メモリを必要とするため, 変動後のノード数も考えて 5120
ノードまでのシミュレーションとした.
OverSim, Overlay Weaver の両方で lookup に要した平
均ホップ数, GET操作の成功率を測定して比べた結果をそ
れぞれ図 6, 図 7に示す. Kademliaおよび Pastryは他のア
ルゴリズムに比べて成功率が高い. Overlay Weaverにおい
ても, Chord以外のアルゴリズムは OverSimよりも悪い結
果となったが, Pastry と Kademlia が他のアルゴリズムよ
りも成功率が高いということは一致している.
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7 まとめ
本研究では, 既存のシミュレータである Overlay Weaver
および OverSimの拡張を行い, 故障ノードが存在する状況
下でのルーティングアルゴリズムの性能比較を行った. 本
研究で設定したような状況下では Kademlia がもっとも故
障に対して総合的に強いと考えられる. 逆に, Koordeは故
障に対して脆弱である結果となった. Koordeの結果に関し
ては両シミュレータで同様の傾向が確認できたことからも
裏付けられるといえる. Koordeは他のアルゴリズムと比べ
てルーティングテーブルのサイズが小さくてすむ利点があ
るため, アプリケーションによっては必要になると考えられ
る. そのため, Koordeに最適な故障対策の方法を考える必
要がある.
また, inverse scaling problem に関するシミュレーショ
ンの結果より, OverSim においては Chord Iterative の場
合に, 故障ノードや Churnが存在しない状況でも乱数の種
の選び方によって結果が悪くなることがわかった. そのた
め, 乱数の偏りなどによってルーティングにどのような影響
が現れるのかを詳細に調査し, シミュレーションの特性を把
握する必要がある.
OverSim と Overlay Weaver の間では, 同じアルゴリズ
ムでもパラメータの設定や動作の実装の細かい違い, 計測条
件の違いによって結果が異なってくるため, 現状では比較
することが難しい. しかし, 傾向として一致する部分もある
ため, 比較する意義はあると考えられる. そのため, シミュ
レータで設定可能な計測条件やシミュレータの特性を踏ま
えた上で, ノードの故障のシミュレーションという観点でよ
り詳細に計測するために必要なパラメータ等を APIとして
整備していくことが望まれる.
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