Abstract. We study the Cauchy problem for NLS with a class of H s -super-critical data
Introduction
In this paper we study the Cauchy problem for the nonlinear Schrödinger equation (NLS):
where u(t, x) is a complex valued function of (t, x) ∈ R × R d , i = √ −1, u t = ∂/∂t, ∆ = ∂ 2 /∂ 2 x 1 + ... + ∂ 2 /∂ 2 x d , κ ∈ N, λ ∈ R, u 0 is a complex valued functions of x ∈ R n . λ < 0 (λ > 0) is said to be the defocusing (focusing) case for NLS. The solutions of NLS satisfy the conservations of mass and energy:
M (u(t)) = u(t) E(u(t)) = ∇u(t) 2 − 2λ 1 + κ u(t) It is well known that (1.1) is invariant under the scaling u σ (t, x) := σ 1/κ u(σ 2 t, σx), σ > 0, (1.4) which means that if u solves (1.1), so does u σ with initial data σ 1/κ u 0 (σ·). Denote s(κ) = d/2 − 1/κ.Ḣ s(κ) is a scaling invariant Sobolev space for NLS, namely, u σ Ḣs = u Ḣs for all σ > 0 if s = s(κ), which is said to be a critical Sobolev space for NLS. If s > s(κ) (s < s(κ)), then H s is said to be subcritical (supercritical) Sobolev spaces. It is known that NLS is local well posed in all subcritical spaces H s with s > s(κ), and globally well posed in critical space H s(κ) if initial data are sufficiently small; cf. Cazenave and Weissler [9] and Nakamura and Ozawa [31] for exponential growth nonlinearity. Moreover, NLS is ill posed in all super-critical spaces H s with s < s(κ), cf. [2] .
In the H 1 -subcritical and H 1 -critical cases, a large amount of work has been devoted to the study of the global well-posedness and the existence of scattering operators of NLS (cf. [8, 10, 14, 32, 34, 35, 36] and references therein), where the conservations of mass and energy play important roles. However, for the H 1 -supercritical cases, the nonlinearity is out of the control of the energy space and up to now, it is not very clear for the mechanism of the well/ill posedness of NLS. For the defocusing energy-supercritical NLS (λ < 0, κ > 2/(d−2)), the global well-posedness for large data has been open for many years. In the general H s super-critical cases, we have a more delicate question:
Question 1.1. Are there any initial data out of the critical Sobolev spacesḢ s(κ) (or more general critical Besov spacesḂ s(κ)

2,∞ ) so that NLS is still local and global well posed in suitable function spaces?
The above question is also standing for the other dispersive equations. In [30] , Krieger and Schlag considered a class of energy-supercritical NLW in 3D (higher dimensional cases are similar to 3D) u tt − ∆u ± u 7 = 0, u(0, x) = u 0 (x), u t (0, x) = u 1 (x) (1.5) and they obtained the following result (notice thatḢ 7/6 ×Ḣ 1/6 is a critical space):
There exist (u 0 , u 1 ) ∈ C ∞ × C ∞ with (u 0 , u 1 ) Ḣ7/6 ×Ḣ 1/6 = ∞, (u 0 , u 1 ) Ḣs ×Ḣ s−1 < ∞, s > 7/6
such that there exists globally in forward time as a C ∞ -smooth solution. These solutions are stable under a certain class of perturbations.
Moreover, Krieger and Schlag considered the global existence for some initial data out oḟ H 7/6 ×Ḣ 1/6 and large enough inḂ 2,∞ and L ∞ (|x| ≥ 1) in the defocusing case. On the other hand, in the focusing case λ > 0, it is known that NLS generates blow up solutions at finite time for a class of initial data with negative energy. Let us recall Glassey's result (cf. [19] ): Let λ > 0, κ > 2/d and κ ∈ N, u 0 ∈ S satisfying E(u 0 ) < 0, ℑ xu 0 ∇u 0 < 0, (1.6) then the solution of (1.1) blows up at some finite time T 0 > 0 in the sense Recently Du, Wu and Zhang (cf. [13] ) obtained for the focusing NLS, if κ ≥ 2/(d − 2) and κ ∈ N. u 0 ∈ H s , s > s(κ) and 8) then there exists T 0 ≤ ∞ such that the solution of (1.1) blows up at T 0 in the sense that In view of Glassey's and Du, Wu and Zhang's results, it is impossible to set up the global well-posedness for the focusing NLS without any conditions on initial data. In fact, for the energy critical focusing NLS, Kenig and Merle [25] obtained some optimal global well-posedness and scattering results in the radial case by using the profile decomposition together with the concentration compactness techniques. A sharp condition for scattering of the radial 3D cubic focusing NLS was obtained by Holmer and Roudenko [24] . In this paper, we mainly study the global well posedness of (1.1) with small initial data in α-modulation spaces M p,q were introduced by Gröbner [17] , which can be regarded as intermediate function spaces to connect modulation and Besov spaces. In [22] , we studied some standard properties including the dual space, embedding, scaling and algebraic structure of α-modulation spaces and in current work we give their applications to NLS. Now we recall the definition of M s,α
In the case α = 0, M s 2,1 := M s,α 2,1 is said to be a modulation space, cf. Feichtinger [15] . α-modulation spaces have been applied in pseudo-differential operators and related PDE in recent years, cf. [1, 3, 4, 12, 16, 17, 29, 37, 38, 39, 40, 42, 43, 45] .
Recall that the NLS has the following equivalent form:
We have the following results.
We point out that the argument of Theorem 1.2 implies the scattering operators of NLS carries a neighbourhood of zero in M Let us recall the definition of Besov spaces. Let s ∈ R, set R 0 := {ξ : |ξ| ≤ 1}, R j := {ξ : 2 j−1 ≤ |ξ| < 2 j }. Recall that the norm on Besov spaces B s 2,q (1 ≤ q ≤ ∞) can be defined as
with usual modification for q = ∞.
Comparing the above result with Krieger and Schlag's Theorem 1.1, we see that the initial data u 0 ∈ M s,α 2,1 cannot be C ∞ functions. However, noticing that
→ 0 as N → ∞, where P N = F −1 χ |ξ|≤N F , we can consider P N u 0 ∈ C ∞ for N ≫ 1 as the initial value so that the solution is C ∞ . We easily see that P N u 0 satisfies (5.4) and by carefully choosing u 0 , we have 16) see Section 5 for details. In the case α = 0, we can show that there exist a class of initial data satisfying for any M ≫ 1,
∆ will be defined in Section 2.3 such that (1.12) has a unique solution u ∈ C(R, M s 2,1 ) ∩ X s,0
The results in the case α = 0 were essentially obtained in [44] . Theorem 1.3 is particularly interesting to the focusing NLS with the energy super-critical power κ > 2/(d− 2), which implies that there exist a class of initial data out of the critical Besov spaces B s(κ) 2,∞ so that NLS is globally well posed. Moreover, such a kind of data have neither small amplitudes nor small α-modulation norm in M s,α 2,1 , s = dα/2 − α/κ+. In [23] , we announced a result to showed that NLS is globally well posed in α-modulation spaces M s,α 2,1 if s > s k , where
s k is not optimal if α = 0, 1. Our Theorem 1.2 has improved the result in [23] and except for the end point case s = s κ , our result is sharp. The proof of Theorem 1.2 relies upon U p and V p spaces first applied in [21, 26] , together with the bilinear and Strichartz' estimates and variant α-decompositions. Throughout this paper, A B stands for A ≤ CB, and A ∼ B denote A B and B A, where C is a positive constant which can be different at different places. We write
The paper is organized as follows. In Section 2, we introduce some function spaces and study their properties, such as duality, embedding, which are useful in the whole paper. In Section 3, we get some bilinear estimates with respect to the α-decompositions. Global well-posedness for NLS in α-modulation space is obtained in Sections 4 and 5. In the last section, we show the ill-posedness for NLS in α-modulation space.
Function spaces
Let S (R d ) be the Schwartz space and S ′ (R d ) be its dual space. Sobolev spaces
Decompositions to frequency spaces
Let ϕ be a smooth radial bump function supported in the ball B(0, 2) = {ξ ∈ R d : |ξ| < 2} and ϕ(ξ) = 1 in the unit ball B(0, 1).
and
which are said to be dyadic decomposition operators. Put
and denote
We define an operator sequence by 4) which are said to be the α-decomposition operators. Formally, we have
The following are the embedding results between α-modulation and Besov spaces. One can refer to [22] .
Proposition 2.1 (Embeddings).
There hold the following sharp embeddings.
U
p and V p type spaces U p and V p , as a development of Bourgain's spaces [5, 6] were first applied by Koch and Tataru in the study of NLS, cf. [26, 27, 28] . Let Z be the set of finite partitions −∞ = t 0 < t 1 < ...
is said to be a U p -atom. All of the U p atoms is denoted by A(U p ). The U p space is
for which the norm is given by
We define V p as the normed space of all functions v : R → L 2 such that lim t→±∞ v(t) exist and for which the norm
is finite, where we use the convention that v(−∞) = lim 
Similarly for the definition of
We list some known results in U p and V p (cf. [26, 27, 28, 21] ). 
The following transference principle due to Hadac, Herr and Koch [21] will be frequently used in the later.
Proposition 2.3 (Transference principle). Suppose that the linear operator
then we have
Furthermore, if for some p > q, there holds
then we conclude that
In this subsection we introduce the working spaces X s,α ∆ and Y s,α ∆ and establish their duality. Moreover, we will give some embedding results between X
), which are necessary for us to make nonlinear estimates.
We define the following spaces:
For any time interval I ⊂ R, we denote
(2.14)
is an isometric mapping. The bilinear form B : U p × V p ′ is defined in the following way: For a partition t := {t k } K k=0 ∈ Z, we define 
Moreover,
In particular, let u ∈ V 1 − be absolutely continuous on compact interval, then for any v ∈ V p ′ ,
The duality of U p and V p ′ obtained by Hadac, Herr and Koch [21] is of importance for us to make nonlinear estimates for the dispersive equations. We need further consider its localized version with α-decomposition, namely, the duality of X s,α and Y −s,α .
Duality of X
s,α and Y
in the sense that
is an isometric mapping, where the bilinear form B(·, ·) is defined in Proposition 2.4. Moreover, we have
Proof. By the almost orthogonality, we see that
For any v ∈ Y −s,α , by Proposition 2.4 and Hölder's inequality, we have
where
we see that it is an isometric mapping from X s,α into a subspace of ℓ s 1 (Z d ; U 2 ). So, v ∈ (X s,α ) * can be regarded as a continuous functional in a subspace of ℓ s 1 (Z d ; U 2 ). In view of Hahn-Banach Theorem, it can be extended onto ℓ s 1 (Z d ; U 2 ) (the extension is written asṽ) and its norm will be preserved. In view of the well-known duality (ℓ s 1 (Z; X))
and there exists
This proves (X s,α ) * ⊂ Y −s,α . ✷ Now we apply the duality to the norm calculation to the inhomogeneous part of the solution of NLS in X s,α ∆ . By Propositions 2.4 and 2.5, we see that
For the purpose of later use, we need:
The following embeddings hold true.
One can check that
; and k ∼ l 22) where the k on the right-hand side of (2.22) 
, which implies the result of (iii). As a consequence of duality, we can obtain the result as desired. For instance, we prove (i). If
It follows from the duality that
If α 1 < α 2 and s 1 ≥ s 2 , we can prove (i) in a similar way.
Bilinear Estimates
Using standard dual arguments, one has the following Strichartz estimates, which is useful to obtain the bilinear estimates, cf. [11] .
Proposition 3.1 (Strichartz). (q, r) is said to be a admissible pair if q, r ≥ 2, (q, r, d) = (2, ∞, 2) and
Let (q, r) and ( q, r) be two admissible pairs, then we have
Applying the transference principle, we immediately have
Lemma 3.1 is known in the literatures, see for instance, [20] in 1D and [7, 33] in higher dimensions in the dyadic version. However, the current version shows that the decay λ −1/2 in the bilinear estimate only depends on the distance of the supports of ϕ 1 and ϕ 2 in one direction.
Proof. We have
By Plancherel's identity,
By Change of variables ξ = ξ 1 + ξ 2 , τ = −|ξ 1 | 2 − |ξ 2 | 2 , we have
Since 
Proof. In the same way as in the proof of Lemma 3.1, noticing that
we can repeat the argument as in the proof of Lemma 3.1 to have the result, as desired. ✷
Then we have
Moreover, if 2 j ≪ l 1/(1−α) , then we have
Proof. By Hölder's inequality and (3.3),
Using Lemma 3.1, we have
By transference principle, we have (3.12). Noticing that | α k u α l v| = | α −k u α −l v|, we immediately have (3.13).
, then we have
Noticing that if |k| ≪ |l|, or k 1 l 1 > 0 with |l 1 | = max 1≤j≤d |l j |, (3.19) holds.
Multi-linear Estimates
Let us write
Lemma 4.1. We have
For the proof of Lemma 4.1, we will only consider the case s = s k +, since the case of larger s is easier to handle than that of s = s k . For convenience, we write
Applying the α-decompositions,
We further denote for given k (1) , ..., k (2κ+1) ,
, j = 1, ..., 2κ + 1, (4.5)
We can divide L (u, v) into the following three parts:
For convenience, we will denote (k (ℓ) ) :
Estimates of L 1 (u, v)
Now we consider the estimate of L 1 (u, v), which is easier than those of L 0 (u, v) and L 2 (u, v).
Using the α-decomposition, we can rewrite
So, one needs to control the right hand side of (4.11) and we prove that Lemma 4.2.
. First, we have
11) does not equal to zero, we must have
Proof. Using the fact that
we easily see the result. ✷ According to the duality argument, one needs to take ℓ ∞ norm on k ∈ Z d , we must remove the summation on k ∈ Z d in the right hand side of (4.4). For convenience, we write 
For convenience, we denote by #A the number of the elements in A. It seems necessary to calculate #Λ((k (ℓ) ) 2κ+1 ℓ=1 ).
Proof. It is a straightforward consequence of (4.13) and (4.14). ✷
Step 1. We consider the estimates of L 1 (u, v). We can assume that K ≫ 1, since all of the summations are finite terms if K 1. Since k (1) , k (3) , ..., k (2κ+1) have the equal positions, also k (2) , k (4) , ..., k (2κ) play the same roles, we can assume without loss of generality that
By (4.13) and (4.14), for (k (1) , ..., k (2κ+1) ) ∈ Ω 1 , there exists j ∈ {1, ..., d} such that
Case 1. We consider the case
We can assume that j = 1 in (4.20).
, using Hölder's inequality, bilinear and Strichartz' estimates, we can bound
where we used (4.18). Further, by (4.18),
Notice that
to consider the former case. Using Hölder's, bilinear and Strichartz estimates,
and using a similar way to Case 1.1, we can estimate 
Similar to Case 1.1,
, the arguments are similar to Case 1 and we omit the details.
Estimates of
When we estimate L 1 (u, v), we see that #Λ((k (ℓ) ) 2κ+1 ℓ=1 ) ∼ 1, which leads to the summation over all k ∈ Λ((k (ℓ) ) 2κ+1 ℓ=1 ) has no contribution to the regularity index s > s κ . However, in the case
) is a bit complicated and we have Lemma 4.5. We have
Lemma 4.5 is a simple consequence of (4.13) and (4.14) and we omit the details for the proof. In order to estimate L 0 (u, v), a straightforward idea is to follow the same way as in the estimates of L 1 (u, v) and use Lemma 4.5 to calculate the number of Λ((k (ℓ) ) 2κ+1 ℓ=1 ). Unfortunately, the summation on k ∈ Λ((k (ℓ) ) 2κ+1 ℓ=1 ) will make troubles to the optimal regularity index s > s κ = dα/2 − α/κ. So, we need to use a different way to control L 0 (u, v) and we use the dyadic decomposition on v. We can rewrite L 0 (u, v) as
So, one needs to estimate the right hand side of (4.30) and we prove that Lemma 4.6.
then we have 
(4.33)
One easily sees that
it follows that the summation on j ∈ Λ((k (ℓ) ) 2κ+1 ℓ=1 ) in (4.33) is bounded by O(max 1≤ℓ≤2κ+1 ln k (ℓ) ), which is much less than that of any α-decomposition. This is the main reason why we try to use the dyadic decomposition with respect to v.
We can assume that max 1≤ℓ≤2κ+1 |k (ℓ) | ≫ 1. In the opposite case all u ℓ and v have lower frequency, (4.31) can be easily obtained. As in (4.18), we can assume that
We divide the proof of Lemma 4.6 in to the following three cases.
If not, then |k (ℓ) | ≪ |k (1) | for all ℓ = 2, ..., 2κ + 1. Assume that |k
is similar to the case k (1) ∼ k (2) , it suffices to consider the case k (1) ∼ k (2) .
.., 2κ + 1. By Hölder's inequality, bilinear estimates, we have
we have
, κ ≥ 2. By Hölder's inequality, bilinear and the Strichartz estimates we have
In the case κ ≥ 2, noticing (4.37), we have we have
If κ = 1, we will give the proof in the next Section.
, κ ≥ 2, one can use the same way as Case 1.2 to show the result and we omit the details.
Case 2. We consider |k (2) | = max 1≤ℓ≤2κ+1 |k (ℓ) | ≫ 1. The argument is similar to Case 1.
∈ Ω 2 , we see that there exists 0 < θ < 1 verifying K = (
Using the α-decomposition to v, one can rewrite L 2 (u, v) as
So, one needs to control the right hand side of (4.42) and we prove that Lemma 4.8. 
Proof. See Lemma 4.3. ✷ The idea to use the α-decomposition is similar to the cases as in handling L 0 (u, v), one needs to remove the summation on k ∈ Z d in the right hand side of (4.42). For convenience, we write 
). We can assume that
Using (4.44) and (4.45), we get
). In view of mean value Theorem together with (4.44) and (4.45), one has that
We consider the estimates of L 2 (u, v). As before, we can assume that
Case 1. We assume that |k (1) | = max 1≤ℓ≤2κ+1 |k (ℓ) |. It is easy to see that
We can further assume that k (1) ∼ k (2) and the case k (1) ∼ k (3) can be handled by using a similar way. There exists j ∈ {1, ..., d} such that
. We can assume that j = 1.
, using Hölder's, bilinear and Strichartz' estimates, we can bound
By Lemma 4.10, we have #Λ( 
Since κ ≥ 2, we have from (4.52) and (4.55) that
We will consider the case κ = 1 in the next subsection.
Step 1. (Estimates of L 0 (u, v)) In order to finish the estimates of L 0 (u, v), we need to consider the following case
It suffices to consider the case |k (1) | ≫ 1. Now we choose |k
Case 1. We consider the case |k
1 |. One can proceeds in the same way as in Case 1.1 in Section 4.2 to obtain the result, the details are omitted.
cannot have the same signs, i.e., we must have one of the following cases:
1 < 0; or k
1 > 0, (4.59)
If (4.58) holds, by Hölder's inequality, we have
To control the right hand side of (4.61), notocing that
and applying the bilinear estimates, we have 
and the bilinear estimates in Corollary 3.2, we still have (4.63). Repeating the procedures as above, we have the result, as desired.
Step 2. (Estimates of L 2 (u, v)) Now let us connect the proof with Section 4.3 and we use the same notations as in Section 4.3. We need to consider the following case
Assume that |k
1 |, or |k
1 |.
Case 1.
We consider the case |k
1 |. One can proceeds in the same way as in Case 1.1 in Section 4.3 to obtain the result, the details are omitted.
cannot have the same signs, i.e., we must have one of the alternative cases as in (4.58), (4.60) and (4.59).
If (4.58) is satisfied, by Hölder's inequality, and (4.62), bilinear estimates, we have Let M ≫ 1 and assume without loss of generality that σ = M/ε κ/(1−α) = 2 J . We easily see that for α = 0, ≫ 1 by choosing N −2κs ≫ δ −2κ+1 . This implies that the map δ → u(δ, t) is discontinuous at δ = 0.
