Traditional algorithms to design hand-crafted features for action recognition have been a hot research area in last decade. Compared to RGB video, depth sequence is more insensitive to lighting changes and more discriminative due to its capability to catch geometric information of object. Unlike many existing methods for action recognition which depend on well-designed features, this paper studies deep learning-based action recognition using depth sequences and the corresponding skeleton joint information. Firstly, we construct a 3D- Action3D) to another dataset (UTKinect-Action3D) without retraining and obtain very promising classification accuracy.
Introduction
With the ever-increasing growth in the popularity of digital videos, there are many research topics on automatic video analysis. Among these topics, human action recognition (HAR) has been widely applied to a number of real-world applications, e.g., surveillance event detection, human-computer interaction, video 5 retrieval, etc. However, it is of great challenge to recognize human actions in unconstrained videos due to some real conditions such as occlusions, different viewpoints, different action speeds, light variances, etc. Fortunately, the emergence of depth cameras with acceptable price provides a prospect future for action recognition. Compared with traditional RGB cameras, depth cameras 10 can obtain the conventional two-dimensional (2D) color video sequences as well as the depth sequences which are more insensitive to lighting changes [1] and more discriminative than color and texture features in many computer vision problems such as segmentation, object detection, and activity recognition [2] .
According to the difference of extracting features from video sequence, the 15 action recognition methods can be grouped into two categories: hand-crafted feature-based methods and automatic learning feature-based methods. Handcrafted feature-based methods usually employ a three-stage procedure consisting of feature extracting, feature representation, and classification. Firstly, hand-crafted features such as space-time interest points (STIP) [3] , bag-of- 20 visual-words [4, 5] , histograms of oriented gradient/histograms of optical flow (HOG/HOF) [6, 7, 8] , and motion history image (MHI) [9] are extracted from video sequences. Then more discriminative descriptors are constructed from the extracted features using transformations or clustering techniques, such as Fourier temporal transformation [10, 11] and K-means clustering [12] . Finally, a 25 
2
classifier is employed on the constructed descriptors to accomplish action recognition. However, it is difficult to generalize the hand-crafted features from one dataset to a different dataset. In 2006, Hinton et al. proposed the concept of deep learning to solve the training problem by layer-wise training method [13] .
Since then, deep learning has been widely employed in many research areas such 30 as image classification, speech recognition, object recognition, etc. [14] . There are also many studies on action recognition using deep learning based on either 2D color image sequences [14, 15, 16, 17] or 3D depth video sequences [18, 19] .
However, the inputs of networks in most of these deep learning methods are pre-extracted hand-crafted features instead of raw depth sequences. Unlike the 35 existing methods, in this paper, we apply deep learning to automatically learn discriminative features from raw depth sequences for human action recognition.
We propose a 3D
2 CNN-based framework to automatically learn spatio-temporal feature which we call it high-level feature ( Fig.1 ) from raw depth video sequence.
Here, 3D 2 CNN means we take convolution both from spatial and time dimen-40 sion over the input video by using deep convolutional neural network. To our knowledge, there are little research which use raw depth video sequences as an input in deep learning-based action recognition. Our proposed framework is evaluated on two well-known datasets: UTKinect-Action3D [20] and MSRAction3D [12] . Our method obtains comparable performance to state-of-the-art 45 methods on the UTKinect-Action3D dataset (Table 4) and achieves superior performance in comparison to baseline methods on the MSR-Action3D dataset (Table 5 ).
The key contributions of this work are summarized as follows:
( The remainder of this paper is organized as follows: Section 2 reviews the related 65 work. Section 3 presents the overall structure of the proposed framework and the detail of 3D 2 CNN model. The experimental results and discussions are described in Section 4. Finally, Section 5 concludes the paper. 
Related Work

Machine Learning-based Action Recognition
All methods mentioned above utilize modern feature extraction or handcrafted features which are achieving remarkable performance. However, these et al. [15] proposed a method by combining advantages of independent subspace analysis (ISA) and CNN. They utilized ISA to learn invariant spatio-temporal features which are then used to learn higher or more abstract level representation by stacked CNN. Similar to [15] , Lin et al. [16] adopted the same framework as [15] . The only difference is that [15] neural network. In our work, we just take the output of the first full connected layer as the extracted feature from network (Fig.2) . JointVector calculating phase obtains a JointVector according to skeleton joints information for each depth video sequence (Fig.3) . Finally, the SVM classification results from highlevel feature and JointVector are fused to execute action recognition. For fusion 200 process, we just simply sum the probability of corresponding action from two input classifiers with different fusing weights, and the maximum one will be the recognized action. In this paper, the weights of high-level feature and JointVector classifiers are set to 5 and 3 respectively according to our experiment. 
Learning High-level Feature from Raw Depth Videos
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The 3D deep network for learning features in Fig.2 is responsible for highlevel feature learning tasks. We construct the 3D deep network according to previous studies [48] and the size of our training data set. It consists of two 3D convolution layers, each of which followed by a 3D max pooling layer. The input to the network would be cuboids which originate from raw depth sequences Table   230 1 list the size of convolutional filter and convolution stride corresponding to cuboids of different input size. Unless stated specifically, all other parameters in following experiments are same as that used on the MSR-Action3D dataset.
JointVector Calculation
Here we propose a straightforward method to calculate JointVector for each Here, Size32 means the cuboid size is 32 × 32 × 28 for UTKinect-Action3D and is 32 × 32 × 38
for MSR-Action3D, and so on. Stride setting is for both CL1 and CL2.
UTKinect-Action3D MSR-Action3D 
Model Implementation
At the feature learning step, the 3D 2 CNN model is implemented in Torch7 model to be properly normalized log-probabilities and can be achieved using a soft max function. We employ a stochastic gradient algorithm to train the 260 neural networks. The active function is the hyperbolic tangent function (tanh) since our datasets are relatively small and the learning rate is set to 5e-4 empirically. On classification phase, the linear classifier (LIBLINEAR) [50] with default parameters is used for action recognition.
Experimental Results
265
Datasets
In this section, we present a comparative performance evaluation of our proposed method on two datasets: the UTKinect-Action3D dataset [20] and the MSR-Action3D dataset [12] . Both two datasets were captured using a station- In total, there are 567 action sequences. According to the test setting of the 280 baseline method [12] , the 20 actions was divided into action subsets AS1, AS2 and AS3 (Table 2) , each consisting of 8 actions. The AS1 and AS2 were intended to group actions with similar movement, while AS3 was intended to group complex actions together. The main challenge in the MSR-Action3D dataset is that some of the actions are very similar to each other, especially in AS1 and AS2.
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For instance, action Hammer is likely to be confused with Forward punch in AS1 and action Draw x is a little different from action Draw circle only in the part 
Performance Evaluation on the UTKinect-Action3D Dataset
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We first evaluate the efficiency of the proposed 3D 2 CNN method and compare the recognition result with the state-of-the-art results on the UTKinectAction3D and the MSR-Action3D datasets. For the UTKinect-Action3D dataset, we train a network for each subject. For each network, sequences of one subject are used for testing and sequences of other subjects are used for training.
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Here, we call it leave one subject out cross validation which is hasher than the (a) action "Throw" (b) action "Push" experiment setup in paper [20] which used leave one sequence out cross validation (LOOCV). The recognition accuracies for each action are listed in Table   3 . From Table 3 , we observe that most of the actions are correctly classified and the average accuracy is 95.5%. The action Throw obtains the lowest accu-310 racy while most of the wrong classified samples are confused with action Push due to the similarity of the two actions (Fig.5) . Table 4 shows the performance of our method compared to the state-of-the-art approaches. Here, we adopt cross-subject experimental setting in which subjects 1,3,5,7,9 are used for training and subjects 2,4,6,8,10 are used for testing. Our results are obtained 315 
Performance Evaluation on the MSR-Action3D Dataset
For the MSR-Action3D dataset, we followed the same test setting of the 335 baseline method [12] in which the dataset was divided into action subsets AS1, AS2 and AS3 ( 2/3 samples were used as training samples and the rest for testing. In Cross Subject, half of the subjects were used for training and the rest subjects were used for testing. Our proposed method is compared with two state-of-the-art approaches which also present all experiment results on subsets AS1, AS2 and AS3. As shown in Table 5 , we observe that the performance of our proposed 345 algorithm is a little worse than [12] and [20] on AS1 and AS2, and is much better than them on AS3. The reason may be that AS1 and AS2 group actions with similar movement, while AS3 groups complex actions together. So the movements of AS3 contain more global information than that of AS1 and AS2.
From the conclusion of Section 4.4, the superiority of 3D 2 CNN is to learn the 350 structural information of the video, not the fine-grained one. While hand-crafted methods extract features from every pixel, which means structural knowledge and fine-grained features are treated in the same way.
Performance of Different Spatio-temporal Size
In order to evaluate the performance on different spatio-temporal size to per- cross-subject method on all actions, in which subjects (1,3,5,7,9) are used for training and subjects (2, 4, 6, 8, 10) are used for testing for both datasets. Table 6 and 7 report the performance comparison on the UTKinect-Action3D and the MSR-Action 3D AS3 dataset using different spatial size respectively. From these two tables, we observe that the classification accuracy is slightly improved and 365 tends to be stable with larger spatial sizes since 3D 2 CNN can learn the whole structure information of the video. The video reserves majority of information as long as the cuboids retain basic structure of each frame and keep smooth in time dimension after being resized.
Transferring the Learned High-level Feature to Different Dataset
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Compared to hand-crafted feature-based methods, deep learning-based methods are deemed to be more generic in transferring of learned model among differ- can extract high-level features (Fig.2) for each video in the UTKinect-Action3D dataset. Then, the extracted high-level features and JointVector are fused to recognize the actions. In this feature transferring experiment, we achieve an excellent performance at an accuracy of 95%. The performance is comparable to the state-of-the-art results of paper [11] whose recognition accuracy is 97.08%.
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Transferring experiment show that 3D 2 CNN can learn more nature features of the video and is more generic than hand-crafted feature-based methods.
Conclusions
In this paper, we have proposed an action recognition framework which includes three components, i.e., 3D 2 CNN, JointVector calculation, and classifiers 
