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Abstract: Emotional expressions form a key part of user behavior on today’s digital platforms. While multimodal emotion 
recognition techniques are gaining research attention, there is a lack of deeper understanding on how visual and non-visual 
features can be used in better recognizing emotions for certain contexts, but not others. This study analyzes the interplay 
between the effects of multimodal emotion features derived from facial expressions, tone and text in conjunction with two key 
contextual factors: 1) the gender of the speaker, and 2) the duration of the emotional episode. Using a large dataset of more 
than 2,500 manually annotated videos from YouTube, we found that while multimodal features consistently outperformed 
bimodal and unimodal features, their performances varied significantly for different emotions, gender and duration contexts. 
Multimodal features were found to perform particularly better for male than female speakers in recognizing most emotions 
except for fear. Furthermore, multimodal features performed particularly better for shorter than for longer videos in recognizing 
neutral, happiness, and surprise, but not sadness, anger, disgust and fear. These findings offer new insights towards the 
development of more context-aware emotion recognition and empathetic systems. 
Keywords: Affective computing, Modeling human emotions, Multimodal recognition, Contextual factors, Gender differences, 
Duration effects 
1 INTRODUCTION
For long, the interest surrounding emotion or affect recog-
nition has been a key focus area within the field of affective 
computing [1-3]. With the emergence of affective compu-
ting technologies as well as recent availability of large 
scale, fine-grained datasets on human emotions, there have 
been new advances in developing automated approaches 
to detecting emotions using multiple types of data modal-
ities like facial and acoustic expressions, linguistic and se-
mantic patterns, body movements, eye gaze patterns and 
electroencephalography (EEG) signals [1]. Recent studies 
have proposed different design approaches to realize uni-
modal and multimodal systems to perform recognition of 
affective outcomes like valence, arousal, dominance, basic 
emotion categories etc. [1, 2].  
The ability to automatically recognize emotions has val-
uable implications for a range of applications. These in-
clude the design of empathetic agents and bots [4], under-
standing consumer behavior at scale from observational 
data and sentiment analyses of product reviews [5], and 
aiding healthcare professionals in a range of activities from 
diagnosing depressive symptoms in patients, to tracking 
the onset and progression of autism [6, 7].  
The present paper focuses on extracting a rich set of 
emotion features from visual, audio and text modalities by 
combining the use of a number of technologies including 
automatic speech recognition, facial image emotion analy-
sis, speech acoustic analysis, and text analysis. We tested 
the efficacy of these features in detecting fine-grained emo-
tions using a large real-world audio-visual dataset com-
prising over 2,500 short videos, and explored the condi-
tions under which multimodal features outperformed uni-
modal and bimodal features.  
More importantly, we performed an in-depth analysis 
of the effects from two important contextual factors that 
impact the performance of multimodal emotion recogni-
tion systems: (i) the gender of the speaker, and (ii) the du-
ration of the emotion expression episode. First, we investi-
gated how the speaker’s gender affects the effectiveness of 
visual, audio and text features for recognizing different 
emotions. To date, despite extensive research aimed at un-
covering gender differences in how emotion is experienced 
and perceived (e.g. McDuff et al. [8]), little is known about 
how these differences affect the predictive performance of 
affective computing systems. We found that while multi-
modal features tend to outperform unimodal features for 
both male and female speakers, the relative improvement 
of using multimodal over unimodal was higher for male 
speakers. A trimodal classifier (i.e. combining visual, au-
dio, and text) was found to be the best performing multi-
modal classifier for both genders. For the unimodal fea-
tures, we found that visual features performed best for fe-
male speakers. For male speakers, however, we found that 
visual and audio features were almost equally important. 
With respect to the emotion categories, we found that 
while visual features performed best for happiness, sad-
ness, anger, disgust and surprise emotions, the audio fea-
tures performed best for neutral and fear emotions. 
Through these insights, the current study aims to be 
among the first to emphasize the importance of developing 
gender-aware multimodal systems, as the empirical per-
formance of these systems can be largely contingent on in-
herent gender differences among speakers.   
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In addition to gender, we also sought to examine if the 
duration of the emotion being expressed affected the way 
a particular emotion was perceived and recognized across 
various modalities. The relationship between episodic du-
ration of emotions and classifier performance, as well as 
the associated theoretical underpinnings of this are still not 
well understood. Our analyses show that duration played 
an important role in classifier performance. Specifically, 
while multimodal classifiers outperformed unimodal clas-
sifiers for videos of all durations, we found that the relative 
improvement from using multiple modalities was higher 
with shorter episodic durations for sadness, anger, disgust, 
and fear emotions. In contrast, the relative improvement 
from using multiple modalities was higher with longer ep-
isodic durations for neutral, happiness, and surprise emo-
tions. 
The following section presents a review of related work 
and the role of contextual factors in facilitating emotion 
recognition across various modalities and data sources. 
We then describe our multimodal emotion feature extrac-
tion system, using which the various visual, audio and 
text-based emotion features were generated. Next, we dis-
cuss the data context and highlight the various analyses 
conducted. Lastly, we conclude by discussing key insights 
and design implications for affective intelligent systems, 
alongside the limitations and key future directions. 
2 CONCEPTS AND RELATED WORK 
While emotion recognition systems are an active area of in-
quiry within the affective computing community, the his-
tory of emotions research dates at least as far back as Dar-
win’s “The Expression of the Emotions in Man and Ani-
mals” where he contended that emotions were closely re-
lated to human survival [9]. Over the past decades, cogni-
tive scientists, social psychologists, computer scientists 
and engineers alike have attempted to develop methods 
and systems that can understand, analyze and interpret 
emotions conveyed through facial and vocal expressions, 
bodily gestures, eye gaze as well as various physiological 
signals in an attempt to systematically understand human 
emotions. These advances have been subsequently lever-
aged to build intelligent systems that recognize human 
emotions from a myriad data sources including videos, im-
ages, speech, and text.  
2.1 Emotions: The Category and Dimension Models 
Expressing and perceiving emotions is central to human 
experience and is a key contributor to the sustenance of in-
terpersonal communication [10, 11]. Emotions also affect 
how we interpret our environment, develop opinions and 
form judgments about the surrounding individuals and 
situations, and even drive behaviors [12]. 
Within the overarching category of ‘affect’, it is gener-
ally accepted that ‘emotions’ are distinct from related 
states like mood and temperament where emotions might 
involve feelings but may last for relatively longer periods 
of time, as is the case with mood, or really long spans of 
time, as with temperament [13–15]. Some of the earliest 
definitions and formal ideas about emotions came inde-
pendently from psychologist William James and physiolo-
gist Carl Lange who contended that emotions arise natu-
rally as a result of environmental stimulus around us, and 
our interpretation of physiological sensation of these 
changes constitutes emotion [16]. Contrary to James’ con-
tention that emotions could be a response to environmen-
tal changes, W.B. Cannon treated emotions as being felt 
first but expressed outwardly in certain behaviors, later on 
[17]. There is also significant discussion and debate around 
how emotions can be perceived or described [10, 11, 18]. 
For the interest of this paper, we adopt two pertinent 
concepts on emotions and affect theories to facilitate the 
subsequent analysis. First, we refer to the stream of work 
on categorization of emotions which views emotions as dis-
crete emotional groups such as happiness (or joy), anger, 
sadness and fear [19–22]. This view, though “simplistic” 
[23, 24], helps to focus the present study in terms of differ-
entiating the specific effects due to communication modal-
ity, duration and gender for different emotion categories. 
Second, we leverage the dimensional view of emotion that 
has received growing popularity in recent years [25–29]. In 
this study, we specifically considered two dimensions: va-
lence and arousal. Valence describes the pleasantness or 
unpleasantness of the signal and is generally measured as 
a continuous scale ranging from positive (i.e. pleasant) to 
negative (i.e. unpleasant) values. Arousal, on the other 
hand, refers to the extent of physical activation. Various 
basic emotions like happiness, anger and sadness can be 
mapped to these valence-arousal scales. For example, hap-
piness has a positive valence, and can have high or low 
arousals. Fear and anger have a negative valence with gen-
erally moderate to high arousal, while sadness has a nega-
tive valence with generally low arousal. 
2.2 Multimodal vs Unimodal Systems 
Early research into emotion detection systems focused 
largely on single data modalities (e.g., facial expressions 
only, or tone only) and on emotions extracted from enacted 
sequences by trained actors [30]. More recently, studies 
have attempted to combine signals from multiple modali-
ties such as facial expressions and audio [31, 32], audio and 
written text [33, 34], physiological signals [35], and various 
combinations of these modalities [36]. Overall, studies in 
this field have started to emphasize the importance of mul-
timodal detection of emotions in more naturalistic scenar-
ios (See [1, 2] for detailed reviews).  
However, despite notable research efforts, the existing 
literature on emotion recognition is limited in three ways. 
First, while there is growing evidence that multimodal sys-
tems generally outperform unimodal systems in emotion 
recognition and related tasks [1], recent evidences have 
highlighted that multimodal systems, at times, can exhibit 
negligible or even a significant reduction in performance 
[37]. Second, a vast majority of existing studies in the area 
were trained and evaluated on small samples (i.e. less than 
50 participants), and the treatment of multimodal systems 
has been limited to bi-modal classifiers and bivariate re-
gression models. Third, there is also scant work on under-
standing the role of various kinds of contextual factors that 
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might directly or indirectly influence model performance 
(e.g. de Gelder et al. [38]). With the exception of a few stud-
ies, the extant literature does not offer an adequate under-
standing of why certain data modalities work better for 
specific emotions but not others [39].  
While a number of studies employing multimodal sys-
tems over unimodal ones have shown significant perfor-
mance improvements with multimodal systems (e.g. [32], 
[40]), Metallinou et al. and Glodek et al. reported that mul-
timodal systems can often exhibit negligible improve-
ments or even reductions in performance [31, 37]. It is 
therefore an important task to ask and address the funda-
mental question of which data modalities are best suited 
for certain emotions, and the role of certain contextual fac-
tors in affecting the performance of these multimodal sys-
tems. 
2.3 Contextual Factors: Duration and Gender 
A few recent studies have started to explore how contex-
tual factors can potentially affect the performance of emo-
tion related classifiers [31, 41, 38, 42].  For instance, de 
Gelder et al. investigated how the presence of information 
on the visual and auditory context (e.g. information about 
natural scene, vocal expressions etc.) can benefit the recog-
nition of facial expressions [38]. Contextual information 
can also come from the same modality. For instance, Met-
allinou et al. showed that emotions within as well as across 
utterances in a dialog sequence can be leveraged to im-
prove emotion recognition [31]. These studies have fo-
cused primarily on external contexts (e.g. speaker’s envi-
ronment, emotion eliciting factors etc.).  
A relatively new direction is the interplay of internal con-
texts, such as gender as an individual difference factor, and 
emotions. For example, Brebner analyzed two samples 
comprising Australian and International participants for 
differences in the frequency and intensity of self-reported 
emotions by gender [43]. The results highlighted signifi-
cant differences particularly for affection and sadness emo-
tions, where females scored higher on both frequency and 
intensity. Males, on the other hand, scored higher for the 
pride emotion in both frequency and intensity. This is not 
entirely surprising since there have been a number of stud-
ies which investigate and seek to explain gender differ-
ences in how emotions are experienced and perceived in 
others  [8, 44, 45]. For instance, it has been shown that fe-
males generally perform better than men at perceiving 
negative emotions like sadness and fear, as well as exhib-
iting them [46].  The reasons for this range from evolution-
ary (e.g., Babchuck et al.’s primary caretaker hypothesis or 
Hampson et al.’s fitness threat hypothesis [47, 44]) to bio-
logical (e.g. Al-Shawaf et al. [46]) to social and normative 
reasons (e.g. Kelter and Haidt [48]). However, it remains to 
be understood whether and how the performance of mul-
timodal emotion features varies as a result of the gender of 
 
1 https://www2.informatik.uni-hamburg.de/wtm/omgchal-
lenges/omg_emotion.html  
the speakers.  
Another contextual factor that has attracted recent atten-
tion, and motivates the present study, is the role of temporal 
contexts. Recent studies have shown that the temporal 
length of the specific emotion being recorded is likely to 
influence the effectiveness of the emotion classifier [39, 41]. 
This is likely due to a combination of three major factors. 
First, the duration of an emotion expression episode is 
likely to vary as a function of the data modality [41]. For 
example, in their study, Lingenfesler et al. [39] showed that 
an asynchronous fusion algorithm that takes into account 
different onset and offset times for emotions in various mo-
dalities, outperformed synchronous fusion algorithms. 
This is particularly useful since certain modalities, like lan-
guage or text, take longer to manifest emotions, while oth-
ers like facial expressions, take much shorter time. Second, 
the nature of the platform or device through which the 
emotions are being expressed or recorded often influences 
the intensity and duration of the emotion. For instance, us-
ers recording a vlog on YouTube are likely to express emo-
tions over longer durations, as compared to users upload-
ing a much shorter Vine video. Lastly, the specific types of 
emotion might also be associated with the duration of the 
episode. In the current study, we offer an empirical inves-
tigation of how the duration of the videos recorded affects 
the performance of unimodal and multimodal features 
across various emotion categories. 
3 DATA 
3.1 Data Source 
We make use of the One-Minute-Gradual Emotion Dataset 
(OMG-Emotion Dataset) [49] for our analyses. The dataset 
was released as part of the 2018 One-Minute Gradual-Emo-
tional Behavior Challenge1 where the original task was to 
implement an emotion-recognition system to accurately 
predict arousal and valence scores using an annotated da-
taset.  
      The original OMG train dataset2 contains Youtube links 
to 2,444 video clips. We were able process a total of 2,176 
actual video clips as of May 2018 using the links provided, 
as some links became unavailable over time. Each video 
clip’s duration ranged around the one-minute mark in gen-
eral, but with some shorter and longer duration videos. 
Most of the videos were of actors and actresses who were 
practicing lines or monologues probably in preparation for 
auditions. Through these monologues, the actors and ac-
tresses exhibited a number of discrete emotions (e.g. hap-
piness, sadness, surprise etc.), of varying arousals. Fig. 1 
demonstrates screenshots of six sample videos from this 
dataset.  
 
2  https://github.com/knowledgetechnologyuhh/OMGEmotionChal-
lenge/blob/master/omg_TrainVideos.csv  
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3.2 Ground Truth Labels 
The dataset also contains utterance-level (approximately 
10-seconds for each utterance) majority-voted labels 
(“EmotionMaxVote”) for seven discrete emotion catego-
ries, namely anger, fear, happiness, neutral, sadness, dis-
gust, and surprise3. The ground truth label was obtained 
for each video clip annotated using crowdsourced Ama-
zon Mechanical Turk workers [49].  
Table 1 presents the basic descriptive statistics of emo-
tion categories, sorted by the most balanced to the most 
imbalanced emotion classes. Neutral and happiness clas-
ses had acceptable levels of imbalance, while sadness and 
anger exhibited high class imbalance. Disgust, fear and 
surprise classes had the highest class imbalance4. 
 
 
3.3 Gender and Duration Labels 
For this research, we annotated the gender of the speaker. 
Hence, our data has a gender variable labeled with three 
values: female, male and “unknown”, for when it was not 
possible to assess the gender, or there were multiple speak-
ers in one utterance. We also calculated the duration for 
each video using the start and end time of the video clips 
mentioned in the dataset.  
 
 
 
 
 
3 However, it is noted that the 2018 OMG Challenge focuses on predict-
ing arousal and valence, but not the emotion categories. 
4 The relatively small amount of disgust, fear and surprise cases in the 
dataset is a limitation. 
5 http://vintage.winklerbros.net/profiling.html and https://opsis.sg  
4 FEATURE EXTRACTION AND CORRELATION 
ANALYSIS 
In order to extract the emotion features, we used a range of 
visual, speech and semantic analysis tools which were re-
cently developed and made available to the research com-
munity. Using these tools, we extracted features from text, 
audio and visual channels  
4.1 Visual-based Emotion Feature Extraction 
The visual features were extracted using the FEA5, a face 
emotion analysis software developed from a research pro-
gramme focusing on visual profiling using photos or static 
images, which was later extended to process a set of image 
frames in videos using a set of deep learning techniques 
[50–55]. Among the main outputs from this system were 
the features vValence and vArousal, which indicate the va-
lence (from very unpleasant to very pleasant) and arousal 
(from low to high physical activation) as detected from the 
facial expressions of the speaker. A third feature, vInten-
sity, measures the distance to the neutral state, and was cal-
culated as the square root of the sum of squares of vValence 
and vArousal. The outputs also included 25 finer-grained 
facial emotional states collectively grouped as vCategory6. 
Thus, in total, there were 28 dimensions of visual-based 
emotion features. 
 vValence: Real-valued score where [-1: the facial expres-
sions express most unpleasant feelings; 1 :  the facial ex-
pressions express  most pleasant feelings] 
 vArousal: Real-valued score where [-1:  the facial ex-
pressions express do not have any heightened physio-
logical activity; 1 :  the facial expressions express have 
highest degree of heightened physiological activity] 
 vIntensity: Real-valued score where [0:  the  facial ex-
pressions express least intense feelings; 1 :  the  facial 
expressions express most intense feelings] 
 vCategory: Binary score where [0:  the  facial expressions 
do not express the particular emotional or physical 
state; 1:   the  facial expressions express the particular 
emotional or physical state] 
4.2 Audio-based Emotion Feature Extraction 
In addition to the visual content, the tone and acoustic pat-
terns of the speech (e.g., speech speed, loudness, pitch of 
voice etc.) provide useful cues toward the expression and 
recognition of emotions. We extracted the audio features 
using the AcousEmo tool, which was developed by a re-
search programme centered on acoustic emotion recogni-
tion [56–61]. All AcousEmo audio features are derived 
based on the acoustic signals of the audio data, without us-
ing any cues from the actual speech content or semantics. 
There are a total of 10 dimensions of audio-based emotion 
features. 
 aValence: Real-valued score where [-1:  the audio ex-
presses most unpleasant feelings; 1:  the  audio ex-
presses  most pleasant feelings] 
6 The original vCategory group of outputs indicate binary classification 
result if a face is expressing an emotional or physical state out of afraid, 
alarmed, annoyed, aroused, astonished, bored, calm, content, delighted, depressed, 
distressed, droopy, excited, frustrated, gloomy, happy, miserable, neutral, pleased, 
sad, satisfied, serene, sleepy, tensed, or tired.  
 
 
 
 
 
  
 
 
 
Fig.1. Utterances from the OMG-Emotion dataset (left to right, top to 
bottom:  Actor/actress demonstrating happiness, sadness, anger, dis-
gust, fear and surprise)  
 
TABLE 1 
DESCRIPTIVE STATISTICS – THE EMOTION CLASSES DISTRIBU-
TION IN THE DATASET  
#, count of videos 
%, out of the total of 2,176 videos 
 
Neu-
tral 
Happi-
ness 
Sad-
ness 
An-
ger 
Dis-
gust 
Fear 
Sur-
prise 
 
772 
 35.5% 
652 
30.0% 
315  
14.5% 
260  
12.0% 
100  
4.6% 
53  
2.4% 
24  
1.1% 
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 aArousal: Real-valued score where [-1:  the  audio does 
not have any heightened physiological activity; 1:  the  
audio has highest degree of heightened physiological 
activity] 
 aPower: Real-valued score where [-1:  the audio ex-
presses least sense of power; 1:  the  audio expresses 
most sense of power] 
 aExpectancy: Real-valued score where [-1:  the audio ex-
presses least sense of expectancy; 1:  the  audio ex-
presses most sense of  expectancy] 
 aIntensity: Real-valued score where [0:  the audio ex-
presses least intense feelings; 1:  the audio expresses 
most intense feelings] 
 aJoy: Binary score where [0:  the audio does not express 
joy; 1:  the audio expresses joy] 
 aAnger: Binary score where [0:  the audio does not ex-
press anger; 1:  the audio expresses anger] 
 aFear: Binary score where [0:  the audio does not express 
fear; 1:  the audio expresses fear] 
 aSadness: Binary score where [0:  the audio does not ex-
press sadness; 1:  the audio expresses sadness] 
 aNeutral: Binary score where [0:  the audio does not ex-
press neutral; 1:  the audio expresses neutral] 
4.3 Text-based Emotion Feature Extraction 
Before extracting the emotion features of the textual con-
tent, the videos were first preprocessed. We first applied 
FFMPEG 7  to extract the audio from the videos. Subse-
quently, we used the Abacus speech recognition engine8 to 
transcribe the audio into text. The engine contains the lat-
est models such as sub-harmonic ratio based voice activity 
detection [62] and deep multi-task learning based acoustic 
modeling [63, 64], which exhibits robust performance at 
transcribing, retrieving, and indexing speech in English, 
Mandarin, Malay, Tamil, and other Southeast Asian spo-
ken languages [65–68].  
     To make sense of the semantic content from the text or 
speech transcript, we adopted CrystalFeel9 as our text-to-
emotion analyzer. CrystalFeel is a collection of five SVM-
based algorithms trained with tweets labelled with inten-
sity scores on valence, joy, anger, sadness and fear dimen-
sions [69]. Evaluated on the SemEval-18 affect in tweets 
shared task data [70], CrystalFeel achieved high Pearson 
correlations of .816 (overall valence), .708 (joy), .740 (an-
ger), .700 (fear) and .720 (sadness) across the five emotion 
dimensions with human labelled emotion intensity scores 
[69], and has been used for advanced NLP applications 
such as understanding and predicting the ingredients of 
happiness from crowded sourced data [71] and predicting 
news social popularity in Facebook [72].  
The special benefit of the CrystalFeel-based emotion 
features is that it generates text-based emotion features in 
terms of the intensities of the five emotion dimensions in-
dependently, instead of providing confidence scores 
which usually indicate the confidence of classification. 
There are a total of 5 dimensions of text-based emotion fea-
tures. 
 
7 https://github.com/FFmpeg/FFmpeg 
8 https://www.accelerate.tech/innovation-offerings/tech-for-licens-
ing/tech-offers/2005 
 tValence: Real-valued score where [0: this text expresses 
highest possible intensity of unpleasant feelings; 1: this 
text expresses  highest possible intensity of pleasant 
feelings] 
 tJoy: Real-valued score where [0: this text expresses 
lowest possible intensity of joy; 1: this text expresses 
highest possible intensity of joy] 
 tAnger: Real-valued score where [0: this text expresses 
lowest possible intensity of anger; 1: this text message 
expresses highest possible intensity of anger] 
 tFear : Real-valued score where [0: this text expresses 
lowest possible intensity of fear; 1: this text expresses 
highest possible intensity of fear] 
 tSadness: Real-valued score where [0: this text expresses 
lowest possible intensity of sadness; 1: this text ex-
presses highest possible intensity of   sadness] 
4.4 Exploratory Correlation Analysis 
To gain a preliminary understanding how the individual 
visual, audio and text features are associated with the 
ground truth emotion labels, we performed a bivariate cor-
relational analysis between the ground truth labels, emo-
tions features and contextual factors for our study. Given 
the emotion labels and most of the features are binary val-
ues, Kendall’s τ was used for all correlations except for 
text-based features, for which Pearson’s r was used. Table 
2 presents the results. 
     The bivariate correlation results suggested a clear pat-
tern: at the individual level, almost all the extracted visual-
, audio-, and text-based emotion features were signifi-
cantly associated with at least one of the seven emotion cat-
egories. Neutral, happiness, sadness and anger categories 
tended to have the highest count of individual predictors. 
Surprise and fear had fewer invidual predictors, while dis-
gust had only one predictor from the audio-based features, 
i.e., aArousal (t = .073**). 
     Among the visual features, most notably, vValence (t = 
.343**) and vIntensity (t = .252**) were found to have very 
high correlations with happiness. For audio features, aA-
rousal (t = .141**) and aIntensity (t = .143**) were highly cor-
related with anger. For text-based emotion features, 
tValence was highly indicative of happiness (r = .163**) and 
tSadness was highly indicative of sadness (r = .163**). 
     The correlation analysis also revealed that gender and 
duration were indeed associated with some emotions but 
not others in this dataset. For example, female speakers 
were less associated with the case of neutral (t = -.214**), 
but were more associated with sadness (t = .256**) and an-
ger (t = .046*) expresions. Longer videos are positively as-
sociated with happiness (t = .089**) and anger (t = .044*) 
but were negatively associated with sadness (t = -.072**). 
Most of the above-illustrated individual feature-emo-
tion bivariate correlations, though presenting interesting 
preliminary patterns, have relatively small magnitudes. In 
order to understand the predictive performance of these 
features, we next used machine learning based classifiers 
and analyzed the combined effects of various features sets. 
9 http://www.crystalfeel.socialanalyticsplus.net  
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10 The subgroup analyses were performed using a linear kernel. 
11 For the current study we use the term ‘audio’ to refer specifically to 
 
5 EXPERIMENTS AND ANALYSIS 
In order to analyze and compare the effectiveness of differ-
ent feature sets, we trained a support vector machine 
(SVM) with a polynomial kernel10 and tuned the cost func-
tion using a grid search approach over the range [0.01, 10]. 
This choice of classifier is consistent with recent work in 
this field (see [73] for an example).  
For the classification models (i.e. classifying fine-
grained emotion classes), the relevant accuracy metrics 
considered were the raw accuracy score and the area under 
curve (AUC). For the regression models (i.e. predicting 
arousal and valence scores), the relevant accuracy metrics 
considered was the Pearson correlation coefficient.  
We present results from a combination of unimodal and 
multimodal models. The unimodal models include A: au-
dio or speech11 features only, V: visual features only and T: 
textual features only. The bimodal models include A+T: fu-
sion of audio and textual features, V+T: fusion of visual 
and textual features, V+A: fusion of visual and audio fea-
tures. Finally, the tri-modal model, V+A+T, fuses all audio, 
visual and textual features. 
In the following section, we highlight analyses results 
using our system for (i) fine-grained emotion classifica-
tions, (ii) arousal and valence prediction models, and (iii) 
subgroup analyses for gender and emotion durations. 
5.1 Multimodal vs. Unimodal Features: Modality 
Effect  
We first evaluated the multimodal vs. unimodal features 
in classifying the seven emotion categories for a binary 
tuned SVM classifier using a 10-fold cross-validation on 
the OMG training set. The raw accuracy results and AUC 
scores were reported respectively in Table 3 and Table 4.   
 
  
‘speech’. 
TABLE 2 
CORRELATION RESULTS 
 Correlation Coefficients ( Kendall’s τ) 
Emotion 
Features 
Neutral Happi-
ness 
Sadness Anger Disgust Fear Surprise 
vValence -.152** .343** -.119** -.089** -.027 -.057** .011 
vArousal .051* .027 -.195** .082** .022 -.029 .049* 
vIntensity -.080** .252** -.184** -.019 -.008 -.050* .029 
vAlarmed .061** -.020 -.043* .014 -.024 -.007 -.028 
vAroused .025 -.055* -.021 .047* .022 -.010 .021 
vAstonished .052* .003 -.082** -.006 .017 -.011 .025 
vExcited .014 .008 -.067** .033 -.010 -.004 .048* 
vFrustrated .013 -.068** .090** .021 -.036 -.026 -.017 
vGloomy -.025 -.037 .023 .004 .026 .044* .072** 
vHappy -.049* .139** -.034 -.064** -.001 -.040 -.009 
vMiserable -.021 -.073** .141** -.023 .009 .005 -.013 
vNeutral -.029 -.072** .185** -.052* -.010 .019 -.019 
vPleased -.119** .235** -.058** -.065** -.026 -.015 -.016 
vTensed -.005 -.045* -.047* .099** .026 .021 -.014 
 
  
  
 
  
aValence .021 -.011 .032 -.058** .011 .008 -.007 
aArousal -.095** -.043* .007 .141** .073** -.033 .066** 
aPower -.040 .079** -.103** .060** .030 -.050* .009 
aExpectancy -.032 .044* -.007 .003 -.018 -.033 .051* 
aIntensity -.065** .063** -.141** .143** .034 -.063** .074** 
aHappiness -.044* -.029 .066** .018 .013 .019 -.002 
aAnger -.039 .001 .007 .045* .036 -.037 -.005 
aFear .033 -.074** .026 .037 -.029 .032 -.013 
aSadness .032 .077** -.044* -.091** -.012 .000 -.027 
aNeutral -.018 -.001 -.049* .062** .018 -.040 .084** 
 
  
  
 
  
tValence .050* .163** -.130** -.133** -.037 -.013 -.013 
tJoy .000 .161** -.098 -.102** -.025 -.014 -.001 
tAnger -.050* -.058 -.006 .129** .032 .007 .028 
tFear -.055* -.114** .107** .112** .003 .021 .015 
tSadness -.082** -.145** .164** .145** -.002 .008 .015 
 
  
  
 
  
Female -.214** -.004 .256** .046* .004 -.015 .008 
Male .148** -.138** -.083** .035 .026 .038 -.013 
Unknown .113** .140** -.192** -.117** -.033 -.049* .013 
        
Duration -.040 .089** -.072** .019 -.004 -.040 .044* 
**. Correlation is significant at the 0.01 level.  *. Correlation is significant at the 
0.05 level. For visual-based features, only those individual features with more than 
one significant correlation were retained, due to space limitations. 
TABLE 3 
RAW ACCURACY RESULTS FOR EMOTION CLASSIFIER 
BASED ON 10-FOLD CROSS-VALIDATIONS 
Modality 
Raw Accuracy (%) 
Neutral Happiness Sadness Anger Disgust Fear Surprise 
Visual 57.3 71.6 75.8 61.8 56.8 53.1 73.9 
Audio 50.9 54.2 68.5 79.0 77.5 76.8 86.0 
Text 42.1 66.6 84.3 79.5 85.3 43.1 44.4 
V + A 62.0 74.9 76.241 76.5 82.6 72.9 89.6 
V + T 59.5 71.1 77.8 65.6 72.9 63.0 78.6 
A + T 56. 6 59.1 78.19 79.7 89.2 86.4 92.5 
V + A + T 64.5 75.6 82.4 80.9 88.3 84.1 95.6 
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Our results show that the bimodal and trimodal classi-
fiers exhibited significant improvement in raw accuracy 
and AUC scores, over the unimodal classifiers to varying 
extents across the different emotions. 
To better quantify the improvements in accuracy, we 
use a version of the commonly used metric MM1 which is 
specified as follows: 
 
MM1=100*[𝑀𝑎𝑥(𝑎𝑀𝑀) −  𝑀𝑎𝑥(𝑎𝑈𝑀)] 𝑀𝑎𝑥(𝑎𝑈𝑀)⁄   (1) 
 
Here, 𝑀𝑎𝑥(𝑎𝑀𝑀) denotes the accuracy of the best multi-
modal classifier (A+T or V+T or V+A or V+A+T), 
𝑀𝑎𝑥(𝑎𝑈𝑀) denotes the accuracy of the best unimodal clas-
sifier (A or V or T). The effect size of the MM1 metric has 
been used in a number of recent work and offers a con-
servative estimate of the relative improvements from using 
a multimodal classifier [1]. Since the MM1 metric measures 
improvement over a baseline score, the metric is not sensi-
tive to the specific type of classification accuracy metric  
being used, and hence, offers a flexible and disciplined 
way of comparing classifier performance across models. 
The list of best unimodal and multimodal classifiers to-
gether with the associated MM1 effects are demonstrated 
in Table 5. The estimates of MM1 scores show a number of 
interesting patterns. First, the average MM1 scores across 
the 7 emotion classes is 20.2 for the cross-validated model, 
implying that the multimodal classifiers outperformed 
unimodal classifiers for all emotions. The highest improve-
ments for multimodal classifiers were observed for the fear 
and disgust emotions.  
The best performing unimodal classifier for neutral, 
happiness and sadness was the visual-only (V) classifier, 
while the best performing unimodal classifier for the an-
ger, disgust, fear, and surprise emotions was the audio-
only (A) classifier.  
Among the multimodal classifiers, the trimodal 
(V+A+T) classifier outperformed bimodal classifiers across 
all emotions. The best performing bimodal classifier across 
all emotion classes was the V+A classifier.  
Robustness test on valence and arousal outcomes. In 
addition to emotion categories, we also tested our multi-
modal system on the task of predicting continuous-valued 
arousal and valence scores provided by the OMG dataset. 
We developed a SVM regression model with a linear ker-
nel and grid-search tuned cost function to predict the 
ground truth arousal and valence scores provided in the 
dataset. Tables 6 demonstrates the Pearson correlation co-
efficient from the regression models implemented for var-
ious combination of the feature sets. 
 
TABLE 6 
PEARSON CORRELATION COEFFICIENTS FOR CROSS-VALIDATED 
(CV) MODELS  
Modality 
PEARSON CORRELATION COEFFICIENTS 
Arousal (CV) Valence (CV) 
V 0.147 0.174 
A 0.203 0.202 
T 0.157 0.292 
V+A 0.228 0.258 
V+T 0.201 0.328 
A+T 0.226 0.335 
V+A+T 0.251 0.353 
   
 
The results show that the trimodal model, denoted by 
V+A+T, outperformed the best unimodal as well as bi-
modal models for both valence and arousal models. Spe-
cifically, the best multimodal model outperformed the best 
unimodal model in Pearson correlation coefficient scores 
by over 23% and 20% for arousal and valence respectively. 
Interestingly, while the V+A model was found to be the 
most effective bimodal model in predicting arousal, the 
V+T and A+T models performed better in predicting va-
lence. Similarly, while the audio-only (A) model was the 
best performing unimodal model in predicting arousal, the 
text-only (T) model performed best in predicting valence.  
In summary, the analysis, focusing on modality effects 
on emotions, confirms our main design hypothesis that the 
multimodal system shows high efficacy in the recognition 
of various kinds of emotional outcomes, where the emo-
tions are evaluated as fine-grained discrete emotion labels, 
as well as continuous-scaled dimensions of valence and 
arousal.  
Specifically, based on our analyses, we found that 
while the average MM1 effect was positive for cross-vali-
dated multimodal classifiers across all emotions, the per-
formance for specific classifiers showed significant vari-
ance. For instance, across all emotion categories, the tri-
modal classifier (i.e. V+A+T) performed better than all bi-
modal classifiers, and all bimodal classifiers performed 
TABLE 4 
AUC RESULTS FOR EMOTION CLASSIFIER BASED ON 
10-FOLD CROSS-VALIDATIONS 
Modality 
AUC 
Neutral Happiness Sad Anger Disgust Fear Surprise 
Visual .583 .639 .674 .608 .593 .649 .724 
Audio .569 .598 .635 .651 .673 .725 .785 
Text .536 .598 .599 .571 .581 .598 .616 
V + A .660 .695 .735 .720 .790 .842 .927 
V + T .624 .665 .724 .661 .758 .746 .851 
A + T .631 .642 .714 .703 .758 .802 .880 
V + A + T .688 .714 .799 .783 .872 .900 .937 
        
 
TABLE 5 
MM1 SCORES BASED ON 10-FOLD CROSS-VALIDA-
TIONS 
Modality 
MM1 Score (%) 
Neutral Happiness Sadness Anger Disgust Fear Surprise 
 18.0 11.7 18.5 20.3 29.6 24.1 19.4 
Best MM V+A+T V+A+T V+A+T V+A+T V+A+T V+A+T V+A+T 
Best UM V V V A A A A 
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better than unimodal classifiers. However, the visual+au-
dio classifier (V+A) outperformed all other bimodal classi-
fiers across emotions. For the unimodal classifiers, the vis-
ual-only (V) classifier was found to be the best performing 
classifier for the neutral, happiness and sadness emotions, 
while the audio-only (A) classifier was the best performing 
classifier for anger, disgust, fear and surprise emotions. 
 
5.2 Contextual Factor: Gender Effect 
To enhance our understanding of the how the gender of 
the speaker influences the inference of emotion labels us-
ing multimodal system, we performed an analysis of two 
gender subgroups (i.e. male vs. female) using the training 
data available. Using two human annotators the training 
dataset (2,176 videos) was gender-annotated into 738 male-
only and 1,004 female-only videos. Around 434 videos 
could not be annotated because the gender of the speaker 
was either not discernible from the video even after inter-
rater consultations, or was not uniquely identifiable on ac-
count of multiple speakers. For the successful gender an-
notations, the interrater agreement was 100%. 
Tables 7 and 8 below highlight the MM1 scores for the 
male-only and female-only subgroups extracted from the 
training data. Our results show that while multimodal 
classifiers offered significant improvements over uni-
modal classifiers for both gender groups, there exists sig-
nificant variance in the strength of this improvement, as 
discussed in detail in the next section.  
 
TABLE 7 
MM1 SCORES FOR MALE SPEAKERS BASED ON 10-FOLD CROSS-VALIDATIONS 
Modality 
MM1 Score (%) 
Neutral Happiness Sadness Anger Disgust Fear Surprise 
Male Actors 6.2 6.6 10.4 12.7 12.6 10.8 15.0 
Overall 18.0 11.8 18.5 20.3 29.6 24.2 19.4 
Best MM V+A+T V+A+T V+A+T V+A+T V+A+T V+A+T V+A+T 
Best UM A V V V V A V 
 
 
TABLE 8 
MM1 SCORES FOR FEMALE SPEAKERS BASED ON 10-FOLD CROSS-VALIDATIONS 
Modality 
MM1 Score (%) 
Neutral Happiness Sadness Anger Disgust Fear Surprise 
Female Actors 1.7 4.8 5.8 11.1 10.8 13.2 12.8 
Overall 18.0 11.8 18.5 20.3 29.6 24.2 19.4 
Best MM V+A+T V+A+T V+A+T V+A+T V+A+T V+A+T V+A+T 
Best UM V V V V V V V 
5.3 Contextual Factor: Duration Effect 
The duration of an episode when an emotion is expressed 
can vary widely. As described earlier, the duration of epi-
sode might be longer or shorter depending on (i) the mo-
dality e.g emotions expressed through text take longer to 
express than through visuals, (ii) the nature of medium e.g. 
short tweets and Vine videos vs. longer YouTube videos, 
and (iii) the specific type of emotions e.g. disgust takes 
longer to fully express than happiness.   
In order to the test the accuracy of classifiers for the 
various emotion classes across short and long duration 
videos, we performed a quartile split on the training set 
based on the duration of videos, and categorized the first 
and fourth duration quartiles as short and long duration 
videos respectively. The first quartile comprised a total of 
544 videos ranging in duration from 0.6 seconds to 4.4 sec-
onds, while the fourth quartile comprised a total of 543 
videos ranging in duration from 10.5 seconds to 30.7 sec-
onds.  We then trained an SVM classifier, similar to the one 
in the previous section, on these two groups of videos and 
report the MM1 scores for the two subgroups in Tables 9 
and 10 below.  
 
TABLE 9 
MM1 SCORES FOR SHORTER DURATION VIDEOS BASED ON 10-FOLD CROSS-VALIDATIONS 
Modality 
MM1 Score (%) 
Neutral Happiness Sadness Anger Disgust Fear Surprise 
Shorter Duration 0.0 6.3 10.3 17.9 22.7 24.6 1.2 
Overall 18.0 11.7 18.6 20.3 29.6 24.1 19.4 
Best MM V+A+T,V+A,V+T V+A+T V+A+T V+A+T V+A+T V+A+T V+A+T 
Best UM V V V A A A A 
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TABLE 10 
MM1 SCORES FOR LONGER DURATION VIDEOS BASED ON 10-FOLD CROSS-VALIDATIONS 
Modality 
MM1 Score (%) 
Neutral Happiness Sadness Anger Disgust Fear Surprise 
Longer Duration 6.2 8.7 8.8 15.1 15.0 13.2 16.5 
Overall 18.0 11.7 18.5 20.3 29.6 24.1 19.4 
Best MM V+A+T V+A+T A+T V+A+T V+A+T V+A+T V+A+T 
Best UM V V V V V V A 
Our results from this analysis show that multimodal 
classifiers outperformed unimodal classifiers across emo-
tions for both shorter duration as well as longer duration 
videos. The only exception to this was the neutral emotion, 
where the best multimodal classifier trained on shorter du-
ration data performed at the same level as the best uni-
modal classifier (i.e. MM1 = 0).  For neutral, happiness, and 
surprise emotions, classifiers trained on longer duration 
videos reported higher MM1 than those trained on shorter 
duration videos. However, for sadness, anger, disgust, and 
fear emotions, classifiers trained on shorter duration vid-
eos reported a higher MM1 than those trained on longer 
duration videos. 
6 DISCUSSIONS 
6.1 Key Findings 
Multimodal emotion features performed significantly 
better than unimodal features, but the modality effects 
differ across emotions. One of the key insights from our 
analyses was the difficulty in classifying the neutral emo-
tion. For the cross-validated model, the accuracy of classi-
fying the neutral emotion was the lowest for the best uni-
modal (V, AUC=0.583), best bimodal (V+A, AUC=0.660) 
and best trimodal (V+A+T, AUC=0.688) classifiers, as com-
pared to all other emotions. Furthermore, the MM1 score 
(𝑀𝑀1𝑛𝑒𝑢𝑡𝑟𝑎𝑙  = 18.010) for the neutral emotion was lower 
than the average MM1 score across all emotions (𝑀𝑀1𝑎𝑣𝑔 
= 20.234). The same pattern is also consistent across all the 
four gender (i.e. male vs. female) and duration (i.e. shorter 
vs. longer) subgroups, where the MM1 scores for neutral 
emotion was found to be smaller than the MM1 scores for 
other emotions. These findings imply that for classifying 
neutral emotions, multimodal classifiers do not offer sub-
stantial improvements over unimodal classifiers, as com-
pared to other emotions. More importantly, this reduction 
in improvement was most salient for shorter duration vid-
eos where the best multimodal classifier showed no im-
provement over the best unimodal classifier (𝑀𝑀1𝑛𝑒𝑢𝑡𝑟𝑎𝑙  = 
0). This is consistent with recent work in affect recognition 
which emphasizes the complexity in conceptualizing what 
constitutes a neutral emotion and the problems with de-
coupling neutral-only videos from neutral segments of all 
other videos [73, 74]. It is for this reason that Barros et al. 
report significant improvements in multimodal accuracy 
but also note that the neutral class exhibited the highest 
number of misclassifications [74]. Similarly, Soleymani et 
al. reported high variance in pupillary response for partic-
ipants when watching neutral scenes in videos [73]. Some 
past work has also shown that it is plausible for classifiers 
to confuse neutral emotions with emotions like happiness 
and sadness [75, 76]. It is precisely because of these incon-
sistencies, that the different modalities tend to classify neu-
tral emotions differently, leading to subsequent difficulties 
in the feature fusion stage. In our analyses too, we note that 
the neutral and happiness emotion classes were the most 
difficult to classify, and showed lower improvements with 
multiple modalities as compared to other emotions. For all 
other emotion classes, multimodal accuracies were signifi-
cantly higher than the unimodal accuracies for the training 
set.  
Interestingly, we also observed that multimodal classi-
fiers tend to work substantially better than unimodal clas-
sifiers for negatively valenced emotions like disgust 
( 𝑀𝑀1𝑑𝑖𝑠𝑔𝑢𝑠𝑡  = 29.569 > 𝑀𝑀1𝑎𝑣𝑔  = 20.234), and fear 
(𝑀𝑀1𝑓𝑒𝑎𝑟  = 24.138 > 𝑀𝑀1𝑎𝑣𝑔 = 20.234). This is partly be-
cause emotions such as disgust and fear are complex and 
unlikely to be fully understood through any one modality. 
In contrast, emotions like happiness and anger have clear 
markers in at least one modality (e.g. facial smile for hap-
piness, loud voice for anger etc.)  and can therefore be also 
captured with reasonable accuracy through unimodal clas-
sifiers. This is consistent with recent work by [77] which 
found that facial expressions conveyed happiness the 
clearest, while vocal features conveyed anger better than 
other emotions. Thus, for these two emotions, the presence 
of multiple modalities might not lead to substantial in-
creases in performance. In our analyses too, we found that 
the most effective unimodal classifier for the happiness 
emotion was visual-only (V, AUC = 0.639) while that for 
the anger emotion was audio-only (A, AUC=0.639). 
Similar to the fine-grained emotions, the improvement 
in multimodal performance was particularly pronounced 
when applied to the task of predicting higher continuous 
dimensions like arousal and valence. This is consistent 
with recent studies that have shown high efficacy of mul-
timodal systems in predicting valence and polarity ([2, 73, 
3]). Based on our analyses, we found that across emotions, 
bimodal and trimodal regression models outperformed 
unimodal regression models for both arousal and valence 
predictions. Among the multimodal models, the trimodal 
model (V+A+T) outperformed all the bimodal models. 
Most importantly, we found that while audio-related fea-
10  
 
tures (V+A and A) performed better than text-related fea-
tures in predicting arousal, text-related features (A+T, 
V+T, T) actually performed better than audio-related fea-
tures in predicting valence.  
The gender of the speaker plays a moderating role in 
multimodal features’ performance. Our analyses on the 
OMG dataset also uncovered significant gender differ-
ences in emotion classification across the various emotion 
classes. The results suggest certain patterns in gender dif-
ferences across various models and datasets. For instance, 
we found that multimodal classifiers outperformed uni-
modal classifiers for all emotions across the two genders 
(i.e. MM1 > 0). However, the average MM1 scores male 
speakers (𝑀𝑀1𝑎𝑣𝑔,𝑚𝑎𝑙𝑒  = 10.6) outperformed those of fe-
male speakers (𝑀𝑀1𝑎𝑣𝑔,𝑓𝑒𝑚𝑎𝑙𝑒 = 8.6) for all emotions except 
fear. One possible reason why this might be the case is that 
females tend to express complex emotions, like sadness, 
through a combination of subtle actions that are harder to 
detect than for men who generally show limited reactions 
when expressing complex emotions, probably due to a mix 
of evolutionary limitations and restrictive social norms. 
This makes it relatively easier for classifiers to detect such 
emotions in men. For emotions like anger, where reactions 
like loud vocal expressions are relatively common for both 
men and women, the classifiers are less likely to show any 
difference. We also note that fear was the only emotion for 
which multimodal classifiers that were trained on female 
speakers performed better than those trained on male 
speakers. This implies that it was easier for the classifiers 
to accurately classify fear as an emotion for female speak-
ers. This might be explained by the fact that recent studies 
looking at gender differences in emotion experience and 
perception have found that women tend to be better than 
men at picking up certain emotions, and particularly neg-
ative emotion, as well as experiencing these emotions 
themselves [44, 45, 47].  
Even though, in this study, we do not observe similar 
effects with other negative emotions like sadness and dis-
gust, there have been recent studies that discuss similar 
findings. For instance, and with disgust specifically, Al-
Shawaf et al. provide a set of evolutionary-functional rea-
sons to explain why women consistently experience higher 
levels of disgust than men [46]. It is therefore possible, that 
female speakers might be expressing this emotion more 
vividly than males, making it easier for classifiers to cap-
ture this difference. It is perhaps for this reason that, for the 
fear emotion, our analyses show that almost all unimodal 
and multimodal classifiers perform better for female 
speakers. Furthermore, for male speakers, the visual-only 
(V) classifier was found to be the best performing uni-
modal classifier for happiness, sadness, anger, disgust and 
surprise emotions, while the audio-only (A) classifier per-
formed better for the neutral and fear emotions. For female 
speakers, however, the visual-only unimodal classifier was 
found to be better performing for all emotions.  
Multimodal emotion features’ effectiveness changed 
due to long vs. short emotion episodic durations. The 
other contextual factor that we focused on was the dura-
tion of the emotion expression episode. We conjectured 
that that the duration of a recorded emotion episode would 
be contingent on (i) data modality, (ii) nature of the me-
dium, and the (iii) type of emotion. While certain modali-
ties, like text, require longer to fully onset a specific emo-
tion (i.e. we might need to wait for a sentence to end to de-
cipher the full meaning and intent), other modalities like 
visual are quicker and more direct (e.g. a smile to convey 
happiness). Videos from certain online video sharing web-
sites like YouTube, as is the case with the current dataset, 
tend to be longer in duration than videos from certain 
other platforms like Vine. Through our analyses on classi-
fier performance on shorter vs. longer duration videos, we 
found that the average MM1 scores across emotions was 
comparable for the two duration groups (𝑀𝑀1𝑎𝑣𝑔,𝑠ℎ𝑜𝑟𝑡𝑒𝑟 = 
11.9, 𝑀𝑀1𝑎𝑣𝑔,𝑠ℎ𝑜𝑟𝑡𝑒𝑟 = 12.0). However, there was significant 
variance across the specific emotion categories. For in-
stance, and as mentioned earlier, multimodal classifiers 
failed to offer any improvement over unimodal classifiers 
for the neutral emotion when trained with shorter duration 
videos (𝑀𝑀1𝑛𝑒𝑢𝑡𝑟𝑎𝑙,𝑠ℎ𝑜𝑟𝑡𝑒𝑟 = 0).  
For longer duration videos however, there was a mild 
improvement (𝑀𝑀1𝑛𝑒𝑢𝑡𝑟𝑎𝑙,𝑙𝑜𝑛𝑔𝑒𝑟 = 6.2). We also found that 
for positively valenced emotions like happiness and sur-
prise, the improvements in multimodal classification over 
unimodal classification were more pronounced, as re-
flected by a higher MM1 score. However, for negatively 
valenced emotions like sadness, anger, disgust and fear, 
the opposite was true. This might partly be due to the na-
ture of the specific emotions being expressed. It is possible 
that while negative emotions like sadness and disgust gen-
erally take longer to fully onset and peak, others such as 
happiness and surprise tend to be more immediate. More 
research is needed to fully understand the underlying 
mechanisms of why these duration effects manifest. 
Taken together, our analyses not only help to strengthen 
the evidence supporting for the multimodal approach to 
recognizing and analyzing emotions, but also highlight the 
important of understanding the significant variance in 
classifier accuracies depending on a number of important 
contextual factors, like the gender of the speaker and the 
duration of the emotion episode. 
6.2 Limitations and Future Research 
There are a number of limitations in the present study that 
warrants future research. First, the current study uses text, 
speech and visual as the three data modalities, and uses all 
combinations of these modalities to benchmark the perfor-
mance of the multimodal features. While these modalities 
are the most commonly used sources of emotion data, the 
relative importance and richness of these modalities is 
likely to vary depending on multiple factors e.g. Instagram 
content is likely to be richer in visual than text. It is useful 
to note that the feature fusion technique used in the current 
study is platform-agnostic and does not consider such het-
erogeneities.  
Second, and as pointed out by Lingenfesler et al. [39], 
the various modalities are not temporally aligned within 
the duration of the emotion episode. This might introduce 
certain errors in feature fusion, leading to higher misclas-
sifications.  
Third, in the current study, we selectively focused on 
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two important contextual factors – gender and duration. 
However, there are other important contextual factors like 
(i) surrounding scenes, (ii) physiological state (e.g. body 
temperature), (iii) conversational contexts, that are also 
equally likely to affect classifier performance. Future re-
search in this area could further explore the effect of these 
contextual factors on classifier accuracy.  
Lastly, while the current study offers robust empirical 
insights based on a large and real-world video OMG da-
taset, there are some inherent limitations in the dataset, in-
cluding relatively fewer representations of disgust, fear 
and surprise classes. Future work can look into building 
richer datasets and studing abstractions that can help to 
explain the underlying psychological underpinnings be-
hind the observed associations between emotions, data 
modalities, genders and important contextual factors. A 
theoretically sound interpretation of multimodal emotion 
recognition can benefit not just the development of better 
classifiers, but also help preempt certain biases and explain 
several inconsistent findings reported in prior work.  
7 CONCLUSION 
This study leverages state-of-the-art multimodal emotion 
recognition technologies (visual-to-emotion, speech-to-
emotion, and text-to-emotion classifiers) and presents em-
pirical analyses to help further our understanding on how 
the performance of multimodal classifiers varies as a func-
tion of the specific emotion being modeled as well as con-
textual factors like the gender of the speaker and the dura-
tion of the emotion episode. While multimodal classifiers 
were found to be more effective than unimodal classifiers 
at large, our findings reveal significant variance in the im-
provement metric across emotions. The study is also an 
early attempt at looking at the effect of contextual factors 
like the gender of the speaker or the duration of the emo-
tional episode, on the classifier accuracy across various 
modalities.  
Emotions will continue to play a key role in human ex-
perience and communication. The exploratory findings 
from this study offer valuable empirical insights to help 
understand and inform how future systems leveraging 
multimodal emotion recognition can be improved in the 
presence of multiple data modalities, focal emotions of in-
terest, as well as important contextual factors. 
ACKNOWLEDGMENT 
This research is supported by Agency for Science, Technol-
ogy and Research (A*STAR) under its SERC Strategic Fund 
(a1718g0046). We thank the Project Digital Emotions team 
for their valuable discussions and teamwork, and in par-
ticular, Nur Atiqah Othman for her annotation assistance 
on the gender label used in our analyses. The authors are 
grateful for the helpful discussions with Desmond Ong, 
and advice from Stefan Winkler, Huang Dongyan and 
Nancy Chen on applying latest visual and speech pro-
cessing technologies for extracting features in our experi-
ments and analyses.  
REFERENCES 
[1] S. K. D’mello and J. Kory, “A review and meta-
analysis of multimodal affect detection systems,” 
ACM Comput. Surv., vol. 47, no. 3, pp. 1–36, 2015. 
[2] S. K. D’Mello, N. Dowell, and A. Graesser, “Unimodal 
and Multimodal Human Perceptionof Naturalistic 
Non-Basic Affective Statesduring Human-Computer 
Interactions,” IEEE Trans. Affect. Comput., vol. 4, no. 4, 
pp. 452–465, 2013. 
[3] R. A. Calvo and S. D’Mello, “Affect detection: An 
interdisciplinary review of models, methods, and 
their applications,” IEEE Trans. Affect. Comput., vol. 1, 
no. 1, pp. 18–37, 2010. 
[4] B. Liu and S. S. Sundar, “Should Machines Express 
Sympathy and Empathy? Experiments with a Health 
Advice Chatbot,” Cyberpsychology, Behav. Soc. Netw., 
vol. 21, no. 10, pp. 625–636, 2018. 
[5] H. Cui, V. Mittal, and M. Datar, “Comparative 
experiments on sentiment classification for online 
product reviews,” in Proc. of 21st National Conference 
on Artificial Intelligence, AAAI, MA, 2006, pp. 1265–
1270. 
[6] M. Uljarevic and A. Hamilton, “Recognition of 
Emotions in Autism: A Formal Meta-analysis,” J. 
Autism Dev. Disord., vol. 43, no. 7, pp. 1517–1526, 2013. 
[7] S. Alghowinem, R. Goecke, J. Epps, M. Wagner, and J. 
F. Cohn, “Cross-Cultural Depression Recognition 
from Vocal Biomarkers,” in INTERSPEECH, 2016, pp. 
1943–1947. 
[8] D. McDuff, E. Kodra, R. el Kaliouby, and M. LaFrance, 
“A Large-scale Analysis of Sex Differences in Facial 
Expressions,” PLoS One, vol. 12, 2017. 
[9] C. Darwin and P. Prodger, The Expression of the 
Emotions in Man and Animals. USA: Oxford University 
Press, 1998. 
[10] E. M. Zemach, “What is Emotion?,” Am. Philos. Q., vol. 
38, no. 2, pp. 197–207, 2001. 
[11] W. James, “What is an Emotion?,” Mind, vol. 9, no. 34, 
pp. 188–205, 1884. 
[12] G. L. Clore, K. Gasper, and E. Garvin, “Affect as 
Information,” Handb. Affect Soc. Cogn., pp. 121–144, 
2001. 
[13] D. Hume, “Emotions and Moods,” Organ. Behav., pp. 
258–297, 2012. 
[14] J. M. Jenkins, K. Oatley, and N. (Eds. . Stein, Human 
Emotions: A Reader. Wiley-Blackwell, 1998. 
[15] N. H. Frijda, “Moods, Emotion Episodes, and 
Emotions,” Handb. Emot., pp. 381–403, 1993. 
[16] W. James, F. Burkhardt, F. Bowers, and I. K. 
Skrupskelis, The Principles of Psychology (Vol. 1, No. 2). 
London: Macmillan, 1890. 
[17] W. B. Cannon, “The James-Lange Theory of Emotions: 
A Critical Examination and an Alternative Theory,” 
Am. J. Psychol., vol. 39, no. 1, pp. 106–124, 1927. 
[18] J. Kagan, What is Emotion?: History, Measures, and 
Meanings. Yale University Press, 2007. 
[19] M. Rashid, S. A. R. Abu-Bakar, and M. Mokji, 
12  
 
“Human emotion recognition from videos using 
spatio-temporal and audio features,” Vis. Comput., 
vol. 29, no. 12, pp. 1269–1275, 2013. 
[20] G. Krell, M. Glodek, A. Panning, I. Siegert, B. 
Michaelis, A. Wendemuth, and F. Schwenker, “Fusion 
of Fragmentary Classifier Decisions for Affective State 
Recognition,” in IAPR Workshop on Multimodal Pattern 
Recognition of Social Signals in Human-Computer 
Interaction, 2012, pp. 116–130. 
[21] S. K. D’mello and A. Graesser, “Multimodal semi-
automated affect detection from conversational cues, 
gross body language, and facial features,” User Model. 
User-adapt. Interact., vol. 20, no. 2, pp. 147–187, 2010. 
[22] P. Ekman, “An Argument for Basic Emotions,” Cogn. 
Emot., vol. 6, no. 3–4, pp. 169–200, 1992. 
[23] T. J. Turner and A. Ortony, “Basic Emotions: Can 
Conflicting Criteria Converge?,” Psychol. Rev., vol. 99, 
pp. 566–571, 1992. 
[24] A. Ortony and T. J. Turner, “What’s Basic About Basic 
Emotions?,” Psychol. Rev., vol. 97, pp. 315–331, 1990. 
[25] S. Wang, Y. Zhu, G. Wu, and Q. Ji, “Hybrid Video 
Emotional Tagging using Users’ EEG and Video 
Content,” Multimed. Tools Appl., vol. 72, no. 2, pp. 
1257–1283, 2014. 
[26] T. Baltrušaitis, N. Banda, and P. Robinson, 
“Dimensional affect recognition using continuous 
conditional random fields,” in 2013 10th IEEE 
International Conference and Workshops on Automatic 
Face and Gesture Recognition (FG), 2013, pp. 1–8. 
[27] M. S. Hussain, H. Monkaresi, and R. A. Calvo, 
“Combining Classifiers in Multimodal Affect 
Detection,” in Proceedings of the Tenth Australasian Data 
Mining Conference, 2012, pp. 103–108. 
[28] K. Lu and Y. Jia, “Audio-visual Emotion Recognition 
with Boosted Coupled HMM,” in Proceedings of the 
21st International Conference on Pattern Recognition 
(ICPR2012), 2012, pp. 1148–1151. 
[29] D. Glowinski, N. Dael, A. Camurri, G. Volpe, M. 
Mortillaro, and K. Scherer, “Toward a minimal 
representation of affective gestures,” IEEE Trans. 
Affect. Comput., vol. 2, no. 2, pp. 106–118, 2011. 
[30] M. Pantic and L. J. Rothkrantz, “Toward an Affect-
sensitive Multimodal Human-computer Interaction,” 
Proc. IEEE, vol. 91, no. 9, pp. 1370–1390, 2003. 
[31] A. Metallinou, M. Wollmer, A. Katsamanis, F. Eyben, 
B. Schuller, and S. Narayanan, “Context-sensitive 
Learning for Enhanced Audiovisual Emotion 
Classification,” IEEE Trans. Affect. Comput., vol. 3, no. 
2, pp. 184–198, 2012. 
[32] J. C. Lin, C. H. Wu, and W. L. Wei, “Error Weighted 
Semi-coupled Hidden Markov Model for Audio-
visual Emotion Recognition,” IEEE Trans. Multimed., 
vol. 14, no. 1, pp. 142–156, 2012. 
[33] B. Schuller, “Recognizing Affect from Linguistic 
Information in 3D Continuous Space,” IEEE Trans. 
Affect. Comput., vol. 2, no. 4, pp. 192–205, 2011. 
[34] C. H. Wu and W. B. Liang, “Emotion Recognition of 
Affective Speech based on Multiple Classifiers using 
Acoustic-prosodic Information and Semantic Labels,” 
IEEE Trans. Affect. Comput., vol. 2, no. 1, pp. 10–21, 
2011. 
[35] O. AlZoubi, S. K. D’Mello, and R. A. Calvo, “Detecting 
naturalistic expressions of nonbasic affect using 
physiological signals,” IEEE Trans. Affect. Comput., 
vol. 3, no. 3, pp. 298–310, 2012. 
[36] L. Kessous, G. Castellano, and G. Caridakis, 
“Multimodal emotion recognition in speech-based 
interaction using facial expression, body gesture and 
acoustic analysis,” J. Multimodal User Interfaces, vol. 3, 
no. 1–2, pp. 33–48, 2010. 
[37] M. Glodek, S. Tschechne, G. Layher, M. Schels, T. 
Brosch, S. Scherer, and F. Schwenker, “Multiple 
Classifier Systems for the Classification of Audio-
visual Emotional States,” Affect. Comput. Intell. 
Interact. Springer, pp. 359–368, 2011. 
[38] B. de Gelder, H. K. M. Meeren, R. Righart, J. den Stock, 
W. A. C. de Riet, and M. Tamietto, “Beyond the face: 
exploring rapid influences of context on face 
processing,” Prog. Brain Res., vol. 155, pp. 37–48, 2006. 
[39] F. Lingenfelser, J. Wagner, J. Deng, R. Brueckner, B. 
Schuller, and E. André, “Asynchronous and event-
based fusion systems for affect recognition on 
naturalistic data in comparison to conventional 
approaches,” IEEE Trans. Affect. Comput., vol. 9, no. 4, 
pp. 410–423, 2016. 
[40] M. Wollmer, M. Kaiser, F. Eyben, B. Schuller, and G. 
Rigoll, “LSTM-Modeling of continuous emotions in 
an audiovisual affect recognition framework,” Image 
Vis. Comput., vol. 31, no. 2, pp. 153–163, 2013. 
[41] J. C. Kim and M. A. Clements, “Multimodal Affect 
Classification at Various Temporal Lengths,” IEEE 
Trans. Affect. Comput., vol. 6, no. 4, pp. 371–384, 2015. 
[42] H. Aviezer, R. R. Hassin, J. Ryan, C. Grady, J. 
Susskind, A. Anderson, and S. Bentin, “Angry, 
Disgusted, or Afraid? Studies on the Malleability of 
Emotion Perception,” Psychol. Sci., vol. 19, no. 7, pp. 
724–732, 2008. 
[43] J. Brebner, “Gender and emotions,” Pers. Individ. Dif., 
vol. 34, no. 3, pp. 387–394, 2003. 
[44] E. Hampson, S. M. van Anders, and L. I. Mullin, “A 
female advantage in the recognition of emotional 
facial expressions: Test of an evolutionary 
hypothesis,” Evol. Hum. Behav., vol. 27, no. 6, pp. 401–
416, 2006. 
[45] E. B. McClure, “A Meta-analytic Review of Sex 
Differences in Facial Expression Processing and their 
Development in Infants, Children, and Adolescents,” 
Psychol. Bull., vol. 126, pp. 424–453, 2000. 
[46] L. Al-Shawaf, D. M. G. Lewis, and D. M. Buss, “Sex 
differences in disgust: Why are women more easily 
disgusted than men?,” Emot. Rev., vol. 10, no. 2, pp. 
149–160, 2018. 
[47] W. A. Babchuk, R. B. Hames, and R. A. Thompson, 
“Sex differences in the Recognition of Infant Facial 
Expressions of Emotion: The Primary Caretaker 
Hypothesis,” Ethol. Sociobiol., vol. 6, pp. 89–101, 1985. 
 13 
 
[48] D. Keltner and J. Haidt, “Social Functions of Emotions 
at Four Levels of Analysis,” Cogn. Emot., vol. 13, no. 5, 
pp. 505–521, 1999. 
[49] P. Barros, N. Churamani, E. Lakomkin, H. Siqueira, A. 
Sutherland, and S. Wermter, “The Omg-emotion 
Behavior Dataset.,” 2018. 
[50] S. Peng, L. Zhang, S. Winkler, and M. Winslett, “Give 
me One Portrait Image, I will tell you your Emotion 
and Personality.,” in Proceedings of the 26th ACM 
International Conference on Multimedia, 2018, pp. 1226–
1227. 
[51] S. Peng, L. Zhang, Y. Ban, M. Fang, and S. Winkler, “A 
Deep Network for Arousal-valence Emotion 
Prediction with Acoustic-visual Cues.,” 2018. 
[52] H. W. Ng, V. D. Nguyen, V. Vonikakis, and S. 
Winkler, “Deep Learning for Emotion Recognition on 
Small Datasets using Transfer Learning,” in 
Proceedings of the ACM International Conference on 
Multimodal Interaction, 2015, pp. 443–449. 
[53] V. Vonikakis and S. Winkler, “Emotion-based 
Sequence of Family Photos,” in Proceedings of the 20th 
ACM international conference on Multimedia, 2012, pp. 
1371–1372. 
[54] V. Vonikakis, Y. Yazici, V. D. Nguyen, and S. Winkler, 
“Group Happiness Assessment using Geometric 
Features and Dataset Balancing,” in Proceedings of the 
18th ACM International Conference on Multimodal 
Interaction, 2016, pp. 479–486. 
[55] V. Vonikakis, R. Subramanian, J. Arnfred, and S. 
Winkler, “Probabilistic Approach to People-centric 
Photo selection and Sequencing,” IEEE Trans. 
Multimed., vol. 19, no. 11, pp. 2609–2624, 2017. 
[56] D.-Y. Huang, E. Chandra, X. Yang, Y. Zhou, H. Ming, 
W. Lin, M. Dong, and H. Li., “Visual Speech Emotion 
Conversion using Deep Learning for 3D Talking 
Head,” in Proceedings of the Joint Workshop of the 4th 
Workshop on Affective Social Multimedia Computing and 
first Multi-Modal Affective Computing of Large-Scale 
Multimedia Data, 2018, pp. 7–13. 
[57] D. Y. Huang, W. Ding, M. Xu, H. Ming, M. Dong, X. 
Yu, and H. Li, “Multimodal Prediction Of Affective 
Dimensions Fusing Multiple Regression Techniques,” 
in INTERSPEECH 2017, 2017, pp. 162–165. 
[58] X. Ouyang, S. Kawaai, E. G. H. Goh, S. Shen, W. Ding, 
H. Ming, and D. Y. Huang, “Audio-visual Emotion 
Recognition Using Deep Transfer Learning and 
Multiple Temporal Models,” in 19th ACM 
International Conference on Multimodal Interaction, 2017, 
pp. 577–582. 
[59] W. Ding, M. Xu, D. Huang, W. Lin, M. Dong, X. Yu, 
and H. Li, “Audio and Face Video Emotion 
Recognition in the Wild using Deep Neural Networks 
and Small Datasets,” in Proceedings of the 18th ACM 
International Conference on Multimodal Interaction, 2016, 
pp. 506–513. 
[60] W. Y. Quck, D. Y. Huang, W. Lin, H. Li, and M. Dong, 
“Mobile Acoustic Emotion Recognition,” in In IEEE 
region 10 conference (TENCON), 2016, pp. 170–174. 
[61] K. Poon-Feng, D.-Y. Huang, M. Dong, and H. Li, 
“Acoustic emotion recognition based on fusion of 
multiple feature-dependent deep Boltzmann 
machines,” in The 9th International Symposium on 
Chinese Spoken Language Processing, 2014, pp. 584–588. 
[62] J. Dennis and T. H. Dat, “Single and multi-channel 
approaches for distant speech recognition under 
noisy reverberant conditions: I2R’S system 
description for the ASpIRE challenge,” in 2015 IEEE 
Workshop on Automatic Speech Recognition and 
Understanding (ASRU), 2015, pp. 518–524. 
[63] V. H. Do, N. F. Chen, B. P. Lim, and M. Hasegawa-
Johnson, “Multi-task learning using mismatched 
transcription for under-resourced speech 
recognition,” in Proceedings of the Annual Conference of 
the International Speech Communication Association, 
INTERSPEECH, 2017, vol. 2017, pp. 734–738. 
[64] R. Tong, N. F. Chen, and B. Ma, “Multi-Task Learning 
for Mispronunciation Detection on Singapore 
Children’s Mandarin Speech,” INTERSPEECH, vol. 
2017, pp. 2193–2197, 2017. 
[65] N. F. Chen, S. Sivadas, B. P. Lim, H. G. Ngo, H. Xu, B. 
Ma, and H. Li, “Strategies for Vietnamese keyword 
search,” in IEEE International Conference on Acoustics, 
Speech and Signal Processing (ICASSP), 2014, pp. 4121–
4125. 
[66] M. Nguyen, G. H. Ngo, and N. F. Chen, “Hierarchical 
Character Embeddings: Learning Phonological and 
Semantic Representations in Languages of 
Logographic Origin Using Recursive Neural 
Networks,” IEEE/ACM Trans. Audio, Speech, Lang. 
Process., vol. 28, pp. 461–473, 2019. 
[67] M. Nguyen, G. H. Ngo, and N. Chen, “Multimodal 
neural pronunciation modeling for spoken languages 
with logographic origin,” in Proceedings of the 2018 
Conference on Empirical Methods in Natural Language 
Processing, 2018, pp. 2916–2922. 
[68] C. Ni, C.-C. Leung, L. Wang, N. F. Chen, and B. Ma, 
“Unsupervised data selection and word-morph 
mixed language model for tamil low-resource 
keyword search,” in 2015 IEEE International Conference 
on Acoustics, Speech and Signal Processing (ICASSP), 
2015, pp. 4714–4718. 
[69] R. K. Gupta and Y. Yang, “Understanding and 
Detecting Emotion Intensity using Affective 
Lexicons,” in In Proceedings of The 12th International 
Workshop on Semantic Evaluation, pp. 256–263. 
[70] S. M. Mohammad and F. Bravo-Marquez, “Emotion 
Intensities in Tweets,” in Proceedings of the Sixth Joint 
Conference on Lexical and Computational Semantics 
(2017), 2017, pp. 65–77. 
[71] R. K. Gupta, P. Bhattacharya, and Y. Yang, “What 
Constitutes Happiness? Predicting and 
Characterizing the Ingredients of Happiness Us-ing 
Emotion Intensity Analysis,” in The AAAI-19 
Workshop on Affective Content Analysis (AFFCON2019), 
2019. 
[72] R. K. Gupta and Y. Yang, “Predicting and 
14  
 
Understanding News Social Popularity with 
Emotional Salience Features,” in Proceedings of the 27th 
ACM International Conference on Multimedia, 2019, pp. 
139–147. 
[73] M. Soleymani, M. Pantic, and T. Pun, “Multimodal 
Emotion Recognition in Response to Videos,” IEEE 
Trans. Affect. Comput., vol. 3, no. 2, pp. 211–223, 2012. 
[74] P. Barros, D. Jirak, C. Weber, and S. Wermter, 
“Multimodal Emotional State Recognition Using 
Sequence-dependent Deep Hierarchical Features,” 
Neural Networks, vol. 72, pp. 140–151, 2015. 
[75] C. Busso, Z. Deng, S. Yildirim, M. Bulut, C. M. Lee, A. 
Kazemzadeh, S. Lee, U. Neumann, and S. Narayanan, 
“Analysis of Emotion Recognition using Facial 
Expressions, Speech and Multimodal Information,” in 
Proceedings of the 6th international conference on 
Multimodal interfaces, 2004, pp. 205–211. 
[76] C. M. Lee, S. Yildirim, M. Bulut, A. Kazemzadeh, C. 
Busso, Z. Deng, S. Lee, and S. Narayanan, “Emotion 
Recognition Based on Phoneme Classes,” in Eighth 
International Conference on Spoken Language Processing, 
2004, pp. 889–892. 
[77] H. Cao, D. G. Cooper, M. K. Keutmann, R. C. Gur, A. 
Nenkova, and R. Verma, “CREMA-D: Crowd-sourced 
emotional multimodal actors dataset,” IEEE Trans. 
Affect. Comput., vol. 5, no. 4, pp. 377–390, 2014. 
 
