Abstract. We apply the method of Dimca-Papadima to study the cohomology jump loci in the representation variety and the moduli space of vector bundles with vanishing chern classes for a compact Kähler manifold. We introduce modules over differential graded Lie algebra to extend results of Dimca-Papadima to a general point in the representation variety or the moduli space. We show that locally the cohomology jump loci is isomorphic to the resonance variety via the exponential map. This paper generalizes a previous result of the author.
Introduction
Given a connected CW-complex X of finite type with a base point x ∈ X, the set of group homomorphisms Hom(π 1 (X, x), Gl(n, C)) has naturally a scheme structure. We denote this scheme by R(X, n). Every closed point ρ ∈ R(X, n) corresponds to a rank n local system L ρ on X, with a basis L ρ | x ∼ = C n . Conversely, every rank n local system with a basis at x gives rise to a Gl(n, C)
representation of π 1 (X, x). In R(X, n), there are some canonically defined loci, V i r (X, n)
They are called the cohomology jump loci, and they were studied extensively when X is a smooth (quasi-)projective variety and r = 1. For example, when X is a projective variety, in a sequence of works by , [GL2] , Arapura, [A2] and Simpson [S2] , it is proved that V i r (X, 1) ⊂ R(X, 1) are torsion translates of subtori. More recently, in [BW] , this result is generalized to all quasi-projective varieties.
In [DP] , Dimca and Papadima studied the analytic germ of R(X, n) at the trivial representation, and related it to the rational homotopy type of X. The purpose of this paper is to generalize this kind of results to points away from the trivial representation. To do that, we need to replace a commutative differential graded algebra (CDGA) by a differential graded Lie algebra (DGLA) as in [GM] , and introduce modules over DGLA. More precisely, we will be considering a DGLA pair consisting of a DGLA and a module over that DGLA. The DGLA controls the deformation theory of the representation variety, and the module controls the deformation of the cohomology groups. Since we do not have a substitute for Morgan's Gysin complex for a nontrivial representation, we will mostly consider compact Kähler manifolds in this paper.
Let X be a connected CW complex. The following principle is demonstrated in [DP] .
Meta Theorem. The analytic germs of the representation variety R(X, n) and the cohomology jump loci V i r (X, n) at the trivial representation are controlled by the rational homotopy type of X. When X is a smooth manifold, they are controlled by the homotopy type of the de Rham complex of X.
More precisely, for a CDGA (A • , d), they defined a space of flat connections
and the relative resonance variety
Suppose X is a smooth manifold. Denote the de Rham complex of X by Ω
• DR (X). Assume A • is of the same homotopy type as Ω
• DR (X), and assume dim C A 0 = 1, dim C A ≤q < ∞ for every q ∈ Z. Then they showed that after taking the reduced formal schemes, there is a canonical isomorphism R(X, n) (1),red ∼ = F (A • , n) (0),red which induces an isomorphism V i r (X, n) (1),red ∼ = R i r (A • , n) (0),red 1 Remark 1.1. The results of [GM] and [DP] are about the analytic germs. And the notation R(X, n) (1),red was used there for analytic germs. However, according to [Ar] , the isomorphism between two analytic germs is equivalent to the isomorphism between the formal schemes. In this paper, we use the subscript (·) for taking formal scheme at a point. Thus, essentially this is same as taking analytic germs.
Let ρ ∈ Hom(π 1 (X), GL(n, C)) be any representation. We denote its induced local system by L ρ , and define Ω
is the local system of endomorphisms of L ρ . Fixing the base point x in X, there is an augmentation map
, which is the restriction map on degree zero, and is zero in other degrees. Denote the kernel of ǫ x by End • 0 (L ρ ). Then our new principle is the following. Meta Theorem. The analytic germs of the representation variety R(X, n) and the cohomology jump loci V i r (X, n) at ρ are controlled by the homotopy type of the pair (End
When X is a connected compact Kähler manifold and when ρ is a semi-simple representation, both End
• (L ρ ) and Ω
• DR (L ρ ) are formal (see [S1] ). In this case, we can use the above principle to obtain some properties of V i r (X, n). It is well known that the Zariski tangent space of R(X, n) at ρ is isomorphic to the vector space Z 1 (π 1 (X), gl(n, C) Adρ ). In [GM] , Goldman and Millson showed that locally, R(X, n) is isomorphic to a quadratic cone
, we have naturally
For a cocycle η ∈ Z 1 (π 1 (X), gl(n, C) Adρ ), denote its image in H 1 (X, End(L ρ )) under the above isomorphism byη. In fact, the cone C is defined to be the kernel of
When η ∈ C, the following is the Aomoto complex of η,
We set-theoretically define the resonance variety
as closed subscheme of C will be given in Definition 3.4. Theorem 1.2. As showed in [GM] , when ρ is semisimpe, there is an isomorphism 1 between the formal schemes R(X, n) (ρ) ∼ = C (0) . This isomorphism induces an isomorphism between the reduced formal schemes
> r is mysterious. However, as discussed in [W] , the deformation theory of V i r (X, n) at ρ with dim H i (X, L ρ ) = r is well understood. In particular, we can generalize the previous theorem to the original formal scheme before taking reduced induced structure. Theorem 1.3. As in the previous theorem, moreover we assume dim H i (X, L ρ ) = r. Then the isomorphism between R(X, n) (ρ) and C (0) induces an isomorphism
is the intersection of C with a linear subspace of Z 1 (π 1 (X), gl(n, C) ad ρ ). Therefore, a consequence of Theorem 1.3 is the following.
Corollary 1.4. Let ρ ∈ R(X, n) be a semi-simple representation, and let r = dim H i (X, L ρ ). Then V i r (X, n) has quadratic singularities at ρ.
The main part of the paper is to work out Sections 8, 9 and 10 of [DP] in this new setting. The ideas here are very similar to [DP] , but our presentation is closer to [GM] . We will give complete arguments to the main theorems without quoting the arguments of [DP] , except some definitions and immediate properties of the definitions.
1 Even though the isomorphism may not be canonically defined, we will see that the ambiguity is an isomorphism of C (0) which preserves each R i r (X, ρ).
In section 4, we will use DGLA pairs to study the cohomology jump loci in the moduli space of stable holomorphic vector bundles of rank n. In this case, since the tangent space is represented by forms of pure type (0, 1), it allows us to work with H p,q cohomology jump loci. We will show that they are also controlled by a DGLA pair which is formal. Then we can prove the parallel versions of Theorem 1.2 and Theorem 1.3, which will appear as Theorem 4.4.
In the last section, we will mention some application to conditions on fundamental groups of Kähler manifolds and some potential connections with absolute constructible sets defined by Simpson.
Some conventions we use in this paper are the following. We will compress the base point x ∈ X, and only write π 1 (X) for π 1 (X, x). The subscript (·) means either the formal scheme at a point or the completion of the localization of the structure sheaf at some point. For example, R(X, n) (ρ) is the formal scheme of R(X, n) at point ρ, and (O R(X,n) ) (ρ) is the completion of the local ring O R(X,n),ρ . We will frequently use the same notation for a point in a moduli space and the object which that point corresponds to. All the rings and vector spaces are over C, and dim is always taking the complex dimension unless we specify with a subscript. When we say an Artinian local ring, we always assume the ring to be finitely generated over C.
DGLA pairs and the cohomology functor
We recall the definition of a differential graded Lie algebra (DGLA) over C, as defined in [GM] .
Definition 2.1. A DGLA consists of the following set of data,
(1) a graded vector space C = i∈Z C i over C, (2) a Lie bracket which is bilinear, graded commutative and satisfies the graded Jacobi identity, i.e., for any α
(3) a family of linear maps, called the differential maps,
A homomorphism of DGLAs is a linear map which preserves the grading, Lie bracket, and the differential maps.
We denote this DGLA by (C, d) , or C when there is no risk of confusion.
Definition 2.2. Given a DGLA (C, d C ), we define a module over (C, d C ) to be the following set of data, (1) a graded vector space M = i∈Z M i together with a bilinear multiplication map
(2) a family of linear maps d
And we require it to be compatible with the differential on C, i.e., for any
We will call such a module by a (C, d C )-module or simply a C-module.
2) f is compatible with multiplication by elements in C, i.e., f (αξ) = αf (ξ), for any α ∈ C and ξ ∈ M , (3) f is compatible with the differentials, i.e.,
Fixing a DGLA (C, d C ) , the category of C-modules is an abelian category.
. Usually, we write such a pair simply by (C, M ) . A homomorphism of DGLA pairs g : (C, M ) → (D, N ) consists of a map g 1 : C → D of DGLA and a C-module homomorphism g 2 : M → N , considering N as a C-module induced by g 1 . We call g a homotopy equivalence if g 1 and g 2 both induce isomorphisms on the cohomology groups. And we define two DGLA pairs to be of the same homotopy type, if they can be connected by a zigzag of homotopy equivalences.
Let (C, M ) be a DGLA pair. Then H
• (C), the cohomology of C with zero differentials, is a DGLA. H
• (M ), the cohomology of M with zero differentials, is an
Definition 2.5. We call the DGLA pair (H
Given a DGLA (C, d) over C together with an Artinian local ring A of finite type over C, a groupoid C(C, A) is defined in [GM] , which in the language of [DP] is the space of flat connections. We recall their definition.
Lie algebra, the Campbell-Hausdorff multiplication defines a nilpotent Lie group structure on the space C 0 ⊗ m. We denote this Lie group by exp(
in terms of power series.
Definition 2.6. Category C (C; A) is defined to be the category with objects
and with the morphisms between two elements ω 1 , ω 2
Given any ω ∈ Obj C (C; A), it gives rise to a new DGLA, (C ⊗A, d C ⊗id A + ad ω). The following equivalence theorem was observed by Deligne [GM] and Schlessinger-Stasheff [SS] .
Theorem 2.7. Let ψ : C → D be a homomorphism of DGLAs. Suppose the induced map on cohomology
are isomorphisms for i = 0, 1 and injective for i = 2. Let A be any Artinian local ring of finite type over C. Then the induced functor
is an equivalence of groupoids. In particular, if C and D have the same homotopy type, then the set of isomorphism classes Iso C (C; A) = Iso C (D; A).
Example 2.8. One important example we should keep in mind is the following (see [GM] 9.4). Let X be a compact Kähler manifold, and let E be a holomorphic vector bundle on X. Then End(E) ∼ = E ⊗ E ∨ is also a holomorphic vector bundle on X. Let (End(E) 0,• ,∂) be the Dolbeault complex with values in End(L). For any artinian local ring A, the isomorphism classes of the groupoid C (End (E) 0.
• ; A) correspond to the isomorphism classes of extensions
Definition 2.9. Given a DGLA pair (C, M ), we define a functor
has naturally an A-module structure. Given any λ ∈ C 0 ⊗ m, exp(λ) acts on M ⊗ A by the usual power series action
for any ξ ∈ M ⊗ A. And since C 0 ⊗ m is nilpotent, the sum above is indeed a finite sum. A direct computation shows that for any λ ∈ C 0 ⊗m, the commutativity of the following diagram can be deduced from the next lemma.
, and mapping a morphism exp(α) to the induced map on cohomology. The above argument shows that H i M is a well defined functor. By putting
Lemma 2.10. Under the above notations, for any λ ∈ C 0 ⊗ m, ω ∈ Obj(C (C; A)), and ξ ∈ M ⊗ A, the following equations hold.
Proof. For (1), we expend the right side of the equation, and calculate the coefficient of term λ p ωλ q ξ. It is equal to
The last sum is zero unless q = 0, and in this case, the coefficient is (1 − t) q t p dt. And by induction on q, we can easily show the integration is equal to N ) be a homomorphism of DGLA pairs, and let g 1 * : C (C; A) → C (D; A) be the induced functor on the groupoids. For any ω ∈ Obj C (C; A), g 2 : M → N induces a homomorphism of complexes, or more precisely, a homomorphism of (C ⊗ A,
Taking cohomology of the homomorphism (4), we obtain a homomorphism of Z graded A-modules,
Proposition 2.11. Under the notations as the previous paragraph, if g is a homotopy equivalence, then H(g 2 ) is an isomorphism.
Proof. First, notice that if we consider N as a C-module, then H N (g 1 * (ω)) would be naturally isomorphic to H N (ω). Therefore, without loss of generality, we can assume that C = D and
Under the above assumption, we prove the proposition by induction on the dimension of A as a C vector space. When dim A = 1, that is m = 0, the proposition is trivial. Suppose the proposition is true for Artinian local rings whose dimension as a C vector space is less than dim A. Now, in A there is always an ideal which is isomorphic to C as a C vector space. For example, let l be the largest integer such that m l is nonzero. Then any one dimensional subspace of m l would work. Hence, we have a short exact sequence
where A ′ = A/C, considering C as an ideal of A. This is indeed a short exact sequence of A-modules. Take the tensor product of the complex
we obtain a short exact sequence of complexes,
where ω ′ is the image of ω under the functor
Thus we have a long exact sequence
Doing the same for C-module N , we also obtain a long exact sequence
Moreover, g 2 : M → N induces a map g 2 * between the two long exact sequences (5) and (6). By the assumption that g 2 is a homotopy equivalence, the map g 2 * :
is an isomorphism for every i ∈ Z. And by induction hypothesis, g 2 * :
is also an isomorphism for every i ∈ Z. By the 5-lemma, g 2 * :
is an isomorphism as well, and this is degree i component of the map H(g 2 ) in the proposition.
In fact, we don't need g 1 to be homotopy equivalence to prove the proposition. Removing it from the definition of a homomorphism of DGLA pairs to be homotopy equivalence will not affect the rest of the paper.
Cohomology jump loci in the representation varieties
Let us first assume X to be a smooth manifold with a base point x ∈ X. Let R(X, n) be the representation variety of X. The cohomology jump loci V i k (X) in the representation variety R(X, n) are defined in [DP, 9 .1] as the subscheme associated to the fitting ideal of some universal cochain complex P
• . Here P • is a complex of locally free coherent sheaves on R(X, n). Instead of repeating their definition here, we give a characterization of P
• . Over X × R(X, n) there is a universal local system L. Denote the projections from X × R(X, n) to its first and second factor by p 1 and p 2 respectively. Then L is a p * 2 (O R(X,n) ) module, satisfying the following property. For every closed point ρ ∈ R(X, n), the local system L ρ associated to the representation ρ is isomorphic to L| X×{ρ} . The universal cochain complex P
• is a complex of free sheaves on R(X, n) satisfying for any O R(X,n) -module G: there is an isomorphism, functorial on G,
In particular, let S be any noetherian ring over C, and let s : Spec(S) → R(X, n) be a homomorphism of schemes. Denote X × Spec(S) by X S and denote the pull-back of L by id X ×s :
Let d i−1 : P i−1 → P i and d i : P i → P i+1 be the differentials of P • , and denote the rank of P i by l i . As in [DP] ,
Then the basic property of determinantal ideals and the isomorphism (8) implies that the closed points in
Fixing a closed point ρ ∈ R(X, n), we denote the associated local system of ρ by L ρ , and denote the
. Let End(L ρ ) be the local system of local sections of endomorphisms of L ρ . Similarly, denote the
If we consider End(L ρ )| x as a DGLA with only nonzero elements in degree zero, then we have naturally a DGLA homomorphism ε x : End
According to [GM, 6.8] , the deformation theory of R(X, n) at ρ is controlled by the DGLA (End
Theorem 3.1 (Goldman-Millson) . Denote the complete ring (O R(X,n) ) (ρ) by R. The functor A → Iso C (End • 0 (L ρ ); A) from the category of Artinian local rings to the category of sets is represented by R.
Sketch of proof. Since any ring homomorphism from O R(X,n),ρ to A factors through R, the subset of Hom(Spec(A), R(X, n)) whose theoretic image is ρ is functorially bijective to Hom(R, A). And Hom(Spec(A), R(X, n)) is functorially bijective to the isomorphism classes of A-local systems with a base, i.e., (L A , b) , where L A is a locally constant free A module of rank n on X A = X × Spec(A) whose restriction to X is isomorphic to L ρ , and b :
} is the set of flat connections on the underlining C ∞ vector bundle of L ρ ⊗ C A whose restriction to L ρ is ∇ and which is equal to ∇ ⊗ id A at x. Thus, via Riemann-Hilbert correspondence, each ω ∈ Obj C (End
gives a A-local system on X A . Since ω| x = 0, there is a base at x canonically attached to the A-local system. Furthermore, the flat bundles given by ω, ω
are isomorphic to each other if and only if ω and ω ′ differ by a Gauge transformation, that is they are isomorphic to each other in
Restricting to x gives an embedding of vector spaces
) by V , which can also be considered as an affine variety with a distinguished origin 0 ∈ V .
Recall that
, and it's not hard to see that B 1 (π 1 (X), gl(n, C) Adρ ) is isomorphic to V in a natural way. Thus, we have a short exact sequence,
In the introduction, we have defined C ⊂ Z 1 (π 1 (X), gl(n, C) Adρ ) to be the kernel of the quadratic map Z 1 (π 1 (X), gl(n, C) Adρ ) → H 2 (X, End(E)) given by η →η ∧η, whereη is the image of η in H 1 (X, End(L ρ )) under the above homomorphism. Denote the image of C under the projection π :
When X is a compact Kähler manifold and ρ is a semi-simple representation, the monodromy representation of the local system End(L ρ ) is also semi-simple. Corlette's construction in [C] gives a harmonic metric on End(L ρ ). Using this harmonic metric, Simpson proved that End
• (L ρ ) is formal. Then by analyzing the homomorphism End
• (L ρ ), and applying Theorem 2.7, Goldman and Millson also showed the following.
Theorem 3.2 (Goldman-Millson, Simpson) . Suppose X is a compact Kähler manifold, and ρ is a semi-simple representation. Denote the complete ring
An immediate consequence of Theorem 3.1 and Theorem 3.2 is the following.
Corollary 3.3. The formal scheme of R(X, n) at ρ is isomorphic to the formal scheme of C at the origin.
For the rest of this section, we assume X to be a compact Kähler manifold and assume ρ to be a semi-simple representation.
Given any η ∈ Z 1 (π 1 (X), gl(n, C) Adρ ), denote its image in H 1 (X, End(E)) byη. Recall that the Aomoto complex of η is defined to be
The resonance variety is defined by
Notice that there is a tautological section ζ of
Hence there is a universal Aomoto complex on C,
Now we give a precise definition of the resonance varieties as subschemes.
Definition 3.4. For any i, r ∈ Z ≥0 , R i r (X, ρ) is defined to be the subscheme associated to the fitting ideal I ki−r+1 ((∧ζ) i−1 ⊕(∧ζ) i ), where
are the differentials in the above complex.
Then one can easily check that the closed points of R i r (X, ρ) satisfies (9). Recall thatC is the image of C under the projection π :
. Similarly, there is also a universal Aomoto complex onC,
Then, it is easy to see thatR i r (X, ρ) is also defined by the determinantal ideals
Recall that the isomorphism C ∼ =C ×V is not canonical. In other words, the isomorphism depends on a choice. However, by the previous argument, for any such choice the isomorphism maps R i r (X, ρ) toR i r (X, ρ) × V . Before proving Theorem 1.2 and Theorem 1.3, we first show the formality result, which is essentially [S1, Lemma 2.2]. 1) )-module. By definition, there is a natural injective map of DGLA pairs,
). The existence of harmonic metrics on End(L ρ ) and L ρ implies ∂∂-lemma holds. Hence, for every j,
. Therefore, there is also a surjective map between DGLA pairs,
). The existence of harmonic metrics on End(L ρ ) and L ρ also implies that the cohomology of every DGLA or DGLA module appearing in (10) or (11) is represented by harmonic forms. Thus, (10) and (11) are both homotopy equivalence. Therefore, (End
is formal. Now, we are ready to prove Theorem 1.2 and Theorem 1.3.
Proof of Theorem 1.2. Since we only need to worry about the reduced part of the formal scheme, it is sufficient to prove the following statement.
Statement. Let S be a noetherian complete local ring over C, which is also an integral domain. Suppose h 1 : Spec(S) → R(X, n) and h 2 : Spec(S) → C map the closed point in Spec(S) to ρ and 0 respectively. Passing to formal schemes, we haveĥ 1 : Spec(S) → R(X, n) (ρ) andĥ 2 : Spec(S) → C (0) . Suppose the composition ofĥ 1 and the isomorphism R(X, n) (ρ) ∼ = C (0) isĥ 2 . Then the image of h 1 is contained in V i r (X, n) if and only if the image of h 2 is contained in R i r (X, ρ). Denote the pull back of the universal local system L on X ×R(X, n) via id X ×h 1 : X ×Spec(S) → X×R(X, n) by L S . According to the isomorphism (7), the image of h 1 is contained in V i r (X, n) if and only if the rank of H i (X S , L S ) is at least r as an S-module. In other words, dim
where K is the quotient field of S.
On the other hand, π : Zwith both horizontal arrows being isomorphisms.
In Theorem 3.1, we denoted the complete ring (O R(X,n) ) (ρ) by R. Since S is complete, the map h 1 : Spec(S) → R(X, n) induces a ring homomorphism h * 1 : R → S. Thus composing with
By the choice of ω k , one can easily check that (Ω
Here, L S k is a locally constant sheaf on X S k , and hence a locally constant S k -module over X. Therefore,
Notice when we compute
. Since X ×Spec(S) → X is affine, using Leray spectral sequence, we immediately have
We have chosen ω k in the compatible way. Thus the isomorphism (14) is functorial on n, that is we have the following commutative diagram,
where the horizontal arrows are isomorphism (14), and the vertical arrows are induced from the natural projection S k+1 → S k .
On the other hand, denote the complete ring (OC ) (0) by R ′′ . Thenĥ 2 : Spec(S)
from the category of Artinian local rings over C to the category of sets is obviously represented by
of M, such that on each U λ , there exist a Kuranishi family of vector bundle E λ , or in other words, a complete family of vector bundles. Since we are only interested in the local properties of M(X, r) and the cohomology jump loci, we will fix and only work on one of those U λ . Denote U λ , E λ by U , E respectively, and the structure sheaf of U by O U . It is a direct consequence of the Grauert's direct image theorem and Mumford's construction that, after possibly passing to a smaller neighborhood, there exists a right bounded complex of free sheaves F
• on U computing the cohomology of E ⊗ Ω p X×U/U . More precisely, denote the projection from X ⊗ U to the first and second factor by p 1 and p 2 respectively. Then, for any O U -module G on U ,
The locally defining ideal of W pq r (X, n) is the determinantal ideal
, where l q is the rank of F q , and d q−1 :
In fact, this is the definition in [DP] , which may be different from the one in [W] . However, they define the same closed points, and they are same along the locally closed loci W pq r \ W pq r+1 . By putting G = C u , for a closed point u ∈ U , (19) implies that set-theoretically
Let E be a rank n stable vector bundle with vanishing chern classes. By abusing notation, we also denote its corresponding point in M(X, n) by E. Denote the Dolbeault complex of End (E) by (End 0,• (E),∂). According to [GM, 9.4] , the deformation theory of M(X, n) at E is controlled by the DGLA (End 0,• (E),∂). The following two theorems are indeed parallel to Theorem 3.1 and Theorem 3.2. 1 r (Γ, n) ∼ = V 1 r (X, n). Therefore, Corollary 1.4 gives rise to conditions on V 1 r (Γ, n). Corollary 5.1. Let ρ ∈ R(Γ, n) be a semi-simple representation, and let r = dim H 1 (Γ, (C n ) ρ ). Then V 1 r (Γ, n) has quadratic singularity at ρ. It would be interesting to have some example of finitely presented group which satisfies the condition of Goldman-Millson, but fails this condition. We also want to mention some potential connection between our results here and the absolute constructible sets defined by Simpson. Now, we assume X to be a complex smooth projective variety. Denote the moduli space of Gl(n, C) representations of π 1 (X), the moduli space of flat bundles on X of rank n and the moduli space of semistable Higgs bundles on X of rank n with trivial chern classes by M B (X, n), M DR (X, n) and M Dol (X, n) respectively. In [S3] , it is proved that there is a natural analytic isomorphism φ : M B (X, n) → M DR (X, n), and a natural homeomorphism ψ : M B (X, n) → M Dol (X, n). In [S3] , inspired by Deligne's definition of absolute Hodge cycles, Simpson defined absolute constructible sets in M B (X, n). The cohomology jump loci in each moduli space are identified via φ and ψ, and they are the main examples of closed absolute constructible sets.
In the case of n = 1, Simpson has proved that the closed absolute constructible sets are unions of torsion translates of subtori. Theorem 1.2 and Theorem 1.3 may give a hint of some possible local conditions of absolute constructible sets, which would partially generalize Simpson's result. In fact, when n = 1, Theorem 1.3 together with an explicit description of the isomorphism in Corollary 3.3 by the exponential map shows that the cohomology jump loci has to be union of translates of subtori (see [W] ). Instead of Theorem 1.3, Theorem 1.2 would also imply the same conclusion. In fact, if an irreducible subvariety V of a complex torus T satisfies that near every point it is the image of a cone under the exponential map, then V must be a translate of a subtorus 2 . So we propose the analogy of being unions of translates of subtori as follows. Similar to Theorem 4.4, we can prove the following. For an irreducible representation ρ ∈ M B (X, n), there is a quadratic cone C in H 1 (X, End(L ρ )) such that there is a canonical isomorphism M B (X, n) (ρ) ∼ = C (0) . Our Theorem 1.3 and [S3, Proposition 10.5] imply that under this isomorphism, each cohomology jump locus corresponds to a cone in C (0) . In general, suppose S ⊂ M B (X, n) is a closed absolute constructible subset and it contains a point corresponding to an irreducible representation ρ. Then under the above isomorphism, we conjecture that S (ρ) must be a cone in C (0) .
