As an effective model for processing time series data, the recurrent neural network has been widely used in the problem of sequence tagging tasks. In order to solve the typical sequence tagging task of Chinese word segmentation, in this paper we propose an improved bidirectional gated recurrent unit conditional random field (BI-GRU-CRF) model based on the gated recurrent unit (GRU) neural network. This network is more easily trained than the LSTM neural network. This method can not only effectively utilize text information in two directions through bidirectional gated recurrent units, but also obtain the globally optimal tagging sequence as a result by considering the correlation between neighbor tags through the conditional random field. In this paper, experiments are carried out on the common evaluation set (PKU, MSRA, CTB) with the four-tag-set and six-tag-set respectively. The results show that the BI-GRU-CRF model has high performance in Chinese word segmentation, and the six-tag-set can improve the performance of the network.
Introduction
As an important basic task in Natural Language Processing (NLP), Chinese word segmentation plays an irreplaceable role in many fields, such as text classification, machine translation, intelligent answers, and so on. The accuracy of segmentation tasks has a direct impact on the performance of subsequent tasks. However, Chinese is different from other languages such as English. It is written continuously by Chinese characters, and there is no marked distinction between words such as the space in English. The division of words is rather vague and brings great difficulty to Chinese word segmentation.
With the development of the Bakeoff (an international competition of NLP), many researchers have been widely involved. It has caused Chinese word segmentation technology to become the focus of research and has made great progress [1] . At present, the main methods include methods based on dictionary, methods based on statistical model, and methods based on deep neural network.
The method based on dictionary, also known as methods based on string matching or methods based on mechanical segmentation, is an earlier method for segmentation. It mainly compares the input sentences with the manually constructed dictionaries, identifies the words contained in the dictionary, and then achieves the segmentation of sentences. According to the scanning method, it includes bidirectional scanning, forward matching, and inverse matching [2] . The advantages of the method are strong pertinence, and the accuracy of segmentation is high facing words contained in dictionaries. However, the shortcomings are transparent. This method cannot deal with the problem of unknown words and word ambiguity effectively. It also has poor adaptability to different fields, and the cost of manual maintenance of dictionaries is high.
This method based on statistical model usually takes Chinese word segmentation as a sequence tagging problem. It solves the problem of identifying unknown words and has gradually become the mainstream method. Xue [3] et al. first proposed tagging the corpus into the four tag set of (B, M, E, S) and realized the segmentation task based on the maximum entropy (ME) model. Liu [4] realized Chinese lexical analysis based on the hidden Markov model (HMM) model. Qian and others [5] researched the techniques of word segmentation in ancient and modern Chinese, and they realized the segmentation of Chu Ci based on the HMM model. Collobert [6] implemented segmentation tasks with subclassification conditional random field (CRF). Zhao [7] provided more tag selection based on the CRF model to improve the segmentation effect. However, these methods based on statistical model require a large number of statistical features. The performance of word segmentation network relies seriously on the quality of the artificial design features. With an increase in the number of features, the training is easy to overfit, the generalization ability of model is poor, and the training time is increasing.
In recent years, deep neural networks have achieved remarkable results in the fields of speech recognition [8] and image processing [9] by relying on their advantages of automatically extracting deep abstract features from the original data and avoiding complex artificial feature design. At the same time, deep learning has also shown its unique advantages in the NLP task [10] . Bengio [11] put forward a probabilistic language model based on neural network. Zheng [12] took the lead in applying the neural network into the field of Chinese word segmentation and accelerated the training process by using the perceptron algorithm. Then, Chen used the gated recursive neural network (GRNN) model [13] and the long short-term memory (LSTM) model [14] for Chinese word segmentation in order to solve the problem that general neural networks cannot learn long distance information. The gate unit was used to realize the selection of historical information and solve the problem of long distance information dependency. However, the LSTM structure is relatively complex, and the training time is longer. Cho [15] et al. proposed an improved gated recurrent unit (GRU) model. Jozefowicz [16] verified that the GRU model is much easier to train than the LSTM model in many problems, and GRU can achieve the same level as LSTM. Both the LSTM and GRU model can only deal with the information of the previous text but cannot deal with the later information. Therefore, Graves [17] proposed a bidirectional RNN model to solve the problem of capturing long distance information in two directions at the same time. Jin and others [18] realized the Chinese word segmentation based on bidirectional LSTM (BI-LSTM), and they introduced the contribution rate to adjust the weights. The experiment of the model achieved good results.
The prediction of each word's tag is independent and does not consider the dependence between tags in these word segmentation methods based on the deep neural network. Therefore, in this paper, we add a CRF layer after the bidirectional GRU network to use sentence level tag information. This method can not only make use of the bidirectional GRU network to efficiently use both past and future input features but also use the CRF layer to achieve better segmentation performance. Finally, the experimental results show that the BI-GRU-CRF model has better segmentation performance than the CRF, GRU, and BI-GRU model.
Models
Inspired by the paper [12] , we abstract Chinese word segmentation task as a character-based sequence tagging task. That is to say, we use the neural network model to predict the tags for each input character. The model will tag every character as one of "BMES" set. On the basis of the Chinese word segmentation model proposed in paper [12] , in this paper, the network unit is replaced by the gated recurrent unit (GRU) which can deal with the long distance information, and the CRF layer is added after the output layer to form a bidirectional gated recurrent unit conditional random field (BI-GRU-CRF) model. We predict the whole tag sequence by using the sentence level tag information between the tags.
Traditional RNN Network
The recurrent neural network (RNN) is different from the convolutional neural network (CNN). There are connections between hidden layer nodes of RNN to add the previous state of the hidden layer nodes to the calculation of the current state of the hidden layer nodes. This structure makes full use of historical information, and its basic structure is shown in Figure 1 . The structure's ability to make use of context information makes the RNN network widely applied in the natural language processing field. In Figure 1 , x (t) is the input. For example, it represents the word embedding of the t th input Chinese character in word segmentation. state (t) is the hidden state output of the RNN node at time t, and its computation depends on the state of the previous state state (t-1) and the current input x (t) :
Where W is the connection weight matrix of the input layer to the hidden layer, U is the connection weight matrix of the hidden layer at the previous time to the current time, B is the bias parameter matrix, and the tanh is the activation function. o (t) is the output, such as the probability of the t th prediction tag in word segmentation, and its computation relies on the state of the current node.
Where V is the connection weight matrix between hidden layer and output layer, and softmax is used as a classification function. The parameters of the RNN network are shared in the training in order to reduce training parameters, that is, the W, U, B, and V connection weights in the previous text are the same in the calculation at every state.
GRU Cell
In theory, the RNN network can use the hidden layer state state (t) to capture all the preceding input information, but the reality is not so perfect. The related research of Bengio [19] and Pascanu [20] shows that the hidden layer nodes are only simple to use tanh functions in the processing of long distance information in the traditional RNN network, which makes the training easy to fall into the problem of gradient disappearance and gradient explosion. Therefore, LSTM [21] and GRU [15] cells have been proposed to replace tanh activation functions in traditional RNN networks in order to solve these problems. They are all the cells based on the gates, in which LSTM has the input gate, the forget gate, and the output gate. GRU is an improved model that is more concise and efficient than LSTM. It only has the reset gate and the update gate, where the update gate combines the input gate and the forget gate in the LSTM. The internal structure of the GRU cell is shown in Figure 2 . The GRU memory cell can be implemented as:
Where t z represents the update gate, t h is the candidate value for the current hidden node, -1 t h is the activation value for the previous hidden node, and t h is the activation value for the current hidden node. It can be seen from the formula that the update gate controls how much historical information -1 t h is forgotten and how much current information t h is remembered. The GRU cell can remember more current information and forget more historical information when t z is larger. The update gate can be calculated as:
The candidate value for the current hidden node can be calculated as:
Where t x is the input,  is the logistic sigmoid function,  is the tanh activation function, and means multiplication by element. t r represents the reset gate, and it can be calculated as: (4)-(6) are all weights matrices for training. t r controls how much input information t
x and how much historical information -1 t h affect t h .The larger the t r , the smaller the influence of t x on t h , and the greater the influence of -1 t h on t h . Therefore, the GRU cell has the ability to learn the long distance information through the two gate units of the reset gate and the update gate, which relieves the problem of the gradient disappearance or explosion caused by the traditional RNN network training.
Bidirectional GRU Network
We need not only the past information of the text sequence but also the future information of the text sequence when dealing with Chinese word segmentation task. However, the unidirectional RNN network cannot deal with such a problem well. Therefore, the bidirectional RNN network [17] is more suitable for Chinese word segmentation tasks, because it can simultaneously utilize the past and future input features. The structure of the bidirectional GRU network is shown in Figure 3 . We only need to replace the nodes of RNN networks in the two hidden layers of the forward and backward with GRU cells to form a bidirectional GRU (BI-GRU) network. Compared with the unidirectional GRU network, the bidirectional GRU network adds a hidden layer. The text sequence is input into the model in forward and backward two directions, and the two hidden layers are all connected to the output layer. Therefore, the network can simultaneously utilize long distance information in two directions.
BI-GRU-CRF Model

CRF Network
The relationship between neighbor tags is also important when we predict the final tag sequence in a sequence tagging task. For example, when we predict the tags with the tag of "BMES" tag set, the back of the tag B is impossible to be the tag B. Therefore, we need to judge the final tag result according to the score of the whole tag sequence. As a probability model of sequence prediction, CRF can consider the correlation between neighbor tags to get the global optimal tag sequence as the result. It has been shown that CRFs can produce higher tagging accuracy in general, and its structure is shown in Figure 4 . 
BI-GRU-CRF Network
The BI-GRU-CRF model is to combine the bidirectional GRU network with the CRF layer. It adds the CRF layer after the output layer of the bidirectional GRU network, and the basic structure is shown in Figure 5 . The model can effectively utilize the bidirectional GRU network to obtain the past and future information in the input text as the features and predict the whole tag sequence through the CRF layer, so as to achieve the optimal tagging of the text sequence. In this network model, 12 x y A P (7) Where nk  P is the output probability matrix of the bidirectional GRU layer, n is the number of Chinese characters, and k is the type of the output tag, that is, , ij P is the transition probability that represents the score of the j th tag of the i th word.
In addition,
A is the transition score matrix. , ij A denotes the emission probability that represents the score of transition from tag i to tag j, and the conditional probability of the tag sequence y is: ( , ) ( | ) ( , ) 
In the training stage, the log probability of the correct tag sequence log( ( | )) p yx is maximized. xy (9) Decoding involves searching for the tag sequence * y with the highest probability:
Model Training
In this paper, based on the basic Chinese word segmentation model proposed in paper [12] , the BI-GRU-CRF network is added to the basic model, and the specific training flow chart is shown in Figure 6 .
Training Corpus and Tag Set
In this paper, we use the PKU, MSRA, and CTB6 training corpuses to evaluate our model, and all corpuses have been preprocessed to train corpus and test corpus. We use the (B, M, E, S) tag set, which is commonly used in deep learning, and the (B, B1, B2, M, E, S) tag set, which is a better way to express word information to mark the corpus, and compare the segmentation results. We mark the (B, M, E, S) tag set as 4tag and the (B, B1, B2, M, E, S) tag set as 6tag.
input sequence Xi 
Word Embedding
According to the training process of the word segmentation model [22] , before the text sequence is input to the BI-GRU-CRF model, the text should be transformed into a low dimensional character vector abstracting the features of the word as the input of the network model. All the low dimensional vectors are stored in the dictionary D of the lookup layer. Through this dictionary D, the text sequence can be transformed to the corresponding vector sequence after the lookup layer. It has been shown in paper [23] that word embedding plays a vital role in improving sequence tagging performance.
At present, the most commonly used method of word vector representation is based on deep neural network. The method based on deep neural network can abstruse the features of the Chinese character by multiple hidden layers network and represent each Chinese character as a low dimensional real number vector. Therefore, this method can not only effectively avoid the problem of data sparsity, but also better represent the semantic relations between Chinese characters. In paper [6] , Collobert used a method of vector representation based on a deep neural network language model to deal with various natural language processing tasks. Mikolov had proposed two representations of vectors in paper [24] . One is the continuous bag-of-words (CBOW) model that uses the words around to predict the current word, and the other, called the continuous skip-gram model, is the opposite because it uses the current word to predict the surrounding words. These two methods can all represent similar words in a vector space with smaller angles.
Comparing these language models, we find that the skip-gram model has a better effect in solving the problem of data sparsity. Therefore, we will use the skip-gram model to train word vectors on a large Wikipedia corpus. First, we need to set up a Chinese character dictionary D, where d is the dimension of word vector and N is the number of Chinese characters. The word vector of each Chinese characters is pre-trained through the skip-gram model. In this way, the corresponding Chinese character vector for each Chinese character can be queried in the dictionary, and the text sequence can be transformed into a real number sequence to input into the neural network model for training.
Dropout
Overfitting occurs when the model only learns to classify on the training set. It is a common problem in deep neural networks. Over the years, many solutions to overfitting problems have been proposed, among which dropout is a simple and common method. On many tasks, dropout has achieved good results. Dropout works well in practice because it prevents neurons from co-adaptation during training. Its basic principle is to abandon the network node in training according to a certain proportion p and not update its corresponding weight, but all nodes are enabled in the process of prediction. In this paper, we add a dropout layer after all two hidden layers of the bidirectional GRU network to improve the performance of the segmentation model.
Experiments
Evaluation Criteria
We do experiments based on the PKU, MSRA, and CTB6 corpus. As for the PKU and MSRA corpuses, we use the 80% training corpuses as the training set, the 10% corpuses as the development set, and the remaining 10% corpuses as the test set. We divide the CTB6 corpus according to the experience of the predecessors. In addition, a thorough evaluation of the model is essential. Therefore, in order to evaluate the segmentation performance of the model, we use the evaluation criterias defined by SIGHAN: the precision, the recall, and the F1 value. The calculations of these evaluation criteria are as follows:
Correct number of results in prediction
Total number of results in predictio 00 n 1% P  (11) Correct number of results in prediction Correct number of results in test se 00 t 1% R 
Experimental Setup
In order to verify the performance of the BI-GRU-CRF Chinese word segmentation model proposed in this paper, five experiments are set up. In addition, in the training process of the model, we use the dropout to prevent the overfitting and the clipping gradient to relieve gradient disappearance or gradient explosion. We replace the activation function of the GRU unit output gate with the ReLU function to improve the training performance of the model.
Hyper-Parameters
Hyper-parameters are some variables that are generally determined by experience and used to determine models. Before training, we need to choose some hyper-parameters that influence the performance of word segmentation significantly. We set the hyper-parameters of the model as listed in Table 1 via experiments based on the BI-GRU-CRF model on the development set of the PKU corpus. In addition, we find that the larger dimension leads to longer time of model training, and the lower dimension leads to lower model performance. It is a good balance between precision and training speed of word segmentation to set the dimension of hidden layer h =128. As for choosing the dropout rate, a higher probability will result in fewer nodes and a poorer fitting effect. Finally, when we choose the initial learning rate, a lower learning rate will lead to longer training time, and a larger learning rate will lead to over-fitting of the model and affect the performance of word segmentation.
Results
In this paper, we implement the Chinese word segmentation model based on the BI-GRU-CRF network model and carry out word segmentation experiments on the PKU, MSRA, and CTB6 corpuses. Finally, we compare the model performance with other typical word segmentation models: CRF, GRU, and BI-GRU models. In addition, we carry out the experiments with the four-tag-set and six-tag-set in order to compare the performance of different tagging methods. The final results of the above experiments are shown in Table 2 . From the results of Table 2 , we can see that the Chinese word segmentation of the BI-GRU-CRF model is obviously better than the CRF, GRU, and BI-GRU models on the three evaluation criteria of precision, recall, and F1 value. The model with six-tag-set is better than the model with four-tag-set.
In order to further verify the performance of the BI-GRU-CRF model, we compare this model with some models proposed by previous scholars. Table 3 shows some comparisons between the model performance in this paper and some research results of other scholars in the word segmentation field. All these methods were the best model of Chinese word segmentation at that time. Tseng [25] represents a Chinese word segmentation model based on CRF. Collobert [6] represents a Chinese word segmentation model based on a deep neural network model. Chen [14] represents a LSTM model of two character embedded vectors, and the model mounts a word segmentation dictionary. Yao [23] represents a BI-LSTM model with three BI-LSTM layers. From the results of Table 3 , we can see that our model can achieve similar segmentation results without mounting the word segmentation dictionary and stacking the layers of neural network. It is enough to prove the better performance of the BI-GRU-CRF model. Table 3 . F1 Value comparison of BI-GRU-CRF with previous research Models PKU MSRA CTB6 Tseng [25] 0.950 0.964 -Collobert [6] 0.946 -0.894 Chen [14] 0.965 0.974 -Yao [23] 0.965 0.976 -BI-GRU-CRF(6tag) 0.966 0.972 0.969
Conclusions
In this paper, we propose a BI-GRU-CRF Chinese word segmentation model based on GRU neural network. This model not only inherits the features of the GRU unit that are easy to train, but also can use word information and neighbor tags to segment words. We add the pre-trained characters vectors to carry out word segmentation experiments with the four-tag-set and six-tag-set respectively on PKU, MSRA, and CTB6 corpuses. Then, we compare the model performance with other typical word segmentation models: CRF, GRU, and BI-GRU models, along with some research results of other scholars in the word segmentation field. The experimental results show that the BI-GRU-CRF model has better segmentation performance, and the tagging method of six-tag-set can improve the segmentation performance. Future work includes stacking GRU network layers and mounting word segmentation dictionary to improve segmentation performance, and we will apply this model to specific fields.
