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ABSTRACT 
 
Non-negative matrix factorization (NMF) is a 
dimensionality reduction tool, and has been applied to many 
areas such as bioinformatics, face image classification, etc. 
However, it often converges to some local optima because 
of its random initial NMF factors (W and H  matrices). To 
solve this problem, some researchers have paid much 
attention to the NMF initialization problem. In this paper, 
we first apply the k-means clustering to initialize the factor
W , and then we calculate the initial factor H  using four 
different initialization methods (three standard and one 
new). The experiments were carried out on the eight real 
datasets and the results showed that the proposed method 
(EIn-NMF) achieved less error and faster convergence 
compared with both random initialization based NMF and 
the three standard methods for k-means based NMF.   
 
Index Terms— k-means clustering; nonnegative matrix 
factorization. 
 
1. INTRODUCTION 
 
Non-negative matrix factorization (NMF), proposed by Lee 
and Seung [1, 2], is a new dimensionality reduction tool, 
and has been applied to many areas such as bioinformatics, 
face image classification, and so on. For example, in 
bioinformatics, Pascual-Montano et al. proposed a versatile 
tool called bioNMF based on NMF to cluster and bicluster 
gene expression data [3]. In [4], NMF was used for 
recognizing protein sequence patterns. In [5, 6], clustering 
results of gene expression data obtained by NMF were 
compared with hierarchical clustering and self-organizing  
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maps.  Researchers have also proposed several different 
algorithms based on the traditional NMF to make 
improvements such as Least squares-NMF [7], Weighted-
NMF [8], Local-NMF [9], and so on. However, since NMF 
is a nonconvex algorithm, it often converges to some local 
optima because of its random initial NMF factors (W  and 
H  matrices). In order to solve this problem, some 
researchers have paid much attention to the NMF 
initialization problem. Wild proposed the initialization 
method based on spherical k-means clustering to initialize 
W  matrix and apply Nonnegative Least Square (NNLS) to 
calculate H  matrix [10]. Zheng et al. proposed PCA-based 
initialization method and, after obtaining W  and H , all the 
negative elements in these two matrices are changed to zero 
[11]. For fuzzy c-means clustering (FCM) initialization in 
[11], the initial matrix W  is obtained by taking the final 
cluster centroids after FCM algorithm and the initial matrix 
H  is determined by the membership degrees of FCM in 
which the largest membership degree of each data point is 
set to one and the others to zero. This method was followed 
by Rezaei et al. who used the membership degrees of FCM 
to determine the initial H  matrix directly [12]. Zhao et al. 
used the absolute value for all elements in the initial 
matrices W  and H  after PCA initialization [13] in 
contrast to the method in [11]. With these initialization 
methods, enhanced convergence rates as well as better 
accuracy were achieved. In this paper, we propose a method 
to calculate the nonnegative initial matrix H  efficiently in 
order to enhance the performance of NMF algorithm based 
on k-means clustering initialization. We first apply k-means 
clustering to initialize the W matrix [10] and use the 
proposed method to initialize the H  matrix (EIn-NMF). 
These initial matrices are then passed through NMF 
algorithm and the result will be compared with both random 
initialization based NMF and the three standard methods for 
k-means based NMF. The experiments were carried out on 
the eight real datasets from [14] and the results showed that 
the proposed method (EIn-NMF) achieved faster 
convergence while maintaining the main data structure. 
  The rest of the paper is organized as follows. In Section 2 
we first review the basic knowledge of non-negative matrix 
factorization method (NMF) and its k-means clustering 
initialization, then review the random initialization based 
NMF and three standard methods for k-means based NMF, 
and describe the proposed initialization method (EIn-NMF) 
used in this paper. The experimental results based on these 
five initialization methods are evaluated and analysed in 
Section 3. Finally, conclusion is drawn in Section 4.  
  Contribution of this paper: we propose a new initialization 
method (EIn-NMF) for k-means based NMF to improve its 
performance. We also compare four standard initialization 
methods which have not been compared and contrasted in 
the previous literature.   
 
2. METHODOLOGY 
 
2.1. NMF 
 
We briefly review the basic idea of NMF. Given a non-
negative matrix X with m rows and n columns, the NMF 
algorithm seeks to find non-negative factors W and H such 
that 
WHX ≈                                      (1) 
where W  is an km× matrix and H  is a nk × matrix. 
Each column of W  is considered as the basis vectors while 
each column of H  contains the encoding coefficient. All 
the elements in W  and H  represent non-negative values. 
  Many algorithms have been proposed to obtain W  and 
H  [11]. In this paper, we use the multiplication update rule 
to minimize an objective function (the root-mean-squared 
residual D). The formulae are given as follows. 
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  NMF is a nonconvex programing in the iteration process, 
thus it may lead to different solutions with the different 
initial values of W  and H . In this paper, we focus on using 
k-means clustering to initialize the factor W , and then we 
calculate the initial factor H  using four different 
initialization methods (three standard and one new). The 
results are then compared with the random initialization 
method. The details of these methods are described below. 
 
2.2. K-means based NMF 
 
In this section, we briefly summarize the process of the k-
means based NMF algorithm and the details are described in 
Table 1. 
 
Table1: The description of the k-means based NMF 
algorithm. 
 
STEP 1: Given the ( nm× ) nonnegative matrix X  and its 
pseudo-inverse A , apply k-means clustering on the matrix 
X  to generate the cluster centroids ic  ( i =1, 2,…, k ), 
where k  is the reduced dimensionality which can be set to 
any value. 
STEP 2: The basis matrix of NMF W  is then constructed 
by inversing the cluster centroids ic  (i.e.
T
ic ). 
STEP 3: Obtain the initial matrix H  which is calculated by 
the different methods described below (three standard and 
one new). 
STEP 4: Apply NMF algorithm to A with the initial 
matrices W  and H  obtained above and obtain the final 
results. 
 
2.3. The random initialization and three standard 
methods for k-means based NMF 
 
Here we describe the random initialization based NMF (H1) 
and the three standard initialization methods for k-means 
based NMF (H2, H3 and H4). 
 
• H1: This is the common method for initializing 
both the two NMF factors W  and H randomly. 
• H2: The initial basis matrix W  is constructed by 
using the cluster centroids obtained from k-means 
clustering and the initial matrix H  is selected 
randomly. 
• H3: The initial basis matrix W  is constructed by 
using the cluster centroids obtained from k-means 
clustering. The initial matrix H  is denoted by 
XWH T=  and then we get the absolute value 
for all elements in H  in order to satisfy the initial 
constraint of NMF. 
• H4: The initial basis matrix W  is constructed by 
using the cluster centroids obtained from k-means 
clustering. The initial matrix H  is denoted by 
XWH T=  and then we set all the negative 
elements in H  to zero in order to satisfy the initial 
constraint of NMF. 
 
 
2.4. The proposed methods (EIn-NMF) for k-means 
based NMF 
 
Here we propose to use the k-means clustering initialization 
of W  incorporated with our proposed initialization of H
(H5) to improve the performance of k-means based NMF. 
The details of this method are shown below. 
 
• Proposed H5: The initial basis matrix W  is 
constructed by using the cluster centroids obtained 
from k-means clustering. 
We calculate the membership degrees of each data 
point by using some results from k-means 
clustering. The details are as follows. 
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where )(⋅d  represents the Euclidean distance 
between the two points, qx  represents the qth  
data point and kc represents the kth  cluster 
centroid. Also, m  is the fuzzification parameter 
which is set to 2 in this paper. The initial matrix 
H  is then obtained by using the membership 
degrees above. This proposed enhanced 
initialization method for NMF is termed as EIn-
NMF. 
 
3. EXPERIMENT RESULTS AND ANALYSIS 
 
3.1. Datasets and preprocessing 
 
Eight datasets used in this paper are from [14]. Based on the 
similar preprocessing method as in [14], we removed the 
genes (columns) which vary little across samples (rows) to 
reduce the computational complexity. Table 2 shows some 
parameters for preprocessing. ‘N’ represents no operation 
performed and ‘inf’ represents the infinite value. ‘Ratio’, 
‘Diff’ and ‘Std’ are the ratio, difference and standard values 
between maximum and minimum values of a gene (column) 
across samples (rows). We first set all the expression levels 
within the defined range. For each dataset, elements below 
the minimum value of the range were assigned this 
minimum value, and those exceeding the maximum value of 
the range were assigned this maximum value. Then some 
genes varying little across samples were removed according 
to the three parameters (Ratio, Difference and Standard), 
that is, we remove the columns which have the samller 
values on Ratio, Difference and Standard. After 
preprocessing, the properties of these dataset are presented 
in Table 3. For simplicity, we use the dataset no. shown in 
Table 3 instead of its gene name for the following 
discussion. 
 
 
Table 2: The parameters for the preprocessing 
 
Name Range Ratio Diff Std. 
9_Tumors [100,16000] N N N 
Brain_Tumors1 [20,16000] 3 500 N 
Brain_Tumors2 [20,16000] 3 500 N 
Leukemia1 [20,16000] 3 500 N 
Lung_Cancer [0,inf] N N 50 
SRBCT N N N N 
Prostate_Tumor [20,16000] 5 N N 
DLBCL [20,16000] 3 500 N 
 
Table 3: The properties of the final datasets 
 
Dataset 
no. 
Name Rows Columns cluster 
1 9_Tumors 60 5726 9 
2 Brain_Tumors1 90 4922 5 
3 Brain_Tumors2 50 1013 4 
4 Leukemia1 72 3621 3 
5 Lung_Cancer 203 3312 5 
6 SRBCT 83 2308 4 
7 Prostate_Tumor 102 3722 2 
8 DLBCL 77 4204 2 
 
3.2. Results 
 
The experiments were carried out by using above eight 
datasets, we applied five different initialization methods 
(H1-H5) to improve the performance of NMF. In order to 
avoid the influence of randomness, each initialization 
method was run 20 times and the total number of iterations 
for each run of NMF was set to 500 in this paper. The rank 
(dimensionality) k  for each dataset is set to the number of 
cluster of the corresponding dataset which is shown in Table 
3. 
  Figure 1-8 shows the average log2 value of root-mean-
squared residual D (RMS Residual D) from these 20 runs of 
five different initialization methods with the increasing 
iteration number. As mentioned in section 2.1, D is the error 
and the lower D log value suggests the better performance 
for NMF. It is seen from the eight figures that all the D log 
values decrease fast in the early iterations of NMF and 
become stable at the end. The proposed initialization 
method (H5) always gets the lower D log values compared 
with the other four methods on the eight datasets in the 
short-term. It shows that the D log values in the early 
iterations obtained by the five initialization methods always 
satisfy the inequality D(H1) > D(H2) > D(H3) = D(H4) > 
D(H5). The method H1 which initializes both the two NMF 
factors W and H randomly has the worst performance of 
NMF as we expect. The reason is that the random 
initialization has nothing to do with the initial factors W
and H  while the other four initialization methods already 
works for NMF algorithm with predefined factor W (H2) or 
both the two factors (H3, H4 and H5). So the D log value 
for random initialization is the largest. The methods H3, H4 
and H5 adds the initiation process of the factor H , so their 
D log values are smaller than H2. The methods H2, H3 and 
H4 start at the similar D log value, however, H3 and H4 
need far fewer iterations to converge than H2 on these eight 
datasets. From figure 1-8, we summarize that the proposed 
method H5 achieves less error and faster convergence at the 
beginning of the NMF iterations compared with the other 
four standard initialization methods.  
 
  
 
Figure 1: The average D log values of each of the five 
initialization methods (Dataset 1). 
 
 
Figure 2: The average D log values of each of the five 
initialization methods (Dataset 2). 
 
 
Figure 3: The average D log values of each of the five 
initialization methods (Dataset 3). 
 
Figure 4: The average D log values of each of the five 
initialization methods (Dataset 4). 
 
 
Figure 5: The average D log values of each of the five 
initialization methods (Dataset 5). 
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Figure 6: The average D log values of each of the five 
initialization methods (Dataset 6). 
 
Figure 7: The average D log values of each of the five 
initialization methods (Dataset 7). 
 
 
Figure 8: The average D log values of each of the five 
initialization methods (Dataset 8). 
 
  We have seen from the previous result that in the short-
term, our proposed method (EIn-NMF) results in the better 
performance of NMF than the other four standard 
initialization methods. This property provides an idea to 
seek to benefit from the short-term behavior for our 
proposed method (EIn-NMF). We have used the eight real 
datasets which already have the predefined rank k (the 
cluster number). However, the cluster number is unknown 
for most of the datasets in reality. For this reason, we 
analyze the RMS Residual D under the different 
dimensionality for each dataset. Here we calculate the NMF 
algorithm by using one iteration, because we expect to 
investigate the properties of the five methods at the start 
point of the NMF algorithm with the different 
dimensionality. The values of dimensionality for each 
dataset are set to {5, 10, 15,…, [ q ], q } where q  is the row 
number and [ q ] means the maximum integer which can be 
divided by 5 and smaller than q .  In order to avoid the 
influence of the randomness, each dimensionality value 
under one initialization method was run 20 times and the 
number of iterations for each run of NMF was set to 1. The 
two figures below (figure 9 and 10) show the average RMS 
residual D values from these 20 runs of each of the five 
different initialization methods with the increasing number 
of dimensionality. 
  In these two figures, it can be easily seen that the four 
standard initialization methods (H1-H4) are almost stay at 
the higher D values while the proposed method H5 keeps 
deceasing with the increasing dimensionality. For Dataset 1-
3, the last values of dimensionality are 60, 90 and 50 
separately which are the same as their row numbers. This 
means there is no change on the datasets after NMF 
algorithm. Only H1 and the proposed H5 can recognize this 
at the early iteration of NMF which have the zero D values 
at these dimensionality values. For Dataset 4-8 which the 
last dimensionality values are not the same as their row 
numbers, the proposed H5 can still achieve the relative low 
D values while the four standard methods cannot. So we 
conclude the proposed H5 always outperforms the other four 
standard initialization methods. 
 
4. CONCLUSIONS 
 
NMF algorithm often converges to some local optima 
because of its random initial NMF factors ( W and H
matrices). To solve this problem, some researchers have 
paid much attention to the NMF initialization problem. In 
this paper, we have proposed EIn-NMF, an initialization 
method for the factor H for k-means based on NMF. 
Altogether, we also have compared our method with the 
other four different standard initialization methods—random 
initialization based NMF and three standard initialization 
methods for k-means based NMF. The experiments were 
carried out on the eight real datasets from [14] and we 
assessed the NMF performance by the root-mean-squared 
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residual D. the results demonstrate that the proposed 
initialization method, EIn-NMF, gets better performance of 
NMF compared with the other four standard initialization 
methods. 
 
 
Figure 9: The average D values of each of the five 
initialization methods with the increasing dimensionality 
number on Dataset 1 - 4. 
 
 
Figure 10: The average D values of each of the five 
initialization methods with the increasing dimensionality 
number on Dataset 5 - 8. 
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