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Chapter 1
Introduction
This document investigates three classes of problems at the interplay of
discrete algorithms, combinatorial optimization, and numerical methods.
The general research area is called combinatorial scientific computing (CSC).
In CSC, the contributions have practical and theoretical flavor. For all
problems discussed in this document, we have the design, analysis, and
implementation of algorithms along with many experiments. The theoretical
results are included in this document, some with proofs; the reader is invited
to the original papers for the omitted proofs. A similar approach is taken
for presenting the experiments. While most results for observing theoretical
findings in practice are included, the reader is referred to the original papers
for some other results (e.g., run time analysis).
The three problem classes are that of partitioning, matching, and or-
dering. We cover two problems from the partitioning class, three from the
matching class, and two from the ordering class. Below, we present these
seven problems after introducing the notation and recalling the related defi-
nitions. We summarize the computing contexts in which problems arise and
highlight our contributions.
1.1 Directed graphs
A directed graph G = (V,E) is a set V of vertices and a set E of directed
edges of the form e = (u, v), where e is directed from u to v. A path is
a sequence of edges (u1, v1) · (u2, v2) · · · with vi = ui+1. A path ((u1, v1) ·
(u2, v2) · · · (u`, v`)) is of length `, where it connects a sequence of `+1 vertices
(u1, v1 = u2, . . . , v`−1 = u`, v`). A path is called simple if the connected
vertices are distinct. Let u v denote a simple path that starts from u and
ends at v. We say that a vertex v is reachable from another vertex u, if a
path connects them. A path ((u1, v1) · (u2, v2) · · · (u`, v`)) forms a (simple)
cycle if all vi for 1 ≤ i ≤ ` are distinct and u1 = v`. A directed acyclic
graph, DAG in short, is a directed graph with no cycles. A directed graph
1
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is strongly connected, if every vertex is reachable from every other vertex.
A directed graph G′ = (V ′, E′) is said to be a subgraph of G = (V,E)
if V ′ ⊆ V and E′ ⊆ E. We call G′ as the subgraph of G induced by V ′,
denoted as G[V ′], if E′ = E ∩ (V ′×V ′). For a vertex set S ⊆ V , we define
G − S as the subgraph of G induced by V − S, i.e., G[V − S]. A vertex
set C ⊆ V is called a strongly connected component of G, if the induced
subgraph G[C] is strongly connected, and C is maximal in the sense that
for all C ′ ⊃ C, G[C ′] is not strongly connected. A transitive reduction G0
is a minimal subgraph of G such that if u is connected to v in G then u is
connected to v in G0 as well. If G is acyclic, then its transitive reduction is
unique.
The path u  v represents a dependency of v to u. We say that the
edge (u, v) is redundant if there exists another u  v path in the graph.
That is, when we remove a redundant (u, v) edge, u remains connected to
v, and hence, the dependency information is preserved. We use Pred[v] =
{u | (u, v) ∈ E} to represent the (immediate) predecessors of a vertex v, and
Succ[v] = {u | (v, u) ∈ E} to represent the (immediate) successors of v. We
call the neighbors of a vertex v, its immediate predecessors and immediate
successors: Neigh[v] = Pred[v]∪Succ[v]. For a vertex u, the set of vertices v
such that u v are called the descendants of u. Similarly, the set of vertices
v such that v  u are called the ancestors of the vertex u. The vertices
without any predecessors (and hence ancestors) are called the sources of G,
and vertices without any successors (and hence descendants) are called the
targets of G. Every vertex u has a weight denoted by wu and every edge
(u, v) ∈ E has a cost denoted by cu,v.
A k-way partitioning of a graph G = (V,E) divides V into k disjoint
subsets {V1, . . . , Vk}. The weight of a part Vi denoted by w(Vi) is equal to∑
u∈Vi wu, which is the total vertex weight in Vi. Given a partition, an edge
is called a cut edge if its endpoints are in different parts. The edge cut of
a partition is defined as the sum of the costs of the cut edges. Usually, a
constraint on the part weights accompanies the problem. We are interested
in acyclic partitions, which are defined below.
Definition 1.1 (Acyclic k-way partition). A partition {V1, . . . , Vk} of
G = (V,E) is called an acyclic k-way partition if two paths u  v and
v′  u′ do not co-exist for u, u′ ∈ Vi, v, v′ ∈ Vj , and 1 ≤ i 6= j ≤ k.
In other words, for a suitable numbering of the parts, all edges should
be directed from a vertex in a part p to another vertex in a part q where
p ≤ q. Let us consider a toy example shown in Fig. 1.1a. A partition of the
vertices of this graph is shown in Fig. 1.1b with a dashed curve. Since there
is a cut edge from s to u and another from u to t, the partition is cyclic. An
acyclic partition is shown in Fig. 1.1c, where all the cut edges are from one
part to the other.
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(a) A toy graph (b) A partition ignor-
ing the directions; it is
cyclic.
(c) An acyclic parti-
tioning.
Figure 1.1: A toy graph with six vertices and six edges, a cyclic partitioning,
and an acyclic partitioning.
There is a related notion in the literature [87], which is called a convex
partition. A partition is convex if for all vertex pairs u, v in the same part,
the vertices in any u v path are also in the same part. Hence, if a partition
is acyclic it is also convex. On the other hand, convexity does not imply
acyclicity. Figure 1.2 shows that the definitions of an acyclic partition and
a convex partition are not equivalent. For the toy graph in Fig. 1.2a, there
are three possible balanced partitions shown in Figures 1.2b, 1.2c, and 1.2d.
They are all convex, but only the one in Fig. 1.2d is acyclic.
Deciding on the existence of a k-way acyclic partition respecting an upper
bound on the part weights and an upper bound on the cost of cut edges is
NP-complete [93, ND15]. In Chapter 2, we treat this problem which is
formalized as follows.
Problem 1 (DAGP: DAG partitioning). Given a directed acyclic graph
G = (V,E) with weights on vertices, an imbalance parameter ε, find an
acyclic k-way partition {V1, . . . , Vk} of V such that the balance con-
straints
w(Vi) ≤ (1 + ε)
w(V )
k
are satisfied for 1 ≤ i ≤ k, and the edge cut, which is equal to the number
of edges whose end points are in two different parts, is minimized.
The DAGP problem arises in exposing parallelism in automatic differ-
entiation [53, Ch.9], and particularly in the computation of the Newton
step for solving nonlinear systems [51, 52]. The DAGP problem with some
additional constraints is used to reason about the parallel data movement
complexity and to dynamically analyze the data locality potential [84, 87].
Other important applications of the DAGP problem include (i) fusing loops
for improving temporal locality, and enabling streaming and array contrac-
tions in runtime systems [144, 145]; (ii) analysis of cache efficient execution
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a b
c d
(a) A toy graph
a b
c d








(d) An acyclic and convex
partition
Figure 1.2: A toy graph, two cyclic and convex partitions, and an acyclic
and convex partition.
of streaming applications on uniprocessors [4]; (iii) a number of circuit de-
sign applications in which the signal directions impose acyclic partitioning
requirement [54, 213].
In Chapter 2, we address the DAGP problem. We adopt the multilevel
approach [35, 113] for this problem. This approach is the de-facto standard
for solving graph and hypergraph partitioning problems efficiently, and used
by almost all current state-of-the-art partitioning tools [27, 40, 113, 130,
186, 199]. The algorithms following this approach have three phases: the
coarsening phase, which reduces the number of vertices by clustering them;
the initial partitioning phase, which finds a partition of the coarsest graph;
and the uncoarsening phase, in which the initial partition is projected to the
finer graphs and refined along the way, until a solution for the original graph
is obtained. We focus on two-way partitioning (sometimes called bisection),
as this scheme can be used in a recursive way for multiway partitioning.
To ensure the acyclicity of the partition at all times, we propose novel and
efficient coarsening and refinement heuristics. We also propose effective ways
to use the standard undirected graph partitioning methods in our multilevel
scheme. We perform a large set of experiments on a dataset and report
significant improvements compared to the current state of the art.
A rooted tree T is an ordered triple (V, r, ρ) where V is the vertex set,
r ∈ V is the root vertex, and ρ gives the immediate ancestor/descendant
relation. For two vertices vi, vj such that ρ(vj) = vi, we call vi the parent
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vertex of vj , and call vj a child vertex of vi. With this definition the root r
is the ancestor of every other node in T . The children vertices of a vertex
are called sibling vertices to each other. The height of T , denoted as h(T ),
is the number of vertices in the longest path from a leaf to the root r.
Let G = (V,E) be a directed graph with n vertices which are ordered
(or labeled as 1, . . . , n). The elimination tree of a directed graph is defined
as follows [81]. For any i 6= n, ρ(i) = j whenever j > i is the minimum
vertex id such that the vertices i and j lie in the same strongly connected
component of the subgraph G[{1, . . . , j}]—that is i and j are in the same
strongly connected component of the subgraph containing the first j vertices,
and j is the smallest number. Currently the algorithm with the best worst-
case time complexity has a run time of O(m log n) [133]—another algorithm
with the worst-case time complexity of O(mn) [83] also performs well in
practice. As the definition of the elimination tree implies, the properties of
the tree depend on the ordering of the graph.
The elimination tree is a recent model playing important roles in sparse
LU factorization. This tree captures the dependencies between the tasks
of some well-known variants of sparse LU factorization (we review these in
Chapter 7). Therefore, the height of the elimination tree corresponds to the
critical path length of the task dependency graph in the corresponding par-
allel LU factorization methods. In Chapter 7, we investigate the problem of
finding minimum height elimination trees, formally defined below, to expose
a maximum degree of parallelism by minimizing the critical path length.
Problem 2 (Minimum height elimination tree). Given a directed graph,
find an ordering of its vertices so that the associated elimination tree has
the minimum height.
The minimum height of an elimination tree of a given directed graph cor-
responds to a directed graph parameter known as the cycle-rank [80]. The
problem being NP-complete [101], we propose heuristics in Chapter 7, which
generalize the most successful approaches used for symmetric matrices to
unsymmetric ones.
1.2 Undirected graphs
An undirected graph G = (V,E) is a set V of vertices and a set E of
edges. Bipartite graphs are undirected graphs, where the vertex set can be
partitioned into two sets with all edges connecting vertices in the two parts.
Formally, G = (VR ∪ VC , E) is a bipartite graph, where V = VR ∪ VC is
the vertex set, and for each edge e = (r, c) we have r ∈ VR and c ∈ VC .
The number of edges incident on a vertex is called its degree. A path in a
graph is a sequence of vertices such that each consecutive vertex pair share
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an edge. A vertex is reachable from another one, if there is a path between
them. The connected components of a graph are the equivalence classes of
vertices under the “is reachable from” relation. A cycle in a graph is a path
whose start and end vertices are the same. A simple cycle is a cycle with no
vertex repetitions. A tree is a connected graph with no cycles. A spanning
tree of a connected graph G is a tree containing all vertices of G.
A matching M in a graph G = (V,E) is a subset of edges E where a
vertex in V is in at most one edge in M. Given a matching M, a vertex v
is said to be matched by M if v is in an edge of M, otherwise v is called
unmatched. If all the vertices are matched by M, then M is said to be a
perfect matching. The cardinality of a matching M, denoted by |M|, is the
number of edges inM. In Chapter 4, we treat the following problem, which
asks to find approximate matchings.
Problem 3 (Approximating the maximum cardinality of a matching in
undirected graphs). Given an undirected graph G = (V,E), design a fast
(near linear time) heuristic to obtain a matching M of large cardinality
with an approximation guarantee.
There are a number of polynomial time algorithms to solve the maximum
cardinality matching problem exactly in graphs. The lowest worst-case time
complexity of the known algorithms is O(
√
nτ) for a graph with n vertices
and τ edges. For bipartite graphs, the first of such algorithms is described by
Hopcroft and Karp [117]; certain variants of the push-relabel algorithm [96]
also have the same complexity (we give a classification for maximum car-
dinality matchings in bipartite graphs in a recent paper [132]). For gen-
eral graphs, algorithms with the same complexity are known [30, 92, 174].
There is considerable interest in simpler and faster algorithms that have
some approximation guarantee [148]. Such algorithms are used as a jump-
start routine by the current state of the art exact maximum matching algo-
rithms [71, 148, 169]. Furthermore, there are applications [171] where large
cardinality matchings are used.
The specialization of Problem 3 for bipartite graphs and general undi-
rected graphs are described in, respectively, Section 4.2 and Section 4.3. Our
focus is on approximation algorithms which expose parallelism and have lin-
ear run time in practical settings. We propose randomized heuristics and
analyze their results. The proposed heuristics construct a subgraph of the
input graph by randomly choosing some edges. They then obtain a maxi-
mum cardinality matching on the subgraph and return it as an approximate
matching for the input graph. The probability density function for choosing
a given edge is obtained by scaling a suitable matrix to be doubly stochastic.
The heuristics for the bipartite graphs and general undirected graphs share
this general approach and differ in the analysis. To the best of our knowl-
edge, the proposed heuristics have the highest constant factor approximation
7
ratio (around 0.86 for large graphs).
1.3 Hypergraphs
A hypergraph H = (V,E) is defined as a set of vertices V and a set of hyper-
edges E. Each hyperedge is a set of vertices. A matching in a hypergraph
is a set of disjoint hyperedges.
A hypergraph H = (V,E) is called d-partite and d-uniform, if V =⋃d
i=1 Vi with disjoint Vis and every hyperedge contains a single vertex from
each Vi. In Chapter 6, we investigate the problem of finding matchings in
hypergraphs, formally defined as follows.
Problem 4 (Maximum matching in d-partite d-uniform hypergraphs).
Given a d-partite d-uniform hypergraph, find a matching of maximum
size.
The problem is NP-complete for d ≥ 3; the 3-partite case is called the
Max-3-DM problem [126], and is an important problem in combinatorial
optimization. It is a special case of the d-Set-Packing problem [110]. It
has been shown that d-Set-Packing is hard to approximate within a factor
of O(d/ log d) [110]. The maximum/perfect set packing problem has many
applications, including combinatorial auctions [98] and personnel schedul-
ing [91]. Matchings in hypergraphs can also be used in the coarsening phase
of multilevel hypergraph partitioning tools [40]. In particular, d-uniform
and d-partite hypergraphs arise in modeling tensors [134] and heuristics for
Problem 4 can be used to partition these hypergraphs, by plugging them
in the current state of the art partitioning tools. We propose heuristics for
Problem 4. We first generalize some graph matching heuristics, then pro-
pose a novel heuristic based on tensor scaling to improve the quality via
judicious hyperedge selections. Experiments on random, synthetic and real-
life hypergraphs show that this new heuristic is highly practical and superior
to the others on finding a matching with large cardinality.
1.4 Sparse matrices
Bold, upper case Roman letters are used for matrices, as in A. Matrix
elements are shown with the corresponding lowercase letters, for example
ai,j . Matrix sizes are sometimes shown in the lower right corner, e.g., AI×J .
Matlab notation is used to refer to the entire rows and columns of a matrix,
e.g., A(i, :) and A(:, j) refer to the ith row and jth column of A respectively.
A permutation matrix is a square, {0, 1} matrix, with exactly one nonzero
in each row and each column. A sub-permutation matrix is a square, {0, 1}
matrix, with at most one nonzero in a row or a column.
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A graph G = (V,E) can be represented as a sparse matrix AG called
the adjacency matrix. In this matrix an entry aij = 1 if the vertices vi and
vj in G are incident on a common edge, and aij = 0 otherwise. If G is
bipartite with V = VR ∪ VC , we identify each vertex in VR with a unique
row of AG, and each vertex in VC with a unique column of AG. If G is not
bipartite, a vertex is identified with a unique row-column pair. A directed
graph GD = (V,E) with vertex set V and edge set E can be associated with
an n× n sparse matrix A. Here, |V | = n, and for each aij 6= 0 where i 6= j,
we have a directed edge from vi to vj .
We also associate graphs with matrices. For a given m × n matrix A,
we can associate a bipartite graph G = (VR ∪ VC , E) so that the zero-
nonzero pattern of A is equivalent to AG. If the matrix is square and has
a symmetric zero-nonzero pattern, we can similarly associate an undirected
graph by ignoring the diagonal entries. Finally, if the matrix A is square
and has an unsymmetric zero-nonzero pattern, we can associate a directed
graph GD = (V,E) where (vi, vj) ∈ E iff aij 6= 0.
An n × n matrix A 6= 0 is said to have support if there is a perfect
matching in the associated bipartite graph. An n × n matrix A is said to
have total support if each edge in its bipartite graph can be put into a perfect
matching. A square sparse matrix is called irreducible if its directed graph is
strongly connected. A square sparse matrix A is called fully indecomposable
if for a permutation matrix Q, the matrix B = AQ has a zero free diagonal
and the directed graph associated with B is irreducible. Fully indecompos-
able matrices have total support; but a matrix with total support could be a
block diagonal matrix, where each block is fully indecomposable. For more
formal definitions of support, total support, and the fully indecomposability,
see for example the book by Brualdi and Ryser [34, Ch. 3 and Ch. 4].
Let A = [aij ] ∈ Rn×n. The matrix A is said to be doubly stochastic if
aij ≥ 0 for all i, j and Ae = AT e = e, where e is the vector of all ones. By
Birkhoff’s Theorem [25], there exist α1, α2, . . . , αk ∈ (0, 1) with
∑k
i=1 αi = 1
and permutation matrices P1,P2, . . . ,Pk such that:
A = α1P1 + α2P2 + · · ·+ αkPk . (1.1)
This representation is also called Birkhoff-von Neumann (BvN) decomposi-
tion. We refer to the scalars α1, α2, . . . , αk as the coefficients of the decom-
position.
Doubly stochastic matrices and their associated BvN decompositions
have been used in several operations research problems and applications.
Classical examples are concerned with allocating communication resources,
where an input traffic is routed to an output traffic in stages [43]. Each rout-
ing stage is a (sub-)permutation matrix and is used for handling a disjoint
set of communications. The number of stages correspond to the number
of (sub-)permutation matrices. A recent variant of this allocation problem
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arises as a routing problem in data centers [146, 163]. Heuristics for the
BvN decomposition have been used in designing business strategies for e-
commerce retailers [149]. A display matrix (which shows what needs to be
displayed in total) is constructed, which happens to be doubly stochastic.
Then a BvN decomposition of this matrix is obtained in which each per-
mutation matrix used is a display shown to a shopper. A small number of
permutation matrices is preferred; furthermore, only slight changes between
consecutive permutation matrices is desired (we do not deal with this last
issue in this document).
The BvN decomposition of a doubly stochastic matrix as a convex com-
bination of permutation matrices is not unique in general. The Marcus-
Ree Theorem [170] states that there is always a decomposition with k ≤
n2 − 2n + 2 permutation matrices, for dense n × n matrices; Brualdi and
Gibson [33] and Brualdi [32] show that for a fully indecomposable n×n sparse
matrix with τ nonzeros one has the equivalent expression k ≤ τ −2n+ 2. In
Chapter 5, we investigate the problem of finding the minimum number k of
permutation matrices in the representation (1.1). More formally define the
MinBvNDec problem defined as follows.
Problem 5 (MinBvNDec: A BvN decomposition with the minimum
number of permutation matrices). Given a doubly stochastic matrix A,
find a BvN decomposition (1.1) of A with the minimum number k of
permutation matrices.
Brualdi [32, p.197] investigates the same problem and concludes that this is
a difficult problem. We continue along this line and show that the MinBvN-
Dec problem is NP-hard. We also propose a heuristic for obtaining a BvN
decomposition with a small number of permutation matrices. We investi-
gate some of the properties of the heuristic theoretically and experimentally.
In this chapter, we also give a generalization of the BvN decomposition for
real matrices with possibly negative entries and use this generalization for
designing preconditioners for iterative linear system solvers.
1.5 Sparse tensors
Tensors are multidimensional arrays, generalizing matrices to higher orders.
We use calligraphic font to refer to tensors, e.g., X . Let X be a d-dimensional
tensor whose size is n1 × · · · × nd. As in matrices, an element of a tensor is
denoted by a lowercase letter and subscripts corresponding to the indices of
the element, e.g., xi1,...,id , where ij ∈ {1, . . . , nj}. A marginal of a tensor is a
(d−1)-dimensional slice of a d-dimensional tensor, obtained by fixing one of
its indices. A d-dimensional tensor where the entries in each of its marginals
sum to one is called d-stochastic. In a d-stochastic tensor, all dimensions
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necessarily have the same size n. A d-stochastic tensor where each marginal
contains exactly one nonzero entry (equal to one) is called a permutation
tensor.
A d-partite, d-uniform hypergraph H = (V1 ∪ · · · ∪ Vd, E) corresponds
naturally to a d-dimensional tensor X , by associating each vertex class with
a dimension of X . Let |Vi| = ni. Let X ∈ {0, 1}n1×···×nd be a tensor with
nonzero elements xv1,...,vd corresponding to the edges (v1, . . . , vd) of H. In
this case, X is called the adjacency tensor of H.
Tensors are used in modeling multifactor or multirelational datasets,
such as product reviews at an online store [21], natural language process-
ing [123], multi-sensor data in signal processing [49], among many oth-
ers [142]. Tensor decomposition algorithms are used as an important tool to
understand the tensors and glean hidden or latent information. One of the
most common tensor decomposition approaches is the Candecomp/Parafac
(CP) formulation, which approximates a given tensor as a sum of rank-one
tensors. More precisely, for a given positive integer R, called the decompo-
sition rank, the CP decomposition approximates a d-dimensional tensor by
a sum of R outer products of column vectors (one for each dimension). In
particular, for a three dimensional I × J ×K tensor X , CP asks for a rank
R approximation X ≈
∑R
r=1 ar ◦ br ◦ cr with vectors ar, br and cr of size,
respectively, I, J and K. Here, ◦ denotes the outer product of the vectors,
and hence xi,j,k ≈
∑R
r=1 ar(i) · br(j) · cr(k). By aggregating these column
vectors, one forms the matrices A, B, and C of size, respectively, I × R,
J ×R and K ×R. The matrices A, B and C are called the factor matrices.
The computational core of the most common CP decomposition meth-
ods is an operation called the matricized tensor-times-Khatri-Rao product
(Mttkrp). For the same tensor X , this core operation can be described
succinctly as
foreach xi,j,k ∈ X do
Ã(i, :)← Ã(i, :) + xi,j,k[B(j, :) ∗C(k, :)] (1.2)
where B and C are input matrices of sizes J ×R and K ×R, respectively;
MA is the output matrix of size I ×R which is initialized to zero before the
loop. For each tensor nonzero xi,j,k, the jth row of the matrix B is multiplied
element-wise with the kth row of the matrix C, the result is scaled with the
tensor entry xi,j,k and added to the ith row of MA. In the well known CP
decomposition algorithm based on alternative least squares (CP-ALS), the
two factor matrices B and C are initialized at the beginning, then the factor
matrix A is computed by multiplying MA with the (pseudo-)inverse of the
Hadamard product of BTB and CTC. Since BTB and CTC are of size
R × R, their multiplication and inversion do not pose any computational
challenges. Afterwards, the same steps are performed to compute a new
B, and then a new C, and this process of computing the new factors one
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at a time by assuming others fixed is repeated iteratively. In Chapter 3,
we investigate how to efficiently parallelize the Mttkrp operations with
the CP-ALS algorithm in distributed memory systems. In particular we
investigate the following problem.
Problem 6 (Parallelizing CP decomposition). Given a sparse tensor X ,
the rank R of the required decomposition, the number k of processors,
partition X among the processors so as to achieve load balance and
reduce the communication cost in a parallel implementation of Mttkrp.
More precisely, in Chapter 3 we describe parallel implementations of CP-
ALS and how the parallelization problem can be cast as a partitioning prob-
lem in hypergraphs. In this document, we do not develop heuristics for the
hypergraph partitioning problem—we describe hypergraphs modeling the
computations and make use of the well-established tools for partitioning
these hypergraphs. The Mttkrp operation also arises in the gradient de-
scent based methods [2] to compute CP decomposition. Furthermore, it has
been implemented as a stand-alone routine [17] to enable algorithm devel-
opment for variants of the core methods [158]. That is why it has been
investigated for efficient execution in different computational frameworks
such as Matlab [11, 18], MapReduce [123], shared memory [206], and dis-
tributed memory [47].
Consider again the Mttkrp operation and the execution of the oper-
ations as shown in the body of the displayed for-loop (1.2). As seen in
this loop, the rows of the factor matrices and the output matrix are ac-
cessed many times according to the sparsity pattern of the tensor X . In a
cache-based system, the computations will be much more efficient if we take
advantage of spatial and temporal locality. If we can reorder the nonzeros
such that the multiplications involving a given row (of MA and B and C)
are one after another, this would be achieved. We need this to hold when
executing the Mttkrps for computing the new factor matrices B and C
as well. The issue is more easily understood in terms of the sparse matrix–
vector multiplication operation y ← Ax. If we have two nonzeros in the
same row aij and aik, we would prefer an ordering that maps j and k next
to each other, and perform the associated scalar multiplications aij′xj′ and
aik′xk′ one after other, where j
′ is the new index id for j and k′ is the new
index id for k. Furthermore, we would like the same sort of locality for all
indices and for the multiplication x ← AT y as well. We identify two re-
lated problems here. One of them is the choice of data structure for taking
advantage of shared indices, and the other is to reorder the indices so that
nonzeros sharing an index in a dimension have close-by indices in the other
dimensions. In this document, we do not propose a data structure; our aim
is to reorder the indices such that the locality is improved for three common
data structures used in the current state of the art. We summarize those
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three common data structures in Chapter 8, and investigate the following
ordering problem. Since the overall problem is based on the data structure
choice, we state the problem in a general language.
Problem 7 (Tensor ordering). Given a sparse tensor X , find an or-
dering of the indices in each dimension so that the nonzeros of X have
indices close to each other.
If we look at the same problem for matrices, the problem can be cast as
ordering the rows and the columns of a given matrix so that the nonzeros are
clustered around the diagonal. This is also what we search in the tensor case,
where different data structures can benefit from the same ordering, thanks
to different effects. In Chapter 8, we investigate this problem algorithmically
and develop fast heuristics. While the problem in the case of sparse matrices
has been investigated with different angles, to the best of our knowledge,
ours is the first study proposing general ordering tools for tensors—which
are analogues of the well-known and widely used sparse matrix ordering









In this chapter, we address the directed acyclic graph partitioning (DAGP)
problem. Most of the terms and definitions are standard, which we sum-
marized in Section 1.1. The formal problem definition is repeated below for
convenience.
DAG partitioning problem. Given a DAG G = (V,E), an imbalance
parameter ε, find an acyclic k-way partition {V1, . . . , Vk} of V such that
the balance constraints
w(Vi) ≤ (1 + ε)
w(V )
k
are satisfied for 1 ≤ i ≤ k, and the edge cut is minimized.
We adopt the multilevel approach [35, 113] with the coarsening, initial
partitioning, and refinement phases for acyclic partitioning of DAGs. We
propose heuristics for these three phases (Sections 2.2.1, 2.2.2 and 2.2.3,
respectively) which guarantee acyclicity of the partitions at all phases and
maintain a DAG at every level. We strove to have fast heuristics at the
core. With these characterizations, the coarsening phase requires new algo-
rithmic/theoretical reasoning, while the initial partitioning and refinement
heuristics are direct adaptations of the standard methods used in undirected
graph partitioning, with some differences worth mentioning. We discuss only
the bisection case, as we were able to improve the direct k-way algorithms
we proposed before [114] by using the bisection heuristics recursively.
The acyclicity constraint on the partitions forbids the use of the state
of the art undirected graph partitioning tools. This has been recognized
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before, and those tools were put aside [114, 175]. While this is true, one can
still try to make use of the existing undirected graph partitioning tools [113,
130, 186, 199], as they have been very well engineered. Let us assume that
we have partitioned a DAG with an undirected graph partitioning tool into
two parts by ignoring the directions. It is easy to detect if the partition is
cyclic since all the edges need to go from the first part to the second one. If
a partition is cyclic, we can easily fix it as follows. Let v be a vertex in the
second part; we can move all vertices to which there is a path from v into
the second part. This procedure breaks any cycle containing v, and, hence,
the partition becomes acyclic. However, the edge cut may increase, and the
partitions can be unbalanced. To solve the balance problem and reduce the
cut, we can apply move-based refinement algorithms. After this step, the
final partition meets the acyclicity and balance conditions. Depending on
the structure of the input graph, it could also be a good initial partition
for reducing the edge cut. Indeed, one of our most effective schemes uses
an undirected graph partitioning algorithm to create a (potentially cyclic)
partition, fixes the cycles in the partition, and refines the resulting acyclic
partition with a novel heuristic to obtain an initial partition. We then
integrate this partition within the proposed coarsening approaches to refine
it at different granularities.
2.1 Related work
Fauzia et al. [87] propose a heuristic for the acyclic partitioning problem
to optimize data locality when analyzing DAGs. To create partitions, the
heuristic categorizes a vertex as ready to be assigned to a partition when
all of the vertices it depends on have already been assigned. Vertices are
assigned to the current partition set until the maximum number of vertices
that would be “active” during the computation of the part reaches a specified
limit, which is the cache size in their application. This implies that a part
size is not limited by the sum of the total vertex weights in that part but
is a complex function that depends on an external schedule (order) of the
vertices. This differs from our problem as we limit the size of each part by
the total sum of the weights of the vertices on that part.
Kernighan [137] proposes an algorithm to find a minimum edge-cut par-
tition of the vertices of a graph into subsets of size greater than a lower
bound and inferior to an upper bound. The partition needs to use a fixed
vertex sequence that cannot be changed. Indeed, Kernighan’s algorithm
takes a topological order of the vertices of the graph as an input and parti-
tions the vertices such that all vertices in a subset constitute a continuous
block in the given topological order. This procedure is optimal for a given,
fixed topological order and has a run time proportional to the number of
edges in the graph, if the part weights are taken as constant. We used a
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modified version of this algorithm as a heuristic in the earlier version of our
work [114].
Cong et al. [54] describe two approaches for obtaining acyclic partitions
of directed Boolean networks, modeling circuits. The first one is a single-
level Fiduccia-Mattheyses (FM)-based approach. In this approach, Cong et
al. generate an initial acyclic partition by splitting the list of the vertices (in
a topological order) from left to right into k parts such that the weight of each
part does not violate the bound. The quality of the results is then improved
with a k-way variant of the FM heuristic [88] taking the acyclicity constraint
into account. Our previous work [114] employs a similar refinement heuristic.
The second approach of Cong et al. is a two-level heuristic; the initial graph
is first clustered with a special decomposition, and then it is partitioned
using the first heuristic.
In a recent paper [175], Moreira et al. focus on an imaging and com-
puter vision application on embedded systems and discuss acyclic parti-
tioning heuristics. They propose a single level approach in which an initial
acyclic partitioning is obtained using a topological order. To refine the parti-
tioning, they proposed four local search heuristics which respect the balance
constraint and maintain the acyclicity of the partition. Three heuristics pick
a vertex and move it to an eligible part if and only if the move improves
the cut. These three heuristics differ in choosing the set of eligible parts for
each vertex; some are very restrictive, and some allow arbitrary target parts
as long as acyclicity is maintained. The fourth heuristic tentatively realizes
the moves that increase the cut in order to escape from a possible local min-
ima. It has been reported that this heuristic delivers better results than the
others. In a follow-up paper, Moreira et al. [176] discuss a multilevel graph
partitioner and an evolutionary algorithm based on this multilevel scheme.
Their multilevel scheme starts with a given acyclic partition. Then, the
coarsening phase contracts edges that are in the same part until there is no
edge to contract. Here, matching-based heuristics from undirected graph
partitioning tools are used without taking the directions of the edges into
account. Therefore, the coarsening phase can create cycles in the graph;
however the induced partitions are never cyclic. Then, an initial partition is
obtained, which is refined during the uncoarsening phase with move-based
heuristics. In order to guarantee acyclic partitions, the vertices that lie in
cycles are not moved. In a systematic evaluation of the proposed methods,
Moreira et al. note that there are many local minima and suggest using re-
laxed constraints in the multilevel setting. The proposed methods have high
run time, as the evolutionary method of Moreira et al. is not concerned with
this issue. Improvements with respect to the earlier work [175] are reported.
We propose methods to use an undirected graph partitioner to guide
the multilevel partitioner. We focus on partitioning the graph in two parts,
since one can handle the general case with a recursive bisection scheme. We
also propose new coarsening, initial partitioning, and refinement methods
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specifically designed for the 2-partitioning problem. Our multilevel scheme
maintains acyclic partitions and graphs through all the levels.
2.2 Directed multilevel graph partitioning
Here, we summarize the proposed methods for the three phases of the mul-
tilevel scheme.
2.2.1 Coarsening
In this phase, we obtain smaller DAGs by coalescing the vertices, level by
level. This phase continues until the number of vertices becomes smaller
than a specified bound or the reduction on the number of vertices from one
level to the next one is lower than a threshold. At each level `, we start
with a finer acyclic graph G`, compute a valid clustering C` ensuring the
acyclicity, and obtain a coarser acyclic graph G`+1. While our previous
work [114] discussed matching based algorithms for coarsening, we present
agglomerative clustering based variants here. The new variants supersede
the matching based ones. Unlike the standard undirected graph case, in
DAG partitioning, not all vertices can be safely combined. Consider a DAG
with three vertices a, b, c and three edges (a, b), (b, c), (a, c). Here, the
vertices a and c cannot be combined, since that would create a cycle. We
say that a set of vertices is contractible (all its vertices are matchable), if
unifying them does not create a cycle. We now present a general theory
about finding clusters without forming cycles, after giving some definitions.
Definition 2.1 (Clustering). A clustering of a DAG is a set of disjoint
subsets of vertices. Note that we do not make any assumptions on whether
the subsets are connected or not.
Definition 2.2 (Coarse graph). Given a DAG G and a clustering C of G,
we let G|C denote the coarse graph created by contracting all sets of vertices
of C.
The vertices of the coarse graph are the clusters in C. If (u, v) ∈ G for
two vertices u and v that are located in different clusters of C then G|C
has an (directed) edge from the vertex corresponding to u’s cluster, to the
vertex corresponding to v’s cluster.
Definition 2.3 (Feasible clustering). A feasible clustering C of a DAG
G is a clustering such that G|C is acyclic.
Theorem 2.1. Let G = (V,E) be a DAG. For u, v ∈ V and (u, v) ∈ E, the
coarse graph G|{(u,v)} is acyclic if and only if every path from u to v in G
contains the edge (u, v).
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Theorem 2.1, whose proof is in the journal version of this chapter [115],
can be extended to a set of vertices by noting that this time all paths con-
necting two vertices of the set should contain only the vertices of the set.
The theorem (nor its extension) does not imply an efficient algorithm, as it
requires at least one transitive reduction. Furthermore, it does not describe
a condition about two clusters forming a cycle, even if both are individually
contractible. In order to address both of these issues, we put a constraint
on the vertices that can form a cluster, based on the following definition.
Definition 2.4 (Top level value). For a DAG G = (V,E), the top level
value of a vertex u ∈ V is the length of the longest path from a source of
G to that vertex. The top level values of all vertices can be computed in a
single traversal of the graph with a complexity O(|V |+ |E|). We use top[u]
to denote the top level of the vertex u.
By restricting the set of edges considered in the clustering to the edges
(u, v) ∈ E such that top[u]+1 = top[v], we ensure that no cycles are formed
by contracting a unique cluster (the condition identified in Theorem 2.1 is
satisfied). Let C be a clustering of the vertices. Every edge in a cluster of
C being contractible is a necessary condition for C to be feasible, but not a
sufficient one. More restrictions on the edges of vertices inside the clusters
should be found to ensure that C is feasible. We propose three coarsening
heuristics based on clustering sets of more than two vertices, whose pair-wise
top level differences are always zero or one.
CoTop: Acyclic clustering with forbidden edges
To have an efficient clustering heuristic, we restrict ourselves to static in-
formation computable in linear time. As stated in the introduction of this
section, we rely on the top level difference of one (or less) for all vertices
in the same cluster, and an additional condition to ensure that there will
be no cycles when a number of clusters are contracted simultaneously. In
Theorem 2.2 below, we give two sufficient conditions for a clustering to be
feasible (that is, the graphs at all levels are DAGs)—the proof is in the
associated journal paper [115].
Theorem 2.2 (Correctness of the proposed clustering). Let G = (V,E) be
a DAG and C = {C1, . . . , Ck} be a clustering. If C is such that:
• for any cluster Ci, for all u, v ∈ Ci, |top[u]− top[v]| ≤ 1,
• for two different clusters Ci and Cj and for all u ∈ Ci and v ∈ Cj
either (u, v) /∈ E, or top[u] 6= top[v]− 1,
then, the coarse graph G|C is acyclic.
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We design a heuristic based on Theorem 2.2. This heuristic visits all
vertices, which are singleton at the beginning, in an order, and adds the
visited vertex to a cluster, if the criteria mentioned in Theorem 2.2 are met;
if not, the vertex stays as a singleton. Among those clusters satisfying the
mentioned criteria, the one which saves the largest edge weight (incident on
the vertices of the cluster and the vertex being visited) is chosen as the target
cluster. We discuss a set of bookkeeping operations in order to implement
this heuristic in linear, O(|V |+ |E|), time [115, Algorithm 1].
CoCyc: Acyclic clustering with cycle detection
We now propose a less restrictive clustering algorithm which also maintains
the acyclicity. We again rely on the top level difference of one (or less) for
all vertices in the same cluster. Knowing this invariant, when a new vertex
is added to a cluster, a cycle-detection algorithm checks that no cycles are
formed when all the clusters are contracted simultaneously. This algorithm
does not traverse the entire graph by also using the fact that the top level
difference within a cluster is at most one. Nonetheless, detecting such cycles
could require a full traversal of the graph.
From Theorem 2.2, we know if adding a vertex to a cluster whose vertices’
top level values are t and t+ 1 creates a cycle in the contracted graph, then
this cycle goes through the vertices with top level values t or t + 1. Thus,
when considering the addition of a vertex u to a cluster C containing v, we
check potential cycle formations by traversing the graph starting from u in
a breadth-first search (BFS) manner. Let t denote the minimum top level
in C. At a vertex w, we normally add a successor y of w in a queue (as in
BFS), if |top(y)− t| ≤ 1; if w is in the same cluster as one of its predecessors
x, we also add x to the queue if |top(x) − t| ≤ 1. We detect a cycle if at
some point in the traversal, a vertex from cluster C is reached, if not the
cluster can be extended by adding u. In the worst-case, the cycle detection
algorithm completes a full graph traversal but in practice, it stops quickly
and does not introduce a significant overhead. The details of this clustering
scheme, whose worst case run time complexity is O(|V |(|V |+ |E|)), can be
found in the original paper [115, Algorithm 2].
CoHyb: Hybrid acyclic clustering
The cycle detection based algorithm can suffer from quadratic run time for
vertices with large in-degrees or out-degrees. To avoid this, we design a hy-
brid acyclic clustering which uses the relaxed clustering strategy with cycle
detection CoCyc by default and switches to the more restrictive clustering
strategy CoTop for large degree vertices. We define a limit on the degree of
a vertex (typically
√
|V |/10) for calling it large degree. When considering
an edge (u, v) where top[u] + 1 = top[v], if the degrees of u and v do not
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exceed the limit, we use the cycle detection algorithm to determine if we
can contract the edge. Otherwise, if the outdegree of u or the indegree of v
is too large, the edge will be contracted if it is allowed. The complexity of
this algorithm is in between those CoTop and CoCyc, and it will likely avoid
the quadratic behavior in practice.
2.2.2 Initial partitioning
After the coarsening phase, we compute an initial acyclic partitioning of the
coarsest graph. We present two heuristics. One of them is akin to the greedy
graph growing method used in the standard graph/hypergraph partitioning
methods. The second one uses an undirected partitioning and then fixes
the acyclicity of the partitions. Throughout this section, we use (V0, V1) to
denote the bisection of the vertices of the coarsest graph, and ensure that
there is no edge from the vertices in V1 to those in V0.
Greedy directed graph growing
One approach to compute a bisection of a directed graph is to design a
greedy algorithm that moves vertices from one part to another using local
information. We start with all vertices in V1 and replace vertices towards V0
by using heaps. At any time, the vertices that can be moved to V0 are in the
heap. These vertices are those whose in-neighbors are all in V0. Initially only
the sources are in the heap, and when all the in-neighbors of a vertex v are
moved to C0, v is inserted into the heap. We separate this process into two
phases. In the first phase, the key-values of the vertices in the heap are set
to the weighted sum of their incoming edges, and the ties are broken in favor
of the vertex closer to the first vertex moved. The first phase continues until
the first part has more than 0.9 of the maximum allowed weight (modulo
the maximum weight of a vertex). In the second phase, the actual gain of a
vertex is used. This gain is equal to the sum of the weights of the incoming
edges minus the sum of the weights of the outgoing edges. In this phase,
the ties are broken in favor of the heavier vertices. The second phase stops
as soon as the required balance is obtained. The reason that we separated
this heuristic into two phases is that at the beginning, the gains are of no
importance, and the more vertices become movable the more flexibility the
heuristic has. Yet, towards the end, parts are fairly balanced, and using
actual gains should help keeping the cut small.
Since the order of the parts is important, we also reverse the roles of the
parts, and the directions of the edges. That is, we put all vertices in V0, and
move the vertices one by one to V1, when all out-neighbors of a vertex have
been moved to V1. The proposed greedy directed graph growing heuristic
returns the best of the these two alternatives.
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Undirected bisection and fixing acyclicity
In this heuristic, we partition the coarsest graph as if it were undirected,
and then move the vertices from one part to another in case the partition
was not acyclic. Let (P0, P1) denote the (not necessarily acyclic) bisection
of the coarsest graph treated as if it were undirected.
The proposed approach designates arbitrarily P0 as V0 and P1 as V1.
One way to fix the cycle is to move all ancestors of the vertices in V0 to V0,
thereby guaranteeing that there is no edge from vertices in V1 to vertices in
V0, making the bisection (V0, V1) acyclic. We do these moves in a reverse
topological order. Another way to fix the acyclicity is to move all descen-
dants of the vertices in V1 to V1, again guaranteeing an acyclic partition. We
do these moves in a topological order. We then fix the possible unbalance
with a refinement algorithm.
Note that we can also initially designate P1 as V0 and P0 as V1, and can
again fix a potential cycle in two different ways. We try all four of these
choices, and return the best partition (essentially returning the best of the
four choices to fix the acyclicity of (P0, P1)).
2.2.3 Refinement
This phase projects the partition obtained for a coarse graph to the next,
finer one and refines the partition by vertex moves. As in the standard
refinement methods, the proposed heuristic is applied in a number of passes.
Within a pass, we repeatedly select the vertex with the maximum move gain
among those that can be moved. We tentatively realize this move if the
move maintains or improves the balance. Then, the most profitable prefix
of vertex moves are realized at the end of the pass. As usual, we allow the
vertices move only once in a pass. We use heaps with the gain of moves
as the key value, where we keep only movable vertices. We call a vertex
movable, if moving it to the other part does not create a cyclic partition.
We use the notation (V0, V1) to designate the acyclic bisection with no edge
from vertices in V1 to vertices in V0. This means that for a vertex to move
from part V0 to part V1, one of the two conditions should be met (i) either
all its out-neighbors should be in V1; (ii) or the vertex has no out-neighbors
at all. Similarly, for a vertex to move from part V1 to part V0, one of the
two conditions should be met (i) either all its in-neighbors should be in V0;
(ii) or the vertex has no in-neighbors at all. This is an adaptation of the
boundary Fiduccia-Mattheyses heuristic [88] to directed graphs. The notion
of movability being more restrictive results in an important simplification.





w(u, v) , (2.1)
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and the negative of this value when moving it from V1 to V0. This means
that the gain of a vertex is static: once a vertex is inserted in the heap with
the key value (2.1), its key-value is never updated. A move could render
some vertices unmovable; if they were in the heap, then they should be
deleted. Therefore, the heap data structure needs to support insert, delete,
and extract max operations only.
2.2.4 Constrained coarsening and initial partitioning
There are a number of highly successful, undirected graph partitioning
tools [130, 186, 199]. They are not immediately usable for our purposes,
as the partitions can be cyclic. Fixing such partitions, by moving vertices
to break the cyclic dependencies among the parts, can increase the edge
cut dramatically (with respect to the undirected cut). Consider for exam-
ple, the n × n grid graph, where the vertices are at integer positions for
i = 1, . . . , n and j = 1, . . . , n and a vertex at (i, j) is connected to (i′, j′)
when |i− i′| = 1 or |j−j′| = 1, but not both. There is an acyclic orientation
of this graph, called spiral ordering, as described in Figure 2.1 for n = 8.
This spiral ordering defines a total order. When the directions of the edges
are ignored, we can have a bisection with perfect balance by cutting only
n = 8 edges with a vertical line. This partition is cyclic; and it can be made
acyclic by putting all vertices numbered greater than 32 to the second part.
This partition, which puts the vertices 1–32 to the first part and the rest to
the second part, is the unique acyclic bisection with perfect balance for the
associated directed acyclic graph. The edge cut in the directed version is
35 as seen in the figure (gray edges). In general one has to cut n2 − 4n+ 3
edges for n ≥ 8: the blue vertices in the border (excluding the corners) have
one edge directed to a red vertex; the interior blue vertices have two such
edges; finally, the blue vertex labeled n2/2 has three such edges.
Let us investigate the quality of the partitions in practice. We used
MeTiS [130] as the undirected graph partitioner on a dataset of 94 matrices
(their details are in Section 2.3). The results are given in Figure 2.2. For
this preliminary experiment, we partitioned the graphs into two with the
maximum allowed load imbalance ε = 3%. The output of MeTiS is acyclic
for only two graphs, and the geometric mean of the normalized edge cut is
0.0012. Figure 2.2a shows the normalized edge cut and the load imbalance
after fixing the cycles, while Figure 2.2b shows the two measurements after
meeting the balance criteria. A normalized edge cut value is computed by
normalizing the edge cut with respect to the number of edges.
In both figures, the horizontal lines mark the geometric mean of the
normalized edge cuts, and the vertical lines mark the 3% imbalance ratio.
In Figure 2.2a, there are 37 instances in which the load balance after fixing
the cycles is feasible. The geometric mean of the normalized edge cuts in
this sub-figure is 0.0045, while in the other sub-figure, it is 0.0049. Fixing













Figure 2.1: 8×8 grid graph whose vertices are ordered in a spiral way; a few
of the vertices are labeled. All edges are oriented from a lower numbered
vertex to a higher numbered one. There is a unique bipartition with 32
vertices in each side. The edges defining the total order are shown in red
and blue, except the one from 32 to 33; the cut edges are shown in gray;
other internal edges are not shown.











(a) Undirected partitioning and fixing cy-
cles









(b) Undirected partitioning, fixing cycles,
and balancing
Figure 2.2: Normalized edge cut (normalized with respect to the number of
edges), the balance obtained after using an undirected graph partitioner and
fixing the cycles (left), and after ensuring balance with refinement (right).
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the cycles increases the edge cut with respect to an undirected partition-
ing, but not catastrophically (only by 0.0045/0.0012 = 3.75 times in these
experiments), and achieving balance after this step increases the cut only a
little (goes to 0.0049 from 0.0045). That is why we suggest using an undi-
rected graph partitioner, fixing the cycles among the parts, and performing
a refinement based method for load balancing as a good (initial) partitioner.
In order to refine the initial partition in a multilevel setting, we propose
a scheme similar to the iterated multilevel algorithm used in the existing
partitioners [40, 212]. In this scheme, first a partition P is obtained. Then,
the coarsening phase starts to cluster vertices that were in the same part
in P . After the coarsening, an initial partitioning is freely available by
using the partition P on the coarsest graph. The refinement phase then can
work as before. Moreira et al. [176] use this approach for the directed graph
partitioning problem. To be more concrete, we first use an undirected graph
partitioner, then fix the cycles as discussed in Section 2.2.2, and then refine
this acyclic partition for balance with the proposed refinement heuristics
in Section 2.2.3. We then use this acyclic partition for constrained coarsening
and initial partitioning. We expect this scheme to be successful in graphs
with many sources and targets where the sources and targets can lie in any
of the parts while the overall partition is acyclic. On the other hand, if a
graph is such that its balanced acyclic partitions need to put sources in one
part and the targets in another part, then fixing acyclicity may result in
moving many vertices. This in turn will harm the edge cut found by the
undirected graph partitioner.
2.3 Experiments
The partitioning tool presented (dagP) is implemented in C/C++ program-
ming languages. The experiments are conducted on a computer equipped
with dual 2.1 GHz, Xeon E5-2683 processors and 512GB memory. The
source code and more information is available at http://tda.gatech.edu/
software/dagP/.
We have performed a large set of experiments on DAG instances com-
ing from two sources. The first set of instances is from the Polyhedral
Benchmark suite (PolyBench) [196]. The second set of instances is obtained
from the matrices available in the SuiteSparse Matrix Collection (UFL) [59].
From this collection, we pick all the matrices satisfying the following prop-
erties: listed as binary, square, and has at least 100000 rows and at most
226 nonzeros. There were a total of 95 matrices at the time of experimenta-
tion, where two matrices (ids 1514 and 2294) having the same pattern. We
discard the duplicate and use the remaining 94 matrices for experiments.
For each such matrix, we take the strict upper triangular part as the asso-
ciated DAG instance, whenever this part has more nonzeros than the lower
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Graph #vertex #edge max. deg. avg. deg. #source #target
2mm 36,500 62,200 40 1.704 2100 400
3mm 111,900 214,600 40 1.918 3900 400
adi 596,695 1,059,590 109,760 1.776 843 28
atax 241,730 385,960 230 1.597 48530 230
covariance 191,600 368,775 70 1.925 4775 1275
doitgen 123,400 237,000 150 1.921 3400 3000
durbin 126,246 250,993 252 1.988 250 249
fdtd-2d 256,479 436,580 60 1.702 3579 1199
gemm 1,026,800 1,684,200 70 1.640 14600 4200
gemver 159,480 259,440 120 1.627 15360 120
gesummv 376,000 500,500 500 1.331 125250 250
heat-3d 308,480 491,520 20 1.593 1280 512
jacobi-1d 239,202 398,000 100 1.664 402 398
jacobi-2d 157,808 282,240 20 1.789 1008 784
lu 344,520 676,240 79 1.963 6400 1
ludcmp 357,320 701,680 80 1.964 6480 1
mvt 200,800 320,000 200 1.594 40800 400
seidel-2d 261,520 490,960 60 1.877 1600 1
symm 254,020 440,400 120 1.734 5680 2400
syr2k 111,000 180,900 60 1.630 2100 900
syrk 594,480 975,240 81 1.640 8040 3240
trisolv 240,600 320,000 399 1.330 80600 1
trmm 294,570 571,200 80 1.939 6570 4800
Table 2.1: DAG instances from PolyBench [196].
triangular part; otherwise we take the strict lower triangular part. All edges
have unit cost, and all vertices have unit weight.
Since the proposed heuristics have a randomized behavior (the traversals
used in the coarsening and refinement heuristics are randomized), we run
them 10 times for each DAG instance, and report the averages of these
runs. We use performance profiles [69] to present the edge-cut results. A
performance profile plot shows the probability that a specific method gives
results within a factor θ of the best edge cut obtained by any of the methods
compared in the plot. Hence, the higher and closer a plot to the y-axis, the
better the method is.
We set the load imbalance parameter ε = 0.03 in the problem definition
given at the beginning of the chapter for all experiments. The vertices are
unit weighted, therefore, the imbalance is rarely an issue for a move-based
partitioner.
Coarsening evaluation
We first evaluated the proposed coarsening heuristics (Section 5.1 of the as-
sociated paper [115]). The aim was to find an effective one to set as a default
coarsening heuristic. Based on performance profiles on the edge cut, we con-
cluded that in general, the coarsening heuristics CoHyb and CoCyc behave
similarly and are more helpful than CoTop in reducing the edge cut. We also
analyzed the contraction efficiency of the proposed coarsening heuristics. It
is important that the coarsening phase does not stop too early and that the
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coarsest graph is small enough to be partitioned efficiently. By investigating
the maximum, the average, and the standard deviation of vertex and edge
weight ratios at the coarsest graph, and the average, the minimum, and
the maximum number of coarsening levels observed for the two datasets,
we saw that CoCyc and CoHyb behave again similarly and provide slightly
better results than CoTop. Based on all these observations, we set CoHyb as
the default coarsening heuristic, as it performs better than CoTop in terms
of final edge cut, and is guaranteed to be more efficient than CoCyc in terms
of run time.
Constrained coarsening and initial partitioning
We now investigate the effect of using undirected graph partitioners for
coarsening and initial partitioning as explained in Section 2.2.4. We com-
pare three variants of the proposed multilevel scheme. All of them use the
refinement described in Section 2.2.3 in the uncoarsening phase.
• CoHyb: this variant uses the hybrid coarsening heuristic described
in Section 2.2.1 and the greedy directed graph growing heuristic de-
scribed in Section 2.2.2 in the initial partitioning phase. This method
does not use constrained coarsening.
• CoHyb C: this variant uses an acyclic partition of the finest graph ob-
tained as outlined in Section 2.2.2 to guide the hybrid coarsening
heuristic described in Section 2.2.4, and uses the greedy directed graph
growing heuristic in the initial partitioning phase.
• CoHyb CIP: this variant uses the same constrained coarsening heuristic
as the previous method, but inherits the fixed acyclic partition of the
finest graph as the initial partitioning.
The comparison of these three variants are given in Figure 2.3 for the
whole dataset. In this figure, we see that using the constrained coarsening
is always helpful, as it clearly separates CoHyb C and CoHyb CIP from CoHyb
after θ = 1.1. Furthermore, applying the constrained initial partitioning (on
top of the constrained coarsening) brings tangible improvements.
In the light of the experiments presented here, we suggest the variant
CoHyb CIP for general problem instances.
CoHyb CIP with respect to a single level algorithm
We compare CoHyb CIP (constrained coarsening and initial partitioning)
with a single-level algorithm that uses an undirected graph partitioning,
fixes the acyclicity, and refines the partitions. This last variant is denoted
as UndirFix, and it is the algorithm described in Section 2.2.2. Both vari-
ants use the same initial partitioning approach, which utilizes MeTiS [130] as
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Figure 2.3: Performance profiles for the edge cut obtained by the pro-
posed multilevel algorithm using the constrained coarsening and partitioning
(CoHyb CIP), using the constrained coarsening and the greedy directed graph
growing (CoHyb C), and CoHyb (no constraints).










Figure 2.4: Performance profiles for the edge cut obtained by the pro-
posed multilevel algorithm using the constrained coarsening and partitioning
(CoHyb CIP) and using the same approach without coarsening (UndirFix).
the undirected partitioner. The difference between UndirFix and CoHyb CIP
is the latter’s ability to refine the initial partition at multiple levels. Fig-
ure 2.4 presents this comparison. The plots show that the multilevel scheme
CoHyb CIP outperforms the single level scheme UndirFix at all appropriate
ranges of θ, attesting to the importance of the multilevel scheme.
Comparison with existing work
Here we compare our approach with the evolutionary graph partitioning
approach developed by Moreira et al. [175], and briefly with our previous
work [114].
Figure 2.5 shows how CoHyb CIP and CoTop compare with the evolution-
ary approach in terms of the edge cut on the 23 graphs of the PolyBench
dataset, for the number of partitions k ∈ {2, 4, 8, 16, 32}. We use the av-
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Figure 2.5: Performance profiles for the edge cut obtained by CoHyb CIP,
CoTop, and Moreira et al.’s approach on the PolyBench dataset with k ∈
{2, 4, 8, 16, 32}.
erage edge cut value of 10 runs for CoTop and CoHyb CIP and the average
values presented in [175] for the evolutionary algorithm. As seen in the
figure, the CoTop variant of the proposed multilevel approach obtains the
best results on this specific dataset (all variants of the proposed approach
outperform the evolutionary approach). In more detailed comparisons [115,
Appendix A], we see that the variants CoHyb CIP and CoTop of the proposed
algorithm obtain strictly better results than the evolutionary approach in
78 and 75 instances (out of 115), respectively, when the average edge cuts
are compared.
In more detailed comparisons [115, Appendix A], we see that CoHyb CIP
obtains 26% less edge cut than the evolutionary approach on average (ge-
ometric mean) when the average cuts are compared: when the best cuts
are compared, CoHyb CIP obtains 48% less edge cut. Moreover, CoTop ob-
tains 37% less edge cut than the evolutionary approach when the average
cuts are compared; when the best cuts are compared, CoTop obtains 41%
less cut. In some instances, we see large differences between the average
and the best results of CoTop and CoHyb CIP. Combined with the observa-
tion that CoHyb CIP yields better results in general, this suggests that the
neighborhood structure can be improved (see the notion of the strength of
a neighborhood [183, Section 19.6]).
The proposed approach with all the reported variants takes about 30
minutes to complete the whole set of experiments for this dataset, whereas
the evolutionary approach is much more compute-intensive, as it has to run
the multilevel partitioning algorithm numerous times to create and update
the population of partitions for the evolutionary algorithm. The multilevel
approach of Moreira et al. [175] is more comparable in terms of characteris-
tics with our multilevel scheme. When we compare CoTop with the results of
the multilevel algorithm by Moreira et al., our approach provides results that
are 37% better on average and CoHyb CIP approach provides results that are
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Figure 2.6: Performance profiles of CoHyb, CoHyb CIP and UndirFix in terms
of edge cut for single source, single target graph dataset. The average of 5
runs are reported for each approach.
26% better on average, highlighting the fact that keeping the acyclicity of
the directed graph through the multilevel process is useful.
Finally, CoTop and CoHyb CIP also outperform the previous version of our
multilevel partitioner [114], which is based on a direct k-way partitioning
scheme and matching heuristics for the coarsening phase, by 45% and 35%
on average, respectively, on the same dataset.
Single commodity flow-like problem instances
In many of the instances of our dataset, graphs have many source and target
vertices. We investigate how our algorithm performs on problems where all
source vertices should be in a given part, and all target vertices should be
in the other part, while also achieving balance. This is a problem close to
the maximum flow problem, where we want to find the maximum flow (or
minimum cut) from the sources to the targets with balance on part weights.
Furthermore, addressing this problem also provides a setting for solving
partitioning problems with fixed vertices.
We used the UFL dataset, where all isolated vertices are discarded, and
a single source vertex S and a single target vertex T are added to all graphs.
S is connected to all original source vertices, and all original target vertices
are connected to T . The cost of the new edges is set to the number of
edges. A feasible partition should avoid cutting these edges, and separate
all sources from the targets.
The performance profiles of CoHyb, CoHyb CIP and UndirFix are given
in Figure 2.6 with the edge cut as the evaluation criterion. As seen in this
figure, CoHyb is the best performing variant, and UndirFix is the worst
performing variant. This is interesting as in the general setting, we saw
a reverse relation. The variant CoHyb CIP performs in the middle, as it
combines the other two.
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Figure 2.7: Run time performance profile of CoCyc, CoHyb, CoTop, CoHyb C,
CoHyb CIP and UndirFix on the whole dataset. The values are the averages
of 10 runs.
Run time performance
We give again a summary of the run time comparisons from the detailed
version [115, Section 5.6]. Figure 2.7 shows the comparison of the five vari-
ants of the proposed multilevel scheme and the single level scheme on the
whole dataset. Each algorithm is run 10 times on each graph. As expected,
CoTop offers the best performance, and CoHyb offers a good trade-off between
CoTop and CoCyc. An interesting remark is that these three algorithms have
a better run time than the single level algorithm UndirFix. For example,
on the average, CoTop is 1.44 times faster than UndirFix. This is mainly
due to cost of fixing acyclicity. Undirected partitioning accounts for roughly
25% of the execution time of UndirFix, and fixing the acyclicity constitutes
the remaining 75%. Finally, the variants of the multilevel algorithm using
constrained coarsening heuristics provide satisfying run time performance
with respect to the others.
2.4 Summary, further notes and references
We proposed a multilevel approach for acyclic partitioning of directed acyclic
graphs. This problem is close to the standard graph partitioning in that the
aim is to partition the vertices into a number of parts while minimizing
the edge cut and meeting a balance criterion on the part weights. Unlike
the standard graph partitioning problem, the directions of the edges are
important and the resulting partitions should have acyclic dependencies.
We proposed coarsening, initial partitioning, and refinement heuristics
for the target problem. The proposed heuristics take the directions of the
edges into account and maintain the acyclicity throughout the three phases
of the multilevel scheme. We also proposed efficient and effective approaches
to use the standard undirected graph partitioning tools in the multilevel
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scheme for coarsening and initial partitioning. We performed a large set of
experiments on a dataset with graphs having different characteristics and
evaluated different combinations of the proposed heuristics. Our experi-
ments suggested (i) the use of constrained coarsening and initial partition-
ing, where the main coarsening heuristic is a hybrid one which avoids the
cycles, and in case it does not, performs a fast cycle detection (CoHyb CIP)
for the general case; (ii) a pure multilevel scheme without constrained coars-
ening, using the hybrid coarsening heuristic (CoHyb) for the cases where a
number of sources need to be separated from a number of targets; (iii) a pure
multilevel scheme without constrained coarsening, using the fast coarsening
algorithm (CoTop) for the cases where the degrees of the vertices are small.
All three approaches are shown to be more effective and efficient than the
current state of the art.
Özkaya et al. [181] make use of the proposed partitioner for scheduling
directed acyclic task graphs for homogeneous computing systems. Here, the
partitioner is used to obtain coarse grained tasks to enhance data locality.
Lepère and Trystram [151] show that acyclic clustering is very effective in
scheduling DAGs with unit task weights and large, uniform edge costs. In
particular they show that there exists an acyclic clustering whose makespan
is at most twice the best clustering.
Recall that a directed edge (u, v) is called redundant, if there is a path
u  v in the graph. Consider a redundant edge (u, v) and a path u  v.
Let us discard the edge (u, v) and add its cost to all edges in the identified
u v path to obtain a reduced graph. In an acyclic bisection of this reduced
graph, if the vertices u and v are in different parts, then the path u  v
crosses the cut only once (otherwise the partition is cyclic), and the edge
cut in the original graph equals the edge cut in the reduced graph. If u
and v are in the same part, then all paths u  v are confined to the same
part. Therefore, neither the edge (u, v) of the original graph nor any path
u  v of the reduced graph contributes to the respective cuts. Hence the
edge cut in the original graph is equal to the edge cut in the reduced graph.
Such reductions could potentially help reduce the run time and improve the
quality of the partitions in our multilevel setting. The transitive reduction
is a costly operation, and hence we do not hope to apply all reductions
in the proposed approach; a subset of those should be found and applied.







In this chapter, we address the problem of parallelizing the computational
core of the Candecomp/Parafac decomposition of sparse tensors. Tensor
notation is a little less common, and the reader is invited to revise the
notation and the basic definitions in Section 1.5. More related definitions
are given in this chapter. Below we restate the problem for convenience.
Parallelizing CP decomposition. Given a sparse tensor X , the rank
R of the required decomposition, the number k of processors, partition
X among the processors so as to achieve load balance and reduce the
communication cost in a parallel implementation of Mttkrp.
We investigate an efficient parallelization of the Mttkrp operation in
distributed memory environments for sparse tensors in the context of the
CP decomposition method CP-ALS. For this purpose, we formulate two
task definitions, a coarse-grain and a fine-grain one. These definitions are
given by applying the owner-computes rule to a coarse-grain and a fine-grain
partition of the tensor nonzeros. We define the coarse-grain partition of a
tensor as a partition of one of its dimensions. In matrix terms, a coarse-grain
partition corresponds to a row-wise or a column-wise partition. We define
the fine-grain partition of a tensor as a partition of its nonzeros. This has
the same significance in matrix terms. Based on these two task granularities,
we present two parallel algorithms for the Mttkrp operation. We address
the computational load balance and communication cost reduction problems
for the two algorithms, and present hypergraph partitioning-based models
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to tackle these problems with the off-the-shelf partitioning tools.
Once the Mttkrp operation is efficiently parallelized, the other parts of
the CP-ALS algorithm are straightforward. Nonetheless, we design a library
for the parallel CP-ALS algorithm to test the proposed Mttkrp algorithms
and report scalability results up to 1024 MPI ranks.
3.1 Background and notation
3.1.1 Hypergraph partitioning
Let H = (V,E) be a hypergraph with the vertex set V and hyperedge set
E. Let us associate weights with the vertices and costs with the hyperedges:
w(v) denotes the weight of a vertex v and ch denotes the cost of a hyperedge.
For a given integer K ≥ 2, a K-way vertex partition of a hypergraph H =
(V,E) is denoted as Π = {V1, . . . , VK}, where (i) the parts are non-empty;






v∈Vk wv be the total weight of the vertices in the set
Vk and wavg = w(V )/K be the average part weight. If each part Vk ∈ Π
satisfies the balance criterion
w(Vk) ≤ wavg(1 + ε), for k = 1, 2, . . . ,K (3.1)
we say that Π is balanced where ε represents the maximum allowed imbal-
ance ratio.
In a partition Π, a hyperedge that has at least one vertex in a part is said
to connect that part. The number of parts connected by a hyperedge h, i.e.,
connectivity , is denoted as λh. Given a vertex partition Π of a hypergraph




ch(λh − 1) . (3.2)
This cut measure is called the connectivity-1 cutsize metric.
Given ε > 0 and an integer K > 1, the standard hypergraph partitioning
problem is defined as the task of finding a balanced partition Π with K parts
such that χ(Π) is minimized. The hypergraph partitioning problem is NP-
hard [150].
A variant of the above problem is the multi-constraint hypergraph parti-
tioning [131]. In this variant, each vertex has an associated vector of weights.
The partitioning objective is the same as above, and the partitioning con-
straint is to satisfy a balancing constraint for each weight. Let w(v, i) denote
the C weights of a vertex v for i = 1, . . . , C. In this variant, the balance
criterion (3.1) is rewritten as
w(Vk, i) ≤ wavg,i (1 + ε) for k = 1, . . . ,K and i = 1, . . . , C (3.3)
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where the ith weight w(Vk, i) of a part Vk is defined as the sum of the ith
weights of the vertices in that part, wavg,i is the average part weight for the
ith weight of all vertices, and ε represents the allowed imbalance ratio.
3.1.2 Tensor operations
In this chapter, we use N to denote the number of dimensions (the order)
of a tensor. For the sake of simplicity, we describe all the notation and
the algorithms for N = 3, even though our algorithms and implementations
have no such restriction. We explicitly generalize the discussion to general
order-N tensors whenever we find necessary. A fiber in a tensor is defined
by fixing every index but one, e.g., if X is a third-order tensor, X:,j,k is a
mode-1 fiber and Xi,j,: is a mode-3 fiber. A slice in a tensor is defined by
fixing only one index, e.g., Xi,:,:, refers to the ith slice of X in mode 1. We
use |Xi,:,:| to denote the number of nonzeros in Xi,:,:.
Tensors can be matricized in any mode. This is achieved by identifying a
subset of the modes of a given tensor X as the rows and the other modes of X
as the columns of a matrix and appropriately mapping the elements of X to
those of the resulting matrix. We will be exclusively dealing with the matri-
cizations of tensors along a single mode. For example, take X ∈ RI1×···×IN .
Then X(1) denotes the mode-1 matricization of X in such a way that the
rows of X(1) corresponds to the first mode of X and the columns corresponds











of X(1). Specifically, each column
of the matrix X(1) becomes a mode-1 fiber of the tensor X . Matricizations
in the other modes are defined similarly.
For two matrices AI1×J1 and BI2×J2 , the Kronecker product is
A⊗B =
 a1,1B · · · a1,J1B... . . . ...
aI1,1B · · · aI1,J1B
 .
For two matrices AI1×J and BI2×J , the Khatri-Rao product is
AB =
[
A(:, 1)⊗B(:, 1) · · · A(:, J)⊗B(:, J)
]
,
which is of size I1I2 × J .
For two matrices AI×J and BI×J , the Hadamard product is
A ∗B =
a1,1b1,1 · · · a1,Jb1,J... . . . ...
aI,1bI,1 · · · aI,JbI,J
 .
Recall that the CP-decomposition of rankR of a given tensor X factorizes
X into a sum of R rank-one tensors. For X ∈ RI×J×K , it yields X ≈
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∑R
r=1 ar ◦ br ◦ cr, for ar ∈ RI , br ∈ RJ and cr ∈ RK , where ◦ is the outer
product of the vectors. Here the matrices A = [a1, . . . , aR], B = [b1, . . . , bR],
and C = [c1, . . . , cR] are called the factor matrices, or factors. For N -mode
tensors, we use U1, . . . ,UN to refer to the factor matrices.
We revise the Alternating Least Squares (ALS) method for obtaining a
rank-R approximation of a tensor X with the CP-decomposition [38, 107].
A common formulation of CP-ALS is shown in Algorithm 1 for third order
tensors. At each iteration, each factor matrix is recomputed while fixing
the other two; e.g., A ← X(1)(C  B)(BTB ∗ CTC)†. This operation is
performed in the following order: MA = X(1)(CB), V = (BTB ∗CTC)†,
and then A ← MAV. Here V is a dense matrix of size R × R and is
easy to compute. The important issue is the efficient computation of the
Mttkrp operations yielding MA, similarly MB = X(2)(AC) and MC =
X(3)(BA).
Algorithm 1: CP-ALS for the 3rd order tensors
Input : X : A 3rd order tensor
R: The rank of approximation
Output: CP decomposition [[λ; A,B,C]]
1 repeat
2 A← X(1)(CB)(BTB ∗CTC)†
3 Normalize columns of A
4 B← X(2)(CA)(ATA ∗CTC)†
5 Normalize columns of B
6 C← X(3)(BA)(ATA ∗BTB)†
7 Normalize columns of C and store the norms as λ
8 until no improvement or maximum iterations reached
The sheer size of the Khatri-Rao products makes them impossible to
compute explicitly; hence, efficient Mttkrp algorithms find other means to
carry out the Mttkrp operation.
3.2 Related work
SPLATT [206] is an efficient implementation of the Mttkrp operation for
sparse tensors on shared memory systems. SPLATT implements the Mt-
tkrp operation based on the slices of the dimension in which the factor
is updated, e.g., on the mode-1 slices when computing A ← X(1)(C 
B)(BTB ∗CTC)†. Nonzeros of the fibers in a slice are multiplied with the
corresponding rows of B and the results are accumulated to be later scaled
with the corresponding row of C to compute the row of A corresponding
to the slice. Parallelization is done using OpenMP directives, and the load
balance (in terms of the number of nonzeros in the slices of the mode for
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which Mttkrp is computed) is achieved by using the dynamic scheduling
policy. Hypergraph models are used to optimize cache performance by re-
ducing the number of times a row of A, B, and C are accessed. Smith et
al. [206] also use N -partite graphs to reorder the tensors for all dimensions.
A newer version of SPLATT [204, 205] has a medium grain task definition
and a distributed memory implementation.
GigaTensor [123] is an implementation of CP-ALS which follows the
Map-Reduce paradigm. All important steps (the Mttkrps and the com-
putations BTB ∗CTC) are performed using this paradigm. A distinct ad-
vantage of GigaTensor is that thanks to Map-Reduce, the issues of fault-
tolerance, load balance, and out of core tensor data are automatically han-
dled. The presentation [123] of GigaTensor focuses on three-mode tensors
and expresses the map and the reduce functions for this case. Additional
map and reduce functions are needed for higher order tensors.
DFacTo [47] is a distributed memory implementation of the Mttkrp op-
eration. It performs two successive sparse matrix-vector multiplies (SpMV)
to compute a column of the product X(1)(C  B). A crucial observation
(made also elsewhere [142]) is that this operation can be implemented as
XT(2)B(:, r), which can be reshaped into a matrix to be multiplied with
C(:, r) to form the rth column of the Mttkrp. Although SpMV is a
well-investigated operation, there is a peculiarity here: the result of the
first SpMV forms the values of the sparse matrix used in the second one.
Therefore, there are sophisticated data dependencies between the two Sp-
MVs. Notice that DFacTo is rich in SpMV operations: there are two SpMVs
per factorization rank per dimension of the input tensor. DFacTo needs to
store the tensor matricized in all dimensions, i.e., X(1), . . . ,X(N). In low
dimensions, this can be a slight memory overhead; yet in higher dimensions
the overhead could be non-negligible. DFacTo uses MPI for paralleliza-
tion yet fully stores the factor matrices in all MPI ranks. The rows of
X(1), . . . ,X(N) are blockwise distributed (statically). With this partition,
each process computes the corresponding rows of the factor matrices. Fi-
nally, DFacTo performs an MPI Allgatherv operation to communicate the
new results to all processes, which results in (In/P ) log2 P communication
volume per process (assuming a hypercube algorithm) when computing the
nth factor matrix having In rows using P processes.
Tensor Toolbox [18] is a MATLAB toolbox for handling tensors. It pro-
vides many essential operations and enables fast and efficient realizations
of complex algorithms in MATLAB for sparse tensors [17]. Among those
operations, Mttkrp implementations are provided and used in CP-ALS
method. Here, each column of the output is computed by performing N − 1
sparse tensor vector multiplications. Another well-known MATLAB toolbox
is the N -way toolbox [11] which is essentially for dense tensors and incor-
porates now support for sparse tensors [2] through Tensor Toolbox. Tensor
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Toolbox and the related software provide excellent means for rapid proto-
typing of algorithms and also efficient programs for tensor operations that
can be handled within MATLAB.
3.3 Parallelization
A common approach in implementing the Mttkrp is to explicitly matricize
a tensor across all modes, and then perform the Khatri-Rao product using
the matricized tensors [47, 206]. Matricizing a tensor in a mode i requires
column index values up to
∏N
k 6=i Ik, which can exceed the integer value lim-
its supported by modern architectures when using tensors of higher order
and very large dimensions. Also, matricizing across all modes results in N
replications of a tensor, which can exceed the memory limitations. Hence, in
order to be able to handle large tensors we store them in coordinate format
for the Mttkrp operation, which is also the method of choice in Tensor
Toolbox [18]. In this format, each nonzero value is stored along with all of
its position indices.
With a tensor stored in the coordinate format, Mttkrp operation can
be performed as shown in Algorithm 2. As seen on Line 4 of this algorithm,
a row of B and a row of C are retrieved, and their Hadamard product is
computed and scaled with a tensor entry to update a row of MA. In general,
for an N -mode tensor
MU1(i1, :)←MU1(i1, :) + xi1,i2...,iN [U2(i2, :) ∗ · · · ∗UN (iN , :)]
is computed. Here, indices of the corresponding rows of the factor matrices
and MU1 coincide with indices of the unique tensor entry of the operation.
Algorithm 2: Mttkrp for the 3rd order tensors
Input : X : tensor
B,C: Factor matrices in all modes except the first
IA: Number of rows of the factor A
R: Rank of the factors
Output: MA = X(1)(BC)
1 Initialize MA to zeros of size IA ×R
2 foreach xi,j,k ∈ X do
4 MA(i, :)←MA(i, :) + xi,j,k[B(j, :) ∗C(k, :)]
As factor matrices are accessed row-wise, we define computational units
in terms of the rows of factor matrices. It follows naturally to partition
all factor matrices row-wise and use the same partition for the Mttkrp
operation for each mode of an input tensor across all CP-ALS iterations to
prevent extra communication. A crucial issue is the task definitions, as this
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pertains to the issues of load balancing and communication. We identify a
coarse-grain and a fine-grain task definition.
In the coarse-grain task definition, the ith atomic task consists of com-
puting the row MA(i, :) using the nonzeros in the tensor slice Xi,:,: and the
rows of B and C corresponding to the nonzeros in that slice. The input
tensor X does not change throughout the iterations of tensor decomposition
algorithms; hence it is viable to make the whole slice Xi,:,: available to the
process holding MA(i, :) so that the Mttkrp operation can be performed
by only communicating the rows of B and C. Yet, as CP-ALS requires the
Mttkrp in all modes, and each nonzero xi,j,k belongs to slices X (i, :, :),
X (:, j, :), and X (:, :, k), we need to replicate tensor entries in the owner pro-
cesses of these slices. This may require up to N times replication of the
tensor, depending on its partitioning. Note that an explicit matricization
always requires exactly N replications of tensor entries.
In the fine-grain task definition, an atomic task corresponds to the mul-
tiplication of a tensor entry with the Hadamard product of the correspond-
ing rows of B and C. Here, tensor nonzeros are partitioned among pro-
cesses with no replication to induce a task partition by following the owner-
computes rule. This necessitates communicating the rows of B and C that
are needed by these atomic tasks. Furthermore, partial results on the rows
of MA need to be communicated, as without duplicating tensor entries, we
cannot in general compute all contributions to a row of MA. Here, the par-
tition of X should be useful in all modes, as the CP-ALS method requires
the Mttkrp in all modes.
The coarse-grain task definition resembles the one-dimensional (1D) row-
wise (or column-wise) partitioning of sparse matrices, whereas the fine-grain
one resembles the two-dimensional (nonzero-based) partitioning of sparse
matrices for parallel sparse matrix-vector multiply (SpMV) operations. As is
confirmed for SpMV in modern applications, 1D partitioning usually leads to
harder problems of load balancing and communication cost reduction. The
same phenomenon is likely to be observed in tensors as well. Nonetheless,
we cover the coarse-grain task definition, as it is used in the state of the
art parallel Mttkrp [47, 206] methods, which partition the input tensor by
slices.
3.3.1 Coarse-grain task model
In the coarse-grain task model, computing the rows of MA, MB, and MC are
defined as the atomic tasks. Let µA denote the partition of the first mode’s
indices among the processes, i.e., µA(i) = p, if the process p is responsible
for computing MA(i, :). Similarly, let µB and µC define the partition of the
second and the third mode indices. The process owning MA(i, :) needs the
entire tensor slice Xi,:,:; similarly, the process owning MB(j) needs X:,j,: and
the owner of MC(k, :) needs X:,:,k. This necessitates duplication of some
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tensor nonzeros to prevent unnecessary communication.
One needs to take the context of CP-ALS into account when parallelizing
the Mttkrp operation. First, the output MA of Mttkrp is transformed
into A. Since A(i, :) is computed simply by multiplying MA(i, :) with the
matrix (BTB∗CTC)†, we make the process which owns MA(i, :) responsible
for computing A(i, :). Second, N Mttkrp operations follow one another
in an iteration. Assuming that every process has the required rows of the
factor matrices while executing Mttkrp for the first mode, it is advisable to
implement the Mttkrp in such a way that its output MA, after transformed
into A, is communicated. This way, all processes will have the necessary
data for executing the Mttkrp for the next mode. With these in mind, the
coarse-grain parallel Mttkrp method executes Algorithm 3 at each process
p.
Algorithm 3: Coarse-grain Mttkrp for the first mode of third
order tensors at process p within CP-ALS
Input : Ip, indices where µA(i) = p
XIp,:,:, tensor slices
BTB and CTC, R×R matrices
B(Jp, :),C(Kp, :), Rows of the factor matrices, where
Jp and Kp correspond to the unique second and
third mode indices in XIp,:,:
1 On exit : A(Ip, :) is computed, its rows are sent to processes needing
them; ATA is available
2 Initialize MA(Ip, :) to all zeros of size |Ip| ×R.
3 foreach i ∈ Ip do
4 foreach xi,j,k ∈ Xi,:,: do
6 MA(i, :)←MA(i, :) + xi,j,k[B(j, :) ∗C(k, :)]
8 A(Ip, :)←MA(Ip, :)(BTB ∗CTC)†
9 foreach i ∈ Ip do
11 Send A(i, :) to all processes having nonzeros in Xi,:,:.
12 Receive A(i, :) from µA(i) for each owned nonzero xi,j,k.
14 Locally compute A(Ip, :)
TA(Ip, :) and all-reduce the results to form A
TA.
As seen in Algorithm 3, the process p computes MA(i, :) for all i with
µA(i) = p on Line 6. This is possible without any communication, if we
assume the preconditions that BTB, CTC, and the required rows of B and
C are available. We need to satisfy this precondition for the Mttkrp oper-
ations in the remaining modes. Once MA(Ip, :) is computed, it is multiplied
on Line 8 with (BTB ∗CTC)† to obtain A(Ip, :). Then, the process p sends
the rows of A(Ip, :) to other processes who will need them, then receive
the ones that it will need. More precisely, the process p sends A(i, :) to
the process r, where µB(j) = r or µC(k) = r for a nonzero xi,j,k ∈ X ,
thereby satisfying the stated precondition for the remaining Mttkrp op-
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erations. Since computing A(i, :) required BTB and CTC to be available
at each process, we also need to compute ATA and make the result avail-
able to all processes. We perform this by computing local multiplications
A(Ip, :)
TA(Ip, :) and all-reducing the partial results (Line 14).
We now investigate the problems of obtaining load balance and reducing
the communication cost in an iteration of CP-ALS given in Algorithm 3; that
is, when Algorithm 3 is applied N times, once for each mode. Line 6 is the
computational core; the process p performs
∑
i∈Ip |Xi,:,:| many Hadamard
products (of vectors of size R) without any communication. In order to
achieve load balance, one should partition the slices of the first mode equi-
tably by taking the number of nonzeros into account. Line 8 does not involve
communication, where load balance can be achieved by assigning almost
equal number of slices to the processes. Line 14 requires an almost equal
number of slices to the processes for load balance. The operations at Lines 8
and 14 can be performed very efficiently using BLAS3 routines; therefore,
their costs are generally negligible in compare to the cost of the sparse ir-
regular computations at Line 6. There are two lines, 11 and 14, requiring
communication. Line 14 requires the collective all-reduce communication,
and one can rely on efficient MPI implementations. The communication at
Line 11 is irregular and would be costly. Therefore, the problems of com-
putational load balance and communication cost need to be addressed with
regards to Lines 6 and 11, respectively.
Let ai be the task of computing MA(i, :) at Line 6. Let also TA be
the set of tasks ai for i = 1, . . . , IA, and bj , ck, TB, and TC be defined
similarly. In the CP-ALS algorithm, there are dependencies among the
triplets ai, bj , and ck of the tasks for each nonzero xi,j,k. Specifically, the
task ai depends on the tasks bj and ck. Similarly, bj depends on the tasks
ai and ck, and ck depends on the tasks ai and bj . These dependencies are
the source of the communication at Line 11; e.g., A(i, :) should be sent to
the processes that own B(j, :) and C(k, :) for the each nonzero xi,j,k in the
slice Xi,:,:. These dependencies can be modeled using graphs or hypergraphs
by identifying the tasks with vertices, and their dependencies with edges
and hyperedges, respectively. As is well-known in similar parallelization
contexts [39, 111, 112], the standard graph partition related metric of “edge
cut” would loosely relate to the communication cost. We therefore propose
a hypergraph model for modeling the communication and computational
requirements of the Mttkrp operation in the context of CP-ALS.
For a given tensor X , we build the d-partite, d-uniform hypergraph H =
(V,E) described in Section 1.5. In this model, the vertex set V corresponds
to the set of tasks. We abuse the notation and use ai to refer to a task and its
corresponding vertex in V . We then set V = TA ∪TB ∪TC . Since one needs
load balance on Line 6 for each mode, we use vectors of size N for vertex
weights. We set w(ai, 1) = |Xi,:,:|, w(bj , 2) = |X:,j,:|, and w(ck, 3) = |X:,:,k|





















Figure 3.1: Coarse and fine-grain hypergraph models for the 3×3×3 tensor
X = {(1, 2, 3), (2, 3, 1), (3, 1, 2)}.
as the vertex weights in the indicated modes, and assign weight 0 in all
other modes. The dependencies causing communication at Line 11 are one-
to-many: for a nonzero xi,j,k, any one of ai, bj , and ck is computed by
using the data associated with the other two. Following the guidelines in
building the hypergraph models [209], we add a hyperedge corresponding
to each task (or each row of the factor matrices) in TA ∪ TB ∪ TC , in order
to model the data dependencies to that specific task. We use nai to denote





For each nonzero xi,j,k, we add the vertices ai, bj , and ck to the hyperedges
nai , n
b
j , and n
c
k. Let Ji and Ki be all unique 2nd and 3rd mode indices,
respectively, of the nonzeros in Xi,:,:. Then, the hyperedge nai contains the
vertex ai, all vertices bj for j ∈ Ji, and all vertices ck for k ∈ Ki.
Figure 3.1a demonstrates the hypergraph model for the coarse-grain task
decomposition of a sample 3× 3× 3 tensor with nonzeros (1, 2, 3), (2, 3, 1),
and (3, 1, 2). Labels for the hyperedges, shown as small blue circles, are not
provided; yet it should be clear from the context, e.g., ai ∈ nai is shown
with a non-curved black line between the vertex and the hyperedge. For
the first, second, and third nonzeros, we add the corresponding vertices
to related hyperedges, which are shown with green, magenta, and orange
curves, respectively. It is interesting to note that the N -partite graph of
Smith et al. [206] and this hypergraph model are related; their adjacency
structure when laid as a matrix give the same matrix.
Consider now a P -way partition of the vertices of H = (V,E) and the
association of each part with a unique process for obtaining a P -way parallel
CP-ALS. The task ai incurs |Xi,:,:| Hadamard products in the first mode in
the process µA(i), and has no other work when computing the Mttkrps
MB = X(2)(AC) and MC = X(3)(AB) in the other modes. This obser-
vation (combined with the corresponding one for bjs and cks) shows that any
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partition satisfying the balance condition for each weight component (3.3)
corresponds to a balanced partition of Hadamard products (Line 6) in each
mode. Now consider the messages, which are of size R, sent by the pro-
cess p regarding A(i, :). These messages are needed by the processes that
have slices in modes 2 and 3 that have nonzeros whose first mode index is i.
These processes correspond to the parts connected by the hyperedge nai . For
example, in Figure 3.1a due to the nonzero (3, 1, 2), a3 has a dependency to





b1, and c2 reside in different parts, a3 contributes one to the connectivity of
nb1 and n
c
2, which accurately captures the total communication volume by
increasing the total connectivity-1 metric by two.
Notice that the part µA(i) is always connected by n
a
i—assuming that the
slice Xi,:,: is not empty. Therefore, minimizing the connectivity-1 metric (3.2)
exactly amounts to minimizing the total communication volume required for
Mttkrp in all computational phases of a CP-ALS iteration, if we set the
cost ch = R for each hyperedge h.
3.3.2 Fine-grain task model
In the fine-grain task model we assume a partition of the nonzeros of the
tensor; hence there is no duplication. Let µX denote the partition of the
tensor nonzeros, e.g., µX (i, j, k) = p if the process p holds xi,j,k. Whenever
µX (i, j, k) = p, the process p performs the Hadamard product of B(j, :) and
C(k, :) in the first mode, A(i, :) and C(k, :) in the second mode, and A(i, :)
and B(j, :) in the third mode; then scales the result with xi,j,k. Let again
µA, µB, and µC denote the partition on the indices of the corresponding
modes; that is, µA(i) = p denotes that the process p is responsible for
computing MA(i, :). As in the coarse-grain model, we take the CP-ALS
context into account while designing the Mttkrp algorithm: (i) the process
which is responsible for MA(i, :) is also held responsible for A(i, :); (ii)
at the beginning, all rows of the factor matrices B(j, :) and C(k, :) where
µX (i, j, k) = p are available to the process p; (iii) at the end, all processes
get the R × R matrix ATA; and (iv) each process has all the rows of A
that are required for the upcoming Mttkrp operations in the second or the
third modes. With these in mind, the fine-grain parallel Mttkrp method
executes Algorithm 4 at each process p.
In Algorithm 4, Xp and Ip denote the set of nonzeros and the set of first
mode indices assigned to the process p. As seen in the algorithm, the process
p has the required data to carry out all Hadamard products corresponding
to all xi,j,k ∈ Xp on Line 5. After scaling by xi,j,k, the Hadamard products
are locally accumulated in MA, which contains a row for all i where Xp
has a nonzero on the slice Xi,:,:. Notice that a process generates a partial
result for each slice of the first mode in which it has a nonzero. The relevant
row indices (the set of unique first mode indices in Xp) are denoted by Fp.
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Algorithm 4: Fine-grain Mttkrp for the first mode of 3rd order
tensors at process p within CP-ALS
Input : Xp, tensor nonzeros where µX (i, j, k) = p
Ip, the first mode indices where µA(Ip) = p
Fp, the set of unique first mode indices in Xp
BTB and CTC: R×R matrices
B(Jp, :),C(Kp, :): Rows of the factor matrices, where
Jp and Kp correspond to the unique second and
third mode indices in Xp
1 On exit : A(Ip, :) is computed, its rows are sent to processes needing
them; A(Fp, :) is updated; and A
TA is available
2 Initialize MA(Fp, :) to all zeros of size |Fp| ×R
3 foreach xi,j,k ∈ Xp do
5 MA(i, :)←MA(i, :) + xi,j,k[B(j, :) ∗C(k, :)]
6 foreach i ∈ Fp \ Ip do
8 Send MA(i, :) to µA(i)
10 Receive contributions to MA(i, :) for i ∈ Ip and add them up
12 A(Ip, :)←MA(Ip, :)(BTB ∗CTC)†
13 foreach i ∈ Ip do
15 Send A(i, :) to all processes having nonzeros in Xi,:,:.
16 foreach i ∈ Fp \ Ip do
18 Receive A(i, :) from µA(i)
20 Locally compute A(Ip, :)
TA(Ip, :) and all-reduce the results to form A
TA
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Some indices in Fp are not owned by the process p. For such an i ∈ Fp \ Ip,
the process p sends its contribution to MA(i, ; ) to the owner process µA(i)
at Line 8. Again, messages of the process p destined to the same process
are combined. Then, the process p receives contributions to MA(i, :) where
µA(i) = p at Line 10. Each such contribution is accumulated, and the new
A(i, :) is computed by a multiplication with (BTB ∗ CTC)† at Line 12.
Finally, the updated A is communicated to satisfy the precondition of the
upcoming Mttkrp operations. Note that the communications at Lines 15
and 18 are the duals of those at Lines 10 and 8, respectively, in the sense that
the directions of the messages are reversed and the messages always pertain
to the same row indices. For example, MA(i, :) is sent to the process µA(i)
at Line 8 and A(i, :) is received from µA(i) at Line 18. Hence, the process p
generates partial results for each slice Xi,:,: on which it has a nonzero; either
keeps it or sends it to the owner of µA(i) (at Line 8), and if so, receives
the updated row A(i, :) later (at Line 18). Finally, the algorithm finishes
by an all-reduce operation to make ATA available to all processes for the
upcoming Mttkrp operations.
We now investigate the computational and communication requirements
of Algorithm 4. As before, the computational core is at Line 5, where the
Hadamard products of the row vectors B(j, :) and C(k, :) are computed for
each nonzero xi,j,k that a process owns, and the result is added to MA(i, :).
Therefore, each nonzero xi,j,k incurs three Hadamard products (one per
mode) in its owner process µX (i, j, k) in an iteration of the CP-ALS al-
gorithm. Other computations are either efficiently handled with BLAS3
routines (Lines 12 and 20), or they (Line 10) are not as many as the number
of Hadamard products. The significant communication operations are the
sends at Lines 8 and 15, and the corresponding receives at Lines 10 and 18.
Again, the all-reduce operation at Line 20 would be handled efficiently by the
MPI implementation. Therefore, the problems of computational load bal-
ance and reduced communication cost need to be addressed by partitioning
the tensor nonzeros equitably among processes (for load balance at Line 5)
while trying to confine all slices of all modes to a small set of processes (to
reduce communication at Lines 8 and 18).
We propose a hypergraph model for the computational load and commu-
nication volume of the fine-grain parallel Mttkrp operation in the context
of CP-ALS. For a given tensor, the hypergraph H = (V,E) with the ver-
tex set V and hyperedge set E is defined as follows. The vertex set V has
four types of vertices: ai, for i = 1, . . . , IA; bj , for j = 1, . . . , IB; ck for
k = 1, . . . , IC ; and the vertex xi,j,k we define for each nonzero in X by
abusing the notation. The vertex xi,j,k represents the Hadamard products
B(j, :) ∗C(k, :), A(i, :) ∗C(k, :), and A(i, :) ∗B(j, :) to be performed during
the Mttkrp operations at different modes. There are three types of hyper-
edges in E, and they represent the dependencies of the Hadamard products
to the rows of the factor matrices. The hyperedges are defined as follows:
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E = EA ∪ EB ∪ EC where EA contains a hyperedge nai for each A(i, :); EB
contains a hyperedge nbj for each B(j, :); and EC contains a hyperedge n
c
k for




k contain only the corresponding vertices
ai, bj , and ck. Then, for each nonzero xi,j,k ∈ X , we add the vertex xi,j,k




k to model the data dependency to the cor-
responding rows of A, B, and C. As in the previous subsection, one needs
a multi-constraint formulation for three reasons. First, since xi,j,k vertices
represent the Hadamard products, they should be evenly distributed among
the processes. Second, as the owners of the rows of A, B, and C are possi-
ble destinations of partial results (at Line 8), it is advisable to spread them
evenly. Third, almost equal number of rows per process implies balanced
memory usage and BLAS3 operations at Lines 12 and 20; even though this
operation is not our main concern for the computational load. With these
constraints, we associate a weight vector of size N + 1 with each vertex. For
a vertex xi,j,k we set w(xi,j,k, :) = [0, 0, 0, 3], for vertices ai, bj and ck, we set
w(ai, :) = [1, 0, 0, 0], w(bj , :) = [0, 1, 0, 0], w(ck, :) = [0, 0, 1, 0].
In Figure 3.1b, we demonstrate the fine-grain hypergraph model for the
sample tensor of the previous section. We exclude the vertex weights from
the figure. Similar to the coarse-grain model, dependency on the rows of A,
B and C are modeled by connecting each vertex xi,j,k to the hyperedges n
a
i ,
nbj , and n
c
k to capture the communication cost.
Consider now a P -way partition of the vertices of H = (V,E) and as-
sociate each part with a unique process to obtain P -way parallel CP-ALS
with the fine-grain Mttkrp operation. The partition of the xi,j,k vertices
uniquely partitions the Hadamard products. Satisfying the fourth balance
constraint in (3.3), balances the computational loads of the processes. Sim-
ilarly, satisfying the first three constraints leads to an equitable partition
of the rows of factor matrices among processes. Let µX (i, j, k) = p and
µA(i) = `; that is, the vertex xi,j,k and ai are in different parts. Then, the
process p sends a partial result on MA(i, :) to the process ` at Line 8 of
Algorithm 4. By looking at these messages carefully, we see that all pro-
cesses whose corresponding parts are in the connectivity set of niA will send
a message to µA(i). Since µA(i) is also in this set, we see that the total
volume of send operations concerning MA(i, :) at Line 8 is equal to λnai − 1.
Therefore, the connectivity-1 cut size metric (3.2) over the hyperedges in
EA encodes the total volume of messages sent at Line 8, if we set ch = R
for all hyperedges un EA. Since the send operations at Line 15 are duals
of the send operations at Line 8, total volume of messages sent at Line 15
for the first mode is also equal to this number. By extending this reasoning
to all hyperedges, we see that the cumulative (over all modes) volume of
communication is equal to the connectivity-1 cut-size metric (3.2).
The presence of multiple constraints usually causes difficulties for the
current state of the art partitioning tools (Aykanat et al.[15] discuss the is-
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sue for PaToH [40]). In preliminary experiments, we observed that this was
the case for us as well. In an attempt to circumvent this issue, we designed
the following alternative. We start with the same hypergraph, and remove
the vertices corresponding to the rows of factor matrices. Then use a single
constraint partitioning on the resulting hypergraph to partition the vertices
of nonzeros. We are then faced with the problem of assigning the rows of
factor matrices, given the partition on the tensor nonzeros. Any objective
function (relevant to our parallelization context) in trying to solve this prob-
lem would likely be a variant of the NP-complete Bin-Packing Problem [93,
p.124], as in the SpMV case [27, 208]. Therefore, we heuristically handle this
problem, by making the following observations: (i) the modes can be parti-
tioned one at a time; (ii) each row corresponds to a removed vertex for which
there is a corresponding hyperedge; (iii) the partition of xi,j,k vertices defines
a connectivity set for each hyperedge. This is essentially multi-constraint
partitioning which takes advantage of the listed observations. We use con-
nectivity of corresponding hyperedges as key value of rows to impose an
order. Then, rows are visited in decreasing order of key values. Each visited
row is assigned to the least loaded part in the connectivity set of its corre-
sponding hyperedge, if that part is not overloaded. Otherwise, the visited
vertex is assigned to the least loaded part at that moment. Note that in the
second case we add one to the total communication volume; otherwise the
total communication volume obtained by partitioning xi,j,k vertices remains
the same. Note also that key values correspond to the volume of receives at
Line 10 of Algorithm 4; hence, this method also aims to balance the volume
of receives at Line 10, and the volume of dual send operations at Line 15.
3.4 Experiments
We conducted our experiments on the IDRIS Ada cluster, which consists
of 304 nodes each having 128 GBs of memory and four 8-core Intel Sandy
Bridge E5-4650 processors running at 2.7 GHz. We ran our experiments up
to 1024 cores, and assigned one MPI process per core. All codes we used
in our benchmarks were compiled using the Intel C++ compiler (version
14.0.1.106) with -O3 option for compiler optimizations, -axAVX,SSE4.2 to
enable SSE optimizations whenever possible, and -mkl option to use the
Intel MKL library (version 11.1.1) for LAPACK, BLAS and VML (Vector
Math Library) routines. We also compiled DFacTo code using the Eigen
(version 3.2.4) library [102] with EIGEN USE MKL ALL flag set to ensure
that it utilizes the routines provided in the Intel MKL library for the best
performance. We used PaToH [40] with default options to partition the
hypergraphs. We created all partitions offline, and ran our experiments on
these partitioned tensors on the cluster. We do not report timings for par-
titioning hypergraphs, which is quite costly, for two reasons. First, in most
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Tensor I1 I2 I3 I4 #nonzeros
netflix 480K 17K 2K - 100M
NELL-B 3.2M 301 638K - 78M
deli 530K 17M 2.4M 1K 140M
flickr 319K 28M 1.6M 713 112M
Table 3.1: Size of tensors used in the experiments
applications, the tensors from the real-world data are built incrementally;
hence, a partition for the updated tensor can be formed by refining the parti-
tion of the previous tensor. Also, one can decompose a tensor multiple times
with different ranks of approximation. Thereby, the cost of an initial parti-
tioning of a tensor can be amortized across multiple runs. Second, we had to
partition the data on a system different from the one used for CP-ALS runs.
It would not be very useful to compare the run time from different systems
and repeating the same runs on a different system would not add much to
the presented results. We also note that the proposed coarse and fine-grain
Mttkrp formulations are independent from the partitioning method.
Our dataset for experiments consists of four sparse tensors, whose sizes
are given in Table 3.1 and obtained from various resources [21, 37, 97].
We briefly describe the methods compared in the experiments. DFacTo
is the CP-ALS routine we compare our methods against, which uses block
partitioning of the rows of the matricized tensors to distribute matrix nonze-
ros equally among processes. In the method ht-coarsegrain-block, we op-
erate the coarse-grain CP-ALS implementation in HyperTensor on a tensor
whose slices in each mode are partitioned consecutively to ensure equal num-
ber of nonzeros among processes, similarly to the DFacTo’s approach. The
method ht-coarsegrain-hp runs the same CP-ALS implementation, and
it uses the hypergraph partitioning. The method ht-finegrain-random
partitions the tensor nonzeros as well as the rows of the factor matrices ran-
domly to establish load balance. It uses the fine-grain CP-ALS implemen-
tation in HyperTensor. Finally, the method ht-finegrain-hp corresponds
to the fine-grain CP-ALS implementation in HyperTensor operating on the
tensor partitioned according to the hypergraph model proposed for the fine-
grain task decomposition. We benchmark our methods against DFacTo on
Netflix and NELL-B datasets only; as DFacTo can only process 3-mode ten-
sors. We let the CP-ALS implementations run for 20 iterations on each data
with R = 10, and record the average time spent per iteration.
In Figures 3.2a and 3.2b, we show the time spent per CP-ALS itera-
tion on Netflix and NELL-B tensors for all algorithms. In Figures 3.2c and
3.2d, we show the speedups per CP-ALS iteration on Flickr and Delicious
tensors for methods excluding DFacTo. While performing the comparison
with DFacTo, we preferred to show the time spent per iteration instead of
the speedup, as the sequential run time of our methods differs from that of
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(a) Time on Netflix



















































(b) Time on Nell-B































































(c) Speedup on Flickr






























































(d) Speedup on Delicious
Figure 3.2: Time for parallel CP-ALS iteration on Netflix and NELL-B, and
speedups on Flickr and Delicious.
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DFacTo. Also in Table 3.2, we show the statistics regarding the communica-
tion and computation requirements of the 512-way partitions of the Netflix
tensor for all proposed methods.
We first observe in Figure 3.2a that on Netflix, ht-finegrain-hp clearly
outperforms all other methods by achieving a speedup of 194x with 512 cores
over a sequential execution, whereas ht-coarsegrain-hp, ht-coarsegrain-block,
DFacTo, and ht-finegrain-random could only yield 69x, 63x, 49x, and 40x
speedups, respectively. Table 3.2 shows that on 512-way partitioning of the
same tensor, ht-finegrain-random, ht-coarsegrain-block, and ht-coarsegrain-
hp result in total send communication volumes of 142M, 80M, and 77M
units respectively; whereas ht-finegrain-hp partitioning requires only 7.6M
units; which explains the superior parallel performance of ht-finegrain-hp.
Similarly in Figures 3.2b, 3.2c, and 3.2d ht-finegrain-hp achieves 81x, 129x,
and 123x speedups on NELL-B, Flickr, and Delicious tensors, while the best
of all other methods could only obtain 39x, 55x, and 65x, respectively, up
to 1024 cores. As seen from these figures, ht-finegrain-hp is the fastest of all
proposed methods. It experiences slow-downs at 1024 cores for all instances.
One point to note in Figure 3.2b is that our Mttkrp implementation
gets notably more efficient than DFacTo on NELL-B. We believe that the
main reason for this difference is due to DFacTo’s column-by-column way
of computing the factor matrices. We instead compute all columns of the
factor matrices simultaneously. This vector-wise mode of operation on the
rows of the factors can significantly improve the data locality and cache
efficiency which leads to this performance difference. Another point in the
same figure is that HyperTensor running with ht-coarsegrain-block partition-
ing scales better than DFacTo, even though they use similar partitioning of
the matricized tensor or the tensor. This is mainly due to the fact that
DFacTo uses MPI Allgatherv to communicate local rows of factor matri-
ces to all processes, which incurs significant increase in the communication
volume, whereas our coarse-grain implementation performs point-to-point
communications. Finally, in Figure 3.2a, DFacTo has a slight edge over our
methods in sequential execution. This could be due to the fact that it re-
quires 3(|X |+ F ) multiply/add operations across all modes, where F is the
average number of non-empty fibers and is upper-bounded by |X |, whereas
our implementation always takes 6|X | operations.
Partitioning metrics in the Table 3.2 show that ht-finegrain-hp is able
to successfully reduce the total communication volume, which brings about
its improved scalability. However, we do not see the same effect when using
hypergraph partitioning for the coarse-grain task model, due to inherent lim-
itations of 1D partitionings. Another point to note is that despite reducing
the total communication volume explicitly, imbalance in the communication
volume still exists among the processes, as this objective is not directly cap-
tured by the hypergraph models. However, the most important limitation
on further scalability is the communication latency. Table 3.2 shows that
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Mode
Comp. load Comm. volume Num. msg.
Max Avg Max Avg Max Avg
ht-finegrain-hp
1 196672 196251 21079 6367 734 316
2 196672 196251 18028 5899 1022 1016
3 196672 196251 3545 2492 1022 1018
ht-finegrain-random
1 197507 196251 272326 252118 1022 1022
2 197507 196251 29282 22715 1022 1022
3 197507 196251 7766 4300 1013 1003
ht-coarsegrain-hp
1 364181 196251 302001 136741 511 511
2 349123 196251 59523 12228 511 511
3 737570 196251 23524 2000 511 507
ht-coarsegrain-block
1 198602 196251 239337 142006 448 447
2 367966 196251 33889 12458 511 445
3 737570 196251 24659 2049 511 394
Table 3.2: Statistics for the computation and communication requirements
in one CP-ALS iteration for 512-way partitionings of the Netflix tensor.
each process communicates with almost all others especially on the small
dimensions of the tensors, and the number of messages is doubled for the
fine-grain methods. To alleviate this issue, one can try to limit the latency
following previous work [201, 208].
3.5 Summary, further notes and references
The pros and cons of the coarse and fine-grain models resemble to those of
the 1D and 2D partitionings in the SpMV context. There are two advantages
of the coarse-grain model over the fine-grain one. First, there is only one
communication/computation step in the coarse-grain model; whereas fine-
grain model requires two computation and communication phases. Second,
the coarse-grain hypergraph model is smaller than the fine-grain hypergraph
model (one vertex per index of each dimension versus additionally having
one vertex per nonzero). However, one major limitation with the coarse-
grain parallel decomposition is that restricting all nonzeros in an (N − 1)
dimensional slice of an N dimensional tensor to reside in the same process
poses a significant constraint towards communication minimization; an (N−
1)-dimensional data typically has very large “surface” which necessitates
gathering numerous rows of the factor matrices. As N increases, one might
expect this phenomenon to increase the communication volume even further.
Also, if the tensor X is not large enough in one of its modes, this poses a
granularity problem which potentially causes load imbalance and limits the
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parallelism. None of these issues exists in the fine-grain task decomposition.
In a more recent work [135], we extended the discussed approach for
efficient parallelization in shared and distributed memory systems. For the
shared-memory computations, we proposed a novel computational scheme,
called dimension trees, that significantly reduces the computational cost
while offering an effective parallelism. We then performed theoretical anal-
yses corresponding to the computational gains and the memory use. These
analyses are also validated with the experiments. We also presented com-
parisons with the recent version of SPLATT [204, 205], which uses a medium
grain task model and associated partitioning [187]. Recent work discusses
algorithms for partitioning for medium-grain task decomposition [3].
A dimension tree is a data structure that partitions the mode indices
of an N -dimensional tensor in a hierarchical manner for computing ten-
sor decompositions efficiently. It was first used in the hierarchical Tucker
format representing the hierarchical Tucker decomposition of a tensor [99],
which was introduced as a computationally feasible alternative to the origi-
nal Tucker decomposition for higher order tensors. Our work [135] presents
a novel way of using dimension trees for computing the standard CP de-
composition of tensors with a formulation that asymptotically reduces the
computational cost by memorizing certain partial computations.
For computing the CP decomposition of dense tensors, Phan et al. [189]
propose a scheme that divides the tensor modes into two sets, pre-computes
the tensor-times-multiple-vector multiplication (TTMVs) for each mode set,
and finally reuses these partial results to obtain the final Mttkrp result in
each mode. This provides a factor of two improvement in the number of
TTMVs over the standard approach, and our dimension tree-based frame-
work can be considered as the generalization of this approach that provides
a factor of N/ logN improvement. Li et al. [153] use the same idea of stor-
ing intermediate tensors but use a different formulation based on the tensor
times tensor multiplication and the tensor–matrix Hadamard product oper-
ations for shared memory systems. The overall approach is similar to that
proposed by Phan et al. [189], where the difference lies in the application of
the method to sparse tensors and auto-tuning to better control the memory
use and the gains in the operation counts.
In most of the sparse tensors available (e.g., see FROSTT [203]), one
of the dimensions is usually very small. If the indices in that dimension
are vertices in a hypergraph, then we have very high degree vertices; if the
indices are hyperedges, then we have hyperedges with very large sizes. Both
cases are not favorable for the traditional, multilevel hypergraph partitioning
methods, where efficient coarsening heuristics’ run time are super-linear in








In this chapter, we address the problem of approximating the maximum
cardinality of a matching in undirected graphs with fast heuristics. Most of
the terms and definitions, including the problem itself, is standard, which
we summarized in Section 1.2. The formal problem definition is repeated
below for convenience.
Approximating the maximum cardinality of a matching in undi-
rected graphs. Given an undirected graph G = (V,E), design a fast
(near linear time) heuristic to obtain a matchingM of large cardinality
with an approximation guarantee.
We design randomized heuristics for the stated problem and analyze their
approximation guarantees. Both the design and analysis of the heuristics
are based on doubly stochastic matrices (see Section 1.4), and scaling of
nonnegative matrices (in our case the adjacency matrices) to the doubly
stochastic form. We therefore first give some background on scaling matrices
to doubly stochastic form.
4.1 Scaling matrices to doubly stochastic form
Any nonnegative matrix A with total support can be scaled with two positive
diagonal matrices DR and DC such that DRADC is doubly stochastic (that
is, the sum of entries in any row and in any column of DRADC is equal
to one). If the matrix is fully indecomposable, then the scaling matrices
are unique up to a scalar multiplication (if the pair DR and DC scale the
matrix, then so αDR and
1
αDC for α > 0). If A has support but not total
support, then A can be scaled to a doubly stochastic matrix but not with
two positive diagonal matrices [202]—this fact is also seen in more recent
treatments [139, 141, 198]).
The Sinkhorn-Knopp algorithm [202] is a well-known method for scaling
matrices to doubly stochastic form. This algorithm generates a sequence of
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matrices (whose limit is doubly stochastic) by normalizing the columns and
the rows of the sequence of matrices alternately as shown in Algorithm 5.
First, the initial matrix is normalized such that each column has sum one.
Then, the resulting matrix is normalized so that each row has sum one
and so on so forth. If the initial matrix is symmetric and has total support,
Sinkhorn-Knopp algorithm will find a symmetric doubly stochastic matrix at
the limit; while the intermediate matrices generated in the sequence are not
symmetric. Two other iterative scaling algorithms [140, 141, 198] maintain
symmetry all along the way, which are therefore more useful for symmet-
ric matrices in practice. Efficient shared memory and distributed memory
parallelizations of the Sinkhorn-Knopp and related algorithms have been
discussed elsewhere [9, 41, 76].
Algorithm 5: ScaleSK: Sinkhorn-Knopp scaling
Data: A: an n× n matrix with total support, ε: the error threshold
Result: dr, dc: row/column scaling arrays
1 for i = 1 to n do
2 dr[i]← 1
3 dc[i]← 1





7 for j = 1 to n do
8 dc[j]← 1/csum[j]
9 for i = 1 to n do
10 rsum←
∑
j∈Ai∗ aij × dc[j]
11 dr[i]← 1/rsum




14 until |max{1− csum[j] : 1 ≤ j ≤ n}| ≤ ε
4.2 Approximation algorithms for bipartite graphs
Most of the existing heuristics obtain good results in practice, but their
worst-case guarantee is only around 1/2. Among those, the Karp-Sipser
heuristic [128] is very well known. It finds maximum cardinality matchings
in highly sparse (random) graphs, and matches all but Õ(n1/5) vertices
of a random undirected graph [14] (this heuristics will be reviewed later
in Section 4.2.1). Karp-Sipser also obtains very good results in practice.
Currently, it is the suggested one to be used as a jump-start routine [71,
148] for exact algorithms, especially for augmenting-path based ones [132].
Algorithms that achieve an approximation ratio of 1−1/e, where e is the base
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of the natural logarithm are designed for the online case [129]. Many of these
algorithms are sequential in nature in that a sequence of greedy decisions
are made in the light of the previously made decisions. Another heuristic
is obtained by truncating the Hopcroft and Karp (HK) algorithm. HK,
starting from a given matching, augments along a maximal set of shortest
disjoint paths, until there are no augmenting paths. If one lets HK run until
the shortest augmenting paths are of length k, then a 1− 2/k approximate
matching is obtained for k ≥ 3. The run time of this heuristic is O(τk), for
a bipartite graph with τ edges.
We propose two matching heuristics (Section 4.2.2) for bipartite graphs.
Both heuristics construct a subgraph of the input graph by randomly choos-
ing some edges. They then obtain a maximum matching in the selected
subgraph and return it as an approximate matching for the input graph.
The probability density function for choosing a given edge in both heuris-
tics is obtained with a matrix scaling method. The first heuristic is shown to
deliver a constant approximation guarantee of 1− 1/e ≈ 0.632 of the maxi-
mum cardinality matching under the condition that the scaling method has
scaled the input matrix. The second one builds on top of the first one and
improves the approximation ratio to 0.866, under the same condition as in
the first one. Both of the heuristics are designed to be amenable to paral-
lelization in modern multicore systems. The first heuristic does not require
a conflict resolution scheme. Furthermore, it does not have any synchro-
nization requirements. The second heuristic employs Karp-Sipser to find a
matching on the selected subgraph. We show that Karp-Sipser becomes an
exact algorithm on the selected subgraphs. Further analysis of the proper-
ties of those subgraphs is carried out to design a specialized implementation
of Karp-Sipser for efficient parallelization. The approximation guarantees
of the two proposed heuristics do not deteriorate with the increased degree
of parallelization, thanks to their design, which is usually not the case for
parallel matching heuristics [16].
For the analysis, we assume that the two vertex classes contain the same
number of vertices, and that the associated adjacency matrix has total sup-
port. Under these criteria, the Sinkhorn-Knopp scaling algorithm summa-
rized in Section 4.1 converges in a finite number of steps, and obtains a
doubly stochastic matrix. Later on (towards the end of Section 4.2.2 and in
the experiments presented in Section 4.2.3), we discuss the bipartite graphs
without the mentioned properties.
4.2.1 Related work
Parallel (exact) matching algorithms on modern architectures have been re-
cently investigated. Azad et al. [16] study the implementations of a set
of known bipartite graph matching algorithms on shared memory systems.
Deveci et al. [66, 65] investigate the implementation of some known match-
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ing algorithms or their variants on GPU. There are quite good speedups
reported in these implementations, yet there are non-trivial instances where
parallelism does not help (for any of the algorithms).
Our focus is on matching heuristics that have linear run time complexity
and good quality guarantees on the size of the matching. Recent surveys
of matching heuristics are given by Duff et al. [71, Section 4], Langguth et
al. [148], and more recently by Pothen et al. [195]. Two heuristics, called
Greedy and Karp-Sipser, stand out and are suggested as initialization steps
in the best two exact matching algorithms [132]. These two heuristics also
attracted theoretical interest.
The Greedy heuristic has two variants in the literature. The first variant
randomly visits the edges and matches the two endpoints of an edge if they
are both available. The theoretical performance guarantee of this heuristic is
1/2, i.e., the heuristic delivers matchings of size at least half of the maximum
cardinality of a matching. This is analyzed theoretically [78] and shown to
obtain results that are near the worst-case on certain classes of graphs. The
second variant of Greedy repeatedly selects a random vertex and matches it
with a random neighbor. The matched vertices, along with the ones which
become isolated, are removed from the graph and the process continues
until the whole graph is consumed. This variant also has a 1/2 worst-case
approximation guarantee (see for example a proof by Pothen and Fan [194]),
and it is somewhat better (0.5 + ε for ε ≥ 0.0000025 [13] which has been
recently improved to ε ≥ 1/256 [191]).
We make use of the Karp-Sipser heuristic to design one of the proposed
heuristics. We summarize a commonly used variant of Karp-Sipser here and
refer the reader to the original paper [128] for details. The theoretical foun-
dation of Karp-Sipser is that if there is a vertex v with exactly one neighbor
(v is called degree-one), then there is a maximum cardinality matching in
which v is matched with its neighbor. That is, matching v with its neighbor
is an optimal decision. Using this observation, Karp-Sipser runs as follows.
Check whether there is a degree-one vertex; if so then match the vertex
with its unique neighbor and delete both vertices (and the edges incident on
them) from the graph. Continue this way until the graph has no edges (in
which case we are done) or all remaining vertices have degree larger than
one. In the latter case, pick a random edge, match the two endpoints of
this edge, and delete those vertices and the edges incident on them. Then
repeat the whole process on the remaining graph. The phase before the first
random choice of edges made is called Phase 1, and the rest is called Phase
2 (where new degree-one vertices may arise). The run time of this heuris-
tic is linear. This heuristic matches all but Õ(n1/5) vertices of a random
undirected graph [14]. One disadvantage of Karp-Sipser is that because of
the degree dependencies of the vertices to the already matched vertices, an
efficient parallelism is hard to achieve (a list of degree-one vertices needs to
be maintained). That is probably why some inflicted forms (successful but
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without any known quality guarantee) of this heuristic were used in recent
studies [16].
Recent studies focusing on approximate matching algorithms on parallel
systems include heuristics for graph matching problem [42, 86, 105] and also
heuristics used for initializing bipartite matching algorithms [16]. Lotker et
al. [164] present a distributed 1− 1/k approximate matching algorithm for
bipartite graphs. This nice theoretical algorithm has O(k3 log ∆ + k2 log n)
time steps with a message length of O(log ∆) where ∆ is the maximum
degree of a vertex and n is the number vertices in the graph. Blelloch
et al. [29] propose an algorithm to compute maximal matchings (1/2 ap-
proximate) with O(τ) work and O(log3 τ) depth with high probability on a
bipartite graph with τ edges. This is an elaboration of the Greedy heuristic
for parallel systems. Although the performance metrics work and depth are
quite impressive, the approximation guarantee stays as in the serial variant.
A striking property of this heuristic is that it trades parallelism and re-
duced work while always finding the same matching (including those found
in the sequential version). Birn et al. [26] discuss maximal (1/2 approxi-
mate) matchings in O(log2 n) time and O(τ) work in the CREW PRAM
model. Practical implementations on distributed memory and GPU sys-
tems are discussed—a shared memory implementation is left as future work
in the cited paper. Patwary et al. [185] discuss an efficient implementation
of Karp-Sipser on distributed memory systems and show that the communi-
cation requirement (in terms of the volume) is proportional to that of sparse
matrix–vector multiplication.
The overall approach is related to a random bipartite graph model called
random k-out model [211]. In these graphs, every vertex chooses k neighbors
uniformly at random from the other part of vertices. Walkup [211] shows
that a 1-out subgraph of a complete bipartite graph G = (V1, V2, E) where
|V1| = |V2| asymptotically almost surely (a.a.s.) does not contain a perfect
matching. He also shows that a 2-out subgraph of a complete bipartite
graph a.a.s. contains a perfect matching. Karoński and Pittel [125], later
with Overman [124], extend the analysis to two other cases. In the first
case, the vertices that were not selected at all choose one more neighbor; in
the second case the vertices that were selected only once choose one more
neighbor. Initial claim [125] was that in the first case, there was a perfect
matching a.a.s., which was shown to be false [124]. The existence of perfect
matchings in the second case, in which the graph is still between 1-out and
2-out, has been shown recently [124].
4.2.2 Two matching heuristics
We propose two matching heuristics for the approximate maximum cardi-
nality matching problem on bipartite graphs. The heuristics are efficiently
parallelizable and have guaranteed approximation ratios. The first heuristic
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does not require synchronization nor conflict resolution assuming that the
write operations to the memory are atomic (such settings are common; see
a discussion in the original paper [76]). This heuristic has an approxima-
tion guarantee of around 0.632. The second heuristic is designed to obtain
larger matchings compared to those obtained by the first one. This heuristic
employs Karp-Sipser on a judiciously chosen subgraph of the input graph.
We show that for this subgraph, Karp-Sipser is an exact algorithm, and a
specialized, efficient implementation is possible to obtain matchings of size
around 0.866 of the maximum cardinality.
One-sided matching
The first matching heuristic we propose, OneSidedMatch, scales the given
adjacency matrix A (each aij is originally either 0 or 1) and uses the scaled
entries to randomly choose a column as a match for each row. The pseu-
docode of the heuristic is shown in Algorithm 6.
Algorithm 6: OneSidedMatch: Bipartite graphs
Data: A: an n× n, (0,1)-matrix with total support
Result: cmatch[·]: the rows matched to columns
1 〈dr,dc〉 ← ScaleSK(A)
2 for j = 1 to n in parallel do
3 cmatch[j]← NIL
4 for i = 1 to n in parallel do
5 Pick a random column j ∈ Ai∗ by using the probability density
function sik
Σ`∈Ai∗si`
, for all k ∈ Ai∗
where sik = dr[i]× dc[k] is the corresponding entry in the scaled
matrix S = DRADC
6 cmatch[j]← i
OneSidedMatch first obtains the scaling vectors dr and dc corre-
sponding to a doubly stochastic matrix S (line 1). After initializing the
cmatch array, for each row i of A, the heuristic randomly chooses a col-
umn j ∈ Ai∗ based on the probabilities computed by using correspond-
ing scaled entries of row i. It then matches i and j. Clearly multiple
rows can choose the same column and write to the same entry in cmatch.
We assume that in the parallel, shared-memory setting, one of the write
operation survives, and the cmatch array defines a valid matching, i.e.,
{{cmatch[j], j} : cmatch[j] 6= NIL}. We now analyze its approximation
guarantee in terms of the matching cardinality.
Theorem 4.1. Let A be an n × n, (0,1)-matrix with total support. Then,
OneSidedMatch obtains a matching of size at least n(1 − 1/e) ≈ 0.632n
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in expectation as n→∞.
Proof. To compute the matching cardinality, we will count the columns that
are not picked by any row and subtract it from n. Since Σk∈Ai∗sik = 1 for
each row i of S, the probability that a column j is not picked by any of the
rows in A∗j is equal to
∏
i∈A∗j (1−sij). By applying the arithmetic-geometric





















Since S is doubly stochastic, we have
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where e is the base of the natural logarithm. By the linearity of expectation,
the expected number of unmatched columns is no larger than ne . Hence, the
cardinality of the matching is no smaller than n (1− 1/e).
In Algorithm 6, we split the rows among the threads with a parallel
for construct. For each row i, the corresponding thread chooses a random
number r from a uniform distribution with range (0,
∑
k∈Ai∗ sik]. Then, the
last nonzero column index j for which
∑
1≤k≤j sik ≤ r is found and cmatch[j]
is set to i. Since no synchronization or conflict detection is required, the
heuristic promises significant speedups.
Two-sided matching
OneSidedMatch’s approximation guarantee and suitable structure for par-
allel architectures make it a good heuristic. The natural question that fol-
lows is whether a heuristic with a better guarantee exits. Of course, the
sought heuristic should also be simple and easy to parallelize. We asked:
“what happens if we repeat the process for the other (column) side of the
bipartite graph”? The question led us to the following algorithm. Let each
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row select a column, and let each column select a row. Take all these 2n
choices to construct a bipartite graph G (a subgraph of the input) with 2n
vertices and at most 2n edges (if i chooses j and j chooses i, we have one
edge), and seek a maximum cardinality matching in G. Since the number of
edges is at most 2n, any exact matching algorithm on this graph would be
fast—in particular the worst case run time would be O(n1.5) [117]. Yet, we
can do better and obtain a maximum cardinality matching in linear time by
running the Karp-Sipser heuristic on G, as we display in Algorithm 7.
Algorithm 7: TwoSidedMatch: Bipartite graphs
Data: A: an n× n, {0, 1}-matrix with total support
Result: cmatch[·]: the rows matched to columns
1 〈dr,dc〉 ← ScaleSK(A)
2 for i = 1 to n in parallel do
3 Pick a random column j ∈ Ai∗ by using the probability density
function sik
Σ`∈Ai∗si`
, for all k ∈ Ai∗
where sik = dr[i]× dc[k] is the corresponding entry in the scaled
matrix S = DRADC .
4 rchoice[i]← j
5 for j = 1 to n in parallel do
6 Pick a random row i ∈ A∗j by using the probability density function
skj
Σ`∈A∗js`j
, for all k ∈ A∗j .
7 cchoice[j]← i
8 Construct a bipartite graph G = (VR ∪ VC , E) where
E ={{i, rchoice[i]} : i ∈ {1, . . . , n}}∪
{{cchoice[j], j} : j ∈ {1, . . . , n}}.
9 match←Karp-Sipser (G)
The most interesting component of TwoSidedMatch is the incorpora-
tion of the Karp-Sipser heuristic for two reasons. First, although it is only
a heuristic, Karp-Sipser computes a maximum cardinality matching on the
bipartite graph G constructed in Algorithm 7. Second, although Karp-Sipser
has a sequential nature, we can obtain good speedups with a specialized
parallel implementation. In general, it is hard to efficiently parallelize (non-
trivial) graph algorithms, and it is even harder when the overall cost is
O(n), which is the case for Karp-Sipser on G. We give a series of lemmas
below which enables us to use Karp-Sipser as an exact algorithm with a good
shared-memory parallel performance.
The first lemma describes the structure of G constructed at line 8 of
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TwoSidedMatch.
Lemma 4.1. Each connected component of G constructed in Algorithm 7
contains at most one simple cycle.
Proof. A connected component M ⊆ G with n′ vertices can have at most n′
edges. Let T be a spanning tree of M . Since T contains n′ − 1 edges, the
remaining edge in M can create at most one cycle when added to T .
Lemma 4.1 explains why Karp-Sipser is an exact algorithm on G. If a
component does not contain a cycle, Karp-Sipser consumes all its vertices in
Phase 1. Therefore, all of the matching decisions given by Karp-Sipser are
optimal for this component. Assume a component contains a simple cycle.
After Phase 1, the component is either consumed, or due to Lemma 4.1, it
is reduced to a simple cycle. In the former case, the matching is a maximum
cardinality one. In the latter case, an arbitrary edge of the cycle can be
used to match a pair of vertices. This decision necessarily leads to a unique
perfect matching in the remaining simple path. These two arguments can
be repeated for all the connected components to see that the Karp-Sipser
heuristic finds a maximum cardinality matching in G.
Algorithm 8 describes our parallel implementation Karp-Sipser-MT. The
graph is represented using a single array choice, where choice[u] is the ver-
tex randomly chosen by u ∈ VR ∪ VC . The choice array is a concatenation
of the arrays rchoice and cchoice set in TwoSidedMatch. Hence, an
explicit graph construction for G (line 8 of Algorithm 7) is not required, and
a transformation of the selected edges to a graph storage scheme is avoided.
Karp-Sipser-MT uses three atomic operations for synchronization. The first
operation Add(memory, value) atomically adds a value to a memory loca-
tion. It is used to compute the vertex degrees in the initial graph (line 9).
The second operation CompAndSwap(memory, value, replace) first checks
whether the memory location has the value. If so, its content is replaced. The
final content is returned. The third operation AddAndFetch(memory,
value) atomically adds a given value to a memory location and the final
content is returned. We will describe the use of these two operations later.
Karp-Sipser-MT has two phases which correspond to the two phases of
Karp-Sipser. The first phase of Karp-Sipser-MT is similar to that of Karp-
Sipser in that optimal matching decisions are made about some degree-one
vertices. The second phase of Karp-Sipser-MT handles remaining vertices
very efficiently, without bothering with their degrees. The following defini-
tions are used to clarify the difference between an original Karp-Sipser and
Karp-Sipser-MT.
Definition 4.1. Given a matching and the array choice, let u be an un-
matched vertex and v = choice[u]. Then u is called:
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Algorithm 8: Karp-Sipser-MT: Bipartite 1-out graphs
Data: G = {V, choice[·]: the chosen vertex for each u ∈ V }
Result: match[·]: the match array for u ∈ V




5 for all u ∈ V in parallel do
6 v ← choice[u]
7 mark[v]← 0
8 if choice[v] 6= u then
9 Add(deg[v], 1)
10 for each vertex u in parallel do /* Phase 1: out-one vertices */
11 if mark[u] = 1 then
12 curr ← u
13 while curr 6= NIL do
14 nbr ← choice[curr]
15 if CompAndSwap(match[nbr],NIL, curr) = curr then
16 match[curr]← nbr
17 curr ← NIL
18 next← choice[nbr]
19 if match[next] = NIL then
20 if AddAndFetch(deg[next],−1) = 1 then
21 curr ← next
22 else
23 curr ← NIL
24 for each column vertex u in parallel do /* Phase 2: the rest */
25 v ← choice[u]




• out-one, if v is unmatched, and no unmatched vertex w with choice[w] =
u exists.
• in-one, if v is matched, and only a single unmatched vertex w with
choice[w] = u exists.
The first phase of Karp-Sipser-MT (for loop of line 10) does not track and
match all degree-one vertices. Instead, only the out-one vertices are taken
into account. For each such vertex u that is already out-one before Phase
1, we have mark[u] = 1. Karp-Sipser-MT visits these vertices (lines 10-11).
Newly arising out-one vertices are consumed right away without maintain-
ing a list. The second phase of Karp-Sipser-MT (for loop of line 24) is
much simpler than that of Karp-Sipser as the degrees of the vertices are
not tracked/updated. We now discuss how these simplifications are possible
while ensuring a maximum cardinality matching in G.
Observation 4.1. An out-one or an in-one vertex is a degree-one vertex in
Karp-Sipser.
Observation 4.2. A degree-one vertex in Karp-Sipser is either an out-one
or an in-one vertex, or it is one of the two vertices u and v in a 2-clique
such that v = choice[u] and u = choice[v].
Lemma 4.2 (Proved elsewhere [76, Lemma 3]). If there exists an in-one
vertex in G at any time during the execution of Karp-Sipser-MT, an out-one
vertex also exists.
According to Observation 4.1, all the matching decisions given by Karp-
Sipser-MT in Phase 1 are optimal, since an out-one vertex is a degree-one
vertex. Observation 4.2 implies that among all the degree-one vertices, Karp-
Sipser-MT ignores only the in-ones and 2-cliques. According to Lemma 4.2,
an in-one vertex cannot exist without an out-one vertex, therefore they are
handled in the same phase. The 2-cliques that survive Phase 1 are handled
in Karp-Sipser-MT’s Phase 2, since they can be considered as cycles.
To analyze the second phase of Karp-Sipser-MT, we will use the following
lemma.
Lemma 4.3 (Proved elsewhere [76, Lemma 4]). Let G′ = (V ′R ∪ V ′C , E′) be
the graph induced by the remaining vertices after the first phase of Karp-
Sipser-MT. Then, the set
{(u, choice[u]) : u ∈ V ′R, choice[u] ∈ V ′C}
is a maximum cardinality matching in G′.
In the light of Observations 4.1 and 4.2 and Lemmas 4.1–4.3, Karp-Sipser-
MT is an exact algorithm on the graphs created in Algorithm 7. Its worst
case (sequential) run time is linear.
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Figure 4.1: A toy bipartite graph with 9 row (circles) and 9 column (squares)
vertices. The edges are oriented from a vertex u to the vertex choice[u].
Assuming all the vertices are currently unmatched, matching 15-7 (or 5-13)
creates two degree-one vertices. But no out-one vertex arises after matching
(15-7) and only one, vertex 6, arises after matching (5-13).
Karp-Sipser-MT tracks and consumes only the out-one vertices. This
brings high flexibility while executing Karp-Sipser-MT in multi-threaded en-
vironments. Consider the example in Figure 4.1. Here, after matching a pair
of vertices and removing them from the graph, multiple degree-one vertices
can be generated. The standard Karp-Sipser uses a list to store these new
degree-one vertices. Such a list is necessary to obtain a larger matching, but
the associated synchronizations while updating it in parallel will be an ob-
stacle for efficiency. The synchronization can be avoided up to some level if
one sacrifices the approximation quality by not making all optimal decisions
(as in some existing work [16]). We continue with the following lemma to
take advantage of the special structure of the graphs in TwoSidedMatch
for parallel efficiency in Phase 1.
Lemma 4.4 (Proved elsewhere [76, Lemma 5]). Consuming an out-one
vertex creates at most one new out-one vertex.
According to Lemma 4.4, Karp-Sipser-MT does not need a list to store
the new out-one vertices, since the process can continue with the new out-
one vertex. In a shared-memory setting, there are two concerns for the
first phase from the synchronization point of view. First, multiple threads
that are consuming different out-one vertices can try to match them with
the same unmatched vertex. To handle such cases, Karp-Sipser-MT uses the
atomic CompAndSwap operation (line 15 of Algorithm 8) and ensures that
only one of these matchings will be processed. In this case, other threads,
whose matching decisions are not performed, continue with the next vertex
in the for loop at line 10. The second concern is that while consuming
out-one vertices, several threads may create the same out-one vertex (and
want to continue with it). For example, in Figure 4.1, when two threads
consume the out-one vertices 1 and 2 at the same time, they both will try to
continue with vertex 4. To handle such cases, an atomic AddAndFetch
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operation (line 20 of Algorithm 8) is used to synchronize the degree reduction
operations on the potential out-one vertices. This approach explicitly orders
the vertex consumptions and guarantees that only the thread who performs
the last consumption before a new out-one vertex u appears continues with
u. The other threads which wanted to continue with the same path stop and
skip to the next unconsumed out-one vertex in the main for loop. One last
concern that can be important on the parallel performance is the maximum
length of such paths since a very long path can yield a significant imbalance
on the work distribution to the threads. We investigated the length of such
paths experimentally (see the original paper [76]) and observed them to be
too short to hurt the parallel performance.
The second phase of Karp-Sipser-MT is efficiently parallelized by using
the idea in Lemma 4.3. That is, a maximum cardinality matching for the
graph remaining after the first phase of Karp-Sipser-MT can be obtained via
a simple parallel for construct (see line 24 of Algorithm 8).
Quality of approximation. If the initial matrix A is the n × n matrix
of 1s; that is aij = 1 for all 1 ≤ i, j ≤ n, then the doubly stochastic matrix
S is such that sij =
1
n for all 1 ≤ i, j ≤ n. In this case, the graph G
created by Algorithm 7 is a random 1-out bipartite graph [211]. Referring
to a study by Meir and Moon [172], Karoński and Pittel [125] argue that
the maximum cardinality of a matching in a random 1-out bipartite graph
is 2(1−Ω)n ≈ 0.866n in expectation where Ω ≈ 0.567, also called Lambert’s
W (1), is the unique solution of the equation ΩeΩ = 1. We obtain the same
result for random 1-out subgraph of any bipartite graph whose adjacency
matrix has total support, as highlighted in the following theorem.
Theorem 4.2. Let A be the n × n adjacency matrix of a given bipar-
tite graph, where A has total support. Then, TwoSidedMatch obtains
a matching of size 2(1 − Ω)n ≈ 0.866n in expectation as n → ∞, where
Ω ≈ 0.567 is the unique solution of the equation ΩeΩ = 1.
Theorem 4.2 contributes to the known results about the Karp-Sipser
heuristic (recall that it is known to leave out Õ(n1/5) vertices) by show-
ing a constant approximation ratio with some preprocessing. The existence
of total support does not seem to be necessary for the Theorem 4.2 to hold
(see the next subsection).
The proof of Theorem 4.2 is involved and can be found in the original
paper [76]. It essentially adapts the original analysis of Karp and Sipser [128]
to the special graphs at hand.
Discussion
The Sinkhorn-Knopp scaling algorithm converges linearly (when A has total
support) where the convergence rate is equivalent to the square of the second
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largest singular value of the resulting, doubly stochastic matrix [139]. If
the matrix does not have support or total support, less is known about
the Sinkhorn-Knopp scaling algorithm’s convergence—we do not know how
much of a reduction we will get at each step. In such cases, we are not able
to bound the run time of the scaling step. However, the scaling algorithms
should be run only a few iterations (see also the next paragraph) in practice,
in which case the practical run time of our heuristics would be linear (in
edges and vertices).
We have discussed the proposed matching heuristics while assuming that
A has total support. This can be relaxed in two ways to render the over-
all approach practical in any bipartite graph. The first relaxation is that
we do not need to run the scaling algorithms until convergence (as in some
other use cases of similar algorithms [141]). If
∑
i∈A∗j sij ≥ α instead of∑




= 1eα . In other
words, if we apply the scaling algorithms a few iterations, or until some rel-
atively large error tolerance, we can still derive similar results. For example,





column sums give improved ratios; but there are columns whose sum is
less than one, when the convergence is not achieved) for OneSidedMatch.
With the same α, TwoSidedMatch will obtain an approximation of 0.840.
In our experiments, the number of iterations were always a few, where the
proven approximation guarantees were always observed. The second relax-
ation is that we do not need total support; we do not even need support
nor equal number of vertices in the two vertex classes. Since little is known
about the scaling methods on such matrices, we only mention some facts
and observations, and later on, present some experiments to demonstrate
the practicality of the proposed OneSidedMatch and TwoSidedMatch
heuristics.
A sparse matrix (not necessarily square) can be permuted into a block
upper triangular form using the canonical Dulmage-Mendelsohn (DM) de-
composition [77]
A =
 H ∗ ∗O S ∗
O O V
 , S = ( S1 ∗
O S2
)
where, H (horizontal) has more columns than rows and has a matching
covering all rows; S is square and has a perfect matching; and V (vertical)
has more rows than columns and a matching covering all columns. The
following facts about the DM decomposition are well known [192, 194]. Any
of these three blocks can be void. If H is not connected, then it is block
diagonal with horizontal blocks. If V is not connected, then it is block
diagonal with vertical blocks. If S does not have total support, then it
is in block upper triangular form, shown on the right, where S1 and S2
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have the same structure recursively, until each block Si has total support.
The entries in the blocks shown by “*” cannot be put into a maximum
cardinality matching. When the presented scaling methods are applied to
a matrix, the entries in “*” blocks will tend to zero (the case of S is well
documented [202]). Furthermore, the row sums of the blocks of H will be a
multiple of the column sums in the same block; a similar statement holds for
V ; finally S will be doubly stochastic. That is, the scaling algorithms applied
to bipartite graphs without perfect matchings will zero out the entries in the
irrelevant parts and identify the entries that can be put into a maximum
cardinality matching.
4.2.3 Experiments
We present a selected set of results from the original paper [76]. We used a
shared-memory parallel version of Sinkhorn-Knopp algorithm with a fixed
number of iterations. This way, the scaling algorithm is simplified, as no
convergence check is required. Furthermore, its overhead is bounded. In
most of the experiments, we use 0, 1, 5, or 10 scaling iterations, where the
case of 0 corresponds to applying the matching heuristics with uniform edge
selection probabilities. While these do not guarantee convergence of the
Sinkhorn-Knopp scaling algorithm, it seems to be enough for our purposes.
Matching quality
We investigate the matching quality of the proposed heuristics on all square
matrices with support from the SuiteSparse Matrix Collection [59] having at
least 1000 non-empty rows/columns and at most 20000000 nonzeros (some
of the matrices are also in the 10th DIMACS challenge [19]). There were 742
matrices satisfying these properties at the time of experimentation. With
the OneSidedMatch heuristic, the quality guarantee of 0.632 was sur-
passed with 10 iterations of the scaling method in 729 matrices. With the
TwoSidedMatch heuristic and the same number of iterations of the scaling
methods, the quality guarantee of 0.866 was surpassed in 705 matrices. Mak-
ing 10 more scaling iterations smoothed out the remaining instances. The
Greedy heuristic (the second variant discussed in Section 4.2.1) obtained, on
average (both the geometric and arithmetic means), matchings of size 0.93
of the maximum cardinality. In the worst case, 0.82 was observed.
We collect a few of the matrices from the SuiteSparse collection in Ta-
ble 4.1. Figures 4.2a and 4.2b show the qualities on our test matrices. In the
figures, the first columns represent the case that the neighbors are picked
from a uniform distribution over the adjacency lists, i.e., the case with no
scaling, hence no guarantee. The quality guarantees are achieved with only
5 scaling iterations. Even with a single iteration, the quality of TwoSided-
Match is more than 0.866 for all matrices, and that of OneSidedMatch
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Avg. sprank
Name n # of edges deg. stdA stdB n
atmosmodl 1,489,752 10,319,760 6.9 0.3 0.3 1.00
audikw 1 943,695 77,651,847 82.2 42.5 42.5 1.00
cage15 5,154,859 99,199,551 19.2 5.7 5.7 1.00
channel 4,802,000 85,362,744 17.8 1.0 1.0 1.00
europe osm 50,912,018 108,109,320 2.1 0.5 0.5 0.99
Hamrle3 1,447,360 5,514,242 3.8 1.6 2.1 1.00
hugebubbles 21,198,119 63,580,358 3.0 0.03 0.03 1.00
kkt power 2,063,494 12,771,361 6.2 7.45 7.45 1.00
nlpkkt240 27,993,600 760,648,352 26.7 2.22 2.22 1.00
road usa 23,947,347 57,708,624 2.4 0.93 0.93 0.95
torso1 116,158 8,516,500 73.3 419.59 245.44 1.00
venturiLevel3 4,026,819 16,108,474 4.0 0.12 0.12 1.00
Table 4.1: Properties of the matrices used in the comparisons. In the ta-
ble, sprank is the maximum matching cardinality, Avg. deg. is the average
vertex degree, stdA and stdB are the standard deviations of A and B ver-
tex (row and column) degrees, respectively.
is more than 0.632 for all matrices.
Comparison of TwoSidedMatch with Karp-Sipser. Next, we analyze
the performance of the proposed heuristics with respect to Karp-Sipser on a
matrix class which we designed as a challenging case for Karp-Sipser. Let A
be an n× n matrix, R1 be the set of A’s first n/2 rows, and R2 be the set
of A’s last n/2 rows; similarly let C1 and C2 be the set of first n/2 and the
set of last n/2 columns. As Figure 4.3 shows, A has a full R1 × C1 block
and an empty R2 × C2 block. The last h n rows and columns of R1 and
C1, respectively, are full. Each of the blocks R1 × C2 and R2 × C1 has a
nonzero diagonal. Those diagonals form a perfect matching when combined.
In the sequel, a matrix whose corresponding bipartite graph has a perfect
matching will be called full-sprank, and sprank-deficient otherwise.
When h ≤ 1, the Karp-Sipser heuristic consumes the whole graph during
Phase 1 and finds a maximum cardinality matching. When h > 1, Phase
1 immediately ends, since there is no degree-one vertex. In Phase 2, the
first edge (nonzero) consumed by Karp-Sipser is selected from a uniform dis-
tribution over the nonzeros whose corresponding rows and columns are still
unmatched. Since the block R1×C1 is full, it is more likely that the nonzero
will be chosen from this block. Thus, a row in R1 will be matched with a
column in C1, which is a bad decision since the block R2×C2 is completely
empty. Hence, we expect a decrease in the performance of Karp-Sipser as
h increases. On the other hand the probability that TwoSidedMatch





























































































































Figure 4.2: Matching qualities of OneSidedMatch and TwoSided-
Match. The horizontal lines are at 0.632 and 0.866, respectively, which
are the approximation guarantees for the heuristics. The legends contain






Figure 4.3: Adjacency matrices of hard bipartite graph instances for Karp-
Sipser.
72 CHAPTER 4. MATCHINGS IN GRAPHS
Results with different number of scaling iterations
Karp- 0 1 5 10
h Sipser Qual. Err. Qual. Err. Qual. Err. Qual.
2 0.782 0.522 13.853 0.557 3.463 0.989 0.578 0.999
4 0.704 0.489 11.257 0.516 3.856 0.980 0.604 0.997
8 0.707 0.466 8.653 0.487 4.345 0.946 0.648 0.996
16 0.685 0.448 6.373 0.458 4.683 0.885 0.725 0.990
32 0.670 0.447 4.555 0.453 4.428 0.748 0.867 0.980
Table 4.2: Quality comparison (minimum of 10 executions for each instance)
of the Karp-Sipser heuristic and TwoSidedMatch on matrices described in
Fig. 4.3 with n = 3200 and h ∈ {2, 4, 8, 16, 32}.
The results of the experiments are in Table 4.2. The first column shows
the h value. Then the matching quality obtained by Karp-Sipser, and by
TwoSidedMatch with different number of scaling iterations (0, 1, 5, 10),
as well as the scaling error are given. The scaling error is the maximum
difference between 1 and each row/column sum of the scaled matrix (for
0 iterations it is equal to n − 1 for all cases). The quality of a match-
ing is computed by dividing its cardinality to the maximum one, which is
n = 3200 for these experiments. To obtain the values in each cell of the
table, we run the programs 10 times and give the minimum quality (as we
are investigating the worst-case behavior). The highest variance for Karp-
Sipser and TwoSidedMatch were (up to four significant digits) 0.0041 and
0.0001, respectively. As expected, when h increases, Karp-Sipser performs
worse, and the matching quality drops to 0.67 for h = 32. TwoSided-
Match’s performance increases with the number of scaling iterations. As
the experiment shows, only 5 scaling iterations are sufficient to make the
proposed two-sided matching heuristic significantly better than Karp-Sipser.
However, this number was not enough to reach 0.866 for the matrix with
h = 32. On this matrix, with 10 iterations, only 2% of the rows/columns
remain unmatched.
Matching quality on bipartite graphs without perfect matchings.
We analyze the proposed heuristics on a class of random sprank-deficient
square (n = 100000) and rectangular (m = 100000 and n = 120000) matri-
ces with a uniform nonzero distribution (two more sprank-deficient matrices
are used in the scalability tests as well). These matrices are generated
by Matlab’s sprand command (generating Erdös-Rényi random matri-
ces [85]). The total number of nonzeros is set to be around d × 100000
for d ∈ {2, 3, 4, 5}. The top half of Table 4.3 presents the results of this
experiment with square matrices, and the bottom half presents the results
with the rectangular ones.
As in the previous experiments, the matching qualities in the table are
the minimum of 10 executions for the corresponding instances. As Table 4.3
73
One Two One Two
Sided Sided Sided Sided
d iter sprank Match Match d iter sprank Match Match
Square 100000× 100000
2 0 78,225 0.770 0.912 4 0 97,787 0.644 0.838
2 1 78,225 0.797 0.917 4 1 97,787 0.673 0.848
2 5 78,225 0.850 0.939 4 5 97,787 0.719 0.873
2 10 782,25 0.879 0.954 4 10 97,787 0.740 0.886
3 0 92,786 0.673 0.851 5 0 99,223 0.635 0.840
3 1 92,786 0.703 0.857 5 1 99,223 0.662 0.851
3 5 92,786 0.756 0.884 5 5 99,223 0.701 0.873
3 10 92,786 0.784 0.902 5 10 99,223 0.716 0.882
Rectangular 100000× 120000
2 0 87,373 0.793 0.912 4 0 99,115 0.729 0.899
2 1 87,373 0.815 0.918 4 1 99,115 0.754 0.910
2 5 87,373 0.861 0.939 4 5 99,115 0.792 0.933
2 10 87,373 0.886 0.955 4 10 99,115 0.811 0.946
3 0 96,564 0.739 0.896 5 0 99,761 0.725 0.905
3 1 96,564 0.769 0.904 5 1 99,761 0.749 0.917
3 5 96,564 0.813 0.930 5 5 99,761 0.781 0.936
3 10 96,564 0.836 0.945 5 10 99,761 0.792 0.943
Table 4.3: Matching qualities of the proposed heuristics on random sparse
matrices with uniform nonzero distribution. Square matrices in the top half,
rectangular matrices in the bottom half. d: average number of nonzeros per
row.
shows, when the deficiency is high (correlated with small d), it is easier for
our algorithms to approximate the maximum cardinality. However, when d
gets larger, the algorithms require more scaling iterations. Even in this case,
5 iterations are sufficient to achieve the guaranteed qualities. In the square
case, the minimum quality achieved by OneSidedMatch and TwoSided-
Match were 0.701 and 0.873 In the rectangular case, the minimum qual-
ity achieved by OneSidedMatch and TwoSidedMatch were 0.781 and
0.930, respectively, with 5 scaling iterations. In all cases, increased scal-
ing iterations results in higher quality matchings, in accordance with the
previous results on square matrices with perfect matchings.
Comparisons with some other codes
We run Azad et al.’s [16] variant of Karp-Sipser (ksV), the two greedy match-
ing heuristics of Blelloch et al. [29] (inc and nd which are referred to as “in-
cremental” and “non-deterministic reservation” in the original paper), and
the proposed OneSidedMatch and TwoSidedMatch heuristics with one
and 16 threads on the matrices given in Table 4.1. We also add one more ma-
trix wc 50K 64 from the family shown in Fig. 4.3 with n = 50000 and h = 64.
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Run time in seconds
One thread 16 threads
Name ksV inc nd 1SD 2SD ksV inc nd 1SD 2SD
atmosmodl 0.20 14.80 0.07 0.12 0.30 0.03 1.63 0.01 0.01 0.03
audikw 1 0.98 206.00 0.22 0.55 0.82 0.10 16.90 0.02 0.06 0.09
cage15 1.54 9.96 0.39 0.92 1.95 0.29 1.10 0.04 0.09 0.19
channel 1.29 105.00 0.30 0.82 1.46 0.14 9.07 0.03 0.08 0.13
europe osm 12.03 51.80 2.06 4.89 11.97 1.20 7.12 0.21 0.46 1.05
Hamrle3 0.15 0.12 0.04 0.09 0.25 0.02 0.02 0.01 0.01 0.02
hugebubbles 8.36 4.65 1.28 3.92 10.04 0.95 0.53 0.18 0.37 0.94
kkt power 0.55 0.68 0.09 0.19 0.45 0.08 0.16 0.01 0.02 0.05
nlpkkt240 10.88 1900.00 2.56 5.56 10.11 1.15 237.00 0.23 0.58 1.06
road usa 6.23 3.57 0.96 2.16 5.42 0.70 0.38 0.09 0.22 0.50
torso1 0.11 7.28 0.02 0.06 0.09 0.02 1.20 0.00 0.01 0.01
venturiLevel3 0.45 2.72 0.13 0.32 0.84 0.08 0.29 0.01 0.04 0.09
wc 50K 64 7.21 3200.00 1.46 4.39 5.80 1.17 402.00 0.12 0.55 0.59
Quality of the obtained matching
Name ksV inc nd 1SD 2SD ksV inc nd 1SD 2SD
atmosmodl 1.00 1.00 1.00 0.66 0.87 0.98 1.00 0.97 0.66 0.87
audikw 1 1.00 1.00 1.00 0.64 0.87 0.95 1.00 0.97 0.64 0.87
cage15 1.00 1.00 1.00 0.64 0.87 0.95 1.00 0.91 0.64 0.87
channel 1.00 1.00 1.00 0.64 0.87 0.99 1.00 0.99 0.64 0.87
europe osm 0.98 0.95 0.95 0.75 0.89 0.98 0.95 0.94 0.75 0.89
Hamrle3 1.00 0.84 0.84 0.75 0.90 0.97 0.84 0.86 0.75 0.90
hugebubbles 0.99 0.96 0.96 0.70 0.89 0.96 0.96 0.90 0.70 0.89
kkt power 0.85 0.79 0.79 0.78 0.89 0.87 0.79 0.86 0.78 0.89
nlpkkt240 0.99 0.99 0.99 0.64 0.86 0.99 0.99 0.99 0.64 0.86
road usa 0.94 0.81 0.81 0.76 0.88 0.94 0.81 0.81 0.76 0.88
torso1 1.00 1.00 1.00 0.65 0.88 0.98 1.00 0.98 0.65 0.87
venturiLevel3 1.00 1.00 1.00 0.68 0.88 0.97 1.00 0.96 0.68 0.88
wc 50K 64 0.50 0.50 0.50 0.81 0.98 0.70 0.50 0.51 0.81 0.98
Table 4.4: Run time and quality of different heuristics. OneSidedMatch
and TwoSidedMatch are labeled with 1SD and 2SD, respectively, and
apply two steps of scaling iterations. The heuristic ksV is from Azad et
al. [16], and the heuristics inc and nd are from Blelloch et al. [29].
The OneSidedMatch and TwoSidedMatch heuristics are run with two
scaling iterations, and the reported run time includes all components of the
heuristics. The inc and nd heuristics are compiled with g++ 4.4.5 and ksV
is compiled with gcc 4.4.5. For all the heuristics, we used -O2 optimization
and the appropriate OpenMP flag for compilation. The experiments were
carried out on a machine equipped with two Intel Sandybridge-EP CPUs
clocked at 2.00Ghz and 256GB of memory split across the two NUMA do-
mains. Each CPU has eight-cores (16 cores in total) and HyperThreading
is enabled. Each core has its own 32kB L1 cache and 256kB L2 cache. The
8 cores on a CPU share a 20MB L3 cache. The machine runs 64-bit Debian
with Linux 2.6.39-bpo.2-amd64. The run time of all heuristics (in seconds)
and their matching qualities are given in Table 4.4.
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As seen in Table 4.4, nd is the fastest of the tested heuristics with both
one thread and 16 threads on this data set. The second fastest heuristic
is OneSidedMatch. The heuristic ksV is faster than TwoSidedMatch
on six instances with one thread. With 16 threads, TwoSidedMatch is
almost always faster than ksV—both heuristics are quite efficient and have
a maximum run time of 1.17 seconds. The heuristic inc was observed to
have large run time on some matrices with relatively high nonzeros per row.
All the existing heuristics are always very efficient, except inc which had
difficulties on some matrices in the data set. In the original reference [29],
inc is quite efficient for some other matrices (where the codes are compiled
with Cilk). We do not see run time with nd elsewhere, but in our data set
it was always better than inc. The proposed OneSidedMatch heuristic’s
quality is almost always close to its theoretical limit. TwoSidedMatch also
obtains quality results close to its theoretical limit. Looking at the quality of
the matching with one thread, we see that ksV obtains (almost always) the
best score, except on kkt power and wc 50K 64, where TwoSidedMatch
obtains the best score. The heuristics inc and nd obtain the same score with
one thread, but with 16 threads inc obtains better quality than nd almost
always. OneSidedMatch never obtains the best score (TwoSidedMatch
is always better), yet it is better than ksV, inc and nd on the synthetic
wc 50K 64 matrix. The TwoSidedMatch heuristic obtains better results
than inc and nd on Hamrle3, kkt power, road usa, and wc 50K 64 with
both one thread and 16 threads. Also on hugebubbles with 16 threads, the
difference between TwoSidedMatch and nd is 1% (in favor of nd).
4.3 Approximation algorithms for general undi-
rected graphs
We extend the results on bipartite graphs of the previous section to general
undirected graphs. We again select a subgraph randomly with a probability
density function obtained by scaling the adjacency matrix of the input graph,
and run Karp-Sipser [128] on the selected subgraph. Again, Karp-Sipser be-
comes an exact algorithm on the selected subgraph, and analysis reveals that
the approximation ratio is around 0.866 of the maximum cardinality in the
original graph. We also propose two other variants of this algorithm, which
obtain better results both in theory and in practice. We omit most of the
proofs in the presentation; they can be found in the associated paper [73].
Recall that a graph G′ = (V ′, E′) is a subgraph of G = (V,E) if V ′ ⊆ V
and E′ ⊆ E. Let Gkout = (V,E′) be a random subgraph of G where each
vertex in V randomly chooses k of its edges, with repetition (an edge {u, v}
is included in Gkout only once even if it is chosen multiple times). We call
Gkout as a k-out subgraph of G.
A permutation of [1, . . . , n] in which no element stays in its original po-
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sition is called derangement. The total number of derangements of [1, . . . , n]
is denoted by !n, and is the nearest integer to n!e [36, pp. 40–42], where e is
the base of the natural logarithm.
4.3.1 Related work
The first polynomial time algorithm with O(n2τ) complexity for the maxi-
mum cardinality matching problem on general graphs with n vertices and τ
edges is proposed by Edmonds [79]. Currently, the fastest algorithms have
O(
√
nτ) complexity [30, 92, 174]. The first of these algorithms is by Micali
and Vazirani [174]. recently, its simpler analysis is given by Vazirani [210].
Later, Blum [30] and Gabow and Tarjan [92] proposed algorithms with the
same complexity.
Random graphs have been frequently analyzed in terms of their max-
imum matching cardinality. Frieze [90] shows results for undirected (gen-
eral) graphs along the lines of Walkup’s results for bipartite graphs [211].
In particular, he shows that if each vertex chooses uniformly at random one
neighbor (among all vertices), then the constructed graph does not have
a perfect matching almost always. In other words, he shows that random
1-out subgraphs of a complete graph do not have perfect matchings. Luck-
ily, as in bipartite graphs, if each vertex chooses two neighbors, then the
constructed graph has perfect matchings almost always. That is, random
2-out subgraphs of a complete graph have perfect matchings. Our contribu-
tions are about making these statements valid for any host graph (assuming
the adjacency matrix has total support), and measure the approximation
guarantee of the 1-out case.
Randomized algorithms which check the existence of a perfect match-
ing and generate perfect/maximum matchings have been proposed in the
literature [45, 120, 165, 177, 178]. Lovász showed that the existence of a
perfect matching can be verified in randomized O(nω) time where O(nω)
is the time complexity of the fastest matrix multiplication algorithm avail-
able [165]. More information such as the set of allowed edges, i.e., the edges
in some maximum matching, of a graph can also be found with the same
randomized complexity as shown by Cheriyan [45].
To construct a maximum cardinality matching in a general, non-bipartite
graph, a simple, easy to implement algorithm with O(nω+1) randomized
complexity is proposed by Rabin and Vazirani [197]. The algorithm uses
matrix inversion as a subroutine. Later, Mucha and Sankowski proposed
the first algorithm for the same problem with O(nω) randomized complex-
ity [178]. This algorithm uses expensive sub-routines such as Gaussian elim-
ination and equivalence classes formed based on the edges that appear in
some perfect matching [166]. A simpler randomized algorithm with the same
complexity is proposed by Harvey [108].
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4.3.2 One-Out, its analysis, and variants
We first present the main heuristic, and then analyze its approximation
guarantee. While the heuristic is a straightforward adaptation of its coun-
terpart for bipartite graphs [76], the analysis is more complicated, because
of odd cycles. The analysis shows that random 1-out subgraphs of a given
graph have the maximum cardinality of a matching around 0.866− log(n)/n
of the best possible—the observed performance (see Section 4.3.3) is higher.
Then two variants of the main heuristic are discussed without proofs. They
extend the 1-out subgraphs obtained by the first one, and hence deliver
better results theoretically.
The main heuristic One-Out
The heuristic shown in Algorithm 9 first scales the adjacency matrix of a
given undirected graph to be doubly stochastic. Based on the values in the
matrix, the heuristic then randomly marks one of the neighbors for each ver-
tex as chosen. This defines one marked edge per vertex. Then, the subgraph
of the original graph containing only the marked edges is formed, yielding
an undirected graph with at most n edges, each vertex having at least one
edge incident on it. The Karp-Sipser heuristic is run on this subgraph and
finds a maximum cardinality matching on it, as the resulting 1-out graph
has unicyclic components. The approximation guarantee of the proposed
heuristic is analyzed for this step. One practical improvement to the previ-
ous work is to make sure that the matching obtained is a maximal one by
running Karp-Sipser on the vertices that are not matched. This brings in a
large improvement to the cardinality of the matching in practice.
Let us classify the edges incident on a vertex vi as in-edges (from those
neighbors that have chosen i at Line 4) and an out-edge (to a neighbor
chosen by i at Line 4. Dufossé et al. [76, Lemma 3] show that during any
execution of Karp-Sipser, it suffices to consider the vertices whose in-edges
are unavailable but out-edges are available as degree-1 vertices.
The analysis traces an execution of Karp-Sipser on the subgraph G1out. In
other words, the analysis can also be perceived as the analysis of the Karp-
Sipser heuristic’s performance on random 1-out graphs. Let A1 be the set
of vertices not chosen by any other vertex at Line 4 of Algorithm 9. These
vertices have in-degree zero and out degree one, and hence can be processed
by Karp-Sipser. Let B1 be the set of vertices chosen by the vertices in A1.
The vertices in B1 can be perfectly matched with vertices in A1; leaving
some A1 vertices not matched and creating some new in-degree-0 vertices.
We can proceed to define A2 to be the vertices that have in degree-0 in
V \ (A1 ∪ B1), and define B2 as those chosen by A2, and so on so forth.
Formally, let B0 be an empty set, and define Ai to be the set of vertices
with in-degree 0 in V \ Bi−1, and Bi be the vertices chosen by those in Ai,
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Algorithm 9: One-Out: Undirected graphs
Data: G = (V,E) and its adjacency matrix A
Result: match[·]: the matching
1 D← SymScale(A)
2 for i = 1 to n in parallel do
3 Pick a random j ∈ Ai∗ by using the probability density function
sik
Σt∈Ai∗sit
, for all k ∈ Ai∗
where sik = d[i]× d[k] is the corresponding entry in the scaled
matrix S = DAD.
4 Mark that i chooses j
5 Construct a graph G1out = (V,E), where
V ={1, . . . , n}




7 Make match a maximal matching
for i ≥ 1. Notice that Ai ⊆ Ai+1 and Bi ⊆ Bi+1. The Karp-Sipser heuristic
can process A1, then A2 \ A1, and so on, until the remaining graph has
cycles only. The sets Ai and Bi and their cardinality are at the core of our
analysis. We first present some facts about these sets and their cardinality,
and describe an implementation of Karp-Sipser instrumented to highlight
them.
Lemma 4.5. With the definitions above, Ai ∩Bi = ∅.
Proof. We prove this by induction. For i = 1 it clearly holds. Assume that
it holds for all i < `. Suppose there exists a vertex u ∈ A` ∩ B`. Because
A`−1∩B`−1 = ∅, u must necessarily belong to both A` \A`−1 and B` \B`−1.
For u to be in B` \B`−1, there must exist at least one vertex v ∈ A` \A`−1
such that v chooses u. However the condition for u ∈ A` is that no vertex in
V ∩(A`−1∪B`−1) has selected it. This is a contradiction and the intersection
A` ∩B` should be empty.
Corollary 4.1. Ai ∩Bj = ∅ for i ≤ j.
Proof. Assume Ai ∩ Bj 6= ∅. Since Ai ⊆ Aj we have a contradiction as
Aj ∩Bj = ∅ by Lemma 4.5.
Thanks to Lemma 4.5 and Corollary 4.1, the sets Ai and Bi are disjoint,
and they form a bipartite subgraph of G1out, for all i = 1, . . . , `.
The proposed version Karp-SipserOne-Out of the Karp-Sipser heuristic
for 1-out graphs is shown in Algorithm 10. The degree-1 vertices are kept
79
in a first-in first-out priority queue Q. The queue is first initialized with A1,
and the character ‘#’ is used to mark the end of A1. Then, all vertices in
A1 are matched to some other vertices, defining B1. When we remove two
matched vertices from the graph G1out at Lines 29 and 40, we update the
degrees of their remaining neighbors, and append the vertices which have
degrees of one to the queue. During Phase-1 of Karp-SipserOne-Out, we
also maintain the set of Ai and Bi vertices, while storing only the last one.
A` and B` are returned along with the number ` of levels, which is computed
thanks to the use of the marker #.
Apart from the scaling step, the proposed heuristic in Algorithm 9 has
linear worst-case time complexity of O(n + τ). The scaling step, if applied
until convergence, can take more time than that. We do do not suggest
running it until convergence; for all practical purposes 5 or 10 iterations of
the basic method [141] or even less of the Newton iterations [140] seem suf-
ficient (see experiments). Therefore, the practical run time of the algorithm
is linear.
Analysis of One-Out
Let ai and bi be two random variables representing the cardinalities of Ai
and Bi, respectively, in an execution of Karp-SipserOne-Out on a random
1-out graph. Then, Karp-SipserOne-Out matches b` edges in the first phase,
and leaves a`− b` vertices unmatched. What remains after the first phase is
a set of cycles. In the bipartite graph case [76], all vertices in those cycles
are matchable and hence the cardinality of the matching was measured by
n− a` + b`. Since we can possibly have odd cycles after the first phase, we
cannot match all remaining vertices in the general case of undirected graphs.
Let c be a random variable representing the number of odd cycles after the
first phase of Karp-SipserOne-Out. Then we have the following (obvious)
lemma about the approximation guarantee of Algorithm 9.
Lemma 4.6. At the end of execution, the number of unmatched vertices is
a` − b` + c. Hence, Algorithm 9 matches at least n− (a` − b` + c) vertices.
We need to quantify a` − b` and c in Lemma 4.6. We state an an upper
bound on a` − b` in Lemma 4.7, and an upper bound on c in Lemma 4.8,
without any proof (the reader can find the proofs in the original paper [73]).
While the bound for a`−b` holds for any graph with total support presented
to Algorithm 9, the bounds for c are shown for random 1-out graphs of
complete graphs. By plugging the bounds for these quantities, we obtain
the following theorem on the approximation guarantee of Algorithm 9.
Theorem 4.3. Algorithm 9 obtains a matching with cardinality at least
0.866− d1.04 log(0.336n)en in expectation, when the input is a complete graph.
80 CHAPTER 4. MATCHINGS IN GRAPHS
Algorithm 10: Karp-SipserOne-Out: Undirected graphs
Data: G1out = (V,E)
Result: match[·]: the mates of vertices
Result: `: the number of levels in the first phase
Result: A: the set of degree-1 vertices in the first phase
Result: B: the set of vertices matched to A vertices
1 match[u]← NIL for all u
2 Q← {v : deg(v) = 1}/* degree-1 or in-degree 0 */
3 if Q = ∅ then
4 `← 0/* no vertex in level 1 */
5 else
6 `← 1
7 Enqueue(Q,#)/* marks the end of the first level */
8 Phase-1← ongoing
9 A← B ← ∅
10 while true do
11 while Q 6= ∅ do
12 u← Dequeue(Q)
13 if u = # and Q = ∅ then
14 break the while-Q-loop
15 else if u = # then
16 `← `+ 1
17 Enqueue(Q,#)/* new level formed */
18 skip to the next while-Q-iteration
19 if match[u] 6= NIL then
20 skip to the next while-Q-iteration
21 for v ∈ adj(u) do
22 if match[v] = NIL then
23 match[u]← v
24 match[v]← u
25 if Phase-1 = ongoing then
26 A← A ∪ {u}
27 B ← B ∪ {v}
28 N ← adj(v)
29 G1out ← G1out \ {u, v}
30 Enqueue(Q,w) for w ∈ N and deg(w) = 1
31 break the for-v-loop
32 if Phase-1 = ongoing and match[u] = NIL then
33 A← A ∪ {u}/* u cannot be matched */
34 Phase-1 ← done
35 if E 6= ∅ then
36 pick a random edge (u, v)
37 match[u]← v
38 match[v]← u
39 N ← adj({u, v})
40 G1out ← G1out \ {u, v}
41 Enqueue(Q,w) for w ∈ N and deg(w) = 1
42 else
43 break the while-true loop
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The theorem can also be interpreted more theoretically as a random
1-out graph has a maximum cardinality of a matching at least 0.866 −
d1.04 log(0.336n)e
n , in expectation. The bound is in close vicinity of 0.866, which
was the proved bound for the bipartite case [76]. We note that in deriving
this bound we assumed a random 1-out graph (as opposed to a random 1-out
subgraph of a given graph) only at a single step. We leave the extension to
this latter case as future work and present experiments suggesting that the
bound is also achieved for this case. In Section 4.3.3, we empirically show
that the same bound also holds for graphs whose corresponding matrices do
not have total support.
In order to measure a` − b`, we adapted a proof from earlier work [76],
which was inspired by Karp and Sipser’s analysis of the first phase of their
heuristic [128] and obtained the following lemma.
Lemma 4.7. a` − b` ≤ (2Ω − 1)n, where Ω ≈ 0.567 equals to W (1) of
Lambert’s W function.
The lemma also reads as a` − b` ≤
∑n
i=1(2 · 0.567− 1) ≤ 0.134 · n.
In order to achieve the result of Theorem 4.3, we need to bound c, the
number of odd cycles that remain on a G1out graph after the first phase of
Karp-SipserOne-Out. We were able to bound c on random 1-out graphs
(that is we did not show it for a general graph).
Lemma 4.8. The expected number c of cycles remaining after the first phase
of Karp-SipserOne-Out in random 1-out graphs is less than or equal to
d1.04 log(n−a`− b`)e, which is also less than or equal to d1.04 log(0.336n)e.
Variants
Here we summarize two related theoretical random bipartite graph models
that we adapt to the undirected case using similar algorithms. The presenta-
tion is brief and without proofs; we will present experiments in Section 4.3.3.
The random (1 + e−1) undirected graph model (see the bipartite ver-
sion [125] summarized in Section 4.2.1) lets each vertex choose a random
neighbor. Then, the vertices that have not been chosen select one more
neighbor. The maximum cardinality of a matching in the subgraph consist-
ing of the identified edges can be computed as an approximate matching
in the original graph. As this heuristic uses a richer graph structure than
1-out, we expect perfect or near perfect matchings in the general case.
A model richer in edges is the random 2-out graph model. In this model,
each vertex chooses two neighbors. There are two enticing characteristics of
this model in the uniform bipartite case. First, the probability of having a
perfect matching goes to one with the increasing number of vertices [211].
Second, there is a special algorithm for computing the maximum cardinality
matchings in these (bipartite) graphs [127] with high probability, in linear
time in expectation.
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4.3.3 Experiments
To understand the effectiveness and efficiency of the proposed heuristics in
practice, we report the matching quality and various statistics regarding the
sets that appear in our analyses in Section 4.3.2. For the experiments, we
used three graph datasets. The first set is generated with matrices from
the SuiteSparse Matrix Collection [59]. We investigated all n × n matrices
from the collection with 50000 ≤ n ≤ 100000. For a matrix from this set,
we removed the diagonal entries, symmetrized the pattern of the resulting
matrix, and discarded a matrix if it has empty rows. There were 115 matrices
at the end which we used as the adjacency matrix. The graphs in the second
dataset are synthetically generated to make Karp-Sipser deviate from the
optimal matching as much as possible. This dataset contains five graphs
with different hardness levels for Karp-Sipser. The third set contains five
large, real-life matrices from the SuiteSparse collection for measuring the
run time efficiency of the proposed heuristics.
A comprehensive evaluation
We use MATLAB to measure the matching qualities based on the first two
datasets. For each matrix, five runs are performed with each randomized
matching heuristic and the average is reported. One, five and ten iterations
are performed to evaluate the impact of the scaling method.
Table 4.5 summarizes the quality of the matchings for all the experiments
on the first dataset. The matching quality is measured as the ratio of the
matching cardinality to the maximum cardinality matching in the original
graph. The table presents statistics for matching qualities of Karp-Sipser
performed on the original graphs (first row), 1-out graphs (the second set of
rows), Karoński-Pittel-like (1 + e−1)-out graphs (the third set of rows), and
2-out graphs (the last set of rows).
For the U-Max rows, we construct k-out graphs by using uniform prob-
abilities while selecting the neighbors as proposed in the literature [90, 125].
We compare the cardinality of the maximum matchings in these k-out graphs
to the maximum matching cardinality on the original graphs and report
the statistics. The rows St-Max report the same statistics for the k-out
graphs constructed by using probabilities with t ∈ {1, 5, 10} scaling iter-
ations. These statistics serve as upper bounds on the matching qualities
of the proposed St-KS heuristics which execute Karp-Sipser on the k-out
graphs obtained with t scaling iterations. Since St-KS heuristics use only a
subgraph, the matchings they obtain are not maximal with respect to the
original edge set. The proposed St-KS+ heuristics exploit this fact and
apply another Karp-Sipser phase on the subgraph containing only the un-
matched vertices to improve the quality of the matchings. The table does
not contain St-Max rows for 1-out graphs since Karp-Sipser is an optimal
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Alg. Min Max Avg. GMean Med. StDev




U-Max 0.168 1.000 0.846 0.837 0.858 0.091
S1-KS 0.479 1.000 0.869 0.866 0.863 0.059
S5-KS 0.839 1.000 0.885 0.884 0.865 0.044
S10-KS 0.858 1.000 0.889 0.888 0.866 0.045
S1-KS+ 0.836 1.000 0.951 0.950 0.953 0.043
S5-KS+ 0.865 1.000 0.958 0.957 0.968 0.036








U-Max 0.251 1.000 0.952 0.945 0.967 0.081
S1-Max 0.642 1.000 0.967 0.966 0.980 0.042
S5-Max 0.918 1.000 0.977 0.977 0.985 0.020
S10-Max 0.934 1.000 0.980 0.979 0.985 0.018
S1-KS 0.642 1.000 0.963 0.962 0.972 0.041
S5-KS 0.918 1.000 0.972 0.972 0.976 0.020
S10-KS 0.934 1.000 0.975 0.975 0.977 0.018
S1-KS+ 0.857 1.000 0.972 0.972 0.979 0.025
S5-KS+ 0.925 1.000 0.978 0.978 0.984 0.018




U-Max 0.254 1.000 0.972 0.966 0.996 0.079
S1-Max 0.652 1.000 0.987 0.986 0.999 0.036
S5-Max 0.952 1.000 0.995 0.995 0.999 0.009
S10-Max 0.968 1.000 0.996 0.996 1.000 0.007
S1-KS 0.651 1.000 0.974 0.974 0.981 0.035
S5-KS 0.945 1.000 0.982 0.982 0.984 0.013
S10-KS 0.947 1.000 0.984 0.983 0.984 0.012
S1-KS+ 0.860 1.000 0.980 0.979 0.984 0.020
S5-KS+ 0.950 1.000 0.984 0.984 0.987 0.012
S10-KS+ 0.952 1.000 0.986 0.986 0.987 0.011
Table 4.5: For each matrix in the first dataset and each proposed heuristic, five
runs are performed. The statistics are computed over the mean of these results;
the minimum, maximum, arithmetic and geometric averages, median and standard
deviation are reported.

















































Figure 4.4: The matching qualities sorted in increasing order for Karp-Sipser
on the original graph, S5-KS and S5-KS+ on 1-out and 2-out graphs. The
figures also contain the quality of the maximum cardinality matchings in
these graphs. The experiments are performed on the 115 graphs in the first
dataset.
algorithm for these subgraphs.
As Table 4.5 shows, more scaling iterations increase the maximum match-
ing cardinalities on k-out graphs. Although this is much more clear when
the worst-case graphs are considered, it can also be observed for arithmetic
and geometric means. Since U-Max is the no scaling case, the impact of
the first scaling iteration (S1-KS vs U-Max) is significant. On the other
hand, the difference on the matching quality for S5-KS and S10-KS is mi-
nor. Hence, five scaling iterations are deemed sufficient for the proposed
heuristics in practice.
As the theory suggests, the heuristics St-KS perform well for (1 + e−1)-
out and 2-out graphs. With t ∈ {5, 10}, their quality is almost on par
with Karp-Sipser on the original graph, and even better for 2-out graphs.
In addition, applying Karp-Sipser on the subgraph of unmatched vertices to
obtain a maximal matching does not increase the matching quality much.
Since this subgraph is small, the overhead of this extra work will not be
significant. Furthermore, this extra step significantly improves the matching
quality for 1-out graphs which a.a.s. do not have a perfect matching.
To better understand the practical performance of the proposed heuris-
tics and the impact of the additional Karp-Sipser execution, we profile their
performance by sorting their matching qualities in increasing order for all
115 matrices. Figure 4.4a plots these profiles on 1-out and 2-out graphs for
the heuristics with five scaling iterations. As the first figure shows, five iter-
ations are sufficient to obtain 0.86 matching quality except 1.7% of the 1-out
experiments. The figure also shows that the maximum matching cardinality
in a random 1-out graph is worse than what Karp-Sipser can obtain on the
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Figure 4.5: The cumulative distribution of the ratio of number of odd cycles
remaining after the first phase of Karp-Sipser in One-Out to the number of
vertices in the graph.
1-out graphs, its performance is still worse than Karp-Sipser. The additional
Karp-Sipser in S5-KS+ closes almost all of this gap and makes the match-
ing qualities close to those of Karp-Sipser. On the contrary, for 2-out graphs
generated with five scaling iterations, the maximum matching cardinality
is more than the cardinality of the matchings found by Karp-Sipser. There
is still a gap between the best possible (red line) and what Karp-Sipser can
find (blue line) on 2-out graphs. We believe that this gap can be targeted
by specialized, efficient exact matching algorithms for 2-out graphs.
There are 30 rank-deficient matrices without total support among the
115 matrices in the first dataset. We observed that even for 1-out graphs,
the worst-case quality for S5-KS is 0.86 and the average is 0.93. Hence,
the proposed approach also works well for rank-deficient matrices/graphs in
practice.
Since the number c of odd cycles at the end of the first phase of Karp-
Sipser is a performance measure, we investigate it. For each matrix, we
compute the ratio c/n. We then plot the cumulative distribution of these
values in Fig. 4.5. For all the experiments except one, this ratio is less than
1%. For the extreme case, the ratio increases to 8%. In that particular case,
the matching found in the 1-out subgraph is maximum for the input graph
(i.e., the number of odd components is also large in the original graph).
Hard instances for Karp-Sipser
Let A be an n×n symmetric matrix, V1 be the set of A’s first n/2 vertices,
and V2 be the set of A’s last n/2 vertices. As Figure 4.6 shows, A has a
full V1×V1 block ignoring the diagonal, i.e., a clique, and an empty V2×V2
block. The last h n vertices of V1 are connected to all the vertices in the
corresponding graph. The block V1 × V2 has a nonzero diagonal, hence the
corresponding graph has a perfect matching. Note that the same instances
are used for the bipartite case.
On such a matrix with h = 0, Karp-Sipser consumes the whole graph
during Phase 1 and finds a maximum cardinality matching. When h > 1,






Figure 4.6: Adjacency matrices of hard undirected graph instances for Karp-
Sipser.
One-Out
5 iters. 10 iters. 20 iters.
h Karp-Sipser error quality error quality error quality
2 0.96 7.54 0.99 0.68 0.99 0.22 1.00
8 0.78 8.52 0.97 0.78 0.99 0.23 0.99
32 0.68 6.65 0.81 1.09 0.99 0.26 0.99
128 0.63 3.32 0.53 1.89 0.90 0.33 0.98
512 0.63 1.24 0.55 1.17 0.59 0.61 0.86
Table 4.6: Results for the hard instances with n = 5000 and different h
values. One-Out is executed with 5, 10, and 20 scaling iterations and
scaling errors are also reported. Averages of five are reported for each cell.
Phase 1 immediately ends, since there is no degree-one vertex. In Phase 2,
the first edge (nonzero) consumed by Karp-Sipser is selected from a uniform
distribution over the nonzeros whose corresponding rows and columns are
still unmatched. Since the block V1 × V1 forms a clique, it is more likely
that the nonzero will be chosen from this block. Thus, a vertex in V1 will be
matched with another vertex from V1, which is a bad decision since the block
V2×V2 is completely empty. Hence, we expect a decrease on the performance
of Karp-Sipser as h increases. On the other hand the probability that the
proposed heuristics chooses an edge from that block goes to zero, as those
entries cannot be in a perfect matching.
Table 4.6 shows that the quality of Karp-Sipser drops to 0.63 as h in-
creases. In comparison, One-Out heuristic with five scaling iterations main-
tains a good quality for small h values. However, a better scaling with more
iterations (10 and 20 for h = 128 and h = 512, respectively) is required to
guarantee the desired matching quality—see the scaling error in the table.
Experiments on large-scale graphs
These experiments are performed on a machine running 64-bit CentOS 6.5,
which has 30 cores each of which is an Intel Xeon CPU E7-4870 v2 core
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Karp-Sipser
Matrix |V | |E| Quality time
cage15 5.2 94.0 1.00 5.82
dielFilterV3real 1.1 88.2 0.99 3.36
hollywood-2009 1.1 112.8 0.93 4.18
nlpkkt240 28.0 746.5 0.98 52.95
rgg n 2 24 s0 16.8 265.1 0.98 19.49
One-Out-S5-KS+ Two-Out-S5-KS+
Execution time (seconds) Execution time (seconds)
Matrix Quality Scale 1-out KS KS+ Total Quality Scale 2-out KS KS+ Total
cage 0.93 0.67 0.85 0.65 0.05 2.21 0.99 0.67 1.48 1.78 0.01 3.94
diel 0.98 0.52 0.36 0.07 0.01 0.95 0.99 0.52 0.62 0.16 0.00 1.30
holly 0.91 1.12 0.45 0.06 0.02 1.65 0.95 1.12 0.76 0.13 0.01 2.01
nlpk 0.93 4.44 4.99 3.96 0.27 13.66 0.98 4.44 9.43 10.56 0.11 24.54
rgg 0.93 2.33 2.33 2.08 0.17 6.91 0.98 2.33 4.01 6.70 0.11 13.15
Table 4.7: Summary of the results with five large-scale matrices for original Karp-
Sipser and the proposed One-Out and TwoOut heuristics with five scaling iter-
ations and post-processing for maximal matchings. Matrix names are shortened in
the lower half.
operating at 2.30 GHz. To choose five large-scale matrices from SuiteSparse,
we first sorted the pattern-symmetric matrices in the collection in decreasing
order of their nonzero count. We then chose the five largest matrices from
different families to increase the variety of experiments. The details of these
matrices are given in Table 4.7. This table also contains the run times
and matching qualities of the original Karp-Sipser, and the proposed One-
Out and Two-Out heuristics. The proposed heuristics have five scaling
iterations and also apply Karp-Sipser at the end for ensuring maximality.
The run time of the proposed heuristics are analyzed in four stages in
Table 4.7. The Scale stage scales the matrix with five iterations, the k-
out stage chooses the neighbors and constructs the k-out subgraph, the KS
stage applies Karp-Sipser on the k-out subgraph, and KS+ is the stage for
the additional Karp-Sipser at the end. The total time with these four stages
is also shown for each instance. The quality results are consistent with
the results obtained on the first dataset. As the table shows, the proposed
heuristics are faster than the original Karp-Sipser on the input graph. For
1-out graphs, the proposed approach is 2.5–3.9 faster than Karp-Sipser on
the original graph. The speedups are in between 1.5–2.6 for 2-out graphs
with five iterations.
4.4 Summary, further notes and references
We investigated two heuristics for the bipartite maximum cardinality match-
ing problem. The first one, OneSidedMatch, is shown to have an approx-
88 CHAPTER 4. MATCHINGS IN GRAPHS
imation guarantee of 1 − 1/e ≈ 0.632. The second heuristic, TwoSid-
edMatch, is shown to have an approximation guarantee of 0.866. Both
algorithms use well-known methods to scale the sparse matrix associated
with the given bipartite graph to a doubly stochastic form whose entries
are used as the probability density functions to randomly select a subset
of the edges of the input graph. OneSidedMatch selects exactly n edges
to construct a subgraph in which a matching of the guaranteed cardinal-
ity is identified with virtually no overhead, both in sequential and parallel
execution. TwoSidedMatch selects around 2n edges and then runs the
Karp-Sipser heuristic as an exact algorithm on the selected subgraph to ob-
tain a matching of conjectured cardinality. The subgraphs are analyzed to
develop a specialized Karp-Sipser algorithm for efficient parallelization. All
theoretical investigations are first performed assuming bipartite graphs with
perfect matchings, and the scaling algorithms have converged. Then, the-
oretical arguments and experimental evidence are provided to extend the
results to cover other cases and validate the applicability and practicality of
the proposed heuristics in general settings.
The proposed OneSidedMatch and TwoSidedMatch heuristics do
not guarantee maximality of the matching found. One can visit the edges of
the unmatched row vertices and match them to an available neighbor. We
have carried out this greedy post-process and obtained the results shown in
Figures 4.7a and 4.7b, in comparison with what was shown in Figures 4.2a
and 4.2b. We see that the greedy post-process makes significant difference
for OneSidedMatch; the approximation ratios achieved are well beyond
the bound 0.632 and are close to those of TwoSidedMatch. This obser-
vation attests to the efficiency of the whole approach.
We also extended the heuristics and their analysis for approximating
the maximum cardinality matchings on general (undirected) graphs. Since
we have in the general case one class of vertices, the 1-out based approach
corresponds to the TwoSidedMatch heuristics in the bipartite case. The-
oretical analysis, which can be perceived as an analysis of Karp-Sipser on
the random 1-out graph model, showed that the approximation guarantee is
slightly less than 0.866. The losses with respect to the bipartite case are due
to the existence of odd-length cycles. Our experiments suggest that one of
the heuristics obtains as good results as Karp-Sipser while being faster and
more reliable.
A more rigorous treatment and elaboration of the variants of the heuris-
tics for general graphs seem worthwhile. Although Karp-Sipser works well
for these graphs, we wonder if there are exact, linear time algorithms for
(1 + e−1)-out and 2-out graphs. We also plan to work on the parallel imple-
































































































































Figure 4.7: Matching qualities obtained after making the matchings found
by OneSidedMatch and TwoSidedMatch maximal. The horizontal lines
are at 0.632 and 0.866, respectively, which are the approximation guarantees
for the heuristics. The legends contain the number of scaling iterations.
Compare with Figures 4.2a and 4.2b where maximality of the matchings
was not guaranteed.





In this chapter, we investigate the Birkhoff-von Neumann (BvN) decomposi-
tion described in Section 1.4. The main problem that we address is restated
below for convenience.
MinBvNDec: A BvN decomposition with the minimum num-
ber of permutation matrices. Given a doubly stochastic matrix A,
find a BvN decomposition
A = α1P1 + α2P2 + · · ·+ αkPk . (5.1)
of A with the minimum number k of permutation matrices.
We first show that the MinBvNDec problem is NP-hard. We then propose
a heuristic for obtaining a BvN decomposition with a small number of per-
mutation matrices. We investigate some of the properties of the heuristic
theoretically and experimentally. In this chapter, we also give a general-
ization of the BvN decomposition for real matrices with possibly negative
entries and use this generalization for designing preconditioners for iterative
linear system solvers.
5.1 The minimum number of
permutation matrices
We show in this section that the decision version of the problem is NP-
complete. We first give some definitions and preliminary results.
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5.1.1 Preliminaries
A multi-set can contain duplicate members. Two multi-sets are equivalent
if they have the same set of members with the same number of repetitions.
Let A and B be two n × n matrices. We write A ⊆ B to denote that
for each nonzero entry of A, the corresponding entry of B is nonzero. In
particular, if P is an n × n permutation matrix and A is a nonnegative
n × n matrix, P ⊆ A also means that the entries of A at the positions
corresponding to the nonzeros of P are positive. We use P A to denote
the entrywise product of P and A, which selects the entries of A at the
positions corresponding to the nonzero entries of P. We also use min{PA}
to denote the minimum entry of A at the nonzero positions of P.
Let U be a set of positions of the nonzeros of A. Then U is called
strongly stable [31], if for each permutation matrix P ⊆ A, pkl = 1 for at
most one pair (k, l) ∈ U .
Lemma 5.1 (Brualdi [32]). Let A be a doubly stochastic matrix. Then, in
a BvN decomposition of A, there are at least γ(A) permutation matrices,
where γ(A) is the maximum cardinality of a strongly stable set of positions
of A.
Note that γ(A) is no smaller than the maximum number of nonzeros
in a row or a column of A for any matrix A. Brualdi [32] shows that for
any integer t with 1 ≤ t ≤ dn/2ed(n + 1)/2e, there exists an n × n doubly
stochastic matrix A such that γ(A) = t.
An n× n circulant matrix C is defined as follows. The first row of C is
specified as c1, . . . , cn, and the ith row is obtained from the (i− 1)th one by
a cyclic rotation to the right, for i = 2, . . . , n:
C =

c1 c2 . . . cn





c2 c3 . . . c1
 .
We state and prove an obvious lemma to be used later.
Lemma 5.2. Let C be an n×n positive circulant matrix whose first row is
c1, . . . , cn. The matrix C
′ = 1∑ cjC is doubly stochastic, and all BvN decom-
positions with n permutation matrices have the same multi-set of coefficients
{ ci∑ cj : for i = 1, . . . , n}.
Proof. Since the first row of C′ has all nonzero entries and only n permuta-
tion matrices are permitted, the multi-set of coefficients must be the entries
in the first row.
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In the lemma, if ci = cj for some i 6= j, we will have the same value ci/c







c Dj , where Dj is the permutation matrix
corresponding to the (j− 1)th diagonal: for j = 1, . . . , n, the matrix Dj has
1s at the positions (i, i+ j − 1) for i = 1, . . . , n− j + 1 and at the positions
(n− j+ 1 + k, k) for k = 1, . . . , j− 1, where we assumed that the second set
is void for j = 1.
Note that the lemma is not concerned by the uniqueness of the BvN
decomposition which would need a unique set of permutation matrices as
well. If all cis were distinct, this would have been true, where the set of
Djs described above would define the unique permutation matrices. Also,
a more general variant of the lemma concerns the decompositions whose
cardinality k is equal to the maximum cardinality of a strongly stable set.
In this case too, the coefficients in the decomposition will correspond to the
entries in a strongly stable set of cardinality k.
5.1.2 The computational complexity of MinBvNDec
Here, we prove that the MinBvNDec problem is NP-complete in the strong
sense, i.e., it remains NP-complete when the instance is represented in unary.
It suffices to do a reduction from a strongly NP-complete problem to prove
the strong NP-completeness [22, Section 6.6].
Theorem 5.1. The problem of deciding whether there is a Birkhoff-von
Neumann decomposition of a given doubly stochastic matrix with k permu-
tation matrices is strongly NP-complete.
Proof. It is clear that the problem belongs to NP, as it is easy to check in
polynomial time that a given decomposition is equal to a given matrix.
To establish NP-completeness, we demonstrate a reduction from the well-
known 3-PARTITION problem which is NP-complete in the strong sense [93,
p. 96]. Consider an instance of 3-PARTITION: given an array A of 3m
positive integers, a positive integer B such that
∑3m
i=1 ai = mB, and for all
i it holds that B/4 < ai < B/2, does there exist a partition of A into m
disjoint arrays S1, . . . , Sm such that each Si has three elements whose sum
is B. Let I1 denote an instance of 3-PARTITION.








where Em is an m ×m matrix whose entries are 1, and C is an 3m × 3m
circulant matrix whose first row is a1, . . . , a3m. It is easy to see that M
is doubly stochastic. A solution of I2 is a BvN decomposition of M with
k = 3m permutations. We will show that I1 has a solution if and only if I2
has a solution.
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Assume that I1 has a solution with S1, . . . , Sm. Let Si = {ai,1, ai,2, ai,3}
and observe that 1mB (ai,1 + ai,2 + ai,3) = 1/m. We identify three permu-
tation matrices Pi,d for d = 1, 2, 3 in C which contain ai,1, ai,2 and ai,3,




mDi where Di is the permutation
matrix corresponding to the (i − 1)th diagonal (described after the proof
of Lemma 5.2). We prepend Di to the three permutation matrices Pi,d for
d = 1, 2, 3 and obtain three permutation matrices for M. We associate these
three permutation matrices with αi,d =
ai,d












and obtain a BvN decomposition of M with 3m permutation matrices.
Assume that I2 has a BvN decomposition with 3m permutation matrices.
This also defines two BvN decompositions with 3m permutation matrices
for 1mEm and
1
mBC. We now establish a correspondence between these two
BvN’s to finish the proof. Since 1mBC is a circulant matrix with 3m nonzeros
in a row, any BvN decomposition of it with 3m permutation matrices has
the coefficients aimB for i = 1, . . . , 3m by Lemma 5.2. Since ai + aj < B, we
have
ai+aj
mB < 1/m. Therefore, each entry in
1
mEm needs to be included in at
least three permutation matrices. A total of 3m permutation matrices covers
any row of 1mEm, say the first one. Therefore, for each entry in this row we
have 1m = αi + αj + αk, for i 6= j 6= k corresponding to three coefficients
used in the BvN decomposition of 1mBC. Note that these three indices i, j, k
defining the three coefficients used for one entry of Em cannot be used for
another entry in the same row. This correspondence defines a partition of
the 3m numbers αi for i = 1, . . . , 3m into m groups with three elements
each, where each group has a sum of 1/m. The corresponding three ai’s in
a group therefore sums up to B, and we have a solution to I1, concluding
the proof.
5.2 A result on the polytope of
BvN decompositions
Let S(A) be the polytope of all BvN decompositions for a given, dou-
bly stochastic matrix A. The extreme points of S(A) are the ones that
cannot be represented as a convex combination of other decompositions.
Brualdi [32, pp. 197–198] observes that any generalized Birkhoff heuristic
obtains an extreme point of S(A), and predicts that there are extreme points
of S(A) which cannot be obtained by a generalized Birkhoff heuristic. In
this section, we substantiate this claim by showing an example.
Any BvN decomposition of a given matrix A with the smallest number
of permutation matrices is an extreme point of S(A); otherwise the other
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BvN decompositions expressing the said point would have smaller number
of permutation matrices.
Lemma 5.3. There are doubly stochastic matrices whose polytopes of BvN
decompositions contain extreme points that cannot be obtained by a general-
ized Birkhoff heuristic.
We will prove the lemma by giving an example. We use computational
tools based on a mixed integer linear programming (MILP) formulation of
the problem of finding a BvN decomposition with the smallest number of
permutation matrices. We first describe the MILP formulation.
Let A be a given n × n doubly stochastic matrix, and Ωn be the set of
all n × n permutation matrices. There are n! matrices in Ωn; for brevity,
let us refer to these permutations by P1, . . . ,Pn!. We associate an incidence
matrix M of size n2 × n! with Ωn. We fix an ordering of the entries of A
so that each row of M corresponds to a unique entry in A. Each column of
M corresponds to a unique permutation matrix in Ωn. We set mij = 1 if
the ith entry of A appears in the permutation matrix Pj , and set mij = 0
otherwise. Let ~a be the n2-vector containing the values of the entries of A
in the fixed order. Let ~x be a vector of n! elements, xj corresponding to
the permutation matrix Pj . With these definitions, MILP formulation for
finding a BvN decomposition of A with the smallest number of permutation





subject to M~x = ~a , (5.3)
1 ≥ xj ≥ 0, for j = 1, . . . , n! , (5.4)
n!∑
j=1
xj = 1, (5.5)
sj ≥ xj , for j = 1, . . . , n! , (5.6)
sj ∈ {0, 1}, for j = 1, . . . , n! . (5.7)
In this MILP, sj is a binary variable which is 1 only if xj > 0, otherwise 0.
The equality (5.3), the inequalities (5.4), and the equality (5.5) guarantee
that we have a BvN decomposition of A. This MILP can be used only for
small problems. In this MILP, we can exclude any permutation matrix Pj
from a decomposition by setting sj = 0.
Proof of Lemma 5.3. Let the following 10 letters correspond to the numbers
underneath
a b c d e f g h i j
1 2 4 8 16 32 64 128 256 512
.
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Consider the following matrix whose row sums and column sums are 1023,
hence can be considered as doubly stochastic
A =

a+ b d+ i c+ h e+ j f + g
e+ g a+ c b+ i d+ f h+ j
f + j e+ h d+ g b+ c a+ i
d+ h b+ f a+ j g + i c+ e
c+ i g + j e+ f a+ h b+ d
 . (5.8)
Observe that the entries containing the term 2` form a permutation
matrix, for ` = 0, . . . , 9. Therefore, this matrix has a BvN decomposition
with 10 permutation matrices. We created the MILP above and found 10 as
the smallest number of permutation matrices by calling the CPLEX solver [1]
via the NEOS Server [58, 68, 100]. Hence the described decomposition is an
extreme point of S(A). None of the said permutation matrices annihilate
any entry of the matrix. Therefore, at the first step no entry of A gets
reduced to zero, regardless of the order of permutation matrices. Thus, this
decomposition cannot be obtained by a generalized Birkhoff heuristic.
One can create a family of matrices with arbitrary sizes by embedding
the same matrix into a larger one of the form
B =
(




where I is the identity matrix with the desired size. All BvN decompositions
of B can be obtained by extending the permutation matrices in A’s BvN






is a permutation matrix in the corresponding
BvN decomposition of B. Furthermore, all permutation matrices in an arbi-
trary BvN decomposition of B must have I as the principle sub-matrix, and
the rest should correspond to a permutation matrix in A, defining a BvN
decomposition for A. Hence, the extreme point S(B) corresponding to the
extreme point of S(A) with 10 permutation matrices cannot be found by a
generalized Birkhoff heuristic.
Let us investigate the matrix A and its BvN decomposition given in the
proof of Lemma 5.3. Let Pa,Pb, . . . ,Pj be the 10 permutation matrices of
the decomposition, corresponding to a, b, . . . , j. We solve 10 MILPs in which
we set st = 0 for one t ∈ {a, b, . . . , j}. This way, we try to find a BvN decom-
position of A without Pa, without Pb and so on, always with the smallest
number of permutation matrices. The smallest number of permutation ma-
trices in these 10 MILPs were 11. This certifies that the only BvN decom-
position with 10 permutation matrices necessarily contains Pa,Pb, . . . ,Pj .




3 264 132 528 96
80 5 258 40 640
544 144 72 6 257
136 34 513 320 20
260 576 48 129 10

(a) The sample matrix
129 511 257 63 33 15 7 3 2 2 1
3 4 2 5 5 4 2 3 4 1 1
5 5 3 1 4 1 4 2 1 2 3
2 1 5 3 1 2 3 4 3 4 4
1 3 4 4 2 5 1 5 5 3 2
4 2 1 2 3 3 5 1 2 5 5
(b) A BvN decomposition
Figure 5.1: The matrix A from Lemma 5.3, and a BvN decomposition with
11 permutation matrices which can be obtained by a generalized Birkhoff
heuristic. Each column in (b) corresponds to a permutation, where the first
line gives the associated coefficient, and the following lines give the column
indices matched to the rows 1 to 5 of A.
the MILP with xt = 0 for t /∈ {a, b, . . . , j}, as the submatrix M containing
only the corresponding 10 columns has full column rank.
Any generalized Birkhoff heuristic obtains at least 11 permutation ma-
trices for the matrix A of the proof of Lemma 5.3. One such decomposition
is shown in a tabular format in Fig. 5.1. In Fig. 5.1a, we write the matrix
of the lemma explicitly for convenience. Then in Fig. 5.1b, we give a BvN
decomposition. The column headers (the first line) in the table contain the
coefficients of the permutation matrices. The nonzero column indices of the
permutation matrices are stored by rows. For example, the first permuta-
tion has the coefficient 129 and columns 3, 5, 2, 1, and 4 are matched to
the rows 1–5. The bold indices signify entries whose values are equivalent
to the coefficients of the corresponding permutation matrices, at the time
where the permutation matrices are found. Therefore, the corresponding
entries become zero after the corresponding step. For example, in the first
permutation, a5,4 = 129.
The output of GreedyBvN for the matrix A is given in Fig. 5.2 for refer-
ence. It contains 12 permutation matrices.
5.3 Two heuristics
There are heuristics to compute a BvN decomposition for a given matrix A.
In particular, the following family of heuristics is based on the constructive
proof of Birkhoff. Let A(0) = A. At every step j ≥ 1, find a permutation
matrix Pj having its ones at the positions of the nonzero elements of A
(j−1),
use the minimum nonzero element of A(j−1) at the positions identified by
Pj as αj , set A
(j) = A(j−1) − αjPj , and repeat the computations in the
next step j + 1 until A(j) becomes void. Any heuristic of this type is called
generalized Birkhoff heuristic.
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A = 513 ·

0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
0 0 1 0 0
0 1 0 0 0
+ 257 ·

0 1 0 0 0
0 0 1 0 0
0 0 0 0 1
0 0 0 1 0
1 0 0 0 0
+ 127 ·

0 0 1 0 0
0 0 0 0 1
0 1 0 0 0
1 0 0 0 0
0 0 0 1 0
+ 63 ·

0 0 0 0 1
1 0 0 0 0
0 0 1 0 0
0 0 0 1 0




0 0 0 0 1
0 0 0 1 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
+ 15 ·

0 0 0 1 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 1
0 0 1 0 0
+ 7 ·

0 1 0 0 0
0 0 0 1 0
0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
+ 3 ·

0 0 1 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 0 1




0 0 0 0 1
0 0 0 1 0
0 1 0 0 0
1 0 0 0 0
0 0 1 0 0
+ 2 ·

0 0 1 0 0
1 0 0 0 0
0 0 0 1 0
0 1 0 0 0
0 0 0 0 1
+ 2 ·

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 1
0 0 0 1 0
+ 1 ·

1 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 1 0 0 0
0 0 0 0 1

Figure 5.2: The output of GreedyBvN for the matrix given in the proof of
Lemma 5.3.
Given an n × n matrix A, we can associate a bipartite graph GA =
(R∪C,E) to it. The rows of A correspond to the vertices in the set R, and
the columns of A correspond to the vertices in the set C so that (ri, cj) ∈ E
iff aij 6= 0. A perfect matching in GA, or G in short, is a set of n edges no
two sharing a row or a column vertex. Therefore a perfect matching M in
G defines a unique permutation matrix PM ⊆ A.
Birkhoff’s heuristic: This is the original heuristic used in proving that
a doubly stochastic matrix has a BvN decomposition, described for example
by Brualdi [32]. Let a be the smallest nonzero of A(j−1) and G(j−1) be
the bipartite graph associated with A(j−1). Find a perfect matching M in
G(j−1) containing a, set αj ← a and Pj ← PM.
GreedyBvN heuristic: At every step j, among all perfect matchings in
G(j−1) find one whose minimum element is the maximum. That is, find a
perfect matching M in G(j−1) where min{PM A(j−1)} is the maximum.
This “bottleneck” matching problem is polynomial time solvable, with for
example MC64 [72]. In this greedy approach, αj is the largest amount we
can subtract from a row and a column of A(j−1), and we hope to obtain a
small k.
Algorithm 11: GreedyBvN: A greedy heuristic for constructing a
BvN decomposition
Data: A: a doubly stochastic matrix
Result: a BvN decomposition
1 k ← 0
2 while nnz(A) > 0 do
3 k ← k + 1
4 Pk the pattern of a bottleneck perfect matching M in A
5 αk ← min{Pk A(j−1)}




1 4 1 0 0 0
0 1 4 1 0 0
0 0 1 4 1 0
0 0 0 1 4 1
1 0 0 0 1 4




0 4 1 0 0 0
0 1 3 1 0 0
0 0 1 3 1 0
0 0 0 1 3 1
1 0 0 0 1 3




0 4 0 0 0 0
0 0 3 1 0 0
0 0 1 2 1 0
0 0 0 1 2 1
1 0 0 0 1 2




0 3 0 0 0 0
0 0 3 0 0 0
0 0 0 2 1 0
0 0 0 1 1 1
1 0 0 0 1 1




0 2 0 0 0 0
0 0 2 0 0 0
0 0 0 2 0 0
0 0 0 0 1 1
1 0 0 0 1 0




0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
1 0 0 0 0 0
0 0 0 0 0 1

Figure 5.3: A sample matrix to show that the original Birkhoff heuristic can
obtain BvN decomposition with n permutation matrices while the optimum
one has 3.
Analysis of the two heuristics
As we will see in Section 5.4, GreedyBvN can obtain a much smaller num-
ber of permutation matrices compared to the Birkhoff heuristic. Here, we
compare these two heuristics theoretically. First we show that the original
Birkhoff heuristic does not have any constant ratio approximation guaran-
tee. Furthermore, for an n×n matrix, its worst-case approximation ratio is
Ω(n).
We begin with a small example shown in Fig. 5.3. We decompose a
6 × 6 matrix A(0) which has an optimal BvN decomposition with three
permutation matrices; the main diagonal, the one containing the entries
equal to 4, and the one containing the remaining entries. For simplicity,
we used integer values in our example. However, since the row and column
sums of A(0) is equal to 6, it can be converted to a doubly stochastic matrix
by dividing all the entries to 6. Instead of the optimal decomposition, in the
figure, we obtain the permutation matrices as the original Birkhoff heuristic
does. Each red-colored entry set is a permutation and contains the minimum
possible value, 1.
In the following, we show how to generalize the idea for having matri-
ces of arbitrarily large size, with three permutation matrices in an optimal
decomposition, while the original Birkhoff heuristic obtains n permutation
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matrices.
Lemma 5.4. The worst-case approximation ratio of the Birkhoff heuristic
is Ω(n).
Proof. For any given integer n ≥ 3, we show that there is a matrix of size
n × n whose optimal BvN decomposition has 3 permutations, whereas the
Birkhoff heuristic obtains a BvN decomposition with exactly n permutation
matrices. The example in Fig. 5.3 is a special case for n = 6 for the following
construction process.
Let f : {1, 2, . . . , n} → {1, 2, . . . , n} be the function f(x) = (x mod n) +
1. Given a matrix M, let M′ = F(M) be another matrix containing the
same set of entries where the function f(·) is used on the coordinate indices
to redistribute the entries of M on M′. That is mi,j = m
′
f(i),f(j). Since f(·)
is one-to-one and onto, if M is a permutation matrix then F(M) is also a
permutation matrix. We will start with a permutation matrix, and run it
through F for n− 1 times to obtain n permutation matrices, which are all
different. By adding these permutation matrices, we will obtain a matrix A
whose optimal BvN decomposition has three permutation matrices, while
the n permutation matrices used to create A correspond to a decomposition
that can be obtained by the Birkhoff heuristic.
Let P1 be the permutation matrix whose ones, which are partitioned
into three sets, are at the positions
1st set︷ ︸︸ ︷
(1, 1),
2nd set︷ ︸︸ ︷
(n, 2),
3rd set︷ ︸︸ ︷
(2, 3), (3, 4), . . . , (n− 1, n) . (5.9)
Let us use F(·) to generate a matrix sequence Pi = F(Pi−1) for 2 ≤ i ≤ n.
For example, P2’s nonzeros are at the positions
1st set︷ ︸︸ ︷
(2, 2),
2nd set︷ ︸︸ ︷
(1, 3) ,
3rd set︷ ︸︸ ︷
(3, 4), (4, 5), . . . , (n, 1) .
We then add the Pis to build the matrix
A = P1 + P2 + · · ·+ Pn .
We have the following observations about the nonzero elements of A:
1. ai,i = 1 for all i = 1, . . . , n, and only Pi has a one at the position (i, i).
These elements are from the first set of positions of the permutation
matrices, as identified in (5.9). When put together, these n entries
form a permutation matrix P(1).
2. ai,j = 1 for all i = 1, . . . , n and j = ((i + 1) mod n) + 1, and only
Ph, where h = (i mod n) + 1, has a one at the position (i, j). These
elements are from the second set of positions of the permutation ma-
trices, as identified in (5.9). When put together, these n entries form
a permutation matrix P(2).
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3. ai,j = n − 2 for all i = 1, . . . , n and j = (i mod n) + 1, where all
P` for ` ∈ {1, . . . , n} \ {i, j} have a one at the position ai,j . These
elements are from the third set of positions of the permutation matri-
ces, as identified in (5.9). When put together, these n entries form a
permutation matrix P(3) multiplied by the scalar (n− 2).
In other words, we can write
A = P(1) + P(2) + (n− 2) ·P(3) ,
and see that A has a BvN decomposition with three permutation matrices.
We note that each row and column of A contains three nonzeros; and hence
three is the smallest number of permutation matrices in a BvN decomposi-
tion of A.
Since the minimum element in A is 1, and each Pi contains one such
element, the Birkhoff heuristic can obtain a decomposition using Pi for
i = 1, . . . , n. Therefore, the Birkhoff heuristic’s approximation is no better
than n3 , which can be made arbitrarily large.
We note that GreedyBvN will optimally decompose the matrix A used
in the proof above.
We now analyze the theoretical properties of GreedyBvN. We first give
a lemma, identifying a pattern in its output.
Lemma 5.5. The heuristic GreedyBvN obtains α1, . . . , αk in a non-increasing
order α1 ≥ · · · ≥ αk, where αj is obtained at the jth step.
We observed through a series of experiments that the performance of
GreedyBvN depends on the values in the matrix, and there seems to be no
constant factor approximation [74].
We create a set of n × n matrices. To do that, we first fix a set of
z permutation matrices {C1, . . . ,Cz} of size n × n. These permutation
matrices with varying values of α will be used to generate the matrices.
The matrices are parameterized by the subscript i and each Ai is created as
follows: Ai = α1 ·C1 +α2 ·C2 + · · ·+αz ·Cz where each αj for j = 1, . . . , z
is a randomly chosen integer in the range [1, 2i], and we also set a randomly
chosen αj equivalent to 2
i to guarantee the existence of at least one large
value even in the unlikely case that all other values are not large enough.
As can be seen, each Ai has the same structure and differs from the rest
only in the values of αj ’s that are chosen. As a consequence, they all can
be decomposed by the same set of permutation matrices.
We present our results in two sets of experiments shown in Table 5.1, for
two different n. We create five random Ai for i ∈ {10, 20, 30, 40, 50}, that
is we have five matrices with the parameter i, and there are five different i.
We have n = 30 and z = 20 in the first set, and n = 200 and z = 100 in
the second set. Let ki be the number of permutation matrices GreedyBvN
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n = 30 and z = 20
average worst case
i ki ki/z ki ki/z
10 59 2.99 63 3.15
20 105 5.29 110 5.50
30 149 7.46 158 7.90
40 184 9.23 191 9.55
50 212 10.62 227 11.35
n = 200 and z = 100
average worst case
i ki ki/z ki ki/z
10 268 2.69 280 2.80
20 487 4.88 499 4.99
30 716 7.16 726 7.26
40 932 9.33 947 9.47
50 1124 11.25 1162 11.62
Table 5.1: Experiments showing the dependence of the performance of
GreedyBvN on the values of the matrix elements. n is the matrix size;
i ∈ {10, 20, 30, 40, 50} is the parameter for creating matrices using αj ∈
[1, 2i]; z is the number of permutation matrices used in creating Ai. Five
experiments for a given pair of n and i. GreedyBvN obtains ki permutation
matrices. The average and the maximum number of permutation matrices
obtained by GreedyBvN for five random instances are given. ki/z is a lower
bound on the performance of GreedyBvN, as z ≥ Opt.
obtains for a given Ai. The table gives the average and the maximum
ki of five different Ai, for a given n and i pair. By construction, each
Ai has a BvN with z permutation matrices. Since z is no smaller than
the optimal value, the ratio kiz gives a lower bound on the performance of
GreedyBvN. As seen from the experiments, as i increases, the performance
of GreedyBvN gets increasingly worse. This shows that a constant ratio
worst case approximation of GreedyBvN is unlikely. While the performance
depends on z (for example, for small z, GreedyBvN is likely to obtain near
optimal decompositions), it seems that the size of the matrix does not largely
affect the relative performance of GreedyBvN.
Now we attempt to explain the above results theoretically.
Lemma 5.6. Let α?1P
?
1 + · · · + α?kP?k? be a BvN decomposition of a given
doubly stochastic matrix A with the smallest number k? of permutation ma-
trices. Then, for any BvN decomposition of A with ` ≥ k? permutation




. If the coefficients are integers (e.g., when
A is a matrix with constant row and column sums of integral values), we
have ` ≤ k? ·maxi α?i .
Proof. Consider a BvN decomposition α1P1 + · · ·+ α`P` with ` ≥ k?. As-
sume without loss of generality that α?1 ≥ · · · ≥ α?k? and α1 ≥ · · · ≥ α`.
We know that the coefficients of these two decompositions sum up to the







Since α` is the smallest of α, and α
?
1 is the largest of α
?, we have









By assuming integer values, we see that α` ≥ 1 and thus
` ≤ k? ·max
i
α?i .
This lemma evaluates the approximation guarantee of a given BvN de-
composition. It does not seem very useful, because of the fact that even if
we have mini αi, we do do not have maxi α
?
i . Luckily, we can say more in
the case of GreedyBvN.
Corollary 5.1. Let k? be the smallest number of permutation matrices in
a BvN decomposition of a given doubly stochastic matrix A. Let α1 and
α` be the first and last coefficients obtained by the heuristic GreedyBvN for
decomposing A. Then, ` ≤ k? · α1α` .
Proof. This is easy to see, as GreedyBvN obtains the coefficients in a non-
increasing order (see Lemma 5.5), and α1 ≥ α?j for all 1 ≤ j ≤ k? for any
BvN decomposition containing α?j .
Lemma 5.6 and Corollary 5.1 give a posteriori estimates of the perfor-
mance of the heuristic GreedyBvN, in that one looks at the decomposition
and tells how good it is. This potentially can reveal a good performance.
For example, when GreedyBvN obtains a BvN decomposition with all coeffi-
cients equivalent, then we know that it is an optimal BvN. The same cannot
be told for the Birkhoff heuristic though (consider the example proceed-
ing Lemma 5.4). We also note that the ratio given in Corollary 5.1 should
usually be much larger than the practical performance.
5.4 Experiments
We present results with the two heuristics. We note that the original Birkhoff
heuristic was not concerned with the minimality of the number of permu-
tation matrices. Therefore, the presented results are not for comparing the
two heuristics, but for giving results with what is available. We give results
on two different set of matrices. The first set contains real world, sparse
matrices, preprocessed to be doubly stochastic. The second set contains a
few randomly created, dense, doubly stochastic matrices.
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Birkhoff GreedyBvN





aft01 8205 125567 21 0.0e+00 0.160 2000 1.000 120
aft02 8184 127762 82 1.0e-06 0.000 1434 1.000 234
barth 6691 46187 13 0.0e+00 0.160 2000 1.000 71
barth4 6019 40965 13 0.0e+00 0.140 2000 1.000 61
bcspwr10 5300 21842 14 1.0e-06 0.380 2000 1.000 63
bcsstk38 8032 355460 614 0.0e+00 0.000 2000 1.000 592∗
benzene 8219 242669 37 0.0e+00 0.000 2000 1.000 113
c-29 5033 43731 481 1.0e-06 0.000 2000 1.000 870
EX5 6545 295680 48 0.0e+00 0.020 2000 1.000 229
EX6 6545 295680 48 1.0e-06 0.030 2000 1.000 226
flowmeter0 9669 67391 11 0.0e+00 0.510 2000 1.000 58
fv1 9604 85264 9 0.0e+00 0.620 2000 1.000 50
fv2 9801 87025 9 0.0e+00 0.620 2000 1.000 52
fxm3 6 5026 94026 129 1.0e-06 0.130 2000 1.000 383
g3rmt3m3 5357 207695 48 1.0e-06 0.050 2000 1.000 223
Kuu 7102 340200 98 0.0e+00 0.000 2000 1.000 330
mplate 5962 142190 36 0.0e+00 0.030 2000 1.000 153
n3c6-b7 6435 51480 8 0.0e+00 1.000 8 1.000 8
nemeth02 9506 394808 52 0.0e+00 0.000 2000 1.000 109
nemeth03 9506 394808 52 0.0e+00 0.000 2000 1.000 115
olm5000 5000 19996 6 1.0e-06 0.750 283 1.000 14
s1rmq4m1 5489 262411 54 0.0e+00 0.000 2000 1.000 211
s2rmq4m1 5489 263351 54 0.0e+00 0.000 2000 1.000 208
SiH4 5041 171903 205 0.0e+00 0.000 2000 1.000 574
t2d q4 9801 87025 9 2.0e-06 0.500 2000 1.000 54
Table 5.2: Birkhoff’s heuristic and GreedyBvN on sparse matrices from the
UFL collection. The column τ contains the number of nonzeros in a matrix.
The column dmax contains the maximum number of nonzeros in a row or
a column, setting up a lower bound for the number k of permutation ma-
trices in a BvN decomposition. The column “dev.” contains the maximum
deviation of a row/column sum of a matrix A from 1, in other words the
value max{‖A1 − 1‖∞, ‖1TA − 1T‖∞} reported to six significant digits.
The two heuristics are run to obtain at most 2000 permutation matrices, or
until they accumulated a sum of at least 0.9999 with the coefficients. In one
matrix (marked with ∗), GreedyBvN obtained this number in less than dmax
permutation matrices—increasing the limit to 0.999999 made it return with
908 permutation matrices.
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The first set of matrices was created as follows. We have selected all ma-
trices with the following properties from the SuiteSparse Matrix Collection
(UFL) [59]: square, has at least 5000 and at most 10000 rows, fully inde-
composable, and there are at most 50 and at least 2 nonzeros per row. This
gave a set of 66 matrices. These 66 matrices are from 30 different groups of
problems; we have chosen at most two per group to remove any bias that
might be arising from the group. This resulted in 32 matrices which we
preprocessed as follows to obtain a set of doubly stochastic matrices. We
first took the absolute values of the entries to make the matrices nonnega-
tive. Then, we scaled them to be doubly stochastic using the algorithm of
Knight et al. [141] with a tolerance of 10−6 with at most 1000 iterations.
With this setting, the scaling algorithm tries to get the maximum deviation
of a row/column sum from 1 to be less than 10−6 within 1000 iterations. In
7 matrices, the deviation was larger than 10−4. We deemed this too big a
deviation from a doubly stochastic matrix and discarded those matrices. At
the end, we had 25 matrices given in Table 5.2.
We run the two heuristics for the BvN decomposition to obtain at most
2000 permutation matrices, or until they accumulated a sum of at least
0.9999 with the coefficients. The accumulated sum of coefficients
∑k
i=1 αi
and the number of permutation matrices k for the Birkhoff and GreedyBvN
heuristics are given in Table 5.2. As seen in this table, GreedyBvN obtains
a much smaller number of permutation matrices than Birkhoff’s heuristic,
except the matrix n3c6-b7. This is a special matrix, with eight nonzeros in
each row and column and all nonzeros are 1/8. Both heuristics find the same
(minimum) number of permutation matrices. We note that the geometric
mean of the ratios k/dmax is 3.4 for GreedyBvN.
The second set of matrices was created as follows. For n ∈ {100, 200, 300},
we created five matrices of size n×n whose entries are randomly chosen in-
tegers between 1 and 100 (we performed tests with integers between 1 and
20 and the results were close to what we present here). We then scaled them
to be doubly stochastic using the algorithm of Knight et al. [141] with a tol-
erance of 10−6 with at most 1000 iterations. We run the two heuristics for
the BvN decomposition such that at most n2−2n+ 2 permutation matrices
are found, or the total value of the coefficients was larger than 0.9999. We
then took the average of the five instances with the same n. The results
are in Table 5.3. In this table again, we see that GreedyBvN obtains much
smaller k than Birkhoff’s heuristic.
The experimental observation that GreedyBvN performs better than the
Birkhoff heuristic is not surprising. This is for two reasons. First, as stated
before, the original Birkhoff heuristic is not concerned with the number of
permutation matrices. Second, the heuristic GreedyBvN is an adaptation of
the Birkhoff heuristic to have large reductions at each step.







100 0.99 9644 1.00 388
200 0.99 39208 1.00 717
300 1.00 88759 1.00 1042
Table 5.3: Birkhoff’s heuristic and GreedyBvN on random dense matrices.
The maximum deviation of a row/column sum of a matrix A from 1, that
is max{‖A1− 1‖∞, ‖1TA− 1T‖∞} was always less than 10−6. For each n,
the results are the averages of five different instances.
5.5 A generalization of Birkhoff-von Neumann
theorem
We have exploited the BvN decomposition in the context of preconditioning
for solving linear systems [23]. As the decomposition is defined for nonnega-
tive matrices, we needed a generalization of it to cover all real matrices. To
motivate the generalized decomposition theorem, we give a brief summary
of the preconditioner.
5.5.1 Doubly stochastic splitting
For a given nonnegative matrix A, we first preprocess it to get a doubly
stochastic matrix (whose row and column sums are one). Then using this
doubly stochastic matrix, we select some fraction of some of the nonzeros of
A to be included in the preconditioner. The selection is done by taking a set
of permutation matrices along with their coefficients in a BvN decomposition
of the given matrix.
Assume we have a BvN decomposition of A as shown in (5.1). Then,
one can pick an integer r between 1 and k − 1 and split A as
A = M−N, (5.10)
where
M = α1P1 + · · ·+ αrPr, N = −αr+1Pr+1 − · · · − αkPk. (5.11)
Note that M and −N are doubly substochastic matrices.
Definition 5.1. A splitting of the form (5.10) with M and N given by (5.11)
is said to be a doubly substochastic splitting.
Definition 5.2. A doubly substochastic splitting A = M −N of a doubly
stochastic matrix A is said to be standard if M is invertible. We will call
such a splitting an SDS splitting.
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In general, it is not easy to guarantee that a given doubly substochastic
splitting is standard, except for some trivial situation such as the case r = 1,
in which case M is always invertible. We also have a characterization for
invertible M when r = 2.
Theorem 5.2. A sufficient condition for M =
∑r
i=1 αiPi to be invertible is
that one of the αi with 1 ≤ i ≤ r be greater than the sum of the remaining
ones.
Let A = M −N be an SDS splitting of A and consider the stationary
iterative scheme
xk+1 = Hxk + c, H = M−1N, c = M−1b , (5.12)
where k = 0, 1, . . . and x0 is arbitrary. As seen in (5.12), M−1 or solvers
for My = z are required. As is well known, the scheme (5.12) converges
to the solution of Ax = b for any x0 if and only if ρ(H) < 1. Hence, we
are interested in conditions that guarantee that the spectral radius of the
iteration matrix
H = M−1N = −(α1P1 + · · ·+ αrPr)−1(αr+1Pr+1 + · · ·+ αkPk)
is strictly less than one. In general, this problem appears to be difficult.
We have a necessary condition (Theorem 5.3), and a sufficient condition
(Theorem 5.4) which is simple but restrictive.
Theorem 5.3. For the splitting A = M−N with M =
∑r
i=1 αiPi and N =
−
∑k





Theorem 5.4. Suppose that one of the αi appearing in M is greater than
the sum of all the other αi. Then ρ(M
−1N) < 1 and the stationary iterative
method (5.12) converges for all x0 to the unique solution of Ax = b.
We discuss how to build preconditioners meeting the sufficiency con-
ditions. Since M itself is doubly stochastic (up to a scalar ratio), we can
apply splitting recursively on M and obtain a special solver. Our motivation
is that the preconditioner M−1 can be applied to vectors via a number of
highly concurrent steps, where the number of steps is controlled by the user.
Therefore, the preconditioners (or the splittings) can be advantageous for
use in many-core computing systems. In the context of splittings, the appli-
cation of N to vectors also enjoys the same property. These motivations are
shared by recent work on ILU preconditioners, where their fine-grained com-
putation [48] and approximate application [12] are investigated for GPU-like
systems.
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Preconditioner construction
It is desirable to have a small number k in the Birkhoff-von Neumann de-
composition while designing the preconditioner—this was our motivation to
investigate the MinBvNDec problem. This is because of the fact that if we
use splitting, then k determines the number of steps in which we compute
the matrix-vector products. If we do not use all k permutation matrices,
having a few with large coefficients should help to design the preconditioner.
As stated in Lemma 5.5, GreedyBvN (Algorithm 11) obtains the coefficients
in a non-increasing order. We can therefore use GreedyBvN to build an M
such that it satisfies the sufficiency condition presented in Theorem 5.4.
That is, we can have M with α1∑k
i=1 αi
> 1/2, and hence M−1 can be applied
with splitting iterations. For this, we start by initializing M to α1P1. Then,
when a coefficient αj where j ≥ 2 is obtained at Line 5 of Algorithm 11,
we check if α1 will still be larger than the sum of other coefficients used in
building M, when we add αjPj to M. If so, we add αjPj to M and con-
tinue. In practice, we iterate the while loop until k is around 10 and collect
αj ’s as described above. Experiments on a set of challenging problems [23]
show that this preconditioner is more effective than ILU(0).
5.5.2 Birkhoff von-Neumann decomposition for arbitrary ma-
trices
In order to apply the preconditioners to all fully indecomposable sparse
matrices, we generalized the BvN decomposition as follows.
Theorem 5.5. Any (real) matrix A with total support can be written as a
convex combination of a set of signed, scaled permutation matrices.
Proof. Let B = abs(A) and consider R and C making RBC doubly stochas-
tic, which has a Birkhoff-von Neumann decomposition RBC =
∑k
i=1 αiPi.





where Qi = [q
(i)
jk ]n×n is obtained from Pi = [p
(i)






The scaling matrices can be inverted to express A.
De Werra [62] presents another generalization of the Birkhoff-von Neu-
mann theorem to arbitrary matrices. In De Werra’s generalization, instead
of permutation matrices, signed integral matrices are used to decompose the
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given matrix. The entries of the integral matrices used in the decomposition
have the same sign as the corresponding entries in the original matrix, but
there may be multiple nonzeros in a row or column. De Werra discusses
flow-based algorithms to obtain the decompositions. While the decomposi-
tion is costlier to obtain (general flow computations are usually costlier than
computing perfect matchings), it is also more general to handle rectangular
matrices as well.
5.6 Summary, further notes and references
We investigated the problem of obtaining a Birkhoff-von Neumann decom-
position of doubly stochastic matrices with the minimum number of per-
mutation matrices. We showed four results regarding this problem. First,
obtaining a BvN decomposition with the minimum number of permutation
matrices is NP-hard. Second, there are matrices whose decompositions with
the smallest number of permutation matrices cannot be obtained by any
Birkhoff-like heuristic. Third, the worst-case approximation ratio of the
original Birkhoff heuristic is Ω(n). On a more practical side, we proposed
a natural greedy heuristic (GreedyBvN) and presented experimental results
which demonstrated that this heuristic delivers results that are not far from
a trivial lower bound. We theoretically investigated GreedyBvN’s perfor-
mance and observed that its performance depends on the values of matrix
elements. We showed a bound using the first and the last coefficients found
by the heuristic. This chapter also included a generalization of the Birkhoff-
von Neumann theorem, in which we are able to express any real matrix
with a total support as a convex combination of scaled, signed permutation
matrices.
The shown bound for the performance of GreedyBvN is expected to be
much larger than what one observes in practice, as the bound can even be
larger than the upper bound on the number of permutation matrices. A
tighter analysis should be possible to explain the practical performance of
the GreedyBvN heuristic.
The heuristics we considered in this chapter were based on finding a per-
fect matching. Koopmans and Beckmann [143] present another constructive
proof of the Birkhoff theorem. This constructive proof splits the matrix as
A = βA1 +(1−β)A2, where 0 < β < 1, A1 and A2 being doubly stochastic
matrices. A related proof is also given by Horn and Johnson [118, Theorem
8.7.1], where β = 1/2. We review these two constructive proofs.
Let C be a cycle of length 2` with ` vertices in each part of the bipartite
graph, with vertices ri, ri+1, . . . , ri+`−1 on one side and ci, ci+1, . . . , ci+`−1
on the other side. Let us imagine the cycle drawn on the plane so that we
have horizontal edges of the form (rj , cj) for j = i, . . . , i + ` − 1, slanted
edges of the form (ri, ci+`−1) and (rj , cj−1) for j = i + 1, . . . , i + ` − 1. A














(b) ε2 = min{aij , aji}
Figure 5.4: A small example for Koopmans and Beckmann decomposition
approach.
small example is shown in Figure 5.4. Let ε1 and ε2 be the minimum value
of a horizontal and slanted edge, respectively. Koopmans and Beckmann
proceed as follows to obtain a BvN decomposition. Consider a matrix C1
which contains −ε1 at the positions corresponding to the horizontal edges
of C, ε1 at the positions corresponding to the slanted edges of C, and zeros
elsewhere. Then, define A1 = A + C1 (see Fig. 5.4a). It is easy to see that
each element of A1 is between 0 and 1, and row and column sums are the
same as in A. Therefore A1 is doubly stochastic. Similarly, consider C2
which contains ε2 at the positions corresponding to the horizontal edges of
C, −ε2 at the positions corresponding to the slanted edges of C, and zeros
elsewhere. Then, define A2 = A + C2 (see Fig. 5.4b) and observe that A2
is also doubly stochastic. By a simple arithmetic, we can set β = ε2ε1+ε2 and
write A = βA1 + (1 − β)A2. The observation that A1 and A2 contain at
least one more zero than A can then be used in an inductive hypothesis to
construct a decomposition, by recursively decomposing A1 and A2.
At first sight, the constructive approach of Koopmans and Beckmann
does not lead to an efficient algorithm. This is because of the fact that
A1 and A2 can have significant overlap and hence many permutation ma-
trices can be shared by A1 and A2, yielding combinatorially large space
requirement or very high run time. A variant of this algorithm needs to be
explored. First, note that we can find a cycle and manipulate the weights by
decreasing them along the horizontal edges and increasing them along the
slanted edges (not necessarily by annihilating the smallest weight) to create
another matrix. Then, we can take the modified matrix and manipulate
another cycle. At one point, one can decide to stop and create A1 this way;
with a suitable choice of coefficients the decomposition can thus proceed. At
the second sight, then, one observes that Koopmans and Beckmann method
calls for creative ideas for developing efficient and effective heuristics for
BvN decompositions.
Horn and Johnson, on the other hand, set ε to the smallest of ε1 and ε2.
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Without loss of generality, let ε1 be the smallest. Then, let C be a matrix
whose entries are {−1, 0, 1} corresponding to the negative, zero, and positive
entries of C1. Then let A1 = A + εC and A2 = A − εC. Both of these
matrices have nonnegative entries less than or equal to one, and have the
same row and column sums as A. We can then write A = 0.5A1 + 0.5A2
and recurse on A1 and A2 to obtain a decomposition (which stops when we
do not have any cycles).
Inspired by the approaches summarized above, we can optimally decom-
pose the matrix (5.8) used in showing that there are optimal decompositions
which cannot be obtained by Birkhoff-like heuristics. Let
A1 =

a+ b d c e 0
e a+ c b d 0
0 e d b+ c a
d b a 0 c+ e




a+ b d+ 2 · i c+ 2 · h e+ 2 · j 2 · f + 2 · g
e+ 2 · g a+ c b+ 2 · i d+ 2 · f 2 · h+ 2 · j
2 · f + 2 · j e+ 2 · h d+ 2 · g b+ c a+ 2 · i
d+ 2 · h b+ 2 · f a+ 2 · j 2 · g + 2 · i c+ e
c+ 2 · i 2 · g + 2 · j e+ 2 · f a+ 2 · h b+ d
 ,
and observe that A = 0.5A1 + 0.5A2. We can then use the permutations
containing the coefficients a, b, c, d, e to decompose A1 optimally with five
permutation matrices using GreedyBvN (in the decreasing order: first e,
then d, then c and so on). While decomposing A2 we need to use the
permutation matrices found for A1 with a careful selection of the coefficients
(instead of a+ b, we use a for example for the permutation associated with
a). Once we have consumed those five permutations, we can again resort
to GreedyBvN to decompose the remaining matrix optimally with the five
permutation matrices associated with f, g, h, i, and j. In this way, we have
an optimal decomposition for the matrix (5.8), by applying GreedyBvN to
A1 and carefully decomposing A2. We note that neither A1 nor A2 have
the same sum as A, in contrast to the two approaches above. Can we
systematize this line of reasoning to develop an effective heuristic to obtain
a BvN decomposition?
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Chapter 6
Matchings in hypergraphs
In this chapter, we investigate the maximum matching in d-partite, d-
uniform hypergraphs described in Section 1.3. The formal problem definition
is repeated below for convenience.
Maximum matching in d-partite d-uniform hypergraphs. Given
a d-partite d-uniform hypergraph, find a matching of maximum size.
We investigate effective heuristics for the problem above. This problem
has been studied mostly in the context of local search algorithms [119], and
the best known algorithm is due to Cygan [56] who provides a ((d+ 1 + ε)/3)-
approximation, building on previous work [57, 106]. It is NP-hard to approx-
imate the 3-partite case (Max-3-DM) within 98/97 [24]. Similar bounds
exist for higher dimensions: the hardness of approximation for d = 4, 5 and
6 are shown to be 54/53− ε, 30/29− ε, and 23/22− ε, respectively [109].
We propose five heuristics for the above problem. The first two heuris-
tics are the adaptations of the Greedy [78] and Karp-Sipser [128] heuristics
used in finding matchings in graphs (they are summarized in Chapter 4).
The proposed generalizations are referred to as Greedy-H and Karp-Sipser-H.
Greedy-H traverses the hyperedge list in random order and adds an edge
to the matching whenever possible. Karp-Sipser-H introduces certain rules
to Greedy-H to improve the cardinality. The third heuristic is inspired by a
recent scaling-based approach proposed for the maximum cardinality match-
ing problem on graphs [73, 74, 76]. The fourth heuristic is a modification
on the third one that allows for faster execution time. The last one finds
a matching for a reduced, (d − 1)-dimensional problem and exploits it for
the original matching problem recursively. This heuristic uses an exact al-
gorithm for the bipartite matching problem at each reduction. We perform
experiments to evaluate the performance of these heuristics on special classes
of random hypergraphs as well as real-life data.
One plausible way to tackle the problem is to create the line graph G
for a given hypergraph H. The line graph is created by identifying each
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hyperedge of H with a vertex in G, and by connecting two vertices of G
with an edge, iff the corresponding hyperedges share a common vertex in H.
Then, successful heuristics for computing large independent sets in graphs,
e.g., KaMIS [147], can be used to compute large matchings in hypergraphs.
This approach, although promising quality-wise, could be impractical. This
is so, since building G from H requires quadratic run time (in terms of the
number of hyperedges) and more importantly quadratic storage (again in
terms of the number of hyperedges) in the worst case. While this can be
acceptable in some instances, in some others it is not. We have such instances
in the experiments. Notice that while a heuristic for the independent set
problem can be of linear time complexity in graphs, due to our graphs being
a line graph, the actual complexity could be high.
6.1 Background and notation
Franklin and Lorenz [89] show that if a nonnegative d-dimensional tensor
X has the same zero-pattern as a d-stochastic tensor, one can apply a mul-
tidimensional version of the Sinkhorn-Knopp algorithm [202] (see also the
description in Section 4.1) to scale X to be d-stochastic. This is accom-




· · · · · u(d)id for all i1, . . . , id ∈ {1, . . . , n}.
In a hypergraph, if a vertex is a member of only a single hyperedge,
we call it a degree-1 vertex. Similarly, if a vertex is a member of only two
hyperedges, we call it a degree-2 vertex.
In the k-out random hypergraph model, given a set V of vertices, each
vertex u ∈ V selects k hyperedges from the set Eu = {e : e ⊆ V, u ∈ e} in
a uniformly random fashion and the union of these edges forms E. We are
interested in the d-partite, d-uniform case, and hence Eu = {e : |e ∩ Vi| =
1 for 1 ≤ i ≤ d, u ∈ e}. This model generalizes the random k-out bipartite
graphs [211]. Devlin and Kahn [67] investigate fractional matchings in these
hypergraphs, and mention in passing that k should be exponential in d to
ensure that a perfect matching exists.
6.2 The heuristics
A matching which cannot be extended with more edges is called maxi-
mal. The heuristics proposed here find maximal matchings on d-partite,
d-uniform hypergraphs. For such hypergraphs, any maximal matching is
a d-approximate matching. The bound is tight and can be verified for
d = 3. Let H be a 3-partite 3× 3× 3 hypergraph with the following edges
e1 = (1, 1, 1), e2 = (2, 2, 2), e3 = (3, 3, 3) and e4 = (1, 2, 3). The maximum
matching is {e1, e2, e3} but the edge {e4} alone forms a maximal matching.
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6.2.1 Greedy-H: A Greedy heuristic
Among the two variants of Greedy [78, 194], we adapt the first one, which
randomly visits the edges. The adapted version is referred to as Greedy-H,
and it visits the hyperedges in random order and adds the visited hyper-
edge to the matching whenever possible. Since only maximal matchings are
possible as its output, Greedy-H is a d-approximation heuristic.
6.2.2 Karp-Sipser-H: Adapting Karp-Sipser
The commonly used and analyzed version of the Karp-Sipser heuristics for
graphs applies degree-1 reductions, as summarized in Section 4.2.1. The
original version though applies two rules:
• At any time during the heuristic, if a degree-1 vertex appears it is
matched with its only neighbor.
• Otherwise, if a degree-2 vertex u appears with neighbors {v, w}, u
(and its edges) is removed from the current graph, and v and w are
merged to create a new vertex vw whose set of neighbors is the union
of those of v and w (except u). A maximum cardinality matching for
the reduced graph can be extended to obtain one for the current graph
by matching u with either v or w depending on vw’s match.
We now propose an adaptation of Karp-Sipser with the two rules for d-
partite, d-uniform hypergraphs. The adapted version is called Karp-Sipser-H.
Similar to the original one, the modified heuristic iteratively adds a random
hyperedge to the matching, remove its d endpoints, as well as their hyper-
edges. However, the random selection is not applied whenever hyperedges
defined by the following lemmas appear.
Lemma 6.1. During the heuristic, if a hyperedge e with at least d − 1
degree-1 endpoints appears, there exists a maximum cardinality matching in
the current hypergraph containing e.
Proof. Let H ′ be the current hypergraph at hand and e = (u1, . . . , ud) be a
hyperedge in H ′ whose first d−1 endpoints are degree-1 vertices. Let M ′ be
a maximum cardinality matching in H ′. If e ∈M ′, we are done. Otherwise,
assume that ud is the endpoint matched by a hyperedge e
′ ∈M ′ (note that
if ud is not matched M
′ can be extended with e). Since ui, 1 ≤ i < d, are
not matched in M ′, M ′ \ {e′} ∪ {e} defines a valid maximum cardinality
matching for H ′.
We note that it is not possible to relax the condition by using a hyperedge
e with less than d− 1 endpoints of degree-1; in M ′, two of e’s higher degree
endpoints could be matched with two different hyperedges, in which case
the substitution as done in the proof of the lemma will not be valid.
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Lemma 6.2. During the heuristic, let e = (u1, . . . , ud) and e
′ = (u′1, . . . , u
′
d)
be two hyperedges sharing at least one endpoint where for an index set I ⊂
{1, . . . , d} of cardinality d − 1, the vertices ui, u′i for all i ∈ I only touch
e and/or e′. That is for each i ∈ I, either ui = u′i is a degree-2 vertex
or ui 6= u′i and they are both degree-1 vertices. For j /∈ I, uj and u′j are
arbitrary vertices. Then, in the current hypergraph, there exists a maximum
cardinality matching having either e or e′.
Proof. Let H ′ be the current hypergraph at hand and j /∈ I be the remain-
ing part id. Let M ′ be a maximum cardinality matching in H ′. If either
e ∈ M ′ or e′ ∈ M ′, we are done. Otherwise, ui and u′i for all i ∈ I are
unmatched by M ′. Furthermore, since M ′ is maximal, uj must be matched
by M ′ (otherwise, M ′ can be extended by e). Let e′′ ∈M ′ be the hyperedge
matching uj . Then M
′ \ {e′′} ∪ {e} defines a valid maximum cardinality
matching for H ′.
Whenever such hyperedges appear, the rules below are applied in the
same order:
• Rule-1: At any time during the heuristic, if a hyperedge e with at
least d− 1 degree-1 endpoints appears, instead of a random edge, e is
added to the matching and removed from the hypergraph.
• Rule-2: Otherwise, if two hyperedges e and e′ as defined in Lemma 6.2
appear, they are removed from the current hypergraph with the end-
points ui, u
′
i for all i ∈ I. Then, we consider uj and u′j . If uj and
u′j are distinct, they are merged to create a new vertex uju
′
j , whose
hyperedge list is defined as the union of uj ’s and u
′
j ’s hyperedge lists.
If uj and u
′
j are identical, we rename uj as uju
′
j . After obtaining a
maximal matching on the reduced hypergraph, depending on the hy-
peredge matching uju
′
j , either e or e
′ can be used to obtain a larger
matching in the current hypergraph.
When Rule-2 is applied, the two hyperedges identified in Lemma 6.2 are
removed from the hypergraph, and only the hyperedges containing uj and/or
u′j have an update in their vertex list. Since the original hypergraph is d-
partite and d-uniform, that update is just a renaming of a vertex in the
concerned hyperedges (hence the resulting hypergraph is d-partite and d-
uniform).
Although the extended rules usually lead to improved results in compari-
son to Greedy-H, Karp-Sipser-H still adheres to the d-approximation bound of
maximal matchings. For the example given at the beginning of Section 6.2,
Karp-Sipser-H generates a maximum cardinality matching by applying the
first rule. However, when e5 = (2, 1, 3) and e6 = (3, 1, 3) are added to the
example, neither of the two rules can be applied. As before, in case e4 is
randomly selected, it alone forms a maximal matching.
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6.2.3 Karp-Sipser-H-scaling: Karp-Sipser with scaling
Karp-Sipser-H can be modified for better decisions in case neither of the two
rules apply. In this variant, instead of a random selection, we first scale the
adjacency tensor of H and obtain an approximate d-stochastic tensor X .
We then augment the matching by adding the edge which corresponds to
the largest value in X , when the rules do not apply. The modified heuristic
is summarized in Algorithm 12.
Algorithm 12: Karp-Sipser-H-scaling (H)
Data: A d-partite d-uniform n1 × · · · × nd hypergraph H = (V,E)
Result: A maximal matching M of H
1 M ← ∅ /* Initially M is empty */
2 S ← ∅ /* Stack for the merges for Rule-2 */
3 while H is not empty do
4 remove isolated vertices from H
5 if ∃e = (u1, . . . , ud) as in Rule-1 then
6 M ←M ∪ {e} /* Add e to the matching */
7 Apply the reduction Rule-1 on H
8 else if ∃e = (u1, . . . , ud), e′ = (u′1, . . . , u′d) and I as in Rule-2 then
9 Let j be the part index where j /∈ I
10 Apply the reduction Rule-2 on H by introducing the vertex uju
′
j
11 E′ = {(v1, . . . , uju′j , . . . , vd) : for all (v1, . . . , uj , . . . , vd) ∈ E}
/* memorize the hyperedges of uj */
12 S.push(e, e′, uju
′
j , E
′) /* Store the current merge */
13 else
14 X ← Scale(adj(H)) /* Scale the adjacency tensor of H */
15 e← arg max(u1,...,ud) (xu1,...,ud) /* Find the max. in X */
16 M ←M ∪ {e} /* Add e to the matching */
17 Remove all hyperedges of u1, . . . , ud from E
18 V ← V \ {u1, . . . , ud}
19 while S 6= ∅ do
20 〈e, e′, uju′j , E′〉 ← S.pop()
21 if uju
′
j is not matched by M then
22 M ←M ∪ {e}
23 else
24 Let e′′ ∈M be the hyperedge matching uju′j











30 M ←M ∪ {e}
Our inspiration comes from the d = 2 case [74, 76] described in Chap-
ter 4. By using the scaling method as a preprocessing step and choosing
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edges with a probability corresponding to the scaled entry, the edges which
are not included in a perfect matching become less likely to be chosen. Un-
fortunately for d ≥ 3, there is no equivalent of Birkhoff’s theorem as demon-
strated by the following lemma, whose proof can be found in the associated
technical report [75, Lemma 3].
Lemma 6.3. For d ≥ 3, there exist extreme points in the set of d-stochastic
tensors which are not permutation tensors.
These extreme points can be used to generate other d-stochastic ten-
sors as linear combinations. Due to the lemma above, we do not have the
theoretical foundation to imply that hyperedges corresponding to the large
entries in the scaled tensor must necessarily participate in a perfect match-
ing. Nonetheless, the entries not in any perfect matching tend to become
zero (not guaranteed for all though). For the worst case example of Karp-
Sipser-H described above, the scaling indeed helps the entries corresponding
to e4, e5 and e6 to become zero. See the discussion following the said lemma
in the technical report [75].
On a d-partite, d-uniform hypergraph H = (V,E), the Sinkhorn-Knopp
algorithm used for scaling operates in iterations, each of which requires
O(|E| × d) time. In practice, we perform only a few iterations (e.g., 10–20).
Since, we can match at most |V |/d hyperedges, the overall run time cost
associated with scaling is O(|V | × |E|). A straightforward implementation
of the second rule can take quadratic time in the worst case of a large number
of repetitive merges with a given vertex. In practice, more of a linear time
behavior should be observed for the second rule.
6.2.4 Karp-Sipser-H-mindegree: Hypergraph matching via
pseudo scaling
In Algorithm 12, applying scaling at every step can be very costly. Here
we propose an alternative idea inspired by the specifics of the Sinkhorn-
Knopp algorithm to reduce the overall cost. In particular, we can mimic
the first iteration of the Sinkhorn-Knopp algorithm to discover that we can
use the inverse of the degree of a vertex as its scaling vector. This assigns
each vertex a weight proportional to the inverse of its degree—hence not an
exact iteration of Sinkhorn-Knopp.
With this approach each hyperedge {i1, . . . , id} is associated with a value
1∏d
j=1 λij
, where λij denotes the degree of the vertex ij from jth part. The
selection procedure is the same as that of Algorithm 12, i.e., the edge with
the maximum value is added to the matching set. We refer to this algorithm
as Karp-Sipser-H-mindegree, as it selects a hyperedge based on a function of
the degrees of the vertices. With a straightforward implementation, finding
this hyperedge takes O(|E|) time. For a better efficiency, the edges can be
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stored in a heap and when the degree of a node v decreases, the increaseKey
heap operation can be called for all its edges.
6.2.5 Bipartite-reduction: Reduction to the bipartite match-
ing problem
A perfect matching in a d-partite, d-uniform hypergraph H remains perfect
when projected on a (d − 1)-partite, (d − 1)-uniform hypergraph obtained
by removing one of H’s dimensions. Matchability in (d − 1)-dimensional
sub-hypergraphs has been investigated [6] to provide an equivalent of Hall’s
Theorem for d-partite hypergraphs. These observations lead us to propose
a heuristic called Bipartite-reduction. This heuristic tackles the d-partite,
d-uniform case by recursively asking for matchings in (d−1)-partite, (d−1)-
uniform hypergraphs and so on, until d=2.
Let us start with the case where d = 3. Let G = (VG, EG) be the
bipartite graph with the vertex set VG = V1 ∪ V2 obtained by deleting V3
from a 3-partite, 3-regular hypergraph H = (V,E). The edge (u, v) ∈ EG iff
there exists a hyperedge (u, v, z) ∈ E. One can also assign a weight function
w(·) to the edges during this step such as
w(u, v) = |{z : (u, v, z) ∈ E}| . (6.1)
A maximum weighted (product, sum, etc.) matching algorithm can be used
to obtain a matching MG on G. A second bipartite graph G
′ = (VG′ , EG′)
is then created with VG′ = (V1 × V2) ∪ V3 and EG′ = {(uv, z) : (u, v) ∈
MG, (u, v, z) ∈ H}. Under this construction, any matching inG′ corresponds
to a valid matching in H. Furthermore, if the weight function (6.1) defined
above is used, the following holds (the proof is in the technical report [75,
Proposition 4]).
Proposition 6.1. Let w(MG) =
∑
(u,v)∈MG w(u, v) be the size of the match-
ing MG found in G. Then G
′ has w(MG) edges.
Thus, by selecting a maximum weighted matching MG and maximizing
w(MG), the largest number of edges will be kept in G
′.
For d-dimensional matching, a similar process is followed. First, an
ordering i1, i2, . . . , id of the dimensions is defined. At the jth bipartite re-
duction step, the matching is found between the dimension cluster i1i2 · · · ij
and dimension ij+1 by similarly solving a bipartite matching instance where
the edge (u1 · · ·uj , v) exists iff vertices u1, . . . , uj were matched in previous
steps, and there exists an edge (u1, . . . , uj , v, zj+2, . . . , zd) in H.
Unlike the previous heuristics, Bipartite-reduction does not have any ap-
proximation guarantee. We state this with the following lemma (the proof
is in the technical report [75, Lemma 5]).
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Lemma 6.4. If algorithms for the maximum cardinality or the maximum
weighted matching, with the suggested edge weights (6.1), problems are used,
then Bipartite-reduction has a worst-case approximation ratio of Ω(n).
6.2.6 Local-Search: Performing local search
A local search heuristic is proposed by Hurkens and Schrijver [119]. It starts
from a feasible maximal matching M and performs a series of swaps until
it is no longer possible. In a swap, k edges of M are replaced with at least
k+1 new edges from E\M so that the cardinality of M increases by at least
one. These k edges from M can be replaced with at most d× k new edges.
Hence, these edges can be found by a polynomial algorithm enumerating
all the possibilities. The approximation guarantee improves with higher k
values. Local search algorithms are limited in practice due to their high











-approximation is based on a different swap scheme but
is also not suited for large hypergraphs. We implement Local-Search as an
alternative from the literature to set a baseline.
6.3 Experiments
To understand the relative performance of the proposed heuristics, we con-
ducted a wide variety of experiments with both synthetic and real-life data.
The experiments were performed on a computer equipped with Intel Core
i7-7600 CPU and 16GB RAM. We investigate the performance of the pro-
posed heuristics Greedy-H, Karp-Sipser-H, Karp-Sipser-H-scaling, Karp-Sipser-
H-mindegree, and Bipartite-reduction. For d = 3, we also consider Local-
Search [119], which replaces one hyperedge from a maximal matching M
with at least two hyperedges from E \M to increase the cardinality of M .
We did not consider local search schemes for higher dimensions or with
better approximation ratios, as they are computationally too expensive.
For each hypergraph, we perform ten runs of Greedy-H and Karp-Sipser-H
with different random decisions and take the maximum cardinality obtained.
Since Karp-Sipser-H-scaling, Karp-Sipser-H-mindegree, and Bipartite-reduction
do not pick hyperedges randomly, we run them only once. We perform 20
steps of the scaling procedure in Karp-Sipser-H-scaling. We refer to quality
of a matching M in a hypergraph H as the ratio of M ’s cardinality to the
size of the smallest vertex partition of H.
On random hypergraphs
We perform experiments on two classes of d-partite, d-uniform random hy-
pergraphs where each part has n vertices. The first class contains random
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k k
d dd−3 dd−2 dd−1 d dd−3 dd−2 dd−1
2 - 0.87 1.00 2 - 0.84 1.00
3 0.80 1.00 1.00 3 0.88 1.00 1.00
n = 10 4 1.00 1.00 1.00 n = 30 4 0.99 1.00 1.00
5 1.00 1.00 1.00 5 * 1.00 1.00
2 - 0.88 1.00 2 - 0.87 1.00
3 0.85 1.00 1.00 3 0.84 1.00 1.00
n = 20 4 1.00 1.00 1.00 n = 50 4 ∗ 1.00 1.00
5 1.00 1.00 1.00 5 * * *
Table 6.1: The average maximum matching cardinalities of five random
instances over n on random k-out, d-partite, d-uniform hypergraphs for dif-
ferent k, d, and n. No runs for k = dd−3 for d = 2, and the problems marked
with ∗ were not solved within 24 hours.
k-out hypergraphs, and the second one contains sparse random hypergraphs.
Random k-out, d-partite, d-uniform hypergraphs
Here, we consider random k-out, d-partite, d-uniform hypergraphs described
in Section 6.1. Hence (ignoring the duplicate ones), these hypergraphs have
around d × k × n hyperedges. These k-out, d-partite, d-uniform hyper-
graphs have been recently analyzed in the matching context by Devlin and
Kahn [67]. They state in passing that k should be exponential in d for a
perfect matching to exist with high probability. The bipartite graph variant
of the same problem, i.e., with d = 2, has been extensively studied in the
literature [90, 124, 125, 211].
We first investigate the existence of perfect matchings in random k-out,
d-partite, d-uniform hypergraphs. For this purpose, we used CPLEX [1] to
solve the hypergraph matching problem exactly and found the maximum
cardinality of a matching in k-out hypergraphs with k ∈ {dd−3, dd−2, dd−1}
for d ∈ {2, . . . , 5} and n ∈ {10, 20, 30, 50}. For each (k, d, n) triple, we cre-
ated five hypergraphs and computed their maximum cardinality matchings.
For k = dd−3, we encountered several hypergraphs with no perfect match-
ing, especially for d = 3. The hypergraphs with k = dd−2 were also lacking
a perfect matching for d = 2. However, all the hypergraphs we created
with k = dd−1 had at least one. Based on these results, we experimentally
confirm Devlin and Kahn’s statement. We also conjecture that dd−1-out
random hypergraphs have perfect matchings almost surely. The average
maximum matching cardinalities we obtained in this experiment are given
in Table 6.1. In this table, we do not have results for k = dd−3 for d = 2,
and the cases marked with ∗ were not solved within 24 hours.
We now compare the performance of the proposed heuristics on random
k-out, d-partite, d-uniform hypergraphs d ∈ {3, 6, 9} and n ∈ {1000, 10000}.
We tested with k values equal to powers of 2 for k ≤ d log d. The results are
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summarized in Figure 6.1. For each (k, d, n) triplet, we create ten random in-
stances and present the average performance of the heuristics on them. The
x-axis in each figure denotes k, and the y-axis reports the matching cardinal-
ity over n. As seen, Karp-Sipser-H-scaling and Karp-Sipser-H-mindegree have
the best performance, comfortably beating the other alternatives. For d = 3
Karp-Sipser-H-scaling dominates Karp-Sipser-H-mindegree, but when d > 3
we see that Karp-Sipser-H-mindegree has the best performance. Local-Search
performs worse than Karp-Sipser-H-scaling and Karp-Sipser-H-mindegree but
better than others. Karp-Sipser-H performs better than Greedy-H. However,
their performances get closer as d increases. This is due to the fact that
the conditions for Rule-1 and Rule-2 hold less often for larger d, as we have
more restrictions to encounter in such cases. Bipartite-reduction has worse
performance than the others, and the gap in the performance grows as d
increases. This happens, since at each step, we impose more and more con-
ditions on the edges involved and there is no chance to recover from bad
decisions.
Sparse random d-partite, d-uniform hypergraphs
Here, we consider a random d-partite, d-uniform hypergraph Hi created with
i×n hyperedges. The parameters used for this experiment are i ∈ {1, 3, 5, 7},
n ∈ {4000, 8000}, and d ∈ {6, 9} (the associated paper presents further ex-
periments with d = 3) Each Hi is created by choosing the vertices of a
hyperedge uniformly at random for each dimension. We do not allow du-
plicate hyperedges. Another random hypergraph Hi+M is then obtained by
planting a perfect matching to Hi, that is a random perfect matching is
added to the pattern of Hi. We again generate ten random instances for
each parameter setting. We do not present results for Bipartite-reduction as
it was always worse than the others. The average quality of different heuris-
tics on these instances is shown in Figure 6.2. The experiments confirm
that Karp-Sipser-H performs consistently better than Greedy-H. Further-
more, Karp-Sipser-H-scaling performs significantly better than Karp-Sipser-H.
Karp-Sipser-H-scaling works even better than the local search heuristic [75,
Fig.2]), and it is the only heuristic that is capable of finding the planted per-
fect matchings for a significant number of the runs. In particular, it finds a
perfect matching on Hi+M ’s in all cases except for when d = 6 and i = 7.
Interestingly Karp-Sipser-H-mindegree outperforms Karp-Sipser-H-scaling on
His but is dominated on Hi+M s, where it is the second best performing
heuristic.
Evaluating algorithmic choices
We evaluate the use of scaling and the importance of Rule-1 and Rule-2.
Scaling vs no-scaling
































































(b) d = 6, n = 1000 (left) and n = 10000 (right)




























(c) d = 9, n = 1000 (left) and n = 10000 (right)
Figure 6.1: The performance of the heuristics on k-out, d-partite, d-uniform
hypergraphs with n vertices at each part. The y-axis is the ratio of matching
cardinality to n whereas the x-axis is k. No Local-Search for d = 6 and d = 9.
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Hi: Random hypergraph Hi+M : Random hypergraph + a perfect matching
Karp- Karp-Sipser-H- Karp-Sipser-H- Karp- Karp-Sipser-H- Karp-Sipser-H-
Greedy-H Sipser-H scaling mindegree Greedy-H Sipser-H scaling mindegree
i 4000 8000 4000 8000 4000 8000 4000 8000 4000 8000 4000 8000 4000 8000 4000 8000
1 0.31 0.31 0.35 0.35 0.35 0.35 0.36 0.37 0.62 0.61 0.90 0.89 1.00 1.00 1.00 1.00
3 0.43 0.43 0.47 0.47 0.48 0.48 0.54 0.54 0.51 0.50 0.56 0.55 1.00 1.00 0.99 0.99
5 0.48 0.48 0.52 0.52 0.54 0.54 0.61 0.61 0.52 0.52 0.56 0.55 1.00 1.00 0.97 0.97
7 0.52 0.52 0.55 0.55 0.59 0.59 0.66 0.66 0.54 0.54 0.57 0.57 0.84 0.80 0.71 0.70
(a) d = 6, without (left) and with (right) the planted matching
Hi: Random hypergraph Hi+M : Random hypergraph + a perfect matching
Karp- Karp-Sipser-H- Karp-Sipser-H- Karp- Karp-Sipser-H- Karp-Sipser-H-
Greedy-H Sipser-H scaling mindegree Greedy-H Sipser-H scaling mindegree
i 4000 8000 4000 8000 4000 8000 4000 8000 4000 8000 4000 8000 4000 8000 4000 8000
1 0.25 0.24 0.27 0.27 0.27 0.27 0.30 0.30 0.56 0.55 0.80 0.79 1.00 1.00 1.00 1.00
3 0.34 0.33 0.36 0.36 0.36 0.36 0.43 0.43 0.40 0.40 0.44 0.44 1.00 1.00 0.99 1.00
5 0.38 0.37 0.40 0.40 0.41 0.41 0.48 0.48 0.41 0.40 0.43 0.43 1.00 1.00 0.99 0.99
7 0.40 0.40 0.42 0.42 0.44 0.44 0.51 0.51 0.42 0.42 0.44 0.44 1.00 1.00 0.97 0.96
(b) d = 9, without (left) and with (right) the planted matching
Figure 6.2: Performance comparisons on d-partite, d-uniform hypergraphs
with n = {4000, 8000}. Hi contains i × n random hyperedges, and Hi+M






Figure 6.3: AKS : A challenging bipartite graph instance for Karp-Sipser.
Local Karp- Karp-Sipser-H- Karp-Sipser-H-
t Greedy-H Search Sipser-H scaling mindegree
2 0.53 0.99 0.53 1.00 1.00
4 0.53 0.99 0.53 1.00 1.00
8 0.54 0.99 0.55 1.00 1.00
16 0.55 0.99 0.56 1.00 1.00
32 0.59 0.99 0.59 1.00 1.00
Table 6.2: Performance of the proposed heuristics on 3-partite, 3-uniform
hypergraphs corresponding to XKS with n = 300 vertices in each part.
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performance of the heuristics on a particular family of d-partite, d-uniform
hypergraphs where their bipartite counterparts have been used before as
challenging instances for the original Karp-Sipser heuristic [76].
Let AKS be an n × n matrix discussed before in Figure 4.3 as a chal-
lenging instance to Karp-Sipser and shown in Figure 6.3 for convenience.
To adapt this scheme to hypergraphs/tensors, we generate a 3-dimensional
tensor XKS such that the nonzero pattern of each marginal of the 3rd di-
mension is identical to that of AKS . Table 6.2 shows the performance of the
heuristics (i.e., matching cardinality normalized with n) for 3-dimensional
tensors with n = 300 and t ∈ {2, 4, 8, 16, 32}.
The use of scaling indeed reduces the influence of the misleading hyper-
edges in the dense block R1 × C1, and the proposed Karp-Sipser-H-scaling
heuristic always finds the perfect matching as does Karp-Sipser-H-mindegree.
However, Greedy-H and Karp-Sipser-H perform significantly worse. Further-
more, Local-Search returns a 0.99-approximation in every case because it
ends up in a local optima.
Rule-1 vs Rule-2
We finish the discussion on the synthetic data by focusing on Karp-Sipser-
H. In the bipartite case, recent work [10] shows that both rules are needed
to obtain perfect matchings in a class of graphs. We present a family of
hypergraphs for which applying Rule-2 leads to much improved performance
than applying Rule-1 only.
We use Karp-Sipser-H-R1 to refer to Karp-Sipser-H without Rule-2. As
before, we describe first the bipartite case. Let ARF be a n × n matrix
with (ARF )i,j = 1 for 1 ≤ i ≤ j ≤ n, and (ARF )2,1 = (ARF )n,n−1 = 1.
That is ARF is composed of an upper triangular matrix and two additional
subdiagonal nonzeros. The first two columns and the last two rows have
two nonzeros. Assume without loss of generality that the first two rows are
merged by applying Rule-2 on the first column (which is discarded). Then
in the reduced matrix, the first column (corresponding to the second column
in the original matrix) will have one nonzero. Rule-1 can now be applied
whereupon the first column in the reduced matrix will have degree one.
The process continues similarly until the reduced matrix is a 2 × 2 dense
block, where applying Rule-2 followed by Rule-1 yields a perfect matching.
If only Rule-1 reductions are allowed, initially no reduction can be applied
and randomly chosen edges will be matched, which negatively affects the
quality of the returned matching.
For higher dimensions we proceed as follows. Let XRF be a d-dimensional
n × · · · × n tensor. We set (XRF )i,j,...,j = 1 for 1 ≤ i ≤ j ≤ n and
(XRF )1,2,...,2 = (XRF )n,n−1,...,n−1 = 1. By similar reasoning, we see that
Karp-Sipser-H with both reduction rules will obtain a perfect matching,
whereas Karp-Sipser-H-R1 will struggle. We give some results in Table 6.3
that show the difference between the two. We test for n ∈ {1000, 2000, 4000}









1000 0.83 0.45 0.85 0.47 0.80 0.31
2000 0.86 0.53 0.87 0.56 0.80 0.30
4000 0.82 0.42 0.75 0.17 0.84 0.45
Table 6.3: Quality of matching and the number r of the applications of
Rule-1 over n in Karp-Sipser-H-R1, for hypergraphs corresponding to XRF .
Karp-Sipser obtains perfect matchings.
and d ∈ {2, 3, 6}, and show the quality of Karp-Sipser-H-R1 and the num-
ber of times that Rule-1 is applied over n. We present the best result over
10 runs. As seen in Table 6.3, Karp-Sipser-H-R1 obtains matchings that
are about 13–25% worse than Karp-Sipser-H. Furthermore, the larger the
number of Rule-1 applications is, the higher the quality is.
On real-life tensors
We also evaluate the performance of the proposed heuristics on some real-
life tensors selected from the FROSTT library [203]. The descriptions of
the tensors are given in Table 6.4. For nips and uber, a dimension of size
17 and 24 is dropped respectively since they restrict the size of maximum
cardinality matching. As described before, a d-partite, d-uniform hyper-
graph is obtained from a d-dimensional tensor by keeping a vertex for each
dimension index, and a hyperedge for each nonzero. Unlike the previous
experiments, the parts of the hypergraphs obtained from real-life tensors in
Table 6.4 do not have an equal number of vertices. In this case, although the
scaling algorithm works along the same lines, its output is slightly different.
Let ni = |Vi| be the cardinality at ith dimension and nmax = max1≤i≤d ni
be the maximum one. By slightly modifying Sinkhorn-Knopp, for each iter-
ation of Karp-Sipser-H-scaling, we scale the tensor such that the marginals
in dimension i sum up to nmax/ni instead of one. The results in Table 6.4
resemble those from previous sections; Karp-Sipser-H-scaling has the best
performance and is slightly superior to Karp-Sipser-H-mindegree. Greedy-H
and Karp-Sipser-H are close to each other and when it is feasible, Local-Search
is better than them. We also see that in these instances Bipartite-reduction
exhibits a good performance: its performance is at least as good as Karp-
Sipser-H-scaling for the first three instances, but about 10% worse for the
last one.
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Local- Karp- Karp-Sipser-H- Karp-Sipser-H- Bipartite-
Tensor d Dimensions Greedy-H Search Sipser-H mindegree scaling Reduction
Uber 3 183× 1140× 1717 183 183 183 183 183 183
nips 3 2, 482 × 2, 862 ×
14, 036
1,847 1,991 1,839 2005 2,007 2,007
Nell-2 3 12, 092 × 9, 184 ×
28, 818
3,913 4,987 3,935 5,100 5,154 5,175
Enron 4 6, 066 × 5, 699 ×
244, 268× 1, 176
875 - 875 988 1,001 898
Table 6.4: Four real-life tensors and the performance of the proposed heuris-
tics on the corresponding hypergraphs. No result for Local-Search for Enron,
as it is four dimensional. Uber has 1,117,629 nonzeros, nips has 3,101,609
nonzeros, Nell-2 has 76,879,419 nonzeros, and Enron has 54,202,099 nonze-
ros.
Using an independent set solver
We compare Karp-Sipser-H-scaling and Karp-Sipser-H-mindegree with the idea
of reducing the maximum d-dimensional matching problem to that of finding
an independent set in the line graph of the given hypergraph. We show that
this transformation can obtain good results, but is restricted because line
graphs can require too much space.
We use KaMIS [147] to find independent sets in graphs. KaMIS uses a
plethora of reductions and a genetic algorithm in order to return high cardi-
nality independent sets. We use the default settings of KaMIS (where exe-
cution time is limited to 600 seconds) and generate the line graphs with effi-
cient sparse matrix–matrix multiplication routines. We run KaMIS, Greedy-
H, Karp-Sipser-H-scaling, and Karp-Sipser-H-mindegree on a few hypergraphs
from previous tests. The results are summarized in Table 6.5. The run time
of Greedy-H was less than one second in all instances. KaMIS operates in
rounds, and we give the quality and the run time of the first round and
the final output. We note that KaMIS considers the time-limit only after
the first round has been completed. As can be seen, while the quality of
KaMIS is always good and in most cases superior to Karp-Sipser-H-scaling
and Karp-Sipser-H-mindegree, it is also significantly slower (its principle is
to deliver high quality results). We also observe that the pseudo scaling of
Karp-Sipser-H-mindegree indeed helps to reduce the run time compared to
Karp-Sipser-H-scaling.
The line graphs of the real-life instances from Table 6.4 are too large to
be handled. We estimate using known techniques [50] the number of edges
in these graphs to range from 1.5 × 1010 to 4.7 × 1013; which translate to
126GB to 380TB of storage if edges are stored twice, using 4 bytes per edge.
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KaMIS Karp-Sipser-H- Karp-Sipser-H-
line graph Round 1 Output Greedy-H scaling mindegree
hypergraph gen. time quality time quality time quality quality time quality time
8-out, n =
1000, d = 3
10 0.98 80 0.99 600 0.86 0.98 1 0.98 1
8-out, n =
10000, d = 3
112 0.98 507 0.99 600 0.86 0.98 197 0.98 1
8-out, n =
1000, d = 9
298 0.67 798 0.69 802 0.55 0.62 2 0.67 1
n = 8000, d =
3, H3
1 0.77 16 0.81 602 0.63 0.76 5 0.77 1
n = 8000, d =
3, H3+M
2 0.89 25 1.00 430 0.70 1.00 11 0.91 1
Table 6.5: Run time (in seconds) and performance comparisons between
KaMIS, Greedy-H, and Karp-Sipser-H-scaling. The time required to create
the line graphs should be added to KaMIS’s overall time.
6.4 Summary, further notes and references
We have proposed heuristics for the maximum matching in d-partite, d-
uniform hypergraphs problem by generalizing existing heuristics for the
maximum cardinality matching in graphs. The experimental analysis on
various hypergraphs (both random and corresponding to real-life tensors)
show the effectiveness and efficiency of the proposed heuristics.
This being a recent study we have much future work. On the theoretical
side, we plan to investigate the stated conjecture that dd−1-out random hy-
pergraphs have perfect matchings almost always, and analyze the theoretical
guarantees of the proposed algorithms. On the practical side, we want to
test the use of the proposed hypergraph matching heuristics in the coarsen-
ing phase of the multilevel hypergraph partitioning tools. For this, we need
to adopt the proposed heuristics for the general hypergraph case (not nec-
essarily d-partite and d-uniform). Another future work is the investigation
of the weighted hypergraph matching problem, and the generalization and
use of the proposed heuristics for this problem. Solvers for this problem are
computational tools used in the multiple network alignment problem [179],









In this chapter, we investigate the minimum height elimination problem
described in Section 1.1. The formal problem definition is repeated below
for convenience.
Minimum height elimination tree. Given a directed graph, find an
ordering of its vertices so that the associated elimination tree has the
minimum height.
The standard elimination tree [200] has been used to expose parallelism
in sparse Cholesky, LU, and QR factorizations [5, 8, 116, 160]. Roughly, a
set of vertices without ancestor/descendant relations corresponds to a set
of independent tasks that can be performed in parallel. Therefore, the to-
tal number of parallel steps, or the critical path length, is equal to the
height of the tree on an unbounded number of processors [162, 214]. Ob-
taining an elimination tree with the minimum height for a given matrix
is NP-complete [193]. Therefore, heuristic approaches are used. One set
of heuristic approaches is to content oneself with the graph partitioning
based methods. These methods reduce some other important cost metrics
in sparse Cholesky factorization, such as the fill-in and the operation count,
while giving a shallow depth elimination tree [103]. When the matrix is un-
symmetric, the elimination tree for LU factorization [81] is useful to expose
parallelism. In this respect, the height of the tree, again, corresponds to the
number of parallel steps or the critical path length for certain factorization
schemes. Here, we develop heuristics to reduce the height of elimination
trees for unsymmetric matrices.
Consider the directed graph Gd obtained by replacing every edge of a
given undirected graph G by two directed edges pointing at opposite direc-
tions. Then, the cycle-rank (or the minimum height of an elimination tree)
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of Gd is closely related to the undirected graph parameter tree-depth [180,
p.128], which corresponds to the minimum height of an elimination tree for a
symmetric matrix. One can exploit this correspondence in the reverse sense
in an attempt to reduce the height of the elimination tree while producing
an ordering for the matrix. That is, one can use the standard undirected
graph model corresponding to the matrix A + AT , where the addition is
pattern-wise. This approach of producing an undirected graph for a given
directed graph by removing the direction of each edge is used in solvers such
as MUMPS [8] and SuperLU [63]. This way, the state of the art graph parti-
tioning based ordering methods can be used. We will compare the proposed
heuristics with such methods.
The height of the elimination tree, or the critical path length, is not
the only metric for efficient parallel LU factorization of unsymmetric matri-
ces. Depending on the factorization schemes, such as Gaussian elimination
with static pivoting (implemented in GESP [157]) or multifrontal based
solvers (implemented for example in WSMP [104]), other metrics come into
play (such as, the fill-in, the size of blocking in GESP based solvers, e.g.,
SuperLU MT [64], the maximum/minimum size of fronts for parallelism
in multifrontal solvers, or the communication). Nonetheless, the elimina-
tion tree helps to give an upper bound on the performance of the suitable
parallel LU factorization schemes under a fairly standard PRAM model
(assuming unit size computations, infinite number of processors, and no
memory/communication or scheduling overhead). Furthermore, our overall
approach is based on obtaining a desirable form for LU factorization, called
bordered block triangular form (or BBT form for short) [81]. This form
simplifies many algorithmic details of different solvers [81, 82] and is likely
to control the fill-in, as the nonzeros are constrained to be in the blocks of
a BBT form. If one orders a matrix without a BBT form and then obtains
this form, the fill-in can increase or decrease [83]. Hence, our BBT based
approach is likely to be helpful for LU factorization schemes exploiting the
BBT form as well in controlling the fill-in.
7.1 Background
We define Gs = (V,Es) as the graph associated with the directed graph
G such that Es = {{vi, vj} : (vi, vj) ∈ E}. A directed graph G is called
complete if (u, v) ∈ E for all vertex pairs (u, v).
Let T = (V, r, ρ) be a rooted tree. An ordering σ : V ↔ {1, . . . , n} is a
bijective function. An ordering σ is called topological if σ(ρ(vj)) > σ(vj) for
all vj ∈ V. Finally, a postordering is a special form of topological ordering
in which the vertices of each subtree are ordered consecutively.
Let A be an n × n unsymmetric matrix with m off-diagonal nonzero
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(c) Elimination tree T(A)
Figure 7.1: A sample 9 × 9 unsymmetric matrix A, the corresponding di-
rected graph G(A) and elimination tree T(A).
vertex set V = {1, . . . , n} and an edge set E = {(i, j) : aij 6= 0} of m edges.
We adopt GA instead of G(A) when a subgraph notion is required.
An elimination digraph Gk(A) = (Vk, Ek) is defined for 0 ≤ k < n with
the vertex set Vk = {k + 1, . . . , n} and the edge set
Ek =
{
E : k = 0
Ek−1 ∪ {(i, j) : (i, k), (k, j) ∈ Ek−1} : k > 0
.
We also define V k = {1, . . . , k}, for each 0 ≤ k < n.
We assume that A is irreducible and the LU-factorization A = LU exists
where L and U are unit lower and upper triangular, respectively. Since the
factors L and U are triangular, their standard directed graph models G(L)
and G(U) are acyclic. Eisenstat and Liu [81] define the elimination tree
T(A) as follows. Let
Parent(i) = min{j : j > i and j G(L)===⇒ i G(U)===⇒ j} ,
where a
G
=⇒ b means that there is path from a to b in the graph G, then
Parent(i) corresponds to the parent of vertex i in T(A) for i < n, and for
the root n, we put Parent(n) =∞.
We now illustrate some of the definitions. Figure 7.1a displays a sample
matrix A with 9 rows/columns and 26 nonzeros. Figure 7.1b shows the
standard directed graph representation G(A) of this matrix. Upon elimina-
tion of vertex 1, the three edges (3, 2),(6, 2), and (7, 2) are added, and vertex
1 is removed, to build the elimination digraph G1(A). On the right side,
Figure 7.1c shows the elimination tree T(A) where height h(T(A)) = 5.
Here, the parent vertex of 1 is 3, as GA[{1, 2}] is not strongly connected but
GA[{1, 2, 3}] is (thanks to the cycle 1 → 2 → 3 → 1). The cross edges of
G(A) with respect to the elimination tree T(A) are represented by dashed
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directed arrows in Figure 7.1c. The initial order is topological, but not pos-
tordered. However, 8, 1, 2, 3, 5, 4, 6, 7, 9 is a postordering of T(A), and does
not respect the cross edges.
7.2 The critical path length and the elimination
tree height
We summarize rowwise and columnwise LU factorization schemes, also known
as ikj and jik variants [70], here to be referred as row-LU and column-LU,
respectively. Then, we show that the critical path lengths for the parallel
row-LU and column-LU factorization schemes are equivalent to the elimina-
tion tree height whenever the matrix has a certain form.
Let A be an n×n irreducible unsymmetric matrix, and A = LU, where
L and U are unit lower and upper triangular, respectively. Algorithms 13
and 14 display the row-LU and column-LU factorization schemes, respec-
tively. Both schemes update the given matrix A so that the U = [uij ]i≤j
factor is formed by the upper triangular (including the diagonal) entries of
the matrix A at the end. The L = [`ij ]i≥j factor is formed by the multipliers
(`ik = aik/akk for i > k) and a unit diagonal. We assume a coarse-grain
parallelization approach [122, 160]. In Algorithm 13, task i is defined as the
task of computing rows i of L and U, and denoted as Trow(i). Similarly,
in Algorithm 14, task j is defined as the task of computing the columns j of
both L and U factors, and denoted as Tcol(j). The dependencies between
the tasks can be represented with the directed acyclic graphs of LT and U,
for row-LU and column-LU factorization of A, respectively.
Algorithm 13: Row-LU(A)
1 for i = 1 to n do
2 Trow(i):
3 for each k < i and aik 6= 0 do
4 for each j > k st akj 6= 0 do
5 aij ← aij − akj × (aik/akk)
Algorithm 14: Column-LU(A)
1 for j = 1 to n do
2 Tcol(j):
3 for each k < j st akj 6= 0 do
4 for each i > k st aik 6= 0 do
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(c) Task dependency graph
G(U)
Figure 7.2: The filled matrix L + U (a), task dependency graphs G(LT) for
row-LU (b) and G(U) for column-LU (c).
Figure 7.2 illustrates the mentioned dependencies. Figure 7.2a shows
the matrix L + U corresponding to the factors of the sample matrix A
given in Figure 7.1a. In this figure, the blue hexagons and green circles are
the fill-ins in L and U, respectively. Subsequently, Figures 7.2b and 7.2c
show the task dependency graphs for row-LU and column-LU factorizations,
respectively. The blue dashed directed edges in Figure 7.2b, and the green
dashed directed edges in Figure 7.2c correspond to the fill-ins. All edges
in Figures 7.2b and 7.2c show dependencies. For example, in the column-
LU, the second column depends on the first one, as the values in the first
column of L are needed while computing the second column. This is shown
in Figure 7.2c with a directed edge from the first vertex to the second one.
We now consider postorderings of the elimination tree T(A). Let T [k]
denote the set of vertices in the subtree of T(A) rooted at k. For a postorder-
ing, the order of siblings is not specified in general sense. A postordering is
called upper bordered block triangular (BBT) if the topological order among
the sibling vertices is respected, that is, a vertex k is numbered before a
sibling vertex ` if there is an edge in G(A) that is directed from T [k] to
T [`]. Similarly, we call a postordering a lower BBT if the sibling vertices
are ordered in reverse topological. As an example, the initial order of ma-
trix given in Figure 7.1 is neither upper nor lower BBT, however, the order
8, 6, 1, 2, 3, 5, 4, 7, 9 would be an upper BBT (see Figure 7.1c). The follow-
ing theorem shows the relation between a BBT postordering and the task
dependencies in LU factorizations.
Theorem 7.1 ([81]). Assuming the edges are directed from child to parent,
T(A) is the transitive reduction of G(LT) and G(U) when A is upper and
lower BBT ordered, respectively.
We follow this theorem with a corollary which provides the motivation
for reducing the elimination tree height.
Corollary 7.1. The critical path length of the task dependency graph is


















(b) The directed graph G(L̃T)
Figure 7.3: The filled matrix of matrix Ã = L̃Ũ in BBT form (a) and the
task dependency graph G(L̃T) for row-LU (b).
equal to the elimination tree height h(T(A)) for row-LU factorization when
A is upper BBT ordered, and for column-LU factorization when A is lower
BBT ordered.
Figure 7.3 demonstrates the discussed points on a matrix Ã, which is the
permuted A of Figure 7.1a with the upper BBT postordering 8, 6, 1, 2, 3, 5, 4, 7, 9.
Figure 7.3a and 7.3b show the filled matrix L̃ + Ũ such that Ã = L̃Ũ, and
the corresponding task dependency graph G(L̃T) for row-LU factorization,
respectively. As seen in Figure 7.3b, there are only tree (solid) and back
(dashed) edges with respect to elimination tree T(Ã), due to the fact that
T(Ã) is the transitive reduction of G(L̃T) (see Theorem 7.1). In the figure,
the blue edges refer to fill-in nonzeros. As seen in the figure, there is a path
from each vertex to the root, and a critical path 1 → 3 → 5 → 7 → 9 has
length 5 which coincides with the height of T(Ã).
7.3 Reducing the elimination tree height
We propose a top-down approach to reorder a given matrix leading to a
short elimination tree. The bigger lines of the proposed approach form a
generalization of the state of the art methods used in Cholesky factorization
(and are based on nested dissection [94]). We give the algorithms and dis-
cussions for the upper BBT form; they can be easily adapted for the lower
BBT form. The proofs of Proposition 7.1, and Theorems 7.2–7.4 are omitted
from the presentation and can be found in the original paper [136].
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7.3.1 Theoretical basis
Let A be an n× n sparse unsymmetric irreducible matrix and T(A) be its
elimination tree. In this case, a BBT decomposition of A can be represented
as a permutation of A with a permutation matrix P such that
ABBT =

A11 A12 . . . A1K A1B





AB1 AB2 . . . ABK ABB
 , (7.1)
where ABBT = PAP
T , the number of diagonal blocks K > 1, and Akk is
irreducible for each 1 ≤ k ≤ K. The border AB∗ is called minimal if there is
no permutation matrix P′ 6= P such that P′AP′T is a BBT decomposition
and A′B∗ ⊂ AB∗. That is, the border AB∗ is minimal if we cannot remove
columns from AB∗ and the corresponding rows from AB∗, permute them
together to a diagonal block, and still have a BBT form. We give the
following proposition aimed to be used for Theorem 7.2.
Proposition 7.1. Let A be in upper BBT form and the border AB∗ be
minimal. The elimination digraph Gκ(A) is complete where κ =
∑K
i=1 |Akk|.
The following theorem provides a basis for reducing the elimination tree
height h(T(A)).
Theorem 7.2. Let A be in upper BBT form, and the border AB∗ be mini-
mal. Then,
h(T(A)) = |AB∗|+ max
1≤k≤K
h(T(Akk)) .
The theorem says that the critical path length in the parallel LU factor-
ization methods summarized in Section 7.2 can be expressed recursively in
terms of the border and the critical path length of a block with the maxi-
mum size. This holds for the row-LU scheme when the matrix A is in an
upper BBT form, and for the column-LU scheme, when A is in a lower BBT
form. Hence, having a small border size and diagonal blocks of similar size
is likely to lead to reduced critical path length.
7.3.2 Recursive approach: Permute
We propose a recursive approach to reorder a given matrix so that the elim-
ination tree is reduced. Algorithm 15 gives the overview of the solution
framework. The main procedure Permute takes an irreducible unsymmet-
ric matrix A as its input. It calls PermuteBBT to decompose A into a
BBT form, ABBT. Upon obtaining such a decomposition, the main pro-
cedure calls itself on each diagonal block Akk, recursively. Whenever the
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matrix becomes sufficiently small (its size gets smaller than τ), the proce-
dure PermuteBT is called in order to compute a fine BBT decomposition
in which the diagonal blocks are of unit size, here to be referred as bordered
triangular (BT) decomposition, and the recursion terminates.
Algorithm 15: Permute(A)
1 if |A| < τ then /* Recursion terminates */
2 PermuteBT(A)
3 else
4 ABBT ← PermuteBBT(A) /* As given in (7.1) */
5 for k ← 1 to K do
6 Permute(Akk) /* Subblocks of ABBT */
7.3.3 BBT decomposition: PermuteBBT
Permuting A into a BBT form translates into finding a strong (vertex) sep-
arator of G(A), where the strong separator itself corresponds to the border
AB∗. Regarding to Theorem 7.2, we are particularly interested in finding
minimal borders.
Let G = (V,E) be a strongly connected directed graph. A strong sep-
arator (also called directed vertex separator [138]) is defined as a vertex set
S ⊂ V such that G−S is not strongly connected. Moreover, S is said to be
minimal if G− S′ is strongly connected for any proper subset S′ ⊂ S.
The algorithm that we propose to find a strong separator is based on bi-
partitioning of directed graphs. In case of undirected graphs, typically, there
are two kinds of graph partitioning methods which differ by their separators:
edge separators and vertex separators. An edge (or vertex) separator is a set
of edges (or vertices) whose removal leaves the graph disconnected.
A BBT decomposition of a matrix may have three or more subblocks (as
seen in (7.1)). However, the algorithms we use to find a strong separator
utilize 2-way partitioning, which in turn constructs two parts, each of which
may potentially have several components. For the sake of simplicity in the
presentation, we assume that both parts are strongly connected.
We introduce some notation in order to ease the discussion. For a pair
of vertex subsets (U,W ) of directed graph G, we write U 7→W , if there may
be some edges from U to W , but there is no edge from W to U . Besides,
U ↔ W and U 6↔ W are used in a more natural way, that is, U ↔ W
implies that there may be edges in both directions, whereas U 6↔ W refers
to absence of such an edge between U and W .
We cast our problem of finding strong separators as follows: For a given
directed graph G, find a vertex partition Π∗ = {V1, V2, S}, where S refers
































(b) Covers for E2 7→1 (left)












(c) Matrix view of ΠES
Figure 7.4: A sample 2-way partition ΠES = {V1, V2} by edge separator (a),
bipartite graphs and covers for directed cuts E27→1 and E17→2 (b), and the
matrix view of ΠES .
cardinality, the part sizes are close to each other, and either V1 7→ V2 or
V2 7→ V1.
7.3.4 Edge-separator-based method
The first step of the method is to obtain a 2-way partition ΠES = {V1, V2} of
G by edge separator. We build two strong separators upon ΠES and choose
the one with the smaller cardinality.
For an edge separator ΠES = {V1, V2}, the directed cut Ei 7→j is defined
as the set of edges directed from Vi to Vj , i.e., Ei 7→j = {(u, v) ∈ E : u ∈
Vi, v ∈ Vj}, and we say that a vertex set S covers Ei 7→j if for any edge
(u, v) ∈ Ei 7→j , either u ∈ S or v ∈ S, for i 6= j ∈ {1, 2}.
Initially, we have V1 ↔ V2. Our goal is to find a subset of vertices
S ⊂ V so that either Ṽ1 7→ Ṽ2 or Ṽ2 7→ Ṽ1, where Ṽ1 and Ṽ2 are the sets
of remaining vertices in V1 and V2 after the removal of those vertices in S,
that is, Ṽ1 = V1 − S and Ṽ2 = V2 − S. The following theorem serves to the
purpose of finding such a subset S.
Theorem 7.3. Let G = (V,E) be a directed graph, ΠES = {V1, V2} be an
edge separator of G and S ⊆ V . Now, Ṽi 7→ Ṽj if and only if S covers Ej 7→i,
for i 6= j ∈ {1, 2}.
The problem of finding a strong separator S can be encoded as finding
a minimum vertex cover in the bipartite graph whose edge set is populated
only by the edges of Ej 7→i. Algorithm 16 gives the pseudocode. As seen
in the algorithm, we find two separators S17→2 and S2 7→1, which cover E27→1
and E17→2, and result in Ṽ1 7→ Ṽ2 and Ṽ2 7→ Ṽ1, respectively. At the end, we
take the strong separator with the smaller cardinality.
In this method, how the edge separator is found matters. The objective
for ΠES is to minimize the cutsize Ψ(ΠES) which is typically defined over
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Algorithm 16: FindStrongVertexSeparatorES(G)
1 ΠES ← GraphBipartiteES(G) /* ΠES = {V1, V2} */
2 Π17→2 ← FindMinCover(G,E2 7→1)
3 Π27→1 ← FindMinCover(G,E1 7→2)
4 if |S17→2| < |S27→1| then
5 return Π1 7→2 = {Ṽ1, Ṽ2, S17→2} /* Ṽ1 7→ Ṽ2 */
6 else
7 return Π2 7→1 = {Ṽ1, Ṽ2, S27→1} /* Ṽ2 7→ Ṽ1 */
the cut edges as follows:
Ψes(ΠES) = |Ec| = |{(u, v) ∈ E : π(u) 6= π(v)}| , (7.2)
where u ∈ Vπ(u) and v ∈ Vπ(v), and Ec refers to set of cut edges. We note
that the use of the above metric in Algorithm 16 is a generalization of a
method used for symmetric matrices [161]. However, Ψes(ΠES) is loosely
related to the size of the cover found in order to build the strong separator.
A more suitable metric would be the number of vertices from which a cut
edge emanates or the number of vertices to which a cut edge is directed.
Such a cutsize metric can be formalized as follows:
Ψcn(ΠES) = |Vc| = |{v ∈ V : ∃(u, v) ∈ Ec}| . (7.3)
The following theorem shows the close relation between Ψcn(ΠES) and the
size of the strong separator S.
Theorem 7.4. Let G = (V,E) be a directed graph, ΠES = {V1, V2} be an
edge separator of G, and Π∗ = {Ṽ1, Ṽ2, S} be the strong separator built upon
ΠES. Then, |S| ≤ Ψcn(ΠES)/2.
Apart from the theorem, we also note that optimizing (7.3) is likely to
yield bipartite graphs which are easier to cover than those resulting from
optimizing (7.2). This is because of the fact that all edges emanating from a
single vertex or many different vertices are considered as the same with (7.2),
whereas those emanating from a single vertex are preferred in (7.3).
We note that the cutsize metric as given in (7.3) can be modeled using
hypergraphs. The hypergraph that models this cutsize metric (called the
column-net hypergraph model [39]) has the same vertex set as the directed
graph G = (V,E), and a hyperedge for each vertex v ∈ V that connects
all u ∈ V such that (u, v) ∈ E. Any partition of the vertices of this hyper-
graph that minimizes the number of hyperedges in the cut induces a vertex
partition on G, with an edge separator that minimizes the cutsize accord-
ing to the metric (7.3). A similar statement holds for another hypergraph




































Figure 7.5: Π2 7→1, the strong separator built upon S2 7→1, the cover of E17→2
given in 7.4b (a), the matrix ABBT obtained by Π2 7→1 (b) and the elimination
tree T(ABBT).
Figures 7.4 and 7.5 give an example for finding a strong separator based
on an edge separator. In Figure 7.4a, the red curve implies the edge separa-
tor ΠES = {V1, V2} such that V1 = {4, 6, 7, 8, 9}, the green vertices, and V2 =
{1, 2, 3, 5}, the blue vertices. The cut edges of E27→1 = {(2, 7), (5, 4), (5, 9)}
and E17→2 = {(6, 1), (6, 3), (7, 1)} are given in color blue and green, respec-
tively. We see two covers for the bipartite graphs corresponding to each of
the directed cuts E27→1 and E17→2 in Figure 7.4b. As seen in Figure 7.4c,
these directed cuts refer to nonzeros of the off-diagonal blocks in matrix
view. Figure 7.5a gives the strong separator Π2→1 built upon ΠES by the
cover S2→1 = {1, 6} of the bipartite graph corresponding to E1→2, which is
given on the right of 7.4b. Figures 7.5b and 7.5c depict the matrix view of
the strong separator Π2→1, and the corresponding elimination tree, respec-
tively. It is worth mentioning that in matrix view, V2 proceeds V1, since
we use Π2→1 instead of Π1→2. As seen in 7.5c, since the permuted ma-
trix (in Figure 7.5b) has an upper BBT postordering, all cross edges of the
elimination tree are headed from left to right.
7.3.5 Vertex-separator-based method
A vertex separator is a strong separator restricted so that V1 6↔ V2. This
method is based on refining the separator so that either V1 7→ V2 or V1 7→ V2.
The vertex separator can be viewed as a 3-way vertex partition ΠV S =
{V1, V2, Ŝ}. As in the previous method based on edge separators, we build
two strong separators upon ΠV S and select the one having the smaller strong
separator.
The criterion used to find an initial vertex separator can be formalized
as
Ψvs(ΠV S) = |Ŝ| . (7.4)
Algorithm 17 gives the overall process to obtain a strong separator. This
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algorithm follows Algorithm 16 closely. Here, the procedure that refines the
initial vertex separator, namely RefineSeparator, works as follows. It
visits the separator vertices once, and moves the vertex at hand, if possible,
to V1 or V2 so that Vi 7→ Vj after the movement, where i 7→ j is specified as
either 1 7→ 2 or 2 7→ 1.
Algorithm 17: FindStrongVertexSeparatorVS(G)
1 ΠV S ← GraphBipartiteVS(G) /* ΠV S = {V1, V2, Ŝ} */
2 Π1→2 ← RefineSeparator(G,ΠV S , 1→ 2)
3 Π2→1 ← RefineSeparator(G,ΠV S , 2→ 1)
4 if |S1→2| < |S2→1| then
5 return Π1→2 = {Ṽ1, Ṽ2, S1→2} /* Ṽ1 → Ṽ2 */
6 else
7 return Π2→1 = {Ṽ1, Ṽ2, S2→1} /* Ṽ2 → Ṽ1 */
7.3.6 BT decomposition: PermuteBT
The problem of permuting A into a BT form can be decoded as finding a
feedback vertex set, which is defined as a subset of vertices whose removal
makes a directed graph acyclic. In matrix view, a feedback vertex set corre-
sponds to border AB∗ when the matrix is permuted into a BBT form (7.1),
where each Aii, for i = 1, . . . ,K, is of unit size.
The problem of finding a feedback vertex set of size less than a given
value is NP-complete [126], but fixed-parameter tractable [44]. In literature,
there are greedy algorithms that perform well in practice [152, 184]. In this
work, we adopt the algorithm proposed by Levy and Low [152].
For example, in Figure 7.5, we observe that the sets {5} and {8} are used
as the feedback-vertex sets for Ṽ1 and Ṽ2, respectively, which is the reason
those rows/columns are permuted last in their corresponding subblocks.
7.4 Experiments
We investigate the performance of the proposed heuristic, here to be referred
as BBT, in terms of the elimination tree height and ordering time. We have
three variants of BBT: (i) BBT-es, based on minimizing the edge cut (7.2); (ii)
BBT-cn, based on minimizing the hyperedge cut (7.3); (iii) BBT-vs, based on
minimizing the vertex separator (7.4). As a baseline, we used MeTiS [130]
on the symmetrized matrix A + AT . MeTiS uses state of the art methods
to order a symmetric matrix and leads to short elimination trees. Its use in
the unsymmetric case on A+AT is a common practice. BBT is implemented
in C and compiled with mex of MATLAB which uses gcc 4.4.5. We used
MeTiS library for graph partitioning according to the cutsize metrics (7.2)
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and (7.4). For the edge cut metric (7.2), we input MeTiS the graph of
A + AT , where the weight of the edge {i, j} is 2 (both aij , aji 6= 0) or
1 (either aij 6= 0 or aji 6= 0, but not both). For the vertex separator
metric (7.4), we input the graph of A+AT (no weights) to the corresponding
MeTiS procedure. We implemented the cutsize metric given in (7.3) using
PaToH [40] (in the default setting) for hypergraph partitioning using the
column-net model (we did not investigate the use of row-net model). We
performed the experiments on an AMD Opteron Processor 8356 with 32 GB
of RAM.
In the experiments, for each matrix we detected dense rows and columns,
where a row/column is deemed to be dense if it has at least 10
√
n nonzeros.
We applied MeTiS and BBT on the submatrix of non-dense rows/columns,
and produced the final ordering by appending the dense rows/columns after
the permutations obtained for the submatrices. The performance results are
computed as the median of eleven runs.
Recall from Section 7.3.2 that whenever the size of the input matrix
is smaller than the parameter τ , the recursion terminates in BBT variants
and a feedback-vertex-set-based BT decomposition is applied. We first in-
vestigate the effect of τ in order to suggest a concrete approach. For this
purpose, we build a dataset of matrices, called UFL below. The matrices in
UFL are from the SuiteSparse Matrix Collection [59] and chosen with the
following properties: square, 5K ≤ n ≤ 100K, nnz ≤ 1M, real, and not
of type Graph. These criteria enable an automatic selection of matrices
from different application domains without having to specify the matrices
individually. Other criteria could be used; ours help to select a large set of
matrices each of which is not too small and not too large to be handled easily
within Matlab. We exclude matrices recorded as Graph in the SuiteSparse
collection, because most of these matrices have nonzeros from a small set of
integers (for example {−1, 1}) and are reducible. We further detect matrices
with the same nonzero pattern in the UFL dataset and keep only one matrix
per unique nonzero pattern. We then preprocess the matrices by applying
MC64 [72] in order to permute the columns so that the permuted matrix has
a maximum diagonal product. Then, we identify the irreducible blocks us-
ing Dulmage-Mendelsohn decomposition [77], permute the matrices to block
diagonal form and delete all entries that lie in the off-diagonal blocks. This
type of preprocessing is common in similar studies [83], and corresponds
to preprocessing for numerics and reducibility. After this preprocessing, we
discard the matrices whose total (remaining) number of nonzeros is less than
twice its size, or whose pattern symmetry is greater than 90%, where the
pattern symmetry score is defined as (nnz(A)−n)/(nnz(A+AT)−n)−0.5.
We ended up with 99 matrices in the UFL dataset.
In Table 7.1, we summarize the performance of the BBT variants as nor-
malized to that of MeTiS on the UFL dataset for the recursion termination
parameter τ ∈ {3, 50, 250}. The table presents the geometric means of per-
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Tree Height (h(A)) Ordering Time
τ -es -cn -vs -es -cn -vs
3 0.81 0.69 0.68 1.68 3.53 2.58
50 0.84 0.71 0.72 1.26 2.71 1.91
250 0.93 0.82 0.86 1.12 2.12 1.43
Table 7.1: Statistical indicators of the performance of BBT variants on the
UFL dataset normalized to that of MeTiS with recursion termination param-
eter τ ∈ {3, 50, 250}.
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(b) BBT-vs / MeTiS Ordering Time
Figure 7.6: BBT-vs / MeTiS performance on the UFL dataset. Dashed, green
lines mark the geometric mean of the ratios.
formance results over all matrices of the dataset. As seen in the table, for
smaller values of τ , all BBT variants achieve shorter elimination trees at a
cost of increased processing time to order the matrix. This is because of the
fast but probably not of very high quality local ordering heuristic—as dis-
cussed before, the heuristic here does not directly consider the height of the
subtree corresponding to the submatrix as an optimization goal. Other τ
values could also be tried but we find τ = 50 as a suitable choice in general,
as it performs close to τ = 3 in quality and close to τ = 250 in efficiency.
From Table 7.1, we observe that BBT-vs method performs in the mid-
dle of the other two BBT variants, but close to BBT-cn, in terms of the tree
height. All the three variants improve the height of the tree with respect
to MeTiS. Specifically, at τ = 50, BBT-es, BBT-cn, and BBT-vs obtain im-
provements of 16%, 29% and 28%, respectively. The graph based methods
BBT-es and BBT-vs run slower than MeTiS, as they contain additional over-
heads of obtaining the covers and refining the separators of A + AT for
A. For example, at τ = 50, the overheads result in 26% and 171% longer
ordering time for BBT-es and BBT-vs, respectively. As expected, the hy-
pergraph based method BBT-cn is much slower than others (for example,
112% longer ordering time with respect to MeTiS with τ = 50). Since we
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identify BBT-vs as fast and of high quality (it is close to the best BBT variant
in terms of the tree height and the fastest one in terms of the run time),
we display its individual performance results in detail, with τ = 50, in Fig-
ure 7.6. In Figures 7.6a and 7.6b, each individual point represents the ratio
BBT-vs / MeTiS, in terms of tree height and ordering time, respectively.
As seen in Figure 7.6a, BBT-vs reduces the elimination tree height on 85
out of 99 matrices in the UFL dataset, and achieves a reduction of 28%, in
terms of the geometric mean, with respect to MeTiS (the green dashed line
in the figure represents the geometric mean). We observe that the pattern
symmetry and the reduction in the elimination tree height highly correlate
after a certain pattern symmetry score. More precisely, the correlation co-
efficient between the pattern symmetry and the normalized tree height is
0.6187 for those matrices with pattern symmetry greater than 20%. This
is of course in agreement with the fact that LU factorization methods ex-
ploiting the unsymmetric pattern have much to gain on matrices with lower
pattern symmetry score and less to gain otherwise than the alternatives. On
the other hand, as seen in Figure 7.6b, BBT-vs performs consistently slower
than MeTiS, with an average of 91% slow down.
The fill-in generally increases [83] when a matrix is reordered into a BBT
form with respect to the original ordering using the elimination tree. We
noticed that BBT-vs almost always increases the number of nonzeros in L
(by 157% with respect to MeTiS in a set of matrices). However, the number
of nonzeros in U almost always decreases (by 15% with respect to MeTiS
in the same dataset). This observation may be exploited during Gaussian
elimination where L is not stored.
7.5 Summary, further notes and references
We investigated the elimination tree model for unsymmetric matrices as a
means of capturing dependencies among the tasks in row-LU and column-
LU factorization schemes. Specifically, we focused on permuting a given
unsymmetric matrix to obtain an elimination tree with reduced height in
order to expose higher degree of parallelism by minimizing the critical path
length in parallel LU factorization schemes. Based on the theoretical find-
ings, we proposed a heuristic, which orders a given matrix to a bordered
block diagonal form with a small border size and blocks of similar sizes, and
then locally orders each block. We presented three variants of the proposed
heuristic. These three variants achieved, on average, 24%, 31%, and 35%
improvements with respect to a common method of using MeTiS (a state
of the art tool used for the Cholesky factorization) on a small set of matri-
ces. On a larger set of matrices, the performance improvements were 16%,
28%, and 29%. The best performing variant is about 2.71 times slower than
MeTiS on the larger set, while others are slower by factors of 1.26 and 1.91.
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Although numerical methods implementing the LU factorization with
the help of the standard elimination tree are well developed, those imple-
menting the LU factorization using the elimination discussed in this section
are lacking. A potential implementation will have to handle many schedul-
ing issues and therefore the use of a runtime system seems adequate. On
the combinatorial side, we believe that there is a need for a direct method
to find strong separators, which would give better performance in terms of
the quality and the run time.
Chapter 8
Sparse tensor ordering
In this chapter, we investigate the tensor ordering problem described in
Section 1.5. The formal problem definition is repeated below for convenience.
Tensor ordering. Given a sparse tensor X , find an ordering of the
indices in each dimension so that the nonzeros of X have indices close
to each other.
We propose two ordering algorithms for this problem. The first proposed
heuristic BFS-MCS is a breadth first search (BFS)-like approach based on
the maximum cardinality search family and works on the hypergraph repre-
sentation of the given tensor. The second proposed heuristic Lexi-Order
is an extension of doubly lexical ordering of matrices to tensors. We show
the effects of these schemes in the MTTKRP performance when the ten-
sors are stored in three existing sparse tensor formats: coordinate (COO),
compressed sparse fiber (CSF), and hierarchical coordinate (HiCOO). The
associated paper [156] has further contributions with respect to paralleliza-
tion and includes results on parallel implementations of MTTKRP with the
three formats, as well as runs with Candecomp/Parafac decomposition al-
gorithms.
8.1 Three sparse tensor storage formats
We consider the three state-of-the-art tensor formats (COO, CSF, HiCOO)
which are all for general unstructured sparse tensors.
Coordinate format (COO)
The coordinate (COO) format is the simplest yet arguably most popular
format by far. It stores each nonzero value along with all of its position
indices, shown in Figure 8.1a. i, j, k are indices (inds) of the nonzeros stored
in the val array.
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Figure 8.1: Three common formats for sparse tensors (example is originally
from [155]).
Compressed sparse fibers (CSF)
Compressed Sparse Fiber (CSF) is a hierarchical, fiber-centric format that
effectively generalizes the CSR matrix format to tensors. An example of its
representation appears in Figure 8.1b. Conceptually, CSF organizes nonzero
indices into a tree. Each level corresponds to a tensor mode, and each
nonzero is a path from the root to a leaf. The indices of CSF are stored in
cinds with the pointers stored in cptrs to indicate the locations of nonzeros
at the next level. Since cptrs needs to show the range up to nnz, we use βint
or βlong accordingly for differently sized-tensors.
Hierarchical coordinate format (HiCOO)
Hierarchical Coordinate (HiCOO) [155] format derives from COO format,
but improves upon it by compressing the indices in units of sparse tensor
blocks. HiCOO stores a sparse tensor in a sparse-blocked pattern with a
pre-specified block size B, meaning in B×· · ·×B blocks. It represents every
block by compactly storing its nonzero triples using fewer bits. Figure 8.1c
shows the example tensor given 2 × 2 × 2 blocks (B = 2). For a third-
order tensor, bi, bj, bk are block indices indexing tensor blocks; ei, ej, ek are
element indices indexing nonzeros within a tensor block. A bptr array stores
the pointers of each block’s beginning locations, and val saves all the nonzero
values. The block ratio αb of a HiCOO representation of tensor is defined as
the number of blocks divided by the number of nonzeros in the tensor. The
average slice size per tensor block cb of a HiCOO representation of tensor is
defined as the average slice size per tensor block. These two key parameters
describe the effectiveness of storing a tensor in the HiCOO format.
Comparing the three tensor formats, HiCOO and COO treat every mode
equally and do not assume any mode order, these preserve the mode-generic
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(a) Tensor

































Figure 8.2: A sparse tensor and the associated hypergraph.
orientation [155]. CSF has a strong mode-specificity, since the tree structure
implies a mode ordering for enumeration of nonzeros. Besides, comparing to
COO format, HiCOO and CSF save storage space and memory footprints
whereas achieve higher performance generally.
8.2 Problem definition and solutions
Our objective is to improve the performance of Mttkrp and therefore CPD
algorithms based on the three tensor storage formats described above. We
will achieve this objective by ordering (or relabeling) the indices in one or
more modes of the input tensor so as to improve the data locality in the
tensor and the factor matrices of an Mttkrp operation. Take for example
two nonzeros (i2, j2, k1) and (i2, j2, k2) of a third-order tensor in Figure 8.2.
Relabeling k1 and k2 to other two indices close to each other will potentially
improve cache hits for both tensor and their corresponding rows of factor
matrices in the Mttkrp operation. Besides, it will also influence the tensor
storage for some formats. (Analysis will be illustrated in Section 8.2.3.)
We propose two ordering heuristics. The aim of the heuristics is to
arrange the nonzeros close to each other, in all modes. If we were to look
at matrices, this would correspond to reordering the rows and columns so
that all nonzeros are clustered around the diagonal. This way, nonzeros in a
row or column would be close to each other, and any blocking (by imposing
fixed sized blocks) would have nonzero blocks only around the diagonal.
The proposed heuristics are based on these observations and try to obtain
similar behavior for tensors. The output of a reordering algorithm is the
permutations for all modes being used to relabel tensor indices of them.
8.2.1 BFS-MCS
BFS-MCS is a breadth first search (BFS)-like heuristic approach based
on the maximum cardinality search family [207]. We first construct the d-
partite, d-uniform hypergraph for a sparse tensor as described in Section 1.5.
Recall that in this hypergraph, the vertices are tensor indices in all modes
and hyperedges represent its nonzero entries. Figure 8.2 shows the hyper-
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graph associated with a sparse tensor. Here, the vertices are blank circles,
and hyperedges are represented by grouping vertices.
For an Nth-order sparse tensor, we need to find the permutations for
N modes. We determine a permutation for a given mode n (permn) of a
tensor X ∈ RI1×···×IN as follows. Suppose some of the indices of mode n are
already ordered. Then, BFS-MCS picks the next to-be-ordered index as
the one with the strongest connection to the currently ordered index set. In
the case of ties, it selects the index with the smallest number of nonzeros in
the corresponding sub-tensor. Intuitively, a stronger connection represents
more common indices in the modes other than n among an unordered vertex
and the already ordered ones. This means more data from factor matrices
can be reused in Mttkrp, if found in cache.
Algorithm 18: BFS-MCS ordering based on maximum cardinal-
ity search for a given mode.
Data: An Nth-order sparse tensor X ∈ RI1×···×IN , hypergraph
G = (V,E), mode n
Result: Permutation permn
1 wp(i)← 0 for i = 1, . . . , In
2 ws(i)← −|X (. . . , i, . . .)| /* number of nonzeros with i in mode n */
3 Build max-heap Hn for mode-n indices with wp and ws as the primary
and secondary keys respectively.
4 mV (i)← 0 for i = 1, . . . , In










9 for en ∈ hyperedges of v(0)n do
10 for v ∈ en, v is not in mode n and mV (v) = 0 do
11 mV (v)← 1
12 for e ∈ hyperedges of v and e 6= en do
13 vn ← vertex in mode n of e
14 if inHeap(vn) then
15 wp(vn)← wp(vn) + 1
16 heapUpdateKey(Hn,wp(vn))
17 return permn;
The process is implemented for all mode-n indices by maintaining a
max-heap with two keys. The primary key of an index is the number of
connections to the currently ordered indices. The secondary key is the
number of nonzeros in the corresponding (N − 1)th-order sub-tensor, e.g.,
X (:, . . . , :, in, :, . . . , :), where the smaller secondary key values signify higher
priority. The secondary keys are static. Algorithm 18 gives the pseudocode
of BFS-MCS. The heap Hn is initially constructed (Line 3) according to the
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secondary keys of mode-n indices. For each mode-n index (e.g., in) of this
max-heap, BFS-MCS traverses all connected tensor indices in the modes
except n, calculates the number of connections of mode-n indices, and then
updates the heap using the primary and secondary keys. Let mV denote a
size-|V | array that tracks whether a vertex has been visited. They are ini-
tialized to zeros (unvisited) and changed to 1s once after being visited. We
record a mode-n index v
(0)
n , obtained from the max-heap Hn, to the permu-
tation array permn. The algorithm visits all its hyperedges (i.e., all nonzeros
with in, Line 9) and their connected and unvisited vertices from the other
(N − 1) modes except n (Line 10). For these vertices, it again visits their
hyperedges (e in Line 12) and then checks if the connected vertices in mode
n (vn) are in the heap (Line 14). If so, the primary key (connectivity) of vn
is increased by 1 and the max-heap (Hn) is updated. To summarize, this
algorithm locates the sub-tensors of the neighbor vertices of v
(0)
n to increase
the primary key values of the occurred mode-n indices in Hn.
The BFS-MCS heuristic has low time complexity. We explain it us-
ing tensor terms. The innermost heap update operation (Line 15) costs
O(log(In)). Each sub-tensor is only visited once with the help of the marker
array mV . For all the sub-tensors in one tensor mode, the heap update
is only performed for nnz nonzeros (hyperedges). Overall, the time com-
plexity of BFS-MCS is O(N nnz log(In)) for an Nth-order tensor with nnz
nonzeros, when computing permn for mode n.
BFS-MCS does not exactly catch the memory access pattern of an Mt-
tkrp. It treats the contribution from the indices of all modes except n
equally to the connectivity, thus the connectivity might not match the ac-
tual data reuse. Also, it uses a greedy strategy to determine the next-level
vertices, which could miss the optimal global orderings, as is common to
greedy heuristics for hard problems.
8.2.2 Lexi-Order
A lexical ordering of an integer vector is the standard dictionary ordering
of its elements, defined as follows. Given two equal-length vectors, x and
y, we say x ≤ y iff either (i) all elements are the same, i.e., x = y; or
(ii) there exists an index j such that x(j) < y(j) and x(i) = y(i) for all
0 ≤ i < j. Consider two {0, 1} vectors x = (1, 0, 1, 0) and y = (1, 1, 0, 0), we
have x ≤ y because x(1) < y(1) and x(i) = y(i) for all 0 ≤ i < 1.
Lubiw [167] associates a vector v of size I · J with an I × J matrix A,
where the matrix indices (i, j) are first sorted with i + j and then j. A
doubly lexical ordering of A is an ordering of its rows and columns which
makes v lexically the largest. Every real-valued matrix has a doubly lexical
ordering, and such an ordering is not unique [167]. Doubly lexical ordering
has a number of applications, including the efficient recognition of totally
balanced, subtree, and plaid matrices and (strongly) chordal graphs. To the
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(1, 1, 0, 0)
(1, 0, 1, 0)
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1 1 0 0
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0 0 1 0
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(a) Vector comparison (b) Matrix
>
Figure 8.3: A doubly lexical ordering of a {0, 1} matrix.
best of our knowledge, the merits of this ordering for high performance have
not been investigated for sparse matrices.
We propose an iterative algorithm called matLexiOrder for doubly lex-
ical ordering of matrices, where in an iteration either rows or columns are
sorted lexically. Lubiw [167, Claim 2.2] shows that exchanging two rows
which are lexically out of order improves the lexical ordering of the matrix.
By appealing to this result, we see that the matLexiOrder algorithm finds
a doubly lexical ordering in a finite number of iterations. This also fits well
with another characterization of the doubly lexical ordering [167, 182]: a
matrix is in doubly lexical ordering if both the row and column vectors are
in non-increasing lexical order. A row vector is read from left to right, and a
column vector is read from top to bottom. Figure 8.3 shows a doubly lexical
ordering of a sample matrix. As seen in the figure, the row vectors are in
non-increasing lexical order as are the column vectors.
The known doubly lexical ordering algorithms for matrices by Lubiw [167]
and Paige and Tarjan [182], are “direct” ordering methods with a run time
of O(nnz log(I + J) + J) and O(nnz +I + J) space, for an I×J matrix with
nnz nonzeros. We find the time complexity of these algorithms to be too
high for our purpose. Furthermore, the data structures are too complex to
allow an efficient generalized implementation for tensors. Since we do not
aim to obtain an exact doubly lexical ordering (a close-by ordering will likely
suffice to improve the Mttkrp performance), our approach will be faster
while being simpler to implement.
We first describe matLexiOrder algorithm for a sparse matrix. This
aims to show the efficiency of our iterative approach compared to others.
A partition refinement technique is used to order the rows and columns
alternatively. Given an ordering of the rows, the columns can be sorted
lexically. This is achieved by an order preserving variant of the partition
refinement method [182], which is called orderlyRefine. We briefly explain
the partition refinement technique for ordering the columns of a matrix.
Given an I × J matrix A, all columns are initially put into a single part.
Then, A’s nonzeros are visited row by row. At a row i, each column part
C is split into two parts C1 = C ∩ a(i, :) and C2 = C \ a(i, :), and these
two parts replace C in the order C1  C2 (empty sets are discarded). Note
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that this algorithm keeps the parts in a particular order which generates
an ordering of the columns. orderlyRefine is used to refine all parts that
have at least one nonzero in row i in O(|a(i, :)|) time, where |a(i, :)| is the
number of nonzeros of row i. Overall, matLexiOrder costs a linear total
time of O(nnz +I + J) (for rows and columns ordering) per iteration and
O(J) space. We also observe that only a small number of iterations will be
enough (will be shown in Section 8.3.5 for tensors), yielding a more storage-
efficient algorithm compared to the prior doubly lexical ordering methods
[167, 182]. matLexiOrder, in particular the use of orderlyRefine routine
a few times, is sufficient for our needs.
Algorithm 19: Lexi-Order for a given mode.
Data: An Nth-order sparse tensor X ∈ RI1×···×IN , mode n;
Result: Permutation permn
// Sort all nonzeros along with all but mode n.
1 quickSort(X , coordCmp)
// Matricize X to X(n).
2 r ← compose (inds ([−n]), 1)
3 for m = 1, . . . ,nnz do
4 c← inds(n,m)// Column index of X(n)
5 if coordCmp(X ,m,m− 1) = 1 then
6 r ← compose (inds ([−n]),m)// Row index of X(n)
7 X(n)(r, c)← val(m)
// Apply partition refinement to the columns of X(n).
8 permn ← orderlyRefine (X(n))
9 return permn
// Comparison function for two indices of X
10 Function coordCmp(X ,m1,m2)
11 for n′ = 1, . . . , N do







To order tensors, we propose the Lexi-Order function as an exten-
sion of matLexiOrder. The basic idea of Lexi-Order is to determine the
permutation of each tensor mode independently, while considering the or-
der in other modes fixed. Lexi-Order sets the indices of the mode to
be ordered as the columns of a matrix, the other indices as the rows and
sorts the columns as described for matrices (with the order preserving par-
tition refinement method). The precise algorithm appears in Algorithm 19,
which we also illustrate in Figure 8.4 when applied to mode 1. Given a
mode n, Lexi-Order first builds a matricized tensor in Compressed Sparse
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Figure 8.4: The steps of Lexi-Order illustrated for mode 1.
Row (CSR) sparse matrix format by a call to quickSort with the compar-
ison function coordCmp and then by partitioning the nonzeros into the row
segments (Lines 3–7). This comparison function coordCmp does a lexical
comparison of all-but-mode-n indices, which enables efficient matricization.
In other words, sorting of the tensor X is the same as building the matricized
tensor X(n) by rows in the fixed lexical ordering, where mode n is the col-
umn dimension and the remaining modes constitute the rows. In Figure 8.4,
the sorting step orders the COO entries by (j, k) tuples, which then serve
as the row indices of the matricized CSR representation of X(1). Once the
matrix is built, we construct {0, 1} row vectors in Figure 8.4 to illustrate its
nonzero distribution, which could seamlessly call orderlyRefine function.
Apart from the quickSort, the other parts of Lexi-Order are of linear
time complexity (linear in terms of tensor storage). We use OpenMP Tasks
to parallelize quickSort to accelerate Lexi-Order.
Like BFS-MCS approach, Lexi-Order also finds the permutations for
N modes of an Nth-order sparse tensor. Figure 8.5(a) illustrates the effect
of Lexi-Order on an example 4× 4× 3 sparse tensor. The original tensor
is converted to a HiCOO representation with block size B = 2 consisting
of 5 blocks, with maximum 2 nonzeros per block. After reordering with
Lexi-Order, the new HiCOO has 3 nonzero blocks with up to 4 nonzeros
per block. Thus, the blocks are denser, which should exhibit better locality
behavior. However, this reordering scheme is heuristic. For example, con-
sider Figure 8.1, we draw another HiCOO representation after reordering in
Figure 8.5(b). Applying Lexi-Order would yield a reordered HiCOO rep-
resentation with 4 blocks, which is the same as the input ordering, although
the maximum number of nonzeros per block would increase to 4. For this
tensor, Lexi-Order may not show a big advantage.
8.2.3 Analysis
We take the Mttkrp operation to analyze reordering behavior for COO,
CSF, and HiCOO formats. Recall that for a third-order sparse tensor X ,
Mttkrp multiples each nonzero entry xi,j,k with the R-vector formed by the
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(a) A good example (b) A fair example
Figure 8.5: Comparison of HiCOO representations before and after Lexi-
Order.
MA. The arithmetic intensity of Mttkrp algorithms on these formats is
approximately 1/4 [155]. Thus, Mttkrp can be considered memory-bound
for most computer architectures, especially CPU platforms.
In HiCOO, smaller block ratios (αb) and larger average slice sizes per
tensor block (cb) are favorable for good Mttkrp performance. Our re-
ordering algorithms tend to closely pack nonzeros together and get denser
blocks (larger cb), which potentially generates less tensor blocks (smaller
αb), thus HiCOO-Mttkrp has less memory access, more cache hits, and
better performance. Moreover, smaller αb can also reduce tensor memory
requirement as a side benefit [155]. That is, for HiCOO format a reordering
scheme should increase the block density, reduce the number of blocks, and
increase cache locality—three related performance metrics. Reordering is
more beneficial for HiCOO format than COO and CSF formats.
COO stores all nonzero indices, so relabeling does not make a difference
in its storage. The same is also true for CSF; relabeling does not change
the CSF’s tree structure, while the order of nodes may change. For an
Mttkrp with tensors stored in these two formats, the performance gain
from reordering is only from the improved data locality. Though it is hard
to do theoretical analysis for them, the potential better data locality could
also brings performance advantages, but could be less than HiCOO’s.
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Tensors Order Dimensions #Nnzs Density
vast 3 165K × 11K × 2 26M 6.9× 10−3
nell2 3 12K × 9K × 29K 77M 2.4× 10−5
choa 3 712K × 10K × 767 27M 5.0× 10−6
darpa 3 22K × 22K × 24M 28M 2.4× 10−9
fb-m 3 23M × 23M × 166 100M 1.1× 10−9
fb-s 3 39M × 39M × 532 140M 1.7× 10−10
flickr 3 320K × 28M × 2M 113M 7.8× 10−12
deli 3 533K × 17M × 3M 140M 6.1× 10−12
nell1 3 2.9M × 2.1M × 25M 144M 9.1× 10−13
crime 4 6K × 24× 77× 32 5M 1.5× 10−2
uber 4 183× 24× 1140× 1717 3M 3.9× 10−4
nips 4 2K × 3K × 14K × 17 3M 1.8× 10−6
enron 4 6K × 6K × 244K × 1K 54M 5.5× 10−9
flickr4d 4 320K × 28M × 2M × 731 113M 1.1× 10−14
deli4d 4 533K × 17M × 3M × 1K 140M 4.3× 10−15
Table 8.1: Description of sparse tensors.
8.3 Experiments
Platform. We perform experiments on a Linux-based Intel Xeon E5-2698
v3 multicore server platform with 32 physical cores distributed on two sock-
ets, each with 2.3 GHz frequency. We only present results for sequential
runs (see the paper [156] for parallel runs). The processor microarchitecture
is Haswell, having 32 KiB L1 data cache and 128 GiB memory. The code
artifact was written in the C language and was compiled using icc 18.0.1.
Dataset. We use the sparse tensors, derived from real-world applications,
that appear in Table 8.1, ordered by decreasing nonzero density separately
for third- and fourth-order tensors. Apart from choa [188], all tensors are
available publicly FROSTT [203], HaTen2 [121].
Configurations. We report the results under the best configurations for the
following parameters for the highest Mttkrp performance with the three
formats: (i) the number of reordering iterations, and the block size B for
HiCOO format; (ii) tiling or not for CSF. For HiCOO, B = 128 achieves
the best results in most cases, and we use five reordering iterations which
will be analyzed in Section 8.3.5. All experiments use approximate rank of
R = 16. We use the total execution time of Mttkrps in all modes for every
tensor to calculate the speedup which is the ratio of the total Mttkrp time
on a randomly reordered tensor over that using a specific reordering scheme.
All the times are averaged over five runs.
8.3.1 COO-Mttkrp with reordering
We show the effect of the two reordering approaches on sequential COO-
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Figure 8.6: Reordered COO-Mttkrp speedup over a random reordering
implementation.
mented in C using the same algorithm with Tensor Toolbox [18]. For
any reordering approach, after doing a BFS-MCS, Lexi-Order, or random
reordering on the input tensor, we still sort the tensor in the mode order
of 1  · · ·  N . Observe that Lexi-Order improves sequential COO-
Mttkrp performance by 1.00–4.29× (1.79× on average), while BFS-MCS
gets 0.95–1.27× (1.10× on average). Note that Lexi-Order improves the
performance of COO-Mttkrp for all tensors. We conclude that this order-
ing is always helpful for COO-Mttkrp, while the improvements being less
than what we saw for HiCOO-Mttkrp.
8.3.2 CSF-Mttkrp with reordering
We show the effect of the two reordering approaches on sequential CSF-
Mttkrp from Splatt v1.1.1 [205] in Figure 8.7. CSF-Mttkrp is set to use
all CSF representations (ALLMODE) for Mttkrps in all modes and with tiling
option on. Lexi-Order improves sequential CSF-Mttkrp performance
by 0.65–2.33× (1.50× on average). BFS-MCS improves sequential CSF-
Mttkrp performance by 1.00–1.86× (1.22× on average). Both ordering
approaches improves the performance of CSF-Mttkrp on average. While
BFS-MCS is always helpful in the sequential case, Lexi-Order is not
helpful on only one tensor crime. The improvements achieved by the two
reordering approaches for CSF are less than those for HiCOO and COO
formats. We conclude that both reordering methods are helpful for CSF-
Mttkrp, but to a lesser extent than for HiCOO and COO based Mttkrp.
8.3.3 HiCOO-Mttkrp with reordering
Figure 8.8 shows the speedup of the proposed reordering methods on se-
quential HiCOO-Mttkrp. Lexi-Order reordering obtains 0.99–4.14×
speedup (2.12× on average); while BFS-MCS reordering gets 0.99–1.88×
speedup (1.34× on average). Lexi-Order and BFS-MCS do not behave
as well on fourth-order tensors as on third-order tensors. Tensor flickr4d is
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Figure 8.8: Reordered HiCOO-Mttkrp speedup over a random ordering
implementation.
constructed from the same data with flickr, with an extra short mode (refer
to Table 8.1). Lexi-Order obtains 4.14× speedup on flickr while only 3.02×
speedup on flickr4d. The same phenomenon is also observed on tensors deli
and deli4d. This phenomenon indicates that it is harder to get good data
locality on higher-order tensors, which will be justified in Table 8.2.
We investigate the two critical parameters of HiCOO [155]: the block
ratio (αb) and the average slice size per tensor block (cb). Smaller αb and
larger cb are favorable for good HiCOO-Mttkrp performance. Table 8.2
lists the parameter values for all tensors before and after Lexi-Order, the
HiCOO-Mttkrp speedup (as shown in Figure 8.8), and the storage ratio
of HiCOO over random ordering. Generally, when both parameters αb and
cb are largely improved, we see a good speedup and storage ratio using
Lexi-Order. As seen for the same data in different orders, e.g., flickr4d
and flickr, the αb and cb values after Lexi-Order are better in the smaller
order version. This observation supports the intuition that getting good
data locality is harder for higher-order tensors.
8.3.4 Reordering methods comparison
As seen above, Lexi-Order improves performance more than BFS-MCS
in most cases. Compared to the reordering method used in Splatt [206],
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Tensors
Random reordering Lexi-Order Speedup Storage
αb cb αb cb seq omp ratio
vast 0.004 1.758 0.004 1.562 1.01 1.03 0.999
nell2 0.020 0.314 0.008 0.074 1.04 1.04 0.966
choa 0.089 0.057 0.016 0.056 1.16 1.07 0.833
darpa 0.796 0.009 0.018 0.113 3.74 1.50 0.322
fb-m 0.985 0.008 0.086 0.021 3.84 1.21 0.335
fb-s 0.982 0.008 0.099 0.020 3.90 1.23 0.336
flickr 0.999 0.008 0.097 0.025 4.14 3.66 0.277
deli 0.988 0.008 0.501 0.010 2.24 0.83 0.634
nell1 0.998 0.008 0.744 0.009 1.70 0.70 0.812
crime 0.001 37.702 0.001 8.978 0.99 1.42 1.000
uber 0.041 0.469 0.011 0.270 1.00 0.78 0.838
nips 0.016 0.434 0.004 0.435 1.03 1.34 0.921
enron 0.290 0.017 0.045 0.030 1.25 1.36 0.573
flickr4d 0.999 0.008 0.148 0.020 3.02 11.81 0.214
deli4d 0.998 0.008 0.596 0.010 1.76 1.26 0.697
Table 8.2: HiCOO parameters before and after Lexi-Order reordering.
by setting ALLMODE (identical to the work [206]) to CSF-Mttkrp, BFS-MCS
gets 1.04, 1.64, and 1.61× speedups on tensors nell2, nell1, and deli respectively,
and Lexi-Order obtains 1.04, 1.70, and 2.24× speedups. By contrast, the
speedups using graph partitioning [206] on these three tensors are 1.06, 1.11,
and 1.19× and 1.06, 1.12, and 1.24× by using hypergraph partitioning [206]
respectively. Our BFS-MCS and Lexi-Order schemes both outperform
graph and hypergraph partitionings [206].
The available methods in the state-of-the-art are based on graph and
hypergraph partitioning. Partitioning is a successful approach when the
number of partitions is known, while the number of blocks in HiCOO is not
known ahead of time. In our case, the partitions should also be ordered for
better cache reuse. Additionally, partitioners are less effective for tensors
than usual, as some dimensions could be very short (creating very high
degree vertices). That is why the proposed ordering based methods deliver
better results.
8.3.5 Effect of the number of iterations in Lexi-Order
Since Lexi-Order is iterative, we evaluate the effect of the number of
iterations on HiCOO-Mttkrp performance. The results appear in Fig-
ure 8.9(a), which is normalized to the run time of 10 iterations. Mttkrp
on most tensors does not vary a lot by setting different number of iterations,
except vast, nell2, uber, and nips. We use 5 iterations to get good Mttkrp
performance similar to that of 10 iterations, with about half of the overhead
(shown in Figure 8.9(b)). But 3 or fewer iterations will get an acceptable
performance when users care much about the pre-processing time.
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(b) The reordering overhead
Figure 8.9: The performance and overhead of different numbers of iterations.
8.4 Summary, further notes and references
Plenty recent research studied the optimization of tensor algorithms [20, 28,
46, 159, 168]. Our work sets itself apart by focusing on reordering to get
better nonzero structure. Various reordering methods have been considered
for matrix operations [7, 173, 190, 215].
The proposed two heuristics aim to arrange the nonzeros of a given ten-
sor close to each other, in all modes. As said before, this would correspond
to reordering the rows and columns so that all nonzeros are clustered around
the diagonal in the matrix case. Heuristics based on partitioning and or-
dering have been used the matrix case for arranging most nonzeros around
the diagonal, or diagonal blocks. An obvious alternative in the matrix case
is the BFS-based, reverse Cuthill-McKee (RCM) heuristic. Given a pattern
symmetric matrix A, RCM finds a permutation (ordering) such that, the
symmetrically permuted matrix PAPT has nonzeros clustered around the
diagonal. More precisely, RCM tries to reduce the bandwidth, which is de-
fined as max{j − i : aij 6= 0 and j > i}. The RCM heuristic can be applied
to pattern-wise unsymmetric, even rectangular, matrices as well. A common







where Im and In are the identity matrices if sizem×m and n×n, respectively.
Since B is now pattern-symmetric, RCM can be run on it to obtain an
(m+n)×(m+n) permutation matrix P. The row and column permutations
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min max geomean
BFS-MCS 0.84 53.56 2.90
Lexi-Order 0.15 4.33 0.99
Table 8.3: Statistical indicators of the number of nonempty blocks obtained
by BFS-MCS and Lexi-Order with respect to that of RCM on 774 ma-
trices from the UFL collection.
for A can then be obtained from P by respecting the ordering of the first m
rows and the last n rows of B. This approach can be extended to tensors.
We discuss the third order case for simplicity. Let X be an I×J×K tensor.
We create a matrix B in such a way that the first I rows/columns correspond
to the first-mode indices; the following J rows/columns correspond to the
second-mode indices; and the last K rows/columns correspond to the third-
mode indices. Then, for each nonzero xi,j,k of X , we set br,c = 1 whenever r
and c correspond to any two indices from the set {i, j, k}. This way B is a
symmetric matrix with ones on the main diagonal. Observe that when X is
two dimensional (that is a matrix), we obtain the matrix B above. We now
compare the proposed reordering heuristics with RCM.
We first compare the three methods RCM, BFS-MCS, and Lexi-Order
on matrices available at the UFL collection [59]. We have tested these three
heuristics on all pattern-wise unsymmetric matrices having more than 1,000
and less than 5,000,000 rows, at least three nonzeros per row and column,
less than 10,000,000 nonzeros, and less than 100 ·
√
m× n nonzeros for a
matrix with m rows and n columns. At the time of experimentation, there
were 774 matrices satisfying these properties. We ordered these matrices
with RCM, BFS-MCS, and Lexi-Order (5 iterations), and counted the
number of nonempty blocks with a block size of 128 (in each dimension). We
then normalized the results of BFS-MCS and Lexi-Order with respect to
that of RCM. We give the statistical indicators of these normalized results
in Table 8.3. As seen in the table, RCM is better than BFS-MCS, and
Lexi-Order performs as good as RCM in reducing the number of blocks.
We next compare the three methods on 11 sparse tensors from the
FROSTT [203] and Haten2 repositories [121], again with a block size of
128 in each dimension. Table 8.4 shows the number of nonempty blocks
obtained with these methods. In this table, the number of blocks obtained
by RCM is given in absolute terms, and those obtained by BFS-MCS and
Lexi-Order are given with respect to those of RCM. As seen in the table,
RCM is never the best, and Lexi-Order is better than BFS-MCS for nine
out of eleven cases. Overall, Lexi-Order and BFS-MCS obtain results
whose geometric means are 0.48 and 0.89, respectively, of that of RCM—
marking both as more effective than RCM. This is interesting, as we have
seen that RCM and Lexi-Order have (nearly) the same performance in
the matrix case.
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RCM BFS-MCS Lexi-Order
lbnl-network 67,208 1.11 0.68
nips 25,992 1.56 0.45
vast 113,757 1.00 0.95
nell-2 565,615 0.92 1.05
flickr 28,648,054 0.41 0.38
flickr4d 32,913,028 0.61 0.51
deli 70,691,535 0.97 0.91
deli4d 94,608,531 0.81 0.88
darpa 2,753,737 1.65 0.19
fb-m 53,184,625 0.66 0.16
fb-s 71,308,285 0.80 0.19
geo. mean 0.89 0.48
Table 8.4: Number of nonempty blocks obtained by RCM, BFS-MCS, and
Lexi-Order on sparse tensors. The results of BFS-MCS and Lexi-Order
are normalized with respect to those of RCM. For each tensor, the best result
is displayed with bold.
random Lexi-Order speedup
vast 2.02 1.60 1.26
nell-2 5.04 4.33 1.16
choa 1.78 1.43 1.25
darpa 3.18 1.48 2.15
fb-m 17.16 6.95 2.47
fb-s 25.03 9.73 2.57
flickr 10.29 5.82 1.77
deli 14.05 10.80 1.30
nell1 18.45 14.86 1.24
Table 8.5: The run time of TTM (for all modes) using a random ordering and
Lexi-Order, and the speedup with Lexi-Order for sequential execution.
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The proposed ordering methods are applicable to some other sparse ten-
sor operations without any change. Among those operations, tensor-matrix
multiplication (TTM) used in computing the Tucker decomposition with
higher-order orthogonal iterations [61], or tensor-vector multiplications used
in the higher order power method [60] are well known. The main character-
istic of these operations is that the memory access of the algorithm depends
on the locality of tensor indices for each dimension. If not all dimensions
have the same characteristics, potentially a variant of the proposed methods
in which only certain dimensions are ordered could be used. We showcase
some results for the TTM case below in Table 8.5 on some of the tensors.
The results are obtained on a machine with Intel Xeon CPU E5-2650v4. As
seen in the table, using Lexi-Order always results in improved sequential
run time for TTMs.
Recent work [46] analyses the memory access pattern of the MTTKRP
operation and proposes low-level, highly effective code optimizations. The
proposed approach reorganizes the code with register blocking and applies
nonzero blocking in an attempt to fit rows of the factor matrices into the
cache. The gain in performance remarkable. Our ordering methods are or-
thogonal to the mentioned and similar optimizations. For a much improved
performance, we should first order the tensor using the approaches proposed
in this chapter, and then further optimize the code using the low-level code
optimizations.







We have presented a selection of partitioning, matching, and ordering prob-
lems in combinatorial scientific computing:
Partitioning problems: These problems arise in task decomposition for
parallel computing, where load balance and low communication cost
are two objectives. Depending on the task definition and the interac-
tion of the tasks, the partitioning problems use different combinatorial
models. The selected problems (Chapters 2 and 3) addressed acyclic
partitioning of directed acyclic graphs and partitioning of hypergraphs.
While our contributions for the former problem concerned combinato-
rial tools for the desired partitioning objectives and constraints, those
for the second problem concerned the use of hypergraph models and
associated partitioning tools for efficient tensor decomposition in the
distributed memory setting.
Matching problems: These problems arise in settings where agents com-
pete for exclusive access to resources. The most common settings
include identifying nonzero diagonals in sparse matrices, routing and
scheduling in data centers. A related concept is to decompose a dou-
bly stochastic matrix as a convex combination of permutation matri-
ces (the famous Birkhoff-von Neumann decomposition), where each
permutation matrix is a perfect matching in the bipartite graph repre-
sentation of the matrix. We developed approximation algorithms for
matchings in graphs (Chapter 4) and effective heuristics for finding
matchings in hypergraphs (Chapter 6). We also investigated (Chap-
ter 5) the problem of finding Birkhoff-von Neumann decompositions
with a small number of permutation matrices and presented complex-
ity results and theoretical insights into the decomposition problem.
On the way we generalized the decomposition to general real matrices
(not only doubly stochastic) having total support.
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Ordering problems: These problems arise when one wants to permute
sparse matrices and tensors into desirable forms. The sought forms
depend of course on the targeted applications. By focusing on a re-
cent LU decomposition method (or on a method taking advantage of
the sparsity in a novel way), we developed heuristics to permute sparse
matrices into a bordered block triangular form with an aim to reduce
the height of the resulting elimination tree (Chapter 7). We also in-
vestigated sparse tensor ordering problem where we sought to cluster
nonzeros around the (hyper)diagonal of a sparse tensor (Chapter 8) in
order to improve the performance of certain tensor operations. We pro-
posed novel algorithms for obtaining doubly lexical ordering of sparse
matrices that are simpler to implement than the known algorithms to
be able to address the tensor ordering problem.
At the end of Chapters 2–8, we mentioned some immediate future work.
Below, we state some more future work, which require considerable work
and creativity.
Most of the presented combinatorial algorithms come with applications.
Others are made applicable by practical and efficient implementations; fur-
ther developments on the applications’ side are required for these to be used
in practice. In particular, the use of acyclic partitioner (the problem of
Chapter 2) in a parallel system, with the help of a runtime system, requires
the whole graph to be available. This is usually not the case; an auto-
tuning like approach in which one first creates a task graph by a cold run
and then partitions this graph to determine a schedule can prove useful. In
a similar vein, we mentioned the lack of proper software implementing the
LU factorization method using elimination trees at the end of Chapter 7.
Such an implementation will give rise to a number of combinatorial prob-
lems (e.g., the peak memory requirement in factoring a BBT ordered matrix
with elimination trees), and seems to be a new play field.
The original Karp-Sipser heuristic for the cardinality matching problem
applies degree-1 and degree-2 reduction rules. The first rule is well imple-
mented in practical settings (see Chapters 4 and 6). On the other hard,
fast implementations of the degree-2 reduction rule for undirected graphs
are sought. A straightforward implementation of this rule can result in the
worst case Ω(n2) total time for a graph with n vertices. This is obviously too
much to afford in theory for general sparse graphs with O(n) or O(n log n)
edges. Are there worst-case linear time algorithms for implementing this
rule in the context of the Karp-Sipser heuristic?
The Birkhoff-von Neumann decomposition (Chapter 5) has well founded
applications in routing. Our use of this decomposition in solving linear sys-
tems is a first attempt in making it useful for numerical algorithms. In
the proposed approach, the cost of constructing a preconditioner with a
few terms from a BvN decomposition is equivalent to solving a few maxi-
169
mum bottleneck matching problem—this can be costly in practical settings.
Can we use a relaxed definition of the BvN decomposition in which sub-
permutation matrices are allowed (such decompositions are used in routing
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and RWTH Aachen University, Germany, 2007. [Cited on pp. 3]
[52] Thomas F. Coleman and Wei Xu. Fast (structured) Newton computa-
tions. SIAM Journal on Scientific Computing, 31(2):1175–1191, 2009.
[Cited on pp. 3]
[53] Thomas F. Coleman and Wei Xu. Automatic Differentiation in MAT-
LAB using ADMAT with Applications. SIAM, 2016. [Cited on pp.
3]
[54] Jason Cong, Zheng Li, and Rajive Bagrodia. Acyclic multi-way par-
titioning of Boolean networks. In Proceedings of the 31st Annual De-
sign Automation Conference, DAC’94, pages 670–675, New York, NY,
USA, 1994. ACM. [Cited on pp. 4, 17]
[55] Elizabeth H. Cuthill and J. McKee. Reducing the bandwidth of sparse
symmetric matrices. In Proceedings of the 24th national conference,
pages 157–172, New York, NY, USA, 1969. ACM. [Cited on pp. 12]
[56] Marek Cygan. Improved approximation for 3-dimensional matching
via bounded pathwidth local search. In Foundations of Computer
Science (FOCS), 2013 IEEE 54th Annual Symposium on, pages 509–
518. IEEE, 2013. [Cited on pp. 113, 120]
[57] Marek Cygan, Fabrizio Grandoni, and Monaldo Mastrolilli. How to sell
hyperedges: The hypermatching assignment problem. In Proc. of the
twenty-fourth annual ACM-SIAM symposium on Discrete algorithms,
pages 342–351. SIAM, 2013. [Cited on pp. 113]
176 BIBLIOGRAPHY
[58] Joseph Czyzyk, Michael P. Mesnier, and Jorge J. Moré. The NEOS
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Ümit V. Çatalyürek. Acyclic partitioning of large directed acyclic
graphs. In Proceedings of the 17th IEEE/ACM International Sympo-
sium on Cluster, Cloud and Grid Computing, CCGRID, pages 371–
380, Madrid, Spain, May 2017. [Cited on pp. 15, 16, 17, 18, 28, 30]
[115] Julien Herrmann, M. Yusuf Özkaya, Bora Uçar, Kamer Kaya, and
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