A computationally efficient method to estimate seemingly unrelated regression equations models with orthogonal regressors is presented. The method considers the estimation problem as a generalized linear least squares problem (GLLSP). The basic tool for solving the GLLSP is the generalized QR decomposition of the block-diagonal exogenous matrix and Cholesky factor C ⊗ I T of the covariance matrix of the disturbances. Exploiting the orthogonality property of the regressors the estimation problem is reduced into smaller and independent GLLSPs. The solution of each of the smaller GLLSPs is obtained by a single-column modification of C. This reduces significantly the computational burden of the standard estimation procedure, especially when the iterative feasible estimator of the model is needed. The covariance matrix of the estimators is also derived.
Introduction
Consider the seemingly unrelated regressions (SUR) model in the compact form
where Y = (y 1 · · · y G ) and U = (u 1 · · · u G ) are the T × G matrices of the endogenous and disturbance vectors, respectively, ⊕ G i=1 X i is equivalent to the exogenous block diagonal matrix diag(X 1 , X 2 , . . . , X G ), X i ∈ R T×k i has full column rank, {β i } G denotes the set of coefficient vectors β 1 , . . . , β G and vec(·) is the vector operator that stacks the columns of a matrix or set of vectors [1, 5, 10] . The disturbance vector vec(U ) has zero mean and dispersion matrix ⊗ I T , where = [σ ij ] is positive definite and ⊗ denotes the Kronecker product operator. For notational convenience the subscript G in the set operator {·} is dropped and ⊕ G i=1 will be abbreviated to ⊕ i .
The best linear unbiased estimator (BLUE) of the SUR model derives from the solution of the generalized linear least squares problem (GLLSP)
where = CC T , U = V C T and · 2 F denotes the Frobenius norm [5, 8, 9] . Although this formulation allows for singular , without loss of generality, it will be assumed that is non-singular and C is its upper triangular Cholesky factor. The solution of (2) can be obtained using the generalized QR decomposition (GQRD):
and
where R i , W 11 and W 22 are upper triangular, Q ∈ GT ×GT and P ∈ GT ×GT are orthogonal and K = G i=1 k i [9] . The orthogonal matrix Q is defined as
where
is the QR decomposition (QRD) of X i [5, pp. 117-123] . Using the GQRD (3) the GLLSP (2) can be written as
. . , G) and · 2 is the Euclidean norm. Thus, vec({ṽ i }) = 0, and the solution of (2) comes from solving the triangular system
In practice, the covariance matrix of the SUR model is typically unknown. Here, an iterative procedure is used to derive a feasible estimator of the coefficients. Given an initial consistent estimator of , an estimator of vec({β i }) is computed, and from the residual of the estimated coefficients, another estimator of is derived. This procedure is repeated until convergence [13] . Thus, (3a) is computed only once, and the computational cost of the iterative estimation procedure is dominated by (3b), which needs to be computed at each iteration for different estimators of C.
It has previously been shown how to reduce the computational burden of the iterative estimation procedures when the SUR model has common or proper subset regressors [3, 5, 7] . Often inferences and comparisons about the SUR estimators are made under the assumption of orthogonal regressors (hereafter abbreviated to SUR-OR) [11, 12, 14] . The SUR-OR has the condition that the regressors in any two equations obey
Giles and Srivastava have investigated the efficiency of the BLUE of the SUR model in various special cases (e.g. variance inequalities and positivity of correlations constraints, restrictions on the parameters, and heteroscedastic disturbances) by studying the corresponding BLUE in the SUR-OR model [12, pp. 22, 87-104, 137-139, 245-251] .
The purpose of this work is to investigate numerically stable and computationally efficient methods for solving SUR-OR. The proposed estimation procedure exploits this orthogonality property and computes the BLUE by solving G independent GLLSPs. In solving the smaller GLLSPs, a single-column modification of the triangular C ∈ G×G is performed. Thus, the costly computation of the RQ decomposition (RQD) of the GT × GT matrix Q T (C ⊗ I T ) in (3b) is avoided.
In the next section the solution of the SUR-OR model using the GLLSP approach is considered, and it is shown how the problem can be reduced to G independent smaller GLLSPs. In Section 3 an efficient method to compute the GQRDs by exploiting the structure of the GLLSPs is presented. The advantages of this method for computing the iterative feasible estimator are discussed. The computation of the covariance matrix of the estimator is derived in Section 5. Finally, conclusions and future work are presented in Section 6.
The SUR model with orthogonal regressors
Consider now the solution of the GLLSP (2) for deriving the BLUE of the SUR-OR model, that is, the SUR model (1) with orthogonal regressors (7) . From the QRD (5) and property (7) it follows that
Notice that the submatrix Q i of the orthogonal matrix Q in the QRD (5) that corresponds to the range space of X i , is unique, apart for the sign of its elements, while Q i --the submatrix of the orthogonal matrix that corresponds to the null space of X i --is not. Considering this and using (9) the submatrix Q i can be defined as
where Q 0 ∈ k 0 is the orthogonal complement of the matrix (Q 1 Q 2 · · · Q G ) and k 0 = T − K. This implies that (8) and (9) hold for Q 0 (j = 0). Multiplying the constraints of the GLLSP (2) from the right by the transposed of the orthogonal matrix
The constraints in (12) can be written as the set of G + 1 constraints
However, since for i = 1, . . . , G
the constraints (13) can be written as
Furthermore, the constraints (17) are equivalent to
The solution of the triangular system (18a) is not required as it does not provide any useful information. Thus Q 0 in (10) need not be determined. The constraints (18b) are structurally and statistically unrelated. Therefore, from
, it follows that the GLLSP (12) can be reduced into the G smaller and independent GLLSPs
The solution of the ith GLLSP

Consider the solution of the ith
Let Y i , V i and C be partitioned, respectively, as
. . , i − 1) denotes a Givens rotation that annihilates c ji , i.e., ξ j , when applied from the right of C. The rotation G j affects only the ith and j th columns of C. That is,
AA and C BB are upper triangular, and λ (i) is the fill-in. This implies that the GLLSP (20) can be equivalently written as
From (25) 
while the random vectorv (i) i = 0 is set to zero in order to minimize the objective function. Therefore, the estimator for β i derives from the solution of the triangular system
The covariance matrix of the estimators
The variance-covariance of the estimatorsβ i andβ j is given by
From (28) and (25) it follows that
where w i is the ith column of W (i) such thatv
Since vec(V ) has zero mean and covariance matrix I GT , it follows from (30) that, for i, j = 1, . . . , G,
Using (8) , this is reduced to
Conclusion
A computationally efficient method has been proposed to estimate SUR models with orthogonal regressors (SUR-OR model) using the GLLSP approach. Initially this method computes the QRD of the exogenous matrices and then exploits the orthogonality of the regressors to reduce the GLLSP to smaller, independent GLLSPs. To estimate each of the smaller GLLSPs, a sequence of Givens rotations is employed to annihilate the elements in a single column of the triangular matrix C. The computation of the RQD (3b) is avoided. This makes the proposed method particularly useful when an iterative estimator of SUR-OR is needed. An expression for the variance-covariance matrix of the estimators shows that there is no correlation among them. This expression is simpler than previously proposed methods [12, pp. 137-139] .
The proposed method for computing the BLUE of the SUR-OR model has lower computational complexity than those which compute the BLUE of the SUR model without orthogonality among the regressors. This suggests that the proposed method could be used to derive a biased estimator of the SUR model when the derivation of the BLUE is not computationally feasible. The efficiency of this biased estimator needs to be studied and compared with that of other estimators [2, 4] .
The proposed method is intrinsically parallel. The QRDs of the exogenous matrices and the solution of smaller GLLSPs can be obtained simultaneously [5, pp. 29-38]. However, another possibility bears investigation is the design of (parallel) Givens strategies that could operate on the matrix C to produce C (1) , . . . , C (G) in (24) as intermediate results [5, ch. 23 ]. This kind of parallelism would be efficient for SIMD architectures [6] .
