We study numerical methods for solving nonlinear elliptic eigenvalue problems which contain folds and bifurcation points. First we present some convergence theory for the MINRES, a variant of the Lanczos method. A multigrid-Lanczos method is then proposed for tracking solution branches of associated discrete problems and detecting singular points along solution branches. The proposed algorithm has the advantage of being robust and can be easily implemented. It can be regarded as a generalization and an improvement of the continuation-Lanczos algorithm. Our numerical results show the efficiency of this algorithm.
Introduction
In this paper we are concerned with numerical methods for solving parameter-dependent problems of the following from
where u represents the solution (i.e. flow fields, displacements, concentrations of some intermediate chemicals in a reaction-diffusion system, etc.) and λ is a vector of physical parameters (i.e. Reynolds number, load, initial or final products, temperature, etc.) Equation (1) arises, for instance, in homotopy continuation methods and nonlinear eigenvalue problems. In this paper we will concentrate on the latter. We wish to solve Eq. (1) numerically by the continuation method based on parametrizing the solution branch by arc-length, say [u(s), λ(s)]. First it is necessary to discretize Eq. (1), for example, by a finite difference method or a finite element method. In both cases, Eq. (1) is approximated by a finite-dimensional problem
where H : R N × R k → R N is a smooth mapping with x ∈ R N and λ ∈ R k , k ≥ 1. Viewing some component of λ as the continuation parameter, the continuation algorithm can be implemented to follow solution curves of Eq. (2). Specifically, in the context of predictor-corrector continuation method [Allgower & Georg, 1997; Keller, 1987] one needs to solve bordered linear systems of the following form
where B ∈ R (N +1)×(N +1) is the augmented matrix of the Jacobian DH = [D x H, D λ H] ∈ R N ×(N +1) and b ∈ R N +1 . For simplicity we assume that the matrix D x H ∈ R N ×N is symmetric. During the past two decades various numerical methods have been proposed for solving Eqs. (1)-(3). Perhaps AUTO97 [Doedel et al., 1997; is one of the well-known software packages using continuation methods to treat bifurcation problems in ordinary differential equations and dynamical systems. A comprehensive report of numerical methods for bifurcation problems in dynamical systems was given in [Govaerts, 2000] . Chan and Keller [1982] introduced some arc-length continuation and multigrid algorithms for nonlinear elliptic eigenvalue problems in partial differential equations which contain folds. The algorithm they proposed for elliptic systems can be arbitrarily close to singularity. Glowinski et al. [1985] described continuation methods combined with least squares formulations, preconditioned conjugate gradient algorithms and finite element approximations for computing branches of solutions of nonlinear elliptic eigenvalue problems which contain folds and bifurcation points. Bolstad and Keller [1986] studied continuation methods combined with accommodative full approximation scheme (FAS) multigrid (see e.g. [Briggs et al., 2000] ) and the frozen tau technique of Brandt [1982] for computing solutions of nonlinear elliptic eigenvalue problems which contain folds. Allgower and Chien [1986] described numerical methods for the detection of multiple bifurcations on solution paths of certain semilinear elliptic eigenvalue problems. Moreover, Allgower et al. [1989] developed efficient and versatile predictor-corrector continuation methods for large sparse continuation problems. Specifically, they showed how to use a special nonlinear conjugate gradient method to perform the corrector phase. Irani et al. [1991] studied various preconditioned conjugate gradient algorithms for finding zeros or fixed points of nonlinear systems of equations that are globally convergent for almost all starting points, i.e. with probability one. Furthermore, Desa et al. [1992] studied preconditioned iterative methods for solving systems of nonlinear equations.
Recently some continuation-Lanczos algorithms [Chien & Chang, to appear; Chien et al., 1997] were proposed for tracing solution branches of nonlinear elliptic eigenvalue problems, where the Lanczos method [Lanczos, 1950; Golub & Van Loan, 1996, Chap. 9 ] was used to solve the linear systems and detect singularity of the coefficient matrices as well. Our aim in the current paper is to develop a multigrid-Lanczos algorithm for computing solution branches of nonlinear elliptic eigenvalue problems. Instead of solving the linear systems on a single fine grid as the continuation-Lanczos algorithm did in [Chien & Chang, to appear; Chien et al., 1997] , the Lanczos method is used as a relaxation scheme on each grid. Our numerical experiments show that the multigrid-Lanczos algorithm converges for nonlinear eigenvalue problems close enough to singular points, including folds and bifurcation points. In addition, it converges even faster than the continuation-Lanczos algorithm. We also believe that our algorithm is at least as efficient as the multigrid-continuation algorithms of Chan and Keller [1982] , and Bolstad and Keller [1986] that were developed in the eighties. However, our method is much easier to implement.
The organization of this paper is as follows. In Sec. 2 we give a brief overview of the numerical methods for solving Eq. (2). In Sec. 3 we present some convergence theory for the minimal residual algorithm (MINRES) [Paige & Saunders, 1975] , a variant of the Lanczos algorithm. A multigrid-Lanczos algorithm is then described in Sec. 4 for tracing solution branches of nonlinear elliptic eigenvalue problems. Specifically, we discuss how the minimal residual smoothing (MRS) technique [Schönauer, 1987; Weiss, 1990] and the inexact minimal residual smoothing (IMRS) [Zhang, 1997b] can be incorporated in our algorithm. Compared with the continuation-multigrid algorithms of Chan and Keller [1982] , and Bolstad and Keller [1986] , the multigrid-Lanczos algorithm we proposed has the advantage of being robust and easy to implement. Our numerical results are reported in Sec. 5. Finally, some concluding remarks are given in Sec. 6.
An Overview of the Continuation Algorithm
We consider finite-dimensional problems of the following form
where H : R N × R → R N is a smooth mapping with x ∈ R N and λ ∈ R. We denote the discrete solutions of Eq. (4) by c, where
Assume that a parametrization via arc length is available on c. Equation (4) arises, for instance, in homotopy continuation methods and discretizations of nonlinear eigenvalue problems. Application of homotopy continuation methods include: finding zeros of nonlinear systems of equations or systems of polynomials and matrix eigenvalue problems. In all cases one is interested only in zeros or eigenpairs of the problems one wishes to solve. Various algorithms have been proposed in the past years for homotopy curve-tracking, e.g. the HOMPACK of Watson et al. [1987] , which was updated as HOM-PACK 90 in [1997] . Additionally, some homotopy continuation algorithms for symmetric and real nonsymmetric eigenvalue problems were proposed by Li and Rhee [1989] and Li et al. [1992] . We also refer the further references cited therein for details. As we indicated in Sec. 1, the aim of this paper is to develop numerical methods for tracing solution curves of nonlinear eigenvalue problems. In particular, we are interested in detecting singularity along solution curves, and computing singular points such as folds and bifurcation points and so on. Doedel and his coworkers studied numerical methods and developed software packages for treating bifurcation problems in ordinary differential equations and dynamical systems [Doedel & Friedman, 1989; Doedel et al., 1991a Doedel et al., , 1991b Doedel et al., 1997; .
In this section we will discuss how to use predictor-corrector continuation methods [Allgower & Georg, 1993 Keller, 1987] to trace solution curves of nonlinear eigenvalue problems in partial differential equations. Specifically we will show how singular points can be detected along solution curves. The linear systems which appear in continuation problems can be written as
where the matrix A = D x H ∈ R N ×N , p = D λ H, and [q T , γ] ∈ R (N +1) with γ ∈ R is the constraint vector yet to be determined. See e.g. [Allgower & Georg, 1997; Keller, 1987] . Throughout the remainder of this paper we will assume that the matrix A is symmetric. One may use either direct or iterative methods to solve Eq. (5). For instance, Allgower and Chien [1986] have proposed a reduction process for the matrix A defined in Eq. (5) via Gaussian elimination, which in turn can be used to detect both simple and multiple bifurcations of Eq. (1) [respectively Eq. (4)]. Alternatively, one can perform a QR factorization with column pivoting on A. See [Golub & Van Loan, 1996, Chap. 5] . More precisely, assume that for some positive integer k the Householder matrices H 1 , . . . , H k−1 and permutation matrices Π 1 , . . . , Π k−1 have been computed such that
where
is nonsingular and upper triangular, and
] is a column partitioning. Let l be the smallest positive integer satisfying k ≤ l ≤ N such that
2 < ε for some tolerance ε > 0 and we are done. Otherwise let Π k be the interchange permutation which is obtained by swapping columns l and k. We determine a House-
We continue the process (6) until z (k−1) l 2 < ε. In practice, the rank deficiency of the matrix A is quite small in the context of continuation problems, say, less than or equal to 4. If a perturbed problem of Eq. (4) is solved near the bifurcation point, then we can determine additional Householder matrices H k , . . . , H N −1 and permutation matrices Π k , . . . , Π N −1 such that
are orthogonal matrices. Now the solutions of the linear systems that appeared in block elimination can be obtained by solving the least-squares problems of the following form
where y = Πx and c = Q T b. The solution of Eq. (7) can be easily obtained since R is upper triangular.
However, using direct methods to solve Eq. (5) can be prohibitively expensive if the linear systems associated to Eq. (5) are large and sparse. In Sec. 3 we will discuss how to use iterative methods to solve Eq. (6).
Some Convergence Theory for the Lanczos Method
The Lanczos method [1950] is a very popular technique that can be used to solve certain large, sparse, symmetric eigenproblems Ax = λx. In particular, this method becomes particularly useful in situations where a few of A's largest or smallest eigenvalues are desired. Besides, the Lanczos method can be used to solve large sparse linear systems. We refer to [Chien & Chang, to appear; Golub & Van Loan, 1996, Chap. 9] and further references cited therein for details. Chien et al. [1997] exploited the properties of the Lanczos method mentioned above to solve large, sparse continuation problems. Specifically, one can monitor singularity along discrete solution curves of Eq. (4) by computing the extremum eigenvalues (respectively, condition number) of the coefficient matrices. In this section we show some convergence theory for the minimal residual algorithm (MINRES) [Paige & Saunders, 1975] , a variant of the Lanczos method. The convergence theory will be used in Sec. 4 as a criterion for grid transferring in multigrid method.
To start with, we consider the following linear system
where A ∈ R N ×N is symmetric and nonsingular, and b ∈ R N . Let x 0 ∈ R N be the initial guess to the solution of Eq. (8), and r 0 = b − Ax 0 be the corresponding residual. Let v 1 = r 0 /β 1 with β 1 = r 0 2 . The Lanczos algorithm generates a sequence of orthonormal vectors v 1 , . . . , v j , called Lanczos vectors, for the Krylov subspace
The Lanczos algorithm for solving Eq. (8) can be described as follows. 
Generate the Lanczos vectors:
For j = 1, 2, . . . , do
If β j+1 < τ for some small τ, then set m := j and go to 3 ; else, compute
3. Form the approximate solution:
is a Lanczos matrix of order N by m, and T m is the tridiagonal matrix
Under the assumptions given above, we have
where T m is defined as in Eq. (9). Note that Eq. (10) can be written as
where T m is an (m+1)×m matrix which is the same as T m except its last row whose only nonzero entry lies in the position (m + 1, m) with value β m+1 . If we replace step 3 of Algorithm 3.1 bŷ
where y m solves the minimization problem
then we obtain the minimal residual algorithm (MINRES) for the Lanczos method. See [Paige & Saunders, 1975] . We refer to [Chien & Chang, to appear] and further references cited therein for details.
Let P i denote the set of polynomials q i of degree less than or equal to i such that q i (0) = 1, and let σ(A) denote the spectrum of the matrix A. For completeness we show some basic convergence theory for the MINRES. To our knowledge, these results have not appeared in the literature yet. Similar results for nonsymmetric linear systems can be found in [Eisenstat et al., 1983] .
Theorem 3.1. Let {r i } be the sequence of residual vectors generated by the MINRES, then
Moreover, if A is symmetric positive definite with eigenvalues
Proof. Since the matrix A is symmetric, there is an orthogonal matrix U such that U T AU = D ≡ diag(λ 1 , λ 2 , . . . , λ N ) where λ i 's are the eigenvalues of A. By Eq. (13) the residual vectorsr i generated by the MINRES can be expressed asr i = q i (A)r 0 for some q i ∈ P i . Thus by Eq. (12) we have
But we also have
From this, the inequality (14) follows. To prove Eq. (15), we let q 1 (z) = 1 + αz for some α ∈ R. Then min
But
Using the positive definiteness of A, we have
Thus if α < 0, then
The right-hand side of the above equation is minimized by choosing α = −(λ N /λ 2 1 ). With this choice of α we have
From Eqs. (16)-(18), the inequality (15) follows.
Similar to the relationship between GMRES and GMRES(m) [Saad, 1996, Chap. 6] , we can restart the MINRES every m steps for some fixed integer m. We refer to this as the MINRES(m). All we need to do is to add the following step to MINRES:
Restart:
Computer m = −r m y (m) m ; if satisfied then stop; else, set x 0 :=x m , compute β 1 := r m 2 , v 1 = r m /β 1 and go to step 2 of Algorithm 3.1.
From Theorem 3.1 we can establish an error bound for the residual vectors generated by the MINRES(m).
Corollary 3.2. Let {r i } be the sequence of residual vectors generated by the MINRES(m). Then we have
Moreover, if A is symmetric positive definite, then
where i = jm + k with 0 ≤ k < m. 
By Eqs. (16)- (18) we also have
Hence,
A Multigrid-Lanczos Algorithm
Multigrid methods have been regarded as an efficient solver for elliptic boundary value problems [Brandt, 1977; Hackbusch, 1985; Briggs et al., 2000] , where the classical Gauss-Seidel method or the SOR is used as a relaxation scheme. Application of the multigrid methods in the context of continuation methods for tracing solution branches of nonlinear elliptic eigenvalue problems can be found in [Bolstad & Keller, 1986; Chan & Keller, 1982; Hackbusch, 1985, Chap. 13; Mittelmann & Weber, 1985; Weber, 1985] . However, as was reported by Chan and Keller, straightforward implementations of the multigrid fail near folds. A modified multigrid algorithm was proposed in [Chan & Keller, 1982] which converges for elliptic systems arbitrarily close to folds. Besides, Bolstad and Keller [1986] described a delicate multigrid-continuation method for computing solution branches of nonlinear elliptic eigenvalue problems with folds. Their method combines the frozen tau technique of Brandt [1977] with pseudo-arc length continuation and correction of the parameter on the coarsest grid. Actually the convergence behavior of the Gauss-Seidel or the SOR deteriorates if the condition number of the coefficient matrix becomes large. For symmetric indefinite linear systems our numerical experiments show that the Gauss-Seidel or the SOR method is not as robust as the Lanczos method.
The numerical results in [Chien & Chang, to appear; Chien et al., 1997] show that the Lanczos method can be used to solve linear systems as well as to detect singularity in bifurcation problems. The main issue here is to replace the Gauss-Seidel method by the Lanczos method as the relaxation scheme in the context of the multigrid method. That is, instead of solving the linear systems on a single fine grid as the continuation-Lanczos algorithm did in [Chien et al., 1997] , the Lanczos method is used as the relaxation scheme on each grid. Now, we adopt the idea of the V-cycle scheme multigrid method for solving the associated symmetric linear systems. We assume that there is a hierarchy of grids Ω h , Ω 2h , . . . , Ω M h defined on a domain Ω, where ih denotes the mesh size on Ω. First we relax on the finest grid Ω h using the Lanczos method until convergence deteriorates. Then we compute the finest grid residual and restrict it to the next finer grid Ω 2h , which is to be used as the right-hand side for the linear system on Ω 2h . We repeat this process until the coarsest grid Ω M h is reached. Next, we perform the correction scheme by injecting the solution of the linear system obtained on Ω M h to Ω M h 2 , and adding it to the solution obtained in Ω M h 2 , which is to be used as the initial guess for the Lanczos method. We relax the same linear system on Ω M h 2 using the Lanczos method again. This process is repeated until the approximate solution obtained in the finest grid is accurate enough. Our numerical results show that the multigrid-Lanczos algorithm proposed here is more efficient than the continuation-Lanczos algorithm. Furthermore, it can be easily modified to detect singularity of coefficient matrices. All we need to do is to implement the Lanczos method on the finest grid if necessary. We refer to [Chien et al., 1997] for details.
One may use either a fixed strategy or an adaptive one to transfer between grids. In a fixed strategy one performs p relaxation sweeps on each grid Ω kh before transferring to a coarser grid Ω 2kh , and perform q relaxation sweeps before interpolating back to a finer grid Ω kh 2 . In an adaptive strategy one transfers to a coarser grid when the ratio of the residual norm of current iterate to the residual norm a sweep earlier is greater than some tolerance η, and transfer to a finer grid when the ratio of the residual norm of current iterate to the residual norm on the next finer grid is less than another tolerance δ. The strategy we propose here is based on the convergence theory of the Lanczos method and is described as follows. Let x kh 0 be an initial guess to the linear system
on the grid Ω kh , and r kh 0 = f kh − A kh x kh 0 the corresponding residual. In the V-cycle scheme we relax on Eq. (22) a certain number of sweeps by using the Lanczos method, and transfer to a coarser grid Ω 2kh if
is satisfied. Here r kh i = f kh − A kh x kh i is the residual vector of the ith sweep x kh i and δ k ∈ (0, 1). Similarly, in the correction process we also relax on the associated linear system of Eq. (22) 
for some η k ∈ (0, 1). Our numerical experiments show that the convergence behavior of the multigrid-Lanczos algorithm depends on the choices of δ k and η k . Our strategy of when to transfer between grids is based on the assumption that the Lanczos method converges smoothly for symmetric linear systems. Since the MINRES is a variant of the Lanczos method, our assumption is reasonable because of Theorem 3.1. However, for other iterative methods the residual norms of the iterates, say {x k }, may not decrease monotonically to zero. Schönauer [1987] and Weiss [1990] proposed to use a technique which generates a second sequence {y k } via a simple relation
in which each τ k is chosen to minimize b − A((1 − τ )y k−1 + τ x k ) 2 over τ ∈ R, i.e.
This technique was referred to by Zhou and Walker [1994] as "minimal residual smoothing (MRS)", and was applied there to investigate certain relationships between the residuals and residual norms of the biconjugate gradient (BCG) and quasi-minimal residual (QMR) methods. Zhang [1997a] employed the MRS technique to accelerate the convergence of a multilevel iterative method by smoothing the residuals of the original iterative sequence on the finest grid. In [Zhang, 1997b] some inexact versions of the minimal residual smoothing (IMRS) technique were proposed to accelerate the convergence of the multigrid method. More precisely, Zhang [1997b] proposed to compute the inner products that appear in Eq. (26) on a subspace of Ω h . This subspace may be chosen as the coarse grid Ω 2h or Ω 4h . The MRS obtained in this way is referred to as the half minimal residual smoothing (Half-MRS) or Quarter-MRS, respectively. The original MRS is then called Full-MRS. Our multigrid-Lanczos algorithm is described as follows. • Relax on A h u h = f h i 1 times by the Lanczos method with initial guess v h so that r h i 1 2 < δ 1 · r h 0 2 .
• Set r h = r h i 1 .
• Compute f 2h = I 2h h r h .
• Relax on A 2h u 2h = f 2h i 2 times by the Lanczos method with initial guess v 2h = 0 so that r 2h i 2 2 < δ 2 · r 2h 0 2 .
. . .
• Relax on A 2h u 2h = f 2h j 2 times by the Lanczos method with initial guess v 2h so that r 2h j 2 2 < η 2 · r 2h 0 2 .
• Relax on A h u h = f h j 1 times by the Lanczos method with initial guess v h so that r h j 1 2 < η 1 · r h 0 2 .
In Algorithm 4.1, I
jh ih stands for the restriction operator, while the bicubic interpolation operator is denoted by I ih jh where j = 2i. That is, I jh ih : Ω ih → Ω jh and I ih jh : Ω jh → Ω ih . We may incorporate the MRS or the IMRS techniques into Algorithm 4.1. However, if we replace the Lanczos algorithm by the MINRES or MINRES(m) in Algorithm 4.1, then we do not have to do this process. By incorporating Algorithm 4.1 into the continuation method, we obtain a generalization and an improvement of the continuation-Lanczos algorithm [Chien et al., 1997] .
Numerical Results
The multigrid-Lanczos algorithm described in Sec. 4 was implemented in the context of the continuation method to trace solution branches of certain nonlinear elliptic eigenvalue problems. These test problems were discretized by the centered difference approximations with h = 1/64 on the finest grid, and a total of five levels of grids, making the coarsest grid with h = 1/4. The accuracy tolerance for solving linear systems was 10 −10 , and the parameters in Algorithm 4.1 were chosen to be δ k = η k = 0.5, k = 1 : 4. All of our computations were executed on an IBM PC 586 machine with a High Performance Fortran Compiler and with 64 bit IEEE arithmetic. The following notations are used in Tables 1-2. T. Time : the total execution time (in hours) for each method. aver. iter.(P) : the average number of iterations or V-cycles required to solve a single linear system using the Lanczos method or Algorithm 4.1 and its variants in the predictor step. aver. iter.(C) : the average number of iterations or V-cycles required to solve a single linear system using the Lanczos method or Algorithm 4.1 and its variants in the corrector step.
Example 1. A Fold Problem. The Lanczos method, the multigrid-Lanczos algorithm, and the multigrid-Lanczos algorithm with MRS, Half-MRS, Quarter-MRS techniques, respectively, were implemented to trace the solution curve of the classical Bratu problem [Chan & Keller, 1982] ∆u
starting with (u, λ) = (0, 0). The fold was detected at λ * ≈ 6.8157. The exact location of the fold is λ = 6.808124423 [Doedel & Sharifi, 2000; Fedoseyev et al., 2000] . Actually we could have obtained more accurate solutions near the fold if we chose finer grid, say, h = 1/128, and use relatively small steplength in our predictor-corrector continuation algorithm. After we have passed the fold, we continued to trace the solution curve until λ = 6.7187 was reached. In total we executed 130 continuation steps, and 520 linear systems were solved. Table 1 shows the performance of these techniques.
Example 2. A Bifurcation Problem. We used the same techniques and parameters as in Example 1 to trace the first solution branch of the following nonlinear eigenvalue problem [Chien & Chang, to appear; Chien et al., 1997] ∆u
bifurcating at (u, λ) = (0, 2π 2 ). We executed 90 continuation steps until λ ≈ 9.8091 was reached, where 183 linear systems were solved in total. The bifurcation point was detected at λ * ≈ 19.7241. Table 2 shows our numerical results.
Example 3. Exploiting Symmetry of the Domain and the Solution. It is well-known in bifurcation theory (e.g. [Bossavit, 1986; Mei, 1991] ) that solution branches of certain semilinear elliptic eigenvalue problems defined on a domain can be obtained by solving the same problem defined on subdomains with appropriate boundary conditions. Bifurcation of semilinear elliptic eigenvalue problems of the following form
have been investigated numerically and analytically during the past decade. We refer to [Allgower & Chien, 1986; Allgower et al., 1989; Mei, 1991] and further references cited therein for details. For instance, the solution curves of Eq. (28) branching from the double bifurcation point (0, λ 2,4 ) = (0, 20π 2 ) [Isaacson & Keller, 1965, Chap. 9] can be obtained by solving the same problem defined on the subdomain Ω 1 defined in Eq. (30) with appropriate boundary conditions (31) and (32) given below, respectively. In this example, we traced the solution curves branching from the second bifurcation point of ∆u + λ sinh(u) = 0
in Ω 1 = (x, y) 0 ≤ x ≤ y, 0 ≤ y ≤ 1 2 ,
with boundary conditions [Mei, 1991] u(0, y) = 0 , ∂u ∂x x, 1 2 = 0 , ∂u ∂x (x, x) = ∂u ∂y (x, x) , by the predictor-corrector continuation method together with Algorithm 4.1. The bifurcation point was detected at (u, λ * ) ≈ (0, 191.941). Figure 1 shows the contour of the solution curve on the subdomain. Figures 2 and 3 show the three-and twodimensional contours of Eq. (29) on the whole domain [0, 1] 2 . Similarly, we traced solution branch of Eq. (29) with boundary conditions [Mei, 1991] 
Concluding Remarks
Our results in Tables 1 and 2 show that the multigrid-Lanczos algorithm is the most efficient one among all of the techniques we have tested. Moreover, it seems that there is no need to incorporate the MRS into the multigrid-Lanczos algorithm.
