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Abstract
Second order mixed type dual is introduced for multiobjective programming problems. Results
about weak duality, strong duality, and strict converse duality are established under generalized sec-
ond order (F,ρ)-convexity assumptions. These results generalize the duality results recently given
by Aghezzaf and Hachimi involving generalized first order (F,ρ)-convexity conditions.
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1. Introduction
Consider the following multiobjective programming problem:
(MOP) minimize f (x)= (f1(x), . . . , fk(x))
subject to x ∈A= {x ∈X | g(x) 0},
where f :X → Rk , g :X → Rm are twice differentiable functions, X is an open subset
of Rn, and “min” means finding efficient (Pareto optimal) solutions.
Under different assumptions of convexity (convexity, generalized convexity, generalized
ρ-convexity, generalized F -convexity, generalized V -invexity, (F,ρ)-convexity or gener-
alized (F,ρ)-convexity) Weir and Mond [11], Egudo [4], Gulati and Islam [5], Jeyakumar
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have used proper efficiency, efficiency, or weak efficiency to establish some duality results.
Recently, Zhang and Mond [13] introduced a concept of second order (F,ρ)-convexity,
an extension of (F,ρ)-convexity defined by Preda [10], and used the concept to obtain
some relevant duality results by considering the second order Mangasarian vector dual,
Mond–Weir vector dual, and generalized Mond–Weir vector dual to (MOP).
In this paper, we first introduce a second order mixed type dual for problem (MOP).
Second order Mangasarian type and Mond–Weir type duals are special cases. We propose
new classes of generalized second order (F,ρ)-convexity for vector-valued functions and
establish various duality results for problem (MOP).
2. Definitions and preliminaries
Throughout this paper the following conventions for vectors in Rn (n > 1) will be fol-
lowed:
x  y if and only if xi  yi, i = 1, . . . , n,
x  y if and only if x  y and x = y,
x > y if and only if xi > yi, i = 1, . . . , n.
xy or xty denotes the inner product, the index set K = {1,2, . . . , k}, andM = {1,2, . . . ,m}.
For problem (MOP), a feasible solution x˚ is said to be an efficient solution if there exists
no other feasible point x such that f (x) f (x˚).
The following definitions and properties of second order (F,ρ)-convexity are from
Zhang and Mond [13].
Definition 2.1. A functional F :X×X×Rn→R is sublinear if for any x, x˚ ∈X,
F(x,u;a1 + a2) F(x,u;a1)+ F(x,u;a2), ∀a1, a2 ∈Rn,
F (x,u;αa)= αF(x,u;a), ∀α ∈R, α  0, ∀a ∈Rn.
Let F be a sublinear functional, the function f = (f1, . . . , fk) :X→Rk a twice differ-
entiable at u ∈X, ρ = (ρ1, . . . , ρk) ∈Rk , and d(·, ·) a metric on Rn.
Definition 2.2. The function fi is said to be second order (F,ρi )-convex at u and p, if for
all x ∈X we have
F
(
x,u;∇fi(u)+∇2fi(u)p
)+ ρid(x,u) fi(x)− fi(u)+ 12p∇2fi(u)p.
The vector valued function f :X→Rk is second order (F,ρ)-convex at x and u if each
of its components fi is second order (F,ρi )-convex at u and p.
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x ∈X we have
fi(x) fi(u)− 12p∇
2fi(u)p ⇒ F
(
x,u;∇fi(u)+∇2fi(u)p
)
−ρid(x,u).
We say that f is second order (F,ρ)-quasiconvex at x and u if each of its components
fi is second order (F,ρi )-quasiconvex at u and p.
Definition 2.4. The function fi is second order (F,ρi )-pseudoconvex at u and p, if for all
x ∈X we have
fi(x) < fi(u)− 12p∇
2fi(u)p ⇒ F
(
x,u;∇fi(u)+∇2fi(u)p
)
<−ρid(x,u).
The function f is second order (F,ρ)-pseudoconvex at u and p if each of its compo-
nents fi is second order (F,ρi )-pseudoconvex at u and p.
Definition 2.5. The function fi is strictly second order (F,ρi )-pseudoconvex at u and p,
if for all x ∈X, x = u, we have
fi(x) fi(u)− 12p∇
2fi(u)p ⇒ F
(
x,u;∇fi(u)+∇2fi(u)p
)
<−ρid(x,u).
The function f is strictly second order (F,ρ)-pseudoconvex at u and p if each of its
components fi is strictly second order (F,ρi )-pseudoconvex at u and p.
The following convention will be used. If f is an k-dimensional vector valued func-
tion, then F(x,u;∇f (u)+∇2f (u)p) denotes the vector of componentsF(x,u;∇f1(u)+
∇2f1(u)p), . . . , F(x,u;∇fk(u)+∇2fk(u)p).
From the above definitions we can suggest the following generalized second order
(F,ρ)-convexity definitions.
Definition 2.6. The function f is said to be weak strictly second order (F,ρ)-pseudoconvex
at u and p, if for all x ∈X we have
f (x) f (u)− 1
2
p∇2f (u)p ⇒ F (x,u;∇f (u)+∇2f (u)p)<−ρd(x,u).
The class of weak strictly second order (F,ρ)-pseudoconvex functions does not contain
the class of second order (F,ρ)-convex functions, but does contain the class of strictly
second order (F,ρ)-pseudoconvex functions.
Definition 2.7. The function f is said to be strong second order (F,ρ)-pseudoconvex at u
and p, if for all x ∈X we have
f (x) f (u)− 1
2
p∇2f (u)p ⇒ F (x,u;∇f (u)+∇2f (u)p)−ρd(x,u).
The class of strong second order (F,ρ)-pseudoconvex functions does not contain the
class of second order (F,ρ)-pseudoconvex functions, but does contain the class of second
order (F,ρ)-convex and weak strictly second order (F,ρ)-pseudoconvex functions.
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and p, if for all x ∈X we have
f (x) f (u)− 1
2
p∇2f (u)p ⇒ F (x,u;∇f (u)+∇2f (u)p)−ρd(x,u).
Every second order (F,ρ)-quasiconvex function is weak second order (F,ρ)-quasi-
convex. However, there exist functions which are weak second order (F,ρ)-quasiconvex
but not second order (F,ρ)-quasiconvex.
Definition 2.9. The function f is said to be sub-strictly second order (F,ρ)-pseudoconvex
at u and p, if for all x ∈X we have
f (x) f (u)− 1
2
p∇2f (u)p ⇒ F (x,u;∇f (u)+∇2f (u)p)−ρd(x,u).
Every strictly second order (F,ρ)-pseudoconvex function is sub-strictly second order
(F,ρ)-pseudoconvex. However, there exist functions which are sub-strictly second order
(F,ρ)-pseudoconvex but not strictly second order (F,ρ)-pseudoconvex.
3. Second order mixed type duality
Let J1 be a subset of M and J2 =M/J1, and e be the vector of Rk whose components
are all ones. We introduce the following second order mixed type dual for (MOP):
(XMOP) maximize
(
f1(u)+ yJ1gJ1(u)−
1
2
p∇2[f1(u)+ yJ1gJ1(u)]p, . . . ,
fk(u)+ yJ1gJ1(u)−
1
2
p∇2[fk(u)+ yJ1gJ1(u)]p
)
subject to ∇λf (u)+∇2λf (u)p+∇yg(u)+∇2yg(u)p = 0,
yJ2gJ2(u)−
1
2
p∇2yJ2gJ2(u)p  0,
y  0,
λ 0, λte= 1.
Note that we get a second order Mond–Weir dual [13] for J1 = ∅ and a second order
Mangasarian dual [7,8] for J2 = ∅ in (XMOP), respectively.
We shall prove various second order duality results for (MOP) and (XMOP) under weak
assumptions of second order (F,ρ)-convexity with respect to the same metric d .
Theorem 3.1 (Weak duality). Assume that for all feasible x for (MOP) and all feasible
(u, y,λ,p) for (XMOP),
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following conditions holds;
(b) λ > 0 and f (·)+ yJ1gJ1(·)e is strong second order (F,ρ)-pseudoconvex at u and p,
with α + λρ  0;
(c) λ > 0 and λf (·) + yJ1gJ1(·) is second order (F,β)-pseudoconvex at u and p, with
α + β  0.
Then, the following cannot hold:
f (x) f (u)+ yJ1gJ1(u)e−
1
2
p∇2[f (u)+ yJ1gJ1(u)e]pe. (1)
Proof. Let x be feasible for (MOP) and let (u, y,λ,p) be feasible for (XMOP). Then, we
have
yJ2gJ2(x) yJ2gJ2(u)−
1
2
p∇2yJ2gJ2(u)p. (2)
From (2) and the hypothesis (a) we obtain
F
(
x,u;∇yJ2gJ2(u)+∇2yJ2gJ2(u)p
)
−αd(x,u). (3)
By the feasibility of (u, y,λ,p) and the sublinearity of F , we have
F
(
x,u;∇λf (u)+∇2λf (u)p+∇yJ1gJ1(u)+∇2yJ1gJ1(u)p
)
+ F (x,u;∇yJ2gJ2(u)+∇2yJ2gJ2(u)p)
 F
(
x,u;∇λf (u)+∇2λf (u)p+∇yg(u)+∇2yg(u)p)= 0. (4)
Relation (4) together with (3) yields
F
(
x,u;∇λf (u)+∇2λf (u)p+∇yJ1gJ1(u)+∇2yJ1gJ1(u)p
)
 αd(x,u). (5)
On the other hand, suppose contrary to the result that (1) holds. Since x is feasible of
(MOP) and y  0, (1) implies
f (x)+ yJ1gJ1(x)e f (u)+ yJ1gJ1(u)e−
1
2
p∇2[f (u)+ yJ1gJ1(u)e]pe. (6)
Multiplying (6) by λ, we get
λf (x)+ yJ1gJ1(x) < λf (u)+ yJ1gJ1(u)−
1
2
p∇2[λf (u)+ yJ1gJ1(u)]p. (7)
By hypothesis (b) and (6), we have
F
(
x,u;∇[f (u)+ yJ1gJ1(u)e]+∇2[f (u)+ yJ1gJ1(u)e]p)−ρd(x,u). (8)
Multiplying (8) by λ, we obtain
F
(
x,u;∇[λf (u)+ yJ1gJ1(y)]+∇2[λf (u)+ yJ1gJ1(u)]p)
<−λρd(x,u) αd(x,u), (9)
which contradicts (5).
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F
(
x,u;∇[λf (u)+ yJ1gJ1(y)]+∇2[λf (u)+ yJ1gJ1(u)]p)
<−βd(x,u) αd(x,u), (10)
which contradicts again (5). ✷
It may be noted that Theorem 3.1 contains Theorem 4 of Zhang and Mond [13]. In fact,
we obtain our result under the weaker second order (F,ρ)-convexity assumptions.
We need the condition λ > 0 in Theorem 3.1. Of course, to get the desired results
without the condition other conditions should be enforced, which leads to the following
theorem.
Theorem 3.2 (Weak duality). Assume that for all feasible x for (MOP) and all feasible
(u, y,λ,p) for (XMOP), any of the following holds:
(a) yJ2gJ2(·) is second order (F,α)-quasiconvex at u and p, f (·) + yJ1gJ1(·)e is weak
strictly second order (F,ρ)-pseudoconvex at u and p, with α + λρ  0;
(b) yJ2gJ2(·) is second order (F,α)-quasiconvex at u and p, λf (·)+ yJ1gJ1(·) is strictly
second order (F,β)-pseudoconvex at u and p, with α + β  0;
(c) yJ2gJ2(·) is strictly second order (F,α)-pseudoconvex at u and p, f (·)+ yJ1gJ1(·)e
is weak second order (F,ρ)-quasiconvex at u and p, with α+ λρ  0;
(d) yJ2gJ2(·) is strictly second order (F,α)-pseudoconvex at u and p, λf (·)+ yJ1gJ1(·)
is second order (F,β)-quasiconvex at u and p, with α+ β  0.
Then, the following cannot hold:
f (x) f (u)+ yJ1gJ1(u)e−
1
2
p∇2[f (u)+ yJ1gJ1(u)e]pe. (11)
Proof. Let x be feasible for (MOP) and let (u, y,λ,p) be feasible for (XMOP). Since the
theorem holds trivially if x = u, we assume that x = u. Now, suppose contrary to the result
that (11) holds. Since x is feasible, we first have (6). Multiplying (6) with λ 0, we get
λf (x)+ yJ1gJ1(x) λf (u)+ yJ1gJ1(u)−
1
2
p∇2[λf (u)+ yJ1gJ1(u)]p. (12)
Now if hypothesis (a) holds, then (5) holds, and from (6) we obtain
F
(
x,u;∇[f (u)+ yJ1gJ1(u)e]+∇2[f (u)+ yJ1gJ1(u)e]p)<−ρd(x,u). (13)
Multiplying (13) by λ 0, we obtain (8) which contradicts (5).
Now by hypothesis (b) and from (12) we get (9) again contradicting (5).
If (c) holds, then (2) implies
F
(
x,u;∇yJ2gJ2(u)+∇2yJ2gJ2(u)p
)
<−αd(x,u). (14)
Relation (4) together with (14) yields
F
(
x,u;∇[λf (u)+ yJ1gJ1(u)]+∇2[λf (u)+ yJ1gJ1(u)]p)> αd(x,u). (15)
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F
(
x,u;∇[f (u)+ yJ1gJ1(u)e]+∇2[f (u)+ yJ1gJ1(u)e]p)−ρd(x,u). (16)
Multiplying (16) by λ 0, we obtain
F
(
x,u;∇[λf (u)+ yJ1gJ1(y)]+∇2[λf (u)+ yJ1gJ1(u)]p)
−λρd(x,u) αd(x,u), (17)
which contradicts (15).
Now by hypothesis (d), (12) leads to
F
(
x,u;∇[λf (u)+ yJ1gJ1(y)]+∇2[λf (u)+ yJ1gJ1(u)]p)
−βd(x,u) αd(x,u), (18)
which contradicts again (15). ✷
The above theorem is a generalization of the result of Zhang and Mond [13]. In fact, it
is obvious that the class of weak strictly second order (F,ρ)-pseudoconvex functions does
contain the class of strictly second order (F,ρ)-pseudoconvex functions.
Corollary 3.1. Let (u˚, y˚, ˚λ, p˚) be feasible solution for (XMOP) such that
y˚J1gJ1(u˚)−
1
2
p˚∇2[f (u˚)+ y˚J1gJ1(u˚)e]p˚ = 0
and assume that u˚ is feasible for (MOP). If weak duality (Theorem 3.1 or 3.2) holds be-
tween (MOP) and (XMOP), then u˚ is efficient for (MOP) and (u˚, y˚, ˚λ, p˚) is efficient for
(XMOP).
Proof. Suppose that u˚ is not efficient for (MOP), then there exists a feasible x for (MOP)
such that
f (x) f (u˚) (19)
and since
y˚J1gJ1(u˚)−
1
2
p˚∇2[f (u˚)+ y˚J1gJ1(u˚)e]p˚ = 0,
so (19) can be written as
f (x) f (u˚)+ y˚J1gJ1(u˚)e−
1
2
p˚∇2[f (u˚)+ y˚J1gJ1(u˚)e]p˚e. (20)
Since (u˚, y˚, ˚λ, p˚) is feasible for (XMOP) and x is feasible for (MOP), this inequality con-
tradicts weak duality (Theorem 3.1 or 3.2).
Also suppose that (u˚, y˚, ˚λ, p˚) is not efficient for (XMOP). Then there exists a feasible
(u, y,λ,p) for (XMOP) such that
f (u)+ yJ1gJ1(u)e−
1
2
p∇2[f (u)+ yJ1gJ1(u)e]pe
 f (u˚)+ y˚J1gJ1(u˚)−
1
p˚∇2[f (u˚)+ y˚J1gJ1(u˚)e]p˚e (21)2
104 B. Aghezzaf / J. Math. Anal. Appl. 285 (2003) 97–106and since
y˚J1gJ1(u˚)−
1
2
p˚∇2[f (u˚)+ y˚J1gJ1(u˚)e]p˚ = 0,
(21) reduces to
f (u)+ yJ1gJ1(u)e−
1
2
p∇2[f (u)+ yJ1gJ1(u)e]pe  f (u˚). (22)
Since u˚ is feasible for (MOP), this inequality contradicts weak duality (Theorem 3.1
or 3.2). Therefore u˚ and (u˚, y˚, ˚λ, p˚) are efficient for their respective programs. ✷
Theorem 3.3 (Strong duality). Let x˚ be an efficient solution for (MOP) at which a con-
straint qualification is satisfied. Then there exist y˚ ∈ Rm, ˚λ ∈ Rk , and p˚ ∈ Rk such that
(x˚, y˚, ˚λ, p˚) is feasible for (XMOP) with
y˚J1gJ1(x˚)−
1
2
p˚∇2[f (x˚)+ y˚J1gJ1(x˚)e]p˚ = 0.
If also weak duality (Theorem 3.1 or 3.2) holds between (MOP) and (XMOP), then
(x˚, y˚, ˚λ, p˚) is efficient for (XMOP).
Proof. This follows on the lines of Mond and Zhang [9]. ✷
We now turn our attention to strict converse duality.
Theorem 3.4 (Strict converse duality). Let x˚ be an efficient solution for (MOP) and
(x˚, y˚, ˚λ, p˚) be an efficient solution for (XMOP) such that
˚λf (x˚)= ˚λf (u˚)+ y˚J1gJ1(u˚)−
1
2
p˚∇2[˚λf (u˚)+ y˚J1gJ1(u˚)]p˚. (23)
Assume that
(A) Condition (a) of Theorem 3.1 is satisfied and ˚λf (·)+ y˚J1gJ1(·) is strictly second order
(F,β)-pseudoconvex with α + β  0;
(B) Condition (b) or (d) of Theorem 3.2 is satisfied.
Then, x˚ = u˚ and u˚ is an efficient solution for (MOP).
Proof. (A) We assume x˚ = u˚ and exhibit a contradiction. Since x˚ and (u˚, y˚, ˚λ, p˚) are
feasible for (MOP) and (XMOP), respectively, then y˚  0, g(x˚) 0,
y˚J2gJ2(x˚) y˚J2gJ2(u˚)−
1
2
p˚∇2y˚J2gJ2(u˚)p˚. (24)
By hypothesis (A), (24) implies that
F
(
x˚, u˚;∇y˚J2gJ2(u˚)+∇2y˚J2gJ2(u˚)
)
−αd(x˚, u˚). (25)
By the feasibility of (u˚, y˚, ˚λ, p˚) and the sublinearity of F , we have
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(
x˚, u˚;∇[˚λf (u˚)+ y˚J1gJ1(u˚)]+∇2[˚λf (u˚)+ y˚J1gJ1(u˚)]p)
+ F (x˚, u˚;∇y˚J2gJ2(u˚)+∇2y˚J2gJ2(u˚)p)
 F
(
x˚, u˚,∇[˚λf (u˚)+ y˚g(u˚)]+∇2[˚λf (u˚)+ y˚g(u˚)]p)= 0. (26)
Relation (26) together with (25) yields
F
(
x˚, u˚;∇[˚λf (u˚)+ y˚J1gJ1(u˚)]+∇2[˚λf (u˚)+ y˚J1gJ1(u˚)]p˚)
−F (x˚, u˚;∇y˚J2gJ2(u˚)+∇2y˚J2gJ2(u˚)p˚) αd(x˚, u˚)−βd(x˚, u˚). (27)
Since ˚λf (·)+ y˚J1gJ1(·) is strictly second order (F,β)-pseudoconvex, it follows that
˚λf (x˚)+ y˚J1gJ1(x˚) > ˚λf (u˚)+ y˚J1gJ1(u˚)−
1
2
p˚∇2[˚λf (u˚)+ y˚J1gJ1(u˚)]p˚. (28)
Hence, by y˚  0 and g(x˚) 0, the inequality above implies that
˚λf (x˚) > ˚λf (u˚)+ y˚J1gJ1(u˚)−
1
2
p˚∇2[˚λf (u˚)+ y˚J1gJ1(u˚)]p˚, (29)
which contradicts (23).
(B) We assume x˚ = u˚ and exhibit a contradiction. Since x˚ and (u˚, y˚, ˚λ, p˚) are feasible
for (MOP) and (XMOP), respectively, then y˚  0, and g(x˚) 0 yields
y˚J2gJ2(x˚) y˚J2gJ2(u˚)−
1
2
p˚∇2y˚J2gJ2(u˚)p˚. (30)
By hypothesis (b) and (26) we have
F
(
x˚, u˚;∇y˚J2gJ2(u˚)+∇2y˚J2gJ2(u˚)p˚
)
−αd(x˚, u˚). (31)
So following along the lines of proving (A), we get the result.
When hypothesis (d) holds, (24) implies
F
(
x˚, u˚;∇y˚J2gJ2(u˚)+∇2y˚J2gJ2(u˚)p˚
)
<−αd(x˚, u˚). (32)
By the feasibility of (u˚, y˚, ˚λ, p˚) and the sublinearity of F , we have
F
(
x˚, u˚;∇[˚λf (u˚)+ y˚J1gJ1(u˚)]+∇2[˚λf (u˚)+ y˚J1gJ1(u˚)]p˚)
> αd(x˚, u˚)−βd(x˚, u˚). (33)
Since ˚λf (·)+ y˚J1gJ1(·) is second order (F,β)-quasiconvex, it follows that
˚λf (x˚)+ y˚J1gJ1(x˚) > ˚λf (u˚)+ y˚J1gJ1(u˚)−
1
2
p˚∇2[˚λf (u˚)+ y˚J1gJ1(u˚)]p˚. (34)
Using y˚  0 and g(x˚) 0, the inequality above implies that
˚λf (x˚) > ˚λf (u˚)+ y˚J1gJ1(u˚)−
1
2
p˚∇2[˚λf (u˚)+ y˚J1gJ1(u˚)]p˚, (35)
which contradicts (23). ✷
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In this paper, we introduce a second order mixed type dual. Second order Mangasarian
type and second order Mond–Weir type duals are special cases. We propose new classes
of generalized second order (F,ρ)-convex functions and establish duality theorems and so
extend the results obtained by Aghezzaf and Hachimi [2] and Zhang and Mond [13].
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