Collaborative filtering has been extensively studied in the context of ratings prediction. However, industrial recommender systems often aim at predicting a few items of immediate interest to the user, typically products that (s)he is likely to buy in the near future. In a collaborative filtering setting, the prediction may be based on the user's purchase history rather than rating information, which may be unreliable or unavailable. In this paper, we present an experimental evaluation of various collaborative filtering algorithms on a real-world dataset of purchase history from customers in a store of a French home improvement and building supplies chain. These experiments are part of the development of a prototype recommender system for salespeople in the store. We show how different settings for training and applying the models, as well as the introduction of domain knowledge may dramatically influence both the absolute and the relative performances of the different algorithms. To the best of our knowledge, the influence of these parameters on the quality of the predictions of recommender systems has rarely been reported in the literature.
INTRODUCTION
Systems for personalized recommendation aim at predicting a few items (movies, books, ...) of interest to a particular user. They have been extensively studied in the past decade [2, 17] , with a particular attention given to the collaborative filtering (CF) approach [18, 24] . In contrast to contentbased recommender systems, collaborative filters rely solely on the detection of interaction patterns between users and items, where an interaction can be the rating or the purchase of an item. For instance, a system can recommend to a target user some products purchased by other users whose purchase history is similar to the target user's, making recommendation possible even if relevant descriptions of users or items are unavailable.
The development of collaborative filters has followed several, mostly independent directions. The first direction, which accounts for the majority of works in CF, is the development of different types of algorithms, such as memorybased techniques, matrix factorization algorithms, probabilistic models and ensemble methods [18, 24, 6, 14] . Almost all of these works have focused on ratings prediction on publicly available benchmark datasets such as MovieLens 1 or NetFlix 2 . A second direction is the identification of domain dependent variables that describe interactions between users and items and which may influence the recommendation performance. For instance, purchase time can be used to take into account the recency of past customer purchases for the recommendation [7, 15] . Another example is contextual variables such as the intent of a purchase (e.g. whether a book is purchased for personal or professional purposes), which allow to perform situated recommendations of potentially greater accuracy [1, 3, 5, 19] . These works generally focus on the impact of introducing domain knowledge, Figure 1 : Vendors in the store use a PDA which is equipped to read product bar-codes and loyalty cards. An application has been developed to receive recommendations.
and have often been evaluated on medium-scale proprietary purchase datasets with very little emphasis on performance comparisons between algorithms.
The abundance of academic papers on CF should be contrasted with many critical aspects of the design of commercial recommender systems which remain mostly undocumented. A data miner who wants to build a recommender system has to choose the appropriate algorithm to use, and probably incorporate domain knowledge to increase the recommendation quality. However, for many retailers, rating data is unavailable, or may be unreliable because ratings are purely declarative. Personalized recommendations should then be based on the customers' purchase history or other kind of implicit feedback, which is a different type of data because it does not contain negative feedback [10] : high and low ratings inform us about what a user likes and dislikes, but past purchases do not reliably inform us about the products which will not interest the customer in the future. The choice of the best algorithm becomes an issue as most collaborative filtering algorithms have been compared and studied in depth only on rating data. Moreover, since the algorithmic dimension is often studied independently of the introduction of domain knowledge, the relative and joint impact of these two parameters on the recommendation quality is mostly unknown.
In this paper, we present a case-study on CF recommender systems using a dataset containing the purchase history of more than 50, 000 loyal customers of a home improvement store over 3 years, containing about 4.6 million transactions. We systematically evaluate three families of CF algorithms, namely item-based recommendation [16] , matrix factorization [14, 26, 20] and association rule mining algorithms [22, 11] on various settings in which we introduce increasing amounts of domain knowledge. In our case, domain knowledge is inferred from purchase data in which we identify high purchase activity periods of the customers. This leads us first to consider the recency of the purchases in a customer's history as a critical parameter, and secondly to a clustering of the high purchase activity periods, where the categories have a meaningful interpretation in terms of contextual variables. Our main results are:
• The blind application of the algorithms leads to very low performances, which are unacceptable for an industrial recommender system. The influence of incorporating domain knowledge in the recommendation process has already been reported in the literature, even for the task of ratings prediction [13] where taking into account the changes in user tastes over time improves performances. Domain knowledge is even more important for short-term recommendation (as in our case) since the prediction task is more difficult.
• The difference in performance between the various algorithms is very small compared to what can be gained by introducing context in the recommendations. These results provide additional evidence for the need of contextaware recommender systems, in line with recent works [5, 19] .
• Matrix factorizations algorithms and item-based techniques detect slightly different patterns between customers and items, as was already noticed in the context of ratings prediction [12] . On our purchase data, this leads factorization methods to mostly recommend best-sellers while item-based CF, like association rules, tends to recommend more products that are rarely bought.
• Surprisingly, the most accurate recommendations on our data are given by the simplest form of bigram association rules. This contrasts with the results on rating data where memory-based and matrix factorization are among the best performing methods [6, 14] and association rules are almost never used.
The paper is organized as follows. In Section 2, we present the dataset and the original recommendation task which lead to this study. We then describe our experimental protocol and the algorithms we evaluate in Sections 3 and 4 respectively. The results of an approach which uses no domain knowledge are reported in Section 5. We show the impact on the performance of a more business-oriented modeling in Section 6. Finally, Section 7 concludes the paper.
RECOMMENDATION TASK AND DATASET
This study is motivated by a need for an automatic recommender system, expressed by a French retailer, La Boîteà Outils 3 (BAO). The company possesses 27 medium and large size stores in the South-East of France, and sells products for home improvement. BAO wants to equip salespeople in the stores with tools helping them provide their customers with better and more professional answers. Very often, customers come to the store and leave, without noticing they forgot some products they will need for the job they have in mind. After that, they start working and realize they have to come back, or try a closer competitor's store. BAO thus wants to help the salespeople make sure that the customer purchases the complete set of products he'll need: they can suggest missing products and show him the products in the relevant department. BAO thus launched a project to have recommendations produced in real-time for the salesperson to use in his discussion with the customer: salespeople are equipped with a PDA, which can read the loyalty card and the products bar-codes and to which the recommendations are to be sent. This scenario is represented in Figure 1 . Less experienced vendors would certainly benefit more from the recommendation application, but even seasoned vendors have expressed their interest for it, saying that this could work for them as a check list of all the products needed. As can be seen, the setting for our recommender system is rather original, since most systems in the literature have been developed for on-line retailers.
The deployment scenario chosen by BAO was to first design and evaluate a recommender system on data from its major store; then to test it on the field in that store and finally deploy it throughout all the 27 stores. This paper reports on the first phase, where various techniques had to be evaluated for designing the best system, while phase 2 is presently ongoing.
The dataset we used contains all purchase history from loyal customers at BAO's major store from The items we consider are not individual products but rather groups of products or sub-families, because BAO decided that recommendations should be made at this level of their product hierarchy. An example of sub-family is "pipe", while individual products are pipes of varying length, color, . . . This will leave more space for the salesperson's expertise and should be easier to use in the intended context. We selected only the sub-families which were sold every year of the training data, and obtained 484 sub-families. Figure 2 shows various characteristics of the 2005-2007 data: a RFM analysis showed that 15.9% customers visited only once (and 80.7% 23 times at most) and 15% sub-families were bought at least 3 times by the same customer. Since we are working at the sub-families level, this situation should be expected in our case, as well as in a DVD retail industry for example, where customers typically buy various times at the genre -sub-family -level, yet each product once at most at the product level. This implies in particular that we need to potentially recommend an item (i.e. a sub-family) which has already been purchased by the same user.
As usual in retail contexts, data show a marked Long Tail effect [4] : 30% of the 484 sub-families (vigintiles 1 to 6) represent 81.8% of total sales (these are the Head sub-families); while the last 11 vigintiles (10 to 20) represent 55% of the sub-families and account for only 8.1% of sales (the Tail ). Obviously, data are very sparse in the Tail and it will thus be harder to produce relevant recommendations in the Tail than in the Head. Being able to accurately recommend Middle or Tail items can however be an interesting property of a recommender system since it may correspond to more unexpected suggestions. We will see in our experiments that some algorithms essentially predict Head items, while some others are able to find some relevant Tail products. 
GENERAL EXPERIMENTAL PROTOCOL AND EVALUATION METRICS
We now present our experimental protocol. In our setup, a CF algorithm can be seen as a black box, which takes as input a purchase matrix, and outputs a predictor. The purchase matrix summarizes the training data (the transactions from 2005 to 2007 in our case) as described in Subsection 3.1. A predictor can be seen as a black box as well, which takes as input a customer's purchase history and outputs a sorted list of the 484 items. The quality of the sorted list is measured by comparing the first recommended items with items bought by the same customer in a near future. Our goal is to measure the ability of the system to perform relevant recommendations when the user is in the shop. In many cases, a customer needs a product for a particular short-term project, so our evaluation has to measure the quality of the predictions in the short-term. To that end, we decompose our test data (i.e. the 2008 purchase data) into several smaller sets, each of which is based on a specific day d of 2008, and we try to predict the items purchased by a customer within 2 weeks after that day, using the customer's purchase history known at d. The construction of these test sets is detailed in Subsection 3.2, and the evaluation metrics are defined in Subsection 3.3. How we train and test each algorithm is described later in the next Section.
Purchase Matrix
The training stage of the algorithms we evaluate takes as input a purchase matrix, where each column corresponds to an item, and each row represents a purchase session. A (purchase) session should be understood as "the set of purchases of a given customer over a period of time". In standard collaborative filtering approaches (see e.g. [2] ) and in Section 5 of this paper, a row of the purchase matrix represents the total purchase history of a specific customer. In that case, a purchase session is defined as "all known purchases of a customer" without limitation in time, but we will also consider purchase sessions defined on smaller periods of time in Section 6. In all cases, a purchase matrix, denoted P, contains only Boolean values (0 or 1), where a 1 in the (i, k) th entry means that item k has been bought at least once in the i-th session (0 means the opposite). In the following, R (resp. C) will denote the number of rows (resp. columns) of P.
Test data
As we intend to predict the future purchases of customers in the short term, we evaluate the various algorithms with a sliding window approach: for every day d of the testing period and every customer who made a purchase on that day, we predict his purchases for the next 14 days (including the reference day d, to predict the final purchases of the customer that day), based on his purchase history (i.e. the products bought strictly before the reference day). The window length of 14 days has been chosen by business constraints. It is motivated by the observation that most sales are complete within 14 days after the first purchase of this sale. In the end, there are 298 reference days and thus 298 test sets: each day of 2008 is a reference day except Sundays, holidays (when the shop is closed), and the last 13 days of 2008 (the purchases for the next 14 days are not available).
After creating the test sets, we filter some customers out of each set. For each test set, we discard all customers who did not make any purchase within 14 days before the corresponding reference day (excluded). 4 This selection is once again motivated by the fact that sales are complete within 14 days, and will allow us to compare various experimental settings on the same set of customers.
Evaluation Metrics
The recommendation algorithms output a sorted list of items given the purchase history of a customer at a given date. Following [9, 8] , we use precision, recall and F1-score to evaluate the quality of a recommendation list. These metrics are then averaged over customers and time to provide a final performance value. In our approach, we have a set of customers for each reference day, together with a target set of products for each customer (recall that the target set contains the customer's purchases for the next 14 days, and thus depends on the reference day). For a given customer u and a given reference day d, the precision, recall and F1-score of the N first recommended items are respectively defined as:
where given u and d, T u,d is the target set and R u,d @N the set of top-N recommended items.
•
The value of the cutoff N is chosen by business constraints. In our case, only 5 recommendations will be presented, so these measures are of greatest interest with N = 5.
To compute the final performance values, we first average over users for each reference day. The precision obtained for the reference day d is given by:
Similar formulas are used to obtain rec d @N (resp. F 1 d @N ), the recall (resp. F1-score) for the reference day d. The final performances are then computed by averaging over all possible reference days:
nb of reference days for perf ∈ {prec, rec, F 1} .
ALGORITHMS EVALUATED
We have selected a number of algorithms from the three main families of collaborative filtering approaches: memorybased, model-based and association rule learning. For the memory-based technique, we consider the item-based approach [16] , in which the bulk of the computation is done offline. For model-based approaches, we selected two stateof-the-art matrix factorization methods, Singular Value Decomposition [23] and Non-Negative Matrix Factorization [27] . For association rule learning, we build the bigram matrix [22] (i.e. all rules of the form item i ⇒ item j). The choices of the algorithms are arbitrary, we only intended to have representative algorithms for each of the main CF approaches.
Training the Algorithms
Item-Based Collaborative Filtering.
The item-based approach computes, on the training purchase data, a similarity matrix between products. Following Linden et al. [16] , we compute the similarity between the two products k and using the cosine between their corresponding columns of the purchase matrix:
where P •k is the k-th column of P, and X T is the transpose of matrix X. The output of the training process is then the similarity matrix between products S, where the (k, ) th entry of S is equal to sim k, .
Matrix Factorization Methods.
Matrix factorization methods have shown great performance for ratings prediction [14, 26] . To apply these methods on purchase data, we use the AMAN (all missing as negative) reduction [20] . In this setup, matrix factorizations approximate the purchase matrix P ∈ R R×C by a matrix of smaller rank r (r rank P ). The approximation can be written as the product U V of two matrices U ∈ R R×r and V ∈ R r×C . We first evaluate the factorization which gives the best rank-r approximation of P in the sense of the Frobenius norm which can be found using svd [23] :
where
i,j is the Frobenius norm of X and xi,j the (i, j) th entry of X. We also tried to weight missing entries as in [20] , but it did not improve performances, so these results are not presented in our experiments.
We also evaluate non-negative matrix factorization (nnmf) which was shown to have good performances in CF [27] . nnmf finds an approximation of the purchase matrix with factors constrained to only have non-negative elements:
For any matrix factorization method (svd, nnmf, or any other), the rightmost matrix V can be seen as an embedding matrix, which projects every product k in R r (or R r + for nnmf). Thus, the k-th column of V , V •k , can be interpreted as a representation of product k in the embedding space. On the other hand, U expresses the rows of the purchase matrix as a linear combination of lines of V , and is thus representative of the training data only. Consequently, after obtaining a factorization of the training purchase matrix P of the form U V , U is not stored. The only parameter resulting from training is matrix V .
Association Rules.
We also evaluate association rule learning for CF [22, 11] . We first consider bigram rules, where training simply consists in computing the following matrix on the purchase data:
b k, is thus the confidence of rule k ⇒ (i.e. item k is purchased implies item is purchased within the same session). Special care needs to be taken for diagonal elements b k,k : they are all equal to 1 in (3), which does not reflect the real probability that item k was bought twice at different times within the same session. Although the true confidence of the rule k ⇒ k cannot be computed from the purchase matrix, we compute it from the initial transactional data as follows:
nb sessions where k was bought at least twice nb of sessions where k was bought .
Since bigram rules consider at most two items without any consideration of their support, we tried a more refined version of associations rules (called alpha-rules in the paper) based on the concepts of alpha Galois lattice [25] and frequent closed itemsets [21] . alpha-rule learning aims at scaling up the rule mining using domain knowledge provided as a segmentation of purchase sessions: the algorithm only finds closed itemsets and rules satisfied by at least α% sessions of a given segment (the parameter α controls the complexity of the method). This method is only applicable when having a typology of purchase sessions (which will be built in Section 6), so we only present its results after Section 6.
Applying the Algorithms
At apply time, an algorithm is given a customer's purchase history (which contains all past purchases of a customer or only the most recent ones), and is required to provide a list of N recommendations for this user (N = 5 in our case). A purchase history is represented by a Boolean column vector H ∈ {0, 1} 1×C , where 1 at the k th line means that item k has been bought by the customer at least once over the period considered for building the history. H contains the purchases of a single customer, so the prediction processes described below are applied to each customer of a test set. Note that our prediction processes can be applied to any customer, even if he was not seen during training.
Item-Based CF Prediction.
The recommendation list for item-based collaborative filtering is created as follows:
1. For each item k in H (i.e. k s.t. h k = 1), select the S items which are the most similar to k using the similarity matrix S computed during training. We obtain H 1 lists of items with similarity scores for each item in each list. In our experiments we use S = 20 as it tended to give the best results.
2. Merge the lists: concatenate the lists, and sort the items by decreasing associated score. If an item is in several lists, assign it its maximum score.
Prediction with Matrix Methods.
The inference procedure corresponds to the setting of strong generalization [18] . This setting allows us to make prediction for new customers or to take into account the updates (if any) of the customer's purchase history. Given the embedding matrix V learnt on the training data, we compute a parameter vector W such that W T V approximates best the user's purchase history H. Depending on the method, W is defined as follows:
with V given by (1),
• nnmf:W =arg min Both are convex quadratic problems which can be solved very efficiently at apply time. Once the parameter vector W is computed, all items are sorted by decreasing scores (the predicted score for item k is W T V •k in both cases).
Prediction with Association Rules.
For bigram rules, we follow [22] : items k are sorted by the maximum confidence of the rules ⇒ k supported by the user history (i.e. is such that h = 1). The prediction with alpha-rules is similar.
A STANDARD APPROACH
We first evaluate what we refer to as the standard approach. This corresponds to the case where each row of the training purchase matrix contains all known purchases of all training customers, called the user×item matrix. In that case, the training purchase matrix has a sparsity coefficient of 5.7%. After training each algorithm according to Section 4.1, we evaluate 2 different apply settings:
Complete History In the Complete History apply setting, the prediction algorithms (described in Section 4.2) receive as input a purchase vector which contains all past purchases of this customer without limitation in time.
Thus, for a given reference day and a given customer, the prediction will be based on all of this customer's purchases made strictly before the reference day.
2 Weeks History In the 2 Weeks History apply setting, the prediction algorithms receive as input a purchase vector containing only the customer's purchases made in the last 14 days before the reference day (excluded).
We remind to the reader that (1) the training procedure of the algorithms is the same for both apply settings, (2) thanks to the filter applied to the test sets (Subsection 3.2), the algorithms are evaluated on exactly the same customers and target sets, and finally (3) the reported performance for both apply settings are computed on the test data following the protocol described in Subsection 3.2.
The test performances in terms of prec@5, rec@5 and F 1@5 for the various algorithms and the two apply settings are shown in Table 1 . The rank of matrix factorization is chosen based on F 1@5 (r = 20 for both methods).
The results first show that bigram association rules in the 2 weeks history apply setting obtain the best results, with relative performance gains between 8% and 10% on all metrics. However, we have to notice that in the Complete History apply setting, factorization methods obtain the best results. Thus the relative performances of the methods change when taking recency into account. It implies that no general conclusion can be drawn from the relative performances of each algorithm in a specific application scenario, and that testing each method for each scenario is mandatory.
When comparing the two apply settings, we see that considering only the most recent purchases has a positive impact on all performances, except for the svd on which the difference is not significant. This suggests that only purchases made within a short period of time are strongly correlated, so that the recency of the purchase may be a critical factor for the recommendation. Similar observations have already been reported (see e.g. [14, 15] ) on other datasets where users' tastes evolve with time. Even though the reason might be different in our case (see Section 6), our results give additional evidence that the recency of user feedback is an important factor in CF. In particular, it appears to be crucial for item-based CF and association rules. This is due to the aggregation scheme we chose (the max of the items similarities or rules' confidences), which is not robust to this noise. We carried out additional experiments (not reported here) where we used the sum of the rules' confidence (as in [11] ) instead of the max for association rules. The algorithm becomes then more robust, with less than 15% relative difference in prec@5 between the two settings (instead of about 30% with the max as reported in Table 1 ). The same behavior was observed for item-based CF. The algorithms do not perform better though, because adding low confidences eventually leads to overcome the confidence of relevant rules.
In terms of absolute performance values, the best precision at 5 is lower than 15%. Acceptance of the system on the field will be hard: when the salesperson recommends 5 products to his customer, the latter will buy less than once on average. Sales staff will soon stop proposing recommendations to avoid losing the customers' confidence. We need better performances, at least 20% of precision to ensure that at least one product is bought by the customer on average.
A BUSINESS-ORIENTED APPROACH
The business of BAO is to sell products to customers for home improvement. This customers' activity has its specificities, one of which was highlighted in the previous section: customers have a purchasing behavior which varies a lot in time. At some periods, they only buy little, and only standard products (electric bulbs, nails, . . .); while at other periods, they launch a project such as refurbishing the bathroom or putting a new roof. Projects requires more spending, more -very specific -products and this over a relatively short period. In this section, we try and exploit this behavior to focus on such specific activity, because it should allow us to narrow the potential choice of relevant products and thus recommend products at a given time depending on what the customer is doing at that time. From a business perspective, the recommender system should be most useful if it can help getting a complete sale for customers running a project, i.e. a sale where all the products necessary for that project are actually purchased.
We show how to detect projects periods in customers' purchase histories and automatically categorize them in Subsec- 
Project Definition and Categorization
The domain experts at BAO observed that past customers' projects can be extracted from their purchase history by identifying high purchase activity periods, defined as periods where a given customer spends at least 200 e over a duration of 14 days. BAO has specialized salespeople for customers running very large projects (i.e. building a house) and wants to exclude these from the perimeter of the recommender system. We thus extracted from the 2005-2007 dataset all projects by isolating high-purchase activity periods of the customers, discarding projects that last more than 50 days or with a total expense greater than 2, 000 e. We then merged projects separated by less than a week and eliminated all no-purchase days at the end of the 42, 202 identified projects to calculate the real project duration. Finally, projects account for about 1/3 of all the transactions, and 50% of the customers are involved in at least one project.
We built a typology of projects using k-means 5 supervised by the number of items used in the project. We found a typology of 11 segments which were analyzed by businessowners who found a description as meaningful project categories. These categories are descriptive of the context of a purchase, such as plumbing or painting. The segments are summarized in Table 2 . The two larger categories, account for 34% and 14.5% of all projects. All other categories (except for the smallest one) contain between 4% and 8% of the projects. Most categories contain projects which involve, on average, about 10 different unique items (with possibility of re-purchase), but more than 400 items are used in at least one project of each category (thus, more than 80% of the total number of items). Thus, even if the project categories contain more homogeneous sets of purchases, recommendation must cover most of the catalog.
Training on Projects Only
We saw in Section 5 that considering only a short-term purchase history at prediction time increases the recommendation accuracy. Together with the analysis of projects, these results suggest that only short-term correlations between two purchases are relevant, long-term correlations being most probably accidental. We propose to integrate this additional knowledge into the training process, by learning on a modified purchase matrix which contains one row for each project detected in the period [2005] [2006] [2007] . We obtain a project×item purchase matrix of size 42,202×484. It has a higher sparsity than the user×item matrix (2.3% non-zero entries instead of 5.7%) but is also less noisy. Remember that the purchase matrix is only used to compute item/item similarities for item-based CF, the item projection matrix for factorization methods, and the confidence of the association rules. Thus, the models trained on this new purchase matrix are applied the same way as in Section 5. alpha-rules are trained on the project×item matrix like the other algorithms, but unlike them uses the categorization of projects for a faster exploration of the search space.
Recommendation performance.
The performances of the models in both the Complete History and the 2 Weeks History apply settings are shown in Table 3 . The optimal rank for svd and nnmf is still r = 20. alpha-rules are with α = 10% and a minimal support of 1%. The differences in performances between the two apply settings are similar to those of the previous section. In the Complete History apply setting, the models perform worse than in the previous section, which is natural since they are trained on purchase sessions that span over shorter periods of times. In the 2 Weeks History apply setting, the results are similar to the previous results, except for the bigram rules which obtain significantly better performances, with a greater improvement of the recall (more than 20% relative increase). Thus, the benefit of training on the project×item matrix mostly concerns customers for which few items had to be predicted. alpha-rules obtain slightly better performances in terms of precision, but their recall and F 1 is rather low. This is essentially due to the high setting of the minimal support, but decreasing it leads to very high complexity.
Recommended items.
The models trained on the project×item matrix produce slightly different recommendations than those trained on the user×item matrix. Table 4 compares these models in the 2 Weeks History apply setting. It shows, among the items that were recommended and actually purchased by the customer, the percentage of items belong to the Head (i.e. best-sellers), the Middle or the Tail. The Tail, which contains 55% of the items but account for only 8.1% of the sales (see Section 2) contains items that are very difficult to recommend at the right moment. Indeed, the models of the previous section are only able to make accurate recommendations in the Head (more than 95% of the correct recommendations for all models). The reason is that complete customers' purchase histories contain mostly Head items, so that Middle and Tail items are filtered out as noise by the algorithms. A larger part of the correct recommendations lies in the Middle or Tail when training on the project×item where short-term correlations between Middle or Tail products can be discovered. In particular, more than 9% of the bigram rules' correct recommendation are now Middle or Tail items.
Contextual Recommendation
The analysis of projects shows that a typology of more homogeneous purchase patterns can be found, and that these categories, such as "interior" or "exterior" improvement, have a clear interpretation in terms of contextual variables that describe the intent of the purchase. Following the multidimensional model of [2] , we propose to evaluate the gain in predictive performance if one knew this context at prediction time. This is particularly relevant for our application, since we have very broad context descriptions: the context might be simply inferred by the salesperson during a normal dialogue with the customer; even asking for it has not be seen as too intrusive by professionals.
In the simplest form of the multidimensional model, given the context in which a recommendation is made, the prediction is based solely on past purchases made within the same context. In our case, this is implemented as follows:
• At training time, we train 11 models, one for each category of projects (or, equivalently, we train one model for each possible context). Each of these models is trained on a specific project×item purchase matrix containing one row for each project of 2005-2007 of the corresponding category.
• At apply time, we assume that we know the category of the current customer's project (i.e. we know the context of the purchase). On the test data, this is simulated by filtering out all transactions of 2008 which do not belong to a project, and by assigning to each remaining transaction the project category it belongs to. Then, for each user and each reference day, we apply the model which corresponds to the project category.
As we do not evaluate on exactly the same set of transactions as in Sections 5 and 6.2, we also provide, on this set of transactions, the results obtained by the non-contextual model of Sections 6.2 as a baseline. Note that it is exactly the same model and predictions as in Section 6.2, but we consider now only the test users and transactions that belong to a high purchase activity at the reference day. Due to lack of space, we only report the results of the models in the 2 Weeks History apply setting 6 . These performances are shown in Table 5 . Factorization methods use a rank r = 5.
The non-contextual models, on this subset of transactions, have higher precision and lower recall than in general (compare Table 3 (right) and Table 5 (left)), because people running projects buy more products, artificially inflating prec@5 and decreasing rec@5. The effect of contextualization, however, is critical: item-based CF, nnmf and bigram rules show a relative increase of at least 30% in all performance values. The effect is less dramatic for svd (which tends to be the most constant model on our data) and for alpha-rules which already used the typology in the exploration of the rules. More interestingly, bigram rules have a precision of 32%. Thus, on average, between 1 and 2 recommended products are actually bought by the customer. We also note that despite their simplicity, bigram rules perform significantly better than other methods on all measures.
Our results, in line with recent works [5, 19] , provide additional evidence of the importance of the context of a recom-mendation. Such performances are acceptable in a dialogue with a customer. Even though this only affects a part of our test data (about 1/3 of transactions), these are the transactions that involve the greater number of items, and thus for which the recommender system should be of greater interest.
When looking at which items are recommended and purchased, we see that the better performances obtained by the contextual models are due to more accurate recommendations of best-sellers: for all algorithms, at least 95% of the correct recommendations involve Head items.
CONCLUSION
We presented a systematic comparison of various collaborative filtering systems on a real-life purchase dataset. We showed that recommender systems can be developed on purchase rather than rating data, and that, in such cases, algorithms comparison is different from the standard rating case. In particular, on our data, the simplest algorithm based on bigram association rules obtained the best performances. We believe that such case-studies are necessary to better understand the specificities of purchase datasets and the factors that impact recommender systems for retailers.
Our results show that factors such as purchase recency and context-awareness may be at least as important as the choice or the design of a well-performing algorithm. They also show that the relative performances of the algorithms vary depending on the setting to which they are applied, so that all algorithms have to be tested at all stages of the development of the recommender system.
