Generalized method of moments (GMM) is used to develop tests for discriminating discrete distributions among the two-parameter family of Katz distributions. Relationships involving moments are exploited to obtain identifying and over-identifying restrictions. The asymptotic relative e ciencies of tests based on GMM are analyzed using the local power approach and the approximate Bahadur e ciency. The paper also gives results of Monte Carlo experiments designed to check the validity of the theoretical ÿndings and to shed light on the small sample properties of the proposed tests. Extensions of the results to compound Poisson alternative hypotheses are discussed.
Introduction
One of the most prominent families of discrete distributions whose successive probabilities satisfy ÿrst-order recurrence relations has been formulated by Katz (1965) . The Katz family of distributions cover a wide spectrum including binomial, negative binomial, and Poisson distributions. It has been used as a basis of developing more general families of distributions such as distributions deÿned by a discrete analogue to the Pearson system of continuous distributions studied in Ord (1967a Ord ( , b, 1972 , and the extended Katz family of Gurland and Tripathi (1975) and Gurland (1977, 1979) . These distributions often serve as embryonic forms of data generating distributions and provide an ideal benchmark in many applications such as econometric modeling, industrial quality control, risk and insurance, and sampling theory, among others.
A major motivation of Katz's (1965) work was the problem of discriminating among binomial, negative binomial, and Poisson distributions when a given set of data is known to come from one or other of them. More speciÿcally, Katz suggested the use of a test based on the ÿrst two sample moments as a discriminating test statistic for testing the null hypothesis of equi-dispersion (the Poisson distribution) against the alternative hypothesis of under-or over-dispersions (the binomial or negative binomial distribution).
The aim of this paper is to investigate discriminating tests for discrete distributions in the generalized method of moments (GMM) framework developed by Hansen (1982) . The paper analyzes formally the asymptotic and ÿnite-sample properties of discriminating tests which are based on a ÿnite set of moment restrictions for the null hypothesis of a Poisson distribution. In particular, it is concerned with the potential for e ciency gains from using additional moment restrictions other than the ÿrst two moments utilized in the Katz test. The results of the GMM tests are also compared to the performance of the Poisson index of dispersion, a commonly used statistic for testing hypothesis concerning the Poisson distribution, attributed to Fisher. The ÿnal section of the paper extends the discussion to compound Poisson distributions. We show that since compound Poisson distributions exhibit over-dispersion, the results of the negative binomial hold qualitatively for compound Poisson alternatives.
The paper is organized as follows. Section 2 introduces brie y the Katz family of distributions and GMM estimators. Section 3 discusses identifying and over-identifying moment restrictions. Section 4 analyzes the asymptotic relative e ciency of the tests. Section 5 presents ÿnite-sample power results of tests against binomial and negative binomial alternatives. Section 6 extends the results to compound Poisson distributions. Section 7 concludes. All proofs are given in the Appendix.
The Katz family and GMM estimators

The Katz family
For the Katz family of distributions, the recurrence relation for probabilities can be written as P j+1 P j = + ÿj 1 + j ; j= 0; 1; 2; : : : ;
where ¿ 0 and ÿ ¡ 1. It is understood that if + ÿj ¡ 0 then P j+i = 0 for all i ¿ 0. The probability generating function for distributions deÿned in (1), g(t), satisÿes the equation (Johnson et al., 1992) :
with g(1) = 1. Hence, g(t) = e (t−1) if ÿ = 0;
The moments about the origin are
In particular, the mean 1 = =(1 − ÿ) and the variance 2 ≡ 2 − ( 1 ) 2 = =(1 − ÿ) 2 . It can be shown that ÿ ¡ 0, 0 ¡ ÿ ¡ 1, and ÿ = 0 give rise to the binomial distribution (B(N; P)), negative binomial distribution (NB(k; p)) and Poisson distribution (P( )), respectively, with parameters N = − =ÿ; P = ÿ=(ÿ − 1), k = =ÿ; p = ÿ, and = . The area of the ( ; ÿ) plane occupied by these three distributions can be found, for example, in Katz (1965) . Distributions in the Katz family have the property of being equi-, under-, or over-dispersed. The Poisson distribution has 2 = 1 = 1 and exhibits equi-dispersion. The binomial and negative binomial distributions are under-dispersed ( 2 = 1 ¡ 1) and over-dispersed ( 2 = 1 ¿ 1), respectively. For many discrete distributions, in particular binomial and negative binomial distributions, violation of the variance assumption is a su cient condition for a violation of the Poisson assumption.
GMM estimators
Let (x 1 ; x 2 ; : : : ; x n ) be a sample from a discrete population with a parameter . Suppose that we are interested in estimating based on the ÿrst q moment restrictions,
where f(x i ; ) = (x i − 1 ; x 2 i − 2 ; : : : ; x q i − q ) : The jth moment about the origin of the Poisson distribution, j , is given by (2) with = and ÿ = 0. We note that if one multiplies both sides of (3) by a q×q non-singular matrix , one obtains an equivalent set of moment restrictions which are based on di erent model parameterizations. For example, if is taken to be the lower triangular matrix with 1 as diagonal elements and Stirling numbers of the ÿrst kind as the lower triangular elements, then the moment restrictions E[ f(x i ; )] = 0 are based on the factorial moments (see, for example, Chapter 3 of Stuart and Ord, 1987) .
System (3) is overdetermined if q ¿ 1. One way to reconcile the con icting estimates that will emerge from this overdetermined system is to minimize the quadratic form
where
) and W is a positive deÿnite weighting matrix which may be a function of data. The estimators deÿned by choosing to minimize (4) are minimum distance estimators. Under certain regularity conditions on W the minimum distance estimator is consistent. See Malinvaud (1970) and Amemiya (1985) for discussions on minimum distance estimators. See also Gerlein and Pincus (1978) for an approach based on the concept of w-divergence introduced by Kagan (1975) . The Hansen's GMM estimate of ,ˆ , is the value of that minimizes (4) by taking W ≡ V n , where V n is a consistent estimator of V = lim n→∞ Var[n 1=2 f n ( )]. The use of this weighted criterion in which the weights are inversely proportional to the variances of the moments is based on the logic that motivates generalized least squares (GLS). Hansen (1982) showed that the optimal weighting matrix W in (4) turns out to be given by V n . It can be veriÿed that the (i; j)th element of V is ( i+j − i j ). Under a model of Poissonˆ is √ n-consistent and asymptotically normally distributed.
Furthermore, since x is su cient for one has the following result.
Testing over-identifying restrictions
When the number of moment restrictions in (3) exceeds the number of parameters (q ¿ 1), the model is over-identiÿed. In the over-identiÿed case, Hansen (1982) suggested a test of whether all of the sample moments represented by f n (ˆ ) are as close to zero as would be expected if the corresponding population moments (3) were truly zero. Applying Hansen's results, one can show that if a Poisson distribution is the true data generator and Q n ( ) is evaluated at the GMM estimateˆ , then
Hansen's 2 test, J n (q), can be used to test the null hypothesis that the ÿrst q moments of the population coincide with their Poisson counterparts for some , that is,
against an alternative hypothesis
To analyze the properties of J n (q) we follow Sowell (1996) to decompose the population moment restrictions in the null hypothesis (6) into
The moment restriction in H I 0 is the identifying restriction for . It represents the part of the moment restrictions which actually goes into parameter estimation. In fact, the ÿrst-order conditions associated with the minimization of (4) with W = V n (ˆ ) are
This characterization of the GMM estimator yields an interesting interpretation that V Sowell (1996) has shown that the information about in (8) is equivalent to the information in
nF , which is the sample analog to H I 0 (see also Hall, 2001) . Therefore, although one begins with (3), GMM estimation is actually based on information in H Proposition 3.2. Under H 0 , the q × q matrix (FF )V −1 has rank 1 and
where O is a q × (q − 1) zero matrix.
The identifying and over-identifying moment restrictions are given in Propositions 3.3 and 3.4, respectively. 
From Propositions 3.3 and 3.4, both identifying and over-identifying moment restrictions are formulated by E[f(x i ; )], which, by deÿnition, is based on the ÿrst q moments about the origin. Note that there are q − 1 over-identifying restrictions since the ÿrst element of vector F is −1. If we assume that the identifying restriction is satisÿed by the sample the over-identifying restrictions simplify to E(x j i ) = j , for j = 2; 3; : : : ; q (Proposition 3.4).
Before we discuss the asymptotic power of J n (q), two simple examples are appropriate to demonstrate the method. The ÿrst example, the case in which q = 2, yields a GMM version of the Katz's (1965) test. The second one, utilizing the ÿrst three moments (q = 3), serves as an alternative test, which will be used in the power comparison analysis in later sections.
Example 1 (J n (2) and the Katz test). When q = 2, f n ( ) = ( x − ; m 2 − ( + 2 )) , where
It can be shown that the GMM test statistic is
Note that J n (2) is equivalent to the test proposed by Katz (1965) , in which the square root of J n (2), n=2((s 2 − x)= x), is distributed asymptotically as the standard normal distribution. Therefore, we can analyze the Katz test using the results established above.
By Propositions ) − 2 ) = 0, respectively. The interpretation of the decomposition result is that in the Katz's test or in the J n (2) statistic, the ÿrst-moment restriction, which is automatically satisÿed by the sample, is used in estimating the population mean, resulting the MME, which is also the MLE estimator. The second-moment restriction is satisÿed by the Poisson distribution but not by the binomial or negative binomial distribution. In fact, the second-moment restriction for binomial and negative binomial distributions is
It is apparent that J n (2) has power against violation of the over-identifying restriction for any departures from the Poisson distribution. We will have formal discussion on the asymptotic power of J n (2) in Section 4 and on its ÿnite-sample power properties in Section 5. The J n (3) test statistic is given by
whereˆ ij is the (i; j)th element ofV −1 n , and m 3 = n −1 Wolfram, 1999 for more information on the software), which provides a useful tool to derive the required elements of V −1 , especially for V with high values of q.) Again, the identifying restriction is E(x i ) = 1 . In contrast to the case of q = 2, the over-identifying restrictions consist of two equations: E(x 2 i ) = 2 and E(x 3 i ) = 3 (Proposition 3.4). The two over-identifying moment restrictions for the binomial and negative binomial alternative hypotheses are given by (11) and the following equation:
Asymptotic power
This section ÿrst investigates the asymptotic power of J n (q) using a local power analysis. To this end, we introduce the following sequences of local alternatives to H I 0 and H O 0 :
and
in which I = 0 and O = 0. Since it is always possible to decompose (Newey, 1985; Hall, 1999 
An alternative approach to analyze the power of tests is to study the approximate slope of a test, which has been proposed by Bahadur (1960) and further studied by Bahadur (1967) and Geweke (1981) , among others. Although the Bahadur's e ciency is asymptotically equivalent to the local power method under certain regularity conditions (Proposition 4.3; see also Sievers, 1969; Wieand, 1976; Groeneboom and Oosterho , 1981 , who compared the Bahadur e ciency measure with other methods), it has an intuitively appealing aspect in understanding the role of E[f(
)] in determining the asymptotic power of the test. According to Bahadur (1960) the approximate slope of a test is deÿned to be the rate at which the logarithm of the asymptotic marginal signiÿcance level of the test decreases as sample size increases. Geweke (1981) has shown that if the test statistic's limiting distribution under the null hypothesis is a 2 distribution, then the approximate slope of the test equals the probability limit of the statistic divided by the sample size n. Let c q be the approximate slope of J n (q). Applying Geweke's result, we have
For any given q, it is straightforward to apply Proposition 4.3 to calculate c q under di erent alternative hypotheses. For example, consider once again the case q = 2 discussed in Example 1 of Section 3. When q = 2, we have that the approximate slope 
Note that the approximate slopes of J n (2) for binomial and negative binomial distributions are identical if NP 3 = kp 3 .
Approximate slopes can also be used in making comparisons across di erent q. For example, under the binomial alternative, c 3 is given by the following equation:
It can be shown that c 3 ¿ c 2 on the parameter space of N and P. The di erence between c 3 and c 2 is less signiÿcant when both N and P are small but becomes enormous as either N or P increases. Theoretically speaking, any violations in either one of the two over-identifying restrictions of (11) and (13) can be tested by J n (3). One can argue that J n (3) should be more asymptotically e cient than J n (2) since an additional moment condition is used in J n (3). The inequality c 3 ¿ c 2 indicates that including an additional moment restriction will not reduce asymptotic e ciency. However, one must be cautious since asymptotic results may not be valid in ÿnite samples (see ÿnite-sample properties of tests in Section 5).
Finite-sample results
The simulation setup
In this section we will compare the ÿnite-sample properties of GMM tests for discriminating discrete distributions via Monte Carlo simulations under the Poisson null and the binomial and negative binomial alternative hypotheses. Other alternatives including compound Poisson and a zero truncated geometric distributions are examined in Section 6.
Since the use of GMM tests with q ¿ 3 is computationally inconvenient and our results (not reported here for brevity) indicate that there is no major gain by using GMM tests with high values of q for hypotheses investigated in this study, we will focus only on J n (2) and J n (3). All simulations are based on 3000 replications. The nominal signiÿcance level is taken to be 1%, 5% and 10%.
For comparison, we also report the results of Monte Carlo experiments performed for the Poisson index of dispersion Z, which is deÿned as
If the x i 's follow a Poisson distribution then Z is approximately 2 with n − 1 degrees of freedom (Fisher, 1950; Cochran, 1936 Cochran, , 1954 .
The size
To gauge the quality of asymptotic approximations in Section 3, we perform simulation experiments for J n (2), J n (3) and Z under the Poisson null hypothesis with various values of and sample sizes. Results, which are presented in Table 1 , show that for 5% and 10% signiÿcance levels, the empirical sizes of J n (2) and J n (3) are close to The statistic Jn(q) is asymptotically 2 with degree of freedom q − 1. For comparison, the empirical sizes of the Poisson index of dispersion, Z, which is asymptotically 2 with degree of freedom n − 1, are also reported. The simulation experiment is based on 3000 replications.
their nominal values for sample sizes ¿ 20 and are considerably below their nominal values for sample sizes ¡ 20. For the 1% nominal signiÿcance level, the empirical size of J n (2) is close to its nominal value but the empirical size of J n (3) is substantially above its nominal value for all sample sizes. In contrast to the two statistics based on GMM, empirical sizes of Z are close to their nominal values regardless of the sample size and the signiÿcance level. Table 2 reports the power of J n (2), J n (3) and Z at the 1%, 5% and 10% signiÿ-cance levels against the binomial alternative. The values of two parameters of binomial distribution, P and N , were chosen to not only conform with other previously published studies such as Rao and Chakravarti (1956) , and Darwin (1957) , but also to provide a representative set of examples of possible models commonly encountered in practice. As can be seen from Table 2 , two tests based on GMM are comparable for the binomial alternative. However, Z has no power against binomial distributions regardless of the values of binomial parameters, signiÿcance levels and sample sizes -a well-known result reported in previous studies (see, for example, Nass, 1959; Olkin et al., 1981) . For two GMM test statistics J n (2) and J n (3), the power depends largely on P rather than on N . For a ÿxed sample size, the power increases as P increases. For small P (P 6 0:25), both J n (2) and J n (3) are not powerful unless the sample size is relatively large (n ¿ 20 for 5% and 10% signiÿcance levels, and n ¿ 50 for 1% signiÿcance level). The results also suggest that although the approximate slope c q increases with q, there appears to be no gain of using J n (3) over J n (2) in ÿnite samples with sample sizes up to at least 100. This may be attributed to the imprecision with which the higher moments are estimated for a ÿxed sample size. The results indicate that the local power (and the approximate slope) comparisons discussed in Section 4 are only strictly valid asymptotically. It is, therefore, inappropriate in ÿnite, especially in small samples (Bahadur, 1967; Geweke, 1981; Faust, 1992) . Table 3 reports the results for the negative binomial alternative with parameters p and k. For comparison, we use the same parameter values for p and k as those of P and N of binomial distributions. Although the local power (and the approximate slope) of test statistics based on GMM against the negative binomial distribution is the same as that against the binomial distribution (see Section 4), the results show that both J n (2) and J n (3) are, in general, much powerful against the negative binomial than the binomial alternative except for a few cases in which p is high and the sample size is large. As expected, similar to the binomial case, the power increases as either p or the sample size increases. Again, it seems that J n (2) is as powerful as J n (3). Note that Z is either comparable to or more commonly, slightly more powerful than J n (2) and J n (3).
The power
To understand why the power of GMM tests for the binomial can be lower than that for the negative binomial in ÿnite samples (especially in small samples), consider J n (2) or equivalently, Z statistic. Results from CramÃ er (1946, p. 354) asserts that
where = 2 = 1 . From these expressions it is apparent that when N = k and P = p, binomial and negative binomial distributions will have approximately the same |E(Z)| and hence, c 2 in (16), but di erent Var(Z) because ¡ 1 for the binomial and ¿ 1 for the negative binomial distribution. The di erence in power observed in Tables 2  and 3 is attributed mainly to the second-order dynamics of Z, namely Var(Z), which behaves fundamentally di erent for over-and under-dispersed distributions.
Extensions
Since compound Poisson distributions have been frequently used as an alternative to the Poisson distribution, it is natural and practically important to extend the power analysis to compound Poisson alternatives. Asymptotic results for compound Poisson distributions can be developed along the similar lines as those provided for the binomial and negative binomial in Section 4. Extensive simulation experiments indicate that J n (q) for various values of q and Z are comparable and there is no major gain in using J n (q) with q ¿ 2 than J n (2) for a wide variety of compound Poisson distributions. See Table  4 in which, for illustrative purposes, we report the results of power of test statistics against two compound Poisson alternatives: Poisson-rectangular and Poisson-log-normal distributions.
Combining the results from the previous section, we conclude that, against binomial, negative binomial and many compound Poisson alternatives, J n (2) is comparable to J n (3) in power. The key intuition for these results is that for all alternative distributions studied so far, the population mean is not equal to the population variance. Hence, J n (2) is able to detect a departure from the Poisson distribution by comparing the sample mean to the sample variance (the moment restriction in H O 0 ). In fact, since most commonly used mixed distributions are over-dispersed, by applying Satterthwaite's (1942) result, the corresponding compound Poisson distributions (including two compound Poisson distributions in Table 4 ) are also over-dispersed. The ÿnite-sample power properties of J n (2), J n (3) and Z in Table 4 are, therefore, similar to those against the negative-binomial distribution (Table 3) . To see what happens if the distribution in the alternative hypothesis has its mean equal to the variance, we consider the following geometric distribution with positive integers as the sample space p(j) = pq j−1 ; j= 1; 2; 3; : : : ;
where 0 6 p 6 1 and q = 1 − p. Assuming the observational apparatus becomes active only when at least one event occurs, this distribution has mean 1=p and variance q=p 2 . Table 5 presents the power results for J n (2), J n (3) and Z against this geometric alternative with p = 1 2 in which the distribution has a mean equal to its variance. Since both J n (2) and Z rely only on the ÿrst two moments, they have di culty distinguishing between the Poisson distribution and the geometric distribution deÿned in (17). It can be seen from Table 5 that with the inclusion of the third moment, J n (3) is much more powerful than both J n (2) and Z across all signiÿcance levels and sample sizes considered.
These results also emphasize the fact that as semi-parametric tests, J n (q)s (as well as Z), which rely solely on moments, may not utilize e ciently all available information such as that on the sample space of the variable.
Concluding remarks
This paper uses the generalized method of moments framework to investigate discriminating tests for discrete distributions with a focus on the two-parameter family of Katz and with an extension to compound Poisson distributions. It shows that although it has less asymptotic power, Katz's test statistic, which is based on the ÿrst two moments is, in general, comparable in ÿnite-sample power with other GMM test statistics based on higher-order moments against binomial, negative binomial and various compound Poisson distributions with variances noticeably not equal to the means. The results also suggest that tests based on GMM have reasonable power against the over-dispersed alternatives. However, although they show substantially better power properties than the Poisson index of dispersion, for testing the under-dispersed distributions (which, exampled by the binomial distribution, are less commonly encountered in practice), GMM tests may not be reliable unless the sample size is relatively large.
GMM tests based on higher-moment restrictions may have advantages when low-moment restrictions are satisÿed by the distribution speciÿed in the alternative hypothesis. Therefore, if the Katz's test or the Poisson index of dispersion fails to reject the null hypothesis of a Poisson distribution, it may not be super uous to try a GMM test based on higher-order moment restrictions to make a further investigation before ÿtting a Poisson distribution to the data and comparing the observed and expected cell frequencies.
Although the discussion in this paper focuses on the Poisson distribution and the Katz family, the proposed GMM approach can be extended to developing discriminating tests in many other situations such as hypotheses using various generalizations of the Poisson distribution. The approach is also applicable to other discrete and continuous distributions. In general, a sensible test criterion can be found by the method of this paper if the hypothesized distributions are well characterized by a set of moment conditions and the over-identifying moment restrictions of the test are not satisÿed by alternative distributions. Proof of Proposition 4.2. The result follows from (14) and (15).
Proof of Proposition 4.3. From the deÿnition of J n (q) and Theorem 1 of Geweke (1981) .
