Introduction to Principal Component Analysis (PCA)
Principal component analysis (PCA) describes an unsupervised learning strategy in machine learning which operates on an unlabelled dataset. Such datasets only contain parameter vectors, commonly referred to as features, and do not include any associated target values as it is the case in supervised learning problems. PCA analyzes these features with the goal of identifying an orthogonal transformation which projects features onto a set of mutually uncorrelated variables, referred to as the principal components. The principal components are constructed such that the first principal component accounts for as much variability of the dataset as possible. Each next principal component is then constructed to explain the largest possible portion of the remaining variability while satisfying the constraint of being orthogonal to all already identified principal components. Consequently, principal components fully describe the variability in the dataset.
Principal components can be constructed by computing the covariance matrix of all features across the dataset. The covariance matrix can be diagonalized, and the eigenvectors of the covariance matrix present the principal components. The principal component associated with the largest eigenvalue of the covariance matrix accounts for the most variability in the dataset.
PCA can be used as a tool for dimensionality reduction. By construction, the first principal components account for the most variability in the dataset. In practice, it is often found that the contribution of some of the later constructed principal components to the overall variability in the dataset is negligible. Most of the variability, and thus the information content in the dataset, can be explained by the first few principal components.
The dimensionality of the dataset can then be reduced by discarding the uninformative principal components.
In this study, we use PCA to determine a statistically diverse set of molecular frames to construct a training set for the Bayesian neural network models. Molecular frames were projected onto the principal components obtained from the covariance matrix constructed for the combined training and validation set. Within the reduced PCA space representation, we determine the most diverse set of projected features while neglecting the principal components which contribute minimally to the overall variability of the dataset, following the procedure outlined in a previously published work.
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Further details on the Bayesian Neural Networks (BNN)
Bayesian neural networks (BNN) represent probabilistic models containing parameters which are modelled as random variables. The output of the BNN is therefore a probability distribution, which can be optimised to resemble a target probability distribution. For the prediction of 1,2-dioxetane dissociation times we chose to model the probability distributions of weights and biases as Laplace distributions L parametrised with a location µ and a scale σ, i.e.
where w i and b j represent the collection of all weights and biases of all neurons in the BNN.
In addition to the model parameters w i and b j the BNN models can differ in their architecture, i.e. the number of neuron layers, the number of neurons per layer and the activation function of the neurons. The optimal choice for these parameters yielding the models with the most accurate predictions was determined from a random grid search. Lower and upper bounds as well as the steps in each hyperparameter for the construction of the hyperparameter grid are reported in table S1. In addition to the model hyperparameters we also benchmarked the effect of the initial learning rate η of the Adam optimisation algorithm.
We evaluated a total of 256 BNN models with hyperparameter sets randomly sampled from the grid of hyperparameters for each of the two featurisation methods (geometries only, Figure S1 shows the lowest mean absolute deviations (MAD) between predicted and true dissociation times achieved by BNN models with different architectures on the validation set.
We observe preferences for particular hyperparameter values for all varied hyperparameters.
In addition, we do not observe a large difference in the lowest prediction errors achieved by BNN models trained on geometries only, or trained on geometries and velocities.
BNN performance and sampling efficiency
In this section we discuss the sampling efficiency in more detail and determine the performance of the BNN models when they are trained on different fractions of the entire training set. Figure S2 illustrates the achieved sampling efficiencies of both models achieved on the test set. We observe that the performance of the models degrades substantially when trained on less than 3000 frames. However, we note that positive R2 values are achieved even when A) 
Predictions of dissociation half-times for vibrational states excited along two normal modes
We have used the trained BNN2 to predict the dissociation times for 153 ensembles of 250 initial conditions, each ensemble representing a vibrational state that is excited to the first level along two particular normal modes. For example, the ensemble "3,7" corresponds to a vibrational state that is excited along normal modes 3 and 7, while it remains in the ground state along all other modes. The predicted dissociation half-times are given in figure S3 , as well as the normal mode z-scores providing information about how a nuclear coordinate influences another one in figure S4 . It is noted that positive z-scores indicate that the dissociation is slower. We find that combining any vibrationally excited normal mode with an excitation along normal mode 7 slows down dissociation. Transition state structure and normal modes of the unmethylated 1,2-dioxetane
The nuclear geometry of the transition state structure for the O-O bond breaking of the unmethylated 1,2-dioxetane is given in Table S3 . It was optimised at CASSCF(12,10)/ANO-RCC-VTZP level of theory using the OpenMolcas package. Tables S4-S8 give the normal modes at the transition state structure, at the same level of theory as for the geometry optimisation. 
