Many behavioural tasks require an animal to integrate information on a slow timescale that can exceed hundreds of milliseconds. How this is realized by neurons with membrane time constants on the order of tens of milliseconds or less remains an open question. We show, how the interaction of two kinds of events within the dendritic tree, excitatory postsynaptic potentials and locally generated dendritic plateau potentials, can allow a single neuron to detect specific sequences of spiking input on such slow timescales. The morphology of a neuron's dendritic arbor determines which inputs the neuron responds to, which we express formally in terms of a temporal logic. Finally, we extend this model of dendritic computation to homogeneous populations of neurons and illustrate in a simulated navigation task, how it can be used to integrate and retain information on a behaviourally relevant timescale.
generated events confined to dendritic segments, which interact due to the passive propagation of membrane potentials 181 along the dendritic cable. This distinguishes it from other approaches like integrate-and-fire-type point-neuron models 182 that use the same mechanism of passive propagation to model the linear integration of synaptically induced EPSPs 183 throughout the entire dendritic tree. While both of these perspectives are complementary, we focused exclusively 184 on active dendritic processes. These allow neurons to integrate sequential information on much slower and variable 185 timescales and thus provides a potential solution for a long-standing problem of theoretical neuroscience [36] that 186 eludes simpler point-neuron models [37] . 187 The direct experimental verification of the active dendritic sequence processing model is challenging, as it requires 188 multiple simultaneous measurements of synaptic input and local membrane potentials along a single neuron's dendrite 189 on a fine temporal and spatial resolution. Since ADSP neurons are driven by incoming spike volleys from multiple 190 intact neuron populations, these measurements will likely have to be carried out in vivo and the identification of the 191 involved patterns of temporal spike volleys may require newly developed statistical techniques [38, 39] .
192
If biological neurons indeed leverage these remarkable properties of active dendrites, this has far-reaching implications 193 and requires a fundamentally different perspective on the computational capabilities of individual neurons. The increased 194 expressive power of ADSP neurons appears to be critical for various more complex feats of neural computation, e.g.
195
orientation selectivity [40] or the detection of spatio-temporal patterns [41] . While we focus our discussion of the 196 ADSP model on cortical pyramidal neurons, we expect the same general mechanism to occur in different neuron types 197 throughout the brain, as well. For example, Purkinje cells in the cerebellum also generate localized Ca 2+ events in 198 response to coincident input on individual dendritic segments [42, 43] , and thalamocortical neurons respond to strong 199 synaptic input by localized plateaus in distal dendritic branches [44] . This indicates that the underlying mechanism, 200 possibly implemented through diverse means, may be very general and ubiquitous in the brain. 201 We therefore conclude that even artificial neural networks in soft-and hardware can make good use of the ADSP neuron Mathematically, we approximate both EPSPs and plateau potentials by rectangular pulses with fixed duration τ syn and 208 τ den , respectively. The dynamics of each dendritic segment can then be fully described in terms of the arrival times of 209 incoming spikes as well as the times at which plateau potentials were initiated within the segment itself or in other 210 electrically connected segments. For some segment i, the synaptic input X i and the dendritic input Y i take the form of 211 equations (1) and (2), respectively
where 1 [a,b] represents a unit pulse during the time interval [a, b], and s j k and t i j are the times of spikes arriving from
These derived events are left-recursive and can be nested arbitrarily. The resulting set of possible expressions can be formalized by a language with alphabet A, and the following formal grammar, where S is the start symbol and x ∈ A and n ∈ N are terminal symbols:
Each expression of this form uniquely corresponds to a dendritic morphology. Since the synaptic inputs into the neuron To simulate the stochastic movements of a rat, random paths are generated with time-varying location l(t) = 249 (X(t), Y (t)) ∈ R 2 as solutions of the following system of stochastic differential equations: 
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voltage traces Figure 1 : Schematic representation of a complex dendritic tree and its function. A neuron, schematically illustrated on the left, receives on each of its 5 dendritic segments 10 synaptic connections from a corresponding neural population. Sufficiently many coincident spikes (here ≥ 6 out of 10) from population A can lead the corresponding dendritic segment to generate a plateau potential. Similarly, coincident spikes from population B can induce a plateau in a parallel branch. A third segment requires simultaneous input from both of these segments in addition to coincident synaptic input from population C, in order to fire a plateau of its own. On another branch, a fourth segment receives its input from population D. Triggering a somatic spike requires coincident synaptic input from population E during dendritic input from either of its two upstream segments. In this example, a spike is elicited at time t E (see top right) after a sequence starting with activation of population A at time t A , followed promptly by population B at time t B , C at time t C and finally E at time t E . Activity from population D was not required here. The inset shows the steps involved in the generation of a plateau: Potentially, the membrane potential in the dendritic segment is already elevated due to a plateau potential in a neighbouring segment (0). Presynaptic input arrives at a synapse (1) , which leads to a postsynaptic EPSP via AMPAr mediated ion channels (2). Once the local membrane potential is sufficiently depolarized due to coincident EPSPs and prior depolarization, voltage gated, NMDAr mediated ion channels open, causing additional depolarization (4) which can be further facilitated by the opening of voltage gated calcium channels (5). This strong depolarization initiates a longer lasting plateau potential in the dendritic segment, which has a modest depolarizing effect on other neighbouring segments (6). 
