This study is devoted to some numerical issues in the boundary integral solution of the scattering of an acoustic wave by an open surface. More precisely, it deals with the construction of a cheap analytical preconditioner to enhance the iterative solving of this kind of equation. Detailed attention is paid to bring out the reasons that make this construction much more difficult than for closed surfaces. This preconditioner is carefully tested and compared to two more usual ones for twoand three-dimensional problems. It is shown that this preconditioner provides a cheap and efficient tool making reliable the iterative solving. The discussion also precisely brings out the issues where further studies are still needed to improve its efficiency.
Introduction
We address the numerical solution of the boundary-value problem related to the scattering of an incident wave u inc by an open surface Γ. The scatterer is assumed to be a hard-sound obstacle. To deal with both the two-and the three-dimensional models, it is convenient to consider that Γ is a relatively compact smooth hyper-surface of R d (d = 2, 3) with boundary. Denoting by n a determination for the unit normal on Γ, by k = 2π/λ and λ respectively the wavenumber and the wavelength, it is well-known that the scattered wave satisfies the following boundary-value problem posed in the exterior Ω = R d \ Γ of the obstacle (see e.g. 1 )
loc (Ω) = {v ∈ D (Ω), ϕv ∈ H 1 (Ω), ∀ϕ ∈ D(R d )} ∆u + k 2 u = 0 in Ω, ∂ n u = g := −∂ n u inc on Γ, lim |x|→+∞ |x| (d−1)/2 (∇u · x/|x| − iku) = 0.
(1) Among many available methods for solving the above problem, the boundary integral equations are probably the most suited to this task. Only the scatterer Γ has to be meshed. The spurious dispersions that can be observed in finite difference or finite element schemes are then practically avoided. Moreover, the solution once obtained directly leads to an explicit expression for the radiation function which is probably the most important information expected from the solving process. As a counterpart of all these advantages, the discretization of a boundary integral equation leads to a linear system with a dense matrix. For obstacles having a large size comparatively to the wavelength, only iterative methods can be used to solve the linear system. However, such a solving is only efficient when the linear system is well-conditioned.
For a closed surface Γ, the solution u can be sought in the form of a superposition of a single-and a double-layer potential
respectively given by
Lψ(x) = Γ G(x, y)ψ(y)dΓ(y), Mφ(x) = − Γ ∂ n(y) G(x, y)φ(y) dΓ(y).
The function G is the Green's kernel giving the solutions to the Helmholtz equation in R d satisfying the radiation condition. It admits the following expression
0 (k|x − y|) and G(x, y) =
4π
e ik|x−y| |x − y| for x = y, for d = 2 and 3 respectively. As usual, H is the zeroth-order Hankel function of the first-kind. Since there are two unknowns and only one equation to satisfy, one can add a condition on ψ and ϕ not only to reduce the resolution to that of a well-posed problem but also, at the last step, to obtain a well-conditioned system 2, 3, 4 .
For an open surface, since the normal derivative of the single-layer potential Lψ has a jump whereas both those of u and Mϕ are continuous across Γ, only a representation of u in terms of a double-layer potential is possible. Hence, only the following equation
Dϕ(x) = −∂ n(x) Γ ∂ n(y) G(x, y)ϕ(y)dΓ(y) = g(x) x ∈ Γ,
can be used to solve the boundary-value problem (1) . This formulation can be directly obtained from the Green formula so expressing the unknown density ϕ as the jump [u] Γ of u across Γ in the direction of the unit normal n. This is why this boundary integral equation is sometimes called direct (cf. e.g. 5 ). Unfortunately such a formulation leads to a linear system for which iterative methods poorly converge or even fail to give the solution. So one has to resort to a left or a right preconditioner to hope to succeed in solving such a kind of problem.
Powerful general approaches may be used to build preconditioners. More or less they can be viewed as procedures to compute an approximate inverse of the coefficients matrix of the system. The approximate inverse can be either explicit like for the Sparse Pattern Approximate Inverse (SPAI) 6, 7, 8 or implicit by means of some approximate solving of the linear system for example through an incomplete factorization. Unfortunately, these general approaches often insufficiently exploit the information available for the particular problem under consideration. For instance, the SPAI procedure in some cases does not really improve the conditioning of the system obtained from the above integral equations due to a weak handling of some long-range interactions or resonances.
Following a pioneering approach of Steinbach and Wendland 9 , Christiansen and Nédélec 10,11 have used the single-layer potential as a preconditioner for equation (4) which, as already mentioned, is posed in terms of a double-layer potential. In some meaning, the singlelayer potential is an operator close to the inverse of the normal derivative of the double-layer potential. More precisely, from the Calderòn projector relationships, 4LD appears as the perturbation of the identity by a compact operator 5 . Since only a few number of eigenvalues of a compact operator can differ significantly from zero, this gives a precise meaning to the above claim on the approximation of the inverse of D by L. However, the evaluation of an integral operator is expensive since it is done through a product by a dense matrix. In fact, this amounts to doubling the number of iterates in a Krylov method. The overall strategy adopted in this work is to use a microlocal analysis (pseudodifferential calculus) to construct a quasi inverse, that is, an inverse up to a regularizing and thus a compact operator of the above integro-differential operator D. Indeed, the inversion procedure can be limited to the operator associated to the top-order symbol of D only. Furthermore, the approximation can be done in terms of a polynomial or a rational symbol yielding a quasi inverse expressed by means of differential operators only. As a result, the evaluation of the preconditioner is cheap since it is carried out at the discrete level through computations involving sparse matrices only.
The outline of this paper is as follows. In section 2, we give the principle underlying the construction of the analytical preconditioner presented in this study. In particular, we shall show why the procedure to couple a Padé approximation for a determination of the squareroot with a rotation in the complex plane recently devised in 12 is crucial in the derivation of the preconditioner. In Section 3, we use this preconditioner for two-dimensional problems. We study its behavior relatively to some important parameters. On one hand, these parameters can be linked to a feature involved in the problem itself. For example, the length of the obstacle, when it is large comparatively to the wavelength, slows down the iterative process in a problematic way. Similarly, the shape of the scatterer, particularly when some resonances occur, can yield a breakdown in the iterative procedure. On the other hand, these parameters can also be related to the numerical scheme itself. For example, a too refined mesh in some place can severely damage the efficiency of the iterative solver. In Section 4, we carry on with this study in the three-dimensional case. Even if the preconditioner remains an important tool to make reliable the iterative solving, we shall see that it becomes less efficient than in the two-dimensional case. Since for closed surfaces, this preconditioning technique has the same efficiency whatever is the dimension, it is the edges (boundary) effect of the open surface which slows down the convergence this once. Probably this contribution no longer remains of bounded rank then. We present a way, based on a Schwartz additive method, to remedy to this deficiency. In some cases, it even yields a faster convergence than the other approaches. However, some progresses have still to be achieved to recover the full efficiency observed for closed surfaces and in two-dimensional problems.
Analytic construction of an approximate inverse for the integral equation
In this section, we construct a suitable approximate inverse V for the integral operator D involved in (4) . After giving the underlying principle used for this construction, we discuss the way it is effectively done. In particular, we shall see why an adequate rational approximation of the square-root is a crucial step in the derivation of the approximate inverse. Numerical experiments are given to validate the approach.
The principle underlying the construction of the approximate inverse
Since the unknown field ϕ is the jump of u across Γ, the solution to the integral equation (4) can also be expressed is terms of the Neumann-Dirichlet (ND) operator N ex through the relation
Clearly, N ex cannot be explicitly known otherwise the solving process becomes meaningless. An alternative approach consists in constructing a satisfactory approximation N of N ex using microlocal analysis. This principle is at the basis of the On-Surface Radiation Condition (OSRC) techniques for the fast computation of an electromagnetic or acoustic scattered field. Several OSRC approximations of the Dirichlet-Neumann (DN) or ND operators nowadays become available 13, 14, 15, 16, 17 . Formally, for a general closed smooth boundary Γ, the construction of the OSRC can be obtained as follows if the microlocal expansion of N ex is limited to the top-order part of the symbols associated to the (pseudo)differential operators that are involved. A "zoom" around any given point of the closed boundary Γ brings back the boundary-value problem (1) to the simpler case where Ω is the half-space
A Fourier transform relatively to the tangential variable x then reduces the Helmholtz equation to the following differential equation depending on the parameter ξ
The radiation condition is now expressed through the asymptotic behavior of u(ξ, x d ) as x d → +∞ and will be recalled below. We have denoted by ξ the dual variable of x . Let us lay the stress of the fact that k can no longer be considered as a parameter. It has to be dealt with as the dual variable of the (implicit) time variable t to correctly take into account the wave character of the solution. The above mentioned radiation condition consists in selecting
among all the solutions of (6). It is important to note that √ z stands for the principal determination of the square-root, that is, such that √ −1 = i. This determination of the square-root yields both the propagative part of the wave relative to ξ such that |ξ| < k, and its evanescent components associated to ξ satisfying |ξ| > k. This aspect will be crucial in the approximation of the inverse of the integral operator involved in (4) . The symbol of the ND operator can readily be obtained from the above expression
Returning to the primal variables, we obtain the following non-local approximation of the ND operator
The operator ∆ Γ is the Laplace-Beltrami operator on the hyper-surface Γ. This approximation can be viewed as an approximation of the ND operator in the tangent plane at a point of the boundary through its principal classical symbol. It is given by means of the above branch-cut determination for the square-root defined from the spectral decomposition of the tangential Helmholtz operator ∆ Γ + k 2 on the compact hyper-surface Γ. A more complete and rigorous calculation of the OSRC approximation can be found in 17 . As already mentioned, this approximation results from an analysis done for a closed surface. In the case of an open surface, this technique breaks down near the boundary of Γ. We shall see later that this aspect must be more adequately handled to include the edges contribution otherwise the convergence is significantly slowed down in the 3D case. However, at this step, we only consider a Dirichlet boundary condition on the boundary of Γ.
Effective construction and efficiency of the approximate inverse
In view of the approximation (7) of the ND operator and of the way to define the jump [u] Γ of u across Γ according to the orientation fixed for the unit normal, we readily get the following approximate inverse of D
However such an expression for the approximate inverse cannot be used yet. The square-root is not an explicit operator: it can be expressed only by means of some spectral decomposition.
Even when some explicit expression for this operator becomes available, as a non local operator, it is represented by a dense matrix at the discrete level. Hence, an approximation of the square-root overcoming the two above difficulties has to be done. Such a technique is well mastered by now. It consists in using a standard Padé approximation of order N p of the square-root √ 1 + X ≈ R Np (X). There are two classical ways for defining such an approximation:
• by means of a recursive process
• from an explicit expression:
Finally, a simple but crucial observation has to be done to easily achieve an approximation of ϕ: equation (8) can be equivalently written in the following form
Once (1+∆ Γ /k 2 ) 1/2 g evaluated, ϕ can be obtained by solving an elliptic differential problem posed on Γ a . The determination of the approximation of
is itself obtained by solving N p elliptic problems on Γ of the same type than (11). The only difference lies on the fact that the previous equations are completely uncoupled using the explicit approximation (10) and can be solved only step by step for the recursive approximation (9) . As a result, in contrast to the latter, the former procedure is well-adapted to a parallel implementation. At this level, it is quite natural to test the accuracy of the approximate inverse by comparing the densities and the scattered fields respectively obtained from the exact equation (4) and the approximate one (8) . The comparison will be done in the two-dimensional case for the solution of the integral equation (4) and through the scattering cross section expressed in decibels (Db) as
In the above formula, ϑ is a unit vector giving the direction of observation. The function a ∞ (ϑ) gives the radiation pattern of the field. It is expressed in terms of the density ϕ by
a Of course, this solution process can fail when k 2 is equal to an eigenvalue for −∆ Γ endowed with the Dirichlet condition on the boundary of Γ. However, since we are attempting to construct a preconditioner only, we can avoid such flaw by simply taking k + i/k instead of k which leads to a preconditioner with exactly the same efficiency.
with 2 = k/8iπ and 3 = ik/4π. The same discretization is used for solving the integral equation (4) as well as the differential system (11) . As usual 5 , we consider a mesh T h of Γ in segments in the two-dimensional case and in triangles in the three-dimensional one. This means that Γ is approximated by a polygonal curve or polyhedral surface according to its dimension, still denoted by Γ. The vertices of the approximate hyper-surface are lying on the exact one. In the same way, the vertices on the boundary of the approximate hyper-surface are located on the boundary of the exact one. The elements T ∈ T h are the faces of the approximate hyper-surface and are obviously segments when Γ is a curve of the plane and triangles when Γ is a surface of R 3 . We also assume that the elements T satisfy the usual matching conditions of finite element method. Let us recall that h = max T ∈T h h T , where h T is the diameter of T , refers to the mesh size as usual. We shall make use later of an important parameter of the discretization: the density of nodes in terms of the wavelength λ which can be defined as n λ := λ/h. In a usual way, we can then consider a discretization of the two above equations by the lower-order continuous Lagrange finite element method. For an operator Z, we shall denote by [Z] the associated matrix through this finite element scheme, that is, the matrix defined by
where [ϕ] and [ϕ ] are respectively the column-wise vectors collecting the interior nodal values of the finite element functions ϕ and ϕ assuming that they vanish at the boundary of the approximate surface. Recall that it is in the following variational expression
which is used to discretize the integral operator D. As usual, ∇ Γ ϕ stands for the surface gradient of ϕ and ∇ Γ ϕ × n reduces to the derivative ∂ s ϕ of ϕ relatively to a unit speed parameter only in the two-dimensional case. Let us define N I to be the number of interior nodes. The solution of (8) is obtained by solving (N p + 1) linear systems of order N I . The coefficients matrix of each of these systems is a sparse matrix of the type [1 + α∆ Γ ], α being a given complex number. Their solution is efficiently performed by means of the GMRES iterative solver without restart. This solver is coupled with an incomplete factorization ILUT (with a threshold equal to 10 −2 ) used as a preconditioner. The stopping criterion is a norm reduction of 10 −8 for the initial residual. The convergence requires 2 or 3 iterations approximately for each system.
As an example, we consider the case of the unit strip Γ = [−1, 1] lying along the x-axis. The wavenumber k is equal to 35 and the incident wave is at normal incidence. We take a uniform mesh and a density of nodes n λ = 24 and N p = 12 Padé approximants. We compare on Fig. 1 (left) the approximate solution of (8) with that of (4) taken as a reference solution. Both the explicit and recursive real Padé approximants yield disappointing results even if the related scattering cross section is not so meaningless. In fact, this deficiency is linked to the property that the real Padé approximants cannot reproduce the behavior of the squareroot for high spatial frequencies corresponding to the evanescent part of the field. Indeed, in this case, the values of the square-root which should be purely imaginary unfortunately cannot be anything else than real. It is the rotating branch-cut method of Milinazzo et al. 12 which overcomes this difficulty and leads to an accurate and efficient evaluation of the square-root operator for both the positive and the negative values of the argument. Roughly speaking, it is based on the observation that the approximation of √ e −iθ z yields the correct branch-cut of √ z from the identity √ z = e iθ/2 √ e −iθ z. This simply amounts to approximate the square-root from the new set of coefficients
.
The angle of rotation θ is a free parameter and must be chosen in a judicious way. To validate the effectiveness of this approximation, we consider the previous example again. The parameter θ is taken equal to π/3 (which from several numerical experiments seems to be the optimal value). We plot on Fig. 2 the corresponding computed densities. Now a meaningful computation of the surface field can be observed. We remark that a slightly better accuracy is obtained for the explicit Padé representation. Other numerical examples confirm that the matrix associated to the implicit approximation becomes ill-conditioned as N p increases. As a result, for the rest of this study we choose the explicit complex Padé formulas to approximate the square-root and denote by V the associated operator used as a quasi inverse of D. 
Numerical experiments in the two-dimensional case
In this section, we use the approximate inverse operator V as a preconditioner for the integral equation (4) in the two-dimensional case. From now on, we shall refer to this preconditioner as the Padé preconditioner. It is associated to a Krylov subspace iterative solver (more specifically the GMRES algorithm) 18 . We consider the two following examples: the scattering by one and by two parallel strips. In both cases, an analytical study for a model case can be performed 19, 20 to understand the kind of defects that can slow down the convergence of the iterative process. This yields a guideline for correcting these defaults. This preconditioner is compared with the algebraic SPAI and the Calderòn analytical preconditioners.
3.1.
Scattering by a strip 3.1.1. Preliminary results on the analytical spectral properties of the integral equation
We consider the above unit strip Γ again still endowed with its uniform mesh T h . The size of the strip in wavelengths is λ = 2/λ. Fixing k = 35 ( λ ≈ 11) and the density n λ = 24, we plot on Fig. 3 the eigenvalues (µ) of [D] relatively to the generalized eigenvalues problem
where according to our previous conventions [ 1 ] refers to the mass matrix. Two branches can clearly be distinguished: one along the negative complex axis which physically corresponds to the propagative modes (formally this corresponds to |ξ|/k 1 relatively to the spatial frequencies) and the other one along the positive real axis which corresponds to the evanescent modes (formally such that |ξ|/k 1). We can also see a loop near the origin corresponding to the surface modes (formally |ξ| ≈ k) coupling the two previous kinds of modes. This way to decompose the waves relatively to the spatial frequency ξ is standard and is presented for example in 19, 20 . This plot clearly shows that the integral operator behaves like the square-root for both the propagative and evanescent modes. It is worth noting that a discrepancy in the approximation can be pointed out for the surface modes. This is linked to a lack of modeling for these modes in the construction process. In 19, 20 , a complete analysis of D is developed in the background of electromagnetism. The main conclusions that are drawn are the following. The estimate
holds for
/λ are respectively the largest and the smallest eigenvalue in magnitude. In other words, the convergence of a Krylov iterative solver can be damaged by a too high density of nodes n λ and by the geometry of the scatterer through λ . Practically, this means that refining the mesh in some place or increasing the frequency can severely destroy the efficiency of the iterative solver. Moreover, since D is a pseudodifferential operator of order +1, we see that there is no clustering of the eigenvalues for the evanescent modes. This situation is quite different from the case of a closed surface where second-kind integral equations can always be used hence avoiding the dispersion of eigenvalues relative to the evanescent modes. These issues must be suitably taken into account to be able to define a preconditioner which overcomes these two difficulties.
Spectral comparisons of various preconditioners
To get some insights into the Padé preconditioner, we compare its efficiency and properties with those of two other more usual ones. The first preconditioner is of the same kind. It is the analytical Calderòn preconditioner 9,10,11 . It is given by the dense matrix Fig. 4 . Let us lay the stress on the fact that, according to the finite element discretization, for a sake of normalization the plotted spectrum is related to the generalized eigenvalue problem with the mass matrix [ 1 ] as in (13) for all the considered matrices. The data are k = 35 ( λ ≈ 11) and n λ = 24. The values of N v and the relative sparsity of [S] are reported within the plot. Note that [L] has a spectral behavior similar to that of the inverse matrix [D] −1 for almost all the modes. For the surface modes which are related to the loop connecting the propagative and the evanescent ones, only an overall similar behavior is occuring. The SPAI preconditioner yields a satisfactory representation of the eigenvalues associated to the evanescent modes. However, there is a deterioration of the eigenvalues related to both the surface and propagative modes for a too sparse approximate inverse. This is probably due to a defect in the approximation of the long-range interactions. This seems to be an important limitation to the use of such preconditioners for problems at high frequencies. We depict on Fig. 4 (left) the spectrum of the Padé preconditioner. Note that, according to the construction of this operator, both the eigenvalues associated to the propagative and evanescent modes are correctly reproduced. This is in contrast to the bad behavior which can be observed for the eigenvalues associated to the surface modes. We shall come back to this feature which will result in stronger consequences on the convergence of the iterative scheme in the three-dimensional case. Nevertheless, the most clear advantage of this preconditioner is that it can be evaluated by solving highly sparse systems only. This solving can be performed in a fast way with a computational cost and memory storage growing linearly with N I by an ILUT-preconditioned GMRES solver.
Computational efficiency
In all the subsequent tests, the incident waves are plane waves. The iterative solution to the integral equation (4) is carried out with on a GMRES iterative solver without restart with the same stopping criterion as above. The cost of an iterative algorithm for solving (4) can be suitably expressed by the total number of Matrix-Vector Products (MVP). Indeed, this is the main computational cost at each iteration since [D] is a dense matrix. A MVP can be directly performed at a work load in O(N 2 I ) operations or O(N I logN I ) when a Multi-level Fast Multipole Method is used 21, 22 . The local preconditioner V is built by choosing θ = π/3 and N p = n λ according to the optimal values observed from several experiments.
The comparison of the efficiency of the three preconditioners is carried out in terms of the parameters n λ and k = π λ which the most significantly affect the convergence of the iterative solver. This efficiency is measured by the number of MVP performed until the the convergence is reached. The first test case concerns the strip. The incidence wave is at normal incidence. We plot on Fig. 5 (left) the number of MVP versus the density n λ for k = 15 ( λ ≈ 5). For all the preconditioners, the number of MVP is independent on n λ . The SPAI is less robust than the two other preconditioners. Both the Padé V and the Calderòn preconditioners have better approximation properties for the evanescent modes. This results in a better clustering of the eigenvalues of the preconditioned systems. This approximation is less accurate for the SPAI preconditioner. This can explain the lower efficiency of this preconditioner. We now report on Fig. 5 (right) the number of MVP versus k fixing n λ = 20. We observe that this quantity is almost independent on k. Once again, V is the most efficient preconditioner. This conclusion is not met again in the three-dimensional case due to the effects of the surface edges. We depict now on Fig. 6 the history of the residual norm according to the number of MVP involved in the GMRES solution for two cases. The first test concerns the above strip using λ = 30, n λ = 20 and an incident wave at normal incidence (left figure) . The second test is carried out for a "cobra"-like curved line changing once its concavity, with λ ≈ 31, n λ = 12 and an incidence of 30 degrees. For the two tests, the preconditioner V yields a faster convergence rate than the Calderòn and SPAI preconditioners. Moreover, even if the "cobra" is a curved scatterer, a good convergence rate can be observed for the Padé preconditioner. This gives a justification a posteriori for approximating the symbol of the ND operator by only its top-order part. Actually, the curvature terms are involved only in lower order parts of the symbols 14 . 
Scatterers involving resonance phenomena

Spectral properties and conditioning of the integral equation
It is well-known that the convergence properties of any iterative scheme for solving the integral equation (4) worsen severely when a physical resonance phenomenon occurs. These resonances can be likened to interior modes for an open cavity or also to guided-waves for two parallel surfaces. As a consequence, the matrix [D] has some small eigenvalues which affect the overall efficiency of the iterative solver. A representative example is given by the scattering problem from two parallel strips Γ 1 and Γ 2 of length and separated by a distance w. To analyze the problem, let us introduce the distance in wavelengths W λ = w/λ between the two strips. For /w large enough, we can consider as a first approximation (from microlocal point of view) that the two strips are infinite. This simplification allows the utilization of a Fourier transform to proceed with the analysis of the resonance phenomenon. Using the notation of section 2.1, we can prove that the resonance phenomenon is related to the top-order part of the symbols for the low-frequency spatial modes from the relation
m being a positive integer, or yet
The resonance phenomenon then occurs if w is a multiple of λ/2, or in other words, if W λ is the half of a positive integer. This situation can arise for ξ = 0 only. Zero is then an accumulation point for the eigenvalues of [D] associated to the spatial low-frequency modes. Following the analysis developed by Chew and Warnick 19 , in the end the conclusion is the following.
(1) When W λ is equal to the half of a positive integer, the resonance condition is fulfilled at the spatial frequency ξ = 0 and the associated eigenvalue can be estimated by
(2) When W λ is no longer equal to the half of a positive integer, we are in the near-resonant case. An estimate of the smallest eigenvalue is given by
where α = 2W λ − E(2W λ ) is the fractional part of 2W λ .
Since the evanescent modes are exponentially decaying, then the largest eigenvalue is the same as for the single strip and can be approximated by [D] max ≈ πn λ /4. Hence we get the following condition number estimates
for the former case (1) and
for the latter one (2). This analysis shows that the parameter W λ should significantly act upon the convergence of the iterative solver.
Spectral comparisons for the different preconditioners
To bring out the effect of the resonances on the convergence of the iterative process, let us consider the following case where the scatterer consists of two parallel strips Γ 1 := {(x, 0) ∈ R 2 ; −1 < x < 1} and Γ 2 := {(x, w) ∈ R 2 ; −1 < x < 1} where w > 0 is the distance separating them. A first natural solution would consist in building the different preconditioners for the whole scatterer Γ 1 ∪ Γ 2 . It appears that this construction yields some poor convergence rates. A more efficient solution is to consider only the diagonal block preconditioner built for each separated structure. This situation is similar to the one observed in 23 . Therefore, we consider the two analytical preconditioners V = diag j=1,2 (V j ) and L = diag j=1,2 (L j ), where the index j refers to the single strip Γ j . A diagonal block SPAI preconditioner is also constructed from each uncoupled structure (setting N v = 5).
Let us now fix λ = 30 (for k = 15π) and n λ = 15. We plot in Fig. 7 the spectrum of the matrices
the near-resonant case (left figure) and W λ = 1 in the resonant case (right figure) . A first observation is that both preconditioners yield a satisfactory approximation of the eigenvalues associated to the (local) evanescent modes. Indeed, these modes does not interact between the two structures and behave similarly to the case of a single strip. In these two physical situations, the three preconditioners do not reproduce the spectrum for the propagative and surface modes. This is in accordance with the fact that the block diagonal preconditioners cannot take into account the non-local interactions between the two strips. The situation is more problematic for the resonant case since zero becomes an accumulation point for some eigenvalues related to low frequency spatial modes. 
Computational efficiency
We have seen above that three parameters should deteriorate the convergence rate of the iterative solver: W λ , n λ and λ . As before, the efficiency of the iterative algorithm is measured in terms of the number of MVP. In Fig. 8 , we consider the variations of this number relatively to W λ for λ = 30 (k = 15π), θ inc = 45 degrees and n λ = 15. We see that the convergence is globally slower than for the case of one strip whatever W λ is. According to the theoretical analysis, the number of MVP periodically takes a maximum value occurring when W λ goes through a half integer value. The three preconditioners globally reduce the number of MVP and lower the peaks arising for the resonant values. The best convergence is obtained for the Padé preconditioner. Let us now consider the effect of both λ and n λ on the convergence rate. We begin by analyzing the near-resonant case choosing W λ = 2.85. The incidence angle is fixed to θ inc = 45 degrees during all the computations. The left plot of Fig. 9 reports the number of MVP versus n λ for λ ≈ 10 (k = 15). It can be observed that all of the three preconditioners exhibit a good behavior. The number of iterations is practically independent of the density of the discretization for each of them. Once again, this reduction is due to the capacity of the preconditioners to handle the short-range interactions associated to the evanescent modes. We now plot on Fig. 9 (right figure) the number of MVP according to k setting n λ = 20. We have seen that the way of uncoupling the construction of the preconditioner cannot yield at the same time a satisfactory handling of both the surface and propagative modes. This explains that a linear dependence of the number of iterations with respect to λ occurs for all of the preconditioners. Nevertheless, the Padé preconditioner exhibits the best performance this once again.
We now address the problem of a resonant structure. Toward this end, we report in Fig. 10 the results relative to the preceding tests but now for the case W λ = 1 at which a resonance occurs. The same conclusions can still be drawn but with an increased number of iterations.
To get some insights into the reasons yielding this drawback, we plot the residual norm history for the GMRES and the spectrum of the preconditioned matrices on Fig. 11 and 12 respectively related respectively to a near-resonant and resonant case. In the two cases, we see that the slow convergence rate is linked to the lack of a clustering of the eigenvalues for both the propagative and surface modes. Moreover, in the resonant case, the worsening is more pronounced since zero becomes an accumulation point of the preconditioned matrices. A possible solution to improve the iterative solver would be to use a deflated GMRES 24, 25 . 
Numerical experiments in the three-dimensional case
We resume the preceding study but now in the three-dimensional framework. Two scatterers are considered: a single and two parallel plates. We limit the comparison to the Calderòn preconditioner. The Calderòn preconditioner keeps all of the good spectral properties already observed in Fig. 11 . History of the residual norm (left) and the spectrum of the associated preconditioned matrices (right) for a near-resonant case. Fig. 12 . History of the residual norm (left) and the spectrum of the associated preconditioned matrices (right) for a resonant case.
the two-dimensional case (cf. Fig. 4 ). It correctly reproduces the overall behavior of the three parts of the spectrum of [D] −1 . The Padé preconditioner continues to correctly represent the parts of the spectrum associated to both the propagative and evanescent modes. However, it is unable to reproduce the part related to surface modes which are much more numerous in this case.
Numerical efficiency
The numerical experiments reported in this section have been obtained with the iterative solver GMRES without restart and a stopping criterion of 10 −6 this once. The incident wave is at normal incidence to Γ. We show in Fig. 14 (left) the number of MVP versus the density n λ fixing k = 5. In agreement with the correct representation of the part of the spectrum related to the evanescent modes, both the two preconditioners exhibit a good behavior relatively to the density n λ . The number of MVP is practically independent of this parameter. We now plot on Fig. 14 (right) the number of MVP versus the wavenumber k fixing the density n λ = 10. It can be seen that, unlike for the Calderòn preconditioner, the number of MPV now increases with k for the Padé one. We conjecture that this is due to the unsuited way of incorporating the edges effects in the Padé preconditioner. 
A mixed preconditioner
In order to take into account the edges effects, we have tried a mixed approach coupling a Calderòn preconditioner in the vicinity of the boundary and a Padé preconditioner for the rest of Γ. More precisely, we have implemented the following procedure. Let α be a given The preconditioner uses 20 % of matrix [L] approximately. We take again the above test carried out for the plate. Even if the number of MVP has been reduced (cf. Fig. 15 ) as compared with the plain Padé preconditioner, the efficiency observed in the two-dimensional case has not been recovered. Another approach would consist of developing a complete suitable microlocal analysis near the boundary of Γ. However, this study would have required further developments which are beyond the scope of the present paper.
Scattering by two parallel plates
Finally, we test the efficiency of the preconditioners for the scattering by two parallel plates The smaller is w, the larger is the number of MVP until convergence. For all the subsequent tests, we fix w = 0.2. We show in Fig. 16 the number of MVP relatively to the density n λ fixing k = 6 (left) and to the wavenumber k fixing this once n λ equal to 8 (right). In this case, the Padé preconditioner V brings out a better efficiency relatively to the density n λ than the Calderòn one. However, it is again penalized by a linear growth of the number of iterations relatively to k. The mixed preconditioner [P ] has the best behavior. Then, this approach represents a possible issue to construct an efficient sparse preconditioner. Fig. 16 . Number of MVP involved in the preconditioned GMRES solutions to the integral equation according to n λ (left) and k (right).
Conclusion
We have proposed in this paper the construction of a new analytical preconditioner expressed through differential operators only for the iterative solution of the boundary integral equation related to the scattering of an acoustic wave by an open surface. We have brought out the main features that made this construction more difficult than for the case of a closed surface. The performances of the preconditioner have been investigated for various twoand three-dimensional problems. In the 2D case, this preconditioner improves significantly the convergence rate of the iterative Krylov solver. In contrast to the two other preconditioners, the improvement can be observed even when one is faced to a resonance occuring in the scattering problem. Moreover, it yields better convergence rates than both an algebraic SPAI and the analytical Calderòn preconditioners. For 3D scattering problems, the numerical study precisely brings out the issues that need some further studies to improve its performances. Mainly, the crucial point is to correctly model the contribution to the scattering of the surface edges. We have proposed one possible solution in this direction by constructing a preconditioner coupling the new preconditioner to the Calderòn preconditioner. This hybridization improves the convergence rate in some cases mainly when a resonance phenomenon occurs. The extension of this above approach to the 3D equations of electromagnetism is actually under progress.
