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3Abstract
The subject of this dissertation is the Gysin homomorphism in equivariant
cohomology for spaces with torus action. We consider spaces which are quo-
tients of classical semisimple complex linear algebraic groups by a parabolic
subgroup with the natural action of a maximal torus, the so-called partial flag
varieties. We derive formulas for the Gysin homomorphism for the projection
to a point, of the form ∫
X
α = Resz=∞Z(z, t) · α(t),
for a certain residue operation and a map Z(z, t), associated to the root system.
The mentioned description relies on two following generalizations of theorems
in symplectic geometry. We adapt to the equivariant setting (for torus actions)
the Jeffrey–Kirwan nonabelian localization and a theorem relating the coho-
mology of symplectic reductions by a compact Lie group and by its maximal
torus, following the approach by Martin. Applying the generalized theorems
to certain contractible spaces acted upon by a product of unitary groups we
derive the push-forward formula for partial flag varieties of types A, B, C and
D.
Keywords: Gysin homomorphism, equivariant cohomology, torus action,
homogeneous space
AMS Subject Classification: 57T15, 53D20, 14F43, 14M15
4Streszczenie
Przedmiotem niniejszej rozprawy jest homomorfizm Gysina w kohomologiach
ekwiwariantnych dla przestrzeni z działaniem torusa. Rozważane są przestrze-
nie będące ilorazami klasycznych półprostych zespolonych liniowych grup alge-
braicznych przez podgrupę paraboliczną, wraz z naturalnym działaniem torusa
maksymalnego, zwane inaczej przestrzeniami częściowych flag. Niniejsza roz-
prawa opisuje homomorfizm Gysina dla rzutowania na punkt za pomocą wzorów
postaci ∫
X
α = Resz=∞Z(z, t) · α(t),
dla pewnego residuum i funkcji zespolonej wielu zmiennych Z(z, t), związa-
nej z układem pierwiastków grupy. Wspomniany opis opiera się na uogól-
nieniach dwóch twierdzeń z geometrii symplektycznej, udowodnionych w pier-
wszej części rozprawy. Pierwszym z nich jest uogólnienie (w kontekście ek-
wiwariantnym dla działania torusa) twierdzenia Jeffrey–Kirwan o nieabelowej
lokalizacji, drugim zaś twierdzenie wiążące kohomologie redukcji symplekty-
czniej przez zwartą grupę Liego z kohomologiami redukcji przez torus maksy-
malny w tej grupie, w sformułowaniu Martina. W drugiej części rozprawy
uogólnione twierdzenia zostały użyte do redukcji symplektycznych pewnych
przestrzeni ściągalnych z działaniem produktu grup unitarnych, w celu otrzy-
mania wzorów opisujących homomorfizm Gysina dla przestrzeni częściowych
flag typów A, B, C i D.
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Introduction
The Gysin homomorphism, introduced under the name Umkehrungshomo-
morphismus in [Gys41], originally associated a homomorphism f∗ : H
∗(M)→
H∗(N) between cohomology groups to a map f : M → N of closed oriented
manifolds and was later generalized to many different settings. The Gysin
map for fiber bundles and de Rham cohomology has a natural interpretation
as integration along fibers. Gysin maps have become an important tool in
algebraic geometry, due to the growing importance of characteristic classes.
An illustrative example is the definition of Segre classes of a vector bundle
E → X as push-forwards of powers of the hyperplane class of the projective
bundle P(E) ([Ful13]).
Gysin maps have proved useful in singularity theory and have provided
a tool to study the degeneracy loci of morphisms of flag bundles, which are
related to Schubert cycles by the Thom–Porteous formula ([Por71]) and sim-
ilar results of Kempf and Laksov ([KL74]), Lascoux ([Las74]) and Pragacz
([Pra88]). Most of the early results on push-forwards for flag bundles relied
on inductive procedures, reducing the problem to studying projective bundles.
The inductive approach is still used by numerous authors (see for example Ful-
ton [Ful92], Kazarian [Kaz]). The study of the degeneracy loci of bundles lead
to the development of combinatorial techniques, concentrating on the study
of Schur polynomials and their generalizations and modifications. For exam-
ple, the so-called factorial Schur polynomials represent the degeneracy loci in
the Kempf–Laksov formula and provide a useful basis of the equivariant co-
homology of the complex Grassmannian H∗T (Gr(k, n)) over H
∗
T (pt) ([KT03]).
Analogous P- and Q-polynomials introduced in [Pra88] provide formulas for
the Lagrangian and orthogonal degeneracy loci and Fulton’s universal Schubert
polynomials ([Ful99]) generalize the previous notions. The case of isotropic
Grassmannians was studied by Buch, Kresch and Tamvakis ([BKT15]), re-
sulting in construction of the so-called theta polynomials.
Another direction of study of Gysin homomorphisms was motivated by
Quillen’s description of the push-forward in the complex cobordism theory us-
ing a certain notion of a residue ([Qui69]), which provided a background for
9
10 INTRODUCTION
the later results of Damon ([Dam73]) and Akyildiz and Carrell ([AC87]) ex-
pressing the Gysin maps for flag bundles as Grothendieck residues.
The adaptation of equivariant cohomology techniques ([Bor60]) to alge-
braic geometry had enriched the theory with new tools and a different perspec-
tive. Numerous classical theorems have been rephrased in terms of equivariant
characteristic classes, including the mentioned formulas for degeneracy loci.
Many formulas that had originally been proven geometrically have simpler
proofs using equivariant cohomology, for example the proof of the Józefiak–
Lascoux–Pragacz ([JLP81]) formula in [Web12].
A powerful tool to study Gysin maps in equivariant cohomology are loca-
lization theorems (see Ch. 1, Sect. 1.5 for details). For example, Bérczi and
Szenes use localization techniques to prove a formula expressing the equivar-
iant push-forward for flag bundles as a residue at infinity of a complex function
([BS12], Sect. 6).
In [Zie14] we have presented a new approach to push-forwards in equi-
variant cohomology of homogeneous spaces of classical Lie groups, inspired by
the push-forward formula for flag varieties of Bérczi and Szenes in [BS12].
For a homogeneous space G/P of a classical semisimple Lie group G and its
maximal parabolic subgroup P with an action of a maximal torus T in G we
express the Gysin homomorphism π∗ : H
∗
T (G/P ) → H
∗
T (pt) associated to a
constant map π : G/P → pt in the form of an iterated residue at infinity of a
certain complex variable function. The residue formula depends only on the
combinatorial properties of the homogeneous space involved, in particular on
the Weyl groups of G and P acting on the set of roots of G. The formulas
were obtained using localization techniques.
In this dissertation we show how to obtain the formulas of [Zie14] in the
context of symplectic reductions, using the Jeffrey–Kirwan nonabelian locali-
zation theorem to provide a natural geometric interpretation for the mentioned
formulas. For a compact Lie group K acting in a Hamiltonian way on a sym-
plectic manifold M, one considers the symplectic reduction M/K together
with the Kirwan map κ : H∗K(M) → H
∗(M/K). By a theorem by Kirwan
([Kir84]), κ is an epimorphism. Moreover, the push-forwards of images un-
der κ of singular cohomology classes can be expressed as residues at infinity
of a certain expression. We extend this result to push-forwards to a point in
equivariant cohomology, in the following theorem proven in Ch. 2. Let K be
a compact Lie group with a maximal torus S and Weyl group W and let T be
a torus. Assume M is a compact manifold equipped with commuting actions
of K and T . Consider the action of S on M via the restriction of the action
of K and assume this action has a finite number of fixed points. Assume K
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acts in a Hamiltonian way and let κT be the equivariant Kirwan map for the
symplectic reduction of M with respect to K.
Theorem 0.1. Let α ∈ H∗T×K(M) be a T × K-equivariant cohomology
class. Let ̟ denote the product of the roots of K. Then the T -equivariant
push-forward of the class κT (α) ∈ H
∗
T (M/K) is given by the following formula∫
M/K
κT (α) =
1
|W|
∑
p∈D
Resz=∞
̟ · i∗pα
eT×Sp
,
where ip : {p} →֒ M denotes the inclusion of the fixed point p and e
T×S
p is
the T × S-equivariant Euler class of the normal bundle at p. The set D is a
certain subset of the fixed point set MS, described in Ch. 2, Sect. 4.2.
The assumptions on the finite number of fixed points of the S-action can be
removed, resulting in a more complex formula for the push-forward, indexed
over a certain subset of connected components of the fixed point set.
The homogeneous spaces of compact semisimple Lie groups can be pre-
sented as symplectic reductions of symplectic manifolds by a Hamiltonian ac-
tion, or embed in such a reduction. One can therefore use the above theorem
to obtain residue-type formulas for push-forward in equivariant cohomology.
Ch. 4 provides details on how to obtain such formulas for partial flag manifolds
of types A, B, C and D. The computations require a technical lemma, which
is a generalization—in the context of equivariant cohomology—of the theorem
by Martin ([Mar00]), as stated below and proven in Ch. 3.
Theorem 0.2. To a weight γ of the S-action one associates a T -equivariant
line bundle on M/S. We denote by eT the product of T -equivariant Euler
classes eT (Lγ) over the set of roots of K,
eT =
∏
γ∈Φ
eT (Lγ) ∈ H
∗
T (M/S).
Then the following relation between the push-forwards to a point in T -equivariant
cohomology holds ∫
M/K
α =
1
|W|
∫
M/S
α˜ · eT .
The partial flag variety of type d = (d1, . . . , dk) in W ≃ Cn is defined as
the quotient
Fld(W ) = U(W )/U(n1)× U(n2)× · · · ×U(nk),
where n1 = d1 and ni = di − di−1 for i = 2, . . . , k. We consider the action of
the maximal torus T in U(n1) × U(n2) × · · · × U(nk) on Fld(W ). Using the
presentation of Fld(W ) as a symplectic reduction due to Kamnitzer ([Kam])
we apply the Theorems 0.1 and 0.2 to provide a formula for push-forward in
T -equivariant cohomology. The partial flag variety is a symplectic reduction of
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a contractible space M by the Hamiltonian action of the group K = U(d1)×
· · · × U(dk) (note that this is a different group than in the definition of the
flag variety as a homogeneous space). Let κT denote the equivariant Kirwan
map. Then the equivariant Gysin map
∫
Fld(W )
: H∗T (Fld(W ))→ H
∗
T (pt) is given
by the following formula.
Theorem 0.3. Let α ∈ H∗T×K(M) and let {z1, . . . , zdk} denote the charac-
ters of the the last component of the maximal torus S in U(d1)× · · · × U(dk).
Then
∫
Fld(W )
κT (α) =
1
|W|
Resz1,...,zdk=∞
α ·
∏
i 6=j
(i,j)∈IFl
(zi − zj)
dk∏
l=1
n∏
m=1
(−zl + tm)
For the description of the indexing set IFl see Ch. 4, Sect. 4.1. The push-
forward formula is a simplification of a more involved residue, which takes into
account variables corresponding to all the characters of the maximal torus S.
We derive analogous formulas for partial flag varieties of types B, C and D in
Sect. 4.2 and 4.3 of Ch. 4.
Recently, Darondeau and Pragacz have obtained push-forward formulas for
flag bundles ([DP15]) in terms of Segre classes of the vector bundles involved.
Both the techniques used and the resulting formulas differ from the approach
and results presented here.
Possible future directions of the development of the ideas and techniques
presented in this dissertation include the generalization of the results to homo-
geneous spaces of arbitrary semisimple Lie groups, including the exceptional
cases, as well as the adaptation of the push-forward residue type formulas to
equivariant K-theory by applying the Riemann-Roch theorem to our formulas.
The organization of the dissertation is as follows. In Chapter 1 we introduce
the necessary definitions and notation and describe the nonabelian localization
theorems of Jeffrey–Kirwan, Guillemin–Kalkman and Martin. Chapters 2 and
3 contain proofs of the analogues in equivariant cohomology of the Jeffrey–
Kirwan and Martin theorems respectively. In Chapter 4 we derive formulas
for the Gysin homomorphism for partial flag varieties of types A, B, C and D.
Finally, Chapter 5 provides and example of computation using the mentioned
formulas. We reprove in a simple way the Pragacz–Ratajski theorem on push-
forwards of Schur classes on the Lagrangian Grassmannian. Two technical
steps in the derivation of the push-forward formulas are the content of the
Appendices A and B.
CHAPTER 1
Preliminaries
1. Equivariant cohomology
Let G be a topological group and let BG denote the classifying space of G
([May99]). Let EG → BG be the universal principal G-bundle, in particular
EG is a contractible space on which G acts freely.1 For a topological space
X with a right G-action, one defines the homotopy quotient of X by G,
denoted by EG×GX, to be the quotient of EG×X by the diagonal action of
G
g(e, x) = (eg−1, gx).
The homotopy quotient has a natural structure of a fiber bundle
EG ×G X → BG with fiber X, via the map induced by the projection on
the first factor. The equivariant cohomology of X with coefficients in a
ring R is, by definition, the singular cohomology of the homotopy quotient,
H∗G(X ;R) := H
∗(EG×G X ;R).
This definition is often referred to as the Borel construction of equivariant
cohomology as it was introduced by Borel in [Bor60]. Other important con-
structions of equivariant cohomology for smooth manifolds with an action of
a Lie group are the Cartan construction, described in Ch. 1, Sect. 1.2, and
the Weil construction ([Car50]). Throughout this dissertation we consider
cohomology theories with coefficients in a field of characteristic zero, usually
R, and abbreviate in notation H∗(−) := H∗(−;R). The cup product of coho-
mology classes α, β is denoted by α · β.
Equivariant cohomology is functorial for equivariant maps. If ϕ : G → G
′
is a group homomorphism and f : X → X
′
is an equivariant map, i.e.
f(gx) = ϕ(g)f(x), then there is an induced map
H∗
G′
(X
′
)→ H∗G(X).
Remark 1.1. If X is a point, then the equivariant cohomology is the one
of the classifying space
H∗G(pt) = H
∗(BG).
1For topological groups universal bundles exist under mild assumptions, it suffices to
assume that the inclusion of the identity element in G is a cofibration ([May99]). For
algebraic groups universal bundles do not exist in general, instead one constructs a directed
system of bundles approximating them (see [Tot14], [EG96]).
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In particular, for cohomology with coefficients in a ring R one has
(1) H∗S1(pt;R) = H
∗(P∞;R) = R[t], where t = c1(O(−1)) is the first
Chern class of the tautological bundle on the infinite projective space
P∞.
(2) If T = (S1)n is a torus, then
H∗T (pt;R) = H
∗((P∞)n;R) = R[t1, . . . , tn].
For i = 1, . . . , n the generator ti = c1(Oi(−1)) is the first Chern class
of the pullback of the tautological bundle O(−1) on (P∞)n along the
projection on the ith factor.
(3) If G = GLn, then H
∗
G(pt) = R[e1, . . . , en], where ei = ci(R) is the
ith Chern class of the tautological bundle over the Grassmannian of
n-planes in C∞, Gr(n,∞).
The following theorem relates the G-equivariant cohomology of a point
with the T -equivariant cohomology for a maximal torus T < G.
Theorem 1.2 (Chevalley). For a vector space V denote by SymV its sym-
metric algebra. Let g be a Lie algebra and let W be the Weyl group of g. The
restriction to a maximal commutative subalgebra t ⊆ g induces an isomorphism
of algebras
(Sym∗ g∗)G → (Sym∗ t∗)W.
In particular, for cohomology with coefficients in a ring R in which the order
of the Weyl group is invertible, one has H∗G(pt;R) = H
∗
T (pt;R)
W.
1.1. Approximation spaces. The total space of the universal bundle
EG is typically infinite dimensional. While working with algebraic varieties
with an action of a linear algebraic group, one often uses finite dimensional
approximation spaces Em, whose connectivity diverges to infinity as m goes
to infinity. The spaces Em allow to compute the equivariant cohomology of X,
in the sense of the following lemma.
Lemma 1.3. Suppose Em is a connected space with a free G-action, such
that Hi(Em) = 0 for 0 < i < k(m) for some natural number k(m). Then for
any X there are natural isomorphisms
Hi(Em ×G X) ≃ HiG(X) for i < k(m).
For example for G = C∗ one can take Em = Cm \ {0} as approximation
spaces. These Em satisfy the assumptions of the Lemma 1.3 with k(m) =
2m − 1. For G = GL(n,C), one can choose the approximation spaces to be
Em = M0m×n, the set of full rank m × n-matrices. These spaces satisfy the
assumptions of the the Lemma 1.3 with k(m) = 2(m− n). From the approx-
imation spaces for GL(n,C) one can construct approximation spaces for an
arbitrary complex linear algebraic group G, in the category of nonsingular al-
gebraic varieties over C, by embedding G into GL(n,C) for some n.
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The approximation spaces for the Chow ring of the classifying space for an
arbitrary complex linear group G are described by Totaro in [Tot14].
1.2. The Cartan model. In the category of compact smooth manifolds
with an action of a compact Lie group, one can compute the equivariant coho-
mology with real or complex coefficients from the equivariant analogue of the
de Rham complex, giving the strict meaning to the concept of an equivariant
differential form.
Let X be a compact smooth manifold with an action of a compact con-
nected Lie group G with Lie algebra g. Let k = R or C and let Ω(X) denote
the k-valued differential forms on X. We define the equivariant differential
forms of degree q to be the elements of
Ω˜qG(X) :=
⊕
i+2j=q
(Ωi(X)⊗ Symi(g∗))G,
where Symi(g∗) is the symmetric algebra on the dual of the Lie algebra of G.
The G-invariants are taken with respect to the natural action by translations
on Ω∗(X) and the coadjoint action on g∗. One can think of elements of Ω˜qG(X)
as being G-invariant, Ω∗(X)-valued polynomial functions on g. For ξ ∈ g, the
fundamental vector field vξ at the point x ∈ X is defined by the formula
vξ(x) :=
d
dt
∣∣∣∣
t=0
(exp(tξ) · x).
The fundamental vector field is sometimes called the infinitesimal genera-
tor of the action.
Define the differential dG : Ω˜
q
G(X)→ Ω˜
q+1
G (X) for a G-invariant polynomial
function α : g→ Ω∗(X) by the formula
(dGα)(ξ) := d(α(ξ)) + ι(vξ)α(ξ),
where d is the differential on Ω(X) and ι denotes contraction with a vector
field 2.
Theorem 1.4 (Equivariant de Rham Theorem). Let G be a compact con-
nected Lie group acting on a smooth manifold X. Let (Ω˜G(X), dG) be the
Cartan complex. Then
H∗G(X ; k) ≃
ker dG
im dG
.
2The differential dG can also be written explicitly in coordinates, as follows. Let {a} be
a basis of g and {µa} the dual basis of g∗. Then dG is given by the formula
dG = d⊗ 1−
∑
a
ι(va)⊗ µ
a
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The above theorem is due to Cartan ([Car50]).
A differential form ω ∈ Ω(X) is called horizontal if
ι(vξ)ω = 0 for all ξ ∈ g.
The set of G-invariant horizontal forms is closed under differentiation and
hence forms a subcomplex of Ω(X), the cohomology of which (with real coeffi-
cients) is isomorphic to the singular cohomology of X/G, provided the action
of G is proper (the result is due to Koszul ([Kos53]) for compact groups and
Palais ([Pal61]) for proper actions). If the action is locally free, theG-invariant
horizontal forms on X are in bijection with differential forms on the orbifold
X/G.
Finally, we introduce the notion of the connection form, which will be
needed in Ch. 2. For a G-principal bundle E → X and ξ ∈ g, let us denote
by Eξ the fundamental vector field on E associated to ξ. There exists then
a g-valued 1-form θ on E, called the connection form, which is G-invariant
and satisfies
θ(Eξ) = ξ for ξ ∈ g.
1.3. Equivariant formality. The equivariant cohomology H∗G(X) is nat-
urally a module over the cohomology of a point H∗G(pt), the module structure
being induced by the map X → pt. The space X is called equivariantly
formal with respect to the action of a connected group G if H∗G(X) is a free
H∗G(pt)-module. In particular, there is an isomorphism of H
∗
G(pt)-modules
H∗G(X) ≃ H
∗(X)⊗ H∗G(pt).
This condition is equivalent to saying that the Serre spectral sequence of the
fibration EG ×G X → BG degenerates at the E2-term. In the case of com-
pact Lie group actions, it suffices to consider equivariant formality for torus
actions, due to the following proposition ([GKG02]), which is a consequence
of Theorem 1.2.
Proposition 1.5. Let G be a connected compact Lie group and let T be a
maximal torus in G. Let X be a compact G-manifold. Then X is equivariantly
formal with respect to the G-action if and only if it is equivariantly formal with
respect to the T -action.
There is a wide class of T -equivariant spaces ([GKM97]), including:
• Any T -space having a T -invariant CW -decomposition.
• Any T -space whose cohomology groups vanish in odd degrees.
• Compact symplectic manifolds with a Hamiltonian T -action.
Equivariant formality ensures the nice behavior of the equivariant cohomol-
ogy groups, with two key properties stated as Propositions 1.6 and 1.7 below.
For the proofs see [GKG02], Appendix C, Chapter 4.
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Proposition 1.6. Let X be an equivariantly formal T -space. Then the
map
H∗T (X ;Q)→ H
∗(X ;Q),
given by restriction to a fiber in the fiber bundle EG ×G X → BG, is an
epimorphism.
Proposition 1.7. Let X be an equivariantly formal T -space. Then the
map induced by the inclusion of the fixed point set i : XT →֒ X
H∗T (X ;Q)→ H
∗
T (X
T ;Q)
is a monomorphism.
1.4. Gysin maps. Let f : X → Y be a map of closed oriented manifolds.
The Gysin map f∗ : H
∗(X) → H∗(Y ), also called the push-forward in
cohomology, is defined by the following diagram, in which the vertical maps
are Poincaré duality isomorphisms and the bottom map is the push-forward
in homology.
H∗(X) H∗−dimX+dimY (Y )
HdimX−∗(X) HdimX−∗(Y )
P.D.
f∗
P.D
f∗
One analogously defines the push-forward of a proper map f : X → Y of
noncompact manifolds, replacing the homology groups with the Borel-Moore
homology groups.
In equivariant cohomology, the Gysin maps are defined as the standard
Gysin maps applied to the approximation spaces. For a proper morphism
f : X → Y one defines
fG∗ : H
i
G(X)→ H
i+d
G (Y ),
where d = dim Y − dimX, as the classical Gysin homomorphism for the map
EGm ×G X → EGm ×G Y.
In the case when f : X → pt is the constant map, the Gysin homomorphism
fG∗ : H
∗
G(X)→ H
∗
G(pt) associated to it is often denoted by a 7→
∫
X
a.
The Gysin homomorphism satisfies the following three fundamental prop-
erties3.
3The notion of the Gysin push-forward can be extended to an arbitrary complex-oriented
multiplicative and additive generalized cohomology theory h∗(−) ([Swi75]), as described in
[LM07]. Proposition 1.8 holds in the general setting (for the proper notion of tranversality
in this setting see [LM07], Ch. 1.)
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Proposition 1.8. (1) Naturality: For a composition X
f
−→ Y
g
−→ Z
one has (g ◦ f)∗ = g∗ ◦ f∗.
(2) Projection formula: For x ∈ H∗G(X) and y ∈ H
∗
G(Y ) one has
f∗(f
∗(y) · x) = y · f∗(x).
(3) Base change: For a commutative diagram in which X ×Z Y is the
fiber product of X and Y over Z and the maps f and g are transverse
X ×Z Y Y
X Z
g
f
g
f
,
one has f ∗ ◦ g∗ = g∗ ◦ f
∗
.
For the proof of Proposition 1.8 see [Qui71a]. When studying push-
forwards for manifolds we will need the following additional property of the
Gysin map ([BT13]).
Proposition 1.9. Let X be a compact oriented manifold.
(1) Push-pull formula: For an inclusion of a closed oriented subman-
ifold i : Z → X, the composition i∗i
∗ is the multiplication by the
Poincaré dual of the fundamental class of Z,
i∗i
∗α = α · [Z]PD.
(2) Normal bundle to the zero locus: Let p : E → X be a vector
bundle. A section s : X → E is called transverse if it is transverse
to the zero section. Let Z be the zero locus of a transversal section.
Then Z is a submanifold of X and its normal bundle in X is the
restriction of E to Z,
νZ/X = E|Z .
(3) Euler class: Let p : E → X be an oriented vector bundle over an
oriented manifold X. Then the Euler class e(E) of E is Poincaré dual
to the zero locus of a transversal section.
1.5. Localization. Localization theorems in equivariant cohomology en-
able one to recover some of the structure of H∗G(X) from the fixed point set of
the action alone. The first results pointing towards localization theorems are
due to Borel.4 The following localization theorem is due to Quillen ([Qui71b]).
Theorem 1.10 (Quillen). Let X be a compact topological space equipped
with an action of a torus T . Assume the set of identity components of the
isotropy groups of points of X is finite. Let XT be the fixed point set of this
action. Then the restriction homomorphism
H∗T (X)→ H
∗
T (X
T )
4See for example [Bor60], Ch. IV, Proposition 3.6.
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is an H∗T (pt)-module isomorphism modulo torsion.
If X is additionally a manifold, the following formula due to Atiyah and
Bott ([AB84]) and independently to Berline and Vergne ([BV82]) describes
the above isomorphism explicitly.5
Theorem 1.11 (Atiyah–Bott, Berline–Vergne). Let X be a compact mani-
fold with an action of a torus T . Assume T acts with a finite number of fixed
points. For a fixed point p, let ip : p →֒ X denote the inclusion of p into X.
For an equivariant class α ∈ H∗T (X) one has∫
X
α =
∑
p∈XT
i∗pα
ep
,
where ep is the equivariant Euler class of the tangent bundle at the fixed point
p, and i∗p : H
∗
T (X)→ H
∗
T (p) is induced by the inclusion ip.
2. Homogeneous spaces of semisimple Lie groups
We introduce the necessary notation concerning Lie groups. For the defi-
nitions of the introduced notions we direct the reader to [Hum94].
For a compact semisimple Lie group G, we denote its Lie algebra
by g. The complexification gC = g ⊗ C of g determines a reductive linear
algebraic group GC. The group G is then called the compact real form of
GC. We choose a Cartan subalgebra t, which is a nilpotent, self-normalizing
subalgebra of g. Such a subalgebra is a Lie algebra of a maximal torus in G,
which we denote by T . The choice of t determines theCartan decomposition
of gC
gC = tC ⊕
∑
γ∈Φ
gγ ,
where for γ ∈ t∗C, the subspace gγ is defined as
gγ = {x ∈ gC : ∀y ∈ tC, [y, x] = γ(y)x}
and the sum is indexed over the set Φ of roots of gC, which is the set of those
γ ∈ t∗C for which the corresponding eigenspace gγ is nontrivial. The set of
roots carries a natural action of the Weyl group of G, which is the quotient
W := N(T )/T of the normalizer of the torus T by the torus itself.
Choosing a maximal solvable Lie subalgebra b in gC, called the Borel
subalgebra, determines a decomposition of Φ as a sum of the sets Φ+ of
5We state the theorem in the case when the action has a finite number of fixed points.
However, the theorem works also for nonisolated fixed points, if one replaces the sum over
fixed points with the sum over the fixed components, and the restriction to a point with the
integral over the fixed component.
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positive roots and Φ− of negative roots, such that
b = tC ⊕
∑
γ∈Φ−
gγ.
A Lie subalgebra p ⊂ gC is called parabolic if it contains some Borel sub-
algebra. A Borel subalgebra corresponds to a maximal connected solvable
subgroup B ⊆ GC, called a Borel subgroup. A subgroup P satisfying
B ⊂ P  GC for some Borel subgroup B is called a parabolic subgroup.
One of the distinguishing features of parabolic subgroups (for semisimple Lie
groups) is that the quotients GC/P are compact complex manifolds.
3. Symplectic geometry
A smooth manifold M is called a symplectic manifold if it is equipped
with a symplectic form ω, i.e. a closed, nondegenerate, skew-symmetric
differential 2-form. Morphisms in the category of symplectic manifolds are the
symplectomorphisms:
ψ ∈ Symp(M1,M2) ⇐⇒ ψ
∗ω2 = ω1.
3.1. Hamiltonian actions and moment maps. Let K be a Lie group
with Lie algebra k and denote by k∗ the dual of k, equipped with a natural
pairing 〈−,−〉 : k∗ × k→ R.
Assume K acts on M by Hamiltonian symplectomorphisms meaning
that that the fundamental vector fields vξ associated to the action satisfy
dHξ = ι(vξ)ω, for some smooth function Hξ .
Such an action is calledHamiltonian if the choice of functions Hξ is consistent
in the sense that the association ξ 7→ Hξ is a homomorphism of Lie algebras
6
µ˜ : k → C∞(M). This homomorphism determines a map µ : M→ k∗, called
the moment map of the action, by dualization.7
The moment map of a Hamiltonian action satisfy the following properties:
(1) Let H → K be a Lie group homomorphism and p∗ : k
∗ → h∗ the
induced Lie algebra homomorphism. Then if K acts on M with mo-
ment map µK , then the induced action of H is also Hamiltonian, with
moment map µH = p
∗ ◦ µK .
(2) LetM1,M2 be two symplectic manifolds equipped with Hamiltonian
actions of K with moment maps µ1 : M1 → k
∗ and µ2 : M2 → k
∗.
Then the diagonal action of K on M1 × M2 is Hamiltonian with
moment map µ1 + µ2.
(3) If K,H act on M with moment maps µK , µH and the actions com-
mute, then K × H acts on M with moment map µK ⊕ µH : M →
k∗ ⊕ h∗.
6The Lie algebra structure on the set C∞(M) of the smooth functions on M is given
by the Poisson bracket.
7The formula for the moment map is µ(x) := µ˜(−)(x)
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For a torus action on a compact manifold M, the following theorem due
to Atiyah ([Ati82]) and independently to Guillemin and Sternberg ([GS82])
describes the image of the moment map.
Theorem 1.12 (Atiyah, Guillemin–Sternberg). Let T = (S1)m act on a
compact connected symplectic manifold M in a Hamiltonian way. Then the
image of the moment map is a convex polyhedron (the convex hull of the images
of the fixed points of the action).
3.2. Symplectic reduction. Let M be a compact symplectic manifold
equipped with a Hamiltonian action of a compact Lie group K, with moment
map µ :M→ k∗. Assume 0 is a regular value of µ. The symplectic reduction
of M with respect to K is defined as
M/K := µ−1(0)/K.
The assumption that 0 is a regular value of the moment map is equivalent to
each m ∈ µ−1(0) having a finite stabilizer. It ensures that µ−1(0) is a manifold
and K acts locally freely on it. In particular, the symplectic reduction M/K
is (at least) an orbifold, and moreover has an induced symplectic structure.
The Kirwan map κ is a map relating the cohomology of the symplectic
reduction with the equivariant cohomology of the unreduced manifold,
κ : H∗K(M)→ H
∗(µ−1(0)/K),
and is defined as the following composition:
κ : H∗K(M)
i∗
−→ H∗K(µ
−1(0))
(pi∗)−1
−−−−→ H∗(µ−1(0)/K),
where i∗ is the map of K-equivariant cohomology induced by the inclusion
i : µ−1(0) → M and π∗ is the natural isomorphism induced by the quotient
map π : µ−1(0)→ µ−1(0)/K.8
Remark 1.13. Symplectic reduction is a certain quotient construction for
symplectic manifolds. It is related to the GIT quotient in algebraic geometry
by the Kempf–Ness theorem ([KN79]), which establishes a bijection between
the underlying sets of the GIT quotient and the symplectic reduction in the
following sense. Consider an action of a reductive complex linear group G on
a complex projective variety M. The assumptions on G imply that G is a
complexification of a compact real subgroup K < G, i.e. g = k + ik. Assume
that G acts on M via SL-transformations on the projective space and the
compact real subgroup K acts via SU -transformation, i.e.
K < G y M
SU(n + 1) < SL(n+ 1,C) y Pn
8The map q induces an isomorphism on the rational cohomology, because the action of
K on µ−1(0) is locally free.
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In this situation the action ofK in Pn preserves the standard symplectic form ω
(the Fubini–Study form9) and moreover K acts by symplectomorphisms onM
([Kir84]). The Kempf–Ness theorem identifies the polystable G-orbits with
the zeros of the moment map, up to the action of K. Semistable orbits are the
ones that have a zero of the moment map in the closure.
Remark 1.14. In the examples considered in this dissertation the compact
real subgroup in the linear algebraic group K < G will be:
(S1)m < (C∗)m, SU(m) < SL(m,C), Sp(n) < Sp(2n,C), SO(n) < SO(n,C)
4. The nonabelian localization theorems
The nonabelian localization theorems presented in this section relate the co-
homology of the symplectic reduction of a symplectic manifoldM, taken with
respect to a given Hamiltonian action of a compact Lie group K, with the co-
homology of the symplectic reduction M/S for a maximal torus S < K. The
Jeffrey–Kirwan and Guillemin–Kalkman theorems provide formulas for push-
forwards in singular cohomology with complex coefficients of the symplectic
reduction M/K. The outcome of the push-forward is computed as an iter-
ated residue at infinity, taken with respect to a suitably chosen set of variables.
Throughout this dissertation, the iterated residue at infinity of a complex
function f is defined as follows. Let z = (z1, . . . , zn) and let f(z) be a mero-
morphic function on Cn. Assume the poles of f form a normal crossing divisor.
We define the iterated residue at zero of the function f , which we denote
by Resz=0 f(z), to be the coefficient at z
−1
1 . . . z
−1
n in the multivariate Laurent
series expansion of f at 0. The multivariate Laurent series expansion in gen-
eral may depend on the order of variables with respect to which the expansion
is taken. However, if the function being expanded has poles which are normal
crossing the result does not depend on the order ([Gri79]). We define the
iterated residue at infinity of the function f by the formula
Resz=∞ f(z) = (−1)
nResz=0
f(z−1)
z2
,
where z2 = z21 . . . z
2
n and f(z
−1) = f(z−11 , . . . , z
−1
n ).
4.1. Jeffrey–Kirwan nonabelian localization theorem. Let M be a
compact symplectic manifold equipped with a Hamiltonian action of a com-
pact Lie group K, with moment map µK : M → k
∗. Assume 0 is a regular
value of µK . Let S be a maximal torus in K acting onM by restriction of the
K-action with moment map µS. Denote byM/K the symplectic reduction of
M by the action of K.
9We choose the Fubini–Study form normalized in such a way, that volPn = 1.
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The Jeffrey–Kirwan nonabelian localization theorem states that the Kirwan
map for the action of K is an epimorphism, and its kernel can be explicitly
described in terms of intersection pairings. From the point of view of the
residue formulas in equivariant cohomology, the most interesting result is the
following ([JK95], Theorem 8.1):
Theorem 1.15 (Jeffrey–Kirwan). Let ω be a symplectic form on M and
ω0 the induced symplectic form on M/K. Let η ∈ H
∗
K(M). Let [M/K] be
the fundamental class of M/K in H∗K(M). Let Φ
+ and W be, respectively,
the set of positive roots and the Weyl group of K. Denote by ̟ the product of
the roots of K,10
̟ =
∏
γ∈Φ
γ.
Then one can choose a subset F of the set of components of the fixed point set
of the action of S such that the following formula holds.
κ(η)eiω0[M/K] =
=
1
(2π)k−s|W| vol(S)
Res
(
̟
∑
F∈F
eiµS(F )
∫
F
i∗F (ηe
iω)
eF
)
.
For F ∈ F , the map iF is the inclusion of F into M and eF is the equivariant
Euler class of the normal bundle to F inM. The constant vol(S) is the volume
of the torus S, and k, s denote the dimensions of K and S respectively.11
4.2. Guillemin–Kalkman nonabelian localization theorem. The non-
abelian localization theorem of Jeffrey–Kirwan has a more compact reformu-
lation by Guillemin and Kalkman ([GK96]), stated as Theorem 1.16 below.
The Guillemin–Kalkman theorem reduces the push-forward of the image under
the Kirwan map of a cohomology class α ∈ H∗K(M) to a sum of local contribu-
tions at fixed points.12 The indexing subset of fixed points is constructed using
the moment map for the action, as we briefly recall below. For the detailed
description see [GK96], Sect. 3.
Recall that by Theorem 1.12 the image of µ is a convex polytope. Let us
denote this polytope by ∆ ⊆ s∗ and assume 0 lies in its interior, for otherwise
the symplectic reduction is trivial, meaning M/S = ∅. The set ∆0 of the
regular values of µ is a disjoint union of convex polytopes
∆0 = ∆01 ∪ · · · ∪∆
0
k,
10In the original formulation in [JK95] ̟ is the product of positive roots of K, so that
the in the formulas ̟ is replaced by (−1)|Φ
+|
̟
2 .
11The residue in the Jeffrey–Kirwan theorem is defined as a certain contour integral (see
def. 8.5 in [JK95]).
12Or fixed components, if the fixed points are not isolated.
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and by assumption 0 lies inside one of the polytopes ∆0j . For any chosen
element θ in the weight lattice of s∗, one can consider the ray through the
origin in the direction of θ,
l = {tθ : t ∈ [0,∞)}.
Let us choose θ in such a way that the ray l does not intersect any of the walls
of ∆0i of codimension greater than one and hence intersects the codimension
one walls transversally. Then the Lie subalgebra h ⊆ s defined as
h = {v ∈ s : 〈θ, v〉 = 0}
is the Lie algebra of a codimension one subtorus H ⊆ S. The assumptions
made on the ray l and hence on the element θ imply that the moment map µ
is transverse to l and the action of H on µ−1(l) is locally free.
Let us choose the ray l as described above, and call l a main branch. Next,
for every intersection point pj of l with the codimension one walls of ∆
0
i one
chooses a ray lj starting at pj and not intersecting any codimension three walls
of ∆0i . The rays lj are called secondary branches. One continues the procedure
by considering the intersection points of secondary branches lj with codimen-
sion 2 walls of ∆0i , and at each such point chooses ternary branches (rays not
crossing the codimension 4 walls), and so on. Finally one arrives at a vertex
of the moment polytope, which is an image of a fixed point (or fixed compo-
nent) by the convexity theorem 1.12. One obtains what is called a dendrite
D: a set of branches, consisting of sequences of rays (l, l(1), . . . , l(n)), where l(j)
is a branch constructed in step j, and a set of points (0, p1, . . . , pn) on those
branches, such that the branch l(i) starts at the point pi and intersects the
codimension i+ 2 wall at pi.
We define the subset D ⊆ MS to be the set of those fixed points whose
images under the moment map are the endpoints of all the branches of the
dendrite D.
Using the dendrite procedure described above one obtains a sequence of
subtori in S, determined by each branch in the dendrite
{0} = S(0) < S(1) < · · · < S(n) = S
with dimS(i) = i. Each such sequence of tori determines a sequence of sym-
plectic submanifolds of M
M =M(0) ⊃M(1) ⊃ · · · ⊃ M(n) =MS
such thatM(i) is a connected component of the fixed point set of the subtorus
S(i). One can choose a basis z1, . . . , zn of s in such a way, that for each i
the elements z∗1 , . . . , z
∗
i form a basis of the integer lattice in the Lie algebra of
S(i). The following theorem describes the push-forward in the cohomology of
M/K.
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Theorem 1.16 (Guillemin–Kalkman). LetM be a compact symplectic ma-
nifold equipped with a Hamiltonian action of a compact Lie group K. Let S
denote the maximal torus in K and assume the S-fixed points are isolated. Let
W = NK(S)/S denote the Weyl group of K. Denote by z = (z1, . . . , zn) the
basis of s∗ chosen as above. For a fixed point p, let ip denote the inclusion
of p into M and let {λi(p)}
dimS
i=1 be the weights of the isotropy representation
of S at p. Finally let ̟ ∈ C[z] be the product of the roots of K. Then for
α ∈ H∗K(M) one has∫
M/K
κ(α) =
1
|W|
∑
p∈D
Resz=∞
̟ · i∗pα∏
λi(p)
.
Note that the set D depends only on the action of the torus S and the
choice of the splittings of S as a product of one dimensional tori, and not on
K. The reduction of the push-forward from the quotient with respect to the
group K to its maximal torus S is compensated by the ̟ factor under the
residue and the 1
|W|
constant factor. For a detailed explanation see [Mar00]
and Sect. 4.3 below.
The set D depends on the choice of the dendrite, however the final sum over
the points p ∈ D in the above theorem does not. The residue at z ∈ s∗ is the
iterated residue in the sense of Sect. 4, as the expression under the residue is a
rational function in z. The S-equivariant cohomology of M can be computed
from the Cartan complex
Ω˜ = Ω∗(M)S ⊗ C[z]
and the restriction of a form α ∈ H∗K(M) to a fixed point p is an element of
H∗K(p) = C[z]
W. The products of weights λi(p) and ̟ lie in s
∗ hence can also
be written as polynomials in z.
4.3. Martin integration formula. LetM be a compact symplectic ma-
nifold equipped with a Hamiltonian action of a compact Lie group K. Let S
be a maximal torus in K, acting on M by restriction of the K-action. Let
µK : M→ k
∗ be the moment map for the K-action, and µS its restriction to
s∗. The following theorem of Martin ([Mar00]) relates the cohomology rings
(with rational coefficients) of the symplectic reductions M/K and M/S.
Theorem 1.17 (Martin). Let W denote the Weyl group of K, acting natu-
rally on M/S. To any weight α of S we associate the equivariant line bundle
Lα over M/S and define e(α) := e(Lα) to be the Euler class of this bundle.
Denote e =
∏
α∈Φ e(Lα) and let ann(e) be the ideal in H
∗(M/S;Q)W con-
sisting of cohomology classes whose cup product with e vanishes. There is a
natural ring isomorphism
H∗(M/K;Q) ≃
H∗(M/S;Q)W
ann(e)
.
26 1. PRELIMINARIES
In particular, with the notation as in theorem above, one has the following
formula relating the push-forwards to the point in the rational cohomology of
M/K and M/S.
Theorem 1.18 (Martin Integration Formula). Let i : µ−1K (0)/S → M/S
be the map induced by inclusion µ−1K (0) →֒ µ
−1
S (0) and consider the map
π : µ−1K (0)/S → M/K, which is a fibration with fiber K/S. The class
a˜ ∈ H∗(M/S) is called a lift of the class a ∈ H∗(M/K) if π∗a = i∗a˜. Then
if a˜ is a lift of a, the following formula holds∫
M/K
a =
1
|W|
∫
M/S
a˜ · e.
CHAPTER 2
Equivariant Jeffrey–Kirwan localization theorem
The Guillemin–Kalkman reformulation 1.16 ([GK96]) of the Jeffrey–Kirwan
nonabelian localization theorem 1.15 ([JK95]) provides a residue type formula
for the non-equivariant push-forwards, as described in Ch. 1, Sect. 4. We
generalize the result to equivariant push-forwards for torus actions by using
approximation spaces for the Borel model of the equivariant cohomology and
reducing the equivariant push-forwards to non-equivariant ones. We begin with
reviewing the statement of the Guillemin–Kalkman formula 1.16, adapting it
to the equivariant setting. We also weaken some of the original assumptions
on the compactness of the spaces in question as the proof of the residue-type
formula can be improved to work without them. We restrict our attention to
the case of torus actions, and later in Ch. 3 we prove a theorem providing a
transition between the action of a compact Lie group K and a maximal torus
S < K, hence obtaining the general result.
The surjectivity of the Kirwan map relies on the assumption of M being
compact, the residue formula however can be proved under weaker assump-
tions, as described in Sect. 2 at the end of this chapter. For simplicity and
compactness of the formulation of the theorems we first prove the equivariant
version of the Guillemin–Kalkman formula with additional assumption of M
being compact, and later describe how the compactness assumption can be
weaken.
1. The equivariant Guillemin–Kalkman residue formula for torus
actions
Let M be a compact symplectic manifold equipped with Hamiltonian ac-
tions of two tori T and S and assume the two actions commute. Denote by
µS the moment map for the action of S and assume 0 is a regular value of
µS. Assume additionally that the set µ
−1
S (0) is T -invariant.
1 We define a
T -equivariant analogue of the Kirwan map for the S-action:
κT : H
∗
T×S(M)
i∗
−→ H∗T×S(µ
−1
S (0))
(q∗)−1
−−−→ H∗T (µ
−1
S (0)/S) = H
∗
T (M/S),
which is defined as the composition of the map induced on equivariant coho-
mology by the inclusion i : µ−1S (0) →֒ M (or, equivalently, as the map induced
1This is the case for example if the moment map µS is T -equivariant, meaning that it
comes from a moment map µ :M→ (t+ s)∗.
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on singular cohomology by the inclusion ET ×T µ−1S (0) →֒ ET ×
T M) with the
inverse of the natural isomorphism q∗ : H∗T (µ
−1
S (0)/S)→ H
∗
T×S(µ
−1
S (0)).
2
Remark 2.1. Since the actions of S and T are assumed to commute, the
equivariant Kirwan map defined above is just the standard Kirwan map on
the space ET ×T M. By Lemma 1.3 one can approximate H∗T×S(M) by the
S-equivariant cohomology of the approximation spaces Em ×T M. Since T
is a torus we can take Em = (S2m+1)dimT . In particular the map κT can be
approximated by the non-equivariant Kirwan maps κm : H
∗(Em ×T M) →
H∗(Em ×T M/S), meaning that for every α ∈ HkT×S(M) one can find an
m ∈ N such that κT (α) = κm(α), where on the right-hand side we identify
α ∈ HkT×S(M) with the corresponding element in H
k(Em ×T M).
Remark 2.2. The term "equivariant Kirwan map" has been used by sev-
eral authors in various contexts, different from the one presented here. For
example in [Gol02] Goldin introduces under the same name the map
κT : H
∗
K(M)→ H
∗
K/S(µ
−1(0)/S),
where S < K is a normal subtorus of a compact Lie group K.
Let Mcritical be the set of critical points of the moment map µS. By the
results of Guillemin and Sternberg [GS82] it admits a decomposition into a
finite union
Mcritical =
⋃
j
Mj,
where each Mj is a fixed point set of a one-dimensional subgroup Sj of S.
Consider the equivariant Kirwan map for the action of Hj = S/Sj on Mj
κjT : H
∗
T×Hj
(Mj)→ H
∗
T (Mj/Hj),
and let κT be the T -equivariant Kirwan map for the action of S on M
κT : H
∗
T×S(M)→ H
∗
T (M/S).
Let ij be the inclusion Mj → M and let e
T×S(νj) be the equivariant Euler
class of the normal bundle νj to Mj in M. We choose a generator xj of
H∗Sj(pt). Define
resj(α) := resxj=∞
i∗jα
eT×S(νj)
.
A direct consequence of the Guillemin–Kalkman theorem 1.16 is the following
result.
2By the assumption that µ−1S (0) is T -invariant and that the two actions commute, the
projection on the second factor q˜ : ET × µ−1S (0) → ET × µ
−1
S (0)/S descends to quotients,
yielding a projection q : ET ×T µ−1S (0)→ ET ×
T µ−1S (0)/S. The map q
∗ is an isomorphism
because the action of S on µ−1S (0) is locally free by the assumption that 0 is a regular value
of µS .
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Theorem 2.3. Let α ∈ H∗T (M/S). The T -equivariant push-forward to a
point of κT (α) is given by the following formula:∫
M/S
κT (α) =
∑
j∈D
∫
Mj/Hj
κjT (resj(α)).
The summation is taken with respect to the subset of fixed components D, as
described in Ch. 1, Sect. 4.2.
Note that the above Theorem 2.3 and Theorem 1.16 have almost identical
formulations, differing only by replacing all the cohomology rings H∗(−) by
their T -equivariant counterparts H∗T (−) and consequently replacing all subor-
dinate notions like characteristic classes, Kirwan maps etc. by their equivariant
analogues. Hence Theorem 2.3 is a straightforward consequence of the Theo-
rem 1.16, applied to the approximation spaces Em ×T M. More precisely, we
prove the following proposition describing the T -equivariant push-forward in
terms of the standard push-forwards in singular cohomology.
Proposition 2.4. Let M be a compact manifold with Hamiltonian ac-
tions of a torus T and a torus S, and assume that the two actions com-
mute and µ−1S (0) is T -invariant. We fix a decomposition T = (S
1)n. As-
sume α ∈ HkT×S(M) and let p : M→ pt. Then the equivariant push-forward
p∗ : H
∗
T (M/S)→ H
∗
T (pt) = C[t1, . . . , tn] of the image of Kirwan map on α is
given by the formula
p∗κT (α) =
∑
I
βIt
I ,
where the summation is over the multi-index I = (i1, . . . , in) of length n =
dimT , such that |I| = 1
2
(k − dimM/S). The coefficients βI are given by
βI =
∫
MI/S
j∗κT (α),
where MI = (S
2i1+1 × S2i2+1 × · · · × S2il+1)×T M and j :MI →֒ ET ×T M
denotes inclusion.
Proof of Proposition 2.4. More generally, ifM is a compact manifold
with a T -action and p :M→ pt, then the push-forward p∗ : H
∗
T (M)→ H
∗
T (pt)
is given by the formula
p∗α =
∑
I
βIt
I ,
where I = (i1, . . . , in) is the multi-index satisfying |I| =
1
2
(degα − dimM).
The coefficients βI are given by
βI =
∫
MI
j∗α,
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withMI = (S
2i1+1×S2i2+1×· · ·×S2il+1)×TM
j
−→ ET ×TM. It can easily be
seen using de Rham cohomology in which the push-forward is given by integra-
tion along fibers. We can use de Rham cohomology sinceM is a manifold and
by Theorem 1.3 we can perform computations in the approximation spaces for
the chosen model of ET = S∞ × · · · × S∞ which are compact manifolds as
well, for example Em = S2m+1 × · · · × S2m+1.
The push-forward p∗ in equivariant cohomology is approximated by the
push-forwards for maps pm : Em ×T M → Bm. Writing (pm)∗α =
∑
I β
m
I t
I ,
the coefficients βmI are given by
βmI =
∫
S2i1+1×···×S2in+1
(pm)∗α =
∫
p−1m (S2i1+1×···×S2in+1)
j∗α =
∫
MI
j∗α.
Applying this to M = M/S and using the commutativity condition for
the two actions proves Prop. 2.4. 
Theorem 2.3 reduces the push-forward overM/S to a sum of push-forwards
overM/Hj, where Hj are subtori of codimension 1 in S, obtained as quotients
of S by certain one-dimensional tori Si. In order to proceed inductively, one
needs to ensure that one can apply the same procedure to the varietiesM/Hj,
which is achieved by carefully choosing the one-dimensional tori Si. We check
the needed details in Sect. 1.2. Once the technical problems are overcome, one
arrives at the following T -equivariant generalization of the Guillemin–Kalkman
Theorem 1.16.
Theorem 2.5 (Equivariant Guillemin–Kalkman Theorem). Let α be a co-
homology class in H∗T×S(M). One can choose a subset F of connected compo-
nents of the fixed point set MS and for each F ∈ F a sequence of subtori
S
(1)
F ⊆ S
(2)
F ⊆ · · · ⊆ S
(N)
F = S,
with dimS
(i)
F = i and a basis xF,1, . . . , xF,n of s
∗ such that for each i the dual
elements x∗F,1, . . . , x
∗
F,i form a basis of the integer lattice in the Lie algebra s
(i)
F
of S
(i)
F , such that the T -equivariant push-forward to a point of κT (α) is given
by the following formula:∫
M/S
κT (α) =
∑
F∈F
∫
F
resxF,n=∞ . . . resxF,1=∞
i∗Fα
eT×S(ν)
.
In the above formula eT×S(ν) denotes the T × S-equivariant Euler class of the
normal bundle to F in M.
In the next two sections we describe the details of the proofs. Sect. 1.1
contains a detailed proof of the case of the S1-action, which is a modification
of the original Guillemin–Kalkman proof in the equivariant case. Sect. 1.2
provides details on the inductive procedure.
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1.1. The case of the S1-actions via approximation spaces. For one-
dimensional torus actions one can prove a more general statement than claimed
in Theorem 2.3. All symplecticity assumptions are in fact superfluous, one only
needs a compact orientable manifold with boundary (M, ∂M) together with
an S1-action which is locally free on the boundary. The quotient ∂M/S1
plays the role of the symplectic reduction. The symplectic structure and the
properties of the moment map are essential for higher dimensional tori actions.
We consider a compact oriented S1-manifold with boundary (M, ∂M) and
assume S1 acts locally freely on ∂M. The inclusion i : ∂M→M induces the
map on S1-equivariant cohomology
i∗ : H∗S1(M)→ H
∗
S1(∂M).
Recall that if the action on ∂M is locally free, there is a canonical isomorphism
q∗ : H∗(∂M/S1)→ H∗S1(∂M),
induced by the map q : ES1 ×S
1
∂M→ ∂M/S1. We can therefore define the
“Kirwan map” for this action as
κ = (q∗)−1 ◦ i∗ : H∗S1(M)→ H
∗(∂M/S1).
Analogously as in Sect. 1, if ∂M is T -invariant we define the T -equivariant
Kirwan map in the T -equivariant cohomology
κT = (q
∗)−1 ◦ i∗ : H∗T×S1(M)→ H
∗
T (∂M/S
1).
Note that the name “Kirwan map” in the literature is reserved for the Kir-
wan map associated with symplectic reduction as defined in Ch. 1, Sect. 3.2.
To recover the original setup one can consider a Hamiltonian action of S1 with
the moment map µ on a manifold M
′
. Then the subspace M := {p ∈ M
′
:
µ(p) ≥ 0} is a manifold with boundary ∂M = µ−1(0) and the “Kirwan map”
defined as above coincides with the standard Kirwan map.
Theorem 2.6. Let (M, ∂M) be a compact oriented T × S1-manifold with
boundary and assume the S1-action to be locally free on ∂M and ∂M is T -
invariant. Let
∫
∂M/S1
− denote the T -equivariant push-forward to a point and let
κT be the Kirwan map defined above. Then the following formula holds:∫
∂M/S1
κT (α) =
N∑
k=1
∫
Fk
resx=∞
i∗kα
e(νk)
.
In the above formula x is a generator of the S1-equivariant cohomology of a
point, H∗S1(pt) ≃ C[x] and the varieties Fk are connected components of the
fixed point set of the S1-action, with normal bundles in M denoted by νk.
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Proof of Theorem 2.6. We begin by describing the Kirwan map κT in
terms of the Cartan complex. It is defined as a composition of the restriction
map and the inverse of the isomorphism induced by the projection q : ∂M→
∂M/S1, so we need to describe the map (q∗)−1 in detail. To do this we use
the Cartan model of the S1-equivariant cohomology, following the calculation
in [GK96]. The Cartan complex for an S1-action on a manifold M is
Ω˜ = Ω∗(M)S
1
⊗ C[x]
with differential d˜ = d⊗1+ι(v)⊗x, where ι(v) denotes the contraction with the
vector field generated by the unit vector v tangent to S1 at 1. Since we want
to describe the map (q∗)−1, whose domain is H∗T×S1(∂M) = H
∗
S1(ET ×
T ∂M)
we need to describe the S1-cohomology of the space ET ×T ∂M. However, for
technical reasons we use approximation spaces Em ×T ∂M, which we denote
by ∂Mm, which are the boundaries of the approximation spaces Mm of M.
We work with the Cartan complexes
Ω˜∗m = Ω
∗(Mm)
S1 ⊗ C[x]
Ω˜∗m(∂M) = Ω
∗(∂Mm)
S1 ⊗ C[x].
In particular, for k ∈ Z we choose an m ∈ Z such that HiT×S1(M) ≃ H
i(Mm)
for i ≤ k and identify an element α ∈ HkT×S1(M) with the class of an element
in the Cartan complex Ω˜∗m, which we also denote by α. By abuse of notation
we will also denote by α its restrictions to ∂M, ∂Mm and its representants in
the corresponding Cartan complexes.
Let α ∈ Ω˜km(∂M) be an equivariantly closed form. Our aim is to describe
the inverse of the isomorphism
q∗ : H∗T (∂M/S
1)→ H∗T×S1(∂M).
The above isomorphism on cohomology implies that the form α can be written
as
α = d˜ν + q∗γ,
for some closed forms ν ∈ Ω˜k−1m (∂M) and γ ∈ Ω
k(∂Mm/S
1). In the non-
equivariant case the explicit forms ν and γ are constructed in the proof of
the Berline–Vergne localization formula in [BV83] for degα ≥ dimMm and
improved to work for degα ≥ dimMm − 1 by Guillemin and Kalkman in
[GK96]. Since the original proof depends on the degree of the form α with
relation to the dimension of the manifold, we repeat the proof to make sure
choosing the approximation spaces does not impact any step of the proof.
Let θ be the connection form on ∂Mm as defined in Sect. 1.2, in partic-
ular θ is an S1-invariant 1-form such that ι(v)θ = 1. Consider the element
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defined by the following power series expansion at infinity, with coefficients in
Ω∗(∂Mm)
S1,
ν =
θα
x+ dθ
=
θα
x
∑
n≥0
(−dθ
x
)n
.
Note that ν lies in Ω˜∗m(∂M)[x
−1] ⊆ Ω∗(∂Mm)
S1 ⊗ C[x]Jx−1K. Formally,
d˜ν = α.
Since we study push-forwards in the cohomology of ∂Mm/S
1, we can assume
α has degree k ≥ dim ∂Mm − 1, since otherwise the push-forward is zero.
Remark 2.7. Note that one cannot make arbitrary assumptions on the
degree of α. By working with approximation spaces we automatically impose
some restrictions on the degree of α, because the isomorphism
HiS1(ET ×M) ≃ H
i
S1(Em ×M)
is only valid for gradations i smaller than a certain integer k(m) as stated
in the Lemma 1.3. For an action of an n-dimensional torus we can take
Em = S2m1−1 × · · · × S2mn−1, in which case k(m) = mini{2mi − 1}. In par-
ticular, it usually won’t be possible to have both degα = k = dim ∂Mm − 1
and k < k(m). To avoid this problem we first choose m such that degα =
k = dim ∂Mm − 1 and then choose m
′
(possibly a lot bigger than m) such
that HkS1(ET ×
T M) ≃ HkS1(Em′ ×
T M) and perform all the computations
in HkS1(Em′ ×
T M), restricting them to HkS1(Em ×
T M) via the inclusion
Em ×T M →֒ Em′ ×
T M.
Assuming degα = dim ∂Mm − 1 and writing α as a polynomial in x with
coefficients in Ω∗(∂Mm)
S1 we have
α =
∑
i
αix
i
and substituting it into the definition of ν gives
ν =
∑
n,i
θαi(−dθ)
nxi−n−1.
The coefficients of this series lie in Ω∗(∂Mm)
S1 , hence they vanish in degrees
higher than dim ∂Mm. In particular, the coefficient of x
i−n−1 in the series
defining ν can only be nonzero provided that
deg(θαi(−dθ)
n) = 1 + deg(αi) + 2n ≤ dim ∂Mm.
Since degα = dim ∂Mm−1, the only non-zero coefficients appear when n ≤ i,
so the only powers of x that can occur in the Laurent series of ν are the positive
ones and x−1, so we can write
ν = ν0 + βx
−1.
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Recall that the residue at infinity is the coefficient at x−1 in the Laurent series
expansion at infinity of a function, hence
β = resx=∞ν ∈ Ω
∗(∂Mm)
S1 .
Note that even though ν was formally defined in the localized complex Ω∗(∂Mm)
S1⊗
C[x]Jx−1K, both ν0 and β are well-defined forms in the nonlocalized complexes.
Since d˜ν = α, if one writes ν as ν = ν0 + βx
−1 one gets (from the definition of
the differential in the Cartan complex)
α = d˜ν0 + ι(v)β,
and the form ι(v)β is S1-invariant and horizontal, so it comes from a form
γ ∈ Ωk(∂Mm/S
1),
ι(v)β = q∗γ.
This shows that the map (q∗)−1 is given by the formula
(1) (q∗)−1(α) = resx=∞ι(v)
θα
x+ dθ
Since v is the generating field for the S1-action, contraction with v coincides
with the push-forward q∗, which is given by integration along the fiber of
q : ∂Mm → ∂Mm/S
1, hence
(q∗)−1(α) = resx=∞π∗
θα
x+ dθ
.
Let {(Mm)i}i=1,...,N be the connected components of the fixed point set of
the action of S1, and let {Ui}i=1,...,N be pairwise disjoint tubular neighbour-
hoods of the sets (Mm)i such that Ui ∩ ∂Mm = ∅. Let α ∈ H∗S1(M) and let
ν, θ be as above. Assume that degα = dim ∂Mm − 1. Let us extend the form
θ toMm \M
S1
m (θ is the connection form, hence is well defined outsideM
S1
m ).
The form ν can therefore also be extended toMm \M
S1
m . Applying the Stokes
theorem to 0 =
∫
Mm
α =
∫
Mm
d˜ν one gets
N∑
k=1
∫
Uk
θα
x+ dθ
=
∫
∂Mm
θα
x+ dθ
=
∫
∂Mm/S1
π∗
( θα
x+ dθ
)
.
It was shown in [BV83]3 that by shrinking the radii of Ui to zero the left-hand
side converges to
N∑
k=1
∫
(Mm)k
i∗kα
e(νk)
,
3The computation is a step of the proof of a theorem announced in [BV82] and proven
in [BV83]. The most detailed computation can be found in [GS99].
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where ik : (Mm)k → Mm is the inclusion map and e(νk) denotes the Euler
class of the normal bundle to (Mm)k in Mm. Taking residues at x = ∞ of
both sides of the above expression one obtains∫
∂Mm/S1
resx=∞π∗
( θα
x+ dθ
)
=
N∑
k=1
∫
(Mm)k
resx=∞
i∗kα
e(νk)
and the left-hand side equals
∫
∂Mm/S1
κT (α) by equation (1).
Finally, we have shown that for α ∈ Hdim ∂Mm−1S1 (Mm) one has∫
∂Mm/S1
κT (α) =
N∑
k=1
∫
(Mm)k
resx=∞
i∗kα
e(νk)
,
so for a class α ∈ HkS1(ET ×
T M) one chooses m such that k = dimMm − 1
and considers the embedding ofMm intoMm′ as described in Remark 2.7. It
follows that for α ∈ HkT×S1(M) the equivariant push-forward satisfies∫
∂M/S1
κT (α) =
N∑
k=1
∫
Fi
resx=∞
i∗kα
e(νk)
.
In the last equality, Fi denote the connected components of the fixed point set
of the action of S1 on M. All the integrals in the formula above denote the
push-forwards in T -equivariant cohomology.

Corollary 2.8 (Symplectic case). Consider a symplectic manifold M
with a Hamiltonian action of S1 × T with moment map for the S1-action
µ : M → s∗. If 0 is a regular value of µ, then the manifold with boundary
M+ = {x ∈ M : µ(x) ≥ 0} is a compact S
1-manifold with a locally free
S1-action on the boundary ∂M+ = µ
−1(0). Assume ∂M+ is T -invariant.
Let M/S1 denote the quotient µ−1(0)/S1 and let Mk denote the connected
components of the fixed point set of the action onM/S1. By the considerations
above applied to M+ one gets:∫
M/S1
κT (α) =
∑
{k:µ|Mk≥0}
∫
Mk
resx=∞
i∗kα
e(νk)
.
Corollary 2.9 (Jeffrey–Kirwan formula). In [JK95] the authors consider
the case when M is a symplectic manifold with an action of a compact Lie
group K with the moment map µ : M → k∗. The differential form which is
being integrated is
κ(α) = η0e
iω0,
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where η0 = κ(η) is the image of the Kirwan map for some form η ∈ H
∗
K(M)
and ω0 is the symplectic form on the symplectic reductionM/K. In the special
case whenK = T = S1, one obtains the following formula for the push-forward:∫
M/S1
η0e
iω0 =
∑
F⊆F+
∫
F
resx=∞
i∗F (ηe
i(ω+µ))
e(νF )
= resx=∞
∑
F⊆F+
∫
F
eiµ(F )
i∗F (ηe
iω)
e(νF )
,
where F ⊆ F+ are the components of the subset F+ of the fixed-point set on
which µ is positive.
After a slight change of notation, this is almost the formula from Theorem
8.1 in [JK95] for torus actions, corrected by eliminating the 1
2
-factor and the
ψ2-factor under the residue.
Note that our notation for the residues is different than the one of Guillemin
and Kalkman, who denote the residues by resx=0, not by resx=∞. However,
this is a matter of notation only. The residue in [GK96], like here, is defined
to be the coefficient at x−1 in the series expansion at infinity, which we choose
to call the residue at infinity to remain consistent with the classical notation
from calculus.
1.2. The inductive procedure equivarantly. The proof of the equivar-
iant Guillemin–Kalkman theorem is based on induction. For one-dimensional
torus actions the argument presented in the preceding section is more general,
i.e. it does not require symplecticity assumptions, one only needs a com-
pact orientable manifold with boundary (M, ∂M) together with an S1-action
which is locally free on the boundary. Instead of the symplectic reduction one
can then take ∂M/S1. However, to proceed with the induction one needs to
choose subsequent one-dimensional tori in S in such a way that in every step
the assumptions are satisfied, i.e. one needs to choose a splitting S = S1×H ,
where S1 is a one-dimensional torus, acting locally freely on ∂M/H . If we
knew that ∂M/H is the boundary of a compact manifold ∂M/H = ∂M , then
applying the theorem in the one-dimensional case of S = S1, we could express
the integral ∫
∂M/S×H
κ(α) =
∫
∂M/S
κ(α) =
∑
k
∫
Mk
resx=∞
i∗kα
e(νk)
,
where the Mk are the connected components of the fixed point set of S
1. In
general one cannot claim that ∂M/H is the boundary of some compact ma-
nifold. This is where we use the symplectic structure and the moment map of
the action.
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The assumptions thatM is symplectic and the action is Hamiltonian enable
one to use the moment map for the action for choosing a sequence of subtori
as described in Sect. 4.2. Recall that for an element θ in the weight lattice of
s∗, one considers a ray through the origin in the direction of θ
l = {tθ : t ∈ [0,∞)},
choosing θ in such a way that the ray l does not intersect any of the walls of
∆0i of codimension greater than one and hence intersects the codimension one
walls transversely. Then the Lie subalgebra h ⊆ s defined as
h = {v ∈ s : 〈θ, v〉 = 0}
is the Lie algebra of a codimension one subtorus H ⊆ S. The assumptions
made on the ray l and hence on the element θ imply that the moment map
µ is transverse to l and the action of H on µ−1(l) is locally free. Moreover,
the action of S/H ≃ S1 on µ−1(l)/H is locally free on the boundary, which
makes it possible to proceed with induction. Note that µ−1(l)/H might not be
a symplectic manifold, but rather a symplectic orbifold. However, the proof
can easily be adapted to the case of orbifolds, because most of the analysis is
done locally, and the only global component of the proof is Stokes Theorem,
which holds for orbifolds ([Sat57]).
2. Reducing the compactness assumptions
The Atiyah–Guillemin–Sternberg convexity theorem 1.12 plays a crucial
role in the proof of Theorem 2.5. This is the fundamental reason why one
assumes the compactness of the manifold M, and not just the symplectic re-
ductionM/S. In the proof of Theorem 2.5 one needs the image of the moment
map for the torus action to be convex. A result due to Prato ([Pra94]) as-
sures that the convexity still holds if the assumption on M being compact is
replaced by a weaker assumption on the moment map itself.
Assume M is a symplectic manifold equipped with a Hamiltonian action
of a torus S. Denote the moment map for the action by µ and for s ∈ s denote
by µs the function defined as
µs(x) := 〈µx, s〉 for x ∈M.
In [Pra94] Prato proves the following theorem.
Theorem 2.10. Assume there exists an integral element s0 ∈ s such that
µs0 is a proper map which has a minimum at its unique critical value. Then the
image of the moment map µ(M) is a convex hull of a finite number of affine
rays in s∗, each of the rays stemming from an image of the S-fixed point.
Another condition assuring convexity of the image of the moment map has
been given by Lerman, Meinreken, Tolman and Woodward in [LMTW98].
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We apply the symplectic reduction construction to vector spaces, in which
case either set of assumptions is satisfied.
CHAPTER 3
Equivariant Martin integration formula
This chapter generalizes the theorem by Martin ([Mar00]), describing the
relation between the cohomology rings of symplectic reductions of a smooth
symplectic manifold by a compact group K and its maximal torus S < K.
Martin’s theorem relates the push-forwards to a point in nonequivariant coho-
mology of M/K and M/S by the formula∫
M/K
α =
1
|W|
∫
M/S
α˜ · e,
where α˜ is the lift of α ∈ H∗(M/K) to H∗(M/S), in the sense explained
below, and e is the Euler class of a certain vector bundle. We prove an analo-
gous formula for push-forwards in T -equivariant cohomology. Throughout the
proof we use the minimal set of assumptions on the actions of K and T , as
stated below. In applications in Chapter 4, the moment map µK is in fact
T -invariant, in which case the proof can be simplified.
Let M be a smooth symplectic manifold equipped with two commuting
actions: a Hamiltonian action of a compact Lie group K and an action of a
torus T . Let S be a maximal torus in K, acting by restriction of the action
of K,1 and let 0 be a regular value of the moment map µK . Assume that
the symplectic reductions M/K, M/S are compact. Assume that the sets
µ−1K (0), µ
−1
S (0) are T -invariant. Consider the following two maps:
µ−1K (0)/S M/S ∋ α˜
α ∈M/K
i
pi .
The map
i : µ−1K (0)/S →֒ M/S = µ
−1
S (0)/S
is an inclusion induced by the inclusion µ−1K (0) →֒ µ
−1
S (0) and
π : µ−1K (0)/S →M/K
1In particular the moment map µS for the S-action is the composition of the moment
map µK :M→ k
∗ with a projection k∗ → s∗.
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is a fibration with fiber K/S. A cohomology class α˜ ∈ H∗T (M/S) is called a
lift of α ∈ H∗T (M/K), if π
∗α = i∗α˜.
Theorem 3.1 (Equivariant Martin Integration Formula). For a weight γ
of the S-action let Cγ denote the vector space C with the action of S given
by γ. Let eT =
∏
γ∈Φ e
T (γ) ∈ H∗T (M/S) be the product of T -equivariant
Euler classes associated to the roots Φ of K, denoted eT (γ) := e(LTγ ), where
LTγ = ET ×
T µ−1S (0)×
S Cγ →M/S. Then∫
M/K
α =
1
|W|
∫
M/S
α˜ · eT ,
where the integrals denote push-forwards to a point in T -equivariant cohomol-
ogy i.e.the equivariant Gysin map for a projection to a point.
We begin with proving two lemmas.
Lemma 3.2. The T -equivariant normal bundle to µ−1K (0)/S in µ
−1
S (0)/S =
M/S can be decomposed as
νT (µ−1K (0)/S) ≃
⊕
γ∈Φ−
LT
γ|µ−1K (0)/S
Proof of Lemma 3.2. By Proposition 1.9 (2) it is sufficient to find a
transversal section of the bundle
⊕
γ∈Φ− L
T
γ → M/S whose zero locus is
µ−1K (0)/S.
The moment map for the S-action equals the composition of the map for
the K-action and the natural projection
µS :M
µK−−−→ k∗ ։ s∗.
We claim µ−1K (0) is a zero locus of a transversal section of the bundle⊕
γ∈Φ−
LTγ →M/S.
To define the section, let us first consider the preimage of 0 under the natural
projection k∗ ։ s∗, V ⊂ k∗, so that µ−1S (0) = µ
−1
K (V ). In terms of the roots
of K the set V is just the sum of weight spaces corresponding to the negative
roots, V =
⊕
γ∈Φ− Cγ. The moment map µK restricts to a map s˜ = µK|µ−1S (0),
s˜ : µ−1S (0)→ V.
Because this map is obviously S-equivariant as a restriction of a K-equivariant
map, it descends to a map
s :M/S = µ−1S (0)/S → µ
−1
S (0)×
S V.
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From this we produce a map:
sT : ET ×T M/S → ET ×T µ−1S (0)×
S V =
⊕
γ∈Φ
LTγ ,
which does not change the zero locus, as follows.
Recall that µ−1S (0) is T -invariant, by assumption. This implies that the
section s : M/S → µ−1S (0) ×
S V descends to the quotients2 by the T -action
s : (M/S)/T → (µ−1S (0)×
S V )/T and thus defines a section
sT : ET ×T M/S id×s−−−−→ ET ×T µ−1S (0)×
S V,
as defined in the following diagram:
ET ×T µ−1S (0)×
S V (µ−1S (0)×
S V )/T
ET ×T M/S (M/S)/T
id×p pid×s s .
The zero locus of the section sT is obviously ET×T Z, where Z denotes the zero
locus of the section s. By construction, the zero locus of s is µ−1K (0)/S. The
equivariant normal bundle to µ−1K (0)/S in M/S is by definition the normal
bundle to ET×T µ−1K (0)/S in ET×
TM/S, which by Proposition 1.9 (2) equals
the restriction of
⊕
γ∈Φ L
T
γ to µ
−1
K (0)/S. 
Lemma 3.3. Let βT =
∏
γ∈Φ+ e
T (LTγ ) ∈ H
∗
T (M/S), where e
T (−) denotes
the T -equivariant Euler class. Then
π∗i
∗βT =
∫
K/S
eT (T (K/S)) = |W|.
Proof of Lemma 3.3. The cohomology class βT =
∏
γ∈Φ+ e
T (LTγ ) lies in
gradation 2|Φ+|, hence also i∗βT ∈ H
2|Φ+|
T (µ
−1
K (0)/S). The map π is a fibration
with fiber K/S, so the push-forward π∗ lowers the gradation by the codimen-
sion of M/K in µ−1K (0)/S, which equals the real dimension of K/S, 2|Φ
+|.
Hence π∗i
∗βT ∈ H0T (M/K). We can therefore restrict further the result to the
cohomology of a point, without altering the result.3
By the base change property of Gysin maps (Proposition 1.8, (3)) applied
to the diagram
2The action of T on V is defined via t ·µK(m) := µK(tm). In examples considered later
this action is in fact trivial.
3A map ipt : pt→M//K induces identity on the cohomology in gradation 0.
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K/S µ−1K (0)/S
pt M/K
iK/S
pi
ipt
,
one has i∗ptπ∗ =
∫
K/S
i∗K/S, hence
π∗i
∗βT = i∗ptπ∗i
∗βT =
∫
K/S
i∗K/Si
∗βT =
=
∫
K/S
∏
γ∈Φ+
eT (LTγ|K/S) =
∫
K/S
eT (T (K/S)) = |W|,
where the last equality follows from the identification of T (K/S) with k/s and
its Euler class with the product of classes of line bundles corresponding to the
positive roots.

Proof of Theorem 3.1. Throughout this proof,
∫
Y
− denotes the push-
forward to a point in T -equivariant cohomology and all push-forwards are
considered in T -equivariant cohomology. Let α ∈ H∗T (M/K) and let α˜ ∈
H∗T (M/S) be the lift of α. Let us denote the T -equivariant analogs of the
maps i, π as in the following diagram
ET ×T µ−1K (0)/S ET ×
T M/S
ET ×T M/K
iT
piT ,
Finally, let βT =
∏
γ∈Φ+ e
T (LTγ ), as in the Lemma 3.3 above. Applying
the equivariant push-forward composition formula of Proposition 1.8 (3) to
πT : ET ×T µ−1K (0)/S → ET ×
T M/K and x = (πT )∗α · i∗Tβ
T , one gets∫
µ−1K (0)/S
(πT )∗α · i∗Tβ
T =
∫
M/K
πT∗ ((π
T )∗α · i∗Tβ
T ).
By the projection formula 1.8 (2), πT∗ ((π
T )∗α · i∗Tβ
T ) = α ·πT∗ i
∗
Tβ
T , and Lemma
3.3 implies πT∗ i
∗
Tβ
T = |W|, so one gets:
∫
µ−1K (0)/S
(πT )∗α · i∗Tβ
T =
∫
M/K
α|WK |.
Finally, using (πT )∗α = i∗T α˜, one can write
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∫
µ−1K (0)/S
(πT )∗α · i∗Tβ
T =
∫
µ−1K (0)/S
i∗T α˜ · i
∗
Tβ
T
=
∫
M/S
(iT )∗i
∗
T (α˜ · β
T ),
(2)
again by the composition of push-forwards rule. To compute (iT )∗i
∗
T we need
to use the approximation spaces:
· · · ETm ×T µ−1K (0)/S ETm+1 ×
T µ−1K (0)/S · · ·
· · · ETm ×T M/S ETm+1 ×T M/S · · ·
imT
jm
im+1T
jm+1
jm jm+1
For each m, (imT )∗(i
m
T )
∗ is given by multiplication by the Euler class of the
normal bundle to ETm ×T µ−1K (0)/S in ETm ×
T M/S as a consequence of
Proposition 1.9 (1) and (2). Note that Proposition 1.9 (1) is valid only for
inclusions of closed submanifolds, which is why we needed to consider the "ap-
proximated" inclusion imT instead of working directly with iT . The inclusions i
m
T
are compatible, in particular the above diagram is commutative and the Euler
classes of the normal bundles are mapped onto one another under the maps
j∗m. The Euler class of the normal bundle to ET ×
T µ−1K (0)/S in ETm×
TM/S
is the limit of the Euler classes of the "approximating" normal bundles (by
definition). Therefore (iT )∗i
∗
T is given by multiplication by the Euler class of
the normal bundle, which is described in Lemma 3.2, hence by equation (2)
one gets∫
M/K
α|W| =
∫
M/S
(iT )∗i
∗
T (α˜ · β
T ) =
∫
M/S
α˜ · βT ·
∏
γ∈Φ−
eT (Lγ) =
∫
M/S
α˜ · eT ,
where the last equality is just the definition of eT .


CHAPTER 4
Push-forward formulas
1. Classical Grassmannian
Consider the action of the group of unitary matrices U(k) on the space
Hom(Ck,Cn) of linear maps Ck → Cn, given by matrix multiplication on
the right. The space Hom(Ck,Cn) has a symplectic structure given by the
symplectic form ω(A,B) = 2 Im(trAB∗). The moment map for this action
µ : Hom(Ck,Cn)→ u(k)∗ ≃ u(k) is given by1
µ(A) = A∗A− Id .
Hence µ−1(0) = {A∗A = Id} and the column vectors of a matrix A ∈ µ−1(0)
form a unitary k-tuple in Cn. This implies that the symplectic reduction with
respect to the U(k)-action is the Grassmannian of k-planes in Cn,
Hom(Ck,Cn)/ U(k) = Grk(Cn).
To make the notation more compact—especially while drawing the diagrams—
we set Hom(k, n) := Hom(Ck,Cn) and Gr(k, n) := Grk(Cn).
Let S denote the maximal torus in U(k), acting on Gr(k, n) via restriction
of the action of U(k). Let z1, . . . , zk denote the characters of the action of S.
Consider additionally the action of the maximal torus T in U(n) on Gr(k, n)
with characters t1, . . . , tn and consider the push-forward to a point in the T -
equivariant cohomology of Gr(k, n). The following lemma is a consequence of
the Martin integration formula 1.18 and reduces the integral over Gr(k, n) to
the integral over the symplectic reduction Hom(k, n)/S.
Lemma 4.1. Let κST be the T -equivariant Kirwan map for the action of S
on Hom(k, n) and let W denote the Weyl group of U(k). Let e =
∏
γ∈Φ γ =∏
i 6=j(zi − zj) be the product of the roots of U(k). Then the push-forwards to
a point in T -equivariant cohomology of Gr(k, n) and Hom(k, n)/S are related
by the following formula.∫
Gr(k,n)
κT (α) =
∫
Hom(k,n)/S
κST (α) · e.
Proof of the Lemma 4.1. Denote by i∗ the map induced on cohomol-
ogy by the inclusion
i : µ−1U(k)(0)/S →֒ µ
−1
S (0)/S = Hom(k, n)/S
1This moment map is computed in [Kir84].
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and by π∗ the map induced by the map
π : µ−1U(k)(0)/S →֒ µ
−1
U(k)(0)/U(k),
which is a fibration with fiber U(k)/S. By the Martin integration formula 1.18
we have ∫
Gr(k,n)
κT (α) =
∫
Hom(k,n)/S
κ˜T (α) · e,
where κ˜T (α) is the lift of κT (α) to H
∗
T (Hom(k, n)/S) as defined in Ch. 1,
Sect. 4.3. It remains to be checked that the lift of κT (α) is κ
S
T (α) i.e. that
i∗κ˜T (α) = π
∗κT (α). This requires the following diagram to commute:
(3)
H∗T×U(k)(Hom(k, n)) H
∗
T (Gr(k, n))
H∗T (µ
−1
U(k)(0)/S)
H∗T×S(Hom(k, n)) H
∗
T (Hom(k, n)/S)
κT
pi∗
κST
i∗
.
Since Hom(k, n) is contractible, one has
H∗T×S(Hom(k, n)) = H
∗
T×S(pt) = C[t1 . . . , tn, z1, . . . , zk].
By Theorem 1.2, for a Lie group K with a maximal torus S and Weyl group
W, one has H∗K(pt) = H
∗
S(pt)
W. Hence
H∗T×U(k)(Hom(k, n)) = H
∗
T×U(k)(pt) = C[t1 . . . , tn, z1, . . . , zk]
Σk ,
where the permutation group Σk acts by permuting variables z1, . . . , zk. From
the construction and the naturality of the Kirwan map it follows that the
Kirwan map κST maps W-invariants to W-invariants. Moreover, the map π
induces an isomorphism
H∗T (Gr(k, n))
pi∗
−→ H∗T (µ
−1
U(k)(0)/S)
W,
by the following theorem of Borel [Bor53], applied to S < K = U(k) and π
as above.
Theorem 4.2. Let X
pi
−→ Y be a K-principal bundle, let S < K be a
maximal torus and let W be the Weyl group of K. Then the projection π
induces an isomorphism
H∗(Y ;Q) ≃ H∗(X/S;Q)W.
Let r : H∗T×U(k)(−)→ H
∗
T×S(−) denote the restriction map in T -equivariant
cohomology induced by the inclusion S →֒ U(k). From the Theorem 4.2 (and
the naturality of the Kirwan maps) it follows that the following diagram is
commutative:
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κT : H
∗
T×U(k)(pt) H
∗
T×U(k)(µ
−1
U(k)(0)) H
∗
T (Gr(k, n))
κT ◦ r : H
∗
T×S(pt)
W H∗T×S(µ
−1
U(k)(0))
W H∗T (µ
−1
U(k)(0)/S)
W
κST : H
∗
T×S(pt)
W H∗T×S(µ
−1
S (0))
W H∗T (Hom(k, n)/S)
W
r≃ r≃ pi∗≃
i∗ i∗
The maps denoted with double-head arrows are epimorphisms by the Jeffrey–
Kirwan theorem. The up-going arrows are restriction maps in cohomology
induced by the inclusion i : µ−1U(k)(0) →֒ µ
−1
S (0). In particular, for any class
α ∈ H∗T×U(k)(pt) = C[t1 . . . , tn, z1, . . . , zk]
Σk we have π∗κT (α) = i
∗κST (α), which
proves the commutativity of the diagram (3) and completes the proof of Lemma
4.1.

Let us now describe the symplectic reduction Hom(k, n)/S. The maximal
torus S in U(k) acts diagonally on Hom(k, n) = Cn ⊕ · · · ⊕ Cn, with the
action on each component Cn given by multiplication. The moment map
µS : Hom(k, n)→ s
∗ for this action is given by projection of the moment map
for the action of U(k), hence
µS(A) = (||v1|| − 1, . . . , ||vk|| − 1),
where v1, . . . , vk are the column vectors of A. The symplectic reduction for the
S-action is therefore
Hom(k, n)/S = µ−1S (0)/S = (CP
n−1)k,
since µ−1S (0) consists of k-tuples of vectors of length 1 in C
n. The image of the
moment map µS is a product of half-lines (R≥0)k. It is not a convex polytope,
because the space Hom(k, n) is noncompact. However, we can still use the
dendrite algorithm as in [GK96], only this time we have to make sure that in
each step we choose rays l in such a way, that they intersect a codimension one
wall (and not diverge to infinity). In our case this can be easily achieved - if
the chosen ray l does not intersect a codimension one face of (R≥0)k, then the
ray −l does. Choosing the rays in this way always leads to a branch ending at
the only fixed point of the action, the origin. Therefore, we get the following
expression for the push-forward:
(4)
∫
Gr(k,n)
κT (α) =
1
|W|
resz1,...zk=∞
e · i∗0(α)
eT×S(0)
,
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where e =
∏
γ∈Φ γ =
∏
i 6=j(zi − zj) is the product of the roots of U(k), i
∗
0(α)
denotes the restriction of α to 0 ∈ Hom(k, n) and eT×S(0) is the T × S-
equivariant Euler class at zero, which equals eT×S(0) =
∏
i,j(zi − tj), where
z1, . . . , zk are the characters of the S-action and t1, . . . , tk are the characters of
the T -action.
Remark 4.3. Since Hom(k, n) is contractible, by abuse on notation for
a class α ∈ H∗T×U(k)(Hom(k, n)) we will denote the its restriction to 0 ∈
Hom(k, n) also by α. The notation α(z1, . . . , zk) means that we view α as
a polynomial in z1, . . . , zk with coefficients in C[t1, . . . , tk].
Finally, we obtain the following formula for the push-forward.
Theorem 4.4. Let α ∈ H∗T×U(k)(Hom(k, n)). Then the push-forward of its
image under the Kirwan map κT equals the following residue taken with respect
to the characters of the maximal torus in U(k):
∫
Gr(k,n)
κT (α) =
1
|W|
resz1,...,zk=∞
∏
i 6=j
(zi − zj)α(z1, . . . , zk)
∏
i,j
(zi − tj)
Note that the fact that we push forward only forms which lie in the image of
the the equivariant Kirwan map κT is not a very restrictive condition, it means
that we push-forward forms which at the fixed points of the action are given by
W-symmetric polynomials. By the surjectivity of the Kirwan map, every form
can be presented in such a way. As mentioned in the introduction, this formula
can also be obtained combinatorically, using the Atiyah–Bott–Berline–Vergne
formula and introducing the residue at infinity ad hoc, as described in [Zie14].
The description of the Grassmannian as the symplectic reduction for the
natural U(k)-action has been used by Martin to give a description of the
nonequivariant cohomology of the classical Grassmannian. For details, see
[Mar00], Chapter 7.
2. Lagrangian Grassmannian
Let ω be the standard complex symplectic form on C2n and consider the
Lagrangian Grassmannian LG(n) parametrizing maximal isotropic subspaces
of C2n i.e. subspaces V of dimension n satisfying
V = V ⊥ = {w : ω(w, v) = 0 for all v ∈ V }.
The Lagrangian Grassmannian canonically embeds in Gr(n, 2n). The maximal
torus in Sp(n) consists of elements of the form
diag(t1, t2, . . . , tn, t
−1
n , . . . , t
−1
2 , t
−1
1 ),
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so one has a natural inclusion of the maximal tori TSp(n) →֒ TU(2n):
diag(t1, t2, . . . , tn, t
−1
n , . . . , t
−1
2 , t
−1
1 ) 7→ diag(t1, t2, . . . , t2n).
We will derive the residue-type formula for the push-forward in the TSp(n)-
cohomology of the Lagrangian Grassmannian from the formulas for the classi-
cal Grassmannian by considering the inclusion
LG(n) →֒ Gr(n, 2n).
2.1. Push-forward formula for Gr(n, 2n). Assume U(n) acts on the
space Hom(n, 2n) by matrix multiplication on the right, as in the previously
considered example of the classical Grassmannian. Recall that the moment
map for this action is
µ(A) = A∗A− Id .
Let S be a maximal torus in U(n) and let T := TSp(n) be the maximal torus
in Sp(n), canonically included in the maximal torus of U(2n). As before,
we consider the symplectic reduction with respect to S and push-forwards
to a point in T -equivariant cohomology. The push-forward H∗T (Gr(n, 2n)) →
H∗T (pt) is given by the formula of Theorem 4.4,∫
Gr(n,2n)
κT (α) =
1
|W|
resz1,...zn=∞
e · α(z1, . . . , zn)
eT×S(0)
,
where e =
∏
γ∈Φ+ γ =
∏
i 6=j(zi − zj) is the product of the roots of U(n), and
eT×S(0) is the T × S-equivariant Euler class at zero, which equals
eT×S(0) =
n∏
i,j=1
(zi − tj)(zi + tj),
because z1, . . . , zn are the characters of the S-action and t1, . . . , tn,−t1, · · ·− tn
are the characters of the T -action. One gets
(5)
∫
Gr(n,2n)
κT (α) =
1
|W|
resz=∞
∏
i 6=j
(zi − zj)α(z1, . . . , zn)
n∏
i,j=1
(z2i − t
2
j )
.
2.2. Relating push-forwards for Gr(n, 2n) and LG(n). Since the La-
grangian Grassmannian LG(n) is a subvariety of Gr(n, 2n), the push-forwards
in equivariant cohomology are related by the following relation:∫
LG(n)
α =
∫
Gr(n,2n)
α˜ · [LG(n)],
where [LG(n)] denotes the fundamental class of LG(n) in H∗T (Gr(n, 2n)) and
i∗α˜ = α. Consider the following diagram:
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CL Hom(n, 2n)
LG(n) Gr(n, 2n)
j
q|CL q
where CL is the preimage if LG(n) under the symplectic reduction map q.
The subset CL ⊆ Hom(n, 2n), called the Lagrangian cone, consists on those
maps Cn → C2n whose image is an isotropic subspace of C2n. Note that the
Lagrangian cone CL ⊆ Hom(n, 2n) is not smooth, so we cannot directly use
the approach we used for the classical Grassmannian and construct LG(n) as
a symplectic reduction of a smooth symplectic manifold. One can solve this
inconvenience either by considering a slightly more general singular symplectic
reduction (c.f. for example [LMS93]), or by restricting the result obtained
for Gr(n, 2n) and checking that the push-forwards are compatible with this
restrictions. We will follow the later approach.
2.3. Kirwan maps and push-forwards. Consider the T -equivariant
Kirwan maps for the symplectic reductions Hom(n, 2n)/S and CL/S:
κST : H
∗
T×S(Hom(n, 2n))→ H
∗
T (Hom(n, 2n)/S),
κST,CL : H
∗
T×S(CL)→ H
∗
T (CL/S) = H
∗
T (CL ∩ µ
−1
S (0)/S).
Similarly, we have the Kirwan map for the quotients by the U(n) action:
κT : H
∗
T×U(n)(Hom(n, 2n))→ H
∗
T (Hom(n, 2n)/ U(n)) = H
∗
T (Gr(n, 2n)),
κT,CL : H
∗
T×U(n)(CL)→ H
∗
T (CL/ U(n)) = H
∗
T (CL ∩ µ
−1
U(n)(0)/U(n)).
The results obtained in Sect. 1 can be summarized in the commutativity of
the following diagram:
H∗T×U(n)(Hom(n, 2n)) H
∗
T (Gr(n, 2n))
H∗T (pt)
H∗T×S(Hom(n, 2n))
W H∗T (Hom(n, 2n)/S)
W
κT
≃ ≃
∫
−
κST
∫ −e
.
Restricting all maps via the map induced by j : CL →֒ Hom(n, 2n) yields
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H∗T×U(n)(pt) H
∗
T (Gr(n, 2n))
H∗T×U(n)(CL) H
∗
T (LG(n))
H∗T×S(pt)
W H∗T (Hom(n, 2n)/S)
W
H∗T×S(CL)
W H∗T (CL/S)
W
j∗
κT
≃ ≃
j
∗
κT,CL
≃
κST
j∗ j∗
κST,CL
≃
We intend to describe the Gysin homomorphisms for the cohomology groups
on the right-hand face of the above commutative cube. These Gysin maps are
related by the equivariant Martin theorem 3.1, applied to each triangle in the
diagram below:
H∗T (LG(n)) H
∗
T (Gr(n, 2n))
H∗T (pt)
H∗T (CL/S)
W H∗T (Hom(n, 2n)/S)
W
∫
L
G
(n)
j ∗
(−
)
≃ ≃
∫
G
r(
n,
2n
)
−·
[L
G(
n)
]
j∗
1
|W
|
∫
C L
//
S
j
∗ (−
·e)
j∗
1
|W
| ∫H
om
(n,2n)//S −·e·[C
L /S]
2.4. Derivation of the push-forward formula for LG(n). Bearing in
mind the relation between the push-forwards in the cohomology of Gr(n, 2n)
and LG(n) one can write
∫
LG(n)
j∗κT (α) =
∫
Gr(n,2n)
κT (α) · [LG(n)] =
∫
Gr(n,2n)
κT (α · L˜G(n)),
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where ˜[LG(n)] is an element of H∗T×U(n)(Hom(n, 2n)) such that κT ( ˜[LG(n)]) =
[LG(n)], and use equation (5) to obtain the result in a form of an iterated
residue. We have
∫
Gr(n,2n)
κT (α · L˜G(n)) =
1
|W|
Resz=∞
∏
i 6=j
(zi − zj)i
∗
0κ
S
T (α · L˜G(n))
n∏
i,j=1
(zi − tj)(zi + tj)
.
The final step in obtaining the residue-type push-forward formula for LG(n)
is therefore identifying the polynomial in C[z1, . . . , zn] representing the class
i∗0κ
S
T (α · L˜G(n)), which is the content of the Remarks 4.5, 4.6 and 4.7.
Remark 4.5. The Kirwan map κST maps the fundamental class
[CL] ∈ H
∗
T×S(Hom(n, 2n)) to the class [CL/S] ∈ H
∗
T (Hom(n, 2n)/S):
κST ([CL]) = [CL/S].
This is obvious because Kirwan map is defined as the map induced by restric-
tion followed by the natural isomorphism.
The fundamental class [CL] ∈ H
∗
T×S(Hom(n, 2n)) can be computed by de-
scribing CL by equations. Let A ∈ Hom(n, 2n) be represented by the matrix
with column vectors v1, . . . , vn,
A =

 v1 . . . vn


The maximal torus S in U(n) acts on A by multiplication of each column
vector by a corresponding character. For A to be contained in the Lagrangian
cone CL, the column vectors of A must satisfy:
ω(vi, vj) = 0 for i < j.
Under the action of S the function ω(vi, vj) is multiplied by zizj , hence the
weight of the S-action on this equation is zi + zj .
2 The torus T acts by multi-
plying rows of the matrix A by t1, . . . , tn, t
−1
n , . . . , t
−1
1 , hence acts on ω(vi, vj)
trivially. The equations are clearly independent. The are n(n−1)
2
equations,
which equals the codimension of CL in Hom(n, 2n). This assures that CL is
a complete intersection in Hom(n, 2n) and the fundamental class equals the
2We use the same notation zi to denote both the coordinate and the character of the
torus action.
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product of the weights of the equations:
[CL] =
n∏
i,j=1
i<j
(zi + zj).
Remark 4.6. Since the class [CL] ∈ H
∗
T×S(Hom(n, 2n)) is obviously W-
invariant, an analogous statement is true for [CL] ∈ H
∗
T×U(n)(Hom(n, 2n)):
κT ([CL]) = [CL/S] ∈ H
∗
T (Gr(n, 2n)).
On the other hand, from definition of the Kirwan map κT is is clear that κT
maps [CL] to [LG(n)] ∈ H
∗
T (Gr(n, 2n)), hence
[LG(n)] = κT
( n∏
i,j=1
i<j
(zi + zj)
)
.
Remark 4.7. The map κST maps the class
∏
i 6=j(zi−zj) ∈ H
∗
T×S(Hom(n, 2n))
to the class e =
∏
γ∈Φ e(Lγ) ∈ H
∗
T (Hom(n, 2n)/S):
κST
(∏
i 6=j
(zi − zj)
)
= e.
It follows directly from the identification of the roots of U(n)—which are ex-
actly {zi − zj : i 6= j}—with cohomology classes. Again, the class is W-
invariant, so the same statement is true in H∗T×U(n)(Hom(n, 2n)).
We are now ready to prove the following theorem, expressing the push-
forward to a point in T -equivariant cohomology of LG(n) as a residue at in-
finity.
Theorem 4.8. Let j : CL →֒ Hom(n, 2n) denote the natural inclusion. Let
α ∈ H∗T×U(n)(Hom(n, 2n)). Then
∫
LG(n)
j∗κT (α) =
1
|W|
Resz1,...,zn=∞
α(z1, . . . , zn)
∏
i 6=j
(zi − zj)
∏
i<j
(zi + zj)
n∏
i,j=1
(zi − tj)(zi + tj)
.
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Proof of Theorem 4.8. One has
∫
LG(n)
j∗κT (α)
1©
===
∫
Gr(n,2n)
κT (α) · [LG(n)]
2©
===
∫
Gr(n,2n)
κT (α) · κT
( n∏
i,j=1
i<j
(zi + zj)
)
3©
===
∫
Gr(n,2n)
κT
(
α ·
n∏
i,j=1
i<j
(zi + zj)
)
4©
===
1
|W|
∫
Hom(n,2n)/S
κST
(
α ·
n∏
i,j=1
i<j
(zi + zj)
)
· e
5©
===
1
|W|
∫
Hom(n,2n)/S
κST
(
α ·
n∏
i,j=1
i<j
(zi + zj) ·
∏
i 6=j
(zi − zj)
)
6©
===
1
|W|
Resz1,...,zn=∞
α(z1, . . . , zn)
∏
i<j
(zi + zj)
∏
i 6=j
(zi − zj)
n∏
i,j=1
(zi − tj)(zi + tj)
,
where α(z1, . . . , zn) ∈ C[t1, . . . , tn, z1, . . . , zn]Σn is a Σn-symmetric polynomial
representing the restriction of κST (α) to 0 ∈ Hom(n, 2n).
The above sequence of equalities follows from the following:
• Equation 1© is the relation between push-forwards for Gr(n, 2n) and
LG(n), as described in Sect. 2.2.
• Equation 2© follows from the computation of [LG(n)], as in Remark
4.6.
• Equation 3© follows from the fact that the Kirwan map is a ring
homomorphism.
• Equation 4© is the Theorem 3.1 applied to Hom(n, 2n) and its sym-
plectic reductions with respect to S < U(n).
• Equation 5© follows from the computation of the class e, as in Remark
4.7.
• Equation 6© is a consequence of Theorem 2.5.

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Corollary 4.9. Let α ∈ H∗T×U(n)(Hom(n, 2n)). Then
∫
LG(n)
j∗κT (α) =
1
|W|
Resz1,...,zn=∞
∏
i<j
(zi − zj)α(z1, . . . , zn)
n∏
i,j=1
(z2i − t
2
j)
∏
i<j
(t2i − t
2
j)
.
Proof of corollary 4.9. The proof is a straightforward computation.

3. Orthogonal Grassmannians
Let Ω be a nondegenerate symmetric form on C2n (or C2n+1 respectively).3
The orthogonal Grassmannian OG(n, 2n) (OG(n, 2n + 1) respectively) pa-
rametrizes the maximal isotropic subspaces. The residue-type formulas for
the Gysin homomorphism for the orthogonal Grassmannians OG(n, 2n) and
OG(n, 2n+1) can be derived analogously to the ones for the Lagrangian Grass-
mannian by using the embeddings OG(n, 2n) →֒ Gr(n, 2n) and OG(n, 2n +
1) →֒ Gr(n, 2n+1). The cases of odd- and even-dimensional orthogonal Grass-
mannian are slightly different, so we consider them separately.
3.1. The even-dimensional orthogonal Grassmannian. The orthog-
onal Grassmannian OG(n, 2n) canonically embeds in Gr(n, 2n). The maximal
torus in SO(2n) consists of diagonal matrices of the form
diag(t1, t2, . . . , tn, t
−1
n , . . . , t
−1
2 , t
−1
1 ),
so we have a natural inclusion of the maximal tori TSO(2n) →֒ TU(2n):
diag(t1, t2, . . . , tn, t
−1
n , . . . , t
−1
2 , t
−1
1 ) 7→ diag(t1, t2, . . . , t2n).
We consider Gysin homomorphisms in T -equivariant cohomology of the classi-
cal and orthogonal Grassmannian, for T = TSO(2n), constructed as symplectic
reductions with respect to an U(n)-action. As before, S denotes the maximal
torus on U(n) and its characters are denoted by z = {z1, . . . , zn} and W de-
notes the Weyl group of U(n).
Since OG(n, 2n) is a subvariety of Gr(n, 2n), the push-forwards are related
as follows: ∫
OG(n,2n)
α =
∫
Gr(n,2n)
α˜ · [OG(n, 2n)],
where [OG(n, 2n)] denotes the fundamental class of the orthogonal Grassman-
nian in H∗T (Gr(n, 2n)) and α˜|OG(n,2n) = α.
3In the standard basis the form Ω is given by a matrix with ones on the antidiagonal.
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Let CO be the preimage of OG(n, 2n) under the symplectic reduction map
q.
CO Hom(n, 2n)
OG(n, 2n) Gr(n, 2n)
j
q|CO q
The subset CO ⊆ Hom(n, 2n) consists of linear maps Cn → C2n whose image
is an isotropic subspace of maximal dimension in C2n. We checked in Sect. 2.3
that the Kirwan maps commute with restrictions and we established the rela-
tion between corresponding push-forwards. The proof can be repeated for the
embedding CO →֒ Hom(n, 2n) instead of CL →֒ Hom(n, 2n) (and, in fact, for
any subvariety Z →֒ Gr(n, 2n) and its preimage in Hom(n, 2n)). We obtain
the following commutative diagram:
H∗T (OG(n, 2n)) H
∗
T (Gr(n, 2n))
H∗T (pt)
H∗T (CO/S)
W H∗T (Hom(n, 2n)/S)
W
∫
O
G
(n,2n)
j ∗
(−)
≃ ≃
∫
G
r(
n,
2n
)
−·
[O
G(
n,
2n
)]
j∗
1
|W
|
∫
CO
//
S
j
∗ (−
·e)
j∗
1
|W
| ∫H
om
(n,2n)//S −·e·[C
O /S]
It follows, that the push-forward is given by the formula:
∫
OG(n,2n)
κT (α) =
∫
Gr(n,2n)
κT (α · ˜OG(n, 2n))
=
1
|W|
Resz=∞
∏
i 6=j
(zi − zj)i
∗
0κ
S
T (α ·
˜OG(n, 2n))
eT×S(0)
,
where ˜OG(n, 2n) ∈ H∗T×S(Hom(n, 2n))
W is a class whose image under κT is the
fundamental class of CO/S. As before, e
T×S(0) denotes the T ×S-equivariant
Euler class of the normal bundle at 0.
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Lemma 4.10. The lift of the fundamental class [OG(n, 2n)] to H∗T×S(Hom(n, 2n))
equals
[ ˜OG(n, 2n)] =
n∏
i,j=1
i≤j
(zi + zj).
Proof of Lemma 4.10. The fundamental class [CO] ∈ H
∗
T×S(Hom(n, 2n))
can be computed by describing CO by equations, similarly as in Remark
4.5. Let A ∈ Hom(n, 2n) be represented by the matrix with column vectors
v1, . . . , vn, then the maximal torus S in U(n) acts on A by multiplication of
each column vector by a corresponding character. The matrix A is contained
in CO if the column vectors of A satisfy
Ω(vi, vj) = 0 for i ≤ j.
Under the action of S the function Ω(vi, vj) is multiplied by zizj, while T
acts on Ω(vi, vj) trivially, hence the weight of the S-action on this equation is
zi+zj . The equations are clearly independent. The are
n(n+1)
2
equations, which
equals the codimension of CO in Hom(n, 2n). It follows that CO is a complete
intersection in Hom(n, 2n) and the fundamental class equals the product of
the weights of the equations:
[CO] = 2
n
n∏
i,j=1
i<j
(zi + zj)
n∏
i=1
zi.
This class is obviouslyW-invariant, hence belongs to H∗T×U(n)(Hom(n, 2n)) and
the Kirwan map clearly maps it to [OG(n, 2n)]. 
Finally, since eT×S(0) =
∏n
i,j=1(zi− tj)(zi+ tj) we get the final formula for
the Gysin map:
Theorem 4.11. Let j : CO →֒ Hom(n, 2n) denote the natural inclusion.
Let α ∈ H∗T×U(n)(Hom(n, 2n)). Then
∫
OG(n,2n)
κT (α) =
2n
|W|
Resz=∞
α(z1, . . . , zn)
∏
i 6=j
(zi − zj)
∏
i<j
(zi + zj)
n∏
i=1
zi
n∏
i,j=1
(zi − tj)(zi + tj)
.
3.2. The odd-dimensional orthogonal Grassmannian. The case of
OG(n, 2n+ 1) is very similar to the case of OG(n, 2n), but there is one essen-
tial difference that should be pointed out. The Grassmannian OG(n, 2n + 1)
canonically embeds in Gr(n, 2n+ 1), and the corresponding embedding of the
maximal tori TSO(2n+1) →֒ TU(2n+1) is given by:
diag(t1, t2, . . . , tn, t
−1
n , . . . , t
−1
2 , t
−1
1 , 1) 7→ diag(t1, t2, . . . , t2n, 1).
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Hence the weights of the action of T = TSO(2n+1) are {±ti} ∪ {0} and the
T × S-equivariant Euler class in this case equals:
eT×S(0) =
n∏
i,j=1
(zi − tj)(zi + tj)
n∏
i=1
zi.
All other computations from Sect. 3.1 remain valid. The fundamental class
of CO in Hom(n, 2n+ 1) is given by the same polynomial
[CO] = 2
n
n∏
i,j=1
i<j
(zi + zj)
n∏
i=1
zi,
because the conditions on isotropy of the column vectors of a matrix repre-
senting an element of Hom(n, 2n+ 1) are the same.
The formula for the push-forward in T -equivariant cohomology is therefore
the following.
Theorem 4.12. Let j : CO →֒ Hom(n, 2n+1) denote the natural inclusion.
Let α ∈ H∗T×U(n)(Hom(n, 2n)). Then
∫
OG(n,2n)
κT (α) =
2n
|W|
Resz=∞
α(z1, . . . , zn)
∏
i 6=j
(zi − zj)
∏
i<j
(zi + zj)
n∏
i,j=1
(zi − tj)(zi + tj)
.
4. Partial flag varieties
The results obtained for Grassmannians can be generalized to an arbitrary
partial flag variety (of type A, B, C or D). Partial flag varieties of type A
can be realized as symplectic reductions as described in Sect. 4.1 below (the
result is due to Kamnitzer [Kam]). The push-forward formulas for partial
flag varieties of types B,C and D can be deduced from the type A case by
considering their embeddings into type A partial flag varieties, analogously as
in the Grassmannian case.
4.1. Series A partial flag varieties. Consider the partial flag variety of
type d = (d1, . . . , dk) in W ≃ Cn
Fld(W ) = {V1 ⊂ V2 ⊂ · · · ⊂ Vk ⊂W : Vi linear subsapce of W, dimVi = di}.
One can show (see [Kam]) that Fld(W ) can be constructed as a symplectic
reduction, as follows. Let {V1, V2, . . . , Vk} be a collection of vector spaces of
dimensions dim Vi = di. Define
Hom(V,W ) :=
k−1⊕
i=1
Hom(Vi, Vi+1)⊕Hom(Vk,W ).
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This is a symplectic manifold, since each of the components Hom(Vi, Vi+1) is
symplectic, with the symplectic form given by ω(A,B) = 2 Im(trAB∗). Let
U(V ) := U(V1)× · · · × U(Vk) and consider the action of U(V ) on Hom(V,W )
given by
(g1, . . . , gk)(A1, . . . , Ak−1, B) = (g2A1g
−1
1 , . . . , gkAk−1g
−1
k−1, Bg
−1
k ).
This action is Hamiltonian with moment map µ : Hom(V,W )→ u(V )
µ(A1, . . . , Ak−1, B) = (A
∗
1A1, A
∗
2A2 −A1A
∗
1, . . . , B
∗B − Ak−1A
∗
k−1)
If we choose λ = (λ1 Idd1 , . . . , λk Iddk) ∈ u(V ) such that the real numbers
(λ1, . . . , λk) are linearly independent over Q, then there is an isomorphism
Hom(V,W )/ λ U(V ) ≃ Fld(W ).
Consider two torus actions on Hom(V,W ):
• The action of the maximal torus S = S1 × · · · × Sk contained in
U(V ) = U(V1) × · · · × U(Vk) acting by the restriction of the above
action.
• The action of the n-dimensional torus T acting in Hom(V,W ) by
matrix multiplication on the left on the last component Hom(Vk,W ).
Let us denote the characters of T by t = {t1, . . . , tn} and the characters of
S by z. The set z is the union of the sets of characters of the tori Si, which
we denote by by zi,1, . . . , zi,di for i = 1, . . . , k. Following the same procedure
as for the classical Grassmannian we reduce the Gysin homomorphism for
F ld(W ) to the Gysin map for the symplectic reduction of Hom(V,W )/S using
Theorem 3.1 and use Theorem 2.5 to convert it into a residue. Let κT be the
T -equivariant Kirwan map for the action of U(V ) on Hom(V,W ) and let κST be
the T -equivariant Kirwan map for the action of S on Hom(V,W ). Denote by
e the T -equivariant characteristic class corresponding to the product of roots
of U(V ) as in Ch. 3. Then
∫
Fld(W )
κT (α) =
1
|W|
∫
Hom(V,W )/S
κST (α) · e
=
1
|W|
Resw=∞
i∗0κ
S
T (α · e˜)
eT×S(0)
,
(6)
for a certain class e˜ such that κST (e˜) = e. The residue is taken with respect to
the weights of the action of S.
The last equality requires a comment on the point 0 appearing in the for-
mula even though the original reduction was taken with respect to λ. One can
always modify the moment map by adding a constant, providing this constant
is invariant with respect to the coadjoint action. In particular, after restrict-
ing to the action of the torus S we can modify the moment map so that the
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reduction Hom(V,W )/S is taken at 0.
The torus S = S1 × · · · × Sk acts on Hom(V,W ) via the restriction of the
action of U(V ),
(g1, . . . , gk)(A1, . . . , Ak−1, B) = (g2A1g
−1
1 , . . . , gkAk−1g
−1
k−1, Bg
−1
k ).
In particular S acts on A1 ∈ Hom(V1, V2) by multiplying the rows of the
d2 × d1-matrix A1 by z2,1, z2,2, . . . , z2,d2 and by multiplying the columns by
z−11,1 , . . . , z
−1
1,d1
etc. The torus T acts on Hom(V,W ) via
t · (A1, . . . , Ak−1, B) = (A1, . . . , Ak−1, t · B).
Remark 4.13. If we eliminate the matrix notation and choose the natural
order of variables on Hom(V,W ), identifying it with a linear space of dimension
d1d2 + d2d3 + . . . dk−1dk + dkn, then the torus S acts on the Hom(V,W ) with
the set of characters:
{z−11,i z2,j}i=1,...,d1
j=1,...,d2
, {z−12,i z3,j}i=1,...,d2
j=1,...,d3
, . . . , {z−1k,i }i=1,...,dk ,
with each set of characters indexed by all possible i, j (for example {z−11,j z2,i}
is indexed by i = 1, . . . , d1 and j = 1 . . . , d2 and so on).
For computational reasons it is better to work with coordinated "adjusted"
to the action, which is why we consider the following substitution:{
vi,j = zi+1,j − zi,j for i = 1, . . . , k − 1 and j = 1, . . . , di
ui = zk,i for i = 1, . . . , dk
Denote by v the set {vi,j}i=1,...,k−1
j=1,...,di
and by u the set {ui}i=1,...,dk . With this
substitution the weights of the S action are ui, vi,j as above and their linear
combinations. For details on this substitution see Appendix 2. However, we
express all final results in the original coordinates z, referring to the substitu-
tion only while making simplifications in the computations.
Proposition 4.14. The class e˜ such that κST (e˜) = e equals
e˜ =
d1∏
i,j=1
i 6=j
(z1,i − z1,j)
d2∏
i,j=1
i 6=j
(z2,i − z2,j)) · · ·
dk∏
i,j=1
i 6=j
(zk,i − zk,j)
Changing the variables to u,v as in Remark 4.13 results in a polynomial fe˜ ∈
C[u,v] representing e˜. We would not need the exact form of this polynomial
but the reader may find it in the Appendix 2.
By the considerations identical to the ones for the classical Grassmannian
in Sect. 1 we get the following two consequences:
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Proposition 4.15. The T × S-equivariant Euler class at zero equals
eT×S(0) =
k∏
i=1
di∏
l=1
di+1∏
m=1
(−zi,l + zi+1,m) ·
dk∏
j=1
n∏
i=1
(−zk,j + ti)
In the variables u,v this class equals
eT×S(0) =
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
(ui − uj −
k−1∑
n=m+1
vn,i +
k−1∑
n=m
vn,j)
n∏
i=1
dk∏
j=1
(ti − uj)
Proof of propositions 4.14 and 4.15. The proof of Proposition 4.14
is identical to the proofs of Proposition 4.7 for classical Grassmannian. Propo-
sition 4.15 is a direct consequence of Remark 4.13. 
Proposition 4.16. Let α ∈ H∗T×U(V )(Hom(V,W ))
W, where W = Σd1 ×
· · ·×Σdk is the Weyl group of U(V ). Hence α is a polynomial in variables z, t,
which is W-symmetric in the variables z.
∫
Fld(W )
κT (α) =
1
|W|
Resw=∞
α ·
d1∏
i,j=1
i 6=j
(z1,i − z1,j)
d2∏
i,j=1
i 6=j
(z2,i − z2,j) · · ·
dk∏
i,j=1
i 6=j
(zk,i − zk,j)
k∏
i=1
di∏
l=1
di+1∏
m=1
(−zi,l + zi+1,m) ·
dk∏
l=1
n∏
m=1
(−zk,l + tm)
and the residue is taken with respect to z2,j − z1,i = ∞, z3,j − z2,i = ∞, . . . ,
zk,i =∞, because these are the weights of the action.
Proof of Proposition 4.16. Using the substitution as in Remark 4.13,
the class α can be written as a polynomial in variables u,v, invariant under
the induced action of the Weyl group. By equation (6) and Propositions 4.14
and 4.15 we get the following expression for the push-forward of a class κ(α).
∫
Fld(W )
κT (α) =
1
|W|
∫
Hom(V,W )/S
κST (α · e˜) =
1
|W|
Resv,u=∞ α ·⋆,
where the factor under the residue, ⋆, equals
d1∏
i,j=1
i 6=j
(ui − uj −
k−1∑
n=1
(vn,i − vn,j))
d2∏
i,j=1
i 6=j
(ui − uj −
k−1∑
n=2
(vn,i − vn,j)) . . .
dk∏
i,j=1
i 6=j
(ui − uj)
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
(ui − uj −
k−1∑
n=m+1
vn,i +
k−1∑
n=m
vn,j)
n∏
i=1
dk∏
j=1
(ti − uj)
and the residue is taken with respect to all vi,j = ∞, ui = ∞. Coming back
to the original variables z proves Proposition 4.16.
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One can further simplify this expression to a residue only with respect
to the variables u1 = zk,1, . . . , uk = zk,dk , using the following computational
lemma:
Lemma 4.17. Let f ∈ C[v,u] be a polynomial. Let |v| = d1 + · · · + dk−1
denote the number of the variables vi,j. Then the following equality holds:
Resv=∞
f(v,u)
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
(ui − uj −
k−1∑
n=m+1
vn,i +
k−1∑
n=m
vn,j)
n∏
i=1
dk∏
j=1
(ti − uj)
=
= (−1)|v|
f(0,u)
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
j 6=i
(ui − uj)
n∏
i=1
dk∏
j=1
(ti − uj)
.
Note that unlike in the push-forward formula we intend to prove, in this lemma
we only take the residue with respect to the vi,j’s, ale leave the variables ui
untouched.
Proof of Lemma 4.17. We start by rewriting the denominator by ex-
tracting the product
∏k−1
m=1
∏dm
j=1 vm,j:
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
(ui − uj −
k−1∑
n=m+1
vn,i +
k−1∑
n=m
vn,j)
n∏
i=1
dk∏
j=1
(ti − uj) =
=
k−1∏
m=1
dm∏
j=1
vm,j
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
j 6=i
(ui−uj−
k−1∑
n=m+1
vn,i+
k−1∑
n=m
vn,j)
n∏
i=1
dk∏
j=1
(ti−uj) = g(v,u)
The expression under the residue
f(v,u)
g(v,u)
has poles along the union of divisors defined by the factors of g(v,u), which
form a normal crossing. Hence the iterated residue can be computed by taking
the residues in whichever order.4 The residue at vm,j = ∞ equals minus
the residue at vm,j = 0 by the Residue Theorem, and taking the residue at
the simple pole vi,j = 0 removes the factor vi,j from the denominator and
substitutes vi,j = 0 whenever vi,j appears in the remaining expression. Hence
taking the residues with respect to all the variables vi,j results in removing
the factor
∏k−1
m=1
∏dm
j=1 vm,j from the denominator, multiplying the formula by
(−1)N , where N is the number of residues taken i.e. N = |v| and substituting
all vi,j = 0 in the remaining formula.
4See the definition of the iterated residue in Sect. 4 for explanation.
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
Using Lemma 4.17 we can get the following simplification of the push-
forward formula for partial flag manifolds.
Theorem 4.18. Let α ∈ H∗T×U(V )(Hom(V,W )). Identify H
∗
T×U(V )(Hom(V,W ))
with the ring of W-symmetric polynomials in the variables v,u, t. The T -
equivariant push-forward to a point is given by the following formula.
∫
Fld(W )
κT (α) =
1
|W|
Resu=∞
α ·
∏
i 6=j
(i,j)∈IFl
(ui − uj)
n∏
i=1
dk∏
j=1
(ti − uj)
,
where the indexing set IF l is depicted on the following diagram (the indices
coloured in grey belong to IF l, the white ones don’t). For an explicit description
of the set IF l see Appendix 2.
P1
P2
Pk
1 d1 d2 dk
d1
d2
dk
Proof of Theorem 4.18. Applying the Lemma 4.17 to the numerator
of ⋆, i.e. to the polynomial
num(v,u) := α ·
d1∏
i,j=1
i 6=j
(ui − uj −
k−1∑
n=1
(vn,i − vn,j)) · · ·
dk∏
i,j=1
i 6=j
(ui − uj),
one gets
64 4. PUSH-FORWARD FORMULAS
Resv=∞
num(v,u)
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
(ui − uj −
k−1∑
n=m+1
vn,i +
k−1∑
n=m
vn,j)
n∏
i=1
dk∏
j=1
(ti − uj)
= (−1)|v|
num(0,u)
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
j 6=i
(ui − uj)
n∏
i=1
dk∏
j=1
(ti − uj)
= (−1)|v|
α ·
d1∏
i,j=1
i 6=j
(ui − uj)
d2∏
i,j=1
i 6=j
(ui − uj) · · ·
dk∏
i,j=1
i 6=j
(ui − uj)
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
j 6=i
(ui − uj)
n∏
i=1
dk∏
j=1
(ti − uj)
=
α ·
∏
i 6=j
(i,j)∈IFl
(ui − uj)
n∏
i=1
dk∏
j=1
(ti − uj)
,
where the last equality is a straightforward (but computationally involved)
simplification of the numerator and the denominator, which are both products
of (ui− uj) only indexed by different sets of i, j’s. The detail of this computa-
tions can be found in the Appendix 2. The minus signs in front of the fraction
compensate the changes of orders of variables.
The final formula is obtained by taking the residue both with respect to
the variables vi,j and ui, hence∫
Fld(W )
κT (α) =
1
|W|
Resv,u=∞⋆
=
1
|W|
Resu=∞
α ·
∏
i 6=j
(i,j)∈IFl
(ui − uj)
n∏
i=1
dk∏
j=1
(ti − uj)
.

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Coming back to the original variables z we get the following formula for
the push-forward.
Theorem 4.19. Let α ∈ H∗T×U(V )(Hom(V,W )). Identify H
∗
T×U(V )(Hom(V,W ))
with the ring ofW-symmetric polynomials in the variables z, t. The T -equivariant
push-forward to a point is given by the following formula.
∫
Fld(W )
κT (α) =
1
|W|
Reszk,1,...,zk,dk=∞
α ·
∏
i 6=j
(i,j)∈IFl
(zk,i − zk,j)
dk∏
l=1
n∏
m=1
(−zk,l + tm)
.
The residue is taken with respect to the variables {zk,1, . . . , zk,dk = ∞} which
correspond to the characters of the last component of the torus S = S1×· · ·×Sk,
not with respect to all the characters.
4.2. Series C partial flag varieties. Let ω denote the symplectic form
on W ≃ C2n. A subspace V ⊆ W is called an isotropic subspace if ω
restricts to zero on V . Consider the variety of partial isotropic flags of type
d = (d1, . . . , dk) in W ≃ C2n
FlCd (W ) = {V1 ⊂ · · · ⊂ Vk ⊂W : Vi isotropic subspaces of W, dimVi = di}.
The variety FlCd (W ) canonically embeds in Fld(W ). Moreover, the maximal
torus in Sp(n) embeds in the maximal torus in U(2n), so there is a natu-
ral restriction map form TU(2n)-equivariant cohomology to TSp(n)-equivariant
cohomology, which at a point is given by
C[t1, . . . , t2n]→ C[t1, . . . , tn, t−1n , . . . , t
−1
1 ].
We can thus obtain residue-type push-forward formulas in TSp(n)-equivariant
cohomology of FlCd (W ) by embedding Fl
C
d (W ) →֒ Fld(W ) and restricting to
T = TSp(n)-equivariant cohomology and then following the same procedure
we used to deduce the push-forward formulas for LG(n) from the formula for
Gr(n, 2n). Consider the following diagram
CI Hom(V,W )
FlCd (W ) Fld(W )
j
q|V q
j
where q is the symplectic reduction map for the action of U(V ) = U(V1) ×
· · · ×U(Vk) on Hom(V,W ) =
⊕k
i=1Hom(Vi, Vi+1)⊕Hom(Vk,W ) as defined in
Sect. 4.1. Let S denote the maximal torus in U(V ), acting on Hom(V,W ) by
restriction of the action of U(V ) and let
z = {z1,1, . . . , z1,d1} ∪ {z2,1, . . . , z2,d2} ∪ · · · ∪ {zk,1, . . . , zk,dk}
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denote the characters of the S-action.
The T -equivariant push-forwards to a point for FlCd (W ) and Fld(W ) are
related as follows ∫
FlCd (W )
α =
∫
Fld(W )
α˜ · [FlCd (W )],
where [FlCd (W )] denotes the fundamental class of Fl
C
d (W ) in H
∗
T (Fld(W )) and
α˜ is the lift of α ∈ H∗T (Fl
C
d (W )) to H
∗
T (Fld(W )).
Let κT denote the Kirwan map associated to the action of U(V ) onHom(V,W ).
One has∫
FlCd (W )
j∗κT (α) =
∫
Fld(W )
κT (α) · [Fl
C
d (W )] =
∫
Fld(W )
κT (α · F˜l
C
d (W )),
where ˜[FlCd (W )] is an element of H
∗
T×U(V )(Hom(V,W )) such that κT (
˜[FlCd (W )]) =
[FlCd (W )]. Once we compute the class
˜[FlCd (W )] we would be able to write down
the residue-type formula for the Gysin map.
Remark 4.20 (The fundamental class of CI). The fundamental class [CI ] ∈
H∗T×S(Hom(V,W )) can be computed analogously as the class of the Lagrangian
cone in the classical Grassmannian in Remark 4.5. An element of Hom(V,W )
is represented by an k-tuple of matrices (A1, . . . , Ak−1, B).
The case of matrix B is completely analogous to the case of the Lagrangian
Grassmannian. The subspace represented by B ∈ Hom(Vk,W ) is the span of
the column vectors b1, . . . , bdk of B. It is isotropic if the symplectic form in W
is zero on each pair of them:
(7) ω(bi, bj) = 0 for i < j
The action of the torus S = S1 × · · · × Sk on the matrix B is given by
(g1, . . . , gk)B = Bg
−1
k , hence it multiplies the column vector bi by z
−1
k,i . In
particular, the weight of the S-action on ω(bi, bj) is z
−1
k,i + z
−1
k,j , and T acts triv-
ially on ω(bi, bj). Let us now consider the matrices Ai, i = 1, . . . , k − 1. The
matrix Ai ∈ Hom(Vi, Vi+1) determines a subspace of W via the composition
Vi
Ai−→ Vi+1
Ai+1
−−−→ Vi+2
Ai+2
−−−→ . . .
Ak−1
−−−→ B →W,
i.e. the subspace of W represented by this composition is spanned by the
column vectors c1, . . . , cdi of the matrix C = BAk−1 . . . Ai+1Ai. A k-tuple
(A1, . . . , Ak−1, B) lies in CI if and only if each Ai and B represent isotropic
subspaces of W , which means that the symplectic form ω restricts to zero on
these subspaces. Note, that no matter what the linear map
Vi
Ai−→ Vi+1
Ai+1
−−−→ Vi+2
Ai+2
−−−→ . . .
Ak−1
−−−→ B
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looks like, as long as the image of the last map B →W is an isotropic subspace
of W , the image of the whole composition Vi
C
−→ W is an isotropic subspace
of W . In particular, we do not get any more independent equations for CI .
Hence the fundamental class of CI in Hom(V,W ) equals
[CI ] =
dk∏
i,j=1
i<j
(zk,i + zk,j).
Remark 4.21. The class [CI ] ∈ H
∗
T×S(Hom(V,W )) is obviouslyW-invariant,
hence an analogous statement is true for the class [CI ] ∈ H
∗
T×U(V )(Hom(V,W ))
(which is why we also don’t distinguish them in the notation). From the defi-
nition of the Kirwan map one sees that the class [CI ] is mapped by the Kirwan
map κT to [Fl
C
d (W )] ∈ H
∗
T (Fld(W )), hence
[FlCd (W )] = κT (
dk∏
i,j=1
i<j
(zk,i + zk,j)).
Finally, we get the following expression for the push-forward of the image
of a class α ∈ H∗T×U(V )(Hom(V,W ))
W.
Theorem 4.22. Let α ∈ H∗T×U(V )(Hom(V,W ))
W, where W = Σd1 × · · · ×
Σdk is the Weyl group of U(V ). We get the following expression for the push-
forward of a class κ(α).∫
FlCd (W )
κT (α) =
1
|W|
∫
Hom(V,W )/S
κST (α · e˜)
=
1
|W|
Resz=∞
α ·
d1∏
i,j=1
i 6=j
(z1,i − z1,j) · · ·
dk∏
i,j=1
i 6=j
(zk,i − zk,j)
dk∏
i,j=1
i<j
(zk,i + zk,j)
k∏
i=1
di∏
l=1
di+1∏
m=1
(zi+1,m − zi,l)
dk∏
l=1
n∏
m=1
(tm − zk,l)(tm + zk,l)
,
where the residue is taken with respect to z2,j − z1,i =∞, z3,j − z2,i =∞, . . . ,
zk,i =∞.
Similarly as in the case of series A partial flag variety in Sect. 4.1, this
expression can be simplified to involve only the residues with respect to the
variables zk,1, . . . , zk,dk. Using the same substitution described in the Appendix
2 and taking the residue first with respect to the variables v one obtains (after
coming beck to the original variables z) the following simplified formula.
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Theorem 4.23. Under the assumptions of Theorem 4.22 the following
holds. ∫
FlCd (W )
κT (α) =
1
|W|
∫
Hom(V,W )/S
κST (α · e˜)
=
1
|W|
Resz=∞
α ·
∏
i 6=j
(i,j)∈IFl
(zk,i − zk,j)
dk∏
i,j=1
i<j
(zk,i + zk,j)
dk∏
l=1
n∏
m=1
(tm − zk,l)(tm + zk,l)
,
where the residue is taken with respect to zk,1 =∞, . . . , zk,dk =∞. The set IF l
is the indexing set of Theorem 4.19.
4.3. Series B and D partial flag varieties.
4.3.1. Series B. Let Ω be a symmetric bilinear form on W ≃ C2n as in
Sect. 3. Consider the variety of partial orthogonal flags of type d = (d1, . . . , dk)
in W ,
FlBd (W ) = {V1 ⊂ · · · ⊂ Vk ⊂W : Vi isotropic subspaces of W, dimVi = di}.
The variety FlBd (W ) canonically embeds in Fld(W ) and the maximal torus in
SO(2n) embeds in the maximal torus in U(2n), which gives a natural restric-
tion map form TU(2n)-equivariant cohomology to TSO(2n)-equivariant cohomol-
ogy, which at a point is given by
C[t1, . . . , t2n]→ C[t1, . . . , tn, t−1n , . . . , t
−1
1 ].
We can therefore obtain push-forward formulas in TSO(2n)-equivariant coho-
mology of FlBd (W ) by embedding Fl
B
d (W ) →֒ Fld(W ) and restricting to T =
TSO(2n)-equivariant cohomology. As in the case of the isotropic flags, the only
thing we need to compute in order to restrict the push-forward formulas for
Fld(W ) to Fl
B
d (W ) is the element in H
∗
T×U(V )(Hom(V,W ))
W mapping to the
fundamental class of FlBd (W ) in H
∗
T (Fld(W )) via the Kirwan map. The com-
putation is completely analogous to the one for type C partial flag manifolds,
yielding the following result.
Remark 4.24. The fundamental class [FlBd (W )] ∈ H
∗
T (Fld(W )) is the im-
age of the Kirwan map of the following element:
[FlBd (W )] = κT (2
dk
dk∏
i,j=1
i≤j
(zk,i + zk,j)).
The residue-type formula (already simplified to include only the residues
with respect to the variables zk,i) is the following.
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Theorem 4.25. Let α ∈ H∗T×U(V )(Hom(V,W ))
W. Then∫
FlBd (W )
κT (α) =
1
|W|
∫
Hom(V,W )/S
κST (α · e˜)
=
1
|W|
Resz=∞
2dkα ·
∏
i 6=j
(i,j)∈IFl
(zk,i − zk,j)
dk∏
i,j=1
i≤j
(zk,i + zk,j)
dk∏
l=1
n∏
m=1
(tm − zk,l)(tm + zk,l)
,
where the residue is taken with respect to zk,1 =∞, . . . , zk,dk =∞. The set IF l
is the indexing set of Theorem 4.19.
4.3.2. Series D. The only difference from the computations for type B
partial flag variety is that now the inclusion is into the partial flags in a vector
space W of dimension 2n+ 1,
FlDd (W ) →֒ Fld(W ),
accompanied by the restriction from TSO(2n+1)-equivariant to TU(2n+1)-equivariant
cohomology, at the point given by
C[t1, . . . , t2n+1]→ C[t1, . . . , tn, t−1n , . . . , t
−1
1 , 1].
The differences in computations are analogous as for the orthogonal Grass-
mannians OG(n, 2n) and OG(n, 2n+ 1).
The residue-type formula (already simplified to include only the residues
with respect to the variables zk,i) is the following.
Theorem 4.26. Let α ∈ H∗T×U(V )(Hom(V,W ))
W. Then∫
FlDd (W )
κT (α) =
1
|W|
∫
Hom(V,W )/S
κST (α · e˜)
=
1
|W|
Resz=∞
α ·
∏
i 6=j
(i,j)∈IFl
(zk,i − zk,j)
dk∏
i,j=1
i<j
(zk,i + zk,j)
dk∏
i=1
zk,i
dk∏
l=1
n∏
m=1
(tm − zk,l)(tm + zk,l)
,
where the residue is taken with respect to zk,1 =∞, . . . , zk,dk =∞. The set IF l
is the indexing set of Theorem 4.19.

CHAPTER 5
Applications
As an application of our methods we present some examples of computa-
tions using our residue formulas.
1. Schur polynomials
A partition is a nonincreasing sequence λ = (λ1 ≥ λ2 ≥ · · · ≥ λn) ∈ Nn
for some n. We fix such an n. We define the sum λ+ µ of two partitions λ, µ
componentwise. Let ρ = (n, n− 1, . . . , 1) denote the standard partition.
To a partition λ ∈ Nn we assign a certain polynomial, called the Schur
polynomial, defined as follows.
(8) s(λ1,...,λn)(z1, . . . , zn) =
det
(
zλi+n−ij
)
1≤i,j≤n∏
i<j(zi − zj)
.
Schur polynomials were introduced by Jacobi in [Jac41]. They form an
additive basis of the ring of symmetric polynomials with integer coefficients
which is adapted for applications in representation theory and for the study of
the geometry of complex Grassmannians. In representation theory, Schur poly-
nomials are the characters of the finite-dimensional irreducible representations
of GLn ([Sch01]). In geometry, Schur polynomials represent the fundamen-
tal cohomology classes of the Schubert subvarieties of complex Grassmannians
([Ful99]).
2. The Pragacz–Ratajski theorem
We reformulate in the context of equivariant cohomology the well-known
result of Pragacz and Ratajski ([PR97], Theorem 5.13) on push-forwards of
Schur classes of vector bundles.
To any symmetric polynomial φ in r variables and any equivariant vector
bundle E of rank r we associate an equivariant characteristic class, denoted by
φ(E), defined as the specialization of the polynomial φ with the equivariant
Chern roots of E.
Let T be a maximal torus in Sp(n) acting on LG(n) in the standard way.
Lastly, we denote by R the tautological subbundle of LG(n), endowed with
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the induced T action. Set p : LG(n)→ pt and let∫
LG(n)
: H∗T (LG(n))→ H
∗
T (pt)
denote the push-forward to a point in T -equivariant cohomology.
Theorem 5.1. The Schur class sλ(R) has a nonzero image under
∫
LG(n)
only if λ = 2µ+ ρ for some partition µ. If λ = 2µ+ ρ, then the image is∫
LG(n)
sλ(R) = sµ(t
2
1, . . . , t
2
n).
Proof. Applying the push-forward formula of Corollary 4.9 for the La-
grangian Grassmannian to the cohomology class represented by the polynomial
sλ, one gets∫
LG(n)
s(λ1,...,λn)(R) = Resz=∞
sλ(z1, . . . , zn)
∏
i<j(zj − zi)∏n
i=1(t
2
i − z
2
i )
∏
i<j(t
2
i − t
2
j )
.
Using the definition (8) of the Schur polynomial one has∫
LG(n)
s(λ1,...,λn)(R) =
1∏
i<j(t
2
i − t
2
j)
Resz=∞
det(zλi+n−1j )∏n
i=1(t
2
i − z
2
i )
.
The iterated residue at infinity in n variables z = (z1, . . . , zn) is defined
using the iterated residue at zero according to the following equality
Resz=∞f(z1, . . . , zn) = (−1)
nResz=0
1
z21 . . . z
2
n
f(z−11 , . . . , z
−1
n ).
It follows that∫
LG(n)
s(λ1,...,λn)(R) =
(−1)n∏
i<j(t
2
i − t
2
j )
Resz=0
det(z−λi−n+1j )
z21 . . . z
2
n
∏n
i=1(t
2
i − z
−2
i )
.
The iterated residue at zero equals the coefficient at z−11 . . . z
−1
n of the Laurent
series expansion.
Since
1
z21 . . . z
2
n
∏n
i=1(t
2
i − z
−2
i )
= (−1)n
∑
k1,...,kn≥0
(t1z1)
2k1 . . . (tnzn)
2in ,
for i1, . . . , in ≥ 0, one has
Resz=0
z−i11 . . . z
−in
n
z21 . . . z
2
n
∏n
i=1(t
2
i − z
−2
i )
=
{
0 if ∃j , ij is even
(−1)nti1−11 . . . t
in−1
n else
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As a corollary,∫
LG(n)
sλ(R) =
{
0 if ∃i, λi + n− i is even
1∏
i<j(t
2
i−t
2
j )
det(tλi+n−i−1j ) else
In the later case, each λi can be written as λi = n−i+2µi for some integers
µi ∈ Z. Since λ is a partition, the sequence µ = (µ1, . . . , µn) is decreasing.
Moreover, since µn =
λn−1
2
is nonnegative, it follows that µ is a partition.
Hence, one can write λ as a sum of two partitions
λ = 2µ+ ρ.
Then ∫
LG(n)
s(λ1,...,λn)(R) =
1∏
i<j(t
2
i − t
2
j)
det(t
2(µi+n−i)
j ) = sµ(t
2
1, . . . , t
2
n). 

Appendix A
Let S = S1 × · · · × Sk be a product of tori of dimensions d1, d2, . . . , dk and
let
• S#1 = {z1,1, . . . , z1,d1} be a basis of characters of S1,
• S#2 = {z2,1, . . . , z2,d2} be a basis of characters of S2,
...
• S#k = {zk,1, . . . , zk,dk} be a basis of characters of Sk.
Consider the action of S on Hom(V,W ) =
⊕k−1
i=1 Hom(Vi, Vi+1)⊕Hom(Vk,W )
defined by:
(g1, . . . , gk)(A1, . . . , Ak−1, B) = (g2A1g
−1
1 , g3A2g
−1
2 , . . . , gkAk−1g
−1
k−1, Bg
−1
k ),
where
g1 =


z1,1
z1,2
. . .
z1,d1

 , g2 =


z2,1
z2,2
. . .
z2,d2

 , . . .
The torus S acts on a d2 × d1-matrix A1 ∈ Hom(V1, V2) via


z2,1
z2,2
. . .
z2,d2

 · A1 ·


z−11,1
. . .
z−11,d1


so the action multiplies the rows of A1 by z2,1, z2,2, . . . , z2,d2 and multiplies the
columns by z−11,1 , . . . , z
−1
1,d1
. Analogously for the d3×d2-matrix A2 ∈ Hom(V2, V3)
the action multiplies the rows of A2 by z3,1, z3,2, . . . , z3,d3 and the columns
by z−12,1 , z
−1
2,2 , . . . , z
−1
2,d2
and similarly for the remaining Ai ∈ Hom(Vi, Vi+1) for
i < k. The action is different on the last component of Hom(V,W )—the ma-
trix dk × n-matrix B ∈ Hom(Vk,W ) is only multiplied on the right—so the
action multiplies the columns of B by z−1k,1, z
−1
k,2, . . . , z
−1
k,dk
.
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Viewing Hom(V,W ) as a vector space CN with N = d1 + · · · + dk and
coordinates {ami,j, bi,j}, where for m = 1, . . . , k − 1
{ami,j}i=1,...,dm+1
j=1,...,dm
are the coordinates of the matrix Am and
{bi,j}i=1,...,dk
j=1,...,dn
are the coordinates of the matrix B, the torus S acts on Hom(V,W ) by mul-
tiplying the coordinate ami,j by zm+1,iz
−1
m,j and the coordinate bi,j by z
−1
k,j . It
follows that the weights of the action of S in Hom(V,W ) are
k−1⋃
m=1
{zm+1,i−zm,j}i=1,...,dm+1
j=1,...,dm
∪{−zk,j}j=1,...,dk = (S
#
2 −S
#
1 )∪(S
#
3 −S
#
2 )∪· · ·∪S
#
k
Let us consider the following substitution, yielding a new basis of charac-
ters, motivated by the above set of weights of the action:
{
vi,j = zi+1,j − zi,j for i = 1, . . . , k − 1 and j = 1, . . . , di
ui = zk,i for i = 1, . . . , dk
With this substitution the weights of the S action are ui, vi,j as above and
their linear combinations. More precisely, S acts on the coordinates bi,j with
weights ui, on the diagonal coordinates of the matrices Am by weights vm,j
and on the remaining coordinates (the non-diagonal entries of Am’s) as follows.
The weight at ami,j equals zm+1,i− zm,j and from the definition of vk−1,i one has
zk,i = zk−1,i + vk−1,i. By a basic recursion procedure one get
zk−l,i = ui − vk−1,i − vk−2,i − · · · − vk−l,i,
or, equivalently
zm,i = ui − vk−1,i − vk−2,i − · · · − vm,i
Hence the weight of the action at ami,j equals
ui − uj − (vk−1,i + vk−2,i + · · ·+ vm+1,i) + (vk−1,j + vk−2,j + · · ·+ vm,j) =
= ui − uj −
k−1∑
n=m+1
vn,i +
k−1∑
n=m
vn,j
In particular, one can express in the new variables the cohomology classes
in H∗T×S(pt) which appear in computations in Ch. 4, Sect. 4.
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The class e˜ such that κST (e˜) = e equals
e˜ =
d1∏
i,j=1
i 6=j
(z1,i − z1,j)
d2∏
i,j=1
i 6=j
(z2,i − z2,j) · · ·
dk∏
i,j=1
i 6=j
(zk,i − zk,j)
= (−1)MV (S#1 )
2 . . . V (S#k )
2,
where V (A) for a finite ordered set A denotes the Vandermonde determinant,
V (A) =
∏
i<j(ai− aj), and M =
∏k
i=1
(
di
2
)
. In the new coordinates ui, vi,j this
expression equals
d1∏
i,j=1
i 6=j
(ui − uj −
k−1∑
n=1
(vn,i − vn,j))
d2∏
i,j=1
i 6=j
(ui − uj −
k−1∑
n=2
(vn,i − vn,j)) · · ·
dk∏
i,j=1
i 6=j
(ui − uj)
The T × S-equivariant Euler class at zero equals
eT×S(0) =
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
(zm+1,i − zm,j) ·
n∏
i=1
dk∏
j=1
(ti − zk,j)
In the variables ui, vi,j this class equals
eT×S(0) =
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
(ui − uj −
k−1∑
n=m+1
vn,i +
k−1∑
n=m
vn,j)
n∏
i=1
dk∏
j=1
(ti − uj).

Appendix B
In the proof of Theorem 4.18 one needs to simplify the following expression
(9)
d1∏
i,j=1
i 6=j
(ui − uj)
d2∏
i,j=1
i 6=j
(ui − uj) · · ·
dk∏
i,j=1
i 6=j
(ui − uj)
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
j 6=i
(ui − uj)
Both the numerator at the denominator are products of factors (ui − uj),
only indexed by different multisets. The quotient is indexed by the difference
of these multisets (difference in the multiset sense, counting elements with
multiplicities). To efficiently compute the multiset indexing the quotient we
draw the multisets on the plane (more precisely on the dk×dk grid, because the
indices i, j range from 1 do dk), depicting the multiplicities by colour intensity.
For example, in the picture below
A:
1
1 d1 d2 dk
d1
d2
dk
B:
2 1
1 d1 d2 dk
d1
d2
dk
picture A depicts the multiset consisting of (i, j) such that i = 1, . . . , d1 and
j = 1, . . . , d1, each with multiplicity one, whereas picture B depicts the multiset
consisting of (i, j) such that i = 1, . . . , d1 and j = 1, . . . , dk, with all elements
(i, j) such that i, j = 1 . . . , d1 have multiplicity two and the remaining ones
have multiplicity one.
2.1. The numerator. The numerator of expression (9) is the following
num(0,u) :=
d1∏
i,j=1
i 6=j
(ui − uj)
d2∏
i,j=1
i 6=j
(ui − uj) · · ·
dk∏
i,j=1
i 6=j
(ui − uj) =⋆
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and is indexed by the multiset A
⋆ =
∏
i 6=j
(i,j)∈A
(ui − uj),
where A = A1 ⊎ · · · ⊎ Ak, with the multisets Ai given by
A1 = {(i, j) : i, j = 1, . . . , d1},
A2 = {(i, j) : i, j = 1, . . . , d2},
...
Ak = {(i, j) : i, j = 1, . . . , dk}.
The multiset A =
⊎k
i=1Ai is depicted below.
A =
1
1 d1 d2 dk
d1
d2
dk
⊎
1
1
1 d1 d2 dk
d1
d2
dk
⊎ . . .
=
k
k − 1
1
1 d1 d2 dk
d1
d2
dk
In other words, A =
⋃k
i=1Ai is a multiset with multiplicities denoted by
colour intensity, ranging from 1 (for the south-east corner) and increasing by
one with each colour change (hence reaching k in the north-west corner P1).
2.2. The denominator. The denominator of the expression (9) is the
following
k−1∏
m=1
dm+1∏
i=1
dm∏
j=1
(ui − uj)
and is a product indexed by the multiset B = B1⊎· · ·⊎Bk−1, with the multisets
Bi are given by
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B1 = {(i, j) : i = 1, . . . , d2, j = 1, . . . , d1},
B2 = {(i, j) : i = 1, . . . , d3, j = 1, . . . , d2},
...
Bk−1 = {(i, j) : i = 1, . . . , dk, j = 1, . . . , dk−1}.
The multiset B =
⋃k−1
m=1 Bm is depicted below.
B =
1
1 d1 d2 dk
d1
d2
dk
⊎
1
1
1 d1 d2 dk
d1
d2
d3
dk
⊎ . . .
=
k − 1
k − 2
1 d1 d2 dk
d1
d2
dk
In other words, B =
⋃k−1
m=1 Bm is a multiset with multiplicities denoted by
colour intensity, ranging from 0 (for the south-east corner) and increasing by
one with each colour change (hence reaching k − 1 in the north-west corner).
2.3. The quotient. The quotient (9) is indexed by the multiset C =
A− B, which equals:
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C =
k
k − 1
1
1 d1 d2 dk
d1
d2
dk
−
k − 1
k − 2
1 d1 d2 dk
d1
d2
dk
=
1
1
1
1 d1 d2 dk
d1
d2
dk
Hence the quotient is indexed over the set C consisting of pairs (i, j) in the
shaded area in the picture, each appearing with multiplicity one.
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