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Abstract
Let Sz(k, r) be the least positive integer such that for any r-coloring χ : {1, 2, . . . , Sz(k, r)} −→
{1, 2, . . . , r}, there is a sequence x1, x2, . . . , xk such that
∑
k−1
i=1
xi = xk, and
∑
k
i=1
χ(xi) ≡ 0
(mod r). We show that when k is greater than r, kr − r − 1 ≤ Sz(k, r) ≤ kr − 1, and when r is
an odd prime, Sz(k, r) is in fact equal to kr − r.
1 Introduction
The generalized Schur numbers S(k, r) are an object in Ramsey theory defined to be the least
positive integer such that any r-coloring of {1, 2, . . . , Sz(k, r)} admits a monochromatic solution to∑k−1
i=1 xi = xk. In 1916, Schur proved that
1
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(3n − 1) ≤ S(3, n) ≤ R(n)− 2, where R(n) is the nth
diagonal Ramsey number [5]. The lower bound has since been improved to S(3, n) > c(3.17176)n
for some positive constant c by Exoo in 1994 [6]. However, since the best upper bounds on diagonal
Ramsey numbers are still ω((4−ǫ)n), there is a very large gap between the lower and upper bounds
on Schur numbers.
In 2018 Robertson introduced the zero-sum generalized Schur numbers, which relax the monochro-
matic condition to a zero-sum condition:
Definition ([1]). We call a sequence x1, x2, . . . , xk r-zero-sum if
∑k
i=1 xi ≡ 0 (mod r).
A fundamental result in the study of zero-sum sequences is the 1961 Erdo˝s-Ginzberg-Ziv the-
orem, which states that in any set of 2n − 1 integers, there is a subset of size n which forms an
n-zero-sum sequence [7]. Since then, zero-sum problems have been a fruitful area of research in
both additive number theory and Ramsey theory (see [8] for many examples). More recently, au-
thors have been studying zero-sum sequence problems with more rigid structures imposed upon the
sequence ([1], [3], [4]). In this paper we will impose the same structure as in the generalized Schur
numbers, that the sum of the first k − 1 terms of the sequence is equal to the final term.
Definition. We denote by E the equation
∑k−1
i=1 xi = xk.
Definition. The zero-sum generalized Schur number Sz(k, r) is the least positive integer such that
for any r-coloring χ : {1, 2, . . . , Sz(k, r)} −→ {1, 2, . . . , r}, there is a solution x1, x2, . . . , xk to E
such that χ(x1), χ(x2), . . . , χ(xk) is an r-zero-sum sequence.
Note that if r ∤ k, then Sz(k, r) =∞, since there will be no r-zero-sum solutions to E if we color
everything with 1. If r | k, then any monochromatic solution to E is automatically r-zero-sum, so
Sz(k, r) ≤ S(k, r).
In 2018, Robertson proved that Sz(k, 2,=)2k − 3, and also discovered lower bounds on Sz(k, r)
when r = 2 or 3 [1]. In particularly, Robertson proved the following theorems.
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Theorem 1 ([1], Theorem 4). Let k ∈ Z+ with 3 | k. Then Sz(k, 3) ≥ 3k − 3.
Theorem 2 ([1], Theorem 6). Let k ∈ Z+ with 4 | k. Then Sz(k, 4) ≥ 4k − 5.
Robertson also provided a proposition in the case where k = r.
Proposition 1 ([1], Proposition 7). Let k be an odd positive integer. Then Sz(k, k) ≥ 2(k
2−k−1).
These results naturally led Robertson to pose the following four questions regarding Sz(k, r).
Question 1. Does Sz(k, 3) = 3k − 3 for 3 | k, k ≥ 6?
Question 2. Does Sz(k, 4) = 4k − 5 for 4 | k, k ≥ 8?
Question 3. What is the exact value of Sz,2(k, 4)? (Sz,2(k, r) is the same as Sz(k, r), except that
the coloring only uses the colors 0 and 1 rather than any value from 1 to r.)
Question 4. Is it true that Sz(k, k) is of the order k
2?
Question 3 was answered by Robertson, Roy, and Sarkar with the following theorem.
Theorem 3 ([2], Theorem 3). Let k and r be positive integers such that r | k and k > r. Then,
Sz,2(k, r) = rk − 2r + 1.
We resolve the first two questions below, determine the exact value of Sz(k, r) in the case of r
prime and k > r, and provide fairly close (within r) bounds in other cases where k > r.
In particular, we prove the following upper bounds:
Theorem 4. Let r be an odd prime and let k be a multiple of r which is at least 2r. Then
Sz(k, r) ≤ kr − r.
Theorem 5. Let k be a multiple of 4 which is at least 8. Then Sz(k, r) ≤ 4k − 5.
Theorem 6. Let r | k, k ≥ 2r, and r ≥ 6. Let the prime factors of r be p0, p1, . . . , pt1 (the pi need
not be distinct).Then Sz(k, r) ≤ kr −
∑t−1
i=0(pi − 1)− 1.
The last theorem shows that whenever k is a multiple of r which is greater than r, Sz(k, r) ≤
kr − 1. We also prove two lower bound theorems:
Theorem 7. Suppose r is odd. Then Sz(k, r) ≥ kr − r.
Theorem 8. Suppose r is even. Then Sz(k, r) ≥ kr − r − 1.
As a corollary, this shows that if r is an odd prime and k is a multiple of r which is greater
than r, then Sz(k, r) = kr − r. Furthermore, if r is any number and k is a multiple of r which
is greater than r, then kr − r − 1 ≤ Sz(k, r) ≤ kr − 1. Note that while the regular generalized
Schur numbers had bounds with different exponentials even in the simplest case of k = 3, it was
possible to find similar upper and lower bounds for every case of the zero-sum generalized Schur
numbers. We would be interested to know how the bounds given in this paper can be improved,
and also whether it is possible to find close upper and lower bounds in other zero-sum Ramsey type
problems.
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2 Upper Bounds
While the result for composite r in Theorem 6 supersedes the results for prime r in Theorem 4, we
provide separate proofs of each for greater clarity. We begin by restating and proving Theorem 4.
Theorem 4. Let r be an odd prime and let k be a multiple of r which is at least 2r. Then
Sz(k, r) ≤ kr − r.
Proof. Let χ : {1, . . . , kr − r} −→ {1, . . . , r} be an r-coloring. We will show by contradiction that
χ admits a zero-sum solution to E . So, suppose that there is no such solution. First, we claim that
2χ(α) ≡ χ(α− 1) + χ(α+ 1) (mod r) (1)
for 2 ≤ α ≤ r − 1.
To show this, let s be any integer between 0 and r − 1. Then the following is a solution to E :
(k − 1− 2s) · α+ s · (α− 1) + s · (α+ 1) = (k − 1)α.
Here a · x denotes the sum of a sequence of a copies of x. Hence,
(k − 1− 2s)χ(α) + s(α− 1) + s(α+ 1) + χ((k − 1)α) 6≡ 0 (mod r),
which can be rewritten as
(k − 1)χ(α) + χ((k − 1)α) 6≡ s(2χ(α) − χ(α− 1)− χ(α+ 1)).
Since r is prime and s can take on any value modulo r, this implies that 2χ(α) ≡ χ(α−1)+χ(α+1)
(mod r), as desired. Since r | k, applying global translations to χ does not affect which sequences
have zero-sum images under χ, so without loss of generality we may translate χ so that χ(2) ≡ 2χ(1)
(mod r). Then by (1) we have
χ(α) ≡ αχ(1) (mod r) (2)
for α ≤ r. Let m = kr − r. We will show that χ(k) ≡ 0 (mod r) by showing that
− χ(m) 6≡ sχ(k) (mod r) (3)
for 0 ≤ s ≤ r − 1.
Because s ≤ r − 1, we have k − 1 − s ≤ m − sk ≤ r(k − 1 − s), so there exists a sequence
α1, . . . , αk−1−s of integers such that 1 ≤ αi ≤ r for all i and α1 + · · ·+ αk−1−s = m− sk. Then
s · k + α1 + · · · + αk−1−s
is a solution to E , so
sχ(k) + χ(α1) + · · ·+ χ(αk−1−s) + χ(m) 6≡ 0 (mod r).
By 2, this implies
−χ(m) 6≡ sχ(k),
as desired. So χ(k) ≡ 0 (mod r). But then
(k − 2) · 1 + 2 = k,
and
(k − 2)χ(1) + χ(2) + χ(k) ≡ kχ(1) + χ(k) ≡ 0 (mod r),
contradicting our assumption that there is no zero-sum solution to E .
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We now exhibit a more complicated proof of Theorem 5, the case r = 4. Although the basic
structure of the proof is similar to to Theorem 4, we can no longer use the fact that if r is prime
then all numbers are either multiples of r or relatively prime to r.
Theorem 5. Let k be a multiple of 4 which is at least 8. Then Sz(k, r) ≤ 4k − 5.
Proof. We proceed by contradiction. Suppose that there is a function χ : {1, . . . , 4k − 5} →
{1, 2, 3, 4} such that there are no 4-zero-sum solutions to E . First we will show that χ(1), χ(2), χ(3),
and χ(4) are all distinct.
Without loss of generality, assume χ(2) ≡ 2. Note that k − 1 ≥ 2(r − 1), so for 0 ≤ s ≤ 3 we
have
(k − 1− 2s) · 2 + s · 1 + s · 3 = 2k − 2
=⇒(k − 1− 2s)χ(2) + s(χ(1) + χ(3)) + χ(2k − 2) 6≡ 0 (mod 4)
=⇒χ(2k − 2) 6≡ −(k − 1)χ(2) − s(χ(1) + χ(3)− 2χ(2)) (mod 4)
=⇒χ(2k − 2) 6≡ 2− s(χ(1) + χ(3)) (mod 4).
If χ(1) + χ(3) is relatively prime to 4, no value can be assigned to χ(2k − 2). So χ(1) + χ(3) must
be even. Suppose χ(1) + χ(3) ≡ 2. Then χ(2k − 2) is odd, and we have for s ∈ {0, 1}
(2k − 2) + (k − 2− 2s) · 2 + s · 1 + s · 3 = 4k − 6
=⇒χ(2k − 2) + (k − 2)χ(2) + s(χ(1) + χ(3)− 2χ(2)) + χ(4k − 6) 6≡ 0 (mod 4)
=⇒χ(4k − 6) 6≡ −χ(2k − 2)− 2s (mod 4)
=⇒χ(4k − 6) is even.
Now, again for s ∈ {0, 1} we have
2 · k + (k − 3− 2s) · 2 + s · 1 + s · 3 = 4k − 6
=⇒2χ(k) + (k − 3)χ(2) + s(χ(1) + χ(3)− 2χ(2)) + χ(4k − 6) 6≡ 0 (mod 4)
=⇒2χ(k) + 2 + 2s+ χ(4k − 6) 6≡ 0 (mod 4).
But then 2χ(k) must be odd, so this is a contradiction and χ(1) + χ(3) ≡ 2χ(2) ≡ 0.
Now assume that χ(1) is even; that is, 2χ(1) ≡ 0. Note that this implies χ(3) ≡ χ(1). We can
compute for 0 ≤ s ≤ r − 1
(k − 1− 2s) · 3 + s · 2 + s · 4 = 3k − 3
=⇒χ(3k − 3) + (k − 1)χ(3) + s(χ(2) + χ(4) − 2χ(3)) 6≡ 0 (mod 4)
=⇒χ(3k − 3) 6≡ χ(3)− s(χ(2) + χ(4)− 2χ(3)) (mod 4)
=⇒χ(3k − 3) 6≡ χ(3)− s(2 + χ(4)) (mod 4).
If χ(4) were odd, then no value could be assigned to χ(3k− 3). Thus χ(4) is even. Let n(⋆) denote
a sequence of values from 1 to 4 summing to n. Now, for m ∈ {k, k + 2, k + 4, . . . , 4k − 6}, we can
write m as a sum of 1, 2, 3, and 4, with an even number of each except possibly 2. This is possible
because we can assume there are not both 1’s and 3’s, and then by parity there must be an even
number of whichever is there. Similarly if there are 4’s we can assume there are no 1’s. So the only
possible bad case has an odd number of 4’s, and even number of 3’s, and an even number of 2’s. If
there is at least one 2, exchange a 4 and a 2 for two 3’s. If there are no 2’s, then exchange two 3’s
for a 4 and a 2. If there are no 2’s and at most one 3, then the total sum is at least 4k − 5, which
is larger than we are concerned with.
So, for m ∈ {k, k + 2, k + 4, . . . , 4k − 6}, there exist integers ai such that
m = 2a1 · 1 + 2a2 · 2 + 2a3 · 3 + 2a4 · 4 + 2,
which implies
χ(m) + 2a1χ(1) + 2a2χ(2) + 2a3χ(3) + 2a4χ(4) + χ(2) 6≡ 0 (mod 4).
Under our current assumptions, the colors of 1, 2, 3, and 4 are all even, and χ(2) ≡ 2. Hence,
χ(m) 6≡ 2 (mod 4).
Now, for m ∈ {2k − 2, 2k, . . . , 4k − 6}, there exist integers ai such that
m = k + 2a1 · 1 + 2a2 · 2 + 2a3 · 3 + 2a4 · 4.
Therefore.
χ(m) + χ(k) + 2a1χ(1) + 2a2χ(2) + 2a3χ(3) + 2a4χ(4) 6≡ 0 (mod 4),
which under our current assumptions implies
χ(m) 6≡ −χ(k) (mod 4).
Similarly, for m ∈ {3k − 4, 3k − 2, . . . , 4k − 6}, there exist integers ai such that
m = 2 · k + 2a1 · 1 + 2a2 · 2 + 2a3 · 3 + 2a4 · 4 + 2,
which implies
χ(m) 6≡ −2χ(k) + 2 (mod 4).
Finally,
4k − 6 = 3 · k + (k − 4) · 1,
so
χ(4k − 6) 6≡ χ(k) (mod 4).
If χ(k) is odd, no value may be assigned to χ(4k − 6). So we may assume χ(k) is even, and
therefore χ(k) ≡ 0. Then for m ∈ {2k − 2, 2k, . . . , 4k − 6}, χ(m) must be odd. Let s be an even
integer less than k, and suppose that χ(s) is odd. Note that s is at least 6. Then there exist integers
ai such that
4k − 6 = 3 · s+ 2a1 · 1 + 2a2 · 2 + 2a3 · 3 + 2a4 · 4,
which implies
χ(4k − 6) 6≡ χ(s) (mod 4).
On the other hand, there exist integers bi such that
4k − 6 = s+ 2b1 · 1 + 2b2 · 2 + 2b3 · 3 + 2b4 · 4,
which implies
χ(4k − 6) 6≡ −χ(s) (mod 4).
So χ(4k−6) 6≡ ±χ(s) (mod 4).. Since χ(s) was assumed to be odd, this means that χ(4k−6) must
be even, a contradiction. Therefore for all even integers s which are less than k, χ(s) is also even.
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Now suppose t is an odd integer less than k, and χ(t) is odd. Note t ≥ 5. Then there exist
integers ai such that
4k − 6 = 3 · t+ 1 + 2 + 2a1 · 1 + 2a2 · 2 + 2a3 · 3 + 2a4 · 4,
which implies that
χ(4k − 6) 6≡ χ(t)− χ(1) + 2 (mod 4).
Similarly, there exist integers bi such that
4k − 6 = t+ 1 + 2 + 2b1 · 1 + 2b2 · 2 + 2b3 · 3 + 2b4 · 4.
Hence,
χ(4k − 6) 6≡ −χ(t)− χ(1) + 2 (mod 4).
Since χ(1) is assumed to be even, this shows that χ(4k−6) cannot be odd, which is a contradiction.
Thus χ(s) is even for all integers s less than k.
Now suppose s is even, k < s < 2k − 2, and χ(s) is odd. Recall that χ(k) ≡ 0. Let σ =
s+ k + (k − 4) · 1 + 2. Note that 3k − 2 < σ < 4k − 4, and σ is even. We have
s+
(
k
2
− 2
)
· 1 +
(
k
2
)
· 3 = σ.
Therefore
χ(s) +
(
k
2
− 2
)
χ(1) +
(
k
2
)
χ(3) + χ(σ) 6≡ 0 (mod 4).
The above expression can be simplified to χ(σ) 6≡ −χ(s) (mod 4). On the other hand, σ = s+ k+
(k − 4) · 1 + 2 implies that
χ(s) + χ(k) + (k − 4)χ(1) + χ(2) + χ(σ) 6≡ 0 (mod 4),
which simplifies to χ(σ) 6≡ −χ(s)− χ(k). But χ(k) ≡ 2 and χ(sigma) is odd, so this is impossible.
Similarly, if s is odd, k < s < 2k − 2, and χ(s) is odd, we can define σ = s+ k + (k − 3) · 1. Then
σ is even and 3k − 3 < σ < 4k − 5. We have
s+
(
k
2
− 1
)
· 1 +
(
k
2
− 2
)
· 3 + 2 · 2 = σ,
so
χ(s) +
(
k
2
− 1
)
χ(1) +
(
k
2
− 2
)
χ(3) + 2χ(2) + χ(σ) 6≡ 0 (mod 4).
Since χ(1) ≡ χ(3), this simplifies to χ(σ) 6≡ −χ(s) + χ(1) + (mod 4). On the other hand, we can
write
s+ k + (k − 3) · 1 = σ,
so
χ(s) + χ(k) + (k − 3)χ(1) + χ(σ) 6≡ 0 (mod 4).
This simplifies to χ(σ) 6≡ −χ(s) + χ(1) + 2 (mod 4). This is a contradiction since χ(σ) and χ(s)
are both odd, but χ(1) is even. Thus χ(s) is even for s ≤ 2k − 3. But Sz(k, 2) = 2k − 3 ([1],
Proposition 3), so there is a 4-zero-sum solution to E in the first 2k − 3 values. This contradicts
our assumption that χ(1) is even, and therefore we may now assume that χ(1) is odd. Since −1 is
relatively prime to 4, zero-sum solutions to E are invariant under multiplication of χ by −1. So,
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without loss of generality, we can assume that χ(1) ≡ 1 Then χ(3) = 3. By the same reasoning
which showed χ(1) + χ(3) − 2χ(2) to be even, we can show that χ(2) + χ(4) − 2χ(3) is even. For
integers s between 0 and 3 we have
(k − 1− 2s) · 3 + s · 2 + s · 4 = 3k − 3
=⇒(k − 1− 2s)χ(3) + s(χ(2) + χ(4)) + χ(3k − 3) 6≡ 0 (mod 4)
=⇒χ(3k − 3) 6≡ −(k − 1)χ(3) − s(χ(2) + χ(4)− 2χ(3)) (mod 4)
=⇒χ(3k − 3) 6≡ χ(3)− s(χ(2) + χ(4)− 2χ(3)) (mod 4).
If χ(2) + χ(4) − 2χ(3) were odd, then no value could be assigned to χ(3k − 3). Therefore χ(2) +
χ(4)− 2χ(3) is even, and hence χ(4) is even.
Suppose χ(4) ≡ 2. Then for s ∈ {0, 1} we have
s · 2 + (2− 2s) · 3 + (s+ k − 3) · 4 = 4k − 6
=⇒sχ(2) + (2− 2s)χ(3) + (s− 3)χ(4) + χ(4k − 6) 6≡ 0 (mod 4)
=⇒χ(4k − 6) 6≡ 2s (mod 4).
Therefore χ(4k − 6) is odd. We also have
2s · 1 + (k − 1− 4s) · 2 + s · 2 + s · 4 = 2k − 2
=⇒χ(2k − 2) 6≡ 2s+ 2 (mod 4).
So χ(2k − 2) is odd as well. But then
(2k − 2) + 2s · 1 + (k − 2− 3s) · 2 + s · 4 = 4k − 6
=⇒χ(2k − 2) + χ(4k − 6) + 2s 6≡ 0 (mod 4).
Since the left hand side is always even and s ranges from 0 to 1, this is a contradiction. Therefore
χ(4) ≡ 0 (mod 4).
We have now shown that χ(1), χ(2), χ(3), and χ(4) are all distinct, and furthermore that with-
out loss of generality χ(α) ≡ α (mod 4) for α ≤ 4. The remainder of the proof will derive a
contradiction in this case. We willuse the following notation:
Definition. Let n(⋆) denote a sequence of 1’s, 2’s, 3’s, and 4’s summing to n. Furthermore, when
such a ⋆-sequence appears in an expression of E , the length of the ⋆-sequence will be exactly long
enough that the equation E has k − 1 terms on the left hand side.
Note that the sum of the colors of the ⋆-sequence is congruent n (mod 4), and also that the
sum of the ⋆-sequence is at least its length and at most 4 times its length.
Now, for all m ≥ k − 1, we have
m = m(⋆).
We need to have m ≥ k − 1 for this because the sequence has length k − 1. This implies that
χ(m) 6≡ −m (mod 4). Similarly, for m ≥ 2k − 2 we have
m = k + (m− k)(⋆)
=⇒χ(m) 6≡ −m− χ(k) (mod 4).
For m ≥ 3k − 3 we have
m = 2 · k + (m− 2k)(⋆)
=⇒χ(m) 6≡ −m− 2χ(k) (mod 4).
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Suppose that χ(k) is even. Then since we know χ(k) 6≡ −k (mod 4), we must have χ(k) ≡ 2
(mod 4). So, for s ∈ {0, 1}, since 2k − 3− sk ≥ k − 2− s we have
(2k − 2) + s · k + (2k − 3− sk)(⋆) = 4k − 5
=⇒χ(4k − 5) 6≡ −χ(2k − 2) + 2s+ 3 (mod 4).
From the above results we know that χ(2k−2) 6≡ 2, 2−χ(k) (mod 4), so χ(2k−2) is odd. Similarly,
χ(4k − 5) 6≡ 1, 1 − χ(k) (mod 4), so χ(4k − 5) must be is even. But that is a contradiction, since
the previous calculation shows that χ(4k − 5) is odd. Therefore χ(k) is odd. For m ≥ 3k − 3
we have χ(m) 6≡ −m − sχ(k) (mod 4), where s ∈ {0, 1, 2}. Since χ(k) is odd, this implies that
χ(m) ≡ −m+ χ(k) (mod 4) for m ≥ 3k − 3.
For 2k − 2 ≤ m ≤ 3k − 4 we can compute
m+ (4k − 6−m)(⋆) = 4k − 6
=⇒χ(m)−m+ 2 + χ(4k − 6) 6≡ 0 (mod 4)
=⇒χ(m) 6≡ m− χ(k) (mod 4).
For 2k − 2 ≤ m ≤ 3k − 5 we have
m+ (4k − 7−m)(⋆) = 4k − 7
=⇒χ(m)−m+ 1 + χ(4k − 7) 6≡ 0 (mod 4)
=⇒χ(m) 6≡ m+ 3 + (3− χ(k)) (mod 4)
=⇒χ(m) 6≡ m+ 2− χ(k) (mod 4).
The following tables prove that for 2k − 2 ≤ m ≤ 3k − 4, χ(m) ≡ −m+ 2 (mod 4) (note that for
m = 3k − 4 we do not need the last relation):
χ(k) ≡ 1:
m −m −m− χ(k) m− χ(k) m+ 2− χ(k)
0 0 3 3 1
1 3 2 0 2
2 2 1 1 3
3 1 0 2 0
χ(k) ≡ 3:
m −m −m− χ(k) m− χ(k) m+ 2− χ(k)
0 0 1 1 3
1 3 0 2 0
2 2 3 3 1
3 1 2 0 2
By process of elimination, we can see χ(m) ≡ −m+2 (mod 4) for 2k−2 ≤ m ≤ 3k−4. Finally,
(2k − 2) + (k) + (k − 3)(⋆) = 4k − 5
=⇒χ(2k − 2) + χ(k) + k − 3 + χ(4k − 5) 6≡ 0 (mod 4)
=⇒0 + χ(k) + 1 + 1 + χ(k) 6≡ 0 (mod 4)
=⇒2(χ(k) + 1) 6≡ 0 (mod 4).
Since χ(k) is odd, this is a contradiction.
Finally, we present the upper bound for general r. The proof is similar to repeated application
of the proof of Theorem 4.
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Theorem 6. Let r | k, k ≥ 2r, and r ≥ 6. Let the prime factors of r be p0, p1, . . . , pt1 (the pi need
not be distinct).Then Sz(k, r) ≤ kr −
∑t−1
i=0(pi − 1)− 1.
Proof. We will need the following lemma.
Lemma 9. For positive integers xi,
∑n
i=1(xi − 1) ≤
∏n
i=1 xi.
Proof. Note for positive integers a, b we have (a − 1)(b − 1) ≥ −1=⇒a + b − 2 ≤ ab. The result
follows by induction.
Suppose for the sake of contradiction that there is an r-coloring χ of the first kr−
∑t−1
i=0(pi−1)−1
natural numbers which does not admit an r-zero-sum solution to E . By the lemma, kr−
∑t−1
i=0(pi−
1)− 1 ≥ kr − r, and for the first part of the proof we will only need to use numbers up to kr − r.
Since we can translate χ without affecting zero-sum sequence of length k, assume without
loss of generality that χ(2) ≡ 2χ(1) (mod r). First we will show that χ(α) ≡ αχ(1) (mod r) for
all α ≤ ⌊3r
8
⌋ + 1. To that end, let α be some element of {2, 3, . . . , ⌊3r
8
⌋}. We will show that
χ(α − 1) + χ(α + 1) − 2χ(α) ≡ 0 (mod r). With a simple induction argument, this implies the
above claim.
Let ν0 = r, and suppose that χ(α − 1) + χ(α + 1) − 2χ(α) 6≡ 0 (mod r). Then let λ0 be the
least positive integer such that λ0(χ(α− 1) + χ(α+ 1)− 2χ(α)) ≡ 0 (mod r), and let ν1 = ν0/λ0.
We will use a slightly different definition of a ⋆-sequence than in the previous proof.
Definition. Let n(⋆) be a sequence summing to n whose colors sum to nχ(1) (mod ν1). As before,
when a ⋆-sequence appears in an expression of E , its length will be such that the left hand side of
the equation has exactly k−1 terms. We will emphasize that the sum of the colors of the ⋆-sequence
is congruent to nχ(1) mod ν1 by calling it a valid ⋆-sequence .
Lemma 10. If a ⋆-sequence has length z, where z ≥ 2ν1 − 1 elements, then its sum can take on
any value greater than or equal to z.
Proof. Suppose n ≥ z and write n = (z − 2ν1 + 1) · 1 + ν1 · y + p · 2 + (ν1 − 1− p) · 1, where y ≥ 1
and p < ν1. We can compute
(z − 2ν1 + 1)χ(1) + ν1χ(y) + pχ(2) + (ν1 − 1− p)χ(1)
≡ (z − 2ν1 + 1)χ(1) + ν1yχ(1) + 2pχ(1) + (ν1 − 1− p)χ(1) (mod ν1)
≡ nχ(1) (mod ν1).
For m ≥ k − 1 + 2(λ0 − 1)(α− 1), and for 0 ≤ s0 ≤ λ0 − 1, we can write
m = (2λ0 − 2− 2s0) · α+ s0 · (α− 1) + s0 · (α+ 1) + (m− 2αλ0 + 2α)(⋆)
=⇒χ(m) +mχ(1) + s0(χ(α− 1) + χ(α+ 1)− 2χ(α)) 6≡ 0 (mod ν0)
=⇒χ(m) +mχ(1) 6≡ 0 (mod ν1).
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If ν1 = 1, we are done, since no value can be assigned to χ(m), and it is easy to check that
k − 1 + 2(λ0 − 1)(α − 1) = k − 1 + 2(r − 1)(α − 1)
≤ k − 1 + 2(r − 1)
(
3r
8
− 1
)
= k − 1 +
3r2
4
− 4r −
3r
4
+ 4
≤
(
3
8
+
1
r
)
kr −
11r
4
+ 3
≤ kr − r,
Also, if we choose the minimal m, we can choose ⋆-sequence to be all 1’s, so we can indeed find
a valid ⋆-sequence. On the other hand, if ν1 6= 1, let h1 be the least such m such that h1 ≡ −h1
(mod ν1). Thus h1 ≤ k − 1 + 2(λ0 − 1)(α − 1) + ν1 − 1. Then χ(h1) − h1χ(1) 6≡ 0 (mod ν1), and
let λ1 be the least positive integer such that λ1(χ(h1)− h1χ(1)) ≡ 0 (mod ν1).
Suppose that for all j < i, λj, νj , and hj are defined. We will define λi, νi, and hi. First, let
νi = νi−1/λi−1. Now, for
m ≥

 i−1∑
j=1
(λj − 1)hj

+ (2λ0 − 2)(α) +

k − 1− 2λ0 + 2−

 i−1∑
j=1
(λj − 1)




=

 i−1∑
j=1
(λj − 1)(hj − 1)

 + k − 1 + 2(λ0 − 1)(α − 1),
we have
m =

 i−1∑
j=1
sj · hj

+ (2λ0 − 2− 2s0) · α+ s0 · (α− 1) + s0 · (α+ 1) +

m− 2λ0α+ 2α−

 i−1∑
j=1
sjhj



 (⋆)
=⇒χ(m) +mχ(1) +

 i−1∑
j=1
sj(χ(hj)− hjχ(1)

 + s0(χ(α− 1) + χ(α+ 1)− 2χ(α)) 6≡ 0 (mod ν0)
=⇒χ(m) +mχ(1) +

 i−1∑
j=1
sj(χ(hj)− hjχ(1)

 6≡ 0 (mod ν1).
If we let the sj vary from 0 to λj − 1 for each j, this implies that χ(m) +mχ(1) 6≡ 0 (mod νi). Let
hi be the least such m satisfying hi ≡ −hi (mod νi). Then hi ≤
(∑i−1
j=1(λj − 1)(hj − 1)
)
+ k− 1+
2(λ0 − 1)(α − 1) + νi − 1, and we have χ(hi) − hiχ(1) 6≡ 0 (mod νi). Let λi be the least positive
integer such that λi(χ(hi)− hiχ(1)) ≡ 0 (mod νi).
Note that νi < νi−1 and νi | νi−1, so eventually we will reach an index t such that νt = 1, and
this process will terminate. Then, for
m ≥

 t−1∑
j=1
(λj − 1)hj

+ (2λ0 − 2)(α) +

k − 1− 2λ0 + 2−

t−1∑
j=1
(λj − 1)




=

 t−1∑
j=1
(λj − 1)(hj − 1)

 + k − 1 + 2(λ0 − 1)(α − 1),
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we have
m =

t−1∑
j=1
sj · hj

+ (2λ0 − 2− 2s0) · α+ s0 · (α− 1) + s0 · (α+ 1) +

m− 2λ0α+ 2α−

t−1∑
j=1
sjhj



 (⋆)
=⇒χ(m) +mχ(1) +

t−1∑
j=1
sj(χ(hj)− hjχ(1)

 + s0(χ(α− 1) + χ(α+ 1)− 2χ(α)) 6≡ 0 (mod ν0)
=⇒χ(m) +mχ(1) +

t−1∑
j=1
sj(χ(hj)− hjχ(1)

 6≡ 0 (mod ν1).
If we let each sj vary from 0 to λj − 1, this implies that χ(m) + mχ(1) 6≡ 0 (mod νt), which is
impossible since νt = 1.
It is necessary to check that the ⋆-sequences are sufficiently large to apply Lemma 10 and that
the minimal m are sufficiently small (smaller than kr − r). The worst case for both of these is the
index t case with all sj maximal, so it will suffice to check only that case. First we show that the
⋆-sequence has at least 2ν1 − 1 elements. Recall that we have already dealt with the case of t = 1,
so assume that ν1 > 1 and λ0 > 1.
Now,
(ν1 − 1)
(
λ0 −
3
2
)
≥
1
2
=⇒ν1
(
λ0 −
3
2
)
≥ λ0 − 1
=⇒ν1λ0 − λ0 −
3
2
ν1 + 1 ≥ 0
=⇒2ν1λ0 − 2λ0 + 2− 3ν1 ≥ 0
=⇒2r − 2λ0 + 2− 3ν1 ≥ 0
=⇒k − 1− 2λ0 + 3− 3ν1 ≥ 0
=⇒k − 1− 2λ0 + 2− ν1 ≥ 2ν1 − 1
=⇒k − 1− 2λ0 + 2−
t−1∏
j=1
λj ≥ 2ν1 − 1
=⇒k − 1− 2λ0 + 2−
t−1∑
j=1
(λj − 1) ≥ 2ν1 − 1,
which shows that the ⋆-sequence is long enough to apply Lemma 10.
It remains to show that
 t−1∑
j=1
(λj − 1)(hj − 1)

 + k − 1 + 2(λ0 − 1)(α − 1) ≤ kr − r.
To that end, let k = Ar and let
Vi =

 i−1∑
j=1
(λj − 1)(hj − 1)

 + k − 1 + 2(λ0 − 1)(α − 1).
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We can compute
Vi+1 = Vi + (λi − 1)(hi − 1)
≤ Vi + (λi − 1)



 i−1∑
j=1
(λj − 1)(hj − 1)

 + k − 1 + 2(λ0 − 1)(α − 1) + νi − 2


= Vi + (λi − 1)(Vi + νi − 2)
= λiVi + (λiνi − νi − 2λi + 2).
Now, since νi = νi−1/λi−1, we can check that
∏t−1
j=q λj = νq. Thus we have
Vt ≤ V1ν1 +
t−1∑
j=1
νj+1(λjνj − νj − 2λj + 2)
= V1ν1 +
t−1∑
j=1
(ν2j − νjνj+1 − 2νj + 2νj+1)
≤ V1ν1 +
t−1∑
j=1
(ν2j − ν
2
j+1 − 2νj + 2νj+1)
≤ V1ν1 + ν
2
1 − 1 + 2− 2ν1
= kν1 − ν1 + 2λ0αν1 − 2αν1 − 2λ0ν1 + 2ν1 + (ν1 − 1)
2
= Arν1 + ν1 + 2αr − 2αν1 − 2r + (ν1 − 1)
2
= r(Aν1 + 2α− 2)− 2αν1 + ν1 + (ν1 − 1)
2
≤ r
(
Ar
2
+ 2α − 2
)
− 2α+
r
2
+
r2
4
− r + 1
=
(
2A+ 1
4
)
r2 +
(
2α−
5
2
)
r − 2α + 1.
Finally, since α ≤ 3r
8
and A ≥ 2 we have
3
4
r ≥ 2α−
3
2
2A− 1
4
r ≥ 2α−
3
2(
2A− 1
4
)
r2 ≥
(
2α−
3
2
)
r − 2α+ 1
Ar2 − r ≥
(
2A+ 1
4
)
r2 +
(
2α−
5
2
)
r − 2α + 1,
as desired. Thus χ(α − 1) + χ(α + 1) − 2χ(α) ≡ 0 (mod r) for α ≤ ⌊3r
8
⌋, and by induction
χ(α)− αχ(1) ≡ 0 (mod r) for α ≤ ⌊3r
8
⌋+ 1.
For the second part of the proof, we will also need the following four special cases:
A = 2, r = 9, α = 4 : In this case we have Ar2 − r = 153, and
(
2A+1
4
)
r2 +
(
2α− 5
2
)
r − 2α + 1 =
101.25 ≤ 153. So χ(5) ≡ 5χ(1) (mod r) also.
A = 2, r = 10, α = 4 : In this case we have Ar2 − r = 190, and
(
2A+1
4
)
r2 +
(
2α− 5
2
)
r− 2α+ 1 =
121 ≤ 190. So χ(5) ≡ 5χ(1) (mod r) also.
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A = 2, r = 6, α = 3 : In this case we have Ar2 − r = 66, and
(
2A+1
4
)
r2 +
(
2α − 5
2
)
r − 2α + 1 =
43 ≤ 66. So χ(4) ≡ 4χ(1) (mod r) also.
A = 2, r = 8, α = 4 : In this case we have Ar2 − r = 120, and
(
2A+1
4
)
r2 +
(
2α− 5
2
)
r − 2α + 1 =
85 ≤ 120. So χ(5) ≡ 5χ(1) (mod r) also.
Now we will show that χ(k)− kχ(1) ≡ 0 (mod r). For the remainder of the proof, we will use
a slightly different definition of a ⋆-sequence:
Definition. Let n(⋆) be a sequence summing to n whose colors sum to nχ(1) (mod r). As before,
when a ⋆-sequence appears in an expression of E , its length will be such that the left hand side of
the equation has exactly k − 1 terms. We will again emphasize that the sum of the colors of the
⋆-sequence is congruent to nχ(1) mod r by calling it a valid ⋆-sequence .
Lemma 11. If a ⋆-sequence has z ≥ r+ 4 elements in it, it can take on any value greater than or
equal to z.
Proof. A sequence of l elements of {1, 2, . . . , ⌊3
8
⌋+1} can sum to any of l⌊3
8
⌋+1 distinct values. If
l⌊3
8
⌋+ 1 ≥ r, then this sum can attain any value modulo r. Since r ≥ 6, if l ≥ 4 we have
l
⌊
3
8
⌋
+ 1 ≥ 4
(
3r
8
− 1
)
+ 1
≥
3r
2
− 3
≥ r +
r
2
− 3
≥ r,
as desired. Then any value n greater than the length z of the ⋆-sequence can be expressed as r(y)
plus the sum of at least 4 values from the set {1, 2, . . . , ⌊3
8
⌋+ 1}, where y is some positive integer.
Since rχ(y) ≡ ryχ(1) ≡ 0 (mod r), the sum of the colors of this sequence is indeed n (mod r).
Let h0 = k, ν0 = r, and suppose that χ(h0) − h0χ(1) 6≡ 0 (mod ν0). Then let λ0 be the least
positive integer such that λ0(χ(h0) − h0χ(1)) ≡ 0 (mod ν0). Let ν1 = ν0/λ0. Now consider for
some integers m, s0:
m = s0 · h0 + (m− s0h0)(⋆)
=⇒χ(m) +mχ(1) + s0(χ(h0)− h0χ(1)) 6≡ 0 (mod ν0).
If s0 ranges from 0 to λ0 − 1, this implies that
χ(m) +mχ(1) 6≡ 0 (mod ν1).
Furthermore, if ν1 | m, we have χ(m) +mχ(1) ≡ χ(m)−mχ(1) 6≡ 0 (mod ν1). The least value of
m for which we can allow s0 to range from 0 to λ0 − 1 is
m = (λ0 − 1)h0 + (k − λ0) = (λ0 − 1)(h0 − 1) + k − 1.
Therefore there is some y1 ≤ λ0 − 1 such that if h1 = (λ0 − 1)h0 + (k − λ0) + y1, then ν1 |
h1, and we have χ(h1) − h1χ(1) 6≡ 0 (mod ν1). Let λ1 be the least positive integer such that
λ1(χ(h1)− h1χ(1)) ≡ 0 (mod ν1).
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Suppose that for j < i, λj , νj , and hj have already been defined, and that νi−1 6= 1. We will
define λi, νi, and hi. First let νi = νi−1/λi−1. Then for some values of m, sj we have
m =

 i−1∑
j=0
sj · hj

+

m−

 i−1∑
j=0
sjhj



 (⋆)
=⇒χ(m) +mχ(1) +

 i−1∑
j=0
sj(χ(hj)− hjχ(1))

 6≡ 0 (mod r).
If we allow the sj to range from 0 to λj − 1, the expression
(∑i−1
j=0 sj(χ(hj)− hjχ(1))
)
can take on
the value of any multiple of νi (mod r). Thus we have χ(m) +mχ(1) 6≡ 0 (mod νi).
The least value of m for which we can produce a valid ⋆-sequence is
m =

 i−1∑
j=0
(λj − 1)hj

+

k − 1−
i−1∑
j=0
(λj − 1)

 =

 i−1∑
j=0
(λj − 1)(hj − 1)

 + k − 1.
(If m is smaller than this, the length of the ⋆-sequence would be less than its sum.) Thus there is
some value yi ≤ νi − 1, such that if hi =
(∑i−1
j=0(λj − 1)(hj − 1)
)
+ k − 1 + yi, then νi | hi, and
therefore χ(hi) + hiχ(1) ≡ χ(hi) − hiχ(1) 6≡ 0 (mod νi). Then let λi be the least positive integer
such that λi(χ(hi)− hiχ(1)) ≡ 0 (mod νi).
Note that νi | νi−1 and also νi < νi−1, so there is some index t at which νt = 1 and this process
terminates. Then for some values of m, sj we can write
m =

 t−1∑
j=0
sj · hj

+

m−

t−1∑
j=0
sjhj



 (⋆)
=⇒χ(m) +mχ(1) +

 t−1∑
j=0
sj(χ(hj)− hjχ(1))

 6≡ 0 (mod r).
As before, if each sj is allowed to range from 0 to λj − 1, this implies that χ(m) + mχ(1) 6≡ 0
(mod νt). But νt = 1, so this is impossible. Let mt be the least value of the above for which it is
possible to have a valid ⋆-sequence. We compute
mt =

 t−1∑
j=0
(λj − 1)hj

+

k − 1−
t−1∑
j=0
(λj − 1)


=

 t−1∑
j=0
(λj − 1)(hj − 1)

 + k − 1.
In order to finish the proof, we need to check that mt ≤ kr−
∑t−1
i=0(pi− 1)− 1, and also check that
we can apply Lemma 11 to produce a valid ⋆-sequence. To that end, let
Vi =

 i−1∑
j=0
(λj − 1)(hj − 1)

 + k − 1.
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We can compute
Vi+1 = Vi + (λi − 1)(hi − 1)
= Vi + (λi − 1)

 i−1∑
j=0
(λj − 1)(hj − 1) + k − 1 + yi − 1


= Vi + (λi − 1)(Vi + yi − 1)
= λiVi + (λi − 1)(yi − 1)
= λiVi + (λiyi − yi − λi + 1).
Since νi = νi−1/λi−1, we have
∏t−1
j=q λj = νq. Therefore
Vt ≤ V0ν0 +
t∑
j=1
νj(λj−1yj−1 − yj−1 − λj−1 + 1)
= kr − r +
t∑
j=1
(νjλj−1yj−1 − νjyj−1 − νjλj−1 + νj)
= kr − r +
t∑
j=1
(νj−1yj−1 − νjyj−1 − νj−1 + νj)
= kr − r +
t∑
j=1
(νj−1yj−1 − νjyj−1)− ν0 + νt
= kr − r +
t−1∑
j=1
(νj(yj − yj−1))− yt−1 + 1.
Now observe that Vi + yi = hi, and that
hi ≡ λi−1(hi−1 − yi−1) + (λi−1 − 1)(yi−1 − 1) + yi ≡ yi − yi−1 − λi−1 + 1 (mod νi).
Therefore yi − yi−1 ≡ λi−1 − 1 (mod νi), and in particular yi − yi−1 ≤ λi−1 − 1, and yt−1 ≤
1 +
∑t−2
j=0(λj − 1). This allows us to finish the above calculation:
= kr − r +
t−1∑
j=1
(νj(yj − yj−1))− yt−1 + 1
≤ kr − r +
t−1∑
j=1
(νj(λj−1 − 1))−
t−2∑
j=0
(λj − 1)
= kr − r +
t−1∑
j=1
(νj−1 − νj)−
t−2∑
j=0
(λj − 1)
= kr − νt−1 −
t−2∑
j=0
(λj − 1)
= kr −
t−1∑
j=0
(λj − 1)− 1.
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By Lemma 9, this value is at most kr −
∑t−1
i=0(pi − 1)− 1, as desired.
We also must check that the length of the star sequence is always at least r+4, so that we can
apply Lemma 11 and show that there is a valid ⋆-sequence. In the worst case, all of the sj attain
their maximum value, λj − 1. Then the ⋆-sequence has length
k − 1−
t−1∑
j=0
(λj − 1)
≥2r − 1−
t−1∑
j=0
(λj − 1)ν.
Thus we need to show
t−1∑
j=0
(λj − 1) ≤ r − 5.
In fact, this is not always true. We divide into 2 cases:
Case 1: t = 1. We must show that it is possible to write m = s0k+(m−s0k)(⋆) for 0 ≤ s0 ≤ r−1
for some m ≤ kr − r (since t = 1=⇒Vt = kr − r). In fact, we will take m to be kr − r. First
note that the value of the ⋆-sequence is always at least its length, since in the worst case
(s0 = λ0 − 1) the length of the ⋆-sequence is k− r, and its value is kr− r− (kr− k) = k− r.
Suppose k ≥ 3r. Then the length of the ⋆-sequence is at least 2r ≥ r+4, so we can apply the
lemma and the ⋆-sequence is always valid. On the other hand, if k = 2r, the star-sequence
is not always long enough to apply the lemma. The length of the ⋆-sequence is equal to
k − 1− s0 = 2r − 1− s0, so when r − 4 ≤ s0 ≤ r − 1 we must find a valid ⋆-sequence.
• The case s0 = r − 1 is easy since we can take the sequence of all 1’s.
• If s0 = r− 2, we must find r+1 elements summing to 2k− r = 3r. Since r ≥ 6, we have
3 ≥ ⌊3r
8
⌋+ 1, so we can just take r − 1 3’s, one 2, and one 1.
• If s0 = r − 3, we must find r + 2 elements summing to 3k − r = 5r. If r = 6 or 8, then
note that (⌊3
8
⌋+1)(r+2) ≥ 5r, so this is possible. If r ≥ 12, note that
(
3
8
r
)
(r+2) ≥ 5r,
so this is again possible. We will ignore the cases r = 7 and r = 11 since they are solved
by the previous theorem on primes. In the cases r = 9, r = 10, we can use our special
cases from the first part of the proof, and since 5(r+2) ≥ 5r, it will be possible to write
5r as the sum of r + 2 numbers, each at most 5.
• If s0 = r − 4, we must find r + 3 elements summing to 4k − r = 7r. Take r copies of 6,
and then find 3 elements which are at most ⌊3r
8
⌋ + 1 that sum to r. It is easy to check
that this is always possible when r ≥ 6.
Case 2: t ≥ 2. By a previous lemma,
∑t−1
j=0(λj − 1) ≤ λ0− 1+
r
λ0
. But since t ≥ 2, λ0 < r implies
2 ≤ λ0 ≤
r
2
. By convexity λ0 − 1 +
r
λ0
is maximized at the extremes λ0 = 2 and λ0 =
r
2
. In
these cases we have λ0 − 1 +
r
λ0
= r
2
+ 1. If r ≥ 12, we are done, since r
2
+ 1 ≤ r − 5. As in
the t = 1 case, if k ≥ 3r, we are done. Also as in the t = 1 case, we will ignore r = 7, r = 11
since they are solved by a previous theorem. So we have 4 subcases:
• The case r = 6. Then t = 2 and {λ0, λ1} = {2, 3} in some order. Then the ⋆-sequence
has at least 11 − 2 − 1 = 8 elements in it. Since for all α ≤ 4, we have χ(α) ≡ αχ(1)
(mod r), the proof of Lemma 11 can be modified to only require a ⋆-sequence of length
r + ⌈ r−1
3
⌉ = 8 elements.
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• The case r = 8. Similarly to the r = 6 case, at worst we have 15− 3− 2 = 10 elements
in the ⋆-sequence. As before we can modify the proof of Lemma 11 to only require a a
length of r + ⌈ r−1
4
⌉ = 10 elements.
• The case r = 9. Similarly to the previous cases, we can check that the ⋆-sequence has
length at least 17− 2− 2 = 13 ≥ r + 4, so Lemma 11 applies.
• The case r = 10. Similarly to the previous cases, we can check that the ⋆-sequence has
length at least 19− 4− 1 = 14 ≥ r + 4, so Lemma 11 applies.
The above cases show that we can always find a valid ⋆-sequence with the desired length and
sum, which completes the proof that there is a contradiction unless χ(k)− kχ(1) ≡ 0 (mod r). Of
course, we also have
(k − 2) · 1 + 2 = k,
so
(k − 2)χ(1) + χ(2) + χ(k) 6≡ 0 (mod r).
Since χ(2) ≡ 2χ(1) (mod r), this leads to a contradiction immediately, and the proof is complete.
3 Lower Bounds
Here we present two shorter proofs of lower bounds on Sz(k, r). Recall the statement of Theorem 7.
Theorem 7. Suppose r is odd. Then Sz(k, r) ≥ kr − r.
Proof. We will show how to construct a coloring χ : {1, 2, . . . , kr − r − 1} −→ Z/rZ with no
r-zero-sum solution to E . The coloring will have the following properties for 1 ≤ α ≤ r:
• For m ≤ αk − α, χ(m) ∈ {m,m+ 2,m+ 4, . . . ,m+ 2(α − 1)}.
• For m ≥ αk − α, χ(m) 6∈ {−m,−m− 2,−m− 4, . . . ,−m− 2(α − 1)}.
Suppose there is such a coloring, and that
∑k−1
i=1 xi = xk. Suppose the sequence x1, . . . , xk−1
contains bα elements xi such that (α− 1)k − (α− 1) < xi ≤ αk − α. Then
∑k−1
i=1 χ(xi) ≡ xk + 2γ
(mod r), where γ is some integer such that 0 ≤ γ ≤
∑r
α=1(α− 1)bα.
Furthermore, xk ≥ k − 1 +
∑r
α=1 bα(α − 1)(k − 1) = (1 +
∑r
α=1(α− 1)bα) (k − 1). Thus
χ(xk) 6≡ −xk − 2γ
′ for any 0 ≤ γ′ ≤
∑r
α=1(α− 1)bα.
Suppose for the sake of contradiction that χ(xk)+xk+2γ ≡ 0 (mod r). Then χ(xk) ≡ −xk−2γ
(mod r). But this is impossible since χ(xk) 6≡ −xk−2γ
′, and the bounds on γ and γ′ are the same.
Now we will show that such a coloring exists. If m 6= αk−α for some α, then the set of allowed
colors of m is larger than the set of disallowed colors, so we can simply pick one of the allowed
colors. Note that this uses the fact that α ≤ r. On the other hand, if m = αk − α, the sets of
permitted and forbidden colors are the same size. We must show that they are not equal for α < r.
Suppose for the sake of contradiction that
{−α,−α + 2,−α+ 4, . . . ,−α+ 2(α− 1)} ≡ {α,α − 2, α − 4, . . . , α− 2(α − 1)} (mod r).
Since α < r, both of these sets have at most r elements in them, and the elements all differ by 2’s.
So, if the two sets are the same, it must be the case that −α ≡ α − 2(α − 1) (mod r). But that
implies 0 ≡ 2 (mod r), which is a contradiction. Therefore Sz(k, r) > kr − r − 1.
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There is a similar construction when r is even, but it is no longer useful to use sequences with
common difference two.
Theorem 8. Suppose r is even. Then Sz(k, r) ≥ kr − r − 1.
Proof. Again we will show how to construct a coloring χ : {1, 2, . . . , kr − r − 2} −→ Z/rZ with no
r-zero-sum solution to E . The coloring will have the following properties for 1 ≤ α ≤ r − 2:
• For m ≤ αk − α, χ(m) ∈ {m,m+ 1,m+ 2, . . . ,m+ (α− 1)}.
• For m ≥ αk − α, χ(m) 6∈ {−m,−m− 1,−m− 2, . . . ,−m− (α− 1)}.
Additionally, we have the following properties:
• For m ≤ (r − 1)k − (r − 1)− 1, χ(m) ∈ {m,m+ 1,m+ 2, . . . ,m+ (r − 2)}.
• For m ≥ (r − 1)k − (r − 1), χ(m) 6∈ {−m,−m− 1,−m− 2, . . . ,−m− (r − 2)}.
First we show that these properties are sufficient. Suppose for the sake of contradiction that χ
satisfies the above properties and that x1, . . . , xk is an r-zero-sum solution to E . As before, for 1 ≤
α ≤ r−2, let bα be the number of elements of x1, . . . , xk−1 such that (α−1)k−(α−1) < xi ≤ αk−α.
Additionally, let br−1 be the number of xi such that (r− 2)k− (r− 2) < xi ≤ (r− 1)k− (r− 1)− 1.
Note that none of x1, . . . , xk−1 can be be greater than or equal to (r − 1)k − (r − 1), or xk would
exceed kr − r − 2.
Now,
∑k−1
i=1 χ(xi) ≡ xk + γ, where γ is some integer such that 0 ≤ γ ≤
∑r−1
α=1(α− 1)bα.
Furthermore, xk ≥ k − 1 +
∑r−1
α=1 bα(α − 1)(k − 1) = (1 +
∑r−1
α=1(α − 1)bα)(k − 1). Thus
χ(xk) 6≡ −xk − γ
′ (mod r), where 0 ≤ γ′ ≤
∑r−1
α=1(α − 1)bα. Suppose that χ(xk) + xk + γ ≡ 0
(mod r). Then χ(xk) ≡ −xk − γ (mod r). But that is impossible since χ(xk) 6≡ −xk − γ
′, and γ′
has the same bounds as γ.
Now we show that such a coloring exists. As in the previous proof, the set of permitted colors
is larger than the set of forbidden colors except when m = αk−α for some α ≤ r− 2. Suppose for
some such α the sets of permitted and forbidden colors are the same (mod r). That is, suppose
{−α,−α+ 1,−α+ 2, . . . ,−α+ (α− 1)} ≡ {α,α − 1, α − 2, . . . , α− (α− 1)}.
Then −α ≡ α − (α − 1)=⇒α ≡ −1 (mod r). But that is impossible since α < r − 1. Therefore
Sz(k, r) > kr − r − 2.
4 Conclusion and Remaining Questions
The above theorems show that Sz(k, r) = kr−r whenever r is an odd prime and k > r. Additionally,
we have shown that Sz(k, 4) = 4k − 5 when k > 4, so Robertson’s first two questions have been
answered. Robertson’s fourth question, regarding the order of Sz(k, k) still remains unresolved.
Additionally we ask the following questions:
• Is the bound given by the summation in Theorem 3 always tight?
• For most objects in Ramsey Theory, it seems very difficult to find upper and lower bounds
which are close to each other. On the other hand, it appears to be much easier to find close
bounds on the zero-sum Schur numbers than on the ordinary Schur numbers. Similar zero-
sum variants can be defined for many other objects of Ramsey Theory. What more can be
said about the zero-sum analogues of. . .
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– Ramsey Numbers?
– Van der Waerden Numbers? (see [3])
– Rado Numbers? (see [4])
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