Abstract. Let B ⊆ A be an H-Galois extension. If M is a Hopf bimodule then HH * (A, M ), the Hochschild homology of A with coefficients in M , is a right comodule over the coalgebra C H = H/ [H, H]. Given an injective left C Hcomodule V , our aim is to investigate the relationship between HH * (A, M ) CH V and HH * (B, M CH V ). The roots of this problem can be found in [Lo2], where HH * (A, A)
Introduction
Let G be a finite group of automorphisms of an algebra A over a commutative ring K and let B := A G . The extension B ⊆ A is said to be centrally Galois if the induced action on the center of A is Galois in the sense of [CHR] . The Galois group G acts, of course, both on Hochschild homology HH * (A, A) and cyclic homology HC * (A) of A. The invariants with respect to these actions are characterized in the following theorem that is due to M. Lorenz [Lo2, §6] .
Theorem 0.1. If B ⊆ A is a centrally Galois extension of Galois group G, then HH * (A, A) G ∼ = HH * (B, B).
A similar isomorphism exists in cyclic homology, provided that the order of G is invertible in K.
One of the main aims of this paper is to strengthen Theorem 0.1 in several directions, using some rather recent developments in the theory of faithfully flat Hopf-Galois extensions. Throughout this paper, H will denote a Hopf algebra over a field K and ⊗ = ⊗ K . Let A be an H-comodule algebra, whose comodule structure is given by the map ρ A : A → A ⊗ H. The set of H-coinvariant elements B := {a ∈ A | ρ A (a) = a ⊗ 1} is a subalgebra of A. The algebra extension B ⊆ A is said to be Hopf-Galois, if
is bijective, where m A : A ⊗ B A → A denotes the multiplication in A. To emphasize the role that H plays in this definition, we also say that A is an H-Galois extension of B. The class of Hopf-Galois extensions includes Galois actions, introduced and studied by Chase, Harrison and Rosenberg. In this case, the Hopf algebra H is (KG) * , where G is the Galois group of the extension. Other important examples of Hopf-Galois extensions come from the theory of strongly graded rings and of enveloping algebras of Lie algebras. Among the class of Hopf-Galois extensions, faithfully flat ones are very important, as in Noncommutative Geometry they play the role of principal vector bundles.
Hochschild homology of an H-Galois extension B ⊆ A has remarkable properties. For example, if M is an A-bimodule then HH * (B, M) and HH * (A, M) are related by a generalized version of Hochschild-Serre spectral sequence, cf. [Ş1] . In the case when M is a Hopf bimodule, another spectral sequence was constructed in [Ş2] . In order to recall a special form of it, first let us notice that the linear space C H := H/ [H, H] , obtained by killing the commutators in H, is a coalgebra. Since by definition a Hopf bimodule is an H-comodule compatible with the A-bimodule structure, the coalgebra C H coacts on HH * (A, M). It also coacts on M, so the cotensor product M C H K makes sense and is a B-bimodule. A direct application of [Ş2, Theorem 3 .1] yields the following.
Theorem 0.2. Let H be a cocommutative Hopf algebra such that K is an injective left C H -comodule. If B ⊆ A is an H-Galois extension such that A is projective as left and right B-module, then for each Hopf bimodule M there exists a spectral sequence
This spectral sequence can be used to prove Theorem 0.1, provided that the Galois group G is abelian and K is a field of characteristic zero. Indeed, as the action of G on A is Galois it follows that A is projective as left and right B-module. Moreover, since G is commutative it follows that H := (KG) * is cocommutative, while the assumption on the characteristic of K implies that C H = (KG) * is cosemisimple. Thus every C H -comodule is injective. Clearly, if X is a right C H -comodule then G acts canonically on X and X C H K = X G . Since H is semisimple the spectral sequence (2) collapses, giving isomorphisms K ⊗ (KG) * HH * (B, B) ∼ = HH * (A, A) G .
As A is a centrally Galois extension of B it follows that the action of (KG) * on HH * (B, B) is trivial. For a proof of this fact, placed in a more general context, see Proposition 3.5. Thus the above identifications yield the isomorphisms in (1).
Throughout the remaining part of the introduction we fix a faithfully flat HGalois extension B ⊆ A, a Hopf bimodule M and an injective left C H -comodule V .
In our approach to descent of Hochschild and cyclic homology we follow the same strategy as in the above "proof" of Theorem 0.1. We start by investigating the properties of HH * (B, M C H V ). For example, in the case when the antipode S H is an involution, we show that these vector spaces are left modules over the algebra R H := ker (∆ − τ • ∆), where τ : H ⊗ H −→ H ⊗ H denotes the usual flip map. Therefore, for every pair (p, q) of natural numbers, one can define the vector spaces E 
Under some additional assumptions, in Theorem 2.22 we construct a new spectral sequence, whose terms on second page are the vector spaces E 2 p,q . This construction is based on a new form of Grothendieck's spectral sequence, which at its turn is derived in Proposition 2.3. It is worthwhile to remark that [Lo1, Theorem 2.5] , [Ş1, Theorem 4.5] and [Ş2, Theorem 3 .1] are special cases of Theorem 2.22.
In the last part of the second section we show that, in the case when H is a finite-dimensional commutative Hopf algebra over a field of characteristic zero, our new spectral sequence collapses. Therefore its edge maps induce isomorphisms
By specializing the isomorphism in (5) to the case H := (KG) * we deduce the isomorphism in Corollary 2.31, that can be thought as a generalization of (1).
In the last section of the paper we apply the foregoing results to a special class of Hopf-Galois extensions. Let B ⊆ A be an H-comodule algebra. The left ideal I H generated by all commutators in H is a Hopf ideal, so H ′ := H/I H is a Hopf algebra. If H ′ is finite-dimensional then it coacts on Z, the center of A. Of course, H ′ coacts on A. We set
By definition, B ⊆ A is said to be centrally Hopf-Galois if the extension Z ′ ⊆ Z is H ′ -Galois. Let us suppose that B ⊆ A is such an extension. In view of Theorem 3.6, for every Hopf bimodule M which is symmetric as a Z-bimodule and every left H ′ -comodule V, there exist isomorphisms
Note that, if H is the dual Hopf algebra of a finite-dimensional group algebra, M := A and V := K, then the above isomorphism and that one in (1) are equal, cf. Corollary 3.10. Other applications of Theorem 3.6 are given in Corollary 3.8 and Corollary 3.7. Our approach has also the advantage that one can easily recover HH * (A, M) from HH * (B ′ , M coH ′ ). More precisely, in Theorem 3.11, we prove the following isomorphism of Z-modules and H ′ -comodules
Under the same assumptions, we also show that HC * (A) coH ′ and HC * (B ′ ) are isomorphic, cf. Theorem 3.13. We conclude the paper by indicating a method to produce examples of centrally Hopf-Galois extensions of non-commutative algebras.
Preliminaries
In order to state and prove our main result we need several basic facts concerning Hochschild homology of Hopf-Galois extensions. Those that are well-known will be only stated, for details the reader being referred to [JŞ, SS, Ş1, Ş2] . 1.1. Let H be a Hopf algebra with comultiplication ∆ H and counit ε H . To denote the element ∆ H (h) we shall use the Σ-notation
as above we define the set of coinvariant elements in M by
Recall that a comodule algebra is an algebra A which is a right H-comodule via a morphism of algebras ρ A : A → A ⊗ H. Equivalently, (A, ρ A ) is an H-comodule algebra if, and only if, ρ A (1) = 1 ⊗ 1 and
for any a, b in A. The set A coH is a subalgebra in A. If there is no danger of confusion we shall also denote this subalgebra by B and we shall say that B ⊆ A is an H-comodule algebra.
The category M H A of right Hopf modules is defined as follows. An object in M H A is a right A-module M together with a right H-coaction ρ M : M → M ⊗ H such that, for any m ∈ M and a ∈ A, the following compatibility relation is verified
Obviously, a morphism in M H A is a map which is both A-linear and H-colinear. The category A M H is defined similarly. A left A-module and right H-comodule (M, ρ M ) is a left Hopf module if, for any m ∈ M and a ∈ A,
By definition, a Hopf bimodule is an A-bimodule M together with a right H-coaction ρ M such that relations (6) and (7) are satisfied for all m ∈ M and a ∈ A. A morphism between two Hopf bimodules is, by definition a map of A-bimodules and H-comodules. The category of Hopf bimodules will be denoted by A M H A . For example, A is a Hopf bimodule.
1.2. Let B ⊆ A be an H-comodule algebra. Recall that B ⊆ A is an H-Galois extension if the canonical K-linear map
A with respect to the canonical bimodule structure and the H-coaction defined by A ⊗ B ρ A . One can also regard A ⊗ H as an object in A M H A with the A-bimodule structure
and the H-coaction defined by A ⊗ ∆ H . With respect to these Hopf bimodule structures β is a morphism in A M H A . Definition 1.3. For a K-algebra R and an R-bimodule X we define
and
where [R, X] is the K-subspace of X generated by all commutators rx − xr, with r ∈ R and x ∈ X. The class of x ∈ X in X R will be denoted by [x] R .
Remark 1.4. If X is an R-bimodule then X R ∼ = R ⊗ R e X, where R e := R ⊗ R op denotes the enveloping algebra of R. The isomorphism is given by [x] R → 1 ⊗ R e x.
1.5. Let now B ⊆ A be an extension of algebras. By [JŞ, p. 145] it follows that (A ⊗ B A) B is an associative algebra with the multiplication given by
where
B -module with respect to the action that, for m in M and
1.6. Suppose now that B ⊆ A is an H-Galois extension, and let M be an A-bimodule.
For h ∈ H we shall use the notation κ(h) = κ 1 (h) ⊗ B κ 2 (h). Thus, by definition,
By [JŞ, p. 146] , κ is an anti-morphism of algebras. Hence
defines a left H-action on M B . Obviously this structure is functorial in M, so we get a functor (−) B : A M A → H M.
1.7
. Let H be a Hopf algebra with multiplication m and comultiplication ∆. Let τ : H ⊗ H → H ⊗ H denotes the usual flip map x ⊗ y → y ⊗ x. One can prove that
is a quotient coalgebra of H, as the linear space generated by all commutators in H is a coideal of H. The canonical projection onto C H will be denoted by π H . Note that π H is a trace map, that is π H (hk) = π H (kh), for all h and k in H. Dually, R H := ker(∆ − τ • ∆) is a subalgebra of H. Clearly,
1.8. If C is a coalgebra and R is an algebra we define the category R M C as follows. The objects in R M C are left R-modules and right C-comodules such that the map ρ M that defines the coaction on M is R-linear that is
C if it is R-linear and C-colinear. For a right C-comodule (M, ρ M ) and a left C-comodule (V, ρ V ) we define their cotensor product by
Recall that V is said to be coflat if the functor (−) C V : M C → K M is exact or, equivalently, if V is an injective object in the category of left C-comodules.
is the kernel of an R-linear map. Dually, for a right R-module X and an object M in R M C , the tensor product X ⊗ R M is a quotient C-comodule of X ⊗ M. In some special cases the cotensor product and the tensor product "commute". For instance, if X is a right R-module, V is a left C-comodule and M ∈ R M C then
provided that either X is flat or V is injective.
1.9. Let A and B be two abelian categories and assume that, for each n ∈ N, a functor T n : A −→ B is given. We say that T * is a homological δ-functor if, for every short exact sequence
in A and n > 0 there are "connecting" morphism δ n :
is exact and functorial in the sequence in (14). Furthermore, T * is said to be effaceable if, for each object X in A, there is an object P in A together with an epimorphism from P to X such that T n (P ) = 0, for any n > 0. A morphism of δ-functors T * and S * with connecting homomorphisms δ * and respectively ∂ * is a sequence of natural transformations φ * : T * → S * such that, for n > 0,
By [Br, Theorem 7 .5], homological and effaceable δ-functors have the following universal property. If T * and S * are homological and effaceable δ-functors and φ 0 : T 0 → S 0 is a natural transformation, then there is a unique morphism of δ-functors φ * : T * → S * that lifts φ 0 .
Proposition 1.10. Let H be a Hopf algebra with antipode S H . Suppose that B ⊆ A is an H-Galois extension and that (M, ρ M ) is a Hopf bimodule.
(1) The map ρ M induces an application ρ 0 (M) : 
e -submodule of M ⊗ V . Under the additional assumption that V is injective, (M C H V ) B and M B C H V are isomorphic linear spaces. In particular, the action of R H on the latter vector space can be transported on (15) is proven in [JŞ, Proposition 2.6 ]. The general case can be handled in a similar manner, replacing a ∈ A by m ∈ M everywhere in the proof of [JŞ, Relation (6) ].
(2) Recall that S H is an involution, i.e. S 2 H = Id H , if and only if
For brevity we shall denote this map by ρ 0 (M) too. For r ∈ R H and m ∈ M we get
Note that the second and the third equalities are consequences of the fact that π H is a trace map and respectively of relation (12). To deduce the penultimate identity we used (16 ). In conclusion, ρ 0 (M) is a morphism of R H -modules. Hence M is an object in R H M C H and, in view of §1.8, one can regard
Since M B is an object in
To conclude the proof, we take on (M C H V ) B the unique R H -action that makes the composition of the isomorphisms in (17) an R H -linear map.
Remark 1.11. We keep the assumptions in the third part of Proposition 1.10. Let
The spectral sequence
In this section, given a Hopf-Galois extension B ⊆ A, a Hopf bimodule M and an injective left C H -comodule V , we construct a spectral sequence that converges to H * (A, M) C H V . Our result, Theorem 2.22, will be obtained as a direct application of a variant of Grothendieck's spectral sequence, which at its turn will be deduced from the following two lemmas and [We, Corollary 5.8.4 ].
Recall that a category A is cocomplete if and only if any set of objects in A has a direct sum.
Lemma 2.1. Let A and B be cocomplete categories and let H, H ′ : A → B be two right exact functors that commute with direct sums. If U is a generator in A and there is a natural morphism φ : H → H ′ such that φ(U) is an isomorphism, then φ(X) is an isomorphism, for every object X in A.
Proof. Let X be an object in A. Since U is a generator in A, there is an exact sequence U 
the squares are commutative and the lines are exact. Recall that H commutes with direct sums if the canonical map α :
is an isomorphism for each family of objects (X i ) i∈I in A. Now one can see easily that φ(U (I) ) and φ(U (J) ) are isomorphisms, as H and H ′ commute with direct sums and φ(U) is an isomorphism. Thus φ(X) is an isomorphism too.
Lemma 2.2. Let A, B and C be cocomplete categories with enough projective objects. Let F : B → C and G : A → B be right exact functors that commute with direct sums. If U is a generator in A such that G(U) is F -acyclic, then G(P ) is F -acyclic for any projective object P in A.
There is a set I such that P is a direct summand of U (I) . Hence G(P ) is a direct summand of G(U (I) ). On the other hand, the proof of [We, Corollary 2.6 .11] works for any functor that commutes with direct sums. Thus L n F commutes with direct sums, so G(
Proposition 2.3. Let G : A → B, F : B → C and H : A → C be right exact functors that commute with direct sums, where A, B and C are cocomplete categories with enough projective objects. Assume that U is a generator in A and that φ :
is an isomorphism and G(U) is F -acyclic then, for every object X in A, there is a functorial spectral sequence
Proof. By Lemma 2.1, for every object X the morphism φ(X) is an isomorphism. On the other hand, if X is projective in A then L n F (G(X)) = 0, for every n ∈ N * . Hence we obtain (18) as a particular case of Grothendieck's spectral sequence [We, Corollary 2.6 .11].
We take B ⊆ A to be a faithfully flat Galois extension. For proving Theorem 2.22, one of our main results, we shall apply Proposition 2.3. In order to do that we need some properties of the category A M H A . We start with the following. Proposition 2.4. Let H be a Hopf algebra with bijective antipode. Let B ⊆ A be a faithfully flat H-Galois extension. Then A ⊗ A is a projective generator in the category of Hopf bimodules. It is also projective as a B-bimodule.
Proof. By [SS, Theorem 4 .10] the induction functor (−)
A is an equivalence of categories and its inverse is (−) coH . We deduce that, for an arbitrary right Hopf module X, the canonical map X coH ⊗ B A → X induced by the module structure of X is an isomorphism of right Hopf modules. Let M be a Hopf bimodule. Hence, the A-bimodule structure on M defines an epimorphism A ⊗M coH ⊗A → M of Hopf bimodules. Thus A ⊗ A is a generator in the category A M 
By [SS, Theorems 4.9 and 4 .10] A is projective as a left and right B-module. Thus A e is projective as a left B e -module, that is A ⊗ A is a projective B-bimodule.
Corollary 2.5. Let H be a Hopf algebra with bijective antipode. If B ⊆ A is a faithfully flat H-Galois extension then A M H A has enough projective objects. Proof. Every category with a projective generator has enough projective objects.
Definition 2.6. For a K-algebra R and an R-bimodule X, let (C * (R, X), b * ) be the chain complex given by C n (R, X) = X ⊗ R ⊗n and
Hochschild homology of R with coefficients in X is, by definition, the homology of (C * (R, X), b * ). It will be denoted by HH * (R, X).
2.7. Let R and X be as in the above definition. It is well-known that Hochschild homology of R with coefficients in X may be defined in an equivalent way by
2.8. Let B ⊆ A be an H-comodule algebra and let M be a Hopf bimodule. Obviously,
and the differential maps b * are morphisms of Z 0 -modules. Clearly, ρ n (M) is a morphism of Z 0 -modules, so C n (B, −) can be seen as a functor from A M H A to the category of chain complexes in Z 0 M H . Therefore, a fortiori, the functors HH * (B, −) map a Hopf bimodule to an object in Z 0 M H . The H-coaction on HH * (B, M) will still be denoted by ρ * (M).
Remark 2.9. By definition, Hochschild homology of B with coefficients in M is equal to M B . Thus in Proposition 1.10 (2) and §2.8, we constructed two H-coactions on M B , both of them being denoted by ρ 0 (M). The notation we have used is consistent, as these coactions are identical.
Lemma 2.10. Let H be a Hopf algebra with bijective antipode. If B ⊆ A is a faithfully flat H-Galois extension, then
H is a homological and effaceable δ-functor, where Z is the center of A and Z 0 := Z B.
Proof. We take a short exact sequence of Hopf bimodules
We have to prove that there are connecting maps δ n : HH n (B, M ′′ ) → HH n−1 (B, M ′ ), which are homomorphisms of Z 0 -modules and H-comodules, making
a functorial exact sequence. In our setting, the connecting maps are obtained by applying the long exact sequence in homology to the following short exact sequence of complexes in
Let us prove that HH * (B, −) is effaceable too. Let M be a given Hopf bimodule. By Proposition 2.4, there exists a certain set I such that M is the quotient of P := (A ⊗ A) (I) as a Hopf bimodule. In view of the same proposition, A ⊗ A is projective as a B-bimodule. Thus, for n > 0,
n (B, P ) = 0. Hence the lemma is completely proven.
Remark 2.11. Both HH * (B, −) and HH * (B, −) ⊗ H can be seen as homological and effaceable δ-functors that map a Hopf bimodule to an object in Z 0 M H . The natural transformations ρ * (−) in §2.8 define a morphisms of δ-functors that lifts
Proposition 2.12. Let H be a Hopf algebra with bijective antipode. We assume that B ⊆ A is a faithfully flat H-Galois extension and that M is a Hopf bimodule.
(1) There is an H-action on HH n (B, M) that extends the module structure defined in (11). Moreover, for any h ∈ H and ω ∈ HH n (B, M),
(2) If the antipode of H is involutive, then HH * (B, −) is a homological and effaceable δ-functor that takes values in
Proof.
(1) We fix h ∈ H. The module structure constructed in formula (11) defines a natural map
H is homological and effaceable. Hence, by the universal property of these functors (see §1.9) there is a unique morphism of δ-functors
Note that, by definition, µ h * (−) and the connecting morphisms δ * are morphisms of Z 0 -modules and H-comodules. For ω ∈ HH n (B, M), we set
Proceeding as in the proof of [Ş1, Proposition 2.4], one can easily see that the above formula defines a natural action of H on HH n (B, M). By construction, it lifts the action in (11). Note that, for any n, the connecting maps δ n are morphisms of H-modules, since µ h * (−) is a morphism of δ-functors. To conclude the proof of this part, it remains to prove relation (20). We proceed by induction. In degree zero the required identity holds by (15). Let us assume that (20) holds in degree n for any Hopf bimodule. Let M be a given Hopf bimodule. We take an exact sequence
of Hopf bimodules such that P := (A ⊗ A) (I) . Since δ n+1 is a homomorphism of H-modules and H-comodules and using the induction hypothesis, for h ∈ H and ω ∈ HH n+1 (B, M), we get
In degree zero this identity follows from the computation below, where for brevity we write µ h 0 and ν
, where for the second equality we used that z is a central element. Furthermore, the natural transformations that appear in the left and right hand sides of (21) are morphisms of δ-functors that lift respectively µ
Hence (21) follows by the universal property of homological and δ-functors. In view of the relation (21) it follows that HH n (B, M) is an H ⊗ Z 0 -module with respect to
The coalgebra C H coacts on the Hochschild homology of B with coefficients in M viā
To simplify the notation, we shall write ρ * (M) instead ofρ * (M). We have to show that ρ n (M) is a morphism of R H ⊗ Z 0 -modules. By Lemma 2.10 we already know that ρ n (M) is a morphism of Z 0 -modules. Thus, it remains to check that ρ n (M) is a morphism of R H -modules too. For the case n = 0 see the proof of Proposition 1.10 (2). In fact, the same proof works for an arbitrary n, just replacing [m] B by an element ω ∈ HH n (B, M) and using (20) instead of (15).
We still have to prove that HH * (B, −) :
is a homological and effaceable δ-functor, i.e. for every short exact of Hopf bimodules the corresponding connecting maps δ * are morphisms of R H ⊗ Z 0 -modules and H-comodules. By Lemma 2.10, it follows that δ * are morphisms of Z 0 -modules and H-comodules. By the proof of the first part of the proposition, δ * are also morphisms of H-modules. Hence, a fortiori, they are morphisms of R H -modules.
2.13. The natural transformations that define the R H -module and the C H -comodule structures of HH * (B, −), as in the above proposition, will be denoted by µ * (−) and ρ * (−), respectively.
Let us take an injective left C H -comodule V . By §1.8, for a Hopf bimodule M, the cotensor product HH * (B, M) C H V is a left R H ⊗ Z 0 -module. It follows that HH * (B, −) C H V is a homological and effaceable functor from the category of Hopf bimodules to the category of left R H ⊗ Z 0 -modules. Of course, its connecting maps are δ * C H V, where δ * are the connecting homomorphisms of the δ-functor HH * (B, −).
To simplify the notation, we shall denote HH 0 (B, −) C H V by G V . By the foregoing observations G V maps a Hopf bimodule to a left R H ⊗ Z 0 -module. Our aim now is to describe the left derived functors of G V .
Proposition 2.14. Let H be a Hopf algebra such that S 2 H = Id H . If B ⊆ A is a faithfully flat H-Galois extension and V is an injective C H -comodule, then
Proof. By Proposition 1.10 (3) the cotensor product M C H V is a B-bimodule, for every Hopf bimodule M. Hence Hochschild homology of B with coefficients in M C H V makes sense. We set T * := HH * (B, − C H V ) and take a short exact sequence of Hopf bimodules as in (19). Since V is an injective comodule,
By the definition of T * and the long exact sequence in homology we deduce that T * is homological, regarded as a δ-functor to the category of vector spaces. Recall that U := A ⊗ A is a generator in the category of Hopf bimodules. Therefore, to prove that T * is effaceable, it is enough to show that T n (X) = 0, where X is an arbitrary direct sum of copies of U and n > 0. In fact, as Hochschild homology and the cotensor product commute with direct sums, we may assume that X = U. We claim that U C H V is flat as a B-bimodule. By (13), for an arbitrary B-bimodule N,
Hence the functors (−)⊗ B e (U C H V ) and (
Since the antipode of H is bijective, by [SS, Theorems 4.9 and 4.10] , A is faithfully flat as a left and a right B-module. Therefore, A ⊗ B − ⊗ B A is an exact functor. As V is injective, the functor (−) C H V is also exact, so U C H V is flat. Thus
is a homological and effaceable δ-functor. For each Hopf bimodule M, our aim now is to endow T n (M) with a left module structure over R H ⊗ Z 0 . Let us first consider the case n = 0. By Proposition 1.10 (3), there is a canonical left R H -action on T 0 (M) such that
the natural K-linear isomorphism constructed in (17), is a homomorphism of R Hmodules. As M is an object in
Obviously, with respect to this module structure, T 0 (M) becomes a module over R H ⊗ Z 0 and the isomorphism in (23) is a map of R H ⊗ Z 0 -modules. Since T * is a homological and effaceable functor, one can proceed as in the proof of Proposition 2.12 to lift the R H ⊗ Z 0 -action on T 0 (M) to a natural R H ⊗ Z 0 -module structure on T * (M), for every Hopf bimodule M. Again as in the proof of the above mentioned result, we can show that T * : A M H A → R H ⊗Z 0 M is homological and effaceable.
It remains to prove the isomorphisms in (22). Note that the left derived functors of a right exact functor define a homological and effaceable δ-functor. Thus L * G V is a homological and effaceable δ-functor. Clearly, L 0 G V = HH 0 (B, −) C H V . Hence, by the universal property of homological and effaceable δ-functors, this identity may be lifted to give the first isomorphism in (22). The second isomorphism is obtained in a similar manner, by lifting the natural transformation in (23).
2.15. Let B ⊆A be an H-comodule algebra and let M be a Hopf bimodule. Following [Ş2, Theorem 1.3] we regard C * (A, M) as a complex in the category M C H with respect to the coaction that in degree n is given by
Recall that π H denotes the projection of H onto C H and that Z 0 = Z B. It is not difficult to see that C * (A, M) is a complex of left Z 0 -modules with respect to the action that in degree n is defined by
In fact, since Z 0 contains only coinvariant elements, it follows that
is an object in the same category, for every n. In view of §1.8 it follows that HH * (A, M) C H V is a left Z 0 -module, for any injective left C H -comodule V . Therefore
is a well defined functor, as by the foregoing remarks
Proposition 2.16. Let B ⊆ A be a faithfully flat H-Galois extension, where H is a Hopf algebra with bijective antipode. If V is an injective C H -comodule, then there is an isomorphism of δ-functors
Proof. First, let us show that T * := HH * (A, −) C H V is a homological and effaceable δ-functor to the category of left Z 0 -modules. For a short exact sequence as in (19),
is an exact sequence of complexes in Z 0 M C H . Therefore, the corresponding long exact sequence in homology lives in the same category. In particular, its connecting maps δ * are morphisms of Z 0 -modules and C H -comodules, so are Z 0 -linear. Since V is injective, the functor (−) C H V is exact. Thus T * is a homological functor with connecting maps δ * C H V .
By Proposition 2.4, the Hopf bimodule U := A ⊗ A is a generator. We also have
In conclusion T * is effaceable, as Hochschild homology and the cotensor product commute with direct sums. The isomorphisms in (24) are obtained by lifting the identity L 0 H V = T 0 , as in the proof of Proposition 2.14.
2.17
. Since H is a Hopf algebra, the category of right H-comodule is monoidal, with respect to the tensor product of vector spaces, on which we put the diagonal coaction. More precisely, if V and W are right H-comodules then H coacts on V ⊗W via the map
where v ∈ V, w ∈ W. Let us denote the right adjoint coaction of H on itself by H ad . Recall that the map ρ H : H → H ⊗ H that define this coaction is given by
Hence A ⊗ H ad is a right H-comodule. Consequently, it is a C H -comodule via
2.18. For a Hopf algebra H let
If X is an R H ⊗Z 0 -module, then R + H X is a Z 0 -submodule of X, as the corresponding actions of R H and Z 0 on X commute. For the same reason, K⊗ R H X is a Z 0 -module. Obviously, with respect to these module structures, the canonical isomorphism
in G V (M) and z in Z 0 we have
In view of this observation, we shall regard K⊗ R H G V as a functor from the category of Hopf bimodules to the category of left Z 0 -modules.
Lemma 2.19. Let R and C denote an algebra and, respectively, a coalgebra over a field 
We want to prove that ρ * (−) defines a coaction on Tor R * (−, M). We have already remarked that this property holds in degree zero, so
We need a similar identity for ρ n (−). Note that Tor R * (−, M) ⊗ C ⊗ C is also a homological and effaceable δ-functor. Clearly, ρ * (−) ⊗ C • ρ * (−) and (− ⊗ ∆ C ) • ρ * (−) lift the natural transformations in the left and respectively right hand sides of (27). Hence, by the uniqueness of the lifting, these morphisms of δ-functors are equal (see the universal property in §1.9).
Remark 2.20. In view of the previous lemma, ρ * (−) is a homomorphism of δ-functors. Hence, for an exact sequence of right R-modules as in (14) and an object M in R M C , the connecting maps
are morphisms of C-comodules.
Lemma 2.21. Let B ⊆ A be a faithfully flat H-Galois extension over a Hopf algebra such that S 2 H = Id H . Let V be an injective C H -comodule and set U := A ⊗ A. (1) Let G V and H V be the functors defined respectively in §2.13 and §2.15. For every Hopf bimodule M and ζ as in (26), the formula
(2) The algebra R H acts on A ⊗ H via the multiplication in H so that A ⊗ H is an object in R H M C H with respect to the coaction (25). 
Let ζ be an element in M B C H V satisfying relation (26). Since [am] A = [ma]
A , for every r ∈ R H , a straightforward computation yields
Thus there exists a natural map φ(M) :
which is uniquely defined such that
(2) We regard A ⊗ H as a left R H -module via the multiplication in H. Let us prove that ρ A⊗H is a morphism of R H -modules. We pick up a ∈ A, h ∈ H and r ∈ R H . Thus
Note that the third equality follows by (12), while in the fourth one we used (16).
(3) This part is a direct applcation of Lemma 2.19. (4) Let λ := β • η, where β is the canonical map in the definition of Hopf-Galois extensions and η is the following K-linear isomorphism
By the definition of β and η we can easily show that
We claim that λ is an isomorphism in R H M C H . Obviously, λ is bijective as β and η are so. If r ∈ R H and a, x ∈ A then
where for the last equality we used (10). Thus λ is a morphism of R H -modules. Let ρ denote the coaction of C H on (A ⊗ A) B . Hence, by the definition of ρ and the fact that π H is a trace map, we get
On the other, by (25), it follows
Summarizing, the computation above shows us that λ is a morphism of C H -comodules too. Furthermore, for a right R H -module N, we get
where the first isomorphism is defined by N ⊗ R H (λ C H V ) and the second one comes from the commutation of the tensor product and the cotensor product. We have obtained a natural isomorphism
Let us prove that φ(U) is an isomorphism. Since H/R
where z ∈ G V (U) is given by the same formula as above. Furthermore, the multiplication in A induces an isomorphism of C H -comodules
It is easy to see that φ(U) = (µ C H V ) • γ, so φ(U) is an isomorphism. Let P * be a resolution of K in M R H . The natural transformation ν yields isomorphisms
Since A ⊗ (−) and (−) C H V are exact functors it follows 
In view of Lemma 2.21 one can apply Proposition 2.3 to the following categories:
The functors F, G V and H are given by
and the natural transformation φ :
To compute the left derived functors of G V and H V we use Propositions 2.14 and 2.16. Since any projective R H ⊗ Z 0 -module is also projective as an R H -module, it follows that L n F ∼ = Tor R H n (K, −). As a first application of the previous theorem let us take the Hopf algebra H to be cocommutative. In this case R H = H, so the assumptions on H are trivially satisfied. We obtain the spectral sequence from the following corollary. Note that a related result can be found in [Ş2, Theorem 3.1] , where the extension B ⊆ A is not necessarily faithfully flat, but V is just a subcoalgebra of C H which is injective in C H M.
Corollary 2.23. Let B ⊆ A be a faithfully flat H-Galois extension, with H a cocommutative Hopf algebra. If V is an injective right C H -comodule and M is a Hopf bimodule, then there exists a spectral sequence in the category Let now consider the case when the Hopf algebra H is the group algebra KG of an arbitrary group G. By [Mo, Theorem 8.1.7] , an extension B ⊆ A is KG-Galois if and only if A is G-strongly graded and B is its homogeneous component of degree one, i.e. A is a direct sum of linear subspaces A = g∈G A g such that A 1 = B and
for any g, h in G. A strongly graded algebra B ⊆ A is always faithfully flat. Indeed, an H-Galois extension is faithfully flat if and only if A is injective as an H-comodule. In our particular case, this condition is automatically fulfilled as KG is cosemisimple, so any comodule is injective. Thus we may take V := C KG in the preceding corollary. We obtain the spectral sequence in [Lo1, Theorem 2.5 (a)].
Furthermore, a KG-comodule is a vector space M together with a decomposition as a direct sum of subspaces M = g∈G M g . Thus an A-bimodule M is a Hopf bimodule if and only if the decomposition corresponding to the comodule structure satisfies, for any g and h in G, the following relations
Thus to give a Hopf bimodule is equivalent to give a G-graded A-bimodule.
The coalgebra C KG is cosemisimple and pointed, cf. [Ş2, Exemple 1.2 (a)]. Recall that on C KG there is a canonical basis {e σ | σ ∈ T (G)}, where T (G) is the set of conjugacy classes in G and each e σ is a group-like element. A left (or right) C KG comodule structure ρ V : V −→ V ⊗KG on a given vector space V is uniquely defined by a decomposition of V as a direct sum
Note that the subspace V σ is given by
We shall say that V σ is the homogeneous component of V of degree σ.
We now fix a conjugacy class σ in G and we put V := Ke σ . Since e σ is a grouplike element, V is a left C KG -subcomodule of C KG and V σ = V . Let M be a G-graded bimodule and M σ := g∈σ M g . Thus
Therefore, if G V and H V are the functors in the proof of Theorem 2.22, then
Let us notice that M A is a right C KG -comodule, so it makes sense to speak about (M A ) σ . More generally, the coaction of C KG on the Hochschild homology of A with coefficients in M induces a decomposition of HH * (A, M) as a direct sum of its homogeneous components HH * (A, M) σ , for σ arbitrary in T (G).
As an application of Theorem 2.22 we now get the following result, that was also proved in [Lo1, Theorem 2.5 (b) ] by a different method.
Corollary 2.25. If B ⊆ A is a strongly G-graded algebra then, for any graded A-bimodule M and σ ∈ T (G), there is a natural spectral sequence in
Proof. Group homology H * (G, X) and Tor KG * (K, X) are equal for any KG-module X, cf. [We, Theorem 3.6 .2].
Remark 2.26. We keep the notation from the previous corollary. Let us pick up an element g in σ and denote the centralizer of g in G by C G (g). One can show that
Thus, by Shapiro's Lemma, the terms in the second page of the spectral sequence (28) are isomorphic to
For details the reader is referred to [Lo1, p. 504 ]. Now we are going to investigate the case when H is commutative, but not necessarily cocommutative. Thus C H = H. Our first aim is to show that we can drop the assumptions on R H in Theorem 2.22. For, we need the following.
Lemma 2.27. Let G be a finite group. If H := (KG) * then R + H H = H + and R H is semisimple.
Proof. Let {p x | x ∈ G} be the dual basis of the canonical basis on KG. By definition, the coalgebra structure on H is given by
Thus, an element z = x∈G a x p x belongs to R H if and only if
where p σ := x∈σ p x . In conclusion, R H is the K-linear subspace generated by all p σ , with σ ∈ T (G). On the other hand, p x p y = δ x,y p x , for arbitrary x, y ∈ G. Thus, if x ∈ G and x = 1, then
where σ denotes the conjugacy class of x. Hence the relation R + H H = H + is proven. To conclude the proof we remark that
In fact, the above relations shows us that R H ≃ K #T (G) .
Proposition 2.28. Let H be a finite-dimensional commutative Hopf algebra over a field K of characteristic zero. Then R
Proof. Since S 2 H = Id H and charK = 0, by Larson-Radford Theorem [DNR, Theorem 7.4 .6], it follows that H is semisimple and cosemisimple. Let K be an algebraic closure of K and let H := K ⊗ K H. Clearly, H is a finite-dimensional commutative Hopf algebra over K. Hence H is semisimple and cosemisimple too. The dual Hopf algebra H * has the same properties and it is cocommutative. Recall that a cocommutative Hopf algebra over an algebraically closed field is pointed, i.e. its simple subcoalgebras are one-dimensional. On the other hand, we have already seen that H * is cosemisimple. Thus it is spanned by group-like elements. In conclusion, there is a finite group G such that H = (KG) * . By the previous lemma, R
R H is semisimple. We claim that K ⊗ K R H = R H . Indeed, let {α i | i ∈ I} be a basis of K as a K-vector space and z = i∈I α i ⊗ h i ∈ H. By the definition of the comultiplication of H, z belongs to R H if and only if
(1) . Since the elements α i are linearly independent over K it results that z ∈ R H if and only if each h i is an element in R H . Consequently, the claimed equality is proven. Since
To prove that R H is semisimple, we first notice that the Jacobson radical of a finite-dimensional and commutative K-algebra is equal to its nilpotent radical. We have already proved that H is semisimple, so H does not contain nilpotent elements. As R H is a subalgebra of H, it follows that there are no nilpotent elements in R H . Taking into account that dim K R H < ∞ it follows that the Jacobson radical of R H is zero. Thus R H is semisimple.
Theorem 2.29. Let H be a finite-dimensional commutative Hopf algebra over a field of characteristic zero. If B ⊆ A is an H-Galois extension, M is a Hopf bimodule and V is a left H-comodule, then
as Z 0 -modules.
Proof. We know that R + H H = H + and R H is semisimple. Thus any R H -module is projective, so Tor
Since H is cosemisimple, V and A are injective H-comodules. By [SS, Theorem 4 .10] it follows that B ⊆ A is a faithfully flat H-Galois extension. Again by the fact that R H is semisimple, for p > 0, we get
Thus the spectral sequence in Theorem 2.22 collapses, its edge maps giving the isomorphism in (29). Obviously these maps are morphisms of Z 0 -modules, as the spectral sequence lives in Z 0 M, by construction.
2.30. Recall that if G is a finite group of algebra automorphisms of A and B = A G then A is a (KG) * -comodule algebra and B := A co(KG) * . Note that the corresponding coaction ρ : A −→ A ⊗ (KG) * satisfies the relation
where {p x | x ∈ G} is the dual basis of {x | x ∈ G} ⊆ KG. It is not difficult to see that B ⊆ A is (KG) * -Galois if and only if there are elements a
* -Galois extensions generalize Galois extensions of commutative rings. For the definition of Galois extension of commutative rings, the reader is referred to [DeMI, Chapter III] . More particularly, a finite field extension is (KG) * -Galois if and only if it is separable and normal. In this case, the Galois group of the extension is G, cf. [DNR, Example 6.4.3 (1) ]. For this reason, in this paper, (KG) * -Galois extensions will be called (classical) G-Galois extensions.
Note that an object in
We shall say that such an M is a (G, A)-bimodule. If X is a right (KG) * -comodule then X co(KG) * = X G , where the G-invariants are taken with respect to the canonical left G-action on X that corresponds through the equivalence of categories M (KG) * ∼ = KG M.
Corollary 2.31. Let B ⊆ A be a G-Galois extension over a field of characteristic zero. If M is a (G, A)-bimodule, then
as Z 0 -modules, where {p x | x ∈ G} is the dual basis of the canonical basis on KG.
Proof. By the proof of Lemma 2.27 it follows that R (KG) * ∼ = K #T (G) , as
is a basis on (KG) * and a complete set of orthogonal idempotents. Therefore, for a (KG)
Note that for the last isomorphism we used that R + (KG) * is spanned by S \ {p 1 }. Theorem 2.29, applied for H := (KG) * and V := K, yields
We conclude the proof in view of the foregoing remarks and of the fact that V is a trivial left comodule, so
Centrally Hopf-Galois extensions
Throughout this section we fix a Hopf algebra H. The right ideal I H := [H, H]H, generated by all commutators in H, is a two-sided ideal in H. Thus the quotient algebra H ′ := H/I H is an abelian Hopf algebra. In the case when H ′ is a finitedimensional Hopf algebra and B ⊆ A is an H-comodule algebra we shall prove that Z, the center of A, is an H ′ -subcomodule. For a given Hopf bimodule M, our main purpose is to show that HH * (A, M) coH ′ and HH * (B, M coH ′ ) are isomorphic, provided that Z coH ′ ⊆ Z is an H ′ -Galois extension. A similar result will be proved for cyclic homology.
Proposition 3.1. Let B ⊆ A be a comodule algebra over a Hopf algebra H such that dim H ′ < ∞.
(1) The center of A is an H ′ -subcomodule of A. (2) Let Q be a quotient Hopf algebra of H such that Z, the center of A, is a Qsubcomodule of A. If Z coQ ⊆ Z is a Q-Galois extension, then Q is a quotient Hopf algebra of H ′ . In particular, Q is commutative. (3) Keeping the notation and assumptions from the preceding part, A coQ ⊆ A is a faithfully flat Q-Galois extension. 
Since A is an H ′ -comodule algebra, for α ∈ (H ′ ) * and a ′ , a ′′ ∈ A, we get
To prove that Z is an H ′ -subcomodule we must check that Z is an (
where for the second equality we used (31). Since (H ′ ) * is cocommutative
By the foregoing computation, we conclude that α · a ∈ Z.
(2) Assume now that Z coQ ⊆ Z is Q-Galois. Thus
is bijective. Since Z is commutative Z ⊗ Z coQ Z is a commutative K-algebra and β Z is a morphism of algebras, so Z ⊗ Q is commutative too. Thus Q is commutative, being isomorphic to a subalgebra of Z ⊗ Q. Let π denote the canonical projection of H onto Q. Since Q is commutative, π vanishes on I H . Thus π factorizes through a surjective homomorphism of Hopf algebras π ′ : H ′ −→ Q. 
Obviously, β
A is a morphism of left A-modules. Thus β ′ A is surjective too. Since Q is commutative and finitedimensional over a field of characteristic zero we deduce that Q is cosemisimple, see the proof of Proposition 2.28. Thus A is injective as a Q-comodule. Hence B ′ ⊆ A is Q-Galois and A is faithfully flat as a left and right B ′ -module, cf. [SS, Theorem 4.10] .
Remark 3.2. We have seen that, for an arbitrary H-comodule algebra, Z is an H ′ -subcomodule algebra. In general, Z is not an H-subcomodule of A. Indeed, for a finite group G, let us take A = H = KG. We regard A as an H-comodule algebra with respect to the comultiplication in H. The center Z of A is the K-linear subspace spanned by e σ = g∈σ g, with σ arbitrary in T (G). Clearly, Z is not an H-subcomodule of A. 
It is easy to see that λ h * (M) is a morphism of complexes, as a 
, where I is a certain set. On the other hand, A is projective as a left and right B ′ -module, so U is projective as a B ′ -bimodule. Hence
On the other hand, by construction, µ h * is a morphism of δ-functors. Thus
Since the long exact sequence in homology is natural and λ h * is a natural morphism of complexes
Using relations (33) and (34), the induction hypothesis and the fact that δ n+1 is injective one gets µ
Theorem 3.11. Let B ⊆ A be a centrally Galois extension over a Hopf algebra H. Let M be a Hopf bimodule which is symmetric as a Z-bimodule. If charK = 0, then there are isomorphisms of Z-modules and H ′ -comodules
Proof. Since Z ′ ⊆ Z is a faithfully flat H ′ -Galois extension the categories Z M H ′ and Z ′ M are equivalent, cf. [SS, Theorems 4.9 and 4.10] . More precisely,
is an equivalence of categories, whose inverse is the functor X → X coH ′ . Thus,
We conclude the proof in view of Corollary 3.7.
3.12. Our aim now is to prove that HC n (A) coH ′ ∼ = HC n (B ′ ), for a centrally H-Galois extension B ⊆ A. For an arbitrary algebra A over a field K let
By [We, Corollary 9.6 .9], the differentialsb * of the Hochschild complex C * (A, A) induce maps b
If the characteristic of K is zero then the homology of the chain complex (C λ * (A), b λ * ) is HC * (A), the cyclic homology of A. For details see [We, Lemma 9.6 .10].
We now fix an H-Galois extension B ⊆ A. It is not hard to see that t n is a morphism of right C H -comodules, where C H coacts on C n (A, A) as in (2.15). Since H ′ is a quotient coalgebra of C H , it follows that C n (A, A) has a canonical structure of H ′ -comodule and t n is a morphism of H ′ -comodules. Thus, C λ * (A) is a complex of right H ′ -comodules and H ′ coacts on cyclic homology groups of A. We can now prove the following.
Theorem 3.13. Let B ⊆ A be a centrally Galois extension over a Hopf algebra H.
Proof. We shall prove the theorem by induction on n. The case n = 0 is obvious, in view of Corollary 3.7 and of the fact that cyclic homology and Hochschild homology are equal in degree zero. For each right H ′ -comodule X the natural transformation
is an isomorphism. Since H ′ is cosemisimple, K is an injective comodule. Thus the functor that maps a right H ′ -comodule X to X H ′ K is exact. Consequently, by applying the functor (−) coH ′ to Connes' SBI sequence [We, Proposition 9.6 .11] we get the exact sequence on the top of the diagram below, where HC * (A) := HC * (A) coH ′ and a similar notation is used for Hochschild homology of A.
Note that the first and the fourth vertical arrows are isomorphisms by induction hypothesis, while the second and the fifth isomorphisms are obtained by taking M = A in Corollary 3.7. Thus the vertical map in the middle is also an isomorphism by 5-Lemma [We, p.13 ].
We conclude this paper showing that, under some extra assumptions, Ore extensions provide non-trivial examples of centrally Hopf-Galois extensions. To define an Ore extension of a K-algebra A, we need an algebra automorphism σ : A → A and a σ-derivation δ : A → A. Recall that δ is a σ-derivation if, for a and b in A,
For σ and δ as above one defines a new algebra A[X, σ, δ], the Ore extension of A. As a left A-module A[X, σ, δ] is free with basis {1, X, X 2 , . . . } and its multiplication is the unique left A-linear morphism such that X n X m = X n+m and
For simplicity, we shall denote the Ore extension A[X, σ, δ] by T . We now assume, in addition, that A is an H-comodule algebra and that σ and δ are morphism of comodules. Set B := A coH . Since σ and δ are morphisms of H-comodules they map B into B. We still denote the restrictions of these maps to B by σ and δ. Clearly, δ can be regarded as a σ-derivation of B, so we can construct the Ore extension S := B[X, σ, δ].
Lemma 3.14. The comodule structure map ρ A : A −→ A ⊗ H can be extended in a unique way to an H-coaction ρ T on T such that, for a ∈ A and n ∈ N,
With respect to this coaction the subalgebra of coinvariant elements in T is S.
Proof. For n ∈ N and 0 ≤ k ≤ n let f (n) k be the non-commutative polynomial in σ and δ with coefficients in the prime subfield of K such that
Let us put f
Thus, by multiplying to the left both sides of (39) by X and using (37), for 0 ≤ k ≤ n + 1, we get
k , For a 0 , . . . , a n in A we now define
1 . Clearly, ρ T defines a coaction of H on T and verifies the identity (38). We have to prove that ρ T is a morphism of algebras, i.e. ρ T (f g) = ρ T (f )ρ T (g) for any f, g ∈ T .
In fact, it is enough to prove this equality for f = X n and g = a, with a ∈ A and n ∈ N * . Since f (n) k are non-commutative polynomials in σ and δ and these maps are morphism of H-modules, it follows that f (n) k are also H-colinear. Hence
On the other hand,
Obviously ρ T is unital. Thus T is an H-comodule algebra. It remains to prove that T coH = S. For this, we fix a basis {h j | j ∈ J} on H. We may assume that there is j 0 ∈ J such that h j 0 = 1. Let us take f = i (a) = aa i , for i = 0, . . . , n and a ∈ A, (40) σ(a i ) + δ(a i+1 ) = a i , for i = −1, 0, . . . , n + 1.
Proof. As an algebra, T is generated by A and X. Hence f is central if and only if Xf = f X and af = f a, for all a ∈ A. We get
We deduce that f a = af and (40) are equivalent. On the other hand, f X = Xf is equivalent to
In conclusion, f X = Xf and (41) are equivalent. Proof.
(1) By Proposition 3.1 (2), Z is an H-subcomodule of A as H is finitedimensional and commutative. Since σ, δ are morphisms of H-comodules it follows that A σ = ker(σ − Id A ) and A δ = kerδ are H-subcomodules of A. We deduce that A σ ∩ A δ ∩ Z is an H-comodule algebra. Its subalgebra of coinvariant elements is
(2) Again by Proposition 3.1 (2), the center Z(T ) of T is an H-subcomodule of T . Since H is commutative and finite-dimensional over a field of characteristic zero, we deduce that H is cosemisimple. Hence Z(T ) is injective as an H-comodule. In view of [SS, Theorem 4.10] , to prove that Z(T ) ∩ S ⊆ Z(T ) is H-Galois and faithfully flat, we have to show that the canonical map β Z(T ) : Z(T ) ⊗ Z(T )∩S Z(T ) −→ Z(T ) ⊗ H is surjective. Proceeding as in the proof of Proposition 3.1 (3) it is enough to show that 1 ⊗ h is in the image of β Z(T ) , for every h ∈ H. Let Z ′ := A σ ∩ A δ ∩ Z. By assumption, the canonical map 
By the previous corollary, Z
′ is an H-submodule of Z(T ). Therefore,
Hence the theorem is completely proved.
A more concrete example can be obtained as follows. Let K ⊆ K ⊆ A be field extensions, such that K ⊆ A is finite, separable and normal of Galois group G. We assume that G = NH, where H and N are subgroups in G such that N H = {1} and N is generated by a central element σ in G. We set B := A H . We wish to prove that this setting fulfils the conditions in the preceding theorem, to get the following. Proof. In order to apply Theorem 3.17 we have to check that σ is a morphism of (KH) * -comodules and that B σ ⊆ A σ is a (KH) * -Galois extension. The former condition is equivalent to the fact that σ is a morphism of KH-modules, which in our case means that σh = hσ, for any h in H. Trivially this equality is satisfied as, by assumption, σ is central in G. Furthermore,
A similar computation yields us (A σ ) H = A N H = B σ . On the other hand, since N H = {1} , one can embed H into the group of field automorphisms of A σ , via the restriction map u → u| A σ . By Artin's Lemma, B σ ⊆ A σ is separable and normal of Galois group H. We have noticed in §2.30 that a finite field extension is (KH) * -Galois if and only if it is separable and normal of Galois group H. In conclusion, the second requirement is also satisfied.
