Abstract-Stability studies are a crucial part of the design of power electronic systems, especially for safety critical applications. Standard methods can guarantee stability under nominal conditions but do not take into account the multiple uncertainties that are inherent in the physical system or in the system model. These uncertainties, if unaccounted for, may lead to highly optimistic or even erroneous stability margins. The structured singular value-based µ method justifiably takes into account all possible uncertainties in the system. However, the application of the µ method to power electronic systems with multiple uncertainties is not widely discussed in the literature. This paper presents practical approaches to applying the µ method in the robust stability analysis of such uncertain systems. Further, it reveals the significant impact of various types of parametric uncertainties on the reliability of stability assessments of power electronic systems. This is achieved by examining the robust stability margin of the dc/dc buck converter system, when it is subject to variations in system load, line resistance, operating temperature, and uncertainties in the system model. The µ predictions are supported by time-domain simulation and experimental results.
technology transition. Yet, the susceptibility of PE systems to instability remains an important issue that needs attention [3] [4] [5] [6] . Finding an answer to this problem is crucial, particularly for safety critical applications. System stability may be assessed at both the small and large signal level. Lyapunov theory of stability is generally employed to estimate large signal stability regions of the system [7] . This paper focuses on small-signal stability analysis, which is one of the important concerns in the reliable operation of the system [4] , [5] , [8] .
While PE technology is fast evolving, the methods that are widely employed to assess the small-signal system stability are mostly based on classical techniques. These include the eigenvalue approach and impedance methods based on Nyquist stability criterion [9] , [10] . Since classical methods work on the nominal model of the physical system, the outcome of the stability assessment is heavily dependent on the quality of the system model [3] , [11] . The model may be refined to great detail by matching its response to that of the physical system. Yet, in practice, excessive model refinement is unlikely to be viable or practical. Further, the exact values of system components may not be known accurately. For instance, system parasitics, often hard to quantify, can have a significant influence on the quality of the model. The power supply and external filters, to be connected on site, may be unknown at the design stage. This may significantly alter the impedance of the power stage. Hence, the nominal system is bound to contain model uncertainties. From another perspective, even though a nominal model is deemed to be accurate, it may not truly represent the actual system, which is generally subject to various operating conditions uncertainties. Electrical power systems may be exposed to large variations in their loads. In aerospace applications, PE systems may be exposed to temperatures typically ranging from −40 to 125
• C [12] . In practice, PE systems may be subject to the aforementioned types of uncertainties that are normally not accounted for by classical techniques. In order to keep pace with evolving technology in PEs, there is a need to adopt new analysis techniques that duly incorporate uncertainties inherently present in the system. The structured singular value (SSV) based μ method is a robust stability analysis tool that justifiably takes into account all possible system perturbations. This paper focuses on parametric uncertainties [13] , [14] . Recent works [15] and [16] demonstrate the effect of parametric uncertainties on the stability of PE-based systems.
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stability analysis. For instance, Sudhoff and Wasynczuk [17] have incorporated uncertainties in the application of the classical impedance-based energy source analysis consortium method. However, the process involves extensive parameter iteration and system linearization. In addition, the eigenvalue method is applied in combination with probabilistic stability method, such as the Monte Carlo simulation [18] , [19] . However, when such classical methods are applied to multi-input multi-output (MIMO) systems, there is no guarantee that all possible combinations of uncertainties acting on the system can be evaluated to identify the most critical scenario with respect to stability [18] , [20] , [21] . The results may not always be reliable. Conversely, the μ method is a robust, reliable, and deterministic approach that can be employed to incorporate uncertainties in stability analysis of MIMO systems [14] , [22] [23] [24] . Further, it does not involve a laborious iterative process. In contrast with classical techniques based on Nyquist stability criterion, the μ method provides a direct and explicit measure of the robust stability margin as a percentage of the maximum change that is allowed in an uncertain parameter for the system to remain stable. Despite the aforementioned advantages, a major drawback of the μ method is that μ cannot be computed as an exact value particularly for large size problems, since the computational burden increases exponentially with the size of the problem. A lower bound and an upper bound are calculated instead of its exact value. It has been reported in the literature that the method can be computationally expensive for the analysis of complex systems with a large number of uncertainties [25] , [26] . However, a number of algorithms has been developed to reduce the gap between the μ bounds while maintaining reasonable computational time [25] , [27] [28] [29] . Tools to optimize state-space system models and model reduction methods may be employed to decrease the computational burden [30] . Although the strength of the μ tool lies in the fact that it can be applied to system models with multiple uncertainties, the benefits of this powerful feature have been utilized or examined in a limited number of studies [21] , [31] . This may be due to a few limitations that tend to make the approach hard to apply. First is the complexity of the underlying μ theory. Although a great amount of the literature is devoted to the theoretical framework, certain key aspects of the μ method are not examined from an engineering viewpoint, particularly when treating multiple uncertainties [13] , [32] . Further, the methodology required to practically apply the μ tool to PE systems subject to single and multiple uncertainties is not widely discussed in the literature. In addition, the μ method is generally applied to linear systems while most systems analyzed have nonlinear behavior. A few works in the literature have successfully applied the μ method to analyze stability of conventional power systems [33] [34] [35] [36] [37] [38] . However, the methodology applied through associated software is not discussed and multiple uncertainties are not considered. Certain works such as [25] and [39] have treated the practical aspects of the μ approach in good depth. While the results are clearly examined, the method employed are not presented in a manner that is comprehensive enough to reapply them to other systems. Other works related to the μ approach deal with μ sensitivity or the design of a robust controller as opposed to the robust stability of PE systems [18] , [40] [41] [42] [43] .
In order to make the μ approach more application-friendly and to fully realize the benefits of the method, this paper addresses the aforementioned limitations of the μ tool. First, it presents practical approaches to apply the μ tool to a PE system subject to single and multiple uncertainties. In [44] , the methodology to apply the μ tool to determine the robust stability margin of a dc/dc buck converter subject to uncertainty in load and operating temperature is presented. This paper extends the practical application of the μ tool to assess the robust stability of the aforementioned dc/dc buck converter system when it is subject to multiple uncertainties in the nominal system model. It shows how model uncertainties, which may be known to different level of accuracy, can be incorporated in robust stability analysis of the system, without compromising the reliability of the results. For the purpose of demonstrating how the μ tool supports a possible tradeoff between accuracy and simplicity in the system model, this paper evaluates the robust stability of the experimentally refined model of the system under study against that of its approximate system model. As discussed earlier, this is particularly relevant to the design engineer who, in practice, may not have sufficient information of the exact values of all system components. Second, this paper applies the modeling methodology, developed and presented in [45] and [46] , to convert the nonlinear model of the dc/dc buck converter under study into an equivalent linear model that is suited for μ analysis. The modeling method is based on the symbolic linearization about an arbitrary operating point, and also caters for dependences of operating points on parameter variations. In contrast, the work in [21] does not take into account dependences of operating points on uncertainties in system parameters. In addition, this paper demonstrates the significance of the robust stability measure μ for a practical PE system subject to multiple parametric uncertainties. In [47] , Sumsurooah et al. demonstrate the usefulness of μ by presenting the concept of the hypercube. It has been demonstrated that a system subject to N parametric uncertainties is guaranteed robustly stable within a hypercube of dimension N and of coordinate size 1/μ, centered about a nominal point [25] , [47] . This paper applies the hypercube concept to demonstrate the significance of the μ results for the practical dc/dc buck converter system under investigation when it is subject to both single and multiple parametric uncertainties. The paper also gauges the impact of uncertainties on the reliability of stability assessments, and consequently call for the adoption of robust tools in the stability analysis of PE systems for MET applications. Experimental validation of the μ results is provided for the buck converter system under a single parametric uncertainty and then when it is exposed to an additional parametric uncertainty. Time-domain simulations are used to evaluate the μ predictions for the analyzed system when it is subject to multiple parametric uncertainties.
II. THEORETICAL FRAMEWORK
A great advantage of the μ approach is that it works with the uncertain system model as opposed to the nominal model [14] , [22] [23] [24] . An uncertain system model considers not only nominal values of the system parameters but also the possible range of parameter changes. In order to analyze stability of uncertain systems, the principle of structured singular value (μ) can be used. Prior to applying μ analysis, the system must be expressed in the linear fractional transformation (LFT) form [13] , [23] . The aim is to verify that a system remains stable for all conditions that may arise within the defined uncertainty set, in which case it is said that the system is robustly stable.
LFT is a modeling technique that is employed to "pull out" the indeterminate part from the known part of a system model and place it in the feedback form. If a general uncertain parameter P is considered to be bounded in the region [P min , P max ], it may be represented in its normalized form δ P bounded within [−1, 1]. The parameter P can be modeled as an LFT in δ P in the expression (1) and in the matrix form in Fig. 1(a) [14] , [48] , where the input and output signals of the parameter are denoted as u sp and y sp , respectively, while u Δ p and y Δ p denote the output and input of δ P [14] , [39] .
where P o = (P min + P max )/2
and P var = (P max − P min ) 2
The model of an entire system with parametric uncertainties can also be represented in the LFT form as shown in Fig. 1(b) and in the general LFT equation in (2) [23] , [49] . The diagonal uncertainty matrix Δ as shown in Fig. 1(b) contains the set of uncertainties in their normalized form, which have been extracted from the uncertain system model.
Referring to the general LFT expression (2), it can be seen that the only source that can cause the system N Δ to become unstable is the feedback term (I − M Δ) −1 where M = N 11 [23] . The stability of the whole system, therefore, rests on the stability of the subsystem (I − M Δ) −1 . The robust stability condition for structured uncertainties is given by the structured singular value, as defined in
The structured singular value, commonly denoted as μ, identifies the smallest perturbation matrix (Δ) that destabilizes the system. Thus, the SSV theory gives necessary and sufficient conditions for stability robustness [13] . For the identified smallest perturbation matrix (Δ), the system poles are at the imaginary axis [14] , [22] . If μ is less than 1, the system is guaranteed to be stable for the entire uncertainty set. Further, as mentioned earlier in this paper, for a system subject to N parametric uncertainties, μ provides the largest hypercube of dimension N , centered about the nominal point and of coordinate size 1/μ, within which the system can be guaranteed robustly stable. 1/μ is a measure of the robust stability margin of the system [25] , [45] .
Since, it is generally hard to compute the exact value of μ, a lower and an upper bound to μ are calculated. The concept of the μ bounds is illustrated in Fig. 2 . A lower bound μ (which is also the upper bound of the robust stability margin) provides a sufficient condition of the instability of the system for the model perturbation Δ = 1/μ [25] . On the other hand, the upper bound μ (which is also the lower bound of the robust stability margin) provides a sufficient condition that guarantees stability of the system for all perturbations that are smaller than 1/μ [25] .
Although μ is not guaranteed to be equal to μ, it is always computed at the boundary of stability [28] . Further, μ yields the worse case perturbation model for a system [28] . On the other hand, the upper boundμ is generally higher than μ and tends to be conservative. The worse ratio of μ/μ has been reported to be equal to 0.85 while in most cases the ratio is close to unity [14] . The lower bound μ is, therefore, generally close to μ [29] . For the aforementioned reasons, the lower bound μ is used as a good estimate of μ in this paper.
III. SYSTEM MODELING FOR μ ANALYSIS
The electrical network of the MET will consist of a large number of PE converters. A typical subdistribution system in the MET architecture can be represented by a source feeding power through a distribution line and an input filter to a PE interfaced load. The buck converter system, as shown in Fig. 3 , has been chosen as a representation of the aforementioned subdistribution system. The general modeling method, proposed in [45] and [46] , is used in this paper to convert the nonlinear buck converter system model into an equivalent linear model, which is valid for μ analysis over a range of operating points and parameter variations. The method is based on symbolic linearization around an arbitrary equilibrium point. All elements in the system model are explicitly expressed in terms of definable system parameters and input only, and for instance not in terms of indeterminate equilibrium states. The method, not being the focus in this paper, is not emphasized in this paper. The reader is referred to [45] and [46] for more details. Further, in this paper, a modular modeling approach is used in that the small-signal ac models of the power stage and the controller are built separately and then combined to yield the complete linear time invariant model of the closed-loop converter, as is presented in the rest of this section [40] , [50] [51] [52] .
A. Experimental Buck Converter
The experimental closed-loop buck converter, which is used in this paper, is depicted in the circuit model in Fig. 3 . The power stage is made up of an inductor-capacitor (LC) input filter and the open-loop buck converter [50] . The U3825 PWM controller consists of a Type III analog compensator and a modulator [53] . The sawtooth generator of the modulator generates a sawtooth waveform of peak voltage (V pp ) measured as 3.52 V. The modulation gain f m is given by 1/V pp and is equal to 0.284 [54] . The switching frequency has been measured as 51.2 kHz. The smallsignal ac model of the closed-loop controlled buck converter, which is illustrated in Fig. 3 , is developed in the subsequent sections. The system parameters are defined as "initial" parameters in Table I .
B. Power Stage Model
The buck converter has two operating modes over one switching period. Equations (4) and (5) describe the dynamics of the power stage when the switch is ON and OFF, respectively. The parameters in (4) and (5) are shown in Fig. 3 and described in Table I .
On-state period : 
where
The averaging modeling method is applied. Equations (4) and (5) are first represented as the state equations (6) and (7), respectively, with state vectors x(t):
Then, averaging (6) and (7) over a switching period produces the system model as given by (8) . This is based on the duty cycle d(t) during the on-state period and d (t) = 1 − d(t) during the off-state period.
The averaged model (8) is nonlinear as it involves the multiplication of time varying quantities. In order to obtain the linear small-signal ac model of the system, the averaged model must be linearized about a dc steady-state operating point. To that end, the variables in (8) are first expanded in terms of their dc and ac components. The averaged state vector x(t), input vector u(t), output vector y(t), and duty cycle d(t) are expressed in terms of their dc steady-state values X, U , Y , and D with superimposed small ac variationsx(t),û(t),ŷ(t), andd(t), respectively, as shown in (9) . It can be shown thatd(t) = −d (t).
After substituting (9) in (8) and collecting common terms, the averaged state-space model can be written as (10) and (11).
The averaged model in steady-state corresponds to the dc terms in (10) and (11) and is given as (12) .
The equilibrium state can be computed as
T based on (12) . Symbolic linearization of the averaged model about the quiescent dc point, given by (12) , involves neglecting the secondorder nonlinear terms in (10) and (11) as they are very small in magnitude when compared to the linear terms. The resulting linearized small-signal ac model, in symbolic form, is obtained as (14) and (15) in its full form.
The transfer functions of the compensator and modulator, shown in Fig. 3 , can be written as (16) and (17), respectively.
Based on the above transfer functions, the state equations of the small-signal ac model of the controller can be obtained as (18) and (19) , respectively, with state vectorx(t): [x 5 (t), 
D. Closed-Loop Controlled Converter Model
At this point, the power stage and controller models, derived in the earlier sections, can be combined to yield the smallsignal ac model of the closed-loop controlled buck converter. The process involves replacingv o (t) in (18) with expression (15), andd(t) in (14) with expression (19) . The resulting statespace model has state vectorx(
, and is shown in (21) , in the form (
All elements in the system model (21) shown at the bottom of this page, must be expressed as functions of definable system parameters and inputs only. Hence, the duty cycle D in (21) is expressed in terms of determinate elements by solving the quadratic equation (20) , which is based on the equivalent steadystate model of the buck converter in Fig. 4 . This modeling step serves to cater for system nonlinearities in the system model (21) . Further, all elements in the developed model must be in their rational forms in order to allow conversion of the system model to its corresponding LFT configuration. The duty cycle D in (14) , which is obtained as a solution to (20) , is irrational and is, therefore, approximated by a polynomial expansion. Fig. 5 shows the rational zeroth, first, and second-order Taylor series expansions of duty cycle D about the nominal operating point. Of note is that the nominal resistive load is 2.5 Ω as given in Table I , and the zeroth-order Taylor approximation of the duty cycle is 0.2768. Although the second-order Taylor series provides the best approximation, as can be seen in Fig. 5 , the firstorder approximation is used in this section, not to unnecessary increase the computational complexity.
It is to be added that all the elements of the developed model are rational, in symbolic form and expressed in terms of system parameters and system inputs only. The system model (21) , as shown at the bottom of this page referred to as the linear equivalent model of the buck converter, is suited for μ analysis over a range of operating points and parameter variations [45] , [46] .
IV. SYSTEM MODEL REFINEMENT OF THE EXPERIMENTAL PROTOTYPE
The system model of the experimental buck converter shown in Fig. 3 has been built in Simulink environment. One of the initial objectives of the study was to obtain the refined system model of the experimental prototype to predict the behavior of the system such as borderline stability with fairly good accuracy. The procedure for refining the system model is done in three main stages, as described in this section.
A. Initial System Model
The first step consists in defining the initial average model of the buck converter under study based on available data and nameplate information, as defined under "the initial parameter values" in Table I . Many of these parameter values can be further refined to increase model fidelity.
B. Individual System Components Models
The second step of the process models individual system components through experimental measurements. It has been shown that nonidealities such as parasitic resistances in wiring and power supply, the equivalent series resistance (ESR) of the capacitors and inductors as well as, the voltage drop in the diode and the on-resistance of the switch transistor have significant impact on the accuracy of the model. The experimental measurements of a few system components are described below.
The output impedance of the power supply has been measured when connected to different loads and set to different voltages, as shown in Fig. 6 . A network analyzer has been employed to obtain the dynamic measurements [50] . The best estimate of the experimental measurements of the power supply impedance, through curve fitting, is found to be 47e −3 + s1.8 −6 . From these measurements, the ESR and inductance of the power supply are estimated at 47 mΩ and 1.8 mH, respectively.
The input filter inductance and capacitance have been measured by means of an impedance analyzer. The measurements are depicted in Figs. 7 and 8 , respectively. The filter inductance is estimated at 510 mH and after deducting the resistance of the cables used for the measurements of 70 mΩ, the ESR is estimated as 60 mΩ, as shown in Fig. 7 . The input filter capacitance and ESR are estimated at 95 μF and 95 mΩ, respectively, as depicted in Fig 8. It is to be noted that although second-order polynomials provide better approximations, especially at high frequencies, the first-order approximation has been selected as it provides sufficient accuracy without unnecessarily complicating the model. 
C. Refined System Model
The last step consists first of experimentally measuring the converter transfer functions, such as the loop gain T , the input impedance Z i , and the output impedance Z o , by means of a network analyzer [50] . The experimental measurements are then compared with the corresponding transfer functions obtained from the simulation model. The individual component model and the system model are refined and adjusted iteratively until a good match is obtained. Figs. 9 and 10 depict the loop gain and the input impedance of the converter obtained from both experiments and the updated simulation model. These Through the process of model refinement, the "initial" values of the system components have been fine-tuned to their final values, as given by the "refined" values in Table I . The "refined" parameter values in Table I are used as nominal values for the equivalent system model (21) in μ analysis and to run simulations in Simulink for the case studies in Sections V-VII. The "initial" parameter values in Table I are used as nominal values for the case studies in Section VIII.
V. LOAD UNCERTAINTY
In this section, μ analysis is applied to determine the critical resistive load R that destabilizes the system as shown in Fig. 3 . In this analysis, referred to as case study 1.1, the only uncertain parameter is load R that can vary around its nominal value by ±50% (i.e., R var = ±50% as defined in (22)- (24) and Table II ). The other system parameters are assumed to be constant with nominal values given as the "refined" values in Table I .
A. μ Analysis
Prior to μ analysis, the state-space model (21) is converted to its LFT form. In this paper, MATLAB Robust Stability Toolbox has been employed for performing both LFT and SSV analysis. Expressing (21) in the LFT form requires that all uncertain parameters be first converted to their LFT forms. In this case study, the uncertain element R has to be expressed as a function of its normalized form δ R that lies between −1 and 1 as shown in (22) . R o and R var can be derived from the minimum value (R min ) and the maximum value (R max ) of the resistive load as (23) and (24) [48] .
The normalized parameters δ R are then extracted from the uncertain system model (21) and grouped in a diagonal matrix in a feedback form by applying the LFT technique. The resulting uncertainty matrix is shown in (25) . δ R appears 227 times in the Δ matrix, which corresponds to the number of times R appears in the system matrix.
μ analysis is then applied to the uncertain system model in LFT form by using MATLAB Robust Stability Toolbox. The results are shown in Fig. 11(a) and (b) .
For this test, μ is equal to 1.44 as given by the peak value of the charts in Fig. 11(a) and (b) . The smallest destabilizing matrix, of size 227 × 227 as given by (26) , gives the robust stability margin (1/μ) as 0.696 [49] .
By comparing (26) with (25) , it can be noted that δ R = −0.696. The critical destabilizing load can be computed from δ R = −0.696 and (22) and is equal to 1.63 Ω or 16.0 W, as shown in (27) and Table III . 
μ > 1 indicates that the system is not robustly stable, i.e., the system does not remain stable over the whole uncertainty range Table II . In order to ensure that the system remains robustly stable, μ should be less than 1. This can be achieved by scaling the operating range of the system load by 1/μ, the robust stability margin. The robust uncertainty range of R is thus 2.5 ± 2.5 × 50% × 0.696, i.e., 2.5 Ω ± 35%.
B. Experimental Results
In this experiment, the electronic resistive load R was decreased in small steps from a peak value of 2 Ω until the system reached boundary stability. When R was decreased to 1.62 Ω at t = 0.453 s (i.e., I o increased to 3.15 A), the system reached the boundary condition of stability, as shown by the sustained oscillations in V in and V o in Fig. 12(a) and (b) . When R was increased back to 2 Ω at t = 0.703 s (i.e., I o decreased to 2.55 A), the system stabilized again, as shown in Fig. 12(a) . The critical load resistance of 1.62 Ω closely matches the value of 1.63 Ω predicted by μ analysis, as depicted in Table IV , with an error of 0.6%. It should be noted that, although the experimental results match closely the μ prediction, they are subject to measurement error. In addition, simulation was ran in the Simulink environment on the refined nonlinear model of the buck converter system under study. The simulation result of the critical load, as given in Table IV , fall within 1.2% of the μ prediction, and the discrepancy may be accounted for by uncertainties in the model such as the approximation error of duty cycle D. Model uncertainties can be considered in the robust stability analysis, as is demonstrated later in Section VIII.
C. Computation Time
In order to assess the effect of the duty cycle approximation on robust stability margin and computation time, μ analysis has also been performed by using the zeroth-order approximation of the duty cycle D, referred to as case study 1.2 in Table V . The analyzes, with zeroth-and first-order approximation of the duty cycle D, have been performed using a frequency grid of 250 points between 650 and 750 Hz on an Intel Core i7-3820 3.6 GHz processor with 32GB RAM. The μ results and the computation times are given in Table V . The zeroth-order approximation introduces an error of 7% in the robust stability margin and an error of 4% in the critical load R, with respect to the first-order approximation. In spite of the loss in accuracy, the computation time is seen to reduce considerably, as noted in Table V . This is due to the fact that D appears 189 times in the system model. By setting D as a constant, the size of the uncertainty matrix reduces from 227 × 227 to 37 × 37. It can be inferred that the size of the uncertainty matrix has a key influence on computational cost. Of note is that nonlinear terms can be treated as uncertain elements of the system, as will be examined in section VIII.
VI. LOAD AND LINE RESISTANCE UNCERTAINTIES
In practice, the actual parameter values of system components may differ at the assembly stage when compared to initial design values. These parametric uncertainties may lead to system instability. This section considers the case when the load and the line resistance of the analyzed system are not known accurately, but are known to lie within certain ranges, as defined in Table VI . The μ tool can be used to determine the bounds within which these uncertain parameters must lie in order to guarantee stability of the system under study. The other system parameters are fixed and given by the "refined" values in Table I . 
A. μ Analysis
μ analysis is performed on the system model (21), by using the first-order Taylor series approximation of the duty cycle D with respect to both R and R in . The peak value of μ is equal to 1.24, and occurs at a frequency of 701.3 Hz, as can be seen in Fig. 13(a) and (b) . The robust stability margin (1/μ) is 0.803. The general uncertainty matrix is given by (28) and the critical uncertainty matrix obtained from μ analysis is shown in (29) . By comparing (28) and (29), δ R and δ Rin are found to be equal to −0.803. The critical values of R and R in can be computed as 1.50 and 1.18 Ω, respectively, from the aforementioned δ R and δ Rin values and the general equation (1) . This case study shows that if the values of R and R in are kept within 80.3% of their respective nominal values, the system is ensured to be robustly stable. It can be noted that the robust stability margin in case 2.1 is increased with respect to case 1.1, as the line resistance R in is set in the range [150 mΩ, 450 mΩ], and in that can provide more damping to the input LC filter.
B. Experimental Results
In order to validate the μ predictions of the case study 2.1, a set of experiments were performed on the buck converter system. By keeping R in around 0.18 Ω, the load was slowly decreased until the system became unstable. The experimental results are shown in Fig. 14 . When R is set at 1.89 Ω, the system stabilizes, as shown in the top chart in Fig. 14 . When R is decreased to 1.54 Ω, the system reaches boundary stability, as shown by the sustained oscillations in the input voltage V in in the middle chart in Fig. 14 . Decreasing R to 1.50 Ω causes the system to become unstable, as shown in the bottom chart in Fig. 14 . The line resistance R in , used in the experiment, has been accurately measured Table VII , are in close agreement with the μ predictions, with an error falling within 3%, and the discrepancy may be accounted for by measurement error and some uncertainties in the system model. It is to be added that the Simulink model of the system, which is based on the state-space model used in μ analysis, has also been used to verify the μ analysis results. The simulation results from the Simulink model closely match the μ predictions as shown in Table VII , and the discrepancy may be accounted for by some uncertainties in the model such as the approximation error of duty cycle D. The effect of model uncertainties on the system stability margins is analyzed in Section VIII.
VII. TEMPERATURE UNCERTAINTY
Although a power system can be modeled to good accuracy, however, in practice, the values of its system components are bound to vary during operation. Temperature is one of the main factors that can introduce uncertainties in multiple system parameters. In this section, the μ approach is applied to the buck converter, as shown in Fig. 3 , when it is exposed to large temperature variation, based on the methodology used in Section V. The duty cycle D is estimated by its zeroth-order approximation. The μ predictions are thereafter evaluated against the μ results from case study 1.2 in Section V in order to investigate the effect of extreme temperature variation on the robust stability margin.
A. Uncertain Parameters
In this analysis, referred to as case study 3.1, the buck converter is considered to be working in an environment where the • C, as shown in Table VIII . The variations in temperature may influence the characteristics of the resistive components of the buck converter, which include but are not limited to the system parasitics and cable resistances. These components, which are denoted as R es further in the text and comprising R in , R cin , R l , R on , R c , may have different temperature coefficients depending on their constituent materials. However, for the sake of simplicity, a temperature coefficient of resistance (α) of 0.004/
• C as for a copper wire is assumed for the aforementioned components in this paper. From (30) and Table VIII , it can be seen that the variations in temperature (T) of ±60
• C cause variations in the resistive components of ±24% around their nominal values denoted as R eso .
The nominal values of the system components, including R es , are given as the "refined" values in Table I . It is assumed that the resistive load varies within ±50% of its nominal value, as in case 1.1 in Section V, and as depicted in Table VIII . The μ approach is applied to study the effect of the defined temperature variation on stability robustness of the analyzed system.
B. μ Analysis
By employing LFT technique, the system model (21) is first expressed in the LFT form. The structure of the resulting uncertainty matrix is shown in
The μ approach is then applied to the uncertain system model in its LFT form. The μ chart is depicted in Fig. 15 , where the peak of the μ lower bound is seen to be equal to 1.98 at the critical frequency of 704 Hz.
The corresponding critical values of the resistive load and resistive components, calculated from the μ bounds, are given in Table X . The critical destabilizing load is now 1.87 Ω (13.9 W), based on the μ lower bound. This represents a robust stability margin of 0.505, as shown in Table IX .
C. Simulation Verification
The refined Simulink model of the buck converter is used to verify the μ analysis results obtained in the earlier section. When the critical values predicted by μ analysis, as given in Table X , are input in the Simulink model of the buck converter, the system reaches boundary stability. Fig. 16(a) and (b) shows the results for the case where the load R is varied with the other R es components fixed at their critical values given in Table X . When R is set to be 10% higher than its critical value of 1.87 Ω at t = 0 s (i.e., I o is 2.48 A), the system stabilizes as shown in Fig. 16(a) . When R is decreased to the critical value of 1.87 Ω at t = 0.3 s (i.e., I o is 2.73 A), the system reaches boundary stability condition, as can be seen from the sustained oscillations in V o in Fig. 16(a) and (b) . When R is decreased by a further 10% below 1.87 Ω at t = 0.6 s (I o is 3.03 A), the system becomes unstable. The simulation results closely match the results predicted by μ analysis as shown in Table X .
D. Results Analysis
From robust stability analysis, μ > 1 indicates that the system under investigation, with 50% load uncertainty, is not guaranteed to remain stable over the whole range of variation of temperature (i.e., −40 to 80
• C). Based on the examination of the hypercube concept presented in Section II, the buck converter system under study remains robustly stable within a hypercube of the sixthorder dimension, of coordinate size μ = 0.505, and centered about the nominal point. Any combination of parameter values chosen within the aforementioned hypercube will ensure the robust stability of the buck converter under study, within the range of temperature variation defined in Table VIII. As depicted  in Table XI , when the uncertainty in temperature is considered, the robust stability margin is 0.505. When temperature variation is neglected, the robust stability margin is 0.745, as shown in case study 1.2 and Table V . This represents 32% decrease in the robust stability margin, as shown in Table XI . The duty cycle D is constant in both cases 3.1 and 2.1. This study confirms that the variation in temperature can have a significant influence on robust stability margin and must, therefore, be incorporated in the stability assessment.
VIII. MODEL UNCERTAINTIES
In practice, it is neither viable nor time-efficient to create highly refined system models to represent actual systems. Hence, approximate system models, with a good tradeoff between accuracy and simplicity, are often used for design. The nominal values of their system components are generally based on known data such as nameplate information. This section aims to demonstrate how model uncertainties, which may be known to different level of accuracy, can be incorporated in robust stability analysis without compromising the reliability of the results. In addition, it examines the effect of model uncertainties on robust stability margin. The approach is illustrated by applying it to the buck converter example power system in Fig 3. The "initial" values of the system components, as given in Table I , are used as the nominal values for μ analysis. Three cases are investigated, as defined in Table XII . In case 4.1, robust stability margin is evaluated without taking into account any uncertainties in the model. Only uncertainty in the load is considered. In cases 4.2 and 4.3, uncertainties in the model are included in the analyses. However, the approximation errors in the model in case 4.2 are larger as compared with those in case 4.3. The other system parameters are considered to be fixed as defined by the "initial" parameter values in Table I .
A. System With No Model Uncertainty
This section evaluates the robust stability margin for case 4.1. μ analysis is applied to the system model (21) with the uncertain parameters as defined in Table XII . The μ chart, as depicted in Fig. 17(a) and (b), shows that the μ lower bound is 1.63. This corresponds to a robust stability margin of 0.614 and a critical load of 1.73 Ω or 15 W, as shown in Table XIII . The buck converter is predicted to remain stable for an output power of up to 15 W.
B. System With Model Uncertainties
The stability robustness for cases 4.2 and 4.3 are evaluated in this section. The maximum possible errors that may be ex- Table XII , are taken into account in the analyses. This is based on the knowledge of the system. For instance, for case 4.2, the tolerances of the capacitors and inductors are known to be well within 10% of their nominal values. Parasitic elements, which may be nonlinear in nature, are generally hard to quantify. Hence, the system parasitics such as the ESR of the inductors and capacitors, have been considered to vary within a maximum range of ±50% within their estimated nominal values. Further, nonlinear terms in the system model may be treated as uncertain elements. Hence in this case, the duty cycle D is set as an uncertain parameter with 4.5% uncertainty, based on its maximum variation range as depicted in Fig. 5 . This eliminates the need for high-order approximations, which has the added advantage of reducing the size of the uncertainty matrix. As in previous case studies, the load R is considered to vary within 50% of its nominal value. In case 4.3, it is considered that the values of the uncertain parameters are known with better accuracy, with variation ranges of the system inductances, capacitors and ESRs being tighter, as depicted in Table XII . μ analysis is applied to the system model (21) based on the uncertain parameters defined in Table XII , for cases 4.2 and 4.3. Following the LFT operation, the structure of the uncertainty matrix, of size 351 × 351, is obtained as
The μ charts for cases 4.2 and 4.3 are shown in Fig. 18 (a) and (b), respectively. The μ lower bound is 4.76 for case 4.2. This corresponds to a robust stability margin of 0.21 and a critical load of 2.24 Ω or 11.6 W, as depicted in Table XIV . For case 4.3, the μ lower bound is 3.47. The associated robust stability margin is 0.288, and the critical load is 2.14 Ω or 12.2 W. The results are shown in Table XIV . Thus, after taking into account the aforementioned uncertainties in the model, the buck converter is predicted to remain stable for an output power of up to 11.6 W for case 4.2, and up to 12.2 W for case 4.3, as shown in Fig. 19(a) and (b) . It can be noted that applying the critical values, predicted by μ analysis, brings the eigenvalues near to the imaginary axis. This confirms that μ analysis has identified the critical values at the boundary of stability.
C. Results Analysis
The robust stability margins (1/μ) for cases 4.1, 4.2, and 4.3 are depicted in Table XIV . It is interesting to note that the stability robustness for cases 4.1, 4.2, and 4.3 is represented by hypercubes, of the tenth-order dimension, centered about the nominal point, but of sizes 0.614, 0.210, and 0.288, respectively. When uncertainties are not included in the model, the analyzed system has the largest hypercube with a robust stability margin of 0.614, as depicted in Table XIV . Although, the results may seem to be less conservative, they cannot be guaranteed to be reliable, as the nominal parameters are rough estimates. With model uncertainties incorporated in the analysis, the robust stability margin is 0.210 and 0.288 for cases 4.2 and 4.3, respectively, representing smaller hypercubes with respect to case 4.1. Although the results for cases 4.2 and 4.3 seem to be conservative in comparison to case 4.1, they are more reliable. This is because the analyses take into account uncertainties of the system model, and therefore, include worst case scenarios.
Further, in case 4.2, the parametric space within which the system under study is robustly stable is smaller than in case 4.3, as given by the aforementioned hypercubes. These findings indicate that the larger the uncertainty range, the tighter is the resulting robust stability margin, and the smaller the hypercube. While the size of their hypercubes, which represent the parametric space within which the systems are robustly stable, may differ, the results are reliable in both the cases since they include model uncertainties. It is to be pointed out that the reliability of the results is still dependent on the validity of the defined bounds of the uncertain system parameters.
Of note is that incorporating model uncertainties is computationally more expensive. This is evident since the size of the uncertainty matrix increases with the number of uncertain parameters. However, it is to be noted that the computation time is also dependent on the defined frequency grid. For very large uncertainty matrices, the computation time can be kept reasonably low by initially using a frequency grid of low density over a wide range of frequencies so as to obtain an estimated critical frequency value. μ analysis is then performed by narrowing the frequency range around the estimated critical frequency but keeping the initial number of frequency points. The analysis is eventually performed around the peak of the μ chart; this process may be repeated with higher number of frequency points over the very narrow frequency range until the μ values returned by the analyses remain consistent. For the case studies in this section, the μ results and computation times are given in Table XV, The section of this paper has important implications. Often times, the design engineer does not have sufficient information as to the exact values of the system components. Yet, the parameters may be estimated within some reasonable bounds. With the μ approach, the designer is offered the flexibility of determining the best tradeoff between accuracy and practicality, by choosing the levels of details that are incorporated into modeling, depending on available information. The same system model is employed. Only the considered uncertain elements are defined differently.
IX. SUMMARY OF RESULTS
In practice, PE systems are subject to variations in load, line resistance, and operating temperature while their nominal system model is generally bound to contain parametric model uncertainties. This paper has applied the μ tool to gauge the impact of the aforementioned uncertainties on the robust stability margin of the dc/dc buck converter system. The results are depicted in Table XVI. In the case study 1.1, μ analysis has determined that the example system becomes unstable when the output power is increased to 16 W. It has been found in case study 2.1 that if the uncertain parameters R and R in are kept within 80.3% of their respective nominal values, the system under study can be ensured to be stable for an output power of up to 17.3 W. For the case 2.1, the robust stability margin increases as the source resistance R in , set in the range of [150 mΩ, 450 mΩ], provides more damping to the resonant LC input filter with respect to case 1.1, when R in is set at a constant value of 160 mΩ. The μ predictions for case studies 1.1 and 2.1 are supported by experimental results. Further, the robust stability margin of the buck converter has been found to be 74.5% when uncertainties in temperature are not included in case study 1.2, as compared to 50.5% when uncertainties in temperature are included as shown in case study 3.1. The findings emphasize the necessity of incorporating operating conditions uncertainties for more reliable stability analysis of a system. The study has also demonstrated how the μ tool can be employed to account for model uncertainties, including certain classes of nonlinearities in the system model, such as in duty cycle D in this paper. μ analysis has predicted the critical output power of the considered buck converter to be 15.0 W, when model uncertainties are neglected in case study 4.1. On the other hand, the critical output power has been determined as 11.6 W in case study 4.2, when uncertainties are included, while its value increased to 12.2 W, when the given uncertainties are defined within a relatively narrower range in case study 4.3. As discussed in Section II, although μ is not guaranteed to be equal to μ, it is generally close to μ. For the cases investigated in this paper, as the μ-based predictions match closely the results from experiment, time-domain simulations and eigenplots, it can be inferred that the lower bound μ is a good estimate of μ.
X. CONCLUSION
This paper has demonstrated practical approaches to applying the μ method in the assessment of robust stability of PE systems with single and multiple uncertainties, based on the widely employed dc/dc buck converter system. Further, it has shown the necessity of incorporating uncertainties in stability analysis. The μ tool has been used to determine the bounds within which the uncertain load must lie in order to guarantee the stability of the system under study. The analysis has been extended to include line resistance uncertainty. The μ predictions of the critical destabilizing resistive load of the system under study, with and without line resistance uncertainty, have been validated in the experiment. It has been shown how accounting for variation in operating temperature, which has an effect on multiple resistive system components, can increase the reliability of stability assessment. Further, the practical approach of including uncertainties, such as in parasitics and nonlinearity in duty cycle, in the nominal system model has been demonstrated. Although the robust stability margin has been found to be tighter when uncertainties are defined within wider ranges or with less accuracy, the work has shown that the results can be employed reliably as worse case scenarios are accounted for, which is particularly important for safety critical applications. In addition, the methodology for applying the μ tool as well as the interpretation of the μ results have been presented in a generalized and clear manner, which allows it to be extended to wider applications, and to include yet further sources of uncertainties.
