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Abstract 
Bounds for even moments of sums of strong mixing random variables are given which extend 
existing bounds. The method of proof uses simple facts about strong mixing random variables 
and combinatorial methods. The bound is particularly useful for triangular arrays with entries 
decreasing in size. To illustrate this, applications are being discussed to nonparametric kernel 
estimation with dependent observations. 
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1. Introduction and statement of main result 
In this note we present a moment bound for sums of triangular arrays of random 
variables under strong mixing. Similar bounds have been obtained in this setting, 
i.e., Doukhan et al. (1984), Roussas (1988a), Truong and Stone (1992, Lemma 9), 
Yu (1993, Lemma A2). The bound of this type has proved very useful in the theory 
of nonparametric function estimation for dependent observations. Roussas 
(1988b, 1990), Truong and Stone (1992) and Yu (1993) used such bounds to investigate 
the rates of convergence for nonparametric function estimators under mixing condi- 
tions. We give an application below (Section 2) illustrating the utility of our result 
for this type of problem. Furthermore, by using it we will illustrate some of the 
deficiencies of similar moment bounds given by other authors for this type of 
application. 
Let { ~(t): t ~ Z} be a sequence of random variables. Consider the a algebras given 
by 
J[~, = a(~(t): m ~< t < n), - oo ~< m < n ~< oo, (1.1) 
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with an obvious modification for m = - ~ .  The strong mixing coefficients are 
defined by 
a(t) = sup {IP(Ac~B) -- P(A)P(B)I;  A e J4 ° _ oo and B e J [~}.  
Note that these "measure" how far the process is from being independent, in some 
sense. A process is strongly mixing if ~(t) ~ 0 as t ~ oo, but it is generally necessary to 
impose some rate on this convergence of the strong mixing coefficients to 0 to obtain 
useful results. 
Theorem 1. Let ~(t) be a strong mixing process. Let r be a positive integer and assume 
E~(t) = 0 
and that for some q > 2, 
Mq, = sup { 11 ~(t)I1~,} = sup {(El ¢(t)lq') 1/(q')} ~< 1. (1.2) 
Suppose further that there is a constant v not depending on t such that 
El-l~(t)l k] ~< v, 2 ~< k ~< 2r. (1.3) 
Finally, assume that the mixing coefficients atisfy 
~ i'-lo~(i) 1-2/q < o0. 
i= l  
Then there exists a constant C depending on r but not depending on the distribution of  
¢(t) nor on v, n, nor P such that 
E {(i) ~<C ' 2, • - . .  n Mq, i '- lot(i) 1-2/~ + nJP 2" Jv~ (1.4) 
i i=P  j= l  
for any integers n and P with 0 < P < n. 
Taking P = 1 gives Theorem 1 of Yokoyama (1980) but restricted to even integer 
moments. Note that our result holds for nonstationary case while Yokoyama requires 
the strictly stationary condition. Recently, Kim (1993) shows that Yokoyama's result 
may be improved under the strictly stationary condition. Using the proof of our 
Theorem 1and assuming that an inequality of the type given in Lemma 1 below holds, 
Kim (1994) establishes moment bounds for other various dependent sequences. Note 
that for applications to a fixed mixing sequence there is no advantage to considering 
PS I .  
As will be seen in Section 2, there is a considerable power to be gained by 
considering P ~ n ~ in some settings that arise in nonparametric function estimation. 
Essentially, we will be interested in bounds on moments of sums of triangular arrays 
(defined as functions of a fixed mixing process) whose individual summands are 
tending to 0. Then the fact that v---, 0 will more than compensate for the factors 
n j pz , - i  in the summands of the second summation in (1.4). The bound in (1.2) can of 
course be scaled out, but in such aforementioned triangular arrays Mq, ~ 0. 
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2. Application to nonparametric kernel estimation 
In this section we discuss applications of Theorem l to kernel density estimation 
with stationary, strong mixing observations. Numerous other applications to non- 
parametric function estimation may be found in Kim (1990), but the present one is 
relatively short and easily motivated. 
Let Xi be a strictly stationary strong mixing Rd-valued random vectors. Suppose 
that the Xi have a (marginal) density f (x ) ,  x e R d, which satisfies some regularity 
conditions. Then a classical nonparametric estimate of f is the Rosenblatt-Parzen 
kernel density estimate (Silverman, 1986) given by 
where h > 0 is a "bandwidth" or smoothing parameter and K is a kernel function, 
which is typically taken as a density function so that ~h is also a density, and usually 
K(  - x) = K(x).  The smoothing parameter h controls the degree of smoothness of the 
estimate, with smaller value of h leading to rougher estimates. In order that J~h be 
consistent for f i t  is generally necessary to let h ~ 0 as n ~ oo, but not too fast. We will 
consider esults which are uniform in x on a compact set S c_ R d and uniform in h on 
H.. Here, H, = [hnl,hn2] is a sequence of intervals with end points satisfying 
h,1 = cn ~- X/d, h.2 -* 0 (2.2) 
for some positive constants c, and 6, 6 < 1/d. Using Theorem 1, one may obtain 
sup sup If.h(x) - - f (x ) l -~0 ,  a.s. (2.3) 
x~S h~Hn 
under some regular conditions on f, K and 
o~(i) <~ CU p (2.4) 
for some positive constants C and p. See Cox and Kim (1990) for its detailed proof. 
The uniformity in h means we can allow random bandwidths, provided they are 
chosen from H,. To illustrate the utility of Theorem 1, we indicate briefly how 
Theorem 1 can be applied in the proof of (2.3). The main use of Theorem 1 arises in 
one part of estimation error - the difference between the kernel estimator and its 
expectation. Indeed, an application of Theorem 1 with v = Chd(--,0) and some 
mathematical manipulations yield 
II f .h(x)  - Ef.h(x)112, = O(n-  1/2 h-d~l +,/p)/2) (2.5) 
for some positive integer r (<  p), where qlXII2, = (EIXI2') 1/2". Note that p is the 
exponent of the algebraically strong mixing coefficients in (2.4). 
Remark 2.1. For the independent case, it is easy to see that 
II f.n(x) - Ef.h(X)II 2r = O((nha) - 1/2) ,  
which is the case p = oo in (2.5). Thus (2.5) seems to quantify the "dependency effect" 
on the one part of estimation error since the bound slows down as the p decreases. 
154 D.D. Cox, T.Y. Kim / Stochastic Processes and their Applications 56 (1995) 151-158 
Note that the dependency becomes severe as the p decreases. It makes ense since one 
would expect hat the rates for the i.i.d, sequence might be too fast to be achieved by 
dependent sequence. Similar results to (2.3) may be found in Gy~Afri et al. (1989), 
Roussas (1988b) and Yu (1993), but their main tools do not seem to be useful in 
addressing this issue. 
Remark 2.2. We compare Theorem 1 used in the verification of (2.3) with other 
available results. If one uses Roussas (1988a), then much more stringent assumptions 
on Hn such as ~v/nhd--+ ~ needs to be required. See Roussas (1988b, 1990). One 
may also contemplate using Theorem 4 of Doukhan et al. (1984). In order to use 
this, one must break up the interval of h's to get the desired result and one cannot 
obtain as good as Hn of (2.2) anyway. The details are quite complicated. Lemma 9 
of Truong and Stone (1992) is limited to a bounded geometric ~-mixing process 
under more restrictive conditions. Lemma A2 of Yu is limited to certain absolutely 
regular (E-mixing) process which is more restrictive than strong mixing. Note 
that application of the lemma by Truong and Stone or Yu produces (2.5) with 
p=~3.  
Remark 2.3. Recently Yu (1993) showed that the i.i.d, optimal minimax rates for 
the kernel density estimator are also optimal under certain absolute regularity 
(fl-mixing) condition. In that paper, she used similar bounds to our Theorem 1 (see 
Yu, 1993, Lemma A2) as a main tool. Thus, one may use Theorem 1 to establish 
similar results for ~-mixing sequences. In fact, Yu (1993) raised an open question 
whether the optimal rates of the i.i.d, sequences will still hold for ~-mixing. The Gibbs 
sampler or its analogy is now a popular computer simulation method to obtain 
samples from distributions which cannot be sampled from otherwise. Since the 
Markov chain which arises from the Gibbs sampler is a "nonstationary" dependent 
sequence and the kernel estimator may be used to estimate the density from it (see Yu, 
1993), our Theorem 1 may be useful to analyze kernel density estimation problem 
from the Gibbs sampler. 
Remark 2.4. It is worthwhile to mention that our argument icely extends to establish 
moment bounds for U-statistics of dependent random variables in the setting of 
nonparametric function estimation. Such results proved to be useful in analyzing 
bandwidth selectors and quadratic errors for kernel estimators under dependence. See 
Kim (1990). 
3. Proof of Theorem 1 
The proof of Theorem 1makes use of the following results which is Theorem 7.4 of 
Roussas and Ioannides (1987) (consult Definition 1.6 there for the definition of 
"~b4-mixing" asstrong mixing). 
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Lemma 1. Suppose that J¢',, are the sigma algebras generated by a strong mixing 
process as in (1.1). For some positive integers m let ~h ~ ~t,~, where sl < tt < s2 < 
t 2 < . . .  < t m and suppose t~ - s~ > z for  all i. Assume further  that 
I1~11~i = El~,l ~' < 
fo r  some Pi > 1 for  which 
= - -<1.  
i=1  Pi 
Then 
E ~h - E[rh]  
i i=1  
~< lO(m - 1)a(z) 1-Q ~ II~ilh,,. 
i=1  
Proof of Theorem 1. We assume for now that 
II ~(t)Ilqr = 1 (3.1) 
for all t. It can bc easily seen that 
E ¢(i) <~ C~,~,~ ... ~ IE[~( io)~( i l )  ... ~(i2,-~)-I1, (3.2) 
i io i l  i2 i2r t 
where the summation indices are constrained by 
l <~ io < il <~ i2 <~ ... ~ i2~_ l <~ n, 
and C only depends on r. For convenience, define the index increments 
Ai j  = i  j - -  i j -1 .  
Let P be as given in Theorem 1. For  each i0 = 1 . . . . .  n, the right-hand side 0f(3.2) can 
be decomposed into summations Vio(kl ,  k2 . . . .  , k2r- 1 ) where each k~ is 0 or 1 accord- 
ing as Aij is < P or /> P. For instance, 
V~o(1,O,O . . . . .  0,0) - ~ ..- ~ IE[~( io)~( ix)  ... ~(i2,-1)11, 
il i2 i2r- ~ 
when Al l  >1 P, Ai2 < P . . . . .  Ajar-1 < P. Note that there are 2 2r-1 such summations 
Vio(kl ,  ... ,k2,-1) for each io. 
First we derive a bound on V/o's having at least r subscripts of 1, i.e. having at least 
r index increments >1 P. Let A ijl bc the rth smallest index increment and denote the 
larger index increments by A ijl <. A ij2 <~ ... <~ A ij,. We claim that in the set of indices 
I = { i j l ,  ij2 . . . . .  ij,} there are either two successive indices, say ik and ik+ 1, or else one 
of  i I or  i 2 r -  1 belongs to I. Indeed, suppose that neither i I nor  i2r_ 1 belongs to I, then 
I is a subset of size r chosen from the 2r - 3 remaining indices (besides io, il, and i2~- t) 
and there must be two successive indices because there are not enough elements in the 
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set of remaining indices to allow a gap between every two elements of I. We will apply 
Lemma 1 with m = 3 and 
Pl = qr/k, P2 = qr, Pa = qr/(2r - k - 1), 
k-1  2r -1  
~h = I-[ ~(ij), tl2 = ~(ik), ~a = l- I  ~(ij). 
j=0  j=k+l  
Recall q > 2 is given in the statement of Theorem 1. Note that by H61der's inequality, 
¢(i,) J) (e[le(i,)l'q)'""lE|l l-[ e(ij) 
\ L [ j=0 \ l l j=k+l  
(El-I ~(t) lq'])k/¢q'>(E[I ~(t) lq'])l/<q'>(E[I ~(t)lqq) <2'-k-'/<~') 
= (E[l~(t) lq']) 2/~ -- 1. (3.3) 
The last equality follows by (3.1). Now from Lemma 1 and (3.3) we have 
E 2,-1 ~(ij) k-1 2,-1 ~(iJ) 
1-I <~ E l-I ~(ij)E~(ik) E l-[ + 200t(dik)1-2/q 
j=O j=0  j=k+l  
= 20~t (d ik)l - 2/q.  
For the last equality, we used E~(t) = 0. Since min(dik, dik+ 1 ) >1 d i j l ,  and the mixing 
coefficients are decreasing, we obtain 
E 2,- 1 ~(ij) 1-I <~ 20~t(dijl) 1- 2/q. (3.4) 
j=0  
We obtained the last bound for the case that neither i~ nor  i2,-1 is in I. If either of 
these holds, then a similar but simpler argument (with m = 2) will produce the same 
bound. 
For  any such summation Vio(kl, k2, ... , k2r_ 1) with at least r of the k/s = 1, we can 
use (3.4) to bound the individual summands where A i j, is minimal among ij e I. Given 
a value A i j , /> P, there are at most Cn' -~A i~-~ ~ ways of choosing the remaining A i/s. 
(The factor n ' -  1 is an upper bound on the choices of index increments /> A i jl, and the 
factor Ai~-1 is an upper bound on the number of choices for the remaining index 
increments. Here, C = (2r - 1)! since there are (2r - 1)! possible ways of arranging 
2r - 1 index increments in the increasing order.) Since a complete choice of index 
increments determines the indices, we have that for such Vio, 
C ~ Vio <~ Cnn "-1 ~ i ' - t~( i )  {t-2/q'. (3.5) 
i o= l  i=P  
We now turn attention to the V~o's having fewer than r index increments /> P. 
Suppose that m - 1 < r of the index increments are greater than or equal to P, say 
A/j,, Aij . . . . . .  Aij=_, are all greater than or equal to P with ij, < ij~ ... < ij= ~. Let 
Jo = 0 and Jm = 2r. We will apply Lemma 1 with m as given and 
Jk - 1 
Pk = qr / (A -- Jk-~), ~lk = I-I etb), 1 <<. k <<. m. 
J= Jk  • 
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Then by Lemma 1, 
~< f l  Er/k + 10(m-- 1)~(z) z-2/q l~I II~tkllpk, (3.6) 
k=l  k=l  
where z is minimal among Ai j , ,A i j  . . . . .  ,Aijm ,. As before, we can use Holder's 
inequality and (3.1) to bound 1-1~'= 1 II r/k Ilpk by 1. Furthermore, by H61der's inequality 
and (1.3) 
E jk- 1 ¢(is) ~-  1 IEtlkl = I-I <~ 1-I (El~(t)lJ~-J~-') l/~j~-jk ')<-% v. (3.7) 
j=Jk i j=jk , 
Thus, if Vio has m - 1 index increments >/P and 2r - m index increments < P, then 
for such Vio 
C ~ Vio ~ Cnmp2r-mv mq- Cn m-1 ~" i2r-mo~(i) 1-q/2. (3.8) 
io = 1 i=P 
The first term above comes from Cn times the bound obtained from plugging (3.7) into 
(3.6) and noting that there are no more than n' -~ ways of choosing the index 
increments ~> P and p2,-m ways of choosing the index increments < P. The second 
term in (3.8) comes from fixing the smallest index increment Aij, = i which is >/P and 
noting that there are no more than n m-2 ways of choosing the remaining index 
increments ~> P, while there are certainly no more than i 2"-m was of choosing the 
index increments < P < i. Note that 
n ~-I ~ iz'-'~(i) I-2/q <~n" ~ (i/n)'+1-mi'-Ict(i) 1-z/q 
i :P i=P 
<% n" ~ i ' - l~( i )  l-z/q (3.9) 
i=P 
Now using the bounds in (3.5), (3.8), and (3.9), and noting that the number of 
such V/o's only depends on r, we obtain (1.4) under assumption (3.1). We now 
remove this latter restriction to complete the proof. Given general ~(t) as in The- 
orem 1, put 
~(t) = ~(t)/ll~(t)llq,, ~ = max E[l~(t)lk]/ll~(t)llq2:. 
2 <~k~2r 
Note that the ~(t) satisfy the assumption i cluding (3.1) with v replaced by ~. Note that 
the assumption that Mq, ~< 1 in (1.2) is needed for this latter claim about the ~7. If one 
applies the result already proved for the ~(t), we have 
and then the claim in (1.4) follows. [] 
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