We present here medium resolution (λ/∆λ ∼1200) H-and K-band spectra of M type dwarf stars covering the wavelength range 1.50 -1.80 µm and 1.95 -2.45 µm. The sample includes 53 dwarf stars (M0V-M7V) from new observations using the TIFR Near-Infrared Spectrometer and Imager (TIRSPEC) instrument on the 2-m Himalayan Chandra Telescope (HCT). Using interferometrically-measured effective temperature (T e f f ), radius and luminosity of nearby bright calibrator stars, we have created new empirical relationships among those fundamental parameters and spectral indices. The equivalent widths of H-band spectral features like Mg (1.57 µm), Al (1.67 µm) and Mg (1.71 µm), and the H 2 O-H index are found to be good indicators of T e f f , radius and luminosity and we establish the linear functions using these features relating to those stellar parameters. The root mean squared error (RMSE) of our best fits are 102K, 0.027R ⊙ and 0.12dex respectively. Using spectral type standards along with known parallaxes, we calibrate both H and K-band H 2 O indices as a tracer of spectral type and absolute K s magnitude. Metallicities of M-dwarf samples are estimated using the K-band calibration relationships. The mass of M-dwarfs could be determined using the luminosity (L/L ⊙ ) and we establish a new empirical relation for this. We also compare and contrast our results with other similar work from the literature.
INTRODUCTION :
M-dwarf stars within our galaxy are more than 70% of all stars (Henry et al. 2006) , dominating the stellar populations by number (Bastian et al. 2010) , having a very low mass range (0.075M ⊙ -0.50M ⊙ , Delfosse et al. 2000) and an effective temperature (T e f f ) less than 4000K. Observational evidence confirms that the chances of the occurrence of planetary systems, especially earth-like planets orbiting in "habitable zones", increases with decreasing stellar mass and radius (Howard et al. 2012 ). Due to their proximity, small size, and low mass, M-dwarfs are becoming attractive targets for potentially habitable exoplanet searches via almost all current search methods. The main advantages of choosing M dwarfs are the deeper transit depths which helps to detect planet's observable signals easily for a given planet radius and the closeness of the habitable zones to the host stars making it geometrically favorable for observing the transit and increasing the frequency of transits. M dwarfs also represent a complete archaeological record of the chemical evolution and star formation history of the milky way galaxy (Bochanski et al. 2007) .
The characterization of low-mass stars is very crucial, and NASA's Kepler mission suggests that M dwarfs are swarming with ⋆ E-mail: dhrimadrikht@gmail.com (DK) rocky planets (Fressin et al. 2013) , by looking for planet transits and through the identification of thousands of planet candidates (Borucki et al. 2010 (Borucki et al. , 2011a (Borucki et al. , 2011b Batalha et al. 2013; Burke et al. 2014) . Mid to late M dwarfs are considered to be appropriate targets for transiting planet searches (Nutzman and Charbonneau 2008) , and recent findings from Kepler showed that there is less chance of giant planets being found around K and early M dwarfs than around F and G stars (Borucki et al. 2011a; Fressin et al. 2013) . While Stellar characterization for these kinds of cool dwarfs is a notoriously difficult problem, the small radius of the M dwarfs enables the orbiting planet's atmosphere to be studied with transmission or occultation techniques and precise spectroscopic studies of nearby bright M dwarfs are possible using near-infrared (NIR) observations (Bean et al. 2011; Crossfield et al. 2011; Berta et al. 2012) .
It is very important to estimate the fundamental stellar parameters with precise accuracy and characterize these kinds of cooler dwarf stars both observationally and with theoretical perspectives. Uncertain sources of opacity and the mixture of complex molecules and grains in the M dwarfs atmosphere hampers the interpretation of observables, and the lack of accurate modeling of the deep convective zones in M dwarf interiors (Mullan and MacDonald 2001; Browning 2008 ) and mismatch of oscillator strengths are the constraints of theoretical model prediction. In this scenario, empirical calibrations become strikingly useful and provides an inroad c 2018 The Authors for determining the physical properties of M dwarfs. For example; Delfosse et al. (2000) estimates the mass using the Mass-M k relation for stars with known parallaxes, others (e.g., Bayless and Orosz 2006; Boyajian et al. 2012) have used a mass-radius relation to calculate the radii; Muirhead et al. (2012a Muirhead et al. ( , 2012b determined new planet properties for the Kepler Objects of Interest (KOIs) by utilizing the K-band metallicity and T e f f relations given by Rojas-Ayala et al. (2012) ; Johnson et al. (2012) estimated the stellar properties of (KOI-254) by combining existing photometric relations.
Optical and NIR spectroscopic observations are used for estimating the physical properties of the M dwarfs using prominent atomic (Al, Fe, Mg, Ca, Ti, Na, K, etc.) and molecular (FeH, H 2 O, CO, VO, CH 4 etc.) absorption lines and different spectral indices, which could be obtained with ground-based 2-m class telescope using moderate resolution spectrographs. With the identification and development of empirical tracers which are sensitive to stellar parameters, the idea to establish calibration relations using stars as calibrators, whose parameters are measured directly, is applied extensively by Mann et al. (2013b) and Newton et al. (2015) to estimate effective temperatures, radii, and luminosities without any help of parallaxes or theoretical stellar models for medium resolution NIR spectra. Rojas-Ayala et al. (2012) defined the K-band H 2 O index and used it to calibrate the index as a spectral type and T e f f indicator and also using the index along with the Ks-band Na I doublet and Ca I triplet to develop K-band metallicity estimates for M dwarfs. Using empirical parameter values acquired through interferometric measurements for relatively near-by bright M dwarf calibrators we can create empirical relations applicable to more distant faint stars for which distances or angular diameter are unavailable (Mann et al. 2013b) . Such data can also test models of M dwarf interiors and atmospheres . These fundamental parameters will help to establish a road map for future target selection for transit searches around the young and old population of M dwarfs.
To cover the age distribution of M dwarfs, we have prepared a sample of young M-dwarfs from young moving groups and an older population from the galactic field. Over two decades, a variety of young (<100 Myrs) moving groups have been discovered (e.g. TW Hydra, Pictoris, AB Doradus, Carina, etc.), with distances (∼100 pc) much closer than any star-forming regions (Riedel et al. 2014) . Pre-main sequence stars are systematically larger than their older counterparts, and would have cooler T e f f and larger radii for a given M K magnitude. Using the TIRSPEC instrument on the 2-m HCT, we are characterizing a sample of M dwarfs using a range of atomic and molecular indices. In the literature, few calibration relations exist either at K-band or H-band spectral coverage at medium resolution (R ∼ 2000 to 2700). The cross-disperser mode of TIR-SPEC offers simultaneous observations of H-and K-band spectra, and provide more atomic and molecular indices for exploring the better characterization of these cool dwarfs. Furthermore, TIR-SPEC spectra offer the resolution R ∼1200 which is required to validate the existing relations (which have been obtained at higher resolution).
In this paper we present empirical relations between T e f f , radius, luminosity, spectral type, absolute K s magnitude, metallicity and mass for nearby M dwarf stars, using EWs of several prominent spectral features and H 2 O indices in the H-and K-bands.
SAMPLE SELECTION AND OBSERVATION :
We observed a sample of 53 M dwarfs in total with declinations higher than -15 • . The sample includes a variety of subsets that act as calibrators by providing a range of empirical properties (see below in Table 1 ). The observations were performed using the medium resolution TIRSPEC instrument on the 2-m HCT at Hanle, India over 10 nights during different observing cycles from 2016-2018. Due to limited observing nights we preferably tried to select nearby bright (K-mag within 8.0) objects so that we could observe using 100s exposure in multiple frames to cover the spectral ranges up to M7V. Our observational samples are:
1. Calibrators with interferometrically measured parameters: Among our observed sample we used a subset of 12 M dwarfs to calibrate the T e f f , radius and luminosity (11 stars). The parameters of 7 stars among the calibrators are taken from Newton et al. 2015) , with the others taken from Mann et al. (2015) . The stars in our calibration samples have T e f f from 2930K−3930K, stellar radius from 0.189R ⊙ − 0.608R ⊙ and bolometric luminosity (log L/L ⊙ ) from -1.10 to -2.44.
2. Metallicity Calibrators: We selected 12 M-dwarfs for [Fe/H] and 9 stars for [M/H] calibration for our work. Our calibrators are in common proper-motion (CPM) pairs where the spectroscopic metallicity measurements for the FGK-primaries are performed by Valenti and Fischer (2005, SPOCS I (Spectroscopic Properties of Cool Stars) catalogue). To enrich our sample with young objects we included spectra of three stars, GJ 406, GJ 402 and GJ 905 with supersolar metallicity values estimated by Mann et al. (2015) .
3. Objects to calibrate Spectral Type, Mass and M ks : We have created three different subsets from our observed M dwarfs for the calibration of spectral type (sp. type), stellar mass and absolute K magnitude (M ks ). Among 15 calibrator stars for sp. type, the spectral type of 5 M-dwarfs have been reported by Kirkpatrick et al. (1991 Kirkpatrick et al. ( , 1995 Kirkpatrick et al. ( , 1999 and the rest are selected from the CARMENES input catalogue (Alonso Floriano et al. 2015 and A. Reiners et al., 2018) . To calibrate absolute K s magnitude we chose 16 calibrators with known 2MASS (Two Micron All Sky Survey, Cutri et al. 2003 ) apparent magnitudes (Cutri et al. 2003 ) and trigonometric parallaxes taken from the Gaia Collaboration et al. (Gaia DR1, 2016 ; Gaia DR2, 2018) , van Leeuwen (2007), Henry et al. (2006) , Gatewood at al. (2008) and Dittmann et al. (2014) . We selected a sample of 12 M dwarfs as calibrators of stellar mass with photometrically estimated mass and luminosity values for 8 objects from Mann et al. (2013a) and 4 objects from Mann et al. (2015) . 4. Potential Planet Hosts: We included 10 possible planet-host candidates in our observing sample identified in the NASA exoplanet archive and mentioned by Rojas-Ayala et al. (2012) . Our objects are within 20 pc and more than half the sample are within 8 pc.
The NIR spectra of our sample of M dwarfs are obtained using the TIRSPEC instrument which has a 1024 × 1024 Hawaii-1 detector array providing the resolution (R ≈ 1200). We selected the 1.97" × 50" slit (S3) and observed in JHKX cross disperse mode in a single exposure that covers the wavelength range from 1.50 -2.45 µm. We took 3 dark frames before and after each night's observations to subtract the dark current of the detector from our spectra. To prevent any significant part of the spectra falling on a bad pixel and to reduce noise we performed dithering along the slit using an ABBA slit-nodding pattern. We took special care for binary stars by rotating the slit in such a way that sky spectra was free from the Table 4 ). b M-dwarf spectral type calibration samples (see Table 5 ). c M-dwarf M k calibration samples (see Table 6 ). d M-dwarf metallicity calibration samples (see Table 7 ). e M-dwarf mass calibration samples (see Table 8 ). ⋆ Positions are taken from International Celestial Reference System (ICRS). † Apparent K s magnitudes from 2MASS All Sky catalogue. References for star properties. contamination from the another star. To improve the signal to noise ratio (SNR) we calculated the required exposure times and gave exposures of 100s and 500s (for faint stars) in multiple frames. We took Argon lamp spectra and tungsten calibration lamp spectra for calibration purposes and also observed NIR spectroscopic standard stars (A0V/A1V) in nearby airmass range for telluric line removal. A log of our observations is given in Table 1 where we mention the estimated SNR for our M dwarfs both in H and K-band.
DATA REDUCTION AND SNR CALCULATION:
The data reduction was performed using standard tasks of the Image Reduction and Analysis Facility (IRAF 3 ) and a Semiautomated TIRSPEC data reduction pipeline developed by Ninan et al. (2014) . In this process first we chose and inspect the list of all science frames and their filters, corresponding flats and Argon lists to reduce the spectra. We median combined the images for the same dither positions and took the average combined images of dif- ferent dither positions. Spectra was then flat field corrected and sky subtraction was done by differencing the exposures of the two nod positions (A and B). Each sky subtracted exposure was divided by a normalized master flat and the wavelength calibration performed using the Argon lamp spectra. Taking a high-resolution model of Vega, a telluric spectrum was acquired by eliminating the hydrogen lines of the observed A0V star. Normally the A0V star has a NIR spectrum which contains only H I absorption lines contributed from the star's atmosphere with a smooth continuum, free from all other absorption features and metal lines. The M dwarf target spectra were divided by the telluric spectrum and thus largely corrected for telluric contamination from earth's atmosphere. At last the spectra were flux calibrated in H and K using 2MASS photometry. The SNR of the NIR spectra and the errors associated with the flux measurements were derived using a simple Spectroscopic SNR measurement algorithm DER_S NR 1 . The basic assumptions taken into account are, the noise is normally distributed as well as uncorrelated in wavelength bins within two pixels and the signal over 5 or more pixels are approximated as a straight line. In general, these conditions are met for most spectra and further details are given in Stoehr et al. (2008) . 
Here, F(λ) stands for the flux across the wavelength range Mann et al. (2015) .
c T e f f is inferred using Equation (4); The fitting is shown in Figure 3 , top left. d Radius is inferred using Equation (5); The fitting is shown in Figure 3 , top right. e Luminosity is inferred using Equation (6); The fitting is shown in Figure 3 , bottom.
of the line (λ 2 − λ 1 ), and F c (λ) is the estimated continuum flux on either side of the feature. All the EWs and water indices were calculated using slightly modified versions of the publicly available IDL-based tellrv 2 and nirew 3 packages originally created by Newton et al. (2014 Newton et al. ( , 2015 . As we know that the continuum of such cool type dwarf star's spectra are very much polluted by the molecular or broad absorption features, a pseudocontinuum is calculated using regions close to the feature of interest. To estimate the H and K-band EWs we choose EW Bandpasses and continuum windows very similar to those used by Rojas-Ayala et al. (2012) and Newton at al. (2015) respectively with some minor modification where needed. The features with the continuum points used to calculate the equivalent widths are given in Table 3 . Based on the SNR of our spectra we have estimated the uncertainties on stellar parameters using a Monte Carlo simulation where multiple random realizations of gaussian noise are added to the spectrum and EWs of the features are recalculated. The final errors on the parameters were estimated by combining the randomly generated errors with the intrinsic scatters inherent in the calibration relations.
We have calculated H 2 O-K indices for our observed M-dwarf spectra following Rojas-Ayala et al. (2012):
where F (A − B) denotes the median flux level in the wavelength range A to B, and a larger value of the index means a smaller amount of H 2 O opacity. We also used the H-band water index as defined by Terrien et al. (2012) to estimate the calibration relations
for T e f f and radius:
As for the EWs, H 2 O index uncertainties were estimated by adding synthetic random noise to our spectra consistent with their SNR, and taking the standard deviation of 100 synthesized H 2 O index values.
Behavior of Spectral features: Comparison with model spectra
We plot the H-and K-band EWs, EW ratio, and water indices against T e f f for our calibrator sample (where interferometry has been used to determine parameters) in Figure 2 . Data points are color coded by their [Fe/H] values using the calibration relation in this work. We chose the new version of BT-Settl 4 synthetic model spectra developed by Allard et al. (2014) and measured the exact spectral features to make a comparative analysis with our observed spectra. This new model predicts the NIR spectral distribution of M dwarfs with better accuracy as it's molecular line lists are updated and a new estimate of solar oxygen abundances are included as defined by Asplund et al. (2009) . We have degraded the resolution of the model spectrum to provide a better match to that of our observed spectra and measured the EWs and water indices numerically as described earlier. Figure 2 includes these over-plotted synthetic results for T e f f = 2300K-4200K. For log g =5.0 we show the T e f f tracks of sub solar (-0.5), solar (0.0) and super solar (+0.5) iron abundance [Fe/H] values, which spans the metallicity values of our calibrator samples. We chose two surface gravity values log g = 5.0 and log g = 4.5. The log g= 5.0 value is considered as the best match for empirical M dwarf gravity values (Fernandez et al. 2009; Demory et al. 2009 ). The Mg I (1.57µm) EWs predicted by the models show the best agreement with the observed spectra and it shows little metallicity dependence for T e f f less than 3100K as noticed by Newton et al. (2015) . The strength of Mg I (1.57 µm) increases with increasing T e f f and metallicity. For solar metallicity, the strength of Mg I (1.57 µm) is decreasing with surface gravity (log g). The Al-a (1.67 µm) and Mg (1.71 µm) EWs behave in the same fashion as Mg (1.57 µm) though the strength for our observed calibrators is less than that of the model spectra. This could be due to the models, or relate to the binning procedure used to degrade the high resolution to that of the moderate resolution of HCT spectra. The nature of the Mg (1.57 µm) and Al-a (1.67 µm) equivalent width ratio is similar to what found in Newton et al. (2015) 's work for T e f f >3000K, though it shows strong metallicity dependence for T e f f lower than 3000K and the values are higher for our calibration stars than that of the model spectra.
The test to identify the EWs of those features which have the strongest correlations with T e f f , radius, and luminosity. The authors explored simple parameterizations of one or multiple EWs or EW ratios and found the best fits which have the lowest Bayesian Information Criterion (BIC). Following those established correlations, the main target of our work was to also consider the H-band water index, and find a new set of calibration rules. We checked with different singleline and multi-line functional forms of selected H-band EWs, EW ratios, and water index. We performed a multivariate linear regression to determine the best-fitting parameters for different possible combinations of features or indices. We used the adjusted square of the multiple correlation coefficient (R 2 ap ) (Rojas-Ayala et al. 2012), the RMSE and the mean absolute deviation (MAD) values to qualitatively compare the goodness of each fit. The RMSE evaluates the accuracy and predictive power of the response of the regression model, and the R 2 ap depicts the proportion of variability in a data set that is accounted for by a regression model. For a given set of calibration data, lower RMSE value and R 2 ap value closer to 1 indicate better fit. Now the study of the behavior of Mg (1.57 µm) EWs shows that the feature correlates strongly with T e f f , and it closely follows the temperature tracks of Mg (1.50 µm) feature. We found that the choice of the EW of Mg (1.57 µm), in the place of the EW ratio of Mg (1.50 µm) and Al-b (1.67 µm) in the calibration relation of T e f f significantly improves the fit with the highest R 2 ap value. Similarly, in the luminosity relation, the inclusion of Mg (1.57 µm) gave a better R 2 ap value than what we got for the other combina- 
RMSE (logL/L ⊙ ) = 0.12 MAD / dex = 0.09
While performing multivariate linear regression on the chosen features to find the best-fitting relationships with the parameters, the inclusion of the H-band water index in the relations of T e f f and radius gave us a better result. Numerous earlier observations predict that the overall shape of M dwarf spectra both in H-and K-band changes due to H 2 O opacity. The water absorption is sensitive with spectral type (Kleinmann et al. 1986; McLean et al. 2003) and T e f f (Merrill et al. 1979; Jones et al. 1994; Ali et al. 1995; Rojas-Ayala et al. 2012) . As it influences the strength of the spectral features greatly, we have introduced H 2 O-H index defined by Terrien et al. (2012) in our calibration relations for T e f f and stellar radius. Now, in terms of the residuals, the calibration relations that are given by Newton et al. (2015) in previous work for T e f f and luminosity might appear to be a little better than this work. The reason could be as the SpeX instrument on IRTF provides superior quality of spectra with better resolution (R = 2000) and higher signal to noise ratio (SNR ≥ 100) than that of the TIRSPEC spectra (R = 1200). However, our estimated parameters cover a wider range of properties, and the statistical analysis of the fits supports that the inclusion H 2 O-H indices improve the fits to a significant extent. In support of our claim we can say that without the H 2 O-H index in the radius relation (which is very similar to the Newton relation), the residual and R 2 ap values are RMSE(Radius) = 0.037R ⊙ , R 2 ap (Radius) = 0.94; while with the introduction of the H 2 O-H index, the internal quality of the fit has improved with much lower RMSE(Radius) = 0.027R ⊙ and higher R 2 ap (Radius) = 0.97 values. The addition of the water index in the calibration relation of T e f f also provide better estimation of result with the RMSE(T e f f ) value reducing from 216K to 102K and the R 2 ap (T e f f ) value improving from 0.53 to 0.89. Furthermore, for a given relatively low-resolution spectra compared to the previous work (Newton et al. 2015) , our calibrations provide reliable results within an acceptable limit of accuracy estimation. We have not included the water index for luminosity calibration (R 2 ap (log L/L ⊙ ) = 0.93) as we did not get significant improvement in our result.
In Figure 3 we show our best fits for the calibrator stars with residuals of the respective fits and in Table 4 we present the inferred stellar parameters with respective errors that we obtained using those calibration relations. We estimated the uncertainties in our stellar parameters by adding the random gaussian error propagated from the features and indices added with the standard deviation of the residuals of our best fits. We show the distribution of spectral parameters of our observed M-dwarf stars in Figure 4 and our sample lies in the parameter space of 2390K < T e f f < 4073K, 0.05R ⊙ < R < 0.7R ⊙ and -3.35 < log(L/L ⊙ ) < -0.66.
In Figure 5 we show the comparison plots of the fundamental parameters determined in other work (vertical axes) following different methods with our work (horizontal axes) with residuals for the overlapping stars. In the top panel, we show the estimated T e f f obtained using our relations against those from the Mann et al. Mann et al. (2015) , while those are 79K and 158K respectively, for Rojas-Ayala et al. (2012) . In the bottom panel, we compare stellar radius (inferred using T e f f -metallicityradius relation) and luminosity (inferred using T e f f -luminosity relation) obtained from Mann et al. (2015) with our findings for the common stars. The radii differences have a median value of 0.03R ⊙ and a standard deviation of 0.07R ⊙ and for the luminosity differ- (Reid et al. 1995; Hawley et al. 1996) for our overlapping M dwarfs. The color of the data points represents the metallicity [Fe/H] of the stars. Kirkpatrick et al. (1991 Kirkpatrick et al. ( , 1995 Kirkpatrick et al. ( , 1999 (2007), Henry et al. (2006) , Gatewood at al. (2008) , Dittmann et al. (2014) ences these values are respectively 0.13L ⊙ and 0.10L ⊙ in log scale. Though the plots display some scatter, it also shows good agreement with our estimated results. In the left panel of Figure 6 , we show the estimated luminosity as a function of T e f f for our observed M dwarf stars with the data points are color-coded with their radius. In the right panel of Figure 6 , we show the stellar radius as a function of T e f f for our work with the data points are shaded with colors according to their luminosity values. These two plots confirm one to one correlation of stellar luminosity and radius with T e f f . Kleinmann and Hall (1986) stated first that the H 2 O absorption in the spectra of dwarf stars causes the depression at K-band and the spectral type decreases as the water absorption increases. After that Kirkpatrick et al. 1991, hereafter KHM) spectral standards (Henry at al. 2006) . In this work, we took both H and K-band H 2 O index and obtained a calibration relation with spectral type:
RMSE (S p NIR ) = 0.73 MAD (S p NIR ) = 0.55 We used 15 stars as calibrators (Table. 5 ) to identify the bestfit relationship. The uncertainties in Sp. types for our stars are calculated from the random error in the H 2 O indices by an MCMC (Markov chain Monte Carlo) simulation using idl_emcee 5 . We used 500 walkers and 100 iterations where the walkers are initialized as a gaussian over the specified range between the min and max values of each free parameter within the 3σ confidence level. We determined the final error by adding the randomly generated Gaussian errors with the intrinsic scatter of the best-fit relation. As all of our calibrators did not belong to the KHM sys-5 https://github.com/mcfit/idl_emcee tem, we used the CARMENES catalogue of M dwarfs and took the measured spectral types from Low-resolution optical spectroscopy (F. J. Alonso-Floriano et al. 2015) and High-resolution optical and NIR spectroscopy (A. Reiners et al. 2018) to establish the calibration relation. Our Calibration relation is valid roughly for spectral types ranging from K7V-M7V, and the RMSE of our relationship is around 0.73 which indicates that we can tell each star's sp. types with an accuracy of the order of 0.7 subtypes and the R 2 ap (sp.type) value is 0.90 which predicts the quality of the fits. In Figure 8 , we show a comparison plot of our calibrated spectral type with PMSU (Palomar/MSU nearby star spectroscopic survey; Hawley et al. 1996) spectral types. The spectral type differences have a median value of 0.4 subtypes and a standard deviation of 0.44 subtype for the PMSU vs. our estimation. For spectral type notation we expressed M5V numerically as S p NIR = 5 and for K7V we took as S p NIR = -1.0.
Absolute K s Magnitude and Spectroscopic Distances
Newton at al. (2014) presented a calibration relation for estimating absolute K s magnitude using NIR spectral type and the H 2 O-K2 index. Now for our observed dwarf stars, we obtained an improved calibration relation by adapting both the H 2 O indices to get a linear fit with absolute K s magnitude. First we calculated M k for our calibrators (Table. 6 ap (M k ) = 0.83. We also estimated the spectroscopic distance using M k values and apparent magnitudes (Cutri et al. 2003) , ignoring the extinction effects. The uncertainties in absolute K s magnitude and distance are estimated from the random errors in the H 2 O indices following the same method as we applied for sp. type. The estimated M k values and spectroscopic distances are given in Table 9 .
Relation between M k and inferred parameters
We show the plot of absolute K s magnitude (M k ) vs. inferred T e f f , stellar radius and luminosity (log L bol ) respectively in Figure 9 . All the parameters are estimated using NIR spectroscopic features and indices. For very low mass stars, Delfosse et al. (2000) established visual and NIR empirical mass-luminosity relations. As most of the stellar properties have a very close mass dependency, it is very obvious that there exist strong relationships between M k and other fundamental parameters. So we can consider M k as an independent indicator of stellar parameters (Newton at al. 2015) and we also show a quadratic fit of M k as a function of T e f f , stellar radius and luminosity (L bol ) respectively : The scatter in the plots could arise due to metallicity dependence on the parameters (Dotter et al. 2008; Feiden et al. 2011) or due to the contribution from unresolved binaries (Newton et al. 2015) . Figure 12 . Comparison of our inferred Mass with Mass estimated using the relation given by Mann et al. (2015) . The points are shaded with colors according to the metallicity. metallicity of 18 M dwarfs which were not present in Rojas-Ayala et al. (2012) and 13 new objects that were not present in Mann et al.'s (2015) work (results are shown in Table 9 ). 
Stellar Metallicity Calibration

Luminosity-Mass relation
The best fit relation is obtained by using photometrically determined parameters of 8 calibration samples from Mann et al. (2013a) and parameters of 4 calibrators estimated using semiempirical relation taken from Mann et al. (2015) (see the calibration sample in Table 8 ). The uncertainty in mass is calculated from the error in luminosity using idl_emcee. In the left side of Figure 11 we show the plot of Stellar Mass vs.
Stellar T e f f where the points are color-coded by the luminosity and in the right side we show stellar radius vs. stellar mass where the points are shaded with colors according to the T e f f value. In Figure 12 , we show the comparison of our inferred Mass with Mass estimated using relation given by Mann et al. (2015) . The median and standard deviation of the differences in our calculated mass values with mass given by Mann et al. (2015) are respectively 0.06M ⊙ and 0.09 ⊙ .
SUMMARY AND CONCLUSION
In this paper, we present H (1.50-1.84 µm) and K (1.95-2.45 µm) band spectra of 53 M dwarfs including seven stars with interferometric radius, nine objects with reliable metallicity estimates (SPOCS I catalogue), ten possible planet candidates and almost half of our sample is in the northern 8 pc region. We measured the EWs and H 2 O index in both H and K-band and determined spectroscopic T e f f , radius, luminosity, spectral type, absolute K s magnitude, metallicity, and mass, by deriving empirical calibration relations for these parameters. The estimation of our spectral properties is mostly model-independent. Newton at al. (2014) used only the H-band water index to calibrate sp.type and absolute K s magnitude respectively. For completeness we used both the indices and predicted the parameters with an accuracy of 0.7 subtypes and 0.6 (M k ) error within 3σ confidence interval and the higher adjusted square of the multiple correlation coefficient values (R 2 ap (sp.type) = 0.90 and R 2 ap (M k ) = 0.83) also supports that the quality of these fits are good statistically. We show the existence of relationships between our inferred T e f f , radii, and luminosity with star's absolute K s magnitude, which in turn independently confirms the validation of our calibrations. We also estimated the spectroscopic distances of our stars using M Ks and photometrically determined apparent magnitudes.
3. We compared our results to the literature, to identify the most suitable calibration relation for overall metallicity [M/H] and iron abundance [Fe/H], and we found the best results using the relations given by Rojas-Ayala et al. (2012) . The metallicity dependence of K-band Na I and Ca I features for our observed M dwarf spectra motivated us to use them for calibration. We estimated the metallicity of 18 new M dwarfs that were not analyzed by Rojas-Ayala et al. (2012) in their work. We found that the metallicity values of our objects lie in both sub-solar and super-solar regions, confirming young as well as old dwarf stars in our observed sample, with the probably planet hosts lying in the solar metallicity region.
4. We used stars with photometrically estimated mass and luminosity (L/L ⊙ ) as calibrators and determined the mass of the observed sample empirically as a fourth-order polynomial of luminosity. Table 9 . Estimated Stellar parameters for our observed (2-m HCT) M-Dwarfs: Table 10 . EW of Mg I (1.57 µm) for the BT-Settl model spectra (resolution downgraded to that of the TIRSPEC instrument)
.
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