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1. Introduction
Science in general and especially physics has long aimed to explain and understand the un-
derlying principles of matter and its interaction. In modern times, these goals are pursued
in particle (or high energy) physics. The Standard Model of particle physics (SM) embodies
the result of these efforts. It is an accurate description of numerous precision measurements
performed thus far. Furthermore, it was repeatably possible to predict both parameter values
and the existence of particles (e.g. the electro-weak bosons, the top quark, and the τ lepton).
More recently a boson was found showing properties consistent with the predicted Higgs boson
(cf. section 2.1). Nevertheless the Standard Model is not yet complete. It does not include
gravity and has no conclusive explanation for astronomical measurements of dark matter and
energy (96% of the energy in the universe) (cf. section 2.2.1). Also substantial fine-tuning is
necessary in the Higgs-sector (cf. section 2.2.2).
There are many proposed extensions of the Standard Model to alleviate some or all of these
open questions. One popular framework is super-symmetry. It postulates a symmetry be-
tween fermions and bosons introducing new partner particles with a spin difference of 1
2
(cf. section 2.3). Such super-symmetric models can indeed offer solutions to some of the
aforementioned open questions of the Standard Model. The postulated symmetry however
must be broken, since up to now no super-symmetric partners have been observed. The search
for them continues at higher masses, requiring collisions at high center of mass energy
√
s.
The Large Hadron Collider (LHC) has been designed to provide such high energy proton-
proton collisions. With it, searches for particles of high masses such as the Higgs boson and
possible super-symmetric partners are feasible. The Compact Muon Spectrometer (CMS) is
one of four detectors, which record data on the proton-proton collisions.
This work is part of an concerted effort to look for new, heavy particles. In it, each analysis
concentrates on a specific final state. In this specific analysis the focus is set on events with
two opposite sign leptons, one of which is a hadronically decaying τ lepton (τh). The analysis
was developed in parallel to the one concentrating on the remaining opposite sign dilepton
final states [106]. A combination of both efforts is presented here as well. Since proton-proton
collisions are studied, it is assumed that new, heavy particles are produced through strong
coupling. Also a dark matter candidate is assumed to only couple weakly, thus escaping direct
detection in CMS. Both assumptions are used to suppress SM background in the analysis.
The first by requiring large hadronic activity in the events, the second by requiring missing
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transverse energy (cf. section 6). In an effort to be sensitive to an as wide range of new physics
as possible, four signal regions are defined, binned in hadronic activity and missing transverse
energy. In those regions a counting experiment is performed. The main SM backgrounds
(dileptonic tt¯ decay, and quark or gluon jets misidentified as τh candidates) are extrapolated
directly from data.
1.1 Structure of this Document
After the introductory first chapter, this document is structured in eight main chapters.
The second chapter presents theoretical underpinnings: the Standard Model (SM) of particle
physics, its open issues, and possible solutions by models beyond the Standard Model. In the
third chapter, the experimental setup in form of the Large Hadron Collider (LHC) providing
proton-proton collisons at
√
s = 7 TeV, the Compact Muon Solenoid (CMS) detector, and its
subdetectors is introduced. A short summary of collision event simulation using Monte Carlo
methods at CMS is given in the forth chapter. The fifth chapter explains the reconstruction
and identification algorithms of the objects relevant to this analysis. Also the performance of
these algorithms is evaluated. After these definitions, the sixth chapter introduces the main
event selection. Starting at the online selection and its performance, then converging on the
definition of the final control and four search region selections. The seventh chapter describes
the two main data-driven background estimation methods: one estimating the contribution
of dileptonic top pair decays (cf. section 7.1), the other estimating the contribution of recon-
struction failures (cf. section 7.2). Basic crosschecks in the aforementioned control region are
presented in the eighth chapter. In the nineth chapter all of the above are combined; a count-
ing experiment in the four search regions is performed and compared to estimates from both
data-driven methods and simulation. Since no excess with respect to the SM expectations is
found, interpretation in two frameworks is provided: a simplified model, which concentrate
on the opposite sign dileptonic final state including τ leptons, and a fully developed minimal
super-symmetric extension of the standard model (cMSSM). For both, exclusion contours with
95% confidence level are given, using the modified frequentist method CLS.
1.2 Conventions
This section introduces some basic conventions used in this work. In all cases natural units
~ = c = 1, (1.1)
with the reduced Planck constant (~) and the speed of light (c) set to unity are used. As a
consequence the units of energy, mass, and momentum evaluate to electron volt (eV). Cross-
section and integrated luminosity (
∫ Ldt) are measured in barn (b = 10−24 cm) and inverse
barn (b−1), respectively.
Important for the detector description are the electromagnetic and hadronic interaction lengths.
The former is called radiation length X0 [g cm
−2] [7, 83]. It stands for the mean distance a
high energy electron travels before losing all but e−1 of its energy to bremsstrahlung. It also
is 7
9
of the mean free path for e+e− pair-production of high energetic photons. These two
facts make X0 an appropriate measure for electromagnetic showers. Similarly, the hadronic
interaction length (λI) is defined by the penetration depth of relativistic, charged hadronic
particles before loosing again all but e−1 of their initial energy.
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When describing particle interactions, often matter and antimatter particles are not distin-
guished and charge notation is omitted where it is of no importance to the point. In this
way the hadronic tau decay τ+ → ν¯τ W+ → ν¯τ ud¯ is abbreviated as τ → ντ W → ντ ud.
Furthermore when dilepton final sates are mentioned without specifying the lepton charges,
they are to be understood to be of opposite sign (e.g. µτh stands for µ
±τ∓h ).
Unless explicitly stated otherwise, uncertainties are shown as the quadratic sum of system-
atic and statistical uncertainties. Where appropriate, both are separated and the statistical
uncertainty is given first.
1.2.1 Variables
The CMS collaboration has agreed upon a common, right-handed coordinate system for all
analyses. The x-axis points radially towards the center of the accelerating ring, the y-axis
points upwards, and the z-axis along the LHC ring.
In practice it is often transformed into a spherical system with the azimuth angle ϕ, and polar
angle θ. The latter is substituted by pseudo-rapidity
η = − ln
[
tan
(
θ
2
)]
, (1.2)
which in the limit |p| → E converges towards the rapidity y = 1
2
ln
(
E+pz
E−pz
)
. This is useful
since differences ∆y are invariant towards boosts along the z-axis (i.e. along the beamline).
As events in hadron colliders like the LHC often contain such unknown boosts the transverse
momentum
pT =
√
p2x + p
2
y, (1.3)
and transverse energy
ET =
√
E2x + E
2
y , (1.4)
are other often used quantities.
For the same reason hadronic activity is quantified combining clustered particle jets (cf. sec-
tion 5.4) in a scalar sum of transverse momenta
HT =
∑
jet pT>30 GeV
|pjetT |; (1.5)
each jet is required to exceed |pjetT | > 30 GeV.
Due to the choice of the coordinate system, the transverse momentum of the initial parton-
parton interaction is negligible while the longitudinal component along the beam direction is
unknown. Particles that are not measured in the detector are observed in the form of missing
transverse energy
~EmissT = −
∑
~pT , (1.6)
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leveraging momentum conservation and assuming ET =
√
E2x + E
2
y ≈ 0 in the initial state. In
practice the absolute EmissT =
∣∣∣ ~EmissT ∣∣∣ is used in event selection.
The transverse mass relative to another particle ` of transverse momentum ~p` is defined as
m
`,EmissT
T =
√
2|EmissT ||p`,T | (1− cos(∆ϕ)), (1.7)
where ∆ϕ is the angle between ~EmissT and ~p` in the transverse plane.
Finally, the angular distance of two momenta ~p1, ~p2 is expressed as
∆R =
√
(ϕ1 − ϕ2)2 + (η1 − η2)2. (1.8)
Here ϕi (ηi) denotes the azimuth angle (pseudo rapidity) of the momentum ~pi.
2. Theoretical Underpinnings
The fundamental interactions of (anti)matter are described by quantum field theory. Given
a limited set of 26 measured parameters the Standard Model of particle physics (SM) yields
precise predictions for most states of (anti)matter and their interaction. However, there are
hints that the current understanding of the Standard Model may not be complete, and it might
be in fact an effective theory of a more inclusive model Beyond the Standard Model (BSM).
This chapter gives an overview of the Standard Model, its particles and their interaction. More
detailed mathematical and historical descriptions can be found for example in references [2, 5,
6, 10]. Thereafter, some measurements giving hints for physics beyond the SM are presented
as well as supersymmetric (SUSY) theories, which pose a wealth of possible extensions of the
SM. Lastly, the specific final state investigated in this work is introduced.
2.1 The Standard Model of Particle Physics
In the Standard Model of particle physics twelve quantum fields of half integer spin (s = 1
2
)
represent the fundamental fermions (cf. Tab. 2.1). Mediator particles (gauge bosons) of integer
spin for the three fundamental forces (electromagnetic, weak, and strong) enable the basic
couplings of these. Here, the mass eigenstates of all fields are considered. The result are
two fermion doublets (quarks and leptons), each doublet is repeated in three families of mass
eigenstates (flavors) and otherwise the same quantum numbers. Particles in one of the doublets
carry color charge (quarks), and thus take part in the strong coupling, and particles in the
other do not (leptons). Furthermore, for each matter particle x there is an antimatter particle
x¯ of the same mass, but opposite electromagnetic charge.
Electron (e), muon (µ), and tau (τ) build the species of charged leptons and carry an electro-
magnetic charge of −1e. Similarly named, the species of neutral leptons (neutrinos) consists of
electron neutrinos (νe), muon neutrinos (νµ), and tau neutrinos (ντ ). Neutrinos do not carry
electromagnetic charge. Here they are considered mass-less.
The quarks are subdivided into three up-type flavors: up (u), charm (c), and top (t), which
carry electromagnetic charge of 2
3
e. Finally, the down-type quark flavors are: down (d), strange
(s), and bottom (b) which carry a charge of −1
3
e. Each quark occurs in the three color charges
of the strong force: red, green, and blue. In contrast to leptons, quarks do not occur in
unbound states.
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Electromagnetic interactions are mediated by mass-less photons (γ). The mediators of the
weak force are the massive W± (mW ≈ 80.4 GeV) and Z (mZ ≈ 91.2 GeV) bosons. They
couple to the weak isospin, thus interact with all fermions and bosons in the SM. The weak
force also poses the only possibility in the SM to change fermion flavor and electromagnetic
charge at tree level. The strong force is mediated by mass-less gluons which form a color octet:
each gluon carries superimposed color-anticolor combinations of two of the three color charges.
This enables interaction of quarks, as well as gluon-gluon interactions. The gluon field also
introduces confinement, which explains why no free quarks or gluons have been observed.
Instead, quarks are bound in color neutral hadrons: either one quark and one anti-quark
(meson) of the same color or three quarks (baryon), one of each color.
The gauge group of the SM is SU(3)C × SU(2)L × U(1)Y for the color charge C, the weak
isospin T3 and the weak hypercharge Y . Here, the electro-weak unification is represented by
the electro-weak subgroup SU(2)L×U(1)Y , the gauge eigenstates of the mediating bosons are
denoted by W± = 1√
2
(W 1 ±W 2), W 0, and B0. The latter two mix to form the aforementioned
mass eigenstates γ and Z.
The mechanism through which some of the electro-weak gauge bosons acquire mass has been
one of the few open questions of the SM. Recent evidence [80, 96] favors spontaneous symmetry
breaking through a complex scalar doublet field (Higgs mechanism) [3, 4, 39]: This field gives
mass to the electro-weak bosons and through Yukawa interaction to the fundamental fermions.
It predicts the existence of a SM Higgs boson (spin = 0). While the SM higgs boson mass mH
is a free parameter of the theory, the coupling to the SM particles can be used as further tests.
Both the CMS and the ATLAS experiment have reported evidence for a boson compatible
with the predicted Higgs boson properties at a mass of mH ≈ 125 GeV. This test is possible
since mH is the only free additional parameter introduced to the SM by the Higgs mechanism.
All other couplings of the scalar field are determined by the masses of the SM particles. Many
aspects of the Higgs mechanism are still subject to intense study at the LHC.
The various possible vertices, which emerge from the electro-weak and strong couplings, are
the building blocks for the pertubative description of the SM using Feynman-Diagrams [10]
(cf. Fig. 2.1).
The Standard Model has proven to be an accurate description of nature. Beginning with
quantum-electro-dynamics (QED) [1, 10] and its electro-weak extension [5, 10], over the advent
of quantum-chromo-dynamics (QCD) [10, 16] and its description of the strong force, to the
Table 2.1: Fermions and gauge bosons contained in the Standard Model in their mass eigen-
states.
fermions (spin = 1
2
) gauge bosons (spin = 1) (spin = 0)
1st 2nd 3rd electro-weak strong Higgs
generation SU(2)L × U(1)Y SU(3)C
Leptons
νe νµ ντ

W±, Z

H
e µ τ
 γQuarks up (u) charm (c) top (t)
 gdown (d) strange (s) bottom (b)
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γ
f +e
f −e
f
fZ W± νf , qu/d
f ±e , q¯d/u q¯
qg
g g
g
g
g
g
gγ/Z
W∓
W± W +
W− Z/W∓
Z/W±
∗
Figure 2.1: Vertices of particle interactions in the Standard Model. Coupling fermions are:
f any fermion, fe any electrically charged fermion, q any quark, qu any up-type quark, qd any
down-type quark, l any lepton, νl any neutrino. The boson combination at ∗ needs to conserve
charge.
latest addition in form of electro-weak symmetry breaking via the Higgs mechanism [3, 4].
Throughout its history it was repeatedly possible to successfully predict the existence of both
fundamental particles (e.g. the τ lepton and the top quark) and bound states (e.g. the ∆++
meson). Furthermore precise predictions for the cross-section of pertubative processes have
been made.
2.2 Beyond the Standard Model
Despite its great success the Standard Model is not yet complete. For one, it does not in-
corporate gravity. Due to the very weak interaction introduced by gravity, this omission has
no large effect for other SM predictions. In fact, gravity introduces a significant effect at
energies near the Planck scale mPlanck ∼
√
G
−1 ≈ 1019 GeV. Here G denotes the gravitational
constant. The Standard Model is understood to be a low energy effective theory with respect
to the Planck mass.
This section introduces hints why the SM might be in fact an effective theory valid only up
to much lower energies mBSM  mPlanck . The analysis presented in the following chapters is
part of the CMS search strategy for such physics beyond the Standard Model (BSM).
2.2.1 Cosmological Hints: Dark Matter
Precision measurements of the cosmic microwave background (CMB) show that the baryonic
matter described by the Standard Model accounts for only 4.9% of the observed matter in the
universe. The remainder is split into dark matter (26.8%) and dark energy (68.3%). In this
context, dark matter is an unknown state of matter which shows only weak and gravitational
interactions. These fractions are observed analyzing measurements of the Planck [101] satellite.
They confirm the earlier findings by the Wilkinson Microwave Anisotropy Probe (WMAP)
[25] with higher precision. Additional hints for the gravitational interaction of dark matter
originate from the study of galaxy rotation curves [9].
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“We are, I think, in the right Road of Improvement, for we are making Experiments.”
–Benjamin Franklin
1 Introduction
The Standard Model of high-energy physics, augmented by neutrino masses, provides a remarkably
successful description of presently known phenomena. The experimental frontier has advanced into the
TeV range with no unambiguous hints of additional structure. Still, it seems clear that the Standard
Model is a work in progress and will have to be extended to describe physics at higher energies.
Certainly, a new framework will be required at the reduced Planck scale MP = (8piGNewton)
−1/2 =
2.4 × 1018 GeV, where quantum gravitational effects become important. Based only on a proper
respect for the power of Nature to surprise us, it seems nearly as obvious that new physics exists in the
16 orders of magnitude in energy between the presently explored territory near the electroweak scale,
MW , and the Planck scale.
The mere fact that the ratio MP/MW is so huge is already a powerful clue to the character of
physics beyond the Standard Model, because of the infamous “hierarchy problem” [1]. This is not
really a difficulty with the Standard Model itself, but rather a disturbing sensitivity of the Higgs
potential to new physics in almost any imaginable extension of the Standard Model. The electrically
neutral part of the Standard Model Higgs field is a complex scalar H with a classical potential
V = m2H |H|2 + λ|H|4 . (1.1)
The Standard Model requires a non-vanishing vacuum expectation value (VEV) for H at the minimum
of the potential. This will occur if λ > 0 and m2H < 0, resulting in 〈H〉 =
√
−m2H/2λ. Since we
know experimentally that 〈H〉 is approximately 174 GeV, from measurements of the properties of the
weak interactions, it must be that m2H is very roughly of order −(100 GeV)2. The problem is that m2H
receives enormous quantum corrections from the virtual effects of every particle that couples, directly
or indirectly, to the Higgs field.
For example, in Figure 1.1a we have a correction to m2H from a loop containing a Dirac fermion
f with mass mf . If the Higgs field couples to f with a term in the Lagrangian −λfHff , then the
Feynman diagram in Figure 1.1a yields a correction
∆m2H = −
|λf |2
8pi2
Λ2UV + . . . . (1.2)
Here ΛUV is an ultraviolet momentum cutoff used to regulate the loop integral; it should be interpreted
as at least the energy scale at which new physics enters to alter the high-energy behavior of the theory.
The ellipses represent terms proportional to m2f , which grow at most logarithmically with ΛUV (and
actually differ for the real and imaginary parts of H). Each of the leptons and quarks of the Standard
Model can play the role of f ; for quarks, eq. (1.2) should be multiplied by 3 to account for color. The
H
f
(a)
S
H
(b)
Figure 1.1: One-loop quantum corrections to the Higgs squared mass parameter m2H , due to (a) a Dirac
fermion f , and (b) a scalar S.
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Figure 2.2: Feynman diagrams for the one-loop quantum corrections to the Higgs squared
mass parameter, due to a Dirac fermion f (a), and a scalar boson S (b). [17]
There are several models that introduce dark matter. Here, particles carrying non relativistic
momenta are considered (cold dark matter hypothesis) to avoid theoretical dissonace in the
discription of the early universe. For instance heavy, non-baryonic, weakly interacting massive
particles (WIMPs) are valid candidates. These additional particles might be discovered in
collider experiments at high center of mass energies. Furthermore, the annihilation cross-
section needed to produce the current dark matter density through thermal freeze-out in the
early universe, is remarkably similar to that of a generic weakly interacting particle.
One candidate for such WIMPs is the lightest super-symmetric particle, which in many models
(e.g. assuming R-parity conservation) is stable (cf. section 2.3).
2.2.2 Naturalness in the Higgs Sector
Another hint for physics beyond the Standard Model is given by the Higgs self interaction.
Given Yukawa Higgs couplings −λfHff¯ , first order fermion loops (cf. Fig. 2.2a) introduce
corrections to the fundamental Higgs boson mass mfundamentalH :
(mobservedH )
2 = (mfundamentalH )
2 − λ
2
f
8pi2
Λ2. (2.1)
Here, mobservedH ≈ 125 GeV is the observed Higgs boson mass, and Λ denotes the energy scale
up to which the SM is a valid effective theory. Assuming no further BSM physics implies
Λ = O(mPlanck) ≈ 1019 GeV. Equation 2.1 then dictates that also mfundamentalH O(mPlanck).
Furthermore the cancellation must result in the observed mH . This fine tuning of two large
and independent parameters, while mathematically sound, is percived as unnatural. Since this
issue is introduced by the large differnce between the observed Higgs mass and the scale of
physics beyond the standard model, it is not present if the SM is only valid up to mBSM =
O(100 GeV to 1 TeV). Obviously at this point the BSM model itself must not introduce a
similar fine tuning with respect to the Planck mass.
For example in super-symmetric models the quadratic dependence on the energy scale is
canceled by introducing a scalar field of the same coupling strength for each fermion and
vice versa. The additional boson loops from the −λS|H|2|S|2 term (cf. Fig. 2.2b) transform
equation 2.1 to
(mobservedH )
2 = (mfundamentalH )
2 +
(λ2f − 12λS)
8pi2
· Λ2 − λS ·m
2
S
8pi2
ln(
Λ
mS
). (2.2)
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Figure 6.8: Two-loop renormaliza-
tion group evolution of the inverse
gauge couplings α−1a (Q) in the Stan-
dard Model (dashed lines) and the
MSSM (solid lines). In the MSSM
case, the sparticle masses are treated
as a common threshold varied be-
tween 500 GeV and 1.5 TeV, and
α3(mZ) is varied between 0.117 and
0.121.
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This unification is of course not perfect; α3 tends to be slightly smaller than the common value of
α1(MU ) = α2(MU ) at the point where they meet, which is often taken to be the definition of MU .
However, this small difference can easily be ascribed to threshold corrections due to whatever new
particles exist near MU . Note that MU decreases slightly as the superpartner masses are raised. While
the apparent approximate unification of gauge couplings at MU might be just an accident, it may also
be taken as a strong hint in favor of a grand unified theory (GUT) or superstring models, both of which
can naturally accommodate gauge coupling unification below MP. Furthermore, if this hint is taken
seriously, then we can reasonably expect to be able to apply a similar RG analysis to the other MSSM
couplings and soft masses as well. The next section discusses the form of the necessary RG equations.
6.5 Renormalization Group equations for the MSSM
In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not suffer from very large logarithms.
As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 − 2". Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom off-shell. This mismatch is only 2", but can be multiplied by factors
up to 1/"n in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.
Instead, one may use the slightly different scheme known as regularization by dimensional reduction,
or DRED, which does respect supersymmetry [109]. In the DRED method, all momentum integrals
are still performed in d = 4 − 2" dimensions, but the vector index µ on the gauge boson fields Aaµ
now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running
couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than
61
Figure 2.3: Renormalization group evolution of the inverse gauge couplings
α−1U(1)Y /SU(2)L/SU(3)C in the Standard Model (dashed lines) and in the MSSM. For the MSSM
the mass scal vari s between ≈ 500 GeV and 1500 GeV (solid blu and red lines). [17]
Here, mS and λS denote the mass and coupling of the boson respectively. For couplings
λ2f ≈ 12λS only a logarithmic depe dence remains. This is not possible in the Standard Model.
Note that aturalness arguments are not binding: the Standard odel is mathematically
sound in this regard.
2.2.3 Unification of Couplings
Another dissonance in the Standard Model is found in the running of the couplings. It is
desirable that all th ee ele entary forces unify at a certain unifica ion scale Q0. Evaluating
the renormalization group equations of the SM couplings (cf. Fig. 2.3), shows that no such
unification occurs. Popular super-symmetric extensions of the Standard Model (e.g. MSSM)
however have this feature.
2.3 Super-Symmetry
One possibility for physics beyond the Standard Model is Super-Symmetry (SUSY). It postu-
lates a symmetry between fermions and bosons in form of the SUSY generator Q,
Q |fermion〉 ∝ |boson〉 , Q |boson〉 ∝ |fermion〉 (2.3)
Except for the spin difference of 1
2
, no quantum numbers are changed in the transition between
SM particle and its super partner. Here solely minimal phenomenologically viable super-
symmetric extensions of the SM are considered. These are known as minimal super-symmetric
models (MSSM). The resulting supermultiplets are summarized in table 2.2. Super-symmetric
theories have been explored in depth [15, 27, 83], here notation and argumentation will follow
[17].
The most general MSSM models contain lepton and baryon number violating terms. They
lead, among other consequences, to new possibilities for rapid proton decay (e.g. p+ → e+pi0
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via a squark). Precision measurements on the other hand show that the proton lifetime exceeds
1032 years. To avoid such processes, an additional conserved multiplicative quantum number
PR = (−1)3(B−L)+2s, (2.4)
called R-parity, is defined. Here B denotes the baryon number, L the lepton number, and
s the spin of the particle. Note that SM particles lead to PR = +1, while SUSY-Particles
lead to PR = −1. Conservation of R-parity has several phenomenological consequences. The
three most important in this context are: First, in proton-proton collisions super-symmetric
particles are produced in even numbers (e.g. in pairs), only. Second, super-symmetric particles
decay into an odd number of super-symmetric particles of lower mass, possibly emitting SM
particles. Third, as a result the lightest super-symmetric particle (LSP) does not decay into
SM particles and is a WIMP candidate and therefore a possible explanation for the origin of
dark matter (cf. section 2.2.1). More detailed examples for such processes, especially those
this analysis is sensitive to, are given in a dedicated section (cf. section 2.4.3).
Table 2.2: Chiral and gauge supermultiplets in minimal super-symmetric models (MSSM).
Only the first family is shown but the structure is understood to be repeated for all three
families.
chiral supermultiplets
Names spin = 0 spin = 1
2
(s)quarks Q (u˜L d˜L) (uL dL)
(× 3 families) u¯ u˜∗R u†R
d¯ d˜∗R d
†
R
(s)leptons L (ν˜L e˜L) (νL eL)
(× 3 families) e¯ e˜∗R e†R
Higgs(inos) Hu (H
+
u H
0
u) (H˜
+
u H˜
0
u)
Hd (H
0
d H
−
d ) (H˜
0
d H˜
−
d )
gauge supermultiplets
Names spin = 1
2
spin = 1
gluions, gluons g g˜ g
Winos, W bosons W W˜± W˜ 0 W± W 0
Binos, B boson B B˜0 B0
2.3.1 The Higgs Sector of the MSSM
In order to prevent gauge anomalies, two complex Higgs doublets are introduced. These are
Hu =
(
H+u
H0u
)
and Hd =
(
H0d
H−d
)
, (2.5)
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where Hu gives mass to up-type quarks and Hd gives mass to down-type quarks. Three of the
eight fields are again used to give mass to the massive electro-weak bosons (W± and Z). If
SUSY is real, the boson found in recent CMS and ATLAS analyses can be understood as a
linear combination of H0u and H
0
d . In contrast to the SM Higgs sector not one but five fields
remain for an extended Higgs sector: Two neutral scalar bosons h0 and H0 (disambiguated
by their mass mh < mH), one neutral pseudo scalar A
0, and two charged scalars H±. Note
that these bosons are the only additional particles of R-parity > 0 introduced in the MSSM.
The two Higgs doublets induce two non-zero vacuum expectation values under the electro-weak
symmetry breaking vu and vd. Their ratio
tan β =
vu
vd
=
〈H0u〉
〈H0d〉
, (2.6)
is an important free parameter of MSSM, which has severe impact on the mass spectrum of a
given model.
2.3.2 MSSM Particle Content and Naming Conventions
The names of MSSM particles (sparticles) are derived from their SM partners to emphasize
their shared properties (cf. Tab. 2.2). For fermions a prefix of “s-” is added. The leptonic
superpartners (sleptons) are called selectron (e˜), smuon (µ˜), and stau (τ˜). The quark su-
perpartners (squarks) are sup (u˜), sdown (d˜), and so on. Similarly, for the super-symmetric
boson partners a postfix of “-ino” is added namely: gluinos (g˜), winos (W˜±,0), bino (B˜0), and
higgsinos (H˜±,0u,d ).
2.3.3 Soft SUSY Breaking and Mass Eigenstates
On the one hand, none of the postulated additional particles has been observed to date [58, 83].
Thus, the masses of the sparticles have to exceed those of their SM partners and in turn super-
symmetry must be broken. On the other hand, naturalness considerations (cf. section 2.2.2)
suggest SUSY mass scales at mBSM = O(100 GeV to 1 TeV) (i.e. “soft” SUSY breaking).
In the MSSM a SUSY breaking term is added to the Lagrangian. Omitting the family indixes
on supermultiplet names (cf. Tab. 2.2) for clarity,
LMSSMsoft = −
1
2
(
M3g˜g˜ +M2W˜W˜ +M1B˜B˜ + h.c.
)
−
(
u˜auQ˜Hu − d˜adQ˜Hd − e˜aeL˜Hd + h.c.
)
−Q˜†mQ2Q˜− L˜†mL2L˜− u˜mu2u˜† − d˜md2d˜
† − e˜me2e˜†
−m2HuH?uHu −m2HdH?dHd + (bHuHd + h.c). (2.7)
In the first line M3, M2, and M1 are the gluino, wino, and bino mass terms. In the second
line ad, au, and ae represent matrices (∈ C3×3) in family space with mass dimension, which
correspond to the Higgs Yukawa couplings. The third line introduces hermitian squark and
slepton mass terms mQ
2, mL
2, mu
2, md
2, and me
2 (∈ C3×3). The final line introduces SUSY
breaking contributions to the Higgs potential m2Hu , m
2
Hd
, and b. To achieve “soft” SUSY
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breaking, at least some of these additional parameters are expected to be at the soft scales
mBSM = O(100 GeV to 1 TeV), or the square of the soft scale, respectively.
In contrast to the SUSY models introduced so far, the above term LMSSMsoft introduces only
105 distinct parameters in the form of masses, phases and mixing angles. Many of these
degrees of freedom can be theoretically constrained by the choice of the breaking model (e.g.
cMSSM (cf. section 2.3.4)) or experimentally constrained by precision SM measurement, where
sparticles may occur as higher order corrections.
Phenomenologically, the mass eigenstates (cf. Tab. 2.3) are of greater interest. Higgsinos
and electroweak gauginos mix with each other following electroweak symmetry breaking. The
mass eigenstates of the neutral higgsinos and gauginos (W˜ 0, B˜0, H˜0u, H˜
0
d) are called neutralinos
χ01,2,3,4. Similarlly, the mass eigenstates of charged higgsinos and gauginos (W˜
±, H˜+u , H˜
−
d ) are
called charginos χ±1,2. The indices of both are sorted from the lowest to the highest mass.
Table 2.3: Particle content in addition to SM (cf. Tab. 2.1) of minimal super-symmetric
models (MSSM). The Higgs sector is expanded to two complex higgs doublets (Hu,d), three
goldstone bosons give mass to electro-weak bosons of the SM, remaining five mass eigenstates
listed as difference to SM.
Name gauge eigenstates mass eigenstates
Sleptons
˜`, ν˜` same as gauge
τ˜L, τ˜R, ν˜τ τ˜1, τ˜2, ν˜τ
Squarks
u˜,d˜, c˜, s˜ same as gauge
t˜L, t˜R, b˜L, b˜R t˜1, t˜2, b˜1, b˜2
Gluino g˜ same as gauge
Charginos W˜±, H˜±u,d χ
±
1 , χ
±
2
Neutralinos W˜ 0, B˜0, H˜0u, H˜
0
d χ
0
1, χ
0
2, χ
0
3, χ
0
4
Higgs bosons H0u, H
0
d , H
+
u , H
−
d h
0, H0, A0, H±
The corresponding terms in the SUSY Lagrangian to form the charginos are
Lχ±1,2 = −
1
2
(
W˜+, H˜+u , W˜
−, H˜−d
)T [ 0 MT
χ±1,2
Mχ±1,2 0
](
W˜+, H˜+u , W˜
−, H˜−d
)
+ h.c. (2.8)
where the mixing matrix
Mχ±1,2 =
[
M2
√
2 sin (β)mW√
2 cos (β)mW µ
]
(2.9)
involves the SM parameter mW (mass of the W boson) as well as the higgsino and gaugino
mass parameters µ, tan β, and M2.
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Similarly, the neutralino Lagrangian
Lχ01,2,3,4 = −
1
2
(
B˜, W˜ 0, H˜0d , H˜
0
u
)T
Mχ01,2,3,4
(
B˜, W˜ 0, H˜0d , H˜
0
u
)
+ h.c. (2.10)
where the mixing matrix
Mχ01,2,3,4 =
 M1 0 − cos (β) sin (θW )mZ sin (β) sin (θW )mZ0 M2 cos (β) cos (θW )mZ − sin (β) cos (θW )mZ− cos (β) sin (θW )mZ cos (β) cos (θW )mZ 0 −µ
sin (β) sin (θW )mZ − sin (β) cos (θW )mZ −µ 0

(2.11)
involves the additional parameters θW (Weinberg angle), mZ (Z boson mass) and the gaugino
parameters M1,2.
Substantial, arbitrary mixing of sfermions is disfavored by experimental evidence in the search
for CP-violating and flavor-changing effects. However, large Yukawa couplings are not. By
definition the 3rd generation will show the largest couplings, which allow the two chirality
states of the 3rd generation sfermions to mix notably. This yields a high mass and a low
mass sfermion of a given flavor (b˜1,2, t˜1,2 and τ˜1,2). A review of these experimental results and
possible theoretical implementations (e.g. soft supersymmetry-breaking universality) are given
in [17].
Following soft supersymmetry-breaking universality the resulting Lagrangian reads
L3rd generation = −(t˜∗L, t˜∗R)mt˜2(t˜∗L, t˜∗R)T
−(b˜∗L, b˜∗R)mb˜2(b˜∗L, b˜∗R)T
−(τ˜ ∗L, τ˜ ∗R)mτ˜ 2(τ˜ ∗L, τ˜ ∗R)T , (2.12)
with the squared mass matrices
mτ˜
2 =
[
m2L3 + ∆e˜L v(a
∗
τ cos (β)− µyτ sin (β))
v(aτ cos (β)− µ∗yτ sin (β)) m2e3 + ∆e˜R
]
, (2.13)
mt˜
2, and mb˜
2 are constructed analogously. On the diagonal parameters from soft SUSY
breaking mL3 and me¯3 appear alongside “hyperfine” splittings ∆e˜L and ∆e˜R from electroweak
symmetry breaking. For tan β > 1 the soft and Yukawa couplings aτ and yτ in the off diagonal
elements can be non-negligible. A consequence is a potentially large mass difference of τ˜1,2
(b˜1,2, t˜1,2). Here v
2 = v2u + v
2
d ≈ (174 GeV)2 is the square sum of the two VEVs of the Higgs
fields, which is fixed by electroweak measurements of the SM interactions.
2.3.4 Constrained Minimally Super-Symmetric Models (cMSSM)
The large number of additional free parameters introduced by soft SUSY breaking can be
reduced by the introduction of a specific SUSY breaking mechanism. A popular approach is
the constrained MSSM (cMSSM). Here, SUSY breaking is mediated from a hidden sector by
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gravity, which has only very small direct couplings to the chiral supermultiplets of the MSSM
(visible sector).
In practice a boundary condition for the parameters in LMSSMsoft (cf. equation 2.7) is established
at the unification scale for example the GUT scale Q0 = 2 · 1016 GeV:
m1/2 = M3 = M2 = M1, (2.14)
m20 · 1 = mQ
2 = mu
2 = md
2 = mL
2 = me
2, (2.15)
m20 = m
2
Hu = m
2
Hd
, (2.16)
au = A0yu, ad = A0yd, ae = A0ye. (2.17)
where yu,d,e denote the SM Yukawa couplings.
From there, renormalization group evolution is employed to extrapolate to the experimental
scale O(TeV) (cf. Fig. 2.4). In this way the 105 parameters introduced in soft SUSY breaking
are reduced to five:
m0 is the mass of the sfermions at Q0
m1/2 is the mass of the gauginos at Q0
A0 trilinear couplings at Q0
tan β ratio of Higgs vaccum expectation values (cf. equation 2.6)
sgn(µ) sign of the higgsino mass parameter at Q0
2.3.5 Benchmark Scenarios
The constrained MSSM framework is used to test and compare the sensitivity of analyses. In
contrast to the full 105 parameter MSSM, a systematic study of model scenarios is feasible
(e.g. a parameter scan) and often performed by experiments [109]. In this work, a scan along
m0 and m1/2 is performed while A0, tan β, an sgn(µ) are fix (cf. section 9.6). With such results
global fits of the cMSSM parameter space can combine SUSY searched from very different
analysis groups [82]. Note however, that concentrating on cMSSM is a choice and does not
cover arbitrary SUSY signatures.
The CMS SUSY community has chosen 13 benchmark scenarios from the possible cMSSM
scenarios (cf. Fig. 2.5). Each represents a certain phenomenological signature and is used to
study SUSY searches in the presence of a signal hypothesis. For the presented analysis the
abundance of dileptonic final states involving hadronic τ -lepton decays (τh, cf. section 2.4.1) is
used to evaluate its sensitivity to one of the various benchmark scenarios (cf. Fig. 2.6a). Note
that leptonic τ decays are counted in the light lepton final states, as they are in the following
analysis. This explains why in scenarios where at tree level the ττ final state is favored about
a third of the detected final states involve light leptons only. For the same reason the mixed
final states eτh and µτh remain important experimental signatures even if direct light lepton
production is suppressed. There are three categories of scenarios: The first being predominant
τ˜ production (e.g. LM2, LM11, and LM13), leading to mostly ττ final states, which in turn
decay into an abundance of τhτh final states. Here, light leptons are only produced in leptonic
τ decays. The second τ˜ production (e.g. LM0, LM3–LM10, and LM12) leads to a similar
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Figure 8.4: RG evolution of scalar and gaugino mass parameters in the MSSM with MSUGRA boundary
conditions imposed atQ0 = 2×1016 GeV. The parameter µ2+m2Hu runs negative, provoking electroweak
symmetry breaking.
family squarks and sleptons are nearly degenerate with those of the first family, and so are not shown.)
Variations in the model parameters have important and predictable effects. For example, taking larger
values of tan β with other model parameters held fixed will usually tend to lower b˜1 and τ˜1 masses
compared to those of the other sparticles. Taking larger m20 will tend to squeeze together the spectrum
of squarks and sleptons and move them all higher compared to the neutralinos, charginos and gluino.
This is illustrated in Figure 8.5(b), which has m20 " m21/2. [The MSUGRA parameters used to make
this graph were m1/2 = −A0 = 320 GeV, m0 = 3200 GeV, tan β = 10, µ > 0.] In this model, the
heaviest chargino and neutralino are wino-like.
The third sample sketch, in fig. 8.5(c), is obtained from a typical minimal GMSB model, with
N5 = 1 [and boundary conditions as in eq. (7.7.21) with Λ = 150 TeV, tan β = 15, and sign(µ)= + at
a scale Q0 = Mmess = 300 TeV for the illustration]. Here we see that the hierarchy between strongly
interacting sparticles and weakly interacting ones is quite large. Changing the messenger scale or Λ
does not reduce the relative splitting between squark and slepton masses, because there is no analog
of the universal m20 contribution here. Increasing the number of messenger fields tends to decrease the
squark and slepton masses relative to the gaugino masses, but still keeps the hierarchy between squark
and slepton masses intact. In the model shown, the LSP is the nearly massless gravitino and the NLSP
is a bino-like neutralino, but for larger number of messenger fields it could be either a stau, or else
co-NLSPs τ˜1, e˜L, µ˜L, depending on the choice of tan β.
The fourth sample sketch, in fig. 8.5(d), is of a typical GMSB model with a non-minimal messenger
sector, N5 = 3 [and boundary conditions as in eq. (7.7.21) with Λ = 60 TeV, tan β = 15, and sign(µ)= +
at a scale Q0 =Mmess = 120 TeV for the illustration]. Again the LSP is the nearly massless gravitino,
but this time the NLSP is the lightest stau. The heaviest superpartner is the gluino, and the heaviest
chargino and neutralino are wino-like.
It would be a mistake to rely too heavily on specific scenarios for the MSSM mass and mixing
spectrum, and the above illustrations are only a tiny fraction of the available possibilities. However,
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Figure 2.4: Renormalization group evolution of the scalar and gaugino mass parameters
in the cMSSM. Unification is introduced at Q0 = 2 · 1016 GeV (cf. equation 2.17). Third
generations of sleptons (red) and squarks (blue) are dashed [17]
.
LM13 tan(ϐ) = 40
tan(ϐ) = 35
LM0
Br(𝛘 →h 𝛘 ) > 0.5  0 0 02 1
Figure 2.5: Low mass cMSSM benchmark scenarios as defined by the CMS experiment.
Model parameters are given in the the m1/2, m0 plane. Mostly tan β = 10 is used, exceptions
are LM2 (tan β = 35) and LM13 (tan β = 40). LEP (yellow), Tevatron (pink), and charged
LSP (blue) exclusions are noted [34] (with small clarifications).
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rate of τ and ` final states, for instance due to the production of an intermediate on-shell
W or Z boson. In the third, intermediate, category, demonstrated by LM1, ˜`R production is
reduced in favor of τ˜1 production, since mixing of the chiral states occurs here in only the 3
rd
generation. This affects χ˜02 decays only, since ν˜ production is not disfavored.
In the following one benchmark scenario of each category is chosen to evaluate specific signal
hypotheses (LM1, LM6, and LM13), indicated by their distinctive mass spectra (cf. Fig. 2.6).
All three scenarios feature squarks and gluons of higher mass than the χ˜02 and χ˜
±
1 , which in
turn have a higher mass than the τ˜1. This facilitates decay chains that end in opposite sign
dilepton pairs (cf. section 2.4.3).
Furthermore these specific benchmark scenarios can serve as a convenient way to compare the
presented analysis to others in CMS [77, 78].
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Figure 2.6: Fraction of dileptonic final states (a) in the CMS benchmark scenarios. Leptonic
τ decays are counted in the light lepton fraction, as it is in the analysis. Masses of sparticles
in benchmark scenarios LM1 (b), LM6 (c), and LM13 (d).
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2.3.6 Simplified Model Scan (T1tauH)
A third approach is presented by simplified models [79]. Instead of a complete BSM theory,
only a few additional particles and interactions are added to the SM. Traditionally their names
follow SUSY naming conventions, even though no specific underlying BSM theory is assumed
and couplings are set to their SM values. They are chosen to create final states relevant to
the various phenomenological signatures targeted by the searches. In this way whole classes
of models can be tested, assuming that the analysis is only sensitive to the simplified process.
In contrast to complete BSM theories like the MSSM, in simplified models only two or three
quantities are introduced to parameterize one BSM process.
Here the T1tauH is of special interest, as it pertains to this work. It is parameterized by the
masses of the LSP mχ˜01 and the gluino mg˜. The BSM process is gg → g˜g˜ → (qqχ˜01)(qqχ˜02) →
(qqχ˜01)(qqττ χ˜
0
1) (cf. Fig. 2.7). The mass of the intermediate χ˜
0
2 is fixed to
mχ˜02 =
1
2
(mg˜ +mχ˜01). (2.18)
A detailed interpretation of the results in this simplified model is presented in section 9.5.
Other models are considered by a separate analysis in the CMS BSM search strategy [105].
P1
P2 g˜
q
q¯
τ−
τ+
q
q¯
χ˜02
χ˜01
χ˜01
Figure 2.7: Symbolic representation of the T1tauH process. P1,2 are the initial protons, the
large circle represents the effective BSM interaction. The smaller vertices represent interac-
tions, in which the model assumptions have an impact.
2.4 The Opposite Sign Dilepton Final State
The presented analysis deals with dileptonic final states including a τh. This section applies
the previous general considerations to this final state. First the τ lepton decay in the SM is
discussed, then the most important SM processes are introduced. Finally possible dileptonic
production mechanisms in the cMSSM are introduced.
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2.4.1 Tau Decay in the Standard Model
The properties of the decay of τ -leptons τ → ντ W → ντ (f1f2) (cf. Fig. 2.8) are well measured
[28] and described by the Standard Model. The two fermions f in the final state present two
possibilities. First, the leptonic decay τ` where f1 represents a light lepton (e or µ) and f2
the corresponding neutrino. Second, the hadronic decay τh where f1 represents an up-type
quark and f2 a down-type antiquark, or the other way around. Hadronic τ decay, can be
identified in collider experiments by reconstructing the hadronization products of the two
quarks (cf. section 5.6). These products are referred to as the “visible” part of the τ signature,
or τh candidate. The visible τ momentum p
τ
vis is the main measurement. In this analysis the
full τ momentum is not precisely known due to the possible presence of other neutrinos (or
LSPs) in the analyzed final states.
τ
W
ντ
q¯
q
(a)
τ
W
ντ
`
ν¯`
(b)
Figure 2.8: Feynman diagrams for the Standard Model τ -decay. Color charge of the qq¯ in
the hadronic decay (left) leads to formation of a meson in the hadronisation stage. Lepton `
in the leptonic decay (right) may be either electron or muon.
When discussing leptonic final states, it is often useful to address all possible τ decays by a
single symbol. Here `/τh represents a light lepton or a τh candidate in the final state. Where
the number of created neutrinos and their flavor is of no consequence they are summarized by
a simple ν (e.g. W → `/τhν includes the final states `ν`, τhντ , and τ`ντν`).
2.4.2 Standard Model Processes
The relevance of the various possible SM processes is given by their expected cross-section
(cf. Fig. 2.9) and the probability for an event to pass all selection criteria.
The most important SM process is the dileptonic top-pair decay tt¯→ bW bW → b(τhντh) b(`/τhν)
(cf. Fig. 2.10a)), since it combines a relatively high production cross-section and a complete
match for the selection criteria: The hadronizing b-quarks provide hadronic activity, the neu-
trinos missing transverse energy, and the leptons are of opposite charge.
Similarly, the Drell-Yan process Z → τ τ → (τhντ ) (`/τhν) (cf. Fig. 2.10b) matches the selection
criteria in the presence of hadronic initial or final state radiation.
Other processes meeting all criteria (e.g. direct production of two electro-weak bosons or single
top decays) are severely limited by their production cross-sections.
Finally the possibility of misidentification of one or more of the objects in the final states
(e.g. a hadronizing quark or gluon identified as τh candidate) can not be ignored. The large
cross-sections of W → `/τhν and multi jet processes (QCD), are however greatly reduced by
precise object identification and reconstruction algorithms discussed in the later chapter 5.
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Figure 2.9: Cross-sections of various standard model processes with respect to center of mass
energy
√
s. The discontinuity at
√
s = 4 TeV marks the transition from pp¯ to pp collisions.
Calculated using MSTW2008 [53], published in [100] .
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t¯
t
b¯
b
`/τ+
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q
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`/τh+
τ−h
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g
q γ/Z
ν`/τh
ν¯τ
τ
τ
(b)
Figure 2.10: Feynman diagrams for the Standard Model dileptonic tt¯-decay (left) and Drell-
Yan process in association with hadronic activity in the final state (right). Other configurations
of inital state radiation and the charge congugate for the τh final state are possible.
2.4.3 Production in the Constrained MSSM
There are two general possible processes in the cMSSM, that present dileptonic final states:
Correlated and uncorrelated production. In correlated production, both leptons are decay
products of the same sparticle, which is not the case in uncorrelated production. Both pos-
sibilities can be illustrated by gluino and squark production (cf. Fig. 2.11), where two LSPs
χ˜01 lead to missing transverse energy and hadronizing gluons and quarks lead to hadronic ac-
tivity. The distinctive feature is on the one hand, the double q˜ → q¯χ±1 → q¯ (`/τhχ˜01) chargino
production in the uncorrelated case, and on the other hand the single neutralino production
χ˜02 → τ∓τ˜±1,2 → τ∓ (`/τh±χ˜01) in the correlated case. Note that, depending on the SUSY mass
spectrum, the correlated production may also involve an on shell Z-boson.
g
q
q
g˜
q˜ τ˜
±
1,2
τ∓
τ±
χ˜01
χ˜01
q˜
q
χ˜02
q¯ q
(a)
g
g
g
q˜
q˜ χ˜±1
q¯ τ±
χ˜01
χ˜01
q `/τ∓
χ˜∓1
τ˜±1,2
l˜∓
ν¯τ
ν
(b)
Figure 2.11: Feynman diagrams for the cMSSM processes with opposite-sign dileptonic final
states in flavor correlated production (left) and flavor uncorrelated production (right).
3. Experimental Setup
3.1 The Large Hadron Collider
The Large Hadron Collider (LHC) [40] is the most powerful synchrotron at the European
Organization for Nuclear Research (CERN) accelerator complex. It is located in a 26.7 km
circular tunnel, between 45 m and 170 m underneath the Franco-Swiss border, replacing the
Large Electron-Proton Collider (LEP)[21]. In it, two particle beams are held on track by 1232
superconducting NbTi dipole magnets and are focused by 392 quadrupole magnets.
It is designed to provide proton-proton collisions at
√
s = 14 TeV and instantaneous lu-
minosities of up to L = 1034 cm−2s−1. A dipole field strength of 8.33 T is necessary to
reach beam energies of EB = 7 TeV. The luminosity is provided by 2808 bunches in a
25 ns bunch spacing, filled by the CERN accelerator chain (cf. Fig. 3.1): a linear accelerator
(LINAC2, EB = 50 MeV), the Proton Synchrotron Booster (BOOSTER, EB = 1.4 GeV),
the Proton Synchrotron (PS, EB = 25 GeV), and finally the Super Proton Synchrotron (SPS,
EB = 450 GeV). Note that also Lead-ion beams are accelerated in the LHC, but these are of
no consequence for this thesis.
Four large detectors were build along LHC’s circumference (cf. Fig. 3.1). Two general purpose
detectors ATLAS [46] (A Toroidal LHC ApparatuS, at interaction point P1) and CMS [48]
(Compact Muon Spectrometer, at interaction point P5), which study a wide range of fields
in high energy physics. Two more specialized detectors ALICE [35] (A Large Ion Collider
Experiment, studying heavy ion collisions at P2), and LHCb [42] (LHC-beauty, studying
heavy flavor production at P8).
In the end of 2008, an electrical fault interrupted the commissioning of the LHC [50]. After
a year of repairs and improved machine safety procedures, the LHC proceeded to operate
exceptionally stable, at half its design beam energy (EB = 3.5 TeV). Throughout 2010
and 2011, the instantaneous luminosity was rapidly increased. In 2012 LHC operated at
EB = 4 TeV, the following years will be used for further repairs to reach the design beam
energies.
3.2 Dataset Recorded in 2011
During the year 2011 the instantaneous luminosity was raised continuously from 2010’s max-
imum of about Linst ≈ 0.2 Hz/nb in March to Linst ≈ 4 Hz/nb at the end of October
22 3. Experimental Setup
Figure 3.1: The CERN accelerator chain and LHC experiemnts. [41]
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Figure 3.2: Data delivered by LHC and recorded by CMS in 2011. Cumulative (a) and peak
instantaneous luminosity (b). [88, 110]
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(cf. Fig. 3.2b). During the whole period the LHC delivered 6.1 fb−1 of which 4.98 fb−1 where
recorded and certified for physics analysis by the CMS experiment (cf. Fig. 3.2a). The rapid
increase in instantaneous luminosity was facilitated by a narrower bunch spacing going from
75 ns to 50 ns and a subsequent increase from a few hundred bunches per fill in the beginning
of 2011 to a maximum of 1380. Thereafter the single bunch intensity was increased and the
emittance decreased [70, 88].
The latter resulted in an increase of concurrent proton-proton interactions per beam crossing.
The interaction with the largest center of mass energy of the parton-parton interaction is of
central interest for further analysis (primary interaction). All others are considered background
(pile-up). Experimentally this pile-up is quantified using the number of reconstructed primary
vertices per event (cf. section 5.2). In simulated events the number of reconstructed primary
vertices is used to correct the number of simulated concurrent proton-proton interactions to
match what is found in 2011 data (cf. section 4.1.4).
3.3 The Compact Muon Solenoid
The CMS multi purpose detector covers a large solid angle around the interaction point 5 of
the LHC. It follows a multi-layered design (cf. Fig. 3.3) to provide precise measurements of the
particles produced in inelastic scattering. Each layer (sub-detector) consists of a cylindrical
barrel and two end-caps. From the innermost to the outermost, these layers are the charged
particle tracking system (Pixel and Strip trackers), the calorimetry (electro-magnetic and
hadron calorimeters), the 12.5 m long and 6 m diameter superconducting solenoid providing
a 3.8 T magnetic field, and an additional tracking system dedicated to muon reconstruction
within the solenoid’s iron return yoke (muon system). The measurements of the various sub-
detectors are combined using the Particle Flow technique (cf. section 5.1).
The following sections give an overview of the separate sub-detectors as well as the online
event filter. A detailed description can be found in [48]. All performance estimates are given
for the algorithms and conditions found in the 2011 dataset analyzed in this work.
3.3.1 Tracking Systems
The tracking system measures the trajectories of charged particles emerging from LHC colli-
sions. From them, production vertices and particle momenta are reconstructed. The design
must strike a balance between low hit occupancy in the face of high track multiplicities at
typical LHC events, and low use of material in order to reduce erroneous measurements due to
material interaction. The CMS tracker achieves this by using silicon detector technology. It
provides measurements for particles within |η| < 2.5 measuring in 9.3 million (66 million) chan-
nels. The total sensitive surface is 199 m2 (1 m2) in a strip (pixel) tracker (cf. Fig. 3.4). The
necessary sensitive material, electronics, and structural material amount to radiation lengths
between 0.4 and 1.8 X0 . The impact of this material is mitigated by advanced reconstruction
algorithms throughout the particle identification process.
Pixel Detector
The pixel detector provides the nearest measurements to the collision (between 4.4 cm < r <
15 cm, |z| < 46.5 cm). It is split in barrel (three layers |z| < 26.5 cm) and end-caps (two disks
34.5 cm < |z| < 46.5 cm), and provides three measurements for charged particles in the tracker
acceptance |η| < 2.5. In total 1440 silicon sensors capture data in 66 million channels. Each
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Figure 3.3: Overview of the CMS Detector and its sub-detectors. [48]
channel measures the two-dimensional intersection of the particle trajectory and the sensor
(hit).
The high granularity and low distance to the collision allows precise reconstruction of trajectory
vertices. It is needed to separate different proton-proton interactions (primary vertices) as
well as to identify heavy flavor decays (secondary vertices). The performance of the vertex
reconstruction depends on the number of tracks per vertex and their transverse momentum.
Nearly 100% of primary vertices with at least two tracks of pT > 0.5 GeV can be reconstructed.
The resolution of the separation along the z-axis of these vertices is about 200 µm. The
resolution improves up to 20 µm for vertices measured by 30 tracks of pT > 1.2 GeV [89].
The reconstruction of secondary vertices allows to identify about 60% of all b-mesons with
pT > 80 GeV at misidentification rates below 1% [86].
Silicon-Strip Tracker
The remaining volume of the inner tracker (20 cm< r < 116 cm, |z| < 282 cm) is instrumented
by 15148 silicon strip modules (cf. Fig. 3.4). It is realized as inner and outer barrel (TIB
and TOB) as well inner and outer end-caps (TID± and TEC±). Barrel (end-cap) layers
provide one r × ϕ (ϕ) hit measurement. In certain layers further strip sensors, rotated by
100 mrad, are mounted back-to-back on the layer’s sensors (double sided layer). In those
layers an additional measurement along the strip direction is provided. In total 9.3 million
strip channels measure up to 14 hits per traversing charged particle. The iterative tracking
technique [49] makes use of the high granularity and large instrumented volume. It provides
> 99% efficient track reconstruction in LHC’s high track multiplicity (about 1000 charged
particles within acceptance) environment for tracks of transverse momenta pT > 0.5 GeV [89].
The high performance of the tracking system is of special interest to this analysis since it allows
to separate the products of τh decays into three charged hadrons, which are very close to each
other. Furthermore a transverse momentum resolution of less than 2% is achieved for tracks
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The CMS Silicon Tracker Layout
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Figure 1. A simplified sketch
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represent double sided module
assemblies).
extending the overall acceptance to cover the region |⌘| < 2.5. In some of the layers and in the
innermost rings, special double-sided modules are able to provide accurate three-dimensional
position measurement of the charged particle hits. The Silicon Strip Tracker is the world’s
largest silicon strip detector with a volume of approximately 23m3, instrumented by about
15,000 modules with di↵erent strip pitches ranging from 80 to 180µm, for a total of 198m2 of
Silicon active area and about 9.6 million channels with full optical analog readout [1][2][3].
The CMS track reconstruction [4] starts with the appropriate grouping of the hits in the
innermost layers to build up seeds. The seed is an initial track estimate and consists of a
triplet or a pair of hits, su cient for a basic prediction of the trajectory parameters if the
primary vertex is also used. Starting from a given seed, pattern recognition using a Kalman
Filter is performed to build inside-out trajectories. Then each identified track undergoes a
procedure to reject possible outlier hits and is refitted, also using a Kalman Filter. Finally, a
quality selection is performed. Reconstruction e ciency relies on several iterations (steps) of the
tracking procedure; every step, except the first, works on the not-yet-associated hits surviving
the previous step. Each step is optimized with respect to the seeding topology and to the final
quality cuts. This recursive procedure is referred to as iterative tracking.
The algorithms that build up the CMS event reconstruction software, CMSSW [5], output
physics objects (e.g., tracks, electrons, jets, ...) from the raw data recorded by the detector.
Ideally, all events collected by CMS are reconstructed by the CMS prompt reconstruction system
quasi real-time, soon after being collected. The prompt reconstruction stream is of utmost
importance for a discovery experiment and prompt reconstruction data samples have been the
base of most of the CMS physics results so far. Clearly, they are also crucial for fast and accurate
feedback on detector conditions.
The complexity and the granularity of the tracker system in connection with the large
LHC instantaneous luminosity, resulting in a large number of interactions (pile-up, PU) per
bunch crossing, make the track reconstruction largely dominating the entire reconstruction chain
memory-wise and in terms of CPU time.
The LHC instantaneous luminosity is steadily growing since the beginning of the run in 2010.
In figure 2 and figure 3 the maximum LHC instantaneous luminosity per day delivered to CMS is
shown as a function of time for 2011 and 2012, respectively. During 2012 the LHC instantaneous
luminosity is expected to reach a value of about 7 ·1033 cm 2 sec 1 that corresponds to a number
of primary vertices per bunch crossing of about 25.
The other worsening factor that was not foreseen at the design level of LHC and consequently
not taken into account in writing first versions of reconstruction software, is the bunch crossing
frequency. LHC was supposed to run with 25ns between subsequent bunch crossings. But as
a consequence of the LHC operating conditions and beam optics, it is preferable to run with
50ns between bunch crossings. This allows for fatter bunches in the machine and, eventually,
2
Figure 3.4: Layout of the CMS tracking system and its subsystems. Double sided modules
provide an additional measurement along the strip direction. PXL represents the pixel detec-
tor. The strip tracker is subdivided in four subsystems: tracker inner barrel (TIB), tracker
outer barrel (TOB), tracker inner disks (TID), and tracker endcap (TEC). The systems are
mirrored along the z = 0 plane and symmetric in ϕ. [87]
of pT < 100 GeV as a result of the high granularity of the tracker and strong magnetic field
of the solenoid. This is one reason for the high precision of the particle flow reconstruction
technique (cf. section 5.1).
3.3.2 Calorimetry
The calorimetry is split in two stages (cf. Fig. 3.5): first, the electromagnetic calorimeter
(ECal) measures the energies of mainly electrons and photons. Second, the hadron calorimeter
(HCal) mainly measures energies of charged and neutral hadrons. Both are situated inside
the solenoid to minimize particle shower development outside the calorimeters. The exception
is the outer hadron calorimeter, which is an extension to HCal outside the solenoid to catch
shower tails.
The energy measurements of the calorimetry are augmented by measurements of the other
sub-detectors through the particle flow technique (cf. section 5.1).
Electromagnetic Calorimeter
The electromagnetic calorimeter barrel (end-cap) is made up of 61200 (7324) lead-tungstate
(PbWO4) crystals. They are shaped into truncated pyramids with a cross-section at their face
of about the size of one Molier radius of PbWO4 (∆η × ∆ϕ = 0.0174 × 0.0174). The barrel
(end-cap) spans |η| < 1.479 (1.479 < |η| < 3), including a transition region between barrel
and end-cap (1.479 < |η| < 1.566). Barrel (end-cap) cr stals extend to a length of 230 mm
(220 mm), correspondi g to radiation lengths between 25.8 X0 in the barrel and 24.7 X0 in
the end-caps. In the barrel (end-cap) avalanche photodiodes (vacuum phototriodes) detect
scintillation in the crystals. The measurement of the deposited energy in each crystal is
sensitive to a particle energy range between 30(150) MeV and 2 TeV in the barrel (end-cap).
The preshower detector (1.653 < |η| < 2.6) aug ents the end-cap mea ure e t. It is a
sampling cal rimeter in front of the ECal end-cap (cf. Fig. 3.5). Two lay rs of silicon strip
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Figure 3.5: Layout of the CMS calorimetry system. Electromagnetic calorimeters (ECal):
ECal barrel (EB), ECal end-cap (EC), and ECal preshower (PS). Hadron calorimeters (HCal):
hadron barrel calorimeter (HB), Hadron end-cap calorimeter (HE), and hadron outer calorime-
ter (HO). The hadron forward calorimeter (HF) is not shown. The systems are mirrored along
the z = 0 plane and symmetric in ϕ. [47]
detectors and lead absorbers amount to a radiation length of 3 X0. The preshower offers the
high granularity (strip pitch of 1.9 mm) needed to separate collimated photons produced in
pi0 → γγ decays.
The relative energy resolution can be parametrised into stochastic ⊕ noise ⊕ constant terms.
Test-beam measurements [48] yield:
σ(E)
E
=
2.8%√
E/GeV
⊕ 12%
E/GeV
⊕ 0.3% (3.1)
This allows for excellent electron and τh candidate reconstruction, the performance of which
are discussed in section 5.3.2 and 5.6, respectively.
Hadron Calorimeter
The hadron calorimeter is subdivided into four subsystems: The two primary systems hadron
barrel (HB) covering |η| < 1.392, and the hadron end-cap (HE) covering 1.3 < |η| < 3 are
situated inside the solenoid volume. Third, the hadron outer (HO) covers |η| < 1.392 outside
the solenoid. Finally, the hadron forward (HF) covers 3 < |η| < 5.2 at |z| > 11 m from
the interaction point. All four systems are designed as sampling calorimeters and use various
sensitive and absorber materials.
The primary systems HB (HE) are build out of 17 layers of intermittent brass and steel
(brass) absorbers and plastic scintilators. The sensitive volumes are segmented in ∆η×∆ϕ =
0.087 × 0.087 (∆η × ∆ϕ = 0.087 × 0.087 at 1.3 < |η| < 1.6, ∆η × ∆ϕ = 0.17 × 0.17 at
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Figure 1. Longitudinal layout of one quadrant of the CMS detector. The four DT stations in the barrel
(MB1–MB4, green), the four CSC stations in the endcap (ME1–ME4, blue), and the RPC stations (red) are
shown.
alignment of muon chambers leads to the choice of a high magnetic field. CMS chose a high-field
solenoid. The magnetic flux generated by the central field is large enough to saturate a sufficient
amount of steel in the return yoke to allow the installation of four muon stations. This provides
a good level of redundancy in the measurement of muons. The favourable length to radius ratio
allows efficient muon measurement up to pseudorapidity of |h | < 2.4. The strong magnetic field
also enables an efficient first-level trigger with an acceptable rate.
The CMS experiment uses a two-level trigger system. The Level-1 trigger, composed of cus-
tom hardware processors, selects events of interest using information from the calorimeters and
muon detectors and reduces the read-out rate from the 20 MHz bunch-crossing frequency to a
maximum of 100 kHz [5]. The high-level trigger (HLT) is software-based and further decreases
the recorded event rate to around 300 Hz by using the full event information, including that from
the inner tracker [6].
Several types of triggers implemented for the 2010 data taking have been used for the present
studies. These are discussed in section 2, together with the resulting data and simulated sam-
ples. Muon reconstruction and identification algorithms are described in section 3. The measured
distributions of various kinematic variables of selected muons are compared with simulation in sec-
tion 4. Section 5 presents muon reconstruction and identification efficiencies for exclusive samples
of prompt muons, kaons, pions, and protons. Section 6 summarizes the results on muon momen-
tum scale and resolution for different muon momentum ranges. Backgrounds from cosmic rays
and beam-halo muons are discussed in section 7. Section 8 describes the performance of differ-
ent isolation algorithms. Muon trigger performance is discussed in section 9. Section 10 gives a
summary of our conclusions.
– 2 –
Figure 3.6: Overview of the CMS muon system and its subsystem: the muon barrel (MB1
to MB4) is realized as drift chambers (DT in green), the muon end-caps (ME1 to ME4) are
realized as cathode strip chambers (CSC in blue). Both are augmented by resistive plate
chambers (RPC in red), used in online event selection (triggering). [97]
1.6 < |η| < 3) and are read out by wavelength shifting fibers attached to photodiodes. The
calorimeter material amounts to interaction lengths between 5.82 λI at η = 0 and 10.6 λI at
|η| = 3. Outside of the solinoid’s cryostat, HO is another layer of scintilators (cf. Fig. 3.5).
Here, the solenoid and the first layer of the iron flux return yoke act as absorber and raise
the interaction length in the barrel region above 10 λI . Near the beam-line HF uses steel
absorbers and scintilating quartz fibers also reaching 10 interaction lengths.
The relative energy resolution of the full CMS calorimeter for hadrons with 30 GeV < E <
1000 GeV is parametrised to
σ(E)
E
=
100%√
E/GeV
⊕ 4.5% (3.2)
3.3.3 Muon System
The outermost sensitive layer of the CMS detector is a tracking system designed to identify
and reconstruct muons (cf. Fig. 3.6). Its barrel (end-cap) spans |η| < 1.2 (0.9 < |η| < 2.4)
and utilizes drift tube (cathode strip) chambers placed inside the solenoids flux return yoke.
Highly segmented fast response resistive plate chambers (RPC) add triggering capabilities in
the 40 MHz LHC environment.
The barrel drift tube (DT) system comprises four stations at increasing radii around the
interaction point, which are in turn made up out of 250 drift tubes. Each 42× 13 mm2 sized
rectangular drift tube is filled with a mixture of Ar and CO2 surrounding a single anode wire.
Each station contai s eight chambers measuring along the r×ϕ-coordinate and the inner three
stations add four measurements along the z-axis.
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Chapter 9
Data Acquisition
The architecture of the CMS Data Acquisition (DAQ) system is shown schematically in figure 9.1.
The CMS Trigger and DAQ system is designed to collect and analyse the detector information at
the LHC bunch crossing frequency of 40 MHz. The rate of events to be recorded for offline pro-
cessing and analysis is on the order of a few 102 Hz. At the design luminosity of 1034 cm 2s 1,
the LHC rate of proton collisions will be around 20 per bunch crossing, producing approximately
1 MByte of zero-suppressed data in the CMS read-out systems. The first level trigger is designed
to reduce the incoming average data rate to a maximum of 100 kHz, by processing fast trigger
information coming from the calorimeters and the muon chambers, and selecting events with in-
teresting signatures. Therefore, the DAQ system must sustain a maximum input rate of 100 kHz,
for a data flow of ⇡ 100 GByte/s coming from approximately 650 data sources, and must provide
enough computing power for a software filter system, the High Level Trigger (HLT), to reduce the
rate of stored events by a factor of 1000. In CMS all events that pass the Level-1 (L1) trigger are
sent to a computer farm (Event Filter) that performs physics selections, using faster versions of the
offline reconstruction software, to filter events and achieve the required output rate. The design
of the CMS Data Acquisition System and of the High Level Trigger is described in detail in the
respective Technical Design Report [188].
The read-out parameters of all sub-detectors are summarized in table 9.1. Each data source
to the DAQ system is expected to deliver an average event fragment size of ⇡2 kByte (for pp
Detector Front-Ends
Computing Services
Readout
Systems
Filter
Systems
Event  
Manager
Level 1
Trigger
Control 
and 
Monitor
Builder Network
40 MHz
105  Hz
102  Hz
100 GB/s
Figure 9.1: Architecture of the CMS DAQ system.
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Figure 3.7: The CMS data acquisition system (DAQ) and online selection. “Filter systems”
denote the high level trigger (HLT) farm. [48]
The four disks of the end-cap region use cathode strip chamber (CSC) technology. Each disk is
segmented into 468 trapezoidal multi-wire proportional chambers arranged in four concentric
rings around the beam line. In the outermost fourth disk, 72 chambers (ME4/2) have not yet
been installed. Each chamber is filled with a gas mixture of Ar, CO2, and CF4. The chamber
design consists of six layers of anode wires providing a hit measurement along ϕ. They are
interleaved with seven layers of cathode strips providing radial measurements.
The CMS muon system provides better than 95% efficient muon identification at a transverse
momentum resolution of 10% (20%) in the barrel (end-cap) for 10 GeV < pµT < 1000 GeV.
After combination with the inner tracking system this resolution is substantially improved
to 0.8% to 3% for 10 GeV < pµT < 100 GeV. Further details on the muon reconstruction
algorithm and it’s performance are given in section 5.3.3.
3.3.4 Data Acquisition, Online Selection, and Offline Processing
It is not feasible for the data acquisition system (DAQ) to read out and store measurements for
each beam crossing at the LHC. At between 0.5 and 1 MB of zero-suppressed data per recorded
event and a bunch spacing of 50 ns for most of 2011 data taking, the maximum feasible recorded
event rate is five orders of magnitude smaller than the possible detector output. Coincidentally
the cross-section of electro-weak processes is about six orders of magnitude smaller than the
total cross-section (cf. Fig. 2.9). The goal of the trigger system is to select events that are
of interest to further analysis, reducing the data volume to a manageble level. The reduction
is achieved in two steps (cf. Fig. 3.7): first by a hardware based low-level trigger (Level-1)
and second by a software based high-level trigger (HLT). The final event rate put into long
term tape storage is 200 Hz. Subsequently this data is read for first reconstruction (prompt
reconstruction) [51] at CERN’s Tier0 computing center and possible reprocessing at other,
off-site Tier1 centers. The final analyses are executed on higher Tiers of the CERN computing
grid [108].
Level 1 Trigger
The various detector subsystems implement electronic front-end pipelines which store detector
data of more than 128 continuous bunch crossings. The geographical distribution of those
front-end pipelines and the processing electronics introduce latency due to data read-out and
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propagation of the trigger decision. The final trigger decision is computed within about 1 µs
[34, 103] at a rate of 40 MHz, to allow for the nominal LHC bunchspacing of 25 ns. Due to
the short available time only promptly available, coarse data and simplified algorithms can
be used. For the same reason the inner tracking system is not used at this level. For the
calorimeters and the muon system the resulting measurements (L1 primitives) are compared
to predefined thresholds. These primitives are combined to global level one trigger decisions,
which keep roughly one in a hundred events.
High Level Trigger
If an event passes the level one (L1) trigger, the measurements from the front-end pipelines
are combined into events by the event builder. Each event is then passed to the 5000 node
high level trigger (HLT) computing farm. As opposed to the level one trigger the HLT farm
does not process events in sequence. For more interesting events, more elaborate algorithms
may run and more of the recorded data is processed (e.g. information from the inner tracker
or actual measurements instead of trigger primitives). The size of the HLT farm ensures that
there are enough idle nodes to accept incoming events from the level one trigger.
An event is kept if it is accepted by one or more HLT paths. Each of these paths is associated
to a logical combination of L1 seeds and a list of HLT requirements. These requirements are
checked in sequence, from the less expensive in terms of computing resources to more elabo-
rate. This strategy allows to perform advanced reconstruction algorithms, like τh candidate
reconstruction. This includes Particle Flow (cf. section 5.1) with only small adjustments for
speed. Reuse of offline analysis code is possible because the HLT nodes use the same software
framework that is applied in later offline analysis.
Throughout the year 2011 the instantaneous luminosity, and with it the rate of the trigger
paths, was raised continuously (cf. section 3.2). Thus, the trigger paths were adjusted in turn
to avoid dead time in the HLT trigger farm. Adjustments range from increased thresholds
to improved algorithms. Especially τh HLT paths have been optimized, as infrequent but
complicated event topologies lead to computing intensive corner cases [84].
Offline Reconstruction and Analysis
After an event is selected by the HLT trigger it is retained in long term tape storage and
promptly reconstructed at the Tier0 of the CERN computing grid [108]. This reconstruction
already incorporates basic alignment and calibration corrections obtained from earlier runs
and the data itself.
The full set of selected events is then split into primary datasets (PDs) based on the HLT
decision. For example events satisfying particle flow based τh HLT paths are grouped in
the TauPlusX PD. Note that events may be replicated in multiple primary datasets, but the
PD definition is designed to minimize overlap. These PDs are shipped to Tier1 and Tier2
computing centers around the world, where event content is reduced (AOD) and final data
analysis is performed. Analysis users access data via the CMS Remote Analysis Builder
(CRAB) [54].
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4. Simulation Procedures
The goal of simulated event generation is to create synthetic data for a given underlying physics
process that mimics expected measurements including detector response as closely as possible.
The Monte Carlo-technique [29] is employed to bridge the step from theoretical probability
functions to discrete events, comparable to measured data. Simulated events are subject to
the same reconstruction and identification procedures as measured data.
The task is subdivided into two major steps and achieved by a combination of several spe-
cialized pieces of software. First, for each simulated event a list of stable particle emanating
from the proton-proton interaction is compiled (event generation). Second, the reaction of the
CMS detector is simulated, which yields the expected measurements (detector simulation and
digitization).
4.1 Event Generation
Due to the non-pertubative nature of QCD, only part of the probability density describing
a given underlying process can be derived using pertubation theory (hard interaction). This
well understood part is sandwiched by heuristic models of the proton substructure and parton
hadronisation. Both are calibrated by measurements done by current and previous high energy
physics experiments.
4.1.1 Hard Proton-Proton Interaction and Parton Densities
The initial state that needs to be modeled by simulation is not made up out of two point
like objects, since LHC collisions are between protons, not partons. The proton sub-structure
is described by parton distribution functions (PDFs) fpi (x,Q
2) (cf. Fig. 4.1). They describe
the probability that a parton i carrying the momentum fraction xi participates in a hard
interaction at a momentum scale Q2. In this notation the total cross-section σ(pp → C) can
be calculated by folding the set of hard process cross-sections σˆ(ij → C) and the PDFs:
σ(pp→ C) =
∑
i,j
∫
fpi (x1, Q
2) · fpj (x2, Q
2) · σˆ(ij → C)dx1dx2 (4.1)
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Figure 16.3: Kinematic domains in x and Q2 probed by fixed-target and collider
experiments, shown together with the parton distributions that are most strongly
constrained by the indicated regions.
the second is an estimate of the theory error (that is, the uncertainty which might be
expected at higher orders).
The PDFs of the remaining three groups are obtained without including the Tevatron
W,Z production data; and the HERAPDF and ABKM groups do not fit to the Tevatron
jet data. The importance of carefully including the latter data is discussed in detail
in [53], and is shown to be responsible for the anomalously low value of αs found by
ABKM [47].
Spin-dependent (or polarized) PDFs have been obtained through NLO global analyses
which include measurements of the g1 structure function in inclusive polarized DIS,
‘flavour-tagged’ semi-inclusive DIS data, and results from polarized pp scattering at
RHIC. Recent NLO analyses are given in Refs. [54–57]. Improved parton-to-hadron
fragmentation functions, needed to describe the semi-inclusive DIS data, can be found
in [58–60]. Fig. 16.5 shows several global analyses at a scale of 2.5 GeV2 along with the
data from semi-inclusive DIS.
Comprehensive sets of PDFs are available as program-callable functions from the
HepData website [66], which includes comparison graphics of PDFs, and from the
LHAPDF library [67], which can be linked directly into a users programme to provide
access to recent PDFs in a standard format.
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Figure 16.4: Distributions of x times the unpolarized parton distributions f(x)
(where f = uv, dv, u, d, s, c, b, g) and their associated uncertainties using the NNLO
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16.4. The hadronic st cture of he photon
Besides the direct interactions of th phot , it is possible for it to fluctuate into a
hadronic state via the process γ → qq. While in this state, the partonic content of the
photon may be resolved, for example, through the process e+e− → e+e−γ∗γ → e+e−X ,
where the virtu l photon emitted by the DIS lepton probes the hadronic structure of
the quasi-real photon emitted by the other lepton. The perturbative LO contributions,
γ → qq followed by γ∗q → q, are subject to QCD corrections due to the coupling of
quarks to gluons.
Often t e equivalent-photon approximation is used to express the differential cross
section for deep inelastic electron–photon scattering in terms of the structure functions
of the transverse quasi-real photon times a flux factor NTγ (for these incoming quasi-real
photons of transverse polarization)
d2σ
dxdQ2
= NTγ
2piα2
xQ4
[(
1 + (1− y)2
)
F
γ
2 (x,Q
2)− y2F γL(x,Q2)
]
,
where we have used F
γ
2 = 2xF
γ
T +F
γ
L , not to be confused with F
γ
2 of Sec. 16.2. Complete
formulae are given, for example, in the comprehensive review of Ref. 68.
The hadronic photon structure function, F
γ
2 , evolves with increasing Q
2 from
the ‘hadron-like’ behavior, calculable via the vector-meson-dominance model, to the
dominating ‘point-like’ behaviour, calculable in perturbative QCD. Due to the point-like
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Figure 4.1: Kinematic domains and origins of the particle distribution function (PDF) mea-
surements with respect to the p rton momentum fraction x and momentum scale Q2 (left).
Example PDF fitted by the MSTW [53] group (right). [83]
Parton distribution functions are determined by fits to ep, pp¯, and pp collision data. They
are given as up to next-to-next-to-leading order (NNLO) in the strong coupling αS, and are
consi red a general property of protons and applied to LHC collisions. Several groups (e.g.
HERAPDF [52], CTEQ [59], MSTW [53]) provide PDF fits combining various measurements
and theoretical models. Furthermore, application of the PDFs at LHC energies requires an
ex rapola ion of the momentum scale described by the DGLAP equations (Dokshitzer, Gribov,
Lipatov, Altarellii, Parisi) [8, 83]. The application of these PDFs at LHC and the estimation
of the uncertainty attached to this procedure was studied by the PDF4LHC working group
[71]. All simulated samples here are based on the CTEQ fit in versi n 6.1.
4.1.2 Differential Cross-Secti of the Hard Interaction
The differential cross-section dσˆ
dpˆ
(ij → C(pˆ)) of processes in which two partons i, j scatter is
described by pertubation theory. The final state C may consist of multiple particles with four-
momenta pˆ. MC generators model the differential cross-section by generating a large amount
events ij → C(pˆ). For Standard Model processes three popular MC generator packages are
used: PYTHIA [29, 45], MADGRAPH [30], and POWHEG [56]. For the three, the scope of the cross-
section calculation aries: the PYTHIA event generator includes 2→ 2 processes, relying solely
on parton showers (cf. secti n 4.1.3) to model highe order processes. MADGRAPH achieves
higher precision in this step by including 2→ N tree level processes using the matrix element
method. Finally, POWHEG includes all next-to-leading order processes.
It is also possible to study specific processes (e.g. exchange of an electroweak boson or leptons
in the final states) or kinematic properties of the final state. The first is done by restricting the
Feynman diagrams entering the cross-section. The second by rejecting generated final states.
Both methods reduce the computational resources needed to achieve a statistically meaningful
sample of generated events. Such samples are combined by weighting the events according to
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the cross-section of the process, also taking the efficiency of the final state based rejection into
account.
Simulation of Supersymmetric Models
The hard interaction for BSM models such as SUSY is modeled by specialized software pack-
ages. Here, the mass spectrum of a given cMSSM scenario is calculated by the SoftSUSY
[20] package and passed to the SUSYHit [31] package to simulate the decay of supersymmet-
ric particles. Finally PYTHIA is used for hadronization and decay of unstable SM particles.
Alternatively, PYTHIA allows for the generation of generalized BSM signatures in the form of
simplified models.
Correction of Process Cross-Section
The total cross-section σ of both the SM processes and cMSSM benchmark scenarios stud-
ied in this work are known to higher precision than the differential cross-sections σMC =∫
dpˆdσˆ
dpˆ
(ij → C(pˆ)) integrated in the MC (e.g. from SM cross-section measurements or higher
order calculations). This additional information is included by correcting the sample weights
σ:
σ = K ·σMC (4.2)
where the K-factor is the relative correction. A list of the used SM cross-sections is detailed
in table 4.1, alongside the simulated sample size. Uncertainties arise from the cross-section
measurement or the higher order calculation respectively. Note that this procedure does not
improve the modeling of kinematic distributions, but only the overall scale. The simulated
leading order cross-sections and K-factors from NLO calculations using the PROSPINO package
[19] for the cMSSM benchmark scenarios are given in table 4.2. For the cMSSM scan the
cross-section for each point is also corrected to NLO calculations. For the simplified model
T1tauH no concrete cross-sections can be calculated, as it does not represent a concrete physical
model. Instead the cross section of gluino pair production (i.e. the first vertex) is used. It
only depends on the gluino mass. For both scans the NLO cross-sections are also calculated
using PROSPINO.
4.1.3 Hadronisation and Parton Showers
The final step of event generation is to translate the particles produced in the hard interaction
into stable hadrons, leptons, and photons, that traverse the detector. In this context“stable” is
to be understood as having macroscopic decay lengths. A large part of this process is devoted to
the interaction of colored particles at low momentum scales. Here the parton shower technique
from the PYTHIA package is employed. It implements quark and gluon hadronisation using the
Lund string fragmentation model [29]. At the same time the underlying event in the form
of possible initial- and final state as well as multiple parton interactions is considered. Care
is taken to prevent double counting of processes by the higher order generators MADGRAPH
(MLM matching algorithm [30]) and POWHEG (SMC+NLO correction [32]). For instance the
possibility of double counting arises where final state radiation at high momentum scales can
also be considered as a separate NLO process.
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τ-Lepton Decay in TAUOLA
Detailed measurements are available for the decay of τ leptons [28]. The TAUOLA package
[13] models the weak and hadronic currents of the τ decay. This treatment leads to a more
accurate description of decay modes and final state kinematic distributions than the more
general parton shower approach. TAUOLA is interfaced with PYTHIA, MADGRAPH, and POWHEG
replacing their hadronisation step.
4.1.4 Pile-up Simulation
Due to the large instantaneous luminosity of proton-proton collisions at the LHC simulated
events must include multiple proton-proton interactions (in time pile-up). Similarly the high
frequency of collisions may lead to overlaps during the read out (out of time pile-up). To
that end, a large number of 2→ 2 QCD interactions are generated at low momentum scales.
Multiple of these events are later superimposed with the result of the process described thus
far.
A probability density was chosen to model the average distribution of both in time and out
of time pile-up for the whole 2011 data-taking period. Since the simulated data was produced
before the conclusion of data-taking the estimated probability density differs from the final
observation. A reweighing procedure (3D-reweighting [111]) is put in place to correct for this
difference. A correction matrix is calculated based on the number of reconstructed primary
vertices in the bunch crossing in question, as well as the ones preceding and following it.
The number of primary vertices (nV tx) is highly correlated to the number of superimposed
interactions (cf. section 5.2). Each entry in the 50× 50× 50 matrix is calculated as the ratio
between the nV tx in data and simulated events. After this procedure the distribution of pile-up
is well modeled by the simulation (cf. Fig. 8.3).
4.2 Detector Simulation and Digitization
Two further steps are needed to arrive at synthetic measurements after event generation: First,
the transition of particles through the detector material is simulated (detector simulation).
Second, based on the particle interaction with sensitive materials digital measurements of
the front-end electronics are emulated (digitization). The latter is done using custom software
written explicitly for the CMS detector. The former is done by the GEANT [24] package working
on a detailed model of the CMS detector material. GEANT is well tested to accurately describe
bremsstrahlung, electron pair production, and nuclear interactions [81].
4.2.1 Fast Detector Simulation
As an alternative to the full and detailed detector description a parametric approach is avail-
able in CMS (FASTSIM) [68]. The detector volume is subdivided into coarse regions (e.g. layers
of the inner tracking system, towers in the calorimeters). Based on the full GEANT based de-
tector simulation, passage of particles through these regions is parametrized by the particle
momentum. The FASTSIM method allows a trade-off between accuracy of the detector simu-
lation and necessary computing resources per simulated event. Especially the simulation of
a large number SUSY scenarios greatly benefits from this technique: on typical hardware,
full simulation of these events takes minutes while FASTSIM yields results in seconds. The
advantage of being able to test a large space in the SUSY parameter space far exceeds small
inaccuracies incurred by the FASTSIM parametrization.
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4.3 Matching to Reconstructed Objects
For many studies it is informative to associate reconstructed objects (e.g. leptons) to the
generated stable particles giving rise to their measurement (matching). Starting from a re-
constructed object, all generated stable particles (i.e. particles after hadronisation) in a cone
of ∆R < 0.5 of its momentum are collected. Any particles that do not match the type (e.g.
lepton flavor) of the reconstructed object are dropped. If more than one generated particle
remains the difference in direction (∆R) and transverse momentum is used to disambiguate.
Often it is useful to trace the history of a matched particle back to a parton of the hard
interaction. In that way, light leptons from heavy flavor lepton decay are distinguished from
those created in the hard interaction (prompt leptons). Here, light leptons formed in τ lepton
decay are also considered “prompt”.
For reconstructed τh candidates, additional care has to be taken in the matching process. Due
to the presence of the neutrino ντ , neither the direction nor the momentum of the original
τ -lepton, generated as part of the hard interaction can be matched to the reconstructed τh
candidate. To that end, all stable and visible particles generated in the hadronisation of the
τh final state are gathered in a GenJet. In the matching step the direction and momentum of
these GenJets are used instead of generated stable particles.
Another application of simulation matching are studies concerning misidentified τh candidates.
In this case the direction and momentum of a parton in the hard interaction is matched to
the reconstructed τh candidate, which could not be matched to a τ GenJet.
4.4 Simulated Datasets and Software
For this work, samples were simulated in the Fall11 campaign using CMSSW 4.2 (see ap-
pendix B for a detailed list of tags and versions) and the PU_S6 pile-up scenario corrected
by the 3D-reweighting. The various SM samples (cf. Tab. 4.1) are chosen to enable cross-
checks of the data-driven background estimation methods. Furthermore, various signal sam-
ples (cf. Tab. 4.2) help to illustrate choices of the analysis methodology (sample benchmark
points) and provide insight into the analysis sensitivity to a wide range of SUSY and other
BSM scenarios (i.e. by use of cMSSM and simplified model scans).
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Table 4.1: The various simulated data samples, their respective NLO cross-sections (cf. sec-
tion 4.1.2) and relative cross-section uncertainties. The latter is given by the higher order
calculation using the MCFM [69, 85, 112] package. Uncertainties include a variation of the
factorisation and renormalisation scale as well as variations due to choice of particle density
function. For samples generated using MADGRAPH the number of additional jets beyond those
included in the generated process is given.
∫ Ldt gives the integrated luminosity of the sam-
ples. The samples used in the final counting experiment are separated from those used in
systematic studies.
Process description σ [pb] δσ
σ
[%]
∫ Ldt [fb−1]
Z+Jets, leptonic decays,
10 < mll < 50 GeV
MADGRAPH, ≤ 4 jets 9611 5.4 1.2
Z+Jets, leptonic decays,
mll > 50 GeV
MADGRAPH, ≤ 4 jets 3048 4.3 9.2
tt¯ MADGRAPH, ≤ 3 jets 157.5 6 366
Diboson (WW, WZ, ZZ) MADGRAPH, ≤ 1 jets 8.8 3–4 > 120
Single Top (t/t¯) MADGRAPH, ≤ 0 jets 85 0.4–6 15–88
used in systematic studies
tt¯ dileptonic decays POWHEG (NLO) 157.5 6 4.4
W+Jets MADGRAPH, ≤ 4 jets 31179 5.0 2.2
QCD binned in HgenT PYTHIA 5.3 · 10
7–0.001 – 10−5–105
Table 4.2: Various SUSY signal samples used to evaluate the sensitivity of the analysis.
Model description σLOMC [pb] K-Factor
LM1 cMSSM: m0 = 60 GeV, m1/2 = 250 GeV,
A0 = 0, tan β = 10
4.89 1.35
LM6 cMSSM: m0 = 85 GeV, m1/2 = 400 GeV,
A0 = 0, tan β = 10
0.31 1.30
LM13 cMSSM: m0 = 270 GeV, m1/2 = 218 GeV,
A0 = −553, tan β = 40
0.31 1.30
cMSSM Scan 0 < m0 < 1000 GeV, 0 < m1/2 <
1000 GeV,A0 = 0, tan β = 10
– –
T1tauH 0 < mg˜ < 1000 GeV, 0 < mLSP < 1000 GeV – –
5. Object Reconstruction and
Performance
In this chapter the reconstruction of the various physical objects used in the event selection is
introduced. Many of the reconstruction procedures apply the particle flow procedures, which
are detailed first. Second, the light lepton (electron and muon) reconstruction and its per-
formance is considered. Finally, the higher-level hadronic object reconstruction is introduced:
Jets, EmissT , and τh.
5.1 Particle Flow
The goal of the Particle Flow [61] algorithm is to combine the measurements of the various
subdetectors into mutually exclusive particle hypotheses named particle candidates (PF can-
didates). Redundancy of momentum and energy measurements in the different subdetectors
allows for a more precise reconstruction. These are stable particles in the event: leptons,
charged hadrons, photons, and neutral hadrons. Those PF candidates are subsequently com-
bined to higher-level objects such as jets, EmissT , and τh. Furthermore, PF candidates are used
in the definition of isolation variables. PF candidates are formed in two steps: First, their basic
elements are reconstructed separately from measurements local to each subdetector. Second,
these elements are linked to blocks according to their geometrical position.
The basic elements of all PF candidates rely on precise track reconstruction and calorimeter
clustering. To achieve the most complete description of the event possible, low energetic objects
need to be reconstructed. The iterative tracking approach [49, 67] yields average efficiency
around 90% for tracks with transverse momenta pT > 0.3 GeV at manageable misidentification
rates at O(0.1%). Each track reconstruction begins with an appropiate grouping of hits (track
seed). In the iterative tracking algorithm track seeds with as low as two measured hits are
used. Furthermore track seeds may be located in a large volume of the strip-tracker.
The basic elements are then combined due to their geometrical position (linked) to blocks. Out
of these PF candidates are formed: First electrons, then muons, charged hadrons, photons,
and finally neutral hadrons. In each step, the measurements associated to the given PF
candidate are subtracted from the block. This ensures that measurements are not counted
more than once. In general the order of combination is determined by the possible precision
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Figure 5.1: Fraction of energy carried by the various PF candidates clustered in jets (left) in
the barrel |y| < 1.3 as function of jet pT . Markers represent data and filled areas simulation.
Additionally, the difference of the same fraction between data and simulation is shown (right)
[93] .
of the PF candidate’s energy measurement. Electrons form an exception to this rule.They
are reconstructed first to better take effects of the detector material into account using the
Gaussian-Sum Filter (GSF) approach [26].
Apart from isolated ligth leptons or photons that are used directly in analyses, most of the PF
candidates are clustered in jets (cf. section 5.4). Charged hadron candidates carry between
50% and 60% of the energy in those jets, photon candidates between 30% and 40%, and neutral
hadron candidates about 10%, depending on the overall jet momentum. Good agreement (e.g.
within 1% in the barrel |y| < 1.3) between the expected and reconstructed contributions from
the various PF candidates in jets is observed (cf. Fig. 5.1). Note that in |η| > 2.4 the hadron
forward calorimeter replaces the use of the more finely grained detectors in the |η| < 2.4 region.
This results in larger uncertainties for jets reconstructed at high pseudo-rapidities η.
In the following, details for each of the categories of PF candidates are given.
5.1.1 Particle Flow Candidates
Light Leptons
Electrons are initially seeded by tracks linked to calorimeter clusters that measure predomi-
nantly electromagnetic energy. These tracks are subsequently replaced by trajectories recon-
structed using the GSF approach: Possible Bremsstrahlung is taken into account at every layer
of the inner tracker. The corresponding energy deposits are removed from further processing
and a change in the electron trajectory is taken into account by the track fit [26]. Iterative
tracking as a seed for electron candidates enables the reconstruction of electrons even in meson
decays.
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Finally, a multivariate discriminator combines track, energy and geometric variables to disam-
biguate electrons from charged hadrons and photons [44].
Second, muons are reconstructed, extrapolating tracks from the muon system to hits in the
the inner tracker. A Kalman filter [11] provides a combined track fit (“global muon”) [107].
Ambiguities are resolved using the χ2 of the fit. In this step, tighter criteria are applied in the
vicinity of other tracks or calorimeter clusters to avoid muon misidentification. Candidates
rejected due to these criteria are dealt with in the next step.
Charged Hadrons
Charged hadrons are reconstructed from combinations of tracks in the inner tracker, con-
nected to entries in both the electromagnetic and hadronic calorimeters. Measurements in
the calorimeters are calibrated using corrections obtained from the simulation of instrumental
effects (e.g. the energy dependent response of the HCal) [62]. To estimate the energy of the
reconstructed charged hadron, the track’s momentum is employed under a pion mass hypothe-
sis. If this energy is significantly higher than the expectation from calorimetric measurements,
additional care is taken to reject failure in the track reconstruction or missed muons. This
procedure takes effect for less than 0.03% of the tracks.
Photons
Photons are reconstructed from ECal measurements not associated to any track or in ex-
cess of expectation from charged particle reconstruction (i.e. electrons, muons, and charged
hadrons). The granularity and energy resolution of the electromagnetic calorimeter dominates
the precision and efficiency of disambiguating photons from nearby particles.
Preference is given to photons over neutral hadrons since they contribute about 25% of the
energy measured from the hadronisation of quarks or gluons. In contrast, neutral hadrons
deposite only about 3% of their energy in the electromagnetic calorimeter, due to their higher
interaction length.
Neutral Hadrons
After the above steps, only clustered energy measurements in the hadronic calorimeter remain
and give rise to neutral hadron candidates. These account for only about 10% of the energy
associated to quark or gluon hadronisation and are subject to the largest corrections as well
as experimental uncertainties.
5.2 Primary Vertices and Pile-Up
Primary vertices are well separated points in the interaction region, from which charged par-
ticles originate. Each primary vertex is interpreted as the point of a single proton-proton
interaction. Primary vertex reconstruction [89, 104] proceeds in three steps: Track selection,
associating each track with one primary vertex, and fit of the primary vertex position. First,
tracks are selected to have a well measured transverse impact parameter with respect to the
nominal interaction point (beam spot) and to pass other goodness of fit criteria (e.g. normal-
ized χ2, number of hits in the pixel and strip tracker). No momentum requirements are made
at this point to be able to find primary vertices from interactions with low momentum transfer.
Second, tracks are clustered according to the z coordinate of the point of closest approach to
the beam spot. This clustering follows a deterministic annealing approach [18] maximizing
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the compatibility of a given primary vertex hypothesis with the track measurement. Finally,
the position of all vertex candidates associated to at least two tracks is determined using the
adaptive vertex fitter [33]. This fitter takes the likelihood that each given track genuinely
belongs to the vertex into account.
The performance of this procedure depends strongly on the number of charged particles in
the final state and their momentum. Due to the hadronic activity requirements in the event
selection in this analysis an abundance of charged particles can be found in each selected
event. The vertex position resolution reaches about 12 µm (10 µm) along (perpendicular
to) the beam direction z. In simulation less than 0.1% of the primary vertices associated
with at least two tracks are either missed or reconstructed more than 5σ away from the true
vertex position [104]. While not all proton-proton interactions result in two tracks that can
be reconstructed, the number of reconstructed vertices is highly correlated to the number of
concurrent proton-proton interactions and therefore with pile-up.
After their reconstruction, the primary vertices are sorted by the sum of the absolute transverse
momentum of the tracks associated to them. The vertex with the largest
∑ |ptrackT | is associated
with the hard interaction (first primary vertex) all others with pile-up. This distinction is then
used to account for pile-up effects in the various object reconstruction algorithms.
5.3 Light Leptons
To reconstruct eτh and µτh final states, light lepton candidates need to be selected. The same
reconstruction and selection as in the search for ee, µµ, and eµ final states are adopted [106].
This allows to define disjunct event selections (search regions) and, in turn, straight forward
combination of the results (cf. section 9.6.1). The light lepton candidates are not taken directly
from particle flow reconstruction in order to be consistent with earlier SUSY searches in CMS.
Instead similar techniques are applied and the results are comparable to those obtained from
particle flow.
Selection criteria can be classified into three categories: acceptance, identification, and isola-
tion. The acceptance requirements pT > 20 GeV and |η| < 2.1 are the same for all leptons in
the analysis. Both electrons and muons can be produced in the decay of heavy flavor hadrons.
In those cases the light leptons are not well separated from other hadronisation products,
which is quantified by the candidate’s isolation (cf. section 5.3.1). Finally, identification vari-
ables discern between light leptons and other charged particles. Most identification criteria are
specific to the lepton flavor and detailed in the following sections. For both light lepton flavors
the point of closest approach of the electron (muon) trajectory to the first primary vertex is
used. Its distance in the plane perpendicular to the proton beam direction is restricted to
dxy < 0.04(0.02) cm. Along the beam direction, a distance of dz < 1 cm is allowed. In this
way particles from pile-up interactions are rejected. Note that all of the above offline selection
criteria are chosen to be efficient with respect to the online (trigger) selection (cf. section 6.1).
5.3.1 Isolation
The focus of light lepton reconstruction in the analysis are electrons or muons produced in
decays of either τ leptons or directly by supersymmetric particles (prompt leptons). Other
light leptons produced in heavy flavor decays during hadronisation are not of interest and
are distinguished by the isolation variable. It is defined by the energy and the transverse
momentum of other decay products occurring coincidentally in the hadronisation in the vicinity
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of these lepton candidates. In this analysis relative detector based isolation is used for light
leptons:
relative isolation =
[∑
ECal
ET +
∑
HCal
ET +
∑
Tracker
pT
]excluding the light lepton
∆R<0.3
pT
. (5.1)
This variable denotes the fraction of transverse energy or momentum found in a cone of ∆R <
0.3 around the lepton candidate with respect to its transverse momentum. Energy deposits
clustered in both the electromagnetic and hadronic calorimeters are taken into account as well
as the sum of tracks reconstructed in the inner tracker. In this analysis no more than 15%
of the candidates transverse momentum may be observed as additional energy(momentum) in
the isolation cone.
Studies performed in the course of light lepton analysis have shown the contribution of electrons
and muons from heavy flavor decays to be smaller than 5% after this isolation requirement is
applied [90, 106].
5.3.2 Electrons
Electron identification follows the GSF approach to take material interactions into account.
The applied identification requirements known as “WP95”[63] are standard in CMS analyses
and are widely used [92, 99]. They are geared towards a high efficiency for well isolated
electrons, while keeping the balance to low misidentification. There are two additions to this
selection: candidates from the barrel to endcap transition region (1.4442 < |η| < 1.566) are
ignored, and a conversion rejection is applied. Candidates are tagged to stem from a photon
conversion if more than one pixel layer in the path of its trajectory shows no measurement
(lost pixel hits). Candidates are also rejected if a second nearby track is consistent with the
conversion hypothesis, based on a similar polar angle (|∆ cot θ| ≤ 0.02) and minimal distance
in the x-y plane (track distance ≤ 0.02 cm). A summary of the full set of electron selections
is given in table 5.1.
Table 5.1: Summary of electron selection criteria.
Category Selection
Acceptances pT > 20 GeV
|η| < 2.1
ECal measurements not in 1.4442 < |η| < 1.1566
Identification working point “WP95” [63]
lost pixel hits ≤ 1
dxy ≤ 0.04 cm
dz ≤ 1 cm
No second near track:
|∆ cot θ| ≤ 0.02
track distance ≤ 0.02 cm
Isolation relative isolation (cf. equation 5.1) < 0.15
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5.3.3 Muons
In muon reconstruction there are two basic strategies: Either associate at least 11 hits in
the inner tracker to a track reconstructed previously in the muon system (global muons),
or associate at least one hit in the muon system to a previously reconstructed track in the
inner tracker (tracker muons) [97]. In both cases a final fit taking all hits into account is
performed. In order to reject badly reconstructed muon candidates in this analysis both
methods are required to find the candidate. Also a small relative uncertainty of the resulting
transverse momentum measurement σpT/pT ≤ 0.1 is required. A summary of the full set of
muon selections is given in table 5.2.
Table 5.2: Summary of muon selection criteria.
Category Selection
Acceptances pT > 20 GeV
|η| < 2.1
Identification global muon found
tracker muon found
hits ≥ 11
transverse momentum uncertainty σpT/pT ≤ 0.1
dxy ≤ 0.02 cm
dz ≤ 1 cm
Isolation relative isolation (cf. equation 5.1) < 0.15
5.3.4 Efficiency
The lepton reconstruction and identification is studied in simulated leptonic tt¯ decays, which
share properties of hadronic activity, missing transverse energy and dileptonic decays with
the BSM models that this thesis is aimed at. Also a parametrisation of the efficiency with
respect to parton level objects is given. This can be used to roughly emulate the CMS lepton
reconstruction and identification without access to the full GEANT simulation or reconstruction
frameworks of the CMS collaboration.
The selection efficiency
 =
n(generated ∧ reconstructed ∧ selected ∧matched)
n(generated)
(5.2)
is defined as the fraction of prompt parton level leptons (generated leptons) that give rise to
reconstructed and selected lepton candidates. These candidates are matched to the generated
leptons (cf. section 4.3). All generated electrons and muons need to satisfy basic acceptance
requirements for transverse momentum pT > 10 GeV and pseudo rapidity |η| < 2.1.
For electrons (muons) the efficiency versus pT reaches a plateau at an efficiency of 80% (95%)
(cf. Fig. 5.2a). At lower pT the relative isolation selection poses a more stringent requirement
and leads to the observed drop of efficiency. Additionally, for low pT electrons, this effect is
increased by the ECal energy resolution.
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The efficiency dependence on the generated lepton pT is parametrised using
f(pT ) = ∞ · erf
(
pT − C
σ
)
+ C ·
[
1− erf
(
pT − C
σ
)]
, (5.3)
where the starting point is C = 10 GeV, ∞ denotes the plateau efficiency, C represents the
starting efficiency (i.e. at pT = C = 10 GeV), σ models the slope, and erf stands for the error
function. The results for these lepton efficiency parametrizations are summarized in table 5.3.
Parameterized in terms of pseudo-rapidity the selection efficiency is flat (cf. Fig. 5.2b). For
generated electrons the efficiency in the Ecal end-cap region is reduced by about five percent
points, while no such behavior is observed for muon candidates. Also in the excluded ECal
barrel-to-end-cap transition region (1.4442 < |η| < 1.566), electron efficiency is low but non
zero, since the exclusion acts on the ECal measurement which does not fully coincide with the
reconstructed electron direction.
In summary CMS provides efficient light lepton reconstruction and identification for a broad
range of lepton momenta. The muon efficiency is about 10 percent points higher than that of
electrons.
Table 5.3: Parameters of the electron and muon selection efficiency (cf. equation 5.2) using
f(pT ) (cf. equation 5.3), for C = 10 GeV. Based on the tt¯ sample generated using MADGRAPH.
Object σ [GeV] ∞ C
Electron 24.6± 0.6 0.827± 0.003 0.217± 0.009
Muon 28.2± 0.8 0.928± 0.002 0.530± 0.009
5.4 Jets
Strongly interacting particles are not observed directly, but by clustering the stable products of
their hadronisation into “jets”. These decay products are assumed to be confined to a narrow
geometrical region in the η-ϕ-plane, due to the large initial boost of the decaying parton.
5.4.1 Anti-kt Clustering Algorithm
In this analysis, the anti-kt-algorithm [38] with a distance parameter R = 0.5 is used. It com-
bines computational efficiency with infrared and colinear safety [12, 36]. The choice of distance
parameter is common to CMS physics analyses and chosen to minimize adverse hadronization
effects and the influence of the underlying event [12].
Input to the algorithm are all PF candidates, each represented as an initial pseudo-jet. These
pseudo-jets are then recursively merged to larger jets. In each step values
di = p
−2
T,i (5.4)
are calculated for each pseudo-jet i and
di,j = min(p
−2
T,i, p
−2
T,j) · [(ηi − ηj)2 + (ϕi − ϕj)2] ·R−2 (5.5)
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Figure 5.2: Identification and reconstruction efficiency as function of generated lepton trans-
verse momentum. Electrons (red) and muons (blue) stem from a the tt¯ sample generated
using MADGRAPH and satisfy pT > 10 GeV and |η| < 2.1. Vertical error bars are statistical and
horizontal error bars indicate bin width. The result of a fit using f(pT ) (cf. equation 5.3) for
the transverse momentum is also shown. The fit parameters are summarized in table 5.3.
for each combination i,j of pseudo-jets. Here pT,i, ηi, and ϕi denote the properties of the
i-th pseudo-jet. If the minimum of the di and di,j is a di the i-th pseudo-jet is removed from
further processing and considered a final jet. If, on the other hand, the minimum is a di,j, the
pseudo-jets i and j are merged to a new pseudo-jet k replacing them in the next iteration of
the algorithm:
pT,k = pT,i + pT,j, (5.6)
ηk =
pT,iηi + pT,jηj
pT,k
(5.7)
ϕk =
pT,iϕi + pT,jϕj
pT,k
. (5.8)
The distribution of the clustered particles in each of the final jets is approximately circular
in the η-ϕ plane [38], because low energetic pseudo jets are clustered predominantly to their
high energetic neighbors. The size parameter R determines the approximate radius of the
jets. A further benefit of this strategy is that additional low energetic particles introduced by
secondary proton-proton collision and the underlining event have little effect on the number
and shape of the final jets.
5.4.2 Jet Identification
The redundancy of CMS’ subdetectors is exploited in the reconstruction of PF candidates.
Thus, the impact of instrumental noise is already substantially reduced [55]. Additional iden-
tification criteria are provided by the standard CMS “FIRSTDATA LOOSE” identification
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criteria [65, 73]. These are shown to be more than 99% efficient for jets in simulation, while
rejecting jets clustered in the absence of proton-proton collisions (e.g. produced due to cosmic
radiation, or noise).
Jets are selected with pT > 30 GeV and within |η| < 3. The latter requirement ensures that
tracker information is used in most jets considered. To avoid double counting of measurements,
jets within ∆R < 0.4 of a reconstructed lepton passing all quality criteria are rejected. A
summary of the full set of jet selection criteria is given in table 5.4.
Table 5.4: Summary of jet selection criteria.
Category
Acceptance pT > 30 GeV
|η| < 3.0
Identification reconstruction algorithm anti-kt (R = 0.5)
jet ID “FIRSTDATA LOOSE” [65]
minimal distance to lepton ∆R ≥ 0.4
Calibration Pile-Up correction L1 FastJet (jet area)
scale and response L2L3 (simulation and 2010 data)
5.4.3 Jet Energy Scale Calibration
The measured momentum praw for each jet is corrected to hadron level (pcor), based on simu-
lation and data taken in 2010 [64, 73]. Jet energy scale (JES) corrections C are applied to the
raw momentum praw according to
pcorµ = Cνµ · prawν . (5.9)
C depends on event and jet properties. It is composed of the offset (Coffset), relative (Crel) and
absolute (Cabs) corrections:
C = Coffset · Crel · Cabs (5.10)
Coffset corrects for electronic noise, pile-up, and presence of hadrons from the underlying event.
Crel corrects for non linear detector response with respect to η. Cabs corrects for non linear
detector response with respect to the transverse momentum. In the following these components
are discussed in greater detail.
Offset Correction
The offset correction Coffset is based on the hybrid jet area method [37, 73]. For each jet of
uncorrected transverse momentum prawT and pseudo-rapidity η using
Coffset(prawT , η, A, ρ) = 1− (ρ− 〈ρUE〉) · β(η) ·
A
prawT
. (5.11)
First, for each jet the area A in the η − ϕ plane is estimated. To that end, particles of
infinitesimal momentum and uniform distribution in η and ϕ (ghost particles) are introduced
46 5. Object Reconstruction and Performance
before the jets are clustered. The fraction A of ghost particles clustered in each jet is used as
a measure of its area.
As a second ingredient, the transverse momentum density ρ is used to determine the amount
of soft jet energy on an event-by-event basis (e.g. from pile-up). In order to calculate ρ for a
given event, jets are clustered using the kt algorithm [14] with a distance parameter R = 0.6.
The median of the fraction of kt-jet transverse momenta pktT and their area A
kt leads to
ρ = median
(
pktT,j
Aktj
)
, (5.12)
where the index j runs over all clustered kt-jets. The jet areas Akt are again defined by
introducing ghost particles as above. Here, the kt algorithm is applied instead of the anti-kt
algorithm, since it yields many separate, low energetic jets, ideal to study underlying event
and pile-up effects.
Third, the mean transverse momentum density 〈ρUE〉 caused by the underlying event and
electronic noise is estimated using a QCD multijet sample generated by PYTHIA. It is defined
as the mean transverse momentum density in events with one primary vertex.
Finally β(η) corrects for non linear detector response with respect to jet pseudo rapidity. It
is determined using simulated events from the same PYTHIA QCD multijet sample as 〈ρUE〉.
The momentum density ρ is approximately constant with respect to the hard scale of the event
(cf. Fig. 5.3a), here represented by the leading jet pT in said QCD multijet sample. ρ however
grows linearly with increasing pile-up, represented by the various number of reconstructed
primary vertices.
Absolute and Relative Hadron-Level Corrections
These corrections are based on the comparison of jets clustered from simulated detector mea-
surements (reconstructed jets) to jets clustered from stable particles from the hard interaction
generated during the hadronisation (generator jets). For reconstructed jets the previously
mentioned offset correction Coffset is applied. In both cases the same anti-kt algorithm is
used. The reconstructed jets are matched to generator jets by the distance ∆R. Jet energy
correction factors are defined as the ratio of generator jet energy to reconstructed jet energy
in bins of either jet pT for the Cabs or jet η for Crel.
Corrections are derived in two stages: First, jet energy correction factors Cabs are computed,
binned in jet transverse momentum, for jets in the central region (|η| < 1.3). There little η
dependence of the detector response is expected. For instance this removes the slight underes-
timation of jet energy due to quality criteria imposed on measurements that enter the particle
flow algorithm. Second, linearity in pseudo rapidity is established by jet energy correction
factors Crel. Here the absolute correction factors Cabs are also applied. This removes bias due
to the physical layout of the detector. Figure 5.3b illustrates the variations introduced by Crel,
it also demonstrates that the particle-flow technique leads to substantially smaller corrections
than the more common clustering of calorimeter measurements (CALO jets).
Uncertainty of the Jet Energy Scale Measurement after Corrections
The Missing transverse energy Projection Fraction (MPF) method [73] is used to estimate
the uncertainty of the absolute jet energy scale from data. It is based on the precise energy
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6.2 Offset Correction 9
The key element for this approach is the jet area Aj. A very large number of infinitely soft four-
momentum vectors (soft enough not to change the properties of the true jets) are artificially
added in the event and clustered by the jet algorithm togetherwith the true jet components. The
extent of the region in the y  f space occupied by the soft particles clustered in each jet defines
the active jet area. The other important quantity for the pile-up subtraction is the pT density
r, which is calculated with the kT jet clustering algorithm [19–21] with a distance parameter
R = 0.6. The kT algorithm naturally clusters a large number of soft jets in each event, which
effectively cover the entire y  f space, and can be used to estimate an average pT-density. The
quantity r is defined on an event-by-event basis as themedian of the distribution of the variable
pT j/Aj, where j runs over all jets in the event, and is not sensitive to the presence of hard jets.
At the detector level, themeasured density r is the convolution of the true particle-level activity
(underlying event, pile-up) with the detector response to the various particle types.
Based on the knowledge of the jet area and the event density r, an event-by-event and jet-by-jet
pile-up correction factor can be defined:
Carea(prawT , Aj, r) = 1 
(r  hrUEi) · Aj
prawT
. (13)
In the formula above, hrUEi is the pT-density component due to the UE and electronics noise,
and is measured in events with exactly one reconstructed primary vertex (no pile-up). Figure 1
shows the PF pT-density r, as a function of the leading jet pT in QCD events and for various
pile-up conditions. The fact that r does not depend on the hard scale of the event confirms that
it is really a measure of the soft jet activity. Finally, the density r shows linear scaling properties
with respect to the amount of pile-up.
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Figure 1: Pile-up and underlying event PF pT-density r, as a function of the leading jet pT
in the QCD multijet sample for various pile-up conditions (here NPV denotes the number of
reconstructed vertices, and A denotes the unit area in the y  f space).
6.2.2 Average Offset Method
The average offset method attempts to measure the average energy due to noise and pile-up,
clustered inside the jet area, in addition to the energy associated with the jet shower itself. The
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show strong dependence on the flavour type with differences up to 10%. This is attributed to
the non-linear single-particle response in the calorimeters. For the track-based reconstructed
jets, the flavour dependence is significantly reduced and not larger than 5% and 3% for JPT
and PF jets respectively. The ability to measure precisely the charged particle momenta in the
tracker reduces the contribution of calorimetry at low jet pT. In all jet types, the jets originated
from a light quark (u/d/s) have a systematically higher response than those from the other
flavours, which is attributed to the harder spectrum of the particles that are produced in the
fragmentation process. For comparison, Fig. 9 shows the flavour dependent response ratio of a
different fragmentation model (HERWIG++) with respect to PYTHIA6.
(b)
Figure 5.3: Transverse momentum density ρ (cf. equation 5.12) normalized to unit jet area,
as function of leading jet pT, for various pile-up conditions in QCD multijet events generated by
PYTHIA (left). NPV denotes number of reconstructed primary vertices, UE denotes the mean
transverse momentum density 〈ρUE〉 (see text), and PU the slope of the linear increase of ρ
with respect to the NPV . Jet energy correction C as function of jet pseudo-rapidity η (right)
for j ts with pT = 200 GeV from QCD multijet events g nerated by PYTHIA. CALO jets are
based on calorimet r m asurements only, JPT j ts apply additional corrections due to tracker
measurements, and PF jets (used in this analysis) are based on particle flow candidates. For
all the anti-kt clustering algorithm with a distance parameter of R = 0.5 is used. [73]
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measurement for photons using the ECal and leptons using the tracking system. Specifically
γ/Z+jets events are selected, where the Z is required to decay in electrons or muons. The
energy of the reconstructed γ/Z component is then balanced against the energy of the hadronic
jet system after applying the full correction procedure. The result is that the difference is
smaller than 7.5% [65], which is used as relative systematic uncertainty for the jet energy scale
throughout this analysis.
5.5 Hadronic Activity and Missing Transverse Momen-
tum
This analysis looks for final states with large hadronic activity and heavy, only weakly inter-
acting, particles that escapes detection. The hadronic activity is quantified using the scalar
sum of the jets in each event:
HT =
∑
jets
|pT | (5.13)
The sum considers all jets passing identification (cf. section 5.4) and acceptance (pT > 30 GeV,
|η| < 3.0) criteria.
Particles escaping direct detection are seen as an imbalance of the transverse momentum of
all measured particles EmissT . Here, the sum of all PF particle candidate momenta is used to
quantify this imbalance:
EmissT = |
∑
PFcand.
~pT | (5.14)
In this analysis the scale uncertainty of HT and E
miss
T is assumed to be fully correlated. In
simulated events the systematic uncertainty of the HT and E
miss
T measurement is estimated
by varying both variables by the relative jet energy scale uncertainty of 7.5%.
5.6 Tau Leptons
While light leptons (i.e. electrons and muons) cross the detector and can be detected directly,
τ leptons decay with a mean lifetime of 0.29 ps (cf. section 2.4.1) either leptonically or hadroni-
cally. The products of hadronic τ decay lead to experimental signatures similar to hadronizing
quarks or gluons. This section describes the τ decay and the reconstruction of τh candidates.
5.6.1 Tau Lepton Decay
The τ decay is an electro-weak process shown in Figure 2.8. In the majority of τ decays
the produced charged fermions are quarks, in which case the experimental signature is a
hadronically decaying τ (τh). In about one third of the cases the produced fermions are light
leptons and their neutrinos, which are not considered here. Detailed branching ratios and final
states are given in table 5.5.
The τh signature consists of one or three charged hadrons and zero to two neutral hadrons. In
good approximation, all produced hadrons can be assumed to be pions (less than 2% are not).
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Most τh decays involve either an intermediate ρ or a1 meson. In these cases the invariant mass
of the visible decay products are used to discern τh from other hadronic signatures.
While the charged pion is measured directly as PF charged hadron candidate, neutral pions
decay into two photons. These photons are either reconstructed as separate PF photon can-
didates or, if ECal measurements overlap, as a single PF photon. Additionally each photon
may convert in the CMS tracker. It is then reconstructed as either two PF electron candidates
or, if no track can be found, as two PF photon candidates. Any of these reconstructed pi0
decay products are summarized as intermediate objects (strips). They are assembled during
the decay mode finding stage described in the next section.
In contrast to the reconstruction of light leptons misidentification of τh candidates plays a more
important role. The largest source for falsely reconstructed τh are mesons produced in quark
or gluon hadronisation. Its impact is mitigated by the reconstruction of the specific τh decay
mode (decay mode finding, cf. section 5.6.2) and τh candidate isolation (cf. section 5.6.3).
The suppression of this background is especially challenging, since quark or gluon production
cross-sections are much larger than those of τ (cf. Fig. 2.9).
Finally, failed light lepton reconstruction also leads to signatures similar to τh. Such cases can
be identified by relaxed light lepton reconstruction criteria (cf. section 5.6.4).
Table 5.5: Tau decay modes and their branching ratio, for τ− (analogous decays for τ+).
The produced mesons are pions in most cases. Other mesons are rare and have little impact
on the τh reconstruction algorithm. Identifiable intermediate resonances (and their masses)
are listed. Reconstructed objects are PF charged hadrons (pi±) and intermediate pi0 decay
products (strips). [76]
Decay Mode Resonance Reconstructed Decay Branching ratio
τ− → pi−ντ pi± 11.6 %
τ− → pi−pi0ντ ρ(770) pi± + strip 26.0 %
τ− → pi−pi0pi0ντ a1(1260) pi± + strip 10.8 %
τ− → pi−pi+pi−ντ a1(1260) 3pi± 9.8 %
τ− → pi−pi+pi−pi0ντ 3pi± 4.8 %
Total reconstructed hadronic modes 63.1 %
τ− → `−ν¯`ντ 35.2 %
Other hadronic modes 1.7 %
5.6.2 Decay Mode Finding
The “hadrons plus strips” (HPS) τh decay mode reconstruction strategy follows three basic
steps: First, PF candidates are clusted into jets. Second, these PF candidates are combined
to possibly several τh candidates per jet. Third, the most likely τh candidate is chosen based
on the invariant mass of its components, its concentration in the η−ϕ-plane, and its isolation.
PF charged hadron candidates are directly used as pi±. Neutral pi0 candidates are clustered
into strips acording to their η − ϕ distance out of PF photon or PF electron candidates
(electromagnetic candidates) . These strips extend four times further in ϕ than η to account
for photon conversions in the inner tracking system. The electrons, which are the product of
such conversions, are deflected in ϕ by CMS’ solenoidal 3.8 T field. The clustering algorithm
starts with the four momentum of the most energetic electromagnetic candidate as an initial
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proto-strip. Subsequently, all other electromagnetic PF candidates within ∆η < 0.05 and
∆ϕ < 0.20 are added to the four-momentum of the proto-strip. This procedure is iterated,
adjusting the proto-strip four momentum. As soon as all electromagnetic candidates are
clustered in this fashion, all strips with transverse energy ET < 1 GeV are dropped from
further consideration.
Charged hadrons and strips are combined to τh candidates representing the τ → ντpi± (one
prong), τ → ντpi±pi0 (one prong plus pi0(s)) and τ → ντpi±pi∓pi± (three prong) decay modes.
The maximal distance of two objects in those combinations ∆R is restricted to 0.05 < ∆R <
min(0.1, 2.8 GeV/pvisT ). Also the direction of the τh candidate must match that of the seeding
jet within ∆R < 0.1. In the following, the requirements specific to the assigned τh decay mode
are described.
one prong τh final states consist of a single PF charged hadron candidate. Isolation is suffi-
cient to reduce the quark gluon jet background. Incidentally, this decay mode is assigned
to final states where the pi0 (pi±) does not pass the reconstruction requirements. Accord-
ing to simulation this happens for 16% (5%) of τh decays.
one prong plus pi0(s) τh decay modes consist of one charged hadron and one or two strips. In
the one strip case, the invariant mass mτhvis of the τh candidate is required to be consistent
with the ρ-meson mass (0.3 < mτhvis < 1.3 GeV). The mass of the strip object is assumed
to be the nominal pi0-mass. In the two strip case, massless strips are assumed and the
invariant mass requirement is 0.4 < mτhvis < 1.2 GeV. Additionally the invariant mass of
the two strips has to be consistent with a pi0 → γγ decay ( 50 < mstrips < 200 MeV).
Note that no separate selection for the τ → pi±pi0pi0ντ decay mode is applied in favor of
a lower chance of τh misidentification.
three prong τh final states are measured by three PF charged hadron candidates. Their
combined invariant mass has to be consistent with the a1-meson mass (0.8 < m
τh
vis <
1.5 GeV). The more narrow invariant mass window exploits the precise momentum
measurement of the CMS inner tracker. Furthermore unit charge of the combined τh
candidate is required.
If multiple τh candidate’s pass all these requirements for one jet the more isolated candidate
is chosen, as described in the following section.
5.6.3 Isolation
Three metrics for τh candidate isolation are used in this analysis: the absolute charged hadron
isolation, the relative isolation, and the final HPS τh isolation. All isolation metrics are derived
from particle flow candidates not associated with the reconstructed decay mode. They are
selected from a cone of ∆R < 0.5 of the τh candidates momentum. Of these the final HPS τh
isolation is the most stringent, and the others are mainly used to define an isolation sideband
for the data-driven background estimation.
The isolation requirement employed at HLT level employs PF charged hadrons only. The
parallel absolute charged hadron isolation is used to allow an efficient selection with respect
to the online requirements (cf. section 6.1).
absolute charged hadron isolation =
[ ∑
ch.hadrons
pT
]excluding τh candidate
∆R<0.5
(5.15)
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The relative isolation is defined analogously to the light lepton isolation (cf. equation 5.1):
relative isolation =
[∑
γ
ET +
∑
ch.hadr.
pT +
∑
neutr.hadr.
ET
]excluding τh candidate
∆R<0.5
pT
. (5.16)
The combination of these two isolation metrics is used to define two “jet isolation” selections:
jet isolation 1 absolute charged hadron isolation < 4 GeV and relative isolation < 0.5
jet isolation 2 absolute charged hadron isolation < 2 GeV and relative isolation < 1
Both are used to define the isolation sideband in the data-driven background estimation for
misidentified τh candidates (cf. section 7.2).
The“jet isolation 2” is used for
∫ Ldt = 2.98fb−1 of the eτh events triggered with the MEDIUM
HLT selection (cf. section 6.1), which imposes a more stringent isolation requirement. Here,
a looser threshold is chosen for the relative isolation, to offset the need for a tighter absolute
charged hadron isolation threshold. This is done to keep the isolation sideband definition
efficient with respect to the HLT selection.
The final HPS isolation of τh candidates is quantified using PF charged hadron and photon
candidates not associated to the chosen decay mode. To counteract Pile-up contamination,
charged hadrons are required to originate from the same, first primary vertex as the charged
τh constituents. Furthermore the contribution of PF photon candidates is corrected using the
∆β method:
τh iso. =
[ ∑
ch.hadr.
pT + max(0,
∑
γ
ET −∆β)
]excluding τh candidate
∆R<0.5
(5.17)
Here, the correction ∆β is an estimate from the transverse momenta of PF charged hadron
candidates not associated to the first vertex (PU charged hadrons). To enhance statistical
relevance, these are collected in a larger cone of ∆R < 0.8 around the τh candidates momentum.
This difference to the nominal isolation cone size and the extrapolation from charged hadrons
to photons is combined to a single factor:
∆β = 0.458 ·
[ ∑
PUch.hadr.
ET
]excluding τh candidate
∆R<0.8
. (5.18)
The factor 0.458 is chosen based on simulation to minimize the dependence of the τh recon-
struction efficiency on the number of primary vertices.
In this analysis isolated τh candidates (tight τh) are defined to pass τh iso. < 2.0 GeV (CMS
Loose τh ID [76]) and either jet isolation 1 or jet isolation 2.
Figure 5.4 shows the distribution of absolute charged hadron isolation and relative isolation
for τh candidates from the MADGRAPH tt¯ sample. For the absolute charged hadron isolation
on the left (relative isolation on the right) an additional relative isolation < 1 ( absolute
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Figure 5.4: Distribution of the absolute charged hadron isolation requiring relative isola-
tion < 1 (from jet isolation 2,left) and relative isolation requiring absolute charged hadron
isolation < 4 GeV (for the jet isolation 1, right) for simulated tt¯ events using MADGRAPH. Col-
ors represent different flavors of partons matched to the misidentified τh candidate. “tight τh”
candidates represent candidates that also pass the final HPS isolation and are matched to gen-
erated hadronic τ decays (black). For the charged hadron isolation reconstruction the lowest
bin (i.e. where no charged hadron is found) is omitted for the sake of readability
charged hadron isolation < 4 GeV) selection is imposed. In this way the effect of the more
stringent selection for both the jet isolation selections can be seen. In both cases the final
HPS τh isolation selection is applied only for τh candidates from τ decays (tight τ , black),
while misidentified τh candidates are separated for the source of the candidate and no further
isolation requirement is imposed. This illustrates that the effect of both jet isolation selections
on τ decays passing the final HPS τh isolation selection is negligible. Thus they can be mostly
ignored (e.g. for the definition of search regions), while they are of central importance for
the data driven background estimation. Apart from that, a comparison of both distributions
shows that the relative isolation allows for a better separation of correctly identified and
misidentified τh candidates. This is the reason for its use in the jet isolation selections. Finally,
differences in the distribution of the isolation variables for the various quark flavors and gluons
are observed, which will also be important in the discussion of the data driven background
estimation (cf. section 7.2).
5.6.4 Light Lepton Rejection
While jets are the main source of background to τh identification, isolated electrons and muons
can also contribute. The discrimination discussed up to this point does little to mitigate this
background: Decay mode reconstruction may misidentify the track left by the lepton as one
prong τh-decay. Naturally, isolation requirements are also passed. The muon and electron
identification employed in the particle flow reconstruction algorithm is geared towards a pure
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selection of light leptons. If a PF candidate fails the light lepton identification requirements a
PF charged hadron candidate is created, which in turn enters the decay mode reconstruction
and can result in a τh candidate.
The light lepton rejection strategy cancels this mechanism for most PF charged hadrons in τh
candidates: if the PF charged hadron passes a relaxed version of the respective light lepton
identification, the τh candidate is rejected. The relaxed criteria are as follows:
Electrons in the barrel-to-endcap transition region (1.4442 < |η| < 1.566) of CMS are more
likely to be missed. Since the area represents only a small portion of the overall ac-
ceptance, τh candidates in this region are rejected. Additionally, the charged hadron
may not pass the multivariate electron discriminant (cf. section 5.1). This selection
constitutes the “tight” electron rejection in the CMS τh selection framework [76].
Muons are rejected by dropping all charged hadrons that are associated to measurements
in the muon system. Furthermore, muons that pass through the small uninstrumented
volumes of the CMS muon system are rejected by their minimally ionising calorimetric
signature: The ratio of energy deposited in the calorimeters and the track momentum
must exceed
EECalT +E
HCal
T
pTrackT
> 0.1. EECalT and E
HCal
T represent the measurements associated
by the particle flow algorithm. This selection constitutes the “medium” muon rejection
in the CMS τh selection framework [76].
After the light lepton rejection, about 1% of isolated electrons [76] and less than 0.1% of
the isolated muons are misidentified as τh candidates [84]. Note that all of the isolated light
leptons counted in dilepton states in the analysis are rejected by these criteria.
5.6.5 Efficiency
The efficiency of the τh identification and isolation (cf. Fig. 5.5) requirements is defined with
respect to generator level τ that decay hadronically
 =
n(τh generated ∧ reconstructed ∧ selected ∧matched)
n(τh generated)
. (5.19)
Here, the τh candidate is matched to the visible decay products (GenJet) of the generated
τ . Also, the visible decay products must pass the acceptance requirements (pgenT,vis > 20 GeV,
|ηgenvis | < 2.1). The HPS identification is developed to provide constant efficiency for a wide
range of transverse momenta (cf. Fig. 5.5a). This plateau of the efficiency is reached at
pT,vis ≈ 35 GeV and depends on the average isolation of the produced τ . This is illustrated by
events from the highly isolated Drell-Yan τ production reaching DY ≈ 40% and less isolated
τ production in tt¯ decay reaching tt¯ ≈ 30% (cf. Tab. 5.6). The choice of jet isolation has
no apriciable effect in both cases. Note that only a few generated τ that pass the acceptance
requirements fail the decay mode finding. The efficiency dependence on the generated visible
transverse τ momentum is parametrized fitting the same function used for the light leptons
f(pvisT ) (cf. equation 5.3). Compared to the light lepton efficiency (cf. Tab. 5.3) the plateau
is reached earlier, expressed in the parameter σ which is about half for τh efficiency. Note
that the starting efficiency C is very small since C = 10 GeV is smaller than the applied
acceptance requirement.
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Parameterized in terms of pseudo-rapidity (cf. Fig. 5.5b) the efficiency is flat. For the more
isolated τ in Drell-Yan the efficiency is higher in the central region (|η| < 1.5). Again, the
two jet isolation approaches show no difference. In the barrel-to-endcap transition region
(1.4442 < |η| < 1.566) the efficiency is reduced due to the electron rejection: The τh decay
leaves a similar signature to electrons and is rejected. It is non-zero since the electron candidate
and the τh candidate direction does not necessarrily coincide. The decay mode finding is most
efficient in the central region, since there photons can be better separated. Also the reduced
material budget in that region leads to less photon conversions.
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Figure 5.5: Decay mode finding efficiency and full identification efficiency with respect to
generated particle visible transverse momentum (cf. equation 5.19). The final efficiency is
shown after jet isolation 1 (black) and jet isolation 2 (red) requirements used in data-driven
background estimation. τh candidates are simulated in tt¯ (full circles) and Drell-Yan (empty
squares) events, which are generated using MADGRAPH and applying the analysis acceptance.
Vertical error bars are statistical, and horizontal error bars indicate bin width. The result
of a fit f(pvisT ) (cf. equation 5.3) for the visible transverse momentum is also shown. The fit
parameters are summarized in table 5.6.
Table 5.6: Parameters of the τh efficiency fits (cf. equation 5.3), for C = 10 GeV. Based on
simulated tt¯ and Drell-Yan events.
Sample Isolation σ [GeV] ∞ C
tt¯ (MADGRAPH) jet isolation 1 11.5± 0.5 0.311± 0.005 −0.084± 0.005
tt¯ (MADGRAPH) jet isolation 2 10.6± 0.5 0.300± 0.004 −0.092± 0.006
Drell-Yan jet isolation 1 9.1± 0.2 0.409± 0.002 −0.151± 0.004
Drell-Yan jet isolation 2 8.5± 0.2 0.403± 0.002 −0.164± 0.005
In this analysis the τh efficiency and its correlation to the τh candidate’s momentum and
isolation is taken from simulation. Differences between the various BSM scenarios are taken
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into account by simulating dedicated signal samples. A quantitative study using the tag-and-
probe technique [74] has been performed for the HPS reconstruction algorithm and a similar
selection. Simulated τh efficiencies are found to describe the data well within a systematic
uncertainty of 7%.
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6. Event Selection
Compared to the total cross-section of SM processes (about 92 mb, see figure 2.9) the produc-
tion cross-section of prospected SUSY scenarios (e.g. σLM1 = 6.9 pb) is tiny. Encouragingly,
most SM events can easily be suppressed by selecting two reconstructed opposite sign leptons.
Especially in this analysis the channels eτh, µτh, and τhτh are studied. While these combina-
tions also occur in SM processes (e.g. Drell-Yan, tt¯), their respective cross-sections are much
smaller than the total cross-section. Errors in lepton reconstruction may lead to additional
background (e.g. W → lν + jet misidentified as τh). Here the various SM processes contribute
with different probability.
Both background contributions are further reduced by selecting events with large hadronic
activity (njets ≥ 2, HT ) and missing transverse energy EmissT . In SUSY and other BSM
models both are expected to be increased with respect to SM backgrounds (cf. section 2.4.2).
In detail the contributing SM processes are:
Top Pairs The dileptonic decay tt¯→ bW b¯W → bτhντh b¯`/τhν is the main source of correctly
reconstructed SM events in the search regions (σNLOtt¯ ×BR(τ `/τ) ≈ 7.7 pb [95], [85] ). At
the LHC the top pair is formed mostly by gluon fusion. The two leptonically decaying
W bosons satisfy both the dilepton criterion and, because of the escaping neutrinos, the
EmissT requirement. The required hadronic activity is given by the two jets which stem
from b quark hadronisation.
The expected mass of BSM particles is larger than the top mass, leading to on average
more hadronic activity. Also the higher mass of the dark matter candidate and the less
symmetric decay chain (cf. Fig. 2.11) is expected to lead to a larger measured EmissT . This
way, stringent HT and E
miss
T requirements reduce the influence of dileptonic top pair
decays. The remaining impact is estimated from data using the data-driven background
estimation pT (``) method (cf. section 7.1). This also includes other rarer processes
involving the production of two W-bosons (i.e. direct WW or tW production).
Misidentifed τh The other leading background involves quark or gluon jets misreconstructed
as τh candidates. It can allow a variety of SM processes to enter the final selection:
semileptonic top pair decays (σNLOtt¯ × BR(q `/τ) ≈ 23.6pb), leptonic W+jet decays
(σNLOW+Jets ≈ 31 · 103 pb), and QCD multijet production. The impact of these back-
grounds is estimated from data and discussed in detail in section 7.2. In contrast to
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the background from leptonic top pair decays the contribution form this background is
reduced not only by event selection, but also the HPS τh reconstruction algorithm.
Drell-Yan Many dileptonic events in the SM are produced in the Drell-Yan process Z →
τ τ → τhντ `/τhν (σNLODY = 5 · 103 pb). Both, the requirement of hadronic activity and
that of EmissT reduces this background severely: Hadronic activity in these events is given
by initial state or final state radiation of quarks and gluons. In simulation, the average
hadronic activity in such events is 〈HT 〉 = 34 GeV and less than 0.3% of the events pass
a minimum hadronic activity requirement of HT > 100 GeV and njets ≥ 2. Similarly,
the τ neutrinos on average give rise to 〈EmissT 〉 = 21 GeV, and less than 0.3% of these
events surpass EmissT > 100 GeV. The remaining impact in the search regions is taken
from simulation. It is found to be smaller than the estimated systematic uncertainty of
either of the two leading background estimations.
Diboson Rarely, proton proton collisions may bring forth two electroweak bosons, either in
WZ or ZZ combination (σNLOWZ,ZZ ≈ 4.0 pb ). Its production cross-section is comparably
small and still the suppression by the search requirements is large. This background is
estimated from simulation.
The following sections provide details on the dileptonic HLT selection and search region defi-
nition. Also the SM dominated “Preselection” control region is defined which is used in various
crosschecks. A discussion of the data-driven background estimation methods follows in chap-
ter 7.
6.1 High Level Trigger
The online HLT selection is based on the presence of two leptons (cf. Tab. 6.1). Requirements
are subdivided into electron, muon, τh, and hadronic (HT and H
miss
T ) paths (legs). The
hadronic variables are calculated using jets clustered from ECal and HCal measurements.
Here, the absolute missing hadronic activity
HmissT = | −
∑
~p jetT | (6.1)
is defined analogous to EmissT . In order to execute the τh reconstruction on the HLT online
filter farm either an electron, muon or hadronic leg is needed to reduce rate and computational
effort (cf. section 3.3.4). To cope with the drastic changes in LHC beam conditions during
2011 (cf. section 3.2), the trigger algorithms were improved and, where necessary, the online
thresholds were increased. Generally, the result of these changes is within a 5% systematic
uncertainty assigned to the trigger efficiency.
The exception are the eτh final state: the increased τh isolation requirement restricts the isola-
tion sideband used in the data driven background estimation. For the most part (
∫ Ldt = 2.98 fb−1)
this is remedied by using jet isolation 2, which poses an efficient sideband definition, albeit
providing less statistical power for the background estimation. For a brief period (
∫ Ldt =
0.83fb−1), during which the offline τh isolation was improved, no efficient isolation sideband
can be defined. The final HPS τh isolation definition (cf. section 5.6.3) remained efficient
throughout all these changes.
Note that the µτh trigger imposes a pseudo-rapidity requirement of |η| < 2.1. It is however
not the only reason for the overall offline lepton pseudo-rapidity requirement. It also ensures
a consistent isolation definition and reduction of the QCD multi-jet background.
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Table 6.1: Trigger paths used in the analysis. Denoted are the run number in which the path
was introduced and the size of the dataset taken with the path. For the electron trigger path
names (e± iso & id) abbreviates CaloIdVT CaloIsoT TrkIdT TrkIsoT. All paths were stored
in the TauPlusX primary dataset. For the IsoMu15 eta2p1 path an additional |ηµ| < 2.1
selection is applied. For the τh isolation the LooseIso, MediumIso, and TightIso selection no
charged hadrons PF candidates showing pT > 1.5 GeV, pT > 1.0 GeV, and pT > 1.0 GeV may
be found in an isolation cone of ∆R < 0.5 around the τh direction. For the TightIso selection
also no PF electron or photon candidate showing ET > 1.5 GeV may be found in the same
cone. For the τhτh triggers no PF charged hadron showing pT > 3.0 GeV may be found in the
isolation cone.
First Run e-leg τh-leg p
`/τh
T /HT /H
miss
T
∫ Ldt [fb−1]
threshold [GeV]
160401 Ele15 (e± iso & id) LooseIsoPFTau20 peT > 15 ∧ pτhT > 20 1.17
170249 Ele15 (e± iso & id) TightIsoPFTau20 peT > 15 ∧ pτhT > 20 0.83
173236 Ele18 (e± iso & id) MediumIsoPFTau20 peT > 18 ∧ pτhT > 20 2.10
178421 Ele20 (e± iso & id) MediumIsoPFTau20 peT > 15 ∧ pτhT > 20 0.88
First Run µ-leg τh-leg
∫ Ldt [fb−1]
160401 IsoMu12 LooseIsoPFTau10 pµT > 12 ∧ pτhT > 10 0.22
165121 IsoMu15 LooseIsoPFTau15 pµT > 15 ∧ pτhT > 20 1.79
173236 IsoMu15 eta2p1 LooseIsoPFTau20 pµT > 20 ∧ pτhT > 20 2.98
First Run Hadronic-leg τh-leg
∫ Ldt [fb−1]
163269 HT250 PFMHT35 DoubleIsoPFTau10 Trk3 HT > 250 ∧HmissT > 35 0.85
pτhT > 10
167039 HT300 PFMHT40 DoubleIsoPFTau10 Trk3 HT > 300 ∧HmissT > 40 3.20
pτhT > 10
178421 HT350 PFMHT45 DoubleIsoPFTau10 Trk3 HT > 350 ∧HmissT > 45 0.76
pτhT > 10
179959 HT400 PFMHT50 DoubleIsoPFTau10 Trk3 HT > 400 ∧HmissT > 50 0.13
pτhT > 10
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The average trigger efficiency for each channel is measured from data and used to normalize
the emulated trigger response in simulation. After a discussion of the supporting trigger paths,
details to this procedure are given in the remaining sections.
6.1.1 Supporting Triggers
Several supporting studies rely on further trigger paths: The calibration used in the data-driven
background estimation of jets misidentified as τh candidates (RTL(pT,vis, |ηvis|), see section 7.2),
is extracted from the PD_HT primary dataset (cf. Tab. 6.2). The selection in those is based on
the hadronic activity HT . The measurement of the eτh, µτh, and τhτh trigger path efficiency
(cf. section 6.1.2) is based on this dataset, too. For both measurements a large number of
triggered events and good coverage of different regimes of hadronic activity is essential. To
this end trigger paths that were pre-scaled during the course of 2011 are included, too.
Table 6.2: Support trigger paths used to measure trigger efficiency and RTL-ratio (cf. sec-
tion 7.2). All paths are recorded in the hadronic primary dataset (PD_HT).
Trigger Path HT threshold
HLT HT200 HT > 200 GeV
HLT HT240 HT > 240 GeV
HLT HT250 HT > 250 GeV
HLT HT260 HT > 260 GeV
HLT HT300 HT > 300 GeV
HLT HT350 HT > 350 GeV
HLT HT360 HT > 360 GeV
HLT HT400 HT > 400 GeV
HLT HT440 HT > 440 GeV
HLT HT450 HT > 450 GeV
HLT HT500 HT > 500 GeV
HLT HT520 HT > 520 GeV
HLT HT550 HT > 550 GeV
Finally, the estimate of the dileptonic tt¯ background (pT (``)-method, see section 7.1) is based
on dileptonic light lepton triggers ee, eµ, and µµ (cf. Tab. 6.3). These are collected in the
PD_DoubleElectron, PD_MuEG, and PD_DoubleMu, respectively. The algorithms to find electron
and muon candidates used in those trigger paths are the same as for the light lepton legs of
the eτh and µτh triggers, but with altered thresholds. Their main use is in the light lepton part
of this analysis [90, 106], where they provide the main analysis trigger path. In the course of
this analysis the efficiency of the ee, eµ, and µµ trigger paths have been measured to be 100%,
95%, and 90%, respectively. They are associated with a systematic uncertainty of 1%.
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6.1.2 Trigger Efficiency Measurement
The efficiency of each `τh trigger path HLT with respect to the offline selection (cf. section 5)
is measured using an independent trigger path based on hadronic activity:
HLT =
nevents(dilepton path ∩ offline selection ∩
⋃
HLT HT*)
nevents(offline selection ∩
⋃
HLT HT*)
(6.2)
Table 6.2 summarizes the hadronic reference paths. For low thresholds trigger pre-scaling
leads to effective integrated luminosities
∫ Ldt < 4.98 fb−1. For the eτh and µτh channels the
final efficiency of about 80% can be factorized into 90% efficiency of the electron, muon, and
τh leg. For the light lepton legs, inefficiency enters in the less precise lower tiers of the trigger
measurements (Level 1 trigger and initial stages of HLT). For the τh leg, efficiency is limited
by partial track reconstruction in the silicon tracker.
The hadronic leg of the τhτh trigger allows for more efficient τh isolation requirements, but
precludes studies outside HT > 300 GeV and E
miss
T > 100 GeV. Even there, the reduced
selection efficiency in 300 GeV < HT < 600 GeV needs to be taken into account.
The full efficiency is factorized in a hadronic part (based on online HT and H
miss
T selection)
and a leptonic τhτh part
τhτh = 
hadronic
τhτh
· leptonicτhτh . (6.3)
Table 6.3: Support trigger paths used for light lepton combinations to estimate the dileptonic
tt¯ background (cf. section 7.1). The three electron selections are abbreviated by (e± iso&id A)
meaning CaloIdL CaloIsoVL, (e± iso&id B) meaning CaloIdT TrkIdVL CaloIsoVL TrkIsoVL,
(e± iso&id C) meaning CaloIdT CaloIsoVL TrkIdVL TrkIsoVL. The online transverse mo-
mentum threshold p`1T (p
`2
T ) for the leading (next to leading) lepton is also given.
Trigger Path Primary Dataset p`T threshold [GeV]
HLT Ele17 (e± iso&id A) Ele8 (e± iso&id A) PD_DoubleElectron pe1T > 17 ∧ pe2T > 8
HLT Ele17 (e± iso&id B) Ele8 (e± iso&id B) PD_DoubleElectron pe1T > 17 ∧ pe2T > 8
HLT Ele17 (e± iso&id C) Ele8 (e± iso&id C) PD_DoubleElectron pe1T > 17 ∧ pe2T > 8
HLT Mu8 Ele17 CaloIdL PD_MuEG pµT > 8 ∧ peT > 17
HLT Mu17 Ele8 CaloIdL PD_MuEG pµT > 17 ∧ peT > 8
HLT Mu10 Ele10 CaloIdL PD_MuEG pµT > 10 ∧ peT > 10
HLT Mu8 Ele17 CaloIdT CaloIsoVL PD_MuEG pµT > 8 ∧ peT > 17
HLT Mu17 Ele8 CaloIdT CaloIsoVL PD_MuEG pµT > 17 ∧ peT > 8
HLT DoubleMu6 PD_DoubleMu pµ1T > 6 ∧ pµ2T > 6
HLT DoubleMu7 PD_DoubleMu pµ1T > 7 ∧ pµ2T > 7
HLT Mu13 Mu7 PD_DoubleMu pµ1T > 13 ∧ pµ2T > 7
HLT Mu13 Mu8 PD_DoubleMu pµ1T > 13 ∧ pµ2T > 8
HLT Mu17 Mu8 PD_DoubleMu pµ1T > 17 ∧ pµ2T > 8
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The efficiency of the hadronic selection is measured with respect to a prescaled trigger with
lower thresholds
hadronicτhτh =
nevents(unprescaled path ∩ prescaled path ∩ offline selection)
nevents(prescaled path ∩ offline selection) . (6.4)
Here, for each of the four changes in the hadronic leg the former path is used as prescaled
reference. The first prescaled path in this procession is HLT HT200 DoubleIsoPFTau10 Trk3,
which includes no HmissT and a minimal HT > 200 GeV requirement.
The efficiency of the leptonic selection leptonicτhτh = 94± 5% is taken from simulation.
Given appropriate offline requirements on both HT and E
miss
T , trigger efficiencies of about
90% are found. The detailed results of the efficiency measurement are summarized in table
6.4.
Table 6.4: Trigger efficiency measured on data and resulting correction factor for trigger
emulation in simulation. For the τhτh final state separate measurements for offline selections
HT > 300 GeV and HT > 600 GeV are necessary.
Channel Offline Hadronic Selection Efficiency [%] MC/Data Correction
eτh – 82
+3
−4 1.05
µτh – 77± 3 0.95
τhτh (HT > 600 GeV ∧ EmissT > 100 GeV) 93+3−5 1.10
(HT > 300 GeV ∧ EmissT > 100 GeV) 90+3−5 1.07
6.1.3 Trigger Efficiency Correction in Simulation
The trigger component of the selection is emulated for simulated events in two steps: First, the
same algorithms used by the HLT farms are executed. Here the hardware based L1 decisions
are emulated using dedicated software [103]. Second, the overall absolute efficiency is corrected
to match the measurements from data (cf. Tab. 6.4). The first step ensures correct modeling of
correlations between offline measuremnts used for selection and the trigger level requirements.
The second takes the change of trigger software, beam conditions, and thresholds over the
course of 2011 into account. The procedure and its results is parallel to other CMS analyses
studying the same final states [94, 98, 99].
6.2 Search Region Definition
To study a large range of possible SUSY scenarios four regions in the HT versus E
miss
T space
are defined:
Low HT : 125 < HT < 300 GeV ∧ EmissT > 275 GeV
High HT : HT > 600 GeV ∧ EmissT > 200 GeV
High EmissT : HT > 300 GeV ∧ EmissT > 275 GeV
Tight: HT > 600 GeV ∧ EmissT > 275 GeV
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Figure 6.1: Definition of the search regions and dilepton events for eτh (red dots), µτh
(black, open crosses), and τhτh (green stars) combinations found in the Preselection region
(remainder is grayed) . The τhτh trigger paths are not fully efficient in the Preselection region
(EmissT > 100 GeV, HT > 100 GeV)
.
Before the final HT and E
miss
T selection for the various search regions is applied, a relaxed
region is studied:
Preselection: HT > 100 GeV, E
miss
T > 100 GeV
The HLT level hadronic requirements prohibit the use of the τhτh channel in the Low HT
region. Similarly a reduced trigger efficiency in the High EmissT region is taken into account
for this final state (cf. Tab. 6.4). An overview (cf. Fig. 6.1) of these search regions and
their population by dileptonic events is given for HT > 100 GeV ∧ EmissT > 100 GeV
(Preselection region). Note that the reduced density of τhτh events in this region is due
to the aforementioned hadronic trigger requirement. The next chapter describes the data
driven background estimation methods. After that the eτh and µτh events in the Preselection
region are examined more closely and those background estimation methods are applied as a
crosscheck.
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7. Background Estimation
The choice of the search regions strives to minimize the contribution of SM backgrounds.
Nevertheless, in order to be sensitive to a large range of possible BSM signals, such reduction
can not be complete. The remaining SM contribution needs to be estimated either from data
(data-driven estimate) or from simulation. The first method has the advantage that it does
not rely on precise simulation of pile-up, hadronic energy scale, luminosity, online selection,
or reconstruction efficiency and resolution. It is furthermore not impeded by the size of
simulated physics samples, nor imprecise representation of the SM processes. However, data-
driven estimates suffer from possible signal contamination of the employed control regions and
side-bands, as well as imperfection of the estimation methods.
Fig. 7.1 shows the composition of the SM background according to simulation in the dis-
tributions of HT and E
miss
T ; the two variables used to define the search regions. Note that
the contribution from misidentified τh candidates is shown separated from the various SM
backgrounds, and the contribution from quarks or gluons (red) by far outweighs that from
light leptons (green). The simulation provides an adequate estimate of the SM backgrounds,
albeit associated with large uncertainties for stringent HT or E
miss
T requirements. The two
background processes showing the largest contribution are misidentified τh candidates from
quarks or gluons (red) and dileptonic tt¯ decays (blue), both are also estimated from data
in this analysis. The procedures for the data driven estimates are detailed in the following
sections. The remaining SM processes are taken from simulation.
7.1 Dileptonic Top-Pair Production
In order to estimate the contribution of dileptonic top pair decays including at least one
τh, first the contribution of dileptonic top pairs involving light leptons only is considered.
Hereafter, lepton universality allows extrapolation to the desired τh final states. This detour
circumvents bias from misidentified τh candidates in semileptonic top pair decays and exploits
the more efficient and precise light lepton identification and reconstruction. The first step of
the prediction is done in the same way as for the light lepton selection developed in parallel
to this work [90, 106]. This selction progresses in four steps:
HLT selection is based on two light leptons in the final state (cf. section 6.1.1).
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Dilepton acceptence calls for one light lepton satisfying pT > 20 GeV and a second with
at least pT > 10 GeV. Electrons (Muons) must be within |η| < 2.5 (|η| < 2.4). Other
than that, the same reconstruction and identification as in the eτh and µτh channels is
applied (cf. section 5.1.1). Note that light lepton pT and τh candidate pT,vis can not
be directly compared. Here a pragmatic solution is chosen: the light lepton acceptance
for the dileptonic tt¯ prediction is the same as for the light lepton part of this search.
The relative difference of the light lepton and τh-channels is incorporated in the τh
extrapolation factor κτh (cf. section 7.1.3).
Invariant mass requirement is set to m`` > 12 GeV to remove the light resonance contribu-
tion. Also a veto 76 < m`` < 106 GeV for ee and µµ (same flavor) final states is applied
to reduce contamination by on-shell Z boson decays from Drell-Yan processes.
Missing transverse energy requirements of EmissT > 75 GeV (E
miss
T > 50 GeV) for same
flavor (opposite flavor) events, to further reduce contamination from Drell-Yan processes.
7.1.1 pT (``) Method to Estimate Dileptonic Top-Pair Production
The dileptonic top-pair production results in two leptonic W-boson decays (cf. Fig. 2.10a). The
decay products build a visible dileptonic system `` and an invisible system ν`ν`. The transverse
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Figure 7.1: Standard Model backgrounds in the Preselection region according to simulation
(filled histograms) and data (points) is shown. Events from correctly reconstructed (matched)
τh candidates are listed according to their SM process, and events with misidentified τh can-
didates are separated for the source of the misidentification: quarks or gluons (red) or light
leptons (green). Also shown is the ratio between Data and Prediction from simulation along-
side the two systematic uncertainties: “Scale” combines trigger, τh-, and light-lepton identifi-
cation and reconstruction efficiency uncertainty, as well as the luminosity uncertainty. “JES”
represents the jet energy scale uncertainty.
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momentum of the later, pT (ν`ν`), is measured as E
miss
T . The distribution of pT (ν`ν`) and with
it EmissT can be described by the distribution of transverse momenta of the visible dilepton
system pT (``) [60]. W polarization leads to differences between the two and must be taken into
account (i.e. in form of correction factor κC). Note that this does not imply a direct correlation
on an event-by-event basis, but a similar shape of the EmissT and pT (``) distribution as can be
seen in Fig. 7.4.
Thus, control regions are defined by substituting EmissT by pT (``) requirements:
Preselection Control: HT > 100 GeV ∧ pT (``) > 100 GeV
Low HT Control: 125 < HT < 300 GeV ∧ pT (``) > 275 GeV
High HT Control: HT > 600 GeV∧ pT (``) > 200 GeV
High EmissT Control: HT > 300 GeV ∧ pT (``) > 275 GeV
Tight Control: HT > 600 GeV ∧ pT (``) > 275 GeV
The event yield in these control regions is corrected by an estimate of the remaining Drell-Yan
contamination. Other SM processes are rejected by the missing transverse energy requirement
(cf. section 7.1). Then the extrapolation from the control to the search regions is made
taking into account SM background removal (κEmissT ), W-polarisation (κC), and differences in
acceptence and efficiency for the τh channels (κτh):
npredictedtt¯ (
`/τhτh) = (nControl(``)− nDYControl)× κEmissT × κC × κτh (7.1)
Table 7.1 summaries the various extrapolation factors, the Drell-Yan estimate, and their sys-
tematic uncertainties. A detailed description of how those factors and estimates are reached
is given in the following sections.
Table 7.1: Summary of pT (``) control region measurements for scale factors (κEmissT , κC ,
κτh), Drell-Yan estimation, and control region event yield.
Region nControl(``) n
DY
Control κEmissT κC κτh
Preselection 1442 3.48 1.86± 0.33 1.51± 0.20 0.10± 0.01
Low HT 7 0.39 1.90± 0.05 0.98± 0.45 0.10± 0.01
High HT 12 1.69 1.56± 0.40 1.40± 0.21 0.10± 0.01
High EmissT 11 2.73 1.64± 0.11 1.56± 0.51 0.10± 0.01
Tight 5 0.91 1.56± 0.41 1.66± 0.37 0.10± 0.01
7.1.2 Extrapolation Factors for Light Leptons
Removing SM backgrounds (κEmissT )
For a valid extrapolation in data, aforementioned control regions need to be dominated by
dileptonic top pair decays. A minimal EmissT requirement of E
miss
T > 75 GeV (E
miss
T > 50 GeV)
for ee,µµ (eµ) final states is imposed. The higher requirement in same flavor final states is
prompted by additional SM processes (mainly Drell-Yan).
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Figure 7.2: Extrapolation factors used for dileptonic tt¯ background estimation in the various
signal and control regions. κEmissT corrects for the additional E
miss
T requirement in the pT (``)
control regions, κC describes effects from W-polarisation. Compared are results for MADGRAPH
and POWHEG samples. κEmissT is estimated from data and compared to true scaling in simulation.
For κC the dominant systematic uncertainty is introduced by the jet energy scale (JES).
Systematic uncertainties are added to statistical uncertainties in quadrature.
The effect of this requirement is modeled in a constant factor κEmissT . Substituting again E
miss
T
by pT (``), κEmissT can be measured in data:
κEmissT =
∞∫
0 GeV
n(``) dpT (``)
∞∫
50 GeV
n(eµ) dpT (``) +
∞∫
75 GeV
n(ee) + n(µµ) dpT (``)
. (7.2)
Here, n(``) represents the number of events of the light lepton combination ``.
Table 7.1 summarizes the κEmissT measurement in the various control regions. The comparison
of the same measurement on MADGRAPH and POWHEG simulation shows reasonable agreement
between data and simulation (cf. Fig. 7.2a): The difference between the two generators is
assumed as systematic uncertainty. For the simulated samples also κtruth
EmissT
is given in Fig.
7.2a, which is defined as
κtruthEmissT
=
∞∫
0 GeV
n(``) dEmissT
∞∫
50 GeV
n(eµ) dEmissT +
∞∫
75 GeV
n(ee) + n(µµ) dEmissT
. (7.3)
Note that κEmissT is a good approximation of κ
truth
EmissT
in simulation. As κEmissT can be measured
directly in data it is used in the extrapolation.
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Estimating remaining Drell-Yan Contamination (nDYControl)
The largest remaining SM contribution in the control region stems from Drell-Yan events
nDYControl, despite the hadronic and E
miss
T requirements applied in the pT (``) control regions.
This contamination is estimated using events in the invariant mass veto region 76 < m`` <
106 GeV following the rout/in technique described in detail in the CMS top-quark cross-section
measurement [95]:
nDYControl = rout/in ·
106 GeV∫
76 GeV
n(ee) + n(µµ)− 1
2
(rµe + r
−1
µe ) ·n(eµ) dm`` (7.4)
Again, n(``) represents the number of events found with the lepton combination ``, when all
but the invariant mass requirements of the pT (``) control regions are applied. The line shape
ratio rout/in is estimated in the Drell-Yan dominated selection of njets = 0:
rout/in =
76 GeV∫
12 GeV
n(ee) + n(µµ) dm`` +
∞∫
106 GeV
n(ee) + n(µµ) dm``
106 GeV∫
76 GeV
n(ee) + n(µµ) dm``
= 0.13. (7.5)
This technique gains statistical power through the peaked nature of the mass distribution
provided by the Z-boson resonance in same flavor light lepton pairs. In fact, rout/in shows that
less than 12% of the dilepton pairs are not within the invariant mass veto region.
Furthermore the number of same flavor (ee, µµ) events in the invariant mass veto region is
corrected for flavor symmetric backgrounds (predominantly dileptonic tt¯ decay) using opposite
flavor subtraction. Here, the factor 1
2
(rµe + r
−1
µe ) corrects the opposite flavor event yields for
differences in electron and muon reconstruction efficiency. This correction is also derived from
data in a Drell-Yan dominated region:
rµe =
√√√√√√√√
106 GeV∫
76 GeV
n(µµ) dm``
106 GeV∫
76 GeV
n(ee) dm``
= 1.12 (7.6)
The contribution of the Drell-Yan nDYControl contamination varies between 6% and 25% of the
control region event yield (cf. Tab. 7.1).
W-polarisation Correction κC
Charged leptons couple differently to the W-boson than their neutrinos mostly due to the
restriction to left-handed neutrinos. This introduces a difference between the pT (ν`ν`) = E
miss
T
distribution and the pT (``) distribution. This effect is represented by the κC correction,
estimated from simulation in the various control and signal regions:
κC =
∞∫
EmissT -selection
n(``) dEmissT
∞∫
pT (``)-selection
n(``) dpT (``)
. (7.7)
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Here, “EmissT -selection” is the minimum E
miss
T requirement in the signal region and “pT (``)-
selection” is the minimum pT (``) requirement in the parallel control region. This correction
can be taken from simulation since the decay of W-bosons is well modeled, which is shown
in several studies at LHC and other experiments [75, 91, 102]. However, since pT (ν`ν`) is
measured as EmissT on data, the jet energy scale introduces the dominant uncertainty when
estimating κC from simulation. Again MADGRAPH and POWHEG are compared, taking the 7.5% jet
energy scale uncertainty into account. Figure 7.2b shows the comparison. Going forward the
MADGRAPH result is used with symmetric uncertainties. This is shown in the blue areas. In all
search regions the MADGRAPH and POWHEG factors coincide within their statistical uncertainties.
In the Preselection region larger differences occur due to vicinity of the EmissT > 100 GeV
requirement to the SM control region definition in the same flavor channels EmissT . This effect
is discussed in more detail in section 7.1.4. These differences between MADGRAPH and POWHEG
are nonetheless fully covered by the JES uncertainty.
7.1.3 Extrapolation to the Tau Sector
Finally, assuming lepton universality, the dileptonic tt¯ prediction in light leptons is used to
predict the contribution of the tt¯ background in the three τh channels studied in this analysis.
Here, differences in acceptence, branching ratios and efficiency are taken into account. The
acceptences for light leptonsA`` and τhsA`/τhτh are
A`/τhτh
A`` ≈ 0.75. The fraction of the Branching
ratios of tt¯ decays into light leptons BR(tt¯ → bb¯νν ``) and τh BR(tt¯ → bb¯νν `/τhτh) is
BR(tt¯→bb¯νν `/τhτh)
BR(tt¯→bb¯νν ``) ≈ 0.56. Finally, the differences of light lepton reconstruction and identification
`` and the same for τh `/τhτh is
`/τhτh
``
≈ 0.24. All three and the final product are taken from
simulation. Their product is taken into account in a single factor:
κτh =
A`/τhτh
A`` ·
BR(tt¯→ bb¯νν `/τhτh)
BR(tt¯→ bb¯νν ``) ·
`/τhτh
``
=
n(eτh) + n(µτh) + n(τhτh)
n(ee) + n(µµ) + n(eµ)
. (7.8)
Again n denotes the number of tt¯ events of a given dilepton channel. None of the three
components mentioned above is expected to vary for hadronic activity requirements in the
range of 100 ≤ HT ≤ 600 GeV. The contribution of the additional ντ , produced in the
hadronic τ decay, is smaller than the EmissT resolution. Thus, no significant dependency of
κτh on E
miss
T is found either. Figure 7.3a shows dileptonic tt¯ decays simulated using both
the MADGRAPH and POWHEG generators. κτh is evaluated as function of measured E
miss
T in the
High EmissT search region. A constant fits the resulting distributions well. For all signal and
control regions κτh is chosen to be κτh ≈ 0.10 ± 0.01 (cf. Fig. 7.3a). Differences between the
values for the various selections are explained by the reduced sample size of the simulated tt¯
events and the resulting increased statistical uncertainty. Furthermore, after comparing the
two generators a systematic uncertainty of 10% is assigned.
7.1.4 Check on Simulation
The pT (``) method is applied on simulated dileptonic tt¯ decays in order to verify both the
technique and the implementation. Fig. 7.4 shows for each of the search regions the EmissT
distribution in eτh, µτh, and τhτh events (eτh, µτh for the Low HT region) as “Observed”.
Here only correctly reconstructed (matched) τh candidates passing all analysis requirements
are considered, since misidentified τh candidates from for example semileptonic tt¯ decays are
estimated separately. For comparison the pT (``) prediction from ee, eµ, and µµ events of
the same simulated sample are shown. For the κEmissT extrapolation the values obtained for
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Figure 7.3: Correction factor κτh (cf. equation 7.8) as function of E
miss
T in the High E
miss
T
search region(left) and summarized for the various control and signal regions (right). Com-
pared are MADGRAPH and POWHEG. The calculated κτh as well as the result and goodness of a
fit to a constant (χ2/nDoF) is given for both. The summary also shows the assumed value of
κτh ≈ 0.10± 0.01.
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the MADGRAPH simulation (cf. Fig. 7.2a) are used instead of the measurement from data. This
allows to reduce the uncertainty to the difference of κEmissT and κ
truth
EmissT
|κtruth
EmissT
− κEmissT |.
For all regions the impact of the EmissT > 75 GeV or E
miss
T > 50 GeV requirement on the shape
of the pT (``) distribution in the control regions is visible at low values of E
miss
T . Depending
on the overall hadronic scale of the events, the shape of the pT (``) distributions in the control
regions does not model the EmissT distributions in the search regions. However, in all search
regions this bias is not present after applying the final EmissT requirements of E
miss
T > 200 GeV
or EmissT > 275 GeV, respectively. In the Preselection region the mis-modeling is most signif-
icant. By construction, the systematic uncertainty estimated in the previous sections covers
this effect, but precise measurements are possible only in regions with EmissT requirements
 75 GeV. Note that the uncertainty due to the τh extrapolation is sub-dominant. Thus the
results obtained are expected to be of comparable significance to the light lepton analysis in
this regard.
7.1.5 Signal Contamination
In SUSY scenarios dilepton final states may be produced in very similar diagrams to SM dilep-
tonic tt¯ decay. However particle masses here are much larger and additional flavor correlated
production is possible. Thus the EmissT and pT (``) distributions do not match for those SUSY
scenarios: While the pT (``) distribution peaks at low values, the E
miss
T distribution is shifted
to significantly higher values. The correlation can be seen in Fig. 7.5. It shows the contours
of simulated SM tt¯ and SUSY (LM6 benchmark scenario) events in EmissT versus pT (``) space.
Those contours give the smallest area to fully contain 5%, 32%, 68%, and 95% of all events. In
addition the projection histograms for both the EmissT and pT (``) distributions are given. Note
that the pT (``) requirement (pT (``) > 200 GeV and pT (``) > 275 GeV) of the control regions
removes much more of the signal events than the EmissT requirement in the search regions.
In contrast the similar pT (``) and E
miss
T distributions in SM dileptonic tt¯ events results in
symmetric contours.
Signal contamination by the pT (``) method is defined as the increase of the pT (``)-prediction
due to BSM events in the control regions, since still some events pass their pT (``) requirements.
This signal contamination varies for each BSM scenario in question and is treated individually.
7.2 Misidentified Quark or Gluon Jets
One of the challenges of any analysis involving the τh final states at hadron colliders is the
large background due to quark or gluon jets misidentified as τh candidates. The reason being
the huge difference of strong jet production and potential signal cross-sections. Despite the
strong rejection of this background by the HPS-algorithm (cf. section 5.6), quark or gluon jets
misidentified as τh candidates account for the largest expected background in this analysis.
However, the differentiating power of the final τh isolation is used to estimate its impact using
the tight-to-loose (RTL) method [66].
The main SM processes entering the final selections are:
Top-Pairs Semi-leptonic tt¯ decays (tt¯ → Wb Wb¯ → `/τhν¯b qq¯b¯), in which one of the W-
bosons decays leptonicaly and the other one decays hadronicaly, have a signature similar
to that of possible BSM final states. Hadronic activity is given by the three remaining
colored objects in the final state. Missing transverse energy is given by the neutrinos.
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Figure 7.4: Comparison of EmissT distributions in eτh µτh, and τhτh events according to sim-
ulation (filled histogram) and pT (``) prediction (empty circles) from the light lepton channels
in the Preselection (a), High EmissT (b), High HT and Tight (c), and Low HT (d) regions.
For each, the EmissT requirement is omitted and marked by the black vertical line. Only cor-
rectly reconstructed (matched) τh and light lepton candidates are considered here. Systematic
uncertainties are reduced to effects present in the simulated tt¯ sample, and shown in the ratio
of simulation and prediction (Obs./Pred.).
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Figure 7.5: Correlation of pT (``) and E
miss
T and the projections to the pT (``) and E
miss
T axis
for dileptonic tt¯ events (blue) and SUSY benchmark model LM6 (red). The 5%, 12%, 68%,
and 95% contours shown (from dark to light). Both projections are normalized to unity.
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The opposite sign dilepton requirement is met by the lepton (e, µ, or τ) and one of the
quarks misidentified as τh.
Similarly, the full hadronic decay (tt¯→ Wb Wb¯→ qq¯b qq¯b¯) may contribute to the τhτh
search channel if two quarks are misidentified as τh. This effect is suppressed by the
EmissT requirement, due to the absence of neutrinos in the final state.
W+Jets Leptonic W-boson production in association with a quark (Wq → `/τhν¯q) presents
a similar signature to semi-leptonic tt¯ decay. The hadronic activity is augmented by
initial and final state radiation. The EmissT and dilepton requirements are met by the
neutrino, lepton (e, µ, or τ) and a quark or gluon misidentified as τh candidate. This
background is suppressed by the need for initial and final state radiation, as well as the
comparably low missing transverse momentum introduced by the neutrino.
QCD Multijet Purely hadronic final states can rarely show large EmissT due to imperfect
reconstruction. The dilepton requirement in these events is met by either two quarks or
gluons misidentified as τh or one light lepton produced in heavy flavor meson decay. All
of the above is suppressed by the isolation requirements and high thresholds, but a small
contribution may remain due to the huge cross-section of QCD Multijet final states in
proton-proton collisions.
All of these processes have a quark or gluon jet misidentified as τh in common. The HPS
algorithm uses only local measurements (∆R < 0.8) and is independent of the rest of the
final state the jet originates from. Thus a single, data-driven method is used to estimate the
contribution of these backgrounds. There are two local effects that introduce bias to this
assumption: First, jets partially overlapping with the τh candidate may spoil the τh isolation.
In turn τh misidentification in events with high hadronic activity behaves differently. Second,
differences in hadronisation of the various quark flavors and gluons impact the number of
PF charged hadron candidates and strips, and with that the isolation of the misidentified τh
candidate. The first issue is reduced by a lower bound on the isolation requirement: if too
much energy from overlapping jets is deposited within the isolation cone, the candidate is
rejected. The remaining bias is taken into account as systematic uncertainty estimated in the
crosscheck on simulation.
7.2.1 Tight to Loose Ratio (RTL)
In order to estimate the impact of misidentified τh candidates the aforementioned tight-to-loose
(RTL) method is used. The central measurement is the tight-to-loose ratio
RTL =
n(tight)
n(loose)
=
n(jet isolation ∧ final isolation)
n(jet isolation)
, (7.9)
defined as the fraction of τh candidates which pass both the jet isolation and the final HPS
isolation requirements (tight selection) with respect to all τh candidates that pass the jet
isolation (loose selection). RTL then is used to extrapolate the number of misidentified τh
candidates from a looser isolation sideband (jet isolation 1 and 2).
The RTL-ratio is measured in QCD multijet events where contamination by τh decays is neg-
ligible. These events are triggered by independent HT triggers (cf. Tab. 6.2) and events are
required to pass HT > 200 GeV, E
miss
T < 20 GeV. To further suppress leptonic electroweak
processes, no other lepton candidate is allowed in this selection. Note that the online HT
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Figure 7.6: RTL-ratio measured on HT triggered events, requiring HT > 200 GeV, E
miss
T <
20 GeV, and no other lepton candidates in the event. Compared are jets in the barrel (black)
and end-cap (red), for jet isolation 1 (a) and 2 (b).
selection is not fully efficient over the whole data-taking period. Care is taken to reduce the
impact of differences in the hadronic activity (cf. section 7.2.2).
Figure 7.6 shows the RTL-ratio measured in data for jet isolation 1 and 2. The probabil-
ity of misidentification falls steeply with the transverse momentum of the τh candidate. As
higher momenta of the initial quark or gluon allow for the creation of more hadrons passing
reconstruction thresholds, the isolation requirement of the τh reconstruction becomes more
discriminant. The RTL-ratio is measured separately for the barrel and end-cap region to ac-
count for differences in reconstruction performance for the electromagnetic strip in the HPS
algorithm. The end-cap reconstruction efficiency for the τh sideband is slightly lower, resulting
in higher RTL(pT,vis, |ηvis|). The same is observed for the difference between jet isolation 1 and
2. Especially for higher pT,vis > 50 GeV RTL(pT,vis, |ηvis|) is higher for jet isolation 2.
Once measured, RTL(pT,vis, |ηvis|) is applied in the search regions as follows:
nRTL-prediction =
∑
sideband only τh
RTL(pT,vis, |ηvis|)
1−RTL(pT,vis, |ηvis|)
(7.10)
Here the sum runs over τh candidates that pass all τh identification and isolation requirements
but the final HPS τh isolation (sideband only τh). This way, correctly reconstructed τh candi-
dates do not bias the estimate. Note that multiple sideband only τh candidates can be found
in one event. In case of the τhτh final state a second order effect of double counting needs to
be corrected for:
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nRTL-prediction =
∑
sideband only τh
RTL(pT,vis, |ηvis|)
1−RTL(pT,vis, |ηvis|)
−
∑
two sideband only τh
RTL(p
A
T,vis, |ηAvis|)
1−RTL(pAT,vis, |ηAvis|)
·
RTL(p
B
T,vis, |ηBvis|)
1−RTL(pBT,vis, |ηBvis|)
. (7.11)
The first sum evaluates just as in the previous formula, the second iterates on events with two
sideband only τh candidates (A, B). Here, RTL(p
A
T,vis, |ηAvis|) and RTL(pBT,vis, |ηBvis|) represent the
RTL-ratio evaluated for each of the sideband only τh candidates.
In the following sections the possible bias through hadronic activity near the τh candidate,
and a test of the method in simulation and data are explored.
7.2.2 Possible Bias by Hadronic Activity
A single, isolated quark or gluon jet may be misidentified as τh candidate if it is well isolated.
The probability for this to occur is suppressed in events with many overlapping jets. This
effect is observed in a reduced tight-to-loose ratio for events with large hadronic activity, if
loose candidates may be just any jet (i.e. no jet isolation is applied). Hence, a RTL-ratio
measured in a region with different hadronic activity spectrum may introduce a bias to the
background estimation. This bias can be avoided by introducing jet isolation for the loose τh
candidates as well.
To illustrate such bias from hadronic activity, misidentified τh candidates in simulated tt¯ events
are studied. The influence of the steeply falling pT,vis dependence of the RTL-ratio (cf. Fig. 7.6)
is avoided by studying one bin in transverse momentum (20 < pT,vis < 21 GeV), only. As
elsewhere in this analysis HT is used to quantify the hadronic activity. When jet isolation for
loose τh candidates is omitted, the RTL-ratio radically differs comparing high HT and low HT
regions (cf. Fig. 7.7) . In data the RTL-ratio is measured in events showing HT > 200 GeV
and applied to signal regions with HT requirements up to HT > 600 GeV. Omitting the jet
isolation for loose τh candidates introduces a bias of more than 20% comparingRTL(pT,vis, |ηvis|)
at HT = 200 GeV and HT = 600 GeV. Once jet isolation is applied the effect is reduced to
less than 2% (10%) in the barrel (forward) region.
The RTL-ratio is found to be constant over a wide range of hadronic activity within 15 %.
In the end-cap however, reduced precision in the isolation measurements leads to a larger
remaining effect at low HT < 200 GeV. No significant difference is observed for the two
variants of the jet isolation.
7.2.3 Check on Simulated Events
The described data driven background estimation method is first tested on simulated tt¯,
W+Jets and QCD Multijet background events. As in the final signal region dileptonic events
(eτh, µτh, τhτh) are studied. The probability of misidentifying a quark or gluon jet as τh can-
didate is computed using object matching in simulation. In Fig. 7.8 it is compared to RTL
extracted from simulated QCD Multijet events. An independent comparison of the misiden-
tification probability for QCD events in the EmissT > 100 GeV regime possible, since RTL is
computed using only events passing EmissT < 20 GeV. The full η range is considered here.
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Figure 7.7: HT dependence of tight-to-loose ratio in simulated tt¯ events in one bin of pT,vis
(20 < pT,vis < 21 GeV). Compared is the impact of the jet isolation requirement of the loose
τh candidates for barrel (a) and end-cap (b). Based on object matching in simulation only
misidentified τh candidates enter.
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Figure 7.8: Comparison of τh misidentification probability and RTL-ratio (brown) based
on simulated QCD (red), W+Jets (green), and tt¯ (blue) events for jet isolation 1 (a) and 2
(b) in the full η range. The QCD Multijet sample is split in a region used to extract RTL
(EmissT < 20 GeV) and one relevant to the search regions (E
miss
T > 100 GeV). The assumed
systematic uncertainty of 15% is marked as the light brown band.
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Figure 7.9: Distribution of m
`,EmissT
T (cf. equation 1.7) for eτh (a) and µτh (b) for events
containing at least two jets and HT > 100 GeV. Events from correctly reconstructed τh
(matched) candidates are taken from simulation and events involving jets misidentified as τh
(orange) are estimated using the RTL-method . Events involving light leptons misidentified as
τh candidates (green) are taken from simulation, too. Also shown is the ratio between Data
and Prediction alongside the three systematic uncertainties. Here, “Scale” combines trigger,
τh-, and light-lepton identification and reconstruction efficiency uncertainty, as well as the
luminosity uncertainty.
Differences in the isolation properties of gluons and the various quark flavors and their produc-
tion in the three processes lead to variation within roughly 15% of RTL denoted by the light
brown band. In tt¯ events more jets from hadronized b quarks are present, in W+Jet events
the light quark fraction is large and in QCD multijet events more gluon jets are observed. The
largest variations are found outside of the range of 20 < pT,vis < 40 GeV which is most relevant
for this analysis. For the tt¯ process no large deviation are observed. As a result of the last
two simulation based studies a final systematic uncertainty of 15% is used for the background
estimation in the search regions.
Note that the check on simulation is very much dependent on the correct description of the
QCD hadronisation properties in PYTHIA. The next section presents a further check performed
directly on data.
7.2.4 Crosscheck on Data
Figure 7.9 shows the comparison of the predicted background from misidentified τh candidates
to data in a background enriched selection for eτh and µτh events. Similar to the Preselection
region events containing two or more jets and at least HT > 100 GeV are chosen, omitting the
EmissT selection allows for larger contribution from QCD and W → `/τhν processes. Due to the
stringent trigger requirements (cf. section 6.1) the τhτh channel is excluded from this check.
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The impact of correctly reconstructed τh candidates from Drell-Yan, tt¯ and rarer processes
are estimated using simulation. The remainder is attributed to jets misreconstructed as τh
candidates. For both eτh and µτh lepton combinations good agreement between data and
prediction is observed (cf. Fig. 7.9). Here, the systematic uncertainty chosen in the former
section is applied. Note that the transverse mass m
`,EmissT
T (cf. equation 1.7) computed using the
light lepton can be used to separate between the impact of QCD Multijet ( m
`,EmissT
T < 40 GeV)
and W+Jets and tt¯ (m
`,EmissT
T > 60 GeV) processes. As in the previous check on simulation
the background prediction matches the distribution found in data.
Also by separating the eτh and µτh channels the two jet isolation criteria are compared: In the
µτh case the side band is defined by the jet isolation 1 only. In the eτh case it is predominantly
defined by the jet isolation 2. Again no influence of the two sideband definitions is observed.
8. Crosschecks on SM-Enriched
Preselection Region
Earlier studies of all six opposite-sign dileptonic final states [77, 78] suggest little contami-
nation of possible BSM processes. Nevertheless, the kinematic properties and reconstruction
challenges on this region are similar to those in the various search regions. A comparison
of data and SM prediction is performed to gain confidence in both data-driven and simula-
tion based predictions: Dileptonic Standard Model processes are taken from simulation. The
contribution of jets misreconstructed as τh candidates is estimated using the RTL-method
(cf. section 7.2). Systematic uncertainties for simulated processes include jet energy scale
(cf. section 5.4.3), luminosity (2.2%), trigger efficiency (5%), τh reconstruction efficiency (7%),
light lepton reconstruction efficiency (1%) and production cross-section (cf. Tab. 4.1).
The contribution of light leptons misidentified as τh candidates is about 2% of the predicted
yield and is taken from simulation.
The number of expected SM events coincides with the SM prediction (cf. Tab. 8.1). Also the
two predictions for misidentified τh candidates agree well. Since the systematic uncertainty
for the RTL prediction is substantially smaller than that of a possible prediction from SM
simulation, this method is used to compare the shapes of important distributions (cf. Fig. 8.1).
Beyond the comparison between data and simulation this study emphasizes that misidentified
τh candidates and dileptonic tt¯ decays pose the leading backgrounds in this region and the
search regions.
The data driven prediction for dileptonic tt¯ decay (pT (``) prediction, cf. section 7.1) is con-
sistent with the data within its substantial uncertainty. The slight overestimation of this
prediction is however expected and explained due to the comparably low EmissT > 100 GeV
requirement in the Preselection region (cf. Fig. 7.4a). This effect is not observed in the search
regions.
8.1 Distribution of Important Variables
The shape of the distribution of the variables used to define the signal regions HT , E
miss
T , and
njets are well modeled within the applicable systematic uncertainties (cf. Fig. 8.1). Note that
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Figure 8.1: Distribution of hadronic variables HT (a), njets (b), and E
miss
T (c) in the Prese-
lection region for data and SM prediction. Events from correctly reconstructed τh (matched)
candidates are taken from simulation and events involving jets misidentified as τh (orange) are
estimated using the RTL-method (cf. section 7.2). Events involving light leptons misidentified
as τh candidates (green) are taken from simulation, too. Also shown is the ratio between Data
and Prediction alongside the three systematic uncertainties. Here, “Scale” combines trigger,
τh-, and light-lepton identification and reconstruction efficiency uncertainty, as well as the
luminosity uncertainty.
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Table 8.1: Data yields and MC predictions found for the eτh and µτh channels in the Prese-
lection region. Diboson backgrounds comprise WW, WZ and ZZ events. The sum of simulated
events is also split into events with a generated τh (MC, genuine τh) and events with a misiden-
tified τh (MC, misidentified τh); the two contributions are equally important. The channel with
two τh decays is not presented because the trigger is not efficient in the preselection region.
The uncertainty indicated represents both statistical and systematic components.
Sample eτh µτh Total
DY→ `` 51 ± 12 47 ± 11 98 ± 22
tt¯ 165 ± 47 205 ± 58 370 ± 105
Diboson 11 ± 2.0 10.8 ± 1.9 22 ± 3.6
Single top 7.2 ± 2.6 8.1 ± 2.7 15 ± 4.8∑
MC, genuine τh 146 ± 39 167 ± 44 313 ± 83∑
MC, misidentified τh 89 ± 24 103 ± 27 191 ± 51
Total MC 235 ± 62 271 ± 72 505 ± 134
RTL prediction 66 ± 11 107 ± 17 172 ± 27
pT (``) prediction – – 404± 99
Data 215 302 517
LM1 36 ± 6.7 46 ± 6.8 82 ± 9.8
LM6 2.8 ± 1.1 4.2 ± 1.3 7.0 ± 1.7
LM13 90 ± 11 118 ± 12 208 ± 16
the various SM backgrounds include matched τh candidates, only. Misidentified τh candidates
are estimated using the data-driven RTL method.
The impact of the 7.5% jet energy scale uncertainty is visible for both the HT and E
miss
T
variables. It is enhanced by the steeply falling nature of these distributions.
The reason for the choice of increased HT and E
miss
T requirements for the search regions is
visualized by the example of the LM13 benchmark scenario from the cMSSM. For completeness,
the sensitivity to other benchmark scenarios (i.e. LM1, LM6) commonly used in CMS SUSY
searches is included in table 8.1.
In addition to the variables dominated by hadronical activity in the events, the kinematic
distributions of the lepton properties are studied. Fig. 8.2 are the transverse momenta of
light lepton and τh candidates, as well as the visible invariant mass of the dilepton system.
Again reasonable agreement between data and SM prediction is observed. Note that the
visible transverse momentum spectrum of the τh candidates is steeper than that of the light
lepton transverse momentum. This is a direct consequence of the incomplete measurement
of the τ transverse momentum, due to the escaping ντ . Another consequence is the shift
and broadening of the Z-boson resonance seen in the Drell-Yan contribution to the m`τh, vis
spectrum.
Finally, the result of Pile-Up and especially the performance of the reweighing procedure
outlined in section 4.1.4 is studied. To this end, the distribution of the number of reconstructed
primary vertices is shown in Fig. 8.3. Without said reweighing, the distribution is shifted
towards lower values, which is especially visible at more than 10 vertices. Including the
correction, this shift is removed. Only a slight overestimation remains for events in which
exactly one primary vertex is reconstructed. Its impact on the overall prediction is however
negligible. Note that since the RTL prediction is data-driven, no reweighing is necessary.
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Figure 8.2: Distribution of leptonic variables p`T (a), p
τh
T,vis (b), and visible invariant mass
m`τh, vis (c) in the Preselection region for data and SM prediction. Events from correctly
reconstructed τh (matched) candidates are taken from simulation and events involving jets
misidentified as τh (orange) are estimated using the RTL-method (cf. section 7.2). Events
involving light leptons misidentified as τh candidates (green) are taken from simulation, too.
Also shown is the ratio between Data and Prediction alongside the three systematic uncer-
tainties. Here, “Scale” combines trigger, τh-, and light-lepton identification and reconstruction
efficiency uncertainty, as well as the luminosity uncertainty.
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Figure 8.3: Distribution of number of reconstructed primary vertices as it was simulated (a)
and after (b) applying the reweighing procedure (cf. section 4.1.4) in the Preselection region
for data and SM prediction. Events from correctly reconstructed τh (matched) candidates
are taken from simulation and events involving jets misidentified as τh (orange) are estimated
using the RTL-method (cf. section 7.2). Events involving light leptons misidentified as τh
candidates (green) are taken from simulation, too. Also shown is the ratio between Data
and Prediction alongside the three systematic uncertainties. Here, “Scale” combines trigger,
τh-, and light-lepton identification and reconstruction efficiency uncertainty, as well as the
luminosity uncertainty.
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9. Results and Interpretation
In this final section the number of dilepton-events found in the four search regions (cf. sec-
tion 6.2) is compared to the data-driven and simulation based background estimations. Since
no excess with respect to the Standard Model expectation is observed, constraints on a range
of BSM models are derived.
First the statistical technique to estimate these constraints is discussed (CLS-method). Then
the various systematic uncertainties and the possibility of signal contamination in the back-
ground estimation is summarized. Finally, after a short discussion of the numerical results,
the analysis is applied on a range of possible SUSY scenarios in the simplified model T1tauH,
and a scan in the m0 versus m1/2 plane of the cMSSM.
9.1 The CLS Method
All constraints on possible BSM models in this thesis are derived using the modified frequentist
method CLS [23]. The specifics of the implementation of this method have been agreed upon
between ATLAS and CMS in the forum of the LHC Higgs Combination group [72]. It is
however widely applicable and enables comparison of results between the various analyses and
experiments. Here follows a brief overview of the mathematical procedure.
Background event yields (e.g. SM expectation) are denoted as b and BSM signal as s. The
signal strength modifier µ is defined to combine the various search regions and channels. It
is a single factor applied to the signal model cross-section. With this technique variations
in acceptance, efficiency, and branching ratios are taken from the tested signal model, and
still various values of s may be tested. The various systematic uncertainties are introduced
as nuisance parameters θ. These may relate to both the background estimation methods as
well as to the uncertainty of signal expectations (as described in the next section). It follows
that both s(θ) and b(θ) depend on the nuisance parameters. For the sake of simplicity all
uncertainties are chosen to be either fully correlated or fully uncorrelated. Finally let p(θ˜|θ)
denote the probability density function of the nuisance parameters around a central value θ˜.
A likelihood function of a given measurement “data” is defined as
L(data|µ, θ) = Poisson(data|µ · s(θ) + b(θ)) · p(θ˜|θ). (9.1)
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Here“data”denotes either a real measurement or simulated pseudo-data. When combining sev-
eral measurements (e.g. from disjunct search regions or dilepton channels) Poisson(data|µ · s(θ)+
b(θ)) represents the product of all the Poisson distributions introduced by the measurements.
The s+b and b hypotheses (i.e. varying signal strengths µ) are compared via the test statistic
q˜µ = −2 ln L(data|µ, θˆµ)L(data|µˆ, θˆ) , for 0 ≤ µˆ ≤ µ. (9.2)
µˆ and θˆ refer to signal strength and nuisance parameters that form the global maximum of the
likelihood. Similarly θˆµ refers to the nuisance parameters for a local maximum of the likelihood
for a specific signal strength µ. µˆ is limited by assuming a positive signal contribution (µˆ ≥ 0).
One sided limits are ensured by the constraining µˆ to µˆ ≤ µ.
With these definitions the probability density functions for both the signal and signal+background
hypotheses are derived:
CLS(µ) =
P (q˜µ ≥ q˜obsµ |signal + background)
P (q˜µ ≥ q˜obsµ |background)
=
pµ
1− pb , (9.3)
where the probabilities for the signal+background hypothesis pµ and the background-only
hypothesis pb are used. For signal strength µ = 1 and CLS ≤ α the tested model is deemed
excluded at 1− α confidence level (CL). Alternatively, the signal strength µ can be adjusted
until CLS = 0.05 is reached in order to find the 95% Confidence Level upper limit on µ. The
later is used in the following discussion of SUSY scenarios.
The limit derived for observed data (“observed limit”) is compared to the median upper limit
derived from the background only hypothesis (“expected limit”). The expected limit is calcu-
lated by applying the above procedure to toy pseudo-datasets diced from the background only
probability density function. This background model p.d.f. is defined by fixing the nuisance
parameters θˆobs0 . Which is either obtained from data (e.g. for background estimations) or
estimated from simulation (e.g. for scale uncertainties).
9.2 Considered Systematic Uncertainties and Signal Con-
tamination
All BSM models tested here are simulated using a similar generation and simulation procedure
as the Standard Model backgrounds (cf. section 4). Accordingly, similar uncertainties apply:
trigger and reconstruction efficiency for a given dilepton channel as well as overall cross-section
and luminosity uncertainties after scaling to the NLO calculation (cf. Tab. 4.2). As before the
jet energy uncertainty of 7.5% is applied to the EmissT and HT requirements for which it is
assumed to be fully correlated.
Furthermore the uncertainty introduced by the choice of parton distribution function is evalu-
ated following the procedure proposed by the PDF4LHC group [71]: The CTEQ 6.6 PDF [43]
is used as central value and the maximum extend of uncertainties from CTEQ 6.6, NNPDF
2.0 [57], and MSTW08 [53] PDF sets is taken as total systematic uncertainty.
Finally possible signal contamination of the pT (``) based tt¯ prediction is taken into account
(cf. section 7.1.5). To that end the number of events found in the pT (``) control regions simu-
lated according to the BSM model is scaled following equation 7.1. The result npredictedBSM (
`/τhτh)
is considered as an additional background in the CLS method.
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9.3 Counting Experiment
The presented results (cf. Tab. 9.1) include the expectation based on simulation for reference,
the data-driven predictions used for the final analysis, and the total yields observed. Addi-
tionally the 95% confidence level upper limits derived using the CLS method (cf. section 9.1)
are shown alongside expected yields from the CMS low mass SUSY benchmark points LM1,
LM6, and LM13 (cf. section 2.3.5).
For the data-driven predictions (pT (``) and RTL) the systematic uncertainties discussed in
sections 7.1 and 7.2 are applied. For the Low HT region no τh candidates are found in
the loose isolation sideband. A limit at 95% confidence level is given based on an average
misidentification probability of 30%.
The remaining SM background from events with correctly reconstructed τh candidates (“MC
irreducible”, mostly Z → ττ) is evaluated from MC simulation. The systematic uncertainties
are again based on the jet energy uncertainty (7.5%), the various cross-section uncertainties
(cf. Tab. 4.1), and other scale uncertainties (i.e. trigger efficiency, reconstruction efficiency,
and luminosity 2%).
The sum of the various predictions is in agreement with the observed total yield. Similarly,
the sum of simulated events
∑
MC of genuine (matched) τh, as well as misidentified τh, agrees
with the prediction. The impact of misidentified τh is underrepresented by the simulation
which may be explained by the lack of sufficient simulated W+Jets and QCD multijet events
in the search regions’ phase space. Note that these values are given as reference only, for the
interpretation the more precise RTL prediction is used.
Since no excess beyond the Standard Model expectations has been observed, constraints on
the possible BSM scenarios are calculated. To this end the High EmissT , High HT , and Tight
search regions are divided into three non-overlapping regions in the EmissT versus HT plane:
High HT \ Tight: HT > 600 GeV ∧ 200 GeV < EmissT < 275 GeV
High EmissT \ Tight: 300 GeV < HT < 600 GeV ∧ EmissT > 275 GeV
Tight: HT > 600 GeV ∧ EmissT > 275 GeV
Uncertainties and signal contamination affect each search region differently depending on the
signal scenario. The binned approach allows the overall analysis to be sensitive even if one
or more search regions are not. The following sections detail first the method and then the
result of this limit setting procedure. Finally, a combination of the three search bins with the
six bins from the light-lepton search is presented.
9.4 95% Confidence Level Exclusion Curves
For each scan two contours are given: The observed exclusion contour surrounded by a band
spanning ±1σ of the theoretical uncertainties, and the expected exclusion contour surrounded
by a band spanning ±1σ of median expected exclusion. These contours are derived by applying
the CLS procedure on each point of the T1tauH simplified model and cMSSM scan respectively.
The contours are drawn to encompass all points that are excluded. For central values the
contour is drawn between the center of the last excluded and the first not excluded point. For
the uncertainty bands the contour is drawn through the last (not) excluded point for −1σ
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(+1σ). In this way each band always spans at least the distance between two points of the
underlying parameter scan. Statistical fluctuations may lead to the exclusion or not exclusion
of single parameter points, where the production cross-section is large and the product of
acceptance, efficiency, and branching ratio (A ×  × BR) is low. In such cases the exclusion
contour is draw to produce a minimal, but connected area.
9.5 Interpretation using Simplified Models T1tauH
The T1tauH simplified model is studied in bins of the gluino mass mg˜ between 75 GeV and
1025 GeV and the mass of the LSP mχ˜01 between 25 GeV and 975 GeV. Both are varied
in steps of 50 GeV. Fig. 9.1a shows the production cross-section, which solely depends on
the gluino mass. It is driven by the gluino pair production cross-section here calculated by
PROSPINO [19].
Independent of the chosen parameter point, the product of branching ratio and efficiency in the
T1tauH simplified models amounts to about 8% for the combination of the `τh channels as well
as the τhτh channel. While the branching ratio of the `τh channels is smaller BR(ττ → `τh) ≈
0.648 × 0.352, the efficiency `τh ≈ 0.85 × 0.4 is enhanced due to the higher reconstruction
efficiency for light leptons. For the τhτh channel the behavior is reversed: The larger branching
Table 9.1: Summary of the observed and predicted yields in the four signal regions for the
eτh, µτh, and τhτh channels. The systematic uncertainties on the RTL ratio and pT (``) method
predictions are applied as discussed in chapter 7. The BSM yield upper limit is a 95% CL
upper limit on the signal contribution in each signal region.
High EmissT High HT Tight Low HT
Selection HT > 300 GeV HT > 600 GeV HT > 600 GeV HT > 125 GeV
∧ HT < 300 GeV
EmissT > 275 GeV E
miss
T > 200 GeV E
miss
T > 275 GeV E
miss
T > 200 GeV∑
MC, genuine τh 5.8± 2.3 3.7± 1.6 2.0± 1.2 0.4± 0.2∑
MC, misidentified τh 1.4± 0.5 2.8± 1.3 0.2± 0.1 0.2± 0.1
Total MC 7.1± 2.5 6.5± 2.3 2.2± 1.2 0.7± 0.3
pT (``) prediction 2.1± 0.9± 0.8 2.2± 0.8± 0.9 1.1± 0.6± 0.4 1.2± 0.5± 0.4
RTL prediction 5.1± 1.7± 0.8 3.6± 1.4± 0.5 2.7± 1.3± 0.4 < 0.9@95%CL
MC irreducible 1.3± 0.5± 0.2 0.7± 0.3± 0.1 0.2± 0.1± 0.1 0.1± 0.1± 0.1∑
predictions 8.5± 2.0± 1.1 6.5± 1.6± 1.0 4.0± 1.4± 0.6 1.3± 0.5± 0.5
Total yield 8 5 1 0
Observed UL 7.9 6.2 3.7 3.1
Expected UL 8.1 7.2 5.7 3.9
LM1 32± 11 14± 6.1 8.1± 4.2 –
LM6 4.5± 1.5 5.1± 1.6 4.2± 1.6 0.4± 0.4
LM13 69± 17 52± 8.2 39± 9.8 –
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Figure 9.1: Simulated cross-section for gluino pair production calculated by PROSPINO [19]
(left). Acceptance × efficiency × branching ratio in the Tight search region, HT > 600 GeV∧
EmissT > 275 GeV (right). Both show results for the T1tauH simplified model (cf. section 2.3.6).
ratio BR(ττ → τhτh) ≈ 0.648 × 0.648 is balanced with the smaller reconstruction efficiency
2τh ≈ 0.42.
Jets in the T1tauH are produced through the decay of a g˜ either directly into a χ˜01 or an
intermediate χ˜02. The hadronic activity is thus proportional to the difference mg˜−mχ˜0 , as the
mass of the χ˜02 is defined by the χ˜
0
1 and g˜ mass splitting (cf. equation 2.18). Fig.9.1b shows
the product of efficiency, acceptance, and branching ratio (A ×  × BR) for the Tight signal
region as an example. The Acceptance is the only parameter point dependent variable here
and it behaves similarly for the various search regions: it rises up to 20 % for high mg˜ and low
mχ˜0 . It is reduced to a few percent near the diagonal in the mg˜ versus mχ˜0 plane.
Other than the signal yield at each point there are three important values that enter the
limit: The signal contamination via the pT (``) background estimation method, the systematic
uncertainties due to the jet energy scale, as well as the systematic uncertainty due to the PDF
simulation. Signal contamination is small in the T1tauH models, since the ee, eµ, and µµ final
states are produced only if both τ leptons decay leptonically (BR(ττ → ``) ≈ 13 %). This is
studied using the fraction
f
pT (``)
Signal contam. =
npredicedBSM (
`/τhτh)
n(eτh) + n(µτh) + n(τhτh)
(9.4)
of npredicedBSM (
`/τhτh) the events in the pT (``) control regions scaled according to equation 7.1
and the sum of events in the search region for the various channels n(`/τhτh). This fraction
is smaller than 5% for mg˜ < 800 GeV and rises to a maximum of 10% for largest values of
mg˜ and lowest values of mχ˜0 . The jet energy scale uncertainty varies for the different search
regions. It is largest in the Tight selection with about 40% along the diagonal in the mg˜ versus
mχ˜0 plane falling to 10% for large mg˜ and small mχ˜0 . The PDF uncertainty varies from 30 %
at low mg˜ and mχ˜0 to 50% at high mg˜ and mχ˜0 .
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Figure 9.2: Observed (a-c) and expected (d-f) 95% CL exclusion contours for the T1tauH
simplified model are depicted. For the observed contour a variation by the PDF uncertainty
is shown (±1σ theo. in b and c). For the expected exclusion contour ±1σ variation of the
median expected exclusion is shown (e and f). The red rectangles denoted excluded scenarios,
the line the drawn exclusion curve.
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Figure 9.3: Summary of the observed and expected 95% CL exclusion contours obtained for
the T1tauH simplified model. The empty band denotes the ±1σ variation of the observed con-
tour due to theoretical (PDF) uncertainties. The hatched band denotes the ±1σ uncertainty
in the median expected exclusion.
Fig. 9.2a shows the observed and Fig. 9.2d the expected exclusion contours. Both coincide
within the statistical uncertainty of the expected limit (cf. Fig. 9.2e-f). The dependency of
the observed limit on the PDF uncertainty is demonstrated by a variation within 1σ (marked
±1σ theory, cf. Fig. 9.2b-c). These results are summarized in Fig. 9.3, which illustrates that
models with mg˜ < 800 GeV and mχ˜0 < 175 GeV are excluded.
9.6 Interpretation in Constrained Minimal Supersym-
metric Standard Model
For the cMSSM the parameters m0 and m1/2 are varied in steps of 20 GeV. The first, m0,
is set to values between 40 GeV and 980 GeV. The second, m1/2, is set to values between
100 GeV and 700 GeV. The remaining parameters tan β = 10, A0 = 0 GeV, and µ > 0 are
fixed. Scenarios at low m0 in which mτ˜1 < mχ˜01 , result in a charged lightest super-symmetric
particle and are omitted (marked as τ˜ = LSP ). Fig. 9.4a shows the production cross-section
calculated for each point by correcting the leading-order cross-section provided by PYTHIA by
a K-Factor (cf. section 4.1.2) to the next to leading order calculation done with the PROSPINO
package [19]. The same PROSPINO calculation also provides the cross-section uncertainty, which
varies between 30% and 40%.
In contrast to the simple shape of the simplified model discussed in the previous section the
product of acceptance, efficiency, and branching ratio (A× × BR) depends strongly on the
chosen point in cMSSM parameter space (cf. Fig. 9.4b). In fact, each component depends
on the cMSSM scenario: the acceptance depends on the hadronic activity, driving the HT
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Figure 9.4: Simulated cross-section (left) of cMSSM points for tan β = 10, A0 = 0, and µ > 0
for various m0 and m1/2 combinations (cf. section 2.3). Acceptance × efficiency × branching
ratio in the Tight search region (right). Previous exclusions by the LEP2 experiments [22]
are shown in solid yellow and green. Points where a τ˜ is the LSP are marked in grey. Lines
delimit regions of certain gluino and squarks mass as well as the region where the τ˜1 lighter
than both the χ˜02 and χ˜
±
1 .
selection efficiency as well the boost of the dilepton system. The reconstruction efficiency
for τh candidates depends on their isolation (cf. section 5.6.5). Finally, the branching ratio
depends on the mixture of flavor correlated and uncorrelated production (e.g. if the `τ final
state is favored). In the cMSSM scenarios studied here three regions of A ×  × BR can be
distinguished. The first is limited by mτ˜1 < mχ˜02,χ˜
±
1
, where A× ×BR ≈ 1% since the slepton
masses are small and branching ratios into the dileptonic final states are large. Second, a
region near m1/2 < 200 GeV where hadronic activity does not suffice to pass the search region
criteria leading to A× × BR < 10−4, due to small acceptance. Third, an intermediate bulk
where `/τhτh final states are possible but not dominant. In this context it is worthwhile to
study the fraction of events containing a reconstructed `/τhτh final states of all reconstructed
dilepton final states (cf. Fig. 9.5b). This fraction shows that the largest contribution of the
`/τhτh final states can be expected in the first region. There 30% to 50% of the events containing
reconstructed dilepton final states contain a τh-candidate.
Again f
pT (``)
Signal contam. (cf. equation 9.4) is studied to evaluate signal contamination in the pT (``)
background estimation (cf. Fig. 9.5a). In the aforementioned region of the largest `/τhτh con-
tribution the signal contamination again is small f
pT (``)
Signal contam. < 10% for all search regions.
In other areas substantial signal contamination f
pT (``)
Signal contam. > 40% is observed. Especially
for low EmissT > 200 GeV requirements, translating to low pT (``) requirements in the control
region, signal contamination may reach 100%.
The jet energy scale uncertainty again varies for the three binned search regions. In the search
regions requiring EmissT > 275 GeV it falls from about 50% at low m1/2 to less than 30% for
m1/2 > 350 GeV. For the other regions the JES uncertainty climbs to 50% for m1/2 > 500 GeV.
The PDF uncertainty varies between 10% and 40% from low to high values of m0 and m1/2.
The observed (cf. Fig. 9.6a) and expected (cf. Fig. 9.6d) exclusion contours agree within
the variation of the expected contour (cf. Fig. 9.6e-f) and theoretical (cf. Fig. 9.6b-c)
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Figure 9.5: Relative effect f
pT (``)
Signal contam. (cf. equation 9.4) of the signal contamination in the
control regions of the pT (``) background estimation method (cf. section 7.1) (left) and fraction
of `/τhτh yield with respect to the yield of all dilepton final states (right) for cMSSM points for
tan β = 10, A0 = 0, and µ > 0 for various m0 and m1/2 combinations in the Tight search region
are depicted. Previous exclusions by the LEP2 experiments [22] are shown in solid yellow and
green. Points where a τ˜ is the LSP are marked in grey. Lines delimit regions of certain gluino
and squarks mass as well as the region where the τ˜1 lighter than both the χ˜
0
2 and χ˜
±
1 .
uncertainty. Large production cross-section and low A× ×BR lead to statistical fluctuations
in m0 > 300 GeV∧ m1/2 < 300 GeV(cf. section 9.4). Note that the observed limit is slightly
more stringent than the expected due to the under fluctuation in the Tight search region
(cf. Tab. 9.1). As expected from the above discussion of A ×  × BR, signal contamination
and the systematic uncertainties, a large region is excluded where mτ˜1 < mχ˜02,χ˜
±
1
and spans
up to m1/2 < 450 GeV. In m1/2 the sensitivity of the τh analysis is restricted by not only
the small production cross-sections but also the onset of large signal contamination form the
pT (``) background estimation. For 300 < m0 < 400 GeV and m1/2 < 300 GeV another set
of scenarios can be excluded. Here however uncertainties are large. The resulting exclusion
contours are summarized in figure 9.7a.
Fig. 9.7a also shows a comparison to the observed exclusion obtained studying the ee, eµ, and
µµ channels with the same search regions and light lepton selection [106]. In the interesting
region of light τ˜1 the exclusion using the `/τhτh channels is more stringent than the otherwise
superior light lepton exclusion. Due to the analysis design a combination with this analysis is
straight forward and described in the next section.
9.6.1 Combination with Light Lepton Channels
For the light lepton channels the split in disjunct search regions in the EmissT versus HT
plane are the same, but the search regions are further subdivided into same flavor (ee,µµ) and
opposite flavor (eµ) channels. This splitting allows to separate correlated and uncorrelated
dilepton production, and leads to a substantial increase of sensitivity in the case of correlated
production. Thus, in total nine disjunct search regions are combined in the CLS procedure.
To facilitate this combined interpretation also the selection and reconstruction of the various
physical objects are the same for all six lepton combinations (cf. section 5). For light leptons
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Figure 9.6: Observed (a-c) and expected (d-f) 95% CL exclusion contours for the cMSSM
using the eτh, µτh, and τhτh final states are depicted. For the observed contour a variation by
the PDF uncertainty is shown (±1σ theo. in b and c). For the expected exclusion contour
the ±1σ variation of the median expected exclusion is shown (e and f). The red rectangles
denoted excluded scenarios, the line the drawn exclusion curve. Previous exclusions by the
LEP2 experiments [22] are shown in solid yellow and green. Points where a τ˜ is the LSP are
marked in grey. Lines delimit regions of certain gluino and squarks mass as well as the region
where the τ˜1 lighter than both the χ˜
0
2 and χ˜
±
1 .
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Figure 9.7: The summary shows the observed (thick red) and expected (thick blue) 95% CL
exclusion contours for cMSSM points for tan β = 10, A0 = 0, and µ > 0 for various m0 and
m1/2. Results for analyzing the eτh, µτh, and τhτh final states (left) and all six opposite sign
dilepton final states (right) [106] are depicted. The empty red band denotes the effect of a ±1σ
variation of the observed contour due to theoretical (PDF and cross-section) uncertainties. The
hatched blue band denotes the ±1σ uncertainty in the median expected exclusion. Previous
exclusions by the LEP2 experiments [22] are shown in solid yellow and green. Points where
a τ˜ is the LSP are marked in grey. Lines delimit regions of certain gluino and squarks mass
as well as the region where the τ˜1 lighter than both the χ˜
0
2 and χ˜
±
1 .The observed 95% CL
exclusion using only the light lepton final states is shown in hatched green [106].
the dileptonic tt¯ background (tt¯→ b`ν` b`ν`) is far larger than any other SM background con-
tributions. It is estimated using the same data driven pT (``) background estimation technique
described for the `/τhτh channels (cf. section 7.1), omitting of course the final scaling factor
κτh . The result of all six opposite sign dilepton final states is summarized in figure 9.8. Note
that for limit setting systematic uncertainties are assumed to be either fully correlated (e.g.
for the light lepton reconstruction efficiencies and the pT (``) background prediction) or fully
uncorrelated (e.g. for trigger efficiencies).
The 95% CL exclusion contours are again drawn (cf. Fig. 9.9) and the result of the full
combination is summarized in Fig. 9.7b. It is compared to the observed exclusion contour from
the light lepton part of the analysis. As before, at low m0 < 250 GeV the observed exclusion
surpasses the variation of the expectation. Also the inclusion of the `/τhτh final states allows
to significantly extend the excluded region. For high m0 > 250 GeV an expansion within the
expected variation of the exclusion contour is observed. Overall this result is consistent with
the conclusions from the previous section: The addition of the τh channels is most beneficial
in the m0 < 250 GeV regime where mτ˜1 < mχ˜02,χ˜
±
1
applies.
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Figure 9.8: Summary of observed data (points) and predictions (histograms) for all six
opposite sign dilepton final states in the four overlapping signal regions. The light lepton
results are detailed in reference [106]
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Figure 9.9: Observed (a-c) and expected (d-f) 95% CL exclusion contours for the cMSSM
using all six opposite sign dilepton final states. For the observed contour a variation by the
PDF uncertainty is shown (±1σ theo. in b and c). For the expected exclusion contour ±1σ
variation of the median expected exclusion is shown (e and f). The red rectangles denoted
excluded scenarios, the line the drawn exclusion curve. Previous exclusions by the LEP2
experiments [22] are shown in solid yellow and green. Points where a τ˜ is the LSP are marked
in grey. Lines delimit regions of certain gluino and squarks mass as well as the region where
the τ˜1 lighter than both the χ˜
0
2 and χ˜
±
1 .
10. Summary
A search for physics beyond the standard model is performed in the opposite sign dilepton
final states eτh, µτh, and τhτh. Data collected by the CMS experiment at the LHC in 2011 was
used. In this context τh denotes a hadronically decaying τ lepton. The search concentrates
on strongly coupling initial BSM particles (e.g. g˜, q˜), leading to a large amount of hadronic
activity in each event. Also the existence of a stable and only weakly interacting particle is
assumed, providing a dark matter candidate. With these assumptions, four search regions are
defined in the HT > 125 GeV versus E
miss
T > 200 GeV plane, which minimize contributions
from standard model processes.
The dominant remaining backgrounds in those search regions are caused by dileptonic tt¯ decay
and τh misidentification. Both are estimated from data: The first, by exploiting the similarity
of the pT (νν) = E
miss
T and pT (``) distributions in dileptonic tt¯ events as well as lepton uni-
versality. The second, by employing an isolation side band, from which the contributions of
quark or gluon jets misidentified as τh candidates are extrapolated. All other backgrounds are
estimated using simulation.
The background estimation techniques are tested using simulated events as well as background
dominated control regions in data. From the first systematic uncertainties are estimated which
are validated in the control regions.
Ultimately no excess of events in the search regions with respect to the standard model ex-
pectations is found. Thus, exclusion contours are calculated using the modified frequentist
method CLS. A dedicated simplified model and a generic cMSSM scan were used as exam-
ples for possible BSM models. For the latter a combination with the published light lepton
channels is performed.
The simplified model concentrates on opposite sign ττ final states (T1tauH) via gluino pair
production. It is parameterized by the gluino and the LSP masses. Using this analysis gluino
masses mg˜ < 800 GeV and LSP masses mχ˜0 < 175 GeV can be excluded at 95% CL.
Additionally cMSSM scenarios with tan β = 10, A0 = 0 GeV, and µ > 0 are considered for
100 ≤ m0 ≤ 900 GeV and 100 ≤ m1/2 ≤ 700 GeV. The most stringent exclusion here is
found for m0 < 200 GeV and m1/2 < 450 GeV along the region where mτ˜1 < mχ˜02,χ˜
±
1
. It
surpasses the result obtained in the light lepton final states, using the same selection and
100 10. Summary
search regions. Another less significant exclusion is observed at 300 < m0 < 400 GeV and
m1/2 < 300 GeV. Finally, all six opposite sign dilepton final states are combined to show the
possible improvement the inclusion of the τh final states may provide. It is concentrated in
the low m0 region mentioned above.
In order to enable further model testing parametrizations of the lepton reconstruction and
identification efficiencies for all three flavors are given alongside the description of the recon-
struction procedure. With these, the sensitivity of this analysis to further BSM scenarios can
be studied without access to CMS detector simulation and data reconstruction tool-chain.
In conclusion, the use of τh final states provides numerous obstacles and challenges. It is not
a way to exclude large portions of the cMSSM, but provides insights where third generation
BSM particles (e.g. τ˜) are light. In that way an analysis of the τh final states allows for a
greater understanding of the mass hierarchy of BSM physics.
A. Datasets
DBS paths for data, the first part between the slashes denotes the primary dataset:
/TauPlusX/Run2011A-May10ReReco-v1/AOD
/TauPlusX/Run2011A-PromptReco-v6/AOD
/TauPlusX/Run2011B-PromptReco-v1/AOD
/DoubleElectron/Run2011A-May10ReReco-v1/AOD
/DoubleElectron/Run2011A-PromptReco-v6/AOD
/DoubleElectron/Run2011B-PromptReco-v1/AOD
/DoubleMu/Run2011A-May10ReReco-v1/AOD
/DoubleMu/Run2011A-PromptReco-v6/AOD
/DoubleMu/Run2011B-PromptReco-v1/AOD
/MuEG/Run2011A-May10ReReco-v1/AOD
/MuEG/Run2011A-PromptReco-v6/AOD
/MuEG/Run2011B-PromptReco-v1/AOD
/HT/Run2011A-May10ReReco-v1/AOD
/HT/Run2011A-PromptReco-v4/AOD
/HT/Run2011B-PromptReco-v1/AOD
DBS paths for SM simulation:
/TTJets_TuneZ2_7TeV-madgraph-tauola/Fall11-PU_S6_START42_V14B-v2/AODSIM
/Tbar_TuneZ2_t-channel_7TeV-powheg-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/Tbar_TuneZ2_s-channel_7TeV-powheg-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/Tbar_TuneZ2_tW-channel-DR_7TeV-powheg-tauola/Fall11-PU_S6_START42_V14B-v2/AODSIM
/T_TuneZ2_t-channel_7TeV-powheg-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/T_TuneZ2_s-channel_7TeV-powheg-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
102 A. Datasets
/T_TuneZ2_tW-channel-DR_7TeV-powheg-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/WJetsToLNu_TuneZ2_7TeV-madgraph-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/W3Jets_TuneZ2_7TeV-madgraph-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/DYJetsToLL_TuneZ2_M-50_7TeV-madgraph-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/DYJetsToLL_M-10To50_TuneZ2_7TeV-madgraph/Fall11-PU_S6_START42_V14B-v1/AODSIM
/ZZJetsTo2L2Nu_TuneZ2_7TeV-madgraph-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/ZZJetsTo2L2Q_TuneZ2_7TeV-madgraph-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/ZZJetsTo4L_TuneZ2_7TeV-madgraph-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/ZZ_TuneZ2_7TeV_pythia6_tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/WZJetsTo3LNu_TuneZ2_7TeV-madgraph-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/WZJetsTo2L2Q_TuneZ2_7TeV-madgraph-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/WZ_TuneZ2_7TeV_pythia6_tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/WWJetsTo2L2Nu_TuneZ2_7TeV-madgraph-tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/WW_TuneZ2_7TeV_pythia6_tauola/Fall11-PU_S6_START42_V14B-v1/AODSIM
/QCD_Pt-30to50_TuneZ2_7TeV_pythia6/Fall11-PU_S6_START42_V14B-v3/AODSIM
/QCD_Pt-50to80_MuPt5Enriched_TuneZ2_7TeV-pythia6/Fall11-PU_S6_START42_V14B-v1/AODSIM
/QCD_Pt-80to120_TuneZ2_7TeV_pythia6/Fall11-PU_S6_START42_V14B-v3/AODSIM
/QCD_Pt-120to170_TuneZ2_7TeV_pythia6/Fall11-PU_S6_START42_V14B-v1/AODSIM
/QCD_Pt-170to300_TuneZ2_7TeV_pythia6/Fall11-PU_S6_START42_V14B-v1/AODSIM
/QCD_Pt-300to470_TuneZ2_7TeV_pythia6/Fall11-PU_S6_START42_V14B-v1/AODSIM
/QCD_Pt-470to600_TuneZ2_7TeV_pythia6/Fall11-PU_S6_START42_V14B-v1/AODSIM
/QCD_Pt-600to800_TuneZ2_7TeV_pythia6/Fall11-PU_S6_START42_V14B-v1/AODSIM
/QCD_Pt-800to1000_TuneZ2_7TeV_pythia6/Fall11-PU_S6_START42_V14B-v1/AODSIM
/QCD_Pt-1000to1400_TuneZ2_7TeV_pythia6/Fall11-PU_S6_START42_V14B-v1/AODSIM
/QCD_Pt-1400to1800_TuneZ2_7TeV_pythia6/Fall11-PU_S6_START42_V14B-v2/AODSIM
/QCD_Pt-1800_TuneZ2_7TeV_pythia6/Fall11-PU_S6_START42_V14B-v1/AODSIM
DBS paths for simulated signal:
/LM1_SUSY_sftsht_7TeV-pythia6/Summer11-PU_S4_START42_V11-v1/AODSIM
/LM6_SUSY_sftsht_7TeV-pythia6/Summer11-PU_S4_START42_V11-v1/AODSIM
/LM13_SUSY_sftsht_7TeV-pythia6/Summer11-PU_S4_START42_V11-v1/AODSIM
/mSUGRA_m0-220to3000_m12-100to1000_tanb-10andA0-0_7TeV-Pythia6Z/
StoreResults-PU_START42_V11_FastSim-v5/USER
/SMS-T1Lh_Mgluino-100to1200_mLSP-50to1150_7TeV-Pythia6Z/
Summer11-PU_START42_V11_FastSim-v2/AODSIM
B. Analysis Software Framework
Versions
The analysis is done using the PAT framework to apply the object selection described in
chapter 5 using the code listed in appendix C. The analysis environment can be replicated
using the following shell commands:
export SCRAM_ARCH="slc5_amd64_gcc434"
cmsrel CMSSW_4_2_5
cd CMSSW_4_2_5/src
cmsenv
addpkg DataFormats/PatCandidates V06-04-18
addpkg PhysicsTools/PatAlgos V08-06-36
addpkg PhysicsTools/SelectorUtils V00-03-17
addpkg RecoJets/Configuration V02-04-17
addpkg FWCore/GuiBrowsers V00-00-56
addpkg MuonAnalysis/MuonAssociators V01-13-00
addpkg PhysicsTools/Configuration V00-10-15
addpkg RecoTauTag/Configuration V01-02-03
addpkg RecoTauTag/RecoTau V01-02-07
addpkg RecoTauTag/TauTagTools V01-02-00
cvs co -rV00-04-52 -dSuSyAachen UserCode/SuSyAachen
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C. Object Selection Code
The following tables summarize the programmatic expression of the object selection described
in chapter 5
Table C.1: Overview of the electron selection.
Name Pat memberfunction Cut
pT pt() ≥ 20.
|η| abs(eta()) ≤ 2.1
Identification WP95
Lost hits gsfTrack–>trackerExpectedHitsInner().numberOfHits() ≤ 1
Partner track finding !(|Dist|and|∆ cot θ| ) < 0.02
Impact parameter abs(dxy(pv)) ≤ 0.04
Impact parameter abs(dz(pv)) ≤ 1
rel. isolation (dr03HcalTowerSumEt + dr03EcalRecHitSumEt ≤ 0.15
+ dr03TkSumPt) / pt
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Table C.2: Overview of the muon selection.
Name Pat memberfunction Cut
pT pt() ≥ 20
|η| abs(eta()) ≤ 2.1
GlobalPromptTight muonID( ’GlobalMuonPromptTight’ )
TrackerMuon isTrackerMuon()
Number of hits track.numberOfValidHits ≥ 11
Good track fit track.ptError()/track.pt() ≤ 0.1
Impact parameter abs(dxy(pv)) ≤ 0.02
Impact parameter abs(dz(pv)) ≤ 1
rel. isolation (isolationR03().hadEt + isolationR03().emEt ≤ 0.15
+ isolationR03().sumPt) / pt
Table C.3: Overview of the tau selection.
Name selection code jet iso. 1 jet iso. 2
pT pt() ≥ 20.
|η| abs(eta()) ≤ 2.1
τ charge abs(charge()) == 1
hline tight electron rejection tauID(’againstElectronTight’) > 0.5
tight muon rejection tauID(’againstMuonTight’) > 0.5
HPS decay mode finding tauID(’byDecayModeFinding’ ) > 0.5
abs. chraged Hadron Isolation chargedHadronIso() < 4 < 2
rel. isolation (chargedHadronIso() + photonIso() < 0.5 < 1
+ neutralHadronIso()) / pt()
loose HPS Isolation tauID( ’byLooseIsolationCombined > 0.5
IsolationDBSumPtCorr’ )
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