Minimax estimation aims at finding optimal estimators in the worst case situation compatible with the available information. In the present work, we consider the minimax mean square denoising of a random vector using a nonlinear estimator. The data set over which the minimax estimator is looked for takes the general form of a convex set where the correlation matrix of the data is constrained to lie. Also, additional convex contraints on the weights defining the estimator can be taken into account in the proposed approach.
INTRODUCTION
Minimax estimation is a cautious approach aiming at finding optimal estimators in the worst case situation compatible with the available information. Minimax problems have been the focus of many works in statistics, especially in the former Soviet Union. More recently, a renewal of interest has been observed for minimax signal estimation problems and, among many interesting new results, connections between these problems and Linear Matrix Inequalities have been shown in [1, 2, 3] for some kind of minimax mean square estimation problems.
In the meantime, nonlinear estimation has gained popularity in signal processing problems. For example, wavelet regression methods using thresholding operators have been developed and they have been shown to be optimal from an asymptotic minimax viewpoint for certain classes of regular signals [4] . A different approach for optimizing nonlinear estimors relies on the use of Stein's Unbiased Risk Estimator (SURE) [5] in problems involving additive Gaussian noise. A SURE method was used in [6] to build adaptive thresholding estimators. A similar approach was used in [7] to develop more sophisticated multivariate estimates for multicomponent image denoising. The SURE principle was also applied in [8] for signal restoration problems formulated as constrained convex optimization problems. More precisely, convex constraints on the signal to be recovered have been derived from empirical moments of the observed signal.
In the present work, we consider the minimax mean square estimation of a random vector through a nonlinear estimator. To be more precise the considered estimators are weighted sums of nonlinear functions of the observations. Unlike many previous works, the data set over which the minimax estimator is looked for is not restricted to a ball in some normed space but it takes the more general form of a convex set where the correlation matrix of the data is constrained to lie. Also, additional convex contraints on the weights defining the estimator can be taken into account in the proposed approach. Having the ability to introduce more flexible constraints in the definition of the minimax estimator may be important in order to increase its effectiveness in practical situations.
The structure of the considered nonlinear mean square estimator is described in Section 2. The general minimax formulation of the problem is investigated in Section 3. The algorithmic issues are investigated in Section 4. Section 5 describes how this framework can be applied to signal denoising in the presence of additive Gaussian noise, by exploiting Stein's principle. Finally, some conclusions are drawn in Section 6.
PROBLEM STATEMENT
We consider the following problem, which is classical in statistical signal processing.
A random vector x ∈ C n is to be estimated from an observed random vector y ∈ C m . The two vectors x and y are assumed to be defined on the same probability space. To allow for non-linear estimators without considerably complicating the problem, in our development, we consider estimators of the form
where ϕ is a given function from C m to C p , and L is a matrix in C n×p . Note that the estimator (1) is linear with respect to the matrix L, whereas it may be nonlinear in the observation vector. Our problem is to design the matrix L to be optimal in some sense. To be able to address constrained optimization problems, we will allow the choice of this matrix to be limited by convex constraints. This will be accounted for by imposing that L belongs to a non-empty closed convex set L of C n×p . Assuming that the components of x and ϕ(y) have finite second-order moments, the celebrated MSE estimation approach is to choose the matrix L ∈ L to minimize the MSE
where · denotes the usual euclidean norm and E[.] designates the expectation. After some straightforward manipulations, the MSE may be rewritten as
where A H is the conjugate of the transpose A T of a matrix A, tr(B) is the trace of a square matrix B, Re{.} is the real part of its argument and, Γ x , Γ x,ϕ(y) and Γ ϕ(y) are the following correlation matrices:
Denoting by
the correlation matrix of the vector (x T ϕ(y) T ) T which belongs to the space S n+p of hermitian matrices of size (n + p) × (n + p), we can rewrite (3) as
where I n is the identity matrix of size n. If Γ is known, then we can choose L to minimize the MSE given by (6) . In practice however, only partial information is often available on Γ. This typically arises when the individual correlation matrices are empirically estimated, as we discuss further in Section 5, so that they are known up to some estimation errors. Now, we will show how these situations can be addressed from a minimax viewpoint.
MINIMAX APPROACH

Constraints on the correlation matrices
The information available on Γ is assumed to define convex constraints, so that the matrix belongs to a non-empty closed convex subset R of S n+p . For convenience, R will be decomposed as
where r ∈ N * \ {1} and R i , i ∈ {0, . . . , r}, are geometrically simpler closed convex sets of S n+p . For analytical tractability, we will assume that R is a compact set. As R is closed this amounts to saying that
for some ρ > 0. This assumption is not restrictive since, in practice, we always have (possibly large) upper bounds on the second-order moments of the components of x and ϕ(y), respectively. Remind that a matrix is a correlation matrix if and only if it belongs to the closed convex cone S n+p + of semi-definite positive matrices. This constraint is taken into account by defining R 1 to be equal to
where ǫ is a small positive constant which is introduced to avoid singular correlation matrices. Note however that the set S n+p + can be approximated as closely as desired by choosing ǫ small enough. Additional constraints on Γ are related to the available information in the given estimation problem. The case of a random signal corrupted by Gaussian noise is discussed in Section 5.
Minimax formulation
Since Γ is not known exactly, a robust strategy for signal estimation consists in solving the following minimax optimization problem:
where
is the MSE between the complex-valued random vectors x and Lϕ(y). In other words, we want to find the matrix L that minimizes the MSE in the worst case compatible with the information available on the correlation matrix.
To develop a solution to (10) we invoke the minimax theorem (also called Sion's theorem) that will allow us to replace the minimax problem by a maximin problem which in some cases can lead to more efficient algorithms.
Theorem 1
The MSE function f defined in (11) possesses a saddle point on R × L and, consequently,
In addition, let g be the convex function defined by
and let Γ o be a minimizer of g on R. The unique optimal minimax solution is L o (Γ o ) where, for any given Γ ≻ 0,
Note that the optimization problem involved in (13) for the determination of g is the minimization of a simple convex quadratic function subject to convex constraints. More precisely, consider the weighted Frobenius norm
We have: ϕ(y) onto the closed convex set L. Furthermore,
In the special case when L = C n×p , the classical Wiener solution is obtained: Even if an explicit expression of L o (Γ) cannot be found, efficient algorithms can be used to compute the desired projection [9] . These algorithms are applicable whenever L = ∩ ℓ i=1 L i where ℓ ∈ N * and, for all i ∈ {1, . . . , ℓ}, L i is a non-empty closed convex set whose projection (or a subgradient projection) onto can be easily calculated.
Some properties of function g
Even in the unconstrained case when L = C n×p , we see that g does not appear as a simple convex function such as a linear or a quadratic function. As Γ ≻ 0, the minimization of g over R is a nonlinear semi-definite optimization problem. In order to proceed further, we first consider a basic property of the function g defined by (13).
From (13), g can be re-expressed as
where S(L) is the image of the set L by the application
So, if S n+p is endowed with the real part of the usual Frobenius scalar product, g is the so-called support function of the set S(L). We deduce the following property:
Proposition 2 The function g is differentiable at any Γ ≻ 0 and its gradient is:
where S is the function defined by (18) and L o (Γ) is the minimizer of f (L, Γ) on L × R as given by (11).
OPTIMIZATION ALGORITHM
We now treat the problem of minimizing g. The differentiability of the function g allows the use of a projected gradient algorithm. More precisely, we propose to employ a version of this algorithm involving optimized step-sizes [10] . This can be achieved by building a sequence (Γ (i) ) i∈N of matrices such that
where P R is the projection onto R and (β i ) i∈N and (γ i ) i∈N are positive step-size sequences. Several variants of the projected gradient algorithm are possible depending on the choice of these step-sizes. In the following, we propose to choose γ i = 2 −(i) where(i) is an integer computed through an Armijo search. The algorithm takes the following form:
Algorithm 1
Fix (β, β) ∈ R 2 with 0 < β ≤ β and ζ ∈ (0, 1). Set i = 0 and choose an initial value
Choose
using (20).
Set i ← i + 1 and go to .
The convergence of the algorithm is secured according to [10, Thm. 1] .
An important step in the above algorithm is the computation of the projection onto R, when this one cannot be explicitly calculated. To do this, the efficient block-iterative surrogate constraint splitting method which has been recently developed in [11] can be used, when R can be decomposed as in (7).
NONLINEAR DENOISING IN THE PRESENCE OF GAUSSIAN NOISE
An additive Gaussian model is obtained when the observation equation reads
where u is a zero-mean Gaussian vector which is independent of x. For simplification, in this section we will consider that x and u are real-valued. The covariance matrix Γ u ∈ S m + of the noise is assumed to be known. In this context, the interest of using a nonlinear estimate stems from the possible non-Gaussianity of x. Note that, as already pointed out in Section 1, for denoising problems the use nonlinear techniques is very popular.
In the above model, an obvious relation between the second-order moments of the observed vector y and the unknown vector x is:
We assume that some conditions hold on ϕ, namely:
Besides, for all θ, it is piecewise differentiable w.r.t. each θ i , i ∈ {1, . . . , m}, and
where γ Γu denotes the probability density function of a zero-mean Gaussian vector with covariance matrix Γ u ;
• E[ ϕ(y) 2 ] < ∞ and E[ ∇ϕ(y) F ] < ∞ where ∇ϕ(y) is the Jacobian matrix of ϕ.
Then, Stein's principle [5] allows us to relate Γ x,ϕ(y) to the expectation of some functions of the observations only. More precisely, we have
where G ϕ(y) = E[∇ϕ(y)].
If k ∈ N * realizations y 1 , . . . , y k of y are available (under weak conditions), empirical estimates of Γ y , Γ y,ϕ(y) , G ϕ(y) and Γ ϕ(y) can be computed. For example, we can use the following consistent estimates:
Due to the finite sample size, these estimations are affected by errors. Consequently, one can impose the following constraints on the correlation matrix Γ :
where · a is some semi-norm and η
is a confidence bound on the estimation of of the matrix of interest. From standard results in statistics, for a given probabilistic confidence level, this bound typically decreases as k −1/2 , when k → ∞.
The equation in (29) defines a closed a closed convex set in S n+p which can be denoted by R 2 . In addition to the sets R 0 and R 1 defined in Section 3.1 and some possible additional constraints on the structure of the matrix Γ, they define the set R for the considered denoising problem. Then, the proposed minimax approach allows us to compute the estimator minimizing the MSE for the worst case correlation matrix complying with these constraints.
CONCLUSION
In this paper, we have proposed a framework for minimax nonlinear estimation of random vectors using a MSE criterion. The equivalence between the minimax and maximim solutions has been established. An optimization algorithm has been derived allowing us to cope with a wide class of convex constraints on the correlation matrices of interest. Although the proposed approach is applicable to many statistical signal processing problems such as forecasting of nonlinear time series or identification of nonlinear models, we have briefly mentioned how it can be used for minimax signal denoising problems.
