Abstract Consider the multiplicative censoring model given by Y i = X i U i , i = 1, . . . , n where (X i ) are i.i.d. with unknown density f on R, (U i ) are i.i.d. with uniform distribution U([0, 1]) and (U i ) and (X i ) are independent sequences. Only the sample (Y i ) is observed. We study nonparametric estimators of both the density f and the corresponding survival functionF . First, kernel estimators are built. Pointwise risk bounds for the quadratic risk are given, upper and lower bounds for the rates in this setting are provided. Then, in a global setting, a data-driven bandwidth selection procedure is proposed. The resulting estimator is proved to be adaptive in the sense that its risk automatically realizes the bias-variance compromise. Second, when the X i 's are nonnegative, using kernels fitted for R + -supported functions, we propose new estimators of the survival function which are also adaptive. By simulation experiments, we check the good performances of the estimators and compare the two strategies.
Proof of Equations
Lemma 1 is immediate noting that EY 2 ϕ 2 (Y ) ≤ EX 2 ϕ 2 (U X).
Proofs of Section 2

Proof of Theorem 1
Proof of the lower bound for density estimation. To obtain lower bounds, we follow the reduction scheme described in Tsybakov (2009), chapter 2. We recall that, for two probability measures P and Q, χ 2 (P, Q) is defined by χ 2 (P, Q) = (dP/dQ − 1) 2 dQ if P has density with respect to Q and χ 2 (P, Q) = +∞ otherwise. Therefore, we have to find two densities f 0,n , f 1,n such that (i) f j,n ∈ Σ I (β, R), j = 0, 1, (ii) (f 1,n (x 0 ) − f 0,n (x 0 )) 2 ≥ cγ 2 n where γ 2 n is the desired rate, (iii) χ 2 = χ 2 (P f1,n,Y , P f0,n,Y ) =≤ c/n, where P f,Y is the law of Y when X has density f . We only prove the result for x 0 ∈ (0, 1) = I. Let h n be small enough to have [x 0 − h n , x 0 + h n ] (0, 1). We take f 0,n (x) = 1 I([0, 1])(x) and
We set γ n = n −β/(2β+3) and h n = n −1/(2β+3) . We have f 1,n = f 0,n = 1 and we can choose c such that f 1,n (x) ≥ 0, ∀x ∈ [0, 1], so that f 1,n and f 0,n are [0, 1]-supported densities.
(i) The functions f j,n , j = 0, 1 are in Σ I (β, R) with I = (0, 1) as γ n /h β n = 1.
n , the expected rate.
(iii) Then we must prove that
dx ≤ c/n where
Using that
L(v)dv = 0, we write
and thus we get
Proof of the lower bound for survival function estimation. We seek a rate τ
, the survival function associated to f 0,n and
L(v)dv and L as above and L(0) = 0. We take here τ n = n −β/(2β+1) and h n = n −1/(2β+1) . Note that S 1,n is the survival function associated tof 1,n 
for β ≥ 1 so that c can be chosen small enough to havef 1,n ≥ 0.
(i) The functions S 0,n and S 1,n are survival functions belonging to Σ I (β, R) with I = (0, 1) as τ n /h β n = 1.
(iii) For the χ 2 distance between the observations laws, it follows the same lines as previously and yields an order (τ
Proof of Theorem 2
We start by proving the upper bound for density estimation. By using the definitions of A(h), V (h) andĥ, we note that
and
The term E( f h − f 2 ) is ruled by Inequality (13) of Proposition 4 and we only need to study
and analogously forf h,h ′ and f h,h ′ . Then using the definition of A(h) we get
Using (46) with p = 1, q = r = 2, and K h ′ 1 = K 1 , we obtain
For T 1 , we write
and note that
where B(1) denotes a countable dense subset of {t ∈ L 2 (R), t = 1}. Now we introduce the centered empirical process
Therefore,
We bound the above expectation using the Talagrand inequality (see Appendix). To apply it, we compute H, M and v. Clearly,
Lastly, we search for v.
Remark that
Thus by Equation (4),
Next, by Lemma 1, Young's Inequality (46) and as t = 1, we get
For S 2 , we write, applying twice the Young Inequality for r = +∞, p = q = 2 and p = 1, q = r = 2
By the definition of H n , we have 1/(nh
we obtain E[T 1 ] ≤ c/n. The term T 2 is studied analogously, with additional factors K 2 1 due to an additional application of Young's Inequality. For the terms T 3 , T 4 , rough bounds are used together with the definition of H n , in particular 1/(nh
p n ) for all p > 0, where C(K) is a constant depending on the kernel. Thus, with the definition of c n we obtain an order 1/n by choosing p = 6 with constraint E(|Y 1 | 8 ) < +∞. Hence we get the result. Now we turn to the proof of the upper bound for survival function estimation. The study follows the same line as previously, so we mainly give a sketch of proof. Here we can split in three partsF h =F
h ] for i = 1, 2, 3, and analogously forF
The first two terms are studied as previously T 1 , T 2 , T 3 , T 4 . There is also a term analogous to
The additional new terms are
and its twin in h, h ′ . Thus using Inequality (46) as previously, we get
This ends the proof.
3 Proofs of Section 3
Proof of Proposition 5
For ϕ integrable, we denote by ϕ * (t) = e itu ϕ(u)du, t ∈ R its Fourier transform. The Fourier transform of k m is given by
For sake of simplicity, we assume that L = 1 and
so thatF m is well defined. Moreover, it is obvious from the formula above that
From Young's Inequality (see (46) with r = +∞, p = q = 2) and (B1),
As uk(u) → 0 when u → +∞, by induction we easily prove that uk m (u) → 0 when u → +∞. Therefore,
In summary, we proved that, under (B1), lim x→+∞Fm (x) = 0, lim x→0 +F m (x) = 1.
Proof of Proposition 7
Inequality (34) for Var(F m (x)), in main text, must be integrated over R + . The second term is the easiest:
For the term T 1 (x), we apply the generalized Minkowski inequality (see Section 4):
Finally,
Therefore we get the result.
Some preliminary Lemmas for the proof of The
Let us set, for m, m ′ > 0,
Similarly to Lemma A.3 of Comte and Genon-Catalot (2012), the following relation between bias terms holds.
We also state a result with useful bounds concerning the convolution power kernels.
Lemma 4 Recall the notations given in Proposition 6. Under assumptions
Proof of Lemma 4. For (o), see Lemma A4 of Comte and Genon-Catalot (2012). For (i), we write
Now we know from (o) that
Plugging these two bounds in (40) gives the first result. For (ii), we simply split the integral
By (B2),
This ends the proof of (ii). For (iii), we write
and this term is simply equal to +∞ 0
so that the result (iii) follows by applying (ii). Hence Lemma 4.
Recall that C ′ 2 ≤ C(K). Thus, a straightforward consequence of Lemma 4 (i) and the bound in Proposition 7 is the following Lemma.
Lemma 5 Under assumptions (B1)-(B2), we have
where the constant C(K) (see (24)) does not depend on the density f .
Proof of Theorem 3
First note that the definition ofm implies that
for all m ∈ M n . From now on, we extend all functions by setting them equal to 0 on (−∞, 0) so that . is the L 2 -norm on R + . Hence, for m any element of M n , we can write the decomposition
By Lemma 3, for all m, m ′ ∈ M n ,
Therefore, using that each k
m ′ is a density, we obtain:
having used Fubini and the change of variable v = xu. Now, k
Now, we can prove the following Lemmas:
Lemma 6 Under the assumptions of Theorem 31, we have
Lemma 7 Under the assumptions of Theorem 31, we have
This yields that, ∀m ∈ M n ,
, the proof of Theorem 31 is complete.
Proof of Lemma 6.
First we write,
(41) Next, we split the estimator and its expectation in two parts,
m ) for k = 1, 2 and for a a numerical constant
We get
and from the variance bound, for
With c n given by (42), p = 3 and cardM n ≤ n/ log(n), we get
provided that E(Y 4 1 ) < +∞, which makes this term negligible. Next, we note that
m , t 2 , and the supremum can be taken over a dense countable family of functions t such that t = 1; we denote by B(1) this set. Thus, setting
with obvious splitting into two terms, we introduce the centered empirical process
We can apply the Talagrand inequality (see Appendix). For this, we search for H, v, M such that:
It follows from the definition of ν n and Proposition 7 that
where C(K) is defined in (24). Next, for t = 1, we have by (38)
Thus, we can take v = 3|α| 1 C(K) 
The truncation of the Y i 's by c n is done as previously, and the bound given in Lemma 5 leads to the same result. Therefore, we can work as if the Y i 's were bounded by c n . Thus, we apply the Talagrand inequality to the empirical process is the analogous of θ t with K m ⊙ K m ′ instead of K m . We have to find the three quantities H, v, M. This reduces to using Lemma 5 for H and inequalities given in (i) and (iii) of Lemma 4. The bounds being the same as for Lemma 6, the conclusion is also analogous.
Appendix: Auxiliary result
We recall the generalized Minkowski inequality. The proof of the following inequality can be found in e.g. Tsybakov (2009) . For all Borel function g on R × R, we have
