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Abstract: The problem of the vacuum energy decay is studied for both signs of
the cosmological constant, through the analysis of the vacuum survival amplitude,
defined in terms of the conformal time, z, by A (z, z′) ≡ 〈vac z|vac z′〉. Transition
amplitudes are computed for finite time-span, Z ≡ z′−z, and their late time behavior
(directly related to the putative decay width of the state) as well as the transients
are discussed up to first order in the coupling constant, λ.
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1. Introduction
It has been claimed [1] that the free energy corresponding to an interacting theory
in de Sitter space has got an imaginary part that can be interpreted as some sort of
instability.
The way this imaginary part has to be (perhaps naively) computed is by doing
the path integral at imaginary time. In Poincare´ coordinates of de Sitter space (dSn)
in which the metric reads
ds2 =
l2dz2 −∑i(dxi)2
z2
this leads to the metric of euclidean (anti) de Sitter space (EAdSn) with metric
ds2 =
l2dz2 +
∑
i(dx
i)2
z2
(and not to the metric on the sphere Sn), and the corresponding free energy has been
computed by us up to the one loop order in the first paper of [2], where no imaginary
part was find to that order.
Some general arguments can be advanced, however, supporting that a nonva-
nishing result should be found to higher loop order. Namely, in the second paper
of [2] it was pointed out that (if it were applicable) the optical theorem relates the
(technically quite difficult) computation of the imaginary part of the free energy to a
much simpler tree level calculation, id est, the vacuum decay into identical particles
[3]. A related phenomenon is the decay of a particle into several identical particles
[4]. Besides, there is no reason for this effect to be restricted to de Sitter space; on
the contrary, it would be natural to expect it to be quite generic.
It is true, however, that all our intuition is based upon flat space examples,
with the ensuing asymptotic regions, and S-matrix elements that can be computed
through LSZ techniques. Outside this framework it is not even known how to define
a particle to be decayed into nor the interacting vacuum |vac〉 in the absence of a
well-defined energetic argument.
A related issue is the study of the time dependence of transition amplitudes. The
linear dependence in time is one of the key aspects of Fermi’s golden rule. The fact
that is problematic in curved space, where there is no naturally preferred coordinate
system in general, has been remarked in [4]. It is to be stressed that use of non-
cartesian coordinates is not without problems even in flat space-time, and this is
even more true about polar coordinates in field space. One of the purposes of the
present work is to examine this problem, by computing overlaps between states that
differ by a finite time in whatever coordinate system we are using.
The paper is organized as follows. In section 2 we review some results regarding
transition amplitudes in both flat and curved space-time, and we present the basic
quantum-mechanical formalism that we will use in our calculations. It is based in
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the functional Schro¨dinger picture for finite time intervals. In section 3, we put our
techniques to work in order to recover the standard quantum evolution in Minkowski
space-time. This we do in order to check our formalism, and to compare with or-
dinary quantum mechanics (as opposed to field theory). In section 4 we apply this
formalism to de Sitter (and briefly to anti de Sitter) to examine the (conformal time)
dependence of its transition amplitudes. Some technical details have been relegated
to the appendixes
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2. Overlaps and evolution
In flat n-dimensional space-time [5] (where energy conservation holds) differential
transition amplitudes 1 from an initial state with Ni initial particles do behave for
T large enough as
dΓ ∼ TV 1−Nin−1
where T is the time span during which the interaction is turned on, and Vn−1 is the
1It is not without interest to recall how the linear dependence in time appears on quantum
mechanical survival amplitudes using old fashioned time-dependent perturbation theory (confer
[6]). We start with eigenstates of a free hamiltonian
H0|k〉 = E0k|k〉
and expand the full wavefunction as
ψ(t, ~x) ≡
∑
k
ck(t)uk(~x)e
−iE0kt.
Schro¨dinger’s equation
i
∂
∂t
|ψ〉 = (H0 +H1)|ψ〉
then demands that ∑
k
H1ckuke
−iE0kt = i
∑
k′
c˙k′uk′e
−iE0
k′ t
which implies
c˙k = −i
∑
k′
ck′〈k|H1(t)|k′〉ei(Ek−Ek′ )t
When the initial state is an energy eigenstate of the unperturbed hamiltonian, id est, such that
ck(0) = δkp, then,
ck(T ) = −i
∫ T
0
dt′〈k|H1(t′)|p〉eiωkpt′
where ωkk′ ≡ Ek − Ek′ . Assuming a constant perturbation leads to
ck(T ) =
2
T
ei
ωkpT
2 H1kp
sin
ωkpT
2
ωkp
and the decay probability to an state |k〉 is
Pk(T ) ≡ |ck(T )|2 = 4 |H1kp|2
sin2
ωkpT
2
ω2kp
In the limit when T →∞ this reduces to
Pk(T ) ≡ |ck(T )|2 = 4 |H1kp|2 T δ(ωkp)
The survival probability is
P (T ) ≡ 1−
∫
ρ(k)dEkPk(T )
where ρ(k) is the density of final states.
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volume of the codimension one spatial sections of constant time of the system (so that
in the particular case of vacuum decay it is proportional to the full n-dimensional
volume).
In the opposite limit, Maiani and Testa [7] have shown that there is a divergence
at small times T → 0 which survives even after renormalization. In order to elim-
inate it, a careful study of the incoming wave packet is necessary. They studied in
particular the example of an unstable scalar particle of mass M decaying into two
other scalar particles with masses m1 and m2. In the narrow packet approximation
for the initial state they were able to prove that
S(t) = 2pig2 e−iMt (α0 + α1 + β1 (t))
where M is the renormalized mass of the resonant state.
The assumption will be made in section 2.1 that the quantum mechanical formula
〈ϕf tf |ϕi ti〉 ≡ 〈ϕf |e−iH(t′−t)|ϕi〉 ≡
∫ ϕf
ϕi
Dφ eiS[φ]
remains valid in curved backgrounds, where the hamiltonian is generically time de-
pendent.
2.1 Survival amplitudes.
Let us introduce the general formalism first in flat space language, but in such a
way that it is easily amenable to generalizations to curved space. The whole aim of
the present work is to compute the overlap between an state |in〉 defined at a given
time time ti and another state |out〉 defined at a different time tf (both times can
be finite). This would become S-matrix elements in case ti → −∞, tf →∞ and the
interaction (including the one resulting from the background gravitational field, if
any) is assumed to be switched off at asymptotic times.
First of all, the survival amplitude is an overlap
A (tf , ti) ≡ 〈ψ(tf )|ψ(ti)〉
If the spate is normalized so that
〈ψ(ti)|ψ(ti)〉 = 1
then the unitary evolution (this is a crucial hypothesis) does preserve the norm, so
that
〈ψ(tf )|ψ(tf )〉 = 1
Then Cauchy-Schwarz’s inequality guarantees that
|A (tf , ti) | ≡ |〈ψ(tf )|ψ(ti)〉| ≤ |〈ψ(ti)|ψ(ti)〉|.|〈ψ(tf )|ψ(tf )〉| = 1
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This means that the quantity (T ≡ tf − ti)
Γ(T ) ≡ − 2
T
log |A (tf , ti) |
must be positive, and in case it is independent of T in the asymptotic regime, could
be rightfully interpreted as the decay width of the state. We shall refer to it loosely
as decay width even when it is not constant.
Survival amplitudes are therefore powerful tools to detect instabilities; they are
however somewhat blind to the final state of such decays; we will have no precise
information on the decay products. This appears to be an important open problem
from this viewpoint.
The first principles path integral formula reads
S (tf , ti)|J ≡ 〈out|in〉|J =
∫
[Dϕf ][Dϕi] Ψtf [ϕf ]
∗〈ϕf tf |ϕi ti〉
∣∣
J
Ψti [ϕi] (2.1)
where the integration measure [Dϕ] is defined in the space of field configurations at
fixed “time”. The wavefunctionals, which are functionals of this fields, are given by
Ψtf [ϕf ] ≡ 〈ϕf tf |out〉
Ψti [ϕi] ≡ 〈ϕi ti|in〉 (2.2)
An external source J is introduced as usual in order to treat interactions by functional
differentiation.
The problem is then reduced to first computing the wavefunctionals of both states
(itself a nontrivial task), and then the field transition amplitude, which is really the
Feynman Kernel, or in modern parlance essentially the Schr¨odinger functional
K[J ][ϕf tf , ϕi ti] ≡ 〈ϕf tf |ϕi ti〉|J (2.3)
followed by a final functional integration over the possible values of the fields.
This Schrodinger functional will be computed using the general expression in
terms of path integral:
K[J ][ϕ′ t′, ϕ t] = 〈ϕ′ t′|ϕ t〉 ≡
∫ φ(·,t′)=ϕ′
φ(·,t)=ϕ
Dφ ei
∫ Σt′
Σt
dnxL(φ,∂φ) , (2.4)
where Σt is a codimension one hypersurface of constant time.
Let us remind some well known facts in quantum mechanics (confer, for exam-
ple, [6]). If the initial state |in, ti〉 (where we have explicitly indicated the possible
time dependence) be it the vacuum state or otherwise, is an eigenstante of the full
hamiltonian, then Schro¨dinger’s equation imply that the modulus of the survival rate
is equal to one and this is true for any values of ti and tf :
|Ain(tf , ti)| ≡ |〈in tf |in ti〉| = 1
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It is plain that the survival rate is nothing else that the self-overlap (|in〉 = |out〉) at
finite time interval.
This means that the only way an state (vacuum or otherwise) can be unstable
is by it being a superposition of energy eigenstates. Then the study of the survival
amplitude for finite time is quite useful, because we do not need to know any details
of the decay process (which is a complicated thing in the absence of asymptotically
flat regions).
In order for a given state to be unstable it is not enough that the survival rate
depends on time (this happens already for a linear superposition of only two energy
eigenstates), but that this dependence has to be monotonic in time. It is enough, for
example, that
A˙ 6= 0, ∀t
The actual dependence of the survival rate in quantum field theory with the time
interval is however quite complicated. Besides the divergence at small times uncov-
ered by Maiani and Testa [7] (whose understanding demands a careful treatment of
wavepackets in the initial state), it can be explicitly shown in some models that the
behavior is oscillating, except at asymptotic times (T ≡ tf − ti →∞).
3. Survival amplitudes in flat space
It has been already advertised that the use of our techniques is best illustrated in
the simplest flat space example. It is going to be a rather long computation, so let
us now draw its roadmap. There are three steps. The most important one is the
computation of Schro¨dinger functional or Feynman Kernel; which is the quantum
mechanical transition amplitude between states with well-defined values for the fields.
This involves the computation of a determinant with Dirichlet boundary conditions.
The final step is to integrate over the boundary values of the fields, weighted by the
wavefunctional of the state, which we also need to know at this stage.
3.1 Wavefunctionals
This means that the first thing we have to do is to find the wavefunctionals [8][9] of
the states |in〉 and |out〉. Let us begin with the vacuum. First of all, in flat space
the free field and momentum operators read2
φ(~x) =
∫
d~p
(2pi)
n−1
2
1√
2ωp
(
a~p e
i~p~x + a†~p e
−i~p~x
)
pi(~x) = −i
∫
d~p
(2pi)
n−1
2
√
ωp
2
(
a~p e
i~p~x − a†~p e−i~p~x
)
(3.1)
2We will work in n dimensions, so the vector notation ~x, ~p, etc. will mean always an integration
over n− 1 variables.
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so that
a~p =
1√
2
∫
d~x
(2pi)
n−1
2
e−i~p~x
(√
ωpφ(~x) + i
1√
ωp
pi(~x)
)
in such a way that the vacuum wavefunctional obeys∫
d~x
(2pi)
n−1
2
ei~p~x
(
√
ωpϕ(~x) +
√
1
ωp
δ
δϕ(~x)
)
〈ϕ|0〉 = 0
so that the solution looks exactly the same as in [8][9], namely,
Ψ0[ϕ] ≡ 〈ϕ|0〉 = N e− 12
∫
d~xd~y ω(~x,~y)ϕ(~x)ϕ(~y) (3.2)
with
ω (~x, ~y) = ω (~y, ~x) =
∫
d~k
(2pi)n−1
ei
~k(~x−~y)ωk
Using the functional Schro¨dinger’s equation
i
∂
∂t
Ψ0[ϕ, t] =
1
2
∫
d~x
(
− δ
2
δϕ2
− ηij∂iϕ∂jϕ+m2ϕ2
)
Ψ0[ϕ, t]
it is possible to determine
Ψ[ϕ, t] = Ne−iE0tΨ[ϕ]
with the vacuum energy defined as
E0 ≡ 1
2
trω ≡ 1
2
∫
d~xω(~x, ~x) = Vn−1ρ0 =
Vn−1
2
∫
d~k
(2pi)n−1
ωk
where the spatial volume is denoted by Vn−1 ≡
∫
d~x. From the expression above it
is plain that E0 is both ultraviolet and infrared divergent.
The time-independent normalization factor is given by
N = det
(ω
pi
) 1
4
= e
Vn−1
4
∫
d~k
(2pi)n−1 log
ωk
pi
It is useful to consider eigenfunctions of the kernel defined such that∫
d~y ω(~x, ~y)f(~y) ≡ f(~x)
In flat space those are just plane waves
f(~x) ≡ ei~p~x
and the eigenvalue reads
 ≡ ωp
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In momentum space the vacuum wavefunctional reads
Ψ0[φ] = e
− 1
2
∫
d~k
(2pi)n−1 ωkφ−kφk
where
φk ≡
∫
d~x e−i
~k~xφ~x.
Then the one-particle state (defined in the non-interacting Fock space) would be
defined as
ψ1[φ] ≡
∫
d~xf(~x)〈φ|1〉 ≡
∫
d~xf(~x)〈φ|a†(~x)|0t1〉 =
1√
2
∫
d~xd~yf(~x)
(√
ω(~x, ~y)− ω−1/2(~x, ~y) δ
δφ(~y)
)
Ψ0[φ] =
√
2
∫
d~xf(~x)φ(~x)Ψ0[φ] (3.3)
so that
E1 = E0 +  = E0 + ωp
In the general case in which there are no asymptotically flat regions of spacetime
the uselfulness of those is quite limited.
3.2 Inclusion of the interaction
First we write as usual the interacting kernel in terms of the free one using sources
K[J ] = ei
∫ tf
ti
dtd~xLI( δiδJ )K0[J ]
where K0 is the kernel that corresponds to the free action
S0[φ]− Jφ ≡
∫
dnx
(
1
2
(∂φ)2 − m
2
2
φ2 − J(x)φ(x)
)
=
=
∫
d~k
(2pi)n−1
∫ tf
ti
dt
(
1
2
|φ˙k|2 − ω
2
k
2
|φk|2 − j−k(t)φk(t)
)
(3.4)
In order to perform the functional integration, we follow Sakita [10] and split the
field into a classical piece, φck(t) (with boundary conditions yet to be specified) and
a quantum part, χk(t)
φk(t) = φ
c
k(t) + χk(t)
so that we have for the measure Dφ = Dχ, as well as
S0[φ]−Jφ = S0[φc]+S0[χ]−Jφc+
∫
d~k
(2pi)n−1
∫ tf
ti
dt
(
φ˙ckχ˙−k − ω2kφckχ−k − jk(t)χ−k(t)
)
(3.5)
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The last piece can be written as∫ tf
ti
dt
(
d
dt
(
φ˙ckχ−k
)
− χ−kφ¨ck − ω2kφckχ−k − jk(t)χ−k(t)
)
=
= φ˙ck(tf )χ−k(tf )− φ˙ck(ti)χ−k(ti)−
∫ tf
ti
dt χ−k
(
φ¨ck + ω
2
kφ
c
k + jk(t)
)
(3.6)
and choose the classical field φck as the solution of the equation φ¨
c
k +ω
2
kφ
c
k + jk(t) = 0,
so
S0[φ]− Jφ = S0[φc]− Jφc + S0[χ] +
∫
d~x [χ(x)φc(x)]
∣∣∣tf
ti
(3.7)
There is an additional contribution coming from the wavefunctionals in the sur-
vival amplitude (2.1). For Fock vacuum wavefunctionals like (3.2), the exponent,
depending on the boundary values of φ, can be written as:
−1
2
∫
d~k
(2pi)n−1
ωk
(|ϕfk|2 + |ϕik|2) = (3.8)
= −1
2
∫
d~k
(2pi)n−1
ωk
(
|φck(ti)|2 + |χk(ti)|2 + 2χ−k(ti)φck(ti) + (tf term)
)
The full monty of boundary terms in the sum of (3.7) and (3.8) is then
iφ˙ck(tf )χ−k(tf )− iφ˙ck(ti)χ−k(ti)− ωk (φck(tf )χ−k(tf ) + χ−k(ti)φck(ti))
where the i comes from the one in front of the action, eiS0 . This means that if we
impose on the classical solution φc the boundary conditions
iφ˙ck(tf )− ωkφck(tf ) = 0
iφ˙ck(ti) + ωkφ
c
k(ti) = 0 (3.9)
this boundary terms vanish, and the classical field can be expressed in terms of the
finite time Feynman propagator, ∆T (x, x
′), so that
φc(x) ≡ −
∫
dnx′∆T (x, x′)J(x′)
Taking into account that
S0[φ
c]− Jφc =
∫
dtd~x
d
dt
(
φcφ˙c
)
−
∫
dnx
1
2
(+m2)φc − Jφc =
=
1
2
∫
d~x
(
φcφ˙c
) ∣∣∣tf
ti
− Jφ
c
2
= (3.10)
= −
∫
d~k
(2pi)n−1
ωk
2
(|φck(tf )|2 + |φck(ti)|2)−
Jφc
2
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(where the boundary conditions obtained in equation (3.9) have been used), the
first terms cancel precisely with the remaining |φc|2 contribution in (3.8). The full
classical piece in the exponent is given by an expression quadratic3 in J :
Jφc ≡
∫ tf
ti
dnxJ(x)φc(x) = −
∫ tf
ti
dnx
∫ tf
ti
dnx′J(x)J(x′)∆T (x, x′) ≡ −J∆TJ
and we are left with the following expression for the free survival amplitude:
A0(tf , ti)|J = e
i
2
∫ tf
ti
dnxdnx′ J(x)∆T (x,x′)J(x′)A0(tf , ti)|J=0 (3.11)
We still have to compute K0[0] insofar as it depends on the initial and final times,
ti and tf as well as the boundary conditions [ϕi, ϕf ], and integrate it convoluted with
the remaining terms of the wavefunctionals. The exponents of these terms depend
only on
χ
∣∣
ti
= ϕi − φc
∣∣
ti
, χ
∣∣
tf
= ϕf − φc
∣∣
tf
so the integration variables can be shifted:
[Dϕi][Dϕf ] = [Dχ
∣∣
ti
][Dχ
∣∣
tf
] (3.12)
3.3 Classical solutions
The way the computation has been organized is such that it stems from the careful
evaluation of classical solutions with well-defined values for the fields at initial and
final times. Let us first examine carefully the situation on flat space, and then build
upon that.
Any solution of the free Klein Gordon equation in flat space can be written as
φ(x) =
∫
d4k
(2pi)4
eikxg(k)δ(k2 −m2) =
∫
d3k
(2pi)4
e−i
~k~x 1
ω
(g+ cos ωt+ ig− sin ωt)
where
g± ≡ g(ω,
~k)± g(−ω,~k)
2
It is not difficult to show that the solution that reduces to φi(~x) at t = ti and φf (~x)
at t = tf ≡ ti + T is given by
φc(x) =
∫
d~k
(2pi)n−1
e−i
~k~x sin ωk(t− ti)φf (~k)− sin ωk(t− tf )φi(~k)
sin ωkT
The derivatives at the boundary are fixed and given by
3The time integration in the definition of φc takes place in the whole real line, while the time
integration in the Jφc term is constrained within the interval [ti, tf ]. Nevertheless, the result can
be proved to be independent of the value of the source J outside this interval.
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φ˙c(ti, ~x) =
∫
d~k
(2pi)n−1
e−i
~k~x ωk
φf (~k)− cos ωkTφi(~k)
sin ωkT
φ˙c(tf , ~x) =
∫
d~k
(2pi)n−1
e−i
~k~x ωk
cos ωkTφf (~k)− φi(~k)
sin ωkT
We will eventually be interested in the limit when T → ∞. Choosing ti = −T2
and tf =
T
2
it reads
φc(x) =
∫
d3k
16pi3
e−i
~k~x
((
sin ωkt
sin ωkT
2
+
cos ωkt
cos ωkT
2
)
φf (~k)−
(
sin ωkt
sin ωkT
2
− cos ωkt
cos ωkT
2
)
φi(~k)
)
=
∫
d3k
16pi3
e−i
~k~x
((
sin ωkt
sin ωkT
2
)(
φf (~k)− φi(~k)
)
−
(
cos ωkt
cos ωkT
2
)(
φf (~k) + φi(~k)
))
(3.13)
This formula does not hold when φi = φf = 0. In this case a necessary condition
for a solution to exist is that
ti − tf ∈ pi
ω
Z
but this cannot hold true for all frequencies ωk. The most we can do is to make the
solution vanish at one point. In this case, the field reads
φc(x) =
∫
d3k
8pi3
e−i
~k~x g(k) sin ωk(t− ti)
Let us examine the classical action when g = λ = 0
Sc ≡
∫
dnx
(
1
2
(∂µφc)
2 − m
2
2
φ2c
)
=
=
∫
dnx
1
2
∂µ (φc∂
µφc)− 1
2
φc
(
2φc −m2φ2c
)
=
∫
d~x
1
2
φcφ˙c
∣∣∣f
i
=
=
∫
d~k
(2pi)n−1
ωk
2 sinωkT
{
(|(φf )k|2 + |(φi)k|2) cosωkT − 2Re[(φf )k(φi)−k]
}
(3.14)
In the particular case when T → i∞ we get
Sc = −i
∫
d~x
1
2
φc∂0φc|fi = −i
∫
d~k ωk (φf (−k)φf (k) + φi (−k)φi (k))
3.4 Computation of the Schro¨dinger functional.
Let us compute the Schro¨dinger functional K0[0][χi, χf ] that is, the transition am-
plitude between states with well-defined values for the quantum fields in the free
case. This is the quantity that in norelativistic quantum mechanics is aptly named
Feynman’s kernel.
K0[0][χ
f tf , χ
i ti] ≡
∫ χf
χi
Dχ eiS0[χ] (3.15)
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This functional integral is computed with fixed Dirichlet boundary conditions at the
endpoints and its functional form is:
K0[0][χ
f tf , χ
i ti] = e
iSc[χi,χf ] det(2+m2)−
1
2 (3.16)
This expression can be achieved expanding again around a classical solution,
given by:
χ(t, ~x) =
∫
d~k
(2pi)n−1
χik sinωk(tf − t) + χfk sinωk(t− ti)
sinωkT
e−i
~k~x + ξ(t, ~x) (3.17)
so the classical action read
Sc[χ
i, χf ] =
1
2
∫
d~k
(2pi)n−1
χkχ˙−k
∣∣∣tf
ti
= (3.18)
=
∫
d~k
(2pi)n−1
ωk
2 sin ωkT
[(
|χik|2 + |χfk |2
)
cosωkT − 2Reχikχf−k
]
and the only thing that remains is to compute the determinant
det
(
2+m2
) ≡ ∫ 0
0
Dξ eiS0[ξ] (3.19)
with vanishing boundary conditions ξ
∣∣
ti
= ξ
∣∣
tf
= 0.
It is quite easy to check that the eigenfunctions are given by
ξk =
√
2
T
(
sin
jpi (t− ti)
T
)
ei
~k~x
with eigenvalues λj = ω
2
k − j
2pi2
T 2
, where j = 1, 2, . . . For k = 0 they are normalized in
such a way that ∫ T
0
dtξn(t)ξm(t) = δnm
The associated zeta function (confer [11] whose coventions we follow here) reads
ζ(s) ≡ Vn−1
∫
d~k
(2pi)n−1
∑
j
(
k2 +m2 − j2pi2
T 2
µ2
)−s
where Vn−1 ≡
∫
d~x. Now we can use the following identities∫
d~k
(2pi)n−1
(
k2 + α2
)−s
=
pi
n−1
2
(2pi)n−1
Γ(s− n−1
2
)
Γ(s)
(
α2
)−s+n−1
2
λ−sΓ(s) =
∫ ∞
0
dτ τ s−1 e−λτ
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so that
ζ(s) =
pi
n−1
2 µ2sVn−1(−1)−s+n−12
(2pi)n−1Γ(s)
∑
j≥1
∫ ∞
0
dτ τ s−
n+1
2 e
−τ
(
j2pi2
T2
−m2
)
=
=
pi
n−1
2 µ2sVn−1(m2)−s+
n−1
2
(2pi)n−1Γ(s)
1
2
∫ ∞
0
dt e−t ts−
n+1
2
[
θ3
(
0,
itpi
m2T 2
)
− 1
]
(3.20)
where we have performed analytic continuation in the mass and θ3(z, τ) is the ordi-
nary Jacobi elliptic theta function,
θ3 (z, τ) ≡
∞∑
n=−∞
e2piinzein
2piτ
This expression is divergent at s = 0, precisely the point at which its derivative
is wanted. We can remedy using a Poisson resummation in the first summand, id
est,
θ3
(
0,
itpi
m2T 2
)
=
mT√
tpi
θ3
(
0,
im2T 2
tpi
)
and representing by b2 ≡ − pi2
m2T 2
,
ζ(s)Γ(s) =
pi
n−1
2 (m2)
n−1
2
−s
2(2pi)n−1
µ2sVn−1
{√
pi
b2
∫ ∞
0
dt e−tts−
n
2
−1θ3
(
0, i
pi
b2t
)
− 1
2
Γ
(
1− n
2
+ s
)}
The integral is now convergent for appropiate values of s:∫ ∞
0
dt e−tts−
n
2
−1θ3
(
0, i
pi
b2t
)
= 2
(
b
|j|
)n
2
−s∑
|j|≥1
Kn
2
−s
(
2pi|j|
b
)
+ Γ
(
s− n
2
)
(3.21)
and then
ζ(s) =
pi
n−1
2 (m2)
n−1
2
−s
2(2pi)n−1Γ(s)
µ2sVn−1
{
4(imT )s−
n
2
+1
√
pi
∑
j≥1
js−
n
2Kn
2
−s (2imTj) + (3.22)
+
imT√
pi
Γ
(
s− n
2
)
− Γ
(
1− n
2
+ s
)}
For even values of n:
ζ ′(0)even =
pi
n−1
2 mn−1
2(2pi)n−1
Vn−1
{
4(imT )1−
n
2√
pi
∑
j≥1
j−
n
2Kn
2
(2imTj)−
−Γ
(
1− n
2
)
+
(imT )(−1)n2√
pi(n/2)!
[
γ − log(m2/µ2) + ψ(0)(1 + n/2)]} (3.23)
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The sourceless Feynman kernel is precisely
K0[0][χ
f , χi] = eiSce−
1
2
ζ′(0) (3.24)
3.5 Flat space survival amplitude
Let us study the vacuum survival amplitude in the free case performing the relevant
integrals by brute force, id est, without introducing any sources for the fields
A0 (tf , ti) ≡ 〈0 tf |0 ti〉 =
∫
[Dϕf ] [Dϕi] 〈0 tf |ϕf tf〉〈ϕf tf |ϕi ti〉〈ϕi ti|0 ti〉 =
= |N |2
∫
[Dϕf ] [Dϕi] e
− 1
2
∫
ϕfωϕf 〈ϕf tf |ϕi ti〉 e− 12
∫
ϕiωϕi
where we have introduced the vacuum wavefunctionals of section (3.1), and the free
Feynman kernel has just been shown to be
K0[0][ϕf tf , ϕi ti] ≡ 〈ϕf tf |ϕi ti〉 = det
(
2+m2
)− 1
2 eiSc[ϕi,ϕf ]
where the determinant does not depend upon the boundary values for the field vari-
ables.
This yields
S0(tf , ti) = |N |2 det
(
2+m2
)− 1
2
∫
[Dϕf ][Dϕi] ·
· exp
[
i
∫
d~k
(2pi)n−1
ωk
(
ϕ∗fk ϕ
∗
ik
)( i
2
+ 1
2
cot ωkT − 12 sin ωkT
− 1
2 sin ωkT
i
2
+ 1
2
cot ωkT
)(
ϕfk
ϕik
)]
We shall dub the functional determinant of the operator
B ≡
(
i
2
+ 1
2
cot ωkT − 12 sin ωkT
− 1
2 sin ωkT
i
2
+ 1
2
cot ωkT
)
the boundary determinant.
The eigenvalues of this matrix are:
λ = −1− i tan(ωkT/2) , −1 + i cot(ωkT/2) (3.25)
so the zeta function we have to consider in irder to compute the boundary determi-
nant is (recovering the ωk factor we dropped in these eigenvalues):
ζ(s) = Vn−1µs
∫
d~k
(2pi)n−1
(ωk
2
)−s{(
− e
iωkT/2
cosωkT/2
)−s
+
(
i
eiωkT/2
sinωkT/2
)−s}
= (3.26)
=
Vn−1µsΩn−2mn−1−s
2−s(2pi)n−1
∫ ∞
1
dx(x2 − 1)n−32 x1−s
{(
− e
ixmT/2
cosxmT/2
)−s
+
(
i
eixmT/2
sinxmT/2
)−s}
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Now we can perform use the following expansion:
1
(1 + y)−s
=
∞∑
j=0
pij(s)
j!
yj (3.27)
where pi0(s) = 1 and pij+1(s) = s · . . . · (s− j). The zeta function is then:
ζ(s) =
Vn−1µsΩn−2mn−1−s
2−s(2pi)n−1
∫
dx(x2 − 1)n−32 x1−s
{(
− 2
1 + e−imTx
)−s
+
(
− 2
1− e−imTx
)−s}
=
=
Vn−1µsΩn−2mn−1−s(−1)−s
(2pi)n−1
2
∞∑
j=0
pi2j(s)
2j!
I2j(s) (3.28)
with I2j(s) =
∫∞
1
dx(x2 − 1)n−32 x1−se−2imTxj.
Since we know also that pi′0(0) = 1 and pi
′
j+1(0) = (−1)jj!, we have:
ζ ′(0) =
1
(2pi)n−1
Ωn−2mn−12
{
I ′0(0)− log(−m/µ) I0(0)−
∑
j≥1
1
2j
I2j(0)
}
(3.29)
The integrals can be calculated then:
I0(s) =
∫ ∞
1
(x2 − 1)n2− 32x1−sdx = Γ
(
n− 1
2
)
Γ
(
s−n+1
2
)
2Γ(s/2)
I2j(0) =
1√
pi
Γ
(
n− 1
2
)
(ijmT )1−
n
2Kn
2
(2ijmT )
In the even n case the zeta function corresponding to the boundary determinant is
ζ ′(0)even =
2Ωn−2mn−1
(2pi)n−1
Γ
(
n− 1
2
){
1
4
Γ
(
1− n
2
)
− (imT )
1−n/2
2
√
pi
∑
j≥1
j−
n
2Kn
2
(2imTj)
}
(3.30)
Collecting the results of this paragraph with the ones of the previous one, the
vacuum survival amplitude in the even n case reads
A0 (tf , ti) ≡ exp
[
− 1
2
pi
n−1
2 mn−1
2(2pi)n−1
Vn−1
{
Γ
(
1− n
2
)
+
+
(imT )(−1)n2√
pi(n/2)!
[
γ − log(m2/2µ2) + ψ(0)(1 + n/2)]} ] (3.31)
In is remarkable that the end product of this computation is of the form
A0(tf , ti) ∝ e−iE0T
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with the vacuum energy given by
E0
Vn−1
≡ 1
2
pi
n−1
2 mn
2(2pi)n−1
(−1)n2√
pi(n/2)!
[
γ − log(m2/2µ2) + ψ(0)(1 + n/2)] (3.32)
The inclusion of the interaction in these considerations can be achieved through
Feynman diagrams with finite time propagators built in them.
3.6 Adding particles
If we try to perform the same calculation above for an excited state (id est, an state
containing particles), the only change is the boundary wavefunctions in the second
determinant:∫
[Dϕi][Dϕf ]ϕi(~p)
∗ϕf (~p) exp
[∫
d~k
(2pi)n−1
ωk
2
(ϕi ϕf )−~k
(
i cotωkT − 1 −i cscωkT
−i cscωkT i cotωkT − 1
)(
ϕi
ϕf
)
~k
]
(3.33)
for the case of an state with a particle of momenta ~p.
If we introduce sources coupled to the boundary values of φ, the calculation only
needs the addition of a term coming from the derivatives:∫
[Dϕi][Dϕf ] exp
[∫
d~k
(2pi)n−1
(ϕi ϕf )−~kM~k
(
ϕi
ϕf
)
~k
+ (J i, Jf )−~k
(
ϕi
ϕf
)
~k
]
=
(3.34)
= exp
[
−1
4
∫
d~k
(2pi)n−1
(J i, Jf )−~kM
−1
~k
(
J i
Jf
)
~k
]∫
[Dϕi][Dϕf ] exp
[∫
d~k
(2pi)n−1
(ϕi ϕf )−~kM~k
(
ϕi
ϕf
)
~k
]
We can get then the additional factors due to the presence of particles:
M−1~k = −
i
ωk
(
1 e−iωkT
e−iωkT 1
)
(3.35)
δ
δJ i−~p
δ
δJf~p
exp
[
−1
4
∫
d~k
(2pi)n−1
(J i~k, J
f
~k
)M−1~k
(
J i~k
Jf~k
)] ∣∣∣∣∣
J=0
∝ e−iωkT (3.36)
and this means that the energy in the exponent e−iE0T calculated for the vacuum-
to-vacuum amplitude increases precisely in ωk. The reason why we did this check
is that the way the linear dependence in time appears is quite different in quantum
field theory and in quantum mechanics, as we detail in the next paragraph.
3.7 Quantum mechanics
It is useful to contrast the field theoretical calculation above with the quantum
mechanical harmonic oscillator [12]
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The vacuum survival amplitude for the harmonic oscillator with unit massn is
given by
C(T ) ≡ 〈0 t = T |0 t = 0〉 =
∫
DqiDqf e−ωq2i /2e−ωq2f/2
∫ qf
qi
Dq eiS[q] (3.37)
Expanding the trajectory around the classical solution, q = qc + y, we have:
C(T ) =
∫
DqiDqf e−ωq2i /2e−ωq2f/2eiS[qc]
∫
y(0)=y(T )=0
Dy eiS[y] (3.38)
The action for the classical trajectory can be expressed as:
S[qc] =
1
2
qcq˙c
∣∣∣∣f
i
=
ω
2 sinωT
(qf (cosωTqf − qi)− qi(qf − cosωTqi)) (3.39)
and this is quadratic in the boundary values for qc so that the boundary integral is
gaussian:∫
DqiDqf e−ωq2i /2e−ωq2f/2eiS[qc] = pi
∣∣∣∣−ω2 + i2ω cotωT − i2ω cscωT− i
2
ω cscωT −ω
2
+ i
2
ω cotωT
∣∣∣∣−
1
2
= (3.40)
pi
(
1
2
ω2 (1− i cotωT )
)−1/2
= pi
√
2
ω
√
i sinωTe−iωT/2
The Dirichlet determinant can be computed through discretization, following Feyn-
man’s original argument, to be
det
(
− d
2
dt2
+ ω2
)−1/2
=
( ω
2pii sinωT
)1/2
It is amusing to remark that a zeta function computation gives this same determinant
only up to a constant. Altogether it yields
C(T ) =
√
pi
ω
e−
i
2
ωT
The differences with the quantum field theoretic computation are now clear. The
dominant terms for large T come from the Schro¨dinger functional only in the field
theoretic case, whereas as a result of cancellations, they come from the boundary
determinant in quantum mechanics. We just checked that nevertheless the energies
of the excited states are also correctly given in quantum field theory.
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4. Survival amplitudes in de Sitter space
Let us now turn to the main object of our interest, namely the (in)stability of the
vacuum state in (anti) de Sitter space. We shall mainly use here the de Sitter metric
in horospheric (Poincare´) coordinates, where z plays the role of conformal time
ds2 =
l2dz2 − δijdxidxj
z2
The conformal time is positive semidefinite
0 ≤ z ≤ ∞
It is sometimes useful to write z ≡ e−Ht, where the Hubble constant, H is related to
the radius by H ≡ 1
l
, so that the metric appears in the steady state form
ds2 = dt2 − e2Htδijdxidxj
In these coordinates it is plain that in the limit H → 0 (l → ∞) flat space is
recovered.
We are interested in the survival amplitude of a certain state |in〉 between (con-
formal) time z and z′ (both times can be finite)
Ain (zf , zi) ≡ 〈in zf |in zi〉 =
∫
[Dϕf ] [Dϕi] 〈in zf |ϕf zf〉〈ϕf zf |ϕi zi〉〈ϕi zi|in zi〉
4.1 Wavefunctionals
We shall expand the free field as
φ(z, ~x) =
∫
d~p
(
apvp(z)e
i~p~x + a†pv
∗
p(z)e
−i~p~x)
and the canonically conjugated momentum
pi(z, ~x) =
∫
d~p
lzn−2
(
apv
′
p(z)e
i~p~x + a†p(v
′
p)
∗(z)e−i~p~x
)
Our modes are normalized by the usual Klein-Gordon invariant scalar product
v′∗p vp − v∗pv′p = i
zn−2l
(2pi)n−1
The creation and annihilation operators are given by:
ak = −iz
2−n
l
∫
d~x e−i
~k~x
(
(v′k)
∗(x)φ(z, ~x)− lzn−2v∗k(z)pi(z, ~x)
)
a†k = i
z2−n
l
∫
d~x e+i
~k~x
(
v′k(x)φ(z, ~x)− lzn−2vk(z)pi(z, ~x)
)
(4.1)
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It is now quite plain (at least formally) how to compute wavefunctions for dif-
ferent states. Let us begin with the wavefunction of the free (Fock) vacuum. It is
defined for appropiate destruction operators and a given conformal time z by
ak|0〉 =
∫
d~xe−i
~k~x
(
v′k(z)
∗φ(z, ~x)− vk(z)∗lzn−2pi(z, ~x)
) |0〉 = 0
we are thus led to a differential equation common for the vacuum wavefunction,∫
d~xe−i
~k~x
(
ivk(z)
∗zn−2l
δ
δϕ(~x)
+ v′k(z)
∗ϕ(~x)
)
〈ϕz|0〉 = 0
The vacuum wavefunctional 〈ϕ|0〉 is the exact analogue of the Schro¨dinger wavefunc-
tion ψ(q, t) ≡ 〈q|ψ〉, where the completeness relationship ∑ |q〉〈q| = 1 is assumed in
a time-independent way. Here we introduce a time-independent basis |ϕ〉 such that∫
[Dϕ]|ϕ〉〈ϕ| = 1
This basis is defined in such a way that the diagonalize the field operator
φˆ(z¯, ~x)|ϕ〉 = ϕ(~x)|ϕ〉
at a certain fiducial time, z¯. But the basis itself depends on this fiducial time in
a nontrivial way, and this we have attempted to represent by writing explicitly the
basis as 〈φz|. It follows that a gaussian ansatz
〈ϕz|0〉 = N e− 12
∫
d~xd~yKz(~x,~y)ϕ(~x)ϕ(~y)
is indeed a solution, provided
Kz(~x, ~y) =
−i
(2pi)n−1
∫
d~p ei~p(~x−~y)
1
lzn−2
v′p(z)
∗
vp(z)∗
This gives a natural definition of non-interacting vacuum state corresponding
to the modes vp(z). The present definition of vacuum depends on the modes used,
and this in turn depends on the physical setup of the question asked. This is a gen-
eral problem of quantum field theory in a curved space, not specific to our formalism.
Through the functional Schro¨dinger’s equation perturbative corrections to the
noninteracting vacuum can easily be found. The concept of particle is a delicate one
when asymptotically flat regions are absent. A possible definition of a multiparticle
state in the present context is, for example,
〈ϕ z|k1 . . . kp〉 ≡ 〈ϕ z|a†k1 . . . a†kp |0〉
but it is plain that the usefulness of such a definition is quite limited.
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4.2 Classical solutions
The action for a scalar field in a generic conformally flat space (of which both de
Sitter and anti de Sitter are particular instances) can be written in a very simple form.
We shall insist for no particular reason in keeping the coordinate z dimensionless,
so that the dimensionful coordinates are xµ ≡ (x0, x1, . . . xn−2, lz). The metric is
conformally flat
ds2 = a(z)2 ηµνdx
µdxν
In de Sitter space the coordinate z is timelike, so that it follows that
SdS[φ] =
∫
ldz d~x an
(
1
a2
(
1
l2
(∂zφ)
2 − (~∇φ)2
)
− m
2
2
φ2 − λ
4!
φ4
)
In anti de Sitter, owing to the fact that the z coordinate is spacelike, this reads
SAdS[φ] =
∫
ldz dn−1x an
(
1
a2
(
− 1
l2
(∂zφ)
2 + φ˙2 − (~∇φ)2
)
− m
2
2
φ2 − λ
4!
φ4
)
(where now ~x includes all coordinates except x0 ≡ t and z).
We shall actually redefine the quantum field (but keep the same notation for it)
in order to shift all depence on the background towards the potential
φnew ≡ an−22 φold
The lagrangian now reads (remember, now φ ≡ φnew)
L = 1
2
(∂φ)2 − m(z)
2
2
φ2 − g(z)
6
φ3 − λ(z)
24
φ4 ± 2− n
4l2
d
dz
(
a˙
a
φ2
)
where
m2(z) ≡ m2a2 ±
(
1− n
2
) a¨
al2
∓
(n
2
− 2
)(n
2
− 1
) a˙2
a2l2
λ(z) ≡ a4−n λ (4.2)
(where a˙ ≡ da
dz
; the upper signs are for de Sitter space, and the lower ones for anti de
Sitter).
In both de Sitter and anti de Sitter, a ≡ 1
z
which gives, paying due attention to
the fact that z is dimensionless,
SdS =
1
2
∫
d~x ldz
{
1
l2
(∂zφ)
2 − (∇φ)2 − m
2l2 − n(n−2)
4
l2 z2
φ2 − λ
12
zn−4
l
φ4
}
+
∫
d~x
n− 2
4zl
φ2
∣∣∣∣zf
zi
SAdS =
1
2
∫
dn−1x ldz
{
− 1
l2
(∂zφ)
2 + φ˙2 − (∇φ)2 + m
2 l2 + n(n−2)
4
l2 z2
φ2 − λ
12
zn−4
l
φ4
}
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where care has been taken to keep in de Sitter all boundary terms for future use.
Incidentally, those are totally irrelevant for anti de Sitter, because we are only inte-
grating the time variable over a finite time interval; but they are quite important for
de Sitter space, because they enforce a change in Feynman’s propagator as explained
in the appendix in some detail.
It is amusing to remark that up to a constant factor the γ factor defined in the
appendix as γ ≡ n−2
2zml
is just the de Sitter temperature T ≡ 1
4pil
γ m =
n− 2
z
2piT
It is well known that this temperature is associated to the unavoidable presence of a
horizon because of the lack of a globally timelike Killing vector [13]. This coincidence
is due to the fact that there is a single energy scale in de Sitter space.
This action can (and will) be interpreted as a Minkowskian action for a massive
field, with a time-dependent potential given by
V (z, φ) ≡ −LI (z, φ) ≡
m2l2 (1− z2)∓ n(n−4)
4
2l2z2
φ2 +
λ
24
zn−4φ4
The perturbation is a time dependent one for de Sitter space; whereas space de-
pendent in anti de Sitter. In this split between free and interacting hamiltonian all
information on the curvature of the space has been dumped into the potential term.
4.2.1 A different split between free and interaction terms.
It can be more convenient for some purposes to keep all quadratic terms (dimen-
sion two operators) in the free lagrangian and treat higher dimensional operators as
interacting terms.
The scalar field action in de Sitter space
S =
∫ zf
zi
ldzd~x
zn
(
z2
l2
(
(∂zφ)
2 − l2(~∇φ)2
)
− m
2
2
φ2 − Jφ
)
reads in momentum space
φ(z, ~x) =
∫
d~k
(2pi)n−1
φk(z) e
i~k~x
S =
∫ zf
zi
ldzd~k
zn
(
z2
l2
(|∂zφk|2 + l2k2|φk|2)− m2
2
|φk|2 − J−kφk
)
Writing as in flat space,
φk = φ
c
k + χk
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S =
∫ zf
zi
ldzd~k
zn
(
z2
l2
(|∂zφck|2 + l2k2|φck|2)− m22 |φck|2 − J−k (φck + χk) +
z2
l2
(|∂zχk|2 + l2k2|χk|2)− m2
2
|χk|2 + 2z
2
l2
(
∂zφ
c
k∂zχ−k + l
2k2φckχ−k
)−m2φckχ−k)
the equation of motion reads
φ′′k −
n− 2
z
φ′k +
l2 (k2 +m2)
z2
φk = 0
whose general solution reads
φk(z) = z
n−1
2
(
C1J(n−12 )
2−m2l2 (klz) + C2Y(n−12 )
2−m2l2 (klz)
)
To find the solution that reduces to φ1(~x) at z = z1 and to φ2(~x) at z = z2, let
us define
J1,2 ≡ J(n−12 )2−m2l2 (klz1,2)
Y1,2 ≡ Y(n−12 )2−m2l2 (klz1,2) (4.3)
Then
C1 =
Y2φ1(k)z
1−n
2
1 − Y1φ2(k)z
1−n
2
2
J1Y2 − J2Y1
C2 =
−J2φ1(k)z
1−n
2
1 + J1φ2(k)z
1−n
2
2
J1Y2 − J2Y1 (4.4)
and
φclask (z) = C1Jν (klz) + C2Yν (klz)
where ν ≡ (n−1
2
)2 −m2l2. For any classical solution the action on shell is given by
Sc =
∫
d~x
z2−n
l2
φ∂zφ|21 = (2pi)n−1
∫
d~k
l2
1
zn−2
φk(z)(∂zφk)(z)
∣∣∣∣2
1
Let us now find the solution of the equation of motion with a delta-function
source and Dirichlet boundary conditions.
Using the fact that the Wronskian
W [Jν(z), Yν(z)] = 2
epiiν
zcosνpi
the Dirichlet propagator is easily found to be
∆Dk (z, z0) =
1
2
e−piiν klz0θ (z − z0) cospiν (−Yν (klz0) Jν (klz) + Jν (klz0) Yν (klz))+φclask (z)
We shall develop the expansion associated to this propagator in a forthcoming
work.
– 23 –
4.3 The Schro¨dinger functional
The Schro¨dinger functional is given by finite-time Feynman’s diagrams with position-
dependent vertices
A(zf , zi)|J = e−i
∫ zf
zi
ldzd~x V (z,i δlδJ ) e
i
2
∫ zf
zi
dnxdnx′ J(x) ∆T (x,x′) J(x′)
∣∣∣
J=0
A0|J=0
To a given order in perturbation theory, it corresponds to vacuum diagrams (the
same that contribute to the usual vacuum energy) computed with finite time Feyn-
man propagators. The important thing to notice is that the only dependence on the
boundary values of the fields stems from the classical action.
The first diagram to be computed is the “circle”, which is simply:
M0,0 =
∫ zf
zi
ldz
∫
d~x
d~k
(2pi)n−1
∆T (k)[z, z] (4.5)
It is to be remarked that even this diagram carries some information about the cur-
vature of the space through the γ terms in the propagator.
We can take advantage of the specific form of the said propagator, in the sense
that only the first coefficient (C.13) contributes to the simple diagrams we will con-
sider. In this case, the amplitude reads:
M0,0 = Vn−1
∫
d~k
(2pi)n−1
e−2ilωkZ
(
m(γi − γf ) + e2ilωkZ (4lω2kZ +m(γf − γi)(1− 2ilωkZ))
)
4ω2k(m(γi − γf )− 2iωk)
(4.6)
where we have neglected the product γiγf .
In the limits of large and small Z, (physically, the relevant quantity is Zml) we
have:
M0,0
Z→∞−→ Vn−1Ωn−2m
n−3
2(2pi)n−1
{
imlZ J
(
n− 3
2
, 0
)
+
γi
2
I00(Z)
}
M0,0
Z→0−→ Vn−1Ωn−2m
n−2
2(2pi)n−1
{
ilZ J
(
n− 3
2
, 0
)
+
γi
2zi
lZ2 J
(
n− 3
2
,−1
)}
(4.7)
where
J(a, b) =
∫ ∞
1
dx(x2 − 1)a xb
I00(Z) =
∫ ∞
1
dx(x2 − 1)n−32 (e
−2imlZx − 1)
(γi − 2ix)x (4.8)
– 24 –
The second diagram is the same as before, but with a mass insertion:
M1,0 = −
∫ zf
zi
ldz
∫
d~x
d~k
(2pi)n−1
∆T (k)[z, z](α +
β
z2
) (4.9)
with α = −m2/2 and β = (m2 − n(n − 2)/4l2)/2. We have a part proportional to
the first diagram, and a second part proportional to:∫ zf
zi
ldz
1
2z2
eilωk(2z
′−zf−zi)
(
(2ωk − iγfm)e2ilωk(zf−z′) + iγfm
)(
γim
(
−1 + e2ilωk(zi−z′)
)
+ 2iωk
)
=
=
1
zfzi
lωke
−ilωk(zf+zi)
[
− 2ilmωkzfzi (γf (Ei(2ilzfωk)− Ei(2ilziωk))+
+γie
2ilωk(zf+zi)(Ei(−2ilzfωk)− Ei(−2ilziωk))
)−me2ilωkzi(γfzf + γizi)+
+ e2ilωkzf (m(γfzf + γizi) + 2iωk(zf − zi))
]
(4.10)
where we have neglected again the terms quadratic in the γ’s.
For large Z this contribution is just a constant independent of Z, while that for
small Z has a linear and a quadratic part. In this last limit, the full amplitude reads:
M1,0
Z→0−→ −(α + β
z2i
)M00 +
Vn−1Ωn−2mn−2
2(2pi)n−1z3i
ilZ2J
(
n− 3
2
, 0
)
(4.11)
where the M00 has to be understood as the small-Z limit shown above.
The third diagram (the first contribution of the self interaction) is given by
M1,0 = 3i
∫ zf
zi
ldz
∫
d~x
d~kd~p
(2pi)2n−2
∆T (k)[z, z]∆T (p)[z, z]λ(z) (4.12)
with λ(z) = zn−4λ/24. The diagram is then proportional to:∫ zf
zi
ldz
zn−4
4
(
(2ωk − iγfm)e2ilωk(zf−z′) + iγfm
)(
(2ωp − iγfm)e2ilωp(zf−z′) + iγfm
)
·
·
(
γim
(
−1 + e2ilωk(zi−z′)
)
+ 2iωk
)(
γim
(
−1 + e2ilωp(zi−z′)
)
+ 2iωp
)
eil(ωk+ωp)(2z
′−zf−zi) '
' −2ilωkωpe−il(ωk+ωp)(zf+zi)
[
γil
4m23−nω4kωp(ilωk)
−n−1e2il(zf (ωk+ωp)+ωkzi)(Γ(n− 3, 2ilzfωk)−
− Γ(n− 3, 2ilziωk)) + γil4m23−nωkω4p(ilωp)−n−1e2il(zf (ωk+ωp)+ωpzi)(Γ(n− 3, 2ilzfωp)−
− Γ(n− 3, 2ilziωp))− 1
n− 3
(
zn−3f − zn−3i
)
e2ilzf (ωk+ωp)(m(γf − γi)(ωk + ωp) + 2iωkωp)−
− γfm23−nωp(−ilωk)3−ne2ilωpzf (Γ(n− 3,−2ilzfωk)− Γ(n− 3,−2ilziωk))−
− γfm23−nωk(−ilωp)3−ne2ilωkzf (Γ(n− 3,−2ilzfωp)− Γ(n− 3,−2ilziωp))
]
(4.13)
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For large Z, the leading term is proportional to Zn−3:
M0,1
Z→∞−→ iλVn−1Ω
2
n−2m
2n−4
32(2pi)2n−2
{
J
(
n− 3
2
)2
lZn−3
n− 3 +
[
−J
(
n− 3
2
, 0
)2
+
γi
ml
I01(Z)
]
lZn−4
}
M0,1
Z→0−→ iλΩ
2
n−2Vn−1m
2n−4
32(2pi)2n−2
lJ
(
n− 3
2
, 0
){
− zn−4i J
(
n− 3
2
, 0
)
Z+ (4.14)
+
zn−5i
2
[
iγiJ
(
n− 3
2
,−1
)
− (n− 4)J
(
n− 3
2
, 0
)]
Z2
}
where:
I01(Z) =
∫ ∞
1
dx
∫ ∞
1
dy(x2 − 1)n−32 (y2 − 1)n−32 e
−2imlZxy
x(2xy + γi(x+ y))
(4.15)
4.4 Vacuum Wavefunctionals
When using, as we do, the variables φnew the appropiate starting point for the vacuum
wavefunctional is the Minkowski one,
Ψ0[φ] ≡ e−i z
∫
uKuu e−
1
2
∫
x,y Kx,yφxφy
The functional Schro¨dinger’s equation, which stems from our main hypothesis on the
Feynman kernel in curved space reads
i
∂Ψ[φ]
∂z
=
∫
u
(
−1
2
δ2
δφ2u
+
m2(z)
2
φ2u + (∇φ)2 +
λ(z)
24
φ4u
)
Ψ[φ]
It is possible to solve it in a perturbative way in λ(z) and ∆ ≡ m2(z)−m2 by writing
Ψ[φ] = Ψ0[φ] + ∆(z)Ψ10[φ] + λ(z)Ψ01[φ]
In this way
ψ10[φ] = z
2 ei z
∫
u(Kuvφv)
2−Kuu−ω
2
k
2
φ2k e−
1
2
∫
xyKxyφxφy(
−i
∫
u
φ2u
2
∫
v
(Kvwφw)
2
)
Γ
(
−1, iz
∫
u
(Kuvφv)
2
)
(4.16)
as well as
ψ01[φ] = z
−(n−4) eiz
∫
u(Kuvφv)
2−Kuu−ω
2
k
2
φ2k e−
1
2
∫
xyKxyφxφy(
−i
∫
u
φ2u
2
∫
v
(Kvwφw)
2
)
(−1)nΓ
(
5− n, iz
∫
u
(Kuvφv)
2
)
(4.17)
It is remarkable that both terms are proportional to Ψ0, so that the total vacuum
wavefunctional can be written as
Ψ[φ] = Ψ0 (1 + ∆δ1Ψ + λδ2Ψ)
It is also possible to view the functional Schro¨dinger equation as an evolution equa-
tion, and assume that at a given conformal time z = z0 the wavefunctional is Ψ0[φ],
and then compute its future evolution in the conformal time. This is not what we
have done here.
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4.5 Survival amplitude
Order (0, 0)
Order (0, 1) Order (1, 1)
Order (1, 0)
λ(z) λ(z)
m(z)2
m(z)2
Figure 1: The first few diagrams that contribute to the vacuum energy.
The only step still left in order to compute the (vacuum) survival amplitude
is the integration over the boundary values of the fields, weighed by the vacuum
wavefunctions as well as the classical action. We know already from our previous
computation (confer equation (3.32)) that this contribution is subdominant in the
large Z limit, and besides it preserves the modulus of the (exponentiated) survival
amplitude, so that it gives vanishing contribution to the width .
There are however calculable interaction dependent corrections to the vacuum
wavefunction (as to any other wavefunction); they can be obtained through the
functional Schro¨dinger’s equation to any given order in perturbation theory along
the lines of the subsection 4.4. We have not attempted to compute the effect of those
corrections on the width.
In conclusion, the value we get for the width of the vacuum state in the asymp-
totic regime Z →∞ under the approximations of the present work is
Γ(Z)
Z→∞−→ αVn−1Ωn−2m
n−3γi
2(2pi)n−1Z
ReI00(Z) +
λVn−1Ω2n−2m
2n−5γi
16(2pi)2n−2
Zn−5 ImI01(Z) (4.18)
5. Conclusions
In this paper we have concentrated in computing overlaps between arbitrary states
(in particular the vacuum) defined at two different times such that they span a finite
time interval (were this interval infinite they would become S-matrix elements, in
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case those happen to be well defined). This has been done because there is some
initial doubt as to how to define the good observables (id est, the analogous to the
decay rate, for example [4][2]) which would presumably involve some sort of square
of the overlap matrix elements themselves.
The most important quantity we have analyzed is the survival rate, or self-
overlap at finite (conformal) time span. This in turn determines a decay width in a
straightforward way. It is found that there some effects already at tree level, which
are presumably related to particle creation in the presence of an external non-static
gravitational field, but we have not idetintified them unambiguosly. Our compu-
tations are consistent with them being transients. They are however of potential
physical relevance in the physics of the inflationary epoch.
At the next order in perturbation theory, there is a new contribution which de-
termines the vacuum width in a precise way in the adequate spacetime dimension
(namely, n = 5 were the dependence of both I01(Z) as well as I00(Z) on their argu-
ment subdominant). Further diagrams should be studied before a definite conclusion
can be drawn on the main issue.
This computation has been done for a particular wavefunction, which does receive
corrections owing to the interaction. Other states can easily be studied within our
framework. To the extent that flat space computations are a good guide, we do not
expect those improvements to change the physical picture dramatically.
All the physical quantities studied in this paper turn out to be observer-dependent.
It is not completely clear what could be the physical meaning of some phenomenon
which is coordinate dependent (or what amounts to more or less the same thing,
observer dependent). There are by now many examples of observer-dependent phe-
nomena even in Minkowski spacetime (of which the Unruh radiation [14] observed
by an accelerated oberver in the Minkowski vacuum is perhaps the best known); this
does not necessarily mean that their physical meaning is fully understood.
On the other hand, it is well known that the usual semiclassical approximation to
the full quantum theory of the gravitational field interacting with arbitrary matter,
namely quantum field theory in a external gravitational field treated classically (upon
which the latter identification is based) is only an approximation to the true equations
of motion, to wit
〈vac| δS
δgµν
[gµν , ψi]|vac〉 = 0
Where the total action is the sum of the Einstein-Hilbert part depending on the
metric only, the matter part, which depend on the matter fields, denoted here col-
lectively by ψi i = 1 . . . N , and the necessary counterterms, which depend on the
metric as well as on the matter fields. Including sources,
S[Jµν , Ji] ≡ SEH [g] + Smatt[g, ψi] + Scount[g, ψi] + i
∫
dnx
√
|g|
(
Jµνgµν +
∑
i
J iψi
)
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The equations of motion are always formally true because they can be written in
terms of the full partition function
Z[Jµν , Ji] ≡
∫
Dgµν
∏
i
Dψi eiS[Jµν ,Ji]
as
δS
δgµν
[
1
i
δ
δJµν(x)
,
1
i
δ
δJi(x)
]
Z[Jµν , Ji]
∣∣∣∣
J=0
= 0
It remains to give a working definition of the composite operator gµν , but at the
perturbative level this can be done. The state |vac〉 is the one obtained through the
boundary conditions imposed on the path integral.
The semiclassical framework states that this vacuum can be approximated by
the matter vacuum in a fixed gravitational background g¯µν
|vac〉 ∼ |0matter〉g¯
This can be proven to be the dominant term the first term in a 1/N expansion [17]
of a theory of gravity interacting with N identical matter species, but it is difficult
to believe that this is the only instance in which this semiclassical approximation is
physically reasonable. A general analysis of its validity would be welcome.
Observables in the full quantum gravity theory should presumably be gauge
invariant, that is, diffeomorphism invariant, and thus independent on the observer.
What seems to be needed here is a gauge invariant definition of vacuum decay.
More comprehensive computations are in progress taking into account the dy-
namics of the gravity sector.
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A. Flat space vacuum stability
Let us first review the reason why those effects vanish in flat Minkowski space,
deriving in this way a simple formula for it that subsequently could be applied to the
spaces of our interest in different physical situations. To assert that the flat space
vacuum state is stable is equivalent to assert that the free energy is formally real
in Minkowski space, which through the optical theorem ensures the stability of flat
space versus multiparticle decay. Using LSZ reduction, the S-matrix amplitude for
vacuum decay to four identical particles with wave functions uk1 . . . uk4 reads
〈k1k2k3k4|0〉 = i
∫ √
|g(y1)|dny1u∗k1(y1)
√
|g(y2)|dny2u∗k2(y2)
√
|g(y3)|dny3u∗k3(y3)√
|g(y4)|dny4u∗k4(y4)
(
2y1 +m
2
) (
2y2 +m
2
) (
2y3 +m
2
) (
2y4 +m
2
)×
〈0|Tφ(y1)φ(y2)φ(y3)φ(y4)|0〉
At tree level
〈0|Tφ(y1)φ(y2)φ(y3)φ(y4)|0〉 = λ
24
∫
dny
√
|g(y)|∆ (y1 − y) ∆ (y2 − y) ∆ (y3 − y) ∆ (y4 − y)
where the Feynman propagator obeys(
2+m2
)
∆(x− y) = 1√|g(x)|δ(x− y)
In flat space
uk ≡ 1√
2(2pi)n−1ωk
e−ikx
so that the net output at tree level is∫
dny
1√
ω1ω2ω3ω4
e−i(k1+k2+k3+k4)y = (2pi)n
1√
ω1ω2ω3ω4
δ (k1 + k2 + k3 + k4)
This implies in particular a delta function on the sum of all energies,
δ
(∑
Ei
)
which does not enjoy support on physical particles.
At the same time this gives a simple condition (assuming LSZ reduction is still
valid) for this amplitude to be nonvanishing in an arbitrary spacetime, namely, the
vacuum is unstable with respect to decay into four particles whenever the fourfold
O(n=4)[φ] overlap, where
O(n)[φ] ≡
∫
dny
√
|g(y)|uk1(y) . . . ukn(y)
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has got nonvanishing support on physical states. It is plain that this depends on the
value of the determinant g (there is always a gauge in which g = 1) as well as on the
set of modes uk. Another quantity of interest in conection to a single particle decay
into two or three identical particles is
O(n−1,1)[φ] ≡
∫
dny
√
|g(y)|u∗k1(y) . . . ukn(y)
B. A first (na¨ıve) look at overlaps in de Sitter space.
Let us examine the overlap with several different particles (id est, different coordinate
systems) and in different spaces assuming LSZ reduction. The purpose of the present
paper was precisely to improve upon this analysis, which we want to briefly present
here.
To begin with, let us assert that there is no vacuum decay, nor single particle
decay into two or three identical particles in static coordinates (which exist for both
de Sitter and anti de Sitter). We call static coordinates ones adapted to the timelike
Killing, in such a way the timelike coordinate is ignorable. There may be many
different such systems for a given spacetime.
The reason is in them the exact modes have got a piece
uk ∼ e−iωtfk
where the functions fk do not contain the variable time. This is enough to produce
a delta function
δ(
∑
ω)
which do not have support on positive energy particles. Using the fact that
ω2 −m2 ≥ 0
it is also possible to show that there is no single particle decay in the static case.
To be specific, de Sitter in static coordinates reads
ds2 =
(
1− r
2
l2
)
dt2 − dr
2
1− r2
l2
− r2dΩ2n−2
where the radius of the spacetime is related to Hubble’s constant by
l =
1
H
and anti se Sitter space in the same coordinates,
ds2 =
(
1 +
r2
l2
)
dt2 − dr
2
1 + r
2
l2
− r2dΩ2n−2
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In anti de Sitter space the horospheric coordinate is spacelike, and it will be denoted
by x, so that Poincare´ coordinates admit a FRW-like form
ds2 = −dx2 + e 2xl
(
dt2 −
∑
dy2i
)
which is manifestly static, so that there is no vacuum energy decay here.
De Sitter space in global coordinates (spherical spatial spacelike sections) reads
ds2 = dτ 2 − cosh τ 2dΩ2n−1
Again, in anti se Sitter in global coordinates, the metric reads
ds2 = cosh2 τdθ2 − dτ 2 − sinh2 τdΩ2n−2
Finally, when hyperbolic spacelike sections are considered, de Sitter metric reads
ds2 = dτ 2 − sinh2 τ (dψ2 + sinh2 ψdΩ2n−2)
In contrast, anti de Sitter space in the same coordinates yields
ds2 = sinh2 χdψ2 − cosh2 χdχ2 − cosh2 χdΩ2n−3
which is again explicitly static.
Lest the reader has the impression that anti de Sitter looks atatic in all coordi-
nates systems, let us mention stereographic coordinates, in which the metric reads
ds2 = Ω2ηµνdx
µdxν
and for de Sitter space
Ω ≡ 1
1− x2
4l2
with x2 ≡ ηµνxµxν ≡ t2 − r2. For anti de Sitter space
Ω ≡ 1
1 + x
2
4l2
In this coordinates, the global staticity of anti de Sitter space is not manifest.
First of all, a general observation [15][16]. The link between the field modes and
the particle concept is through the WKB approximation. Indeen, the Klein-Gordon
equation (
gαβ∇α∇β +m2
)
φ = 0
yields, for
φ = ei
S

+...
the mass shell condition
gαβ∂αS∂βS = m
2
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encoding the definition of positive and negative frequencies for the solutions at hand.
By covariantly deriving the expression above we get
∇µ∂αSgαβ∂βS = 0
Now, for any scalar,
(∇α∇β −∇β∇α)S = 0
it follows that
gαβ∂βS∇α∇µS = 0
namely the geodesic equation. This means that the vector uα ≡ ∂αS
m
is the tangent
vector to a geodesic, which in turn implies that the hypersurfaces S = constant are
geodesic orthogonal.
C. Finite time propagators
The general solution of the Klein Gordon equation
(2+m2)φ = J
can be written as
φ(x) =
∫
d~k
(2pi)n−1
e−i
~k~x (ak cos ωk t+ bk sin ωk t)+
∫
dnx′
dnk
(2pi)n
eik(x−x
′) P
−k20 + ω2k
J(x′)
The contribution of the principal value is:∫
dk0
2pi
eik0(t−t
′) P
−k20 + ω2k
=
∫
dk0
2pi
eik0(t−t
′) 1
2ωk
(
P
k0 + ωk
− P
k0 − ωk
)
=
=
1
2ωk
S(t− t′) sinωk(t− t′) (C.1)
where we have used∫
dk
P
k − ae
ikx =
∫
dk
eikx − eika
k − a = e
ikai
∫
dk
sin kx
x
= eikaipiS(x)
and S(x) ≡ θ(x)− θ(−x) is the sign function. All this leads to
φ(x) =
∫
d~k
(2pi)n−1
e−i
~k~x (ak cos ωk t+ bk sin ωk t) +
+
∫
dnx′
∫
d~k
(2pi)n−1
e−i~k(~x−~x
′)
2ωk
S(t− t′) sin ωk (t− t′) J(x′) (C.2)
In momentum space,
φ−k(t) = ak cos ωk t+ bk sin ωk t+
1
2ωk
∫
dnx′ ei
~k~x′ S(t− t′) sin ωk (t− t′) J(x′)
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C.1 Dirichlet boundary conditions
The solution that vanishes at t = ti as well as at t = tf then reads
φ(x) =
∫
d~k d~x′ e−i~k(~x−~x
′)
(2pi)n−12ωk sin ωk(tf − ti)
∫
dt′J(t′, ~x′)
[
sin ωk (ti − t′)S (t′ − ti) sin ωk (tf − t) +
+ sin ωk (tf − t′)S (t′ − tf ) sin ωk (t− ti) + sin ωk(tf − ti) sin ωk (t− t′)S (t− t′)
]
(C.3)
It vanishes for J = 0, in agreement with previous results.
This means that the correct propagator to be used in the integral over Dξ is
given by
D(x, x′) ≡
∫
d~k e−i~k(~x−~x
′)
2(2pi)n−1ωk sin ωkT
[
sin ωk (ti − t′)S (t′ − ti) sin ωk (tf − t) +
sin ωk (tf − t′)S (t′ − tf ) sin ωk (t− ti) +
sin ωkT sin ωk (t− t′)S (t− t′)
]
(C.4)
That is, this is the only solution to the equation(
2+m2
)D(x, x′) = δ (x− x′)
such that
D(x, x′)|t=ti = D(x, x′)|t′=tf = 0
C.2 Feynman boundary conditions
The boundary conditions for the Feynman propagator are defined by
iφ˙k(tf ) = ωkφk(tf )
iφ˙k(ti) = −ωkφk(ti) (C.5)
In momentum space
φ˙−k(t) = −ωkak sin ωkt+ bkωk cos ωkt+
∫
Rn
dnx′
ei
~k~x′
2ωk
S(t− t′)ωk cos ωk(t− t′)J(x′)
(the delta function does not contribute).
The boundary conditions are then
−iωkak sin ωktf + ibkωk cos ωktf + i
∫
Rn
dnx′
ei
~k~x′
2ωk
S(tf − t′)ωk cos ωk(tf − t′)J(x′) =
ωk
(
ak cos ωk tf + bk sin ωk tf +
1
2ωk
∫
Rn
d4x′ ei
~k~x′ S(tf − t′) sin ωk (tf − t′) J(x′)
)
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−iωkak sin ωkti + ibkωk cos ωkti + i
∫
Rn
dnx′
ei
~k~x′
2ωk
S(ti − t′)ωk cos ωk(ti − t′)J(x′) =
−ωk
(
ak cos ωk ti + bk sin ωk ti +
1
2ωk
∫
Rn
d4x′ ei
~k~x′ S(ti − t′) sin ωk (ti − t′) J(x′)
)
This can be written as(−eiωktf i eiωktf
e−iωkti ie−iωkti
)(
ak
bk
)
= − 1
2ωk
∫
Rn
dnx′ ei
~k~x′
(
S(tf − t′)ieiωk(tf−t′)
S(ti − t′)ie−iωk(ti−t′)
)
J(x′)
and this yields
ak =
i
4ωk
e−iωkT
∫
dnx′ei
~k~x′J(x′)
(
S(tf − t′) e−iωk(t′−T ) − S(ti − t′) eiωk(T+t′)
)
=
i
4ωk
∫
Rn
dnx′ei
~k~x′J(x′)
(
S(tf − t′) e−iωkt′ − S(ti − t′) eiωkt′
)
(C.6)
bk = − 1
4ωk
∫
Rn
dnx′ei
~k~x′J(x′)e−iωkT
(
S(tf − t′) eiωk(T−t′) + S(ti − t′) eiωk(T+t′)
)
=
− 1
4ωk
∫
Rn
dnx′ei
~k~x′J(x′)
(
S(tf − t′) e−iωkt′ + S(ti − t′) eiωkt′
)
(C.7)
This means that the corresponding classical solution reads
φ(x) ≡
∫
Rn
dnx′ ∆T (x, x′)J(x′)
with ∆T the finite time Feynman propagator:
∆T (x, x
′) ≡
∫
d~k
(2pi)n−1
e−i
~k(~x−~x′)∆T (k)
∆T (k) =
i
4ωk
[ (
S(tf − t′) e−iωkt′ − S(ti − t′) eiωkt′
)
cos ωkt+
+ i
(
S(tf − t′) e−iωkt′ + S(ti − t′) eiωkt′
)
sin ωkt
]
+
+
1
2ωk
S(t− t′) sin ωk(t− t′) (C.8)
It is then plain that in the limit tf = −ti = T2 and T → ∞, Feynman’s continuum
result is recovered.
lim
T→∞
∆T (k) = ∆F (k) ≡ i
2ωk
[cos ωk(t− t′)− iS(t− t′) sin ωk(t− t′)]
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In general it yields
∆T (k) =
i
4ωk
(
[S(tf−t′)− S(ti − t′)− 2] cosωk(t− t′)+
+ i[S(tf − t′) + S(ti − t′)] sinωk(t− t′)
)
+ ∆F (k) (C.9)
The above results are valid for general sources with arbitrary support. When (as
in our case) the support is restricted to the interval ti ≤ t′ ≤ tf , it is quite easy to
check that the finite time propagator with Feynman’s boundary conditions coincides
exactly with ine usual Feynman’s propagator.
∆T (k)
∣∣
[ti,tf ]
= ∆F (k)
∣∣
[ti,tf ]
C.3 Feynman’s propagator including de Sitter boundary terms
The boundary terns that appear when redefining the field in de Sitter space imply
(after the splitting φ = φc + χ) an addition of
i
n− 2
2zf l
φc(zf )χ(zf )− in− 2
2zil
φc(zi)χ(zi) ≡ iγfmφc(zf )χ(zf )− iγimφc(zi)χ(zi)
to the boundary. In order to eliminate those cross-terms the boundary conditions to
be imposed are
iφ˙ck(zf )− ωkl φck(zf ) + iγfml φck(zf ) = 0
iφ˙ck(zi) + ωkl φ
c
k(zi) + iγiml φ
c
k(zi) = 0 (C.10)
Let us now can make an slightly different antsatz for the form of the propagator,
namely
∆T (k) =
1
2ωk
S(z − z′) sinωkl(z − z′)+
+ ak cosωkl(z − z′) + bk sinωkl(z − z′) (C.11)
The previous equations for the boundary values give rise to the following coefficients:
Dk ≡ e
−ilωkZ
ωk (−γfγim2 (e2ilωkZ − 1)− 2imωk(γf − γi) + 4ω2k)
ak =
Dk
4
(
(2ωk − iγfm)e2ilωk(zf−z′) + iγfm
)(
γim
(
−1 + e2ilωk(zi−z′)
)
+ 2iωk
)
·
·(S(zf − z′)− S(zi − z′))eilωk(2z′−zf−zi)
bk =
Dk
4
e−ilωk(2z
′+zf+zi)
[
S(zf − z′)
(
γfme
2ilz′ωk + e2ilωkzf (γf (−m)− 2iωk)
)(
e2ilz
′ωk(γim− 2iωk) +
+γime
2ilωkzi
)
+ S(z′ − zi)
(
γfme
2ilz′ωk + e2ilωkzf (γfm+ 2iωk)
)
·
·
(
e2ilz
′ωk(γim− 2iωk)− γime2ilωkzi
)]
(C.12)
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where Z = zf − zi.
However, the interaction takes place only in the interval [zi, zf ], so we should
restrict the variables z and z′ to be into this interval, so:
ak =
Dk
2
eilωk(2z
′−zf−zi)
(
(2ωk − iγfm)e2ilωk(zf−z′) + iγfm
)(
γim
(
−1 + e2ilωk(zi−z′)
)
+ 2iωk
)
bk =
Dk
2
me−ilωk(2z
′+zf+zi)
(
γfe
4ilz′ωk(γim− 2iωk)− γi(γfm+ 2iωk)e2ilωk(zf+zi)
)
(C.13)
Also, since the exponent of the Feynman Kernel is symmetric in the source J ,
we must symmetrise the propagator.
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