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Abstract. Transformation-based methods for shape analysis offer a con-
sistent framework to model the geometrical content of images. Most of-
ten relying on diffeomorphic transforms, they lack however the ability
to properly handle texture and differing topological content. Conversely,
modern deep learning methods offer a very efficient way to analyze image
textures. Building on the theory of metamorphoses, which models images
as combined intensity-domain and spatial-domain transforms of a proto-
type, we introduce the “metamorphic” auto-encoding architecture. This
class of neural networks is interpreted as a Bayesian generative and hier-
archical model, allowing the joint estimation of the network parameters,
a representative prototype of the training images, as well as the relative
importance between the geometrical and texture contents.
We give arguments for the practical relevance of the learned prototype
and Euclidean latent-space metric, achieved thanks to an explicit nor-
malization layer. Finally, the ability of the proposed architecture to learn
joint and relevant shape and appearance representations from image col-
lections is illustrated on BraTs 2018 datasets, showing in particular an
encouraging step towards personalized numerical simulation of tumors
with data-driven models.
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1 Introduction
The shape analysis literature offers a number of tools to perform statistical
analysis tasks on geometrical objects. At the core of the founding works [12,14]
lies the idea to quantify the differences between two shapes thanks to large
parametric classes of deformations that warp one into the other: once the optimal
transformation found, its norm provides a proxy distance metric. Diffeomorphic
transformations are for instance widely used for medical image analysis [31],
with applications to image registration or atlas building [1,25,32]. However, these
transformations are purely geometrical, and cannot account for potential texture
(or “appearance”) variability in the considered images. In particular, images with
differing topological contents cannot be diffeomorphically warped one into the
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other. This limitation gave birth to the early theoretical work [29] where the
proposed “metamorphoses“ jointly transform the geometry and the intensity
of an image. If some authors built on this idea for brain tumor monitoring [23],
sub-cortical brain segmentation [24] or learning generalized principal component
analysis models [3], the literature is fairly limited.
Conversely, if modern deep learning architectures are commonly believed to
aggregate information up until deep filters able recognize entire shapes [19, 21],
some recent works [6, 8, 13] question this so-called shape hypothesis, suggesting
that texture (or “appearance”) features carry more weight. Beyond the local
spatial invariances achieved by max-pooling layers (with receptive fields typically
of the order of a few pixels), deep learning methods are agnostic of the data
nature: in other words, potential powerful prior knowledge is not taken into
account. This agnostic approach presents two disadvantages: the interpretability
of the network is often limited, and huge amounts of data might be needed for
the network to re-discover already-known data properties.
Most data augmentation techniques are attempts to alleviate this second
point, by artificially increasing the data set size according to priors such as invari-
ance to small intensity-domain or affine spatial-domain transformations [9,20,27].
At the cost of a longer training time, the network learns the implicitly-encoded
invariance properties. Instead of implicitly suggesting invariances or manipulat-
ing data set biases with data augmentation, learning from small data sets and
enhanced interpretability can be achieved by designing adapted architectures
that explicitly enforce priors [15, 28]. Some recent attempts to fill the gap be-
tween classical model-based shape analysis tools and data-driven deep learning
methods managed to combine the learning flexibility of the former with the
theoretical guarantees and interpretability of the latter. Building on the varia-
tional auto-encoding architecture introduced in [16], the approaches described
in [11, 18] learn probabilistic diffeomorphic registration models, which cannot
handle varying topology in data, and do not allow the construction of an atlas,
i. e. a reference image estimated by groupwise registrations among a training
image data set. [7] learns atlas models but is bound to the same topological
limitations as the previous ones. In [26], the authors go beyond pure spatial-
warping layers and further introduce joint spatial and intensity transformations
in auto-encoding networks. This first attempt, still only of its kind to the best of
our knowledge, relies on an appearance prediction decoder followed by an ad-hoc
warping module specifically developed. Once learned, the latent representations
can be manipulated to complete disentangled shape or appearance reconstruc-
tion and interpolation. This work is the closest to metamorphosis one, however
the regularity of the deformation field is controlled by a loss penalty and thus
not ensured by design of the network, furthermore no links are made with the
rich theoretical background of metamorphosis.
In this paper, we introduce the metamorphic auto-encoders (MAEs) which
relies on the prior that training images can be seen as “metamorphic“ trans-
formations of a prototype. We show that thanks to this assumption, estimating
MAE architectures is equivalent to learning disentangled shape and appearance
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low-dimensional representations from imaging data sets in an unsupervised fash-
ion. Thanks to an isometry-enforcing layer inspired by the underlying theory, the
learned representations are embedded in a relevant metric space where readily-
available Euclidean operations potentially allow to perform image manipulation.
This introduced class of neural networks is interpreted as a Bayesian generative
and hierarchical model, allowing the joint estimation of the network parameters,
a representative prototype of the training images, as well as the relative im-
portance between the geometrical and texture contents. This work is therefore
a point of convergence between Bayesian generative statistics, metamorphoses-
based shape analysis and variational auto-encoding methods.
Section 2 details the chosen transformation model, from its geometrical inter-
pretation to its practical implementation. Section 2.3 presents the proposed MAE
architecture, its Bayesian probabilistic interpretation, and the chosen optimiza-
tion scheme. Section 3 shows the ability of MAE to learn relevant disentangled
shape and appearance representations of imaging data sets and illustrates the
potential of allowed post-processing image manipulation applications. Section 4
concludes.
2 Metamorphic transformation model
We first detail briefly our theoretical metamorphic transformation model, which
builds on different fields of the shape analysis literature [2,29,31]. Illustrated by
Figure 1, its discrete counterpart is then derived to prepare the integration of
metamorphoses into neural network architectures. See Supplementary materials
for a self-contained minimal presentation of the metamorphosis framework.
2.1 Continous theory
Let Ω ⊂ Rd with d ∈ {2, 3} be a spatial domain, on which is defined the image
I0 : Ω → R. This image can be deformed into φ1 ? I0 = I0 ◦ φ1 by any diffeo-
morphism φ1 of Ω. Similarly to [2], we choose to construct diffeomorphisms by
following the flow of static and smooth velocity vector fields v ∈ V ⊂ C∞0 (Ω,Rd)
for a unit time period t ∈ [0, 1], i.e. by integrating:
∂tφt = v ◦ φt from the identity φ0 = IdΩ . (1)
We denote Φ : v → φ1 the mapping which associates the obtained diffeomor-
phism from the vector field v. Abusing slightly of notations, for any velocity field
v and intensity increment δ ∈ D ⊂ C∞0 (Ω,R), the action of the metamorphosis
operator Φ(v, δ) on images is given by:
Φ(v, δ) ? I0 = Φ(v) ? (I0 + δ) = (I0 + δ) ◦ Φ(v). (2)
A new metamorphic distance dI0 ≥ 0 on images can be defined as:
dI0(I, I
′)2 = ‖v′ − v‖2V +‖δ
′ − δ‖2D where (v, δ) = Φ
−1(I) and (v′, δ′) = Φ−1(I ′).
(3)
whose norms can be computed by further considering than v and δ live in
reproducing kernel Hilbert spaces with kernels KV and KD respectively.
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2.2 Practical discrete case
In practice, the physical domain Ω is discretized into a regular grid g, and the
time segment [0, 1] into 2T time-points, with T ∈ N∗. We choose KV and KD as
simple radial Gaussian kernels of respective radiuses ρV > 0 and ρD > 0. The g-
discretized fields v∗, δ∗ and atlas I0 are fed as inputs to the discrete metamorphic
transformation module. As illustrated by the right-side of Figure 1, the discrete
velocity field v and intensity increment δ are first computed according to the
filtering formulae v = KV · v∗ and δ = KD · δ































which corresponds to the discrete version of the reproducing Hilbert norm, which
writes ‖v‖V = (v∗)>·KV ·v∗ (and similarly on D). As originally described in [2],
the integration along the streamlines of v defined by Equation 1 is discretely
carried out with the scaling-and-squaring algorithm which consists in applying
T times:
xt+1 = xt + I(xt − g, xt) from x0 = g + v / 2T (5)
where I(xt − g, xt) simply denotes the interpolation of the displacement field
xk − g at the physical locations xk. The metamorphosis of I0 (i.e. Equation 2)
is finally approximated as:
Φ(v, δ) ? I0 ≈ Φ(v, δ) ? I0 = I(I0 + δ, xT ) (6)
where I(I0 +δ, xT ) here denotes the interpolation† of the intensity values I0 +δ
at locations xT .
2.3 Variational formulation for generative modeling
Our statistical model is based on the variational framework [16, 17], and con-
sists in assuming that the observed images (Ii)
n













iid∼ N (0, λ2s) and ai
iid∼ N (0, λ2a) (7)
where I0 is the learned atlas, Sσ (respectively Aα) is a σ-parametric (re-
spectively α-parametric) neural network mapping, that associates the velocity
field v (respectively the intensity increment δ) to any code s ∈ Rp (respectively
a ∈ Rq).
Figure 1 details the architecture of the metamorphic auto-encoder. The first
important observation is that we structurally‡ impose the metric equivalence
†we used bilinear interpolation scheme
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Fig. 1: Architecture of the metamorphic auto-encoder. The input image I is
encoded by four convolution layers (in green), followed by two parallel pairs
of fully-connected layers (in yellow). The encoder outputs are interpreted as
characterizing two normal distributions, from which are sampled the latent codes
s ∈ Rp and a ∈ Rq. Two parallel decoders successively composed of two fully
connected and four deconvolution layers map those latent shape and appearance
representations to the velocity field v∗ and intensity increment δ∗ duals. After
filtering by the operators KV and KD, the obtained vectors are explicitly scaled,
enforcing the equality of their Hilbert norm with the Euclidean norm of the
corresponding codes s and a (see Equation 4). The resulting velocity field v (see
Equation 5) and intensity increment δ (see Equation 6) are finally combined to
metamorphose the prototype image parameter I0.
between the metamorphic distance dI0 defined by Equation 3 and the induced
latent norm d0(z, z
′) = ‖z − z′‖`2 : the mappings are therefore isometric, i.e. that
‖v‖V = ‖s‖`2 and ‖δ‖D = ‖a‖`2 .
Furthermore, we chose tanh activation functions after convolutions (at the ex-
ception of the last encoding one) and deconvolutions, and that all decoding layers
are chosen without bias : these two last hypotheses ensure the infinite differen-
tiability of the mappings Sσ, Aα and Eη.
Lastly, we chose to encode the euclidean difference Ii − I0 as input in our net-
work, which associated with null bias and tanh activations imposes that the
null latent-space vector z = 0 is mapped to I0; the prior distribution defined
on the random effects (zi)i therefore defines I0 as a statistical average of the
observations (Ii)i. In other words, estimating the model parameters θ and I0
can legitimately be interpreted as computing a Fréchet average of the training
data set [25].
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3 Experiments
The ability to disentangle shape and appearance becomes necessary if we want to
manipulate data where abnormalities, such as tumors, appears at a visible scale.
We applied our unsupervised framework to the task of reconstructing brains with
tumors, in the spirit of personalized numerical modeling, on BraTs 2018 dataset
[4,5,22]. Images have been obtained by selecting an axial section of T1 contrast
enhanced 3D brain volumes, pre-processed with standard skull-removing and
affine alignment pipelines.
Out first series of experiments compares behavior of metamorphic model to
its known diffeomorphic equivalent [7] : Fig 2 depicts how the flow of transfor-
mation for each model works. A comparison with the diffeomorphic equivalent
model to ours shows clearly the necessity to disentangle : without the δ module,
atlas learned has no proper geometrical features, in addition to a poor recon-
struction of brain. Indeed the tumors are obtained through inclusion of saturated
points on the learned atlas when diffeomorphism only are used, and even then
reconstruction requires high deformations. On the contrary, metamorphisms nat-
urally handle the separation of information, with smoother velocity fields, clear
localization of the tumor on the intensity map δ as well as a visually sharp atlas
representing a brain without tumors. As a sanity check, simple classification of
tumor grade (high vs low) was performed taking the various latent representa-








Metamorphic 64.0± 13.0 64.0± 15.0 67± 12.0
Diffeomorphic 57.0 ± 16.0 - -
Table 1: Average quadratic discriminant analysis (QDA) balanced accuracy clas-
sification scores (stratified 10-fold method, chance level 50%).
For a more quantitative understanding, we also applied the Chan Vese level-
set segmentation algorithm [10] on δ maps to quantitatively assess the quality of
the learned atlas : relatively high Dice scores, up to 0.7 can be attained by seg-
menting this map and transporting, through v, the obtained mask. Fig 3 shows
examples of obtained masks. This experiment suggests than intrinsic informa-
tion of the tumor was mainly grasped by the δ (for the appearance part) and v
(for the geometric localization) components of our model, leaving the atlas I0
to be understood as a control-like Frechet-mean.
4 Conclusion
Our method may be understood at the crossroad of simulation numerical models,
which are based on sound mathematical priors (metamorphosis decomposition
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I0 I0 + δ
xT
Φ(v, δ) ? I0 I
(a) Metamorphic transformation module.
I0 xT Φ(v) ? I0 I
(b) Equivalent diffeomorphic model
Fig. 2: Comparison of diffeomorphic and metamorphic models
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Brain with tumor Proposed localisation mask Ground truth segmentation mask Masks intersection
Fig. 3: Unsupervised localisation of tumor using Chan-Vese segmentation algo-
rithm [10] on appearance maps δ (on this figure, DICE ≥ 0.60), from left to
right: input brain, computed segmentation mask, ground-truth tumor mask, in-
tersection of masks
of brain variability), and data-driven statistics which may soon enable efficient
generative models to emerge, then applicable to personalize individual evolution
of pathology.
Untangling the shape and appearance variabilities is of key interest in com-
putational anatomy to better interpret and apprehend the total variability of
a collections of organs or anatomical shapes: better disease markers for medi-
cal images could for instance be identified, and in the case of tumors improved
growth models could be developed.
Qualitative results were presented aiming towards well-behaved models evi-
dence, in particular the segmentation of δ-map which led to very coherent local-
ization of tumors without complex treatment nor specific dataset filtering. To
the best of our knowledge, no publicly available code was developed for formal
metamorphosis framework, which therefore didn’t allow for a direct compari-
son with our deep-learning method, though a natural advantage is its sampling
efficiency and thus potential use in numerical simulation scenarios or for data
augmentation.
Lastly, our network was composed in a very simple fashion, and increasing the
architecture complexity, in particular through powerful U-net structures [30]
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