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Voorwoord 
Voor u ligt het verslag van het afstudeeronderzoek dat ik heb uitgevoerd ter afsluiting van 
mijn opleiding Computer Science aan de Open Universiteit. Na een fase van verkenning 
(“Wat is nuttig voor mijn werkgever?” en “Welke eisen stelt de OU aan dit onderzoek?”) ben 
ik vol goede moed van start gegaan. Dit resulteerde in een, naar achteraf is gebleken, vrij 
ambitieus afstudeervoorstel: het opstellen van een generiek performance model waarmee 
voorspellingen gedaan kunnen worden met betrekking tot resource requirements van 
gevirtualiseerde applicaties.  
Ik moet eerlijk bekennen: het is geen gemakkelijk traject geweest. Het onderzoek bleek 
lastiger dan in eerste instantie gedacht en de benodigde faciliteiten ten behoeve van de 
experimenten hebben ook een tijdje op zich laten wachten. Dit had als gevolg dat er minder 
voortgang was dan eigenlijk gewenst. Halverwege het afstudeertraject kwam daar nog het 
overlijden van mijn moeder bij. Hierdoor was op dat moment de drive om af te studeren 
gedaald tot een nulpunt. Veel dank ben ik daarom verschuldigd aan mijn begeleiders, Frans en 
Harald, die mij destijds de ruimte en tijd gaven dit grote verlies te verwerken.  
Toen gaande het onderzoek de complexiteit van de onderzoeksvragen duidelijk werd heb ik 
mijn ambities moeten bijstellen en de scope van het onderzoek moeten inperken. Ondanks dit 
gegeven (of moet ik juist zeggen dankzij?) heeft dit onderzoek voor mij veel nieuwe inzichten 
opgeleverd. Eén van die inzichten is dat performance een relatief begrip is. Het betekent niets 
wanneer je het niet kunt kwantificeren. Daarnaast hebben performance data weinig betekenis 
wanneer je ze niet kunt koppelen aan een theoretisch kader. Dit is wel één van de 
belangrijkste persoonlijke conclusies van dit onderzoek.  
Rest mij een ieder te bedanken die mij gesteund heeft tijdens dit onderzoek. Een speciaal 
woord van dank gaat uit naar mijn afstudeerbegeleiders, Frans en Harald, voor hun kritische 
feedback en adviezen tijdens de vele ‘skype-momenten’ die we gehad hebben. Tevens wil ik 
Geerten bedanken voor alle goede raad, en mijn management voor het beschikbaar stellen van 
faciliteiten voor dit onderzoek.  
 
Leon Cuijpers 
Maassluis, 7 juni 2014  
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Samenvatting 
 
De doelstelling van dit onderzoek is het kunnen beschrijven van het performance-gedrag van 
een applicatie die wordt gemigreerd van een fysieke- naar een virtuele- Linux architectuur. 
Hiertoe is er een model1 opgesteld waarmee kwalitatieve voorspellingen gedaan kunnen 
worden over de performance metrics van een werklast2. Vervolgens is er als invulling van de 
werklast een database benchmark geselecteerd en uitgevoerd op een fysieke-, container- en 
VMware- architectuur en zijn hierbij parameters op applicatie- en op systeem-niveau 
gemeten. Hierna is het model gefit aan de gemeten benchmark-parameters en is de model 
output bepaald middels een analytische beschouwing en simulatie zodat het model 
kwantitatieve voorspellingen kan doen. De voorspelde benchmark-parameters zijn vervolgens 
vergeleken met de gemeten parameters om te controleren of het model correct is. Op dat 
moment werd het mogelijk om met het verkregen model voor willekeurige waarden van de 
onafhankelijke benchmark parameter voorspellingen te doen over de afhankelijke benchmark 
parameters. Hierna zijn we nagegaan welke systeem-parameters significant zijn. Significant 
wil hier zeggen dat er een duidelijke relatie is met (één van) de benchmark parameters(s), en 
dat de waarden niet door toeval zijn bepaald. Dit heeft geresulteerd in een kwalitatieve 
beschrijving van de significante systeem-parameters voor de fysieke-, container-  en 
VMware- architectuur. Hiermee zijn we beter in staat een inschatting te maken wat de 
overhead zal zijn voor de virtuele architectuur. Het verkregen inzicht kan van praktisch nut 
zijn bij het doen van (initiële) sizingen3 voor de virtuele omgeving. Vragen als “Hoeveel 
hardware heb ik nodig wanneer ik deze applicatie virtueel draai?” en “Draait deze applicatie 
die momenteel op een fysieke omgeving draait straks ook nog zonder problemen in de 
virtuele omgeving?” kunnen hiermee beter beantwoord worden. 
Experiment omgeving 
De geschetste Linux architecturen moet men gepositioneerd zien binnen de data center 
architectuur van de opdrachtgever. Deze bestaan uit blade-servers die door middel van een 
dubbel uitgevoerd SAN4 gekoppeld zijn aan een shared disk-array. Bij de fysieke architectuur 
wordt native Linux gedraaid op een blade server. Op een gekoppelde SAN-disk wordt een 
database geïnstalleerd ten behoeve van de benchmark. In de VMware omgeving vormen 
meerdere blade servers een VMware ESX5 cluster, waaraan disken vanaf het SAN worden 
aangeboden. Vanuit zo’n ESX cluster wordt aan een virtuele machine een logische disk 
aangeboden waarop de database voor de benchmark is geïnstalleerd. De container-omgeving 
is identiek aan de fysieke omgeving, alleen met het verschil dat er op de SAN disk nu een 
                                               
1 Met model wordt hier bedoeld: de visuele weergave van de systeem-componenten van betreffende 
architectuur inclusief de werklast en de bijbehorende relaties tussen afhankelijke (b.v. throughput, 
responstijden) en onafhankelijke model-parameters (b.v. aantal users). 
2 Hiervoor wordt in de literatuur ook vaak de Engelse term workload gebruikt. Wij zullen vanaf nu de term 
werklast gebruiken 
3 Sizing: bepalen van de resource requirements voor een systeem 
4 SAN: Storage Area Network. Storage netwerk met koppelingen op basis van Fibre Channel (FC) protocol 
5 ESX: enterprise level hypervisor van VMware 
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container geïnstalleerd is met daarin een Linux guest operating systeem (O.S.). Deze maakt 
voor het benaderen van de hardware devices gebruik van de kernel van het host O.S. 
Verwachte resultaten benchmark 
De verwachting is dat de container- architectuur een gelijke of in geringe mate mindere 
performance zal laten zien dan de fysieke- architectuur. Voor de VMware-omgeving zou ook 
wel eens kunnen gelden dat de performance niet veel afwijkt van de fysieke- architectuur, 
echter als er verschillen zijn te verwachten dan zijn deze hier het grootst. Dit omdat de 
VMware-omgeving gebruikmaakt van een extra software-laag (hypervisor) en de hardware-
drivers voor ieder guest O.S. worden geëmuleerd. Dit blijkt uit reeds eerder gedaan onderzoek 
op dit vlak [1] [2] [3].  Bij de container-architectuur gebruikt het guest O.S. in iedere 
container de hardware drivers van het host O.S. De resource benutting zal daarom in deze 
omgeving efficiënter zijn. 
Conclusies over de mate waarin de drie architecturen verschillen 
1. Voor wat betreft de benchmark-throughput (X) laat de fysieke omgeving over de hele 
linie betere resultaten zien dan de container omgeving (maximaal -13% t.o.v. fysiek), 
terwijl de container omgeving weer over de hele linie betere resultaten laat zien dan de 
VMware-omgeving (maximaal -35% t.o.v. fysiek). 
2. De benchmark-responstijden (R) zijn voor de fysieke omgeving licht beter dan de 
container omgeving. De VMware omgeving laat wat hogere responstijden zien waarbij 
opvalt dat na de optimale user load ௢ܰ௣௧	௏ெ௪௔௥௘6 = 100 er een flinke toename 
optreedt. Dit laatste is weer te relateren aan de disk utilisatie die voor de VMware 
omgeving naar de 100% toe kruipt. 
3. Er is een duidelijke relatie te zien tussen de afname van de throughput na ௢ܰ௣௧ en disk 
utilisatie (disk util) en de disk queue size (disk qsz) en CPU IO wait. In dit gebied 
raakt de SAN disk verzadigd. Als het aantal requests in de disk queue oploopt betekent 
dit dat de responstijden van de SAN disk langer worden. 
4. Er is een relatie te zien tussen de benchmark-throughput en de parameter disk writes. 
Dit is ook niet verwonderlijk, immers wanneer er op transactie-niveau meer naar de 
database wordt geschreven zal er ook meer naar de SAN disk worden geschreven. 
5. De VMware-omgeving laat over de hele linie een veel hogere disk-utilisatie zien 
(startend van ca. 55% bij 1 store).  
6. Het aantal context switches per seconde (csw/s) vertoont voor de fysieke- en 
container-omgeving ongeveer hetzelfde verloop. Voor de VMware omgeving is het 
verloop ook gelijk, maar liggen de waarden een stuk lager.  
7. Er is een duidelijke relatie te zien tussen CPU sys en CPU user voor het onverzadigde 
deel en de benchmark throughput. In het verzadigde gebied nemen de waardes 
geleidelijk af bij oplopende load, waarbij tegelijkertijd de CPU IO wait toeneemt.  
                                               
6 ௢ܰ௣௧: optimale user load: het punt waar nog net geen performance bottleneck optreedt. ௢ܰ௣௧	௏ெ௪௔௥௘ =100; 	 ௢ܰ௣௧	௙௬௦௜௘௞ = ௢ܰ௣௧	௖௢௡௧௔௜௡௘௥ = 75 
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Conclusies over de mate waarin het model de benchmarkresultaten beschrijft 
Volgens het toegepaste queueing netwerk model kunnen we bij een toenemende user load de 
waarden voor de throughput en responstijden indelen in een drietal karakteristieke gebieden: 
1. Een onverzadigd gebied: hier is er nog geen sprake van bottlenecks in het systeem en loopt 
de throughput lineair op met de user load en blijft de responstijd minimaal; 2. Een verzadigd 
gebied: hier is er sprake van een bottleneck in het systeem en wordt daarom de throughput 
begrensd voor oplopende waarden van de user load. De responstijden beginnen hier op te 
lopen; 3. De overgang tussen de hierboven genoemde gebieden: dit is de optimale user load 
( ௢ܰ௣௧). Bij dit punt is de throughput maximaal en is er nog (net) geen sprake van een 
bottleneck in het systeem.  
Dit model beschrijft voor het onverzadigde deel de resultaten vrij goed. Voor het verzadigde 
gebied zagen we bij de gemeten waarde na ௢ܰ௣௧ dat de throughput afneemt bij toenemende 
load. Dit is afwijkend van het model, dat hier een constante (maximale) waarde laat zien voor 
de throughput. Om die reden hebben we een tweede model gemaakt waarbij we de demand 
afhankelijk hebben gemaakt van de user load (in plaats van een constante demand loopt deze 
nu op bij een toenemende load). Dit heeft als resultaat dat het model nu wel de gemeten 
throughput waarden beschrijft.  
Wat is nu de verklaring voor deze load-afhankelijke demand voor toenemende load? 
Wat we gezien hebben is dat voor grotere belastingen de disk queue size oploopt. Hierdoor 
staan requests ook langer in de queue om afgehandeld te worden. Dit betekent dat de service 
tijd van de disk toeneemt (hogere demand waarden). De achterliggende oorzaak is dat de disk 
meer requests te verwerken krijgt en op een gegeven moment tegen zijn maximale capaciteit 
aan loopt (raakt verzadigd). Dit komt tot uitdrukking in hogere disk queuesize waarden.  
Conclusies over de relatie tussen de systeem-parameters en model karakteristieken 
1. In het onverzadigde gebied geeft het model aan dat de throughput proportioneel is met 
de load. Dit zien we terug bij de waarden voor de disk writes, die evenredig oplopen. 
2. Met behulp van het model hebben we voor iedere architectuur de optimale load 
berekend. Deze komt redelijk goed overeen met de gemeten waarden voor de 
systeemparameters. Het zijn voor alle drie de architecturen de punten waar het 
verzadigd gebied begint en waar de SAN latency begint toe te nemen.  
3. In het verzadigde gebied van het model is de throughput maximaal en gaan de 
responstijden toenemen. Dit wordt gekenmerkt door toenemende waarden voor de 
parameters disk utilization, disk queue size en CPU IO wait. 
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Verklaring voor resultaten 
In het onverzadigde gebied is er nog geen sprake van een bottleneck in het systeem en zijn de 
verschillen die we gemeten hebben tussen de container- en de fysieke- architectuur en tussen 
de VMware- en fysieke- architectuur te wijten aan de virtualisatie-overhead van de container- 
en VMware-architectuur. Er is een duidelijke relatie tussen de throughput en responstijden en 
disk writes parameter. De overhead voor de container- en VMware- architectuur komt tot 
uitdrukking in hogere waarden voor CPU IO wait, disk utilization, disk queuesize en lagere 
waarden voor het aantal context switches per seconde. In ons model komt dit tot uitdrukking 
in de demand waarden voor de disk. Deze zijn voor de fysieke architectuur het kleinst, de 
container- architectuur kent iets grotere demand waarden en voor de VMware omgeving zijn 
deze het grootst. Het aantal context switches/s is voor de VMware architectuur het laagst 
omdat dit een operatie is die veel CPU cycli kost. Door de overhead van deze omgeving duurt 
deze operatie dan ook aanzienlijk langer en dat is de reden dat er minder context switches per 
seconde kunnen plaatsvinden. 
In het verzadigde gebied wordt de SAN disk de bottleneck. Dit komt tot uitdrukking in de 
oplopende waarden voor disk queue size, CPU IO wait en disk utilization. Als gevolg hiervan 
neemt in het model de demand toe bij oplopende load. Dit heeft een afnemende throughput tot 
gevolg. 
Wetenschappelijke relevantie 
In een onderzoek van Wood et al. [1] wordt een generiek model ontworpen voor het kunnen 
voorspellen van resource requirements van applicaties wanneer deze worden verplaatst van 
een fysieke naar een virtuele architectuur. Het betreft een regressie-gebaseerd model dat als 
nadeel heeft dat er geen intrinsieke kennis van de te modelleren omgeving in aanwezig is. Het 
model is bepaald door één specifieke belasting op het systeem aan te brengen. We weten 
echter niet hoe het systeemgedrag is wanneer de belasting gevarieerd wordt. Andere 
onderzoeken, waarin de performance van applicaties in fysieke- en virtuele- architecturen 
worden vergeleken (waaronder die van Huber et al. [2] [3]) geven vooral een kwalitatieve 
analyse. In het voorliggende onderzoek hebben we laten zien dat we door het opstellen van 
een eenvoudig queueing model en de bijbehorende karakteristieken te bepalen voor de 
throughput en responstijden, we beter kunnen begrijpen hoe de systeemparameters zich 
verhouden bij een toenemende belasting. Het model leert dat het gedrag van het systeem niet 
lineair is, maar onder te verdelen is in een onverzadigd en verzadigd deel, ieder met hun eigen 
karakteristieken. Door een benchmark als werklast toe te passen op een fysieke- en virtuele 
omgeving, de systeem-parameters te meten, de bijbehorende modellen op te stellen, door te 
rekenen en op correctheid te controleren kunnen we de benchmarkparameters voor beide 
omgevingen beschrijven en vergelijken met elkaar. Daarnaast kunnen we door het vaststellen 
van de significante systeem-parameters en hun relatie met het model, het kwalitatieve gedrag 
ervan bepalen voor de fysieke- en virtuele-architectuur. Met het zo verworven inzicht kunnen 
we een beter inschatting maken wat de overhead is van de virtuele architectuur. 
13 
 
 
Aanbevelingen voor vervolgonderzoek 
1. Het zou interessant zijn het opgestelde model toe te passen voor een ander type disk-
intensieve werklast. Bijvoorbeeld een andere TPC benchmark. Hiermee zou er een 
beter beeld kunnen ontstaan over hoe generiek het opgestelde model is. 
2. Het verdient aanbeveling het model ook toe te passen voor CPU-, memory- en 
netwerk-intensieve werklasten. 
3. Het verdient aanbeveling de benchmarks uit te voeren op een andere data center 
architectuur, om na te gaan in hoeverre dit verschillen oplevert qua performance. 
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Summary 
The objective of this study is to describe the performance behavior of an application that is 
migrated from a physical to a virtual Linux architecture. For this purpose a model has been 
developed that can do qualitative predictions about the performance metrics of a  workload. 
Then a workload benchmark has been selected and implemented on a physical-, container- 
and VMware Linux architecture and application- and system-level metrics have been 
measured. After this, the model is fitted to the measured benchmark parameters and the model 
output is determined by an analytical examination and simulation so that the model can make 
quantitative predictions. The predicted benchmark parameters are then compared with the 
measured parameters to verify that the model is correct. Next we have examined which 
system parameters are significant. We have also examined the relationship between the 
significant system parameters and the benchmark parameters. This has resulted in a 
qualitative description of the significant system parameters for the physical, container and 
VMware architecture. The insight obtained may be of practical use when performing a sizing 
for the virtual system environment. Questions like “How many hardware resources do I need 
when this application must be able to run in a virtualized environment?” and “Will this 
application which is now running without problems on the current physical environment do 
the same on a virtualized environment?” can be answered better in this way.Conclusions 
about the extent to which the three architectures differ 
1. The benchmark throughput (X) for the physical environment  shows better results than 
the container environment (up to -13% vs. physical), while the container environment 
shows better results than the VMware environment (up to -35% compared to 
physical). 
2. The benchmark response times (R) for the physical environment  are slightly better 
than those of the container environment. The VMware environment shows slightly 
higher response times than the container-architecture. For a user load higher than 100 
a large increase occurs for VMware. The latter can be related to the disk utilization 
which goes close to 100% for the VMware environment. 
3. For the saturated area there is a clear relationship between the decrease of the 
throughput and the system parameters disk uitilization, disk queuesize and CPU IO 
Wait. Here the SAN disk is getting saturated. 
4. There is a clear relationship between the benchmark throughput and the system 
parameter disk writes. 
5. The VMware architecture shows a much higher disk utilization than the physical- and 
container- architecture for all user load values. 
6. The number of context switches per second shows simular values for the physical- and 
container- architecture. For the VMware architecture these values are much higher. 
7. There is a clear relationship between the benchmark throughput and the system 
parameters CPU sys and CPU user for the unsaturated area. In the saturated area the 
values for CPU sys and CPU user decrease gradually, while simultaneously the values 
for CPU IO wait  increase. 
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Conclusions about the extent to which the model describes the benchmark results 
According to the queuing network model, the throughput and response times can be divided 
into three characteristic regions: 
1. An unsaturated area: here no bottlenecks are present  in the system and the throughput 
is linearly with the user load and the response remains minimal. 
2. A saturated area: here, there is a bottleneck in the system and therefore the throughput 
is maximized for increasing values of the user load. Response times are increasing in 
this area. 
3. The transition region between the areas mentioned above: at this point the user load is 
optimal. Here the throughput is at his highest level and there’s just no bottleneck in the 
system.  
Conclusions about the relationship between the system parameters and model characteristics 
1. In the unsaturated area, the model shows that the throughput is proportional to the 
load. There is a clear relationship with the values for the system parameter disk writes, 
which increases proportionally. 
2. Using the model, we have calculated the optimal load for each architecture. This is in 
fairly good agreement with the measured values of the system parameters. At these 
points the saturated area begins and the SAN latency starts to increase. 
3. In the saturated zone of the model the throughput values are at its highest level and 
response times are increasing. This is characterized by increasing values for the 
parameters disk utilization, disk queue size and CPU IO wait. 
Recommendations for future research 
1. It would be interesting to apply the model for a different type of disk-intensive 
workload. For example, another TPC benchmark. This could tell something about the 
generality of the model. 
2. It is advisable to also apply the model for CPU-, memory- and network-intensive 
workloads. 
3. It is recommended to perform the benchmarks in a different data center architecture, to 
examine to what extent the model shows different results. 
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1. Inleiding 
Datacenters worden vandaag de dag geconfronteerd met een steeds grotere behoefte aan 
rekenkracht en opslagruimte. Een direct gevolg hiervan is een toename in het verbruik van 
energie, koeling en ruimte en dus ook hogere exploitatiekosten. Naast economische aspecten 
spelen tegenwoordig ook milieuaspecten een rol. Termen als ‘het groene data center’ en 
‘CO2-neutraal’ zijn dan ook vaak gehoord in deze context. Een van de toegepaste strategieën 
om de kosten te reduceren is het terugbrengen van de ‘data center footprint’ naar kleinere 
proporties. Dit wordt bijvoorbeeld bewerkstelligd door de aanschaf van kleinere, 
energiezuinige servers.  
Daarnaast is uit studies gebleken dat 90 % van alle in gebruik zijnde (en nog niet 
gevirtualiseerde) Windows servers een utilisatie kennen van gemiddeld minder dan 10 % (zie 
[4]). In een rapport van IDC [5] wordt becijferd dat server-overcapaciteit IT-organisaties (in 
de US) jaarlijks $ 140 miljard kost. Server-consolidatie en in het bijzonder virtualisatie7 zijn 
manieren om er voor te zorgen dat computer-hardware beter wordt benut. Door te streven naar 
een hogere utilisatie-graad kan men met dezelfde hardware voldoen aan de toenemende 
behoefte aan rekencapaciteit. Tevens wordt hiermee automatisch bijgedragen aan een schoner 
milieu. 
Veel datacenters zijn daarom bezig met het migreren van hun applicaties naar virtuele 
omgevingen, om zo de hierboven geschetste efficiency-voordelen te kunnen behalen. Hierbij 
is het van belang dat de hardware-resources optimaal worden benut, immers dan is het beslag 
op energie, koeling en ruimte zo minimaal mogelijk. De vragen die ons hierbij bezigen zijn: 
“Wat is een optimale resource benutting?” en “Hoe kunnen we dit te weten komen?”. Ze 
vormen in essentie de aanleiding tot dit onderzoek.  
Het is gebruikelijk de sizing8 van (nieuwe) virtualisatie-hardware door leveranciers te laten 
uitvoeren, immers deze hebben dit soort trajecten al vaker met succes uitgevoerd9. Daarnaast 
zit er ook een juridisch aspect aan: de verantwoordelijkheid voor het opleveren van een 
adequate infrastructuur (die onder andere voldoet aan de performance verwachtingen) ligt 
hiermee ook bij hen. Voor de hardware-selectie maken zij gebruik van speciale sizing-tools 
waarvan het achterliggende theoretische model vaak niet bekend, dan wel niet voor derden 
beschikbaar is. Ook is het bij het uitvoeren van sizingen een normale gang van zaken nieuwe 
hardware te over-dimensioneren om zo zeker te zijn geen performance-bottleneck te creëren 
en hiermee aan de contractuele verplichtingen te kunnen voldoen. Zodoende is het idee 
ontstaan voor deze afstudeeropdracht: organisaties willen zelf beter inzicht krijgen en willen 
voorspellingen kunnen doen over de impact op de performance van een applicatie wanneer 
deze wordt gemigreerd van een fysieke omgeving naar een virtuele omgeving en dit te kunnen 
onderbouwen aan de hand van een theoretisch model10. Met de resultaten van dit onderzoek 
                                               
7 Virtualisatie: het hosten van meerdere (guest-) besturingssystemen op één computer 
8 Sizing: bepalen van de resource requirements voor een systeem 
9 Sizing van nieuwe hardware maakt meestal deel uit van het pré-sales traject. 
10 Dit model zou ook gebruikt kunnen worden voor migraties naar virtuele omgevingen gebouwd op reeds 
aangeschafte hardware, met andere woorden: hier is geen sprake van een leverancier die een sizing uitvoert. 
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kan er een bijdrage geleverd worden aan het proces capaciteitsmanagement voor virtuele 
omgevingen binnen het data center. Uit een verkennende literatuurstudie is gebleken dat er 
nog weinig onderzoeksresultaten zijn gepubliceerd met betrekking tot dit onderwerp en 
daarom is het relevant om hier wetenschappelijk onderzoek naar te doen. 
Als startpunt is een onderzoek gebruikt, dat is uitgevoerd door Wood et al. [1]. In dit paper 
wordt een generiek model ontworpen voor het voorspellen van de resource-requirements van 
applicaties wanneer deze worden verplaatst naar een virtuele omgeving. Het onderzoek bevat 
twee hoofdcomponenten: 1. Een set van uitgevoerde ‘micro-benchmarks’ om hiermee de 
verschillende soorten van virtualisatie-overhead11 te kunnen meten op een specifiek platform; 
2. Een regressie-gebaseerd model waarmee het native gebruiksprofiel kan worden vertaald 
naar een virtueel gebruiksprofiel. Een tekortkoming van dit onderzoek is dat er voor slechts 
één specifieke werklast-intensiteit12 een model is opgesteld waarmee voorspellingen gedaan 
worden in het virtuele domein. Er is dus niet onderzocht hoe het systeem zich gedraagt bij 
overbelasting. Dit aspect is wel onderzocht in het voorliggend onderzoek, waarin een 
analytisch queueing model wordt ontwikkeld waarmee voor dezelfde typen werklast als in het 
onderzoek van Wood et al. (te weten: CPU-, memory-, disk- en netwerk-intensief) het 
(gemeten) performance gedrag in de te onderzoeken architecturen kan worden beschreven. De 
parameters in het model worden (in plaats van m.b.v. lineaire regressie) bepaald door het 
performance model te fitten op de meetdata. Dit is mogelijk door het toepassen van een 
bounds analysis van de throughput en responstijd karakteristieken van het systeem (zie ook 
Gunther [6, pp. 240-246]). De initiële scope voor dit onderzoek was het opstellen van een 
generiek performance model voor migraties van fysieke naar virtuele omgevingen. Gedurende 
dit afstudeertraject bleek al gauw dat een generieke benadering te complex en te veel 
omvattend zou worden. Om deze reden is de onderzoek-scope beperkt tot migraties van 
database-applicaties. Er is gekozen voor dit type applicaties omdat onder meer uit een studie 
van een paper van SAP [7]  is gebleken dat de database server niet horizontaal schaalbaar is 
en dat daarom een correcte bepaling van de system requirements van deze server van belang 
is. Daarnaast is in een artikel van Huber et al. [3, p. 568] te zien dat de performance 
degradatie als gevolg van disk-intensieve werklasten het grootst is. 
In hoofdstuk 2 worden de probleem- en doelstelling, de onderzoeksvragen en -model 
behandeld. Hoofdstuk 3 gaat in op de onderzoeks-aanpak. Hier wordt per activiteit uit het 
onderzoeksmodel aangegeven hoe de vraag naar kennis is beantwoord. De resultaten van de 
literatuurstudie en het ontwerp van het performance model worden in hoofdstuk 4 beschreven. 
Hoofdstuk 5 bevat een case study waarin de bevindingen van hoofdstuk 4 worden toegepast 
door voor een fysieke, virtuele en container Linux omgeving een OLTP13 benchmark te 
draaien en het bijbehorende model te bepalen. Hoofdstuk 6 bevat de conclusies en 
                                               
11 Deze worden gegroepeerd naar type werklast: CPU-, Memory-, Disk-, Netwerk-intensief 
12 De mate waarin het systeem belast wordt,  vaak uitgedrukt in het aantal gebruikers (user load) 
13 OLTP: OnLine Transaction Processing 
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aanbevelingen voor verder onderzoek. En ten slotte wordt in hoofdstuk 7 een reflectie 
gegeven op het gehele afstudeerwerk (zowel proces als eindproduct). 
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2 Probleemstelling 
Steeds meer ICT bedrijven voeren een beleid waarbij er zoveel mogelijk van de gehoste 
applicaties komen te draaien op gevirtualiseerde omgevingen. De reden hiervoor is het 
tegengaan van onder-utilisatie waardoor er misschien14 een lagere TCO kan worden 
gerealiseerd.  
Om een goede sizing te kunnen doen van het nieuwe virtuele platform is het noodzakelijk de 
resource requirements van de gevirtualiseerde applicatie goed te kennen. 
Tools van leveranciers leveren alleen ondersteuning op het vlak van sizing wanneer het 
vertrekpunt (fysieke architectuur) gelijk is aan de virtuele architectuur waar we naar toe 
willen migreren. De praktijk is vaak anders. Veel applicaties die nu op bijvoorbeeld UNIX 
omgevingen draaien dienen gemigreerd te worden naar virtuele Linux omgevingen. Vandaar 
dat er behoefte is aan een model dat de gegevens kan leveren ten behoeve van sizingen bij 
dergelijke migraties. 
Sommige leveranciers, waaronder VMware, leveren software15 waarmee het mogelijk is aan 
‘dynamic resource scheduling’ (DSR) te doen. Deze software is geschikt om kortstondige 
pieken in het resource verbruik op te vangen door virtuele machines te verplaatsen naar 
andere hardware (waar wel nog voldoende hardware resources beschikbaar zijn). Wanneer er 
echter binnen alle beschikbare hardware clusters structureel te weinig resources zijn, lost DRS 
dit probleem niet op. Hooguit kunnen er dan prioriteiten gesteld worden door belangrijke 
servers wel de benodigde resources te geven. Om deze reden is beter inzicht in het structurele 
(lange termijn) performance gedrag van resource-hongerige applicaties zoals bijvoorbeeld 
ERP applicaties van toegevoegde waarde. Hierbij kunnen performance modellen van nut zijn. 
Met deze modellen kan zo inzicht worden verschaft of zware applicaties wel dan niet 
performance bottlenecks zullen gaan ondervinden in een virtuele omgeving (uitgaande van de 
maximale configuratie) of indien deze er niet zullen zijn, kan worden bepaald hoeveel virtuele 
resources er moeten worden toegekend aan een dergelijke applicatie (sizing). 
2.1 Doelstelling 
De doelstelling van het onderzoek is het kunnen beschrijven van het performance-gedrag van 
een applicatie die wordt gemigreerd van een fysieke- naar een virtuele- architectuur. Hiertoe 
dient er een model16 opgesteld te worden waarmee kwalitatieve voorspellingen gedaan 
kunnen worden over de performance metrics van de applicatie. Vervolgens dient er als 
                                               
14 Het is nog maar de vraag of de totale kosten van virtualisatie lager zijn dan bij 'losse' systemen. De praktijk 
leert dat gevirtualiseerde omgevingen complexer zijn, en dus meer beheerkosten met zich meebrengen. De 
hardware wordt wel beter gebruikt en als gevolg hiervan kunnen de energiekosten lager uitvallen. 
15 Bijvoorbeeld Dynamic Resource Scheduling (DRS) van VMware: deze software zorgt ervoor dat applicaties 
automatisch worden verplaatst naar andere hardware op het moment een bepaalde vooraf ingestelde limiet 
qua resource verbruik wordt overschreden. 
16 Met model wordt hier bedoeld: de visuele weergave van de systeem-componenten van betreffende 
architectuur inclusief de werklast en de bijbehorende relaties tussen afhankelijke (b.v. throughput, 
responstijden) en onafhankelijke model-parameters (b.v. aantal users). 
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invulling van de applicatie een geschikte17 benchmark geselecteerd en uitgevoerd te worden 
op de fysieke- en virtuele- architectuur en dienen hierbij de parameters op applicatie-niveau 
en op systeem-niveau te worden gemeten. Hierna kunnen we het model fitten op de gemeten 
benchmark-parameters en de model output bepalen middels een analytische beschouwing en 
simulatie zodat het model kwantitatieve voorspellingen kan doen. De voorspelde benchmark-
parameters kunnen vervolgens vergeleken worden met de gemeten parameters om te 
controleren of het model correct is. Op dat moment is het mogelijk om met het verkregen 
model voor willekeurige waarden van de onafhankelijke benchmark parameter voorspellingen 
te doen over de afhankelijke benchmark parameters. Hierna zullen we nagaan welke systeem-
parameters significant zijn. Significant wil hier zeggen dat er een duidelijke relatie is met (één 
van) de benchmark parameters(s), en dat de waarden niet door toeval zijn bepaald. Ook zullen 
we beschrijven wat hun relatie met de benchmark-parameters. Op deze wijze kunnen we een 
kwalitatieve beschrijving geven van de significante systeem-parameters voor de fysieke- en 
virtuele- architectuur. 
2.2 Vraagstelling 
Teneinde deze doelstelling te kunnen realiseren zijn de volgende onderzoeksvragen 
geformuleerd: 
• Kan er een model ontworpen worden waarmee de performance metrics van een 
applicatie voor een specifieke architectuur kunnen worden gemodelleerd? 
• Kan er een geschikte benchmark uitgevoerd worden en kunnen metingen gedaan 
worden om zo de performance verschillen tussen de verschillende architecturen 
zichtbaar te maken? 
• Wat zijn de significante systeemparameters? Er dient vastgesteld te worden welke 
systeemparameters een duidelijke relatie hebben met (één van) de benchmark-
parameter(s) en dat hun waarden niet door toeval (externe invloeden) zijn ontstaan. 
• Kan het model gefit worden aan de gemeten data bij de benchmarks voor de fysieke- 
en virtuele- architectuur? 
• Welke conclusies kan men trekken over: 
– de mate waarin de benchmarkresultaten voor de verschillende architecturen 
verschillen? 
– de mate waarin het model de verschillende benchmarkresultaten beschrijft? 
– de relatie tussen de gemeten (significante) systeem-parameters en 
karakteristieken zoals deze worden weergegeven door het model en de 
bijbehorende grafieken?  
                                               
17 Afhankelijk van het type werklast (CPU-, memory-, disk- of netwerk-intensief) waarin men geïnteresseerd is 
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2.3  Onderzoeksmodel 
Doel van het onderzoek is het kunnen modelleren van het performance gedrag van naar 
virtuele omgevingen gemigreerde applicaties. 
Onderzoeksobjecten zijn de resource requirements18 (CPU, disk I/O, netwerk I/O en memory) 
van applicaties die naar een virtuele- of container-omgeving zijn gemigreerd. 
We hebben te maken met een ontwerpgericht onderzoek, aangezien we per architectuur een 
model ontwerpen waarmee we voorspellingen kunnen doen over het performance gedrag. Dit 
doen we door eerst een generiek performance model op te stellen. Vervolgens vereenvoudigen 
we dit model door te kijken naar het type werklast (CPU-, memory-, disk- of netwerk-
intensief). Hierna voeren we een serie benchmarks uit met een oplopende load en fitten het 
model op de gemeten benchmark-parameters. Dit zijn de afhankelijke parameters in het 
model. Omdat we ook de systeemparameters meten kunnen we een relatie leggen tussen de 
benchmark- en deze systeem-parameters. 
In een case study wordt voor één type werklast (disk-intensieve benchmark) een model 
opgesteld waarmee kwalitatieve voorspellingen gedaan kunnen worden over de performance 
parameters van de applicatie. Hierbij worden de parameters op applicatie- en op systeem-
niveau gemeten. Hierna zullen we het model fitten op de gemeten benchmark-parameters en 
de model output bepalen door middel van een analytische beschouwing en simulatie. We 
zullen de correctheid van het model controleren door de voorspellingen te vergelijken met de 
gemeten benchmark parameters. Nu kunnen we met behulp van het model kwantitatieve 
voorspellingen over de benchmark output parameters. Vervolgens zullen we de significante 
systeem-parameters bepalen en door ze te relateren aan de benchmark resultaten kunnen we 
ze in kwalitatieve zin beschrijven.  
Het conceptueel model wordt ontwikkeld met behulp van bestudering van wetenschappelijke 
literatuur: 
 
Kernbegrippen:     Theorieën: 
-Performance analyse UNIX / Linux   -theorie performance analyse 
-Theorie virtualisatie     -theorie virtualisatie 
-Performance model voor migraties   -theorie m.b.t. migraties van fysieke  
      naar virtuele omgevingen (Wood, Huber) 
       - queueing theorie 
-Benchmarking     -theorie m.b.t. benchmarking 
                                               
18 Of afgeleiden hiervan: denk hierbij aan benchmark parameters zoals bijvoorbeeld throughput en responstijd 
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Het globale globale conceptuele model ziet er als volgt uit (zie figuur 1): 
 
 
Figuur 1: globaal conceptueel model 
 
Het model laat de relatie zien tussen relevante metrics in het fysieke domein en het virtuele- 
(c.q. container-) domein, ervan uitgaande dat een applicatie gemigreerd wordt tussen beide 
domeinen. Het is de bedoeling dat er een uitspraak kan worden gedaan over het performance 
gedrag van de applicatie(-benchmark) in het virtuele domein. Hiertoe dient de relatie (de 
lange pijl in model) bepaald te worden tussen de relevante metrics in het fysieke domein en de 
relevante metrics in het virtuele-, c.q. container-domein. De verwachting is dat de 
performance in het virtuele domein slechter of gelijk is aan die in het fysieke domein. 
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4. Het onderzoeksmodel ziet er als volgt uit (zie figuur 2): 
 
Figuur 2: onderzoeksmodel 
 
Toelichting: 
Theorie UNIX / Linux performance analyse betreft bestudering van de relevante theorie op het 
vlak van performance analyse m.b.t. UNIX en Linux (-achtige) systemen. Dit is ingevuld door 
bestudering van een aantal hoofdstukken uit met name de volgende boeken: 
- ‘Computer systems performance evaluation and prediction’ van Prof. P.J. Fortier [8] 
- ‘The practical performance analyst’ van dr. N.J. Gunther [9] 
- ‘Analyzing Computer System Performance with Perl::PDQ’ van dr. N.J. Gunther [6] 
- ‘The art of computer systems performance analysis’ van Prof. Raj Jain [10] 
Bestudering van een aantal relevante artikelen [1] [2] [3] [7] [11]. 
Theorie virtualisatie betreft de bestudering van relevante theorie op vlak van virtualisatie. Dit 
is ingevuld door deelname aan het capita selecta thema virtualisatie dat door de OU werd 
georganiseerd.  
24 
 
 
Vooronderzoek betreft het literatuur onderzoek dat is gedaan naar de invloed van virtualisatie 
op performance. Hiermee is duidelijk geworden waar nog aanvullend onderzoek mogelijk is 
en dus ook hoe invulling gegeven kan worden aan het eigen onderzoek opdat dit 
wetenschappelijk relevant is. 
Opzet benchmark voor verschillende architecturen: er zal een benchmark geselecteerd 
worden passend bij het type werklast dat we willen modelleren. In een vergelijkende case 
study zullen we dit voor een disk-intensieve werklast verder uitwerken. De experimenten zijn 
uitgevoerd in het data center van de opdrachtgever. Hiermee wordt er ook impliciet gebruik 
gemaakt van de daar toegepaste hosting infrastructuur. Dit is van belang omdat dit van 
invloed kan zijn op de performance. 
Performance model betreft een model dat in dit stadium los van de architectuur en type 
werklast de relatie laat zien tussen performance en load (aantal gebruikers). 
Resultaten benchmarks: hier worden de resultaten van de benchmarks beschreven zoals deze 
zijn uitgevoerd voor de fysieke-, container- en VMware- architectuur. 
Simulatie performance model per architectuur (en werklast klasse): vanuit het performance 
model en de resultaten van de benchmarks uitgevoerd op de drie genoemde architecturen 
kunnen we per architectuur een performance-model destilleren en hiermee voorspellingen 
doen over de benchmark parameters. 
Analyse verschillen van de toegepaste architecturen: hier zullen de verschillen tussen het 
performance model van de fysieke- en de container-omgeving, c.q. de fysieke- en virtuele- 
omgeving worden vergeleken. Dit zullen we zowel vanuit de benchmarkresultaten als vanuit 
het model doen. 
Analyse fit performance model aan benchmarkresultaten: het model zullen we mogelijk 
moeten fitten aan de daadwerkelijk gemeten benchmark metrics. Daarnaast proberen we te 
verklaren waar de verschillen met het oorspronkelijke model mogelijk door zijn ontstaan. 
Conclusies: In deze stap worden de conclusies beschreven over de mate waarin de 
benchmarkresultaten voor de drie architecturen verschillen, de mate waarin het model de 
benchmarkresultaten voor de drie architecturen beschrijft en de mate waarin het model de 
resultaten beschrijft. 
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3 Onderzoeksaanpak 
In dit hoofdstuk wordt de onderzoeksaanpak beschreven. Zoals uit het onderzoeksmodel blijkt 
kunnen we het onderzoek in twee fasen opdelen: de literatuurstudie en het empirisch 
onderzoek, ieder met hun eigen activiteiten. We zullen nu per activiteit uit het 
onderzoeksmodel toelichten hoe het onderzoek heeft plaatsgevonden. 
3.1 Bestudering theorie performance analyse 
Tijdens deze fase is de theorie op het vlak van performance analyse bestudeerd. Hiertoe is een 
aantal relevante hoofdstukken uit de volgende boeken bestudeerd: 
- ‘Computer systems performance evaluation and prediction’ van Prof. P.J. Fortier [8] 
- ‘The practical performance analyst’ van dr. N.J. Gunther [9] 
- ‘Analyzing Computer System Performance with Perl::PDQ’ van dr. N.J. Gunther [6] 
- ‘The art of computer systems performance analysis’ van Prof. Raj Jain [10] 
In de boeken van Jain en Fortier is met name gekeken naar de aanpak van een performance 
analyse. Welke soorten performance onderzoeken kunnen we onderscheiden, welke fasen zijn 
te onderscheiden binnen zo’n onderzoek en welke tools en technieken kunnen hierbij gebruikt 
worden? Verder zijn er ook criteria aangedragen voor het maken van keuzes hierin. Een en 
ander is verder uitgewerkt bij de invulling van Capita Selecta Afstuderen. 
De boeken van Gunther (en in mindere mate ook die van Fortier en Jain) zijn gebruikt voor de 
bestudering van queueing theorie.  
Verder is een aantal papers bestudeerd, waarvan dit de meest relevante zijn: 
[1] [2] [3] [4] [7] [11] [12] [13] [14] [15] [16] [17] [18] 
Om te kunnen zoeken naar relevante literatuur is aanvankelijk een abonnement genomen op 
de digitale bibliotheken van IEEE en ACM. Later kwam hier de mogelijkheid bij om via de 
website van de OU met mijn studienet-account indirect dezelfde zoekmachines te benaderen.  
3.2 Bestudering theorie virtualisatie 
In het kader van Capita Selecta Afstuderen zijn relevante hoofdstukken van de volgende 
boeken bestudeerd: 
- ‘Virtual Machines’ van Ravi Nair [19] 
- ‘Virtualization, a beginner’s guide’ van Danielle Ruest, Nelson Ruest [20] 
Verder waren de volgende papers van nut: 
[1] [12] [21] 
3.3 Vooronderzoek 
Allereerst is er gekeken naar onderwerpen in de literatuur, waar nog aanvullend onderzoek 
van wetenschappelijke relevantie mogelijk is en waarmee tevens een externe doelstelling 
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gedefinieerd kon worden, die van toegevoegde waarde zou kunnen zijn voor de 
opdrachtgever. 
Het vooronderzoek bevatte ook de verkennende gesprekken die er indertijd zijn gevoerd met 
de opdrachtgever en met de OU om zo tot een geschikt afstudeervoorstel te kunnen komen. 
Uiteindelijk heeft dit geresulteerd in een goedgekeurd19 afstudeervoorstel. Ook is in deze fase 
de (goedgekeurde) afstudeeropzet tot stand gekomen. In deze opzet was de scope nog erg 
breed, namelijk het opstellen van een generiek model voor vier typen werklast (CPU-, 
memory-, disk- en netwerk-intensief) waarmee performance voorspellingen gedaan konden 
worden voor migraties van applicaties van fysieke architectuur naar virtuele architectuur aan 
de hand van metingen van metrics op de fysieke architectuur. Vanwege de complexiteit en 
omvang hiervan is besloten de scope te beperken tot het ontwerpen van een performance 
model (inclusief bijbehorende relaties tussen afhankelijke- en onafhankelijke- 
modelparameters) waarmee één type werklast in kwalitatieve zin kan worden voorspeld. Door 
voor iedere architectuur het model te fitten op de gemeten applicatie-parameters en 
vervolgens door middel van een analytische beschouwing en simulatie de output parameters 
van het model te bepalen kunnen we kwantitatieve voorspellingen doen over de applicatie 
parameters. In het hoofdstuk ‘Case study’ zal voor één type werklast (disk-intensief) dit 
model worden uitgewerkt om hiermee de fysieke- met de container-architectuur, en de 
fysieke- met de VMware-architectuur te kunnen vergelijken. Dezelfde methodiek kan ook 
toegepast worden voor de andere drie typen werklasten. Dit zal worden ondergebracht als 
‘future work’. 
3.4 Conceptueel performance model 
Van groot nut was het boek van dr. Neil Gunther [6] en met name de hoofdstukken 4 
(Introductie queueing theorie en Little’s Laws), hoofdstuk 5 (Queueing systems for Computer 
Systems), hoofdstuk 7 (Performance bounds and log jams) en hoofdstuk 12 (Web Application 
Analysis with PDQ). Hoofdstuk 7 was met name een grote inspiratie voor het opstellen van 
het model, hoofdstuk 12 gaf aanwijzingen hoe om te kunnen gaan met load-afhankelijke 
demands. Daarnaast is ook gekeken naar queued petrinets [22]. In het kader van Capita 
Selecta afstuderen is een vergelijkend onderzoek gedaan naar 3 modelleringsbenaderingen: 
queueing theorie (analytische benadering), queueing theorie (simulatie met PDQ) en QPN 
(queued petrinets). In principe verdient QPN de voorkeur vanwege de krachtigere 
modellerings-mogelijkheden, echter is het momenteel nog niet mogelijk load-afhankelijke 
demands te modelleren. Dit kon wel met PDQ. Vandaar dat hier voor gekozen is binnen dit 
onderzoek. Het generieke performance model zal verder worden beschreven in het hoofdstuk 
‘Resultaten’ van dit onderzoek. 
3.5  Case study: uitvoeren disk-intensieve benchmark 
Nadat was gebleken dat een generiek performance model voor alle typen werklast te complex 
en te groot van omvang was is besloten een specifiek model op te stellen voor één type 
werklast. Omdat na bestudering van een paper van SAP [7] bleek dat voor capaciteitsplanning 
                                               
19 Zowel door opdrachtgever als door OU 
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van een SAP omgeving de database-server het meest cruciaal is, is gekozen voor het 
toepassen van een database-benchmark. Hierbij is de keuze gevallen op de tpcc-mysql20 
benchmark. Binnen deze benchmark wordt een order entry systeem nagebootst waarbij een 
mix van vijf typen transacties wordt uitgevoerd door gesimuleerde gebruikers. Aangezien er 
een serieuze belasting wordt gegenereerd op een database server is dit een representatieve 
benchmark te noemen. Verder lijkt deze benchmark op de SAP Sales & Distribution (SD) 
benchmark die door SAP gebruikt wordt. Daarnaast zijn MySQL en de benchmark zelf 
vrijelijk beschikbaar. 
De experimenten zijn meerdere malen en op verschillende tijdstippen uitgevoerd om de 
reproduceerbaarheid aan te kunnen tonen. 
De case study wordt beschreven in het hoofdstuk ‘Case Study’ van dit onderzoek. Om de 
lezer meer inzicht te verschaffen in de omgeving waar de experimenten hebben 
plaatsgevonden, is hiervan in hetzelfde hoofdstuk een architectuur-beschrijving opgenomen. 
3.6 Opzet benchmark voor te vergelijken architecturen 
Als grootste inspiratiebron diende het artikel van Garcia [11]. Hierin wordt met een 
eenvoudig gesloten queueing netwerk en een implementatie van een TPC-C benchmark21 een 
model opgesteld ten behoeve van voorspelling voor de throughput en responstijden. Tevens 
wordt hierin een relatie gelegd met de belangrijkste systeem-parameters.  
Formele informatie m.b.t. TPC-C standaard is beschikbaar in [23]. 
3.7 Simulatie middels performance model per architectuur 
Voor de fysieke-, container- en VMware- architectuur is vervolgens het model opgesteld (met 
behulp van de theorie van Gunther; met name hoofdstuk 7) en gefit aan de benchmark-data 
(Gunther hoofdstuk 12). 
De modellen worden voor de tpcc-mysql benchmark per architectuur eveneens uitgewerkt in 
het hoofdstuk ‘Case study’.  
3.8 Resultaten benchmarks 
Per architectuur worden de resultaten van de benchmarks beschreven voor een oplopende 
load. De betreft de resultaten van de benchmarktool (tpcc-mysql) zelf alsmede de SAR 
statistieken die zijn verzameld tijdens de benchmark-runs. 
3.9 Analyse fit performance model aan resultaten benchmark 
Er is nagegaan wat de mogelijke oorzaak is van de afwijking van het eerste model met de 
benchmarkresultaten en waarom deze gefit moest worden aan de meet-data. 
                                               
20 In eerste instantie is nog geprobeerd om experimenten met de SAP SD benchmark uit te voeren, echter het 
bleek dat dit alleen aan SAP zelf of partners is voorbehouden. 
21 Dit is een Online Transaction Processing (OLTP) benchmark. 
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3.10 Analyse verschillen fysieke-, container- en VMware-architectuur 
Om na te gaan in hoeverre er verschillen zijn qua performance tussen de drie bovengenoemde 
architecturen worden deze met elkaar vergeleken. Dit is gedaan door: 
1. benchmark-resultaten, te weten throughput en responstijden te vergelijken 
2. systeem-data (SAR-gegevens) te vergelijken, die gemeten zijn tijdens de experimenten 
3. een analytische beschouwing te geven van de throughput-karakteristieken voor de drie 
architecturen en deze met elkaar te vergelijken. 
3.11 Conclusies 
Als laatste worden conclusies getrokken over: 1. De mate waarin benchmarkresultaten voor 
de drie architecturen verschillen; 2. De mate waarin het model de verschillende 
benchmarkresultaten beschrijft; 3. De manier waarop het model de resultaten kan beschrijven. 
Ook zal eventueel aanbevolen verder onderzoek (‘future work’) worden benoemd.  
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4 Resultaten 
In dit hoofdstuk worden de resultaten van het onderzoek beschreven. De eerste paragraaf 
bevat het onderzoek naar relevante literatuur, dat als opmaat geldt voor de modelvorming dat 
in de hierop volgende paragraaf wordt behandeld.  
4.1Literatuuronderzoek 
 
Regressie-model van Wood et al. 
In [1] wordt een generieke benadering gebruikt om de resource requirements van applicaties 
te kunnen schatten wanneer deze worden verplaatst van een native omgeving naar een virtuele 
omgeving (in dit geval op basis van de Xen hypervisor). Deze modelbenadering kent twee 
hoofdcomponenten: 1. Een set geselecteerde micro-benchmarks om verschillende soorten van 
virtualisatie-overhead te kunnen meten op een specifieke platform; 2. Een op regressie-theorie 
gebaseerd model dat het native gebruiksprofiel vertaalt naar een virtueel gebruiksprofiel. 
Vervolgens wordt dit model gevalideerd door het toepassen van twee benchmarks: RUBiS en 
TPC-W. 
De volgende micro-benchmarks zijn gebruikt in dit onderzoek: 
- een CPU-intensieve werklast berekent Fibonacci reeksen. Het aantal termen in de 
reeks kan worden gevarieerd om de benodigde rekentijd te kunnen aanpassen 
(waardoor het CPU resource gebruik gevarieerd kan worden). 
- een netwerk-intensieve werklast die grote bestanden kan versturen en/of ontvangen. 
De grootte van de files en de frequentie waarmee deze worden ontvangen, c.q. 
verstuurd kan worden gevarieerd om zo de netwerkbelasting te kunnen variëren.  
- een disk-intensieve werklast met lees- en schrijf-modi. In beide gevallen wordt een 
random file ófwel gelezen van ófwel geschreven naar een random directory structuur. 
De file grootte en request-rate kunnen worden gevarieerd. 
- In dit onderzoek worden geen memory-benchmarks toegepast. 
Met behulp van httperf en Apache JMeter worden werklasten gegenereerd met verschillende 
intensiteiten (verdeeld in vijf categorieën). Tijdens de experimenten worden elf parameters 
gemonitored met behulp van sysstat: 
Tabel 1: resource utilisatie metrics volgens Wood et al. [1] 
CPU Netwerk Disk 
User Space % Rx packets/s Read req/s 
Kernel % Tx packets/s Write req/s 
IO Wait % Rx bytes/s Read blocks/s 
 Tx bytes/s Write blocks/s 
 
Belangrijke observatie is hierbij dat deze elf parameters toereikend zijn om de performance in 
het virtuele domein te kunnen voorspellen. Daarbij dient overigens ook opgemerkt te worden 
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dat sommige systeemparameters niet onafhankelijk van elkaar zijn. Zo zijn bijvoorbeeld de 
CPU-waarden altijd bij elkaar opgeteld 100% en komt een aantal geschreven blokken/s 
overeen met een zeker aantal geschreven bytes/s (afhankelijke van de blokgrootte).  
Hierna kan met behulp van een lineair regressie-model de CPU-utilisatie worden bepaald voor 
Dom-022 en de Virtual Machine (VM) (zie formules 1 en 2): Ûௗ௢௠଴ = 	 ܿ଴ௗ௢௠଴ + 	∑ ܯ௜௝ 	 ∙ 	 ܿ௜ௗ௢௠଴ଵଵ௜ୀଵ        (1) 
De set van coëfficiënten ܿ଴ௗ௢௠଴, ܿଵௗ௢௠଴, …., ܿ௡ௗ௢௠଴ vormen het model dat de relatie beschrijft 
tussen het resource-verbruik van de applicatie in het native domein en het CPU gebruik in 
dom0. Û௩௠ = 	 ܿ଴௩௠ + 	∑ ܯ௜௝ 	 ∙ 	ܿ௜௩௠ଵଵ௜ୀଵ         (2) 
De set van coëfficiënten ܿ଴௩௠, ܿଵ௩௠, …., ܿ௡௩௠ vormen het model dat de relatie beschrijft tussen 
het resource-verbruik van de applicatie in het native domein en het CPU gebruik in de virtuele 
machine. 
Om validiteit van dit model aan te tonen is de RUBiS benchmark gedraaid in het native 
domein, zijn de metrics ܯ௜
௝ voor ieder interval ݆	gemeten en vervolgens de coëfficiënten 
ܿ௜
ௗ௢௠଴ en ܿ௜௩௠ bepaald en is zo een voorspelling gedaan voor de CPU-utilisaties Ûௗ௢௠଴ en Û௩௠ (zie figuur 3). Tevens is de benchmark ook in het virtuele domein gedraaid. 
 
Figuur 3: CPU utilisatie (%) volgens model en gemeten tijdens draaien van RUBiS benchmark [1] 
Wat we zien is dat het een goede methode is om een voorspelling te doen voor het resource-
verbruik in het virtuele domein voor één specifieke werklast. Echter omdat we geen 
intrinsieke kennis hebben van het systeem, kunnen we niet vertellen hoe de performance van 
het native platform zich verhoudt tot het virtueel platform wanneer het systeem een geringe-, 
                                               
22 Dom-0 is het initiële domein dat gestart wordt door de Xen hypervisor. Het voorziet in hardware drivers en 
virtuele disk- en netwerk-access drivers voor de virtuele machines. 
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een optimale- of een hoge belasting heeft. Het is daarom van toegevoegde waarde om in het 
voorliggende onderzoek hier wel rekening mee te houden. 
Performance-beïnvloedende factoren volgens Huber et al. 
Om een goed vergelijk te kunnen maken tussen een native en virtueel platform is het van 
belang kennis te hebben van de kenmerkende eigenschappen ervan. In [2] en [3] wordt 
onderzoek gedaan naar de performance-beïnvloedende factoren van virtualisatie-platforms. 
Deze zijn samengevat in figuur 4: 
 
Figuur 4: belangrijkste performance-beïnvloedende factoren van virtualisatie-platforms [3] 
In deze twee artikelen is er gekeken wat de invloed is van het variëren van één van deze 
onafhankelijke parameters op de performance. In tabel 2 is een overzicht weergegeven van de 
beïnvloedende factoren die zijn gevarieerd om het effect ervan op de performance te kunnen 
bestuderen. 
Tabel 2: overzicht performance-beïnvloedende factoren 
Factor 
 
Mogelijke 
verschijningsvormen 
Gebruikt in artikel? Invloed op 
performance 
onderzocht? 
Virtualisatieplatform Xen/VMware/KVM/etc Xen en VMware Is gevarieerd 
Virtualisatietype Full/para/binary translation alleen full Is niet 
gevarieerd 
VMM architectuur Monolitisch / Dom0 Beiden (VMware en Xen) Is gevarieerd 
CPU allocation 1/2/4 vcpu’s per VM Voor iedere VM is 1 vCPU 
gebruikt 
Is niet 
gevarieerd 
Core affinity VM is ‘pinned’ op 1 CPU, 
is pinned op 2 CPU’s, …, 
niet pinned (geen core 
affinity) 
VM wel of niet pinned op 1 
vCPU 
Is gevarieerd 
CPU priority Bepaalde VM’s hoger prio 
dan andere geven 
Is niet gebruikt in artikel Is niet 
gevarieerd 
Resource 
overcommitment 
Meer vCPU’s uitgeven dan 
fysiek aanwezig 
1 x fysiek, 2 x fysiek, 4 x 
fysiek 
Is gevarieerd 
Memory allocation Toegewezen geheugen per 
VM 
Is niet duidelijk hoeveel per 
VM is gebruikt23. Het ligt wel 
voor de hand dat een 
constante hoeveelheid per VM 
Is niet 
gevarieerd 
                                               
23 De fysieke machine had 128 GB geheugen (inclusief hypervisor) en 24 cores. Maximaal is daarom 128 / 24 = 5 
GB per VM uitgedeeld 
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is toegekend. 
Aantal VM’s Aantal VM’s dat 
gelijktijdig een benchmark 
gedraaid heeft 
Bij overhead bepaling 1 VM 
gedraaid.24 
Bij schaalbaarheidonderzoek: 
24 VM’s tegelijk gedraaid 
Overcommitment: 
(c ∙ fysieke cores) VM’s 
gedraaid 
Ook is de performance 
degradatie onderzocht bij 2 
gelijktijdige verschillende 
benchmarks25 
Is gevarieerd 
Type werklast CPU-, memory-, netwerk 
I/O of disk I/O- intensief 
Alleen CPU-, memory- en 
disk I/O intensieve 
benchmarks zijn gebruikt 
Is gevarieerd 
 
De belangrijkste conclusies van deze twee papers zijn: 
- Voor het virtualisatie-platform Xen zijn CPU-, netwerk- en memory-intensieve 
benchmarks gedraaid. Hierbij wordt op het virtuele platform een performance 
degradatie van respectievelijk minder dan 5%, minder dan 30% en minder dan 40% 
geconstateerd ten opzichte van het native platform. 
- Er is aangetoond dat core-affiniteit een positief effect heeft op het terugdringen van de 
performance-degradatie. 
- Schaalbaarheidsexperimenten tonen aan dat de performance-degradatie onafhankelijk 
is van de hardware omgeving en ruwweg proportioneel is met de overcommitment-
factor. 
- In een vergelijk tussen Xen en VMware wordt aangetoond dat het CPU- en memory-
virtualisatie gedrag vrijwel identiek is, maar dat er grote verschillen worden 
geconstateerd voor de disk I/O (VMware laat hier aanzienlijk betere cijfers zien). De 
reden hiervoor is dat bij Xen alle I/O via domain dom0 wordt afgehandeld, die minder 
efficiënt blijkt te zijn dan de monolitische architectuur van VMware ESX 4.0. 
Aanpassing scope onderzoek 
Nu we gezien hebben welke zaken zoal van invloed kunnen zijn op het performance gedrag 
van virtuele omgevingen, kunnen we gelijktijdig constateren dat het heel lastig is hier een 
generiek theoretisch model over op te stellen. Dit is ook de reden geweest dat gaandeweg het 
afstudeertraject is besloten de scope te beperken en een model te ontwerpen voor één 
specifieke werklast. De gebruikte methodiek is wel generiek en kan voor meerdere typen 
werklast worden toegepast. Aangezien er dus een keuze gemaakt moest worden en we tevens 
als doelstelling hebben voor de opdrachtgever een onderzoek uit te voeren met een zo groot 
mogelijke praktische relevantie is besloten om ons te gaan verdiepen in de modelvorming ten 
                                               
24 Voor de performance bepaling van de fysieke machine is 1 core uitgezet (hiervoor was een dual-core pc 
gebruikt) 
25 Zie tabel 3 in [3, p. 570] 
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behoeve van database-omgevingen binnen ERP26 toepassingen. Hieronder wordt gemotiveerd 
waarom we tot deze keuze zijn gekomen. 
Motivatie keuze voor database-omgeving als onderwerp van onderzoek 
In onder meer de papers van Wood et al. [1] en Huber et al. [2] [3] is te zien dat de 
virtualisatie-overhead van CPU- en memory-intensieve applicaties minimaal is. Zeker door de 
toevoeging van hardware support (zoals Intel Virtualisation Technology) in de laatste 
generatie processoren is de CPU-overhead minimaal te noemen. Voor disk-intensieve 
applicaties is de virtualisatie-overhead echter wel substantieel. Wanneer we nu een keuze 
moeten maken voor een bepaald type werklast, ligt het voor de hand te kiezen voor een disk-
intensieve werklast. 
Bij de opdrachtgever is SAP27 een belangrijke en bedrijfs-kritische ERP-applicatie. SAP is 
ook interessant omdat deze applicatie nog niet is gemigreerd naar het virtuele platform. In de 
SAP sizing guide (zie ook [7]) wordt uitgelegd hoe sizingen ten behoeve van SAP applicaties 
plaatsvinden. Daarnaast wordt in dit document ook het onderliggende theoretische model 
beschreven. Allereerst wordt in het artikel de architectuur van een SAP omgeving geschetst 
(zie ook figuur 5). In dit overzicht is te zien dat de meeste load gegenereerd wordt in de 
database- en application-tier. Bij de opdrachtgever is er sprake van een 2-tier architectuur. Om 
de performance van de gehele applicatie te kunnen voorspellen is het noodzakelijk de 
bottlenecks van het gehele systeem te identificeren en te analyseren. Dit kan door theoretische 
modellen te gebruiken of door het uitvoeren van load tests. In de praktijk worden beiden 
toegepast: met load tests kan het gedrag van specifieke potentiële bottlenecks meer in detail 
worden bekeken dan mogelijk is met louter theoretische modellen. De meest belangrijkste 
performance indicatoren zijn: CPU gebruik, main memory gebruik, disk groei, disk I/O en 
benodigde netwerk bandbreedte tussen application-tier en front-end. De database- en 
applicatie-services laag worden in het model van SAP als belangrijkste lagen beschouwd 
omdat daar de meeste data parallel verwerkt wordt. Op deze twee lagen worden diverse 
services aangeboden. Zo draaien op de applicatielaag services voor het verwerken van user 
requests, locks, printopdrachten, achtergrond processen en anderen. De user requests (en 
andere requests) worden verdeeld door een dispatcher proces over verschillende 
onafhankelijke werkprocessen (in geval van ABAP28 omgeving) en server nodes (in geval van 
Java omgeving). Applicatie- en webservers zijn horizontaal schaalbaar. Dit houdt in dat er in 
geval van performance bottlenecks servers toegevoegd kunnen worden. Om die reden wordt 
er in het SAP document gesteld dat deze twee lagen niet hoeven te worden meegenomen als 
mogelijke performance bottlenecks. Dit is een belangrijke aanname. Dit houdt tevens in dat 
we in geval van een virtuele omgeving voldoende resources beschikbaar moeten stellen, opdat 
hier geen bottleneck gaat optreden. 
                                               
26 ERP: Enterprise Resource Planning 
27 SAP: er wordt een aantal modulen gebruikt van de totale suite die SAP aanbiedt 
28 ABAP: Advanced Business Application Programming. Dit is een door SAP ontwikkelde programmeertaal t.b.v. 
de applicatieserver. Applicatie-servers kunnen ook in Java ontwikkeld zijn. 
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Figuur 5: architectuur SAP omgeving [7] 
Voorts wordt er gesteld dat alleen harddisk-, main memory-, netwerk- en CPU-gebruik van de 
database-server voor mogelijke performance bottlenecks van de SAP applicatie kunnen 
zorgen. Vervolgens wordt aangegeven dat benchmark-testen en systeem-analyses van klanten 
hebben laten zien dat de database-server in termen van harddisk- memory- en netwerk-
verbruik zodanig kan worden ontworpen dat er geen queueing effecten optreden. Ook hier 
geldt weer dat we in de virtuele omgeving voldoende resources t.b.v. disk-, main memory- en 
netwerk-gebruik moeten beschikbaar stellen. In dat geval blijft de CPU van de database 
server over als mogelijke performance bottleneck. De meeste SAP klanten gebruiken geen 
parallelle database systemen voor hun SAP omgevingen (High Availability omgevingen 
vormen hierop een uitzondering). Wanneer al de hierboven genoemde voorwaarden zijn 
ingevuld kan men de SAP applicatie modelleren m.b.v. een single service queueing model 
(M/M/1). Hierover later meer in de paragraaf over de modelvorming. De CPU van de 
database-server is dus een kritische component en is niet horizontaal schaalbaar29. Het is dus 
van belang om na te gaan of de werklast behorende bij de database-server ‘past’ in de virtuele 
omgeving.  
SAP Standard Application Benchmarks 
Er zijn verschillende manieren om de performance van een SAP systeem te analyseren. 
Grofweg kunnen we deze indelen in meet- of modellerings-technieken. Om echter service 
tijden te meten, te vergelijken en te normaliseren voor verschillende platformen, hebben we 
                                               
29 Er is hier sprake van een single-threaded monolitische applicatie. 
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een hardware-onafhankelijke standaard nodig. Twee manieren om tot een dergelijke standaard 
te komen zijn: 
1. ‘Real-world reference’ machine. Alle meetresultaten worden vergeleken met de resultaten 
die verkregen zijn op een ‘real-world’ reference machine (zoals dit gedaan wordt bij de MIPS 
benchmark). Er kleven wel wat nadelen aan deze methode (reproduceerbaarheid en 
portabiliteit is vaak een probleem vanwege snelle ontwikkelingen in hardware markt). 
2. Theoretische referentie machine. Deze machine wordt gedefinieerd door puur performance 
kenmerken en is daardoor platform-onafhankelijk. De performance wordt gedefinieerd door 
throughput- en responstijd-getallen vast te leggen van specifieke programma’s. 
SAP maakt gebruik van de tweede benadering (theoretische referentie machine) voor een 
meer generieke analyse van SAP applicaties. De theoretische referentie programma’s worden 
SAP Standard Application Benchmarks genoemd. Ze simuleren gebruikers- of achtergrond-
activiteit voor verschillende applicaties en creëren zo throughput voor het systeem. Om 
configuraties beter met elkaar te kunnen vergelijken heeft SAP de unit SAPS in het leven 
geroepen. (SAPS: SAP R/3 Performance Standard. 100 SAPS zijn equivalent met 2.000 
volledig verwerkte orderregels per uur, 6.000 dialoog stappen (scherm wisselingen) met 2.000 
updates of 2.400 SAP transacties). De belangrijkste redenen om een theoretisch referentie 
machine te kiezen zijn: 
- Er kunnen zowel verschillende architecturen als cliënt/server configuraties (2-tier, 3-tier, …) 
met elkaar vergeleken worden. 
- Vanwege de snelle hardware-ontwikkelingen is een fysieke referentie machine snel 
achterhaald. 
- SAP beschouwt throughput altijd in de context van business processen. Hierdoor kan ook de 
SAP software vergeleken worden met legacy systemen (niet-SAP systemen). 
SAP en haar hardware partners hebben verschillende Standaard Application Benchmarks 
ontwikkeld om hiermee de hardware- en database-performance van verscheidene SAP 
software applicaties te testen die kunnen draaien op verschillende operating systemen, 
database architecturen en hardware configuraties. De benchmarks voorzien in: 
- basis sizing aanbevelingen voor klanten 
- een aanzienlijke load op een systeem gedurende de testen van nieuwe hardware, systeem 
software componenten en Relationele Database Management Systemen (RDBMS) 
Er zijn verschillende benchmarks ontwikkeld, afhankelijk van het type SAP applicatie. De 
meest gebruikte benchmark is de SD-benchmark (Sales & Distribution). Verder bestaat er een 
Interaction-Center benchmark die een call center simuleert, een twee business intelligence 
benchmarks die upload processen simuleren van miljoenen data records of gebruikers die 
bezig zijn met data-mining en nog een aantal. 
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Een SAP benchmark bestaat in principe uit een aantal script bestanden die de acties van een 
typische gebruiker simuleren binnen elk van de mogelijke SAP applicaties met daarbij een 
SAP database die gevuld is met (representatieve) voorbeeld data. Iedere gebruiker heeft zijn 
eigen master data, zoals material, vendor of customer master data, dit om data locking 
situaties te voorkomen. De multi-tier internet architectuur van bijna alle SAP business 
applicaties bestaat uit een database-, application- en presentation- laag. Mogelijke 
configuraties voor een benchmark simulatie zijn: 
- 2-tier configuratie: database- en applicatie laag bevinden zich beiden op hetzelfde systeem. 
De simulatie wordt gedraaid op de presentatie-laag. 
- multi-tier configuratie: database- en applicatie laag bevinden zich op separate machines. De 
simulatie wordt gedraaid op de presentatie-server. Een mogelijke configuratie zou kunnen 
zijn: 1 database server, n applicatie servers met eigen enqueue-, update-, message- en dialog- 
server, n presentatie-servers (benchmark drivers). 
Tijdens een benchmark-run worden alle relevante performance data m.b.t. systeem, 
gebruikers en SAP applicaties gemeten en kunnen daarna gebruikt worden om platformen te 
vergelijken en als inputgegevens dienen voor sizingen. 
Een logische aanpak zou nu zijn om de SD benchmark als uitgangspunt te nemen om zo met 
een representatieve load de native en virtuele omgeving met elkaar te kunnen vergelijken. 
Helaas was deze benchmark niet beschikbaar voor dit onderzoek. Als alternatief hebben we 
een soortgelijke open-source benchmark gevonden: de tpcc-mysql benchmark [24]. Doordat 
deze benchmark goed gedocumenteerd en voor iedereen toegankelijk is kunnen de resultaten 
ook beter door de (academische) gemeenschap geverifieerd worden. In het hoofdstuk ‘Case 
study’ zullen we deze gebruiken als werklast op een native- en virtuele omgeving, dit om de 
juistheid van het model te onderzoeken dat in de volgende paragraaf zal worden beschreven. 
Eenvoudig performance model voor database-omgevingen 
In [25] wordt een eenvoudig model ontworpen voor het voorspellen van de performance van 
database-servers. Dit wordt gedaan aan de hand van een multi-class gesloten queueing 
netwerk (zie figuur 6). Om de juistheid van het model aan te tonen zijn experimenten 
uitgevoerd aan de hand van een omgeving bestaande uit een MS SQL server en een load-
generator bestaande uit een TPC-C benchmark (geschreven in C++).  
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Figuur 6: eenvoudig queueing model van database server [11] 
Het model is geïmplementeerd in QNAP30 en aan de hand van gemeten systeemparameters is 
het model gefit op de meetdata. Hierna is voor verschillende belastingen de throughput en 
responstijd doorgerekend (zie figuur 7). De resultaten zijn vrij goed te noemen. Helaas is de 
gebruikte methode in het genoemde artikel niet reproduceerbaar (essentiële gegevens 
ontbraken, waaronder de meet-data en de precieze implementatie van de TPC-C benchmark). 
Wel kunnen we uit het artikel concluderen dat het mogelijk moet zijn met een vrij eenvoudig 
model goede voorspellingen te doen over de performance. Dit artikel was tevens de 
aanleiding om de TPC-C benchmark te gaan gebruiken voor ons eigen experiment. 
 
Figuur 7: gesimuleerde en gemeten throughput en responstijden artikel Garcia [11] 
4.2 Modelvorming 
Het doel van dit onderzoek is het kunnen doen van een voorspelling van het performance-
gedrag van identieke werklasten op native en virtuele Linux omgevingen. Immers wanneer we 
dat inzicht hebben weten we hoeveel computing-resources we nodig hebben om eenzelfde 
applicatie in een virtuele omgeving te laten draaien. En met die getallen kunnen we beter 
inschatten hoeveel we van welke hardware nodig hebben wanneer we applicaties virtueel 
i.p.v. fysiek gaan draaien (t.b.v. de initiële sizing). Ook kunnen we voor de toekomst betere 
voorspellingen doen (capaciteitsplanning).  
Positie onderzoek binnen performance management spectrum 
                                               
30 QNAP: The Queueing Network Analysis Package is een tool voor het modelleren en simuleren van queueing 
netwerken afkomstig van het Franse bedrijf Simulog 
38 
 
 
In [26, pp. 5-6] wordt beschreven hoe performance management vaak deel uit maakt van 
zogenaamde COTS31 oplossingen, echter betoogt Gunther dat performance management meer 
behelst dan het aanschaffen van een tool voor het doen van metingen. Performance 
management is een complexe set van disciplines en bestaat uit: 
 Monitoring 
 Analyse 
 Planning 
In deze presentatie voor een congres van de Computer Management Group (CMG) beschrijft 
hij heel duidelijk de scope van bovenstaande deelgebieden m.b.t. de tijdlijn (zie fig. 8): 
 
Figuur 8: Performance Management Spectrum [26] 
Performance monitoring is de discipline waarbij performance-data wordt verzameld, 
opgeslagen (voorzien van een timestamp) en waarbij specifieke (vooringestelde) events 
kunnen worden getriggerd om een beheerder actie te laten ondernemen. De focus is hierbij 
heel sterk op het heden (nu). 
Bij performance analyse worden performance metrics met timestamps die over een bepaalde 
periode zijn gesampled gevisualiseerd om zo een bepaalde trend te kunnen waarnemen. 
Bepaalde technieken (zoals regressie-analyse en time-series analyse) kunnen hierbij eventueel 
helpen. Ook kunnen eventuele pieken die optreden op specifieke tijdstippen gecorreleerd 
worden aan bepaalde gebeurtenissen (waarop dan weer actie kan worden ondernomen om dit 
in de toekomst te voorkomen). De focus ligt hierbij meer op het verleden.  
Bij performance prediction (of ook wel planning) ligt de focus op de toekomst. Hierbij gaat 
het er om dat er een model gemaakt wordt waarmee een voorspelling gedaan kan worden over 
de toekomstige behoefte aan computing-resources. Dit is precies waar de focus van dit 
onderzoek ligt. 
Om een voorspelling te kunnen doen hebben we dus een model nodig. Een model is ook 
nuttig omdat het kennis verschaft van dat deel van de werkelijkheid dat we ermee beschrijven. 
In de volgende paragraaf zullen we een inleiding geven op de queueing theorie, waarmee het 
                                               
31 COTS: Custom Of The Shelf 
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mogelijk is modellen op te stellen ten behoeve van capaciteitsplanning. In de daaropvolgende 
paragraaf zullen we een voor dat doel geschikt queueing model opstellen en tevens uitleg 
geven over de kenmerkende eigenschappen. 
4.2.1 Korte introductie Queueing theorie 
Aangezien we niet kunnen verwachten dat eenieder die dit document leest queueing theorie 
beheerst, volgt hier een korte introductie. Queueing theorie is een veelgebruikte methodologie 
voor het oplossen van performance vraagstukken. Eén van de voordelen van queueing theorie 
is dat men hiermee in staat is performance metrics zoals throughput en responstijd te 
kwantificeren. Bij analytische queueing theory gebeurt dit op analytische wijze, d.w.z. met 
behulp van formules. Het nadeel van deze methodiek is dat bij grotere queueing netwerken de 
formules al gauw te complex worden. In deze situaties worden vaak simulatie tools gebruikt. 
Waarom zijn queues geschikt voor de representatie van een computersysteem32 [6, p. 4]? 
a. Alle moderne computersystemen kan men beschouwen als netwerken van buffers 
b. Een queue is een abstractie van een buffer 
 Een queueing netwerk kan men dus zien als een abstractie van een 
computersysteem 
Om uit te leggen hoe een queue ‘werkt’ wordt vaak de metafoor van de wachtrij bij een kassa 
in een winkel gebruikt (zie figuur 9). 
In deze figuur arriveren klanten met een arival rate  [ଵ
௦
] kan berekend worden door het 
aantal arrivals ([]) te delen door het meetinterval ([s]) : λ஺
்
 Vervolgens wachten ze ܹ 
[s] in de wachtrij om vervolgens geholpen te worden bij de kassa (servicetijd ܵ [s] ). De totale 
tijd dat een klant in de rij staat te wachten en vervolgens geholpen wordt, wordt de residence 
time ܴ [s] genoemd (	ܴ = ܹ + ܵ	). Wanneer we er vanuit gaan dat er gemiddeld even veel 
klanten bij de rij arriveren als de rij verlaten, dan isook de completion rate. Figuur 10 laat 
een meer abstracte weergave van een queue zien. 
 
Figuur 9: voorbeeld wachtrij [6] 
                                               
32 Een computersysteem kan meerdere invullingen hebben, zoals o.a. een besturingssysteem, een webserver, 
een benchmark, etc. 
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Figuur 10: abstracte weergave wachtrij [6] 
De moeilijkheid van queues zit hem in het feit dat ze in de praktijk een random (stochastisch) 
gedrag vertonen, waardoor hogere wiskunde in de vorm van waarschijnlijkheidstheorie 
benodigd is om het gedrag correct te kunnen beschrijven. Gunther [6, pp. 98-106] laat zien dat 
door toepassing van de wetten van Little het mogelijk is met gemiddelden te werken, 
waardoor het eenvoudiger wordt het gedrag van queues te beschrijven. De trade-off die we 
hierbij maken is dat we niet het exacte gedrag in de tijd kunnen beschrijven maar slechts 
gemiddelden over een bepaalde tijd kunnen berekenen. Voor veel toepassingen echter, 
waaronder performance analyse, is dit geen bezwaar. Tabel 3 geeft een overzicht van de 
meest belangrijke metrics in relatie tot queueing theorie. 
Tabel 3: veel gebruikte queueing netwerk metrics [6] 
Symbool Metric Definitie 
ܶ Meetinterval Hetzelfde als sample interval 
ܹ Wacht tijd Tijd doorgebracht in buffer 
ܵ Service tijd Tijd benodigd voor afhandelen request 
ܤ Busy tijd Totale tijd dat de resouce bezet is 
ܥ Aantal Completions Aantal van afgehandelde requests 
ܴ Residence tijd Tijd benodigd voor wachten en afhandelen request 
ℛ Respons tijd Som van alle Residence tijden 
ܺ Throughput (ܥ/ܶ) De snelheid waarmee werk wordt voltooid 
ߩ Utilisatie (ܤ/ܶ) Fractie van T waar binnen de resource bezet is 
ܳ Wachtrij lengte Totaal aantal requests in het systeem 
 
Enkele basisrelaties uit de queueing theorie [6]: 
ܺ = 	 ܥ ܶ⁄            (3) 
De throughput ܺ	is gedefinieerd als het aantal completions ܥ per meetinterval ܶ. 
ߩ = 	 ܤ ܶ⁄            (4) 
De utilisatie ߩ	is gedefinieerd als de fractie van ܶ dat de service bezet is. 
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ܵ = 	 ܤ ܥ⁄            (5) 
De service tijd ܵ is gedefinieerd als de tijd die benodigd is om een request te processen. 
ܴ = ܹ + ܵ           (6) 
De Residence tijd ܴ is gedefinieerd als de som van de wachttijd in de queue ܹ en de service 
tijd ܵ. 
Little’s macroscopic law: 
ܳ = ܺ	 ∙ ܴ           (7) 
Little’s macroscopic law (zie formule 7) zegt dat de gemiddelde queuelengte ܳ gelijk is aan 
het product van de throughput ܺ	en de residence time ܴ. Hierbij gaan we er van uit dat het 
systeem stabiel is (aantal arrivals ܣ is gelijk aan aantal completions ܥ). 
Little’s microscopic law: 
ߩ = ܺ	 ∙ ܵ           (8) 
Voorwaarden voor Little’s law: 
– stabiel systeem (aantal arrivals ܣ is gelijk aan aantal completions ܥ). 
– gemiddelden voor ܳ, ߣ en ܴ nemen over een langer tijd interval 
 ܳ, ߣ en ܴ onafhankelijk van arrival proces distributie, service distributie, service 
order 
• Hierdoor geen stochastische wiskunde benodigd (maakt de theorie laagdrempeliger en 
makkelijker te implementeren in simulatie-software) 
• Omdat in deze situatie geldt ܣ = ܥ, geldt ook ߣ = ܺ en dus 
ܳ = 	ߣ	 ∙ ܴ  ܳ = ܺ	 ∙ ܴ 
Bovenstaand model is een voorbeeld van een single server queue. We onderscheiden 
verschillende typen queues. Hiervoor wordt in de literatuur veelal de Kendall notatie gebruikt. 
Zie ook [6, pp. 141-142]. Deze heeft de volgende generieke vorm: 
Pa / Ps / m / B / N / Ds33 
  
                                               
33 Er is hier voor de service scheduling discipline een andere notatie gebruikt dan gebruikelijk is (Ds i.p.v. D). Dit 
om verwarring te voorkomen met het begrip service demand dat ook wordt uitgedrukt met de letter D. 
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Hierin is: 
- Pa: type distributie voor de arrivals in de queue. Voorbeelden zijn van 
distributies zijn: deterministisch (D), memoryless (M) oftewel exponentieel, 
general (G) 
- Ps: type distributie die van toepassing is bij het service gedeelte in de queue. 
Bijvoorbeeld M, D of G. 
- m: het aantal servers in de queue 
- B: buffergrootte van de queue 
- N: toegestane populatiegrootte (deze kan gelimiteerd zijn of oneindig) 
- Ds: type service scheduling discipline (b.v. FIFO of LIFO) 
Over het algemeen wordt er qua distributie voor de arrivals en departures uitgegaan van de 
exponentiële distributie. Hieronder volgt een opsomming van de meest voorkomende type 
servers met hun kenmerken. 
Infinite Capacity (IS) server 
Bij dit type server (zie figuur 11) worden requests onmiddellijk afgehandeld. Bij het 
binnenkomen van een request wordt deze meteen toegewezen aan een server. In theorie kan 
hierdoor het aantal parallelle servers oneindig zijn, vandaar de term infinite server. Vergelijk 
dit binnen UNIX met het forken van een proces bij een binnenkomend verzoek (zoals b.v. dit 
het geval kan zijn bij de http daemon). 
 
Figuur 11: infinite server [6] 
Een variatie hierop is een queue met meerdere servers (zie figuur 12). Denk hierbij aan de 
metafoor van het postkantoor (voor zover die nog bestaan). Hierbij staan klanten achter een 
lijn te wachten tot dat er een loketbediende vrij komt.  
 
Figuur 12: enkele queue met meerdere servers [6] 
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Exponentiële server 
Bij dit type server volgt de service time de exponentiële distributie. Dit is een continue functie 
en daarom is de tijd tussen de laatste en vorige arrival onafhankelijk van elkaar. Vandaar dat 
dit soort processen ook wel memoryless of Markov processen genoemd worden. 
Opeenvolgende arrivals in een bepaalde periode volgen een Poisson verdeling. Daarom geldt 
voor de gemiddelde service tijd en standaard deviatie dat ze gelijk zijn (zie voor uitleg [6, p. 
147]): 
ܧ(ܵ) = ܵ, ܸܽݎ(ܵ) = 	 ܵଶ        (9)  
Een belangrijke statistische maat voor de afwijking t.o.v. de gemiddelde service tijd is 
‘squared coefficient of variation’ (SCOV). Voor de exponentiële server is deze waarde: 
ܥௌ 	= 1           (10)  
Omdat computersystemen vaak compleet random gedrag vertonen wordt dit type server in de 
meeste gevallen toegepast voor queueing modellen als representatie van (delen van) 
computersystemen. 
Gunther beschrijft in [6, pp. 148-157] nog andere voorkomende type servers. Deze worden in 
computer performance analyse minder vaak toegepast, en zullen we voor dit betoog verder 
buiten beschouwing laten. 
Door queues te combineren kunnen we een queueing netwerk creëren en complexere 
systemen beschrijven. Hierbij onderscheiden we nog gesloten queueing netwerken en open 
queueing netwerken. Zie figuur 13 voor een voorbeeld van een gesloten queueing netwerk. 
 
 
Figuur 13: gesloten queueing netwerk [6] 
 
4.2.2 Relaties tussen queueing model- en Linux metrics 
De relatie tussen queueing model- en Linux metrics is niet altijd even makkelijk vast te 
stellen. Voor het oplossen van queueing netwerken kunnen we bijvoorbeeld gebruik maken 
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een PDQ model. PDQ is een perl library die functies bevat voor het oplossen van queueing 
netwerk-modellen. Zie ook [6, pp. 263-]. Wanneer we bijvoorbeeld de M/M/1 queue als 
voorbeeld nemen (zie fig. 14) zijn de volgende inputparameters benodigd: service demand D 
[s] en arrival rate [1/s]Over het algemeen beschikken we niet over directe meet-data m.b.t. 
deze twee variabelen, echter kunnen we ze mogelijk wel afleiden uit andere informatie die we 
wel hebben. Bijvoorbeeld dus wanneer we het aantal arrivals weten gedurende de 
meetperiode T dan kunnen we berekenen. Hetzelfde geldt voor de service demand D. 
Volgens Little’s law geldt D, en dus D = Dus wanneer we de utilisatie weten 
kunnen we D afleiden. 
 
 
Figuur 14: M/M/1 queue 
Om de relaties te kunnen bepalen moeten we eerst weten hoe het model er uit ziet, vervolgens 
weten we welke input parameters er benodigd zijn en dan kan bekeken worden of deze 
rechtstreeks als Linux counters aanwezig zijn of dat deze afgeleid kunnen worden. 
Het bovengeschetste voorbeeld kan een weergave zijn van bijvoorbeeld het disksubsysteem. 
Binnen deze context betekent A waarschijnlijk aantal disk IO’s per seconde. Wanneer we 
bovenstaande queue echter het netwerksubsysteem beschrijft zal A waarschijnlijk netwerk I/O 
rate betekenen. 
In de volgende paragraaf zullen we een performance model voor een hosting architectuur 
opstellen aan de hand van een gesloten queueing netwerk en de daarbij horende kenmerkende 
eigenschappen beschrijven. 
4.2.2 Queueing model 
In de vorige paragraaf hebben we de theorie behandeld die benodigd is om in het kader van 
het voorliggende onderzoek een eenvoudig performance model op te stellen als representatie 
van een werklast in een fysieke- of virtuele- Linux architectuur. Dit model is weergegeven in  
figuur 15. Hierin worden de performance aspecten van CPU, memory, disk en netwerk 
gemodelleerd als eenvoudige M/M/1 server queues. De werklast wordt gemodelleerd als een 
infinite server met sleeping time Z en N requests. 
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Figuur 15: queueing netwerk als representatie voor een server 
 
Definities: 
request: verzoek om hoeveelheid werk te verrichten door een server (b.v. een database 
transactie) 
X [req/s]: de throughput van het systeem 
N []: aantal requests in het systeem. Omdat het hier een gesloten queueing netwerk betreft is 
dit aantal eindig (eindige populatie). Dit wordt ook wel de load genoemd en staat vaak 
synoniem voor het aantal gebruikers. 
Z [s]: sleeping time; dit is de tijd dat de load generator (afgebeeld als infinite server of delay 
center) wacht met het opnieuw afvuren van requests op de server componenten 
Di [s]: service demand; dit is de tijd die een server nodig heeft om een request volledig af te 
handelen. Niet te verwarren met service time Si [s]. Soms zijn er meerdere bezoeken aan een 
service nodig om een request volledig af te handelen. Di geeft dan de totale tijd weer (van alle 
bezoeken aan de server opgeteld) en Si is dan de service tijd per bezoek. Zie ook [6, pp. 96-
97]. 
R [s]: responstime van de systeem componenten 
Qi []: queuelengte van een server 
De meeste benchmarks (waaronder bijvoorbeeld de TPC-C benchmark) creëren een belasting 
op het systeem waarbij het aantal requests dat wordt afgevuurd op de servers constant is. Een 
gesloten model is daarom op zijn plaats omdat het aantal requests in het queueing model 
eindig is (N). Verder is het zo dat de meeste benchmarks op een gegeven moment in een 
‘steady state’ terecht komen. Dit betekent dat het aantal arrivals (A) gemiddeld en over 
langere tijd genomen gelijk is aan het aantal completions (C) (kenmerken van een stabiel 
systeem). Onder deze condities mogen we Little’s law toepassen (zie ook [6, pp. 98-106]). Dit 
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betekent dat ܳ, ߣ en ܴ onafhankelijk van arrival proces distributie, service distributie en 
service order zijn en dat we met gemiddelden mogen werken. 
Bounds analysis 
Door een bounds analysis te doen komen we een heleboel te weten over de performance 
grenzen van een computer systeem [6, pp. 240-246]. Deze informatie is van groot nut voor 
capaciteitsplanning. We zullen daarom de throughput- en responstime-bounds bepalen bij 
best- en worst-case omstandigheden. Ook zullen we de bijbehorende grafieken laten zien. 
Stel: 
ܦ௠௔௫ is de grootste waarde van de demands ܦ஼௉௎, ܦ௠௘௠௢௥௬, ܦௗ௜௦௞  en ܦ௡௘௧௪௘௥௞ . Bij een CPU-
intensieve werklast zal dit ܦ஼௉௎ zijn, bij een disk-intensieve werklast ܦௗ௜௦௞ , etc. 
ܦ௧௢௧௔௔௟ = 	 ܦ஼௉௎ + 	ܦ௠௘௠௢௥௬ + 	ܦௗ௜௦௞ + 	ܦ௡௘௧௪௘௥௞  
 
Best-case throughput 
Voor het best-case scenario voor de throughput (ܺ௠௔௫) geldt dat de bottleneck server (degene 
met demand ܦ௠௔௫) 100 % busy is. Wanneer we Little’s law toepassen kunnen we zeggen: 
ߩ ≡ 1 = 	 ܺ௠௔௫ܦ௠௔௫ =>  
ܺ௠௔௫ = 	 ଵ஽೘ೌೣ          (11) 
Zoals te zien in figuur 16 wordt deze waarde bereikt vanaf een load van ௢ܰ௣௧.34 Verderop 
zullen we ௢ܰ௣௧ bepalen. 
Uncontended throughput 
De uncontended throughput treedt op in het schuine deel van figuur 16. Dit betekent dat het 
systeem nog niet verzadigd is en er bij een toename van de load N de throughput ook 
proportioneel zal toenemen. Voor dit deel geldt: 
ܺ = 	 ே
஽಴ುೆ 	ା஽೘೐೘೚ೝ೤ା஽೏೔ೞೖା஽೙೐೟ೢ೐ೝೖା௓
     (12) 
Oftewel: ܺ = 	 ே
஽೟೚೟ೌೌ೗	ା	௓
  
De throughput is hier dus lineair met de user load ܰ. De richtingscoëfficiënt van de deze lijn 
wordt bepaald door de reciproke van ܦ௧௢௧௔௔௟ 	+ 	ܼ. 
                                               
34 ௢ܰ௣௧: optimale user load: bij dit punt is er nog net geen sprake van een performance bottleneck 
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Figuur 16: throughput als functie van de user load (N) [6] 
 
Optimale werklast 
De optimale load treedt op bij het punt waar beide lijnen uit figuur 16 elkaar snijden.  
Hier geldt:  
 
ଵ
஽೘ೌೣ
= 	 ே
஽೟೚೟ೌೌ೗	ା	௓
 oftewel: 
 
௢ܰ௣௧ = 	஽೟೚೟ೌೌ೗	ା	௓஽೘ೌೣ          (13) 
 
In bewoordingen: 
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Er is sprake van een lichte belasting wanneer ܰ < 	 ௢ܰ௣௧. In deze situatie is er sprake van 
onder-utilisatie. In principe is dit geen probleem, zeker wanneer men voor toekomstige groei 
van de werklast wat extra ruimte kan gebruiken. 
Er is sprake van een zware belasting wanneer ܰ > 	 ௢ܰ௣௧. In deze situatie is het systeem 
verzadigd en is er sprake van een bottleneck in het systeem. 
Uncontended responstijd 
De kortst mogelijk tijd voor een request om door het systeem te gaan is wanneer er geen 
queueing optreedt. In dat geval is de responstijd gelijk aan de som van de demands van de 
queueing servers in het systeem: 
ܴ௠௜௡ = 	 ܦ௧௢௧௔௔௟          (14)  
Oftewel: ܴ௠௜௡ = 	 ܦ஼௉௎		+	ܦ௠௘௠௢௥௬ 	+ ܦௗ௜௦௞ 	+ 	ܦ௡௘௧௪௘௥௞. 
In de figuur 17 is dit de horizontale lijn vlak boven de x-as (ܰ < 	 ௢ܰ௣௧).  
Contended responstijd 
In het verzadigde gebied van figuur 17 (ܰ > 	 ௢ܰ௣௧) zien we de responstijd lineair met de user 
load ܰ oplopen.  
Hier geldt: 
ܴ = 	 ே
௑೘ೌೣ
− ܼ oftewel: 
ܴ = ܰ	 ∙ 	ܦ௠௔௫ − ܼ         (15) 
Voorbij het verzadigingspunt ௢ܰ௣௧ verloopt de grafiek voor de responstijd asymptotisch met 
de lijn met helling ܦ௠௔௫ en die de y-as snijdt bij het punt –Z. 
 
Worst-case responstijd 
Deze treedt op wanneer ܼ = 0. Dan geldt: 
ܴ௪௢௥௦௧ = ܰ	 ∙ 	ܦ௠௔௫         (16) 
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Figuur 17: responstime als functie van de user load (N) [6] 
 
Wanneer we zouden zien dat bijvoorbeeld de CPU een bottleneck vormt in een systeem 
zouden we kunnen besluiten deze te vervangen door een snellere CPU. Dit zal ervoor zorgen 
dat de waarde voor ܦ஼௉௎ kleiner wordt en mogelijk deze niet meer de bottleneck demand is, 
maar een andere component. Er geldt dan dat ܦ௠௔௫ 	≠ 	ܦ஼௉௎. Belangrijker is dat hiermee 
mogelijk de waarde van ௢ܰ௣௧ groter wordt, waardoor het systeem voor de dan geldende user 
load voldoende responsief geworden is. 
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5 Case study – model voor database-omgeving in data center 
Nu zullen we het model uit het vorige hoofdstuk gaan toepassen op een praktijksituatie. Zoals 
al eerder aangegeven zijn we geïnteresseerd in het performance gedrag van een database-
omgeving. We zullen daarom conform de doelstelling en onderzoeksaanpak een kwantitatieve 
performance-voorspelling doen over een database-benchmark draaiend in een fysieke-, 
container35- en VMware-architectuur binnen het data center van de opdrachtgever. Daarnaast 
willen we ook kwalitatieve voorspellingen doen over de systeem-parameters. De resultaten 
zullen worden vergeleken en besproken in het hoofdstuk ‘Conclusies en Aanbevelingen’. In 
dit hoofdstuk zullen we achtereenvolgens beschrijven: fysieke architectuur data center, 
logische architectuur data center, de gebruikte werklast, de resultaten en de modelvorming. 
5.1  Fysieke architectuurbeschrijving 
Om een beter beeld te kunnen vormen van de omgeving waarop de experimenten zijn 
uitgevoerd volgt in deze paragraaf een beschrijving van de architectuur van het data center. 
Voor storage- en backup-toepassingen wordt er een fibre channel (FC)SAN infrastructuur 
gebruikt zoals geschetst in figuur 18. Het SAN is aangesloten volgens core-edge principe. Dit 
betekent dat de switch-infrastructuur uit twee aggregatie-lagen bestaat. In figuur 18 is te zien 
dat de medium performance hosts zijn aangesloten op het SAN via de edge-switches. De high 
performance hosts zijn aangesloten op de core-switches. Hiermee kan een eventuele grotere 
bandbreedte gehaald worden mocht dat nodig zijn. Ons onderzoek beperkt zicht tot het eerste 
type: de medium performance hosts. Verder is te zien dat iedere host een redundante 
koppeling heeft met het SAN (één connectie met fabric 1 en één connectie met fabric 2). Dit 
om een hogere beschikbaarheid te kunnen garanderen. Dit is nog eens duidelijker uitgewerkt 
in figuur 19.  
                                               
35 Als extra architectuur is de Linux container- architectuur lxc meegenomen in dit onderzoek 
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Figuur 18: SAN infrastructuur volgens het core-edge principe 
 
Figuur 19: redundante koppelingen van hosts en storage array aan SAN [27] 
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Uiteindelijk zijn de beide fabrics gekoppeld met een disk storage array (zie figuur 18 (disk) en 
figuur 19 (dual attached storage)). Dit array is opgebouwd uit een RAID5 configuratie. Deze 
wordt vervolgens gepartitioneerd in een aantal (logische) storage volumes, die aan de hosts 
kunnen worden gepresenteerd. Verder zijn alle hosts verbonden met een 10 GB ethernet 
netwerk (niet in de figuur opgenomen). De servers zijn blade-servers en hebben de x86 
architectuur en worden gebruikt om native- Windows en -Linux of om ESX (VMware 
hypervisor) te draaien. Figuur 20 laat zien hoe de storage is gekoppeld aan de blade server. 
Enerzijds hebben we te maken met interne disken, die geconfigureerd zijn in een RAID-0 
configuratie. Hierop wordt het besturingssysteem geïnstalleerd. Anderzijds heeft iedere blade-
server een host bus adapter (HBA) t.b.v. de koppeling met het SAN. 
 
Figuur 20: logische weergave blade-server met storage connecties 
 
5.2 Logische architectuurbeschrijving 
In het data center van de opdrachtgever wordt Linux momenteel in twee verschillende 
verschijningsvormen aangeboden: 1. Native: dat wil zeggen rechtstreeks draaiend op de 
hardware; 2. Virtueel: draaiend in een virtuele machine (VM) op een VMware ESX 
hypervisor. In dit onderzoek is als extra architectuur de Linux container lxc opgenomen, om 
ook hiervan de performance te kunnen vergelijken met de native en virtuele architectuur. We 
zullen nu in het kort de kenmerkende eigenschappen van deze architecturen beschrijven 
alsmede de verschillen aanstippen. Figuur 21 geeft een overzicht van de verschillen tussen 
een aantal Linux hosting-architecturen. Helemaal links zien we een native omgeving 
afgebeeld (Simple Execution Environment). Het O.S. is geïnstalleerd rechtstreeks op de 
hardware. Hier bovenop bevinden zich de applicaties (zonder vorm van onderlinge  
scheiding). In de architectuur ernaast (Hypervisor Virtualization) zien we een voorbeeld van 
virtualisatie zoals die ook bij VMware ESX wordt toegepast. Op de hardware-laag draait de 
hypervisor en hier bovenop staan de virtual machines, ieder met hun eigen Operating System 
(O.S.). Daarbinnen draaien vervolgens weer de applicaties. De hardware devices die vanuit 
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het operating systeem worden gezien worden geëmuleerd, waardoor het O.S. de illusie heeft 
op een native architectuur te draaien. Wel is er voor iedere IO operatie een vertaalslag nodig 
wat extra CPU cycli kost. De derde architectuur die wordt getoond is O.S. Resource 
Virtualization. Dit is de architectuur die o.a. bij Linux containers zoals lxc wordt toegepast. 
Het verschil met de hypervisor-architectuur is dat we maar één O.S.-instantie hebben draaien. 
De containers maken allemaal gebruik van resources (CPU, memory, disk- en netwerk-
drivers) van het host operating system. Het is daarom dat deze vorm van virtualisatie minder 
overhead kent.  
 
Figuur 21: Linux hosting-architecturen [28] 
Het is te verwachten dat de extra software-laag bij de hypervisor-architectuur een extra 
belasting vormt voor het systeem. Of dit echt zo is, in welke mate en op welke vlakken zich 
dit manifesteert is nog onduidelijk. Dat is de kern van dit onderzoek. Verder is er nog een 
wezenlijk verschil in de wijze waarop data disken worden aangeboden aan de servers in de 
toegepaste configuraties. Iedere blade-server heeft twee interne disken. Deze disken zijn 
m.b.v. een hardware RAID-controller als RAID0 geconfigureerd (als gemirrorde disk). Bij 
een fysieke Linux- (of Windows-)server wordt op deze interne disk het besturingssysteem 
gezet (zie figuur 22). Vervolgens worden één of meerdere SAN-disken gekoppeld die 
fungeren als data-disk (waar bijvoorbeeld een database op gezet kan worden). 
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Figuur 22: gebruik storage bij native Linux 
Bij container-virtualisatie is de situatie vrijwel identiek. In dit geval bevindt het host-
besturingssysteem zich op de interne disken en maken de virtuele machines (containers) 
gebruik van de kernel van het host besturingssysteem. De containers zelf (inclusief data) 
bevinden zich op de SAN disk (zie figuur 23). 
  
Figuur 23: gebruik storage bij container-based virtualisatie 
Wanneer we virtualiseren met VMware ESX wordt op de interne disk de hypervisor (ESX) 
geïnstalleerd. Eén of meerdere hypervisors vormen vervolgens een ESX cluster. Binnen dit 
ESX cluster wordt één SAN disk gekoppeld die dient als disk voor opslag van 
besturingssystemen en één disk wordt gekoppeld voor opslag van data (zie figuur 24). 
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Figuur 24: storage gebruik bij ESX cluster 
Het idee hierachter is dat er van de O.S. disk voornamelijk zal worden gelezen. Op de data 
disk zal zowel gelezen als geschreven worden. Bij het configureren van de virtual machines 
(VM’s) kunnen delen van de SAN disken worden uitgedeeld aan de VM’s: de virtual machine 
disks (vmdk). Bij het installeren van het O.S. zal de installatieprocedure de disken herkennen 
als normale disk devices. 
Tabel 4: gebruik disken 
 Native Linux Container-based 
Linux 
VMware ESX 
Interne disken blade Bevat O.S. Bevat O.S. host Bevat hypervisor 
SAN disk Bevat alleen data Bevat O.S. guest + 
data 
Bevat één bestand (vmdk) 
voor O.S. guest 
Bevat één of meerdere 
bestanden (vmdk’s) voor 
data  
  
Zoals we reeds eerder vermeldden en ook is te zien in figuur 18 en 19, hebben de host bus 
adapters twee connecties naar het SAN. Het primaire doel is redundantie. Speciale software 
(Multipath I/O) zorgt voor de mapping tussen de twee SAN connecties en het O.S. [29]. In 
Linux en ESX maakt deze software inmiddels deel uit van de kernel (Linux: multipath device 
mapper; VMware: Native Multipathing Plug-in (NMP)). Wanneer een pad naar het SAN 
wegvalt om welke reden dan ook, zal de machine de disk blijven zien. De multipath I/O 
software kent ook andere performance enhancing features zoals dynamic load balancing, 
traffic shaping en dynamic reconfiguration. Dynamic load balancing is hierbij van invloed op 
de performance. Zolang beide connecties naar het SAN operationeel zijn zullen ze worden 
56 
 
 
gebruikt door het systeem. De toegepaste policy hierbij is ‘round robin’ (dit geldt zowel voor 
Linux als voor VMware ESX). 
5.3  Beschrijving werklast: TPC-C 
In deze paragraaf zullen we de gebruikte werklast nader toelichten. In de TPC-C benchmark 
[23] wordt een grote winkelketen gesimuleerd met meerdere regionale vestigingen. Iedere 
vestiging verkoopt producten binnen 10 geografische districten. Elk district heeft 3.000 
klanten. Al de winkelvestigingen hebben een magazijn voor de 100.000 producten die de 
winkelketen verkoopt. Figuur 25 laat het bijbehorende business model zien. 
 
Figuur 25: hiërarchie TPC-C business model  
 
In figuur 26 is het database-schema te zien van de TPC-C benchmark. 
 
Figuur 26: database schema TPC-C benchmark [30] 
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Voor ons experiment hebben we gebruik gemaakt van open-source software. De database 
server betreft de MySQL server die standaard deel uitmaakt van de SLES11.1 distributie. Als 
benchmark tool hebben we gebruik gemaakt van tpcc-mysql [31]. 
In figuur 27 is een grafische representatie van de benchmark te zien. Een aantal gebruikers 
voert simultaan transacties uit op een database systeem.  
 
Figuur 27: logische view tpcc-mysql benchmark 
De benchmark simuleert gebruikers die 5 typen transacties uitvoeren: New Order, Payment, 
Order-Status, Delivery en Stock-Level. Voor iedere gebruiker wordt er één thread gebruikt 
om een willekeurige transactie in het systeem te doen. Voor iedere transactie wordt de cyclus 
doorlopen zoals weergegeven in figuur 28. 
 
Figuur 28: transactie-cyclus voor een gebruiker [11] 
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In deze cyclus worden de volgende stappen doorlopen: 
1. De gebruiker selecteert random een transactie van een bepaalde klasse.  
2. Het systeem heeft even tijd nodig om een invoerscherm weer te geven (Respons Time 
(RT) of menu).  
3. De gebruiker vult het invoerscherm met data ((Wait (Keying Time)).  
4. Het systeem heeft weer even tijd nodig om respons op de invoer te geven en de 
transactie te verwerken (Respons Time of transaction).  
5. De gebruiker wacht een bepaalde tijd voordat hij verder gaat met de volgende 
transactie (Wait (Thinking Time)).  
De benchmark schrijft voor [23, p. appendix C] dat de transacties volgens een bepaalde 
verdeelsleutel plaatsvinden (zie tabel 5).  
Tabel 5: transactie karakteristieken TPC-C benchmark [23] 
 
De TPC-C standaard geeft aan [23, p. 70] dat voor iedere New-Order transactie ongeveer één 
Payment transactie en tien Order-Status-, Delivery- en Stock-Level- transacties dienen plaats 
te vinden in hetzelfde tijdsbestek. Verder zegt de benchmark ook nog iets over de maximale 
afwijkingen op de responstijd die per werklast-klasse geoorloofd zijn (90 percentiel).  
5.4 Resultaten tpcc-mysql benchmark 
In deze paragraaf worden de resultaten van de uitgevoerde experimenten beschreven. Om te 
beginnen met het presenteren van de throughput gegevens van tpcc-mysql bij een oplopende 
load. Hierna worden responstijden gepresenteerd bij oplopende load. Grafieken van de 
bijbehorende operating system-parameters zijn in bijlage 2 opgenomen. 
Throughput 
In tabel 6 staat in de eerste kolom het aantal stores (winkels) aangegeven. Dit is een maat voor 
de user load (aantal gebruikers). Eén store komt overeen met 30.000 gebruikers. In de 
kolommen fysiek, container en VMware is de throughput [TpmC] als functie van de load 
[stores] opgenomen. TpmC staat voor ‘Transactions per minute Completed’. Dit is een 
veelgebruikt eenheid bij database benchmarks. 
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Tabel 6: throughput tpcc-mysql benchmark als functie van load 
#stores fysiek container  VMware 
1 64071 53365 36415 
3 305821 282428 141790 
5 538544 501371 241907 
6 650946 610639 290770 
7 758891 727612 336396 
12 1277696 1217392 551806 
25 2555163 2424860 1106966 
50 4446523 3577447 1807057 
75 4626445 3979250 2390260 
100 4353307 3826733 3038317 
125 4169475 3953350 2816025 
150 3578430 3532020 2152005 
200 2825053 2795000 1722300 
 
 
Figuur 29: throughput tpcc-mysql benchmark grafische weergave 
In figuur 29 is de throughput [TpmC] voor de tpcc-mysql benchmark weergegeven als functie 
van de load [stores]. De tpcc-mysql benchmark rapporteert de gemiddelde throughput per 
store. De term cumulatief in de figuur geeft aan dat er voor de throughput waarden rekening 
gehouden is met het aantal stores in de grafiek. 
De maximale throughput ligt bij ca. 75 stores voor de fysieke en container omgeving en bij 
ca. 100 stores voor de virtuele omgeving en bedragen respectievelijk 4,6 MTpmC36, 4,0 
MTpmC en 3,0 MTpmC. De container omgeving haalt hiermee een throughput die 13 % lager 
is dan de fysieke omgeving, de virtuele omgeving haalt een throughput die 35 % lager is dan 
                                               
36 1 MTpmC: 1 miljoen TpmC, dus één miljoen ‘Transactions per minute Completed’ 
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de fysieke omgeving. We moeten ons realiseren dat dit niet louter is toe te schrijven aan 
overhead van de virtuele omgeving. Er zit ook verschil in de architectuur van beide 
omgevingen. In de fysieke- en container-omgeving is een dedicated SAN disk gekoppeld 
waarop de database is geïnstalleerd (zie figuur 22 en 23). De datacenter architectuur van de 
opdrachtgever is dusdanig opgezet dat in de VMware omgeving een SAN disk gekoppeld is 
aan meerdere ESX clusters (zie figuur 24). Hierdoor zijn er meerdere virtuele machines die 
gebruik maken van de shared storage (en die dus niet bij het experiment betrokken zijn). 
Weliswaar zijn er meerdere datapaden beschikbaar in geval van de virtuele omgeving, echter 
zijn er ook meerdere machines die gebruik maken van de storage. Dit heeft zijn weerslag op 
de overall performance van de testomgeving. Wat we kunnen zeggen is dat de invloed van de 
architectuur én de overhead van de virtuele omgeving ervoor zorgen dat de benchmark 35 % 
lager scoort. We zien dit ook terug in de disk read/s waarden in de sar grafieken (zie bijlage 
2). Overigens is het wel zo dat ik deze externe invloed heb geprobeerd te minimaliseren door 
de experimenten op ‘rustige’ momenten uit te voeren (buiten kantoortijden).  
Belangrijk is om ons te realiseren dat wanneer we een model gaan maken voor deze 
omgevingen we dus niet alleen het verschil tussen een fysieke en virtuele server modelleren, 
maar ook twee verschillend ingerichte omgevingen. De fysieke omgeving gebruikmakend van 
dedicated storage, de virtuele omgeving gebruik makend van shared storage. Bij de tppc-
mysql benchmark is de disk-service de bottleneck vandaar dat dit aspect zo’n groot 
onderscheid maakt.  
In tabel 7 en figuur 30 is een tabel en grafiek opgenomen van de 90 percentiel37 responstijden 
van de New Order class. De tabellen en grafieken voor de overige classes (Payment-, Order 
Status-, Delivery- en Stock Level-) zijn in bijlage 1 opgenomen. 
In figuur 30 is aan de linker op de verticale as de schaal afgebeeld voor de VMware 
architectuur. Aan de rechterkant voor de fysieke- en container-architectuur. Dit is gedaan 
omdat de responstijden voor de VMware omgeving voor hogere load waarden harder oplopen. 
Op deze wijze is dan toch te zien dat de vorm voor alle drie de architecturen gelijk is (‘hockey 
stick’). Verder zien we dan voor N > 100 niet meer voldaan wordt aan één van de eisen van 
de TPC-C standaard dat de 90 percentiel responstijd van de New_Order klasse binnen de 5 [s] 
moet liggen (zie tabel 5).   
                                               
37 90 percentiel: 90 % van de gemeten waarden is kleiner of gelijk aan de vermelde waarde 
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Responstijden 
Tabel 7: 90 percentiel responstijden New Order class 
#stores fysiek container  VMware 
1 1,737 1,816 2,476 
3 1,780 1,873 2,346 
5 1,763 1,859 2,432 
6 1,772 1,866 2,361 
7 1,752 1,853 2,363 
12 1,765 1,848 2,381 
25 1,771 1,866 2,416 
50 1,796 1,943 2,625 
75 1,880 1,968 2,840 
100 1,905 1,982 5,057 
125 1,921 2,025 6,542 
150 1,931 2,024 7,775 
200 1,941 2,070 8,637 
 
 
 
Figuur 30: 90 percentiel responstijd New Order class 
5.4.1 Significante system parameters 
De benchmarks zijn uitgevoerd bij een oplopende user load (het aantal stores is een 
benchmark-parameter die men kan instellen en deze is representatief voor de user load). 
Tijdens de benchmarks zijn er performance gegevens verzameld op applicatie-niveau: hiertoe 
levert de tpcc-mysql tool een rapportage op. Gelijktijdig met het starten van een benchmark-
run zijn ook systeemparameters gemeten met de tool sar. Beide resultaten (benchmark- en 
systeem-parameters; zie hiervoor figuur 29, figuur 30 en bijlage 2) hebben we uitgewerkt in 
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grafiek-vorm (voor oplopende user-load) en hierna bepaald welke systeem-parameters een 
hele duidelijke relatie hebben met de benchmark output. Deze zijn samengevat in tabel 8. 
Tabel 8: significante systeem-parameters 
parameter betekenis 
CPU sys (%) fractie van beschikbare CPU tijd die besteed is aan kernel processen 
CPU user (%) fractie van beschikbare CPU tijd die besteed is aan user processen 
CPU IO Wait (%) fractie van beschikbare CPU tijd dat een runnable proces moest 
wachten op een device voor afhandeling van een I/O request 
csw (1/s) aantal context switches per seconde 
disk util (%) disk utilisatie 
disk avqsz (req) gemiddelde disk queue lengte 
disk writes (sect/s) aantal disk writes (in sectoren38) per seconde 
 
In het hoofdstuk conclusies zijn de belangrijkste bevindingen omtrent het vergelijk tussen 
benchmark- en significante systeem-parameters beschreven. 
5.5 Modelvorming tpcc-mysql benchmark 
De verkregen resultaten gaan we nu gebruiken om een model op te stellen voor de drie 
gebruikte architecturen en wel volgens de methodiek van hoofdstuk 4. Het gaat hierbij om de 
throughput [TpmC]. De benchmark-tool laat ook de responstijden zien, gedifferentieerd naar 
werklast klasse. Omdat de voor dit onderzoek gebruikte tool (PDQ) hiermee niet overweg 
kon, hebben we deze gegevens niet kunnen modelleren (in PDQ kunnen maximaal drie 
werklast klassen in één model gemodelleerd worden, de TPC-C benchmark bestaat uit vijf 
klassen). We zullen nu eerst de fysieke architectuur modelleren. Dit zal gebeuren aan de hand 
van een wat meer uitgebreide toelichting. Vervolgens zal voor de container- en VMware-
architectuur het resultaat beknopt worden weergegeven. 
Bounds analysis fysieke architectuur 
Allereerst bepalen we ܦ௠௔௫ (zie formule 11): 
ܦ௠௔௫ = 	 1ܺ௠௔௫ = 	1 4.500.000ൗ = 2,20	 ∙ 	10ି଻	݉݅݊ 
Hierbij zitten we in het verzadigde deel van de grafiek in figuur 16. 
De kortst mogelijke responstijd ܴ௠௜௡ treedt op wanneer er totaal geen queueing plaatsvindt. 
In dat geval geldt (zie formule 14): 
ܴ௠௜௡ = 	 ܦ஼௉௎ + 	ܦௗ௜௦௞ + 	ܦ௠௘௠௢௥௬ + 	ܦ௡௘௧௪௘௥௞ = 	 ܦ௧௢௧௔௔௟ 	 
Omdat ook geldt ܴ	 = 	ே
௑
− ܼ, kunnen we zeggen:  
                                               
38 Een sector komt overeen met 512 bytes 
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ܦ௧௢௧௔௔௟ = 	ܰܺ − ܼ	 => ܺ = 	 ܰܦ௧௢௧௔௔௟ + ܼ	 
Dit is dus de throughput in geval we nog geen verzadiging bereikt hebben. 
Volgens formule 10.7 uit [6, p. 322] is bij 1 store geen queueing en is ܴ = 	 ܦ௠௔௫. Daarom 
geldt ook: 
ܺ(1) = 	 1
ܦ௠௔௫ + ܼ 	<	=	> 64.071 = 	 12,20	 ∙ 	10ି଻ + ܼ => ܼ = 1,539 ∙ 	10ିହ	݉݅݊ 
Het optimale aantal stores ligt bij het snijpunt van de lijnen ௟ܺ௜௡ = 	 ே஽ା௓ en ܺ௠௔௫ = 	 ଵ஽೘ೌೣ => 
ଵ
஽೘ೌೣ
= 	 ே೚೛೟
஽೘ೌೣା௓
 < = > ௢ܰ௣௧ = 	஽೘ೌೣା௓஽೘ೌೣ  
Voor onze fysieke metingen geldt dus: ௢ܰ௣௧ = 70,94, afgerond 71 stores. 
Voor aantal stores <= 71 geldt: ܺ(ܰ) = 	 ே
஽೟೚೟ೌೌ೗ା௓
  
Voor aantal stores >= 71 geldt: ܺ(ܰ) = 4.500.000	ܶ݌݉ܥ 
ܺ(71) = 	 ଻ଵ
஽೟೚೟ೌೌ೗ା	ଵ,ହଷଽ∙	ଵ଴షఱ = 4.500.000	ܶ݌݉ܥ => ܦ௧௢௧௔௔௟ = 3,74	 ∙ 	10ି଻	݉݅݊	 
 
Een en ander hebben we ook in een eerste benadering met perl::PDQ39 doorgerekend en dit 
leverde de volgende resultaten op: 
Tabel 9: throughput fysieke architectuur eerste PDQ model 
#stores fysiek PDQ 
1 64071 64061 
3 305821 192105 
5 538544 320035 
6 650946 383958 
7 758891 447847 
12 1277696 766753 
25 2555163 1590188 
50 4446523 3113368 
75 4626445 4197510 
100 4353307 4448734 
125 4169475 4500640 
150 3578430 4519361 
200 2825053 4533286 
                                               
39 Er is gekozen voor PDQ als modelleringstool omdat hiermee ook het aspect load-afhankelijke demand 
gemodelleerd kan worden. 
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Figuur 31: throughput fysieke architectuur met bijbehorende PDQ model 
 
In de grafiek is te zien dat  het PDQ model de throughput ܺ௠௔௫ benadert voor oneindige load. 
In werkelijkheid neemt de throughput echter af voor hogere load. Een belangrijke constatering 
bij de tpcc-mysql benchmarkresultaten is dat de throughput waarden gemiddelde waarden zijn 
wanneer het systeem in ‘steady state’ is. Dit betekent dat het systeem stabiel is en dat we 
volgens Little’s law met gemiddelden mogen werken. Dus is het gebruikte model wat dat 
betreft valide. De aanname in dit PDQ model is echter ook dat de demand een vaste waarde 
heeft en onafhankelijk is van de load. In werkelijkheid hoeft dit niet zo te zijn. Dit aspect 
zullen we nu modelleren in een tweede versie van het PDQ model door in het verzadigde stuk 
van de grafiek ൫ܰ ≥	 ௢ܰ௣௧൯	de demand afhankelijk van de load te maken. Om er achter te 
komen welke relatie er bestaat tussen de load en demand voor het verzadigde stuk maken we 
gebruik van één van de wetten van Little [6, pp. 381-382]: 
ܦ = 	 ఘ
௑
           (17) 
De disk utilization ߩ hebben we gemeten met behulp van de sysstat tool40. Het verband tussen 
de demand en de load is in figuur 32 tot uitdrukking gebracht: 
                                               
40 Sysstat: verzameling van performance monitoring tools voor Linux 
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Figuur 32: demand fysieke architectuur als functie van load 
De demand hebben we voor een aantal punten uitgerekend m.b.v. formule 17 en in de grafiek 
van figuur 32 gezet (blauwe lijn). De rode lijn geeft de constante demand waarde aan uit de 
eerste modelleringsbenadering. Vervolgens hebben we met een statistische regressie fit de 
demand functie bepaald: 
ܦ௙௬௦௜௘௞ = 8	 ∙ 	10ିଽ 	 ∙ 	ܰ଴,଺ଽଵ଺       (18) 
De bijbehorende grafiek wordt weergegeven met de blauwe stippellijn. Om de throughput 
grafiek beter aan te laten sluiten hebben we deze functie gefit aan onze meet-data met als 
resultaat de volgende functie (zie ook de groene lijn in figuur 32): 
ܦ௙௬௦௜௘௞ = 1,1	 ∙ 	10ି଼ 	 ∙ 	ܰ଴,଺ହ       (19) 
Uiteindelijk leverde dit het volgende resultaat op (zie tabel 10 en figuur 33): 
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Tabel 10: throughput fysieke architectuur tweede PDQ model 
#stores fysiek PDQ-1 PDQ-2 
1 64071 64061 64931 
3 305821 192105 194647 
5 538544 320035 324221 
6 650946 383958 388962 
7 758891 447847 453674 
12 1277696 766753 776819 
25 2555163 1590188 1613579 
50 4446523 3113368 3197106 
75 4626445 4197510 4570928 
100 4353307 4448734 4458621 
125 4169475 4500640 3911977 
150 3578430 4519361 3487663 
200 2825053 4533286 2899430 
 
 
Figuur 33: throughput tweede PDQ model fysieke architectuur 
De conclusie is dat het tweede model voor de fysieke architectuur het verloop van de 
throughput als functie van de user load in kwalitatieve zin redelijk goed kan voorspellen. De 
kwantitatieve voorspelling is voor het onverzadigde deel (van 0 tot 75 stores) minder goed. 
Hier zien we dat de voorspelde waarden een stuk lager liggen dan de gemeten waarden. In het 
verzadigde gebied zijn de kwantitatieve voorspellingen vrij goed te noemen. 
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Bounds analysis container architectuur 
ܦ௠௔௫ = 	 1ܺ௠௔௫ = 	1 4.000.000ൗ = 2,50	 ∙ 	10ି଻	݉݅݊ 
ܺ(1) = 	 1
ܦ௠௔௫ + ܼ 	<	=	> 53.365 = 	 12,50	 ∙ 	10ି଻ + ܼ => ܼ = 1,849 ∙ 	10ିହ	݉݅݊ 
௢ܰ௣௧ = 74,95, afgerond 75 stores. 
 
Figuur 34: demand container architectuur als functie van de load 
De demand hebben we ook hier weer voor een aantal punten uitgerekend en in de grafiek van 
figuur 34 gezet (blauwe lijn). De rode lijn geeft wederom de constante demand waarde aan uit 
de eerste modelleringsbenadering. Vervolgens hebben we met een statistische regressie fit de 
demand functie bepaald: 
ܦ௖௢௡௧௔௜௡௘௥ = 1	 ∙ 	10ି଼ 	 ∙ 	ܰ଴,଺ଷ଼ଶ       (20) 
De bijbehorende grafiek wordt weergegeven met de blauwe stippellijn. Om de throughput 
grafiek beter aan te laten sluiten hebben we deze functie wederom gefit aan de meet-data met 
als resultaat de volgende functie (zie ook de groene lijn in figuur 34): 
ܦ௖௢௡௧௔௜௡௘௥ = 1,1	 ∙ 	10ି଼ 	 ∙ 	ܰ଴,଺ହ       (21) 
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Uiteindelijk leverde dit het volgende resultaat op (zie tabel 11 en figuur 35): 
Tabel 11: throughput container architectuur tweede PDQ model 
#stores container  PDQ-1 PDQ-2 
1 53365 53362 54051 
3 282428 160027 162052 
5 501371 266607 269956 
6 610639 319866 323876 
7 727612 373099 377777 
12 1217392 638874 646997 
25 2424860 1325783 1344754 
50 3577447 2606576 2672242 
75 3979250 3610121 3925133 
100 3826733 3899154 4371679 
125 3953350 3955336 3898537 
150 3532020 3974511 3483143 
200 2795000 3988338 2898288 
 
 
 
Figuur 35: throughput tweede PDQ model container architectuur 
De conclusie is dat het tweede model voor de container architectuur het verloop van de 
throughput als functie van de user load in kwalitatieve zin redelijk goed kan voorspellen. De 
kwantitatieve voorspelling is voor het onverzadigde deel (van 0 tot 100 stores) minder goed. 
Hier zien we dat de voorspelde waarden een stuk lager liggen dan de gemeten waarden. In het 
verzadigde gebied zijn de kwantitatieve voorspellingen vrij goed te noemen. 
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Bounds analysis VMware architectuur 
ܦ௠௔௫ = 	 1ܺ௠௔௫ = 	1 3.000.000ൗ = 3,33	 ∙ 	10ି଻	݉݅݊ (1) = 	 1
ܦ௠௔௫ + ܼ 	<	=	> 36.414 = 	 13,33	 ∙ 	10ି଻ + ܼ => ܼ = 2,7129 ∙ 	10ିହ	݉݅݊ 
௢ܰ௣௧ = 83,45, afgerond 83 stores. 
 
Figuur 36: demand virtuele architectuur als functie van de load 
De demand hebben we ook hier weer voor een aantal punten uitgerekend en in de grafiek van 
figuur 36 gezet (blauwe lijn). De rode lijn geeft weer de constante demand aan uit het eerste 
model. Vervolgens hebben we met een statistische regressie fit de demand functie bepaald: 
ܦ௩௠௪௔௥௘ = 3	 ∙ 	10ିଽ 	 ∙ 	ܰଵ,଴ଵହ       (22) 
De bijbehorende grafiek wordt weergegeven met de blauwe stippellijn. In dit geval was het 
niet meer nodig de functie nog te fitten aan de meet-data (uiteindelijk resultaat voor de 
throughput komt vrij goed overeen met de meet-data). 
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Uiteindelijk leverde dit het volgende resultaat op (zie tabel 12 en figuur 37): 
Tabel 12: throughput VMware architectuur tweede PDQ model 
#stores VMware  PDQ-1 PDQ-2 
1 36415 36414 36857 
3 141790 109208 110545 
5 241907 181954 184200 
6 290770 218310 221014 
7 336396 254652 257820 
12 551806 436147 441713 
25 1106966 905844 918658 
50 1807057 1790061 1828052 
75 2390260 2563663 2698354 
100 3038317 2894371 2983901 
125 2816025 2957835 2457842 
150 2152005 2977116 2053216 
200 1722300 2990086 1537306 
 
 
 
Figuur 37: throughput tweede PDQ model VMware architectuur 
De conclusie is dat het tweede model voor de VMware architectuur de throughput als functie 
van de user load in kwalitatieve en kwantitatieve zin goed kan voorspellen. Zowel in het 
onverzadigde als in het verzadigde gebied zijn de voorspelde waarden vrij goed te noemen. 
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6. Conclusies en aanbevelingen 
De doelstelling van het onderzoek is om kennis op te doen over het performance-gedrag van 
naar virtuele omgevingen gemigreerde applicaties. Hierbij gaat het er om dat we een 
inschatting kunnen maken of een applicatie, die momenteel op een fysieke architectuur draait, 
straks zonder performance bottlenecks zal draaien op een virtuele architectuur. Om hier achter 
te komen hebben we een empirisch onderzoek gedaan, waarbij we binnen een typische data 
center infrastructuur een disk-intensieve benchmark hebben gedraaid op een fysieke-, een 
container- en een VMware- Linux-architectuur. Als benchmark is gekozen voor een door het 
bedrijf Percona uitgebrachte implementatie van de TPC-C benchmark: tpcc-mysql. Dit is een 
load-generator die transacties doet op een MySQL database volgens een door de Transaction 
Processing Performance Council (TPC) gedefinieerd schema (zie tabel 5). De resultaten 
hiervan hebben we verwerkt en geanalyseerd. Daarnaast hebben we onderzoek gedaan naar de 
modelvorming voor een dergelijke werklast. Hiertoe hebben we een eenvoudig model 
opgesteld (zie figuur 15) als representatie van de TPC-C benchmark en hierna een aantal 
modelleringsbenaderingen vergeleken. Het ging hier om een analytisch benadering van een 
queueing model, simulatie door middel van een queueing model met behulp van perl::PDQ en 
simulatie van een queueing petri-net- (QPN-) model met behulp van QPME. We hebben er 
voor gekozen een queueing model te gebruiken en dit door te rekenen met behulp van PDQ 
omdat deze tool de mogelijkheid biedt load-afhankelijke service demands te modelleren, iets 
dat tijdens het opstellen en evalueren van de eerste model-opzet noodzakelijk bleek. In dit 
hoofdstuk zullen we nu conclusies verbinden aan de resultaten van de benchmarks en het 
toegepaste model door beiden in perspectief te plaatsen. In de navolgende paragrafen laten we 
zien in hoeverre de benchmarkresultaten voor de drie omgevingen verschillen en het model de 
benchmarkresultaten beschrijft. Als laatste zullen we aanbevelingen geven voor verder 
onderzoek. 
De verwachting is dat de container- architectuur een gelijke of in geringe mate mindere 
performance zal laten zien dan de fysieke- architectuur. Voor de VMware-omgeving zou ook 
wel eens kunnen gelden dat de performance niet veel afwijkt van de fysieke- architectuur, 
echter als er verschillen zijn te verwachten dan zijn deze hier het grootst. Dit omdat de 
VMware-omgeving gebruikmaakt van een extra software-laag (hypervisor) en de hardware-
drivers voor ieder guest O.S. worden geëmuleerd. Dit blijkt uit reeds eerder gedaan onderzoek 
op dit vlak [1] [2] [3].  Bij de container-architectuur gebruikt het guest O.S. in iedere 
container de hardware drivers van het host O.S. De resource benutting zal daarom in deze 
omgeving efficiënter zijn.  
6.1 Conclusies over de mate waarin de drie architecturen verschillen 
In de hierna volgende tabellen (tabel 13 t/m 15) hebben we de significante systeem-
parameters afgezet tegen de benchmark uitkomsten en wel voor de drie onderzochte 
architecturen. De volgende conclusies kunnen we hieruit trekken: 
1. Voor wat betreft de benchmark-throughput (X) laat de fysieke omgeving over de hele 
linie betere resultaten zien dan de container omgeving, terwijl de container omgeving 
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weer over de hele linie betere resultaten laat zien dan de VMware-omgeving. We zien 
heel duidelijk een omslagpunt in de throughput karakteristieken (bij ௢ܰ௣௧	௙௬௦௜௘௞ =75, ௢ܰ௣௧	௖௢௡௧௔௜௡௘௥ = 75	en ௢ܰ௣௧	௩௠௪௔௥௘ = 100). We duiden het gebied ܰ < ௢ܰ௣௧ aan 
als het onverzadigd gebied en het gebied ܰ > ௢ܰ௣௧ als het verzadigd gebied. De 
maximale throughput ligt bij ௢ܰ௣௧ = 75 stores voor de fysieke- en container-
omgeving en bij ௢ܰ௣௧ = 100	stores voor de VMware-omgeving en bedragen 
respectievelijk 4,6 MTpmC41, 4,0 MTpmC (-13% t.o.v. fysiek) en 3,0 MTpmC(-35% 
t.o.v. fysiek). In paragraaf 5.5 hadden we deze waarden ook berekend: ௢ܰ௣௧	௙௬௦௜௘௞ =71, ௢ܰ௣௧	௖௢௡௧௔௜௡௘௥ = 75	en ௢ܰ௣௧	௩௠௪௔௥௘ = 83. Omdat we alleen gemeten hebben voor 
ܰ = …, 50, 75, 100, …. lijkt het of ௢ܰ௣௧	௙௬௦௜௘௞  en ௢ܰ௣௧	௖௢௡௧௔௜௡௘௥  samenvallen (ܰ =75). Dit is in werkelijkheid dus niet zo. 
2. De benchmark-responstijden (R) zijn voor de fysieke omgeving licht beter dan de 
container omgeving. De VMware omgeving laat wat hogere responstijden zien waarbij 
opvalt dat vanaf ௢ܰ௣௧ = 100 er een flinke toename optreedt. Dit laatste is weer te 
relateren aan de disk utilisatie die voor de VMware omgeving naar de 100% toe 
kruipt. 
3. Er is een duidelijke relatie te zien tussen de afname van de throughput na ௢ܰ௣௧ en disk 
utilisatie (disk util) en de disk queue size (disk qsz) en CPU IO wait. In dit gebied 
raakt de SAN disk verzadigd. Als het aantal requests in de disk queue oploopt betekent 
dit dat de responstijden van de SAN disk langer worden. 
4. Er is een relatie te zien tussen de benchmark-throughput en de parameter disk writes. 
Dit is ook niet verwonderlijk, immers wanneer er op transactie-niveau meer naar de 
database wordt geschreven zal er ook meer naar de SAN disk worden geschreven. 
5. De VMware-omgeving laat over de hele linie een veel hogere disk-utilisatie zien 
(startend van ca. 55% bij 1 store). Hier is mogelijk de invloed merkbaar van de 
toegepaste data center architectuur voor VMware omgevingen. In figuur 24 is te zien 
dat SAN disken worden gedeeld over meerdere fysieke servers binnen een VMware 
ESX cluster. Daarnaast worden dezelfde SAN disken ook gedeeld over meerdere ESX 
clusters. Helaas had ik zelf geen invloed op de inrichting van de storage infrastructuur  
en moest ik mijn experimenten uitvoeren op de omgeving zoals die mij werd 
aangeboden. Deze infrastructuur is ingericht volgens gangbare richtlijnen, waarbij 
overigens niet alleen gelet is op performance aspecten. Om het storende effect hiervan 
te minimaliseren heb ik de experimenten zoveel mogelijk buiten kantoortijden 
uitgevoerd. Bij de fysieke en container omgeving heeft elke machine een eigen 
dedicated SAN disk toegewezen (zie figuren 21 en 22). 
6. Het aantal context switches per seconde (csw/s) vertoont voor de fysieke- en 
container-omgeving ongeveer hetzelfde verloop. Voor de VMware omgeving is het 
verloop ook gelijk, maar liggen de waarden een stuk lager. Dit kan als volgt worden 
verklaard. Bij een context switch moet de status informatie van het huidige proces 
worden opgeslagen. Daar waar de fysieke- en container- omgeving zelf rechtstreeks 
                                               
41 TpmC: Transactions per minute Completed; 1 MTpmC: 1 miljoen TpmC 
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toegang hebben tot de page tables, moet de VMware omgeving gebruikmaken van de 
hypervisor om de page tables bij te werken. Dit kost extra overhead. Volgens [32] kan 
een context switch in een virtuele omgeving daarom wel tot drie keer zo lang duren als 
in een fysieke omgeving. Vanaf de generatie Intel Nehalem processoren is hiervoor 
hardware support toegevoegd in de processor (Extended Page Tables) en zou het 
probleem een stuk minder moeten zijn. 
7. Er is een duidelijke relatie te zien tussen CPU sys en CPU user voor het onverzadigde 
deel en de benchmark throughput. In het verzadigde gebied nemen de waardes 
geleidelijk af bij oplopende load, waarbij tegelijkertijd de CPU IO wait toeneemt. Dit 
laatste is een gevolg van de langere service tijden van de SAN disk. CPU IO wait is de 
fractie van de CPU tijd dat een proces toegang tot de disk wil, maar moet wachten 
omdat deze nog niet beschikbaar is. Dit is ook weer in lijn met de oplopende waarden 
voor de disk queue. 
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Tabel 13: benchmark- versus significante- parameters (fysiek) 
 
Tabel 14: benchmark- versus significante- parameters (container) 
 
Tabel 15: benchmark- versus significante- parameters (VMware) 
 
 
#stores X R CPU sys CPU user CPU IO Wait csw/s disk util disk qsz disk writes
1 64071 0,337 13,93 42,19 1,90 119138 16,55 0,18 21852
3 305821 0,353 18,58 65,21 1,38 155274 15,33 0,19 27129
5 538544 0,350 18,69 67,37 1,19 161699 15,90 0,19 28663
6 650946 0,348 18,87 67,53 1,14 160229 16,27 0,19 27984
7 758891 0,345 18,87 67,57 1,11 159327 16,09 0,19 28119
12 1277696 0,346 18,72 68,08 1,25 157207 17,28 0,20 31357
25 2555163 0,350 18,47 67,40 1,45 152329 20,05 0,24 37923
50 4446523 0,356 17,97 66,75 4,85 147610 48,48 0,65 74864
75 4626445 0,385 15,93 59,48 11,02 117410 72,39 0,86 77915
100 4353307 0,391 11,80 41,26 23,68 91970 84,00 2,83 25397
125 4169475 0,391 11,34 39,11 49,65 84453 86,07 4,30 37826
150 3578430 0,399 9,36 28,69 51,44 68304 88,88 4,47 34301
200 2825053 0,405 6,66 17,88 53,25 43225 91,59 4,27 43077
#stores X R CPU sys CPU user CPU IO Wait csw/s disk util disk qsz disk writes
1 53365 0,357 12,62 38,18 3,55 109313 22,87 0,23 17610
3 282428 0,370 19,13 62,75 1,60 145019 14,95 0,17 26078
5 501371 0,367 19,14 64,28 1,67 151477 16,26 0,18 27461
6 610639 0,365 19,02 64,89 1,52 153962 16,93 0,19 27082
7 727612 0,363 19,15 65,31 1,45 155540 16,59 0,18 27940
12 1217392 0,364 18,81 65,71 1,68 152847 18,89 0,21 31247
25 2424860 0,368 18,71 64,70 1,88 147508 21,56 0,25 36193
50 3577447 0,389 17,70 63,92 5,68 137538 40,57 0,50 50353
75 3979250 0,402 14,11 47,31 8,21 103702 56,86 1,14 26414
100 3826733 0,408 11,04 36,70 38,45 85306 83,50 3,32 24663
125 3953350 0,408 11,42 36,31 43,02 80016 83,90 3,86 35421
150 3532020 0,408 9,55 29,07 53,90 69423 91,15 5,18 32462
200 2795000 0,430 7,62 16,76 55,44 42728 92,04 5,26 32774
#stores X R CPU sys CPU user CPU IO Wait csw/s disk util disk qsz disk writes
1 36415 0,535 10,85 24,83 5,98 74564 55,37 0,57 9924
3 141790 0,513 14,89 34,55 5,96 95821 63,67 0,68 13560
5 241907 0,507 14,98 34,77 6,05 96674 64,45 0,70 13294
6 290770 0,512 15,01 34,88 6,08 96381 64,57 0,70 13589
7 336396 0,509 15,11 35,02 6,13 96465 64,37 0,69 13574
12 551806 0,513 14,96 35,24 6,87 95796 69,16 0,76 14063
25 1106966 0,526 14,71 34,91 8,60 91150 76,12 1,52 27763
50 1807057 0,592 14,44 34,57 10,29 86420 84,21 2,51 41472
75 2390260 0,687 13,60 35,18 14,98 85413 91,57 2,71 63005
100 3038317 1,610 12,58 34,34 11,48 78789 89,47 2,83 34683
125 2816025 2,879 10,21 28,84 37,65 60981 99,44 6,22 19957
150 2152005 3,349 7,93 19,58 41,88 41362 99,50 6,59 23453
200 1722300 4,685 5,90 11,61 42,00 28491 100,32 6,79 24304
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6.2 Conclusies over de mate waarin het model de benchmarkresultaten beschrijft 
In hoofdstuk 4 hebben we een eerste modelbenadering opgesteld waarmee we de benchmark 
resultaten kunnen beschrijven. In figuur 38 is te zien hoe het model de throughput weergeeft. 
Hiervoor is het van belang eerst ܺ௠௔௫ te meten door de benchmark voor oplopende load te 
draaien. 
 
 
Figuur 38: throughput verloop volgens model [6] 
Wanneer we naar de figuren 38, 39 en 40 kijken zien we dat deze eerste 
modelleringsbenadering nog niet helemaal klopt voor de gemeten benchmarkresultaten (zie de 
grijze lijnen voor de gemodelleerde throughput en groene lijnen voor de gemeten waarden). 
Voor het onverzadigde deel is bij de fysieke en container omgeving de helling van de grafiek 
voor de gemeten waarden steiler dan het model. Voor de VMware omgeving komt deze 
helling overigens beter overeen. De reden hiervoor is dat de demand waarde in werkelijkheid 
niet constant is, maar varieert (demand loopt op bij een oplopende user load). Voor het 
onverzadigde deel is te zien dat bij oplopende load de throughput-waarden niet naar de 
asymptotische lijn ܺ௠௔௫ gaan maar weer gaan afnemen. Hier toont het model een te grote en 
onacceptabele afwijking. Dat is de reden dat we in een tweede modelleringsbenadering de 
demand afhankelijk gemaakt hebben van de user load. Deze kan berekend worden door de 
disk utilisatie te delen door de throughput (zie formule 17: het toepassen van Little’s law). Op 
deze wijze hebben we voor iedere load waarde een nauwkeurigere demand waarde kunnen 
bepalen voor onze server in het queueing model. Dit resulteerde in de blauwe grafieken in 
figuur 39 t/m 41. De conclusie is dat de tweede modelleringsbenadering met PDQ een vrij 
goede weergave is van de gemeten benchmark-throughput waarden. 
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Figuur 39: throughput gemeten en volgens eerste en tweede model (fysiek) 
 
Figuur 40:throughput gemeten en volgens eerste en tweede model (container) 
 
Figuur 41:throughput gemeten en volgens eerste en tweede model (VMware) 
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Ook zegt het model iets over de responstijden van de benchmark. Dit zijn de responstijden 
voor het hele systeem (voor alle werklast klassen tesamen, zoals New Order, Payment, etc.). 
De tpcc-mysql benchmark rapporteert echter de responstijden voor iedere werklast-klasse per 
meet-interval. Hieruit heb ik per werklast-klasse de responstijd-grafieken afgeleid (zie figuur 
30 en bijlage 1). Echter omdat het model geen onderscheid maakt tussen werklast klassen was 
het niet mogelijk de uitkomsten van het model hiermee te vergelijken en hieruit conclusies te 
trekken. Overigens is wel het verloop terug te herkennen in de responstijden die er voor de 
diverse werklast-klassen zijn gemeten en uitgezet in de bijbehorende grafieken. 
 
 
 
 
Figuur 42: responstijd verloop volgens model [6] 
 
6.3 Conclusies over de relatie tussen de systeem-parameters en model 
karakteristieken 
De vraag is of we nu ook een relatie kunnen leggen tussen de gemeten systeem-parameters en 
de karakteristieken zoals deze worden weergegeven door het model en de bijbehorende 
grafieken. We hebben met behulp van het model de optimale load kunnen berekenen door de 
snijpunten van de lijnen voor het onverzadigde gebied en het verzadigde gebied te bepalen: 
ଵ
஽೘ೌೣ
= 	 ே
஽೟೚೟ೌೌ೗	ା	௓
. Hieruit hebben we de volgende waarden bepaald voor resp. de fysieke-, 
container- en VMware-architectuur: ௢ܰ௣௧	௙௬௦௜௘௞ = 71, ௢ܰ௣௧	௖௢௡௧௔௜௡௘௥ = 75, ௢ܰ௣௧	௩௠௪௔௥௘ = 83. 
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Wanneer we naar de systeem-parameters in tabellen 13 t/m 15 kijken kloppen deze waarden 
redelijk goed. Het zijn voor alle drie de architecturen de punten waar het verzadigd gebied 
begint en waar de SAN latency gaat toenemen. Dit wordt gekenmerkt door toenemende 
waarden voor de parameters disk utilization, disk queue size en CPU IO wait. In het 
onverzadigde gebied geeft het model aan dat de throughput proportioneel is met de load. Dit 
zien we in het overzicht terug bij de waarden voor de disk writes, die evenredig oplopen. 
Voor het verzadigde deel houdt het tweede model ook rekening met de toenemende disk 
utilisatie, door de demand er afhankelijk van te maken. Hierdoor waren de voorspelde 
benchmark parameters beter in lijn met de gemeten waarden. De disk queue size en CPU IO 
wait zijn in feite verwante systeemparameters, indicatoren voor dezelfde disk bottleneck. 
Wanneer we ons nu afvragen of er met de gepresenteerde modellen een inschatting kan 
worden gemaakt over de verwachte resource requirements in de virtuele omgeving bij een 
specifieke werklast in de fysieke omgeving kunnen we de volgende zeggen: 
Voor een identieke werklast (tpcc-benchmark met dezelfde ICT-infrastructuur): 
De toegepaste benchmarks dienen hier als middel om een serieuze werklast te kunnen 
genereren. Door bij iedere load de benchmark resultaten en systeemparameters te meten zijn 
we in staat geweest een werklast-profiel op te stellen. Wanneer we nu als uitgangspunt nemen 
een willekeurige load in de fysieke architectuur gegenereerd door ook de tpcc-mysql 
benchmark, dan zouden we door middel van interpolatie in tabel 13 de bijbehorende 
throughput waarde kunnen bepalen. Deze throughput waarde dient als een uniform referentie 
(staat voor een bepaalde hoeveelheid werk) en kan dan weer opgezocht worden in tabel 15 
(tabel voor VMware-omgeving). We weten dat een waarde groter dan circa 3 MTpmC 
betekent dat we in het verzadigde gebied zitten en hiermee het systeem overbelast is. Door te 
interpoleren in tabel 15 kunnen we vervolgens ook een inschatting maken voor de waarden 
van de significante parameters. 
Voor een andere disk-intensieve werklast (wel met dezelfde ICT infrastructuur): 
Dit is een lastiger verhaal. Hierbij moeten we de significante parameters meten van de 
werklast in het fysieke domein. Dan is het de vraag of het profiel past bij dat van de tpcc-
mysql benchmark, dat wil zeggen of de gevonden waarden voor de significante parameters 
terug te lezen zijn op de SAR grafieken in de bijlagen en ook op één lijn liggen (i.e. 
behorende bij één waarde voor de user-load N). Dit zou een onderwerp kunnen zijn voor 
toekomstig onderzoek. Dit zou men tevens kunnen opvatten als generalisatie van het 
toegepaste model voor disk-intensieve werklasten. Bij de gevonden user-load zou dan een 
waarde voor de throughput horen volgens tpcc-mysql maatstaven. Deze kunnen we dan weer 
interpoleren in tabel 15. En hierbij kunnen de waarden voor de bijbehorende significante 
parameters afgeleid worden (ook door interpolatie). 
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Wat is nu de toegevoegde waarde van dit onderzoek voor de wetenschap? 
In dit onderzoek hebben we laten zien dat we door het opstellen van een eenvoudig queueing 
model en de bijbehorende karakteristieken te bepalen voor de throughput en responstijden, we 
beter kunnen begrijpen hoe de systeemparameters zich verhouden bij een toenemende 
belasting. Het model leert dat het gedrag van het systeem niet lineair is, maar onder te 
verdelen is in een onverzadigd en verzadigd deel, ieder met hun eigen karakteristieken. Door 
een benchmark als werklast toe te passen op een fysieke- en virtuele omgeving, de systeem-
parameters te meten, de bijbehorende modellen op te stellen, door te rekenen en op 
correctheid te controleren kunnen we de benchmarkparameters voor beide omgevingen 
beschrijven en vergelijken met elkaar. Daarnaast kunnen we door het vaststellen van de 
significante systeem-parameters en hun relatie met het model, het kwalitatieve gedrag ervan 
bepalen voor de fysieke- en virtuele-architectuur. Met het zo verworven inzicht kunnen we 
een beter inschatting maken wat de overhead is van de virtuele architectuur. 
6.4 Aanbevelingen voor vervolgonderzoek 
Naar aanleiding van de conclusies uit dit onderzoek kunnen we de volgende aanbevelingen 
geven: 
1. Het zou interessant zijn om het opgestelde model te gebruiken voor een ander type 
disk-intensieve werklast. Bijvoorbeeld een ander TPC benchmark. Is het hiermee 
mogelijk om volgens de methode geschetst in paragraaf 6.3 een werklast profiel op te 
stellen voor de virtuele architectuur? Hiermee kan er worden nagegaan hoe generiek 
ons model is. 
2. In dit onderzoek hebben we een keuze gemaakt om een disk-intensieve werklast 
verder uit te werken in een model. Het zou interessant zijn als dit ook gedaan zou 
worden voor andere typen werklasten (CPU-, netwerk- en memory-intensief). 
3. Bij de VMware-architectuur is gebruik gemaakt van SAN storage dat is geshared 
tussen meerdere fysieke servers uit een ESX cluster. Om een zuiverder resultaat te 
krijg verdient het aanbeveling een experiment te doen waar ‘dedicated’ SAN storage is 
uitgedeeld aan deze servers. 
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7 Reflectie 
Het onderzoeks-product en –proces worden in dit hoofdstuk nader toegelicht middels een 
reflectie. 
7.1 Reflectie op onderzoeksproduct 
De oorspronkelijke doelstelling van dit onderzoek is het kunnen doen van een voorspelling 
over het performance gedrag van applicaties die worden gemigreerd van een fysieke naar een 
virtuele Linux architectuur. Hiertoe zou er een model moeten worden ontworpen waarmee 
prognoses gedaan kunnen worden over de relevante parameters in de virtuele omgeving. 
Gaandeweg het afstudeertraject bleek deze doelstelling te complex en heb ik deze moeten 
bijstellen naar de huidige doelstelling zoals deze in dit rapport vermeld staat. Nu worden er 
voor de fysieke- en virtuele- omgeving ieder een eigen model bepaald. Dit model kan alleen 
een voorspelling doen over de benchmark-parameters in de virtuele architectuur, niet over de 
systeem-parameters. Daarnaast hebben we de significante systeem-parameters bepaald en 
kunnen we door ze te relateren aan de benchmark parameters een kwalitatieve voorspelling 
hierover doen. Verder is er in een case study een keuze gemaakt voor een specifieke werklast 
en wel een disk-intensieve benchmark. De keuze van deze benchmark is gestoeld op een 
artikel van SAP [7] waar wordt geconcludeerd dat bij het bepalen van de resource 
requirements van een systeem (ongeacht of het fysiek of virtueel is overigens) de database 
server het belangrijkste is omdat deze niet horizontaal schaalbaar is. Ook blijkt uit andere 
artikelen [1] [2] [3] dat de CPU- en memory-overhead bij virtualisatie minimaal is, maar dat 
de overhead voor disk IO substantieel te noemen is. Hiermee is er ook een beperking 
aangebracht in de oorspronkelijke doelstelling. Initieel was het de bedoeling voorspellingen te 
kunnen doen over de systeem-parameters voor vier typen werklasten: CPU-, memory-, disk- 
en netwerk-intensief. De overige drie zijn onder de aanbevelingen als ‘future work’ 
opgenomen. 
Bij de experimentopzet is er gebruik gemaakt van standaard ICT infrastructuur van de 
opdrachtgever. Hierbij wordt er gebruik gemaakt van shared storage (SAN). Voor de VMware 
architectuur geldt dat één SAN-disk wordt gedeeld met meerdere machines binnen een ESX 
cluster. Het zou voor het resultaat beter geweest zijn om over een dedicated disk per machine 
te kunnen hebben beschikken. We mogen nu niet de verschillen tussen de virtuele- en fysieke- 
architectuur alleen toeschrijven aan de overhead van de hypervisor.   
Een ander noemenswaardig gegeven is dat er in het experiment gebruik gemaakt is van 
servers waarvan de processoren nog niet beschikken over Extended Page Tables (EPT) 
support (in de nieuwe generaties Intel Xeon processoren is dat wel het geval). Dit houdt voor 
de VMware architectuur in dat adres-translaties tussen fysiek en virtueel memory ten behoeve 
van het guest operating systeem twee keer moeten plaats vinden: één keer in het guest 
systeem (door gebruikmaking van een software-geëmuleerde shadow page table) en één keer 
in de hypervisor (door gebruikmaking van de hardware page table). Bij processoren met EPT-
ondersteuning kan het guest O.S. beschikken over zijn eigen hardware page table. Helaas had 
ik bij mijn onderzoek niet de beschikking over dergelijke moderne hardware. Om die reden 
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heb ik dan ook niet de positieve invloed hiervan op de virtualisatie-overhead kunnen 
aantonen. 
7.2 Reflectie op onderzoeksproces 
Het onderzoekstraject is een langdurig traject geweest, waarbij een heleboel activiteiten 
hebben plaatsgevonden. Niet alle activiteiten hebben achteraf bezien een bijdrage kunnen 
leveren aan de onderzoeksdoelstelling, ofschoon ze vaak voor mij wel een instructief effect 
hebben gehad. Er zijn samengevat een paar oorzaken aan te wijzen waarom het traject 
moeizaam is verlopen. Allereerst gebiedt de eerlijkheid mij te zeggen dat ik in mijn 
onervarenheid als onderzoeker vaak niet goed wist hoe zaken het beste aan te pakken. Hierbij 
heeft niet meegeholpen dat ik aan mijn (werk)omgeving weinig houvast had aangezien hier de 
aard van werkzaamheden meer op het uitvoerende vlak liggen en het doen van onderzoek 
geen ‘common practice’ is. Afstandsonderwijs zoals dat gegeven wordt door de OU heeft een 
aantal voordelen, waaronder de flexibiliteit qua plannen van je studie en de hoge kwaliteit van 
het aangeboden lesmateriaal. In de eindfase ben je meer op je zelf aangewezen en op zich is 
daar niks mis mee, maar als vanuit je werkkring ook weinig impulsen komen, wordt het 
onderzoeksproces al gauw minder efficiënt met als gevolg een langere doorlooptijd. Een 
ander aspect is dat het beschikbaar stellen van een testomgeving voor het doen van 
experimenten lang op zich heeft laten wachten. Een en ander had eenvoudigweg te maken met 
bezuinigingen bij mijn werkgever en het hierdoor (volkomen terecht overigens) stellen van 
andere prioriteiten. In de tussentijd heb ik weliswaar experimenten gedaan met een pc-
configuratie, echter deze omgeving is niet representatief te noemen. Halverwege het traject 
kwam hierbij nog het overlijden van mijn moeder bij waardoor de gedachten een poos niet 
meer zo zeer bij het onderzoek lagen. Als laatste is de onderzoeksmaterie lastiger gebleken 
dan in eerste instantie is ingeschat. Om die reden zijn er gaande het afstudeertraject 
aanpassingen gedaan met betrekking tot de scope van het onderzoek.  
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Verklarende woordenlijst en afkortingenlijst 
- ABAP: Advanced Business Application Programming. Een door SAP ontwikkelde hogere 
programmeertaal voor het schrijven van programmatuur gebruikt in de SAP applicatieserver 
- Apache JMeter: Apache project dat gebruikt kan worden als een load testing tool ten 
behoeve van het analyseren en meten van de performance van een variëteit aan services (met 
de nadruk op web-applicaties) 
- capaciteitsmanagement: (ITIL) proces dat er op gericht is vraag en aanbod van computer 
resources op elkaar af te stemmen 
- CMG: Computer Management Group 
- container architectuur: vorm van virtualisatie waarbij de guest VM’s gebruik maken van de 
kernel en drivers van het host operating systeem 
- core-affinity: het vast toewijzen van een proces aan een CPU core 
- COTS: Custom Of The Shelf. Kant en klaar product. 
- DRS: Dynamic Resource Scheduling. Techniek toegepast binnen VMware omgevingen 
waarmee virtuele servers kunnen worden verplaatst naar andere hardware wanneer er door 
bijvoorbeeld een toenemende werklast een tekort aan computer resources dreigt te ontstaan 
- EPT: Extended Page Table. Een hardware-ondersteunde virtualisatie techniek die de 
overhead van software-gemanagede shadow page tables voorkomt. Beschikbaar vanaf de Intel 
Nehalem architectuur. Een page table is de data structuur die gebruikt wordt door het virtual 
memory system om de mapping tussen virtuele en fysieke adressen op te slaan 
- ERP: Enterprise Resource Planning. Software die gemaakt is met het doel bedrijfsprocessen 
te kunnen ondersteunen. Bekende implementaties van ERP software worden geleverd door 
bedrijven als SAP, Peoplesoft, etc 
- FIFO: First In First Out. Type service scheduling strategie. 
- fysieke architectuur: hosting infrastructuur waarbij geen sprake is van een vorm van 
virtualisatie 
- httperf: tool voor het genereren en meten van webserver werklasten 
- hypervisor: software laag, net gelegen boven de hardware-laag, waarbinnen virtuele 
machines kunnen worden gecreëerd en gestart 
- IDC: International Data Corporation; een Amerikaans research instituut gespecialiseerd in 
informatie technologie, telecommunicatie en consumer technologie 
- kvm: Kernel-based Virtual Machine. Virtualisatie oplossing waarbij de Linux kernel als 
hypervisor fungeert 
- latency: de responstijd van een systeem of systeem-component. Een grote latency wordt 
vaak gerelateerd met een slechte performance ervaring 
- LIFO: Last In First Out. Type service scheduling strategie 
- lxc: operating-system level virtualisatie methode voor het draaien van geïsoleerde guest 
Linux systemen (containers) binnen een Linux host operating systeem 
- metric: een teller die op het systeem kan worden uitgelezen en die gebruikt kan worden als 
performance parameter in een model 
- micro-benchmark: benchmark die een specifiek deel van het systeem belast en meet. Deze is 
geschikt om bijvoorbeeld CPU-, memory-, disk- of netwerk-intensieve werklasten te creëren  
- native architectuur: zie fysieke architectuur 
- multiclass queueing network: queueing netwerk waarin meerdere werklast klassen zijn 
gemodelleerd 
- OLTP: Online Transaction Processing 
- overcommitment: meer computer resources aan virtuele machines toekennen dan er in 
werkelijkheid beschikbaar zijn 
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- PDQ: afkorting voor ‘Pretty Damned Quick’ een tool van dr. N. Gunther voor het 
modelleren van queueing netwerken 
- performance model: model waarmee performance voorspellingen kunnen worden gedaan 
voor een specifieke architectuur, meestal aan de hand van een variërende user load 
- regressie-gebaseerd model: performance model dat tot stand is gekomen door metingen te 
doen en vervolgens een regressie analyse hierop toe te passen 
- resource requirements: de door de applicatie benodigde systeem resources, zoals CPU, 
memory, disk- en netwerk- IO bandbreedte 
- RUBiS: staat voor Rice University Bidding System. Het betreft een benchmark die een 
veilingsite (zoals b.v. eBay) nabootst. 
- SAN: Storage Area Network; een architectuur die dient als koppeling tussen servers en 
opslagapparaten 
- SAPS: SAP R/3 Performance Standard. Hardware-onafhankelijke performance metric. 100 
SAPS komt overeen met 2.000 volledig verwerkte orderregels per uur  
- SAP SD benchmark: SAP Sales & Distribution benchmark. 
- SAR: System Activity Report. Tool om op UNIX- en Linux-omgevingen systeem metrics te 
kunnen uitlezen en opslaan (tijdens een meet-interval) 
- server consolidatie: het beter benutten van server-hardware door meerdere servers te 
concentreren op minder server-hardware 
- service demand: tijd die benodigd is om een request volledig af te handelen. Dit kan 
meerdere bezoeken aan de service inhouden 
- service time: tijd die verstrijkt bij één bezoek aan een service 
- sizing: het proces waarbij een inschatting wordt gemaakt met betrekking tot benodigde 
computer resources bij de verwachte werklast. 
- sysstat: software package met een collectie van performance monitoring tools voor Linux 
(waaronder SAR) 
- think time: de tijd dat gebruikers in een gesloten queueing netwerk spenderen in de ‘thinking 
state’. In deze status zijn gebruikers aan het nadenken over de respons van het system of over 
welke volgende request ze gaan doen 
- TPC: Transaction Processing Performance Council; organisatie die performance benchmarks 
opstelt en onderhoudt. 
- TPC-C: online transaction processing (OLTP) benchmark opgesteld door TPC.  
- tpcc-mysql: opensource TPC-C benchmark gebaseerd op een MySQL database server. 
Afkomstig van het bedrijf Percona 
- TPC-W: benchmark opgesteld door TPC die gebruik maakt van een 2-tier architectuur 
bestaande uit een webserver- en een database-deel. 
- user load: synoniem voor werklast, vaak gekenmerkt door een bepaald aantal gebruikers als 
maat voor de intensiteit van de werklast 
- QNAP: tool van het bedrijf Simulog om queueing netwerken te modelleren.  
- queueing model: model waarmee dat deel van de werkelijkheid waarin men geïnteresseerd 
is, wordt uitgedrukt in wachtrijen 
- queueing netwerk: model dat een systeem beschrijft en wordt gevormd door meerdere 
enkelvoudige queues aan elkaar te schakelen 
- SLES: SuSe Linux Enterprise Server. Eén van de vele Linux distributies die in omloop zijn 
- utilisatie: resource benutting. Kan in verschillende contexten gebruikt worden, denk hierbij 
aan CPU-, memory-, disk- en netwerk-utilisatie. Wordt vaak in een percentage uitgedrukt. 
Deze geeft de fractie van de tijd aan dat de resource bezet is 
- virtualisatie: het hosten van meerdere (guest-) besturingssystemen op één computer 
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- virtualisatie-overhead: het extra beslag dat gelegd wordt op computer resources als gevolg 
van het virtualiseren van servers 
- VT: hardware-ondersteuning in Intel processor chips waarbij extra privileged instructies zijn 
toegevoegd t.b.v. virtualisatie 
- werklast: werklast die op een systeem die een bepaalde hoeveelheid werk per tijdseenheid 
verwerkt en hierbij computer resources consumeert (zoals CPU, memory, disk- en netwerk- 
IO bandbreedte) 
- werklast type: in deze context: CPU-, memory-, disk- of netwerk-intensieve werklast 
- Xen: implementatie van een hypervisor die het mogelijk maakt meerdere gast 
besturingssystemen op dezelfde hardware te draaien 
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Bijlage 1 – overige resultaten tpcc-mysql benchmark 
 
Tabel 16: 90 percentiel responstijden Payment class 
#stores fysiek container  VMware 
1 0,337 0,357 0,535 
3 0,353 0,370 0,513 
5 0,350 0,367 0,507 
6 0,348 0,365 0,512 
7 0,345 0,363 0,509 
12 0,346 0,364 0,513 
25 0,350 0,368 0,526 
50 0,356 0,389 0,592 
75 0,385 0,402 0,687 
100 0,391 0,408 1,610 
125 0,391 0,408 2,879 
150 0,399 0,408 3,349 
200 0,405 0,430 4,685  
 
 
 
 
Figuur 43: 90 percentiel responstijd Payment class 
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Tabel 17: 90 percentiel responstijden Order Status class 
#stores fysiek container  VMware 
1 0,172 0,180 0,265 
3 0,179 0,191 0,264 
5 0,177 0,187 0,264 
6 0,176 0,185 0,267 
7 0,175 0,184 0,267 
12 0,175 0,183 0,270 
25 0,179 0,188 0,276 
50 0,185 0,202 0,288 
75 0,200 0,210 0,326 
100 0,207 0,212 0,487 
125 0,213 0,225 0,804 
150 0,223 0,234 2,354 
200 0,241 0,249 2,617 
 
 
 
Figuur 44: 90 percentiel responstijd Order Status class 
  
0,150
0,170
0,190
0,210
0,230
0,250
0,000
0,500
1,000
1,500
2,000
2,500
3,000
0 50 100 150 200 250
90
th
 p
er
c r
es
po
ns
tim
e 
fy
sie
k 
/ c
on
ta
in
er
90
th
 p
er
c r
es
po
ns
tim
e 
vi
rt
ue
el
aantal stores
90th percentile responstime Order Status
90 perc respons time virtueel
90 perc response time fysiek
90 perc response time container
90 
 
 
 
Tabel 18: 90 percentiel responstijden Delivery class 
#stores fysiek container  VMware 
1 2,197 2,283 2,984 
3 2,143 2,393 2,886 
5 2,087 2,212 2,887 
6 2,080 2,196 2,909 
7 2,066 2,185 2,924 
12 2,077 2,187 2,932 
25 2,096 2,207 2,988 
50 2,148 2,470 3,273 
75 2,385 2,490 4,392 
100 2,414 2,525 7,004 
125 2,419 2,569 9,085 
150 2,466 2,540 10,043 
200 2,425 2,577 10,363 
 
 
 
Figuur 45: 90 percentiel responstijd Delivery class 
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Tabel 19: 90 percentiel responstijden Stock Level class 
#stores fysiek container  VMware 
1 5,537 5,800 8,051 
3 5,663 5,980 6,917 
5 5,582 5,917 6,902 
6 5,553 5,899 7,019 
7 5,535 5,830 6,929 
12 5,550 5,845 7,048 
25 5,589 5,907 7,379 
50 5,705 6,009 8,004 
75 5,766 5,980 8,813 
100 5,715 5,917 11,162 
125 5,729 6,015 13,741 
150 5,747 6,157 15,068 
200 5,733 6,159 17,415 
 
 
Figuur 46: 90 percentiel responstijd Stock Level class 
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Bijlage 2 – systeemdata tpcc-mysql benchmark 
Gedurende de experimenten zijn ook de systeemgegevens verzameld m.b.v. de sar tool onder 
Linux 
CPU gerelateerd 
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Bij de fysieke en container configuratie wordt er eens in de 30 seconden een hogere waarde 
gemeten (bv 0s: 50 proc/s, 10s:0.1 proc/s, 20s: 0.1 proc/s, 30 s: 50 proc/s, etc…). Dit betekent 
dat het aantal processen dat per seconde wordt gestart niet volgens een continue functie 
verloopt, maar dat er 2 keer per minuut een aantal processen wordt gestart en in de 
tussenliggende periodes gebeurt er niks. Vermoedelijk valt bij VMware het sample moment 
van sar niet samen met het gelijktijdig opstarten van een aantal processen en wordt er steeds 
een heel lage waarde gemeten voor deze parameter. 
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Memory gerelateerd 
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Disk gerelateerd 
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Netwerk gerelateerd 
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Bijlage 3 enkele belangrijke Linux metrics 
De website van het software-bedrijf Uptime Software [15] geeft een mooi overzicht van de 
belangrijkste Linux metrics: 
CPU metrics 
De volgende CPU metrics zijn relevant en kunnen worden verkregen door onder Linux het 
commando sar –urWqR 1 uit te voeren. Gedurende een interval van 1 seconde worden de 
counters vergeleken.  
Metric Explanation Source 
% USR The percentage of time that the processor spends in user mode 
(a processing mode for applications and subsystems). 
/proc/cpuinfo 
% SYS The percentage of time that the kernel spends processing system 
calls. 
/proc/cpuinfo 
% WIO The amount of waiting time that a runnable process for a device 
takes to perform an I/O operation. 
/proc/cpuinfo 
% Total The total amount of User %, System %, and Wait I/O % /proc/cpuinfo 
Run Queue 
Length 
The percentage of time that one or more services or processes 
are waiting to be served by the CPU. 
/proc/cpuinfo 
 
Multi-CPU metrics 
De volgende multi-CPU metrics kunnen worden opgevraagd door middel van het commando 
sar –x SELF –I SUM –P ALL –wu 1. Gedurende een interval van 1 seconde 
worden de counters vergeleken. 
Metric Explanation 
User % The percentage of CPU user processes that are in use. 
System % The percentage of CPU kernel processes that are in use. 
Wait I/O 
% 
The percentage of time that a process which can be run must wait for a device to 
perform an I/O operation. 
SMTX The number of read or write locks that a thread was not able to acquire on the first 
attempt, as reported by the mpstat command. 
XCAL The number of interprocess cross-calls. In a multi-processor environment, one 
processor sends cross-calls to another processor to get that processor to do work. 
Cross-calls can also be used to ensure consistency in virtual memory. Heavy file 
system activity (such as NFS) can result in a high number of cross-calls. 
Interrupts The number of CPU interrupts. 
Total % The total amount of User %, System %, and Wait I/O%. 
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Memory metrics 
Het free en het sar –urWqR 1 commando worden gebruikt om gedurende een interval 
van 1 seconde de systeem counters uit te lezen. 
Metric Explanation Source 
Free Memory The amount of physical memory available to the operating 
system, system library files, and applications. 
/proc/meminfo 
Cache Hit Rate How often the system accesses the CPU cache. /proc/meminfo 
PageOut per 
Second 
The rate at which pages were written to disk. /proc/meminfo 
PageIn per 
Second 
The rate at which pages were read from or written to the 
disk. 
/proc/meminfo 
PageFree per 
Second 
The number of pages that are freed from memory each 
second. 
/proc/meminfo 
PageScan per 
Second 
The average number of pages that are scanned each second. /proc/meminfo 
Free Swap The amount of available free swap space, as a percentage of 
total available free swap space. 
/proc/meminfo 
 
Disk metrics 
Het df –lk en het iostat –d –x 1 2 commando worden gebruikt om disk 
statistieken uit te lezen. 
Metric Explanation Source 
Disk (Spindle) 
Name 
The names of each disk on the system. /proc/diskstats 
Usage (% Busy) The percentage of time during which the disk drive is 
handling read or write requests. 
/proc/diskstats 
Throughput 
(Blk/s) 
The number of read and write operations on the disk that 
occur each second. 
/proc/diskstats 
Read/Writes/s The average number of bytes that have been transferred 
to or from the disk during write or read operations. 
/proc/diskstats 
Average Queue 
Length 
The number of threads that are waiting for processor time. /proc/diskstats 
Average Service 
Time 
The average amount of time, in milliseconds, that is 
required for a request to be carried out. 
/proc/diskstats 
Average Wait 
Time 
The average time, in milliseconds, that a transaction is 
waiting in a queue. The wait time is directly proportional to 
the length of the queue. 
/proc/diskstats 
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Netwerk metrics 
Het netstat –s commando wordt gebruikt om het aantal TCP retransmits voor alle 
netwerk interfaces te bepalen. Door gebruikmaking van het commando sar –n DEV –n 
EDEV 1 worden andere netwerk metrics verkregen gedurende een 1 seconde meet interval. 
Metric Explanation Source 
In Kbps The rate, in kilobytes per seconds, at which data is received over a 
specific network adapter. 
/proc/net 
Out Kbps The rate, in kilobytes per seconds, at which data is sent over a 
specific network adapter. 
/proc/net 
In Errors The number of inbound packets that contained errors, which 
preventing those packets from being delivered to a higher-layer 
protocol. 
/proc/net 
Out Errors The number of outbound packets that could not be transmitted 
because of errors. 
/proc/net 
Collisions The number of signals from two separate nodes on the network that 
have collided. 
/proc/net 
TCP 
Retransmits 
The number of packets that have been re-sent over a network 
interface. The agent returns a combined total for all interfaces. 
/proc/net 
 
