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Abstract
We first show the analyticity of Stokes operator in a weighted space Lpγ (R3+). We also
show that the Hodge decomposition holds on Lpγ (R3+). Then, we estimate the asymptotic
behavior of the Stokes solutions in space and time directions. For 1 < r  q <∞, if t is
large enough, then( ∫
R
3+
|u(x, t)|qω(x)γ q dx
)1/q
 C
t(3/2)(1/r−1/q)+1/2−γ/2 ,
where γ is a constant with 0  γ < 3/r ′ if ω(x) = 1 + |x|, and 0  γ < 1/r ′ if
ω(x)= 1+ xn.  2002 Elsevier Science (USA). All rights reserved.
1. Introduction
We consider the Stokes equations in the half spaces:
ut −∆u+∇p = 0, in R3+ × (0,∞),
∇ · u= 0, in R3+ × (0,∞),
✩ This work was supported by grant No. 2000-1-10100-006-1 from the Basic Research Program of
the Korea Science and Engineering Foundation.
E-mail address: hobae@madang.ajou.ac.kr (H.-O. Bae).
0022-247X/02/$ – see front matter  2002 Elsevier Science (USA). All rights reserved.
PII: S0022-247X(02)00 01 1- 2
150 H.-O. Bae / J. Math. Anal. Appl. 269 (2002) 149–171
u(x,0)= u0, for x ∈R3+,
u(x, t)= 0, for x3 = 0, t ∈ (0,∞). (1.1)
Here, R3+ = {x ∈R3: x = (x¯, x3) := (x1, x2, x3), x3 > 0} is the upper half space
ofR3, and u0 is given initial data. The velocity u = (u1, u2, u3) and the pressure p
are unknown. This paper consists of two parts. We first consider the resolvent
problem in weighted spaces to show the analyticity of the semigroup generated
by the Stokes operator. Secondly, based the analysis we estimate the asymptotic
behavior of the Stokes solutions in the weighted spaces.
In the first part, we consider the resolvent problem for the Stokes equations
in R3+:
λu−∆u+∇p = f, div u= 0 in R3+, (1.2)
with non-slip boundary condition
u= 0 for x3 = 0, (1.3)
where the external force f is prescribed. The constant λ ∈ C is given, where C is
the complex plane. We denote by λ 0 if λ ∈C\(−∞,0].
Let Psγ denote the projection operator
Psγ :Lsγ
(
R3+
)→Lsγ,σ (R3+),
where
Lsγ
(
R3+
) := {u ∈ Ls(R3+): ∫
R
3+
|u(x)|sω(x)γ s dx <∞
}
,
Lsγ,σ
(
R3+
) := {u ∈Lsγ (R3+): div u= 0, u3 = 0}.
Here, ω(x) = 1 + |x| or ω(x) = 1 + |x3|, and γ is a constant. In Section 2,
we show the projection operator Psγ is bounded. The system (1.2)–(1.3) can be
rewritten by the operator Asγ := −Psγ∆:(
λ+Asγ
)
u=Psγ f.
In Sections 3–5, we show the operator −Asγ generates an analytic semigroup op-
erator. Since (λ+Asγ )−1 depends analytically on λ, if (λ+Asγ )−1 exists for all
λ= |λ|eiθ with θ < π , then, given θ with |λ|> 0 and |θ |< θ0 < π , we will have
‖(λ+Asγ )−1‖  (1/|λ|)Cs,γ (θ0), where Cs,γ (θ0) depends on only s, γ and θ0.
More precisely, we get the following theorem:
Theorem 1.1. Let 1 < s <∞. Suppose that γ is a constant satisfying{−3/s < γ < 3/s′ if ω(x)= 1+ |x|,
−1/s < γ < 1/s′ if ω(x)= 1+ |xn|, (1.4)
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where 1/s + 1/s′ = 1. Then there is a constant Cs,γ (θ0) depending only on s,
γ and θ0 < π such that for any λ = |λ|eθi  0 with |θ | < θ0 < π and for any
f ∈ Lsγ (R3+), there is a unique solution u ∈W 2,sγ (R3+) of (1.2)–(1.3) with
|λ|‖u‖Lsγ +
√|λ| ‖∇u‖Ls1+γ + ∥∥∇2u∥∥Lsγ+2  Cs,γ (θ0)‖f‖Lsγ .
In the above theorem, W 2,sγ (R3+) is a weighted Sobolev space defined by
W 2,sγ
(
R3+
)= {u ∈Lsγ (R3+) | ∇u ∈Lr1+γ (R3+), ∇2u ∈ Lsγ+2(R3+)}.
Energy estimates give easily the analyticity of the Stokes operator in L2(Ω)
for any domain. On the other hand, for 1 < s < ∞, we cannot apply energy
estimates any more. McCracken [1] showed the analyticity of the Stokes operator
in Ls(R3+). Giga [2] showed the analyticity for a bounded domain Ω ⊂ Rn.
Giga and Sohr [3] showed the analyticity in Ls(Ω) for a exterior domain with
1 < s < n. See also [4].
We follow the strategy in [1]. We first consider the whole space problem, and
then we restrict the solution obtained to the {x3 = 0} plane, then consider the
boundary value problem.
In the second part, we estimate the asymptotic behavior of the solutions for
the non-stationary Stokes equations (1.1). The decay problems are studied by
many authors, for example, Leray [5], Schonbek [6], Wiegner [7], Borchers
and Miyakawa [8], Specovius-Neugebauer [9], Bae and Choe [10], and Miya-
kawa [11]. In this paper we study the decay rate in the weighted space on the
half space. We use the heat kernel, Ukai’s solution formula for the Stokes equa-
tions [12], and the semigroup theory. The following is the main theorem for the
decay.
Theorem 1.2. Let u be the solution of the Stokes equation (1.1) with initial data
u0 ∈ L2σ . Then, we have that for 1 < r  q <∞, if t is large enough, then( ∫
R
3+
|u(x, t)|qω(x)γ q dx
)1/q
 C
t(3/2)(1/r−1/q)+1/2−γ /2
( ∫
R
3+
ω(x)γ ryr3|u0(y)|r dy
)1/r
,
where 0 γ < 3/r ′ if ω(x)= 1+|x|, and 0 γ < 1/r ′ if ω(x)= 1+xn. Hence,
if ∫
R
3+
ω(x)γ ryr3 |u0(y)|r dy  C,
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then the decay rate of ‖u‖Lqγ is t−(3/2)(1/r−1/q)−1/2+γ /2. Here, r ′ is the constant
with 1/r + 1/r ′ = 1.
In Section 2 we show the Hodge decomposition, and in Section 3 we consider
the resolvent problem on the whole space R3. In Sections 4 and 5 we restrict the
solution obtained to the {x3 = 0} plane, then consider the boundary value problem
for the analyticity of the semigroup generated by the Stokes operator.
We estimate the decay rates for the heat equations in Section 6, and for the
Stokes equations in Section 7.
2. The Hodge decompositions
This section is devoted to the Hodge decomposition on the weighted Lsγ -space.
Define the weighted space Wm,sγ (R3+) by the closure of {v ∈ C∞0 (R3+)} in the
norm
‖v‖Wm,sγ (R3+) =
( ∫
R
3+
m∑
k=0
∑
|α|=k
∣∣∇αv(x)∣∣sω(x)(γ+k)s dx)1/s,
where |α| = α1 + α2 + α3 m, αi  0 for i = 1,2,3, and
∇α = ∂
α1
∂x
α1
1
∂α2
∂x
α2
2
∂α3
∂x
α3
3
.
In particular,W 0,sγ is denoted by Lsγ , and Lsγ,σ is the closure of {v ∈ C∞0 (R3+): ∇ ·
v = 0} in the Lsγ -norm. The closure of {v ∈ C∞0 (R3+) | v(x1, x2,0) = 0} in the
Wm,sγ -norm is denoted by W˜m,sγ (R3+).
The proof of Hodge decomposition for the weighted Lsγ -space depends on
Stein’s multiplier theorem and the weighted multiplier theorem.
Theorem 2.1. If γ satisfies (1.4), the weighted spaces Lsγ (R3), Lsγ (R3+) are
written as Lsγ,σ (R3) ⊕ Gsγ (R3), Lsγ,σ (R3+) ⊕ Gsγ (R3+), respectively. Here, Gsγ
is the closure in Lsγ of {∇φ | φ ∈C∞, ∇φ ∈ Lsγ }.
Proof. We prove this theorem for the half-space since the scheme of the proof is
similar. McCracken [1] showed the unique decomposition Ls(R3+)= Lsσ (R3+)⊕
Gs(R3+), and the orthogonality for s = 2.
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It is enough to consider for f ∈ C∞0 (R3+) by the density. For f ∈ C∞0 (R3+), there
is a unique decomposition f = v + ∇φ, where v ∈ Ls(R3+), ∇φ ∈ Gs(R3+) with
∇ · v= 0, v3(x1, x2,0)= 0. Here,
φ =− 1
4π
∫
R
3+
(
1
|x − y| +
1
|x∗ − y|
)
∇ · f(y) dy,
where x∗ = (x1, x2,−x3) is the reflection of x with respect to the {x3 = 0} plane.
In fact, φ is the solution of the Poisson problem∆φ =∇ ·f, (∂φ/∂x3)(x1, x2,0)=
f3(x1, x2,0). By the divergence theorem,
φ(x)= 1
4π
∫
R
3+
(
xj − yj
|x − y|3 +
x∗j − yj
|x∗ − y|3
)
fj (y) dy
= 1
4π
∫
R
3+
∑
i=1,2
xi − yi
|x − y|3
(
fi(y)+ fi(y∗)
)
+ x3 − y3|x − y|3
(
f3(y)− f3(y∗)
)
fi(y) dy,
if we extend f to be zero on R3−. By the multiplier theorem [13, p. 205] says that
∇φ belongs to Wm,sγ for all m 0, s > 1, and −3/s < γ < 3/s′, and
‖∇φ‖Wm,sγ  C‖f‖Wm,sγ .
Therefore, ‖v‖Wm,sγ +‖∇φ‖Wm,sγ  C‖f‖Wm,sγ . ✷
In the above proof, in order to use the multiplier theorem, the following
conditions should be checked:
• There is a constant A so that
‖Tf ‖L2 A‖f ‖L2, for all f ∈ C∞0
(
Rn
)
, (2.1)
where Tf =K ∗ f .
• It satisfies the inequality∣∣∣∣ ∂α∂xαK(x)
∣∣∣∣A|x|−n−α, for all x = 0 and |α| 1. (2.2)
Then, for any weight ω ∈ As in As class, with 1 < s < ∞, it holds that for
f ∈ C∞0 ,∫
Rn
|Tf (x)|sω(x) dx A
∫
Rn
|f (x)|sω(x) dx.
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We remark that the function ω(x)= (1+ |x|)α belongs to As , s > 1, if and only
if −3 < α < 3(s − 1). Hence, for −3/s < γ < 3/s′, we have (1 + |x|)sγ ∈ As .
And also for −1/s < γ < 1/s′, we have (1+ |xn|)sγ ∈As (refer to [13, p. 218]).
For our analysis, since condition (2.1) can be done by L2 energy estimate with
A = C/|λ|, it is enough to show (2.2). By the above theorem, we can define a
projection Psγ by
Psγ :Lsγ
(
R3+
)→Lsγ,σ (R3+).
We usually omit γ if γ = 0. We set Asγ =−Psγ ∆. The resolvent problem for the
Stokes equations in the half space R3+ is to find u and p satisfying Eqs. (1.2),
(1.3), where f and λ are given.
We will show in the next three sections that if 1 < s <∞ and γ satisfies (1.4),
then the resolvent of the operator Asγ , (λ+Asγ )−1, satisfies the estimate∥∥(λ+Asγ )−1∥∥Lsγ,σ→Lsγ,σ∩W˜ 2,sγ (R3+)  Cs,γ (θ0)|λ| , (2.3)
for all λ  0 with | argλ| < θ0 < π . Hence, the operator −Asγ generates a
bounded, analytic semigroup on Lsγ (R3+), for 1 < s <∞, −3/s < γ < 3/s′ if
ω(x)= 1+ |x|, and −1/s < γ < 1/s′ if ω(x)= 1+ |xn|.
3. The whole space problem
We will find the solution u,∇p to (1.2) in the form u = v+w,∇p =∇q+∇ψ ,
where v, ∇q are the solutions to the whole space problem (3.1), and w,∇ψ are
solutions to an appropriate boundary value problem. In Section 4, we will consider
w,∇ψ .
Consider the whole space problem
λv−∆v+∇q = f, ∇ · v= 0 in R3. (3.1)
The solution of (3.1) has the form
vk(x)=
3∑
j=1
(
ukj ∗ fj
)
(x),
∂q
∂xk
(x)=
3∑
j=1
(
∂pk
∂xj
∗ fj
)
(x),
where uk = (uk1, uk2, uk3), pk are the fundamental solutions satisfying the equations
λuk −∆uk +∇pk = δek, ∇ · uk = 0.
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Here, δ is the Dirac δ function, ek is the unit vector in the k direction, and the
convolution f ∗g is defined by f ∗g(x)= ∫
R3 f (x−y)g(y) dy . The fundamental
solutions uk,pk are in the form
ukj (x)=−
xjxk
4πλ|x|3
{
λe−
√
λ|x| + 3|x|2
(√
λ |x|e−
√
λ|x| + e−
√
λ|x| − 1)}
+ δ
k
j
4πλ|x|
{
λe−
√
λ|x| + 1|x|2
(√
λ |x|e−
√
λ|x| + e−
√
λ|x| − 1)},
pk(x)= xk
4π |x|3 ,
where δkj is a Kronecker δ-symbol. Since
1
λ|x|2
(√
λ |x|e−
√
λ|x| + e−
√
λ|x| − 1)→−1
2
as λ→ 0,
ukj (x)→ xjxk/8π |x|3+ δkj /8π |x|, which is the fundamental solution of −∆uk+
∇pk = δek , ∇ · uk = 0.
McCracken [1] shows that for 1< s <∞,
v ∈ Lsσ
(
R3
)∩W 2,s(R3),
‖v‖Ls(R3) 
Cs
|λ| ‖f‖Ls(R3), ‖∆v‖Ls(R3)  Cs‖f‖Ls(R3),
∇q ∈Gp(R3), ‖∇q‖Ls(R3)  Cs‖f ‖Ls(R3),
and that v,∇q satisfy (3.1).
Lemma 3.1. For λ= |λ|eiθ with θ < π , there are constants Cθ and C such that
for all |α| 0,∣∣∣∣ ∂ |α|∂xα ukj
∣∣∣∣ Cθ |x|−3−|α||λ| ,
∣∣∣∣ ∂ |α|∂xα∇ukj
∣∣∣∣ Cθ |x|−3−|α|√|λ| ,∣∣∣∣ ∂ |α|∂xα∇2ukj
∣∣∣∣ Cθ |x|−3−|α|, ∣∣∣∣ ∂ |α|∂xα∇pk
∣∣∣∣ C|x|−3−|α|
for x ∈R3\{0}.
Proof. For ukj : For λ= |λ|eiθ ,
e−
√
λ|x| = e−
√
λ cos(θ/2)|x|e−i
√|λ| sin(θ/2)|x|.
Since if t > 0 then e−t  t−l for all l > 0, one has∣∣e−√λ|x|∣∣ (√|λ| |x| cos(θ/2))−l
for all l > 0. One has
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∣∣∣∣ 1|x|3|λ| cos2(θ/2) ,∣∣∣∣ xjxk√
λ |x|4 e
−√λ|x|
∣∣∣∣ 1|x|3|λ| cos(θ/2) ,∣∣∣∣ xjxkλ|x|5 e−√λ|x|
∣∣∣∣ 1|x|3|λ| ,
∣∣∣∣ xjxkλ|x|5
∣∣∣∣ 1|x|3|λ| .
For the first derivatives of ukj :∣∣∣∣ ∂∂xl xjxk|x|3 e−
√
λ|x|
∣∣∣∣= ∣∣∣∣δljxk + δlkxj|x|3 e−√λ|x| + −3xlxjxk|x|5 e−√λ|x|
∣∣∣∣
 5|x|4
1
|λ| cos2(θ/2) ,∣∣∣∣xjxk|x|3 ∂∂xl e−
√
λ|x|
∣∣∣∣= ∣∣∣∣xjxk|x|3 √λ xl|x|e−√λ|x|
∣∣∣∣ 1|x|4 1|λ| cos3(θ/2) ,∣∣∣∣ ∂∂xl xjxk√λ|x|4 e−
√
λ|x|
∣∣∣∣= ∣∣∣∣(δlj xk + δlkxj√
λ|x|4 −
4xlxjxk√
λ|x|6
)
e−
√
λ|x|
∣∣∣∣
 6|x|4
1
|λ| cos(θ/2) ,∣∣∣∣ ∂∂xl xjxkλ|x|5
∣∣∣∣= ∣∣∣∣δlj xk + δlkxjλ|x|5 − 5xlxjxkλ|x|7
∣∣∣∣ 7|x|4 1|λ| .
For the second derivatives of ukj : Since
∂2
∂xm∂xl
xjxk
|x|3 =
δmk δ
l
j + δmj δlk
|x|3 − 3
δlj xmxk + δlkxmxj
|x|5
− 3δ
m
l xjxk + δmj xlxk + δmk xlxj
|x|5 + 15
xmxlxjxk
|x|7 ,
one has∣∣∣∣ ∂2∂xm∂xl xjxk|x|3 e−
√
λ|x|
∣∣∣∣ 32|x|5 1|λ| cos2(θ/2) .
Since
∂2
∂xm∂xl
e−
√
λ|x| = −√λ
(
δml
|x| −
xmxl
|x|3
)
e−
√
λ|x| + λxmxl|x|2 e
−√λ|x|,
one has∣∣∣∣xjxk|x|3 ∂2∂xm∂xl e−
√
λ|x|
∣∣∣∣ 1|x|5|λ|
(
2
cos3(θ/2)
+ 1
cos4(θ/2)
)
.
If we continue this way, we obtain our result for ukj .
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Consider ∇ukj : Terms containing e−
√
λ|x| satisfy the condition (2.2) for ∇ukj .
Consider terms containing B(x) := √λ |x|e−
√
λ|x| + e−
√
λ|x| − 1; for example,
X := xjxk
λ|x|5
(√
λ |x|e−
√
λ|x| + e−
√
λ|x| − 1).
Notice that (
√
λ|x|e−
√
λ|x| + e−
√
λ|x| − 1)/√λ|x| C, and that
∂X
∂xl
=
(
δlj xk + δlkxj
λ|x|5 − 5
xlxjxk
λ|x|7
)
B + xlxjxk√
λ|x|5 e
−√λ|x|,∣∣∣∣ xlxjxk√
λ|x|5 e
−√λ|x|
∣∣∣∣ 1√|λ| |x|2 1√|λ| |x| = 1|λ| |x|3 ,∣∣∣∣∂X∂xi
∣∣∣∣ 7 C√|λ| |x|3 .
If we continue, for higher derivatives it satisfies (2.2) with constantsCmax{1/|λ|,
1/
√|λ|}.
Consider ∇2ukj : Terms containing e−
√
λ|x| satisfy the condition (2.2) for ∇ukj .
Consider terms containing B , for example, X:
∂2X
∂xm∂xl
=
(
δlj xmxk + δlkxmxj
λ|x|5 − 5
xmxlxjxk√
λ |x|7
)
e−
√
λ|x|
+
(
δij δ
m
k + δikδmj
λ|x|5
− 5δ
m
l xjxk + δmj xlxk + δmk xlxj + δlj xmxk + δlkxmxj
λ|x|7
)
B
+
(
δml xjxk + δmj xlxk + δmk xlxj√
λ |x|5 − 5
xmxlxjxk√
λ |x|7
)
e−
√
λ|x|
− xmxlxjxk|x|6 e
−√λ|x|.
Since (
√
λ |x|e−
√
λ|x| + e−
√
λ|x| − 1)/λ|x|2  1/2, one has∣∣∣∣ ∂2X∂xm∂xl
∣∣∣∣ C|x|3 .
For higher derivatives of ∇2ukj , it satisfies (2.2) with constant Cmax{1,1/
√|λ|,
1/|λ|}.
Since
∂
∂xj
pk = δ
l
k
4π |x|3 − 3
xjxk
4π |x|5 ,
we also obtain our result for pk . ✷
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Proposition 3.2. If vk(x) =∑3j=1(ukj ∗ fj )(x) and ∂kq(x)=∑3j=1(∂pk/∂xj ∗
fj )(x), where f ∈ Wm,s(R3), 1 < s <∞, then v ∈ Wm+2,s (R3) ∩ Lsσ (R3) and
∇q ∈ Wm,s(R3) ∩ Gs(R3). Furthermore, v, q satisfy (3.1) and ‖v‖Wm+2,s 
Cs‖f‖Wm,s , ‖∇q‖Wm,s  Cs‖f‖Wm,s .
For the proof see [1].
Since each term of ukj and ∇pk satisfy (2.2), applying the above proposition
and Stein’s weighted multiplier theorem, we obtain the following theorem.
Theorem 3.3. Suppose that v,∇q are given as Theorem 3.2, where f ∈Wm,sγ (R3).
Then v, q are solutions to (3.1) and we have the estimate
|λ|∥∥∇mv∥∥
Lsγ
+√|λ|∥∥∇m+1v∥∥
Ls1+γ
+ ∥∥∇m+2v∥∥
Lsγ+2
 Cs,γ (θ)‖f‖Wm,sγ ,
‖∇q‖Wm,sγ Cs,γ (θ)‖f‖Wm,sγ
if γ satisfies (1.4).
4. The boundary value problem
In this section, using v,∇q obtained in the previous section, we find the
solution to the boundary value problem in R3+:
λw−∆w+∇ψ = 0, ∇ ·w = 0,
w|x3=0 =−v|x3=0. (4.1)
The solution to (1.2) will be u= v+w, p = q +ψ .
First, define
Tij (u,p)=−δijp+
(
∂ui
∂xi
+ ∂uj
∂xi
)
,
T ′ij (u,p)= δijp+
(
∂ui
∂xj
+ ∂uj
∂xi
)
.
Using divergence theorem, we find that∫
R
3+
{(
λvi(y)−∆vi(y)+ ∂q
∂yi
(y)
)
ui(y)
− vi(y)
(
λui(y)−∆ui(y)− ∂p
∂yi
(y)
)}
dy
=
∫
y3=0
[
Ti3(v, q)ui(y)− T ′i3(u,p)vi (y)
]
dy1 dy2
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as long as ∫
{|y|=r, y30}
[
T ′i3(u,p)vi (y)νi(y)− Ti3(v, q)ui(y)νj (y)
]
ds→ 0,
r→∞,
where ν is the exterior normal to the surface |y| = r . Let Uk,P k be the funda-
mental solutions of λUk −∆Uk −∇Pk = δek , ∇ · Uk = 0. Notice that Uk = uk
and Pk =−pk . Letting v, q, f satisfy λv−∆v+∇q = f in R3+, we have∫
R
3+
Uki (x − y)fi(y) dy −
∫
y3=0
Ti3(v, q)(y)U
k
i (x − y) dy
+
∫
y3=0
T ′i3
(
Uk,P k
)
(x − y)vi(y) dy =
{
vk(x), x ∈R3+,
0, x /∈R3+.
To obtain the formula for q , note that
λT ′ij
(
Uk,P k
)
(x − y)−∆xT ′ij
(
Uk,P k
)
(x − y)
= 2 ∂
2
∂xi∂xj
P k(x − y)+ λδijP k(x − y)
if x = y . Hence, since ∇q − f=∆v− λv and
Pk(x − y)=−pk(x − y)=− xk − yk
4π |x − y|3 =
∂
∂xk
1
4π |x − y| ,
we have
q(x)=
∫
R
3+
xi − yi
4π |x − y|3 fi(y) dy −
∫
y3=0
xi − yi
4π |x − y|3 Ti3(v, q)(y) dy1dy2
− 2
∫
y3=0
∂pi
∂x3
(x − y)vi(y) dy1 dy2 − λ
∫
R
3+
v3(y)
4π |x − y| dy1 dy2 +C.
Consider the potentials wk(x,φ),ψ(x,φ) of a double layer with density φ:
wk(x,φ)=−
∫
y3=0
T ′i3
(
uk,P k
)
(x − y)φi(y) dy,
ψ(x,φ)=−2
∫
y3=0
∂pi
∂x3
(x − y)φi(y) dy − λ4π
∫
y3=0
φ3(y)
|x − y| dy.
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For a density φ for which the differentiation is justified under the integral sign,
w,ψ satisfy the equations
λw−∆w+∇ψ = 0, ∇ ·w = 0
in both the upper and the lower half spaces. And we can obtain the following
results.
Proposition 4.1. Let φ ∈ Ls(R2). Then the integral defining wk(x,φ) converges
absolutely and locally uniformly in each of the three regions R3+, ∂R3+, and R3−.
Hence, wk(x,φ) is continuous in each of three regions.
Proposition 4.2. Let φ ∈LS(R2)∩C(R2). Let x0 ∈R2. Then,
lim
x→x0
x∈R3+
wk(x,φ)= φk(x0)2 +wk(x0, φ),
lim
x→x0
x∈R3−
wk(x,φ)=−φk(x0)2 +wk(x0, φ).
For the proofs, see [1].
Therefore, we find the candidate solution to (4.1) in the form w = w(x,φ),
ψ =ψ(x, f ), the potentials of double layer φ. That is, we try to find an appropriate
density φ so that
lim
x→x0
x∈R3+
w(x,φ)=− lim
x→x0
x∈R3+
v.
Letting a(x) be a mapping from R2 →R3, we will solve
a(x)= φ(x)
2
+w(x,φ), (4.2)
where x ∈R2. Since, letting B(x) := √λ |x|e−
√
λ|x| + e−
√
λ|x| − 1,
T ′ij
(
uk(x),pk(x)
)
= xjxkxi
2π |x|5
(√
λ |x|e−
√
λ|x| + 6e−
√
λ|x| + 15B(x)
λ|x|2
)
− δ
i
kxj + δjk xi
4π |x|3
(√
λ |x|e−
√
λ|x| + 3e−
√
λ|x| + 6B(x)
λ|x|2
)
− δ
i
j xk
4π |x|3
(
1+ 2e−
√
λ|x| + 6B(x)
λ|x|2
)
,
one has that for x3 = y3 = 0,
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φk(x)
2
+wk(x,φ)= φk(x)2
− 1
4π
∫
R2
{
δk3(xi − yi)
|x − y|3
(√
λ|x − y|e−
√
λ|x−y| + 3e−
√
λ|x−y| + 6B(x − y)
λ|x − y|2
)
+ δ
i
3(xk − yk)
|x − y|3
(
1+ 2e−
√
λ|x−y| + 6B(x − y)
λ|x − y|2
)}
φi(y) dy.
Regarding w(·, φ) as an operator on φ, we have(
1
2
+w
)
φ =
 12 0 X10 12 X2
Y1 Y2
1
2
(φ1φ2
φ3
)
, (4.3)
where
(Xjφi)(x) := (Xj ∗ φi)(x)
=− 1
4π
∫
R2
(xj − yj )φj (y)
|x − y|3
(
1+ 2e−
√
λ|x−y| + 6B(x − y)
λ|x − y|2
)
dy,
(Yjφi)(x) := (Yj ∗ φi)(x)
= 1
4π
∫
R2
(xj − yj )φj (y)
|x − y|3
×
(√
λ |x − y|e−
√
λ|x−y| + 3e−
√
λ|x−y| + 6B(x − y)
λ|x − y|2
)
dy.
Notice that∣∣∣∣
√
λ |x|e−
√
λ|x| + e−
√
λ|x| − 1
λ|x|2
∣∣∣∣ 12 for all √λ |x|.
Hence, for λ= |λ|eiθ  0 and x ∈R2\0,∣∣∣∣ xj|x|3 e−√λ|x|
∣∣∣∣ 1|x|2 ,∣∣∣∣ xj|x|3 (
√
λ |x|e−
√
λ|x| + e−
√
λ|x| − 1)
λ|x|2
∣∣∣∣ 12|x|2 ,∣∣∣∣ ∂∂xk xj|x|3 e−
√
λ|x|
∣∣∣∣= ∣∣∣∣( δkj|x|3 − 3xjxk|x|5 −√λxkxj|x|4
)
e−
√
λ|x|
∣∣∣∣ 5|x|3 ,∣∣∣∣ xj|x|3 ∂∂xk (
√
λ |x|e−
√
λ|x| + e−
√
λ|x| − 1)
λ|x|2
∣∣∣∣
=
∣∣∣∣ xj|x|3 2xk(
√
λ |x|e−
√
λ|x| + e−
√
λ|x| − 1)
λ|x|4 +
xj
|x|3
xke
−√λ|x|
|x|2
∣∣∣∣ 2|x|3 .
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Therefore, X,Y satisfies (2.2).
McCracken [1] shows that, given a ∈ Lp(R2), the solution φ is unique, φ ∈
Lp(R2) and the map from a to φ is bounded.
Proposition 4.3. Given a ∈ Ls(R2), 1 < s < ∞ and λ  0, there is a unique
solution φ ∈ Ls(R2) to (4.2) and ‖φ‖Ls  C‖a‖Ls . Furthermore, if a ∈
Wm,s(R2), φ ∈Wm,s(R2) and ‖φ‖Wm,s  C‖a‖Wm,s for m 0.
We have
Theorem 4.4. Given a ∈ Lsγ (R2), 1 < s <∞, and λ 0, there is a unique solu-
tion φ ∈ Lsγ (R2) to (4.2) and ‖φ‖Lsγ  C‖a‖Lsγ . Furthermore, if a ∈Wm,sγ (R2),
φ ∈Wm,sγ (R2) and ‖φ‖Wm,sγ  C‖a‖Wm,sγ for m 0, where C is independent of λ.
5. The estimates for the solution of the boundary value problem
In the previous section, we had solutions to Eqs. (4.2) in the form w =w(x,φ),
ψ = ψ(x,φ), where φ is found in Section 4. So, we have the candidate solution
to Eq. (4.1). We will, therefore, show the estimate
|λ|∥∥∇mw∥∥
Lsγ (R
3+)
+ ∥∥∇m+2w∥∥
Lsγ+2(R3+)
+ ‖∇ψ‖Wm,sγ (R3+)
 Cs,γ (θ0)‖f‖Wm,sγ (R3+), (5.1)
for | argλ|< θ0 < π , where γ satisfies (1.4), and then we show that it is a solution
to (4.1).
First, we consider the solution w,ψ to (4.2) with a = −v|∂R3+ and show that
this satisfies (5.1). Recall that
∇ψ =−2∇
∫
R2
∂pi
∂x3
(x − y)φi(y) dy − λ4π ∇
∫
R2
φ3(y)
|x − y| dy, (5.2)
where φ solves (4.2) with a as above. The j th term of the former is
2
∂2
∂xj∂xi
+∞∫
−∞
+∞∫
−∞
x3
4π |x − y|3φi(y) dy1 dy2.
For l = 1,2, . . . , the space of traces on R2 = ∂R3+, Wl−1/s,sγ (R2), of functions
from Wl,sγ (R3+) is defined by the factor space Wl,sγ (R3+)/W˜ l,sγ (R3+), and the norm
is defined by
‖u‖
W
l−1/s,s
γ (R
2)
:= inf
v−u∈W˜ l,sγ (R3+)
‖v‖
W
l,s
γ (R
3+)
.
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Let
hi(x) := − 14π
∫
R2
x3
|x − y|3φi(y) dy.
It is clear that hi(x) is the solution of the Dirichlet problem ∆h = 0 in R3+
with boundary data φi . By the theorem on p. 101 in [14] we have ‖∇2hi‖Lpγ 
C‖φ‖Lpγ (R2). Therefore, we have
Lemma 5.1. For γ with (1.4), ‖∇2hi‖Lpγ  Cs,γ (θ0)‖f‖Lpγ .
Lemma 5.2. The function
λ
4π
∇
∫
R2
φ3(y)
|x − y| dy
is in Lsγ (R3+), and∥∥∥∥∥ λ4π∇
∫
R2
φ3(y)
|x − y| dy
∥∥∥∥∥
Lsγ
Cs,γ (θ0)‖f‖Lsγ .
Proof. Since∣∣∣∣ ∂ |α|∂xα xj|x|3
∣∣∣∣ C|x|−2−|α|,
it satisfies (2.2), therefore, we have∥∥∥∥∥ λ4π∇
∫
R2
φ3(y)
|x − y| dy
∥∥∥∥∥
Lsγ
C‖φ3‖Lsγ .
Combining Theorems 3.3 and 4.4, we complete the proof. ✷
Summing up the preceding estimates, we obtains the following theorem.
Theorem 5.3. Let ∇ψ be defined as (5.2), i.e.,
(∇ψ)j =−2
∫
R2
∂2pi
∂xj ∂xi
(x − y)φi(y) dy − λ4π
∫
R2
(xj − yj )
|x − y|3 φ3(y) dy.
Then ∇ψ ∈Gsγ (R3+) for γ with (1.4).
Theorem 5.4. If φ is defined as above, then w(x,φ) and ∇ψ(x,φ) satisfy
λw−∆w+∇ψ = 0, ∇ ·w= 0 on R3+.
Also, w ∈W 2,sγ (R3+) and w,ψ satisfy (5.1) for 1 < s <∞ and γ with (1.4).
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Therefore, combining Theorems 3.3 and 5.4, we have Theorem 1.1 since
u= v+w.
6. Decay rate of solutions for the heat equations
In this section we obtain the decay rate for the heat equations in the half spaces.
We denote x¯ := (x1, . . . , xn−1) ∈ Rn−1 and x = (x¯, xn) ∈ Rn+. We denote by
K(x¯, xn, t) the heat kernel in the whole space Rn,
K(x¯, xn, t) := (4πt)−n/2e−|x¯|2/4t e−|xn|2/4t .
Then the solution v(x, t) of heat equation vt −∆v = 0 with the boundary con-
dition v(x¯,0, t) = 0, t > 0 and the initial condition v(x,0) = u0(x) in the half
space Rn+ has a potential expression
v(x, t)=
∞∫
0
∫
Rn−1
(
K(x¯ − y¯, xn − yn, t)−K(x¯ − y¯, xn + yn, t)
)
u0(y) dy.
From the mean value theorem we also have
v(x, t)=−
∞∫
0
∫
Rn−1
1∫
−1
d
ds
K(x¯ − y¯, xn + syn, t)u0(y) ds dy
and
v(x, t)=
∞∫
0
∫
Rn−1
1∫
−1
1
2(4π)n/2
t−n/2−1e−
|x¯−y¯|2
4t e−
|xn+syn|2
4t
× (xn + syn)ynu0(y) ds dy¯ dyn. (6.1)
Define by ω(x) the weight ω(x) := (1+ xn). Then, one has
|v(x, t)||ω(x)|γ  Ct−(n+1)/2|ω(x)|γ
∞∫
0
∫
Rn−1
1∫
−1
e−
|x¯−y¯|2
4t e−
|xn+syn |2
8t
× yn|u0(y)|ds dy¯ dyn.
Theorem 6.1. Let v be the solution of the heat equation with initial data u0.
Assume that 1 r  q <∞. Then, we have that for sufficiently large t ,
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∥∥v(·, t)ω(x)γ ∥∥
Lq(Rn+)
Ct−
n
2 (
1
r
− 1
q
)− 12+ γ2
{ ∫
R
n+
ω(y)γ ryrn|u0(y)|r dy
}1/r
,
where 0 γ < n/r ′ if ω(x)= 1+ |x|, and 0 γ < 1/r ′ if ω(x)= 1+ |xn|.
Proof. From (6.1), we have for r > 1,
|v(x, t)| Ct−(n+1)/2
1∫
−1
∫
R
n+
e−
|x¯−y¯|2
8t e−
|xn+syn |2
16t e−
|x¯−y¯|2
8t e−
|xn+syn |2
16t
× ynu0(y) dy ds
 Ct−(n+1)/2
1∫
−1
( ∫
R
n+
e−
r
r−1
|x¯−y¯|2
8t e−
r
r−1
|xn+syn|2
16t dy
) r−1
r
×
( ∫
R
n+
e−r
2|x¯−y¯|2+|xn+syn|2
16t |xn + syn|ryrn|u0(y)|r dy
)r
ds.
Taking
z¯=
√
r(x¯ − y¯)
2
√
2(r − 1)t and zn =
√
r(xn + syn)
4
√
(r − 1)t ,
we have( ∫
R
n+
e−
r
r−1
|x¯−y¯|2
8t e−
r
r−1
|xn+syn|2
8t dy
) r−1
r
 Ct
n(r−1)
2r s−
r−1
r .
Hence, we have
|v(x, t)| Ct− n2r− 12
1∫
−1
( ∫
R
n+
e−r
|x¯−y¯|2
8t e−r
|xn+syn|2
16t yrn|u0(y)|r dy
)1/r
× s− r−1r ds.
By Minkowski’s inequality, we have that for q  r > 1,( ∫
R
n+
|v(x, t)|q |ω(x)|γ q dx
)1/q
Ct− n2r− 12
[ ∫
R
n+
|ω(x)|γ q
{ 1∫
−1
( ∫
R
n+
e−r
|x¯−y¯|2
8t −r |xn+syn|
2
16t
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× yrn|u0(y)|r dy
)1/r
s−
r−1
r ds
}q
dx
]1/q
 Ct− n2r− 12
1∫
−1
{ ∫
R
n+
|ω(x)|γ q
( ∫
R
n+
e−r
|x¯−y¯|2
8t −r |xn+syn|
2
8t
× yrn|u0(y)|r dy
)q/r
dx
}1/q
s−
r−1
r ds
 Ct− n2r− 12
1∫
−1
{ ∫
R
n+
( ∫
R
n+
|ω(x)|γ qe−q |x¯−y¯|
2
8t −q |xn+syn |
2
8t dx
)r/q
× yrn|u0(y)|r dy
}1/r
s−
r−1
r ds.
Taking
z¯=
√
q(x¯ − y¯)
2
√
2t
and zn =
√
q(xn + syn)
4
√
t
,
we have, for ω(x)= (1+ |xn|),( ∫
R
n+
|v(x, t)|q |ω(x)|γ q dx
)1/q
 Ct−
n
2 (
1
r− 1q )− 12
1∫
−1
{∫
R
n+
( ∫
R
n+
e−|z¯|2−|zn|2
× (1+ |4√t zn/√q − syn|)γ q dz
)r/q
yrn|u0(y)|r dy
}1/r
s−
r−1
r ds
 Ct−
n
2 (
1
r
− 1
q
)− 12
1∫
−1
{∫
R
n+
(
1+ trγ /2 + yrγn
)
yrn|u0(y)|r dy
}1/r
s−
r−1
r ds
 Ct−
n
2 (
1
r
− 1
q
)− 12+ γ2
{∫
R
n+
(1+ |yn|)(1+γ )r |u0(y)|r dy
}1/r
(6.2)
for sufficiently large t .
We now let r = 1 and q  1. By Minkowski’s inequality, we have
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( ∫
R
n+
|v(x, t)|q |ω(x)|γ q dx
)1/q
Ct− n+12
∫
R
n+
1∫
−1
[ ∫
R
n+
|ω(x)|γ qe−q |x¯−y¯|
2
4t e−q
|xn+syn|2
8t dx
]1/q
× yn|u0(y)|ds dy
Ct−
n
2 (1− 1q )− 12+ γ2
∫
R
n+
(1+ |yn|)1+γ |u0(y)|dy
for sufficiently large t .
Consider for the case ω(x) := 1+ |x|. Since 1+ |x| (1+ |x¯|)+ (1+ |xn|),
instead of (6.2) we have( ∫
R
n+
|v(x, t)|q |ω(x)|γ q dx
)1/q
Ct−
n
2 (
1
r− 1q )− 12
1∫
−1
{∫
R
n+
( ∫
R
n+
e−|z¯|2−|zn|2
[(
1+ |√8t z¯/√q + y¯|)γ q
+ (1+ |4√t zn/√q − syn|)γ q]dz
)r/q
yrn|u0(y)|r dy
}1/r
s−
r−1
r ds
Ct−
n
2 (
1
r
− 1
q
)− 12+ γ2
{∫
R
n+
[
(1+ |y¯|)γ r + (1+ |yn|)γ r
]
yrn|u0(y)|r dy
}1/r
Ct−
n
2 (
1
r− 1q )− 12+ γ2
{∫
R
n+
(1+ |y|)γ ryrn|u0(y)|r dy
}1/r
for sufficiently large t . ✷
7. Decay rate of solutions for the Stokes equations
In this section, we study the asymptotic behavior in Lqγ,σ of weak solutions of
the Stokes equations in the half spaces:
ut −∆u+∇p = 0, in Rn+ × (0,∞),
∇ · u= 0, in Rn+ × (0,∞),
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u(x,0)= u0, for x ∈Rn+,
u(x, t)= 0, for xn = 0, t ∈ (0,∞). (7.1)
Here, n 2, Rn+ = {x ∈Rn: x = (x¯, xn), xn > 0} is the upper half space of Rn.
We now discuss the Stokes operator. We set Tt u0 = u(t), where u solves the
Stokes equations (7.1). Then {Tt : t  0} defines on each Lqγ,σ , 1 < q < ∞,
a bounded analytic semigroup.
We adopt the solution formula of the Stokes equations in Rn+ given by
Ukai [12]. We review the formula. Denote by the Riesz’ operators, Rj , j =
1, . . . , n, and Sj , j = 1, . . . , n− 1, which are the singular integral operators with
the symbols
σ(Rj )= iξj /|ξ |, j = 1, . . . , n,
σ (Sj )= iξj |ξ¯ |, j = 1, . . . , n− 1,
where ξ = (ξ1, . . . , ξn)= (ξ¯ , ξn) ∈Rn−1 ×R is the dual variable to x ∈Rn. Then,
the Riesz transforms Rj are defined in Rn by
Rjf (x)= p.v.
∫
Rn
Rj (x − y)f (y) dy,
where p.v. means the principal value of the integral and
Rj(x)= cnxj/|x|n+1, cn = 21−n/2√π Γ
(
1
2
(n− 1)
)
.
Here, Γ is the gamma function. The Riesz transforms Sj are defined similarly,
Sjf (x)= p.v.
∫
Rn−1
Sj (x¯ − y¯)f (y¯) dy¯,
where Sj (x)= cn−1xj/|x¯|n. Set
R = (R1,R2, . . . ,Rn−1), S = (S1, S2, . . . , Sn−1),
and define the operators V1 and V2 by
V1u0 =−S · u¯0 + u0,n,
V2u0 = u¯0 + Su0,n,
where u0 = (u0,1, u0,2, . . . , u0,n) = (u¯0, u0,n). Furthermore, let h be the restric-
tion operator from Rn to Rn+, that is,
hf = f |Rn+,
and e the extension operator from Rn+ over Rn with value 0:
ef =
{
f for xn > 0,
0 for xn < 0.
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We also define the operator U by
Uf = hR · S(R · S +Rn)ef.
By [12], the solution u of (7.1) is represented as
un =UE(t)V1u0, u¯=E(t)V2u0 − SUE(t)V1u0,
where
E(t)f =
∫
R
n+
(
K(x¯ − y¯, xn − yn, t)−K(x¯ − y¯, xn + yn, t)
)
f (y) dy.
The Riesz’ operators R and S are bounded on Lsγ,σ since R and S satisfy the
condition (2.2) for n = 3 and n= 2, respectively. Now we are ready to state the
decay rates.
Theorem 7.1. Let u be the solution of the Stokes equation (7.1) with initial data
u0 ∈ L2σ . Then, we have that for 1 < r  q <∞,( ∫
R
n+
|u(x, t)|qω(x)γ q dx
)1/q
 C
t(n/2)(1/r−1/q)+1/2−γ /2
( ∞∫
0
∫
Rn−1
ω(y)γ ryrn|u0(y)|r dy¯ dyn
)1/r
,
where 0  γ < n/r ′ if ω(x) = 1 + |x|, and 0  γ < 1/r ′ if ω(x) = 1 + |xn|.
Hence, if∫
R
n+
ω(x)γ r |yn|r |u0(y)|r dy C,
then the decay rate of ‖u‖Lqγ is t−(n/2)(1/r−1/q)−1/2+γ /2.
Proof. First, we estimate∫
R
n+
ω(x)(1+γ )r |V1u0|r dx and
∫
R
n+
ω(x)(1+γ )r |V2u0|r dx,
where ω(x)= 1+ xn. Since V1u0 = u0,n−S · u¯0, we need to consider S · u¯0 first.
By the Calderón–Zygmund inequality, we have that for 1< r <∞,∫
R
n+
(1+ xn)(1+γ )r
( ∫
Rn−1
xj − yj
|x¯ − y¯|n u0,j (y¯, xn) dy¯
)r
dx
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=
∞∫
0
(1+ xn)(1+γ )r
∫
Rn−1
∣∣∣∣∣
∫
Rn−1
xj − yj
|x¯ − y¯|n u0,j (y¯, xn) dy¯
∣∣∣∣∣
r
dx¯ dxn
 C
∫
R
n+
(1+ xn)(1+γ )r |u0,j (x)|r dx.
Hence, we have∫
R
n+
ω(x)(1+γ )r |V1u0|r dx  C
∫
R
n+
ω(x)(1+γ )r |u0(x)|r dx.
Similarly, we have∫
R
n+
ω(x)(1+γ )r |V2u0|r dx  C
∫
R
n+
ω(x)(1+γ )r |u0(x)|r dx.
By Ukai’s formula, we have
‖unωγ ‖q  ‖U‖Lqγ
∥∥ωγE(t)V1u0∥∥q
Ct−
n
2 (
1
r
− 1
q
)− 12+ γ2 ‖U‖Lqγ
∥∥ω1+γ V1u0(x)∥∥r ,
where ‖U‖Lqγ is the operator norm of U on L
q
γ (R+). According to the multiplier
theorem, Riesz’ operator Rj are bounded operator on Lqγ (Rn) and Sj on
L
q
γ (Rn−1), both for 1 < q <∞. Moreover, Sj is also considered as bounded
operator on Lq(Rn+) and on Lq(Rn).
Hence we have the operator U is bounded on Lqγ (Rn+). Therefore, we have
‖unωγ ‖q Ct−
n
2 (
1
r− 1q )− 12+ γ2
( ∫
R
n+
ω(x)(1+γ )r |u0(x)|r dx
)1/r
.
In a similar way, we have
‖u¯ωγ ‖q  Ct−
n
2 (
1
r
− 1
q
)− 12+ γ2
( ∫
R
n+
ω(x)(1+γ )r |u0(x)|r dx
)1/r
.
By combining the above inequalities, we have
‖uωγ ‖q  Ct−
n
2 (
1
r
− 1
q
)− 12+ γ2
( ∫
R
n+
ω(x)(1+γ )r |u0(x)|r dx
)1/r
,
ω(x)= 1+ |xn|.
In a similar way, we can show our theorem for ω(x)= 1+ |x|. ✷
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