In this paper, we propose a new method to predict the final destination of vehicle trips based on their initial partial trajectories. We first review how we obtained clustering of trajectories that describes user behavior. Then, we explain how we model main traffic flow patterns by a mixture of 2-D Gaussian distributions. This yielded a density-based clustering of locations, which produces a data driven grid of similar points within each pattern. We present how this model can be used to predict the final destination of a new trajectory based on their first locations using a two-step procedure: we first assign the new trajectory to the clusters it most likely belongs. Second, we use characteristics from trajectories inside these clusters to predict the final destination. Finally, we present experimental results of our methods for classification of trajectories and final destination prediction on data sets of timestamped GPS-Location of taxi trips. We test our methods on two different data sets, to assess the capacity of our method to adapt automatically to different subsets.
I. INTRODUCTION
M ONITORING and predicting road traffic is of great importance for traffic managers. With the increase of mobile sensors, such as GPS devices and smartphones, much information is at hand to understand urban traffic. In the last few years, a large amount of research has been conducted in order to use this data to model and analyze road traffic conditions. The aim of this paper is to tackle the issue of predicting the destination of vehicles given a prefix of their trajectory. It is useful to predict the final destination for several reasons. Some applications focus on recommending sightseeing places or targeting advertising based on a destination. These applications and advertising appear on our smartphone. They are not necessarily aware of the final destination of the user if he uses a cab or if he uses a know route previously taken and does not have indicated his final destination on his personal device. The prediction of the final destination is essential for these applications. Some research are also ongoing to automatically set destination in navigation systems based on our daily ride habits.âŁ¨Finally for cabs, predicting the final destination of a taxi has become an essential task. Manuscript Cab companies, recently adopt electronic dispatch systems instead of VHF-radio systems. In most cases, taxi drivers operating with an electronic dispatch system do not indicate the final destination of their current ride. Hence, it is extremely difficult for dispatchers to know which taxi to contact. in order to improve the efficiency of electronic taxi dispatching systems it is important to be able to predict the final destination of a taxi while it is in service. Particularly during periods of high demand, there is often a taxi whose current ride will end near or exactly at a requested pick up location from a new rider. If a dispatcher knows approximately where their taxi drivers will be ending their current rides, they would be able to best identify which taxi to assign to each pickup request. This problem has been the subject of a Kaggle challenge entitled "ECML/PKDD 15: Taxi Trajectory Prediction (I)" [1] . The observations are time-stamped locations that correspond to the different positions of vehicles moving within a city monitored at different observation times. When dealing with a dataset composed of trajectories, the difficulty lies in the fact that the data convey both spatial information (locations of the vehicles on the map of the city) and temporal information (for each vehicle, the locations are indexed by time, which creates a sequence of locations that compose a full trajectory). Hence the data have a spatio-temporal structure that must be taken into account in order to model their evolution while the trajectories of the destination points to be predicted are unknown. Vehicle trajectories are also constrained to a road network which makes their time progression very irregular. Locations of vehicles can be seen as two-dimensional data in R 2 , that have to be compared to one another, taking into account characteristics of the trajectories they belong to, such as origin and destination.
In this paper, we propose a method that relies on a distribution based model for the trajectories. We first focus on the temporal structure of the data and gather the locations into clusters of points that belong to similar trajectories. For this, we rely on a distance that takes into account the geometric properties of trajectories which was developed in a previous work [2] . Then, we model the observations within each obtained cluster by the realisation of a random variable that must be estimated with a distribution on R 2 . This estimation step is achieved by considering a mixture of 2-dimensional Gaussian distributions fitted to the data by a maximum likelihood procedure. Thus, each cluster of trajectories corresponds to a parametric distribution model obtained by a mixture of Gaussian distributions. Using this procedure, we obtain a distribution model for points based on the assumption that they belong to a cluster of trajectories. Forecasting the destination of vehicles is a two step procedure:
• we first attribute the observed path of these vehicles to a cluster of trajectories and • then extract from the trajectories within the cluster a feature that stands for the final destination point. Hence using the learning set, we obtain a density classification method based on preliminary trajectories clustering. In addition to the forecast properties of this model that will be analysed on the taxis data set, this methodology provides a probabilistic model for spatio-temporal analysis of vehicle flows. It enables the extraction of distribution mobility patterns in an vehicle transportation system in order to understand urban mobility and flow.
The paper is organised into the following sections. Section II is devoted to the presentation of the data and the related work. In Section III we present how we obtained trajectories clustering by using a proper distance that takes into account the spatial properties of vehicle trajectories. Section IV describes the issue of clustering points into clusters of trajectories with a mixture of Gaussian distributions and how to use these models to predict the final destination of taxi trip. Finally, in Section V, we present the experimental results and the performance of our models.
II. PRESENTATION OF THE FORECAST PROBLEM AND RELATED WORK
Consider vehicles' location data that consist of locations p(t) ∈ R 2 observed at several observation times t that may differ for each vehicle's path. As an example of such data, through the paper we will test our procedure using two different datasets. The first contains over 11 million taxi-GPS samples of approximately 500 taxis collected over 30 days in the San Francisco, United-States [3] . The second contains more than 83 millions taxis-GPS data points describing July 2013 to June 2014 for all 442 taxis in circulation in Porto, Portugal. This dataset has been provided for a Kaggle Competition [1] . This dataset is also composed of metadata associated to the taxi trips, such that client, taxi stand or taxi identification but the dataset in San Francisco only got the taxi identification. Hence, we deliberately do not use these attributes because we want our method to be easily adapted from one dataset to another. We only use locations in R 2 and the associated timestamp.
Our goal is to be able to determine the final destination point by observing the beginning of a trajectory. This issue is common to various area and data, animal migrations [4] , VideoFrames applied on Robotic [5] , Human [6] Vehicle on crossroads [7] , or GPS data to study behaviour in Urban Commercial Complexes [8] . But vehicle trajectories are very different objects, they are constrained to a road network and have very irregular time progressions. The study of destination prediction requires comparing the information of previous trajectories with the current location of trajectories in order to identify the destination. Many authors have already discussed this issue. In the winning solution of the Kaggle-ECML/PKDD discovery challenge on taxi destination prediction, de Brebrisson et al. [9] used a multi-layer perceptrons neural network on features vector composed of coordinates of beginnings of trajectories, and diverse context information, such as the departure time, the driver id and client information. Their training set has been built to match the trajectories in the test set's competition. If this solution can easily be adapted to other datasets, it implies a new training for some tested trajectories using more location information. Moreover, neural network scores are hard to interpret and can not be used to better understand the characteristics of the dataset. Krumm and Horvitz [10] and Ziebart et al. [11] also used external information, in addition to historical trajectories, such as travel time, trajectory length, accident reports, road condition, and driving habits. They incorporate this information into Bayesian inference to compute the probabilities of predicted destinations. Parteson et al. [12] GRAPH also used a Bayesian method to predict destination but for specific individuals based on their historical transport modes. The main idea of these studies is to use the external information to enhance the quality of the prediction. It then becomes dependent on the presence of this information and is inapplicable without them.
Monreale et al. [13] built a decision tree, named T-pattern Tree based on extracted movement patterns and predicted the next location of a new trajectory finding the best matching path in the tree. Tiesyte and Jensen [14] proposed a nearestneighbour trajectory method that utilised distance measures to identify the historical trajectory most similar to the current partial trajectory.
Finally, most of the work dealing with destination prediction issue uses probabilistic methods based on the location to identify the most probable location after creating the probability model. Among them, the Markov model has been widely applied in predicting destinations. Ashbrook and Starner [15] find potential destinations by clustering GPS data, then predicting destinations from these candidates based on Markov models trained to find the next most likely destination based on those recently visited. Gambs et al. [16] determined the destination by using the mobility Markov chains from the sequence of the POI (Point of Interest) to create the model. Simmon et al. [17] also built the probabilistic model through observation of the drivers' habits. All these studies build prediction based on habits of one or a group of specific individuals based on their historical trips. But they require knowing the identity of the driver. Xue et al. [18] proposed a method which decomposes all available patterns into subtrajectories of neighboring locations. The subtrajectories are assembled into synthesized trajectories. Then, they build the Markov model, which quantifies the correlation between adjacent locations. The main drawback of both bayesian inference and the Markov model is in establishing how well they discretize the space. Either they use the true road network, [12] , [15] , [17] , which requires significant amount of extra work to map the GPS data to the graph network, or they use a grid of square cells [10] , [11] , [18] which is a rough representation of the space and produces results dependent on the choice of the discretization of the grid.
Choi and Hebert [19] present a Markov model based on segments of the trajectories, where latent segments are obtained by clustering segments of past trajectories. New trajectories are then modelled as a concatenation of segments, which are assumed as noisy realisations of the latent segment. One of the major drawbacks of this method is that it is used for short term prediction (at most 10 seconds ahead). Wiest el al. [20] proposed a probabilistic trajectory prediction based on two types of mixture models. They also predict the vehicles trajectories only several seconds into the future.
III. MODEL TO CLUSTER TRAJECTORIES
In this section we describe how we cluster trajectories. We first recall the definition of trajectory used in this paper.
Definition 1: A trajectory T i is defined as
is composed of the longitude and the latitude of the observation, t k ∈ R is the time at which the observation has been made ∀ k ∈ [1, . . . , n i ], and where n i ∈ N is the length of the trajectory T i .
To cope with the sampling issues of trajectories, we first complete, when required, the locations between p i j (at time t i j ) and p i j +1 (at time t i j +1 ) by the piece wise linear representation between each successive location p i j and p i j +1 resulting in a line segment s i j between these two points. This new representation is called the piece wise linear trajectory. In this representation, no assumption is made about time indexing of segment s i j . Definition 2: A piece wise linear trajectory is defined as
and n i pl is the length of the piece wise linear trajectory. The length of the PL-trajectory n i pl is the sum of the lengths of all segments that compose it : n i pl = j ∈[1...n i −1] p i j p i j +1 2 . In a previous paper [2] , we proposed a method to cluster trajectories based on the behaviours of the users. This clustering is obtained by hierarchical clustering with the ward linkage criterion based on a distance between trajectories, the Symmetrized Segment-path-Distance.
where
and where D pt ( p, T ) is the minimum distance from the point p to the piecewise representation of the trajectory T . This distance compares trajectories as a whole, regardless of their time indexing or the number of locations that compose them. It enables us to produce clusters of trajectories describing the traffic flow of the trajectory set T . The partition, C(T ) of T shows the K main paths taken by the users. The number of clusters K , is not fixed. It depends on the dataset, or the precision we want to use in order to described it. In Section V, we discuss the choice of K for both datasets according to the values of the different quality criteria described in the same Section. 
IV. A PROBABILISTIC MODEL FOR TRAJECTORY CLASSIFICATION
After obtaining clusters of trajectories that discriminate the main patterns of the traffic flow in the city, we aim to predict the final destination of a vehicle for which we only observe the beginning of its path. Hence, We observe a succession of locations in R 2 . To assign these points to a cluster of trajectories, we model the clusters by a mixture of 2d Gaussian distributions. Thus, for each cluster, we obtain a Gaussian likelihood estimated using only the data belonging to this cluster. The observed locations will then be assigned to the most likely cluster according to these different likelihoods.
A. Points Partitioning Within Clusters of Trajectories
In the previous Section we have obtain K clusters of trajectories, T m , for m ∈ [1 . . . K ]. For a new trajectory, we want to be able to predict its final destination. We only observe the beginning of its path, which is represented as a succession of locations in R 2 , and we want to evaluate its probability to belong to the each cluster of trajectory. For that we will then consider the set of points P m which is composed of all the points that composed the trajectories within the m th cluster of trajectories, T m . We build a Gaussian mixture model for each of this set of points, P m . The Gaussian mixture model will then produce a partitioning of each set of point P m , to k m subsets: P m n for n ∈ [1, . . . , k m ]. Hence we denote by m the mth cluster of trajectory and by (m, n) the n th cluster of point within the set of point, P m . These notations are resumed in Table I , and we can observed Figure 1 , the diagram of the different steps of methodology.
A Gaussian mixture model assumes that all points from P m are generated from the sum of k m Gaussian distributions φ, which are, in our case, 2-variate Gaussian distributions.
Definition 4: A Gaussian Mixture Model is a weighted sum of k m component Gaussian densities as given by 
where ω m k is the mixture weight, i.e. the prior probability for any point p belonging to the k th cluster, such that 
where μ m k ∈ R 2 and m k ∈ R 2x2 are respectively the location and the covariance matrix of φ m k , and
To evaluate the parameters m , we use the maximum likelihood estimation. Its aim is to find the parameters which maximise the likelihood function of m , given the training set P m . The GMM likelihood, can be defined as,
The maximum likelihood estimators, m M L , are the parameters which maximise the GMM likelihood function.
For each GMM, this maximum likelihood estimators, m M L , is estimated for different values of k, from 1 to 20. The number of components k m is then set to the value which minimize the criterion information [1,...,20] B I C(k).
(
We used the BIC criterion instead of the AIC criterion because it enabled to producing models using fewer parameters while producing similar results. The complete set of trajectories is then modelled by the set of K GMM's, one for each set of points, P m . Each of these sets has been partitioned into k m groups: C(P m ) = {P m 1 , . . . , P m k m }. Using this modelling procedures, we obtain several cluster of locations, each one corresponding to a mode of the estimated Gaussian mixture distribution. We got a density based clustering of the cloud points, which produces a data driven grid of similar points within a cluster of trajectories. Now that we have described the space, we want to use the model to predict the final destination of a new trajectory in progress: T c . We consider this trajectory at a given time t c n at which the trajectory is composed of n locations, i.e.,
. For that, we want to be able to assign the new trajectory to the cluster of trajectories it most likely belongs. For this purpose we compute the simple score, s m (T c ) for all the GMMs m . The score is the value of the likelihood function of m given the points that compose the trajectory T c . It represents how likely the trajectory T c belongs to the cluster m.
Definition 6: The simple score, s m (T c ), for a trajectory, T c , to be assigned to the cluster m is defined as:
In this way, we can assigned the trajectory to the cluster with the highest simple score.
We highlight the fact that this method enables us to compute a score for the trajectory and for each cluster. The trajectory is not attributed to one cluster and one cluster only. This is relevant because when only a few points of the trajectory are known, we cannot always be totally certain of the final destination. Several destinations are possible. Hence the score computed is a probability that the trajectory belongs to the cluster of trajectories. We also emphasise that this simple score can easily be updated if we have more information about the trajectory in progress T c . Hence if we consider the simple score, s m (T c ), computed at time t n at which the trajectory is composed of n locations, and a new location p c n+1 of the trajectory T c observed at time t c n+1 , we can estimate the updated value s m * (T c ) of the simple score according to this equation:
It is then quite easy to update the simple score between a trajectory in progress and the different cluster of trajectories. This characteristic will allow us to then apply prediction in real-time.
B. Complete Model
We want to test the influence of auxiliary variables on the quality of our classification method, such hour of the day, or day of the week, during which the trip takes place. The likelihood score as defined in Definition 6 does not take into account contextual information. However, we can assume that prior knowledge may help to discriminate the trajectories. Indeed, a path may more likely be taken than an other at a given hour of the day or day of the week. We look forward to verifying this hypothesis by including auxiliary weights. For this we define a new complete score taking into account the following weights.
Definition 7: The complete score, s m c (T c ), for a trajectory, T c , to be assigned to the cluster m is defined as:
The definition of the complete score (7) is generic. h c ∈ [0, . . . , 23] and w c ∈ [1, . . . , 7] are respectively the hour of the day and the day of the week at which the trajectory T c begins. This information can be interpreted in different manners which will result in a different value for the auxiliary weight α(m, h c , w c ) according to the information we are taking into account. We define three different weights:
• The Empirical weight describes the distribution information of the trajectory cluster.
a emp (m) = #T m #T .
• The Weekday weight describes the distribution information of the trajectory cluster at a given day of the week,
• The Hours weight describes the distribution information of the trajectory cluster at a given hour of the day,
The auxiliary weight α(m, h c , w c ) is the product of any combination of these weights.
C. Model for Final Destination Prediction
We present here how our model can be used to predict the final destination of the user trips. We have defined, in the previous sections, a simple score and a complete score for each trajectory to belong to a cluster of trajectory. Hence we can assign the new trajetory to the clusters it most likely belongs. We can then use the information from the trajectories that compose these clusters to predict the final destination of the new trajectory. From this, we define two different methods for predicting final destination.
On the one hand, we consider only the trajectories from the cluster m with the highest score.
where d m is the mean of the locations of all final destinations of the trajectories in cluster T m , and l c guess is determined according to Equation 5 .
On the other hand, in order to take advantage of the fact that the trajectory T c is not strictly assigned to one and only one cluster, we define, d pred 2 , as a weighted sum of the mean final destination of every cluster.
where s m w (T c ) is the weighted affinity score of s m (T c ) The complete score can be used instead of the simple score to take into account the effect of the auxiliary variable in the final destination prediction. Both final destination formulas are computed using the mean of the locations of all final destinations d m which is a constant, and the simple score, s m (T c ), which, as we have seen Equation 6. Caltrain station, san francisco dataset and its partitioning in 25 clusters.
V. EXPERIMENTAL RESULTS
In this section we present experimental results to evaluate both classification and final destination's prediction methods. To evaluate prediction error, we use the Haversine Distance (see Definition 10) , which is the evaluation metric used in the Kaggle competition [1] . The Haversine Distance measures distances between two points on a sphere based on their latitude and longitude. We use a 10-cross validation method to calculate this error by learning on 90% the data: the training set T train , and forecasting the remaining 10%: the test set T test . The error forecast is the average for all the training sets. We repeat this operation ten times, such that every set has been considered as the test set, to ensure a more accurate estimation of model prediction performance.
To evaluate our method during trajectory completion, we introduce the definition of a partial trajectory, below. A p-trajectory, T i ( p) of a trajectory T i is a subset of this trajectory such that the length of the piecewise representation of T i ( p) is at most p times the size of the length of the piecewise representation of T i . Definition 8: The p-trajectory T i ( p), ∀ p ∈ [0, . . . 1] is defined as the trajectory:
where n i ( p) is the number of locations that compose the p-trajectory T i ( p).
A. Data and Clustering Results
To analyse our result and test its scalability, we test our model on two different subsets. The first one is a subset of taxi trajectories from San Francisco [3] . It is composed of 4, 127 trajectories, all starting from the Caltrain Station and ending in an area of size 6.327 × 6.827 km in the center of the city. The second is composed of 19, 423 trajectories from taxis in the center of Porto [1] , leaving from the Sao Bento Station and ending in a delimited area of size 8.116 × 8.068 km. These two datasets are displayed on the left in Figure 2 and Figure 3 .
These two datasets are quite different. In San-Francisco, the road network looks like a grid, most of the streets are either parallel or perpendicular to each other. In Porto the network is more irregular. These differences will enable us to test the scalability of our method and its capacity to be adapted on different datasets.
On figure 2 and 3 we can see the results of the clustering described in section III on the data sets from San Francisco and Porto. We can see that the clustering obtained results in a group of trajectories tracing the same path from the selected departure points.
B. Trajectory Classification
To evaluate the quality of our classification, we observe the percentage of trajectories that have been assigned to their true cluster.
Definition 9: The quality criterion, Q class , for the classification, is the percentage of well classified p-trajectories, ∀ p ∈ [0, . . . 1], defined as: Figure 4 , we can observe the percentage of well classified trajectories, Q class , for p = 1, i.e, when the trips are completed, with respect to the number of clusters of trajectories. These values are represented with a triangle in the Figure. We could have expected that the quality of the classification decreases when the number of clusters increases. But we can see that we obtain better results with 20 clusters than 5 clusters for both the San Francisco and Porto dataset. When the number of clusters of trajectories is low, the points that compose the trajectory are scattered. Hence the clusters of points found with the Gaussian Mixture have covariance matrices with high values resulting in low likelihoods and low scores. This means that a trajectory can have a low score with respect to its correct cluster. This explains the behavior of the quality criterion Q class , for a number of clusters of trajectories between 5 and 25. The behavior of the quality criterion is more intuitive between 25 and 100 clusters for both datasets. We can observe that the percentage of well classified trajectories is always higher than 85% for the San Francisco dataset and higher than 91% for the Porto dataset between 10 and 100 clusters . Moreover, we have displayed in Figure 4 the percentage of trajectories for which the cluster they belong to appears among the first two cluster predictions (represented with the circle) and among the first three cluster predictions (represented with the square) according to our classification method. For the San Francisco dataset the percentage of trajectories for which the correct cluster of trajectories appears among the first two prediction is at least 95% when the number of clusters is below 55 and at least 93.5% otherwise. This percentage is greater than 96% when we looked at the best three predictions. For the Porto dataset the percentages is greater than 97.5% for the best two predictions and greater than 99% regardless of the clusters size. To asses this results it is relevant to look at the behavior of the simple sore of the correct cluster to see if in addition to being among the best predictions, the values of the scores of the correct cluster is high. For this reason, we consider a onevs-all classification for every cluster of trajectories produced by our method.
In Figure 5 , we can observe the ROC curves for these onevs-all classifications and for both datasets. We have selected a number of 25 clusters for the San Francisco dataset and a number of 45 clusters for the Porto dataset according to the results described in the following section. The legends of these plots indicate the AUC (Area Under Curves). All AUC are greater than 0.90, and 17 are greater than 0.95 for the San Francisco dataset while all but three are greater than 0.90 and 28 are greater than 0.95 for the Porto dataset. These results show that even if some trajectories are not assigned to the correct clusters, the simple scores for their correct cluster is always elevated. Hence we have seen that the classification procedure, which is the first step of our prediction method (c.f Figure 1) , is effective and enables us to associate a trajectory to the cluster of trajectories it most likely belongs.
C. Final Destination Prediction
In this section, we present the results of our method for the prediction of taxi trips destination. To evaluate our method we used the mean of the Haversine Distance, which measures distances between two points on Earth based on their latitude and longitude.
Definition 10: The Haversine Distance, D H between two locations d1, d2 ∈ R 2 is defined as:
where (x 1 , y 1 ) and (x 2 , y 2 ) are the longitude and latitude of d1 and d2 respectively and R = 6, 371(km) is the radius of the Earth. Hence, the Haversine distance returns the distance in Km between two locations on Earth. We can then define the quality criterion for the prediction of the final destination as the mean of the Haversine distance between the true location of the final destination, p c n c , of the trajectory, T c , and the location of the prediction, d pred (T c ).
Definition 11: The quality criterion, Q pred , is defined as: figure 6 we can observe the results of the quality criterion, Q pred , according to the trajectory completion. We compare the results of the two prediction methods, pr ed 1 and pr ed 2 . Both datasets are displayed, San Francisco(a), on the left and Porto(b), on the right, for a number of clusters of 25 and 45 respectively. For San-Francisco, we can observe that the second method gives best results especially at the beginning of the trajectories where Q pred is 400 meters better using pr ed 2 . As the trajectories progress, the results continue to be better with pr ed 2 but the difference between the two methods decreases and after 50% of trajectory completion, the difference is less than 50 meters. This is expected because the more locations we know for a trajectory, the more confidently we can assign the trajectory to one cluster and one cluster only. Hence, the more locations we know for a trajectory, the more closely the results are using the two methods. For trajectories in Porto, if Q pred also gives better results with pr ed 2 , the difference between the method is insignificant. Nevertheless, we will still use the pr ed 2 to compare results according to the number of clusters.
In Figure 7 , we can look at the same quality criterion, Q pred , according to trajectory completion. We display these results for different numbers of clusters from 0 to 100. For dataset in San Francsico (a), and for trajectory completion between 0% and 50% the bests results are found for 5 and 10 clusters. At these completion rates, the trajectories are more easily assigned to their correct cluster, leading to best results. For completion rates between 50% and 100% the results found with 5 and 10 clusters are the worst, because these numbers of clusters do not well enough describe the space. The same conclusion can be made for 15 and 20 clusters. Up until 70% of trajectory completion, there is no strong differences for a number of clusters between 25 and 100. When all the trajectories are completed, the more clusters we have, the more precise the prediction is. However, we have a gain of precision of only 200 meters between 25 and 100 clusters. The more clusters of trajectories we have, the more Gaussian Mixture we need to estimate. Hence 25 clusters of trajectories is the best compromise to well describe the space and to do so within a reasonable computation time. For Porto dataset(b), the worst results are found for a number of 5 clusters, for trajectory completions between 0% and 15% and between 40% and 100%. For trajectory completions from 35% to 55%, the best results are for a number of clusters of 10 and 15, but they yield bad results after 65% and 80% trajectory completions. The same conclusion can be made for a number of clusters between 20 and 40. We can observe that the results stabilise when the number of clusters increases from a number of cluster of 45. The difference of Q pred value for a number of clusters between 45 and 100 does not exceed 40 meters for trajectory completions from 0% to 80%. Similarly to San-Francsico, when all the trajectories are completed, the more clusters we have, the more precise the prediction is, but the gain of precision is low, only 100 meters between 45 and 100 clusters. Hence, 45 is the best choice for the Porto dataset.
In Figure 8 , we can observe the evolution of the Q pred criterion according to the trajectory completion for the number of clusters of trajectories selected and for different groups of trajectories within both datasets. Trajectories are grouped together according to the length of their piecewise representation. The legend color is displayed on the right of each plot along with the percentage of trajectories which composed each group. First of all, we can see some differences of the repartition of the total length of the trajectories between both datasets. For the San Francisco Dataset, there are more than 55% of the trajectories that have a length above 2.5km and more than 25% above 4km. For the Porto Dataset, more than 60% trajectories are below 2.5km while only 12% are above 4km. This value, along with the differences of sampling rate, can explain the diffÃ©rence between the mean values of the Q pred criterion for both datasets. The major conclusion that we can draw from these plots is that the behavior of the Q pred criterion is similar for a group of trajectories with same length for both datasets except for the two groups with length between 0 and 0.5km and between 0.5 and 1km. For these two groups, the performance of the prediction for the San Francisco dataset is worse than the prediction for the group of trajectories with lengths between 1 and 1.5km. These results can be explained by the small number of trajectories that compose these two groups (below 100). However, for all other groups the evolution of the Q pred criterion is similar for both datasets. For these groups we can observe that the shorter the trajectories are, the better the prediction is. These result prove that as soon as there are enough representative trajectories within the learning set (about 500 trajectories) of a given type of trajectory, our algorithm is able to adapt to datasets with different characteristics and to provide similar results. We can also observe that the difference of error prediction is quite large from one group to another at the beginning of the trajectory, and is directly related to the total length of the trajectories. This is expected because at the beginning of the trajectories, we have little information about them, and the prediction of the final destination is almost the same for all trajectories. But this difference reduces quickly as trajectory progress. For example, if we compare the group of trajectories between 1km and 1.5km and the group of trajectories between 3km and 4km for both datasets, the difference of the Q pred criterion between these two groups is about 1.2km when p = 5%. This difference is about 0.85km for p = 45% and about 0.6km for p = 65%. These results prove the capacity of our algorithm to adapt to different types of trajectories with different characteristics.
In Figure 9 , we can see in detail the performance of the final destination prediction for the number of clusters selected for both datasets. For different percentages of trajectory completion, we can observe which percentage of trajectories is below a given error distance between the final destination prediction and the true destination of the trajectories. We can observe that the prediction results do not evolve much for trajectory completion between 0% and 15% for the San Francisco dataset and between 0% and 20% for the Porto dataset, which means that at this point we do not have enough information fo improve the quality of the prediction. After these intervals, we can see that the prediction is regularly improved as the trajectory progress.
D. Effect of Auxiliary Information on Classification and Prediction
In Figure 10 and Figure 11 , we observe the effect of different auxiliary weights described in Section IV-B on both the quality criteria Q class and Q pred . We display the differences of these criteria with the different weights and the same criteria with no weights according to trajectory completion. For San-Francisco, we display the results for 25 clusters. We can observe that all weights result in an improvement on both the quality of the classification and the prediction of the final destination in the first part of the trajectories, for trajectory completion between 0% and 35% − 45%. The mix of all the weights yields the best results. The improvement of classification continues until 8% when trajectory completion is at 25% and the improvement of the Q pred criteria is 225 meters when the trajectory starts and 100 meters at 25% of trajectory completion. The curves of both quality criteria, Q class and Q pred are not perfectly correlated. This is expected because Q class shows the rate of correct classification, while Q pred displays the prediction quality found with pr ed 2 , which uses information of different clusters and not only the first predicted cluster for the prediction. Beyond these completion rates, the auxiliary weights deteriorate according to the different quality criteria values. This means that when we have little information about the location of the trajectory, i.e. at the beginning of the trajectory, auxiliary information help to improve the destination prediction. Whereas when we have sufficient information about the trajectory location, we can confidently predict the correct clusters of trajectories the new trajectory most likely belongs to. At this point, adding auxiliary weight information deteriorates the result..
The results obtained are different using the Porto dataset. The results for Porto datasets are displayed for 45 clusters. The different weights improve the prediction, and the mix of all weights yields the best results, but the improvement is always less than 30 meters which is much less significant than with the San-Francisco dataset. Similarly, the classification is never improved more than 3%. Taxi trips in Porto are less influenced by auxiliary variables than taxi trips in San Francisco.
VI. DISCUSSION

A. Kaggle
We have tested our method on the test dataset from the Kaggle challenge. This competition is over but we can still submit an entry to see our score. We have applied our models on two different subsets of the learning datasets.
• The first has been built to match the trajectory within the test dataset. For that we have selected top 100 nearest neighbors of each trajectory within the test dataset according to the SPD distances from the test trajectories, to the trajectories within the original learning dataset. With this subset of the learning dataset, our final destination prediction method produces a mean error of 2.36623 kilometres on the test dataset and would have ranked us 38 out of 381 submissions. • The second is a random subset taken within trajectories whose starting points are within an area including all starting points of the test trajectories. With this subset of the learning dataset, our final destination prediction method produces a mean error of 2.82021 kilometres on the test dataset and would have ranked us 242 out of 381 submissions. We have drawn two conclusions from these results. First of all, if we prepare our learning datasets to match most of the the trajectories within the test dataset, as the other methods did, we proved that our method is very competitive with a ranking among the first deciles. Of course our method does not compete with the winning solution, which uses deep learning and produces an error of 2.03489 kilometres. However, once our model has been learned, our methodology can take into account new location of the test trajectories during its completion without needing to produce a new learning, which it is not the case withe the wining solution. Secondly, our method also produced good results considering that the learning dataset has not been developed to match the test dataset, which is the case in real applications where we cannot afford to fit the learning dataset to the trajectory we want to predict. Hence our model can be re-used directly for a different test dataset, and can also be used to predict the destination within the same trajectory, without requiring a new training, something which other methods do not allow.
B. Advantages of Our Models
Our method was designed to provide a forecast based on rigid models learnt using clusters of trajectories. It provides a deep understanding of the main streams and paths of vehicles in a city that reflect the behavior of drivers. We used this model as a prediction model and compared it to one used in one of the most competitive competitions in the machine learning field. We were not surprised to be outperformed by deep learning methods. Yet our forecast can be easily used to provide models of road behavior that explain the prediction obtained, as we have shown in the different Figures, Section V. In Figure 12 , one can observe an example of how our model for final destination prediction works for a trajectory selected randomly among the San Francisco Dataset. The probability of different final destination points for a trajectory at 6 different rates of trip completion is displayed in this figure. At each moment, we can observe the probability of belonging to each cluster of trajectories and their corresponding final destinations. The more likely that the trajectory belongs to a cluster, the more visibly this cluster is displayed on the plot. This Figure shows that at each trip completion, we are able to associate a trajectory, to the group of trajectories it ressembles. We have used these associations to predict the final destination of the trajectory, but many others features can be used for different objectives. Moreover we have seen that our method gives similar results in trajectory classification, Section V-B, and in prediction of final destination, Section V-C, for both studied datasets of trajectories in San Francisco and Porto. Taking into account the differences between the structure of the road network of theses two cities proves that our method can be adapted to different datasets, without requiring prior study of the dataset. However, the effect of auxiliary variables is different from one dataset to one another. These results show that the behavior of the drivers differs from one city to another. It could help traffic managers to better understand the traffic flow of a city.
C. Scalability and Computational Time
In this section we discuss the computational effort required for practical application. The three steps which required the biggest effort are the computation of the sspd distance between all pair of trajectories, the clustering of the trajectories (with hierarchical clustering) and the estimation of Gaussian mixtures. We first enhance the fact that these steps are part of the learning step, Figure 1 . Their computations can be applied offline. Hence, the time required to build the model is not a blocking factor for practical application. However, applying this steps on a large amounts data require some efforts. The computation of the sspd distance is quadratic (O(n 2 )). But the fact that it is pairwise distance make it easily parallelisable and then easy to implemented on a distributed architecture. Similarly, the optimization of the different Gaussian mixtures can be computed independently on different machines for each cluster of trajectories. The problem is quite different for the clustering of trajectories. Indeed there is no efficient parallel implementation of the hierarchical clustering with the Ward criterion. This algorithm requires to access the matrix of the criterion metric computed between each individuals at every step of the algorithms and make it hardly parallelisable. The problem is different for storing the models. The Gaussian mixtures and the result of the clusterings are not problematics because they required to store only few parameters. The matrix of pairwise distance is more heavy and required huge volume. However, this matrix is required only one time during the learning step, and only the Gaussian mixtures parameters are needed for the prediction step. âŁ¨In conclusion, we can say that applying our model on big data remain a challenging tasks. However, our model perform well on set of data like the one we studied in this paper. We have seen that the performance are similar on both dataset regardless to the number of trajectories that composed it (4,127 trajectories for San Francisco Dataset, 19,423 for Sao Bento Datasets). This means that increasing the number of trajectories in the learning dataset does not automatically increases the performance of our models. Hence, to apply our model to the whole dataset (which contains several millions of GPS locations), we will not focus our efforts on how to apply our models to the whole dataset. We will rather try to determine the repartition of the main origin/destination pairs which organize the trip distribution of the city and then apply our model on different subset independently. This will be the subject of future work.
VII. CONCLUSION
In this paper, we proposed a data-driven method to predict the final destination of vehicle trips using a statistic learning procedure. Vehicle trajectories differ from other trajectories in that they are constrained to a road network, which differs from one place to another, and directly influences the behaviour of the users. The learning step of our method follows a twostep procedure which enables to capture the behaviour of the user. It first models the main paths taken by the users by clustering their complete trajectories. Then, it models main traffic flow patterns within each trajectory's cluster by a mixture of 2d-Gaussian distributions. This yields a data driven grid of locations which describes the all space. This model is finally used to predict the final destination of vehicle trips, by assigning the trajectory to the path to whom it belongs the most likely and extracting information from trajectories who follow this path. This prediction is based on the initial location of the trajectory. Since we model the whole path, the prediction can be accomplished at any time during trajectory completion. Such method is applied on two different datasets: trajectories of taxi trip moving on two different road networks from San-Francisco, United-State and from Porto, Portugal and proves that such predictions based on the structures of the paths, compete with methods very complex and not easily tractable such as deep learning methods. Hence we propose a new description of road traffic that can be used for other research. For example, we can use different information from trajectories inside the clusters to short term prediction, estimate arrival time, or detect abnormal behaviour. Our model provide a better understanding of behaviours of the cars drivers by pointing out the main paths. Hence it can help organise trip distribution of a city.
