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Gravity from Lie algebroid morphisms
Thomas Strobl∗
Inspired by the Poisson Sigma Model and its relation to 2d gravity, we consider models govern-
ing morphisms from TΣ to any Lie algebroid E, where Σ is regarded as d-dimensional spacetime
manifold. We address the question of minimal conditions to be placed on a bilinear expression in
the 1-form fields, Sij(X)AiAj , so as to permit an interpretation as a metric on Σ. This becomes
a simple compatibility condition of the E-tensor S with the chosen Lie algebroid structure on E.
For the standard Lie algebroid E = TM the additional structure is identified with a Riemannian
foliation of M , in the Poisson case E = T ∗M with a sub-Riemannian structure which is Poisson
invariant with respect to its annihilator bundle. (For integrable image of S , this means that the
induced Riemannian leaves should be invariant with respect to all Hamiltonian vector fields of func-
tions which are locally constant on this foliation). This provides a huge class of new gravity models
in d dimensions, embedding known 2d and 3d models as particular examples.
I. INTRODUCTION
A. The problem—in the 2d Poisson setting
In the present paper we want to address essentially
the following question: Given a manifold M equipped
with some 2-tensor T , say contravariant, and given a
two-dimensional manifold Σ, which we call worldsheet or
spacetime, under what conditions can we define a “rea-
sonable” theory of gravity on Σ with just these data?
Certainly one needs to specify what one means by rea-
sonable, and we will do this—in a rather minimalistic
but also precise way—below. Moreover, we will address
a likewise question also for higher dimensional spacetime
manifolds Σ; but the formulation of the respective higher
dimensional problem, including a replacement of M by a
vector bundle with structure—which then also explains
the title of the present work—needs further background
material, which we will present only later on.
Without any further restriction, the above question is
not very fruitful: Indeed, for a generic choice of T , we
may split T into its symmetric and antisymmetric part, S
and P , respectively. Then we may use the antisymmetric
part to define the following canonical action functional
L[X,A] :=
∫
Σ
Ai ∧ dX
i + 12P
ijAi ∧Aj , (1)
where X i(x) parametrizes the map X from Σ to M ,
which is used as a target manifold, and A = Ai ⊗ dX i ≡
Aµi(x)dx
µ⊗dX i is a 1-form on Σ with values in the pull-
back bundle X ∗T ∗M . The symmetric part, on the other
hand, may be used to define a metric on Σ by means of
g := 12S
ijAiAj . (2)
(Throughout this paper any suppressed tensor symbol
will denote a symmetrized tensor product, AiAj ≡ Ai ⊗
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Aj +Aj ⊗Ai, while the antisymmetrized one, the wedge
product, will be displayed explicitly). By construction,
the functional (1) is invariant with respect to diffeomor-
phisms of Σ, which clearly is a necessary condition for a
theory describing gravity. For generic enough choice of
T (and thus also of P) there are no further local or gauge
symmetries of L and there will be solutions to the field
equations
dX i + P ij(X)Aj = 0 (3)
dAi +
1
2P
kl,i (X)Ak ∧ Al = 0 (4)
such that g constructed according to (2) satisfies det g 6=
0 on all of Σ. This latter condition is also necessary for
regarding g as a metric tensor field. We may, however,
not expect it to hold for all solutions to the field equa-
tions: For example, Ai :≡ 0, X i :≡ const is a solution to
the field equations (3), (4), leading to g ≡ 0 irrespective
of whatever T is. Still, S should not be e.g. vanishing,
since then there would be no gravitationally interesting
or admissible solutions; for a generic enough choice of T
this will not happen, however, and then there is no ob-
stacle to regard (1) and (2) as defining some 2d theory
of gravity.
Note that we did not require L to be a functional of
g alone or a functional of g at all. Applications, some
of which we will recall in the body of the paper, show
that this would be too restrictive: There may be some
other “parent” action functional, which depends explic-
itly on g, or maybe only on some vielbeins from which g
results by the standard bilinear combination, and possi-
bly on some other more or less physical fields and only
after some (possibly involved) identifications, including
(2), one ends up with the functional (1).
The initially posed question bears more structure[38],
if we add an additional requirement, namely that the
theory should be “topological”. This notion may be un-
derstood in various ways, cf e.g. [1]. Here we imply the
following with it: in addition to the diffeomorphism in-
variance of the action functional L, we require its moduli
space of classical solutions (for reasonable enough choice
of Σ, such that its fundamental group has a finite rank)
to be finite dimensional. For dimM > 2 and generic
2choice of P this is not the case: For fixed topology of Σ
the space of smooth solutions to (3) and (4) is infinite di-
mensional, even after identification of solutions differing
by a gauge symmetry (here only diffeomorphisms of Σ).
The theory described by (1) is topological, iff [2] the
tensor P satisfies
P [ij ,s P
k]s = 0 , (5)
i.e. iff P endows M with a Poisson structure where the
Poisson bracket between functions f and g on M is de-
fined by {f, g} := f,i g,j P ij .
Now there are much more gauge symmetries. Indeed,
for any choice of functions εi(x) (ε corresponding to a
section of X ∗T ∗M), one verifies easily that if the fields
are transformed infinitesimally according to
δεX
i = εjP
ji(X) , δεAi = dεi + P
kl,i (X)Akεl , (6)
L changes by a boundary term only. The diffeomorphism
invariance of L now is a particular case of (6): a simple
calculation shows that on-shell, i.e. by use of the field
equations (3) and (4), the Lie derivative of the fields
with respect to v ∈ Γ(TΣ) is obtained upon the (field
dependent) choice εi = Aµiv
µ.
In view of these additional symmetries a new ques-
tion arises if one intends to identify (2) with a metric
on Σ: How do these symmetries act on g? If one is
“lucky”—or, more precisely, upon a reasonable choice of
S—all the symmetries (6), when acting on g obtained
as non-degenerate (det g 6= 0 everywhere) solution to the
field equations, will boil down to diffeomorphisms of Σ
only. Otherwise there is an additional local symmetry,
which will be hard to interpret in general: There may
be e.g. a flat spacetime metric g on Σ which would be
“gauge equivalent” to a spacetime metric g describing
some black hole. It is our intention to clarify the con-
ditions to be placed on S which ensure that this rather
unreasonable scenario is avoided.
To be precise:
Definition 1 A Poisson Sigma Model (PSM) [3, 4],
i.e. the action functional (1) where P satisfies (5), to-
gether with an identification (2) for the metric g on Σ is
called a reasonable theory of 2d Poisson gravity, if the
following two conditions hold (d = 2):
• For any point X ∈ M there exist smooth solutions
to the field equations on Σ ∼= Rd with a base map
X : Σ → M such that the image of X contains X
and everywhere on Σ det g 6= 0.
• For any two gauge equivalent solutions (X(1), A(1))
and (X(2), A(2)) on a given manifold Σ which yield
a non-degenerate metric, det g(i) 6= 0, ∀x ∈ Σ, and
which are maximally extended, there exists a diffeo-
morphism D : Σ→ Σ such that g(1) = D
∗g(2).
We will add remarks explaining some of the technicali-
ties of this defintion after its generalization in subsection
II C below. Requiring (2) to define a reasonable theory of
gravity will pose some simple geometrical restriction on
S. This will be seen to define a sub-Riemannian structure
(cf. e.g. [5]) on M , which has to be “compatible” with
the Poisson structure P in a particular manner (equa-
tion (40) or (46) below). From a certain perspective to
become more transparent below this will be seen to cor-
respond to a Poisson or Lie algebroid extension of the
notion of a Riemannian foliation (cf. [6]), which may be
also interesting mathematically in its own right. More-
over, by the above method we will be able to define a
much wider class (also of just 2d) gravity theories, the
previoulsy known ones—such as those in [3, 7, 8, 9]—
arising as a relatively small subclass.
As a straightforward application of this extension it
will be immediate to construct a simple PSM, the gravity
solution space of which coincides with the one of the exact
string black hole, something excluded within the previ-
ously known models according to [10]. We also demon-
strate with an example that by these means one can con-
struct gravitational models with solutions for the metric
that have no local Killing vector field, a feature missing
in the class of matterless 2d gravity models considered
hitherto (cf e.g. [8, 9]). We also hope that by the above
analysis much of the in part intricate global structure
arising on Σ in the known gravity models, as classified
in [11, 12], will find some explanation from the implicitly
underlying geometrical struture (M,P ,S) on the target.
In fact, already in the present work we want to highlight
the emergence of a Killing vector field in these models as
resulting from structures on M . Finally, we may apply
our considerations to the case of kappa deformed grav-
ity [13, 14], providing some coordinate independent [15]
grasp on the discussion which arose in that context.
B. Generalizations
Given a metric on Σ, be it of the form (2) or not, and
the data specified in the previous subsection, we may also
add another term to (1):
1
2S
ijAi ∧ ∗Aj . (7)
Here ∗ : Ωp(Σ)→ Ω2−p(Σ) denotes the operation of tak-
ing the Hodge dual of a form with respect to g. In fact,
upon this addition to (1) one may obtain a theory that is
at least classically equivalent to standard String Theory:
Assuming the matrix T ij to be invertible, we may inte-
grate out the A–fields altogether, as they enter the action
quadratically only; the result is the usual String Theory
action in Polyakov form. This may be of particular in-
terest also if P is Poisson, since then one expects P to
govern the noncommutativity of the effective action in-
duced on D-branes via the Kontsevich formula [16], which
itself just results upon perturbative quantization of (1)
[17]. For constant T this is verified easily [18].
We will not consider additions of the form (7) any fur-
ther within the present work. Much closer to the present
3subject are the following modifications of the problem
posed in the previous subsection: Suppose that in ad-
dition to T one is given also a covariant 2-tensor on
M . We again may split it into symmetric and antisym-
metric parts, say G and B, respectively. Then we may
add the pullback of B = 12BijdX
i ∧ dXj with respect to
X : Σ→M to (1) and the pullback of G = 12GijdX
idXj
to the right hand side of (2). We then may repeat the
questions of the previous subsection.
Requiring the resulting action functional to be topolog-
ical now yields a modified condition (5), its right hand
side consisting of the 3-form H = dB with all indices
raised by contraction with P [19]. This leads to the no-
tion of a twisted Poisson or an H-Poisson structure on
M , cf. e.g. [20].
Now the second set of field equations receives an H–
dependent contribution. Likewise, there are still gauge
symmetries for any εi, while the transformation on Ai
in (6) receives some H–dependent additions. Despite
these evident changes, much of the standard PSM can be
transfered to the modified theory. Indeed, if (1 + BP)
is invertible, one even may get rid of the additional
term in L by some redefinition of the A–fields (as seen
best in the Hamiltonian formulation) leading to a modi-
fied, P– and B–dependent effective Poisson structure P ′.
(Such transformations were called gauge transformations
in [20]). A likewise statement holds for g: Using the first
set of field equations, (3), yields a new effective tensor
S ′ = S + PGP . Thus essentially everything of what will
be said on the PSM with (2) will have a straightforward
generalization to the twisted or HPSM with the modified
identification for g.[39]
Finally, we may also be given a (1,1)–tensor field on
M . Adding corresponding terms to (2) does not change
much since again by use of the field equations one may
reexpress everything in terms of a bilinear combination
of A–fields. If one uses such a tensor field so as to rede-
fine the first term in (1), on the other hand, replacing it
e.g. by Ai∧dXjC
j
i , the situation changes if C has a kernel.
Let us mention here in parenthesis that such a modifica-
tion of (1) arises if one considers 2d gravity models with
additional scalar or fermionic matter fields, where in the
first case there is a nontrivial kernel of C considered as
a map from TM to TM and in the second case a non-
trivial kernel of the transposed map from T ∗M to itself,
cf. [8, 21].
More generally we may replace T ∗M by some vec-
tor bundle E over M . Together with a (coanchor)
map C : E → T ∗M and a covariant E-2-tensor TIJ =
PIJ + SIJ we may replace (1) by an integral over
AICIi ∧ dX i +
1
2PIJA
I ∧ AJ . It may be interesting to
clarify the conditions on such a more general action func-
tional to be topological and then to address the question
of when
g = 12SIJA
IAJ (8)
defines a reasonable notion of a metric on Σ.
Although this generalization of the PSM seems inter-
esting also in its own right, we will not pursue it here any
further. Instead we want to permit an even more drastic,
but different change: We want to allow for any spacetime
dimension of Σ. Moreover, the Poisson manifold (M,P)
may be viewed as a particular Lie algebroid structure on
the vector bundle T ∗M overM ; we will replace it by any
Lie algebroid defined on a vector bundle E over M .
First we note that the field equations (3) and (4) make
perfectly sense also if Σ is replaced by a manifold of some
higher dimension, and likewise so for the symmetries (6).
So, the questions addressed above do make sense also in
d spacetime dimensions.
The generalization of the target structure to Lie al-
gebroids needs some extra explanations; before we can
approach it, we want to recall the notion and the ba-
sic features of Lie algebroids in the next section, since we
cannot assume that the average physics reader is familiar
with it.
In the present work we will not focus on the action
functional that produces the desired field equations and
symmetries. Whenever an action functional which has
field equations and symmetries containing the ones to be
specified below, our analysis will apply. It is still com-
forting to know, however, that such action functionals
can be constructed [22].
C. Struture of the paper
In the following section we will recall the definition
of Lie algebroids over M and provide the corresponding
generalization of the field equations (3) and (4) as well
as of the gauge symmetries (6) to this more general set-
ting. In the subsequent section we then determine the
conditions on S which ensure that g as defined in (8)
provides a reasonable theory of gravity, as defined by the
two marked conditions above or more precisely by Defi-
nition 3 below. This section provides the main result of
the present work, summarized in Theorem 1.
Section IV contains first illustrations of the general re-
sults, applying it to various particular Lie algebroids.
Standard (2+1)-gravity is among the examples of the
general framework developed here. Only in Section V
we come back to the Poisson case—still permitting arbi-
trary dimension of Σ; in a further specialization we finally
arrive back to the Poisson Sigma model. We then will
show how previously known 2d gravity models fit into
the present more general framework and provide some
simple examples of new models. Finally we will address
some more recent issues such as kappa deformation of 2d
gravity theories. We complete the paper with an outlook
including a list of open questions and possible further
developments.
4II. LIE ALGEBROIDS, GENERALIZED FIELD
EQUATIONS AND SYMMETRIES
A. Lie algebroids, basic facts and examples
A Lie algebroid is a simultaneous generalization of a
Lie algebra and a tangent bundle. Let us begin with a
formal definition. (For further details cf. e.g. [23]).
Definition 2 A Lie algebroid (E, ρ, [·, ·]) is a vector bun-
dle π : E → M together with a bundle map (“anchor”)
ρ : E → TM and a Lie algebra structure [·, ·] : Γ(E) ×
Γ(E)→ Γ(E) satisfying the Leibniz identity
[ψ, fψ′] = f [ψ, ψ′] + (ρ(ψ)f)ψ′ (9)
∀ψ, ψ′ ∈ Γ(E), ∀f ∈ C∞(M).
Let us provide some basic examples of Lie algebroids:
1. IfM is a point, ρ is trivial and E is just an ordinary
Lie algebra.
2. M arbitrary, but ρ ≡ 0, mapping all elements of the
fiber of E at any point X ∈M to the zero vector in
TXM , E is a bundle of Lie algebras, since then (9)
provides a Lie bracket on each fiber of E; M then
may be viewed as a manifold of deformations of a
Lie algebra.
3. E = TM , ρ = idTM , the bracket being the ordinary
Lie bracket between vector fields. This is the so-
called standard Lie algebroid.
4. E = T ∗M , (M,P) a Poisson manifold. Here
ρ = −P♯, ρ(αidX i) = −αiP ij∂j , and the bracket
[df, dg] := d{f, g} between exact 1-forms is ex-
tended to all 1-forms by means of (9).
We now add some remarks: Eq. (9) restricts ρ; using the
Jacobi identity of the bracket [·, ·] between sections, it is
possible to show [24] that ρ is a morphism of Lie algebras,
∀ψ, ψ′ ∈ Γ(E):
ρ[ψ, ψ′] = [ρ(ψ), ρ(ψ′)] . (10)
As a consequence, the image of ρ is always an integrable
distribution in TM , defining the orbits of the Lie alge-
broid inM . In the case of Poisson manifolds, these orbits
coincide with the symplectic leaves of (M,P).
Generalizing the observation in the second example
above, ker ρ ⊂ E always defines a bundle of Lie algebras.
For different points on the same orbit, these Lie algebras
are isomorphic, while they are not necessarily so for any
two points inM . For Poisson manifolds ker ρ|X∈M is the
conormal bundle of the respective symplectic leaf L at a
given point X ∈M . For regular points on Poisson man-
ifolds these Lie algebras are abelian; the origin of a Lie
Poisson manifold g∗ provides an example for a nonregular
point.
If {bI}nI=1 denotes a local basis of E, the bracket
and anchor give rise to structure functions cIJ
K(X) and
ρIi (X), respectively:
[bI , bJ ] = cIJ
KbK , ρ(∂i) = ρ
I
i bI . (11)
The compatibility conditions above then provide differ-
ential equations for them:
cIJ
S cKS
L + cIJ
L,i ρ
i
K + cycl(IJK) = 0 , (12)
cIJ
KρiK − ρ
j
Iρ
i
J ,j +ρ
j
Jρ
i
I ,j = 0 . (13)
While ρiI behaves as a tensor with respect to a change
of local basis and coordinates, cIJ
K certainly does not:
With bI˜ = F
I
I˜
bI and bI = F
I˜
I bI˜ one has
cK˜L˜
I˜ = FK
K˜
FL
L˜
F I˜I cKL
I + ρi
K˜
F I
L˜,i
F I˜I − ρ
i
L˜
F I
K˜,i
F I˜I . (14)
In the case of ρ ≡ 0, example 2 above, the second equa-
tion becomes trivial and the first one reduces to the stan-
dard Jacobi identity at any point X ∈ M . For Poisson
manifolds, on the other hand, bI ∼ dX i, ρiJ ∼ P
ji, and
cIJ
K ∼ P ij ,k. We see that this case is particular insofar
as that the anchor and the structure functions are essen-
tially one and the same object; Eq. (13) reduces to the
Jacobi identity (5) and Eq. (12) to its derivative.
A Lie algebroid structure on a vector bundle E per-
mits a generalization of differential geometry to E.
In particular, there is a natural exterior E-derivative
dE : Ω
p
E(M)→ Ω
p+1
E (M), where Ω
p
E(M) ≡ Γ(Λ
pE∗) and
Ω0E(M) ≡ C
∞(M). If {bI}nI=1 denotes the local basis of
E∗ dual to {bI}nI=1, it may be defined by means of
dEf := f,i ρ
i
Ib
I , dEb
I := − 12cJK
IbJ ∧ bK , (15)
extended to all of ΩpE(M) by a graded Leibnitz rule. As
a consequence of the Lie algebroid axioms, d2E = 0. (E
together with a nilpotent dE even provides an alternative
definition of a Lie algebroid, cf. [23]).
Likewise there is an E-Lie derivative EL· : Γ(E) ×
T pq (E) → T
p
q (E), where T
p
q (E) ≡ Γ
(
E⊗p ⊗ (E∗)⊗q
)
.
For p = 1, q = 0 it is defined by the ordinary bracket,
ELψψ
′ := [ψ, ψ′], while for α ∈ ΩpE(M) one uses the for-
mula (generalizing a well-known pendant in differential
geometry resulting from E = TM)
ELψα = (dEψy+ ψydE)α ; (16)
it is extended to T pq (E) by means of the ordinary Leib-
nitz rule. This concludes our short excursion into the
mathematics of Lie algebroids.
B. Generalized field equations and symmetries
For a generalization we first we need to interprete the
field content of the PSM. The coordinates X i define a
map X : Σ → M , where Σ is our spacetime and M the
5base of a vector bundle E. The fields Ai then correspond
to a linear assignment of an element in E (which is T ∗M
in the PSM) in the fiber over X (x) to any element in
TxΣ. Together they thus parametrize a vector bundle
morphism
ϕ : TΣ→ E , (17)
with X being the respective base map. Besides X such a
morphism is characterized by an element A = AI ⊗ bI ∈
Γ(X ∗E), where bI here corresponds to a local basis in
the pullback bundle X ∗E over Σ (induced by a likewise
basis in E).
As a generalization of the field equations (3) and (4),
we then consider the following set of equations
dX i − ρiIA
I = 0 , (18)
dAI + 12cJK
IAJ ∧ AK = 0 , (19)
where E has been given the structure of a Lie alge-
broid and ρ and c are the corresponding previously in-
troduced structure functions. This clearly generalizes the
field equations of the PSM. Moreover, there is also some
mathematical meaning to these equations in the gen-
eral case: They state that the vector bundle morphism
ϕ : TM → E is also a morphism of Lie algebroids (cf. [25]
for details).
It is straightforward to check that on behalf of the
structural compatibility equations (12) and (13), the
above field equations define a free differential algebra (cf
e.g. [26, 27] for a definition). In particular, their integra-
bility conditions are satisfied and for any choice of “initial
data” X i(x0), A
I |x0 given at a point x0 ∈ Σ there is a
neighborhood U ∋ x0 in Σ with smooth continuations
X i(x), AI(x) solving the field equations (18) and (19).
Such a continuation is however far from unique. There
is a set of symmetry transformations which map solu-
tions of the generalized field equations (18) and (19) into
solutions. Indeed, one may check that the infinitesimal
transformations
δεX
i = εIρiI , δεA
I ≈ dεI + cKJ
IAKεJ , (20)
induced by some element ε ∈ Γ(X ∗E), leave the field
equations invariant. Here again one needs to use the
structural compatibility conditions, generalizing the Ja-
cobi identity for the PSM. These are the symmetries we
want to consider as gauge symmetries.
Note that in the above we used a somewhat modified
equality sign in the definition of the symmetries for the
A-fields. By this we intend to imply that the respective
symmetry transformations need to have this form only
on-shell, i.e. upon use of the field equations (18) and (19).
Indeed, examples such as the HPSM show that in general
there may be some addition proportional to (18) so as to
leave invariant the respective action functional. Within
the present setting it is, however, completely sufficient to
know the gauge symmetries on-shell.
The above gauge symmetries generate diffeomorphisms
of Σ. Indeed, again the image of a vector field v under the
map ϕ : TM → E provides the respective infinitesimal
generator ε; one finds
Lv ≈ δ〈A,v〉 , (21)
where Lv denotes the standard Lie derivative with re-
spect to v, and 〈A, v〉 ≡ AIµv
µ the image of v with respect
to ϕ ∼ (X , A).
As a further consistency check we may verify that the
complete set of field equations is covariant. This indeed
follows quite easily by use of Eq. (14). Likewise so for
the symmetries (20), keeping in mind their infinitesimal
form, however; in particular,
δ(F I˜I A
I) = δ(F I˜I )A
I +F I˜I δA
I ≈ dεI˜ + cK˜L˜
I˜AK˜εL˜ , (22)
where εI˜ ≡ F I˜I ε
I and F I˜I is an arbitrary function ofX(x),
governing a change of basis in E. (Although not also of x
alone, as it would be permitted as a change of basis in the
pullback bundle X ∗E—at least if the structure functions
cIJ
K in (20) are understood as pullback of the structure
functions on E, as we want to interprete them).
As mentioned already in the Introduction, action func-
tionals yielding field equations and symmetries contain-
ing (18), (19), and (20) exist. One option, which works
in any dimension d, is to multiply the left hand sides of
(18) and (19) by Bi and BI , a (d−2)- and a (d−1)-form,
respectively (cf also [22] for more details).
C. Definition of a reasonable theory of E-gravity
We now are in the position to generalize Definition 1:
Definition 3 A Lie algebroid E together with a symmet-
ric section S of T 20 (E) is said to define a reasonable the-
ory of E-gravity, if the two marked items in Definition
1 hold true for g as defined in (8), where solutions refer
to the set of field equations (18),(19) and the gauge sym-
metries are given by (20) (infinitesimally and on-shell).
We now add some remarks explaining the two items in
the definition: In the first one, we required the existence
of a (metric) non-degenerate solution in a neighborhood
of the preimage of any point X ∈ M . If this were not
satisfied, but only for a submanifold U ∈ M , we could
equally well take the subbundle E|U as a new Lie alge-
broid, defined just over U . Moreover, there would be no
condition on S for points X ∈ M \ U . Thus, essentially
without loss of generality, we require non-degeneracy for
all points X ∈M .
Since the second item refers to a global gauge equiv-
alence, while the symmetries (20) are given in infinites-
imal form only, we need to add that within the present
framework and in the context of (8) we regard two met-
ric non-degenerate solutions (X(1), A(1)) and (X(2), A(2))
to the field equations as gauge equivalent if they may be
connected by a flow of gauge transformations generated
by (20) which does not enter a degenerate sector of the
6theory, i.e. which does not pass through a solution not
satisfying the first condition on g.
This last specification is necessary because otherwise
the set of theories would be empty: Even if the gauge
transformations (20) when acting on non-degenerate so-
lutions correspond merely to diffeomorphisms, they al-
low to connect non-degenerate solutions with degenerate
ones. E.g. in the 2d Poisson case it has been shown that
by such transformations, even if they are contained in the
component of unity of the gauge group, one may gener-
ate non-degenerate gravity solutions with nontrivial kink
number from non-degenerate ones with trivial kink num-
ber (if π1(Σ) 6= 0), something that can never be achieved
by a diffeomorphism of Σ—cf. [28] for an explicit example
of this scenario within the Jackiw-Teitelboim model of 2d
gravity [29, 30], and [31] for a generalization to arbitrary
2d dilaton gravity theories.
Finally, the addition that the solution should be maxi-
mally extended results from the following typical feature
of a gravity theory: the “time-evolution”—or likewise
the extension of a solution on Σ to one defined on a big-
ger manifold Σ˜ ⊃ Σ—is governed by the symmetries,
even if these are on-shell diffeomorphisms only. Thus
evolving e.g. some region U ⊂ Σ˜ in some locally de-
fined time parameter t such that Ut ⊂ Σ˜ and U0 = U , it
may happen that for some large enough t = t1 one has
U1 ∩ U = ∅, U1 ≡ Ut1 , and that g on all of U = U0 is
flat while on U1 it may be nowhere flat. Then U0 and
U1 may be still gauge equivalent with respect to some
symmetries which only on-shell reduce to the diffeomor-
phism, while certainly there does not exist a diffeomor-
phism relating (U0, g|U0)) and (U1, g|U1)). However, by
construction of this example, there exists some exten-
sion (Σ˜, g) of the local solution defined on Σ ∼= U0 such
that (U0, g|U0) and (U1, g|U1) are part of this extended
solution. (Note that, as a manifold, Σ˜ may still be dif-
feomorphic to Σ ∼= U0 ∼= U1; thus, extending a solution
defined on Σ need not change its topology). However,
if two solutions are already maximally extendend, then
we require that they are gauge equivalent only if they
(or better their respective metrics) differ by some diffeo-
morphism from one another. Note that by our definition
it is not excluded that two not gauge equivalent solu-
tions still have diffeomorphic metrics. This can happen,
if the model carries also some other physically interesting
fields, such as e.g. non-abelian gauge fields. We do not
want to exclude such possibilities.
Alternatively, in the second item we could have taken
recourse to infinitesimal symmetries only. So, we could
have required that for any metric non-degnerate solution
(X , A), the infinitesimal variation of g, as defined in (8),
by a gauge transformation (20) may be expressed as the
Lie derivative of some vector field v ∈ Γ(TΣ) acting on
g. Despite the technical complications, to our mind the
global description is formulated closer to the desiderata.
Further illustration of the assumptions or requirements
in the definition will be provided by the examples below.
III. CONDITIONS FOR A REASONABLE
THEORY OF GRAVITY
A. Metric non-degeneracy
A metric g on Σ is non-degenerate iff g(v, v′)|x =
0 ∀v ∈ TxΣ implies v′ = 0. Likewise, it is non-degenerate
iff the map g♭ : TΣ→ T ∗Σ, v 7→ g(v, ·) is invertible. (To
be precise, we would have to restrict to the fiber over a
point x ∈ TΣ in the last sentence; this is to be under-
stood, also analogously in what follows). Due to (8), we
have g♭ = 12ϕ
∗ ◦ S♯ ◦ ϕ, where S♯ : E → E∗, a = aIbI 7→
aISIJbJ and ϕ∗ is the transpose map to ϕ (again, when
restricted to X (x), certainly). This implies that kerϕ
has to be the zero vector. Moreover, we learn that the
image of this map is not permitted to have a nontrivial
intersection with the kernel of S♯. Thus we find:
Lemma 1 For (metric) non-degenerate solutions to the
field equations (18) and (19), one needs
kerϕ = {0} and imϕ ∩ kerS♯ = {0}. (23)
As a simple corollary of this, we find that dim imϕ = d,
where d denotes the dimension of Σ, and that d ≤ r,
where r ≡ rkE denotes the rank (fiber dimension) of
E and that the dimension of kerS♯ may not exceed the
upper bound
dimkerS♯ ≤ r − d ⇔ dim imS♯ ≥ d. (24)
If S has definite signature, (23) is also sufficient to en-
sure non-degeneracy of g; and then (24) is sufficient for
the existence of a non-degenerate solution ϕ at least in
some neighborhood U ∋ x of a given point x ∈ Σ due to
the local integrability of the field equations for any given
choice of ϕx ∼ (X , A)x at that point. Choosing the triv-
ial topology for Σ, Σ ≈ Rd, we can identify U with Σ and
then fulfill the first of the two conditions for an E-gravity
to be reasonable.
Proposition 1 For semi-definite S or for any S with
dim imS♯ = d the conditions (23) are sufficient to ensure
that (8) is non-degenerate.
In general, however, (23) is not sufficient to ensure non-
degeneracy of g, as the following example may illustrate:
Let d = 2, r = 3, S = b1b1+b2b2−b3b3, such that kerS♯ =
{0}, and let imϕ = 〈b1, b2 + b3〉. The conditions in (23)
are satisfied, but restricting S to the two-dimensional
image of ϕ, it reduces to S = b1b1, which is degenerate.
To exclude such counter-examples, one may employ the
following
Proposition 2 For any W ⊂ E,
S|W is non-deg. ⇔ S|W∩Z is non-deg. , (25)
where Z (or better Z|X∈M) denotes the set (not a vector
space) of null vectors, Z|X = {V ∈ EX |S(V, V ) = 0}.
7Proof: One direction is trivial, namely ⇐, since for any
non-null vector V , one already has S(V, V ) 6= 0. The
other direction is an exercise in elementary linear algebra.
So, in addition to (23), it suffices to check that for any
vector V ∈ imϕ ∩ Z, there exists a vector V ′ ∈ imϕ ∩ Z
such that S(V, V ′) 6= 0 so as to ensure that the map (or
solution) ϕ ∼ (X , A) leads to a non-degenerate metric g
(upon usage of the defining relation (8)).
B. Transformation of the metric
We now come to the derivation of the key relation(s)
of the present paper. Herein we first assume that ϕ is a
solution to the field equations (18), (19) providing a non-
degenerate metric g. With the considerations of the pre-
vious subsection, it then will be easy to determine some
minimal conditions on S such that this can be achieved
at all, which was one of the two conditions placed on
a reasonable theory of E-gravity. According to the sec-
ond item (cf Defintion 3), we are then left with finding
conditions on S such that the symmetries (20) coincide
with diffeomorphisms of Σ on-shell. In other words, we
need to ensure that for any ε ∈ Γ(X ∗E) one either has
δεg ≈ 0 or there has to exist a v ∈ Γ(TΣ) such that
δεg ≈ Lvg. According to (21) we may, however, rewrite
the right-hand side of the last equation as another gauge
transformation, Lvg ≈ δϕ(v)g. Correspondingly, we find
that
∀ε ∈ Γ(X ∗E) ∃ v ∈ Γ(TΣ): δε−ϕ(v)g
!
≈ 0, (26)
where v may be also the zero vector field. This condition
is sufficient and also necessary so as to ensure that the
underlying assignment for g defines a reasonable theory
of E-gravity.
We first compute δεg. By a straightforward calcula-
tion, using the Leibnitz rule for the symmetries, one ob-
tains
δεg ≈
1
2X
∗
(
ELbKS
)
IJ
εKAIAJ + X ∗(SIJ )dε
IAJ . (27)
If, moreover, ε is the pull back of a section ǫ ∈ Γ(E),
εI = X ∗ǫI , (28)
then, using the field equations, Eq. (27) may be simplified
further:
δεg ≈
1
2X
∗
(
ELǫS
)
IJ
AIAJ . (29)
For a general map ϕ we may choose ε of the form (28).
On the other hand, for a given map ϕ this covers any
choice of ε, if the base map X : Σ→M is an embedding.
Due to the first field equation (18) and due to (23), this
requires
ker ρ ∩ imϕ = {0} . (30)
Let us in the following assume for simplicity that S is
semi-definite, i.e. e.g. S ≥ 0. (We will soon relax this con-
dition again; however, much of the discussion simplifies
in this case and may at least serve as a first orientation).
Then, due to (23), there is—for fixed, permitted ϕ and
for any point x ∈ Σ—a unique orthogonal decomposition
of EX(x) according to
EX(x) =Wx ⊕W
⊥
x , Wx ≡ imϕ|x , (31)
where a possibly nonvanishing kerS♯|X(x) is part of W
⊥
x
certainly. Note that this decomposition depends on x and
not only on X(x), which may be a decisive difference, if
(30) is not satisfied. Alternatively, we may formulate it
as a decomposition of the pullback bundle:
X ∗E =W ⊕W⊥ , W = imϕ , (32)
where here imϕ is interpreted as subbundle of X ∗E.
In the case that X : Σ→M is an embedding, however,
we may rewrite (31) also in the form
E|imX =W ⊕W
⊥ , W = imϕ , (33)
where nowW is a subbundle of E (restricted to the image
of X ). If not otherwise stated, we will use (32).
We know that (26) has to be satisfied for any ε : Σ→ E
covering X : Σ → M . We now can uniquely decompose
any ε into a part inside W and W⊥, calling it εW and
ε⊥, respectively: ε = εW +ε⊥. One has to be careful: if ε
satisfies (28), this in general does not imply a likewise de-
composition of ǫ—since the decomposition (31) depends
explicitly on x and not only on X(x). This changes, how-
ever, if (30) is satisfied; then also ǫ = ǫW + ǫ⊥.
It is suggestive to assume that if (26) is to be satis-
fied, then εW needs to equal ϕ(v). This is, however, not
mandatory: Although there is a unique decomposition of
ε into the two orthogonal parts, it does not imply that
also the respective variations of g are orthogonal (so that
each of them would need to vanish separately). Instead
we only know that there is some v′ such that εW = ϕ(v
′)
and then, with v− v′ := w, we can merely conclude from
(26) that
δε⊥g
!
≈ δϕ(w)g for some w ∈ W . (34)
In the present paper we do not intend to explore this
relation in full generality or even in examples; nor do
we want to extend the general consideration to the case
of an indefinite S, where part of W may be contained
in W⊥. Here we will content ourselves with solving the
above condition for w := 0, i.e. we require
δε⊥g
!
≈ 0 ∀ε⊥ ∈ Γ(W
⊥) . (35)
In subsection III D below, however, we will also permit
indefinite S, but only for dimkerS♯ = r−d. In this case,
one may just replaceW⊥ by kerS♯ in the above. We will
make this more explicit later on.
8C. First compatibility conditions
Within this subsection we will first assume that (30) is
satisfied. Note that this can be achieved only if ker ρ ⊂ E
is not too big; in particular, due to the first condition in
(23), it cannot be satisfied if dimker ρ > r−d, r ≡ rankE.
Thus here we may analyse (35) for the case of (28)
with ε⊥ = X ∗ǫ⊥. Using (29) in combination with (35),
we find(
ELψ1S
)
(ψ2, ψ3) = 0 ∀ψ1 ∈ Γ(W
⊥), ψ2, ψ3 ∈ Γ(W ).
(36)
This relation needs to hold for any pointX ∈M , because
any X can be in the image of X , the base map of ϕ. And
according to the above definition of a reasonable theory
of E-gravity, by using all possible maps ϕ, we may also
vary W essentially at will: Eq. (36) has to hold
∀W ⊂ E withW ∩kerS♯ = {0} =W ∩ker ρ, dimW = d.
(37)
In summary:
Proposition 3 In any Lie algebroid E together with a
symmetric, semi-definite section S of E∗ ⊗ E∗ defining
a reasonable theory of E-gravity (cf. Definition 3), the
conditions (24) and (36) with (37) are satisfied.
The condition (36) with (37) becomes empty certainly if
dimker ρ > r − d. The following observations may be
helpful in the present context:
Corollary 1 Any semi-definite S of a reasonable theory
of E-gravity with dim(ker ρ) ≤ r − d satisfies
ELψS = 0 ∀ψ ∈ kerS
♯ . (38)
Proof: Take ψ1 := ψ ∈ kerS♯ in (36), which is possible
for any choice of W , since always kerS♯ ∈ W⊥. Next
take ψ2 in (36) as any vector in E\ kerρ ∩ E\ kerS♯.
Finally, choose ψ3 in such a way that the span of ψ2 and
ψ3 can lie in some W compatible with (37). Since d ≥ 2,
dim(ker ρ) ≤ r− d, and dim(kerS♯) ≤ r− d, the possible
choices of ψ2 and ψ3 lie dense in E. By continuity we thus
can conclude
(
ELψS
)
(ψ2, ψ3) = 0 for all ψ2, ψ3 ∈ E—
and thus Eq. (38).
Proposition 4 The conditions (36) and (38) (or (40)
below) are C∞(M)-linear. Correspondingly it suffices to
check them on a local basis.
Proof: In (36) we only need to check it for ψ1. Using the
simple-to-verify relation
ELFψS = F
ELψS + dEF S(ψ, ·) (39)
with ψ = ψ1, we find that additional contributions vanish
due to orthogonality of ψ1 with ψ2 and ψ3. Likewise, in
(38) an eventually additional term vanishes since ψ ∈
kerS♯.
A simplification occurs, if (24) is saturated:
Corollary 2 For dim imS♯ = d and dim(ker ρ) ≤ r − d,
Eq. (36) reduces to Eq (38).
Proof : In this case always W⊥ = kerS♯. Thus (36) is
automatically satisfied upon (38), which in turn was al-
ready found to be necessary.
The conditions established in the present section are
necessary conditions (for satisfying (35)) only, which, as
remarked, in the case of ker ρ too big even become vac-
uous. On the other hand, when kerρ is trivial—so that
(30) is satisfied always, no matter what ϕ—the conditions
in Proposition 3 are also sufficient to define a reasonable
theory of E-gravity. This is quite restrictive, however: it
implies that E is isomorphic to some integrable distribu-
tion, E ∼= D ⊂ TM with [Γ(D),Γ(D)] ⊂ Γ(D). So not
many Lie algebroids may be covered by that Proposition.
We will consider the case of injective anchor map in
some detail in the examples. It will be seen by explicit
inspection then that in this case it is necessary that kerS♯
has maximal dimension so as to be compatible with (24).
At least in this case it must be possible, therefore, to
derive dim imS♯ = d from the conditions summarized in
Proposition 3.
Moreover, in the present paper we were not able to
provide examples of admissible E-gravity theories which
do not saturate the bound. It may be conjectured, there-
fore, that this is even a necessary condition in general.
In any case, the conditions (36) with (37) seem very re-
strictive, and it is plausible that stronger results can be
derived from them.
D. Sufficient conditions
The main complication one encounters with general-
izing the previous considerations to arbitrary Lie alge-
broids (also permitting dimker ρ > r − d), and to possi-
bly necessary and sufficient conditions to ensure (35), is
the fact that in general the decomposition (31) depends
on x ∈ Σ itself, and not just on its image X(x) with
respect to X : Σ → M . Correspondingly, in (27) it is
not always possible to choose a basis bI in E adapted
to the decomposition of ε into its two parts εW and ε⊥.
(Consider e.g. the extreme case where the image of X is
just a point in M). This then can have the effect that
X ∗(SIJ )ε
I
⊥A
J = 0 (which is true by construction of ε⊥)
does not imply X ∗(SIJ )dεI⊥A
J = 0 (the second term in
Eq. (27)). And indeed, as we will also illustrate by an
explicit example in section IVB below, conditions of the
form (36) turn out insufficient in general, no matter what
W is permitted to be.
In the following we will thus content ourselves with
providing some sufficient conditions for an E-gravity the-
ory to be reasonable. For this purpose we assume satu-
ration of the general bound (24). This was seen to pro-
vide a simplification already in the previous subsection
(cf. Corollary 2). We now state the main result of the
present paper:
9Theorem 1 Any Lie algebroid E together with a sym-
metric section S of E∗ ⊗ E∗ defines a reasonable theory
of E-gravity (as defined in Definition 3), if dim imS♯ = d
and
ELψS = 0 ∀ψ ∈ kerS
♯ . (40)
As before, d = dimΣ and r = rankE and EL denotes the
E-Lie derivative of the Lie algebroid as defined at the
end of section IIA.
Proof of Theorem 1: We remarked already previously
that the symmetries are on-shell covariant, cf. Eq. (22).
Correspondingly, the total expression (27) is independent
of a choice of frame bI in E; the unwanted contribution
from the first term cancels a likewise contribution from
the second one on use of the field equations (18). Let
us therefore choose a basis bI adapted to the kernel of
S♯ : E → E∗: {bI}
r
I=1 = {{b
ker
A }
d−r
A=1, {b
0
M}
d
M=1}, where
{bkerA } spans kerS
♯ and {b0M} some d-dimensional comple-
ment W 0. Note that this provides a fixed decomposition
of E according to
E =W 0 ⊕ kerS♯ . (41)
This is in spirit quite different from the decomposition
(31), where for the same point X in M there may be
different decompositions into Wx and W
⊥
x , depending
on the choice of x ∈ Σ. In the present context, always
W⊥x = kerS
♯
X(x), no matter what x. On the other hand,
in general Wx 6= W 0X(x). Now we use the unique decom-
position of ε into its two parts corresponding to (31). For
the calculation of the change of g with respect to ε we
use the other decomposition (41). We thus need to ex-
press εW and ε⊥ in terms of the adapted basis introduced
above. While the first of these two quantities in general
has contributions into directions of both W0 and kerS♯,
which, moreover, depend on x (and not just on X(x),
ε⊥ appearing in (35)) has a very simple decomposition:
ε⊥ = ε
A
⊥(x)b
ker
A |X(x). This has no non-vanishing com-
ponents in the W 0 direction, and likewise also does not
dεI⊥(x) = (dε
A
⊥(x), 0). Thus obviously (in the adapted
basis chosen) the second term in (27) vanishes identi-
cally for ε = ε⊥. But also the first term vanishes on
behalf of (40) and the fact that in the sum over K only
contributions along bkerA have non-zero coefficient ε
K
⊥ (x).
This concludes the proof.
(For non-semidefinite S one merely replaces W⊥x in
(31) by kerS♯
X(x) so as to guarantee uniqueness of the
decomposition. Cf. also Proposition 1 for what concerns
non-degeneracy of g.)
If we restrict our attention to (35) (instead of the more
general condition (34)) then under the assumption on the
dimension of kerS♯ the condition (40) is also necessary
for defining a reasonable theory of E-gravity. This is
obvious from the above proof.
As mentioned in Proposition 4, the condition (40) is
C∞-linear. In fact, this goes even further[40]:
Proposition 5 For any S ∈ Γ(∨2E∗) of constant rank
satisfying (40) in a Lie algebroid E, K := kerS♯ defines
a Lie subalgebroid.
Proof: Due to [ELψ1 ,
ELψ2 ] =
EL[ψ1,ψ2] also the product
of two sections ψ1, ψ2 ∈ Γ(K) annihilate S. Assuming
that [ψ1, ψ2] 6∈ Γ(K), one obtains a contradiction: ∃ψ3 ∈
Γ(E) such that 0 6= S(ELψ1ψ2, ψ3) =
ELψ1 (S(ψ2, ψ3))−
S(ψ2,
ELψ1ψ3) = 0, since ψ2 ∈ kerS
♯.
As an obvious consequence we find
Corollary 3 ρ(K) ⊂ TM is an integrable distribution.
Under appropriate conditions, including that the foli-
ation induced by ρ(K) is a fibration, this may be used to
define quotient bundles, to which S projects as an other-
wise arbitrary nondegenerate E-2-tensor. We intend to
come back to this elsewhere.
IV. FIRST EXAMPLES
In this section we provide some elementary examples
following the list after Definition 2.
A. Lie algebra case
In the case of an ordinary Lie algebra, E = g, only
the second field equation is nontrivial. One then re-
gards flat connections modulo gauge transformations on
a d-dimensional spacetime Σ. In this way for d = 3
one may reobtain standard 2+1 gravity (with or with-
out cosmological constant) in its Chern Simons formula-
tion [32, 33], to mention the most prominent example: If
there is no cosmological constant, the Lie algebra is the
one of ISO(2, 1), while in the presence of a cosmological
constant λ it is so(3, 1) and so(2, 2), depending on the
sign of λ. So, in each of these cases, the “rank” r of the
bundle (here just over a point) is six. The rank of the
bilinear form S used in [32, 33] to construct the metric g
on Σ is three, on the other hand, saturating our general
bound (24). Equation (40) just reduces to ad-invariance
of that (degenerate) inner product on g with respect to
those elements of g which are in its kernel k. According
to Proposition 5, k is a Lie subalgebra of g.
It is worthwhile to mention that all of these three
Lie algebras permit an ad-invariant non-degenerate inner
product. This is used to construct the action functional
[32, 33]. However, this inner product cannot be used to
construct the metric g—at least if we want to comply
to the conditions in Theorem 1, where we need a de-
generate inner product. For non-zero λ, the degenerate
bilinear form S of [32, 33] used to construct the metric is
in fact not ad-invariant with respect to all of g, but only
for k < g.
10
B. Bundles of Lie algebras
This is the case where E is some vector bundle over
M , equipped with a smoothly varying Lie algebra on the
fiber. The field equations (18) and (19) then just imply
that Σ has to be mapped to one (arbitrary) point X0 in
M and that the A–field is a flat connection of the Lie
algebra in the fiber above X0. Gauge transformations
are again just of the standard Yang-Mills type, where the
point X0 cannot be changed (although there is a solution
for any point X0 ∈ M). The type of the Lie algebra
(although not its dimension, since this is fixed by the
rank of the bundle E) can change upon a different choice
of X0.
Let us further specialize to the case of abelian Lie al-
gebras, i.e. all the fibers carry the same, trivial Lie al-
gebra [·, ·] ≡ 0. Then, irrespective of the choice of X0,
one finds as local solutions for the A-fields, AI = df I ,
i = 1, . . . , r, for some functions f I . Gauge transforma-
tions correspond to AI ∼ AI + dgI for some arbitrary
functions gI .
We want to work out this example in full detail, making
a general ansatz for S,
S = 12S
IJ(X)bIbJ , (42)
and then determine the conditions to be fulfilled
such that the respective E-gravity becomes reasonable
(cf. Definition 3). This then will be compared with the
general results obtained in the previous section. Note
that in the present case ker ρ = E, so that we cannot re-
fer to the (necessary) conditions obtained in subsection
III C; we can only refer to III D, which, however, had the
drawback that it provided only sufficient conditions—
due to the restriction on the rank of S. In the present
example we will find this restriction to be also necessary.
In the case of bundles of abelian Lie algebras, moreover,
the condition (36) (or also (40)) is empty, since the E-Lie
derivative vanishes identically.
Let us now work out this example explicitly. With (8)
we find that any solution for g is of the form
g = 12SIJ(X0) df
IdfJ (43)
in the present case. First we require the existence of non-
degenerate solutions. For this S(X0) needs to have at
least rank d ≡ dimΣ—and in the spirit of the remark at
the end of section IIIA—for all X0 ∈M . This coincides
with what we found in (24). (For simplicity we take
S to have positive semi-definite signature so that this
condition is also sufficient.)
To simplify the further discussion, let us in the follow-
ing diagonalize the matrix S(X0)IJ : This can be done
most easily by transition to new functions representing
the solutions for A: f I(x)→M IJ (X0)f
J(x). The net ef-
fect in (43) is that S(X0) = diag(1, . . . , 1, 0, . . . , 0), where
m ≥ d entries are non-vanishing. Now a possible non-
degenerate representative is obtained on Σ ≈ Rd upon
the choice f I = xJ for I = 1, . . . , d and f I = 0 for I > d;
then
g = 12dx
µdxµ, (44)
which is just the standard flat metric on Rd.
Next we need to check the behavior of g under gauge
transformations. We at once observe that with respect
to gauge transformations (20), on a topologically trivial
Σ, any g ∼ 0. A likewise statement holds also for 2+1
gravity in its Chern Simons formulation discussed above
or 2d dilaton gravity in its Poisson Sigma formulation re-
called below—and we thus do not want to exclude such a
feature. However, restricting the gauge transformations
to the non-degenerate sector, i.e. disregarding all solu-
tions to the field equations which somewhere on Σ have
det g = 0, we want the gauge transformations to boil
down to diffeomorphisms of Σ, and to nothing else.
How or under what conditions is this realized in the
present simple example? Indeed, suppose first that the
rankm of S equals d. Then any permitted g is of the form
g = 12
∑d
µ=1 df
µdfµ with det g 6= 0, which is equivalent
to df1 ∧ . . . ∧ df r 6= 0 in this case. Clearly, such a g is
always flat, and any two such non-degenerate solutions
are related to one another by a diffeomorphism of Σ.
Now let us assume that m > d. We clearly obtain the
above flat solution g always, too, since we can just re-
quire all f I with I > d to vanish. But then any other
non-degenerate solution g on Rd should be diffeomorphic
to this flat solution (since the moduli space of solutions
with respect to the symmetries (20) consists of one point
here and in a reasonable theory of gravity these two no-
tions coincide—up to the subtleties mentioned), i.e. be
flat too. This, however, is not the case for m > r: A
straightforward calculation shows that the curvature of
gµν = δµν + f,µ f,ν is non-zero (for sufficiently general
second derivatives of f). This metric, however, is a gauge
relative to (44) with respect to the symmetries (20), pro-
vided only m > r (and if f is kept sufficiently small, it
never passes through a non-degenerate sector).
In summary we find in this simple case:
Proposition 6 For E being a bundle of abelian Lie alge-
bras, dim imS♯ = d is necessary and sufficient for defin-
ing an admissible E-gravity theory.
Let us use the occasion to also illustrate the possible
complications arising from the x-dependence of the de-
composition (31). Let us choose Σ = R2, E = M × R3,
and SIJ = δIJ . Consider A1 = dx1, A2 = dx2, A3 = df
with f ∈ C∞(R2). Thus Wx = 〈∂1 + f,1 (x)∂3, ∂2 +
f,2 (x)∂3〉. Clearly, the following gauge parameter is
in W⊥x : ε = ε⊥ = (f,1 , f,2 ,−1) (the entries corre-
sponding to the standard basis {∂i}3i=1 in the fiber of
E). We now turn to (27): the first term in (27) van-
ishes identically, whatever ε. In this example, the sec-
ond term is already on-shell covariant by itself (due to
dX i ≈ 0). By construction, X ∗SIJεI⊥A
J ≈ 0. However,
e.g. δε⊥g11 ≈ δIJ(ε
I
⊥),1A
J
1 = f,11 (x) 6≈ 0 (for nonvan-
ishing second derivatives of f with respect to x1). This
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may be contrasted with the proof of Theorem 1, where
the second term in (27) was found to vanish (upon an ap-
propriate choice of a basis) no matter how complicated
the x-dependence of the decomposition (31).
In the present example the resulting solutions for g
were found to be flat always—for admissible theories.
This will change in general, if the Lie algeras are taken
non-abelian.
C. The standard Lie algebroid and integrable
distributions
We first consider the illuminating case E = TM . The
field equations (18) reduce to dX i = Ai in this case,
while the second set of field equations, (19), becomes an
identity. Thus, in the present case, using (8) we find
g ≈ 12SijdX
idXj = X ∗S , (45)
g is just the pullback of the section S ∈ Γ(∨2T ∗M) to Σ
by the map X .
Let us consider first n = d, n ≡ dimM . Then by
condition (24), S is non-degenerate and defines a metric
on M and g is nothing but the pullback of this metric
to Σ. Note that this provides a simple example where
the necessity for the addition of maximal extension of
Σ in the second item of Definition 1 or 3 becomes quite
transparent (cf. also the discussion at the end of sub-
section II C): S may be quite different for different re-
gions in M . After maximal extension, X : Σ → M is a
(possibly branched) covering map (thus locally a diffeo-
morphism). If one does not permit the branched cover-
ings (e.g. by requiring solutions to be either geodesically
complete or that curvature invariants diverge towards the
ideal boundary—assuming that this is satisfied for S on
M), so as to exclude constructions of solutions such as
those in [31], the moduli space of classical solutions in this
example is zero dimensional, independetly of the topol-
ogy of Σ. It may consist, however, of several representa-
tive solutions, parametrized by the homotopy (covering)
classes of the map X .
We now turn to d < n. It is obvious that for
dim imS♯ > d the conditions of a reasonable theory of E-
gravity cannot be satisfied, since then we can embed some
maximally extended Σ in various ways such that X ∗S
will give non-equivalent (i.e. non-diffeomorphic) metrics
on Σ. Correspondingly, we find upon explicit inspection
that in the case of TM we need saturation of the bound
(24).
The condition (38) just becomes an ordinary Lie
derivative on M in the present context. S has to be
invariant with respect to motions in directions of its ker-
nel. This kernel is integrable according to Corollary 3.
S then provides a metric in the normal bundle of the
leaves of the respective foliation. This metric is invariant
along the foliation, moreover; it thus projects to locally
defined quotient manifolds (we are dealing with regular
foliations, since the rank of S is constant; thus locally the
foliation is a fibration and a quotient manifold, the base
of the fibration, can be defined), on which it is nondegen-
erate, moreover. Such a structure on M is called a Rie-
mannian foliation, cf. e.g. [6] (or then probably pseudo-
Riemannian foliation if the locally projected metric has
indefinite signature).
Let us provide a simple example of such a feature on
M = R3 coordinatized by (X,Y, Z): S := dX2 + dY 2.
Clearly this is invariant with respect to ∂Z , LZS = 0,
which spans its kernel; according to Proposition 4 and
Corollary 2 this is already sufficient for a check. The
foliation in this simple example is a fibration over R2 ∋
(X,Y ) with fiber R ∋ Z. Thus the quotient manifold
here exists even globally, and it is equipped with the non-
degenerate metric dX2 + dY 2 (the projection of S).
In this example we assumed d = 2, certainly. The rep-
resentative metric g on Σ is the unique flat metric in this
case (if it exists); whatever embedding of Σ, for a non-
degenerate solution one needs dX 6= 0 and dY 6= 0, and
then X and Y can be taken as possible coordinates on
Σ. Note that in this example the topology of Σ permit-
ting everywhere non-degenerate solutions for g is quite
restricted; in fact, there is e.g. no compact Riemann sur-
face for Σ with this property. Note that at least locally we
can identify a solution on Σ with the quotient manifold
constructed above. Different embeddings of Σ (provided
homotopic along the Z-fibers) are just gauge equivalent;
and this is also obvious from the explicit solutions since
in any solution as constructed above g is independent of
the function Z.
In the present context one may certainly also easily
obtain non-flat metrics g on Σ; e.g., just multiply the
above S by some non-trivial function f(X,Y ).
As the standard Lie algebroid E = TM in general is
one of the main models for a Lie algebroid, the guideline
for it besides ordinary Lie algebras, it may be used also in
the present context for further orientation in the general
Lie algebroid case. Equipping a Lie algebroid E with
an E-tensor S satisfying the conditions in Theorem 1
might thus be called equipping E with an E-Riemannian
foliation.
Qualitatively, the situation does not change much
when we regard integrable distributions D ⊂ TM : First
we observe that according to (18) X maps Σ completely
into a leaf L of the distribution. The moduli space of
classical solutions will now consist of homotopy classes
of such maps. But otherwise the discussion is essentially
as before, just—for any fixed base map X—with TM
replaced by D|L ∼= TL. Note that now S is not just a co-
variant 2-tensor onM . Rather, it is the equivalence class
of such 2-tensors, where two 2-tensors are to be identified,
if they coincide upon contraction with arbitrary vectors
tangent to the distribution D. As for an explicit example
we may extend the previous one for TM by adding one
or more further directions toM , considering the previous
M as a typical leaf L.
Proposition 7 For Lie algebroids with injective anchor
map ρ the conditions in Theorem 1 are also necessary.
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V. SPECIALIZING TO POISSON GRAVITY
A. Compatibility and Integrability
We first want to specialize (40) to the Poisson case.
Here E = T ∗M , M the given Poisson manifold, and
S becomes a symmetric, contravariant 2-tensor on M ,
S = 12S
ij∂i∂j . Correspondingly, S♯ : T ∗M → TM and
imS♯ ⊂ TM defines a distribution on M . In contrast
to the distrubtion of P♯, which induces the symplectic
foliation of M , this distribution is not necessarily inte-
grable. To provide a non-integrable example, just con-
sider d = 2, M = R3 with the trivial Poisson bracket—
so that the condition (40) becomes empty—and take
S = (∂1 +X3∂2)∂3.
The structure defined onM by S (with constant rank)
is called a sub-Riemannian (or in the indefinite case then
sub-pseudo-Riemannian) structure, cf. e.g. [5]. Accord-
ing to Theorem 1 it has to satisfy a particular compat-
ibility condition with the Poisson structure on M . We
will now make this explicit under a further assumption,
namely that imS♯ is an integrable distribution. (In the
context of sub-Riemannian structures this is usually as-
sumed to not be the case; still, here we assume this for
simplicity.) Then at least locally one may character-
ize the corresponding leaves, which we want to denote
by R, by the level set of some functions fα ∈ C∞(M),
α = 1 . . . n − d, where n ≡ dimM . (Likewise the sym-
plectic leaves will be denoted by L or (L,ΩL), where ΩL
is the symplectic 2-form induced by the Poisson tensor P
onM ; locally any leaf L can be characterized as the level
set of some Casimir functions CI , I = 1 . . . n − k where
k = rankPX for any point X ∈ L.)
For any symmetric or antisymmetric (say contravari-
ant) 2-tensor T , the annihilator of its image imT ♯ ⊂ TM
is its kernel, ker T ♯ ⊂ T ∗M . In the above case we thus
can span the kernel of S♯ by dfα, kerS♯ = 〈dfα〉n−dα=1.
The quotient map S♯ : T ∗M/〈dfα〉n−dα=1 → imS
♯ has an
inverse. Since at any point T ∗R may be identified
with : T ∗M/〈dfα〉n−dα=1, this implies that the leaves R are
equipped with some pseudo-Riemannian metric. Let us
denote the latter by GR.
So, in this scenario,M is foliated in two different ways,
by symplectic leaves,M =
⋃
(L,ΩL), and by Riemannian
ones, M =
⋃
(R,GR). While the former foliation may
be quite wild, the leaves of the latter ones all have at
least the same dimension, namely d ≡ dimΣ. (We will
content ourselves here with specializing the conditions
of Theorem 1 to the Poisson case—under the additional
assumption of integrable imS♯). The situation simplifies
further if the pseudo-Riemannian foliation is even a fibra-
tion, such that in particular the quotient manifold M/R
is well-defined (and leaves R lying dense in some higher
dimensional submanifolds of M are excluded).
The two foliations (or, more precisely, the two struc-
tures induced on M by P and S, respectively) are not
independent from one another, due to condition (40):
Proposition 8 Let (M,P) be a Poisson manifold and
S ∈ Γ
(
∨2TM
)
define a d-dimensional fibration into
pseudo-Riemannian leaves (R,GR) as described above.
Then (M,P ,S) define a reasonable theory of Poisson
gravity, if
LvfS = 0 ∀f ∈ C
∞(M/R), (46)
where vf ≡ {·, f} = P ijf,j ∂i is the Hamiltonian vec-
tor field of the function f and L denotes the usual Lie
derivative.
To prove this statement it suffices to check that for closed
1-forms α ∈ Ω1(M) one has ELα = Lρ(α)—since ρ(df) =
vf .[41] Due to Proposition 4 it is sufficient to check (46)
for the set of n− d functions fα introduced above.
Let us add two remarks, valid in the simplified cir-
cumstances of the above Proposition. First, according
to Proposition 5, kerS♯ = 〈dfα〉n−dα=1 defines a Lie sub-
algebroid. It is isomorphic to the Poisson type Lie al-
gebroid T ∗(M/R), where, by construction, the projec-
tion π : M → M/R is a Poisson map (since fα can be
thought of as pullback of at least locally defined func-
tions on M/R—and since kerS♯ is a Lie subalgebroid of
T ∗M) [42]. Second, according to Corollary 3, P♯(kerS♯)
defines an integrable distribution; it is spanned by the
vector fields vf appearing in Eq. (46). In general this fo-
liation is distinct from the symplectic and from the Rie-
mannian foliation. Clearly, its leaves always lie in sym-
plectic leaves L, however. Its relation to the Riemannian
leaves is given by
Proposition 9 The leaves of P♯(kerS♯) lie inside the
intersection L∩R of symplectic and Riemannian leaves,
iff R are coisotropic submanifolds of (M,P).
Proof: vfα ∈ imS♯ ⇔ 〈kerS♯, vfα〉 = 0⇔ {fα, fβ} = 0.
As a rather obvious consequence of this we find
Proposition 10 The (pseudo-)Riemannian structures
on the leaves R may be chosen independently from one
another (still varying smoothly certainly) iff the leaves R
are coisotropic submanifolds of the Poisson manifold M .
In this case the metric on each leaf R has k independent
Killing vector fields, where k = dimP♯(kerS♯).
Note that in the present Poisson case this does not imply
automatically that also the metric g, defined on Σ, has
Killing vector fields. In fact, by the field equations, Σ is
mapped into the symplectic leaves, which in general are
different from the Riemannian ones; moreover, g is not
just an ordinary pullback. Cf. also Section VE below for
illustration.
In Proposition 8 we assumed a fibration. More gener-
ally, for a foliation one has a likewise statement, if one
uses for any X ∈M sufficiently small neighborhoods UX
and replaces the above functions f by functions constant
along connected components of R ∩ UX for any leaf R.
We conclude this subsection with an obvious remark:
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Corollary 4 If each leaf of the foliation induced by S
consists of a union of symplectic leaves (the leaves in-
duced by P), the condition (40) or (46) is fulfilled triv-
ially.
This just corresponds to the particular case k = 0 in
Proposition 10.
B. Examples in two dimensions
Most of the studied 2d gravity models result from the
following simple choice of (M,P ,S) [3]: Take M = R3
with linear coordinates (Xa, X3), where the index a
runs over two values, which conventionally we denote
by 1 and 2 when we consider Euclidean signature grav-
ity and by + and − for Lorentzian signature; these in-
dices will be raised and lowered by means of the standard
flat Riemannian or Lorentzian metric ηab, furthermore.
The Poisson structure is then defined by {Xa, Xb} =
εabW (XcXc, X
3) and
{Xa, X3} = εabXb , (47)
where εab are the (contravariant) components of the anti-
symmetric ε-tensor and W is any smooth two-argument
function. With an ansatz S := λab(X)∂a∂b, kerS
♯ =
〈dX3〉. Eq. (47) shows that X3 generates (Lorentzian or
Euclidean) rotations in the planes of constant X3. Ac-
cording to Proposition 8, S has to be invariant with re-
spect to these “rotations”. As one may easily convince
oneself, requiring S to be smooth on all of R3 leaves only
S = 12γ(X
cXc, X
3) ηab∂a∂b (48)
for some nonvanishing two-argument function γ. In most
applications (cf. below) either γ = 1 or γ depends on X3
only.
In this example, the symplectic foliation is given by
variation of the integration constant in the solution of
the first order differential equation du/dv =W (u, v), re-
placing u by XaXa and v by X
3 [7]. E.g. forW = V (X3)
one finds XaXa −
∫X3
V (v)dv = const. as for the sym-
plectic leaves. They are generically two-dimensional, ex-
cept at simulatenos zeros of Xa and W (0, X3), where
the Poisson tensor vanishes altogether. On the two-
dimensional leaves the symplectic form can be written
as ΩL = dX
3 ∧ dϕ where in the Euclidean case ϕ is the
standard azimuthal angular variable around the X3 axis
and in the Lorentzian case e.g. lnX+.
The pseudo-Riemannian leaves are characterized by
X3 = const in the above ansatz and GR =
1
2γ ηabdX
adXb.
Note that the intersection of the symplectic and the Rie-
mannian leaves are rotationally invariant. So, e.g. for
Euclidean signature they are generically circles in the
X3-planes around the origin Xa = 0.
C. Relation to 2d Lagrangians
We want to be rather brief here due to the rather ex-
tensive literature on this subject (cf. e.g. [9] and [8] for
two recent reviews), deferring more details also to a sepa-
rate work [34]. Still it is illustrative to show how intricate
the relation to some more established actions may be.
First of all we just mention that geometrical action
functionals of the form L[g] =
∫
Σ
d2x
√
| det g|f(R) or
also
L[g, τa] ∼ L[ea, ω] =
∫
Σ
d2x
√
| det g|F (R, τaτa) (49)
may be covered by the choice in the previous subsection
with γ ≡ 1. Here R denotes the Ricci scalar (in two
dimensions this contains all information about the cur-
vature tensor), in the first case of the torsion-free Levi-
Civita connection of g and in the second case of the con-
nection ω with torsion scalar τa. The functions f and F
are the Legendre transforms of the functions V andW of
the preceding subsection, respectively. In these examples
one identifies Aa with a zweibein ea and A3 with the sin-
gle non-trivial component ω of the spin connection, using
the action functional (1) Poisson Sigma Model. We re-
fer to [8] for a detailed study of this relation, including
a discussion of the situation when the functions f or F
have Legendre transforms locally only.
Secondly, also dilaton-like Lagrangians
L[g, φ] =
∫
Σ
d2x
√
| det g|
[
φR+W ((∇φ)2, φ)
]
(50)
can be covered. At least if W in (50) is at most lin-
ear in its first argument, there are various ways of do-
ing so. In one of these, one usually performs a dilaton-
dependent conformal transformation of g and then iden-
tifies Ai in (1) with the zweibein and spin connection of
the new metric ) and X3 with the dilaton φ (while Xa
become Lagrange multipliers for torsion zero; in this case
WPoisson(X
aXa, X
3) =Wabove(0, X
3), cf. e.g. [7] for fur-
ther details). Closer to the present point of view is to
regard this as a one-step-procedure, using the conformal
factor as an X3-dependent γ in (48).
There is also another route to (50), which moreover
works for generalW (which now agrees with the function
introduced in the Poisson structure within the previous
subsection), cf. e.g. [9]. We believe that it is worthwhile
to be a bit more explicit in this case. We first choose to
identify g with
g = 12η
abAaAb , (51)
corresponding to γ = 1 in (48). Then let ω(A) denote the
solution of dAa + εabω ∧Ab = 0—such a solution always
exists and is even unique (interpreting Aa as zweibein,
this is the corresponding torsion-free connection 1-form).
Next, shift A3 by ω(A) in (1), A3 → A˜3 := A3 + ω(A).
Then, with the previous choice of P , the action functional
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takes the form (again we replace X3 by φ)
L[X,A] =
∫
Σ
ω(A) ∧ dφ+ 12ε
abAa ∧ AbW (X
cXc, φ)
+A˜3 ∧
(
dφ+ εabX
aAb
)
. (52)
Classically it is always permitted to eliminate fields of
an action functional by their own field equations. We
apply this to A˜3 and X
a: variation with respect to A˜3
determines Xa uniquely, and vice versa. Implementing
this into (52), the last term vanishes and Xa is replaced
by −εabAbµg
µν∂νφ. After a partial integration in the first
term, this is now seen to coincide with (50). Note that
the elimination of Xa required that Aaµ has an inverse
(this is reflected by the use of gµν in the above explicit
expresion), which is legitimate after one identifies g as in
(51); the equivalence of action functionals then certainly
may be expected also only on the metric non-degenerate
solutions.
If in the first term of (50) φ is replaced by some func-
tion U(φ), one still may use the functional (1) along the
above lines, where now X3 = U(φ). Certainly this works
only in regions of φ where U is monotonic. If U has
several monotonic parts, one needs to use several action
functionals to recover all the classical solutions. How-
ever, at least if W in (50) is at most linear in its first
argument, W = V1(φ) + V2(φ)(∇φ)2, it may be shown
[35] under rather mild conditions on U , V1, and V2, that
for any solution with φ taking values within one of the
monotonic sectors of U , the classically allowed values of
φ remain in this sector.
D. Further 2d examples
Up to now, 2d models where considered merely with
the 3d Poisson manifold (M3,P(W )) as provided in sub-
section VB—with only one exception, namely the inclu-
sion of Yang-Mills fields [7]. In this case the total Pois-
son manifold has the form (M,P) =M3 × g∗, where the
function W is permitted to depend also on the Casimir
functions of the Lie Poisson manifold g∗. If γ in (48)
depends on XaXa, X
3 and again these Casimirs only,
then also the condition (46) in Proposition 8 is satisfied
and (M,P ,S) defines a reasonable theory of 2d Poisson
gravity.
But certainly many more examples or models can be
constructed by the general methods of the present paper,
even in the realm of two dimensions. Let us use this fact
to construct a simple PSM, the local solution space of
which coincides with any given parametric family of 2d
metrics, say g(Cα) =
1
2gµν(Cα, x
1, x2) dxµdxν in some
local coordinate system xµ and with Cα, α = 1 . . .N
local parameters in some given N -dimensional manifold
M of moduli. Just take M = M× R2, equipping the
former factor with zero Poisson bracket and R2 with the
standard one: (q, p) ∈ R2, {q, p} = 1, {q, q} = 0 = {p, p}.
Now choose S as
S = 12g11∂q∂q +
1
2g22∂p∂p − g12∂q∂p ,
where all the coefficient functions gµν are evaluated at
(Cα, q, p). Due to Corollary 4 this provides a reasonable
theory of 2d gravity. With the simple field equations
dq+Ap = 0, dp−Aq = 0, dC
α = 0, following from (3)—
and the fact that locally the second set of field equations
(4) may be satisfied without the addition of any further
moduli parameters when using the symmetries (6)—one
obtains the desired result.
In [10] it was shown that for (50) one finds the (local)
solution space of the exact string black hole for no choice
of W ; a model which does the job is trivially included
in our framework, as just demonstrated for an arbitrary
family of 2d metrics. (This can be easily adapted to also
include the given parametric dependence of the dilaton
field φ). Likewise constructions also work in any dimen-
sion d, moreover.
In [13, 14], on the other hand, the Poisson bracket
on R3 recalled above was modified, in particular break-
ing (or “κ-deforming”) its rotational invariance. This is
used hand in hand with the unmodified notion (51) for
the metric. Correspondingly, the conditions for a the-
ory to be admissible or “reasonable” in our sense and as
made precise in Defintion 3 are violated—with the cor-
responding features, too.
To provide an even simpler example of what happens
when these conditions are violated, consider e.g. R3 ∋
(q, p, C) with P = 12∂q ∧ ∂p and S = ∂q∂p + f(q, p)∂C∂C
for some fixed, non-constant function f . Here kerS♯ is
trivial, and kerρ = 〈dC〉. Now the necessary conditions
of Proposition 3 are violated: Indeed, takeW = 〈dq, dp+
dC〉 such thatW⊥ = 〈d(p−C)〉; now (36) is violated due
to
(
L∂qS
)
(dp + dC, dp + dC) ∝ ∂qf 6= 0. The general
local solution for g = 12S
ijAiAj , on the other hand, takes
the form g = dq2 + dp2 + fdλ2, where λ is an arbitrary
function of q and p and pure gauge according to (6).
Clearly, for λ ≡ 0 the metric is flat, while otherwise it
is generically not. (Note that this example of a non-
reasonable theory works also for f = 1, while then the
necessary conditions found in Proposition 3 are too weak
to exclude this case).
As we want to stress in the present note, the action
functional (1) of the PSM alone certainly does not en-
tail any notion of a metric g on Σ; and the identification
of g implicitly introduces or requires further structures.
These structures are identified as a symmetric contravari-
ant 2-tensor on M in the present paper. Moreover, the
2-tensor may not be chosen at will, but has to satisfy
a compatibility condition with the chosen Poisson struc-
ture. The present framework is independent of coordi-
nates on M , thus also permitting a coordinate indepen-
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E. Relation of Killing vectors to target geometry
It has been observed [7] that all solutions of any grav-
ity model resulting from the structures as defined in sub-
section VB—and thus, as a consequence, of the action
functionals (49) and (50)—have at least one local Killing
vector field v ∈ Γ(TΣ). Moreover, along these lines, X3
is constant; correspondingly, the Killing lines are appar-
ently related to the one-dimensional intersection of the
symplectic with the pseudo-Riemannian leaves. (Recall
that classically only maps from Σ into a symplectic leaf is
compatible with (3), while the pseudo-Riemannian leaves
are characterized by X3 = const). This is qualitatively
different from the construction of models in subsection
VD for any given family of metrics g on Σ, in particular
also metrics without Killing symmetry: there the sym-
plectic foliation agreed with the pseudo-Riemannian one
and the intersection was two-dimensional. It is the pur-
pose of the present subsection to relate the appearance of
a Killing vector field in the models of subsection VC to
the target geometry (M,P ,S) defined in subsection VB.
We will make this relation explicit in the somewhat
simplified scenario of Eq. (30), which, on behalf of the
field equations (3), implies that locally we may identify
Σ with a symplectic leaf L and we likewise may fall back
on (28) and (29). In the present case kerS♯ = 〈dX3〉.
Let us denote a local Casimir function of the symplectic
foliation by C, then ker ρ = kerP♯ = 〈dC〉. Now, for
any point X ∈ imX ⊂ M there is a unique λ(X) such
that (λdX3+dC)X(x) ∈ imϕx ⊂ T
∗
X(x)M . Thus, for any
µ ∈ C∞(M) we have σ := µ(λdX3 + dC) ∈ imϕ. Let us
calculate the variation of g with respect to X ∗σ:
δX ∗σg ≈
1
2X
∗
(
ELσS
)ij
AiAj =
1
2X
∗
(
ELµdCS
)ij
AiAj ,
(53)
where we made use of Eq. (40). We know that the left
hand side may be rewritten as the Lie derivative of a
(for fixed σ) unique (local) vector field v on Σ, since σ
was in the image of imϕ and we then may employ (21).
Thus, we will have accomplished our task of showing the
existence of a local Killing vector field provided that the
right hand side of Eq. (53) can be made to vanish. Note
that in this process the ambiguity in µ ∈ C∞(M) has to
be cut down since in the space of Killing vector fields is
a finite dimensional vector space (and not a module over
the functions). For any α ∈ T ∗M , one has
ELαS = Lρ(α)S + P
is(dα)stS
tj∂i∂j . (54)
Using α = µdC and the fact that this α is in the kernel of
ρ, we obviously only need to ensure that dα = dµ∧dC =
0 which is satisfied, iff µ = µ(C). Since on the classical
solutions C = const, this corresponds only to a constant
rescaling of the Killing vector.
This concludes our proof for the case of (30). To show
the appearance of this Killing vector field more generally,
one proceeds similarly to the proof of Theorem 1, replac-
ing (41) by E = dC ⊕ W¯ 0 ⊕ dX3 (which may be used at
least locally on M and for dC 6∝ dX3).
VI. CONCLUSION
In the present paper we discussed conditions which can
be used to endow a large class of topological models with
some gravitational interpretation. Concerning the mod-
els we only specified their field equations and local sym-
metries in the present paper, so as to remain as general as
possible (while still action functionals can be constructed
for them, at least if one permits auxiliary fields). They
could be assigned to any d-dimensional spacetime man-
ifold Σ and to any Lie algebroid E used as target. On
some more abstract level the field equations state that the
maps ϕ : TΣ→ E should be Lie algebroid (co)morphisms
(i.e. the induced map Φ: ΩpE(M) → Ω
p(M) should be a
chain map), while the symmetries correspond to a no-
tion of homotopy of such morphisms (cf. [25] for more
details).
Our ansatz for the metric g on Σ was that it should
be the image of a symmetric, covariant E-2-tensor S,
S ∈ Γ(∨2E∗), with respect to the naturally extended
map Φ just introduced above. (g = Φ(S); in explicit
formulas this gives (8)).
We attempted to clearly formulate the desiderata of
what we want to call a reasonable theory of E-gravity
(defined over Σ)—cf. Defintion 3. Essentially it was the
requirement that on solutions the gauge transformations
of the model when applied to a non-degenerate metric g
should boil down to just diffeomorphisms of Σ.
In Theorem 1 we summarized our main result: If S
has a kernel of maximal rank so as to be still compatible
with metric non-degeneracy (cf. Eq. (24)),
dim imS♯ = d, (55)
then it suffices to have S invariant with respect to any
section in its kernel, cf. Eq. (40). This last condition was
found also to be necessary (to be precise, cf. Corollary 1,
this was shown only under the assumption dimker ρ ≤
r − d and by requiring the somewhat strengthened con-
dition (35)). We believe that Eq. (55) is necessary, too;
however, in the present paper, we managed to show this
only under the relatively strong additional assumption
that kerρ is trivial (cf. Proposition 7) or that it is all of
E and the bracket abelian (cf. section IVB).
The invariance condition (40) may be reformulated as
a kind of ad-invariance of the degenerate inner product
induced by S: Let (ψ1, ψ2) := 〈S, ψ1⊗ψ2〉, then Eq. (40)
is equivalent to
ρ(ψ) · (ψ1, ψ2) = ([ψ, ψ1], ψ2) + (ψ1, [ψ, ψ2]) (56)
valid ∀ψ ∈ Γ(kerS♯) and for all sections ψ1, ψ2; here ·
denotes application of the vector field to the respective
function to follow.
It is decisive that this condition has to hold only for the
Lie subalgbroid kerS♯; if e.g. it were to hold for any sec-
tion of E and if the inner product were non-degenerate,
then necessarily ρ ≡ 0, i.e. one would be left with a bun-
dle of Lie algebras equipped with a fiberwise ad-invariant
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inner product. Moreover, as illustrated in section IVA
and IVB, even for ρ ≡ 0 a kernel of S is/will be required
(for r > d) so as to really yield a reasonable (cf. Defini-
tion 3) notion of a metric g on Σ by means of g = Φ(S).
General ad-invariance of an inner product appears in
a slight modification of the notion of a Lie algebroid,
namely the Courant algebroid; modifying the bracket
[·, ·] by a symmetric contribution stemming from the in-
ner product, one can have ad-invariance even without
ρ ≡ 0 and despite non-degeneracy of the inner product,
cf. e.g. [20, 36]. Let us remark in parenthesis that from
a more recent perspective, cf. [37], it is also natural to
drop the non-degeneracy condition; Lie algebroids then
appear as completely degenerate Courant algebroids. In
any case, it may be reasonable to generalize the consid-
erations of the present paper to the realm of Courant
algebroids.
Closer to the present structure are however possible
quotient constructions. The guideline may be taken from
the standard Lie algebroid E = TM . Assuming kerS♯ to
define a fibration, then S obviously is just the pullback
(by the projection) of a non-degenerate and unrestricted
metric on the base or quotient manifold. This generalizes:
As one may show and as shall be made more explicit
elsewhere, one may construct a reasonable theory of E-
gravity just by means of a Lie algebroid morphism from
E to some Lie algebroid E¯ of rank d, where the latter is
equipped with an arbitrary non-degenerate fiber metric.
For E = TM the structure governing a gravity model
was found to be the one of a Riemannian foliation (cf. sec-
tion IVC). The general structure required then may be
viewed as the corresponding Lie algebroid generalization,
i.e. an E-Riemannian foliation. In the case of E = TM ,
the metric g was found to locally coincide just with the
metric on the locally defined quotient of the Riemannian
foliation. In general, the relation between S and g is
more subtle, and worth further investigations.
The usually considered gravity models in three space-
time dimensions result from E being a Lie algebra
(cf. section IVA).
For E the cotangent bundle of a Poisson manifold, fi-
nally, a reasonable choice of S boilt down to the choice
of a sub-Riemannian structure, compatible with the
given Poisson structure. Under the assumption that
imS♯ defines an integrable distribution, a sub-(pseudo)-
Riemannian structure gives rise to a foliation of M by
d-dimensional (pseudo)-Riemannian leaves. (This is not
to be confused with the foliation generated by ρ kerS♯,
cf. the discussion after Proposition 8.) The invariance
condition (56) then was tantamount to requiring that
S—or the degenerate inner product induced by it—is in-
variant with respect to the Hamiltonian vector fields of
the (possibly only locally defined) functions characteriz-
ing the pseudo-Riemannian foliation (cf. 8).
Known models of 2d gravity were seen to be a spe-
cial case of the much more general construction of the
present paper. Also we were able to relate the existence
of a Killing vector of g in the previously known models
to the invariance condition (56) together with the partic-
ularities of the two foliations defining these models. In
view of Proposition 10, it may be rewarding to strive at
a generalization of these results.
It is worthwhile also to generalize our consideration to
the existence of a vielbein ea and a spin connection ωab—
instead of just a metric g, which results from the vielbein
according to g = eaebηab, i.e. to determine the conditions
such that some of the 1-form fields AI permit identifica-
tion with the Einstein-Cartan variables (ea, ωab).
The present paper is meant to open a new arena for
studying models of gravity. It should be possible to ex-
tend the in part extensive studies of lower dimensional
models of gravity—on the classical and on the quantum
level—to a much larger set of theories, including topolog-
ical gravity models in arbitrary spacetime dimensions.
Finally, we mention again that within this paper we fo-
cused on the field equations and symmetries correspond-
ing to Lie algebroids. Depending on the spacetime di-
mension and possibly additional structures chosen, there
may be several different action functionals producing the
same desired theory, at least in a subsector.
To give a simple example: If E is a Lie algebra g, the
field equations correspond just to flat connections and
the symmetries to the standard non-abelian gauge trans-
formations. This may be described without any further
structure and restriction to spacetime by a BF -theory.
For d = 3 and with g permitting a non-degenerate, ad-
invariant inner product, one may also take a Chern-
Simons action; this even has the advantage of getting
by without additional auxiliary fields—but on the other
hand requires additional structures and restriction to a
specific spacetime dimension.
This generalizes also to the present context. We intend
to make this more explicit elsewhere [22].
Merely on the level of the field equations and symme-
tries, one may already address the interesting but also
challenging question of observables. Since the theories
constructed are topological, they are expected to capture
important and interesting mathematical information–
displaying an interplay between the topology of Σ and
the target Lie algebroid and, if one also involves g, the
target E-Riemannian structure. As suggested by the par-
ticular case E = g, one should, among others, introduce
a generalization of the notion of a Wilson loop for this
purpose.
Acknowledgments
First of all I need to acknowledge the profit I have
drawn from a collaboration with Martin Bojowald and
Alexei Kotov on closely related subjects, which we are
going to publish seperately [25]. In addition, I am grate-
ful for discussions with D. Grumiller, M. Gru¨tzmann,
W. Kummer, D. La¨nge, S. Mignemi, D. Roytenberg,
H. Urbantke, D. Vassilevich and in particular with A. We-
instein.
17
[1] D. Birmingham, M. Blau, M. Rakowski, and G. Thomp-
son, Phys. Rept. 209, 129 (1991).
[2] P. Schaller and T. Strobl (1994), gr-qc/9406027.
[3] P. Schaller and T. Strobl, Mod. Phys. Lett. A9, 3129
(1994), arXiv:hep-th/9405110.
[4] N. Ikeda, Ann. Phys. 235, 435 (1994), arXiv:hep-
th/9312059.
[5] B. Langerock (2002), math.DG/0210004.
[6] P. Molino, Riemannian Foliations (Birkha¨user, Basel,
1988).
[7] T. Klo¨sch and T. Strobl, Class. Quant. Grav. 13, 965
(1996), arXiv:gr-qc/9508020.
[8] T. Strobl (1999), Habilitationsschrift, 224 pages, hep-
th/0011240.
[9] D. Grumiller, W. Kummer, and D. V. Vassilevich (2002),
hep-th/0204253.
[10] D. Grumiller and D. Vassilevich (2002), hep-th/0210060.
[11] T. Klo¨sch and T. Strobl, Class. Quant. Grav. 13, 2395
(1996), arXiv:gr-qc/9511081.
[12] T. Klo¨sch and T. Strobl, Class. Quant. Grav. 14, 1689
(1997).
[13] S. Mignemi (2002), hep-th/0208062.
[14] S. Mignemi (2002), hep-th/0210213.
[15] D. Grumiller, W. Kummer, and D. V. Vassilevich (2003),
hep-th/0301061.
[16] M. Kontsevich (1997), q-alg/9709040.
[17] A. S. Cattaneo and G. Felder, Commun. Math. Phys.
212, 591 (2000), arXiv:math.qa/9902090.
[18] V. Schomerus and T. Strobl (1999), unpublished notes.
[19] C. Klimcik and T. Strobl, J. Geom. Phys. 43, 341 (2002),
math.sg/0104189.
[20] P. Severa and A. Weinstein, Prog. Theor. Phys. Suppl.
144, 145 (2001), math.sg/0107133.
[21] H. Pelzer and T. Strobl, Class. Quant. Grav. 15, 3803
(1998), gr-qc/9805059.
[22] T. Strobl (2003), in preparation.
[23] A. C. da Silva and A. Weinstein, Geometric Mod-
els for Noncommutative Algebras, vol. 10 of Berke-
ley Mathematics Lecture Notes (American Mathe-
matical Society, Providence, RI, 1999), available at
http://www.math.berkeley.edu/ alanw/.
[24] M. N. Boyom (2002), arXiv:math.DG/0202259.
[25] M. Bojowald, A. Kotov, and T. Strobl (2003), in prepa-
ration.
[26] D. Sullivan, Inst. des Haut Etud. Sci. Pub. Math 47, 269
(1977).
[27] J. M. Izquierdo, Phys. Rev. D59, 084017 (1999), hep-
th/9807007.
[28] P. Schaller and T. Strobl, Phys. Lett. B337, 266 (1994),
hep-th/9401110.
[29] C. Teitelboim, Phys. Lett. B126, 41 (1983).
[30] R. Jackiw, in Quantum Theory of Gravity. Essays in
Honor of the 60th Birthday of Bryce S. DeWitt, edited
by S. Christensen (Hilger, Bristol, 1984), pp. 403–420.
[31] T. Klo¨sch and T. Strobl, Phys. Rev. D57, 1034 (1998),
arXiv:gr-qc/9707053.
[32] A. Achucarro and P. K. Townsend, Phys. Lett. B180, 89
(1986).
[33] E. Witten, Nucl. Phys. B311, 46 (1988).
[34] D. Grumiller, W. Kummer, S. Mignemi, T. Strobl, and
D. Vassilevich (2003), in preparation.
[35] N. Du¨chting and T. Strobl (1999), unpublished notes.
[36] D. Roytenberg, Ph.D. thesis, UC Berkeley (1999),
math.DG/9910078.
[37] A. Alekseev and T. Strobl (2003), in preparation.
[38] This is true at least from the mathematical point of view.
The condition imposed excludes propagating modes,
which is not so desirable from the physical point of view.
Still, many examples in two dimensions have this feature,
and many more theories may be captured if the topolog-
ical theory describes only one sector of a more extended
one, cf. e.g. [8, 9] as well as the discussion further below.
[39] In fact, from the mathematical point of view, the more
detailed study of the modified situation still may be quite
interesting—and maybe also quite intricate (the non-
degeneracy condition on g, e.g., will have quite differ-
ent implications than in the present note, cf. Lemma 1
below).
[40] This observation has been inspired by discussions with
A. Weinstein, in particular those about the standard Lie
algebroid, discussed in section IV below, in which he
pointed out to me that in this case the structure induced
by a compatible S is the one of a Riemannian foliation.
[41] I am grateful to A. Kotov for discussions of this point.
Cf. also Eq. (54) below.
[42] I am grateful to A. Weinstein for this remark.
