This paper revisits the role of the manufacturing sector during the middle-income stage. By exploiting a large dataset that covers internationally comparable sectoral information, we prove that the manufacturing sector is imbued with three important characteristics. First, for middle-income economies, manufacturing pulls along services, instead of the other way around. A decline in the manufacturing sector growth rate will negatively affect the growth rate of the services sector, in both the short-run and long-run meanings. Second, we show that manufacturing development not only promotes the incentives of savings, but also accelerates the pace of technological accumulation. Third, an increased share of the manufacturing sector in middle-income economies can enhance the utilization of human capital and economic institutions. Our empirical findings indicate that the manufacturing sector is still the key engine of economic growth for middle-income economies.
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INTRODUCTION
Industrialization is viewed as the most important engine of economic growth. The special characteristics attributed to the manufacturing sector can be interpreted in many ways: rapid technological changes, economies of scale, and easy integration into global production networks (Szirmai 2012; Lavopa and Szirmai 2014) . Additionally, a number of investigators have empirically confirmed that transformation from agriculture to manufacturing, and further from manufacturing to services is the process of economic development (Clark 1941; Kuznets 1957; Chenery 1979; Fuchs 1980) . Therefore, it was once generally accepted that "since the industrial revolution, no country has become a major economy without becoming an industrial power" (Acharya 2007 ).
However, this rational has been challenged. The increasing importance of the services sector in the world, as well as the development of the information and communications technology (ICT) sector, demonstrates that nowadays the services sector could become the new engine of economic growth in developing economies (Fagerberg, Guerrieri, and Verspagen 1999; Dasgupta and Singh, 2005 ; Maroto-Sanchez and Cuadrado-Roura 2009; Lee and McKibbin 2014) . 1 In addition, the fact that official data may underplay the influence of the services sector in the whole economy has become a growing consensus (Hoekman 2006; Rosen and Bao 2015) . In their influential papers, Oliner and Sichel (2000) and Jorgenson and Stiroh (2000) point out that the measurement issues and disregard for spillover effects undermine the real contributions of the ICT sector to the whole economy.
In this situation, it is now a greatly debatable question whether manufacturing should still be the main focus of industrial policy in developing economies. In fact, a lack of consensus reflects our limited understanding of how and why the manufacturing sector matters, especially for middle-income economies. Those well-documented patterns of structural transformation across industries are normally regarded as empirical facts, instead of predictions derived from certain theory.
2 Therefore, it remains questionable whether a poor country nowadays still needs to undergo full industrialization before it gets rich. Additionally, the current literature highlighting sectoral specificity in economic development is largely separated from mainstream theories that regard growth as sector neutral. Therefore, despite a voluminous number of papers attempt to elaborate the role of manufacturing in economic development, we are still unaware of how the manufacturing sector is uniquely related to those well-known growth ingredients.
This paper inquires about the particular role of the manufacturing sector during the middle-income stage, and we prove manufacturing is still the key engine of economic growth for middle-income economies. By exploiting a large dataset that covers internationally comparable sectoral information, we find that the manufacturing sector is 1 In a recent paper, Amirapu and Subramanian (2015) argue that five important characteristics allow a sector to serve as an engine of structural transformation and produce sustainable economic growth. These characteristics are a high level of productivity, dynamic productivity growth, expansion of the sector in terms of its use of inputs, comparative advantage for the host country, and exportability. By focusing on India's case, they argue that some services branches, including finance, insurance, and real estate, could replace the role of manufacturing sector. 2 There are many theoretical explanations for these structural change patterns, including differences in growth rate across sectors, changes in household preference, and globalization. These works indeed provide convincing explanations for this primary-secondary-tertiary transition. However, there is no theory that informs us that this transition process is closely related to the long-run growth rate of any developing economy.
imbued with three main characteristics. To preview our results, first, for middle-income economies, manufacturing pulls along services, instead of the other way around. A(n) decline/increase in manufacturing sector growth rate will negatively/positively affect the growth rate of the services sector, in both the short-run and long-run meanings. Second, we show that the development of the manufacturing sector promotes the incentives of savings, as well as accelerates the pace of technological accumulation. Compared with other sectors, the manufacturing industry has a higher demand for capital and investment, thus providing special opportunities for both capital and technological accumulation. Our last empirical finding is that among those middle-income economies., the contributions of human capital and institution are more pronounced in economies with a higher share of the manufacturing sector. It reveals that the manufacturing sector enhances the utilization of domestic human capital and institutions. Based on these findings, we conclude that the manufacturing sector remains central for middle-income economies.
One possible explanation for our empirical findings is that the major sources of economic growth for middle-income economies are completely different from those for developed economies, where growth is mainly driven by knowledge-based innovation. In contrast, increases of labor productivity in developing economies largely come from structural change or imported technology from developed economies. During this stage, easy adoption from world frontier technology is more essential for middle-income economies. However, different industries play a distinct role in adopting frontier technology. For instance, many studies (e.g., Jones and Olken 2005; Rodrik 2007 ) have argued that the tradable manufacturing sector is the major channel through which a developing economy absorbs knowledge and industrial science from abroad. Additionally, various works have shown that the vehicle of learning and adopting technology is investment, instead of consumption (Arrow 1962; Romer 1986; Jovanovic and Rousseau 2002; Boucekkine, del Rio, and Licandro 2003) . Therefore, the manufacturing sector, which calls for a higher level of capital and investment, takes on the central role of absorbing technology, as well as creating strong externalities of knowledge flows to other sectors. These vital characteristics make the manufacturing sector crucial for all middle-income economies. Moreover, according to Barro (2001) , if a country has better institutions and higher human capital level, investors can better introduce advanced technologies for domestic firms. As a consequence, in contrast to other sectors, the manufacturing sector, where technology transfer mainly takes place, can better utilize domestic human capital and economic institutions.
Our paper mainly contributes to two streams of literature. The primary contribution is to the literature on the role of the manufacturing and services sectors during a country's development. Most of those studies take on a macroeconomic perspective, with some directly examining how economic composition is directly related to the labor productivity growth rate, and others evaluating the importance of the manufacturing or service sector in economic convergence rate (Bernard and Jones 1996a , 1996b , 1996c Pascual and Westermann 2002; Freeman and Yerger 2001; Gouyette and Perelman 1997) . Generally speaking, the statistical evidence is not straightforward for us to draw any decisive conclusion. Compared with the prior research, our paper contains three notable differences. To begin with, our investigations focus on the effects of the manufacturing sector development on several important growth determinants, instead of testing their contributions to the growth rate directly. In this way, we can not only test the mechanisms through which the manufacturing sector promotes sustainable economic growth, but also combine the current structuralism literature with classical growth theory. Second, our paper examines the specific role of the manufacturing sector during the middle-income stage. Due to data limitation, most of the previous works concentrate on the Organisation for Economic Co-operation and Development (OECD) economies. However, as we have noted before, the relative importance of the manufacturing and services sectors is like to depend on the development stage. Even a conclusive argument drawn from data covering only developed economies does not necessarily hold for developing economies. Third, although a cross-sectional approach is widely used in empirical growth literature, we contend that no single method can be perfect. Accordingly, instead of focusing exclusively on one typical kind of methodology, we adopt a wide variety of empirical methodologies to prove the robustness of our findings.
Our paper also contributes to the discussion of the middle-income trap. Despite its prevalence among scholars and policymakers, there is still no precise definition or even consensus for the existence of this term yet. Many scholars claim that the alleged inability of economies to progress from middle-income to high-income stage does not necessarily imply that there exists a "trap".
3 The lack of a conclusive answer actually indicates the fact that there is no satisfactory growth theory for middle-income economies (Gill and Kharas 2015) . For those low-income economies, the problem basically lies in the lack of a driving force to transit resources from the agriculture sector to the modern sector. Consequently, the neoclassical growth model that emphasizes efficient physical and human capital accumulation does help us figure out how to promote economic growth for those poor economies. As for developed economies, growth is largely driven by knowledge-based innovation, which makes the endogenous growth model more appropriate for their development. However, for middle-income economies, their main obstacle for economic growth lies in both resource reallocations and intra-sectoral catch-up technological growth, where we lack the guidance of a sound growth theory. Our empirical findings in this paper provide a set of facts that may serve as a guide to develop more suitable growth theories for middle-income economies. This paper is organized as follows. Section 2 provides the general conceptual framework and Section 3 present the data sources and preliminary analyses. Section 4 discusses the empirical methodology and our major findings. Robustness of our results are tested in Section 5, and finally Section 6 concludes.
CONCEPTUAL FRAMEWORK
In the long run, labor productivity is almost everything (Krugman 1994b) . For developing economies, catching up with high-income economies is actually a process of eliminating the productivity gap. However, contrary to what the endogenous growth theory predicts, for these middle-income economies, economic growth is essentially the consequence of adopting state-of-the-art technology from developed economies. Admittedly, a couple of factors, including human capital level, the domestic political system, and economic openness, may influence the transmission of foreign technology. However, different industries are also likely to be distinct in terms of exploiting world frontier technology. Such characteristic makes certain sectors particularly relevant for middle-income economies. This is where our paper starts. From our point of view, the effects of the manufacturing sector go beyond the conventional reallocation effects. In this paper, we examine the specific mechanisms for why the manufacturing sector is critical for a middle-income country's development.
To begin, we inquire about the relationship between manufacturing and services, both of which are considered to be important modern sectors. To be more specific, we want to examine whether manufacturing pulls along services, or the other way around. According to Kaldor (1957) and many references therein (Naude and Szirmai 2012; Szirmai 2012) , manufacturing picks up services because the manufacturing sector has several relevant qualities that are not shared by other sectors. In addition, most technological change occurs first in manufacturing, then diffused out to other sectors (Tregenna 2007) . Therefore, they conclude that spillover effects are stronger in the manufacturing sector than in any other sector. Additionally, the vehicle of technological accumulation is often regarded as investment (Arrow 1962; Romer 1986; Jovanovic and Rousseau 2002; Boucekkine, del Rio, and Licandro 2003) ; as a consequence, high demand for investment in the manufacturing sector is inclined to create strong externalities of knowledge flows to other sectors.
More importantly, we demonstrate that the links between manufacturing and services may depend on the development stage, and externalities from manufacturing to services should be stronger in the middle-income period. This is because for middle-income economies, the tradable manufacturing sector is viewed as the major channel through which a developing economy absorbs best practices from abroad (Jones and Olken 2005; Rodrik 2007 ). As industrialization progresses, the manufacturing sector increasingly stimulates demand for service inputs (Park and Chan 1989) , thus further promoting the development of the services sector. Based on these arguments mentioned above, our first hypothesis on the intersectoral relationship between manufacturing and services is expressed as follows. Then, we attempt to investigate how the manufacturing sector is related to several important growth ingredients. Savings and economic growth are closely related to each other. On the one hand, according to neoclassical growth theory, savings is one of the most important factors to long-term economic growth. On the other hand, both the Permanent Income Hypothesis (Friedman 1957) and Life Cycle Hypothesis (Modigliani 1966) , emphasize the important role of income growth for private savings. These two views are widely tested by abundant empirical research. 4 However, from our point of view, those studies fail to account for the effects of economic composition. Compared with other sectors, manufacturing industries have a higher demand for capital and investment, therefore providing special opportunities for capital accumulation. As a consequence, the emergence of the manufacturing sector is likely to boost the demand for capital, leading to an increase in the private savings ratio. As a matter of fact, many East Asian economies promoting industrialization during their middle-income stage, are also accompanied with a high saving ratio. Our second hypothesis is explained in the following statement.
Hypothesis 2. Manufacturing sector development promotes the incentives of savings for middle-income economies.
Another well-recognized determinant of sustainable economic growth is technological accumulation. Considering its importance, many efforts are devoted to studying its determinants. Academic works highlight the role of a small number of important factors that promote the productivity growth for developing economies, which include trade openness, education, institutions, and so on (Acemoglu, Johnson, and Robinson 2005; Grossman and Helpman 1991; Loko and Diouf 2009 Consistent with our hypothesis raised before, many papers stress the importance of embodied technological progress (Greenwood, Hercowitz, and Krusell 1997; Greenwood and Jovanovic 1998; Boucekkine and de la Croix 2003) , which means new machines that incorporate the latest technological advances, are more crucial to the development of developing economies. For example, Phelps (1962) proves that the composition of technical progress matters a lot for developing economies, and that a larger share of embodied technological progress will help the developing economies move more quickly to the high-income group.
Another influential research study consistent with our view is Greenwood, Hercowitz, and Krusell (1997) , who conclude that embodied technical progress explains about 60% of the growth in labor productivity. Although several branches of services also offer special opportunities for disembodied technological progress, such as learning-by-doing, the manufacturing sector allows for faster growth rate in both embodied and disembodied technological progress (Cornwall 1977) . After taking this specialty into consideration, our third hypothesis on the relationship between the manufacturing sector and technological accumulation during the middle-income period is displayed below. Many theoretical models, as well as empirical studies, have also emphasized the role of human capital and economic institutions in the growth process. For example, theoretical works of Nelson and Phelps (1966) , Lucas (1988) , Becker, Murphy, and Tamura (1990) , and empirical findings in Barro (1991 Barro ( : 2001 provide convincing support for the great importance of human capital in a country's development. At the same time, the works of Acemoglu, Johnson, and Robinson (2001) , Acemoglu, Johnson, and Robinson (2005) , Acemoglu, Gallego, and Robinson (2014) and mainly view economic institutions as the fundamental cause of long-run economic growth. However, the importance of human capital and institutions, or more specifically, the question whether higher educational attainment and democracy are indispensable for any developing country to become rich, is debatable.
In this paper, we hypothesize that certain sectors in the economy can better utilize human capital and economic institutions, as it has been confirmed in the literature that human capital and economic institutions play an important factor in facilitating the technology adoption in a country (Nelson and Phelps 1966; Romer 1990; Benhabib and Spiegel 1994; Acemoglu et al. 2005) . A higher level of educational attainment can help investors more easily introduce advanced technologies to domestic firms, and absorb superior technologies from other leading economies (Barro 2001; Moshirian et al. 2015) . In addition, stronger protection of intellectual property rights is likely to create demand for innovation and adopting foreign technology. Hence, we expect the contributions of human capital and economic institutions can be stronger in economies with a higher share of manufacturing sector.
Hypothesis 4. For middle-income economies, an increased share of the manufacturing sector can enhance the utilization of domestic human capital and economic institutions.
DATA
Data Sources
We set up a large dataset with internationally comparable data on employment and value added by sector. The construction procedure is explained as follows. First, we gather the manufacturing and service value-added data in constant terms from a variety of sources, including the World Bank World Development Indicators (WDI) database, the World Input-Output Database (WIOD), the World KLEMS Database, the European Union KLEMS Database, the Asian KLEMS Database, the OECD's Structural Analysis Database (STAN), the Groningen Growth and Development Center 10-sector Database, and the UNIDO INDSTAT2 Database. Then we use the WDI as our basic source, and extrapolate the series by using the corresponding growth rate calculated by additional databases.
5 Our final constructed annual dataset covers 187 economies from 1950 to 2013. 6 We use value-added growth rate of manufacturing (MANVAGW) and services (SERVAGW) as a proxy for the manufacturing and services sector development, respectively.
As for other variables used in this paper, gross national income (GNI) per capita in constant 2005 US dollars is mainly collected and extrapolated by using data from the WDI and Maddison Project Database; 7 the construction of cross-country gross private saving ratio data follows two important works of Grigoli, Herman, and Schmidt-Hebbel (2014) and Loayza et al. (1998) ; data of total factor productivity (TFP), the share of gross capital formation, and human capital index are accessed directly from the Penn World Tables; the rule of law index (ROL) data is taken from the Polity IV Project. 
Country Classifications
The phenomena of the middle-income trap have attracted attention, but actually there is no consensus in defining what a "middle-income country" or "middle-income trap" should be. The most reliable approach, the income criterion suggested by the World Bank, relies on GNI per capita adjusted by the so-called World Bank Atlas method.
9
Although these yearly published thresholds can be applied to identify a certain country into four major categories (low income, lower-middle income, upper-middle income, and high income), those classifications are not available before 1987. Therefore, we implement alternative practical procedures to classify economies. In building up these criteria, various previous works (Felipe, Abdon, and Kumar 2012; Felipe, Kumar, and Galope 2014; Im and Rosenblatt 2013; Lavopa 2015) are utilized. 5 One issue is that generally these databases consist of different levels of disaggregation, ranging from 4 to 35 sectors. In order to deal with this problem, in this paper we define manufacturing sector as industries belonging to ISIC divisions 15-37, and services as those belonging to ISIC divisions 50-99. The latter covers several different branches, including trade services, transport services, business services, government services, and personal services. 6 For most economies, the value-added data of manufacturing and services sector starts in 1970s. Generally, we adopt two classification methods widely used in the literature: one in relative terms, and the other in absolute terms. The relative approach is based on the theoretical foundation of neo-classical models, which focus on answering why certain poor economies fail to catch up with the rich ones. To construct our relative criterion of middle-income economies, we use the United States (US) as our comparative country, which is also the conventional approach in literature. In our paper, middle-income economies are defined as those with a GNI per capita lying between 7% and 45% of the US GNI per capita at each corresponding year. The choice of these two thresholds is ad hoc, but conclusions do not change if we choose other sets of classification criteria.
10
On the contrary, the absolute threshold is more connected with the question why some economies enter the real stage of economic stagnation. We construct the absolute criterion for middle-income economies by directly following the work of Lavopa and Szirmai (2014) . The identification thresholds are as follows, all in terms of GNI per capita: low income (less than $2,250 purchasing power parity (PPP), middle income (between $2,250 and $14,999 PPP), and high income ($15,000 PPP and above). According to them, these criteria can match almost 90% of the classifications published by the World Bank. By means of these clear thresholds and our extrapolated GNI per capita data, we determine the income category for each of the economies between 1950 and 2013. Both types of criteria are used here to alleviate the concerns in specific country classifications.
11 To be concise, we only discuss the regression results using relative criterion, and leave out the empirical results that adopt absolute criterion for robustness check.
Descriptive Analysis
Descriptive statistics for all variables used in our main regression are reported in Table A1 .1. In panel A and panel B, we present the statistics of two different samples constructed by using the relative criterion and absolute criterion, respectively. Although there are modest discrepancies in the observations and economies included, statistical characteristics do not change much when we adopt different classification methods. For example, in the relative criterion sample, means of the manufacturing and services sector value-added growth rate are 3.96% and 4.12%, respectively, and we observe sizable standard deviations on these two variables. Meanwhile, when we use absolute criterion, the average numbers of manufacturing and services sector value-added growth rate are 3.52% and 4.19%, with only modest differences from those in the relative criterion sample. Similar conclusions hold for other variables used in this paper.
We start our empirical analysis by computing the correlation coefficients between each pair of variables. Table A1 .2 displays two different types of correlation coefficients calculated for manufacturing development and other selected variables. The "annual" term here means we implement our computation by using all the available country-year observations. As for "country average" correlations, we first average the available information for each country, and then carry out the measurement by focusing on the cross-sectional variability. Again, panel A and B exhibit the results of the sample covering middle-income economies by using relative criterion and absolute criterion, respectively. 10 We also choose 10% and 55% as relative classification criteria. Empirical results are not sensitive to the small changes in criteria. 11 Indeed, there are notable differences when we use different classifications. However, in the robustness section we prove that those differences have little impact on the empirical results.
The first conclusion we can draw from Table A1 .2 is that manufacturing sector development is significantly related to each of the selected variables. Moreover, the correlation coefficients are always positive, no matter which calculation method we adopt in practice. It indicates that a higher growth rate of manufacturing sector is positively correlated with larger private saving ratio, technological accumulation speed, and more rapid growth rate of the services sector. Second, we find that saving-manufacturing growth correlations, and services-manufacturing growth correlations are somewhat higher than TFP-manufacturing growth correlations, although they are all significant in terms of magnitude. Third, when we investigate the sample of year-averaged observations, correlation coefficients slightly decrease in most cases, except for that service-manufacturing correlation is much stronger when we use cross-sectional data.
EMPIRICS
Empirical Methodology
We are aware of the potential drawbacks of regression analyses in empirical growth literature: highly correlated explanatory variables, country heterogeneity, reverse causality, and so on. In fact, many scholars have proven that the conventional ordinary least squares (OLS) estimation is only consistent under strict and unrealistic assumptions (Caselli, Esquivel, and Lefort 1996) . Therefore, in order to alleviate such concern, we analyze each relationship by adopting a wide variety of estimation techniques, which are the long-run Granger causality test, cross-section regression, and panel analysis. Normally, Granger causality tests allow for various dynamic specifications, which can be utilized to investigate the effects of the manufacturing sector in individual economies in a more appropriate way. Cross-sectional analysis is a convenient way to evaluate the average influences of the manufacturing sector development across economies, but the conclusion can be largely undermined by the possibilities of omitted country characteristics. In contrast, the panel data enables us to deal with the influences of unobserved fixed country heterogeneity. We briefly describe these methods in the following part of this section.
Long-Run Granger Causality
The advantage of time series analysis lies in its rich dynamic specifications. Additionally, testing the existence of Granger causality as a first step can help to characterize the relationship of the variables that we are interested in. A general representation of a dynamic time-series model linking two variables and is as shown as follows:
However, such a system cannot be directly estimated without extra assumptions or restrictions on its parameters. Generally speaking, the assumption is relevant to the sample data, and can be divided into two categories. If the sample covers a relatively long time horizon, one could impose the assumption of constancy in parameters over time but allow them to be variable across economies. And if the dataset covers a rather large number of economies in cross-section, one could allow the parameters constant across economies but differ over time. For the simplest model used in the baseline regression, we introduce additional assumption of both no country and no time heterogeneity 12 , as our dataset covers a large number of economies for a relatively long time. Therefore, the basic equation estimated for each pair of variables is shown as the following specification:
In the literature, here is also called the standard within-estimator. We choose six lags in our basic setup, in order to balance between the dynamic effects of dependent variable itself and the data availability. Following corresponding literature (Attanasio, Picci, and Scorcu 2000) , we also incorporate country fixed-effects in our regression model. We construct two statistics here to make inferences. One is the sum of all coefficients, which represents the short-run effects from variable to , and the other is calculated as ∑
, which means the long-run effects of changes in to after considering the persistence of dependent variable. Zero hypothesis for the former statistic is the sum of all coefficients equals to zero, which is asymptotically consistent to a chi-square distribution. Zero hypothesis for the latter statistic is that all coefficients are jointly zero. We calculate the corresponding p-values for each statistic.
Cross-sectional Regression
Our proposed cross-sectional regression takes the following form:
where is our selected dependent variables in country , 0, is the initial value for this proxy in country .
0, is the initial manufacturing sector percentage for country . Additionally, is the average manufacturing value-added growth rate. Two initials are added here to absorb the effects of pre-determined factors. are a bunch of selected control variables included in the regression. Specifically, the latitude index measures the absolute value of the latitude of a country, ranging from 0 to 1. A smaller value means closer to equator. Colonial dummies are indicators of whether a country was a British, French, German, Spanish, Italian, Belgian, Dutch or Portuguese colony. In addition, we control the effects of legal origins and regions by introducing corresponding dummies.
Panel Regression
Our regression model for analyzing the panel data is shown as follows:
Again, , is one of our interested variables in country at year , and , is the proxy for manufacturing sector development in country at time . Here, , is the log of GNI per capita at year for country . We also include several lags of GNI per capita and dependent variable on the right side, in order to control potential residual serial correlation in the error term , . Country fixed effects and year effects are also incorporated here to absorb the impacts of any time-invariant country characteristics and country-invariant time trends.
Empirical Findings
Manufacturing versus Services Sector
In this section, we investigate the intersectoral linkages between manufacturing and services. We begin our discussion with Granger causality tests. The basic empirical results of long-run Granger causality are presented in Table A1 .3, where the dynamic model of Equation (3) is estimated by OLS with annual data. We include six lags of each variable into the OLS regression, as well as the country-specific intercepts.
Conclusions based on time-series analysis are twofold. First, the significantly positive signs of manufacturing sector development indicate that there are important effects running from manufacturing growth to services sector advancement: if a country's manufacturing sector continues to grow fast, the services sector growth rate will be higher. This finding is consistent with one of the many reasons why the manufacturing sector is of great importance to one country's development. Moreover, due to small persistence in services sector value-added growth rate, the long-term effect is slightly larger than the short-run effect. These two findings indicate that a decline in manufacturing sector growth rate will negatively affect the growth rate of services sector, in both short-run and long-run meanings. In this case, serious attention should be paid to premature deindustrialization that many developing economies now experience (Rodrik 2015) . The results of Granger causality are in line with our hypothesis that the development of manufacturing firms can create the corresponding demand for services sector.
Cross-section results summarized in Table A1 .4, and panel estimation results in Table A1 .5 further confirms our hypothesis. For cross-sectional regression, we include initial value of gross private saving ratio, as well as the initial manufacturing share of the total economy, to control other predetermined information that could lead to an imprecise inference of our interested variables. The estimated coefficients of manufacturing value-added growth is positive and statistically significant: a 1% difference in value-added growth rate in the manufacturing sector is related to 0.15% gap in the services sector value-added growth rate. Such magnitude is economically considerable. As to our panel regression results, generally speaking, the estimation results once again prove that the manufacturing sector has strong spillover and externalities for the services sector. In Table A1 .5, columns (9) to (12) present the empirical results of different model specifications by using within-estimator. Following the work of , we control for lags of the dependent variable, in order to eliminate the residual serial correlation in the error term. Although there indeed exists some persistency in the data, adding more lags in the regression model only has slight effects on our estimations. 13 Based on Table A1 .5, a 1% increase of the value-added growth rate of manufacturing sector in the total economy is likely to lead to a 0.12%-0.14% increase in growth rate of services sector. And such effects are statistically significant in 1% level. 13 Based on Levin, Lin, and Chu (2002) , we also provide the Levin-Lin-Chu test results for a unit root in panel data. A significance in 1% level indicates that we reject the zero hypothesis that there is a unit root in the panel data. Modifications in the number of lags and estimation method do not change our main conclusion.
Manufacturing Sector Development and Gross Private Savings
Similarly, we begin our discussion of manufacturing sector development and private saving ratio with Granger causality results. Table A1 .3 indicates that the sum of the coefficients on lagged manufacturing sector development is highly significant at 1% significance level: manufacturing development is likely to Granger cause the following increases of gross private saving ratio. Compared with other sectors, the manufacturing industry has a higher demand for capital, which provides special opportunities for capital accumulation. In addition, the economic value is also impressive. A 1% increase in value-added growth rate of the manufacturing sector is likely to result in a 0.17% short-run increase in the private saving ratio. Due to the high persistence of savings, the long-run effect of manufacturing development on saving is much stronger, which is nearly four times the short-run effect. Our Granger causality results show that economic composition does have effects on the private saving ratio.
Then we turn to cross-section results to see whether the differences of manufacturing sector development have explanatory over the cross-country discrepancies in the saving ratio. Based on the results summarized in Table A1 .4, our proposed indicator of manufacturing development enters with large and positive coefficients that are statistically significant in 1% level. Based on basic results, a 1% difference in value-added growth rate in manufacturing is related to 0.52% discrepancy in private saving ratio. Again, cross-sectional results are consistent with our previous hypothesis. As a matter of fact, many East Asian economies that promote industrialization are also accompanied with a high saving ratio. Although culture and relative price differences also contribute to various levels of the saving ratio across economies, the emergence of the manufacturing sector could also lead to significant shifts by boosting the demand for capital, as well as increasing the investment return. Panel estimation results presented in Table A1 .5 further confirm our hypothesis about the important role of the manufacturing sector in promoting savings.
Manufacturing Sector Development and Total Factor Productivity (TFP)
TFP is recognized as perhaps the most important factor in long-term economic growth. For middle-income economies, catching up with high-income economies is a process of eliminating the productivity gap. Regarding its importance, many papers focus on studying the determinants of TFP. First, we investigate the relationship between manufacturing sector development and TFP from the view of Granger causality. Based on the results shown in Table A1 .3, we find a moderate short-run relationship runs from lagged manufacturing sector development to TFP in middle-income economies. Such a relationship is stronger in the long-run. It seems odd at first glance since theoretically speaking, TFP should promote the long-term growth of the total economy as well as the manufacturing sector, instead of the other way around. Our explanation is such a relationship between TFP and the manufacturing sector development may not hold for developing economies. For many middle-income economies, the productivity growth mainly comes from the technology in high-income economies, where growth reflects inside the capital investment, instead of in the form of TFP. Our findings in this section are closely related to the previous debate about the growth miracle of East Asia. Some scholars hold the view that in those miracle economies, high capital accumulation is the main reason why they grow fast in the history, instead of efficiency growth (Krugman 1994a) . We find similar conclusions based on the results of Granger causality tests.
Additionally, empirical results of both cross-section and panel analysis further support our hypothesis about the relationship between manufacturing sector development and TFP. As shown in Tables A1.4 and A1.5, a higher growth rate of manufacturing value-added does contribute to the increase of technological accumulation in middle-income economies. This finding is also consistent with several old literature reviews (Cornwall 1972 (Cornwall , 1977 . They stick to the argument that the economies of scale, as well as its embodied and disembodied technological progress should contribute to the TFP growth in developing economies.
Manufacturing Can Better Utilize Human Capital and Economic Institutions
Human capital and institutions are often viewed as important growth determinants. A number of influential research studies have found that investors with higher human capital play a crucial role in facilitating the technology adoption (Nelson and Phelps 1966; Romer 1990; Benhabib and Spiegel 1994; Luong et al. 2014; Bena et al. 2016) . However, different sectors may utilize these two growth ingredients to a different degree. One main difference between the manufacturing sector and other sectors is that the degree of technology adoption is higher in the manufacturing sector. Therefore, if a country has a larger share in the manufacturing sector, the whole economy is more likely to make advantage of its better economic institutions and higher human capital level, to absorb superior technologies from other leading economies (Barro 2001) . Thus, we expect that the contribution of human capital and economic institutions should be more pronounced in economies with a larger share of the manufacturing sector. To test this conjecture, we add an interaction term of manufacturing share and human capital index, as well as the rule of law index in the panel regression (5).
We summarize the empirical outcome in Table A1 .6. In all model specifications, the estimated coefficients of interaction term are positive and significant at the 10% level or even higher. Empirical results in this section suggest that the positive effects of human capital and rule of law on each of our selected variables are more pronounced in economies with a high share of the manufacturing sector.
DISCUSSION
Robustness Checks
To check the robustness of our empirical findings, we implement an array of additional tests. For the sake of brevity, we report those detailed results in Appendix 2.
First, we redo all the basic regressions by using the absolute criterion sample of middle-income economies. Certainly, there are notable differences in economies and their sample period when we adopt various classifications. However, it shows that our main findings discussed in the previous sector are not driven by specific choice of classification method. Our results are quite robust across different datasets, in both qualitative and quantitative meanings.
Second, for several interested variables, we use alternative measures. For example, we use the educational attainment data of Barro and Lee (2013) as a substitute for human capital index obtained from the Penn World Table. In addition, since the economic activities that really matter for long-term growth are gross investments instead of pure savings, we implement the same regressions by adopting a gross capital formation variable instead of gross private savings as dependent variables. We find that these changes do not alter our empirical results qualitatively.
Third, for our Granger causality tests and panel regressions, given the size of the time span, it is highly possible that our proposed within-estimator does not approximate well. A small could lead to an asymptotic bias. This is the well-known Nickell bias documented in the literature (Nickell 1981) . Therefore, we use the generalized method of moments (GMM) estimator developed by Arellano and Bond (1991) to deal with the potential effects of the Nickell bias. Based on the results listed in the Appendix 2, the empirical results are still consistent with our hypothesis. Compared with the results of using within-estimator, there is only a marginal difference in the magnitudes of the estimated coefficients: the within-estimator used in our paper has at most a small bias. Similarly, we also report the results of AR(2) residual correlation tests in the bottom of the tables. The p-value results indicate that we cannot reject the original assumption that there is no serial correlation in the results. Our model specification control for the dynamics of dependent variables appropriately.
Fourth, we relax the assumption of no country heterogeneity in our long-run Granger causality tests, so that the coefficients of the dynamic model can differ in the cross-sectional dimension. We construct the mean-group estimators proposed by Pesaran and Smith (1995) and follow the corresponding statistical inferences to test whether such approach will change our previous results significantly. P-values for those mean-group estimators are constructed based on the count tests.
14 Qualitatively, the results do not differ sensibly from what was found by imposing the homogeneity assumption.
Fifth, for our Granger causality tests and panel regressions, we alternate the model specifications by increasing the number of lags included in the regressions to 8 or 12, in order to see whether different numbers of lags introduced here will significantly change our results. Based on the outcome, we find that our baseline results are robust to alternative changes of lag numbers. This is not a surprising result since we have shown that our preferred model specification has already controlled for the dynamics of dependent variables appropriately.
Sixth, we add a number of selected control variables included in the cross-sectional regression. Specifically, the latitude index measures the absolute value of the latitude of a country, ranging from 0 to 1. A smaller value means closer to equator. Colonial dummies are indicators of whether a country was a British, French, German, Spanish, Italian, Belgian, Dutch, or Portuguese colony. We also control the effects of legal origins and regions by introducing the corresponding dummies. We also add various other controls to this regression model. The controls are latitude representing the distance from the country to the equator, dummies for British and French colonies, and dummies for different continents. Many research studies show that these indicators are potentially important to control the effects of omitted variables (Acemoglu, Johnson, and Robinson 2005) . We find that the empirical results do not change in all of the model specifications.
Endogeneity Issues
Although results of the baseline regressions and several robustness checks are consistent with our hypotheses, we have to admit that the endogeneity issues may be serious in any growth regression. One normal source comes from the unobserved omitted variable bias. To address the issue of spurious correlation through 14 According to Attanasio et al. (2000) , this framework is suitable for the analysis of heterogeneity among economies. A detailed analysis of the nature of cross-sectional heterogeneity would be particularly relevant whenever relaxing the homogeneity assumption leads to qualitatively different results. the omission of relevant country-specific information, we implement the regressions with fixed effects specifications by exploiting the advantages of dynamic panel data.
Another important source is reverse causality: for instance, the services sector may lead to the development of the manufacturing sector, instead of the other way around. A higher level of savings and TFP may contribute to the rapid growth of the manufacturing sector. All these potential endogeneity issues may undermine our arguments on the role of the manufacturing sector during the middle-income stage. We should be even more careful about this problem if we want to estimate such effects quantitatively. The first test we implement to deal with the potential endogeneity issues is to test the reverse causality through the Granger causality tests. By this way, we can directly examine the relationship between manufacturing sector development and our interested variables.
To completely address the endogeneity issues, an ideal research design would be a randomized controlled experiment that arbitrarily allocates economies to two different groups: economies in one group are designed to develop only the manufacturing sector, while economies in the other group grow with services activities. Only in this case, we can accurately estimate the real effects of manufacturing development. However, this type of experiment is infeasible in the real world. In the following work, we choose to adopt an instrument variable regression to help identify the effect of manufacturing development in middle-income economies.
Reverse Causality Tests
Reverse causality is one of the major concerns that lead to endogeneity. To further address the reverse causality concern, we conduct a test to directly examine the relationship between manufacturing sector development and our interested variables. We report the test results of Granger causality running from certain growth ingredient to manufacturing sector value-added, in order to test whether the reverse causality indeed exists. The empirical results are summarized in the right columns of Table A1 .3. Similarly, we report both the sum of coefficients on the lagged independent variables, as well as the calculated long-run effects. Based on these results, although we find strong relationships running from manufacturing sector development to savings, TFP and services sector development, there is no significant short-run effect running from one of them to manufacturing sector development. Moreover, the long-run effect is only slightly different from the short-run effect, reflecting the lack of persistency in manufacturing sector development. One exception is that in the long-run, services sector development turns out to have significantly negative externalities on manufacturing sector development. This finding is consistent with the work of Gordon (2000a; 2000b) . By exploiting the US data, he finds no significantly positive spillovers are taking place from the services sector 15 to the rest of the economy. Although it is true that the traditional view that manufacturing and services are completely separate and fundamentally different sectors is outdated, the services sector can hardly substitute manufacturing in developing economies.
Instrument Variable Regression
To provide more convincing evidence, we adopt GMM-IV regression. GMM instead of conventional OLS is used for addressing the issues of heteroskedasticity. In this way, if errors are heteroskedastic, by implementing a series of orthogonal equations, we can still efficiently and consistently estimate the regression without knowing the actual form of the error distribution.
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Finding an appropriate instrumental variable (IV) for manufacturing sector development is difficult. We construct our proposed IV in the following ways. The manufacturing sector in developing economies is often regarded as closely related to the situation in the same industry of developed economies. Therefore, by using the INDSTAT2 database, we decompose the value-added growth of the manufacturing sector in each country into different branches. For a certain year, by using the growth rate of each branch in the US as proxy for that in developed economies, we can calculate an indicator for developing country A by using the value-added growth in the US and the share of each branch in this country. Such an indicator is closely related to the manufacturing growth rate of country A at that year, but is also unrelated to other unobserved effects, such as the macroeconomic condition and domestic policy changes, in this country.
We directly prove that our proposed instruments are valid instruments. The basic requirements are relevance and validity. In this paper, we use excluded F-statistics of the joint significance of instruments in the first-stage regression to test the relevance of our instruments. Hansen's J statistic will be exploited to evaluate the over-identification restrictions. For testing orthogonality conditions of our proposed instrument variables, we also use the Durbin-Wu-Hausman (DWH) statistic here, which involves estimating both OLS and IV models, and comparing the resulting coefficients. This orthogonality test was first proposed by Durbin (1954) , Hausman (1978) , and Wu (1973) . Test statistics listed in Table A1 .7 show that our proposed variable meets both requirements. The excluded F-statistics of the joint significance of instruments in the first-stage regression are used to test the relevance of our instruments. Strong significance in Table A1 .7 shows that our proposed indicator is closely related to manufacturing sector value-added growth. Moreover, for Hansen's J statistic, the joint null hypothesis is that the instruments are valid instruments. The J statistic is consistent in the presence of heteroskedasticity and autocorrelation. Failing to reject the null indicates the validity of our IVs. For testing orthogonality conditions of our proposed instrument variables, we use the Durbin-Wu-Hausman test here. The null hypothesis is that the testing regressor is exogenous. Failing to reject assures the validity of our instruments.
After proving the efficacy of our instrument variables, we turn to the discussion of regression results. We use two-stage feasible efficient GMM-IV estimation for our regression methodology, and adopt the corresponding variance-covariance matrix based on an Eicker-Huber-White robust covariance estimator. The basic estimation results are tabulated in Table A1 .7. For various model specifications, the estimated coefficients of manufacturing sector development all remain significant at 1% level. The importance of the manufacturing sector for middle-income economies continues to hold even when we adopt IV regression. Compared with panel regression results in Table A1 .5, the economic value of manufacturing sector development is impressive. For example, columns from (1) to (4) report our GMM-IV regression results on the effects of manufacturing on private savings. It shows that after we control the possible 16 However, the flaws of using GMM are also clear: optimal weighting matrix at the core of efficient GMM is a function of fourth moments, whose accuracy actually requires a very large sample size (Hayashi 2000) . The consequences of implementing GMM when unnecessary is that an efficient GMM estimator may have poor small sample properties and some inference tests could lead to inaccurate results (Baum, Schaffer, and Stillman 2003) . For eliminating that concern, we also use a test proposed by Pagan and Hall (1983) to test for heteroskedasticity. Based on the unreported results, we significantly reject the null hypothesis of no heteroscedasticity in the data.
issue of endogeneity, a 1% increase in manufacturing value-added growth rate will promote 2.04%-2.24% increase in saving ratios, which is considerable in terms of economic value.
CONCLUSION
In this paper we highlight the influences of manufacturing development for middle-income economies. To begin, we investigate the strong externalities of manufacturing sector development on the services sector. Moreover, we find that manufacturing development can not only improve the incentives of savings, but also enhance the technological accumulation. Last, we prove that compared with other sectors, manufacturing can better utilize human capital and economic institutions.
Our empirical findings in this paper not only have strong policy implications, but also provide a set of facts that may serve as a guide to further development of economic growth theory. The most important policy implication drawn from our work is on the necessary industrial policy for middle-income economies. It seems that governments in developing economies should play an important strategy in preventing a country from premature deindustrialization (Rodrik 2016) , especially in the era of globalization. The poor performance of manufacturing and the relatively strong performance of services in some developing economies may not be a good sign for maintaining sustainable long-term economic growth.
More importantly, our empirical findings on sectoral differences between manufacturing and the services sector are also important for economic growth theory. Despite the prevalence of one-sector neo-classical theory (Blanchard and Fischer 1989; Barro and Sala-i-Martin 2003) , many studies try to extend those basic growth models to a multi-sector one (Zhang 2011; Herrendorf and Valentiny 2006) , in attempt to investigate the theoretical effects of structural change and sectoral differences. However, in addition to the discussions on the existence and uniqueness of the equilibrium in multi-sector model, how to incorporate different sectors and their interactions into the model remain to be a vital question. Our empirical findings on the special characteristics of the manufacturing sector during the middle-income stage should shed light on the economic modeling in the future. Notes: ***, **, * denote statistical significance at 1%, 5%, and 10%, respectively. Calculated p-values are shown in parentheses. OLS = ordinary least square; TFP = total factor productivity.
APPENDIX 1
Notes: ***, **, * denote statistical significance at 1%, 5%, and 10%, respectively. Calculated p-values are shown in parentheses. Notes: ***, **, * denote statistical significance at 1%, 5%, and 10%, respectively. Calculated p-values are shown in parentheses. GNI pca = gross national income per capita; MANVAGW = value-added growth rate of manufacturing; TFP = total factor productivity.
Notes: ***, **, * denote statistical significance at 1%, 5%, and 10%, respectively. Calculated p-values are shown in parentheses. GNI pca = gross national income per capita; HCI = human capital index; MANPC = value-added share of manufacturing; ROL = rule of law index; TFP = total factor productivity.
Notes: ***, **, * denote statistical significance at 1%, 5%, and 10%, respectively. Calculated p-values are shown in parentheses. GNI pca = gross national income per capita; MANVAGW = value-added growth rate of manufacturing; TFP = total factor productivity.
Notes: ***, **, * denote statistical significance at 1%, 5%, and 10%, respectively. Calculated p-values are shown in parentheses. GNI pca = gross national income per capita; HCI = Human capital index; MANPC = value-added share of manufacturing; ROL = rule of law index; TFP = total factor productivity.
Notes: ***, **, * denote statistical significance at 1%, 5%, and 10%, respectively. Calculated p-values are shown in parentheses. Notes: ***, **, * denote statistical significance at 1%, 5%, and 10%, respectively. Calculated p-values are shown in parentheses.
B.
Robustness Check: Long-Run Granger Causality Test Notes: ***, **, * denote statistical significance at 1%, 5%, and 10%, respectively. Calculated p-values are shown in parentheses.
C.
Robustness Check: Cross-Sectional Regression GMM = Generalized Method of Moments; GNI pca = gross national income per capita; MANVAGW = value-added growth rate of manufacturing; TFP = total factor productivity.
Notes: ***, **, * denote statistical significance at 1%, 5%, and 10%, respectively. Calculated p-values are shown in parentheses.
