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Resumen
Presentamos una caracterizacio´n de los espacios topolo´gicos L-difusos compactos,
donde L es un ret´ıculo completo cuasi-monoide con estructuras adicionales de GL-
monoide y GL-comonoide.
Introduccio´n
Es notable la aparicio´n, en los u´ltimos an˜os, de un nu´mero considerable de descripciones
de la compacidad de los espacios topolo´gicos difusos. Esto se debe al intento de extender
propiedades de la topolog´ıa conjuntista a espacios construidos sobre los subconjuntos di-
fusos de un conjunto dado, lo que se puede hacer de diversas maneras, dependiendo de
la estructura del ret´ıculo L que subyace en cada caso. Un propo´sito natural en cualquier
teor´ıa de la compacidad es investigar la posibilidad de extender el Teorema de Tychonoﬀ
a las categor´ıas que se obtienen con tales construcciones. Este trabajo presentan las ideas
ba´sicas que conllevan a lograrlo, pero su estudio so´lo aparecera´ en la continuacio´n de e´ste.
El art´ıculo esta´ organizado as´ı: Se inicia con la presentacio´n de algunos requisitos in-
herentes a la teor´ıa de ret´ıculos, en seguida se describen tanto los GL-monoides como los
GL-comonoides, posteriormente recordamos brevemente el concepto de espacio topolo´gico
L-difuso y, ﬁnalmente, introducimos el concepto de espacio topolo´gico L-difuso compacto
y discutimos algunas de sus propiedades.
1. De los fundamentos de la teor´ıa de ret´ıculos
Sea (L,≤) un ret´ıculo completo inﬁnitamente distributivo, i.e.(L,≤) es un conjunto par-
cialmente ordenado tal que para cada A ⊆ L la mı´nima cota superior ∨A y la ma´xima
cota inferior
∧
A esta´n deﬁnidas y se tiene que (
∨
A) ∧ α = ∨{a ∧ α) | a ∈ A} y
(
∧
A) ∨ α = ∧{a ∨ α) | a ∈ A}, para cada α ∈ L. En particular, ∨L =:  y ∧L =: ⊥
son, respectivamente, las cotas universales superior e inferior en L. Asumimos que ⊥ 	= ,
i.e. L tiene por lo menos dos elementos.
1.1. GL−monoides
UN GL−monoid (ver [6], [7], [8]) es un ret´ıculo completo enriquecido con otra operacio´n
binaria ⊗, i.e. una tripleta (L,≤,⊗) que satisface:
(1) ⊗ es mono´tona, i.e. α ≤ β implica α⊗ γ ≤ β ⊗ γ, ∀α, β, γ ∈ L;
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(2) ⊗ es conmutativa, i.e. α ⊗ β = β ⊗ α, ∀α, β ∈ L;
(3) ⊗ es asociativa, i.e. α ⊗ (β ⊗ γ) = (α ⊗ β)⊗ γ, ∀α, β, γ ∈ L;
(4) (L,≤,⊗) es entero, i.e.  actu´a como elemento neutro: α ⊗ = α, ∀α ∈ L;
(5) ⊥ actu´a como elemento cero en (L,≤,⊗), i.e. α ⊗⊥ = ⊥, ∀α ∈ L;
(6) ⊗ es distributiva con respecto a extremos superiores arbitrarios, i.e. α⊗ (∨λ βλ) =∨
λ(α⊗ βλ), ∀α ∈ L, ∀{βλ : λ ∈ I} ⊂ L;
(7) (L,≤,⊗) es divisible, i.e. α ≤ β implica la existencia de γ ∈ L tal que α = β ⊗ γ.
Es conocido que todo GL−monoide es residuado, i.e. existe una nueva operacio´n binaria
“−→” (implicacio´n) en L que cumple las siguientes condiciones:
α⊗ β ≤ γ ⇐⇒ α ≤ (β −→ γ) ∀α, β, γ ∈ L.
Explicitamente, la implicacio´n esta´ deﬁnida por
α −→ β =
∨
{λ ∈ L | α⊗ λ ≤ β}.
Ejemplos importantes de GL-monoides son las a´lgebras de Heyting y las MV -a´lgebras.
Espec´ıﬁcamente, una a´lgebra de Heyting es un GL-monoide del tipo (L,≤,∧,∨,∧) (i.e.
en el caso de a´lgebras de Heyting ∧ = ⊗), cf. e.g. [10]. Un GL-monoide se llama una
MV -a´lgebra si (α −→ ⊥) −→ ⊥ = α ∀α ∈ L, [4], [5], see also [8, Lema 2.14]. De manera
que en una MV -a´lgebra se puede deﬁnir, de manera natural, una involucio´n que invierta
el orden; esto es, c : L → L deﬁnida por αc := α −→ ⊥ ∀α ∈ L.
Si X es un conjunto y L es un GL-monoide entonces el conjunto potencia difuso LX queda
obviamente dotado de una estructura de GL-monoide, si extendemos las operaciones
puntualmente: Si f, g ∈ LX ,
f  g ⇔ f(x)  g(x), ∀x ∈ X.
En particular los L-conjuntos 1X y 0X deﬁnidos por 1X(x) :=  y 0X (x) := ⊥ ∀x ∈ X
son, respectivamente, las cotas univerales superior e inferior en LX .
1.2. GL-comonoides
Un GL−comonoide es un ret´ıculo completo con una operacio´n binaria adicional ⊕, i.e.
una tripleta (L,,⊕) que cumple:
(1) ⊕ es mono´tona, i.e. α  β implica α⊕ γ  β ⊕ γ, ∀α, β, γ ∈ L;
(2) ⊕ es conmutativa, i.e. α ⊕ β = β ⊕ α, ∀α, β ∈ L;
(3) ⊕ es asociativa, i.e. α ⊕ (β ⊕ γ) = (α ⊕ β)⊕ γ, ∀α, β, γ ∈ L;
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(4) (L,≤,⊕) es co-entero, i.e. ⊥ actu´a como elemento unitario:
α⊕⊥ = α, ∀α ∈ L;
(5)  actu´a como elemento co-cero en (L,,⊕), i.e. α⊕ = , ∀α ∈ L;
(6) ⊕ es distributiva respecto a extremos inferiores arbitrarios, i.e.
α⊕ (∧λ βλ) = ∧λ(α⊕ βλ), ∀α ∈ L, ∀{βλ : λ ∈ I} ⊂ L;
(7) (L,,⊕) es co-divisible, i.e. α  β implica la existencia de γ ∈ L tal que α⊕γ = β.
Todo GL−comonoide es co-residuado, i.e. existe otra operacio´n binaria “” (co-implicacio´n)
en L que satisface las siguientes propiedades:
α β  γ ⇐⇒ α  (β ⊕ γ) ∀α, β, γ ∈ L.
De manera expl´ıcita, la co-implicacio´n se deﬁne por
α β =
∧
{λ ∈ L | α  β ⊕ λ}.
Si X es un conjunto y L es un GL-comonoide, entonces el conjunto potencia difuso LX
queda obviamente dotado de una estructura de GL-comonoide que se obtiene extendiendo
las operaciones puntualmente.
Observacio´n 1.1. En este art´ıculo utilizamos el caso particular en el cual ⊕ = ∨ y la
co-implicacio´n es
α  β =
∧
{λ ∈ L | α  β ∨ λ}.
En lo que sigue, (L,,⊗) denota un GL-monoide arbitrario y (L,,∨) denota un GL-
comonoide.
2. Espacios topolo´gicos L-difusos
En esta seccio´n recordamos algunos conceptos (como en [9]) de la teor´ıa de espacios
topolo´gicos L-difusos.
Definicio´n 2.1. Dados un cqm-ret´ıculo (L,,⊗) y un conjunto X una topolog´ıa L-difusa
en X es una funcio´n τ : LX → L que satisface los siguientes axiomas:
o1. τ (1X) = ,
o2. Para todo f, g ∈ LX , τ (f)⊗ τ (g)  τ (f ⊗ g),
o3. Para todo subconjunto {fλ}λ∈I de LX se cumple la desigualdad∧
λ∈I
τ (fλ)  τ (
∨
λ∈I
fλ).
Si τ es una topolog´ı L-difusa en X, el par (X, τ ) es un espacio topolo´gico L-difuso.
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Si el conjunto X es no vac´ıo, entonces LX tiene al menos dos elementos. En particular,
la cota inferior universal en (LX ,) es 0X . Cuando tomamos el subconjunto vac´ıo de LX
y aplicamos el axioma o3, obtenemos
o1’. τ (0X) = .
Definicio´n 2.2. Dados dos espacios topolo´gicos L-difusos (X, τ ) y (Y, η); una funcio´n
φ : X → Y es LF -continua si y solo si para todo g ∈ LY , φ satisface
η(g)  τ (g ◦ φ).
De esta manera, obtenemos la categor´ıa L− FTOP cuyos objetos son los espacios
topolo´gicos L-difusos y cuyos morﬁsmos son las funciones LF -continuas.
En el conjunto TL(X) de todas las topolog´ıas L-difusas para X tenemos un orden parcial
deﬁnido puntualmente:
τ1  τ2 ⇔ τ1(f)  τ2(f), ∀f ∈ LX .
3. Filtros y compacidad L-difusos
Observacio´n 3.1. Introducimos un orden parcial en LX × L mediante
(f, α)  (g, β) ⇔ (f  g y β  α)
Lema 3.2. Sea L un ret´ıculo completo tal que (L,,⊗) es un GL−monoide y (L,,∨)
es un GL−comonoide, entonces (LX × L,,), donde
(f, α) (g, β) := (f ⊗ g, α ∨ β), ∀(f, α), (g, β) ∈ LX × L,
es un GL−monoide.
Demostracio´n. Es fa´cil comprobar que {(fλ, αλ)}λ∈I ⊆ LX × L:
(i)
∧
λ∈I(fλ, αλ) =
(∧
λ ∈ I fλ,
∨
λ ∈ I αλ
)
.
(ii)
∨
λ∈I(fλ, αλ) =
(∨
λ ∈ I fλ,
∧
λ ∈ I αλ
)
.
(iii)  = (1X ,⊥) es la cota superior universal de (L,,⊗).
(iv) ⊥ = (0X ,) es la cota inferior universal de (L,,⊗).
En consecuencia,  es mono´tona, conmutativa y asociativa; (L,,⊗) es entero con
redspecto a  y ⊥ actu´a como elemento cero en (L,,⊗).
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(v)  es distributiva con respecto a extremos superiores arbitrarios, i.e. para todo
(f, α) ∈ LX × L y para todo {(gj , βj) | j ∈ I} ⊆ LX × L,
(f, α)
[∨
j∈I
(gj , βj)
]
= (f, α)
(∨
j∈I
gj ,
∧
j∈I
βj
)
=
(
f ⊗
(∨
j∈I
gj
)
, α ∨
(∧
j∈I
βj
))
=
(∨
j∈I
(f ⊗ gj),
∧
j∈I
(α ∨ βj)
)
=
∨
j∈I
(f ⊗ gj , α ∨ βj)
=
∨
j∈I
[(f, α) (gj , βj)] .
(vi) (LX × L,,) es divisible, i.e. (f, α)  (g, β) ⇔ f  g y β  α, implica la
existencia de h ∈ LX y γ ∈ L tales que f = g ⊗ h y β ∨ γ = α, en otras palabras
(f, α) = (g ⊗ h, β ∨ γ) = (g, β) (h, γ).
Observacio´n 3.3. La residuacio´n en (LX×L,,) es la operacio´n binaria −→ deﬁnida
por
(f, α) −→ (g, β) =
∨
h∈LX
∧
η∈L
{(h, η) | h ⊗ f  g, β  η ∨ α}
= (f −→ g, β  α)
y caracterizada por la condicio´n de adjuncio´n
(f, α) (g, β)  (h, γ) ⇔ (f, α)  [(g, β) −→ (h, γ)] ,
∀(f, α), (g, β), (h, γ) ∈ LX × L.
Tambie´n es facil constatar que
(f, α) [(g, β) −→ (h, γ)]  [(g, β) −→ (f, α) (h, γ)] .
[(g, β) −→ (f, α)] [(g, β) −→ (h, γ)]  [(g, β) −→ (f, α) (h, γ)] , siempre que ⊗
sea idempotente.
Definicio´n 3.4 (Filtros L-difusos). Sea X un conjunto. Una funcio´n F : LX ×L → L
se llama un ﬁltro L-difuso en X si y solo si F satisface los axiomas siguientes:
(FF0) F(1X , α) = .
(FF1) (f, α)  (g, β)⇒ F(f, α)  F(g, β).
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(FF2) F(f, α)⊗ F(g, β)  F(f ⊗ g, α ∨ β).
(FF3) F(0X , α) = ⊥.
Consideremos el conjunto FLF (X) de los ﬁltros L-difusos en X. En FLF (X) introducimos
un orden parcial  deﬁnido por
F1  F2 ⇔ F1(f, α)  F2(f, α), ∀(f, α) ∈ LX × L
Proposicio´n 3.5. El conjunto parcialmente ordenado (FLF (X),) tiene elementos maxi-
males.
Demostracio´n. Para usar el lema de Zorn, es suﬁciente mostrar que cada cadena C en
FLF (X) tiene una cota superior en FLF (X). Con este propo´sito, consideremos una cadena
no vac´ıa C = {Fλ | λ ∈ I}. Deﬁnimos una funcio´n F∞ : LX × L → L por medio de
F∞(f, α) =
∨
λ∈I
Fλ(f, α),
y mostramos que F∞ es un ﬁltro L-difuso en X. En efecto,
(FF0) F∞(1X , α) =
∨
λ∈I Fλ(1X , α) =
∨
λ∈I  = .
(FF1) (f, α)  (g, β)⇒ F∞(f, α) =
∨
λ∈I Fλ(f, α) 
∨
λ∈I Fλ(g, β) = F∞(g, β).
(FF2)
F∞(f, α)⊗ F∞(g, β) =
(∨
λ∈I
Fλ(f, α)
)
⊗
(∨
λ∈I
Fλ(g, β)
)
=
∨
λ∈I
[Fλ(f, α)⊗ Fλ(g, β)]

∨
λ∈I
[Fλ(f ⊗ g, α ∨ β)]
= F∞(f ⊗ g, α ∨ β).
(FF3) F∞(0X , α) =
∨
λ∈I Fλ(0X , α) =
∨
λ∈I ⊥ = ⊥.
Definicio´n 3.6. Un elemento maximal en (FLF (X),) se llama un ultraﬁltro L-difuso.
Proposicio´n 3.7. Para cada ﬁltro L-difuso U : LX × L → L en X, las aﬁrmaciones
siguientes son equivalentes
(i) U es un ultraﬁltro L-difuso.
(ii) U(f, α) = (U [(f, α) −→ (0X , ρ)]) −→ ⊥, para todo (f, α) ∈ LX × L, para todo
ρ  α en L.
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Demostracio´n. (i) ⇒ (ii)
Debido a (FF 2) y (FF 3) cada ﬁltro L-difuso satisface la condicio´n
(FF3’) U(f, α)  (U [(f, α) −→ (0X , ρ)]) −→ ⊥, para todo (f, α) ∈ LX × L, para todo
ρ  α en L.
Para veriﬁcar que (i)⇒ (ii) es suﬁciente mostrar que la maximalidad de U implica
(U [(f, α) −→ (0X , ρ)]) −→ ⊥  U(f, α), ∀(f, α) ∈ LX × L, ∀ρ  α en L.
Con tal propo´sito, ﬁjamos un elemento (g, β) ∈ LX × L, con dicho elemento construimos
Gβ := (U [(g, β) −→ (0X , ρ)]) −→ ⊥ y deﬁnimos una funcio´n Uˆ : LX ×L → L por medio
de
Uˆ(f, α) = U(f, α)
∨{
U [(g, β) −→ (f, α)]⊗ Gβ
}
.
Debemos probar que Uˆ es un ultraﬁltro L-difuso. En primer lugar, Uˆ es un ﬁltro L-difuso:
obviamente Uˆ satisface (FF 0). Para el axioma (FF 1), de la deﬁnicio´n
Uˆ(f, α) = U(f, α)
∨{
U [(g, β) −→ (f, α)]⊗ Gβ
}
y
Uˆ(h, γ) = U(h, γ)
∨{
U [(g, β) −→ (h, γ)]⊗ Gβ
}
.
Ahora, para (f, α)  (h, γ) tenemos que U(f, α)  U(h, γ), adema´s,
(g, β) −→ (f, α) =
∨{
(k, δ) ∈ LX × L | (g, β) (k, δ)  (f, α)}

∨{
(k, δ) ∈ LX × L | (g, β) (k, δ)  (h, γ)}
= (g, β) −→ (h, γ),
lo cual implica que
Uˆ(f, α) = U(f, α)
∨{
U [(g, β) −→ (f, α)]⊗ Gβ
}
 U(h, γ)
∨{
U [(g, β) −→ (h, γ)]⊗ Gβ
}
= Uˆ (h, γ).
Para el axioma (FF 2), debemos veriﬁcar que
Uˆ(f, α)⊗ Uˆ(h, γ)  Uˆ(f ⊗ h, α ∨ γ).
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En efecto,
Uˆ(f, α)⊗ Uˆ(h, γ)
=
(U(f, α)∨{U [(g, β) −→ (f, α)]⊗ Gβ})
⊗ (U(h, γ)∨{U [(g, β) −→ (h, γ)]⊗ Gβ})
= U(f, α)⊗
[
U(h, γ)
∨{U [(g, β) −→ (h, γ)]⊗ Gβ}]∨[{U [(g, β) −→ (f, α)]⊗ Gβ}⊗ {U(h, γ)∨{U [(g, β) −→ (h, γ)]⊗ Gβ}}]
= U(f, α)⊗ U(h, γ)
∨[U(f, α)⊗ {U [(g, β) −→ (h, γ)]⊗ Gβ}]∨({U [(g, β) −→ (f, α)]⊗Gβ}⊗ U(h, γ))∨({U [(g, β) −→ (f, α)]⊗Gβ}⊗ {U [(g, β) −→ (h, γ)]⊗ Gβ})
= U(f, α)⊗ U(h, γ)
∨[{U(f, α)⊗ U [(g, β) −→ (h, γ)]}⊗ Gβ]∨({U(h, γ)⊗ U [(g, β) −→ (f, α)]} ⊗Gβ)∨({U [(g, β) −→ (f, α)]⊗U [(g, β) −→ (h, γ)]}⊗ Gβ)
 U(f ⊗ h, α ∨ γ)
∨
[U ((f, α) [(g, β) −→ (h, γ)])⊗ Gβ]∨
(U ((h, γ) [(g, β) −→ (f, α)])⊗ Gβ)∨
(U ([(g, β) −→ (f, α)] [(g, β) −→ (h, γ)])⊗Gβ)
 U(f ⊗ h, α ∨ γ)
∨
[U [(g, β) −→ (f, α) (h, γ)]⊗ Gβ]∨
[U [(g, β) −→ (f, α) (h, γ)]⊗ Gβ]∨
[U [(g, β) −→ (f, α) (h, γ)]⊗ Gβ]
= U(f ⊗ h, α ∨ γ)
∨
[U [(g, β) −→ (f, α) (h, γ)]⊗Gβ ]
= Uˆ(f ⊗ h, α ∨ γ).
Con el ﬁn de veriﬁcar (FF 3), tenemos que
Uˆ(0X , α) = U(0X , α)
∨{
U [(g, β) −→ (0X , α)]⊗ Gβ
}
= ⊥∨
{
U [(g, β) −→ (0X , α)]⊗ Gβ
}
= U [(g, β) −→ (0X , α)]⊗Gβ .
Por otra parte, utilizando la desigualdad ρ  α, concluimos que
ρ  β  α  β lo cual implica (g, β) −→ (0X , α)  (g, β) −→ (0X , ρ).
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En consecuencia,
U ((g, β) −→ (0X , α))  U ((g, β) −→ (0X , ρ)) ,
i.e.
Gβ  [U ((g, β) −→ (0X , ρ)) −→ ⊥] .
Recurrimos a la propiedad de residuacio´n de (L,,⊗) para obtener
Uˆ(0X , α) =
{
U [(g, β) −→ (0X , α)]⊗ Gβ
}
= ⊥.
Ahora debemos mostrar que Uˆ es un ultraﬁltro L-difuso en X. En efecto, puesto que
Uˆ(f, α) = U(f, α)
∨{
U [(g, β) −→ (f, α)]⊗ Gβ
}
,
claramente U(f, α)  Uˆ(f, α), ∀(f, α) ∈ LX ×L, pero U es un ultraﬁltro L-difuso en X,
por lo tanto Uˆ = U . De esta manera
U(g, β) = U(g, β)
∨{
U [(g, β) −→ (g, β)]⊗ Gβ
}
= U(g, β)
∨{
U(1X ,⊥)⊗ Gβ
}
= U(g, β)
∨{
⊗ Gβ
}
= U(g, β) ∨ Gβ .
Por lo tanto,
Gβ = (U [(g, β) −→ (0X , ρ)]) −→ ⊥  U(g, β), ∀(g, β) ∈ LX × L.
De la u´ltima desigualdad y de (FF 3′) obtenemos (ii).
(ii)⇒ (i)
Debemos veriﬁcar que si
U(f, α) = (U [(f, α) −→ (0X , ρ)]) −→ ⊥, para todo (f, α) ∈ LX × L,
para todo ρ  α en L,
entonces U es un ultraﬁltro L-difuso en X.
Supongamos que U  Uˆ , entonces((
Uˆ [(f, α) −→ (0X , ρ)]
)
−→ ⊥
)
 ((U [(f, α) −→ (0X , ρ)]) −→ ⊥) ,
por lo tanto Uˆ  U y en consecuencia U es un ultraﬁltro L-difuso en X.
Proposicio´n 3.8. Sea φ : X → Y una funcio´n y sea F : LX × L → L un ﬁltro L-difuso
en X. Entonces
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1. La funcio´n φ→F : L
Y × L → L deﬁnida por
φ→F (g, β) = F(g ◦ φ, β), ∀(g, β) ∈ LY × L
es un ﬁltro L-difuso en Y .
2. La funcio´n φ→U : L
Y × L → L es un ultraﬁltro L-difuso en Y , siempre que U sea un
ultraﬁltro L-difuso en X.
Demostracio´n. (1). φ→F satisface los axiomas de un ﬁltro L-difuso: En efecto,
(FF0) φ→F (1Y , β) = F(1Y ◦ φ, β) = F(1X, β) = , ∀β ∈ L.
(FF1) (f, α)  (g, β)⇒ φ→F (f, α) = F(f ◦ φ, α)  F(g ◦ φ, β) = φ→F (g, β),
since (f ◦ φ, α)  (g ◦ φ, β).
(FF2) φ→F (f, α)⊗ φ→F (g, β) = F(f ◦ φ, α)⊗ F(g ◦ φ, β)  F((f ⊗ g) ◦ φ, α ∨ β) = φ→F (f ⊗
g, α ∨ β),
puesto que (f ◦ φ)⊗ (g ◦ φ) = [(f ⊗ g) ◦ φ].
(FF3) φ→F (0Y , α) = F(0Y ◦ φ, α) = F(0X , α) = ⊥, ∀α ∈ L.
(2). Sean U : LX ×L → L un ultraﬁltro L-difuso en X, (g, β) ∈ LY ×L y α ∈ L, entonces
φ→U (g, β) = U(g ◦ φ, β)
= U [(g ◦ φ, β) −→ (0X , α)] −→ ⊥
= U [(g ◦ φ) −→ 0X , α  β] −→ ⊥
= U [(g ◦ φ) −→ (0Y ◦ φ), α  β] −→ ⊥
= U [(g −→ 0Y ) ◦ φ, α  β] −→ ⊥
= φ→U [g −→ 0Y , α  β] −→ ⊥
= φ→U [(g, β) −→ (0Y , α)] −→ ⊥.
Concluimos de 3.7 que φ→U : L
Y × L → L es un ultraﬁltro L-difuso en Y .
Proposicio´n 3.9. Sea φ : X → Y una funcio´n sobreyectiva y sea
F : LY × L → L un ﬁltro L-difuso en Y . Entonces la funcio´n
φ←F : L
X × L → L deﬁnida por
φ←F (f, α) =
∨
{F(g, β) | (g ◦ φ, β)  (f, α)} , ∀(f, α) ∈ LX × L,
es un ﬁltro L-difuso en X.
Demostracio´n. Debemos probar que φ←F satisface los axiomas de un ﬁltro L-difuso:
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(FF0)
φ←F (1X , α) =
∨
{F(g, β) | (g ◦ φ, β)  (1X , α)}
=
∨
g∈LY
∧
β∈L
{F(g, β) | g ◦ φ  1X , α  β}
= F(1Y , α)
= , ∀α ∈ L.
(FF1) (f, α)  (g, β) implica
φ←F (f, α) =
∨
{F(h, δ) | (h ◦ φ, δ)  (f, α)}
=
∨
h∈LY
∧
δ∈L
{F(h, δ) | h ◦ φ  f, α  δ}

∨
h∈LY
∧
δ∈L
{F(h, δ) | h ◦ φ  g, β  δ}
=
∨
{F(h, δ) | (h ◦ φ, δ)  (g, β)}
= φ←F (g β).
(FF2)
φ←F (f, α)⊗ φ←F (g, β) =
=
∨
{F(h, δ) | (h ◦ φ, δ)  (f, α)} ⊗
∨
{F(j, η) | (j ◦ φ, η)  (g, β)}

∨
{F(h, δ)⊗ F (j, η) | ((h⊗ j) ◦ φ, δ ∨ η)  (f ⊗ g, α ∨ β)}

∨
{F(h⊗ j, δ ∨ η) | ((h ⊗ j) ◦ φ, δ ∨ η)  (f ⊗ g, α ∨ β)}
= φ←F (f ⊗ g, α ∨ β).
(FF3)
φ←F (0X , α) =
∨
{F(h, δ) | (h ◦ φ, δ)  (0X , α)}
=
∨
h∈LY
∧
δ∈L
{F(h, δ) | h ◦ φ  0X , α  δ}
= F(0Y , α), ya que φ es sobreyectiva
= ⊥.
Definicio´n 3.10 (Sistema L-difuso de vecindades). Sea X un conjunto. Una funcio´n
N : X → L(LX×L) se llama un sistema L-difuso de vecindades en X si y solamente si,
para cada p ∈ X, la aplicacio´n Np : LX × L → L satisface los siguientes axiomas:
(N0) Np(1X , α) = .
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(N1) (f, α)  (g, β)⇒ Np(f, α)  Np(g, β).
(N2) Np(f, α)⊗Np(g, β)  Np(f ⊗ g, α ∨ β).
(N3) Np(f, α)  f(p).
(N4) Np(f, α) 
∨ {Np(g, β) | (f, α)  (g, β) y g(q)  Nq(f, α), ∀q ∈ X}.
Definicio´n 3.11 (Operador L-difuso de interior). Sea X un conjunto. Una funcio´n
I : LX × L → LX se llama un operador L-difuso de interior en X si y solo si I satisface
las siguientes condiciones:
(I0) I(1X , α) = 1X , ∀α ∈ L.
(I1) (f, α)  (g, β)⇒ I(f, α)  I(g, β).
(I2) I(f, α)⊗ I(g, β)  I(f ⊗ g, α ∨ β).
(I3) I(f, α)  f .
(I4) I(f, α)  I
(I(f, α)).
(I5) I(f,⊥) = f .
(I6) Si ∅ 	= K ⊆ L, I(f, α) = f0 ∀α ∈ K, entonces I(f,
∨
K) = f0.
Lema 3.12. (c.f. [9]) Dada una topolog´ıa L-difusa T : LX → L en un conjunto X, la
aplicacio´n IT : LX × L → LX deﬁnida por
I(f, α) := IT (f, α) =
∨
{u ∈ LX | (u, T (u))  (f, α)}, ∀(f, α) ∈ LX × L
es un operador L-difuso de interior en X.
Lema 3.13. (c.f. [9]) Cada operador L-difuso de interior I : LX ×L → LX induce, para
cada p ∈ X, un sistema L-difuso de vecindades
N Ip : LX × L → L deﬁnido por
Np(f, α) := N Ip (f, α) = [I(f, α)](p).
Proposicio´n 3.14. Sean (X, T ) y (Y, σ) un par de espacios topolo´gicos L-difusos, φ :
X → Y una funcio´n LF -continua y sobreyectiva,
Np : LX × L → L el sistema L-difuso de vecindades un punto p ∈ X inducido por
T , y Nφ(p) : LY ×L → L el sistema L-difuso de vecindades correspondiente de φ(p) en Y
inducido por σ. Entonces
Nφ(p)  φ→(Np)
donde φ→(Np) : LY × L → L esta´ deﬁnido por
φ→(Np)(g, β) = Np(g ◦ φ, β), ∀(g, β) ∈ LY × L.
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Demostracio´n. Del lema 3.12 tenemos que
Iσ(g, β) =
∨
{u ∈ LY | (u, σ(u))  (g, β)}, ∀(g, β) ∈ LY × L
es un operador L-difuso de interior en X. La continuidad L-difusa de φ implica que
σ(u)  T (u ◦ φ), ∀u ∈ LY .
Por consiguiente tenemos que
{u ∈ LY | u  g, β  σ(u)} ⊆ {v ∈ LY | v  g, β  T (v ◦ φ)},
lo cual implica que∨
{u ∈ LY | u  g, β  σ(u)} 
∨
{v ∈ LY | v  g, β  T (v ◦ φ)}.
En otras palabras,
Iσ(g, β) 
∨
{v ∈ LY | v  g, β  T (v ◦ φ)}.
Si ω =
∨{v ∈ LY | v  g, β  T (v ◦ φ)} entonces
Nφ(p)(g, β) = [Iσ(g, β)] (φ(p))  ω (φ(p)) = (ω ◦ φ) (p),
y as´ı
Nφ(p)(g, β)  (ω ◦ φ) (p). (3.14.1)
Por otra parte, se sigue de ω ◦ φ  g ◦ φ, de
Np(g ◦ φ, β) = [IT (g ◦ φ, β)] (p) =
∨
{u ∈ LX | u  g ◦ φ, β  T (u)}(p),
y de ω ◦ φ ∈ {u ∈ LX | u  g ◦ φ, β  T (u)}, que
(ω ◦ φ)(p) 
∨
{u ∈ LX | u  g ◦ φ, β  T (u)}(p)
= [IT (g ◦ φ, β)] (p) = Np(g ◦ φ, β) = φ→(Np)(g, β),
por lo tanto
(ω ◦ φ)(p)  φ→(Np)(g, β). (3.14.2)
Finalmente, de 3.14.1 y 3.14.2, concluimos que
Nφ(p)  φ→(Np).
Definicio´n 3.15 (Puntos adherentes). Sean (X, τ ) un espacio topolo´gico L-difuso y
N : X → L(LX×L) el sistema L-difuso de vecindades correspondiente. Adema´s, sea F :
LX ×L → L un ﬁltro L-difuso en X. Un punto p ∈ X se llama un punto adherente de F
si y solo si existe otro ﬁtro L-difuso G en X provisto de las siguientes propiedades
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(i) G(⊥⊗),1X , α)  ⊥⊗, ∀α ∈ L.
(ii) Np  G y F  G.
Definicio´n 3.16. Un espacio topolo´gico L-difuso (X, τ ) es compacto si y solo si cada
ﬁltro L-difuso en X tiene al menos un punto adherente.
Proposicio´n 3.17. Sean (X, τ ) un espacio topolo´gico L-difuso compacto, (Y, σ) un espa-
cio topolo´gico L-difuso y φ : X → Y una funcio´n sobreyectiva y LF -continua. Entonces
(Y, σ) es compacto.
Demostracio´n. Sea F : LY ×L → L un ﬁltro L-difuso en Y , entonces por 3.9, φ←F es un ﬁl-
tro L-difuso en X. Como (X, τ ) es compacto, φ←F tiene al menos un punto adherente p ∈ X,
i.e. existe un ﬁltro L-difuso G en X con
Np  G y φ←F  G. Ahora, utilizando 3.8, construmos el ﬁltro ima´gen L-difuso corres-
pondiente y obtenemos, por la sobreyectividad de φ, las relaciones siguientes
F = φ→ (φ←(F))  φ→(G) y φ→(Np)  φ→(G).
Por otra parte, de 3.14 se deduce
Nφ(p)  φ→(Np),
lo cual implica que
F  φ→(G) y Nφ(p)  φ→(G),
luego φ(p) es un punto adherente de F .
Esto completa la prueba de la proposicio´n.
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