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Abstract
Nonlocal boundary value problems at resonance for a higher order nonlinear differential equation with a p-Laplacian are
considered in this paper. By using a new continuation theorem, some existence results are obtained for such boundary value
problems. An explicit example is also given in this paper to illustrate the main results.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Boundary value problems with a p-Laplacian have received a lot of attention in recent years. They often occur in
the study of the n-dimensional p-Laplacian equation, non-Newtonian fluid theory and the turbulent flow of a gas in
porous medium [1–7]. Many works have been carried out to discuss the existence of solutions or positive solutions,
multiple solutions for the local or nonlocal boundary value problems.
The multi-point BVPs with p-Laplacian have been studied extensively. The methods used therein mainly depend
on the degree theory, fixed-point theorems, upper and lower techniques, and monotone iteration. The existence results
are available in the literature [1–7,10].
On the other hand, the BVPs with a p-Laplacian at nonresonance have been discussed extensively. In this case, the
Green function exists, so the Leray–Schauder continuation theorem is mainly used to establish the existence criteria.
Otherwise, the existence results can be obtained by the coincidence degree theory, especially Mawhin’s continuation
theorem.
In [8], Ge and Ren had extended Mawhin’s continuation theorem (see [11]) and this result is used to deal with more
general abstract operator equations, such as p-Laplacian BVPs.
However, existence results are not available for the p-Laplacian BVPs at resonance for a higher order differential
equation. Motivated by the papers mentioned above, we aim at studying the following differential equation(
Φp(x (n−1)(t))
)′ = f (t, x(t), . . . , x (n−1)(t))+ e(t), 0 < t < 1, (1.1)
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subject to boundary value conditionsx
(i)(0) = 0, i = 1, . . . , n − 1,
x(1) =
∫ 1
0
x(s)dg(s),
(1.2)
where Φp(s) = |s|p−2s, p > 1, f : [0, 1] × Rn → R and e : [0, 1] → R are continuous, n > 2 an integer.
g : [0, 1] → R is a nondecreasing function with ∫ 10 dg(s) = 1, the integral in the second part of (1.2) is meant in the
Riemann–Stieltjes sense.
Differential equation (1.1) for p = 2 together with boundary condition (1.2) has been studied in [9]. But when
p 6= 2, Φp(x) is not linear with respect to x . So the discussion in such a case is more complicated than that in the
linear case. The purpose of this paper is to improve and generalize the results in the above-mentioned reference.
This paper is organized as follows. In Section 2, we present some preliminaries. In Section 3, we discuss the
existence of solutions for BVP (1.1) and (1.2). The degrees of the variables x0, x1, . . . , xn−1 in function f do not
exceed 1 in Theorem 3.3. And the degrees may exceed 1 in Theorem 3.4. An explicit example is also presented in the
last section to illustrate our main results.
2. Preliminaries
For the convenience of the readers, we introduce here some definitions and lemmas which will be used in the proof
of our main results. Ge–Mawhin’s continuation theorem is also stated in this section.
Lemma 2.1. Let Φp be defined as above. Then Φp satisfies the properties:
(1) Φp is continuous, monotonically increasing and invertible. Moreover Φ−1p = Φq with q > 1 a real constant
satisfying 1/p + 1/q = 1;
(2) |Φp(u)| = Φp(|u|) and uΦp(u) > 0 for any u ∈ R;
(3) For any u, v > 0,
Φp(u + v) 6
(
Φp(u)+ Φp(v)
)
, if p < 2,
Φp(u + v) 6 2p−2
(
Φp(u)+ Φp(v)
)
, if p > 2.
Next we state Ge–Mawhin’s continuation theorem. Let X, Z be two Banach spaces, Ω ⊂ X an open and bounded
nonempty set.
Definition 2.1. M : domM ∩ X → Z is said to be a quasi-linear operator if and only if ImM is a closed subset of Z
and KerM is linearly homeomorphic to Rn with n an integer.
Definition 2.2. Suppose that X is a Banach space, and X1 ⊂ X is a subspace. A mapping Q : X → X1 is a semi-
projector, if Q satisfies
(1) Q2x = Qx , for all x ∈ X ;
(2) Q(λx) = λQx , for all x ∈ X, λ ∈ R.
Definition 2.3. Nλ : Ω → Z , λ ∈ [0, 1] is said to be M-compact in Ω if there is a vector subspace Z1 ⊂ Z with
dim Z1 = dimKerM and an operator R : Ω × [0, 1] → X continuous and compact such that for λ ∈ [0, 1],
(I − Q)Nλ(Ω) ⊂ Im M ⊂ (I − Q)Z , (2.1)
QNλx = 0, λ ∈ (0, 1) ⇔ QNx = 0,∀x ∈ Ω , (2.2)
R(·, 0) is the zero operator and R(·, λ)|Σλ = (I − P)|Σλ , (2.3)
M[P + R(·, λ)] = (I − Q)Nλ, (2.4)
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where P is projector and Q is a semi-projector such that Im P = KerM and ImQ = Z1, N = N1, Σλ = {x ∈ Ω ,
Mx = Nλx}.
Theorem 2.2 (Ge–Mawhin’s Continuation Theorem). Let (X, ‖·‖X ) and (Z , ‖·‖Z ) be two Banach spaces,Ω ⊂ X an
open and bounded nonempty set. Suppose M : domM ∩ X → Z is a quasi-linear operator, Nλ : Ω → Z , λ ∈ [0, 1]
is M-compact in Ω . In addition, if
(1) Mx 6= Nλx for every x ∈ domM ∩ ∂Ω , λ ∈ (0, 1);
(2) deg{J QN ,Ω ∩ KerM, 0} 6= 0,
where J : Im Q → KerM is a homeomorphism with J (θ) = θ and N = N1. Then the abstract equation
Mx = Nx has at least one solution in domM ∩ Ω .
3. Main results
Consider the Banach spaces X = Cn−1[0, 1] endowed with the norm ‖x‖X = max{‖x‖∞, ‖x ′‖∞, . . . , ‖x (n−1)‖∞}
and Z = C[0, 1] with ‖y‖Z = ‖y‖∞, where ‖x‖∞ = max06t61 |x(t)|. Define the operator M by
M : dom M ∩ X → Z , (Mx)(t) =
(
Φp(x (n−1)(t))
)′
, t ∈ [0, 1], (3.1)
where dom M = {x ∈ C (n−1)[0, 1], Φp(x (n−1)) ∈ C1[0, 1], x (i)(0) = 0, i = 1, . . . , n − 1,
∫ 1
0 x(s)dg(s) = x(1)}.
Then by direct calculations, we have
Ker M = {x ∈ dom M ∩ X : x(t) = c ∈ R, t ∈ [0, 1]},
Im M =
{
y ∈ Z :
∫ 1
0
∫ 1
s
∫ r
0
(r − τ)n−3Φq
(∫ τ
0
y(u)du
)
dτdrdg(s) = 0
}
.
Obviously, KerM ' R and ImM is closed. So we have the following result.
Lemma 3.1. Let M be defined as (3.1), then M is a quasi-linear operator.
Define the semi-projector Q : Z → Z and projector P : X → X by
(Qy)(t) = Φp
(
1
ρ
∫ 1
0
∫ 1
s
∫ r
0
(r − τ)n−3Φq
(∫ τ
0
y(u)du
)
dτdrdg(s)
)
, t ∈ [0, 1],
where ρ = ∫ 10 ∫ 1s ∫ r0 (r − τ)n−3 · τ q−1dτdrdg(s) > 0 and
(Px)(t) = x(0), t ∈ [0, 1].
Define the operator Nλ : X → Z , λ ∈ [0, 1] by
(Nλx)(t) = λ f (t, x(t), . . . , x (n−1)(t))+ λe(t), for t ∈ [0, 1]. (3.2)
Lemma 3.2. Let Ω ⊂ X be an open and bounded set. Then Nλ is M-compact in Ω .
Proof. Choose Z1 = Im Q and define the operator R : Ω × [0, 1] → Ker P by
R(x, λ)(t) = 1
n − 2
∫ t
0
(t − s)n−2Φq
(∫ s
0
(λ f (τ, x(τ ), . . . , x (n−1)(τ ))+ λe(τ )− QNλ(x(τ )))dτ
)
ds. (3.3)
Obviously, dim Z1 = dimKerM = 1. Since f is continuous, we can prove that R(·, λ) is continuous and compact
for any λ ∈ [0, 1] by the standard arguments.
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It is easy to verify that (2.1)–(2.3) in Definition 2.3 hold. Besides, for any x ∈ domM ∩ Ω ,
M[Px + R(x, λ)](t) =
(
Φp
(
x(0)+
∫ t
0
(t − s)n−2Φq
(∫ s
0
(λ f (τ, x(τ ), . . . , x (n−1)(τ ))
+ λe(τ )− QNλ(x(τ )))dτ) ds)(n−1)
)′
= λ f (t, x(t), . . . , x (n−1)(t))+ λe(t)− QNλ(x(t))
= ((I − Q)Nλx)(t).
So Nλ is M-compact in Ω . 
Theorem 3.3. Assume the following conditions hold:
(H1) There exist continuous functions r : [0, 1] → R, gi : [0, 1] × R → R(i = 0, . . . , n − 1) such that
| f (t, x0, x1, . . . , xn−1)| 6
n−1∑
i=0
gi (t, xi )+ r(t) (t, x0, . . . , xn−1) ∈ [0, 1] × Rn,
and
lim
x→∞
∫ 1
0 gi (τ, x)dτ
Φp(|x |) = ri ∈ [0,+∞), i = 0, 1, . . . , n − 1.
(H2) Let fx (s) = f (s, x(s), . . . , x (n−1)(s)) + e(s). There exists M1 > 0 such that for all x ∈ domM \ KerM, if
|x(t)| > M1 for all t ∈ [0, 1], then∫ 1
0
∫ 1
s
∫ r
0
(r − τ)n−3Φq
(∫ τ
0
fx (u)du
)
dτdrdg(s) 6= 0.
(H3) Let fc(s) = f (s, c, 0, . . . , 0)+ e(s). There exists M2 > 0 such that for each t ∈ [0, 1] and c ∈ R with |c| > M2
either
c
∫ 1
0
∫ 1
s
∫ r
0
(r − τ)n−3Φq
(∫ τ
0
fc(u)du
)
dτdrdg(s) < 0
or
c
∫ 1
0
∫ 1
s
∫ r
0
(r − τ)n−3Φq
(∫ τ
0
fc(u)du
)
dτdrdg(s) > 0.
Then BVP (1.1) and (1.2) has at least one solution provided
α1 := 22(q−2)
[
rq−10
(n − 3)! + r
q−1
n−1 +
n−2∑
i=1
2(q−2)i
rq−1i
(n − 2− i)!
]
< 1, if p < 2,
α2 := r
q−1
0
(n − 3)! + r
q−1
n−1 +
n−2∑
i=1
rq−1i
(n − 2− i)! < 1, if p > 2.
Proof. Let X, Z ,M, Nλ, P, Q be defined as above. Then BVP (1.1) and (1.2) is equivalent to Mx = Nx , where
N = N1. Next we prove that Mx = Nx has at least one solution.
Let Ω1 = {x ∈ domM : Mx = Nλx, λ ∈ (0, 1)}. If x ∈ Ω1, then QNλx = 0. Thus,
Φp
(
1
ρ
∫ 1
0
∫ 1
s
∫ r
0
(r − τ)(n−3)Φq
(∫ τ
0
λ( f (u, x(u), . . . , x (n−1)(u))+ e(u))du
)
dτdrdg(s)
)
= 0,
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i.e., ∫ 1
0
∫ 1
s
∫ r
0
(r − τ)(n−3)Φq
(∫ τ
0
λ( f (u, x(u), . . . , x (n−1)(u))+ e(u))du
)
dτdrdg(s) = 0.
The continuity of Φq together with condition (H2) implies that there exists ξ ∈ [0, 1] such that |x(ξ)| 6 M1. Since
x (i)(0) = 0 for i = 1, . . . , n − 1, we have
x (i)(t) = 1
(n − 2− i)!
∫ t
0
(t − s)n−2−i x (n−1)(s)ds, for i = 1, . . . , n − 2,
x(t) = x(ξ)+
∫ t
ξ
x ′(s)ds.
So we get
‖x (i)‖∞ 6 1
(n − 2− i)! ‖x
(n−1)‖∞, for i = 1, . . . , n − 2, (3.4)
‖x‖∞ 6 M1 +
∫ 1
0
|x ′(s)|ds 6 M1 + 1
(n − 3)! ‖x
(n−1)‖∞. (3.5)
Integrating the equation(
Φp(xn−1(t))
)′ = λ[ f (t, x(t), . . . , x (n−1)(t))+ e(t)], 0 < t < 1
from 0 to t , we get∣∣∣x (n−1)(t)∣∣∣ = Φq (∫ t
0
∣∣∣λ( f (s, x(s), . . . , x (n−1)(s))+ e(s))∣∣∣ ds)
6 Φq
(∫ 1
0
|e(s)|ds +
∫ 1
0
|r(s)|ds +
n−1∑
i=0
∫ 1
0
∣∣∣gi (s, x (i)(s))∣∣∣ ds) .
If p < 2, choose  > 0 such that
α1, := 22(q−2)
[
(r0 + )q−1
(n − 3)! + (rn−1 + )
q−1 +
n−2∑
i=1
2(q−2)i (ri + )
q−1
(n − 2− i)!
]
< 1.
For this  > 0, there exists δ > 0 such that for every i = 0, 1, . . . , n − 1,∫ 1
0
gi (τ, x)dτ 6 (ri + )Φp(|x |) for t ∈ [0, 1] and |x | > δ.
Set, for i = 0, 1, . . . , n − 1,
∆1,i = {t : t ∈ [0, 1], |x (i)(t)| 6 δ},
∆2,i = {t : t ∈ [0, 1], |x (i)(t)| > δ},
gδ,i =
∫ 1
0
(
max
|x |6δ
gi (τ, x)
)
dτ
we have∣∣∣x (n−1)(t)∣∣∣ 6 Φq (∫ 1
0
|e(s)|ds +
∫ 1
0
|r(s)|ds +
n−1∑
i=0
∫ 1
0
∣∣∣gi (s, x (i)(s))∣∣∣ ds)
6 Φq
(
‖e‖∞ + ‖r‖∞ +
n−1∑
i=0
∫
∆1,i
|gi (s, x (i)(s))|ds +
n−1∑
i=0
∫
∆2,i
|gi (s, x (i)(s))|ds
)
6 Φq
(
‖e‖∞ + ‖r‖∞ +
n−1∑
i=0
gδ,i +
n−1∑
i=0
(ri + )Φp(|x (i)(s)|)
)
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6 22(q−2)Φq
(
‖e‖∞ + ‖r‖∞ +
n−1∑
i=0
gδ,i
)
+ 22(q−2)(r0 + )q−1
(
M1 + ‖x
(n−1)‖∞
(n − 3)!
)
+ 22(q−2)(rn−1 + )q−1‖x (n−1)‖∞ + 22(q−2)
n−2∑
i=1
2i(q−2) (ri + )
q−1
(n − 2− i)! ‖x
(n−1)‖∞.
Thus
‖x (n−1)‖∞ 6 22(q−2)Φq
(
‖e‖∞ + ‖r‖∞ +
n−1∑
i=0
gδ,i
)
+ 22(q−2)(r0 + )q−1
(
M1 + ‖x
(n−1)‖∞
(n − 3)!
)
+22(q−2)(rn−1 + )q−1‖x (n−1)‖∞ + 22(q−2)
n−2∑
i=1
2i(q−2) (ri + )
q−1
(n − 2− i)! ‖x
(n−1)‖∞.
So we get(
1− 22(q−2)
(
(r0 + )q−1
(n − 3)! + (rn−1 + )
q−1 +
n−2∑
i=1
2i(q−2)(ri + )q−1
(n − 2− i)!
))
‖x (n−1)‖∞
6 22(q−2)Φq
(
‖e‖∞ + ‖r‖∞ +
n−1∑
i=0
gδ,i
)
+ 22(q−2)(r0 + )q−1M1.
It follows from the definition of  that there exists An−1 > 0 so that ‖x (n−1)‖∞ 6 An−1.
Thus we get for i = 1, . . . , n − 2 that
‖x (i)‖∞ 6 1
(n − 2− i)! An−1 =: Ai
and ‖x‖∞ 6 M1 + 1(n−3)! An−1 =: A0. Hence we have
‖x‖ = max{‖x‖∞, . . . , ‖x (n−1)‖∞} 6 max{Ai : i = 0, . . . , n − 1}.
Similarly, if p > 2, we can obtain ‖x‖ 6 max{ A˜i : i = 0, . . . , n − 1}, where
α2, = (r0 + )
q−1
(n − 3)! + (rn−1 + )
q−1 +
n−2∑
i=1
(ri + )q−1
(n − 2− i)! .
Therefore, Ω1 is bounded.
Set Ω2,i := {x ∈ KerM : (−1)iµx + (1 − µ)J QNx = 0, µ ∈ [0, 1]}, where J : Im Q → KerM is a
homeomorphism defined by J (c) = c for any c ∈ R, i = 1, 2. We now prove that Ω2,1 is bounded if the first part of
condition (H3) holds. Let x ∈ Ω2,1, then x = c for some c ∈ R and
µc = (1− µ)Φp
(
1
ρ
∫ 1
0
∫ 1
s
∫ r
0
(r − τ)n−3Φq
(∫ τ
0
( f (u, c, 0, . . . , 0)+ e(u))du
)
dτdrdg(s)
)
.
If µ = 1, then c = 0. If µ 6= 1, then |c| 6 M2. Otherwise, if |c| > M2, then
µc2 = (1− µ)cΦp
(
1
ρ
∫ 1
0
∫ 1
s
∫ r
0
(r − τ)n−3Φq
(∫ τ
0
( f (u, c, 0, . . . , 0)+ e(u))du
)
dτdrdg(s)
)
< 0,
which contradicts µc2 > 0. So |c| 6 M2. So Ω2,1 is bounded. Similarly, we can obtain that Ω2,2 is bounded if the
second part of condition (H3) holds.
Let Ω be an open bounded ball centered at zero of X such that Ω ⊃ Ω1 ∪ Ω2,1(∪Ω2,2). Clearly, Mx 6= Nλx for
each (x, λ) ∈ domM ∩ ∂Ω × (0, 1).
Define the homotopy function Hi : domM ∩ Ω × [0, 1] → X by
Hi (x, µ) = (−1)iµx + (1− µ)J QNx, i = 1or 2.
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Then for each x ∈ domM ∩ ∂Ω and µ ∈ [0, 1], Hi (x, µ) 6= 0, so by the degree theory
deg{J QN , dom M ∩ Ω , 0} = deg{(−1)i I, dom M ∩ Ω , 0} 6= 0.
Applying Theorem 2.2, we obtain that Mx = Nx has a solution in domM ∩ Ω . So (1.1) and (1.2) are solvable. 
Theorem 3.4. Assume the following conditions hold:
(H4) There is continuous function h : [0, 1] × Rn → R and nonnegative continuous functions gi : [0, 1] × R →
R(i = 0, 1, . . . , n − 1) and positive numbers β1 and β2 such that f satisfies
f (t, x0, x1, . . . , xn−1) = h(t, x0, x1, . . . , xn−1)+
n−1∑
i=0
gi (t)x
p−1
i ,
and h satisfies
xn−1h(t, x0, x1, . . . , xn−1) 6 −β1|xn−1|p, if p > 2,
xn−1h(t, x0, x1, . . . , xn−1) 6 −β2|xn−1|p+1, if p < 2
for all t ∈ [0, 1] and (x0, x1, . . . , xn−1) ∈ Rn .
(H5) There is a constant M > 0 such that
f (t, x0, x1, . . . , xn−2, 0)+ e(t) > 0
for t = [0, 1] and x0 > M, xi > 0, i = 1, . . . , n − 2, and
f (t, x0, x1, . . . , xn−2, 0)+ e(t) < 0
for t = [0, 1] and x0 < −M, xi 6 0, i = 1, . . . , n − 2.
Then BVP (1.1) and (1.2) has at least one solution provided
β1 >
‖g0‖∞
[(n − 2)!]p−1 +
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1 + ‖gn−1‖∞, if p > 2,
β2 > 0, if p < 2.
Proof. Firstly, we define an open bounded subset Ω of X . It is based upon three steps to obtain Ω . The proof of this
theorem is divided into three steps.
Step 1: Let Ω1 = {x ∈ dom M : Mx = Nλx, λ ∈ (0, 1)}. We prove Ω1 is bounded. For x ∈ Ω1, since x (i)(0) = 0
for i = 1, . . . , n − 1, we have
x (i)(t) = 1
(n − 2− i)!
∫ t
0
(t − s)n−2−i x (n−1)(s)ds for i = 1, . . . , n − 2,
x(t) = x(0)+ 1
(n − 2)!
∫ t
0
(t − s)n−2x (n−1)(s)ds.
So we get
‖x (i)‖∞ 6 1
(n − 2− i)!
∫ 1
0
|x (n−1)(s)|ds for i = 1, . . . , n − 2,
‖x‖∞ 6 |x(0)| + 1
(n − 2)!
∫ 1
0
|x (n−1)(s)|ds.
It suffices to prove that there is a constant B > 0 such that
‖x‖ = max{‖x‖∞, ‖x ′‖∞, . . . , ‖x (n−1)‖∞} 6 B.
We divide this step into three sub-steps.
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Sub-step 1.1: Prove |x(0)| 6 M . Suppose the contrary, then |x(0)| > M . Without loss of generality, we assume
x(0) > M . It follows from x (i)(0) = 0(i = 1, . . . , n − 1) and (H5) that(
Φp
(
x (n−1)(0)
))′ = λ f (0, x(0), x ′(0), . . . , x (n−1)(0))+ λe(0)
= λ f (0, x(0), 0, . . . , 0)+ λe(0)
> 0.
By the continuity of Φp and x (n−1)(t) on [0, 1], we find that there exists δ ∈ (0, 1) such that (Φp(x (n−1)(t)))′ > 0 for
t ∈ (0, δ). So Φp(x (n−1)(t)) is monotonically increasing for t ∈ (0, δ). From Lemma 2.1 (1), we know that x (n−1)(t)
is monotonically increasing for t ∈ (0, δ).
Now we prove
x (n−1)(t) > 0, for all t ∈ (0, 1]. (3.6)
It follows from x (n−1)(0) = 0 and x (n−1)(t) is increasing for t ∈ (0, δ). If (3.6) is not true, then there is t0 ∈ (0, 1)
such that x (n−1)(t) > 0 for t ∈ (0, t0), x (n−1)(t0) = 0 and x (n−1)(t) < 0 for t ∈ (t0, t0 + ε0) for some sufficiently
small ε0 > 0.
At the same time, for t ∈ (0, δ), we have
x(t0) = x(0)+ 1
(n − 2)!
∫ t0
0
(t0 − s)n−2x (n−1)(s)ds > x(0) > M,
x (i)(t0) = 1
(n − 2− i)!
∫ t0
0
(t0 − s)n−2−i x (n−1)(s)ds > 0 for i = 1, . . . , n − 2.
Hence, from (H5),(
Φp
(
x (n−1)(t0)
))′ = λ f (t0, x(t0), x ′(t0), . . . , x (n−2)(t0), x (n−1)(t0))+ λe(t0)
= λ f
(
t0, x(t0), x
′(t0), . . . , x (n−2)(t0), 0
)
+ λe(t0)
> 0.
So, we have that x (n−1)(t) is increasing for t = t0, which is a contradiction. So x (n−1)(t) > 0 for t ∈ (0, 1). Thus x(t)
is increasing on [0, 1]. There is ξ ∈ (0, 1) such that
x(1) =
∫ 1
0
x(s)dg(s) = x(ξ)
∫ 1
0
dg(s) = x(ξ) < x(1),
a contradiction. From the above argument, we have |x(0)| < M . Sub-step 1.1 is completed.
Sub-step 1.2: Prove there exist constants L1, L2 > 0 such that∫ 1
0
|x (n−1)(s)|2(p−1)ds 6 L1, for p > 2,∫ 1
0
|x (n−1)(s)|2p−1ds 6 L2, for 1 < p < 2.
For x ∈ Ω1, we have(
Φp
(
x (n−1)(t)
))′ = λ f (t, x(t), x ′(t), . . . , x (n−1)(t))+ λe(t). (3.7)
Multiplying the two sides of (3.7) by Φp(x (n−1)(t)) and integrating from 0 to 1, using (H4), we get
1
2
Φ2p
(
x (n−1)(1)
)
= λ
∫ 1
0
f
(
s, x(s), . . . , x (n−1)(s)
)
Φp
(
x (n−1)(s)
)
ds + λ
∫ 1
0
e(s)Φp
(
x (n−1)(s)
)
ds
= λ
(∫ 1
0
h
(
s, x(s), . . . , x (n−1)(s)
)
Φp
(
x (n−1)(s)
)
ds
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+
n−1∑
i=0
∫ 1
0
gi (s)[x (i)(s)]p−1Φp(x (n−1)(s))ds +
∫ 1
0
e(s)Φp
(
x (n−1)(s)
)
ds
)
.
For p > 2, from the second part of (H4),
λβ1
∫ 1
0
∣∣∣x (n−1)(s)∣∣∣2(p−1) ds 6 −λ ∫ 1
0
h
(
s, x(s), . . . , x (n−1)(s)
)
Φp
(
x (n−1)(s)
)
ds
= −1
2
Φ2p
(
x (n−1)(1)
)
+ λ
n−1∑
i=0
∫ 1
0
gi (s)[x (i)(s)]p−1Φp(x (n−1)(s))ds
+ λ
∫ 1
0
e(s)Φp
(
x (n−1)(s)
)
ds
6 λ
n−1∑
i=0
∫ 1
0
gi (s)|x (i)(s)|p−1Φp(|x (n−1)(s)|)ds + λ
∫ 1
0
|e(s)|Φp(|x (n−1)(s)|)ds.
Hence
β1
∫ 1
0
∣∣∣x (n−1)(s)∣∣∣2(p−1) ds 6 n−1∑
i=0
∫ 1
0
gi (s)|x (i)(s)|p−1Φp(|x (n−1)(s)|)ds
+
∫ 1
0
e(s)Φp(|x (n−1)(s)|)ds.
Again, from Sub-step 1.1, we have
|x(t)| =
∣∣∣∣x(0)+ 1(n − 2)!
∫ t
0
(t − s)n−2x (n−1)(s)ds
∣∣∣∣ 6 M + 1(n − 2)!
∫ 1
0
∣∣∣x (n−1)(s)∣∣∣ ds. (3.8)
So ∫ 1
0
g0(s)|x(s)|p−1Φp(|x (n−1)(s)|)ds 6
(
M + 1
(n − 2)!
∫ 1
0
∣∣∣x (n−1)(s)∣∣∣ ds)p−1 ∫ 1
0
g0(s)Φp(|x (n−1)(s)|)ds
and for i = 1, . . . , n − 2,∫ 1
0
gi (s)|x (i)(s)|p−1Φp(|x (n−1)(s)|)ds
6 1[(n − 2− i)!]p−1
(∫ 1
0
|x (n−1)(s)|ds
)p−1 ∫ 1
0
gi (s)Φp(|x (n−1)(s)|)ds.
So
β1
∫ 1
0
|x (n−1)(s)|2(p−1)ds 6
(
M + 1
(n − 2)!
∫ 1
0
|x (n−1)(s)|ds
)p−1
‖g0‖∞
∫ 1
0
|x (n−1)(s)|p−1ds
+
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1
(∫ 1
0
|x (n−1)(s)|ds
)p−1 ∫ 1
0
|x (n−1)(s)|p−1ds
+‖gn−1‖∞
∫ 1
0
|x (n−1)(s)|2(p−1)ds + ‖e‖∞
∫ 1
0
|x (n−1)(s)|p−1ds.
We claim that there exists a constant θ ∈ (0, 1), independent of λ, such that (1+ x)p−1 6 1+ px for all x ∈ (0, θ).
In fact, let l(x) = (1 + x)p−1 − (1 + px), we see l(0) = 0 and l ′(0) = −1 < 0, so the claim is valid. To obtain∫ 1
0 |x (n−1)(s)|2(p−1)ds 6 L1, we consider two cases.
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Case 1:∫ 1
0 |x (n−1)(s)|ds
(n − 2)! 6
M
θ
.
So (
M + 1
(n − 2)!
∫ 1
0
|x (n−1)(s)|ds
)p−1
6 M p−1(1+ 1
θ
)p−1.
Since ∫ 1
0
|x (n−1)(s)|p−1ds 6
(∫ 1
0
|x (n−1)(s)|2(p−1)ds
)1/2
,
we get
β1
∫ 1
0
|x (n−1)(s)|2(p−1)ds 6 M p−1
(
1+ 1
θ
)p−1
‖g0‖∞
(∫ 1
0
|x (n−1)(s)|2(p−1)ds
)1/2
+
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1
(∫ 1
0
|x (n−1)(s)|2(p−1)ds
)
+‖gn−1‖∞
∫ 1
0
|x (n−1)(s)|2(p−1)ds
+‖e‖∞
(∫ 1
0
|x (n−1)(s)|2(p−1)ds
)1/2
.
Consequently,
( β1 −
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1 − ‖gn−1‖∞ )
∫ 1
0
|x (n−1)(s)|2(p−1)ds
6
(
M p−1(1+ 1
θ
)p−1‖g0‖∞ + ‖e‖∞
)(∫ 1
0
|x (n−1)(s)|2(p−1)ds
)1/2
.
Since for p > 2,
β1 >
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1 + ‖gn−1‖∞,
we know that there exists a constant L ′1 > 0 such that∫ 1
0
|x (n−1)(s)|2(p−1)ds 6 L ′1.
Case 2:∫ 1
0 |x (n−1)(s)|ds
(n − 2)! >
M
θ
.
In this case, 0 < M(n−2)!∫ 1
0 |x (n−1)(s)|ds
< θ , using (1+ x)p−1 6 1+ px for x ∈ (0, θ), we have
(
M + 1
(n − 2)!
∫ 1
0
∣∣∣x (n−1)(s)∣∣∣ ds)p−1 = (∫ 10 |x (n−1)(s)|ds
(n − 2)!
)p−1 (
1+ M(n − 2)!∫ 1
0 |x (n−1)(s)|ds
)p−1
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6
(∫ 1
0 |x (n−1)(s)|ds
(n − 2)!
)p−1 (
1+ pM(n − 2)!∫ 1
0 |x (n−1)(s)|ds
)
= 1[(n − 2)!]p−1
(∫ 1
0
|x (n−1)(s)|ds
)p−1
+ pM[(n − 2)!]p−2
(∫ 1
0
|x (n−1)(s)|ds
)p−2
.
Thus
β1
∫ 1
0
|x (n−1)(s)|2(p−1)ds 6 ‖g0‖∞[(n − 2)!]p−1
∫ 1
0
|x (n−1)(s)|p−1ds
(∫ 1
0
|x (n−1)(s)|ds
)p−1
+ ‖g0‖∞ pM[(n − 2)!]p−2
∫ 1
0
|x (n−1)(s)|p−1ds
(∫ 1
0
|x (n−1)(s)|ds
)p−2
+
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1
(∫ 1
0
|x (n−1)(s)|ds
)p−1 ∫ 1
0
|x (n−1)(s)|p−1ds
+‖gn−1‖∞
∫ 1
0
|x (n−1)(s)|2(p−1)ds + ‖e‖∞
∫ 1
0
|x (n−1)(s)|p−1ds
6 ‖g0‖∞[(n − 2)!]p−1
∫ 1
0
|x (n−1)(s)|2(p−1)ds
+ ‖g0‖∞ pM[(n − 2)!]p−2
(∫ 1
0
|x (n−1)(s)|2(p−1)ds
) 2p−3
2p−2
+
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1
∫ 1
0
|x (n−1)(s)|2(p−1)ds
+‖gn−1‖∞
∫ 1
0
|x (n−1)(s)|2(p−1)ds + ‖e‖∞
(∫ 1
0
|x (n−1)(s)|2(p−1)ds
)1/2
.
Hence(
β1 − ‖g0‖∞[(n − 2)!]p−1 −
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1 − ‖gn−1‖∞
)∫ 1
0
|x (n−1)(s)|2(p−1)ds
6 ‖g0‖∞ pM[(n − 2)!]p−2
(∫ 1
0
|x (n−1)(s)|2(p−1)ds
) 2p−3
2p−2
+ ‖e‖∞
(∫ 1
0
|x (n−1)(s)|2(p−1)ds
)1/2
.
Since
β1 >
‖g0‖∞
[(n − 2)!]p−1 +
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1 + ‖gn−1‖∞,
we get that there exists L ′′1 > 0 such that∫ 1
0
|x (n−1)(s)|2(p−1)ds 6 L ′′1.
Thus we obtain from Cases 1 and 2 that∫ 1
0
|x (n−1)(s)|2(p−1)ds 6 max{L ′1, L ′′1} =: L1.
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For 1 < p < 2, from the second part of (H4), with the similar argument as p > 2, we get
β2
∫ 1
0
∣∣∣x (n−1)(s)∣∣∣2p−1 ds 6 n−1∑
i=0
∫ 1
0
gi (s)|x (i)(s)|p−1Φp(|x (n−1)(s)|)ds +
∫ 1
0
|e(s)|Φp(|x (n−1)(s)|)ds.
By (3.8), we get
β2
∫ 1
0
|x (n−1)(s)|2p−1ds 6
(
M + 1
(n − 2)!
∫ 1
0
|x (n−1)(s)|ds
)p−1
‖g0‖∞
∫ 1
0
|x (n−1)(s)|p−1ds
+
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1
(∫ 1
0
|x (n−1)(s)|ds
)p−1 ∫ 1
0
|x (n−1)(s)|p−1ds
+‖gn−1‖∞
∫ 1
0
|x (n−1)(s)|2(p−1)ds + ‖e‖∞
∫ 1
0
|x (n−1)(s)|p−1ds.
To obtain
∫ 1
0 |x (n−1)(s)|2p−1ds 6 L2, we consider the same cases as p > 2.
For case 1, we have
β2
∫ 1
0
|x (n−1)(s)|2p−1ds 6
(
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1 + ‖gn−1‖∞
)(∫ 1
0
|x (n−1)(s)|2p−1ds
) 2(p−1)
2p−1
+
(
M p−1
(
1+ 1
θ
)p−1
‖g0‖∞ + ‖e‖∞
)(∫ 1
0
|x (n−1)(s)|2p−1ds
) p−1
2p−1
since β2 > 0, we get that there exists a constant L ′2 > 0 such that∫ 1
0
|x (n−1)(s)|2p−1ds 6 L ′2.
For case 2, we have
β2
∫ 1
0
|x (n−1)(s)|2p−1ds
6
(
‖g0‖∞
[(n − 2)!]p−1 +
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1 + ‖gn−1‖∞
)(∫ 1
0
|x (n−1)(s)|2p−1ds
) 2(p−1)
2p−1
+ ‖g0‖∞ pM[(n − 2)!]p−2
(∫ 1
0
|x (n−1)(s)|2p−1ds
) 2p−3
2p−1
+ ‖e‖∞
(∫ 1
0
|x (n−1)(s)|2p−1d.s
) p−1
2p−1
.
Since β2 > 0, we get that there exists a constant L ′′2 > 0 such that∫ 1
0
|x (n−1)(s)|2p−1ds 6 L ′′2.
Thus we obtain from Cases 1 and 2 that∫ 1
0
|x (n−1)(s)|2p−1ds 6 max{L ′2, L ′′2} =: L2.
Sub-step 1.3: Prove there is a constant D > 0 such that ‖x‖ 6 D.
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Firstly, for p > 2, from Sub-steps 1.1 and 1.2, we have
‖x‖∞ 6 M + 1
(n − 2)!
∫ 1
0
|x (n−1)(s)|ds
6 M + 1
(n − 2)!
(∫ 1
0
|x (n−1)(s)|2(p−1)ds
) 1
2(p−1)
6 M + L
1/2(p−1)
1
(n − 2)! =: A0.
‖x (i)‖∞ 6 1
(n − 2− i)!
∫ 1
0
|x (n−1)(s)|ds
6 1
(n − 2− i)!
(∫ 1
0
|x (n−1)(s)|2(p−1)ds
) 1
2(p−1)
6
L1/2(p−1)1
(n − 2− i)! =: Ai , i = 1, . . . , n − 2.
Multiplying the two sides of (3.7) by Φp(x (n−1)(t)) and integrating from 0 to t, using (H4), we get
1
2
Φ2p
(
|x (n−1)(t)|
)
= λ
∫ t
0
f
(
s, x(s), . . . , x (n−1)(s)
)
Φp
(
x (n−1)(s)
)
ds + λ
∫ t
0
e(s)Φp
(
x (n−1)(s)
)
ds
= λ
(∫ t
0
h
(
s, x(s), . . . , x (n−1)(s)
)
Φp
(
x (n−1)(s)
)
ds +
∫ t
0
g0(s)[x(s)]p−1Φp(x (n−1)(s))ds
+
n−1∑
i=1
∫ t
0
gi (s)[x (i)(s)]p−1Φp(x (n−1)(s))ds +
∫ t
0
e(s)Φp
(
x (n−1)(s)
)
ds
)
6 −λβ1
∫ t
0
|x (n−1)(s)|2(p−1)ds +
∫ 1
0
g0(s)|x(s)|p−1|x (n−1)(s)|p−1ds
+
n−1∑
i=1
∫ 1
0
gi (s)|x (i)(s)|p−1|x (n−1)(s)|p−1ds +
∫ 1
0
e(s)|x (n−1)(s)|p−1ds
6 ‖g0‖∞
(
M + 1
(n − 2)!
∫ 1
0
|x (n−1)(s)|ds
)p−1 ∫ 1
0
|x (n−1)(s)|p−1ds
+
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1
(∫ 1
0
|x (n−1)(s)|ds
)p−1 ∫ 1
0
|x (n−1)(s)|p−1ds
+‖e‖∞
∫ 1
0
|x (n−1)(s)|p−1ds + ‖gn−1‖∞
∫ 1
0
|x (n−1)(s)|2(p−1)ds.
Similar to Sub-step 1.2, we can get
1
2
|x (n−1)(t)|2(p−1) 6
(
‖g0‖∞M p−1
(
1+ 1
θ
)p−1
+ ‖e‖∞
)(∫ 1
0
|x (n−1)(s)|2(p−1)ds
)1/2
+
(
‖g0‖∞
[(n − 2)!]p−1 +
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1 + ‖gn−1‖∞
)∫ 1
0
|x (n−1)(s)|2(p−1)ds
+ ‖g0‖∞ pM[(n − 2)!]p−2
(∫ 1
0
|x (n−1)(s)|2(p−1)ds
) 2p−3
2(p−1)
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6
(
‖g0‖∞M p−1
(
1+ 1
θ
)p−1
+ ‖e‖∞
)
L1/21 +
‖g0‖∞ pM
[(n − 2)!]p−2 L
2p−3
2(p−1)
1
+
(
‖g0‖∞
[(n − 2)!]p−1 +
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1 + ‖gn−1‖∞
)
L1.
So there exists An−1 such that ‖x (n−1)‖∞ 6 An−1.
Similarly, for 1 < p < 2, we have
‖x‖∞ 6 M + L
1/(2p−1)
2
(n − 2)! =: B0.
‖x (i)‖∞ 6 L
1/(2p−1)
2
(n − 2− i)! =: Bi , i = 1, . . . , n − 2.
1
2
|x (n−1)(t)|2(p−1) 6
(
‖g0‖∞M p−1
(
1+ 1
θ
)p−1
+ ‖e‖∞
)(∫ 1
0
|x (n−1)(s)|2p−1ds
) p−1
2p−1
+
(
‖g0‖∞
[(n − 2)!]p−1 +
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1 + ‖gn−1‖∞
)(∫ 1
0
|x (n−1)(s)|2p−1ds
) 2(p−1)
2p−1
+ ‖g0‖∞ pM[(n − 2)!]p−2
(∫ 1
0
|x (n−1)(s)|2p−1ds
) 2p−3
2p−1
6
(
‖g0‖∞M p−1
(
1+ 1
θ
)p−1
+ ‖e‖∞
)
L
p−1
2p−1
2 +
‖g0‖∞ pM
[(n − 2)!]p−2 L
2p−3
2p−1
2
+
(
‖g0‖∞
[(n − 2)!]p−1 +
n−2∑
i=1
‖gi‖∞
[(n − 2− i)!]p−1 + ‖gn−1‖∞
)
L
2(p−1)
2p−1
2 .
So there exists Bn−1 such that ‖x (n−1)‖∞ 6 Bn−1.
It follows from Sub-steps 1.1–1.3 that there exists a constant D > 0 such that
‖x‖ 6 max{Ai , Bi : i = 0, . . . , n − 1} =: D.
Hence Ω1 is bounded. Then Step 1 is completed.
Step2: Let
Ω2 = {x ∈ Ker M : λx + (1− λ)J QNx = 0, λ ∈ [0, 1]}
where J : Im Q → Ker M is the linear homeomorphism given by Jc = c for all c ∈ R. We now prove that Ω2 is
bounded. Suppose xn(t) = cn ∈ Ω2 and |cn| → ∞ as n tends to infinity. Then there exists λn ∈ [0, 1) such that
λncn + (1− λn)Φp
(
1
ρ
∫ 1
0
∫ 1
s
∫ r
0
(r − τ)n−3Φq
(∫ τ
o
( f (u, cn, 0, . . . , 0)+ e(u))du
)
dτdrdg(s)
)
= 0.
So
λncn = −(1− λn)Φp
(
1
ρ
∫ 1
0
∫ 1
s
∫ r
0
(r − τ)n−3Φq
(∫ τ
o
( f (u, cn, 0, . . . , 0)+ e(u))du
)
dτdrdg(s)
)
.
Since λn has a convergent subsequence, without loss of generality, suppose λn → λ0. Again, since |cn| → +∞,
there are two cases to be considered, i.e., there is subsequence of cn that tends to +∞ (without loss of generality
suppose cn → +∞) or there is subsequence of cn that tends to −∞ (without loss of generality suppose cn → −∞).
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If cn →+∞ as n tends to infinity, then for sufficiently large n, we have cn > M . Hence using (H5), we have
λnc
2
n = −(1− λn)cnΦp
(
1
ρ
∫ 1
0
∫ 1
s
∫ r
0
(r − τ)n−3Φq
(∫ τ
o
( f (u, cn, 0, . . . , 0)+ e(u))du
)
dτdrdg(s)
)
(since there is ξ ∈ [0, 1] such that)
= −(1− λn)cnΦp
(
1
ρ
∫ ξ
0
(ξ − r)n−2Φq
(∫ r
o
( f (u, cn, 0, . . . , 0)+ e(u))du
)
dr
∫ 1
0
dg(s)
)
= −(1− λn)cnΦp
(
1
ρ
∫ ξ
0
(ξ − r)n−2Φq
(∫ r
o
( f (u, cn, 0, . . . , 0)+ e(u))du
)
dr
)
< 0,
which is a contradiction. If cn →−∞, then for sufficiently large n, cn < −M . Hence, using (H5), we have
λnc
2
n = −(1− λn)cnΦp
(
1
ρ
∫ 1
0
∫ 1
s
∫ r
0
(r − τ)n−3Φq
(∫ τ
o
( f (u, cn, 0, . . . , 0)+ e(u))du
)
dτdrdg(s)
)
(since there is ξ ∈ [0, 1] such that)
= −(1− λn)cnΦp
(
1
ρ
∫ ξ
0
(ξ − r)n−2Φq
(∫ r
o
( f (u, cn, 0, . . . , 0)+ e(u))du
)
dr
∫ 1
0
dg(s)
)
= −(1− λn)cnΦp
(
1
ρ
∫ ξ
0
(ξ − r)n−2Φq
(∫ r
o
( f (u, cn, 0, . . . , 0)+ e(u))du
)
dr
)
< 0,
which is a contradiction. So Ω2 is bounded.
Step3: We prove deg{J QN ,Ω ∩ Ker M, 0} 6= 0.
Let, a large open ball of X centered at zero, Ω satisfy that Ω ⊃ Ω1 ∪ Ω2. Clearly Mx 6= Nλx for each
(x, λ) ∈ dom M ∩ ∂Ω × (0, 1).
Define the homotopy property of degree,
deg{J QN ,Ω ∩ Ker M, 0} = deg{H(·, 0),Ω ∩ Ker M, 0}
= deg{H(·, 1),Ω ∩ Ker M, 0}
= deg{I,Ω ∩ Ker M, 0}
6= 0.
Applying Theorem 2.2, we obtain that Mx = Nx has a solution in dom M ∩ Ω¯ , which is a solution of BVP (1.1) and
(1.2). The proof is completed. 
4. Examples
Example 1. Consider the boundary value problem
(Φ4(x ′′(t)))′ = −(2+ x2(t)+ [x ′(t)]2)[x ′′(t)]3 + 12 x
3(t)
+ 1
3
t2[x ′(t)]3 + 1
2
t3[x ′′(t)]3 + e(t), 0 < t < 1, (4.1)
x ′(0) = 0, x ′′(0) = 0, x(1) = 2
∫ 1
0
x(s)sds.
Let
g(t) = t2,
f (t, x0, x1, x2) = −(2+ x20 + x21)x32 +
1
2
x30 +
1
3
t2x31 +
1
2
t3x32 ,
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h(t, x0, x1, x2) = −(2+ x20 + x21)x22 ,
g0(t) = 12 ,
g1(t) = 13 t
2,
g2(t) = 12 t
3,
M = sup
t∈[0,1]
3
√−2e(t)+ 1,
β = 2.
Then we have
f (t, x0, x1, x2) = h(t, x0, x1, x2)+ g0(t)x30 + g1(t)x31 + g2(t)x32 ,
x2h(t, x0, x1, x2) 6 −2x42 ,
‖g0‖∞ = 1/2, ‖g1‖∞ = 1/3, ‖g2‖∞ = 1/2,
‖g0‖∞ + ‖g1‖∞ + ‖g2‖∞ = 4/3 < β.
The conditions in Theorem 3.4 are satisfied. So BVP (4.1) having at least one solution for all e ∈ C0[0, 1] with
supt∈[0,1] 3
√−2e(t) exists.
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