Based on the generic construction of linear codes, we construct linear codes over the ring Z4 via posets of the disjoint union of two chains. We determine the Lee weight distributions of the quaternary codes. Moreover, we obtain some new linear quaternary codes and good binary codes by using the Gray map.
map. Sections III determines the Lee weight distribution of the quaternary code C L in Equation (1) . Based on the results, we find some new quaternary codes, obtain some good binary codes, and present some examples in Section IV. Section V concludes the letter.
II. PRELIMINARIES

A. Posets of the Disjoint Union of Two Chains
A subset S of the Cartesian product X ×X is called a partial order on the set X if the following conditions are satisfied for every three elements x, y, and z of X:
(i) (x, x) ∈ S. For convenience, we use x y to denote (x, y) ∈ S, which means x ≺ y or x = y. An ordered pari (X, ) is called a poset if is a partial order on the set X. Two distinct elements x and y in a poset (X, ) are called comparable if either x y or y x, and incomparable otherwise. A poset (X, ) can be represented by Hasse diagram. We draw a Hasse diagram for the poset by representing each element of X by a distinct point so that whenever x ≺ y, the point representing y is situated higher than the point representing x. For more details, the reader is referred to [7] .
Let (P, ) be a poset on [n], where n is a positive integer and [n] = {1, 2, · · · , n}. A non-empty subset I of P is called an order ideal if x ∈ I and y x imply y ∈ I. For a subset E of P, the smallest order ideal of P containing E is denoted by E. For an order ideal I of P, we use I(P) to denote the set of order ideals contained in I of P.
Let F 2 be the finite field with two elements. Assume that n is a positive integer. For a vector v = (v 1 , . . . , v n ) ∈ F n 2 , we define the support of v as follows: supp(v) = {i : v i = 0}, so the Hamming weight wt(v) of v ∈ F n 2 is equal to the size of supp(v). Let 2 [n] denote the power set of [n], then there is a bijection: F n 2 → 2 [n] , v → supp(v). Throughout this letter, we will identify a vector in F n 2 with its support.
Let X be a subset of F n 2 . Chang and Hyun [2] introduced the following n-variable generating function associated with the set X:
where u = (u 1 , u 2 , . . . , u n ) ∈ F n 2 and Z is the ring of integers. For m ∈ [n], the authors [9] defined the posets of disjoint union of two chains, denoted by P = (m ⊕ n, ) and obtained some basic lemmas on posets of disjoint union of two chains. The Hasse diagram of the posets is given in Figure 1 .
Lemma 2.1: [9, Lemma 2.1] Let i and j be two integers with 1 ≤ i ≤ m and m + 1 ≤ j ≤ n. An order ideal of P = (m ⊕ n, ) must be one of the following forms:
We give an example to illustrate the meaning of notations and Lemmas 2.1 and 2.2. 
(2) If I 2 = {5, 6}, then I 2 (P) = ∅, {5}, {5, 6} and H I2(P) (x 1 , x 2 . . . , x 6 ) = 1 + x 5 + x 5 x 6 .
B. Lee Weight and Gray Map
Let Z 4 be the ring of integers module 4, n be a positive integer, and Z n 4 be the set of n-tuples over Z 4 . Any non-empty subset C of Z n 4 is called a quaternary code. A linear code C of length n is a submodule of Z n 4 . Let x = (x 1 , x 2 , · · · , x n ) and y = (y 1 , y 2 , · · · , y n ) be two vectors of Z n 4 . The Euclidean inner product of x and y is defined by
Any vector x ∈ Z n 4 can be written as x = a + 2b, where a, b ∈ F n 2 . The map φ can be extended naturally from Z n 4 to F 2n 2 as follows:
The Hamming weight of a vector a of length n over F 2 is defined to be the number of nonzero entries in the vector a.
The Lee weight of a vector x of length n over Z 4 is defined to be the Hamming weight of its Gray image as follows:
The Lee distance of x, y ∈ Z n 4 is defined as w L (x − y). It is easy to check that the Gray map is an isometry from (Z n 4 , d L ) to (F 2n 2 , d H ). In general, the Gray image of a quaternary code is not necessarily a binary linear code, since the Gray map is not F 2 -linear.
An (n, K, d) L quaternary code C is a subset with size K of Z n 4 with minimum Lee distance d. Let A i be the number of codewords in C with Lee weight i. Suppose that the set {i 1 , · · · , i k } are all Lee weights of codewords of a quaternary code C. The Lee weight enumerator of C is defined by
III. LEE WEIGHT DISTRIBUTIONS OF QUATERNARY CODES
Let I be an order ideal in P = (m ⊕ n, ), which is introduced in Section II. Let D = (I(P)) c = F n 2 \I(P) and L = D + 2F n 2 ⊂ Z n 4 . In this section, we will determine the Lee weight distribution of the code C L in Equation (1) .
First of all, from Equation (1), it is easy to check that the code C L is a linear quaternary code. The length of the code C L is |L|. Its size is at most 4 n .
Note that in Equation (1) if a = 0, then w L (c a ) = 0. Next we assume that a = 0. Suppose that a = α+2β, l = t 1 +2t 2 , where α = (α 1 , · · · , α n ), β = (β 1 , · · · , β n ) ∈ F n 2 , t 1 ∈ D, and t 2 ∈ F n 2 . Then the Lee weight of the codeword c a of the (2) code C L becomes that
where δ is the Kronecker delta function. By Lemmas 2.1 and 2.2, we just need to consider the following case.
Theorem 3.1: Let n ≥ 2 be a positive integer.
(1) If I = [i] and 1 ≤ i ≤ m, then the Lee weight distribution of the code C L in Equation (1) is presented in Table I .
(2) If I = [j]\[m] and m + 1 ≤ j ≤ n, then the Lee weight distribution of the code C L in Equation (1) is presented in Table II .
(
and m + 1 ≤ j ≤ n, then the Lee weight distribution of the code C L in Equation (1) is presented in Table III .
Proof (1) It is easy to check that the length of the quaternary code C L is 2 n (2 n − i − 1). By Equation (2), if α = 0, then w L (c a ) = |L|; if α = 0 and β = 0, then w L (c a ) = |L| + 2 n t1∈I(P) By the definition of generating function in Section II,
Thanks to [9, Theorem 3.1 (1)], we have
Note that here s = i means β 1 = · · · = β i = 0. The frequency of each codeword should be computed by the vector a.
(2) It is easy to check that the length of the quaternary code C L is 2 n (2 n + m − j − 1). Thanks to [9, Theorem 3.1 (2)], we have
where t is the number of such l with m + 1 ≤ l ≤ j satisfying w H ((β m+1 , β m+2 , · · · , β l )) ≡ 0 (mod 2). (2) and (4), the results hold and the frequency of each codeword of the codes should be computed by the vector a.
By Equations
(3) It is easy to check that the length of the quaternary code C L is 2 n (2 n + m − i − j − 1 − i(j − m)). Thanks to [9, Theorem 3.1 (3)], we have
and t is the number of such l with m + 1 ≤ l ≤ j satisfying w H ((β m+1 , β m+2 , · · · , β l )) ≡ 0 (mod 2).
By Equations (2) and (4), the results hold and the frequency of each codeword should be computed by the vector a.
This completes the proof. Remark 3.2: The size of the code C L is 4 n except the case of n = i = 2 in Theorem 3.1 (1). When n = i = 2 in Theorem 3.1 (1), the size of the quaternary code C L is 8 because in this case the frequency of codewords with zero Lee weight is 2.
IV. NEW QUATERNARY CODES AND OPTIMAL BINARY CODES
In this section, based on the results in Section III, we will present some new quaternary codes and optimal binary codes.
Example 4.1: In Theorem 3.1 (1), let n = m = i = 2. Then D = {(0, 1)} and L = {(0, 1), (0, 3), (2, 1), (2, 3)}. According to [1] , C L is a new two-weight quaternary linear code with parameters (4, 8, 4) L . Its Lee weight enumerator is 1 + 6z 4 + z 8 and its codewords are given by (0, 0, 0, 0), (0, 0, 2, 2), (2, 2, 0, 0), (2, 2, 2, 2), (1, 3, 3, 1), (3, 1, 3, 1), (1, 3, 3, 1), (3, 1, 1, 3) . According to [1] , C L is a new two-weight quaternary linear code with parameters (48, 64, 48) L . Its Lee weight enumerator is 1 + 60z 48 + 3z 64 . Note that, in the table [1] , there is only a nonlinear quaternary code with parameters (48, 64, 48) L . Example 4.3: In Theorem 3.1 (1), let n = 3 and i = 3. Then D = {(0, 1, 0), (0, 0, 1), (0, 1, 1), (1, 0, 1)} and L = {(0, 1, 0), (0, 1, 2), (0, 3, 0), (0, 3, 2), (2, 1, 0), (2, 3, 0), (2, 1, 2), (2, 3, 2), (0, 0, 1), (0, 0, 3), (0, 2, 1), (0, 2, 3), (2, 0, 1), (2, 2, 1), (2, 0, 3), (2, 2, 3), (0, 1, 1), (0, 1, 3), (0, 3, 1), (0, 3, 3), (2, 1, 1), (2, 3, 1), (2, 1, 3), (2, 3, 3), (1, 0, 1), (1, 0, 3), (1, 2, 1), (1, 2, 3) , (3, 0, 1), (3, 2, 1),
According to [1] , C L is a new three-weight quaternary linear code with parameters (32, 64, 16) L . Its Lee weight enumerator is 1 + z 16 + 59z 32 + 3z 48 .
Example 4.4: In Theorem 3.1 (3), let n = 3, m = i = 1, and j = 2. Then D = {(0, 0, 1), (0, 1, 1), (1, 0, 1), (1, 1, 1)} and L = {(0, 0, 1), (0, 0, 3), (0, 2, 1), (0, 2, 3), (2, 0, 1), (2, 2, 1), (2, 0, 3), (2, 2, 3), (0, 1, 1), (0, 1, 3), (0, 3, 1), (0, 3, 3), (2, 1, 1), (2, 3, 1), (2, 1, 3), (2, 3, 3) , (1, 0, 1), (1, 0, 3), (1, 2, 1), (1, 2, 3) , (3, 0, 1), (3, 2, 1), (3, 0, 3), (3, 2, 3)(1, 1, 1), (1, 1, 3) , 3, 1), (1, 3, 3), (3, 1, 1), (3, 3, 1), (3, 1, 3), (3, 3, 3 )}.
According to [1] , C L is a new two-weight quaternary linear code with parameters (32, 64, 32) L . Its Lee weight enumerator is 1 + 62z 32 + z 64 . Note that, in the table [1] , there is only a nonlinear quaternary code with parameters (32, 64, 32) L .
Next, we will present some binary optimal codes. Recall that the Gray map φ in Section II is an isometry from (R m , d L ) to (F 2m 2 , d H ). Then we should consider the binary codes φ(C L ). The following lemma is needed to characterize when the Gray image of a quaternary code is linear.
Lemma 4.5: [8, Corollary 3.17] Let C be a quaternary linear code, x 1 , · · · , x m be a set of generators of C, and C = φ(C). Then C is linear if and only if
a group homomorphism and α(0) = 0, α(1) = 1, α(2) = 0, and α(3) = 1, and * denotes the componentwise product of two vectors.
The following are some examples. Example 4.6: (Continued from Example 4.1) It is easy to check that {c (1, 0) , c (0,1) } is the generator set of the code C L . By Example 4.1, we know that α(c (1,0) ) = α(0, 0, 2, 2) = (0, 0, 0, 0) and α(c (0,1) ) = α (1, 3, 1, 3) = (1, 1, 1, 1) .
Hence 2α(c (1,0) ) * α(c (0,1) ) = (0, 0, 0, 0) ∈ C L . By Lemma 4.5, φ(C L ) is a binary linear code with parameters [8, 3, 4] , which is optimal by [3] .
Example 4.7: In Theorem 3.1 (1), let n = 2 and i = 1. Then D = {(0, 1), (1, 1)} and L = {(0, 1), (0, 3), (1, 1), (1, 3), (2, 1), (2, 3), (3, 1), (3, 3)}. It is easy to check that {c (1, 0) , c (0,1) } is the generator set of the code C L . Then we have that α(c (1,0) ) = α(0, 0, 1, 1, 2, 2, 3, 3) = (0, 0, 1, 1, 0, 0, 1, 1) and α(c (0,1) ) = α(1, 3, 1, 3, 1, 3, 1, 3) = (1, 1, 1, 1, 1, 1, 1, 1).
Hence 2α(c (1, 0) ) * α(c (0,1) ) = (0, 0, 2, 2, 0, 0, 2, 2) = c (2,0) ∈ C L . By Lemma 4.5, φ(C L ) is a binary linear code with [16, 4, 8] , which is optimal by [3] .
Example 4.8: In Theorem 3.1 (1), let n = 3 and i = 2. Then D = {(0, 1, 0), (0, 0, 1), (0, 1, 1), (1, 0, 1), (1, 1, 1)} and L = {(0, 1, 0), (0, 1, 2), (0, 3, 0), (0, 3, 2), (2, 1, 0), (2, 1, 2), (2, 3, 0), (2, 3, 2) , (0, 0, 1), (0, 0, 3), (0, 2, 1), (0, 2, 3), (2, 0, 1), (2, 2, 1), (2, 0, 3), (2, 2, 3), (0, 1, 1), (0, 1, 3), It is easy to check that {c (1, 0, 0) , c (0,1,0) , c (0,0,1) } is the generator set of the code C L . Then α(a, a, a, b, b) = (0, 0, 0, 1, 1) , and α(c (0,1,0) ) = α(c, a, c, a, c) = (1, 0, 1, 0, 1) ,
where a = (0, 0, 0, 0, 2, 2, 2, 2), b = (1, 1, 1, 1, 3, 3, 3, 3 ), c = (1, 1, 3, 3, 1, 1, 3, 3), 0 = (0, 0, 0, 0, 0, 0, 0, 0), and 1 = (1, 1, 1, 1, 1, 1, 1, 1) . Hence 2α(c (1,0,0) ) * α(c (0,1,0) ) = 2(0, 0, 0, 0, 1). Note that the Lee weight of the vector 2α(c (1,0,0) ) * α(c (0,1,0) ) is 2 × 8 = 16. By Theorem 3.1 (1), the code C L has parameters (40, 64, 32) L . Hence 2α(c (1,0,0) ) * α(c (0,1,0) ) / ∈ C L and φ(C L ) is not a binary linear code by Lemma 4.5. It has a smaller minimum Hamming distance than the best known binary linear code [80,6,40] (see [3] ). Example 4.9: (Continued from Example 4.2) Similarly, we have α(c (1,0,0) ) = (0, 0, 0, 1, 1, 1) and α(c (0,1,0) ) = (1, 0, 1, 0, 1, 1) . Hence 2α(c (1,0,0) ) * α(c (0,1,0) ) = 2 (0, 0, 0, 0, 1, 1) . Note that the Lee weight of the vector 2α(c (1,0,0) ) * α(c (0,1,0) ) is 2 × 16 = 32. However, the code C L has parameters (48, 64, 48) L . Hence
is not a binary linear code by Lemma 4.5. It has the same minimum Hamming distance with the best known binary linear code [96, 6, 48] (see [3] ). Example 4.10: (Continue of Example 4.3) Similarly, we have α(c (1,0,0) ) = (0, 0, 0, 1), α(c (0,1,0) ) = (1, 0, 1, 0) , and α(c (0,0,1) ) = (0, 1, 1, 1) . Hence 2α(c (1,0,0) ) * α(c (0,1,0) ) = 2(0, 0, 0, 0) ∈ C L , 2α(c (1,0,0) ) * α(c (0,0,1) ) = 2(0, 0, 0, 1) = c (2,0,0) ∈ C L , and 2α(c (0,1,0) ) * α(c (0,0,1) ) = 2(0, 0, 1, 0).
Suppose that 2(0, 0, 1, 0) ∈ C L . Then we need find a vector a = (a 1 , a 2 , a 3 ) in F 3 2 such that a, l l∈L = 2(0, 0, 1, 0) . From a, (0, 1, 0) = 0 and a, (0, 0, 1) = 0, we get a 2 = a 3 = 0. However in this case a, (0, 1, 1) = 0, which is contradict with a, l l∈L = 2(0, 0, 1, 0). Therefore φ(C L ) is not a binary linear code by Lemma 4.5. It has a smaller minimum Hamming distance than the best known binary linear code [64, 6,32] (see [3] ).
Example 4.11: (Continued from Example 4.4) Similarly, we have α(c (1,0,0) ) = (0, 0, 1, 1) , α(c (0,1,0) ) = (0, 1, 0, 1) , and α(c (0,0,1) ) = (1, 1, 1, 1) . Hence 2α(c (1,0,0) ) * α(c (0,1,0) ) = 2(0, 0, 0, 1), 2α(c (1,0,0) ) * α(c (0,0,1) ) = 2(0, 0, 1, 1) = c (2,0,0) ∈ C L , and 2α(c (0,1,0) ) * α(c (0,0,1) ) = 2(0, 1, 0, 1) = c (0,2,0) ∈ C L .
Suppose that 2(0, 0, 0, 1) ∈ C L . Then we need find a nonzero vector a = (a 1 , a 2 , a 3 ) in F 3 2 such that a, l l∈L = 2(0, 0, 0, 1). From a, (0, 0, 1) = 0 and a, (0, 1, 1) = 0, we get a 2 = a 3 = 0. However in this case a, (1, 0, 1) = a 1 . Namely it is 0 if and only if a 1 = 0, which is a contradiction. Therefore φ(C L ) is not a binary linear code by Lemma 4.5. It has the same minimum Hamming distance with the best known binary linear code [64, 6, 32] (see [3] ). (Tables IV and V) . By massive computation, some new quaternary codes and binary optimal codes can be also found from Theorem 3.1 and the Gray image of the quaternary codes. As future work, it should be interesting to find more new quaternary codes by using other posets.
