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Abstract
Waveguide quantum electrodynamic (waveguide QED) systems (arrays of qubits coupled
to a waveguide) can exhibit a vast array of phenomena from collective effects, non-trivial
topology to novel localisation effects. This thesis is the first study of a long-range coupled
topological waveguide QED system. The existence of topological edge states for when one
photon is incident on a spatially modulated qubit array is numerically verified and the
results are analogous to a photonic crystal set-up in Ref. [1]. This thesis then goes beyond
the single photon regime to consider the effect of interactions for when two photons are
incident in the qubit array. Bound photon pairs and bound pair edge states are readily
observed. Numerical results suggest that the bound pair edge states are topologically
non-trivial, however, a topological invariant should be calculated before making stronger
conclusive statements. Even more interestingly, the two-photon qubit array can also ex-
hibit a self-induced localised state. This appears to be a completely unexplored effect
that can connect many body physics, collective effects as well as topological properties.
The exotic topological properties of these waveguide QED systems are promising devel-
opments in the growing field of quantum topological photonics which is said to have large
potential for quantum computing technologies. The novel localised states also reveals that
the physics of waveguide QED systems are richer than expected with many unexplored
phenomena.
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Chapter 1
Introduction
1.1 Overview and motivation
Modern society is on the brink of a quantum computing revolution. Many of the world’s
most influential research labs and businesses such as Google, IBM and Microsoft [2] have
invested billions of dollars into the development of quantum computing technologies.
This is because these computers would allow us to solve currently intractable problems
exponentially faster [3]. This would have dramatic consequences in areas requiring
large computations, such as global financial markets, weather and climate modelling,
pharmaceutical discoveries, machine learning/ artificial intelligence, encryption for
banking and national security services and more [4–8]. Quantum computers would also
lead to a better understanding of the fundamental laws of the universe as they would
allow us to properly simulate quantum systems [9, 10].
In the pursuit of quantum computing, quantum optics technologies and an understanding
of atom-photon interactions are crucial. This is because the storage and transfer of quan-
tum information would be conducted on such systems [2]. In particular, we would require
strong atom-photon interactions in order to build quantum networks [11]. The main
ways to achieve strong atom-photon interactions is to use cavity quantum electrodynamic
systems [12] or to use atomic ensembles [13]. An emerging alternative sparked by recent
experimental progress [14–18] is to use waveguide quantum electrodynamic (waveguide
QED) systems [19]. Aside from quantum computation, waveguide QED systems can
also be used for applications such as atomic mirrors [20, 21], the improvement of photon
storage fidelities [22], quantum memories [23] and more. Waveguide QED systems are
also fundamentally interesting as they exhibit collective phenomena such as superradi-
ance and subradiance [24] which is when a dense array of atoms emits radiation collectively.
In parallel, a separate area that has received growing interest is quantum topological
photonics [25]. Topological photonics studies photonic systems which are inherently
protected from disorder from the environment. This field is inspired by the study
of topological phases of matter in condensed matter systems, which was recognised
by the 2016 Nobel Prize [26]. Topological systems have also generated interest for
quantum computing applications. One of the biggest problems in achieving practical
quantum computers is that the information stored in qubits is incredibly fragile. Small
perturbations with the environment can cause qubits to decohere and collapse leading to
errors in the information. Topological qubits uses the robustness of topological phases
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in order to bypass this fragility to create protected qubits. Topological qubits are the
current focus of the quantum computing department at Microsoft [27]. Most studies focus
on topological qubits in electronic systems, and it is only in the last two years where
topological photonic systems have been proposed as a viable alternative [25]. Topological
photonic qubits may prove to be promising because photons are already inherently
protected from thermal noise and photonic systems may also be simpler to implement in
comparison to their solid state counterparts [25].
Most waveguide QED and topological photonic systems are studied only at the single
photon level (where one photon is incident on the system). This is mainly for practical
reasons. Many body quantum mechanics and the effects due to interaction makes it much
more difficult to analytically or numerically simulate a system. A lot of our theory on
topological systems does not even extend beyond the single particle level [28]. However,
multi-particle, interacting waveguide QED or topological photonic systems both lead to
exotic phenomena. For waveguide QED systems, multi-photon systems can give rise to
the formation of photon bound pairs (also known as doublons) [29, 30]. In topological
photonic systems, going beyond the single photon case can give rise to doublon edge
states which can be topologically protected [31]. Finally, many body or interaction effects
are in general unexplored regimes and can give rise to phenomena not available at the
single particle level.
This thesis combines waveguide QED and topological photonics. The model studied is a
1D array of qubits with long range coupling embedded or coupled to a waveguide. This
system is already known to exhibit collective quantum effects [32] and bound photon
pairs [30]. At the single particle level, the qubit array can exhibit topological edge states
when the qubit spacing is cosine modulated. This is analagous to a cosine modulatated 1D
photonic crystal structure [1], and results from this system such as the topological band
diagram can be applied to our 1D qubit array. This thesis synthesises the above effects,
describes them in more detail and includes additional analytical techniques for these states.
This thesis then goes beyond these results by investigating doublon edge states for the
two-photon case in the 1D modulated qubit array. This has never been studied before
and the results found suggest that there are topological doublon edge states. However, a
topological invariant should be calculated before any stronger conclusions can be made. In
the two-photon qubit array, an unexpected localisation effect was also observed. This does
not appear to have been studied in previous studies of the same model. This localisation
effect can be described as a self-induced optical lattice in the two-photon system and
it is a result of long range couplings and on-site interactions. It is fundamentally very
interesting as it can combine collective effects, topological states as well as many-body
quantum phenomena so it is likely to be an area of further future investigation.
1.2 Thesis outline
This thesis structure is listed below. Chapters 2 consists of background material. Chapter
3 is also mainly review because the system here is analogous to a photonic crystal system
in [1]. However, in this thesis it is described in a quantum optics setting. Chapter 4
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and Chapter 5 are original results. To my knowledge, bound topological photon pair
edge states have not been reported before in a long-range photonic system, nor has the
interaction-induced localisation effect been reported in papers of similar models.
In Chapter 2, I give an overview of the growing field of waveguide QED. I describe
the motivations for this field and the main experimental set-ups of for waveguide QED
systems. I introduce the general Hamiltonian to describe waveguide QED systems and
derive the more analytically tractable effective non-Hermitian Hamiltonian which is the
general Hamiltonian with a reduced subspace of only allowing single photons/ excitations.
I also introduce quantum collective effects, namely superradiance and subradiance.
In Chapter 3, I give an introduction to topological phases and more specifically quantum
topological photonics. I describe a ‘1D to 2D ancestor mapping,’ method that explains
why certain 1D systems (including the one studied in this thesis) are topologically
non-trivial. I derive the energy band spectra of a spatially modulated qubit array for the
single photon case and show that it exhibits topological edge states.
In Chapter 4, I move on to the two-photon case and focus on bound photon pairs. I
first derive the matrix Hamiltonian in the new two-photon/ excitation subspace. I show
the existence of bound photon pairs in both the periodic and spatially modulated array
and use the centre of mass momentum basis of the two excitations to describe the bound
photon pairs. I also show that the spatially modulated array can have exotic bound
photon pair edge states. These states show properties of a topological bound pair edge
state but a topological invariant should be calculated before making stronger conclusive
statements.
In Chapter 5, I describe an unexpected interaction-induced localisation phenomena away
from the edge in the two-photon qubit array. This turns out to be due to interactions
and long range couplings between the two-photons and the effect can be described as
a self-induced optical lattice where one photon gets trapped in the nodes of the second
photon. These localised states appear to be the product of bright and dark modes and
can be characterised by entanglement entropy. They can also form product states with
topological edge states, so these localisations are incredibly rich in physics.
The aim of this thesis is predominantly a proof of principle to characterise multi-photon
waveguide QED systems as an exciting and emerging subfield. It is found that models
in this field can exhibit collective superradiant or subradiant effects, nontrivial topology,
bound photon pairs, bound photon pair edge states and even a novel interaction-induced
localisation effect. The findings of this thesis show that the physics of even two photons
in waveguide QED systems is incredibly rich with many unexplored phenomena.
4 Introduction
Chapter 2
Waveguide quantum
electrodynamics
The models studied in this thesis fall under the subfield of waveguide quantum electro-
dynamics (waveguide QED). Waveguide QED is a relatively new field, so this chapter
provides background and motivation for studying these systems. The origin of the general
Hamiltonian for waveguide QED systems is described in detail and the effective non-
Hermitian Hamiltonian in the restricted case of a single photon incident on the waveguide
is derived. An introduction to collective effects including superradiance and subradiance
is given. These collective effects are a key part of waveguide QED systems and will play a
role in localisation effects in Chapter 5. This chapter is comprised of background theory.
2.1 Introduction to waveguide QED
In this section, I describe the physical setup of a waveguide QED system. I also provide
motivation for why these systems are of interest, a historical overview of the main papers
and a brief discussion on experimental realisations of waveguide QED models.
2.1.1 Description of a waveguide QED system
A general waveguide QED system is depicted in Figure 2.1. Waveguide QED systems
comprise of just three things: quantum emitters, a waveguide and photons.
Figure 2.1: General set-up of a waveguide QED system. Quantum emitters (in this case a
two-level atom) are coupled to a one dimensional waveguide which confines the light propagation.
Γ0 is the non-radiative decay into the waveguide modes, Γ is the radiative decay away from the
waveguide.
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Quantum emitters
Quantum emitters are objects with discrete energy levels that can absorb and emit
photons. They can be natural atoms or ions with electronic energy levels but they can
also be artificial atoms that mimic the discrete energy levels of atoms. Examples of
artificial atoms are quantum dots [33] or superconducting qubits [34]. In this thesis, I will
only consider the simplest quantum emitter, which are two-level systems (qubits) with a
ground state |g〉 and excited state |e〉. I will also only consider arrays of qubits where all
qubits have the same resonance frequency ω0. I will use the terms qubit, atom, quantum
emitter or two-level system interchangeably in this thesis.
Waveguides
The quantum emitters are coupled to a one-dimensional waveguide1. A waveguide is
something that confines the propagation of light into a one-dimensional optical channel -
essentially a ‘big pipe for light.’ Different experimental realisations of waveguides is listed
in subsection 2.1.4. The purpose of the waveguide is to change the propagation of light
from 3D free space to a 1D channel. This dimensional reduction has many consequences.
The most important one is that it increases the interaction strength between light and
atoms coupled to the waveguide.
Discrete photons
Finally, we typically consider waveguide QED systems in the low intensity limit, where
a quantised description of light (QED) is necessary. This means that waveguide QED
systems consist of discrete photons. An important concept that also requires QED is the
spontaneous emission of photons from the atoms. The photons emitted from the qubits
can radiate into the waveguide modes which is called non-radiative decay (at a rate Γ0) or
it can radiate away from the waveguide into other modes in what is called radiative decay
(at a rate Γ).
2.1.2 Why should we care about waveguide QED?
I now describe motivations for studying waveguide QED systems. Most notably, waveg-
uide QED systems can allow for strong atom-photon and photon-photon interactions,
both of which are useful for building quantum networks [11]. They are also a useful
framework ‘collective quantum effects,’ which is when a dense ensemble of atoms behaves
coherently.
Strong atom-photon interactions
Atom-photon interactions in free space are weak because the diffraction limit prevents a
photon beam from being focussed to an area smaller than the atomic absorption cross
section [35]. One way to bypass this to obtain stronger atom-photon interactions is to
make the photon pass through the atom repeatedly by using an optical cavity. This is
part of a field called cavity QED [12]. Another method is simply to simply use many
atoms which increases the probability of interaction [13]. An emerging alternative is
waveguide QED systems, which increases interactions by confining the photons to an
1Depending on the experimental set-up, the qubits can be inside the waveguide or coupled outside the
waveguide.
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optical channel [36]. This directs the photons to traverse over atoms embedded or coupled
to the waveguide, which increases the atom-photon coupling strength. Strong atom-photon
coupling is important for quantum networks [11] and other applications [36].
Figure 2.2: Different ways of achieving strong atom-photon couplings in quantum optics.
Strong photon-photon interactions
Strong atom-photon coupling also lends itself to stronger photon-photon coupling.
Photons also do not typically interact with each other. If two laser beams are shined
on top of each other they will typically pass straight through. However, it is possible to
use atoms as a means to mediate photon-photon correlations. For example, it is possible
to achieve bound photon pairs and strong photon-photon correlations on a waveguide
qubit array [37–39]. These bound states refer to when the wave-function exponentially
decays from the relative coordinate of the two photons. (This is not to be confused with
atom-photon bound states, where the wave-function exponentially decays from a spatial
lattice site). Bound photon pairs are investigated in more detail in Chapter 4. Bound
photon pairs are exotic states and are also useful for quantum computing applications [11].
Collective effects
Waveguide QED also allows for the investigation of collective effects [40]. Collective
effects occur when atoms are placed close enough such that they behave coherently. The
main effect is superradiance or subradiance which is when the spontaneous emission of an
array of atoms is enhanced or suppressed in comparison to the spontaneous emission of a
single atom. It is also possible to achieve affects such as directional emission [22]. Since
collective effects can dramatically alter the behaviour of a quantum optics system, it is
important to understand them for technological applications. More detail on collective
effects is given in Section 2.4.
Exotic states
Waveguide QED systems are also interesting because they can exhibit exotic quantum
states. As will become evident in the rest of this thesis, even just small changes in the
distribution of the atoms leads to very different physical phenomena such as topological
edge states (Chapter 3), bound photon pair edge states (Chapter 4) or even a novel
interaction-induced localisation effect (Chapter 5).
Other applications
Taking advantage of these collective effects has applications such as the improvement
of photon storage fidelities [22], the realisation of atomic mirrors [20], quantum compu-
tation [19], quantum memories [23], a wired node in quantum networks [18] and more.
Waveguide QED is also useful for simulating quantum phenomena. This is because in-
formation on the quantum states can be inferred from the reflection and transmission
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coefficient of a waveguide QED systems. This can be an easier quantity to measure than
other parameters in cavity QED and atomic ensemble setups.
2.1.3 Historical timeline of waveguide QED
This subsection serves to give an overview of the main results of the field and
the different theoretical approaches to waveguide QED. This subsection is not intended
to explain in detail any of the techniques or concepts and is intended as a list of references.
The origins of the field can be stemmed back to Dicke’s seminal 1954 paper [41] which
studied the interaction between semi-classical light and N two-level atoms. Dicke’s paper
was the first to describe the concept of superradiance or collective quantum effects. The
radiation of N two level atoms coupled to a continuum of quantised electromagnetic
modes was studied by Lehmberg in 1969 [42]. The specific problem of scattering of two
photons in one mode on N atoms was studied in 1984 [43] by Rupasov and Yudson.
More presently, the study of atoms and photons coupled to a one-dimensional continuum
via a waveguide began in 2005 from work by Shen and Fan [21, 44]. They used a
field theoretic description of photons in real space to study the transport of a single
photon through a single two-level system. The main result was that the system could be-
have as an energy-dependent mirror and that it was possible to perfectly reflect the photon.
Since then, there have been numerous attempts to extend this to multi-photon cases. In
2007, Shen and Fan employed a Bethe Ansatz method to solve for the scattering matrix
to study the transport of two or multi-photons through a two-level system coupled to a
waveguide [29, 45]. Their main result was that the two-level system could induce a cor-
relation between the photons, called photon bunching. However, using the Bethe ansatz
requires lengthy calculations and this left room for alternative approaches. A few of these
approaches include the Lehman- Symanzik-Zimmerman method [46], an input-output
formalism from quantum optics [40, 47–49], a Green’s function approach [50–52], a Fock
state master equation approach [53], a Lippmann-Schwinger equation approach [54, 55], a
time-dependent wave packet evolution approach [56], a full counting statistics method [57],
a path integral formalism approach [58] and a projection operator approach [59]. Most
approaches fall under scattering theory or the input-output formalism.
With these tools, it was possible to calculate the scattering matrix for N photons [60],
multi-level systems [61–63] and more specifically for two-level systems in a cavity [64] or
a whispering gallery resonator [65]. Waveguide QED systems have been found to exhibit
phenomena like atom-photon bound states [66], non-reciprocity [67, 68] and bound states
in the continuum [69]. There is also a related field called chiral quantum optics that is
beyond the scope of this thesis [70]. The first topological waveguide QED system [71] was
very recently proposed and was employed in a photonic analogue of the tight-binding Su-
Schrieffer-Heeger model [72]. Some recent reviews on the field include [13, 35, 36, 73, 74].
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2.1.4 Experimental realisations of waveguide QED systems
Interest in a field is typically sustained if there is experimental progress alongside
theoretical discoveries. Indeed, waveguide QED has seen experimental progress in several
(rather different) platforms. This experimental versatility is another advantage of this
field. I list a few of the main experimental waveguide QED set-ups but this list is not
exhaustive. I also compare the Purcell factor, which is the ratio of the non-radiative
decay into the waveguide modes and the radiative decay away from waveguide modes [75].
One of the main set-ups is to use superconducting circuits in the microwave regime coupled
to a 1D transmission line [14, 76–80]. The atoms can be coupled to the transmission
line either conductively or inductively [75]. Unlike other waveguide QED setups, the
decay rate to other modes outside the waveguide is fairly low allowing Purcell factors
of 10-100. However, they are difficult to fabricate and are limited to only 1-10 qubits.
Superconducting qubits are part of a field which has now been called circuit QED [81].
Another example is to use photonic crystal waveguides [82–87] which are dielectric media
with a periodic dielectric coefficient. This periodic dielectric coefficient gives rise to a
band structure. This band structure can be used to control the allowed modes. The
atoms coupled to photonic crystal waveguides can be natural or artifical. The Purcell
factor is around 1 to 60 however it is also difficult to implement and limited to 1-10
qubits. Another common method is to use optical nanofibres. Atoms can be coupled to
nanofibres using optical traps [88]. The Purcell factor for these systems is of the order
of 0.01 to 0.1 but the number of atoms can range from 102 − 103 [75]. These are the
main set-ups. Other experimental set-ups include plasmonic nanowires [89], hollow core
fibres [90], semiconductor nanowires [91] and more.
2.2 General Hamiltonian for waveguide QED
I now move on to quantitatively studying waveguide QED systems. The general Hamilto-
nian that describes a waveguide QED system is [52]:
Hˆ =
∑
k
h¯ωkaˆ
†
kaˆk︸ ︷︷ ︸
Hˆphoton
+
∑
j
h¯ω0bˆ
†
j bˆj︸ ︷︷ ︸
Hˆatom
+ h¯χ2
∑
j
bˆ†j bˆ
†
j bˆj bˆj + h¯g
∑
j,k
(
bˆ†j aˆkeikzj + bˆj aˆ
†
ke
−ikzj
)
︸ ︷︷ ︸
Hˆint
(2.1)
The first term describes the photon modes, the second term describes the two level atom
excitations and the third and fourth terms are interaction terms. I briefly describe the
origins of these terms in the subsections below.
2.2.1 Quantisation of EM field
Spontaneous emission from the discrete energy levels of the natural or artificial atoms is an
important part of waveguide QED systems. We also work in the low intensity limit of light.
Both these things require a quantised theory of light (quantum electrodynamics). We find
that light consists of discrete photons of different modes, where modes are essentially
orthogonal solutions of the wave equation. Considering the electromagnetic radiation as
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quantised leads to a Hamiltonian that resembles that of harmonic oscillators:
Hˆphoton =
∑
k
h¯ωkaˆk
†aˆk. (2.2)
There is also a constant term but we are mainly interested in energy differences so it is
not included here. Since there are many good derivations in quantum optics textbooks, I
will not derive the quantisation here. Instead, I refer to Ref. [92].
2.2.2 Two-level system
The second term describes the two-level system.
Figure 2.3: Two-level system with excited state |e〉 and ground state |g〉.
Let the two-level system have an excited state |e〉 of energy h¯ω0 and a ground state |g〉
of 0 energy as depicted in Figure 2.3. The Hamiltonian for the this system in the energy
eigenbasis is
Hˆatom = h¯ω0|e〉〈e|+0|g〉〈g|. (2.3)
I write these basis states in Cartesian coordinates:
|e〉 =
[
1
0
]
, |g〉 =
[
0
1
]
(2.4)
in which case the Hamiltonian becomes
Hˆatom = h¯ω0
[
1 0
0 0
]
+ 0
[
0 0
0 1
]
=
[
h¯ω0 0
0 0
]
(2.5)
Recall that the Pauli spin matrices are defined as
σˆx =
[
0 1
1 0
]
, σˆy =
[
0 −i
i 0
]
, σˆz =
[
1 0
0 −1
]
. (2.6)
The raising and lowering operator of the two-level system can be written as following:
σˆ+ = |e〉〈g|=
[
0 1
0 0
]
= 12 (σˆx + iσˆy) (2.7)
σˆ− = |g〉〈e|=
[
0 0
1 0
]
= 12 (σˆx − iσˆy) (2.8)
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Using these spin operators, the Hamiltonian for the two-level system can be written as
Hˆatom = h¯ω0σˆ+σˆ−. (2.9)
As an additional note, a lot of the choices made above were not unique. For example, we
could have defined the ground state with energy −h¯ω02 and the excited state with energy
h¯ω0
2 . The following two ways of deriving the Hamiltonian are equivalent:
Hˆatom = h¯ω0 |e〉+ 0 |g〉 = h¯ω0σ+σ− (2.10)
Hˆatom =
h¯ω0
2 |e〉 −
h¯ω0
2 |g〉 = h¯ω0σˆz (2.11)
2.2.3 Interaction term, dipole and rotating-wave approximation
In the waveguide QED systems studied in this thesis, we assume that the dipole
approximation applies. The dipole approximation can break down in cases such as those
with ultrastrong coupling, but this is beyond the scope of this thesis. For more detail on
the dipole approximation, see [92].
Under the dipole approximation, the interaction Hamiltonian is of the form
Hˆint = − q
m
p ·A(r, t) ≈ −qr ·E = −d ·E (2.12)
where p is the momentum, A(r, t) is the electric vector potential and d = qr is the dipole
operator. Due to parity, 〈g|d|g〉 = 0 and 〈e|d|e〉 = 0. So we have
d = d(|g〉〈e|+|e〉〈g|) = d
(
σˆ− + σˆ+
)
. (2.13)
From the quantisation of the electromagnetic field, the electric field can be written in
terms of creation and annihilation operators [92]
E = |E|(aˆ† + aˆ) (2.14)
where |E| is some normalisation constant. Putting this together our interaction Hamilto-
nian is of the form
Hˆint = h¯g
(
σˆ+ + σˆ−
) (
aˆ+ aˆ†
)
(2.15)
where g is the light-atom coupling strength. We can derive g in a more explicit form but
this is not needed here.
Equation 2.15 is the more general form but we can also consider the Hamiltonian under
the rotating wave approximation. This is when terms in the Hamiltonian that oscillate
rapidly are neglected. This approximation is valid when the radiation frequency is near
the atomic transition frequency and when the intensity is low.
We have counter rotating terms: a†σ+, aσ− and rotating terms: aσ+, a†σ−. Under the
rotating wave approximation (RWA) [92] the counter-rotating terms can be neglected and
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we have
Hˆint = h¯g
(
σˆ+aˆ+ σˆ−aˆ†
)
. (2.16)
2.2.4 Comparison to other light-matter Hamiltonians
Adding all the above terms together, we can arrive at a general light-matter Hamiltonian.
I also discuss specific cases of the general Hamiltonian including the quantum Rabi,
Jaynes-Cummings, Tavis-Cummings and Dicke models. I compare these to the waveguide
QED Hamiltonian because all these models come up frequently in the literature and the
slight distinctions between the models can be somewhat confusing.
General Light-Matter Hamiltonian
Building everything up, our total Hamiltonian is
Hˆ = Hˆphoton + Hˆatom + Hˆint. (2.17)
We assume a general case where we have multi-photon modes, multi-atoms and without
rotating wave approximation applied:
Hˆ =
∑
k
h¯ωkaˆ
†
kaˆk +
∑
j
h¯ω0σˆ
+
j σˆ
−
j + h¯g
∑
j,k
(
σˆ+j + σˆ−j
) (
aˆ†k + aˆk
)
. (2.18)
This is the general case and we can recover other light-matter Hamiltonians from specific
cases of Equation 2.18. For example, a table in [74] classifies them in the following table:
1 atom N atoms
No RWA Quantum Rabi Model Dicke Model
RWA Jayne-Cumming Model Tavis-Cumming Model
Table 2.1: Summary of main light-matter Hamiltonians according to [74]. The above models all
assume single mode.
The table also only considers a single mode case, but in general we could have many
modes. The Hamiltonians in the table are listed below.
The Quantum Rabi Model
HˆRabi = h¯ωaˆ†aˆ+ h¯ω0σˆ+σˆ− + h¯g
(
σˆ+ + σˆ−
) (
aˆ† + aˆ
)
, (2.19)
This has one photon mode, one atom and no RWA. It is also possible to
have different coupling strengths for the counter-rotating and rotating terms
g1
(
aˆσˆ+ + aˆ†σˆ−
)
+ g2
(
aˆ†σˆ+aˆσˆ−
)
. This is called the generalised Rabi model [93].
Jaynes-Cumming Model
HˆJC = h¯ωaˆ†aˆ+ h¯ω0σˆ+σˆ− + h¯g
(
aˆσˆ+ + aˆσˆ−
)
(2.20)
This has one photon mode, one atom and RWA.
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Tavis-Cummings Model
HˆTC = h¯ωaˆ†aˆ+
∑
j
h¯ω0σˆ
+
j + σˆ−j + h¯g
∑
j
(
aˆσˆ+j + aˆσˆ−j
)
(2.21)
This has one photon mode, multiple atoms and RWA. Note that the Jaynes-Cummings
and Tavis-Cummings model are commonly used for cavity QED, where only a single
mode is allowed in the optical cavity.
Dicke Model
HˆDicke = h¯ωaˆ†aˆ+
∑
j
h¯ω0σˆ
+
j + σˆ−j + h¯g
∑
j
(
σˆ+j + σˆ−j
) (
aˆ† + aˆ
)
, (2.22)
In the classification in Table 2.1, this has one photon mode, multiple atoms and no RWA.
However, the title of “Dicke Hamiltonian,” has been used by many well known papers to
describe slightly different cases. It is used in [94] to describe multi-atoms, one photon
mode with RWA (which is the Tavis-Cummings model). It is used in [74, 95] to describe
multi-atoms, one photon mode with no RWA (which is the case in Equation 2.22) and it
is also used in [44] to describe one atom, multi-photon modes with no RWA. In fact, the
original paper by Dicke [41] treated the electromagnetic field semi-classically rather than
using a quantum oscillator.
Waveguide QED Model
For waveguide QED systems, in general we can have many modes and many atoms but
we typically apply the RWA:
HˆwQED =
∑
k
h¯ωkaˆ
†
kaˆk +
∑
j
h¯ω0σˆ
+
j σˆ
−
j + h¯g
∑
j,k
(
σˆ+j aˆk + σˆ−j aˆ
†
k
)
. (2.23)
This is a multi-mode Tavis Cummings model, but in literature it is also often referred to
as the Dicke model.
2.2.5 Bosonic operators and photon blockade
It is a common technique to make a transformation from the two-level operators into “hard-
core boson,” operators [56, 96]. This is actually called a Holstein–Primakoff approximation
and more details of this transformation can be found in [75, 94]. The transformation from
the spin operators to the bosonic operators are
σˆ+ → bˆ†
σˆ− → bˆ (2.24)
where bˆ†, bˆ are creation and annihilations fulfilling bosonic commutation relations. We
also restrict the Hilbert space to the states with
(
bˆ†j
)2
= 0. This can be done by writing
Hˆint = h¯ω0
∑
j
bˆ†j bˆj +
χ
2
∑
j
bˆ†j bˆ
†
j bˆj bˆj (2.25)
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and taking the χ → ∞ limit, which forbids double occupation. This is called photon
blockade. It is actually also possible to have finite χ. χ describes the on-site interaction
and a finite χ means it is possible to have two excitations in the same site2. An example
of such a case is in the superconducting transmons in Ref. [97]. With this transformation,
we have finally recovered Equation 2.1.
2.3 Matrix Hamiltonian for single excitation
Note that the Hamiltonian in Equation 2.1 is Hermitian. Also note that the subspace of
the Hamiltonian is massive. We could have infinitely many photons or infinitely many
atomic excitations. This is impossible to solve. In order to create something tractable, we
restrict the subspace of the Hamiltonian. In order to know what to restrict the subspace
to, it is instructive to note that Equation 2.1 commutes with the number operator:
Nˆ = bˆ†bˆ+ aˆ†aˆ. (2.26)
This means that the number of excitations and the number of photons is conserved. It
also means that the Hamiltonian can be diagonalized independently in each subspace
characterized by a well-defined number of excitations [98]. It makes sense to consider the
simplest case, which is the single photon/excitation subspace. Restricting the subspace
leads to an open quantum system and a non-Hermitian effective Hamiltonian with energy
gains and losses. Non-Hermitian effective Hamiltonians in this case are desirable as they
are much simpler than the full Hamiltonian but still capture the main physics. In this
section, I will give some brief notes on non-Hermitian Hamiltonians before showing how
to derive the effective Hamiltonian for the single photon/excitation case in a waveguide
QED system.
2.3.1 Effective non-Hermitian Hamiltonians
We typically require Hamiltonians in a closed system to be Hermitian. This is the only
physically reasonable option - Hamiltonians are expected to have real eigenvalues because
they represent physical observables. Hermitian operators imply real eigenvalues3 so
requiring the Hamiltonian be Hermitian is standard practice and this is stated in basically
every introductory quantum mechanics textbook.
However, the concept of a non-Hermitian Hamiltonian has actually proven to be
quite useful in many different areas of physics. This is particularly the case for optics
systems where there are gains and losses in parts of the system. The energy losses
can sometimes be modelled much more easily with non-Hermitian operators. Non-
Hermitian Hamiltonians yield complex eigenvalues and the imaginary component of
the eigenvalue typically represents the energy losses of the system (see below). The
2It is not obvious that this is possible because while bˆ, bˆ† are bosonic operators, recall that these operators
represent two level raising and lowering operators. Typically a two level system cannot be excited twice.
3Non-Hermitian Hamiltonians typically yield complex eigenvalues, however it is also for possible for
non-Hermitian Hamiltonians to have real eigenvalues. This is the case for non-Hermitian systems with PT
symmetry. Such systems also exhibit exotic phenomena such as exceptional points and the study of PT
symmetric systems has become a very rich field itself, especially in optics [99].
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concept of non-Hermitian Hamiltonians has been considered as early as 1929 when
George Gamow introduced the concept of complex eigenvalues to the concept of α-
decay in nuclei [100]. Complex eigenvalues and open quantum systems were also used
by Dicke in 1954 [41] to explain superradiance. See [101] for a more in depth analysis
of effective non-Hermitian Hamiltonians and [102] for more historical context on this topic.
The main principle is that the eigenvalues E of a non-Hermitian Hamiltonian Heff are
complex and of the form:
E = E − iΓ. (2.27)
where E is the real component of the eigenvalue and Γ is the imaginary component. We can
use the non-Hermitian Hamiltonian in Schrödinger’s equation. The state vectors evolve
as normal:
|ψ(t)〉 = e−iHeff/h¯|ψ(0)〉 (2.28)
= e−iE/h¯|ψ(0)〉 (2.29)
= e−iE/h¯−Γ/h¯|ψ(0)〉. (2.30)
So we see that the negative of the imaginary component of the eigenvalue describes the
decay of the wave vector amplitude.
2.3.2 Single excitation ansatz for waveguide QED
We wish to restrict the full Hamiltonian of the waveguide QED system in Equation 2.1
to the single photon/ excitation subspace. There are several ways to derive the effective
non-Hermitian Hamiltonian. The main approach is to integrate out the quantum
electromagnetic environment under the Born-Markov approximation4 and to represent
the system in terms of a qubit density matrix master equation [103]. The master equation
leads to an effective non-Hermitian Hamiltonian [20, 40, 49]. A phenomenological method
that arrives at the same result is to add an additional non-Hermitian term to the full
Hamiltonian in Equation 2.1 [104]. In this section, I will use show that using a suitable
ansatz to represent a single photon/ excitation state vector and applying it to Equation 2.1
is able to result in the same non-Hermitian Hamiltonian as the aforementioned methods.
We begin with Equation 2.1 and note that we can ignore the χ term because we only have
one excitation. We take the limit where we have a continuum of modes. This corresponds
to transforming ∑k → ∫ dk2pi . We have additional constants but these can be absorbed into
the operators and are unimportant [75]. We have:
Hˆ =
∫
dk
2pi h¯ωkaˆ
†
kaˆk︸ ︷︷ ︸
Hˆphoton
+
∑
j
h¯ω0bˆ
†
j bˆj︸ ︷︷ ︸
Hˆatom
+ h¯g
∑
j
∫
dk
2pi
(
bˆ†j aˆkeikzj + bˆj aˆ
†
ke
−ikzj
)
︸ ︷︷ ︸
Hˆint
. (2.31)
4The Born-Markov approximation assumes that the environment recovers instantly from interactions
and that it does not change significantly with time due to the effect of the system.
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For a single photon incident on a waveguide QED system, consider the following ansatz:
|ψ〉 =
∫
dk
2piEkaˆ
†
k|0〉+
∑
j
pj bˆ
†
j |0〉. (2.32)
where Ek is the probability of finding a photon in the ωk mode and pj is the probability
of the jth atom being in the excited state. Here |0〉 means that there are no photons
and all atoms are in the ground state. Note that the ansatz is just the general form of
a wave function for a single excitation and that it commutes with the number operator
Nˆ = aˆ†kaˆk + bˆ
†
j bˆj .
By applying the ansatz and algebraically eliminating the photon modes, a matrix eigen-
value equation in the subspace of the qubit excitations can be found (see Appendix A.1.1
for the steps):
(H − ω)

p1
p2
...
pN
 = 0 (2.33)
where the matrix elements are
Hij = ω0δij − ig2eiω0|zi−zj |. (2.34)
This corresponds to the results in literature [30, 32]. As an example, an N = 3 matrix is
of the form
H =
 ω0 − ig
2 −ig2eiω0|z1−z2| −ig2eiω0|z1−z3 |
−ig2eiω0|z2−z1| ω0 − ig2 −ig2eiω0|z2−z3|
−ig2eiω0|z3−z1| −ig2eiω0|z3−z2| ω0 − ig2
 . (2.35)
This matrix form of the Hamiltonian is used to numerically calculate energy eigenvalues
for finite arrays. Note that it is also common to replace g2 with Γ0, where Γ0 is the non-
radiative decay. The radiative decay Γ can be added phenomenologically. However, in
some set-ups such as superconducting qubits, these losses are small and can be neglected.
This is also an approximation. When applying theoretical results for future experiments,
these losses should be taken into account.
2.4 Superradiance and Subradiance
In this section, I will introduce the concepts of superradiance and subradiance which are
quantum collective effects. Superradiance is well studied but subradiance is relatively
less known. The analysis in this chapter is specific to waveguide QED. The superradiant
and subradiant properties are characterised by the complex eigenvalues of the effective
non-Hermitian Hamiltonian. Ref. [32] contains a similar analysis on superradiance and
subradiance in waveguide QED systems and can be referred to for further details.
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2.4.1 Introduction to collective effects
The spontaneous emission rate of radiation from atoms is not an immutable property of
the atom [15]. It is diminished and enhanced by its electromagnetic environment [105]
and the collective interaction between atoms in the case of ensembles [41]. It is common
to place an atom in the vicinity of a variety of photonic nanostructures such as cavi-
tites, waveguides and photonic crystals in order to curtail or accelerate their collective
decay [32]. Superradiant states are when a collection of atoms spontaneously deccay
at a rate faster than a single atom. It was described by Dicke as early as 1954 [41].
Subradiant states are when a collection of atoms spontaneously decay at a rate slower
than a single atom spontaneous decay rate. There has been less studies on subradiance
in comparison to superradiance, however, the growing experimental methods to produce
subradiant states [106, 107] has led to renewed interest in this subfield. Subradiant states
are particularly interesting because they have longer lifetimes, making it less prone to
losses and more useful for applications such as improving photon storage fidelities [22].
Superadiance and subradiance are important considerations that must be taken into
account when considering dense atomic arrays as they drastically change the emission
profile of the atomic array.
It is important for atoms to be densely packed for superradiance and subradiance to occur.
Physically, for dense subwavelength arrays, it is no longer possible to tell which atom is
excited when a photon is incident on the ensemble. Quantum mechanically, this means
that the ensemble is a superposition of excited states. This changes the physical effects in
comparison to sparse atoms that decay independently. The ensemble essentially radiates
together (coherently) and in the same direction. When the emission from the atoms
constructively interfere, it is called superradiant and when they destructively interfere it
is called subradiant. For our effective non-Hermitian system, superradiance corresponds
to large negative imaginary eigenvalues. They decay quickly in a bright, sharp flash.
Subradiance corresponds to near zero or zero imaginary eigenvalues. Subradiant states
are long-lived.
Superradiant states are sometimes also called bright states and subradiant states are some-
times also called dark states but there can be slight differences in these definitions [52].
2.4.2 Energy eigenvalues for periodic array
I now introduce a set-up that will be used frequently in the rest of this thesis. Under-
standing the collective properties of this set-up will prove to be important. Consider a
periodic array of qubits coupled to a waveguide as depicted in Figure 2.4.
Figure 2.4: Periodic 1D qubit array with lattice spacing d.
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The spacing of our qubits is given by
zn = dn, (2.36)
where n is the index of the atom site and d is the lattice spacing. Calculating the imaginary
eigenvalues using the Hamiltonian in Equation 2.33 as a function of the lattice spacing
yields Figure 2.5.
Figure 2.5: Imaginary eigenvalues as a function of lattice spacing d for periodic array with
N = 20.
From this figure, we see that by tuning the lattice spacing, one can engineer the dissipative
interactions (the decay rate which is the amplitude of the negative imaginary eigenvalue).
If the lattice spacing ω0d = kd = npi (we use units where c = 1), it can be verified that we
have one very large imaginary eigenvalue (a superradiant mode) and N−1 zero imaginary
eigenvalues (a subradiant mode). When ω0d = kd = npi, this is also called Bragg spacing
because it is similar to the Bragg condition [108].
We can also plot the real eigenvalues as a function of lattice spacing:
Figure 2.6: Real eigenvalues as a function of lattice spacing d for periodic array with N = 20.
For the Bragg spacing, the real eigenvalues go to zero. For values off the Bragg spacing
we typically get a mix of coherent (real eigenvalue) and dissipative (imaginary eigenvalue)
couplings of comparable strength [32].
§2.4 Superradiance and Subradiance 19
2.4.3 Energy eigenvalues for modulated array
Another system that will be used extensively in the rest of the thesis is the same
qubit array but when the spacing is cosine modulated (it will later be shown that the
modulation gives rise to topological properties). It would also be good to have intuition
about the collective properties of this system and how it differs from the periodic array.
Consider a qubit array with cosine modulated spacing
zn = d[n+ η cos(2pinb+ φ)]. (2.37)
Here b is a dimensionless parameter of the system, d is the average spacing between
the atoms and η is a small modulation amplitude. If b = 1/3, then the structure has
a compound unit cell (a unit cell consisting of multiple atoms) with 3 qubits and the
period is D = 3d. If b were irrational, then this system would be aperiodic and form a
quasicrystal5. This set-up is depicted in Figure 2.7.
Figure 2.7: Cosine modulated spacing array for b = 1/3. This means that there are three qubits
in the unit cell. The average spacing between atoms is d and the period is D = 3d.
Figure 2.8: Imaginary eigenvalues as a function of average lattice spacing d for modulated array
with N = 20, b = 1/3, η = 0.2/pi, φ = pi.
The energy eigenvalues for the cosine modulated array is given by Figure 2.8.
5Both periodic compound unit cells or quasicrystals can form topological systems via the ‘1D to 2D
ancestor mapping method,’ discussed in the next chapter.
20 Waveguide quantum electrodynamics
Figure 2.9: Real eigenvalues as a function of average lattice spacing d for modulated array with
N = 20, b = 1/3, η = 0.2/pi, φ = pi.
From Figure 2.8 and 2.9, we see that the eigenvalues are quite similar to the periodic array.
The only difference is that the dark modes are no longer fully dark at ω0d = npi.
2.5 Chapter summary
In this chapter, the background and motivation for studying waveguide QED systems was
given. They are interesting because they exhibit strong atom-photon and photon-photon
couplings. Waveguide QED systems also exhibit collective effects which can be tailored
for applications. This section introduced the general Hamiltonian to describe waveguide
QED systems and also considered the restricted single-excitation subspace which is more
tractable. This restricted subspace leads to an open quantum system with an effective
non-Hermitian Hamiltonian. This single excitation Hamiltonian is used in the following
chapter on topological edge states. Collective effects such as superradiance and subradi-
ance were also introduced. The key principle to take away is that subradiant states have
low imaginary eigenvalues and are therefore longer lived while superradiant states have
larger imaginary eigenvalues and decay faster.
Chapter 3
Topological edge states in a qubit
array
In this chapter, I introduce the concept of topological phases and give a brief review
of topological photonics. The background theory in this chapter is rather separate to
the previous chapter on waveguide QED but the topological concepts introduced will
later be applied to a waveguide QED system in the second half of this chapter. A large
motivation for studying topological photonic systems is that they have exotic robust and
protected states. There has been recent interest in using quantum topological photonic
systems for quantum computing processes. I focus specifically on a spatially modulated
qubit array in waveguide QED and show that the modulation can give rise to non-trivial
topological phases. These topological phases are characterised by edge states and a
topological invariant. This system is an unexplored area of quantum topological photonics.
This chapter is mainly review as the single photon case in a spatially modulated qubit array
is actually analogous to a spatially modulated photonic crystal set-up in [1]. Therefore,
the results for this system were already known. The plots presented in this chapter were
re-derived by me and the code can be found in the Appendix B.2.
3.1 Introduction to topological phases
In this section, I give a general overview to what topological phases are. I start from
the most famous topological invariant which is the genus. I then discuss how topolog-
ical concepts apply to energy bands of a Hamiltonian. I introduce the bulk-boundary
correspondence which is the key principle of topological systems.
3.1.1 Overview/ what is topology?
Topological phases of matter are ‘exotic’ phases of matter that are interesting not only
for their rich mathematical underpinnings but also for their many potential applications.
The main characteristic of topological phases are that they can exhibit topologically
protected properties that are extremely robust to external perturbations or disorder
from the environment. This has led to interest in potential applications such as lossless
transistors and optical devices as well as robust topological quantum qubits [109].
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Figure 3.1: Four objects with genus of g = 0, 1, 2, 3 respectively. The genus is a topological
invariant.
In order to understand what a topological phase is and why they are ‘protected,’ it is
useful to explain what mathematicians mean when they refer to ‘topology.’ Topology
refers to the study of quantities that stay the same under continuous deformation.
Topological phases can be characterised by topological invariants which are integer
numbers. The most famous example is the genus, which is the number of holes in an
object. Figure 3.1 shows four objects with a genus g = 0, 1, 2 and 3 respectively. The
number of holes remains the same even if the shape is squished or deformed. If we only
consider continuous deformations, there is no way to change the number of holes without
breaking the system. This is what it means to be a topological quantity. The quantity
g is forced to be an integer - it makes no sense to have a non-integer number of holes.
Shapes with different genus are topologically distinct and shapes with the same genus are
topologically equivalent.
The genus captures the main properties of a topological invariant. Namely, topological
invariants are:
• a global property
• integer valued
• robust against deformations.
The genus can actually be calculated analytically (rather than by inspection) by the inte-
gral of the Gaussian curvature K of a 2D surfaceM via the Gauss-Bonnet theorem [110]:
1
2pi
∫
M
KdS = 2(1− g) (3.1)
The fact that this integral ends up being an integer is somewhat surprising and not trivial.
The details of the Gauss-Bonnet theorem is not important to this thesis. I have included
it to allude to the approach to calculating a topological invariant. Indeed, the Chern
number which is used later in this chapter is analogous to the Gauss-Bonnet theorem.
This is an example where the topologically distinct phases are in the geometrical shape of
the object. Topological phases in condensed matter systems1 apply similar principles but
1Topological phases in energy bands were first found in condensed matter systems but were later applied
to photonic, ultracold atom, classical systems and more.
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the topologically distinct states are are in the energy bands2 rather than in its geometrical
structure.
To motivate the study of topological phases in physics, I invoke the example of the integer
quantum Hall effect, discovered in 1980 by Klitzing [112]. Klitzing experimentally ob-
served that the Hall conductance (the transverse current across a 2D material) increased
in stepwise jumps as the magnetic field was continuously increased3. This was a very
surprising result. The stepwise jumps were extremely robust and was proportional to
fundamental constants and an integer. It was interesting because slightly modifying the
sample size, material or even adding disorder did not affect the robustness of these step-
wise jumps [113]4. It turns out, this is because the Hall conductance σxy is proportional
to a topological invariant, which is the Chern number Cn of its energy bands [114]5:
σxy = −e
2
h
∑
n∈ occupied
Cn (3.2)
We do not need details of the integer quantum Hall effect for this thesis. I have merely
used the Hall conductance as an example of how topological properties can make physical
quantities robust.
I will briefly review topological band theory to make sense of this. First, note that a band
structure is gapped if there is a region of forbidden energy. This is depicted in Figure 3.2(a).
A gapless spectrum is depicted in Figure 3.2(b).
Figure 3.2: (a) Gapped energy spectrum. (b) Gapless energy spectrum.
Two gapped energy bands are topologically equivalent if they can be deformed into the
other via a continuous change of variables without closing the energy gap. Here, a
2I will not review energy band diagrams in this thesis. Most solid state textbooks should have very
detailed explanations. See for example [111]. The key concept is that energy bands show what the allowed
energies for the system are.
3Klitzing won the 1985 Nobel Prize for discovering the integer quantum Hall effect.
4In fact, the stepwise jumps are so precise that they were recently used in the redefinition of the
kilogram.
5Thouless won the 2016 Nobel Prize for his work in deriving this ‘TKNN,’ invariant.
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continuous change of variables can be anything such as coupling constants, chemical
potentials, interaction potentials, etc. As long as the band gap is not closed in these
transformations, the topology of the bands stays the same.
However, this is difficult to test. One does not typically experimentally deform a system
in every way possible to test that the energy gap does not close. Fortunately, there is
an easier way to check if an energy band is in the same phase. This is via a topological
invariant. A topological invariant is an integer assigned to an energy band. The invariants
of these energy bands cannot change unless the band gap closes. Thus, topological phase
transitions occur when the band gap closes.
Topological invariants are somewhat abstract. Being able to assign integers to energy
bands is an interesting fact but has only become a significant area of research because
it turns out to have important experimentally observable consequences. The main
consequence is the correspondence of topological invariants to the existence of robust edge
states of a finite system6. At the interface between a topologically non-trivial system and
an open boundary condition (as in the finite boundary of any experimental system), a
topological phase transition at the boundary (to the vacuum or other media) must occur
and the band gap must close. This results in gapless edge states at the boundaries of the
system. In 1D, these edge states are when the wave function is forced to be localised
at the edge. In 2D, edge states are edge currents at the boundary of the system. In
3D, edge states are surface currents. The correspondence of topological invariants and
the edge states in the open boundary condition is called the bulk-boundary correspondence7.
We can now make sense of a characteristic band diagram of a topological system. This is
pictured in Figure 3.3.
Figure 3.3: Characteristic topological band diagram, where grey bands are bulk bands and red
and blue bands are edge states.
In Figure 3.3, the grey represents bulk energy bands which are separated by an energy
gap. The red and blue shows gapless edge states connecting the two topologically distinct
bulk bands.
6A good rule of thumb is that the presence of edges suggests that the system is topologically non-trivial.
No edges means that the system is topologically trivial.
7This is much deeper mathematically [115] but I will not go into detail here.
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Thus, to check that a system is topological, one typically searches for edge states. Proving
that these correspond to a topological invariant is the hallmark of topological systems.
This is a very brief overview of topological band theory. I refer to Ref. [109, 116, 117] for
a much more in depth discussion.
3.2 Topological photonics
The previous section mainly described topological phases of matter in solid-state/ con-
densed matter/ fermionic/ electronic systems because this is where the field originated.
Here, the topological effects are due to the presence of topologically distinct energy bands
of electron wave-functions. However, the band structure of electron wave functions are
readily replicated with photons [118], so it is not surprising that we find analogues in pho-
tonic systems. The first topological photonic system was proposed by Raghu and Haldane
in 2005 [119] and was later experimentally confirmed by Wang et al. in 2009 [120]. Since
then, a plethora of topological states in photonic systems have been both theoretically and
experimentally shown such as in photonic crystals, waveguides, metamaterials, cavities,
optomechanics, silicon photonics and circuit QED [121]. For a very comprehensive review
of topological photonics, see [121]. Much like their solid-state counterparts, topological
photonic systems have also generated a lot of interest from an applications perspective.
By taking advantage of the robust topological phases, topological photonic systems can
pave the way for lossless optical devices [122].
3.2.1 Quantum topological photonics
Most demonstrations of topological photonic systems have been limited to classical optics
systems, however people have very recently began studying topological photonics in
quantum optics [123]. For a recent review of quantum topological photonics, see [25].
The development of topological photonic qubits is one of the main drivers for the field
of quantum topological photonics. I will first give a brief overview on the possibility of
topological photonic qubits and the state of the field at this time.
Currently, the most popular types of qubits for quantum computing are superconducting
qubits and trapped-ion qubits [124, 125]. Most of the of the funding from major companies
such as Google and IBM focusses on superconducting qubits [2]. Other candidates include
topological electronic qubits, silicon qubits, photonic qubits, diamond-based qubits and
rare-earth qubits [126–130].
The biggest obstacle to realising quantum computing is the fragility of quantum qubits.
Undesired coupling of qubits to the environment (called decoherence) results in errors
that affect the computation [131]. Photonic qubits have the advantage that they are
non-interacting which means that they are inherently protected from thermal decoherence.
It is for this reason that people gained interest in photonic qubits. However, while single
photons are well protected, correlated or entangled multiphoton states are actually very
fragile. In fact, it has been shown that scattering will necessarily destroy maximally
spatially entangled states [132]. This limits the scope for storing quantum states using
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photonic systems.
However, it has recently proposed that topology may be a useful tool to protect
multiphoton entangled states [132–134]. While topological qubits have mainly focussed
on electronic based systems8, photonic systems are often much easier to experimentally
implement in comparison to solid-state systems. For this reason, topological photonic
qubits have recently been proposed as viable candidates for quantum computing [25].
Quantum topological photonic systems have already been experimentally verified in
topologically protected single photon states, topologically protected biphoton states
and topologically protected entangled states [133–139]. It is worth noting that the
papers [133, 135–140] were all published in 2018 or 2019. The field of quantum topological
photonics is basically in its infancy but the results thus far look promising. For a more
detailed analysis and comparison of these experiments, see [25].
Aside from potential applications, quantum topological photonic systems are also funda-
mentally interesting, as one can see investigate novel quantum states of light.
Figure 3.4: Example of topologically protected correlated biphoton states in a quantum topolog-
ical photonics system. The state is robust over large disorder. Source: [136]
3.2.2 Nonlinear topological photonics
Another interesting subfield in topological photonics is that of nonlinear topological pho-
tonics. Nonlinear systems are when the input to a system is not proportional to its
output. Nonlinearity can be induced through different means/ parameters such as op-
tical transitions or interparticle interactions. Nonlinearity has important consequences
because it can break time reversal symmetry. Breaking time reversal symmetry in topo-
logical systems is typically desirable as it can make the system more resistant to perturba-
tions or back-scattering [141]. It has been shown that nonlinearity can induce topological
edge states [142] or be used as a parameter to modify the topological structure in a sys-
tem [143]. Examples of various nonlinear topological photonic systems include arrays of
waveguides [144–147], exciton-polariton devices [142, 148–150], 1D Su-Schrieffer-Heeger
or zigzag arrays [151–153], 2D photonic crystals [154] and more.
8This is actually the current focus of the quantum computing approach taken by Microsoft.
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Figure 3.5: Topological edge state in the shape of Australia, where the edge state was mediated
by optical nonlinearities. Source: [143]
Quantum emitters/ two level atoms are inherently nonlinear due to photon blockade. If
one photon is input into the system, this can be absorbed by the two level system. If two
photons are input in the system, still, only one photon can be absorbed. The input is not
proportional to the output. The nonlinearity is represented by the χ term in Equation 2.1
and is effectively infinite in the case of photon blockade. Thus, the intrinisic nonlinearity
of quantum topological photonic systems (such as the one studied in this thesis) make
them an effective platform to study nonlinear topological properties [155].
3.2.3 Non-Hermitian topological photonics
I will go over one last subfield of topological photonics which is also a recent hot topic.
Non-hermitian models are systems that have gains and losses. Most theory on topological
phases require Hermitian Hamiltonians, however, the intersection of topological phases and
non-Hermitian systems has turned out to be a quite fruitful research topic [1, 156, 157].
There has already been progress in the classification of topological phases in non-Hermitian
systems [158]. Of particular interest is the study of non-Hermitian systems satisfying PT
symmetry (which have real eigenvalues) [159] or systems exhibiting exceptional points
(where the energy gain and loss is equal leading to exotic properties) [160]. While there
are new effects that can be studied from non-Hermitian systems, in some cases a lot of
the traditional techniques used to study topological phases such as the bulk-boundary
correspondence sometimes does not apply [161] which may lead to complications. In
general, there is a lot we still do not know about non-Hermitian topological photonic
systems.
3.3 Introduction to cosine modulated qubit array
I will finally move on to focussing on a specific model which is the cosine modulated
spaced array of qubits introduced in the previous chapter. This section will reveal how
this modulated array can be topologically non-trivial. It is done via a ‘1D to 2D ancestor
mapping,’ method using the modulation phase. I will give an overview of this technique
after describing the set-up of the system.
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3.3.1 Hamiltonian
The matrix elements for our Hamiltonian is still given by:
Hij = ω0δij − ig2eiω0|zi−zj |. (3.3)
As introduced in the previous chapter, let us consider a 1D array of qubits that are spatially
cosine modulated. The spacing of each qubit is defined by:
zn = d[n+ η cos(2pinb+ φ)]. (3.4)
Here b is a dimensionless parameter of the system, d is the average spacing between the
atoms and η is a small modulation amplitude. If b = 1/3, then the structure has a
compound unit cell (a unit cell consisting of multiple atoms) with 3 qubits and the period
is D = 3d. If b were irrational, then this system would be aperiodic and form a quasi-
crystal. Both periodic compound unit cells and aperiodic systems can exhibit topological
edge states via the ‘1D to 2D ancestor mapping method,’ discussed in the next subsection.
Figure 3.6: 1D spatially modulated qubit array. The compound unit cell consists of three qubits.
Here, the average distance between qubits is d and the period is D = 3d.
Comparisons to similar systems
It is worth making the comparison between this 1D cosine modulated qubit array and
the 1D cosine modulated photonic crystal structure in [1], which is given in Figure 3.7.
Even though the physical set-up is different, the Hamiltonian turns out to be equivalent
in the single photon case. Thus, the energy spectra and invariants in this chapter are
actually exactly the same as in [1]. The same model can also be applied to excitonic mul-
tilayer [108], dielectric and plasmonic multilayers [162, 163], to coupled waveguides [164],
atomic arrays [165] and even to nuclear excitations in multilayers containing different iso-
topes of the same element [166]. For more detail, see the review in [166]9. The photonic
crystal case was also studied by [167] where it was shown that self-induced transparency
pulses could excite edge states. It was also suggested by thus paper that this model could
be used for topological lasing.
9It would actually be nice to have a specific name for this model, as the model appears to have been
independently studied in different settings but the connections between the different communities has not
really been made except by Ref. [1, 166]. The paper [167] simply calls this model a rather general “two-level
system.”
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Figure 3.7: 1D modulated photonic crystal studied by [1, 167]
In this thesis, this model is applied in a quantum optics setting10 which is basically a
spatially modulated Dicke array (or a spatially modulated multimode Tavis-Cummings
model). While the system is equivalent to the photonic crystal set-up for the single photon
case studied in this chapter, the models become different in the case of two photons as the
quantum case with two level qubits have photon blockade, unlike in the classical systems
listed above. The two photon quantum case is studied in the next two chapters and the
effects due to photon blockade are very interesting.
3.3.2 1D to 2D topological ancestor mapping
According to Kitaev’s classification of topological phases [28], all 1D systems in the
absence of any symmetries are topologically trivial. Consequently, it should be impossible
for 1D quasicrystal systems to have topological phases. However, in 2012, Kraus
et al. [168] introduced a novel method where a parameter of a 1D ‘descendant,’ system
could be used as an additional dimension to map the system to an effective 2D ‘ancestor,’
model. This 2D ancestor model may be topologically nontrivial so this method allowed
1D quasicrystals to be associated with topological properties.
The parameter is used as one dimension of the 2D lattice wavevector to calculate a 2D
Chern number. It requires that the parameter is periodic, much like a lattice wave vector.
This method works because it can be shown that the calculation of the topological
invariant is independent of the periodic parameter. This parameter may be a modulation
phase for the lattice spacing or the on-site potential. The main requirement is that the
parameter obeys the periodicity of a lattice wave vector. By plotting the eigenvalues
as a function of the parameter, the system can exhibit a band structure that resembles
a 2D topological system. While it is bizarre to have a band structure as a function of
real geometrical parameter of the system (as opposed to a Brillouin lattice wave vector
in momentum space), these topological band diagrams are valid and systems have been
experimentally verified.
The most common systems where this 1D to 2D mapping method is used is for the tight
binding Aubry-Andrè-Harper model and the Fibonacci quasicrystal [168, 168–170] (it was
actually shown in [168] that the Aubry-Andrè-Harper model and the Fibonacci quasicrystal
and modulation crystal were topologically equivalent). These systems are tight-binding
and Hermitian. The only other system to my knowledge that this has 1D to 2D ancestor
10The same effective Hamiltonian is actually also applied in a quantum optics system in [165], but they
apply the modulation to a magnetic field rather than the spatial distribution as in this thesis.
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mapping method has been applied to is the two level long range non-Hermitian system
in [1, 165, 167].
3.4 Edge states
In this section, I move on to numerical results of the finite 1D spatially modulated qubit
array. I use the inverse participation ratio as a tool to calculate edge states. I also
numerically plot the energy spectra as a function of φ and locate the edge bands.
3.4.1 Finite spectra
To find edge eigenmodes, the typical approach is to numerically diagonalise the finite array
to find the energy spectra. The eigenvectors are then either bulk modes (where the wave-
function is not localised) or edge states (where the wavefunction is localised at the edge).
In order to know which are edge modes, they can be identified as the singular eigenvalues
in a gap between a continuum of eigenvalues. This is because for a periodic structure,
the continuum spectrum is made of Bloch modes. Bulk states must obey translational
symmetry and are degenerate. The singular eigenmodes away from the continuum do not
have translation symmetry and are therefore edge (or defect) states. As an example, I plot
the real component of the eigenmodes for a parameter set of the 1D modulated qubit array
defined above where where g = 1, ω0 = 2pi + 0.01, η = 0.2/pi, φ = 2pi/3, N = 150, d = 1/2
and b = 1/3. The eigenmodes are plotted sequentially in Figure 3.8
Figure 3.8: Real component of the eigenvalues where g = 1, ω0 = 2pi + 0.01, η = 0.2/pi, φ =
2pi/3, N = 150, d = 1/2 and b = 1/3 for the 1D modulated qubit array. We see three continuum of
eigenmodes corresponding to the set of Bloch vectors for each of the three qubits in the unit cell.
The two singular eigenmodes in the gap are edge states.
We see that there are three bulk or continuum of modes and two singular eigenmodes.
The bulk eigenmodes are the allowed bands and the gap is the forbidden bands. We
expect three allowed bands because our unit cell consists of three qubits. Therefore the
continuum for each mode corresponds to the set of Bloch waves for each of the three
qubits in the unit cell. The two singular modes correspond to edge modes. I plotted the
eigenvector amplitude to verify this and they correspond to the plots in Figure 3.10(b)
and Figure 3.10(d).
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3.4.2 Inverse participation ratio
Locating the edge states by plotting the energy spectra and locating the modes in the gap
is a valid method but can be rather tedious. A more convenient method (that is better for
automating over a set of parameters) is to use a tool called the inverse participation ratio
(IPR). The IPR has been used from as early as 1970 to study localisation [171]. The IPR
is defined in terms of the eigenvectors. For our system, it is defined as the following:
IPR =
∑
j
|pj |4(∑
j
|pj |2
)2 . (3.5)
where pj is the jth component of an eigenvector. This denominator is used to normalise
the IPR. If the eigenmodes are already normalised, then the IPR is just
IPR =
∑
j
|pj |4 (3.6)
The IPR is a measure of localisation. It is used to identify topological edge states but
it is also a common method to analyse localisation due to other mechanisms such as
Anderson localisation. The IPR is calculated for every eigenvector in a finite system. It
is large for localised edge states and small for bulk states. Thus, plotting the IPR for
a set of eigenvectors allows one to quickly identify which eigenvector corresponds to an
edge state.
For the same parameter set as in Figure 3.8, I numerically calculate the eigenvectors and
calculate the IPR for each eigenvector. This is plotted in Figure 3.9:
Figure 3.9: IPR where g = 1, ω0 = 2pi+ 0.01, η = 0.2/pi, φ = 2pi/3, N = 150, d = 1/2 and b = 1/3
for the 1D modulated qubit array. The two peaks correspond to the two edge states.
The two peaks correspond to the two edge states. The IPR is useful because not all
parameter sets have edge states and it is a useful method to see at a glance whether there
are edge states for a particular parameter set.
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3.4.3 Finite energy spectra (or band structure) for varying phase
I now plot the band structure as a function of the modulation phase χ where χ = φ−pi/6.
This translation just shifts the modulation phase so that the system is inversion sym-
metric. The details are not important, but inversion symmetry is needed to define a
topological invariant in the next section. The modulation phase acts as the ‘ancestor,’
lattice wave vector [1], so plotting the finite energy spectra against χ should resemble the
energy spectra or band structure of a 2D topological insulator.
For g = 1, ω0 = 2pi+ 0.01, η = 0.2/pi,N = 150, d = 1/2 and b = 1/3, the energy spectra as
a function of χ is plotted in Figure 3.10a.
Figure 3.10: Band structure as a function of the “ancestor" lattice wave vector χ = φ− pi/6 for
the 1D cosine modulated array. with a single excitation with 150 atoms. The parameters used are
g = 1, ω0 = 2pi + 0.01, η = 0.2/pi,N = 150, d = 1/2 and b = 1/3. I have coloured the right edge
band in red and the left edge band in blue. The black bands are the bulk states.
Note that this is basically numerically plotting Figure 3.8 (but with all the eigenmodes in a
line above the corresponding χ axis as opposed to being plotted sequentially) repeatedly for
different φ. The plotted diagram is reminiscent of the band structure for a 2D topological
insulator and we can clearly see the bulk and edge bands. In Figure 3.10(b), 3.10(c) and
Figure 3.10(d), I pick one of the eigenmodes and plot the corresponding amplitude of the
eigenvector. We see that those bands correspond to the right edge, bulk mode and left
edge respectively.
3.5 Topological invariants
The previous section verifies that the finite array exhibits edge states. However, the
presence of edge states does not prove that it is topological as other mechanisms such
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as non-linearity or curvature [172] can also cause edge states. In order to show that it
is topological, ideally one should calculate a topological invariant and verify the bulk-
boundary correspondence. In this section, I describe the steps but do not do the actual
numerical calculation of how to calculate the Chern number. The results can be found in
Ref. [1].
3.5.1 Dispersion relation
Topological invariants are defined using bulk or infinite systems. The typical approach is
to use translational invariance and the Bloch condition to derive a dispersion relation for
the energy bands in the infinite array. From there, there are several topological invariants
one may use, but it is typically a case of plugging the dispersion relation into a formula.
For this 2D topological ancestor system, we use the most famous 2D topological invariant
which is the Chern number. I first show how to derive the dispersion relation for the
infinite array. This would then be used in the Chern number formula.
The derivation for this is done in more detail in Appendix A.2.4. I outline the main steps
here. For an infinite array with modulated spacing, we can use the Bloch condition for
every three qubits:
Ψ3l+m = eikz3lψm (3.7)
where l is the number of the unit cell and m = 1, 2, 3 denotes the first, second or third
position in the unit cell.
The energy eigenvalue problem can be written as a 3× 3 matrix with Hamiltonian H:
EΨ3l+m =
∑
l′,m′
H3l′+m′,3l+mΨ3l′+m′ (3.8)
which I write as
E
 Ψ1Ψ2
Ψ3
 =
 M1,1 M1,2 M1,3M2,1 M2,2 M2,3
M3,1 M3,2 M3,3

 Ψ1Ψ2
Ψ3
 (3.9)
where
Mm,m′ = −iΓ0
∑
l′∈Z
eiω0|3dl
′+zm′−zm|eik3dl
′
. (3.10)
Equation 3.10 can be simplified to (see Appendix A.2.4):
Mm,m′ = −iΓ0
(
−e−iω0|zm′−zm| + e
iω0(−zm′+zm)
1− ei3ω0d−i3kd +
eiω0(zm′−zm)
1− ei3ω0d+i3kd
)
. (3.11)
By finding the eigenvalues of the 3× 3 matrix, one can find the dispersion relation. This
is possible to do analytically but is easier done numerically.
3.5.2 Chern number
Now that we have a dispersion relation, we can use this to calculate a topological invariant.
The Chern number using the modulation phase χ as one of the 2D Brillouin wavevectors
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is given by:
C = 12pii
∫ pi/D
−pi/D
dk
∫ pi
−pi
dχ (∂kAχ − ∂χAk) (3.12)
where
Ar = i 〈ψ(k, χ) |∂r|ψ(k, χ)〉 , (r = k, χ) (3.13)
is the Berry connection [173]. The eigenvectors ψ(k, φ) are found using the eigenvectors
from the dispersion relation defined above.
Doing the Chern number calculation is simply a matter of numerics 11 and it reveals Chern
numbers of -1, 2 and -1 respectively for the three bulk bands [1]. The fact that the Chern
numbers change across the bands show that it is topological. If it were not topological,
the Chern numbers would all be zero. The change in Chern numbers corresponds to the
edge states in the system and proves that the system is topological.
3.6 Chapter summary
In this chapter, I described the background theory for topological phases and topological
photonics. The 1D spatially modulated qubit array for the single photon case was analysed
and the edge states and topological invariants reveal that the system is topological. In the
next chapter we consider the two photon case.
11A way to do this numerically is described in Ref. [174].
Chapter 4
Bound photon pairs (doublons)
In this chapter, I move from the single photon case to the two photon case. This
dramatically changes the physical results of the qubit arrays studied in previous chapters
due to the presence of interactions between the two photons. One thing that can arise
from interactions is the formation of bound photon pairs (also known as doublons). Even
more exotic is the formation of topological bound photon pair edge states (or doublon
edge states). I first explain how to set up the Hamiltonian for the two photon case. I
then analyse bound photon pairs and introduce analytical tools for both the periodic and
the modulated 1D qubit array. I note some observations of single-photon topological edge
states in the two-photon system and also present potential topological doublon edge states.
This chapter contains original results. While bound pairs were already found for the peri-
odic qubit array in [30], new tools to analyse these bound pairs are introduced in this chap-
ter. The two photon modulated chain has never been analysed before. While topological
doublon edge states are likely to exist in this system, a calculation of a topological invariant
should be made before making a stronger conclusive statement. The matrix Hamiltonian
for the modulated qubit array was solved by Yongguan Ke, and I have used this derivation
in this chapter.
4.1 Two-body Hamiltonian
In order to study the case where two photons are incident on a waveguide QED system, we
must first set up the two photon/ two excitation subspace Hamiltonian. The construction
of the two photon Hamiltonian is based off the supplementary material in [52].
4.1.1 Hamiltonian for two photon case
Recall from Equation 2.34 that the Hamiltonian for the single photon/ excitation case was
H
(1)
ij = ω0δij − ig2eiω0|zi−zj |. (4.1)
The eigenstates of this effective Hamiltonian live in the single excitation Hilbert space.
Let us now consider the case where two photons are interacting with a waveguide QED
system. The method we use is to first consider the tensor product of both systems (the
first photon and the second photon) and then impose the symmetries of indistinguishable
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bosons (symmetric under particle exchange). Note that this is a standard technique of
multi-particle quantum mechanics [175].
Our system consists of hard core bosons (bosons that cannot occupy the same site). The
matrix Hamiltonian can be constructed by separating the Hamiltonian into a linear and a
nonlinear term. The linear term describes the dynamics of two photons that are absorbed
and emitted independently. This linear part of the Hamiltonian is given by the sum of
the single photon Hamiltonians. It also includes transitions to the state where a qubit
absorbs both photons. However, this transition is impossible due to photon blockade
(where a qubit can only absorb one photon at a time). In order to account for this, we
introduce a nonlinear term that suppresses both photons transitioning to the same atom.
This is just the χ term in Equation 2.1 in Chapter 2.
The linear part of the Hamiltonian is written as:
H(2) = H(1) ⊗ I + I ⊗H(1) (4.2)
where H(1) is the single photon Hamiltonian defined above and I is the identity matrix.
The matrix elements of this linear Hamiltonian can be written explicitly as
H
(2)
i1i2;j1j2 = δi2j2H
(1)
i1j1 + δi1,j1H
(1)
i2j2 , i1, i2, j1, j2 = 1 . . . N. (4.3)
The nonlinear part of the Hamiltonian is given by
Ui1i2;j1j2 = δi1i2δj1j2δi1j1χ (4.4)
where we take the limit χ → ∞ to induce photon blockade. Numerically, we let χ be an
incredibly large, finite value. When the term above is very large, the energy associated
with two excitations in the same qubit site also becomes very large. This then makes it
unfavourable which is why this term describes photon blockade.
The two-body linear eigenvalue problem that we need to solve is(
H(2) + U
)
Ψ = 2ωΨ (4.5)
where ω is the eigenvalue.
Solving for the eigenvectors of the
(
H(2) + U
)
matrix yields N2 eigenvectors. However,
we impose bosonic symmetry and photon blockade on the eigenvectors Ψ:
• Ψij = Ψji (bosonic symmetry)
• Ψii = 0 (photon blockade)
After imposing these restrictions on the eigenvectors, we end up with N(N − 1)/2
solutions1.
1There are N(N − 1)/2 solutions because there are N(N − 1)/2 independent components in an N2
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4.1.2 Quasi-2D Eigenstates
The process above is essentially turning the two-body problem into a system of linear
equations that can be interpreted as describing a single particle hopping on a quasi-2D
lattice. This is a useful technique for studying low dimensional systems and has been used
for studying conventional [176] as well as topological systems [31]. The eigenstates of the
system are given as N2 vectors Ψ = ∑i,j ψij = [ψ11, ψ12, ψ13 . . . ψNN ]T . This is easier to
visualise as an N × N matrix where the rows and columns are the spatial coordinates/
qubit site index for the two photons (the first photon is at site i and the second photon is
at site j). These eigenvectors can then be plotted as a 2D colour map where the colour of
each matrix entry indicates the magnitude of the element ψij .
Examples of a few colour maps and some characteristic eigenvectors are given in
Figure 4.1. The main concept is that the main diagonal represents states where the sites
are doubly occupied. The top left corner means that both photons are at the first qubit
site. The bottom right corner means that both photons are at the last qubit site. The
top right and bottom left corner means that the two photons are at either ends of the
qubit array.
Figure 4.1a is a scattering state. This simply consists of when the two photons are
non-interacting bulk states and are independent of each other. Their energy can be
calculated by the sum of the two single photon energies. They consist of states that look
like plane waves and are also sometimes called extended states. The main concept is
that they are delocalised. The image in Figure 4.1 is only one example - there are many
different shapes that can occur. The main thing is that the wave function is not localised.
Scattering (aka bulk) states make up most of the eigenvectors.
Figure 4.1b is a bound pair (or doublon) state. This is when the two excitations are
localised at adjacent qubits/ when there is a well-defined relative distance between the
two excitations. The bound pair is de-localised/ freely propagating in space. This corre-
sponds to a state that exponentially decays from the diagonal entries (except the main
diagonal is necessarily zero due to photon blockade). This is investigated in more detail
in Section 4.2. The bound pairs can appear for the periodic and the modulated qubit array.
Figure 4.1e is a single photon edge state. This is where one photon is localised
at the edge and the other is free to propogate. This requires a modulated qubit array.
The edge state can be topological or non-topological.
Figure 4.1d is a bound pair edge (or doublon edge) state. This is when the
bound pair is localised at the end of the 1D qubit array. In the quasi-2D colour
map, this corresponds to wave-function being localised at the top left or bottom right
corner. This is investigated in more detail in Section 4.4. Bound pair edge states can
be topological or non-topological. They are easier to observe in the modulated qubit array.
vector. We could rewrite all states in terms of an N(N − 1)/2 basis where photon blockade and bosonic
symmetry is already imposed. However, this does not improve the computation speed significantly so it is
unnecessary.
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Figure 4.1: Examples of quasi-2D colour plots of main eigenvector types for two photons in a
qubit array. Colour map indicated probability amplitude, red dots above colour plot represents
photons, yellow ellipse indicates a bound pair and the black lines are representations of the wave-
function. The black squiggle with the arrow indicates a free and independent photon whereas
the black sharp peaks indicate localised states. (a) Scattering state consisting of two independent
photons. (b) Bound pair state where the two photons are bound together but can freely propagate
in space. Freely propagating in space means the same thing as being delocalised. (c) Single
photon edge state where one photon is localised and the other is a free bulk state. (d) Bound pair
edge state where the two photons are bound together and localised at the edge. e) Interaction
induced localisation where one photon is localised and the other is a free bulk state. For all plots,
g = 1, N = 39, χ = 10000, b = 1/3. (a) and (b) ω0 = 1, η = 0, φ = 0, d = 1. (c) and (d)
ω0 = 2pi, η = 0.2/pi, φ = pi/2, d = 0.5. e) ω0 = 0.3, η = 0, φ = 1, d = 1. Eigenvalues about the
resonance frequency ω− ω0 are given in the title of the plot and can be used to identify the state.
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Figure 4.1e is a novel interaction induced localisation. This is when the one photon
is strongly localised (or in a superposition of localised sites) and the other is a free bulk
state. These localisations do not decay from the ends of the array like a topological
edge state localisation. For the periodic array, the superposition of localisations is
symmetric about the spatial position in the middle of the chain but this symmetry can be
broken in the case of the modulated array. More detail on these states is given in Chapter 5.
We can see that the structure of the eigenvectors in the two-body problem is very rich.
In this chapter, I focus on bound photon pairs and bound photon pair edge states. The
interaction induced localisation is discussed in the next chapter.
4.2 Bound photon pairs
I now focus on doublons/ bound photon pairs (Figure 4.1(b). I study doublons in the
periodic 1D qubit array because this is simpler than the modulated array. I give a brief
literature review on the topic before introducing techniques to study these states. The
techniques involve using a centre of mass basis to identify doublon energy bands and
to consider the sum of two single photon dispersions to reproduce most of the energy
spectra. This allows one to check that both the centre of mass energy spectra and the
dispersion relation is correct. Another technique to identify doublons is to plot all real
and imaginary components of all eigenvalues for a finite qubit array. By manipulating
the way these eigenvalues are plotted, we can locate identify when doublons occur.
In order to have a sense of what we are looking for, some examples of different bound
pair eigenvectors for a particular parameter set of the 1D periodic qubit array is given in
Figure 4.2. The parameters used are g = 1, N = 39, χ = 10000, b = 1/3, ω0 = 1, η = 0, φ =
0, d = 1.
Figure 4.2: Example of bound pairs in 1D periodic qubit array for parameters g = 1, N = 39, χ =
10000, b = 1/3, ω0 = 1, η = 0, φ = 0, d = 1.
4.2.1 Overview
Before quantifying bound pair states, I give a brief overview of what they are as well as
an extremely brief literature overview of bound photon pairs.
40 Bound photon pairs (doublons)
Bound photon pairs (where photons are seemingly attracted to each other) are exotic
because photons are inherently non-interacting. If you pass two laser beams over each
other they will pass straight through. Another way to say this is that photon-photon
interactions are basically negligible in free space. However, it is possible to use something
else such as nonlinear optical materials or a qubit array to mediate a photon-photon
interaction [177, 178]. By coupling the photons to these nonlinear mediums, it is possible
to create states where two photons are bound together, called a photon bound pair
(or a doublon)2.
This is not to be confused with an atom-photon bound state, which is when a single
photon is localised at a spatial atomic site. In this thesis, I define a photon bound pair
as a case where the two photon eigenstate is exponentially decaying from the relative
coordinate of the two photons [37]. Photon-photon bound pairs have also been called
diphoton [180], doublon [96], quantum soliton [181] or dimer [30] states. They are also
described as ‘strongly correlated photons [29, 182],’ and have been colloquially referred to
as ‘two photon molecules [177].’ It is also possible to have photon bound states of more
than two photons [181] but in this thesis I focus only on the two photon bound pair case.
Strongly interacting photons have received intense research attention in the last ten
years in several different platforms [183–188]. Potential applications include realising a
two-photon gateway or a single-photon transistor [189] or tunable quantum simulators
and other quantum-mechanical devices [190]. They are said to have applications in
interaction based quantum metrology [191] and can reveal novel many body physics
phenomena such as quantum fluids of light [188] or crystallisation of strongly interacting
photons [186]. The bound photon pairs in the 1D qubit array are qualitatively similar to
the bosonic bound pairs in the Bose-Hubbard model which were experimentally observed
in ultracold optical lattices [192]. Many similar techniques that were used to analyse this
system can be applied to the bound pairs in our qubit array.
To understand why the bound pairs in the qubit array emerge, it is effective to view the
excitations as defects [30]. A site that is excited cannot be excited again and can be
viewed as a missing site that breaks translation symmetry for the second excitation. This
is essentially like a defect in the lattice. Defects can give rise to localised states, so this is
why the photon blockade can induce a bound pair structure.
Bound photon pairs in the periodic 1D qubit array studied in this thesis have only very
recently been reported in [30]. This is the only paper to my knowledge showing bound
pairs in this system. They describe the bound pairs as type I and type II dimers (as shown
in Figure 4.3), where the type I dimers are when two excitations are at adjacent qubits
and the type II dimers are when two excitations are at next nearest neighbour qubits.
2I will use the names bound photon pair and doublons interchangeably in this thesis. Topological
bound pairs have been referred to as doublons in literature [31, 179]. Some people may refer to doublons
as states occupying the same site. In our case, we cannot have two photons on exactly the same site due to
photon blockade. However the physics of the bound pair photons are very similar to the doublons in other
topological systems, so the use of the name doublon is convenient. The term ‘doublon,’ to more generally
refer to bound pairs (not necessarily on the same site) in a similar qubit array is also used in [96].
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This paper focussed on the fact that the type II dimers are more subradiant than the
most subradiant state with only a single excitation. We also observe type I and type II
dimers (see the first two images in Figure 4.2) but there are also other bound pairs that
are not strictly type I and type II like the last two images in Figure 4.2. Doublons have
also been reported in similar two level qubit arrays in [96], however this paper studies a
tight binding model which is different to the long range system in this thesis.
Figure 4.3: Type I and type II dimers (bound photon pairs) in the 1D periodic qubit array.
Source: [30]
4.3 Periodic qubit array
I now introduce quantitative plots that can allow us to analyse doublons. This is done
using a periodic qubit array as it is the simplest case. The plots include a centre of
mass momentum energy spectra, using the sum of single particle dispersion relations to
recreate scattering states and plotting the finite eigenvalues and using colour maps to
identify doublon states.
4.3.1 Centre of mass momentum energy spectra
A very effective tool to study doublons specifically is to consider the energy spectra in
the centre of mass basis. Mass in this context refers to the effective mass of the doublon,
which is given by the curvature of the dispersion relation [111]. In this basis, the two
particles can be viewed as one composite centre of mass particle.
This is useful because in this basis, doublons appear as singular bands whereas scattering
states appear as a continuum of bands. This is analogous to edge states appearing as
singular bands and bulk bands appearing as a continuum in the single particle energy
spectra. The center of mass basis uses the relative coordinate ∆ which is the spatial
distance between the two particles. For a bound pair, the wave-function exponentially
decays from ∆ = 0.
Bose-Hubbard model
The 1D qubit array is fairly complicated owing to its long-range interactions. Thus,
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in order to describe the point of using the center of mass basis, I will use a much
simpler example which is the 1D tight-binding Bose-Hubbard model. Bound pairs in
the Bose-Hubbard model were experimentally observed in 2006 in ultracold optical
lattices [192]. Bound topological edge states were also first theoretically proposed in
the Bose-Hubbard model [31]. The energy spectra in the center of mass basis for the
Bose-Hubbard model is very neatly derived in [193] and I refer to this paper for the actual
calculation. I will only summarise the main steps listed in this paper.
The Hamiltonian for the Bose-Hubbard model is
H = −J
∑
j
(
b†jbj+1 + b
†
j+1bj
)
+ U2
∑
j
nˆj (nˆj − 1) , (4.6)
where j are the index of the lattice sites, J is the strength of the tunneling link between
adjacent sites, U is the on-site interaction and nˆj = bˆ†j bˆj is the number operator.
For a two-body system, we normally consider two particle wave-functions of the following
form:
|Ψ〉 =
∑
j,j′
Ψ
(
xj , yj′
) ∣∣xj , yj′〉 . (4.7)
We rewrite this in the center of mass basis by defining the the centre of mass R = 12(x+y)
and relative position coordinate r = x−y. The two particle wave function can be rewritten
as
Ψ(x, y) = eiKRψK(r). (4.8)
where ψK(r) is the relative coordinate wave-function and K is center-of-mass quasi-
momentum. We then get the energy spectra by applying the Schrodinger equation to this
wave-function. This can be done numerically. I have replicated Figure 1 from Ref. [193]
in Figure 4.4 for a finite lattice with N = 100 lattice sites.
Figure 4.4: Energy spectra of two particle Bose-Hubbard model in centre of mass description.
This replicates Figure 1 in Ref. [193].
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We note two distinctive features. First, there is a bulk continuum of states. These are
the scattering states where the two particles are independent of each other. The second
distinctive feature is the presence of singular bands above and below the scattering state
bands. This is for a repulsive and attractive potential respectively (the two parameter
sets are plotted on the same figure here). These are the doublon bands. Eigenstates
corresponding to these energies are bound pairs.
Periodic qubit array
Now that we know the point of using the center of mass basis, let us apply this to the 1D
periodic qubit array system. The derivation here is based off an equivalent derivation in
Ref. [30].
The position of our qubit sites for a periodic array is given by zn = dn where d is the
lattice spacing. For the two-body problem, let the first excitation be positioned at za and
the second excitation at zb. A typical vector in this two excitation subspace would be
written:
|Ψ〉 =
∑
za,zb
ψ(za, zb) |za, zb〉 . (4.9)
We introduce the variables ∆ = |za− zb| and Zc = 12(za + zb) to describe relative distance
between two excitations and centre of mass respectively as depicted in Figure 4.5.
Figure 4.5: Here za and zb represent the position of the two photons, Zc is the center of mass
position and ∆ is the relative difference between the two photons.
We can write a new basis (as in [30]) with basis states
|K,∆〉 =
∑
Zc
eiKZc
∣∣∣∣Zc − ∆2 , Zc + ∆2
〉
(4.10)
where the sum is for Zc ∈ {z1 + ∆2 , z2 + ∆2 , . . . , zN − ∆2 }. So each basis vector is the sum of
all states with relative distance ∆. Note that this is in the form of Bloch wave vector for
single particle state Ψ(x) = eikrψk(x) but instead of for a single particle, it is for centre
of mass motion. We now find the matrix elements of the Hamiltonian in this basis:
H∆,∆′ =
〈
K ′,∆′
∣∣H |K,∆〉 (4.11)
=
∑
Zc,Z′c
e−iK
′Z′c+iKZc
〈
Z ′c −
∆′
2 , Z
′
c +
∆′
2
∣∣∣∣H ∣∣∣∣Zc − ∆2 , Zc + ∆2
〉
(4.12)
The algebraic steps can be found in the Appendix A.2.1. The matrix elements are:
H∆,∆′ = 2δK,K′ (−iΓ0)
(
cos
(
K(∆−∆′)
2
)
eiω0/c|∆
′−∆| + cos
(
K(∆ + ∆′)
2
)
eiω0/c|∆
′+∆|
)
,
(4.13)
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which can be solved numerically.
I write a matrix for N = 300 qubits and set ω0 = 0.7, g = 1, d = 1 and b = 1/3.
Numerically calculating the eigenvalues as a function of K yields the energy spectra in
Figure 4.6:
Figure 4.6: Energy spectra in centre of mass basis for periodic 1D qubit array with two photons.
System parameters are N = 300, ω0 = 0.7, g = 1, d = 1 and b = 1/3.
We look for the two distinctive features as discussed in the Bose-Hubbard spectra. The
continuum of states corresponds to scattering states. However, we note that there are three
singular bands as labelled in Figure 4.6. These correspond to bound pair states. Thus,
plotting the center of mass spectra allows us to identify the presence of bound pairs.
4.3.2 Sum of single particle dispersion relations
We can reconstruct the spectra of the scattering states using the sum of two independent
single particle dispersion relations. This will show the eigenvalues of non-interacting states.
This means that it will not include the doublon states. Thus, comparisions of the sum
of single particle dispersion relations and the centre of mass energy spectra reveals which
bands are a result of interactions. The dispersion relation for a single photon in a periodic
array was derived by Ivchenko [108]:
E(k) = Γ0
sin (ω0d)
cos(kd)− cos (ω0d) . (4.14)
The derivation can be found in Appendix A.2.2. Plotting this as a function of the single
particle momentum K, we get the following energy dispersion:
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This resembles polariton branches [194]. Details of polaritons are not needed for this thesis
but they make convenient labels. Let the upper branches be labelled UP and the lower
branches be labelled LP. We can reconstruct the scattering part of the spectra by adding
the sum of two single dispersion relations:
Escat =
1
2
(
E
(
K + k
2
)
+ E
(
K − k
2
))
(4.15)
In Figure 4.7, I have iterated this sum for k ∈ (−pi, pi) for the same parameters as in
Figure 4.6. It forms the following structure which successfully replicates the energy spectra
of the scattering states in the center of mass basis. Comparing Figure 4.6 and Figure 4.5
makes it easy to spot when doublons occur.
Figure 4.7: Sum of two single particle dispersions make up the scattering states for periodic qubit
array with ω0 = 0.7, g = 1, d = 1 and b = 1/3.
4.3.3 Finite qubit array eigenvector colour map
As a final analytical technique for doublons, let us now consider the finite array with open
boundary conditions. The matrix Hamiltonian for this is given in Section 4.1.1. I calculate
the eigenvalues for an N = 39 array system using the same parameters as in Figure 4.6 (the
smaller N is because the computation takes longer). I have plotted these eigenvalues in the
complex plane in Figure 4.8. I have used a colour plot to signify doublon states. This was
done by calculating the contribution of the matrix elements one site away from the main
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diagonal to the total norm (for bound pairs, this relative contribution is greater). There
is no obvious structure in Figure 4.8, however, taking the logarithm of the negative part
of the imaginary eigenvalue in Figure 4.9 yields three scattering branches in blue and dou-
blon branches in red/ yellow. This plot makes the genesis of doublon bands very apparent.
There are two reasons for why the doublons form a band in Figure 4.9. The first is
because the band structure for the doublons as in Figure 4.6 is rather flat. This means
that the doublon states have the same energies but different wavelength. They look like
standing waves along the diagonal of the square, with different number of oscillations. The
second reason is because we can deduce from the relationship between E and K that they
have shorter wavelengths. States with shorter wavelengths generally have longer radiative
lifetimes because it is harder to couple them to light. (This can be deduced from the Fermi
Golden Rule [52]). Thus, imaginary component of the eigenvalues, the decay rate, for the
bound pairs are close to zero. Thus, when this is plotted on a logarithmic scale it forms
a fairly flat line in comparison to other states.
Figure 4.8: Eigenvalues for finite periodic
qubit array plotted on the complex plane for
N = 39, ω0 = 0.7, g = 1, d = 1 and b = 1/3.
Figure 4.9: Eigenvalues for finite periodic
qubit array plotted on the complex plane for
N = 39, ω0 = 0.7, g = 1, d = 1 and b = 1/3,
where the absolute value of the imaginary
eigenvalue is plotted on a log scale.
4.3.4 Summary of bound pair analysis for periodic array
Let us now compare our three analytical tools. This is done in Figure 4.10. All three
figures use the same parameters (except for the number of qubits), so they line up nicely.
Guidelines for UP+UP, LP+UP, LP+LP and doublon bands are plotted in dashed lines
in blue, purple, red and green respectively.
The three plots line up and the bands coincide with each other. All three figures were
derived from three rather different set-ups so this is a good check that our analysis thus
far is consistent. These three plots are useful tools in the search for doublon bands and
provide a means to quantitatively analyse them.
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Figure 4.10: Comparison of single particle dispersion relations, centre of mass energy spectra
and finite array eigenvalues side by side for periodic qubit array with ω0 = 0.7, g = 1, d = 1 and
b = 1/3.
4.4 Bound photon pair topological edge states
Let us now move on to bound photon pair edge states (Figure 4.1(d)). Bound photon
pair edge states can be topological edge states or non-topological edge states. Topological
doublon edge states would be exotic because they would exhibit topological protection,
making them potentially useful for practical applications. Modulated spacing is required
for non-trivial topology in the single particle case, so we use a modulated spacing to search
for topological doublon edge states. I first give a background overview of what has been
found so far in regard to topological bound photon pair edge states. I then describe how
to derive all the tools used Section 4.2 but for the modulated array. Finally, I describe
some observations of both single photon edge states and doublon edge states, and give
some remarks on whether they are topological or not.
4.4.1 Overview
In the topological photonics community, most studies refer to bound pairs as doublons.
Topological doublon edge states were first theorised in two back-to-back papers in
2016 [31, 195]. Both considered two-body Su-Schrieffer-Heeger (SSH) systems and both
analysed bound, edge bound and scattering states. Ref [31] showed that the doublon edge
state was topological by calculating a topological invariant in terms of the two photon
quantum walk graph connectivity and noted the surprising break-down of the Zak phase
for topological doublon edge states. These studies were extended in [196–200] with
studies on how nonlocal interactions, nonlinearity and dissipation affects the doublons
and doublon edge states. All of these studies are on the tight-binding SSH/ Bose-Hubbard
model.
Topological doublon states were also experimentally verified very recently via a topolec-
trical circuit, also in the Bose-Hubbard model [201]. This paper also manages to find a
topological invariant using the winding number. Topological doublons were also studied
in interacting SSH rings in [202]. Topological doublon states were also found in a 2D
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system [203] via an interacting Haldane model and topological doublon edge states were
also found in hard core two magnon excitations in a Heisenberg XXZ model [204]. This
paper calculated a topological invariant using the Zak phase. Finally, topological doublon
edge states were also theorised recently in the Creutz model [179]. This paper also showed
the concept of ‘caged doublons.’
4.5 Modulated qubit array
Non-trivial topological edge states can be more easily achieved using the modulated array
as the single photon case in the modulated array is already topologically non-trivial.
Thus, we have to extend our analytical tools derived in the previous section to apply to
the modulated array. Luckily, the basic principles are the same.
4.5.1 Centre of mass energy spectra
We need to derive the matrix elements in the centre of mass basis for the modulated
array. The previous derivation no longer applies because the Bloch condition applies for
every three qubits instead of for every qubit.
Consider the same modulated spacing as previous chapters:
zn = d[n+ η cos(2pinb+ φ)]. (4.16)
where b = 1/3.
We define a basis state for the modulated array as so:
|K,∆,m〉 =
L∑
l=0
eiK(z3l+m+z3l+m+∆)/2|3l +m, 3l +m+ ∆〉 (4.17)
where l ∈ Z is the number of unit cells, m = 1, 2, 3 indicates the number of the
qubit in the unit cell and ∆ is the number of qubit sites between the two excitations.
Using this basis, keeping ∆ and m fixed and summing over l allows us to construct a
basis state consisting of all states with same interaction environment between the two
qubits. (For example, |K, 4, 1〉 = eiK(z1+z5) |1, 5〉+eiK(z4+z8) |4, 8〉+eiK(z7+z11) |7, 11〉+. . .)
The matrix elements are calculated in the same way as the periodic array, though the
algebraic steps are more complicated. For the steps, see Appendix A.2.3. The computation
yields the following, where the criteria in the square bracket must be true for the additive
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term to be nonzero. This condition on m,m′ comes from the delta function.
〈
K ′,∆′,m′|H|K,∆,m〉 =
− iΓ0δK,KeiK(zm+∆−zm+∆′)/2eiω0||zm+∆−zm+∆′ |
[
mod
(
m−m′, 3) = 0]
− iΓ0δK,K′eiK(zm−zm+∆+∆′)/2eiω0|zm−zm+∆+∆′ |
[
mod
(
m+ ∆−m′, 3) = 0]
− iΓ0δK,K′eiK(zm+∆−zm−∆′)/2eiω0|zm+∆−zm−∆′ |
[
mod
(
m′ + ∆′ −m, 3) = 0]
− iΓ0δK,K′eiK(zm−zm+∆−∆′)/2eiω0|zm−zm+∆−∆′|
[
mod
(
m+ ∆−∆′ −m′, 3) = 0]
(4.18)
While this looks complicated, it is not a problem to plot numerically. Plotting for g =
1, N = 300, ω0 = 2pi+ 0.3, η = 0.1, φ = 0, d = 1, χ = 10000 and b = 1/3 yields Figure 4.11.
There are more flat bands in this Figure because the unit cell now contains three qubits.
This means that the irreducible Brillouin zone is three times smaller and is from K ∈
(−pi/3, pi/3) rather than K ∈ (−pi, pi) as in the periodic array. This is called Brillouin
zone folding. A way to think of it is that it is like getting Figure 4.6, dividing it in three
vertical strips and folding it back over the centre. From that we get a figure that resembles
Figure 4.11.
Figure 4.11: Energy spectra in centre of mass basis for modulated array with g = 1, N =
300, ω0 = 2pi + 0.3, η = 0.1, φ = 0, d = 1, χ = 10000.
Note that I have somewhat deliberately chosen a rather complicated looking parameter
set plot to compare it to the figures from the next section. Most states actually look
a bit simpler than Figure 4.11. The reason why there appears to be extra bands is
because we now have an UP and LP branch for each of the three qubits in the unit cell.
Thus, the scattering states now consist of nine combinations, with LP1+UP1, LP1+UP2,
LP1+UP3... instead of just three possible combinations in the periodic array.
4.5.2 Sum of single particle dispersion
In order to check Figure 4.11, let us again recreate the scattering states using the sum of
single particle dispersion relations. Again, we have to rederive the dispersion relation for
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the modulated array. The derivation can be found in Appendix A.2.4. We have
E
 Ψ1Ψ2
Ψ3
 =
 M1,1 M1,2 M1,3M2,1 M2,2 M2,3
M3,1 M3,2 M3,3

 Ψ1Ψ2
Ψ3
 (4.19)
where
Mm,m′ = −iΓ0
(
−e−iω0|zm′−zm| + e
iω0(−zm′+zm)
1− ei3ω0d−iλkd + +
eiω0(zm′−zm)
1− eiΣω1d+i3kd
)
. (4.20)
Finding the eigenvalue of the 3× 3 matrix above is the dispersion relation. Plotting this
for the same parameters as in Figure 4.11 yields:
Figure 4.12: Single particle dispersion relation for modulated array with g = 1, ω0 = 2pi+0.3, η =
0.1, φ = 0, d = 1, χ = 10000.
Note that for each K, we have three rather than one solution. Again, we add all the
different combinations at each K for k ∈ (−pi, pi) and this successfully reproduces the
scattering states:
Figure 4.13: Sum of single particle dispersion relation for modulated array with g = 1, ω0 =
2pi + 0.3, η = 0.1, φ = 0, d = 1, χ = 10000.
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We can now use this to compare to Figure 4.11 to check for doublon states.
4.5.3 Finite array
Again, let us compare to the finite array eigenvalues. For the same parameters as Fig-
ure 4.11, we have the following eigenvalue plots:
Figure 4.14: Eigenvalues for finite periodic
qubit array plotted on the complex plane for
N = 39, g = 1, ω0 = 2pi + 0.3, η = 0.1, φ =
0, d = 1, χ = 10000.
Figure 4.15: Eigenvalues for finite periodic
qubit array plotted on the complex plane for
modulated array with N = 39, g = 1, ω0 =
2pi + 0.3, η = 0.1, φ = 0, d = 1, χ = 10000,
where the absolute value of the imaginary
eigenvalue is plotted on a log scale.
Note that in Figure 4.15, we also no longer have the nice three sections of LP+LP, LP+UP,
UP+UP. Instead, we have nine groups, some of which can be distinguished but most of
which cannot. However, the colour plot of the doublon states is still a very helpful marker,
and perhaps even more so in comparison to the increasingly complicated center of mass
spectra for the modulated array.
4.5.4 Summary of bound pair analysis for modulated array
Figure 4.16: Comparison of all three figures for modulated array with g = 1, ω0 = 2pi + 0.3, η =
0.1, φ = 0, d = 1, χ = 10000.
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Finally, let us compare all three figures to see if they line up. This time I have not included
guidelines to keep the figures simpler. As seen in Figure 4.16, the bands of all three figures
line up nicely. This gives a strong indication that the analytical results and the code for
these figures is correct.
4.6 Topological edge states
Now that we have tools to analyse the two photon system, let us analyse some more exotic
states. We first note that in the modulated array, the single photon case already exhibits
non-trivial topological states. Thus, we expect to find topological states in the two photon
system as well.
4.6.1 Single photon topological edge state in the two photon system
In this section, I note the existence of single photon edges in the two photon system. This
is just when one photon is an edge state and the other is an independent plane wave. For
N = 81, g = 1, η = 0.5, d = 1 and φ = 2.5 and −1 respectively, the single photon array
exhibits right and left edge states respectively, as seen in Figure 4.17 and 4.19. We can
find states in the two photon case that have the same energies as these edge states and
whose probability distribution also exhibits that of a single photon edge state. These are
depicted in Figure 4.18 and 4.20.
We note that the two photon cases are also localised at the side corresponding to where
the single photon case is localised (Figure 4.17 and 4.18 are both localised at the right
edge whereas Figure 4.19 and 4.20 are both localised at the left edge). Thus, we can fairly
confidently conclude that the two photon states in Figures 4.18 and 4.20 consist of the
corresponding single photon topological edge state paired with a near zero plane wave.
From our finite energy eigenvalue plots (Figure 4.14), we saw that many such near zero
eigenvalue states exist, so it makes sense for these states to exist.
Figure 4.17: Single photon edge state for
φ = 2.5, N = 81, g = 1, η = 0.5, d = 1.
Figure 4.18: Single photon edge state in
two photon system for φ = 2.5, N = 81, g =
1, η = 0.5, d = 1.
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Figure 4.19: Single photon edge state for
φ = −1, N = 81, g = 1, η = 0.5, d = 1.
Figure 4.20: Single photon edge state in
two photon system for φ = −1, N = 81, g =
1, η = 0.5, d = 1.
4.6.2 Doublon edge states
I now move my attention to the much more exotic, topological doublon edge state. In nu-
merical observations, many states resembling doublon edge states was observed. However,
due to the presence of an unexpected localisation effect (introduced in the next chapter)
as well as the modulation, it is possible to have many different ways of generating what
appear to be doublon states. It is also possible to have trivial doublon edge states that
are not topological. Thus, I refrain making any stronger conclusive statements on whether
topological doublon edges occur in this system, but I note from a band diagram that it is
quite likely that they occur.
Figure 4.21: Example of topological doublon edge band traversing the gap from bulk doublon
bands in the two particle Heisenberg XXZ model. Source [204].
It would be interesting to see if there are doublon edge bands that come off the doublon
band as in Figure 4.21 from Ref. [204]. This Figure is an example from the Heisenberg
XXZ model. In this figure, the red bands are doublon edge state bands and the black
bands on the right are doublon bands. This band diagram is analogous to single particle
topological edge states traversing the gap and being able to have a similar plot for
doublon edge states would strongly suggest that the doublon edge states are topologically
protected. A topological invariant can be calculated for this band diagram.
In order to see something like this in the 1D qubit array, we need to plot a quasi-2D band
structure by plotting the finite energy eigenvalues as a function of the phase modulation
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φ like in Figure 3.10 in the single particle case. In Figure 4.22, I have plotted the finite
energy eigenvalues for the two photon case as a function of φ for the parameters g = 1, N =
39, ω0 = pi + 0.3, η = 0.2, χ = 10000, b = 1/3. However, I have made the transformation
χ0 = φ−pi/6 to have the inversion symmetric band structure, as in the previous chapter3.
Figure 4.22: Band structure for two photon case as a function of phase χ0 for g = 1, N = 39, ω0 =
pi + 0.3, η = 0.2, χ = 10000, b = 1/3.
Figure 4.22 looks a lot more complicated than the single particle case in Figure 3.10
because there are a lot of scattering states in the two photon case. However, it becomes
more interesting when we analyse particular bands. In Figure 4.23, I zoom in closer to
Real(ω − ω0) = −0.3 to 0.3. I have also coloured the eigenstates by their ‘doublonicity.’
This was done the same way as in Figure 4.8 and Figure 4.14. Essentially, red indicates
that the near diagonal components of the quasi-2D plot make a stronger relative contribu-
tion to the total norm of the eigenvector. Blue means that this relative contribution is less.
I have plotted various quasi-2D eigenvector plots and labelled these on the band diagram
with black arrows. Note that there is a central doublon band that is coloured in red.
The quasi-2D eigenvector plots confirms that they are doublons. Interestingly, there is a
singular doublon band that comes out of this band into the band gap. This band turns out
to consist of doublon edge states, which was also confirmed via quasi-2D eigenvector plots.
The band can be distinguished from the blue scattering states because it is red. The fact
that the doublon edges arise as a singular band across the band gap is highly reminiscent
of the topological doublon edge state bands in Figure 4.21. If it were not topological, the
doublon edges would usually occur at the boundaries of the bulk scattering state bands.
4.7 Chapter summary
In this chapter, bound pairs (or doublons) for the two photon periodic and modulated
array was studied in detail. Doublon edge states were also found and are likely to be
topological but an invariant should be calculated before more conclusive statements are
made.
3The subscript is to distinguish this term from the on-site interaction term χ.
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Figure 4.23: Band diagram where doublons are coloured in red, and scattering states are in
blue. Quasi-2D eigenvector plots label specific points on this band diagram and reveals that the
red singular band is a doublon edge band. Note that the doublon edge band comes out of the
doublon band continuum and even continues into a different scattering continuum. Parameters are
g = 1, N = 39, ω0 = pi + 0.3, η = 0.2, χ = 10000, b = 1/3.
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Chapter 5
Interaction-induced localisation
In this chapter, I introduce a novel interaction-induced localisation effect in the two-
photon waveguide QED system. These localisations can appear away from the edge and
are not topological in nature. This photon localisation is caused by an interplay between
on-site repulsive interactions due to photon blockade and long-range coupling effects. The
localised eigenstates can be described as a self-induced optical lattice where one photon
creates a standing wave potential which causes the second photon to be localised at the
nodes. This localised eigenstate appears to be a product of bright and subradiant photons
(so called twilight states [52]) and can be characterised by low entanglement entropy. It
is also possible to have states which are a product of interaction-induced localisation and
topological edge states. Thus, this unexpected localisation has many rich implications
as it can combine many-body quantum effects, collective behaviour and topological effects.
The analytical derivation of the partial different equation in Equation 5.12 was derived by
my supervisor, Alexander Poddubny. All numerical results and plots in this chapter were
made by me and the code can be found in the Appendix B.4.
5.1 Overview of interaction-induced localisation
In this section, I describe the characteristic properties and numerical observations of the
interaction-induced localisation effect. I also give a brief literature review comparing it to
other known localisation effects.
5.1.1 Description
In this chapter, I focus on eigenstates of a waveguide QED system with two photons
where one photon is highly localised (or in a superposition of localised sites) and the
other photon is a free, delocalised, bulk state1. The interaction-induced localisation can
be found in both the periodic and modulated qubit array. Examples of the localisation
observed in a periodic qubit array is given in Figure 5.1.1 for parameters g = 1, N =
39, ω0 = 0.1, η = 0, d = 1, χ = 10000, b = 1/3. As can be seen, there are a variety of
different types of localisation eigenstates and the localisation can occur at different lattice
sites. However, they all share the main characteristic of distinct horizontal and vertical
lines in the quasi-2D colour map.
1When one photon is highly localised, this corresponds to horizontal or vertical lines in the quasi-2D
colour map. When both photons are highly localised at the same site, this corresponds to a dot in the
quasi-2D colour map.
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Figure 5.1: Examples of interaction-induced localised states in the periodic qubit array for g =
1, N = 39, ω0 = 0.1, η = 0, d = 1, χ = 10000, b = 1/3. One excitation is highly constrained and
localised whereas the other is free (or vice versa).
5.1.2 General observations
I now describe some general numerical observations/ properties of these localised states.
Any analytical results should be consistent with these findings.
• The localisations are induced by on-site interactions. Setting χ = 0 resulted in no
localisations in the eigenstates. Nearly every system with non-zero χ exhibited this
localisation effect, so it actually very hard to get rid of this localisation.
• The localisation can appear even for very weak interactions such as χ = 0.01.
• Unlike topological edge states, the localisation can occur away from the edge.
• For the periodic qubit array, the localisations for the constrained photon is spatially
symmetric about the centre of the array (which corresponds to the quasi-2D colour
plots being horizontally and vertically symmetric in Figure 5.1.1.). Introducing
spatial modulation (η 6= 0) in the qubit array can break this spatial symmetry, as
depicted in Figure 5.3.
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• When this interaction-induced localisation is at the ends of the chain, it can resemble
a one photon topological edge state. However, the mechanisms of the two types of
localisation is quite different.
• In the modulated array, it is possible to have a state which is a product of an
interaction-induced localisation and a topological edge state, as depicted in Fig-
ure 5.2. This is also discussed in Subsection 5.3.3.
• The localised states tend to occur in groups of eigenvalues so they form some sort
of band structure. However, unlike most toplogical edge states, they can occur at
eigenvalues within the scattering continuum (the scattering continuum consists of
product states of two free, delocalised photons).
• Making the matrix elements include nearest neighbour couplings only did not result
in any localised eigenstates, so long range interactions are important.
• The localised eigenstates appear more frequently and was more localised when ω0d ≈
npi.
Figure 5.2: Product state where one pho-
ton is in an interaction-induced localisation
state and the other photon is a topologi-
cal edge state. Parameters are g = 1, N =
42, ω0 = 2pi + 0.01, η = 0.2/pi, φ = pi, d =
0.5, χ = 10000, b = 1/3.
Figure 5.3: Asymmetric localised eigen-
state of a modulated qubit array system. Pa-
rameters are g = 1, N = 39, ω0 = 0.1, η =
0.2, φ = 0, d = 1, χ = 10000, b = 1/3.
5.1.3 A brief literature review of other localisation effects
A literature review was conducted in order to see if this localisation effect was already
known. I describe a range of effects that causes localised states.
One of the most similar results to Figure 5.2 is a state that is an ‘edge state and a
caged particle,’ in the two particle Creutz model [179]. Like Figure 5.2, this state also
appears to be a two particle composite state consisting of a localisation effect and a
topological edge state, and it is shown in Figure 5.4. The difference is that this state
is not a stationary eigenstate. The localisation is also known as a caged particle, which
is when the particle moves around a small range of sites under time evolution. The
mechanism of the localisation is very different to the localisation in our 1D qubit arrays.
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In Figure 5.4, it is caused by ‘Aharonov-Bohm,’ caging. This is when the Aharanov-Bohm
effect due to magnetic fields causes flat bands in the dispersion relation. Flat dispersion
bands mean a near zero group velocity, and this causes the particle to appear localised.
Figure 5.4: Edge state and caged particle composite state in two particle Creutz model. Here
i = 1, . . . , N and j = 1, . . . , N indicate the unit cell index. α = A,B and β = A,B indicate the
two legs of each unit cell. Here N = 6 and the two plots show the caging under time evolution.
This figure is from Ref. [179] but I have manually added the axis headings.
The Aharanov-Bohm caging is closely related to a class of localisation effects which are
caused by flat bands [205]. Localisation due to flat bands and near zero group velocities
are typically called ‘compact localised states.’ The quantum version of localisation due to
flat bands is discussed in Ref. [206]. Other types of localisation include quantum discrete
breathers (or intrinsic localised modes) [207] which occurs in strongly non-linear systems,
localisation due to non-Hermitian scattering in a tight binding lattice [208], localisation
due to a ‘shattering,’ of the Hilbert space [209], localisation at the interface between two
different media (sometimes called Tamm-Hubbard surface states) [210], bound states in
the continuum [211], localisation due to a slowly varying lattice constant [22], localisation
due to being at the edge of a photonic band gap [212], Andreev bound states [213] and
more. Arguably, the most studied localisation effect is that of Anderson localisation [214]
which is a localisation effect caused by disorder in the system. Closely related to Anderson
localisation is the study of ‘many body localisation,’ [215] and mobility edges [216].
Other related self-localisation effects include self-localised solitons [144] or the concept of
a polaron [217] which is when an electron gets self-localised in a lattice through coupling
to phonons.
Nearly all of the above references require tight-binding lattices or disorder. As will be
discussed section 5.2, long range coupling will turn out to be a crucial ingredient in our
1D qubit array localisations, which distinguishes it from most studies on localisation.
Furthermore, our system does not have disorder, which distinguishes it from Anderson
localisation and related effects. The above references without tight-binding or disorder
described different physical set-ups to our qubit array. It is unclear whether there are any
previous studies on this interaction-induced two photon localisation in waveguide QED or
long-range coupling systems, but if there is, it is not well known or not well understood.
This means that the chapter in this thesis is likely the first or one of the first explicit
studies on this effect.
§5.2 Analytical results 61
5.2 Analytical results
I now aim to describe the physical origin of the localised eigenstates. I first give a physical
description that explains the effect before proceeding to an analytical derivation that
supports the physical description. The analysis is done assuming a periodic array (as this
is the simplest case).
5.2.1 Physical picture - self-induced optical lattice
The localised states can be explained by the single particle dispersion band. Let us consider
the periodically spaced qubit array as it is simpler. As found in previous chapters, the
single particle dispersion relation is
E(k) = Γ0
sin (ω0d)
cos(kd)− cos (ω0d) . (5.1)
This dispersion relation consists of upper polaritonic (UP) and lower polaritonic (LP)
branches and is depicted in Figure 5.5. We are interested in the limit where
ω0d kd 1. (5.2)
This can be achieved by having very small lattice spacing. The dispersion relation in this
limit is approximately
E(k) ≈ −2Γ0ω0d(kd)2 . (5.3)
This corresponds to the lower polaritonic branch. Thus, in the strongly sub-wavelength
limit, we have a huge density of states in this branch. In this limit, there are many heavy
and slow polaritons. This is because the dispersion relation is nearly flat for ω0d kd 1
which means a near zero group velocity and a very large effective mass.
Figure 5.5: Diagrams depicting how the interaction-induced localisation is a result of interactions
between heavy and light polaritons.
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On the other hand, particles in the more dispersive (steeper) sections of the dispersion re-
lation are light and delocalised standing waves. The localised eigenstates can be explained
by the heavy polaritons getting trapped in the nodes of the light polariton standing wave,
as depicted in Figure 5.6. The same conclusion applies for when ω0d ≈ npi. It was nu-
merically observed that the localisations appeared more frequently and was more strongly
localised for ω0d ≈ npi, so our intuitive explanation appears to align with the physical
argument presented here.
Figure 5.6: Diagrams of probability amplitudes for heavy and light polaritons and depiction of
how the localisation is the heavy polariton being trapped in the nodes of the delocalised light
polariton.
Instead of two particles in the LP branches, it is also possible to have two paricles in the
UP branches, where one is in the flat section and the other is highly dispersive. However,
the degeneracy in UP states is low in the ω0d 1 limit.
5.2.2 Analytical results - localised eigenstates
I now go over some analytics to support the physical argument made in the previous
subsection.
We begin with the two particle Schrödinger wave function in matrix form:
Hma′ψn′n +ψmn′Hn′n +χδmnψnn = 2Eψmn, or Hψ+ψH +χdiag[diagψ] = 2Eψ. (5.4)
where Hmn = ieiω0d|zm−zn|. Here, the terms represent the first excitation, the second
excitation and the interaction respectively. In the limit of photon blockade, χ → ∞.
However, although χ → ∞ and ψnn → 0, the term χψnn → constant. This term can be
calculated using perturbation theory, as found in the Supplementary Material in [52]. I
quote the result here:
χψnn = −
∑
n′ 6=n
(Hnn′ψn′n + ψnn′Hn′n) = −2
∑
n′ 6=n
Hnn′ψn′n = −2
N∑
n′=1
Hnn′ψn′n. (5.5)
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Our two particle Schrödinger equation becomes
Hmn′ψn′n + ψmn′Hn′n − 2δmnHnn′ψn′n = 2Eψmn (5.6)
which in matrix form is
Hψ + ψH − 2 diag[diagHψ] = 2Eψ, with ψnn = 0. (5.7)
Now let us consider a structure with a very small lattice spacing, ω0d  1. This forms
a very dense (many nonzero elements) matrix since Hmn ≈ −i. For computational ease,
let us take the inverse of this to get K which is now a very sparse matrix (many zero
elements):
K = H−1. (5.8)
Instead of the wave-function ψ, let us focus instead on the function E where2
ψ = KEK. (5.9)
The relevant equation is now
KE + EK − 2 diag[diag EK] = 2EKEK. (5.10)
It can be numerically checked that K is actually almost tri-diagonal. In the limit ω0d→ 0,
K is actually the matrix of second derivatives3
K = 1
ω0d
∂2, ∂2 = 12

−1 1 0 0 . . .
1 −2 1 0 0 . . .
0 1 −2 1 0 . . .
0 0 1 −2 1 . . .
· · · 1 −2 1
· · · 1 −1

. (5.11)
This means that the equation for E is approximately an equation for second derivatives:
(
∂2x + ∂2y
)
E − δx,y
(
∂2x + ∂2y
)
E = EΓ0ω0d∂
2
x∂
2
yE (5.12)
where E is a function of two discrete variables. This equation is now Hermitian because
in taking the limit ω0d 1, we neglect radiative losses. This equation can be thought of
2To justify this statement, consider first the single photon case. Instead of considering the probability
amplitude of excitations (which is also the polarisation of the qubits), let us instead consider the electric
field. The electric field can be written as E(zn) =
∑
m
eiω0d|zm−zn|Pm where Pm are the polarisation of
the qubits. So E ∝ HP or equivalently P = H−1E . The only difference is that here we have generalised
from the single photon case to the two photon case so P = H−1EH−1. So the E in this equation can
be interpreted as an electric field or the photon wave equation. Recall that our wave-function in the two
particle case was in terms of qubit excitations, so P is the same thing as ψ.
3The fact that K = H−1 is a matrix of second derivatives is also not completely out of the blue. In
the strongly subwavelength limit, ω0d  1, the qubit array behaves as an effective medium [218]. The
equation for E in an effective medium is simpler. It is d2E
dz2 + (
w
c
)2χE = 0, where χ is the permittivity.
In this effective medium, E satisfies a second order differential equation, so it is natural to expect second
order derivatives from the matrix H−1.
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as a two photon wave-equation. Thus, instead of considering excitations, we now consider
an equation for photons. Most importantly, Equation 5.12 also exhibits eigenvectors with
characteristic horizontal and vertical lines in the quasi-2D colour map. I have numerically
solved for the eigenstates of this partial differential equation (the code can be found
in Appendix B.4.1) and various eigenvectors are plotted as quasi-2D colour maps in
Figure 5.2.2. As can be seen, the eigenstates closely resemble that of Figure 5.1.1.
The key concept is that long-range coupling is necessary for the H matrix to be dense.
H being dense is necessary for K to be tridiagonal. The localised states in the partial
differential equation is a result of K being tridiagonal, so long range coupling proves to
be a key ingredient for localisation in our system. Another important conclusion is that
if the interaction term δx,y
(
∂2x + ∂2y
)
is omitted from Equation 5.12, then the localised
eigenstates no longer appear. The eigenstates for two free particles are just plane standing
waves. Thus, long-range interactions as well as on site interactions due to photon blockade
are important for the localised eigenstates to occur.
Figure 5.7: Eigenstates of the partial differential equation in Equation 5.12 for N = 27, ω0d = 0.1.
5.2.3 Connecting analytical results back to physical picture
We can connect back to our physical picture by analysing the free particle case of Equa-
tion 5.12. Ignoring the interaction term gives
(
∂2x + ∂2y
)
E = EΓ0ω0d∂
2
x∂
2
yE . (5.13)
The eigenstates of this equation is a plane wave
E ∝ ej(kxx+kyy) (5.14)
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where
E (kx, ky) ≈ −Γ0ω0d
(
1
k2x
+ 1
k2y
)
. (5.15)
Plotting the shape of E (kx, ky) yields the following Figure:
Figure 5.8: Plot of E (kx, ky) for two particles without interactions. The shaded yellow regions
correspond to when there is a heavy and light polariton.
The regions we are interested in is shaded in yellow in Figure 5.8. For these regions, either
ky is big and kx is small or vice versa. This corresponds to the physical picture with heavy
or light polaritons. Furthermore, the fact that the wave-vector is so large only for one
direction explains why the quasi-2D colour map is localised only in the horizontal and
vertical directions.
5.3 Numerical results
I now describe two other numerical observations that characterise the localised states. The
first is that they are the product of bright and dark modes. The second is that they have
minimal entanglement entropy for some parameters. The implications of both properties
is not yet fully known but it reveals that the interaction-induced localisation likely has
interesting distinctive collective and separability properties.
5.3.1 Collective Properties
Interestingly, the localised states can be identified as twilight states which are metastable
products of bright and dark states [52]. Figure 5.9(a) depicts the finite eigenvalues for the
single photon case. In Figure 5.9(b) we can construct the non-interacting eigenstates of
the two photon case by simply taking the average energy of two photons in Figure 5.9(a)
for every combination of two photons. In Figure 5.9(c), the finite eigenvalues for the
interacting two photon Hamiltonian is plotted. The eigenstates are also coloured by IPR,
where the localised states have the largest IPR4. In this case, the localised states are
4It is not always the case that the localised states have the largest IPR. Sometimes bound pairs have
the largest IPR. Thus, for the parameter set in this figure, it was numerically verified by plotting the
eigenvectors that the large IPR states were localised states. It is also convenient to choose a parameter
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coloured green. Comparing Figure 5.9(b) and 5.9(c) reinforces that the localisation is
interaction-induced as the shape of the green localisation scatter states are not present in
Figure 5.9(b).
Figure 5.9: (a) Single particle eigenvalues plotted in complex plane for N = 40, g = 1, ω0 =
0.1, η = 0, φ = 0, d = 1, χ = 10000, b = 1/3. (b) This plot considers the average of two single
particle energies for every combination. This depicted the states of the two photon system if it
is not interacting. (c) Finite eigenvalues for the same parameters calculated using the interacting
Hamiltonian. The states are coloured by their IPR. The interaction-induced localisations have a
higher IPR and can be seen by the green colour.
Furthermore, Figure 5.9 makes it easier to visualise how the localised states are the
product states of bright and dark modes. In Figure 5.9(c), we see that the localised
modes are halfway between the single particle bright and dark modes. Product states
have energies of the average sum of their two constituent states, so this figure suggests
that localised states consist of one bright and one dark photon.
5.3.2 Entanglement Entropy
It was also observed that entanglement entropy could be a useful way to identify the
interaction-induced localisation states. The entanglement entropy S is defined as:
S = −TrA (ρA log ρA) ; ρA = TrB|Ψ〉〈Ψ| (5.16)
where |Ψ〉 is an eigenstate of the two particle system and ρA is the reduced density matrix
of subsystem A. In this case, subsystem A and B represent the first and second photon
respectively.
In Figure 5.10(a) and (b), the eigenvalues are coloured by the entanglement entropy of their
corresponding eigenstate5. The interaction-induced localisation was found to have the
lowest entanglement entropy and is coloured in red in this figure. It is not yet clear whether
it is always the case that the localisation induced states have the lowest entanglement
set where ω0d ≈ npi since this is when localisation effects are more prevalent and when bound pair effects
are less prevalent.
5The entropy was calculated using the open-source Qiskit framework by IBM.
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entropy. However, the fact that the entanglement entropy so distinctly identifies the
localised the states in Figure 5.10 suggests that the separability and entanglement of
the interaction-induced localisation is worthy of future investigation. Having the lowest
entanglement entropy suggests that the state is the most separable, which is somewhat
surprising given that the localisation states are interaction-induced.
Figure 5.10: (a)The finite eigenvalues for the two particle modulated array with N = 33, g =
1, d = 0.5, φ = 0, ω0 = 2pi + 0.01, η = 0.2/pi, χ = 10000, b = 1/3 is plotted in the complex plane.
The eigenvalues are coloured by the entanglement entropy of their corresponding eigenvectors. The
localised states have the lowest entanglement entropy and are coloured in red in this Figure. (b)
This is the same plot as (a) but a logarithmic scale is taken for the negative imaginary eigenvalue
which makes the structure of the localised state band easier to visualise.
5.3.3 Topological States
As a final comment, I note that the interaction-induced localisation can form product
states with topological edge states. An example of such a state is given in Figure 5.2.
Interestingly, these localisation and topologcial edge state can be identified in the band
structure when the finite eigenvalues are plotted as a function of φ. This is depicted by
the central plot in Figure 5.11. We can see that this plot is a lot less simple than the
single photon case. The fact that there are no large gaps is because the scattering states
form a continuum. There are two bigger bulk bands which form the top and bottom of
this central plot. The central thick black band is also a bulk band. Interestingly, it was
numerically verified that this was a bound pair band.
There are also some thin bands coming off of the bulk central bound pair band into the top
or bottom bulk scattering bands. These thin bands actually correspond to localisation and
topological edge product states. This was numerically verified. Examples of eigenvector
plots is given at φ− pi/6 = 1.5 to highlight which band corresponds to which state.
5.4 Chapter summary
In conclusion, the two photon case in a periodic or modulated 1D qubit array coupled to a
waveguide can exhibit a self-induced localisation effect. This can be analytically explained
by considering the two photon Schrodinger equation in the strongly subwavelength limit.
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Figure 5.11: The finite eigenvalues for systems varying φ and g = 1, ω0 = 2pi0.01.N = 39, η =
0.2/pi, d = 0.5, χ = 10000, b = 1/3 are plotted, forming a band structure. Example eigenstates for
the top ten IPR values at φ−pi/6 = 1.5 are plotted around the band structure and an arrow points
to their corresponding eigenvalue. The product of localisation and topological states form what
appears as a thicker band coming off the central bulk doublon band.
The interaction-induced localisation appears to be a twilight state and can be characterised
by its entanglement entropy. For the modulated array, the product states of localisation
and topological edge states form a band when the finite eigenvalues are plotted as a
function of φ. Thus, there is still a lot that is unknown about this new localisation effect,
but it has incredibly rich physics.
Chapter 6
Conclusion and outlook
In this thesis, I have studied in depth two waveguide QED models: a periodically spaced
1D qubit array coupled to a waveguide and a cosine modulated spacing 1D qubit array
coupled to a waveguide where both models have long-range coupling.
The aim of this thesis was to characterise exotic topological and bound pair states in
these models. This aim has been achieved as both phenomena are readily observed in our
systems. This thesis also aimed to observe topological bound pair edge states. Bound pair
edge states are readily observed in the modulated array and observations from the band
diagram strongly suggest that it is topological. However, a topological invariant should
be calculated before making a stronger conclusive statement. The numerical simulations
in this thesis also revealed a completely unexpected phenomena. For the two photon
case in both the periodic and modulated qubit array, it is possible to achieve a novel
interaction induced localisation. This result is incredibly deep as it can combine collective
quantum effects, many-body interactions and topological edge states. The localisation can
be described as a self-induced optical lattice. This observation does not appear to have
been observed in other models or even in papers on the same model. Thus, this thesis
reveals that waveguide QED systems are even richer than initially expected and are vastly
unexplored. Most notably, the presence of topological bound pair edge states and the
interaction induced localisation are likely to be the focus of future investigation.
6.1 Summary of results
I summarise the main findings in this thesis.
In Chapter 2, the background theory on waveguide QED systems was given. A literature
review of the main studies in this field was provided and the general Hamiltonian for
waveguide QED systems was derived. The effective non-Hermitian Hamiltonian for
the single photon/ excitation subspace of the waveguide QED system was derived. An
introduction to quantum collective effects, namely superradiance and subradiance, was
introduced as they are a key component in waveguide QED systems.
In Chapter 3, an introduction to topological phases and topological photonics was given.
A focus on quantum, nonlinear and non-Hermitian topological photonics was given as
our modulated qubit array waveguide QED system falls under these sub-fields. The band
diagram using the ‘1D to 2D ancestor mapping,’ method was plotted and shows that the
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1D modulated qubit array in the single photon case exhibits topological edge states. This
system is analogous to a 1D topological photonic crystal studied in Ref. [1].
In Chapter 4, the two photon case of the periodic and modulated qubit array was
explored with a focus on bound pair edge states. Bound pairs were readily observed
in both models, and the bound pairs in the periodic array matched existing studies in
Ref. [30]. New analytical tools for the bound pairs that has not been previously published
was provided in this thesis. These include using single particle dispersions to reconstruct
scattering states in the centre of mass spectra and coloured finite array eigenvalue plots
which were used to identify doublon states in various parameter sets. This analysis is
done for both the periodic and modulated array. This chapter also explored topological
states in the two photon modulated qubit array, which has not been explored before.
Single photon edge states were readily observed in the two photon model. Doublon edge
states were also readily observed. A band diagram of these doublon edge states strongly
suggests that they are topological but a topological invariant should be calculated to
confirm this.
In Chapter 5, a novel interaction induced localisation effect was reported in both the
periodic and modulated qubit array. General numerical observations were listed in order
to describe the properties of this effect. A literature review revealed similar interaction
induced localisation phenomena, but none seemed to directly match the effect found in
the waveguide QED models in this thesis. Thus, this finding suggests it is a new and
unexplored localisation effect. A physical argument for the localisation was given. The
effect can be described as two polaritons where one photon is a light polariton and forms
a standing wave in the waveguide. The other photon is a heavy polariton and is localised
at the nodes of the standing wave in the first polariton. This physical argument was
supported by an analytical derivation in the strongly subwavength limit. By manipulating
the two-photon Schrödinger equation, it can be found that the long-range couplings and
the photon blockade are a necessary ingredient in the localisation. These localised states
appear to be characterised by their collective behaviour as numerical observations revealed
that they are the product states of many strongly subradiant states with other brighter
modes. This has analogies to recently proposed ‘twilight,’ states [52]. The localisation
states also appear to have the lowest entanglement entropy for some parameters sets
and can form product states with topological edge states. Interestingly, the product of
localised and topological edge states forms a band in the 2D ancestor band structure.
Much is still unknown about the localisation effects but these findings suggests that they
have deep implications in quantum collective effects, topological photonic states as well as
many-body quantum optics.
6.2 Outlook and future work
This thesis reveals that waveguide QED systems exhibit many unexplored phenomena
even in the well studied periodic qubit array.
There are two major areas of interest revealed in the findings of this thesis. The first
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is the presence of topological bound pair edge states. While bound pair edge states
were found, a topological invariant must be calculated to prove that it is topological.
If it is topologically protected, this model may have incredibly powerful applications
in potentially being realised as a future topological photonic qubit for quantum computing.
The second area of interest is the new localised states in the two photon qubit arrays.
There are many open questions from the numerical observations. It would be good
to have an accurate description of the proportion of localised states as a function of
different system parameters in the form of a phase diagram. The collective behaviour
of these states is also worthy of future investigation, as is the connection between these
localised states and ‘twilight,’ [52] states. An understanding of the lifetimes of these
localised states is important if these localised states are to be used for future applications.
The entanglement and separability of these localised states is also an open question.
The fact that they are characterised by entanglement entropy is a surprising result
and understanding why these localised states are more separable will likely lead to
new insights on the mechanism of these states. Seeing the interplay of localisation and
topological states would also be a promising area for future investigation as it may reveal
a new class of topologically protected states.
All these states can potentially be realised in experimental set-ups such as in supercon-
ducting qubits. Extensions to this thesis would be include theoretically solving these
waveguide QED systems in the non-Markovian regime or going beyond the two photon
case to higher number of photons.
An understanding of waveguide QED systems are not only fundamentally interesting as
they reveal new quantum states of light - they may also be a promising candidate for many
future applications, especially given the range of exotic phenomena they can exhibit.
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Appendix A
Derivations
A.1 Chapter 2
A.1.1 Effective non-Hermitian Hamiltonian
In this subsection, I show how to use a single photon/ excitation ansatz to recover the
effective non-Hermitian Hamiltonian in Equation 2.34.
We want to solve the eigenvalue equation
Hˆ |ψ〉 = h¯ω |ψ〉 (A.1)
where Hˆ is given by Equation 2.31. Applying the ansatz to each of the three terms1 in
Hˆ = Hˆphoton + Hˆatom + Hˆint gives:
Hˆphoton |ψ〉 =
∫
dk
2piEkωkaˆ
†
k|0〉, (A.2)
Hˆatom |ψ〉 =
∑
j
h¯ω0pj bˆ
†
j |0〉, (A.3)
Hˆint |ψ〉 =
∑
j
∫
dk
2pi h¯ge
−ikzjpj aˆ
†
k|0〉+
∑
j
∫
dk
2pi h¯ge
ikzjEk bˆ
†
j |0〉. (A.4)
Adding the above three terms gives the LHS of Equation A.1. The RHS is:
h¯ω |ψ〉 =
∫
dk
2pi h¯ωEkaˆ
†
k|0〉+
∑
j
h¯ωpj bˆ
†
j |0〉, (A.5)
Equating the LHS with the RHS and rearranging yields:
∫
dk
2pi
h¯ωkEk +∑
j
h¯ge−ikzjpj − h¯ωEk
 aˆ†k|0〉+∑
j
(
h¯ω0pj +
∫
dk
2pi h¯ge
ikzjEk − h¯ωpj
)
bˆ†j |0〉 = 0.
(A.6)
By equating the two coefficients to zero, we have two equations with unknowns, Ek and
1For computational ease, recall that the photon modes and atomic excitations are independent subspaces
so that bˆj , bˆ†j operators commute with aˆk, aˆ
†
k operators.
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pj :
h¯(ωk − ω)Ek +
∑
j
h¯ge−ikzjpj = 0, (A.7)
h¯(ω0 − ω)pj +
∫
dk
2pi h¯ge
ikzjEk = 0. (A.8)
Rearranging Equation A.7 for Ek and substituting this into Equation A.8, we can eliminate
Ek are left with one equation with unknown pj :
(ω0 − ω) pj − g2
∑
j
∫
dk
2pi
eik(zi−zj)
ωk − ω pj = 0. (A.9)
From here, it is a matter of writing Equation A.9 into a nicer form for computations. It
is instructive to define the following integral:
Gzi,zj =
∫
dk
2pi
eik(zi−zj)
ωk − ω . (A.10)
This integral can be solved explicitly using a complex analysis technique called Cauchy’s
integral formula. This results in the following solution:
Gzi,zj = ieiωk|zi−zj | (A.11)
For more information on solving this integral explicitly, I refer to [219]. It is also possible
to verify the solution by recognising that that Gzi,zj is actually the Green’s Function of the
1D Helmholtz equation [220]. This would mean solving a differential equation rather than
the integral in Equation A.10. Both methods yield Equation A.11. We can substitute this
solution back in to Equation A.9, where we get:
(ω0 − ω) pj − ig2
∑
j
eiωk|zi−zj |pj = 0. (A.12)
This is almost an eigenvalue equation. Note that we have ωk in the exponent. It is
sufficient to replace ωk with ω0 in the exponent. This is an approximation that is valid
when the distances between the qubits is small or when g is small. Typically, g2  ω0.
So finally, we have
(ω0 − ω) pj − ig2
∑
j
eiω0|zi−zj |pj = 0, (A.13)
which is our effective non-Hermitian eigenvalue equation.
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A.2 Chapter 4
A.2.1 Matrix elements of Hamiltonian for periodic qubit array in center
of mass basis
We wish to find the matrix elements in the following centre of mass basis:
H∆,∆′ =
〈
K ′,∆′
∣∣H |K,∆〉 (A.14)
=
∑
Zc,Z′c
e−iK
′Z′c+iKZc
〈
Z ′c −
∆′
2 , Z
′
c +
∆′
2
∣∣∣∣H ∣∣∣∣Zc − ∆2 , Zc + ∆2
〉
. (A.15)
Note that for a single particle state, the Hamiltonian acts as
H |zb〉 = −iΓ0
∑
α
eiω0/c|zα−zb|. (A.16)
So then
〈za|H |za〉 = −iΓ0
∑
α
〈za| eiω0/c|zα−zb| (A.17)
= −iΓ0
∑
α
δα,ae
iω0/c|zα−zb| (A.18)
= −iΓ0eiω0/c|za−zb|. (A.19)
For two particle states, the Hamiltonian acts on a general vector |za, zb〉 as so:
H |zc, zd〉 = −iΓ0
∑
α
eiω0/c|zα−zc| |zα, zd〉 − iΓ0eiω0/c|zα−zd| |zc, zα〉 . (A.20)
This is like keeping one particle at the same site and considering the interaction of the
other one, then keeping other particle at same site and considering interaction of the other
one. This means that:
〈za, zb|H |zc, zd〉 = 〈za, zb|
(
−iΓ0
∑
α
eiω0/c|zα−zc| |zα, zd〉 − iΓ0eiω0/c|zα−zd| |zc, zα〉
)
(A.21)
= −iΓ0
∑
α
(
δα,ae
iω0/c|zα−zc| + δα,beiω0/c|zα−zc| + δα,aeiω0/c|zα−zd| + δα,beiω0/c|zα−zd|
)
(A.22)
= −iΓ0
(
eiω0/c|za−zc| + eiω0/c|zb−zc| + eiω0/c|za−zd| + eiω0/c|zb−zd|
)
. (A.23)
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Using the above rule, the matrix elements become:
H∆,∆′ =
〈
K ′,∆′
∣∣H |K,∆〉 (A.24)
=
∑
Zc,Z′c
e−iK
′Z′c+iKZc
〈
Z ′c −
∆′
2 , Z
′
c +
∆′
2
∣∣∣∣H ∣∣∣∣Zc − ∆2 , Zc + ∆2
〉
(A.25)
=
∑
Zc,Z′c
e−iK
′Z′c+iKZc
(
δZ′c−∆′/2,Zc−∆/2 (−iΓ0) eiωb/c|Zc+∆/2−Z
′
c−∆′/2|
+ δZ′c−∆′/2,Zc+∆/2 (−iΓ0) eiωb/c|Zc−∆/2−Z
′
c−∆′/2|
+ δZ′c+∆′/2,Zc−∆/2 (−iΓ0) eiωb/c|Zc+∆/2−Z
′
c+∆′/2|
+ δZ′c+∆′/2,Zc+∆/2 (−iΓ0) eiωb/c|Zc−∆/2−Z
′
c+∆′/2|
)
.
(A.26)
Now noting that the Kronecker delta is
δK,K′ =
∑
x
ei(K−K
′)x, (A.27)
The rest is just a matter of algebra to find that
H∆,∆′ = δK,K′ (−iΓ0)
(
eiK(∆−∆
′)/2eiω0/c|∆−∆
′| + e−iK(∆′+∆)/2eiω0/c|∆′+∆|
+ eiK(∆+∆′)/2eiω0/c|∆+∆| + +eiK(∆′−∆)/2eiω0/c|∆′−∆|
) (A.28)
= 2δK,K′ (−iΓ0)
(
cos
(
K(∆−∆′)
2
)
eiω0/c|∆
′−∆| + cos
(
K(∆ + ∆′)
2
)
eiω0/c|∆
′+∆|
)
.
(A.29)
This result is equivalent to the one found in [30] and is the equation used to form the
finite matrix whose eigenvalues are plotted in Figure 4.6. The code for implementing this
matrix can be found in Appendix B.3.1.
A.2.2 Dispersion relation for single photon in periodic qubit array
The general Hamiltonian for a qubit waveguide is2:
Hˆ =
∑
j
h¯ω0bˆ
†
j bˆj +
∑
j,j′
Hjj′ bˆ†j bˆj′ +
χ
2
∑
j
bˆ†j bˆ
†
j bˆj bˆj (A.30)
Hjj′ = −iΓ0eiω0|zj−zj′ |. (A.31)
For the dispersion relation, we do not have on-site interactions and we set the h¯ω0 term
as the reference energy. The energy eigenvalue problem is∑
j′
Hjj′Ψj′ = EΨj . (A.32)
2This derivation is based off an unpublished note by Nikita Olekhno and Alexander Poddubny.
§A.2 Chapter 4 77
It is periodic so we can use the Bloch condition to obtain
Ψj = eikd(j−j
′)Ψj′ . (A.33)
So our equation becomes
EΨj = Ψj
∑
j′
Hjj′eikd(j−j
′) (A.34)
E(k) = −iΓ0
∑
j′
eiω0d|j−j′|eikd(j′−j) (A.35)
This is the dispersion relation. The rest is all algebra to rewrite Equation A.35 in a nicer
form (for computational ease). The above is true for all j so let us set j = 0.
E(k) = −iΓ0
∑
j′∈Z
eiω0d|j′|eikd(j′) (A.36)
= −iΓ0
∞∑
j′=0
eiω0dj′
(
eikdj′ + e−ikdj′
)
+ iΓ0 (A.37)
Using the formula for geometric series ∑∞k=0 ark = a1−r , this becomes
E(k) = −iΓ0
( 1
1− eiω0d+ikd +
1
1− eiω0d−ikd − 1
)
. (A.38)
One can derive from trigonometric identities and some algebra:
1
1− eia+ib +
1
1− eia−ib − 1 = −
i sin(a)
cos(a)− cos(b) . (A.39)
So the simplified dispersion relation is
E(k) = Γ0
sin (ω0d)
cos(kd)− cos (ω0d) . (A.40)
A.2.3 Matrix elements of Hamiltonian for modulated qubit array in
center of mass basis
In this section, we derive Hamiltonian matrix elements in the centre of mass basis for a
modulated qubit array. Let the spacing be
z(n) = d[n+ η cos(2pinb+ φ)]. (A.41)
where b = 1/3, so each compound unit cell has 3 qubits.
We can define a basis state for the modulated array as so:
|K,∆,m〉 =
L∑
l=0
eiK(z3l+m+z3l+m+∆)/2|3l +m, 3l +m+ ∆〉 (A.42)
where l ∈ Z is the number of unit cells and m = 1, 2, 3 indicates the 1st, 2nd or 3rd qubit
in the unit cell.
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The matrix elements can be calculated as follows:
〈
K ′,∆′,m′|H|K,∆,m〉 =∑
l,l′
eiK(z3l+m+z3l+m+∆)/2e−iK
′(z3l′+m′+z3l′+m′+∆′)/2 〈3l′ +m′, 3l′ +m′ + ∆′|H|3l +m, 3l +m+ ∆〉
(A.43)
Using the same H as in Appendix A.2.1, we have
〈
K ′,∆′,m′|H|K,∆,m〉 =
− iΓ0
∑
l,l′
eiK(z3l+m+z3l+m+∆)/2e−iK
′(z3l′+m′+z3l′+m′+∆′)/2δ3l′+m′,3l+meiω0|z3l+m+∆−z3l′+m′+∆′ |
− iΓ0
∑
l,l′
eiK(z3l+m+z3l+m+∆)/2e−iK
′(z3l′+m′+z3l′+m′+∆′)/2δ3l′+m′,3l+m+∆eiω0|z3l+m−z3l′+m′+∆′ |
− iΓ0
∑
l,l′
eiK(z3l+m+z3l+m+∆)/2e−iK
′(z3l′+m′+z3l′+m′+∆′)/2δ3l′+m′+∆′,3l+meiω0|z3l+m+∆−z3l′+m′ |
− iΓ0
∑
l,l′
eiK(z3l+m+z3l+m+∆)/2e−iK
′(z3l′+m′+z3l′+m′+∆′)/2δ3l′+m′+∆′,3l+m+∆eiω0|z3l+m−z3l′+m′ |.
(A.44)
The delta functions imply the following conditions:
δ3l′+m′,3l+m =⇒ mod(m−m′, 3) = 0
δ3l′+m′,3l+m+∆ =⇒ mod
(
∆ +m−m′, 3) = 0
δ3l′+m′+∆′,3l+m =⇒ mod
(
∆′ +m′ −m, 3) = 0
δ3l′+m′+∆′,3l+m+∆ =⇒ mod
(
∆′ +m′ −m−∆, 3) = 0. (A.45)
The matrix elements are
〈
K ′,∆′,m′|H|K,∆,m〉 =
− iΓ0
∑
l
eiK(z3l+m+z3l+m+∆)/2e−iK
′(z3l+m+z3l+m+1)/2eiω0|z3l+m+∆−z3l+m+∆′ |
× [mod (m−m′, 3) = 0]
− iΓ0
∑
l
eiK(z3/m+z3l+m+1)/2e−iK′(z3l+m+1)/2eiω0[z3l+m−z3l+m+∆+∆′ ]
× [mod (∆ +m−m′, 3) = 0]
− iΓ0
∑
l
eiK(z3l+m+z3l+m+4)/2e−iK
′(z3l+m−1+z3l+m)/2eiω0|z3l+m+∆−z3l+m−∆′ |
× [mod (∆′ +m′ −m, 3) = 0]
+−iΓ0
∑
l,l′
eiK(z3/m+z3l+m+1)/2e−iK′(z3+m+∆−1+z3l1m+∆)/2eiω0|z3l+m−z3l+m+∆−∆′ |
× [mod (∆′ +m′ −m−∆, 3) = 0]
where each term is only included if the condition in the square bracket is true. With
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further simplification, this becomes
〈
K ′,∆′,m′|H|K,∆,m〉 =
− iΓ0δK,KeiK(zm+∆−zm+∆′)/2eiω0||zm+∆−zm+∆′ |
[
mod
(
m−m′, 3) = 0]
− iΓ0δK,K′eiK(zm−zm+∆+∆′)/2eiω0|zm−zm+∆+∆′ |
[
mod
(
m+ ∆−m′, 3) = 0]
− iΓ0δK,K′eiK(zm+∆−zm−∆′)/2eiω0|zm+∆−zm−∆′ |
[
mod
(
m′ + ∆′ −m, 3) = 0]
− iΓ0δK,K′eiK(zm−zm+∆−∆′)/2eiω0|zm−zm+∆−∆′|
[
mod
(
m+ ∆−∆′ −m′, 3) = 0]
(A.46)
A.2.4 Dispersion relation for single photon in modulated qubit array
For the modulated array, our system is periodic for every three lattice sites. This means
our Bloch condition for our eigenstates are of the form:
Ψ3l+j = eikz3lψj . (A.47)
The energy eigenvalue equation is given by
EΨ3l+m =
∑
l′,m′
H3l′+m′,3l+mΨ3l′+m′ . (A.48)
This is valid for any l so let us pick l = 0 and substitute in Bloch condition expression:
EΨm =
∑
l′,m′
H3l′+m′,mΨ3l′+m′ (A.49)
=
∑
l′,m′
H3l′+m′,me
ikz3l′Ψm′ (A.50)
=
∑
l′,m′
(−iΓ0)eiω0|z3l′+m′−zm′ |eikz3l′Ψm′ (A.51)
=
∑
l′,m′
(−iΓ0)eiω0|3dl′+z+m′−zm′ |eik3dl′Ψm′ , (A.52)
Since m,m′ ∈ {1, 2, 3} this is a 3×3 matrix equation of the form
E
Ψ1Ψ2
Ψ3
 =
M1,1 M1,2 M1,3M2,1 M2,2 M2,3
M3,1 M3,2 M3,3

Ψ1Ψ2
Ψ3
 (A.53)
where
Mm,m′ = −iΓ0
∑
l′∈Z
eiω0|3dl
′+zm′−zm|eik3dl
′
. (A.54)
By finding the eigenvalues of the M matrix, we get the dispersion relation. Again, we
try to find a nicer analytical expression. If m′ = m, we should recover the result of the
periodic array but with 3d instead of d:
Mm,m = Γ0
sin (3ω0d)
cos(3kd)− cos (3ω0d) . (A.55)
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For any Mm,m′ , we have:
Mm,m′ = −iΓ0
∑
l′∈Z
eiω0|3dl
′+zm′−zm|eik3dl
′ (A.56)
= −iΓ0
(
eiω0|zm−zm′ | +
−∞∑
l′=−1
eiω0(−3dl
′−zm′+zm)eik3dl
′ +
∞∑
l′=1
eiω0(3dl
′+zm′−zm)eik3dl
′
)
(A.57)
= −iΓ0
(
eiω0|zm−zm′ | +
∞∑
l′=1
eiω0(3dl
′−zm′+zm)e−ik3dl
′ +
∞∑
l′=1
eiω0(3dl
′+zm′−zm)eik3dl
′
)
(A.58)
= −iΓ0
(
eiω0|zm−zm′ | +
∞∑
l′=0
eiω0(3dl
′−zm′+zm)e−ik3dl
′ − eiω0(−zm′+zm)
+
∞∑
l′=0
eiω0(3dl
′+zm′−zm)eik3dl
′ − eiω0(zm′−zm)
) (A.59)
= −iΓ0
(
− e−iω0|zm′−zm| +
∞∑
l′=0
eiω0(3dl
′−zm′+zm)e−ik3dl
′ +
∞∑
l′=0
eiω0(3dl
′+zm′−zm)eik3dl
′
)
(A.60)
= −iΓ0
(
− e−iω0|zm′−zm| + e
iω0(−zm′+zm)
1− ei3ω0d−i3kd + +
eiω0(zm′−zm)
1− ei3ω0d+i3kd
)
(A.61)
This is the matrix element in the 3 × 3 matrix. As a side note, this derivation requires
that z(n + 1) > z(n) or else some of the absolute value signs need to change in this
derivation. However, this condition makes physical sense, but it is also easy to accidentally
use parameters that violate this.
Appendix B
Code
The code for all plots were made in Python.
B.1 Chapter 2 Code
Plotting the real and imaginary eigenvalues as a function of lattice spacing or average
period for periodic or modulated array as in Figure 2.5 to 2.9.
1 de f z (n) :
2 re turn d∗(n+eta ∗np . cos (2∗ pi ∗n∗b+phi ) )
3 de f bu i l dmat r i xape r i od i c ( q ) :
4 matrix=ze ro s ( shape=(q , q ) , dtype=np . complex ) #bu i l d s qxq matrix , a l l
e n t r i e s ze ro
5 f o r i in range (0 , q ) :
6 f o r k in range (0 , q ) :
7 n=i+1 #row number beg ins at 1
8 m=k+1 #column number beg ins at 1
9 matrix [ i , k ]= -1 j ∗g∗∗2∗cmath . exp (1 j ∗w0∗abs ( z (n) - z (m) ) )
10 matrix [ i , i ]= -1 j ∗g∗∗2 #diagona l
11 re turn matrix
12 de f e i g enva lu e s ( matrix ) :
13 re turn np . l i n a l g . e i g v a l s ( matrix )
14
15 darray=np . arange (0 , 2∗pi , 0 . 001 ) ; e i g l i s t =[ ]
16 f o r d in darray :
17 e i g l i s t . append ( e i g enva lu e s ( bu i l dmat r i xape r i od i c (N) ) )
18
19 p l t . f i g u r e ( f i g s i z e =(13 ,4) )
20 p l t . p l o t ( darray , [ - x . imag f o r x in e i g l i s t ] , ’ . ’ , markers i ze =0.9 , c o l o r=’C0 ’ )
21 p l t . x l ab e l ( " $\omega_0 d$ " )
22 p l t . y l ab e l ( " - Imag ( $\omega ) /\Gamma_0$" )
23 p l t . show ( )
24
25 p l t . f i g u r e ( f i g s i z e =(13 ,4) )
26 p l t . p l o t ( darray , [ x . r e a l f o r x in e i g l i s t ] , ’ . ’ , markers i ze =0.9 , c o l o r=’C0 ’ )
27 p l t . x l ab e l ( " $\omega_0 d$ " )
28 p l t . y l ab e l ( " Real ( $\omega -\omega_0) /\Gamma_0$" )
29 p l t . show ( )
B.2 Chapter 3 Code
Plotting the single photon band diagram as a function of χ as in Figure 3.10.
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82 Code
1 g=1 ;w0=2∗pi +0.01; eta =0.2/ p i ; N=150;d=0.5 ;b=1/3
2 de f z (n) :
3 re turn d∗(n+eta ∗np . cos (2∗ pi ∗n∗b+phi ) )
4 de f bu i l dmat r i xape r i od i c2 (q ) :
5 matrix=ze ro s ( shape=(q , q ) , dtype=np . complex ) #bu i l d s qxq matrix , a l l
e n t r i e s ze ro
6 f o r i in range (0 , q ) :
7 f o r k in range (0 , q ) :
8 n=i+1 #row number beg ins at 1
9 m=k+1 #column number beg ins at 1
10 matrix [ i , k ]= -1 j ∗g∗∗2∗cmath . exp (1 j ∗w0∗abs ( z (n) - z (m) ) )
11 matrix [ i , i ]=w0-1 j ∗g∗∗2 #diagona l
12 re turn matrix
13 de f e i g enva lu e s ( matrix ) :
14 re turn np . l i n a l g . e i g v a l s ( matrix )
15 ch i a r ray=np . arange ( - pi , pi , 0 . 01 )
16 phiar ray=ch ia r ray+pi /6
17 e i g l i s t 1 =[ ]
18 f o r phi in ph iar ray :
19 pr in t ( phi )
20 e i g l i s t 1 . append ( e i g enva lu e s ( bu i l dmat r i xape r i od i c2 (N) ) . r ea l -w0)
21 p l t . p l o t ( ch iarray , e i g l i s t 1 , ’ . ’ , markers i ze =0.4 , c o l o r=’k ’ )
22 p l t . x l ab e l ( " $\ ch i$ " )
23 p l t . y l ab e l ( " Real ( $\omega -\ omega_0$) " )
24 #pl t . t i t l e ( r " $g=1, \omega_0 =$"+ s t r (w0)+" , $\ eta= 0.2/\ pi , N=$"+ s t r (N)+r " $ ,
d=$"+ s t r (d) )
25 p l t . yl im ( - 0 . 6 , 0 . 6 )
Plotting the IPR as in Figure 3.9.
1 de f IPR( e i g enve c t o r ) : #f i nd s IPR
2 numerator=0
3 denominator=0
4 f o r pj in e i g enve c t o r :
5 numerator+=(abs ( pj ) ) ∗∗4
6 denominator+=(abs ( pj ) ) ∗∗2
7 re turn numerator/denominator
8
9 #plo t IPR vs e i g enva lue INDEX
10 indexarray=np . arange (0 , l en ( e i g enva lu e s ( bu i l dmat r i xape r i od i c2 (N) ) . imag ) , 1)
11 IPR l i s t =[ ]
12 e i g e n v a l u e l i s t =[ ]
13 f o r index in indexarray :
14 w, v = np . l i n a l g . e i g ( bu i l dmat r i xape r i od i c2 (N) )
15 x=v [ : , index ] #e i g enve c t o r
16 y=w[ index ] #e igenva lue
17 IPR l i s t . append (IPR(x ) )
18 e i g e n v a l u e l i s t . append (y )
19 p l t . bar ( indexarray , IPRl i s t , c o l o r=’k ’ )
20 p l t . x l ab e l ( " Eigenvector Index " )
21 p l t . y l ab e l ( " IPR" )
22 #pl t . t i t l e ( r " $g=1, \omega_0 =2\pi , \ eta= 0.2/\ pi , N=$"+ s t r (N)+r " $ , d=$"+ s t r (
d)+r " $ , \ phi=$"+ s t r ( round ( phi , 2 ) ) )
23 p l t . show ( )
§B.3 Chapter 4 Code 83
B.3 Chapter 4 Code
Plot all eigenvectors in quasi-2D colour map for a specific parameter set as in Figure 4.1.
1 #parameters
2 g=1;N=39;w0=1; eta=0; phi=0;d=1; ch i =10000;b=1/3
3 #bui ld Hamiltonian
4 de f z (n) :
5 re turn d∗(n+eta ∗np . cos (2∗ pi ∗n∗b+phi ) )
6 i f z (4 ) < z (3 ) :
7 pr in t ( "ERROR z (4) < z (3 ) " )
8 #H one photon qxq
9 de f bu i l dmat r i xape r i od i c ( q ) :
10 matrix=ze ro s ( shape=(q , q ) , dtype=np . complex ) #bu i l d s qxq matrix , a l l
e n t r i e s ze ro
11 f o r i in range (0 , q ) :
12 f o r k in range (0 , q ) :
13 n=i+1 #row number beg ins at 1
14 m=k+1 #column number beg ins at 1
15 matrix [ i , k ]= -1 j ∗g∗∗2∗cmath . exp (1 j ∗w0∗abs ( z (n) - z (m) ) )
16 matrix [ i , i ]= -1 j ∗g∗∗2 #diagona l
17 re turn matrix
18 de f non l i n ea r ( q ) :
19 matrix=ze ro s ( shape=(q∗∗2 , q∗∗2) , dtype=np . complex ) #bu i l d s q^2xq^2 matrix ,
a l l e n t r i e s ze ro
20 f o r i in range (0 , q∗∗2) :
21 i f i%(q+1)==0:
22 matrix [ i , i ]= ch i
23 re turn matrix
24 de f fu l lHami l t on i an (q ) : #H+U
25 re turn 0 . 5∗ ( np . kron ( bu i l dmat r i xape r i od i c ( q ) , np . i d e n t i t y (q ) )+np . kron (np .
i d e n t i t y (q ) , bu i l dmat r i xape r i od i c ( q ) )+non l in ea r ( q ) )
26 eva l s , evecs= np . l i n a l g . e i g ( fu l lHami l t on i an (N) )
27 de f check_symmetric ( a , r t o l=1e -02 , a t o l=1e -02 ) :#checks that matrix i s
symmetric
28 re turn np . a l l c l o s e ( a , a .T, r t o l=r to l , a t o l=a t o l )
29 #IMPOSE CONDITIONS
30 index=0
31 l i s t 2 =[ ]
32 l i s t 2 e v =[ ]
33 l i s t2name =[ ]
34 f o r i i in np . arange (0 ,N∗∗2 ,1) :
35 e i gve c=evecs [ : , i i ]
36 e igmatr ix=e i gve c . r e a l . reshape ( -1 ,N) #wr i t i ng e i g enve c t o r as matrix
37 d iago fmatr ix=np . around (np . diag ( e igmatr ix ) , dec imals=2) #p s i_ i i terms
rounded to 2dp
38 i f check_symmetric ( e igmatr ix )==True and np . a l l ( d iago fmatr ix==0) : #p s i_ i j
=p s i_ j i and p s i_ i i=0
39 l i s t 2 . append ( e i gve c )
40 l i s t2name . append ( i i )
41 l i s t 2 e v . append ( eva l s [ i i ] )
42 #pr in t ( " Eig "+ s t r ( i i ) )
43
44 #IPR PLOT
45 de f IPR( e i g enve c t o r ) : #f i nd s IPR
46 numerator=0
47 denominator=0
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48 f o r pj in e i g enve c t o r :
49 numerator+=(abs ( pj ) ) ∗∗4
50 denominator+=(abs ( pj ) ) ∗∗2
51 re turn numerator /( denominator ∗∗2)
52 indexarray=np . arange (0 , l en ( l i s t 2 ) , 1)
53 IPR l i s t =[ ]
54 f o r e i gve c in l i s t 2 :
55 IPR l i s t . append (IPR( e i gve c ) )
56 p l t . bar ( indexarray , IPRl i s t , c o l o r=’k ’ )
57 p l t . x l ab e l ( " Eigenvalue Index " )
58 p l t . y l ab e l ( " IPR" )
59 p l t . t i t l e ( "$N=$ "+s t r (N)+"$ , \ eta=$ "+s t r ( round ( eta , 2 ) )+"$ , \ ch i=$ "+s t r ( ch i )+"
, $\omega_0=$ "+s t r ( round (w0 , 2 ) ) )
60 p l t . show ( )
61
62 #plo t a l l e i g envec to r s , s o r t by magnitude o f r e a l w
63 t o p l i s t=np . array ( [ x . r e a l f o r x in l i s t 2 e v ] ) . a r g s o r t ( ) [ - l en ( IPRl i s t ) : ]
64 index=0
65 f o r i in t o p l i s t :
66 randoml i s t=[abs (x . r e a l ) f o r x in l i s t 2 [ i ] ]
67 p l t . imshow (np . array ( randoml i s t ) . reshape ( -1 ,N) )
68 p l t . x l ab e l ( " s i t e i " )
69 p l t . y l ab e l ( " s i t e j " )
70 p l t . t i t l e ( " $\omega -\omega_0= $ "+s t r ( round ( l i s t 2 e v [ i ] , 3 ) ) . r ep l a c e ( ’ j ’ , ’ i ’
) . r ep l a c e ( " ( " , " " ) . r ep l a c e ( " ) " , " " ) )
71 p l t . c o l o rba r ( )
72 p l t . show ( )
73 index+=1
Energy spectra in centre of mass basis for the Bose-Hubbard model as in Figure 4.4.
1 de f buildBoseHubbardCOM(q) :
2 matrix=ze ro s ( shape=(q , q ) , dtype=np . f l o a t )
3 f o r i in range (0 , q ) :
4 f o r k in range (0 , q ) :
5 i f abs ( i - k )==1:
6 matrix [ i , k ]= -2∗J∗np . cos (K∗d/2)
7 matrix [0 ,0 ]= U
8 re turn matrix
9 #parameters
10 J=1; d=1; N=50
11 #plo t
12 U= -5; Karray=np . arange ( - pi , pi , 0 . 0 1 ) ; e i g l i s t =[ ]
13 f o r K in Karray :
14 e i g l i s t . append ( e i g enva lu e s ( buildBoseHubbardCOM(N) ) )
15 p l t . p l o t (Karray , e i g l i s t , ’ . ’ , markers i ze =0.4 , c o l o r=’k ’ )
16 U=5; Karray=np . arange ( - pi , pi , 0 . 0 1 ) ; e i g l i s t =[ ]
17 f o r K in Karray :
18 e i g l i s t . append ( e i g enva lu e s ( buildBoseHubbardCOM(N) ) )
19 p l t . p l o t (Karray , e i g l i s t , ’ . ’ , markers i ze =0.4 , c o l o r=’k ’ )
20 p l t . x l ab e l ( "K" ) ; p l t . y l ab e l ( "E/J " ) ; p l t . yl im ( -10 ,10)
B.3.1 Periodic 1D qubit array
Energy spectra in centre of mass basis as in Figure 4.6.
1 w0=1; Gamma=1; phi =0.7 ; N=200
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2 de f buildperiodicCOM (q) :
3 matrix=ze ro s ( shape=(q , q ) , dtype=np . complex )
4 f o r i in range (0 , q ) :
5 f o r k in range (0 , q ) :
6 n=i+1 #row number beg ins at 1
7 m=k+1 #column number beg ins at 1
8 matrix [ i , k ]= -2∗1 j ∗np . cos (K∗(n -m) /2) ∗cmath . exp (1 j ∗phi ∗abs (n -m) )
-2∗1 j ∗np . cos (K∗(n+m) /2) ∗cmath . exp (1 j ∗phi ∗abs (n+m) )
9 re turn matrix
10 de f e i g enva lu e s ( matrix ) :
11 re turn np . l i n a l g . e i g v a l s ( matrix )
12
13 Karray=np . arange ( - pi , pi , 0 . 005 ) ; e i g l i s t 2 =[ ]
14 f o r K in Karray :
15 pr in t (K)
16 e i g l i s t 2 . append ( e i g enva lu e s ( buildperiodicCOM (N) ) . r e a l /2)
17
18 p l t . p l o t (Karray , e i g l i s t 2 , ’ . ’ , markers i ze=1, c o l o r=’k ’ )
19 p l t . x l ab e l ( "K" )
20 p l t . y l ab e l ( " Real ( $\omega -\ omega_0$) " )
21 #pl t . t i t l e ( r " $\Gamma_0=$"+ s t r (Gamma)+"$ , \omega_0 =$"+ s t r (w0)+" , $ , N=$"+ s t r
(N)+r " $ , \ phi=$"+ s t r ( phi ) )
22 p l t . yl im ( -4 , 6 )
23 p l t . show ( )
Sum of two independent dispersion relations as in Figure 4.7.
1 g=Gamma=1;N=300 ;w0=0.7; eta=0; phi= 0 ; d=1 ; ch i =10000;b=1/3
2 #regu l a r
3 de f d i spequa l ( k ) :
4 re turn Gamma∗(np . s i n (w0) /(np . cos ( k ) -np . cos (w0) ) )
5 #cos i n e
6 #def d i sp (k ) :
7 # return Gamma∗( -1 j+ np . s i n ( phi ) /( cos ( k ) - cos ( phi ) ) )
8 d i s p l i s t 1=Kl i s t 1=d i s p l i s t 2=Kl i s t 2=d i s p l i s t 3=Kl i s t 3=d i s p l i s t 4=Kl i s t 4 =[ ]
9 Karray=np . arange ( - pi , pi , 0 . 005 )
10 f o r K in Karray :
11 f o r k in np . arange ( -2∗ pi , pi , 0 . 0 0 5 ) :
12 K1=K/2+k/2
13 K2=K/2 -k/2
14 disp1=di spequa l (K1)
15 disp2=di spequa l (K2)
16 i f disp1<0 and disp2 <0:
17 d i s p l i s t 1 . append ( 0 . 5∗ ( d i sp1+disp2 ) )
18 Kl i s t 1 . append (K)
19 e l i f disp1<0 and disp2 >0:
20 d i s p l i s t 2 . append ( 0 . 5∗ ( d i sp1+disp2 ) )
21 Kl i s t 2 . append (K)
22 e l i f disp1> 0 and disp2 <0:
23 d i s p l i s t 3 . append ( 0 . 5∗ ( d i sp1+disp2 ) )
24 Kl i s t 3 . append (K)
25 e l i f disp1> 0 and disp2 >0:
26 d i s p l i s t 4 . append ( 0 . 5∗ ( d i sp1+disp2 ) )
27 Kl i s t 4 . append (K)
28
29 p l t . p l o t ( Kl i s t4 , d i s p l i s t 4 , ’ . ’ , markers i ze=1, c o l o r=’b ’ , l a b e l="UP+UP" )
30 p l t . p l o t ( Kl i s t1 , d i s p l i s t 1 , ’ . ’ , markers i ze=1, c o l o r=’ r ’ , l a b e l="LP+LP" )
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31 p l t . p l o t ( Kl i s t3 , d i s p l i s t 3 , ’ . ’ , markers i ze=1, c o l o r=’m’ , l a b e l="UP+LP" )
32 p l t . x l ab e l ( "K" )
33 p l t . y l ab e l ( " Real ( $\omega -\ omega_0$) " )
34 #pl t . t i t l e ( r " $\Gamma_0=$"+ s t r (Gamma)+"$ , \omega_0 =$"+ s t r (w0)+" , $N=$"+ s t r (N
)+" , $\ eta=$"+ s t r ( eta ) )
35 p l t . yl im ( -4 , 6 )
36 p l t . show ( )
Colour map of finite array eigenvalues as in Figure 4.8.
1 g=1;N=39 ;w0=0.7; eta=0; phi= 0 ; d=1; ch i =10000;b=1/3
2 #H one photon qxq
3 de f z (n) :
4 re turn d∗(n+eta ∗np . cos (2∗ pi ∗n∗b+phi ) )
5 de f bu i l dmat r i xape r i od i c ( q ) :
6 matrix=ze ro s ( shape=(q , q ) , dtype=np . complex ) #bu i l d s qxq matrix , a l l
e n t r i e s ze ro
7 f o r i in range (0 , q ) :
8 f o r k in range (0 , q ) :
9 n=i+1 #row number beg ins at 1
10 m=k+1 #column number beg ins at 1
11 matrix [ i , k ]= -1 j ∗g∗∗2∗cmath . exp (1 j ∗w0∗abs ( z (n) - z (m) ) )
12 matrix [ i , i ]= -1 j ∗g∗∗2 #diagona l
13 re turn matrix
14 #U non l inea r term q^2xq^2
15 de f non l i n ea r ( q ) :
16 matrix=ze ro s ( shape=(q∗∗2 , q∗∗2) , dtype=np . complex ) #bu i l d s q^2xq^2 matrix ,
a l l e n t r i e s ze ro
17 f o r i in range (0 , q∗∗2) :
18 i f i%(q+1)==0:
19 matrix [ i , i ]= ch i
20 re turn matrix
21 de f fu l lHami l t on i an (q ) : #H+U
22 re turn 0 . 5∗ ( np . kron ( bu i l dmat r i xape r i od i c ( q ) , np . i d e n t i t y (q ) )+np . kron (np .
i d e n t i t y (q ) , bu i l dmat r i xape r i od i c ( q ) )+non l in ea r ( q ) )
23 de f check_symmetric ( a , r t o l=1e -02 , a t o l=1e -02 ) :#checks that matrix i s
symmetric
24 re turn np . a l l c l o s e ( a , a .T, r t o l=r to l , a t o l=a t o l )
25
26 eva l s , evecs= np . l i n a l g . e i g ( fu l lHami l t on i an (N) )
27 #IMPOSE CONDITIONS
28 index=0
29 l i s t 2 = [ ] ; l i s t 2 e v = [ ] ; l i s t 2 e v r e = [ ] ; l i s t 2 e v im = [ ] ; n e a r d i a g l i s t =[ ]
30 f o r i i in np . arange (0 ,N∗∗2 ,1) :
31 e i gve c=evecs [ : , i i ]
32 e igmatr ix=e i gve c . r e a l . reshape ( -1 ,N) #wr i t i ng e i g enve c t o r as matrix
33 d iago fmatr ix=np . around (np . diag ( e igmatr ix ) , dec imals=2) #p s i_ i i terms
rounded to 2dp
34 i f check_symmetric ( e igmatr ix )==True and np . a l l ( d iago fmatr ix==0) : #p s i_ i j
=p s i_ j i and p s i_ i i=0
35 l i s t 2 . append ( e i gve c )
36 l i s t 2 e v . append ( eva l s [ i i ] )
37 l i s t 2 e v r e . append ( eva l s [ i i ] . r e a l )
38 l i s t 2 e v im . append ( eva l s [ i i ] . imag )
39 #colourcode
40 e igmatr ix=e i gve c . r e a l . reshape ( -1 ,N) #e i g enve c t o r wr i t t en as 2D
matrix
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41 crop=N//8#cropped e i g enve c t o r matrix w i l l be crop x crop dimensions
42 #get near d iagona l
43 neard iag=np . l i n a l g . norm(np . diag ( e igmatr ix , 1 ) )+np . l i n a l g . norm(np . diag
( e igmatr ix , - 1 ) )
44 n e a r d i a g l i s t . append ( neard iag )
45 #BOUND
46 p l t . s c a t t e r ( [ np . l og ( - x ) f o r x in l i s t 2 e v im ] , l i s t 2 e v r e , c=n e a r d i a g l i s t , s=50,
cmap=" j e t " )
47 p l t . x l ab e l ( " Log ( - Imag ( $\omega -\ omega_0$) ) " )
48 p l t . y l ab e l ( " Real ( $\omega -\ omega_0$) " )
49 #pl t . t i t l e ( r "BOUND $g=1, \ ch i = 10000 , \ eta=$"+ s t r ( round ( eta , 2 ) )+"$ , \
omega_0=\phi=$"+ s t r ( round (w0 , 2 ) )+"$ , \phi_0=0, N=$"+ s t r (N) )
50 p l t . yl im ( -4 , 6 )
51 p l t . c o l o rba r ( )
52 p l t . show ( )
53
54 p l t . s c a t t e r ( [ x f o r x in l i s t 2 e v im ] , l i s t 2 e v r e , c=n e a r d i a g l i s t , s=50, cmap=" j e t "
)
55 p l t . x l ab e l ( " Imag ( $\omega -\ omega_0$) " )
56 p l t . y l ab e l ( " Real ( $\omega -\ omega_0$) " )
57 #pl t . t i t l e ( r "BOUND $g=1, \ ch i = 10000 , \ eta=$"+ s t r ( round ( eta , 2 ) )+"$ , \
omega_0=\phi=$"+ s t r ( round (w0 , 2 ) )+"$ , \phi_0=0, N=$"+ s t r (N) )
58 p l t . yl im ( -4 , 6 )
59 p l t . c o l o rba r ( )
60 p l t . show ( )
B.3.2 Modulated 1D qubit array
Plot of energy spectra in centre of mass basis for modulated array as in Figure 4.11.
1 g=1;N=300;w0=pi +0.3 ; eta =0.2 ; phi= 1.0+ pi /6 ; d=1 ; ch i =10000;b=1/3
2 de f z (n) :
3 re turn d∗(n+eta ∗np . cos (2∗ pi ∗n∗b+phi ) )
4 de f buildperiodicCOM (q) :
5 matrix=ze ro s ( shape=(q , q ) , dtype=np . complex ) #bu i l d s qxq matrix , a l l
e n t r i e s ze ro
6 f o r i in range (0 , q ) :
7 f o r k in range (0 , q ) :
8 mp=( i )%3+1#m
9 m=(k)%3+1#m’
10 Dp=( i ) //3 +1#Delta
11 D=(k ) //3 +1#Delta ’
12 a=0
13 i f (m)%3==(mp)%3:
14 a+=-1 j ∗Gamma∗cmath . exp (1 j ∗K∗( z (m+D) - z (m+Dp) ) /2) ∗cmath . exp (1 j
∗w0∗abs ( z (m+D) - z (m+Dp) ) )
15 i f (m+D)%3==mp%3:
16 a+=-1 j ∗Gamma∗cmath . exp (1 j ∗K∗( z (m) - z (m+D+Dp) ) /2) ∗cmath . exp (1 j
∗w0∗abs ( z (m) - z (m+D+Dp) ) )
17 i f (mp+Dp)%3==m%3:
18 a+=-1 j ∗Gamma∗cmath . exp (1 j ∗K∗( z (m+D) - z (m-Dp) ) /2) ∗cmath . exp (1 j
∗w0∗abs ( z (m+D) - z (m-Dp) ) )
19 i f (m+D)%3==(mp+Dp)%3:
20 a+=-1 j ∗Gamma∗cmath . exp (1 j ∗K∗( z (m) - z (m+D-Dp) ) /2) ∗cmath . exp (1 j
∗w0∗abs ( z (m) - z (m+D-Dp) ) )
21 matrix [ i , k]=a
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22 re turn matrix #i f us ing f o r l oops make sure t h i s re turn i s at c o r r e c t
indenta t i on !
23 de f e i g enva lu e s ( matrix ) :
24 re turn np . l i n a l g . e i g v a l s ( matrix )
25
26 Karray=np . arange ( - p i /3 , p i /3 , 0 . 05/3)
27 e i g l i s t r e =[ ]
28 e i g l i s t im =[ ]
29 f o r K in Karray :
30 pr in t (K)
31 e i g l i s t r e . append ( e i g enva lu e s ( buildperiodicCOM (N) ) . r e a l /2)
32
33 p l t . p l o t (Karray , e i g l i s t r e , ’ . ’ , markers i ze =0.8 , c o l o r=’k ’ )
34 p l t . x l ab e l ( "K" )
35 p l t . y l ab e l ( " Real ( $\omega -\ omega_0$) " )
36 p l t . t i t l e ( r " $\Gamma_0=$ "+s t r (Gamma)+"$ , \omega_0 =$ "+s t r (w0)+" , $N=$ "+s t r (N)
+" , $\ eta=$ "+s t r ( eta ) )
37 p l t . yl im ( -4 , 6 )
38 p l t . show ( )
Sum of single particle dispersions for modulated array as in Figure 4.13.
1 de f z (n) :
2 re turn d∗(n+eta ∗np . cos (2∗ pi ∗n∗b+phi ) )
3 i f z (4 ) < z (3 ) :
4 pr in t ( "ERROR z (4) < z (3 ) " )
5 # TWO PARTICLE M=M’
6 de f testsum (x ) : #type t e s t ( (m,mp) )
7 m, mp = x # Unpaccking
8 re turn complex (nsum( lambda x : -1 j ∗Gamma∗cmath . exp (1 j ∗w0∗abs (x∗d∗3+z (mp) -
z (m) ) ) ∗cmath . exp (1 j ∗k∗d∗x∗3) , [ - i n f , i n f ] ) )
9 # th i s works i f z (n+1)>z (n) ! ! ! t h i s i s a c t ua l l y not t rue f o r eta=1, d=1, phi
=0, here z (4 ) <z (3 ) ! ! ! ! !
10 de f t e s t a n a l y t i c a l ( x ) :
11 m, mp = x # Unpacking
12 term1= Gamma∗cmath . exp (1 j ∗(w0) ∗( - z (mp)+z (m) ) ) /(1 - cmath . exp (1 j ∗3∗w0∗d -1 j
∗3∗k∗d) )
13 term2= Gamma∗cmath . exp (1 j ∗(w0) ∗( z (mp) - z (m) ) ) /(1 - cmath . exp (1 j ∗3∗w0∗d+1j
∗3∗k∗d) )
14 term3= -Gamma∗cmath . exp ( -1 j ∗(w0) ∗abs ( z (mp) - z (m) ) )
15 re turn -Gamma∗1 j ∗( term1+term2+term3 )
16
17 de f c ( x ) :
18 m, mp = x # Unpacking
19 term1= cmath . exp (1 j ∗(w0- k ) ∗( - z (mp)+z (m) ) ) /(1 - cmath . exp (1 j ∗3∗w0∗d -1 j ∗3∗k∗
d) )
20 term2= cmath . exp (1 j ∗(w0+k) ∗( z (mp) - z (m) ) ) /(1 - cmath . exp (1 j ∗3∗w0∗d+1j ∗3∗k∗d
) )
21 term3= -cmath . exp ( -1 j ∗w0∗abs ( z (mp) - z (m) ) )
22 re turn -1 j ∗( term1+term2+term3 )
23 de f Mmatrix (q ) :
24 matrix=ze ro s ( shape=(q , q ) , dtype=np . complex )
25 f o r i in range (0 , q ) :
26 f o r j in range (0 , q ) :
27 row=i+1
28 c o l=j+1
29 matrix [ i , j ]= t e s t a n a l y t i c a l ( ( row , c o l ) )
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30 re turn matrix
31 de f e i g enva lu e s ( matrix ) :
32 re turn np . l i n a l g . e i g v a l s ( matrix )
33
34 Karray=np . arange ( - p i /3 , p i /3 , 0 . 01 )
35 karray=np . arange ( - pi , pi , 0 . 0 1 )
36 d i s p l i s t =[ ]
37 a x i s l i s t =[ ]
38 f o r bigK in Karray :
39 pr in t ( bigK )
40 d i s p k l i s t =[ ]
41 f o r l i l k in karray :
42 k=(bigK/2+ l i l k /2)
43 E1=e i g enva lu e s (Mmatrix (3 ) ) /2
44 k=(bigK/2 - l i l k /2)
45 E2=e i g enva lu e s (Mmatrix (3 ) ) /2
46 a l l=np . array ( [ x+E1 [ 0 ] f o r x in E2 ]+[ x+E1 [ 1 ] f o r x in E2 ]+[ x+E1 [ 2 ]
f o r x in E2 ] )
47 d i s p k l i s t . append ( a l l )
48 d i s p l i s t . append ( d i s p k l i s t )
49 a x i s l i s t . append (np . f u l l ( ( 1 , l en ( d i s p k l i s t ) ) , bigK/ pi ) [ 0 ] )
50
51 p l t . f i g u r e ( f i g s i z e =(11 .5 , 9 . 5 ) )
52 p l t . rcParams . update ({ ’ f ont . s i z e ’ : 30})
53 index=0
54 f o r i in a x i s l i s t :
55 p l t . p l o t ( a x i s l i s t [ index ] , d i s p l i s t [ index ] , ’ . ’ , markers i ze=1)
56 index+=1
57
58 #pl t . t i t l e ( r " $\ ch i=$"+ s t r ( ch i )+"$ , \Gamma_0=$"+ s t r (Gamma)+"$ , \omega_0 =$"+
s t r (w0)+" , $\ eta=$"+ s t r ( eta )+" , $\phi=$"+ s t r ( phi ) )
59 p l t . y l ab e l ( " Real ( $\omega -\ omega_0$) " )
60 p l t . y l ab e l ( "E" )
61 p l t . yl im ( -4 , 6 )
Plotting two photon band diagram coloured by doublonicity as in Figure 4.23.
1 #H one photon qxq
2 de f z (n) :
3 re turn d∗(n+eta ∗np . cos (2∗ pi ∗n∗b+phi ) )
4 de f bu i l dmat r i xape r i od i c ( q ) :
5 matrix=ze ro s ( shape=(q , q ) , dtype=np . complex ) #bu i l d s qxq matrix , a l l
e n t r i e s ze ro
6 f o r i in range (0 , q ) :
7 f o r k in range (0 , q ) :
8 n=i+1 #row number beg ins at 1
9 m=k+1 #column number beg ins at 1
10 matrix [ i , k ]= -1 j ∗g∗∗2∗cmath . exp (1 j ∗w0∗abs ( z (n) - z (m) ) )
11 matrix [ i , i ]= -1 j ∗g∗∗2 #diagona l
12 re turn matrix
13 #U non l inea r term q^2xq^2
14 de f non l i n ea r ( q ) :
15 matrix=ze ro s ( shape=(q∗∗2 , q∗∗2) , dtype=np . complex ) #bu i l d s q^2xq^2 matrix ,
a l l e n t r i e s ze ro
16 f o r i in range (0 , q∗∗2) :
17 i f i%(q+1)==0:
18 matrix [ i , i ]= ch i
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19 re turn matrix
20 de f fu l lHami l t on i an (q ) : #H+U
21 re turn 0 . 5∗ ( np . kron ( bu i l dmat r i xape r i od i c ( q ) , np . i d e n t i t y (q ) )+np . kron (np .
i d e n t i t y (q ) , bu i l dmat r i xape r i od i c ( q ) )+non l in ea r ( q ) )
22
23 de f check_symmetric ( a , r t o l=1e -02 , a t o l=1e -02 ) :#checks that matrix i s
symmetric
24 re turn np . a l l c l o s e ( a , a .T, r t o l=r to l , a t o l=a t o l )
25
26 ch i a r ray=np . arange ( - pi , pi , 0 . 0025)
27 phiar ray=ch ia r ray+pi /6
28 e i g l i s t =[ ]
29 a x i s l i s t =[ ]
30 c o l o u r l i s t =[ ]
31 index=0
32 f o r phi in ph iar ray :
33 pr in t ( phi )
34 eva l s , evecs= np . l i n a l g . e i g ( fu l lHami l t on i an (N) )
35 #IMPOSE CONDITIONS
36 index=0
37 l i s t 2 =[ ]
38 l i s t 2 e v =[ ]
39 l i s t 2 e v r e =[ ]
40 l i s t 2 e v im =[ ]
41 n e a r d i a g l i s t =[ ]
42 f o r i i in np . arange (0 ,N∗∗2 ,1) :
43 e i gve c=evecs [ : , i i ]
44 e igmatr ix=e i gve c . r e a l . reshape ( -1 ,N) #wr i t i ng e i g enve c t o r as matrix
45 d iago fmatr ix=np . around (np . diag ( e igmatr ix ) , dec imals=2) #p s i_ i i terms
rounded to 2dp
46 i f check_symmetric ( e igmatr ix )==True and np . a l l ( d iago fmatr ix==0) : #
p s i_ i j=p s i_ j i and p s i_ i i=0
47 l i s t 2 . append ( e i gve c )
48 l i s t2name . append ( i i )
49 l i s t 2 e v . append ( eva l s [ i i ] . r e a l )
50 l i s t 2 e v im . append ( eva l s [ i i ] . imag )
51 #colourcode
52 neard iag=np . l i n a l g . norm(np . diag ( e igmatr ix , 1 ) )+np . l i n a l g . norm(np .
diag ( e igmatr ix , - 1 ) )
53 n e a r d i a g l i s t . append ( neard iag )
54 e i g l i s t . append ( l i s t 2 e v )
55 a x i s l i s t . append (np . f u l l ( ( 1 , l en ( l i s t 2 e v ) ) , phi - p i /6) [ 0 ] )
56 c o l o u r l i s t . append ( n e a r d i a g l i s t )
57
58 index=0
59 f o r i in e i g l i s t :
60 p l t . s c a t t e r ( a x i s l i s t [ index ] , np . array ( e i g l i s t [ index ] ) , c=c o l o u r l i s t [ index
] , s=10, cmap=" j e t " )
61 index+=1
62 p l t . x l ab e l ( " $\ ch i$ " )
63 p l t . y l ab e l ( " Real ( $\omega -\ omega_0$) " )
64 p l t . t i t l e ( r " $g=1, \ ch i = -1 , \ eta= 0.2/\ pi , N=$ "+s t r (N) )
65 p l t . yl im ( - 0 . 3 , 0 . 3 )
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B.4.1 Partial differential equation eigenvalues
This plots all eigenvectors as a quasi-2D colour map for Equation 5.12, as in Figure 5.2.2.
1 phi =0.1 ;N=27
2 de f bui ldpsquared (q ) :
3 matrix=ze ro s ( shape=(q , q ) , dtype=np . f l o a t ) #bu i l d s qxq matrix , a l l e n t r i e s
ze ro
4 f o r i in range (0 , q ) :
5 f o r j in range (0 , q ) :
6 matrix [ i , i ]= -2
7 i f abs ( i - j )==1:
8 matrix [ i , j ]=1
9 matrix [0 ,0 ]= matrix [ q - 1 , q -1 ]= -1
10 re turn matrix
11 de f LHS(q ) : #dx^2+dy^2+diag ( diag (dx^2+dy^2) ) #second term i s j u s t d iagona l
o f f i r s t term
12 dx2=np . kron ( bui ldpsquared (q ) , np . i d e n t i t y (q ) )
13 dy2=np . kron (np . i d e n t i t y (q ) , bu i ldpsquared (q ) )
14 f i r s t t e rm=dx2+dy2
15 ### minus secondterm
16 d i a g i nd i c e s =[(x - 1 ) ∗q+x f o r x in np . arange (1 , q+1 ,1) ]#
k r on e ck e rd e l t a i nd i c e s
17 d iagva lue s=np . diag ( f i r s t t e rm )
18 secondterm =[ ]
19 f o r i in np . arange (0 , q ∗∗2 ,1) :
20 i f i+1 in d i a g i nd i c e s :
21 secondterm . append ( d iagva lue s [ i ] )
22 e l s e :
23 secondterm . append (0)
24 secondterm=np . diag ( secondterm )
25 re turn phi ∗( f i r s t t e rm - secondterm )
26 de f RHS(q ) :
27 dx2dy2=np . kron ( bui ldpsquared (q ) , bu i ldpsquared (q ) )
28 re turn dx2dy2
29 eva l s , evecs=sc ipy . l i n a l g . e i g (LHS(N) ,RHS(N) )
30 de f check_symmetric ( a , r t o l=1e -02 , a t o l=1e -02 ) :#checks that matrix i s
symmetric
31 re turn np . a l l c l o s e ( a , a .T, r t o l=r to l , a t o l=a t o l )
32
33 #IMPOSE CONDITIONS
34 index=0
35 l i s t 2 =[ ]
36 l i s t 2 e v =[ ]
37 f o r i i in np . arange (0 ,N∗∗2 ,1) :
38 e i gve c=evecs [ : , i i ]
39 e igmatr ix=e i gve c . r e a l . reshape ( -1 ,N) #wr i t i ng e i g enve c t o r as matrix
40 d iago fmatr ix=np . around (np . diag ( e igmatr ix ) , dec imals=2) #p s i_ i i terms
rounded to 2dp
41 i f check_symmetric ( e igmatr ix )==True : #p s i_ i j=p s i_ j i
42 l i s t 2 . append ( e i gve c )
43 l i s t2name . append ( i i )
44
45 #plo t a l l e i g env e c t o r s######################################################
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46 t o p l i s t=np . array ( l i s t 2 e v ) . a r g s o r t ( ) [ - l en ( l i s t 2 e v ) : ] #re tu rn s i n d i c e s o f
l a r g e s t r e a l e i g enva lu e s
47 index=0
48 f o r i in t o p l i s t :
49 randoml i s t=[abs (x . r e a l ) f o r x in l i s t 2 [ i ] ]
50 p l t . imshow (np . array ( randoml i s t ) . reshape ( -1 ,N) )
51 p l t . x l ab e l ( " s i t e i " )
52 p l t . y l ab e l ( " s i t e j " )
53 p l t . t i t l e ( " $\omega -\omega_0= $ "+s t r ( round ( l i s t 2 e v [ i ] , 3 ) ) . r ep l a c e ( ’ j ’ , ’ i ’
) . r ep l a c e ( " ( " , " " ) . r ep l a c e ( " ) " , " " ) )
54 p l t . c o l o rba r ( )
55 p l t . show ( )
56 index+=1
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