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Abstract—Semantic segmentation in very high resolution
(VHR) aerial images is one of the most challenging tasks
in remote sensing image understanding. Most of the current
approaches are based on deep convolutional neural networks
(DCNNs). However, standard convolution with local receptive
fields fails in modeling global dependencies. Prior researches have
indicated that attention-based methods can capture long-range
dependencies and further reconstruct the feature maps for better
representation. Nevertheless, limited by the mere perspective of
spacial and channel attention and huge computation complexity
of self-attention mechanism, it is unlikely to model the effective
semantic interdependencies between each pixel-pair of remote
sensing data of complex spectra. In this work, we propose a novel
attention-based framework named Hybrid Multiple Attention
Network (HMANet) to adaptively capture global correlations
from the perspective of space, channel and category in a more
effective and efficient manner. Concretely, a class augmented
attention (CAA) module embedded with a class channel attention
(CCA) module can be used to compute category-based correlation
and recalibrate the class-level information. Additionally, we intro-
duce a simple yet effective region shuffle attention (RSA) module
to reduce feature redundant and improve the efficiency of self-
attention mechanism via region-wise representations. Extensive
experimental results on the ISPRS Vaihingen and Potsdam
benchmark demonstrate the effectiveness and efficiency of our
HMANet over other state-of-the-art methods.
Index Terms—Semantic segmentation, Aerial imagery, Deep
convolution neural networks, Self-attention mechanism.
I. INTRODUCTION
SEMANTIC segmentation, also known as semantic label-ing, is one of the fundamental and challenging tasks
in remote sensing image understanding, whose goal is to
assign pixel-wise semantic class labels for a given image.
In particular, semantic segmentation in very high resolution
(VHR) aerial images plays an increasingly significance for its
widespread applications, such as road extraction [1], urban
planning [2] and land cover classification [3].
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In recent years, Deep Convolutional Neural Networks (DC-
NNs) have demonstrated the powerful capacity of feature
extraction and object representations compared with traditional
methods in machine learning, such as Random forests (RF) [4],
Support Vector Machine (SVM) [5] and Conditional Random
Fields (CRFs) [6]. Particularly, state-of-the-art methods based
on the Fully Convolutional Network (FCN) [7] have made
great progress. However, due to the fixed geometry structured,
they are inherently limited by local receptive fields and short-
range context information. This task is still very challenging.
To capture long-range dependencies, such as correlation
coefficients between long-distance pixels, Chen et al. [8]
proposed atrous spatial pyramid pooling (ASPP) with multi-
scale dilation rates to aggregate contextual information. Zhao
et al. [9] further introduced the pyramid pooling module
(PPM) to represent the feature map via multiple regions with
different sizes. ScasNet [10] aggregates multi-scale contexts in
a self-cascade manner. Nevertheless, the context aggregation
methods above are still unable to extract global contextual in-
formation, that is, it is unsatisfactory to cover global receptive
fields by stacking and aggregating convolutional layers.
Furthermore, in order to generate dense and pixel-wise con-
textual information, Non-local Neural Networks [11] utilizes a
self-attention mechanism, which enables a single feature from
any position to perceive features from all other positions. It can
be seen as a matter of feature reconstruction, that is, the feature
representation of each position is a weighted sum of all other
counterparts. DANet [12] introduces spatial-wise and channel-
wise attention modules to enrich the feature representations.
Besides, several works [13, 14, 15] improve the efficiency of
the self-attention mechanism to some extent.
Semantic segmentation is essentially a pixel-by-pixel clas-
sification task, which requires the network to have a large
fields-of-view. Attention-based methods have been proved to
be effective ways to obtain global fields-of-view and contexts
in semantic segmentation. However, the standard self-attention
mechanism has many limitations in modeling effective seman-
tic dependencies between each pixel-pair of remote sensing
data of complex spectra. Hence, inspired by the success of
attention-based methods above, and considering its limitations,
we introduce multiple attention modules into a segmentation
network to enrich the perspective of attention extraction and
optimize the huge computational complexity of the self-
attention mechanism.
Concretely, pixel-wise attention approaches need to generate
a dense attention map to measure the relationships between
each pixel-pair, which has a high computation complexity
and occupies a huge number of GPU memory. Recent works
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Fig. 1: Visualization of Class Attention Maps corresponding to each class: (i) Imprevious surfaces. (ii) Building. (iii) Low
vegetation. (iv) Tree. (v) Car. The upper row tends to represent the class attention response while the lower counterpart
represents the non-negative response after non-linear activation. (Best viewed in color).
[14, 16] have shown the fact that information redundancy is not
conducive to feature representations. What’s more, attention-
based methods are restricted to the perspective of space and
channel, ignoring category-based information, which is a key
factor for semantic segmentation task. The category-based
information is directly related to the last convolution of the
network. In general, lack of category-based information and
huge computation complexity of self-attention mechanism are
two tough problems and will be elaborated below.
On one hand, for remote sensing images of complex spec-
tral, the class-level information is usually directly reflected
between different spectra, and the input data itself has suffi-
cient class-level information. The category-based information
is embedded in different spectra, namely different channels
of the input feature. But in previous works [7, 8, 9, 17, 18],
the category-based information in the general segmentation
network is only reflected in the last convolutional layer, that
is, the score map representing the probability that each pixel
belongs to each category. In other words, through the complex
feature extraction and representation of the middle stage of the
network, the category-based information of the input data is
already ambiguous or missing. Empirically, the lack of class-
level information leads to poor object classification capabil-
ities. Hence, different from other attention-based methods,
we argue that retaining the category-based information in the
middle stage of the network and extracting the corresponding
attention representations. We propose a so-called category-
based correlation that models class-level representation of
each pixel and further calculates the relationships between
categories and corresponding channels of the feature cube. As
shown in Fig. 1, category-based correlation mainly focuses
on exploiting contextual information from a categorical per-
spective, which pays more attention to the pixels of the same
category during the feature reconstruction.
On the other hand, a tricky problem in remote sensing
images is that the feature representations of objects with
the same category are quite different in complex scenes.
Therefore, the pixel-wise attention tends to extract the wrong
similarity relationship between pixels, leading to serious clas-
sification errors. Besides, as illustrated in Fig. 2 (b), it has
a high computation complexity and occupies a huge number
of GPU memory. Several works [14, 16] have proved that
the invalid redundant information is not conducive to the
feature representations. For example, as for a single feature
belonging to ‘car’ in Fig. 2 (a), the pixel-wise attention
method usually extracts features of all other positions, among
which we actually do not need to focus on the ‘building’
and ‘impervious surface’, and it is more likely to extract the
wrong similarity because of the complex scenes (such as in
the shadow or overlapping). Aiming at the problems above,
we employ a more robust region-wise attention mechanism to
exploit a wider range of correlations. Empirically, region-wise
representation can capture long-range contextual information
between pixels in a more efficient manner.
Towards the above two issues and our corresponding solu-
tions, we propose a novel framework, named Hybrid Multiple
Attention Network (HMANet). The HMANet mainly consists
of two parallel branches, one of which is the Class Aug-
mented Attention (CAA) module embedded with the Class
Channel Attention (CCA) module. Given the input feature,
the CAA module first calculates category-based correlation
and further generates the weighted class representation via a
dense class affinity map. While the CCA module is added
to adaptively recalibrate the class-level information through
two linear scaling transformation functions, which efficiently
helps to enhance the discriminative abilities for each class
with a few parameters. The other branch of our network
is the Region Shuffle Attention (RSA) module, which aims
to capture region-wise global information with a shuffling
operator and obtain more robust correlation between objects.
Besides, compared with pixel-wise self-attention methods, the
grouped region-wise representation requires 20× less GPU
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Fig. 2: Intuitive understanding of pixel-wise attention and region-wise attention. The right side shows the the advantage of
region-wise attention over the standard pixel-wise attention in terms of the Parameters (measured by M), GPU memory cost
(measured by MB) and computation cost (measured by GFLOPs). It can be seen that the region-wise attention requires 20×
less GPU memory usage and reduces FLOPs by about 77%.
memory usage and significantly reduces FLOPs by about 77%
with a few parameters. Finally, we concatenate the output
features from each branch and the local representation, and
then feed them into a convolutional layer to further generate
the fine segmentation map.
Our contributions can be summarized as follows:
1) We present a Class Augmented Attention (CAA) module
to exploit the category-based correlation between pixels
and enhance the discriminant ability for each class,
within which a Class Channel Attention (CCA) module
is embedded to recalibrate the class-level information
for better representations adaptively.
2) The Region Shuffle Attention (RSA) module is proposed
to capture region-wise global information and obtain
more robust relationships between objects in a more
efficient and effective manner.
3) We propose a novel Hybrid Multiple Attention Network
(HMANet) by taking advantage of the three attention
modules above, which comprehensively captures feature
correlations from the perspective of space, channel and
category.
The reminder of this paper is arranged as follows. Related
work is briefly introduced in Section. II. Section. III presents
the details of our proposed method, including three attention
modules, respectively. Experimental evaluations between our
HMANet and the state-of-the-art methods, as well as ablation
studies on Vaihingen dataset are provided in Section. IV.
Finally, the conclusion is outlined in Section. V
II. RELATED WORKS
A full review is beyond the scope of this paper. Here, we
review some recent works on semantic segmentation of nature
scenes and remote sensing images. Then we turn to attention-
based approach that is more relevant to our work.
Semantic Segmentation. Semantic segmentation is one of
the fundamental tasks of image understanding. Fully Con-
volutional Networks (FCNs) [7] based methods have made
great progress in semantic segmentation by leveraging the
powerful representation abilities of classification networks
[19, 20] pretrained on large-scale data [21]. Several model
variants are proposed to aggregate multi-scale contextual
information that is vital for object perception. Concretely,
DeepLabv2 [17] and DeepLabv3 [8] employ atrous spatial
pyramid pooling (ASPP) to embed contextual representation,
which consists of parallel convolutions with different dilated
rates. PSPNet [9] proposes a pyramid pooling module (PPM)
to extract the contextual information with different scales, each
of which can be considered the global representation. UNet
[22], RefineNet [23], DFN [24], SegNet [25], DeepLabv3+
[26] and SPGNet [27] adopt encoder-decoder structure to
carefully recover the location information while retaining high-
level semantic features. GCN [28] utilizes global convolutional
module and global pooling to harvest context information
for global representations. In addition, BiSeNet [29] adopts
efficient spatial and context path to achieve real-time semantic
segmentation.
Semantic Segmentation of Aerial Imagery. Semantic seg-
mentation in VHR aerial images benefits a lot from deep
learning methods. For example, Mou et al. [30] propose two
network units, spatial relation module and channel relation
module, to learn relationships between any two positions.
TreeUNet [31] adopts a Tree-CNN block to transmit feature
maps via concatenating connections and further fuse multi-
scale representations. ScasNet [10] proposes an end-to-end
self-cascade network to improve the labeling coherence with
sequential global-to-local contexts aggregation. SDNF [18]
combines DCNNs and traditional decision forests algorithm in
an end-to-end manner to achieve better classification accuracy.
Marmanis et al. [32] focus on semantically edge detection
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Fig. 3: The pipeline of the proposed Hybrid Multiple Attention Network (HMANet). The key components are the two parallel
branches, Class Augmented Attention (CAA) module embeded with Class Channel Attention (CCA) module and Region Shuffle
Attention (RSA) module, which obtain the category-based correlation and region-wise contextual dependencies, respectively.
Empirically, we concatenate the two output feature maps {Y,Z} and the local representation X to further generate the final
segmentation map (Best viewed in color).
to restore high-frequency details and further obtain fine ob-
ject boundaries. DSMFNet [33] proposes a lightweight DSM
fusion module to effectively aggregate depth information,
within which Cao et al. [33] investigate four fusion strategies
corresponding to different scenarios.
Attention-based Methods. Attention is widely used for var-
ious tasks, such as machine translation [34, 35], scene clas-
sification and semantic segmentation. Squeeze-and-Excitation
Networks [36] recalibrated the feature representations by mod-
eling the dependencies between channels. Non-local [11] first
adopts self-attention mechanism as a submodule for computer
vision tasks, i.e., video classification, object detection and
instance segmentation. CCNet [13] harvests the contextual
information of all the positions by stacking two serial criss-
cross attention module. DANet [12] adopts similar spatial
and channel attention module to generate information from
all pixels, which costs even more computation and GPU
memory than the Non-local operator [11]. A2-Nets [16] and
Expectation-Maximization Attention Networks [14] sample
sparse global descriptors to reconstruct the feature maps in
an self-attention mechanism. ACFNet [37] proposes a coarse-
to-fine segmentation network based on attention class feature
module, which can be embedded in any base network. Huang
et al. [15], Yuan et al. [38] and Zhu et al. [39] further im-
prove the efficiency of self-attention mechanism for semantic
segmentation.
Motivated by the success of the attention-based methods
above, and considering its limitations, we rethink the attention
mechanism from the view of different perspectives and com-
putation cost. Different from the previous works, we propose
a Hybrid Multiple Attention to capture global contexts from
the perspective of space, channel and category respectively
for better feature representations. Moreover, benefiting from
the multi-perspective attention mechanism and region-wise
representations, HMANet is more efficient and effective than
other attention-based methods. Comprehensive empirical re-
sults verify the superiority of our proposed method.
III. METHODOLOGY
A. Overview
As shown in Fig. 3, the network architecture mainly consists
of three attention modules, Class Augmented Attention (CAA)
module, Class Channel Attention (CCA) module and Region
Shuffle Attention (RSA) module, among which CAA module
and CCA module are embedded together as the upper branch
of the network. The proposed CAA module aims to extract the
class-level information while the CCA module improves the
process of feature reconstruction via class channel weighting
for better contextual representation. The lower branch of the
network is the RSA module, accordingly, which greatly de-
creases the computational consumption and memory footprint
in contrast to the original non-local block in computing long-
range dependencies.
Concretely, given an input image, we first feed it into
a convolutional neural network (CNN) to adaptively extract
features for better representation, which is designed in a
fully convolutional manner [7]. We take ResNet-101 pre-
trained on ImageNet dataset as our backbone. In particular, we
remove the last two down-sampling operations and use dilated
convolutions in stage-3 and stage-4, which is also called a
multi-grid strategy for the latter, thereby retaining more spatial
information and enlarging the output feature map X to 1/8 of
the input image without adding extra parameters. Then the
features X from the stage-4 of the backbone would be fed
into two parallel attention branches.
The upper branch is the CAA module embedded with the
CCA module. The CAA module is designed to model the
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Fig. 4: The details of class augmented attention module (Best viewed in color).
dependencies between specific categories and the correspond-
ing features after the dimension reduction, that is, extract
the similarity relationships between each category and each
channel of the input feature through matrix operations. It
helps to obtain a fine-grained feature representation that is
more sensitive to object category information and enhance the
discriminative ability of the network. The CCA module can
be defined as the adaptive feature reconstruction (see Eq. (4))
of class channel information, which can effectively improve
the feature representation of category information. It is worth
mentioning that the CCA module takes the class affinity matrix
(see Eq. (1)) and class attention map as the input features,
both of which are generated by the CAA module, then,
obtains the adaptive weighted class affinity matrix. Ideally,
given the input feature map X ∈ RC×H×W , in which C,
H and W denote the number of channels, height and width
of feature map respectively, the CAA embedded with CCA
module can effectively extract the class-channel correlation
and adaptively aggregate long-range contextual information
from a category view, eventually, outputs the same size feature
map Y ∈ RC×H×W following the self-attention scheme [11].
The lower branch of the network, RSA module, is proposed
with the intuition of decomposing the dense point-wise affin-
ity matrix into two sparse region-based counterparts, either
of which could efficiently capture the global context in a
sparser way via adaptive average pooling method. With the
combination of the two affinity matrices, the RSA module
could capture abundant spatial contextual information of the
local input feature X then output feature Z ∈ RC×H×W .
Finally, we concatenate the output features of the two branches
{Y,Z} and the local feature representation X to obtain better
feature representations, then, the fused features are fed into a
convolutional layer to generate the fine segmentation map.
B. Class Augmented Attention
The self-attention mechanism is essentially a kind of matrix
multiplication operation in mathematics, in which the two
dimensions are the number of channels {C} and the product
of height and width {H ×W} of the input feature map
respectively. The standard channel affinity matrix of size C×C
can be obtained by the matrix multiplication of two inputs with
dimension C ×HW and HW ×C, such as channel attention
module in DANet [12]. Intuitively, the definition of non-local
operation constrains the scaling of the channel in such kind
of channel attention module, that is, the query, key and value
functions are eliminated during the operation. Nevertheless, it
leads into category information when one of the channels C
is replaced by the channel corresponding to the segmentation
map supervised by the ground truth, retaining the query, key
and value transformation functions in the meantime.
The intuition of the proposed class augmented attention
is to capture long-range contextual information from the
perspective of category information, that is, to explicitly model
the relationships between each category in the dataset and each
channel of the input feature cube. Next, we will elaborate the
process to capture class-level contextual information.
As shown in Fig. 4, given a local feature X ∈ RC×H×W ,
output from the 3 × 3 conv after stage-4 of ResNet in our
implementation, the class augmented attention module first
applies two convolutional layers to generate two feature maps
X′ ∈ RC′×H×W , and P ∈ RN×H×W , respectively, where
C ′ is the reduced channel number of the local feature for less
computational cost and P is the class attention map supervised
by the ground-truth segmentation. For each channel k in
P ∈ RN×H×W , Pk ∈ RH×W is available to represent the
confidence that pixels of all position i belongs to class k,
where N is the number of categories. X′u represents the uth
element of X′ along channel dimension. Then, we can further
generate the class affinity map A ∈ RC′×N via aggregating all
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the position i in spatial dimension of X′ and P after a softmax
layer. The class affinity operation is defined as follows:
su,k =
∑
i
x′u,i
epk,i∑N
j=1 e
pj,i
(1)
where su,k ∈ S denotes the explicit class correlation between
feature X′u and Pk, u = [1, 2, ..., C
′], k = [1, 2, ..., N ], S ∈
RC′×N . Then, we apply a softmax operation along the class
dimension to generate the class affinity map A.
The final class augmented object representation can be
formulated as below:
Yu = ρ(δ
N∑
k=1
(au,k · e
Pk∑N
j=1 e
Pj
) + Xu) (2)
in which Yu denotes the uth feature plane of the output feature
map Y ∈ RC×H×W . au,k is a scalar value of su,k after
softmax layer. Here, δ(·) and ρ(·) are both transformation
functions implemented by 1 × 1 conv → BN → ReLU.
The original local feature X is added to enhance the feature
representation. The Eq. (2) indicates that the final representa-
tion of each channel is a category-based weighted sum of all
channels in class attention map, which models the category-
based semantic dependencies between feature maps. That is to
say, the proposed CAA module improves the perception and
discriminability of class-level information in a straightforward
manner.
C. Class Channel Attention
The high-level semantics of CNNs are empirically consid-
ered to be embedded in the channel dimension, among which
each channel map of deep features can be regarded as a class-
related response. Additionally, recent works [36, 40] have
demonstrated the effectiveness of modeling channel correlation
in classification and segmentation tasks. Therefore, we propose
a class channel attention (CCA) module to exploit class chan-
nel dependencies and generate a new class affinity map with
rich and adaptive contextual information, which is effectively
embedded in the CAA module with a few parameters.
The main structure of class channel attention module is
illustrated in Fig. 5. Given the class attention map P ∈
RN×H×W and class affinity map A ∈ RC′×N output from
the CAA module above, the adaptive class channel statistical
representations can be formulated as follows:
Wk = σ(f{W1,W2} · (GAP (
ePk∑N
j=1 e
Pj
))) (3)
where GAP (Pk) = 1HW
∑H
i=1
∑W
j=1 Pk(i, j) is the channel-
wise global average pooling (GAP) to generate class-related
statistics and σ is the Sigmoid activation. Let x = GAP (Pk),
the key adaptive feature recalibration function is defined as:
f{W1,W2}(x) = W2η(W1x) (4)
in which W2 ∈ RN×αN and W1 ∈ RαN×N and η denotes the
ReLU function. Concretely, W1(·) and W2(·) are two linear
fully connected transformations, i.e., dimensionality adjust-
ment layers with ratio α (this parameter value will be discussed
in Section IV-D3) to augment and squeeze the representations
of category information in the channel dimension, respectively.
Noted that we opt to employ a simple ReLU function to
ensure the non-linearity of the model and limit the complexity
following the Squeeze-and-Excitation Networks [36].
The final output of the CCA module is obtained by recali-
brating A with the weighted factor Wk and the original class
affinity map:
A′ = softmax(
N∑
i=1
(γWi + 1)Ai) (5)
where γ is a learnable parameter initialized to 0. The resid-
ual connection is added to retain the original representation
(see“+1” in Eq. 5), thus, it can be integrated into the standard
CAA module above without breaking its initial behavior,
which efficiently helps to enhance the feature adaptive recali-
bration of class information.
D. Region Shuffle Attention
Attention-based neural networks, in terms of spatial point-
wise correlation representations, mainly aim to capture long-
range contextual dependencies through a self-attention mech-
anism or its variants, eventually, generating a dense affinity
matrix. Even for smaller feature maps, the point-wise affinity
matrix obtained will take up a lot of (GPU) memory. Hence,
the key point of the proposed region shuffle attention is to
harvest the region-wise dependencies as well as its counter-
parts after recombination in a sparse and efficient manner. We
illustrate our approach via a simple schematic in Fig. 6.
Region Representations. We partition the input feature maps
into regions via a permutation operation, each of which is
fed into an adaptive global average pooling layer to obtain
the region representations afterwards. Then, we merge the
point-wise representations of the regions to generate a sparse
representation of the whole input feature. Therefore, the self-
attention on the original input features can be effectively
replaced with the same attention towards the merged coun-
terparts for convenience.
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Shuffle Attention Representations. Despite the self-attention
on the merged feature that can empirically capture long-range
contextual information from all positions, the pixel-to-pixel
connections are still ambiguous. In order to exploit more
explicit contextual dependencies from a regional perspective,
we apply a shuffle attention to alternately pool the correspond-
ing sub-regions and compute its self-attention representations,
respectively, achieving a complementary representation of
spatial information. Further experiments show that the cascade
of attention weighted representations of the two sub-regions
can effectively enhance the contextual dependencies, superior
to the pixel-wise non-local operator.
As illustrated in Fig. 6, we first divide the input feature
X into G partitions and each partition contains P positions,
where each XG,p ∈ RC×P is a subset of XG. Then, we merge
the point statistics after global average pooling to obtain the
sparse representation Xm ∈ RC×G. We apply self-attention on
Xm following the non-local operation [11] as below:
Am = softmax(
θ(Xm)
Tφ(Xm)√
d
) (6)
Zm = wAmg(Xm) + Xm (7)
where Am ∈ RG×G is a sparse affinity matrix based on
global information and Zm ∈ RC×G is the weighted output
features. Here, θ(·) and φ(·) are both transformation functions
implemented by 1 × 1 conv → BN → ReLU while g(·)
represents 1 × 1 conv. w is a learnable parameter initialized
to 0.
The regional weighted representation X′G can be obtained by
region-wise multiplication of Zm and XG. We apply another
permutation to regroup the representations, then, the feature
XS would be fed into the same region-wise attention block to
generate the final representations Y.
Compared with standard self-attention mechanism, our ap-
proach greatly reduces the complexity in time and space from
O((H ×W )2C) to O(2( 1
G2hG
2
w
+ 1
P 2hP
2
w
)(H ×W )2C), where
Gh and Gw are the number of partitions along height and
width dimensions while each partition contains Ph and Pw
pixels, respectively.
In general, the proposed region shuffle attention module
makes up for the deficiency of non-local block that it is a
huge consumption of memory footprint. Additionally, it can
be plugged into any existing architectures at any stage without
breaking its initial performance, and optimized in an end-to-
end manner.
E. Hybrid Multiple Attention Network
Integration of Attention Module. In order to take full
advantage of three proposed attention modules, we further
aggregate the CAA module embedded with the CCA module
(the upper branch illustrated in Fig. 3) and the RSA module
(the lower branch) in an cascading and parallel manner, both
of which is concatenated with the local feature. Eventually,
the feature after concatenation would be fed into the last
convolution to generate the final segmentation map.
Loss Function. Besides the conventional multi-class cross
entropy loss Lce, we use the auxiliary supervision Laux after
stage-3 to improve the performance and make it easier to
optimize following PSPNet [9]. The auxiliary loss can be
formulated as:
Laux = − 1
BN
B∑
i=1
N∑
j=1
K∑
k=1
I(gij = k) log(
exp(pij,k)∑K
m=1 exp(p
i
j,m)
)
(8)
I(gij = k) =
{
1, gij = k,
0, otherwise
(9)
where B is the mini batch size; N is the number of pixels
in each batch; K is the number of categories; pij,k is the
prediction after ResNet-stage-3 of the j-th pixel in the i-th
patch for the k-th class; I(gij = k) is an indicator function
as illustrated in Eq. 9, it takes 1 when the ground truth of
the j-th position in the i-th patch (i.e. gij) belongs to the k-th
class, and 0 in other cases.
The class attention loss Lcls from CAA module is also
employed as an extra auxiliary supervision. Likewise, the class
attention loss can be formulated as:
Lcls = − 1
BN
B∑
i=1
N∑
j=1
K∑
k=1
I(gij = k) log(
exp(aij,k)∑K
m=1 exp(a
i
j,m)
)
(10)
where aij,k is the response value of the class attention map
of the j-th pixel in the i-th patch for the k-th class; other
definitions are the same as above.
Finally, we use three parameters to balance these loss as
follows:
L = λ1Lce + λ2Lcls + λ3Laux (11)
8where λ1, λ2 and λ3 are set as 1, 0.5 and 0.4 to balance the
loss. Noted that the ablation studies for the three loss functions
and the sensitivity of the model to the choice of the weight
values will be elaborated in Section IV-D1.
IV. EXPERIMENTS
To validate the effectiveness of our proposed method, we
conduct extensive experiments on two state-of-the-art aerial
image semantic segmentation benchmarks, i.e., ISPRS 2D
Semantic Labeling Challenging for Vaihingen [41] and Pots-
dam [42], consisting of very high resolution true ortho photo
(TOP) tiles and corresponding digital surface models (DSMs)
derived from dense image matching techniques. In this section,
we first introduce the datasets and implementation details,
then we perform extensive ablation experiments on the ISPRS
Vaihingen dataset. Finally, we report our results on the two
datasets.
A. Datatsets
Vaihingen. The Vaihingen dataset contains 33 orthorectified
image tiles (TOP) mosaic with three spectral bands (red, green,
near-infrared), plus a normalized digital surface model (DSM)
of the same resolution. The dataset has a ground sampling
distance (GSD) of 9 cm, with an average size of 2494× 2064
pixels, which involves five foreground object classes and one
background class. We use the benchmark organizer defined
16 images for training and 17 to test our model following the
previous works [3, 30, 43, 44, 45]. Noted that we do not use
DSM in our experiments.
Potsdam. The Potsdam 2D semantic labeling dataset is com-
posed of 38 high resolution images of size 6000 × 6000
pixels, with a ground sampling distance (GSD) of 5 cm.
The dataset offers NIR-R-G-B channels together with DSM
and normalized DSM. There are 24 images in training set
and 16 images in test set, which have 6 foreground classes
corresponding to the Vaihingen benchmark.
B. Evaluation Metrics
To evaluate the performance of the proposed network, we
calculate the F1 score for the foreground object classes with
the following formula:
F1 = (1× β2) · precision · recall
β2 · precision+ recall (12)
where β is the equivalent factor between precision and recall
and is set as 1. Intersection over union (IoU) and overall
accuracy (OA) are defined as:
IoU =
TP
TP + FP + FN
(13)
OA =
TP + TN
N
(14)
in which TP , TN , FP and FN are the number of true
positives, true negatives, false positives and false negatives,
respectively. N is the total number of pixels.
TABLE I: Comparisons of different weight parameters λ2.
λ2 0.2 0.3 0.4 0.5 0.6 0.7
OA(%) 90.75 90.80 90.83 90.85 90.82 90.79
mIoU(%) 82.37 82.51 82.53 82.56 82.52 82.49
TABLE II: Comparisons of different weight parameters λ3.
λ3 0.2 0.3 0.4 0.5 0.6 0.7
OA(%) 90.72 90.76 90.79 90.75 90.70 90.68
mIoU(%) 82.33 82.38 82.48 82.36 82.31 82.27
Notably, overall accuracy is computed for all categories
including background for a comprehensive comparison with
different models. Additionally, the evaluation is carried out
using ground truth with eroded boundaries provided in the
datasets following previous studies.
C. Implementation Details
We use ResNet-101 [19] pretrained on ImageNet [21] as
our backbone and employ a poly learning rate policy where
the initial learning rate is multiplied by 1 − ( itermax iter )power
with power = 0.9 after each iteration following the prior
works [13, 14, 17]. And we utilize stochastic gradient descent
(SGD) optimizer with the initial learning rate 0.01 for training.
Momentum and weight decay coefficients are set to 0.9 and
0.0005 respectively. We replace the standard BatchNorm with
InPlace-ABNSync [46] to synchronize the mean and standard-
deviation of BatchNorm across multiple GPUs. For the data
augmentation, we apply random horizontal flipping, random
scaling (from 0.5 to 2.0) and random crop over all the training
images. The input size for all datasets is set to 512× 512. We
employ 4× NVIDIA Tesla K80 GPU for 80k iterations and
batch size is 4. For semantic segmentation, we choose FCN
(VGG-16) [7] pretrained on ImageNet as our baseline, and we
also utilize ResNet-101 [19] baseline for further comparison
experiments.
D. Experiments on Vaihingen Dataset
1) Ablation Study for weight parameters and multiple loss
functions: The proposed model utilizes multiple loss functions
to optimize the learning process. We first conduct experiments
to analyze the sensitivity of the model to the choice of the
weight parameters λ2 and λ3. Concretely, we set the weight
parameter of the main cross entropy loss (i.e. λ1) as 1 and only
preserve one of the auxiliary loss functions to further study the
optimal value of λ2 and λ3. The experimental results for λ2
and λ3 are presented in Tab. I and Tab. II. It can be seen
that the choice of λ2 = 0.5 and λ3 = 0.4 yield the best result,
respectively. Besides, it is worth mentioning that the model is
not particularly sensitive to parameter selection. Thus, in order
to avoid the influence of the training error of each experiment,
we conduct 5 experiments for each value of the parameters,
and take the average value as the final result.
9TABLE III: Ablation study for multiple loss functions.
Method Lce Lcls Laux OA(%) mIoU(%)
HMANet X 90.76 82.44
HMANet X X 90.85 82.56
HMANet X X 90.79 82.48
HMANet X X X 90.98 82.87
TABLE IV: Ablation study for attention modules on Vaihingen
test set. CAA represents class augmented attention module,
CCA represents channel class attention module, RSA repre-
sents region shuffle attention module.
Method CAA CCA RSA OA(%) mIoU(%)
Baseline [7] 86.51 72.69
HMANet (VGG-16) X 89.15 79.56
HMANet (VGG-16) X 89.23 79.65
HMANet (VGG-16) X X 89.58 80.24
HMANet (VGG-16) X X 89.66 80.31
HMANet (VGG-16) X X X 89.95 80.68
We further investigate the performance of the three loss
functions following the optimal settings in Tab. I and Tab. II.
As shown in Tab. III, both auxiliary loss functions have
certain improvement effects on model training optimization.
It yields a result of 90.98% in overall accuracy and 82.87%
in mean IoU when we utilize all the loss functions.
2) Ablation Study for Attention Modules: In the proposed
HMANet, three attention modules are employed on the top of
the dilation network to exploit global contextual representa-
tions from the perspective of space, channel and category. To
further verify the performance of attention modules, we con-
duct extensive experiments with different settings in Tab. IV.
Noted that for a fair comparison with the baseline model
FCN (VGG-16), we also use VGG-16 as the backbone on
HMANet in this experiment. Besides, we further investigate
two integration patterns, that is, the parallel and cascading
fashion, to adaptively accomplish information propagation.
As illustrated in Tab. IV, the proposed attention modules
bring remarkable improvement compared with the baseline
FCN (VGG-16). We can observe that the use of only class
augmented attention module yields a result of 89.15% in
overall accuracy and 79.56% in mean IoU, which brings
2.64% and 6.87% improvement in OA and mIoU, respectively.
Meanwhile, employing region shuffle attention individually
outperforms the baseline by 2.72% in OA and 6.96% in
mIoU. Furthermore, when we employ the integration of two
corresponding attention modules together, the performance
of our network is further boosted up. Finally, it behaves
superiorly compared to other methods when we integrate the
three attention modules, which improves the segmentation
performance over baseline by 3.44% in OA and 7.99% in
mIoU. In summary, it can be seen that our approach brings
great benefit to object segmentation via exploiting global
context from different perspectives.
We further investigate the effect of different aggregation
methods of the three attention modules. As shown in Tab. V,
TABLE V: Comparison between different integration patterns.
Cascade-C-R indicates that CAA embedded with CCA module
is followed by RSA module, and vice versa. Parallel-C-R
represents CAA embedded with CCA and RSA are appended
on the top of the ResNet-101 in parallel.
Method OA(%) mIoU(%)
ResNet-101 Baseline 90.12 80.81
ResNet-101 + Cascade-C-R 90.88 82.62
ResNet-101 + Cascade-R-C 90.76 82.45
ResNet-101 + Parallel-C-R 90.98 82.87
TABLE VI: Performance on Vaihingen test set for different
ascending ratio α in CCA module.
Ratio α OA(%) mIoU(%)
50 90.78 82.48
75 90.80 82.49
100 90.82 82.52
125 90.84 82.53
150 90.85 82.54
175 90.83 82.52
200 90.81 82.50
the ResNet101 +Parallel-C-R, corresponding to the schematic
diagram in Fig. 3, achieve the best performance, i.e., 90.98%
in overall accuracy, as well as 82.27% in mean IoU. While
the two cascading integration patterns, “+Cascade-C-R” and
“+Cascade-R-C” achieve 90.88% and 90.76% in overall ac-
curacy, respectively. It shows that the cascading integration
patterns lead to a decline in experimental results. The reason
may be that the region-wise attention representation is not
conducive to the extraction of category information only in
the case of direct serial connection.
3) Ablation Study for Sub-parameters: Ascending ratio.
The ascending ratio α introduced in Eq. (4) is a hyper-
parameter which allows us to control the scale of feature
transformations. As the choice of ascending ratio does not have
much effect on the computational cost, we only investigate the
performance between a range of different α values. As shown
in Tab. (VI), we can conclude that our approach consistently
outperforms the baseline under different choices of hyper-
parameters, among which the choice ratio α = 150 achieves
slightly better results than others. Qualitatively, the ratio α is
the scaling factor of category information, which can takes a
moderate value while controlling the computational cost.
Effect of the Partition numbers. We further investigate the
effect of different partition numbers of the proposed region
shuffle attention module, i.e., G and P . We conduct extensive
experiments with various choices of G and P , and present
the corresponding results in Tab. (VII). Noted that G and P
are mutually constrained, namely, we just need to determine
the values of Gh and Gw. We can see that the performance
is robust for a range of partition numbers, among which the
choice Gh = Gw = 8 achieve the best 90.79% in overall
accuracy and 82.49% in mean IoU. Empirically, the output
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TABLE VII: Effect of partition numbers Gh and Gw within
region shuffle attention module.
Method Gh Gw OA(%) mIoU(%)
ResNet-101 Baseline - - 90.12 80.81
RSA
16 16 90.70 82.35
16 8 90.75 82.44
8 16 90.77 82.47
8 8 90.79 82.49
8 4 90.78 82.47
4 8 86.76 82.46
4 4 90.75 82.44
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Fig. 7: Comparison of numerical complexity. The x-axis
represents the height and width of the input feature map
and the y-axis represents the computation cost measured with
GFLOPs.
stride of the backbone is set to 8, that is, the height and
width of the input feature is 64 pixels in our experiments,
thus eclectic choice of grouping is more conducive to self-
attention weighted representations of each region. In practice,
using an identical partition number may not be optimal (due
to the distinct roles performed by different base network
and different training settings, e.g., output stride and input
size), so further improvements may be achievable by tuning
the partition numbers to meet the needs of the given base
architecture.
4) Comparison with Context Aggregation Approaches: We
compare the performance of several well verified context
aggregation approaches, i.e., Atrous Spatial Pyramid Pooling
(ASPP) in DeepLabv3 [8], Pyramid Pooling Module (PPM)
in PSPNet [9], RCCA in CCNet [13] and Self-Attention in
non-local networks [11]. All the experiments above are con-
ducted under the same training/testing settings for fairness. We
report the related results in Tab. (VIII). Concretely, “+PPM”
achieves better performance compared with “+ASPP” in terms
of expanding local receptive fields. Both “+Self-Attention”
and “+RCCA” generate contextual information from all spatial
positions in the feature maps, leading to limited object con-
texts. In contrast, our HMANet calculates global correlations
TABLE VIII: Comparison with context aggregation ap-
proaches.
Method OA(%) mIoU(%)
ResNet-101 Baseline 90.12 80.81
+ ASPP (Our impl.) [8] 90.51 81.39
+ PPM (Our impl.) [9] 90.82 82.52
+ Self-Attention (Our impl.) [11] 90.62 82.17
+ RCCA (Our impl.) [13] 90.76 82.45
+ Ours 90.98 82.87
TABLE IX: Efficiency comparison with ASPP, PPM, Self-
Attention, RCCA, OCR and ISA when processing input fea-
ture map of size [1 × 2048 × 128 × 128] during inference
stage.
Method Params(MN) Memory(MBN) GFLOPs(N)
ASPP [8] 15.1 284 503
PPM [9] 22.0 792 619
SA [11] 10.5 2168 619
RCCA [13] 10.6 427 804
OCR [38] 10.5 202 354
ISA [15] 11.8 252 386
CAA(Ours) 9.3 283 148
RSA(Ours) 3.8 110 144
from the perspective of space, channel and category. Results
show that HMANet outperforms other context aggregation
approaches, which demonstrates the effectiveness of capturing
global contextual information from different perspectives.
5) Efficiency Comparison: Comparison with Self-
attention. As illustrated in Fig. 7. We first compare our
RSA module with the standard self-attention mechanism
in terms of the computation cost measured with GFLOPs.
As the size of input feature map increases, the GFLOPs of
self-attention mechanism gradually increases exponentially
while the counterparts of our RSA module is almost linearly
increasing. It can be seen that the RSA module is much more
efficient than the self-attention mechanism when processing
high-resolution feature maps.
Comparison with Context Aggregation modules and At-
tention modules. We further compare our proposed class aug-
mented attention module and region shuffle attention module
with ASPP [8, 17], PPM [9], SA [11], RCCA [13], OCR [38]
and ISA [15] in terms of efficiency, including parameters,
GPU memory and computation cost (GFLOPs). We report
the results in Tab. (IX). Notably, we evaluate the cost of all
above methods without considering the cost of backbone and
include the cost of 3×3 convolution for dimension reduction to
ensure the fairness of the comparison. As shown in Tab. (IX),
compared with standard Self-Attention (SA) mechanism, our
RSA module requires 20× less GPU memory usage and sig-
nificantly reduce FLOPs by about 77% with a few parameters,
which proves the efficiency of region-wise representations in
capturing long-range contextual information.
6) Comparison with State-of-the-art: We first adopt some
common strategies to improve performance following [12, 14,
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TABLE X: Performace comparison between data augmenta-
tion (DA), multi-grid (MG) and multi-scale with horizontal
flipping (MS + Flip). We report the results on the test set of
Vaihingen.
Method DA MG MS + Flip OA(%) mIoU(%)
HMANet 90.98 82.87
HMANet X 91.17 83.11
HMANet X X 91.28 83.27
HMANet X X X 91.44 83.49
47]. (1) DA: Data augmentation with random scaling (from 0.5
to 2.0) and random left-right flipping. (2) Multi-Grid: We em-
ploy hierarchical grids of different sizes (1,2,4) within stage-4
of ResNet-101. (3) MS + Flip: We average the segmentation
score maps from 5 image scales {0.5, 0.75, 1.0, 1.25, 1.5} and
left-right flipping counterparts during inference.
Experimental results are shown in Tab. (X). We suc-
cessively adopt the above strategies to obtain better object
representations, which achieves 0.19% ,0.11% and 0.16%
improvements respectively in overall accuracy.
We further compare our method with existing methods on
Vaihingen test set. Notably, most of the methods adopt ResNet-
101 as their backbone. Results are shown in Tab. (XI). It can
be seen that our HMANet (ResNet-101) outperforms other
context aggregation methods and attention-based methods by
a large margin. Moreover, our HMANet is much more efficient
in parameters, memory and GFLOPs. Especially, our F1 score
of Car is much higher than other approaches, it improves the
second best CCNet by 0.93%, which demonstrates the effec-
tiveness of capturing category-based information and global
region-wise correlation.
7) Visualization Results: We provide qualitative compar-
isons between our HMANet and baseline network in Fig. 8,
including 512×512 and 1024×1024 patches. In particular, we
leverage the red dashed box to mark those challenging regions
that are easily to be misclassified. It can be seen that our
method outperforms the baseline by a large margin. HMANet
predicts more accurate segmentation maps, that is, it can obtain
finer boundary information and maintain the object coherence,
which demonstrates the effectiveness of modeling category-
based correlation and region-wise representations.
E. Experiments on Potsdam Dataset
We carry out experiments on ISPRS Potsdam benchmark
to further evaluate the effectiveness of HMANet. Empirically,
we adopt the same training and testing settings on Potsdam
dataset. Numerical comparisons with state-of-the-art methods
are shown in Tab. (XII). Remarkably, HMANet (ResNet-101)
achieve 92.21% in overall accuracy and 87.28% in mean IoU.
Notably, we compare the two types of available input images,
i.e., RGB and IRRG color modes. Results show that the former
can obtain better segmentation maps.
In addition, qualitative results are presented in Fig. 9. It
can be seen that HMANet produces better segmentation maps
than baseline. We mark the improved regions with red dashed
boxes (Best viewed in color).
V. CONCLUSION
In this paper, we propose a novel attention-based framework
for dense prediction tasks in the field of remote sensing,
namely Hybrid Multiple Attention Network (HMANet), which
adaptively captures global contextual information from the
perspective of space, channel and category. In particular, we
introduce a class augmented attention module embedded with
a class channel attention module to compute category-based
correlation and further adaptively recalibrate the class-level
information. Additionally, to address the feature redundancy
and improve the efficiency of self-attention mechanism, a
region shuffle attention module is presented to obtain robust
region-wise representations. Extensive experiments on ISPRS
Vaihingen and Potsdam benchmark demonstrate the effective-
ness and efficiency of the proposed HMANet.
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