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Resumo
O cena´rio introduzido pela Internet das Coisas potencializa a criac¸a˜o de um novo conjunto
de aplicac¸o˜es e servic¸os, onde diversos dispositivos interagem entre si atrave´s da Internet.
Esse cena´rio viabiliza o advento de novas tecnologias de transmissa˜o sem fio de baixo con-
sumo, como o Bluetooth Low-Energy (BLE), as quais viabilizam a criac¸a˜o de redes pes-
soais (PAN) sem fio. Em paralelo, com a crescente disponibilidade de Dispositivos Pessoais
de Sau´de com capacidade de comunicac¸a˜o, um cena´rio onde informac¸o˜es de sau´de podem
ser disponibilizadas na Internet surge, viabilizando a criac¸a˜o de sistemas de Sau´de Conec-
tada. Entretanto, ao viabilizar a criac¸a˜o de redes PAN interconectando diversos dispositivos,
a Qualidade de Servic¸o na rede necessa´ria para o correto funcionamento desses disposi-
tivos de sau´de pode ser afetada, dado que redes PAN BLE na˜o oferecem mecanismos para a
diferenciac¸a˜o da Qualidade de Servic¸o entre os dispositivos conectados. Considerando esse
contexto de compartilhamento de uma rede PAN entre diversos dispositivos, nesse trabalho
propo˜e-se uma abordagem para o controle do fluxo adaptativo em Gateways BLE utilizando
um mecanismo de distribuic¸a˜o de cre´ditos temporal entre os clientes de uma rede PAN. Para
essa priorizac¸a˜o, informac¸o˜es fornecidas por aplicac¸o˜es sa˜o utilizadas para a distribuic¸a˜o e
configurac¸a˜o dos paraˆmetros de conectividade dos dispositivos da rede PAN. Tambe´m sa˜o
apresentados detalhes sobre o projeto e evoluc¸a˜o arquitetural do controlador adaptativo, de-
talhando suas caracterı´sticas de controle de fluxo com prioridade temporal. Sa˜o apresen-
tados resultados experimentais do funcionamento do controlador adaptativo em diferentes
cena´rios. Esses resultados demonstram que o mesmo e´ capaz de garantir a Qualidade de
Servic¸o de rede necessa´ria para dispositivos especı´ficos em um ambiente compartilhado.
Para a validac¸a˜o desse trabalho em um cena´rio mais amplo, e´ apresentada uma arquite-
tura para Sistemas de Monitoramento Remoto de Pacientes padronizado para a Internet das
Coisas. Esse sistema serve como base para a implantac¸a˜o e avaliac¸a˜o experimental do con-
trolador de fluxo adaptativo em um Smart-Gateways BLE, onde informac¸o˜es de servic¸os e
aplicac¸o˜es em sau´de sa˜o utilizadas para priorizar Dispositivos Pessoais de Sau´de a depender
do seu contexto de uso.
ii
Abstract
The Internet of Things paradigm enables a new set of applications and services to be avail-
able in the Internet. This scenario makes possible the development of new low-power com-
munication technologies, such as Bluetooth Low-Energy (BLE), which creates wireless Per-
sonal Area Networks (PAN). At the same time, the rising availability of Personal Health
Devices (PHD) capable of PAN communication and the desire of keeping a high quality of
live are the ingredients of the Connected Health vision. However, as the number of PHDs
increase, the number of other peripherals connected in the PAN also increases. Therefore,
PHDs are now competing for medium access with other devices, decreasing the network
Quality of Service of health applications in the BLE PAN, as these networks do not guaran-
tee Quality of Service requirements for connected devices. In this context, where a BLE PAN
is shared with multiple devices, it is where this work is immersed. In this work is presented
an approach for adaptive flow-control of BLE Gateways using a temporal credit distribution
mechanism between clients in a PAN. For this distribution, application context information is
used for network prioritization and parameter configuration of PAN devices. In this work is
detailed how the adaptive flow-control was designed and how was its architectural evolution,
detailing how its temporal mechanism works. Experimental results are presented showing
the controller behavior in different scenarios. These results show that using the proposed
approach it is possible to guarantee Quality of Service requirements for target devices using
a prioritization process in a shared medium. In order to validate this work in a broad sce-
nario, it is also presented a standard-based Remote Patient Monitoring System architecture
for the Internet of Things. This system is used as base infrastructure for prioritization of
PHDs connections based on their state and requirements by the use of a Smart BLE Gate-
way. An implementation was developed showing the relevance of the problem and how a
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Capı´tulo 1
Introduc¸a˜o
Com os u´ltimos avanc¸os tecnolo´gicos em comunicac¸a˜o sem fio e sistemas embarcados, o
nu´mero de dispositivos conectados em rede e´ cada vez maior, ale´m disso, estes dispositivos
sa˜o cada vez menores, autoˆnomos e inteligentes. Portanto, esses dispositivos embarcados,
sejam eles sensores ou atuadores, tornam-se capazes de se conectar entre si e com a Internet,
viabilizando a chamada Internet das Coisas (do ingeˆs Internet of Things – IoT) [1]. A IoT
vislumbra uma rede constituı´da por dispositivos e na˜o apenas por pessoas. Uma tendeˆncia
natural desses dispositivos na IoT e´ a sua interac¸a˜o com o mundo fı´sico. Por exemplo,
esses dispositivos podem ser sensores que coletam informac¸o˜es do mundo fı´sico, como um
sensor de temperatura, mas tambe´m podem ser atuadores que alteram o ambiente, como uma
va´lvula que controla a circulac¸a˜o de ar em uma casa. Esse cena´rio onde sensores, atuadores,
e unidades computacionais interagem com o mundo fı´sico sa˜o via´veis atrave´s de sistemas
fı´sico-ciberne´ticos [2] [3]. Deste modo, com a concretizac¸a˜o da IoT, uma tendeˆncia e´ a
integrac¸a˜o dos sistemas fı´sico-ciberne´ticos com a Internet.
Dado o cena´rio apresentado, um dos desafios da IoT com os sistemas fı´sico-ciberne´ticos
esta´ em como fazer dispositivos heterogeˆneos comunicarem-se de maneira eficaz. Esses
dispositivos, de maneira geral, apresentam restric¸o˜es no que diz respeito ao consumo de
bateria, processamento e armazenamento. Com isso, o uso de tecnologias de comunicac¸a˜o
eficientes e de baixo consumo e´ essencial. Seguindo essa linha de avaliac¸a˜o, recentemente
teˆm sido desenvolvidas e aprimoradas tecnologias de comunicac¸a˜o e sensoriamento de baixo
custo, manutenc¸a˜o e consumo de energia, como o Bluetooth 1, Near-Field Communication
1http://www.bluetooth.org
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2(NFC) 2, ZigBee 3 e o recente Bluetooth Low Energy (BLE), apenas para mencionar algumas.
Concomitantemente, o crescente nu´mero de dispositivos conectados, como smartphones
e smartwatches, viabiliza o desenvolvimento de novos servic¸os e aplicac¸o˜es, permitindo que
a IoT se integre com tecnologias de uso pessoal. Nessa linha de pesquisa e desenvolvimento,
novos protocolos esta˜o sendo desenvolvidos e avaliados em diversas camadas. Protocolos
como o Constrained Application Protocol (CoAP) [4] e o Message Queue Telemetry Trans-
port (MQTT) [5] apresentam soluc¸o˜es na camada de aplicac¸a˜o que podem ser utilizadas por
dispositivos embarcados com poucos recursos computacionais e de armazenamento energia,
como sensores. Em comum, esses protocolos sa˜o executados sobre o Protocolo de Internet
(do ingleˆs, Internet Protocol - IP), viabilizando seu transporte na Internet e com dispositivos
pessoais.
Considerando o uso pessoal dessas tecnologias em dispositivos para o consumidor final,
a utilizac¸a˜o do BLE para comunicac¸a˜o com a Internet torna-se bastante promissora dada sua
ampla adoc¸a˜o em dispositivos como smartphones, smart-tvs, entre outros, ale´m do seu baixo
consumo de energia [6]. Alinhado com esse raciocı´nio, novos perfis ou configurac¸o˜es permi-
tem que novos sensores e dispositivos possam transmitir dados IP utilizando suas interfaces
de transmissa˜o. E´ o caso do perfil IP Service Profile (IPSP) do BLE [7] em conjunto com
novos mecanismos de controle de fluxo na camada de enlace, os quais criam novos tipos
de canais para comunicac¸a˜o para transportar dados IP. Ale´m desse novo tipo de canal, uma
especificac¸a˜o para o uso do protocolo 6LoWPAN (IPv6 over Low power Wireless Personal
Area Networks) [8] sobre BLE foi definida pelo IETF.
Esse conjunto de tecnologias e dispositivos permite que dispositivos de uso pessoal,
como smartphones, tornem-se Gateways de Internet para dispositivos perife´ricos de um
usua´rio utilizando o BLE. Esse cena´rio permite que Gateways possam ser considerados
servic¸os pessoais, ou seja, sa˜o utilizados por um u´nico usua´rio atrave´s de seu dispositivo
pessoal. Nesse contexto, esses Gateways criam redes do tipo PAN BLE (do ingleˆs Perso-
nal Area Network - PAN) e se conectam com diversos dispositivos e servic¸os. Com essa
configurac¸a˜o, uma mesma PAN pode ser compartilhada por servic¸os de a´udio, vı´deo, acessi-
bilidade, e interac¸a˜o humano-ma´quina, como ilustrado na Figura 1.1.
2http://www.nfc-forum.org
3http://www.zigbee.org
3Figura 1.1: Esquema para o compartilhamento da rede PAN e BAN entre diversos dispositi-
vos.
Esse tipo de compartilhamento de rede pode levar a um decre´scimo na Qualidade de
Servic¸o (QoS) de rede dos dispositivos perife´ricos conectados, como uma reduc¸a˜o na taxa
de transmissa˜o me´dia por exemplo. Considerando redes com tecnologia Bluetooth Low-
Energy, por exemplo, o dispositivo mestre da rede e´ o responsa´vel pelo gerenciamento do
fluxo de dados entre os dispositivos clientes. Nesse tipo de rede, portanto, fica a crite´rio do
mestre distribuir recursos na rede, ou seja, esse dispositivo acaba distribuindo os recursos de
maneira igualita´ria entre todos os clientes.
Nesse sentido, requisitos de QoS de rede para BLE podem ser definidos a partir de alguns
paraˆmetros, os quais sa˜o utilizados pela camada de enlace da especificac¸a˜o Bluetooth [9] para
o controle de canais:
• Taxa de transmissa˜o ma´xima: define o qua˜o ra´pido pacotes devem ser enviados bi-
direccionalmente por aplicac¸o˜es BLE.
• Lateˆncia de acesso: define o atraso ma´ximo aceita´vel para um pacote ser enviado a
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interface ae´rea apo´s sair da camada de enlace.
• Variac¸a˜o de atraso: define os valores ma´ximos e mı´nimos de atraso de envio de
pacotes entre as camadas de enlace de dois no´s.
Analisando esses requisitos de QoS em relac¸a˜o a sua percepc¸a˜o para aplicac¸o˜es BLE, a
taxa ma´xima de transmissa˜o torna-se o principal fator de avaliac¸a˜o. Redes PAN BLE, por-
tanto, devem garantir valores de taxa de transmissa˜o para aplicac¸o˜es com diferentes requisi-
tos de QoS. Essas aplicac¸o˜es podem pertencer a diferentes domı´nios, tais como o domı´nio
de sau´de em sistemas de Monitoramento Remoto de Pacientes.
1.1 Sistemas de Monitoramento Remoto de Pacientes
Em paralelo ao cena´rio da IoT, recentemente, com o aumento de custos com a sau´de pessoal
e a demanda crescente por novos servic¸os para o tratamento de doenc¸as croˆnicas, novos de-
safios e oportunidades tambe´m sa˜o criados para os servic¸os de sau´de [10]. Neste cena´rio, o
uso da tecnologia para o monitoramento de pacientes vem crescendo ano apo´s ano. Esse in-
teresse por tecnologias de monitoramento de sau´de impulsiona o desenvolvimento de novos
Dispositivos Pessoais de Sau´de (DPS) com interfaces de comunicac¸a˜o embutidas. Exemplos
de DPS incluem medidores de pressa˜o arterial ou glicosı´metros.
Com esses DPS, dados pessoais de sau´de sa˜o coletados e enviados para a Internet atrave´s
de suas interfaces de comunicac¸a˜o. Deste modo, profissionais da a´rea de sau´de podem mo-
nitorar a evoluc¸a˜o do estado de sau´de dos pacientes remotamente, e tomar ac¸o˜es com ante-
cedeˆncia, evitando complicac¸o˜es futuras. Este processo, em conjunto com suas tecnologias
envolvidas, e´ conhecido como Sau´de Conectada [11]. Em termos gerais, um sistema de
Sau´de Conectada viabiliza um cena´rio onde DPS se conectam com a Internet para expor-
tar seus dados, portanto, construindo a Internet das Coisas para a a´rea de sau´de. Podem-se
vislumbrar casos de uso onde um DPS faz a coleta dos dados de sau´de do paciente, e estes
dados sa˜o compartilhados automaticamente com o seu me´dico transparentemente.
Um sistema de Sau´de Conectada e´ composto por mu´ltiplos componentes, desde o DPS
ate´ o servic¸o de Monitoramento Remoto de Pacientes (MRP) na Internet. Em termos ge-
rais, o primeiro passo nesse sistema e´ a coleta de Informac¸o˜es Pessoais de Sau´de (IPS)
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atrave´s de um DPS, e o seu compartilhamento pela Internet atrave´s de uma interface de
comunicac¸a˜o. Por exemplo, a realizac¸a˜o de uma coleta de dados de pressa˜o arterial atrave´s
de um tensioˆmetro com tecnologia Bluetooth. A partir dessa coleta e compartilhamento de
dados, um dispositivo agregador, ou um Gateway, recebe essas IPS e as encaminha para o
servic¸o de MRP na Internet.
Como introduzido anteriormente, esses Gateways podem ser dispositivos pessoais
porta´teis, como smartphones ou computadores pessoais. Portanto, desde o DPS ate´ o servic¸o
em nuvem, a informac¸a˜o e´ transportada por diversos meios de comunicac¸a˜o ate´ o seu des-
tino, desde uma rede pessoal ou corporal (do ingleˆs Body Area Network - BAN) ate´ uma rede
de larga escala (do ingleˆs Wide Area Network - WAN) como a Internet.
Alguns desafios devem ser considerados na implantac¸a˜o de sistemas de Sau´de Conectada
para o MRP. A depender do pu´blico alvo, diferentes tipos de dispositivos podera˜o ser utili-
zados. Por exemplo, se o caso de uso for a realizac¸a˜o de um MRP contı´nuo em diferentes
localizac¸o˜es, o uso de Gateways porta´teis e pervasivos, como smartphones, torna-se obri-
gato´rio. Em conjunto com esses Gateways, sensores corporais podem ser utilizados como
DPS, como por exemplo, uma pulseira que faz aferic¸o˜es de frequeˆncia cardı´aca continua-
mente. Do ponto de vista tecnolo´gico, ale´m de utilizar diferentes tecnologias de transmissa˜o,
como BLE, esses dispositivos e Gateways precisam definir protocolos para a troca de dados
de sau´de. Em relac¸a˜o a esse ponto, boa parte das soluc¸o˜es e fabricantes definem seus pro´prios
protocolos, criando soluc¸o˜es verticais onde seus DPS conversam apenas com seus Gateways
e servic¸os de sau´de.
Em relac¸a˜o a esses desafios, associac¸o˜es e grupos de trabalhos definiram padro˜es de in-
teroperabilidade para diversos nı´veis da cadeia de comunicac¸a˜o de um sistema de Sau´de Co-
nectada. No nı´vel de DPS, na famı´lia de padro˜es ISO/IEEE 11073 define-se como esses dis-
positivos devem trocar dados com outras entidades (o padra˜o ISO/IEEE 11073:20601 [12]),
e como as informac¸o˜es de sau´de devem ser representadas (o padra˜o ISO/IEEE 11073:10101
[13]). Um detalhe do ISO/IEEE 11073 e´ sua independeˆncia da camada de transporte, viabi-
lizando seu uso sobre qualquer tipo de protocolo ou tecnologia de transporte. Em relac¸a˜o ao
compartilhamento de dados de sau´de com servic¸os na Internet, o Continua Health Alliance4,
apresenta recomendac¸o˜es para o compartilhamento de dados de sau´de entre DPS, agregado-
4http://www.continuaalliance.org
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res de dados e servic¸os de armazenamento de dados de sau´de [11]. Essas recomendac¸o˜es teˆm
como objetivo viabilizar um cena´rio onde DPS compartilham dados com a Internet atrave´s
de Gateways e agregadores padronizados.
Em um cena´rio mais amplo da Sau´de Conectada, pacientes sa˜o monitorados constan-
temente, e processos de MRP (PMRP) podem ser executados a qualquer momento. Um
PRMP se caracteriza como uma sequeˆncia de ac¸o˜es onde dispositivos e sensores enviam
dados a servic¸os na Internet, os quais tomam deciso˜es sobre a sau´de do paciente.
Voltando ao cena´rio de MRP, na maioria dos casos esse decre´scimo nas caracterı´sticas de
QoS entregues na˜o influencia nas aplicac¸o˜es. Por exemplo, uma aferic¸a˜o eventual de pressa˜o
arterial pode ser entregue com alguns segundos de atraso. Entretanto, durante situac¸o˜es
de urgeˆncia onde as informac¸o˜es de um DPS sa˜o essenciais para um diagno´stico, torna-se
necessa´rio elevar os requisitos de QoS desse DPS durante o processo de monitoramento. Por
exemplo, em um processo de MRP, diversos dispositivos podem ser utilizados, como um
monitor de ECG porta´til, um medidor contı´nuo de glicose implantado sob a pele, e bombas
de insulina, e esses dispositivos devem ter seus requisitos de QoS de rede satisfeitos em prol
do bem-estar do paciente.
E´ nesse contexto, de compartilhamento de recursos em uma rede PAN entre disposi-
tivos na IoT no qual se insere esse trabalho. Mais especificamente, propo˜e-se uma abor-
dagem para o controle do fluxo de dados em Gateways pessoais, onde a informac¸o˜es en-
viadas por aplicac¸o˜es sa˜o utilizadas para a definic¸a˜o dos dispositivos participantes em um
processo de monitoramento. Essas informac¸o˜es caracterizam um Contexto de Uso, o qual e´
a representac¸a˜o de uma situac¸a˜o onde um conjunto de dispositivos trabalha junto realizando
uma sequeˆncia de ac¸o˜es em prol de um processo mais amplo.
Mais especificamente, neste trabalho e´ apresentada uma abordagem para o controle de
fluxo de dados em redes pessoais do tipo BLE para aplicac¸o˜es na IoMT (do ingleˆs, Internet of
Medical Things), as quais fazem parte de Sistemas de Monitoramento Remoto de Pacientes.
Esse controle e´ realizado de maneira adaptativa, onde os recursos de rede sa˜o distribuı´dos di-
namicamente atrave´s do tempo a depender da prioridade e caracterı´stica de cada dispositivo.
Essa distribuic¸a˜o adaptativa realiza um controle da taxa de transmissa˜o entre os dispositivos
da rede PAN, desse modo fornecendo os requisitos de QoS aos dispositivos desejados.
1.2 Problema´tica e Justificativa 7
1.2 Problema´tica e Justificativa
Redes do tipo PAN ou BAN que utilizam Gateways em dispositivos pessoais, como
smartphones ou tablets, podem ter aplicac¸o˜es para diversos fins, como entretenimento,
atrave´s de perife´ricos de a´udio e vı´deo, acessibilidade atrave´s de smart-glasses, e cuidados
com a sau´de atrave´s de sensores corporais e DPS. Com o advento de novos perfis e protoco-
los para Internet voltados para tecnologias de baixo consumo, como o IPSP [7] e a adaptac¸a˜o
do 6LoWPAN para o Bluetooth Low Energy (BLE) [8], novos servic¸os va˜o ser adicionados
a essas redes, deixando-as cada vez mais congestionadas. Redes de baixo consumo, como
o BLE, apresentam diversas vantagens em relac¸a˜o ao consumo de energia, simplicidade e
disponibilidade em dispositivos pessoais e dome´sticos [14]. Entretanto, dada sua simpli-
cidade, conexo˜es atrave´s de sua camada de enlace sa˜o tratadas como sendo de best-effort,
como descrito na especificac¸a˜o do Bluetooth 4.2 [9]. Ou seja, todas as conexo˜es sa˜o tratadas
de maneira igual, na˜o sendo priorizado nenhum dispositivo em relac¸a˜o ao outro em termos
dos requisitos de QoS apresentados anteriormente.
Essa limitac¸a˜o na distribuic¸a˜o de recursos em redes Bluetooth Low-Energy com su-
porte a IPv6 existe devido ao novo modelo de controle de fluxo baseado em cre´ditos in-
troduzido na especificac¸a˜o Bluetooth 4.2. Nessa especificac¸a˜o na˜o sa˜o definidos modos de
priorizac¸a˜o entre dispositivos clientes para garantia de QoS. Portanto, implementac¸o˜es da
especificac¸a˜o BLE com controle de fluxo baseado em cre´ditos fazem uso de um modelo
simples de distribuic¸a˜o de recursos (cre´ditos), criando assim canais best-effort.
Outra limitac¸a˜o em redes BLE vem do hardware ou firmware Bluetooth. A depender
do hardware do controlador Bluetooth, limitac¸o˜es relativas ao nu´mero de dispositivos co-
nectados e a taxa de dados ma´xima suportada pelo dispositivo mestre surgem. Comumente,
controladores Bluetooth na˜o conseguem lidar com uma taxa de dados maior do que o seu pro-
jeto suporta e, ao inve´s de rejeitar novas conexo˜es, o controlador para de funcionar e entra
em um estado insta´vel. Portanto, em situac¸o˜es como essa, o dispositivo mestre deve realizar
um controle de fluxo adequado de modo a na˜o ultrapassar seus limites e evitar desconexo˜es
na rede PAN.
No aˆmbito de aplicac¸a˜o desse trabalho, Sistemas de Monitoramento Remoto de Pacien-
tes (SMRP) sa˜o avaliados para a Internet das Coisas. Em especial, e´ avaliado o compartilha-
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mento da rede PAN BLE entre DPS e outros dispositivos e servic¸os. Considera-se que DPS
participantes de um SMRP na˜o sa˜o utilizados constantemente em processos de interesse do
usua´rio, ou Processos de Monitoramento Remoto de Pacientes (PMRP). Por exemplo, em
algumas situac¸o˜es o paciente ou um servic¸o de monitoramento na Internet tem apenas inte-
resse em ter acesso a` u´ltima aferic¸a˜o de pressa˜o arterial coletada pelo DPS, e esse tipo de
evento na˜o necessita propriamente de requisitos de QoS especiais.
Entretanto, considerando o exemplo anterior, a depender do valor de pressa˜o arterial
coletado, o servic¸o de monitoramento na Internet podera´ requisitar mais informac¸o˜es para
uma melhor avaliac¸a˜o do paciente e, consequentemente, uma melhor tomada de decisa˜o para
situac¸o˜es de emergeˆncia. Por exemplo, ao receber um valor de pressa˜o arterial considerado
alto para o perfil do paciente, o servic¸o monitoramento na Internet pode requisitar um fluxo
de dados de ECG e de dados relativos aos sensores de movimento do paciente. Essa nova
sequeˆncia de dados ira´ ser enviada atrave´s do Gateway pessoal, o qual pode estar sendo
compartilhado por outros dispositivos e servic¸os. Como descrito anteriormente, todas as
conexo˜es sa˜o tratadas como de best-effort, e a depender da capacidade da rede, os DPS e
sensores participantes do PMRP podem ser afetados. Por exemplo, o DPS de ECG pode
na˜o conseguir transmitir os dados da curva de ECG com a taxa de transmissa˜o necessa´ria
ao servic¸o monitoramento na Internet devido a um gargalo no primeiro nı´vel de rede, a rede
PAN.
Portanto, ale´m de controlar o fluxo de dados entre todos os dispositivos da rede PAN,
e´ importante identificar o contexto de uso ou situac¸a˜o pela qual o sistema ou usua´rio esta´
passando para identificar e tratar as conexo˜es dos dispositivos em relac¸a˜o aos seus requisitos
de QoS e suas prioridades. Ou seja, considerando o exemplo de sistema de Monitoramento
Remoto de Pacientes, ao identificar que um paciente esta´ ou ira´ passar por um PMRP, o
Gateway deve garantir os requisitos de QoS dos dispositivos participantes durante aquele
perı´odo de monitoramento.
No contexto desse trabalho, portanto, um Gateway capaz de identificar a situac¸a˜o pela
qual o paciente esta´ passando, e que seja capaz de realizar as adaptac¸o˜es necessa´rias no fluxo
de dados, e´ considerado um Smart-Gateway. Para o Smart-Gateway alguns requisitos devem
ser considerados, de modo que o mesmo seja capaz de:
• avaliar o tra´fego de rede de maneira autoˆnoma com o objetivo de identificar o contexto
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de uso, monitoramento ou a situac¸a˜o atual do sistema ou usua´rio;
• identificar quais sera˜o os dispositivos participantes de um processo de monitoramento,
dadas informac¸o˜es de camadas superiores ou dada a situac¸a˜o atual do usua´rio ou do
dispositivo;
• adaptar os fluxos de dados para os dispositivos participantes de um processo de moni-
toramento baseado em seus requisitos e no estado atual da rede.
Alguns trabalhos exploraram caracterı´sticas de redes Bluetooth Low-Energy, mostrando
suas caracterı´sticas de pouco consumo de energia e limitac¸o˜es na taxa de transmissa˜o. Traba-
lhos como os apresentados em [14], Nieminen et al. [6] e Siekkinen et al. [15] apresentaram
avaliac¸o˜es de desempenho de redes Bluetooth Low-Energy em diferentes situac¸o˜es. Entre-
tanto, dentre os trabalhos pesquisados, na˜o foi encontrado um que realize uma aplicac¸a˜o de
controle de fluxo adaptativo para redes BLE. Ale´m disso, nenhum trabalho explorou o novo
modelo de controle de fluxo baseado em cre´ditos apresentado no Bluetooth 4.2.
Em relac¸a˜o a` Sistemas de Monitoramento Remoto de Pacientes, diversos trabalhos apre-
sentam soluc¸o˜es e sistemas de MRP para o compartilhamento de IPS na Internet. Em [16],
[17] e [18] sa˜o discutidos aspectos e oportunidades relacionadas a` integrac¸a˜o entre diferentes
domı´nios, incluindo cuidados com a sau´de e a indu´stria de Consumer Electronics. Outros
trabalhos apresentam soluc¸o˜es de integrac¸a˜o para domı´nios especı´ficos, como em [19], onde
um sistema foi apresentado para a integrac¸a˜o de DPS com aparelhos de TV atrave´s de uma
plataforma de interac¸a˜o MHP (Multimedia Home Platform). Em outro trabalho e´ apresen-
tada uma soluc¸a˜o para a integrac¸a˜o de SMRP com redes sociais [20]. Outra linha de pes-
quisa e desenvolvimento apresenta proposta de middlewares para a utilizac¸a˜o em sistemas e
aplicac¸o˜es para o cuidado com a sau´de, como nos trabalhos apresentados em [21], [22] e ou-
tros listados em [23]. Outros trabalhos apresentam propostas e arquiteturas de infraestrutura
para redes de sensores voltadas para o MRP e sua integrac¸a˜o com a Internet, como os tra-
balhos em [24], [25] e [26]. Em comum, nenhum dos trabalhos apresentados anteriormente
apresenta uma arquitetura padronizada para a transmissa˜o de dados de sau´de entre DPS e
servic¸os de MRP na Internet, onde seja realizado um controle de fluxo de dados baseado no
contexto de uso fornecido pela camada de aplicac¸a˜o.
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Alguns outros trabalhos, entretanto, foram desenvolvidos em relac¸a˜o ao controle de fluxo
de dados de sau´de em redes sem fio em um Sistema de Monitoramento Remoto de Pacientes.
Em [27] e [28] sa˜o apresentados mecanismos para controle de fluxo para dados de sau´de
entre um Gateway de Sau´de e o servic¸o de MRP na Internet. Em [29] e´ apresentado um
mecanismo de escalonamento de tra´fego com o intuito de priorizar tra´fegos de monitora-
mento de sau´de tambe´m entre o Gateway de Sau´de e o Servic¸o de MRP na Internet. Nesses
trabalhos na˜o sa˜o abordados meios para o controle de fluxo de dados na rede PAN ou BAN.
Outros trabalhos focaram na camada de Controle de Acesso ao Meio (MAC) em redes BAN.
Em [30] foi apresentado um sistema que faz uso de uma camada MAC virtual para ajustes
em paraˆmetros de QoS para sensores na BAN atrave´s de um mecanismo de polling. Em
[31] tambe´m e´ apresentado um mecanismo independente de meio de transporte baseado em
polling para redes BAN. Apesar de atuarem na rede BAN (ou PAN), esses trabalhos fazem
uso de mecanismos de polling, ou seja, o Gateway que e´ responsa´vel pelas requisic¸o˜es de
dados para os sensores. Esse tipo de mecanismo faz com que os DPS ou sensores sejam
dependentes do servic¸o de monitoramento. Em va´rias situac¸o˜es, entretanto, o sensor deve
ter autonomia para iniciar a transmissa˜o quando perceber que dados esta˜o disponı´veis. Para
essas situac¸o˜es, o trabalho [32] apresenta uma proposta onde o controle de fluxo utiliza mo-
delo baseado em tempo (TDMA) onde novos slots sa˜o alocados aos sensores em estado de
emergeˆncia. Entretanto, nenhum desses trabalhos apresenta uma abordagem padronizada
para aferic¸a˜o de contexto para a aplicac¸a˜o no controle de fluxo de dados de sau´de atrave´s da
avaliac¸a˜o de tra´fego. Em todos os trabalhos consideram-se apenas que determinados fluxos
teˆm mais prioridade do que outros.
Portanto, apesar da grande quantidade de trabalhos na a´rea de Monitoramento Remoto de
Pacientes e controle de fluxo de dados para dispositivo em redes pessoais, nenhum dos tra-
balhos apresenta uma soluc¸a˜o completa onde a avaliac¸a˜o de contexto em nı´vel de aplicac¸a˜o
e´ aplicada para a adaptac¸a˜o de fluxos de monitoramento no Gateway. Ou seja, uma soluc¸a˜o
que permita que Gateways possam realizar um controle de fluxo de dados adequado em sua
rede PAN para diferentes contextos de aplicac¸a˜o. Por fim, como introduzido anteriormente,
tambe´m na˜o foram encontrados trabalhos que explorassem o novo mecanismo de controle
de fluxo do Bluetooth Low-Energy para redes IPv6.
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1.3 Objetivos
O principal objetivo dessa tese e´ apresentar uma abordagem para o controle de fluxo de dados
em Gateways BLE utilizando informac¸o˜es obtidas a partir de aplicac¸o˜es, as quais podem
identificar contextos de uso atrave´s da ana´lise do tra´fego de dados no pro´prio Gateway. Em
especial, o fluxo de dados no contexto da IoMT foi avaliado. Dentre os objetivos especı´ficos
alcanc¸ados destacam-se:
1. Definir e implantar uma infraestrutura de rede padronizada para possibilitar o Monito-
ramento Remoto de Pacientes na Internet das Coisas, ou a IoMT.
2. Definir uma abordagem para a ana´lise do tra´fego de Dispositivos Pessoais de Sau´de
com o propo´sito de fornecer dados para a avaliac¸a˜o de situac¸o˜es de maneira transpa-
rente.
3. Definir e avaliar um controlador adaptativo do fluxo de dados em Gateways Bluetooth
Low-Energy utilizando informac¸o˜es de contexto e de aplicac¸o˜es externas.
4. Implantar o controle de fluxo adaptativo em uma rede PAN do tipo Bluetooth Low-
Energy para Sistemas de Monitoramento Remoto de Pacientes.
5. Realizar uma avaliac¸a˜o experimental do controlador proposto em relac¸a˜o a situac¸o˜es
de monitoramento, de modo a validar que a abordagem proposta viabiliza o uso de
DPS em redes PAN de maneira eficaz.
Considerando os objetivos especı´ficos, algumas caracterı´sticas e definic¸o˜es precisam ser
consideradas para o desenvolvimento do controle de fluxo de dados baseado em contexto.
Para a definic¸a˜o da arquitetura do sistema de Monitoramento Remoto de Pacientes foi uti-
lizado o padra˜o ISO/IEEE 11073 como base para o modelo de dados de sau´de trafegados
[12]. No contexto deste padra˜o sa˜o definidas caracterı´sticas que permitem sua transmissa˜o
utilizando diferentes protocolos, e sa˜o definidos mecanismos para a descric¸a˜o de va´rios da-
dos referentes a sinais vitais (sau´de). A utilizac¸a˜o do ISO/IEEE 11073 como base tambe´m
possibilita a avaliac¸a˜o dos dados de contexto de maneira padronizada. Portanto, o Gateway
pessoal tem uma linguagem padra˜o para a ana´lise do tra´fego para aferic¸a˜o de situac¸o˜es de
monitoramento.
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Para o transporte dos dados ISO/IEEE 11073 utiliza-se o protocolo CoAP como base
[4]. O CoAP oferece mecanismos para troca de dados na Internet de maneira semelhante
a outros protocolos, como o HTTP. Portanto, sua utilizac¸a˜o permite que os dados de sau´de
trafeguem em diferentes redes atrave´s da utilizac¸a˜o de proxies [33], e esses proxies podem
ser utilizados para ana´lise de dados. A utilizac¸a˜o e avaliac¸a˜o do CoAP em conjunto com
ISO/IEEE 11073 foi realizado em trabalhos anteriores desenvolvidos durante esse trabalho
de tese [34], comprovando suas caracterı´sticas para dispositivos limitados em comparac¸a˜o
com outros protocolos, como o TCP/IP.
Para o desenvolvimento e definic¸a˜o do controle de fluxo de dados baseado em contexto
foi utilizada a camada de enlace do Bluetooth Low-Energy (L2CAP) como ponto de controle
[9]. Essa camada oferece o mecanismo base para o controle do fluxo de dados baseado em
cre´ditos. Com isso, para a definic¸a˜o do modelo de controle adaptativo foi alterado o modelo
de controle de fluxo de dados do BLE em uma plataforma Linux, a partir da implantac¸a˜o de
um novo modelo, tambe´m baseado em cre´ditos, o qual foi aplicado diretamente ao mo´dulo
de controle Bluetooth do Linux, o BlueZ5.
1.4 Contribuic¸o˜es
Durante o desenvolvimento desse trabalho de tese, atividades adicionais foram desenvolvidas
na mesma linha de pesquisa. Um trabalho relacionado a` integrac¸a˜o de sistemas de MRP com
dispositivos pessoais em redes locais atrave´s de uma infraestrutura Universal Plug and Play
(UPnP) foi proposto e avaliado [35]. A partir dos resultados e da experieˆncia adquirida com
esse trabalho, contribuic¸o˜es foram feitas para a especificac¸a˜o IoT Management and Control
[36] do UPnP Forum6. Essa especificac¸a˜o e´ utilizada como base da iniciativa UPnP para
Internet das Coisas7. Em outra linha de pesquisa e desenvolvimento relacionada ao trabalho
de tese, o conhecimento adquirido em agregadores de sau´de, seus modelos de comunicac¸a˜o,
e seus modos de uso, contribuı´ram para a criac¸a˜o e aplicac¸a˜o de uma patente no United
States Patent and Trademark Office (USPTO) [37]. Por fim, um capı´tulo de livro com deta-
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conjunto com outros autores [38].
Mais especificamente no contexto dessa tese, outros trabalhos foram realizados para a
avaliac¸a˜o do protocolo ISO/IEEE 11073 no contexto da Internet das Coisas [39], onde uma
classificac¸a˜o de DPS foi apresentada e discutida. Tambe´m foram realizados trabalhos de
avaliac¸a˜o e integrac¸a˜o do protocolo CoAP com o ISO/IEEE 11073 [34], e sua implantac¸a˜o
em um ambiente em nuvem [40]. O conjunto dos resultados obtidos foi utilizado na definic¸a˜o
e implantac¸a˜o de uma infraestrutura de Sau´de Conectada para a Internet das Coisas, a qual
e´ descrita em um trabalho publicado em perio´dico [41]. Ale´m disso, ate´ a publicac¸a˜o dessa
tese, um novo artigo relativo ao Smart-Gateway para Sau´de foi aceito para publicac¸a˜o.
Em relac¸a˜o ao controle de fluxo adaptativo aplicado a Gateways Bluetooth Low-Energy,
dentro da literatura avaliada, na˜o foram encontrados trabalhos que explorassem o novo meca-
nismo de controle baseado em cre´ditos do Bluetooth Low-Energy para dados IPv6. Portanto,
o projeto e avaliac¸a˜o de modelos de controle aplicados a esse novo mecanismo baseado em
cre´ditos torna-se uma contribuic¸a˜o ine´dita ate´ a publicac¸a˜o dessa tese. A partir dessa nova
proposta de controle adaptativo no Bluetooth Low-Energy, novas pesquisas esta˜o sendo de-
senvolvidas no Laborato´rio de Sistemas Embarcados e Computac¸a˜o Pervasiva da Universi-
dade Federal de Campina Grande, as quais abrangem a avaliac¸a˜o dos modelos de controle
atrave´s de me´todos formais, e a criac¸a˜o de novas aplicac¸o˜es para avaliac¸a˜o de contexto em
diferentes domı´nios ale´m do de sau´de.
1.5 Organizac¸a˜o do Documento
Esse documento esta´ organizado da seguinte maneira:
• no Capı´tulo 2 sa˜o apresentadas as tecnologias e conceitos relacionados ao trabalho
desenvolvido, de modo a facilitar o entendimento do leitor em relac¸a˜o as escolhas
realizadas durante o seu desenvolvimento;
• no Capı´tulo 3 sa˜o apresentados trabalhos relacionados as diversas a´reas abordadas
nesse trabalho;
• no Capı´tulo 4 e´ apresentado detalhes da arquitetura base do Sistema de Monitoramento
Remoto de Pacientes para a Internet das Coisas desenvolvido neste trabalho. Esse sis-
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tema e´ a base para o desenvolvimento do objetivo principal desse trabalho. Resultados
experimentais sa˜o apresentados de modo a validar a arquitetura proposta e a relevaˆncia
do problema proposto nesse trabalho;
• no Capı´tulo 5 e´ detalhado o projeto do controlador adaptativo de fluxo de dados apli-
cado a Gateways BLE. Neste capı´tulo foram apresentados detalhes sobre as limitac¸o˜es
do BLE e como o controlador adaptativo pode ser utilizado para contornar esses pro-
blemas. Diferentes modelos de controles foram apresentados durante o projeto do
controlador.
• no Capı´tulo 6 sa˜o apresentados detalhes sobre os experimentos de validac¸a˜o do con-
trolador adaptativo BLE em diferentes situac¸o˜es.
• no Capı´tulo 7 e´ detalhado o processo de implantac¸a˜o e avaliac¸a˜o de um Smart-Gateway
para Sau´de. O principal objetivo do Smart-Gateway e´ realizar o controle de fluxo de
dados de sau´de baseado em informac¸o˜es de aplicac¸o˜es e avaliac¸a˜o do tra´fego de dados.
• no Capı´tulo 8 sa˜o apresentadas as concluso˜es sobre os resultados obtidos e as perspec-
tivas de trabalhos futuros.
Capı´tulo 2
Fundamentac¸a˜o Teo´rica
Neste capı´tulo sa˜o apresentados detalhes sobre a tecnologia Bluetooth Low-Energy e suas
caracterı´sticas que permitem uso de conexo˜es IP sobre seus canais de comunicac¸a˜o. Em
especial e´ detalhado o funcionamento do canal com controle de fluxo baseado em cre´ditos
para o transporte de pacotes IP utilizando o BLE. Tambe´m sa˜o apresentados nesse capı´tulo
conceitos relacionados aos sistemas de Monitoramento Remoto de Pacientes (MRP) e a In-
ternet das Coisas, os quais sa˜o considerados importantes para o entendimento da soluc¸a˜o
apresentada nesse trabalho. Mais especificamente, sa˜o apresentados detalhes dos principais
protocolos utilizados durante a definic¸a˜o e desenvolvimento da soluc¸a˜o.
2.1 Bluetooth Low-Energy e o 6LoWPAN
Semelhantemente ao Bluetooth convencional (BR/EDR), o BLE opera na faixa de frequeˆncia
ISM de 2.4GHz [9]. O BLE tambe´m faz uso de frequency hopping, e oferece dois esquemas
para mu´ltiplo acesso a` camada fı´sica, o Frequency Division Multiple Access (FDMA) e Time
Division Multiple Access (TDMA). Quarenta (40) canais sa˜o utilizados no esquema FDMA,
dos quais, treˆs (3) sa˜o utilizados para advertising e 37 para troca de dados. O esquema
TDMA faz com que cada dispositivo tenha um tempo pre´-determinado para a transmissa˜o
de pacotes. O canal fı´sico, enta˜o, e´ dividido em unidades de tempo conhecido como eventos
de conexa˜o (connection events). Dados sa˜o transmitidos entre os dispositivos BLE dentro
desses eventos. Apo´s a conexa˜o ser estabelecida, o iniciador se torna o mestre (master) de
uma rede piconet, e o outro dispositivo se torna seu cliente (slave), como ilustrado na Figura
15
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2.1.
Figura 2.1: Formac¸a˜o de uma rede Piconet BLE.
Sobre o canal fı´sico existem os conceitos de enlace, canais e protocolos de controle.
A hierarquia e´ composta pelo canal fı´sico, enlace fı´sico, transporte lo´gico, enlace lo´gico
e canal L2CAP (Logical Link Control and Adaptation Protocol). Por exemplo, dentro de
um canal fı´sico, um enlace fı´sico e´ formado entre o mestre e o cliente. Um protocolo de
controle para as camadas de enlace e fı´sica e´ executado dentro de enlaces lo´gicos. Esse
e´ o protocolo da camada de enlace (LL). A camada de enlace utiliza o protocolo LL para
controlar os dispositivos na piconet e oferecer servic¸os de gerenciamento para camadas mais
baixas, como a camada fı´sica. Eventos de conexa˜o sa˜o utilizados para a troca dados entre o
mestre e os clientes. Todo evento de conexa˜o inicia quando um pacote e´ transmitido a partir
do mestre. Quando o cliente recebe o pacote, o mesmo deve enviar uma um pacote de volta
ao mestre. Esse pacote pode ser de dados ou apenas um reconhecimento de recebimento
(ack). Ao mestre, entretanto, na˜o e´ requerido enviar de volta outro pacote, ficando ao seu
crite´rio continuar ou na˜o o evento de conexa˜o.
A cada evento de conexa˜o, mestre e cliente usam um novo canal de frequeˆncia, seguindo
as regras do algoritmo de mudanc¸a de frequeˆncia (frequency hopping). O tempo entre o
inı´cio de dois eventos de conexa˜o consecutivos e´ definido pelo paraˆmetro connInterval, o
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qual e´ um mu´ltiplo de 1.25ms entre o intervalo de 7.5ms e 4s. Outro importante paraˆmetro,
o connSlaveLatency, define o nu´mero de eventos de conexa˜o consecutivos ao qual o cliente
na˜o necessita esperar por pacotes do mestre, e portanto, pode deixar seu ra´dio desligado.
Ale´m desses paraˆmetros, e´ definido o connSupervisionTimeout, o qual define um perı´odo
ma´ximo que o cliente deve esperar por eventos de conexa˜o do mestre. Essa definic¸a˜o de
paraˆmetros de tempo, principalmente o connInterval, apresenta um mecanismo de controle
TDMA que a camada de LL faz uso.
E´ interessante observar que tanto a camada fı´sica quanto a camada de enlace fazem parte
do lado controlador de um dispositivo Bluetooth. O lado controlador, fazendo uma definic¸a˜o
simples, pode ser considerado a parte de hardware do dispositivo Bluetooth propriamente
dito. Por exemplo, um adaptador USB ou PCI Bluetooth e´ o controlador, enquanto o com-
putador pessoal e´ o hospedeiro. Nessa divisa˜o, a pilha de protocolos Bluetooth acaba sendo
definida por uma interface HCI (Host Controller Interface), onde parte do protocolo e´ con-
trolado pelo hospedeiro, e a outra parte pelo controlador, como ilustrado no diagrama da
Figura 2.2.
Nessa divisa˜o de protocolos, e´ interessante observar que o controle de enlaces (enlaces
entre dispositivos) e´ dividido em duas camadas, a camada de enlace no controlador e a ca-
mada L2CAP no hospedeiro. Com isso, o hospedeiro pode atuar no controle de canais de
maneira independente ao controlador, o qual, normalmente, tem limitac¸o˜es de memo´ria e
processamento para realizar esse controle de maneira inteligente. Ou seja, do mesmo modo
que o BR/EDR, sobre a camada de enlace, o L2CAP oferece uma abstrac¸a˜o de canais para
aplicac¸o˜es e servic¸os. O L2CAP e´ responsa´vel pela fragmentac¸a˜o e de-fragmentac¸a˜o de da-
dos para aplicac¸o˜es, e a multiplexac¸a˜o e de-multiplexac¸a˜o de canais virtuais dentro de um
mesmo enlace lo´gico. O L2CAP tem um protocolo de controle de canais, onde esses canais
podem funcionar dentro de cinco (5) modos. Um desses modos e´ o de Controle de Fluxo LE
baseado em Cre´ditos.
O modo de Controle de Fluxo LE baseado em cre´ditos e´ utilizado para a criac¸a˜o de
canais orientados a conexa˜o para o L2CAP do BLE, onde um esquema de controle baseado
em cre´ditos e´ utilizado no controle de fluxo de dados. Esse e´ o u´nico modo para a criac¸a˜o de
canais orientados a conexa˜o no L2CAP do BLE. Para suportar esse modo, um pacote L2CAP
foi definido, o LE-Frame, o qual equivale a uma unidade de cre´dito utilizado no controle
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Figura 2.2: Pilha de protocolos para o BLE.
fluxo. Portanto, para realizar o controle de fluxo de dados entre diversos dispositivos, o
mestre da piconet deve realizar um controle de cre´ditos entre os diferentes clientes da rede
como detalhado nas pro´ximas sec¸o˜es.
A partir desses canais orientados a conexa˜o no BLE foi possı´vel realizar uma adaptac¸a˜o
do protocolo 6LoWPAN para BLE [8], onde foi especificado como LE-Frames transportam
pacotes IPv6 sobre esses canais orientados a conexa˜o. Essa especificac¸a˜o, portanto, atrave´s
de apenas uma atualizac¸a˜o na pilha L2CAP permitiu que conexo˜es IPv6 fossem realizadas
no BLE sem que os controladores atuais (hardware) forem alterados.
2.1.1 Controle de Fluxos Baseado em Cre´ditos na Camada L2CAP
Esse novo modelo de controle de fluxo de dados introduzido no L2CAP permite ao mestre
determinar quando e a quantidade de dados que um cliente pode enviar. O conceito de cre´dito
serve como uma permissa˜o para o envio de LE-Frames entre os dispositivos. Ao enviar um
nu´mero X de cre´ditos a outro no´, o no´ concedente esta´ permitindo que o no´ cliente envie um
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nu´mero X de LE-Frames de volta quando esse achar necessa´rio. Para esse funcionamento,
tanto o no´ concedente quanto o no´ que recebe os cre´ditos mante´m uma contagem do nu´mero
total de cre´ditos. A cada LE-Frame trocado a contagem e´ diminuı´da de um.
A Figura 2.3 apresenta um exemplo de fluxo de troca de dados em um canal orientado a
conexa˜o com controle de fluxo baseado em cre´ditos. Nesse exemplo podem-se observar dois
tipos de fluxos:
• Fluxo bidirecional entre mestre e cliente, onde as duas partes trocam LE-Frames de
dados.
• Fluxo de envio de cre´ditos extras, onde uma das partes decide enviar mais cre´ditos a
outra parte.
Figura 2.3: Fluxo de dados e controle de cre´ditos na camada L2CAP.
No fluxo bidirecional convencional, toda vez que uma das partes envia um pacote LE-
Frame para a outra parte e´ realizado o decre´scimo da contagem de cre´ditos de envio, como
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apresentado na primeira parte do fluxograma. A crite´rio do no´ que recebe dados, nesse caso
o mestre, este pode decidir enviar mais cre´ditos de recepc¸a˜o a outra parte. Ao enviar um
pacote de controle com mais cre´ditos a outra parte, esse nu´mero de adicional de cre´ditos e´
somado na parte receptora, como apresentado na parte central do fluxograma. Apo´s esse
envio de cre´ditos extras, o fluxo de trocas de dados bidirecional e´ retomado.
Algumas observac¸o˜es devem ser feitas nesse tipo de canal, por exemplo, tanto os pacotes
de dados quanto os pacotes de sinalizac¸a˜o de cre´ditos utilizam o mesmo meio. Portanto, ao
enviar mais cre´ditos para outro no´, o no´ concedente deixa de enviar um LE-Frame de dados
para enviar um pacote de sinalizac¸a˜o. Portanto, a troca de cre´ditos entre no´s influencia na
taxa de dados total em nı´vel aplicac¸a˜o.
E´ importante observar que esse nı´vel de controle de fluxo na camada L2CAP funciona
independentemente do controle de intervalos na camada de enlace. Mesmo quando um no´
na˜o tenha cre´ditos para envio de dados, seus intervalos de conexa˜o na camada de enlace
sera˜o mantidos e, portanto, uma conexa˜o lo´gica na camada enlace existe. Esse tipo de con-
trole independente entre as camadas permite que a camada superior no hospedeiro realize
processos de controle para sobrepor as limitac¸o˜es da camada inferior no controlador, como
sera´ apresentado no Capı´tulo 5.
Apesar de especificar o uso de canais orientados a conexa˜o com um controle de fluxo
baseado em cre´ditos, o L2CAP do BLE na˜o define uma politica para distribuic¸a˜o de cre´ditos.
Essa polı´tica, caso existente, fica a crite´rio do desenvolvedor do hospedeiro BLE.
2.1.2 Perfil GATT e o Protocolo ATT
O Generic Attribute Profile (GATT) faz um uso de um protocolo de atributos (ATT) para
realizar a troca de informac¸o˜es armazenadas em dispositivos. O ATT define dois pape´is, cli-
ente e servidor, e realiza a comunicac¸a˜o entre esses dispositivos atrave´s de um canal L2CAP
dedicado. O servidor disponibiliza um conjunto de atributos que podem ser acessados por
um cliente. Operac¸o˜es de escrita, leitura e notificac¸a˜o sa˜o oferecidas pelo ATT. Com o perfil
GATT, um dispositivo e´ capaz de descobrir servic¸os e realizar a troca de caracterı´sticas. Ca-
racterı´sticas sa˜o organizadas em valor e propriedades. Servic¸os e caracterı´sticas GATT sa˜o
armazenados em atributos do protocolo ATT. Portanto, o GATT realiza apenas a definic¸a˜o
de como identificar um servic¸o ou caracterı´stica atrave´s do ATT [9].
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Perfis GATT sa˜o utilizados para a definic¸a˜o de va´rios servic¸os e perfis para dispo-
sitivos simples. Por exemplo, existem definic¸o˜es BLE GATT para monitores cardı´acos,
termoˆmetros, balanc¸as, entre outros 1. Apesar do modo de comunicac¸a˜o IPv6 no BLE fazer
uso de um canal L2CAP diferente do utilizado pelo ATT, o primeiro passo na criac¸a˜o de
um canal IPv6 no BLE e´ realizar a descoberta do servic¸o IP no dispositivo remoto. Essa
descoberta e´ realizada atrave´s do GATT, e apo´s isso, o canal dedicado e´ criado entre os
dispositivos, como descrito a seguir.
2.1.3 Suporte ao IPv6 e o Perfil de Suporte ao IP – IPSP
Ale´m da criac¸a˜o de canais orientados a conexa˜o no L2CAP do BLE, um novo perfil para
suporte ao protocolo IP foi criado [7]. O Internet Protocol Support Profile (IPSP) permite
que dispositivos BLE descubram-se e comuniquem-se uns com os outros para a troca de
pacotes IP.
A comunicac¸a˜o entre os dispositivos e´ feita atrave´s da troca de pacotes IPv6 sobre o BLE,
onde esses pacotes sa˜o transmitidos por LE-Frames. A transmissa˜o dos pacotes IPv6 na˜o faz
parte do perfil IPSP, e sim e´ definido pelo IETF (Internet Engineering Task Force) atrave´s
da RFC 7668 (Request For Comments) [8]. A Figura 2.4 apresenta a pilha de protocolos
utilizada pelo IPSP e pelo protocolo IPv6 sobre o BLE. E´ importante notar que os protocolos
GATT e ATT sa˜o utilizados apenas para a descoberta do servic¸o IPSP. Apo´s essa descoberta,
a troca de dados e´ realizada atrave´s de um canal orientado a conexa˜o no L2CAP BLE como
descrito em sec¸o˜es anteriores.
O IPSP define dois modos de funcionamento: O modo No´ e o modo Roteador. O modo
Roteador e´ implementado por dispositivos que realizam o roteamento de pacotes IPv6. O
modo No´ e´ utilizado por dispositivos que criam e consomem pacotes IPv6. Um dispositivo
em modo No´ implementa um servidor GATT, o qual faz o anu´ncio do servic¸o de suporte ao
IP (IPSS).
Apo´s esse anu´ncio, um dispositivo Roteador e´ capaz de descobrir um dispositivo No´, e
iniciar uma conexa˜o com o mesmo, criando um canal orientado a conexa˜o utilizando o modo
de controle de fluxo de dados baseado em cre´ditos. A partir desse ponto, LE-Frames sa˜o
trocados entre o Roteador e o No´, onde esses LE-Frames carregam em seu conteu´do pacotes
1https://www.bluetooth.org/en-us/specification/adopted-specifications
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Figura 2.4: Pilha de protocolos para o suporte ao IPv6 no BLE.
IPv6.
Em relac¸a˜o a troca de pacotes IPv6 sobre BLE, a RFC 7668 define paraˆmetros de
adaptac¸a˜o semelhantes ao do padra˜o 6LoWPAN [42]. As principais diferenc¸as aparecem
no que diz respeito a procedimentos de fragmentac¸a˜o, os quais sa˜o utilizados os procedi-
mentos do BLE. Ale´m disso, o BLE apenas suportar redes em formato estrela (piconet) ao
contra´rio do IEEE 802.15.4, que e´ a tecnologia de transporte que o 6LoWPAN considera
como base. Dentre as regras presentes na RFC 7668, destacam-se os procedimentos que de-
vem ser adotados para a autoconfigurac¸a˜o de enderec¸os, descoberta de vizinhos, compressa˜o
de headers e um modelo de enlace lo´gico (link model) para o IPv6, o qual deve considerar
regras como o tamanho ma´ximo de MTU (Maximum Transmission Unit) a ser utilizado.
2.2 Protocolos para a Internet das Coisas
O termo “Internet das Coisas” (Internet of Things - IoT) foi criado para descrever o fenoˆmeno
de conexa˜o de diversos dispositivos com a Internet. Com o IoT, va´rios desafios e oportuni-
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dades foram criados, desde a possibilidade da criac¸a˜o de novos servic¸os na Internet, ate´ o
desenvolvimento de novos meios de comunicac¸a˜o para dispositivos embarcados.
Em relac¸a˜o a comunicac¸a˜o desses dispositivos com a Internet, novas tecnologias de trans-
missa˜o sem fio de baixo consumo foram criadas, como o Bluetooth Low-Energy (BLE).
Ale´m disso, protocolos de comunicac¸a˜o mais simples esta˜o sendo desenvolvidos e avalia-
dos. Esses protocolos, em geral, apresentam caracterı´sticas para simplificac¸a˜o de mensa-
gens, de modo a facilitar o seu uso em dispositivos com poucos recursos computacionais,
como sensores.
Dentre os protocolos disponı´veis, alguns destacam-se por sua aplicabilidade em redes
Machine-to-Machine (M2M) e seu modelo simples de comunicac¸a˜o. Um desses protocolos
e´ o MQTT (Message Queue Telemetry Transport). O MQTT foi inicialmente criado pela
IBM, e sua especificac¸a˜o e´ aberta [5]. O MQTT funciona em nı´vel de aplicac¸a˜o, conside-
rando o modelo OSI (Open Systems Interconnection), e utiliza o protocolo TCP/IP como
meio de transporte. O protocolo e´ baseado em um modelo publisher/subscriber, onde cli-
entes criam uma conexa˜o com um broker para a troca de mensagens. O MQTT tambe´m
oferece diferentes nı´veis de QoS, dando flexibilidade para os desenvolvedores de servic¸os
em sua rede. Apesar de ser um padra˜o bastante adotado, a utilizac¸a˜o do protocolo TCP/IP
impo˜e uma sobrecarga desnecessa´ria a algumas aplicac¸o˜es. Nesse sentido, outro protocolo
apresenta-se como uma alternativa para aplicac¸o˜es mais simples, o Constrained Application
Protocol.
2.2.1 CoAP - Constrained Application Protocol
O Constrained Application Protocol (CoAP) e´ um protocolo Web criado para atender re-
quisitos de dispositivos e redes com poucos recursos disponı´veis. Apesar de seu nome se
assemelhar ao do padra˜o SOAP (Simple Object Access Protocol, o modelo de comunicac¸a˜o
do CoAP e´ semelhante ao REST (Representational State Transfer. O CoAP, ao contra´rio do
MQTT, funciona sobre o protocolo UDP, e seu modelo de comunicac¸a˜o segue um padra˜o cli-
ente/servidor, portanto, apresentando caracterı´sticas semelhantes ao HTTP (Hypertext Trans-
fer Protocol. Com isso, me´todos equivalentes ao GET, POST, PUT e DELETE esta˜o pre-
sentes no CoAP. Essa semelhanc¸a de modelos possibilita o uso do CoAP em conjunto com
o HTTP atrave´s de proxies HTTP-CoAP [43] [33]. Esse tipo de interac¸a˜o, entre o CoAP
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e outros protocolos, potencializa o seu uso por dispositivos embarcados na Internet, viabi-
lizando a Internet das Coisas. Ale´m disto, apesar de ser transportado por pacotes UDP, o
CoAP suporta o envio de mensagens com confirmac¸a˜o de entrega, fornecendo confiabili-
dade ao transporte de pacotes, o que e´ um requisito essencial quando tratando-se de dados de
sau´de. Com uso de mensagens com confirmac¸a˜o de entrega, o CoAP oferece a possibilidade
de enviar respostas em modo piggybacking2, ou seja, ao confirmar o recebimento de uma
mensagens, um dispositivo CoAP pode retornar uma mensagem extra em conjunto com a
resposta de confirmac¸a˜o de recebimento.
Outra caracterı´stica importante do CoAP e´ a possibilidade de descoberta de servic¸os
atrave´s de um direto´rio de recursos (CoRE Resource Directory). Em termos de seguranc¸a e
privacidade, o CoAP pode utilizar o Datagram Transport Layer Security (DTLS) [44]. Ale´m
disso, a utilizac¸a˜o do CoAP traz benefı´cios relativos ao consumo de energia em dispositivos
com poucos recursos [45].
O CoAP tambe´m pode ser utilizado sobre diferentes tecnologias de transporte. Apesar
do CoAP ser desenvolvido tendo em vista o meio fı´sico IEEE 802.15.4, novas propostas
esta˜o sendo apresentadas para o uso do CoAP em conjunto com outras tecnologias, como o
Bluetooth Low-Energy (BLE) [6] e o padra˜o de mensagens SMS3. Com isso, o uso do CoAP
em conjunto com o BLE viabiliza um novo conjunto de aplicac¸o˜es e servic¸os, dado a adoc¸a˜o
do Bluetooth por va´rios dispositivos mo´veis e eletroˆnicos.
2.3 Sistemas de Sau´de Conectada
Considerando o domı´nio de Sau´de Conectada, torna-se importante discutir como a indu´stria
e a comunidade cientı´fica esta˜o utilizando padro˜es e tecnologias de comunicac¸a˜o em prol
da interoperabilidade. Va´rios grupos de trabalhos, incluindo o grupo ISO/IEEE 11073,
apresentaram padro˜es e recomendac¸o˜es para diversos nı´veis da cadeia de comunicac¸a˜o re-
lativa a dados de sau´de. Em especial, a associac¸a˜o Continua Health Alliance 4 desenvol-
veu recomendac¸o˜es para intercomunicac¸a˜o de sistemas e dispositivos de sau´de na Internet
2piggybacking e´ a funcionalidade que permite que informac¸o˜es extras “peguem carona” em um pacote com
outra finalidade.
3Mais detalhes em http://tools.ietf.org/wg/core/
4http://www.continuaalliance.org
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[11]. Essas recomendac¸o˜es, chamadas de Continua Design Guidelines (CDG) foram adota-
das como recomendac¸a˜o ITU-T H.810 [46]. O CDG apresenta uma arquitetura de refereˆncia
onde interfaces sa˜o definidas para os diferentes nı´veis de comunicac¸a˜o, como ilustrado na
Figura 2.5, e descritas a seguir:
• TAN-IF e´ a interface onde os DPS esta˜o a um raio muito pro´ximo de um agregador
de Sau´de (Application Host Device - AHD) em uma rede TAN (Touch Area Network),
onde dados sa˜o trocados atrave´s de toque entre os dispositivos;
• PAN-IF e´ a interface onde os DPS esta˜o a um raio pro´ximo ao AHD do usua´rio, por-
tanto, em uma rede pessoal PAN (Personal Area Network), como uma uma rede Blue-
tooth;
• LAN-IF e´ a interface entre o DPS e o AHD, onde ambos se comunicam a partir de
uma rede local LAN (Local Area Network);
• WAN-IF e´ a interface entre o AHD e servic¸os na Internet atrave´s de uma rede WAN
(Wide Area Network);
• HRN-IF e´ a interface entre um servic¸o de sau´de WAN e servic¸os de uma Health Record
Network (HRN), ou seja, servic¸os de armazenamento de dados de sau´de.
Em termos de tecnologias de transmissa˜o, o CDG define o Near-Field Communication
(NFC)5 como tecnologia TAN, o Bluetooth e o Bluetooth Low-Energy[9] como tecnologias
PAN e o ZigBee6 como LAN. Nesses nı´veis, o protocolo ISO/IEEE 11073 e´ utilizado como
base para a comunicac¸a˜o entre os DPS e os agregadores.
Nas interfaces restantes, sa˜o utilizados perfis disponibilizados pelo Integrating the He-
althcare Enterprise (IHE)7[47]. Esse perfis, de maneira geral, fazem uso dos padro˜es dispo-
nibilizados pelo Health Level 7 (HL7) 8, os quais compreendem os padro˜es de maior adoc¸a˜o
para a troca, gerenciamento, e integrac¸a˜o de informac¸o˜es relativas a sau´de em diferentes
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Figura 2.5: Arquitetura de Refereˆncia do Continua Health Alliance.
mensagens apropriadas ao uso por DPS, portanto, por isso da adoc¸a˜o do ISO/IEEE 11073
nos primeiros nı´veis de rede pelo CDG.
Considerando o contexto desse trabalho, o CDG apresenta uma arquitetura de refereˆncia
para sistemas de Sau´de Conectada e MRP. Entretanto, o CDG ainda considera o uso de
agregadores de dados de sau´de, os quais podem ser smartphones ou tablets por exemplo,
para a coleta de dados dos DPS, adaptac¸a˜o do formato da informac¸a˜o e encaminhamento
para a Internet. Portanto, o CDG na˜o apresenta recomendac¸o˜es que permitam que os DPS
compartilhem dados diretamente com servic¸os na Internet. Nesse sentido, na pro´xima sec¸a˜o
apresenta-se uma classificac¸a˜o de DPS em relac¸a˜o ao seu modo de compartilhamento de
dados com a Internet.
2.3.1 Dispositivos Pessoais de Sau´de
Considerando um sistema de Sau´de Conectada, o primeiro passo para seu funcionamento
e´ a coleta e compartilhamento automatizado dessas informac¸o˜es utilizando interfaces de
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comunicac¸a˜o como Bluetooth, ZigBee ou USB. Apo´s a coleta, a informac¸a˜o deve ser en-
viada para a nuvem, e neste ponto podem-se classificar o DPS por seu modo de envio de
informac¸a˜o:
• DPS preparado para a Internet. Sa˜o dispositivos que geram a informac¸a˜o de sau´de
preparada para Internet, ou seja, ja´ encapsulam a informac¸a˜o em um formato IP, de
modo que na˜o e´ necessa´ria qualquer alterac¸a˜o para o tra´fego de dados na Internet;
• DPS dependente de Gateway ou Agregador de Dados de Sau´de. Sa˜o dispositivos que
geram informac¸o˜es de sau´de e as compartilham utilizando um Gateway coletor, ou um
agregador, o qual encapsula e transforma a informac¸a˜o para que esta seja enviada para
a Internet.
A maioria dos DPS atuais disponı´veis no mercado depende de Gateways de Dados de
Sau´de para enviar a informac¸a˜o para a Internet, como ilustrado na Figura 2.6. E´ importante
perceber que os dados de sau´de podem ser alterados durante o encapsulamento de dados no
Gateway. Essa operac¸a˜o pode gerar perda ou alterac¸a˜o semaˆntica dos dados, o que do ponto
de vista de dados de sau´de na˜o e´ tolerado.
Figura 2.6: Comunicac¸a˜o entre um DPS e a Internet atrave´s de um agregador de dados de
sau´de.
Considerando DPS preparados para a Internet, o transporte dos dados e´ mais simples,
como ilustrado na Figura 2.7. A informac¸a˜o e´ gerada e compartilhada em um formato pronto
para tra´fego na Internet, portanto, os dados apenas va˜o trafegar por Gateways de Internet, os
quais na˜o alteram a informac¸a˜o, reduzindo a probabilidade de erros na manipulac¸a˜o dos
dados.
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Figura 2.7: Comunicac¸a˜o entre um DPS e a Internet atrave´s de um Gateway de Internet.
Com essa definic¸a˜o de tipos, pode-se avaliar a estrutura interna de um DPS atrave´s de
sua modularizac¸a˜o em treˆs mo´dulos:
• o Mo´dulo de Sensoriamento, o qual e´ responsa´vel pela coleta das informac¸o˜es do meio
fı´sico atrave´s de sensores, e do envio para o mo´dulo de controle;
• o Mo´dulo de Controle, o qual e´ responsa´vel pela manipulac¸a˜o e processamento dos
dados recebidos dos sensores;
• o Mo´dulo de Comunicac¸a˜o, o qual e´ responsa´vel pelo envio e compartilhamento das
informac¸o˜es de sau´de coletadas pelo DPS.
No decorrer desse trabalho, abordagens e soluc¸o˜es para os Mo´dulos de Controle e
Comunicac¸a˜o sera˜o propostos.
2.3.2 O Padra˜o ISO/IEEE 11073 para Dados de Sau´de
Essa sec¸a˜o apresenta uma revisa˜o simples sobre o padra˜o ISO/IEEE 11073. Dois tipos de
dispositivos sa˜o definidos pelo ISO/IEEE 11073: agentes e agregadores. Agentes sa˜o produ-
tores de dados, tipicamente dispositivos sensores como um DPS. Agregadores, por sua vez,
sa˜o os coletores de dados. A conexa˜o entre os dispositivos pode ocorrer em qualquer direc¸a˜o,
entretanto, normalmente, o agente tem a iniciativa de conexa˜o, pois o mesmo tem cieˆncia de
quando os dados dos sensores esta˜o disponı´veis, por exemplo, quando um paciente faz uma
medic¸a˜o de glicose utilizando um DPS. O ISO/IEEE 11073 tem como base o requisito de
que agentes sa˜o dispositivos sensores com poucos recursos computacionais e com limitac¸o˜es
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de bateria, enquanto um agregador e´ tipicamente um dispositivo com mais recursos compu-
tacionais e esta´ conectado a uma fonte de energia maior. Portanto, a maior complexidade
computacional do ISO/IEEE 11073 esta´ no agregador.
O documento base do protocolo e´ o ISO/IEEE 11073:20601 [12]. Ale´m deste, entretanto,
existem documentos que definem especializac¸o˜es para dispositivos. Por exemplo, o docu-
mento IEEE 11073:10404 define a especializac¸a˜o para um dispositivo oxı´metro de pulso.
Estas especializac¸o˜es definem como informac¸o˜es especı´ficas destes dispositivos sa˜o trans-
portadas pelo ISO/IEEE 11073. Tambe´m e´ definida que tipo de informac¸a˜o o dispositivo
suporta, por exemplo, quais dados um glicosı´metro deve salvar internamente.
Em especial, relativo ao objetivo deste trabalho, o ISO/IEEE 11073 e´ um protocolo inde-
pendente de meio de transporte. Portanto, dados ISO/IEEE 11073 podem ser transportados
por praticamente qualquer tecnologia de transmissa˜o baseada em pacotes, como TCP/IP, Blu-
etooth ou USB. Va´rios DPS disponı´veis no mercado fazem uso do Bluetooth HDP (Bluetooth
Health Device Profile) como tecnologia de transporte. Outros dispositivos, por exemplo, fa-
zem uso do perfil USB PHDC (Personal Health Device Class). Em ambos os casos esses
perfis oferecem meios para o transporte de dados de sau´de definidos pelo ISO/IEEE 11073.
A especificac¸a˜o do protocolo ISO/IEEE 11073 e´ definida utilizando a linguagem ASN.1
e os dados sa˜o trafegados entre os dispositivos atrave´s de APDUs (Application Protocol
Data Units) [13]. Em uma camada superior e´ definido um DIM (Domain Information Mo-
del) [48], o qual define uma estrutura de dados para um agente especı´fico. Um dispositivo
agente instancia um conjunto de classes ISO/IEEE 11073, as quais teˆm atributos que definem
medic¸o˜es, unidades, etc. Todo agente tem um objeto MDS (Medical Device System). Um
objeto MDS contem atributos com informac¸o˜es do fabricante, especializac¸o˜es do agente, ID
do sistema, entre outros. Atributos MDS podem ser obtidos e alterados atrave´s de operac¸o˜es
de Get/Set. Um agregador, normalmente, coleta informac¸o˜es sobre o MDS do agente via
relato´rios de eventos e configurac¸o˜es.
Como a maioria dos protocolos, o fluxo de controle do ISO/IEEE 11073 e´ governado
por uma ma´quina de estados. O diagrama da Figura 2.8 apresenta uma representac¸a˜o sim-
plificada dessa ma´quina de estados. Dois estados principais sa˜o definidos, Disconnected e
Connected. Quando no estado Connected, agente e agregador devem iniciar um procedi-
mento de Association, passando pelos os estados de Associating, Associated, Disassociating
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e Unassociated. Durante o estado de Associated, o agente e o agregador iniciam a troca
de informac¸o˜es de configurac¸a˜o, para enta˜o entrar em operac¸a˜o (Operating), onde eles real-
mente trocam eventos com medic¸o˜es.
Figura 2.8: Ma´quina de Estados do ISO/IEEE 11073.
Apo´s o procedimento de Association, mas antes de entrar em operac¸a˜o, o agente envia
sua configurac¸a˜o ao agregador atrave´s de um APDU de evento. A configurac¸a˜o descreve
detalhes do agente, como quantos objetos MDS existem e quais sa˜o seus atributos. Com
essa informac¸a˜o, o agregador e´ capaz de interpretar eventos futuros do agente e, portanto,
interpretar medic¸o˜es transmitidas pelo mesmo. Com isso, o agregador na˜o precisa ter conhe-
cimento pre´vio sobre o agente, e pode aprender detalhes do mesmo na fase de configurac¸a˜o.
2.4 Considerac¸o˜es Finais do Capı´tulo
Neste capı´tulo foram apresentados conceitos e tecnologias utilizadas no desenvolvimento do
trabalho proposto neste documento. Os principais protocolos utilizados e suas descric¸o˜es
foram apresentados, tendo como alvo a tecnologia Bluetooth Low-Energy, e seu novo me-
canismo de controle de fluxo baseado em cre´ditos, o qual e´ utilizado para a transmissa˜o de
dados IP. E´ importante observar que, apesar de propor um esquema para o controle de fluxo
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de dados, a especificac¸a˜o Bluetooth na˜o apresenta uma polı´tica para a aplicac¸a˜o desse con-
trole. Com isso, apesar de ser possı´vel criar canais orientados a conexa˜o em uma rede BLE,
esses canais tem por padra˜o caracterı´sticas de QoS de best-effort. Ou seja, na˜o e´ possı´vel
diferenciar canais BLE de modo a garantir os requisitos de QoS necessa´rios para diversos
fins, como para sistemas de Monitoramento Remoto de Pacientes.
Por fim, em relac¸a˜o a Internet das Coisas e o caso de uso desse trabalho, foram apresen-
tados detalhes sobre os motivos da escolha do protocolo CoAP, e sobre o funcionamento de
sistemas de Monitoramento Remoto de Pacientes e seus protocolos.
Capı´tulo 3
Trabalhos Relacionados
Neste capı´tulo sa˜o apresentados trabalhos relacionados ao tema da tese apresentada nesse
documento. Para a avaliac¸a˜o desses trabalhos, os mesmos foram divididos em grupos. Inici-
almente realiza-se uma ana´lise crı´tica sobre os trabalhos realizados para avaliac¸a˜o do Blueto-
oth Low-Energy e seus diversos usos. Em seguida, sa˜o apresentados trabalhos relacionados
a modelos e sistemas de priorizac¸a˜o de tra´fego baseado em informac¸o˜es de contexto em re-
des PAN e BAN, os quais podem ser comparados com o trabalho apresentado nessa tese.
Por fim, sa˜o apresentados alguns exemplos de sistemas de monitoramento de sau´de volta-
dos para a Internet, tendo como objetivo realizar uma ana´lise comparativa com a soluc¸a˜o de
Monitoramento Remoto de Pacientes apresentado nesse trabalho.
3.1 Avaliac¸a˜o do Bluetooth Low Energy e o seu uso com o
IPv6
Alguns trabalhos foram realizados para avaliar o Bluetooth Low-Energy em seus diversos
aspectos. Em relac¸a˜o a aplicac¸a˜o do BLE destacam-se diversos trabalhos com a integrac¸a˜o
de sensores, como o trabalho de Touati et al. [49] o qual realiza uma avaliac¸a˜o experimental
do uso de sensores de eletrocardiograma em uma rede sem fio corporal. Outro trabalho
interessante, e com uma avaliac¸a˜o interessante foi apresentado por Bronzi et. al [50], o qual
realizou experimentos com o BLE em um ambiente de comunicac¸a˜o veicular. Em ambos os
trabalhos, os resultados mostraram a viabilidade e potencial te´cnico do BLE em diferentes
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situac¸o˜es.
Considerando mais especificamente avaliac¸o˜es de desempenho e funcionamento, va´rios
trabalhos realizaram trabalhos sobre o BLE. Do ponto de vista de modelagem e ana´lise, os
trabalhos de Liu et. at [51] criaram modelos analı´ticos os quais mostraram o impacto do
procedimento de descoberta de vizinhos em redes BLE. Esses resultados sa˜o importantes,
pois mostram que apesar de ser um procedimento simples, ele ainda apresenta um pequeno
impacto na rede como um todo. O trabalho de Gomez et. al [52] apresentou um modelo
analı´tico sobre a taxa de transmissa˜o ma´xima de um enlace BLE. Os resultados desse modelo
sa˜o apresentados na Figura 3.1. E´ interessante observar que em um modelo perfeito, sem taxa
de erros de bits, a taxa ma´xima de transmissa˜o em nı´vel de aplicac¸a˜o em um enlace BLE e´
de 236.7 Kbps. Entretanto, considerando uma taxa de erro de bits (BER) de entre 2× 10−4 e
10−3, a qual e´ a taxa de sensibilidade do receptor definida pelo padra˜o BLE, e considerando
um connInterval entre 30ms e 300ms, os quais sa˜o valores mais comumente utilizados por
controladores BLE, e´ possı´vel observar que a taxa de transmissa˜o na˜o ultrapassa 75 Kbps.
Considerando outros trabalhos de avaliac¸a˜o experimental, como o realizado em Macken-
sen et. al [53] e o realizado posteriormente por Gomez et. al [14], e´ possı´vel observar que
a em ambientes reais a taxa ma´xima de um enlace BLE em nı´vel de aplicac¸a˜o na˜o ultra-
passa 58,48 Kbps a depender do controlador de hardware do BLE. Essa limitac¸a˜o vem de
configurac¸o˜es do hardware, o qual tem limites no nu´mero de eventos que podem ser trocados
durante um evento de conexa˜o, assim, limitando a taxa de transmissa˜o total.
Figura 3.1: Resultados da taxa ma´xima de um enlace BLE apresentados no modelo analı´tico
de Gomez et al.
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Por fim, apesar de modelos analı´ticos terem sido realizados, poucos trabalhos apresentam
ferramentas para simulac¸a˜o de redes BLE. Em especial, apenas o trabalho realizado por
Mikhaylov et al. [54] apresentou alguns detalhes sobre um simulador em desenvolvimento,
o qual utiliza o OMNet++ como base. Entretanto, esse trabalho na˜o foi colocado a disposic¸a˜o
do pu´blico ate´ o momento.
Em relac¸a˜o ao seu consumo de energia, os trabalhos de avaliac¸a˜o de Gomez et al. [14],
Nieminen et al. [6] e Siekkinen et al. [15], mostraram a partir de experimentos a viabilidade
e o baixo consumo do BLE em diferentes situac¸o˜es. Observando os resultados de Siekkinen
et al. e´ possı´vel observar que mesmo realizando uma comparac¸a˜o com a tecnologia Zig-
Bee/802.15.4, o BLE se mostrou bastante eficiente em termos da troca de dados por energia
consumida.
Recentemente, a utilizac¸a˜o de comunicac¸a˜o IPv6 sobre o BLE tambe´m vem sido avaliada
por diversos trabalhos. Em especial, o trabalho de Nieminen et. al [6] apresenta uma visa˜o
geral do uso de BLE na Internet a partir de experimentos. O trabalho de Chawathaworn-
charoen et al. [55] realizou uma avaliac¸a˜o experimental do uso de 6LoWPAN sobre BLE,
mostrando suas vantagens em relac¸a˜o ao consumo o comparando com conexo˜es Wi-Fi. Este
trabalho tambe´m apontou limitac¸o˜es das implementac¸o˜es atuais do 6LoWPAN sobre BLE.
Outros trabalhos, como os apresentados em [56] e [57] apresentaram proto´tipos iniciais de
comunicac¸a˜o IPv6 sobre BLE em esta´gios iniciais. Por fim, em relac¸a˜o ao uso do IPv6 so-
bre BLE, trabalhos recentes exploraram aplicac¸o˜es e usos diversos para esse novo modo de
comunicac¸a˜o. Em Yim et al. [58] foi desenvolvido um servic¸o de stream de dados acu´sticos
utilizando IP6 sobre BLE. Ja´ no trabalho de Kim et al. [59] foi proposto um modelo para a
criac¸a˜o de redes mesh utilizando BLE, permitindo assim novos tipos de aplicac¸o˜es.
Em comum, nenhum trabalho realizado sobre o BLE explorou aspectos relativos ao con-
trole de fluxo de dados em seus Gateways (no´s masters). Tambe´m, ate´ o momento de escrita
desse documento, na˜o foram encontrados trabalhos que realizassem um estudo sobre o uso
do controle de fluxo baseado em cre´ditos, o qual foi recentemente introduzido na camada
L2CAP como apresentado no Capı´tulo 2.
3.2 Contexto e Controle de Fluxo de Dados para Redes PAN e BAN 35
3.2 Contexto e Controle de Fluxo de Dados para Redes
PAN e BAN
Considerando um cena´rio onde aplicac¸o˜es e servic¸os enviam informac¸o˜es de contexto para
melhoria na camada de rede, a utilizac¸a˜o de informac¸a˜o de contexto para adaptac¸a˜o de
sistemas e redes sem fio e´ abordada em va´rios trabalhos. Alguns trabalhos de revisa˜o re-
centes apresentam um resumo sobre as principais abordagens para utilizac¸a˜o desse tipo de
informac¸a˜o. Trabalhos como os apresentados em [60] e [61] detalham aspectos que devem
ser considerados na utilizac¸a˜o de contexto em redes sem fio e na Internet das Coisas. Sa˜o
apresentadas classificac¸o˜es para tipos de contexto, de como a informac¸a˜o de contexto pode
ser processada, e de como essa informac¸a˜o pode ser utilizada no sistema ou rede em questa˜o.
Seguindo essa linha de utilizac¸a˜o de contexto para adaptac¸a˜o de redes mo´veis, outros tra-
balhos apresentam resumos e avaliac¸o˜es de como esse tipo de informac¸a˜o, como os trabalhos
apresentados em [61] e [62]. Considerando redes PAN e BAN, esses trabalhos apresentam
dois nı´veis de utilizac¸a˜o de informac¸a˜o de contexto em sistemas e redes:
• Em nı´vel de aplicac¸a˜o atrave´s de middlewares diversos, como os apresentados anteri-
ormente.
• Em nı´vel da camada de controle de acesso ao meio (MAC) e enlace.
Em nı´vel de aplicac¸a˜o, diversos trabalhos utilizam informac¸a˜o de contexto para oferecer
melhores servic¸os ao usua´rio final. Fazendo um paralelo ao modelo dinaˆmico de adaptac¸a˜o
do fluxo de dados proposto nesse trabalho de tese, o trabalho apresentado por El Mougy et
al. [63] apresenta um arcabouc¸o colaborativo e distribuı´do que faz uso de um mecanismo
multicamada para o compartilhamento de informac¸a˜o de contexto e recursos entre diferentes
aplicac¸o˜es. O principal objetivo desse trabalho foi desenvolver um modelo onde recursos
e aplicac¸o˜es possam ser compartilhados entre diferentes dispositivos em uma rede M2M.
Apesar de propor um modelo onde recursos sa˜o distribuı´dos entre diferentes dispositivos, a
abordagem de utilizac¸a˜o de contexto pode ser utilizada para outros fins, como para o controle
de fluxo de dados em camadas de rede inferiores.
Considerando os trabalhos relacionados ao uso de informac¸a˜o de contexto na camada
MAC, va´rias abordagens foram propostas com aplicac¸a˜o em redes BAN e PAN. Dentre os
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trabalhos propostos, e considerando os que apresentam um cena´rio de rede com topologia
estrela, onde Gateways sa˜o utilizados como pontos centrais para os sensores, alguns traba-
lhos se destacam. O trabalho proposto por Yan et al. [64] apresenta uma proposta de controle
de fluxo de dados baseado em informac¸a˜o de contexto, onde ciclos de tempo em uma rede
TDMA sa˜o alterados a depender do tipo de informac¸a˜o que o sensor esta´ enviando. O tra-
balho de Liu et al. [32] tambe´m apresenta uma abordagem semelhante, onde o controle e´
feito atrave´s do controle do fluxo TDMA. Em outro trabalho, apresentado por Rezvani et
al. [65], informac¸o˜es relacionadas a qualidade do canal de transmissa˜o sa˜o utilizadas para a
adaptac¸a˜o de canais TDMA. Em comum, esses trabalhos apresentam o mesmo o problema
descrito no Capı´tulo 1, onde dispositivos sensores compartilham o meio com outros disposi-
tivos. Entretanto, eles adotam uma soluc¸a˜o de ajuste temporal de slots de canal em um meio
TDMA, portanto, atuando em um nı´vel mais baixo na pilha de protocolos de rede. Esse
tipo de abordagem dificulta sua implantac¸a˜o e validac¸a˜o, e com isso esses sistemas foram
validados apenas atrave´s de simulac¸o˜es.
Outros trabalhos apresentam abordagens para criac¸a˜o de camadas MAC virtuais, as quais
adaptam o fluxo de rede considerando o contexto de cada dispositivo sensor, como e´ o caso
do BodyT2 [31] e do BodyQoS [30]. Apesar de apresentarem algoritmos diferentes, esses
trabalhos tem em comum a utilizac¸a˜o de um mecanismo de polling de dados. Ou seja, o no´
central faz a requisic¸a˜o de dados para os sensores, portanto, impossibilitando que os mesmo
sejam capazes de atuar autonomamente.
Considerando uma abordagem multicamada, onde a informac¸a˜o de contexto do usua´rio
e´ utilizada para identificac¸a˜o da prioridade dos fluxos de dados, o trabalho apresentado por
Carvalho et al. [66] apresenta uma abordagem onde e´ realizada uma adaptac¸a˜o no fluxo
de dados a nı´vel de transporte, diretamente no protocolo TCP/IP, como ilustrado na Figura
3.2. Apesar de adequado em alguns cena´rios, limitac¸o˜es na camada fı´sica e de enlace po-
dem impor restric¸o˜es nas adaptac¸o˜es aplicadas ao TCP/IP. Portanto, considerando redes com
maiores restric¸o˜es de banda de transmissa˜o, como redes PAN BLE, deve-se considerar uma
abordagem em nı´veis de rede mais baixos, como na camada de enlace.
Por fim, considerando a utilizac¸a˜o de informac¸a˜o de contexto para adaptac¸a˜o de tra´fego,
outros trabalhos foram aplicados para diferentes topologias de redes, como redes mesh.
Trabalhos como os descritos em [67], [68], [28], [27] e [69], apresentam soluc¸o˜es onde a
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Figura 3.2: Diagrama com a Arquitetura de um sistema de adaptac¸a˜o de fluxo TCP/IP base-
ado em contexto apresentado por Carvalho et al.
adaptac¸a˜o de tra´fego e´ feita entre outros pontos da rede, como por exemplo, entre o Gateway
e o Servic¸o na Internet.
3.3 Sistemas de Monitoramento de Sau´de para Internet
Com a evoluc¸a˜o tecnolo´gica e o novo paradigma da Internet das Coisas, novas oportunida-
des foram criadas e discutidas, como apresentado nos trabalhos de Aragues et al. [18] e
[10]. Nessa sec¸a˜o, portanto, apresentam-se as principais e mais recentes iniciativas relaci-
onadas a sistemas de Monitoramento Remoto de Pacientes (MRP) na Internet. Para cada
sistema e´ realizada uma ana´lise relacionada a abordagem utilizada para a coleta de dados
dos dispositivos sensores.
O trabalho de Seeger et al. [22] apresenta um middleware para o desenvolvimento de
aplicac¸o˜es de sau´de para smartphones, o MyHealthAssistant. Esse middleware tem uma
arquitetura de comunicac¸a˜o baseada em eventos, onde eventos originados de sensores de re-
des sem fio pessoais (ou corporais), enviam dados para um barramento de mensagem que
o compartilha com aplicac¸o˜es no smartphones. Ale´m dessas aplicac¸o˜es, sa˜o oferecidos
servic¸os de monitoramento, seguranc¸a e privacidade. Em outro trabalho, Benharref et al
[25] apresenta um arcabouc¸o de servic¸os para o monitoramento em tempo real de pacientes.
Esse arcabouc¸o, chamado de SOCBeS, tem uma arquitetura orientada a servicc¸os (Service-
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Oriented Architecture - SOA), a qual objetiva o monitoramento de pacientes continuamente,
e o envio de recomendac¸o˜es de maneira proativa. Uma abordagem semelhante foi apresen-
tada por Fengou et al. [70], onde uma extensa˜o da arquitetura ETSI/Parlay1 e´ proposta para
a criac¸a˜o de novos servic¸os de sau´de na Internet. Por fim, o sistema GiraffPlus apresentado
por Palumbo et al. [24] apresenta uma infraestrutura de rede sensores organizada por um
middleware central. Esse middleware interage com sensores corporais e no ambiente com o
objetivo de tomar ac¸o˜es de maneira proativa em prol do paciente. Todos os dados sa˜o cole-
tados e enviados a um servic¸o central na Internet. Por fim, com o auxilio das informac¸o˜es
dos sensores e do servidor central, o GiraffPlus pode se conectar com um roboˆ remoto para
intermediar a comunicac¸a˜o entre o paciente e um profissional remotamente. Entretanto, em
nenhum desses trabalhos sa˜o abordados problemas relacionados a comunicac¸a˜o dos sensores
e dispositivos que coletam os dados em suas redes locais.
Em uma linha mais relacionada a redes de sensores, o trabalho de Xiaonan et al. [26]
propo˜e uma arquitetura para rede de sensores sem fio que pode ser utilizada para o monito-
ramento remoto de pacientes. A arquitetura desse sistema e´ ilustrada na Figura 3.3. Va´rios
aspectos de MRP foram discutidos e avaliados nessa proposta de rede, sendo que uma de
suas principais caracterı´sticas e´ a utilizac¸a˜o de uma rede All-IP, onde os sensores enviam
dados diretamente para a Internet atrave´s do protocolo IPv6. Nesse sistema o IPv6 e´ utili-
zado para outros fins, como o de localizac¸a˜o, por exemplo. Entretanto, esse modelo e´ apenas
validado atrave´s de simulac¸o˜es, e aspectos relacionados a comunicac¸a˜o no primeiro nı´vel de
rede, entre o dispositivo sensor e o gateway, na˜o sa˜o considerados.
Outro trabalho proposto por Jung et al. [71] apresenta uma soluc¸a˜o M2M baseada em
IPv6 onde dispositivos mo´veis sa˜o utilizados como Gateways. Um sistema real foi desenvol-
vido e experimentos avaliados, os quais mostraram a viabilidade do sistema, como ilustrado
na Figura 3.4. Entretanto, apenas aspectos te´cnicos sa˜o abordados nesse trabalho. Uma
avaliac¸a˜o do funcionamento desse sistema em um cena´rio mais amplo, onde diversos dispo-
sitivos compartilham a mesma rede, na˜o e´ abordado.
1O Parlay foi transferido para o OMA: http://openmobilealliance.org/
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Figura 3.3: Diagrama com a arquitetura da rede de sensores sem fio All-IP.
Figura 3.4: Diagrama com arquitetura de um sistema M2M para o MRP apresentado por
Jung et al.
Uma arquitetura mais ampla foi proposta por Niyato et al. [29], onde servic¸os de MRP
na Internet realizam de maneira proativa uma reserva da banda de transmissa˜o para o re-
cebimento de dados atrave´s de uma ana´lise estatı´stica do tra´fego. Ao mesmo tempo, esse
trabalho propo˜e um modelo de escalonamento de tra´fego entre diferentes sensores na rede
corporal baseado em uma pre´-selec¸a˜o, como ilustrado na Figura 3.5. Dados dos sensores sa˜o
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classificados como crı´ticos ou na˜o, e um escalonador de tra´fego faz uma decisa˜o atrave´s de
um processo de cadeia de Markov. Entretanto, apenas uma avaliac¸a˜o analı´tica foi realizada
em conjunto com resultados de simulac¸a˜o. Tambe´m, no primeiro nı´vel de rede, onde os sen-
sores enviam dados a um agregador, na˜o foram considerados aspectos relativos a redes sem
fio.
Figura 3.5: Diagrama com a arquitetura de um sistema MRP em redes heterogeˆneas apre-
sentado por Niyato et al.
3.4 Considerac¸o˜es Finais do Capı´tulo
Com isso, dentre os trabalhos pesquisados na literatura, na˜o foi encontrado uma proposta que
apresente uma abordagem multicamada para avaliac¸a˜o de informac¸a˜o de contexto a partir
da ana´lise de tra´fego em nı´vel de aplicac¸a˜o, e que utilize essa informac¸a˜o para o controle
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dinaˆmico do fluxo de dados em uma rede PAN em nı´vel de enlace, e mais especificamente,
em uma rede BLE.
Tambe´m, na˜o foram encontrados trabalhos de avaliac¸a˜o do novo mecanismo de controle
de fluxo baseado em cre´ditos introduzido no Bluetooth 4.2, como tambe´m, trabalhos apre-
sentando novos mecanismos de controle com esse mecanismo.
Em relac¸a˜o a adaptac¸a˜o dinaˆmica do controle de fluxo, caracterı´sticas especı´ficas de redes
PAN e da camada de enlace do BLE na˜o sa˜o consideradas nos trabalhos avaliados. Ale´m
disso, dentre os trabalhos analisados, sua avaliac¸a˜o e validac¸a˜o, em geral, e´ realizada atrave´s
de simulac¸o˜es de redes IEEE 802.15.4 ou Wi-Fi, ou atrave´s de uma abordagem analı´tica,
onde se considera que o contexto e´ aferido a priori, e na˜o atualizado dinamicamente de
maneira temporal.
Por fim, sobre a aplicac¸a˜o de um controle de fluxo adaptativo em um caso de uso de
sistema de Monitoramento Remoto de Pacientes, apesar de propostas amplas terem sido
apresentadas, essas na˜o apresentam detalhes de como a aferic¸a˜o de contexto e´ realizada, ao
contra´rio do que e´ apresentado nesse trabalho.
Capı´tulo 4
Arquitetura do Sistema de
Monitoramento Remoto de Pacientes
para a Internet das Coisas
Ale´m dos requisitos e limitac¸o˜es de dispositivos embarcados, como pouca capacidade de
processamento, alimentac¸a˜o atrave´s de baterias e interfaces de comunicac¸a˜o limitadas, Dis-
positivos Pessoais de Sau´de (DPS) precisam ser confia´veis e seguros. Na˜o apenas em relac¸a˜o
a privacidade dos dados, mas tambe´m no que diz respeito a` garantia na coleta e transmissa˜o
dos dados. Ou seja, DPS precisam garantir que o dado coletado pelo sensor de sinais vitais
seja transmitido e entregue ao receptor final sem alterac¸a˜o. Ale´m disso, requisitos de Quali-
dade de Servic¸o (QoS) devem ser considerados para o canal de comunicac¸a˜o. Por exemplo, a
depender do canal de comunicac¸a˜o e suas caracterı´sticas de transmissa˜o, um DPS e o sistema
de monitoramento podem ser utilizados para situac¸o˜es de emergeˆncia ou na˜o [72].
Quando se faz uma ana´lise desses dispositivos em conjunto com o novo paradigma da
Internet das Coisas, novos requisitos aparecem. Na Internet, recursos e servic¸os esta˜o dis-
ponı´veis atrave´s de Web Services, e comumente parte da comunicac¸a˜o segue um modelo
HTTP ou similar. Portanto, um requisito desejado para novos DPS com conectividade e´
a possibilidade de interac¸a˜o com servic¸os na Internet. Portanto, com o propo´sito de dis-
ponibilizar servic¸os de monitoramento de sau´de para Internet das Coisas, nesse capı´tulo e´
apresentada uma arquitetura de refereˆncia baseada em padro˜es para DPS conectados.
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4.1 Visa˜o Geral
Como introduzido em capı´tulos anteriores, um Sistema de Monitoramento Remoto de Paci-
entes (SMRP) utiliza tecnologias de comunicac¸a˜o, com ou sem fio (wireless), para a coleta
e compartilhamento automa´tico de Informac¸o˜es Pessoais de Sau´de (IPS). Considerando a
classificac¸a˜o de Dispositivos Pessoais de Sau´de (DPS) apresentada no Capı´tulo 2, uma ar-
quitetura padronizada para o compartilhamento IPS foi definida neste trabalho. Nesta arqui-
tetura, DPS enviam mensagens utilizando o padra˜o ISO/IEEE 11073 atrave´s de um modelo
de comunicac¸a˜o REST, utilizando o protocolo CoAP como meio de transporte. Com esse
modelo de comunicac¸a˜o, esses dispositivos sa˜o capazes de compartilhar dados em suas redes
pessoais ou locais, como tambe´m diretamente com servic¸os na Internet. O CoAP foi esco-
lhido dado seu modelo de comunicac¸a˜o REST, o qual facilita sua adoc¸a˜o e integrac¸a˜o com
outros servic¸os na Internet, ale´m de oferecer a possibilidade de ser utilizado sobre diferentes
meios de transporte, como o UDP ou ate´ mesmo o SMS.
Dado que DPS baseados em Gateways esta˜o amplamente disponı´veis no mercado, alte-
rar seu modo de comunicac¸a˜o e arquitetura na˜o e´ uma opc¸a˜o. Consequentemente, torna-se
necessa´rio prover suporte a esses dispositivos legados em novos sistemas de monitoramento,
com o propo´sito de manter compatibilidade com a infraestrutura ja´ existente para o usua´rio
final. Portanto, na arquitetura proposta, esses DPS legados sa˜o integrados ao sistema atrave´s
de sistemas secunda´rios, os quais fazem a integrac¸a˜o dos mesmos com a infraestrutura exis-
tente atrave´s de outros modos de comunicac¸a˜o, como o UPnP (Universal Plug and Play1).
Por exemplo, a Figura 4.1 ilustra um cena´rio onde dois fluxos de informac¸a˜o sa˜o apresen-
tados. Em um primeiro fluxo, a informac¸a˜o pode ser compartilhada em redes locais atrave´s
da utilizac¸a˜o do UPnP. No segundo fluxo, a informac¸a˜o e´ compartilhada diretamente com a
Internet atrave´s da utilizac¸a˜o do protocolo CoAP e DPS preparados para a Internet.
Considerando a arquitetura proposta para a Internet das Coisas, nas pro´ximas sec¸o˜es
sera˜o apresentados detalhes sobre o modelo de comunicac¸a˜o para DPS preparados para In-
ternet.
1http://www.upnp.org
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Figura 4.1: Diagrama com esquema de comunicac¸a˜o um sistema de refereˆncia ISO/IEEE
11073 com CoAP.
4.1.1 Adaptando o ISO/IEEE 11073 para o modelo de comunicac¸a˜o
REST
O modelo de comunicac¸a˜o do protocolo CoAP e´ similar ao modelo do protocolo HTTP,
como detalhado no Capı´tulo 2. Com isso, me´todos similares ao GET, POST, PUT e DE-
LETE esta˜o disponı´veis no CoAP. Entretanto, como tambe´m detalhado no Capı´tulo 2, o
modelo de comunicac¸a˜o do ISO/IEEE 11073 e´ baseado em canais bidirecionais, onde agen-
tes e agregadores trocam APDUs em canais com garantia de entrega e de modo assı´ncrono e
confia´vel. Portanto, o primeiro passo para a integrac¸a˜o do CoAP com o ISO/IEEE 11073 e´
fazer a adaptac¸a˜o e mapeamento do modelo de comunicac¸a˜o orientado a` conexa˜o do ISO/I-
EEE 11073 ao modelo cliente/servidor do CoAP baseado em REST.
No modelo de comunicac¸a˜o ISO/IEEE 11073, agentes ou agregadores podem iniciar a
comunicac¸a˜o. Para manter essa caracterı´stica de comunicac¸a˜o utilizando o CoAP, foi ado-
tado o modelo onde agentes e agregadores sa˜o ao mesmo tempo clientes e servidores, como
ilustrado na Figura 4.2. Na arquitetura proposta nesse trabalho foi considerado que agrega-
dores ISO/IEEE 11073 devem ser obrigatoriamente servidores CoAP, e que agentes ISO/I-
EEE 11073 devem ser obrigatoriamente clientes CoAP, onde a comunicac¸a˜o sempre pode
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ser iniciada pelo agente. Essa restric¸a˜o se torna adequada e aceita´vel, pois, normalmente, os
agentes iniciam a comunicac¸a˜o quando teˆm dados disponı´veis para compartilhamento. Como
uma caracterı´stica adicional, agentes podem instanciar um servidor CoAP para compartilhar
recursos observa´veis atrave´s de eventos CoAP [73].
Figura 4.2: Mapeamento de entidades IEEE 11073 para o modelo CoAP.
Considerando que o conceito de canais ponto-a-ponto na˜o existe no modelo REST, algu-
mas considerac¸o˜es foram feitas de modo a manter o mesmo conjunto de estados do modelo
ISO/IEEE 11073, como citado a seguir:
• quando um agente envia uma requisic¸a˜o de Associac¸a˜o ao agregador, ambos os dispo-
sitivos entram no estado Associando e Conectado automaticamente;
• os estados Desassociado e Conectado na˜o existem;
• quando um dos dispositivos envia uma requisic¸a˜o de Desassociac¸a˜o, ou a Associac¸a˜o
na˜o e´ estabelecida, ambos os dispositivos va˜o para o estado de Desconectado automa-
ticamente.
Para a transmissa˜o de APDUs ISO/IEEE 11073, mensagens do tipo PUT sa˜o trocadas
entre o agente CoAP (11073Client) e o agregador CoAP (11073Server) utilizando uma
URL pre´-definida. Apesar do ISO/IEEE 11073 suportar um nu´mero maior de mensagens
e transac¸o˜es, apenas as seguintes transac¸o˜es foram consideradas nessa primeira versa˜o da
arquitetura:
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• Associac¸a˜o: O 11073Client envia uma mensagem de requisic¸a˜o de Associac¸a˜o, e o
11073Server responde (no campo body da resposta da mensagem PUT) com a mensa-
gem de resposta da Associac¸a˜o. Caso o 11073Server em sua resposta reporte que na˜o
suporta a Configurac¸a˜o ISO/IEEE 11073 compartilhada pelo 11073Client, este devera´
enviar um Informe de Configurac¸a˜o na pro´xima mensagem PUT transmitida;
• Informe de Configurac¸a˜o: O Informe de Configurac¸a˜o apresenta detalhes sobre como
os dados do agente 11073Client sa˜o transmitidos dentro de um APDU. Desse modo,
um agregador 11073Server e´ capaz de extrair as informac¸o˜es desejadas de um APDU
de Evento;
• Requisic¸a˜o de Atributos: Caso o 11073Server deseje obter informac¸o˜es dos atributos
ISO/IEEE 11073 do DPS, a requisic¸a˜o de atributos pode ser enviada na resposta da
requisic¸a˜o de Associac¸a˜o utilizando a funcionalidade de piggybacking do CoAP;
• Eventos: Apo´s a transac¸a˜o de Associac¸a˜o, ambos os dispositivos estara˜o no estado
Associado, e o 11073Client pode enviar eventos ao 11073Server. E´ atrave´s de eventos
que os DPS compartilham dados biome´tricos (como nı´veis de pressa˜o arterial, bati-
mentos cardı´acos, etc). Para compartilhar dados de sau´de, portanto, o DPS deve estar
no estado Associado;
• Desassociac¸a˜o: Ao final, o 11073Client envia uma requisic¸a˜o 11073Server. Apo´s a
desassociac¸a˜o, o 11073Server considera o 11073Client como desconectado. Como
me´todo alternativo, um perı´odo de timeout pode ser adicionado a ambos os dispositi-
vos para que ambos entrem no estado Desconectado apo´s um perı´odo de tempo sem
atividade.
Com esse mapeamento e definic¸a˜o de transac¸o˜es, o 11073Client e´ capaz de enviar even-
tos ao 11073Server utilizando mensagens CoAP e, ao mesmo tempo, seguir o modelo de
comunicac¸a˜o ISO/IEEE 11073. A Figura 4.3 apresenta o fluxo de dados entre o 11073Client
e o 11073Server considerando as transac¸o˜es descritas anteriormente.
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Figura 4.3: Fluxo de dados IEEE 11073 em um modelo cliente/servidor CoAP.
4.1.2 Desenvolvimento e Avaliac¸a˜o
Com o objetivo de avaliar a arquitetura proposta e seu desempenho em relac¸a˜o ao uso do pro-
tocolo CoAP, um sistema de refereˆncia foi desenvolvido utilizando ferramentas de software
livre. Em especial, duas ferramentas foram amplamente utilizadas: A biblioteca ISO/IEEE
11073 Antidote 2 e a biblioteca libCoAP3. O Antidote oferece um conjunto de ferramen-
tas e componentes de software que permitem o desenvolvimento de aplicac¸o˜es utilizando os
padro˜es ISO/IEEE 11073. O Antidote tem uma arquitetura baseada em plug-ins que per-
mite o suporte a novas tecnologias de transporte dinamicamente, como o Bluetooth HDP e o
TCP/IP.
Com as ferramentas escolhidas, foram desenvolvidos dois componentes principais: os
mo´dulos CoAP ISO/IEEE 11073 cliente e servidor. Utilizando a arquitetura baseada em
2http://oss.signove.com
3http://sourceforge.net/projects/libcoap/
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plug-ins do Antidote, foi desenvolvido um plug-in para o protocolo CoAP utilizando a bibli-
oteca libCoAP, de modo que foram criadas duas entidades: o CoAP 11073Server e 11073Cli-
ent. Ambos foram desenvolvidos e executados em um ambiente Linux, e uma especializac¸a˜o
ISO/IEEE 11073 para oxı´metro foi utilizada para os testes com o 11073Client. A Figura
4.4(A) ilustra a arquitetura base para o CoAP cliente e servidor.
Figura 4.4: Diagrama com arquitetura interna de refereˆncia de um DPS CoAP.
A Figura 4.4(B) apresenta o fluxo de dados interno de um dispositivo embarcado com o
11073Client. Com um escalonador central, dados sa˜o recebidos do mo´dulo de sensoriamento
e da interface de comunicac¸a˜o de rede. O mo´dulo de sensoriamento pode receber dados de
um sensor real ou de um mo´dulo de simulac¸a˜o. Essa arquitetura base foi integrada em uma
plataforma embarcada para a criac¸a˜o de um oxı´metro real utilizando o ISO/IEEE 11073 e o
CoAP. O dispositivo de refereˆncia e´ apresentado na Figura 4.5. No proto´tipo apresentado,
uma interface de comunicac¸a˜o Wi-Fi foi utilizada para comunicac¸a˜o com o 11073Server.
Posteriormente, esse sistema de refereˆncia foi integrado com outras duas soluc¸o˜es:
• uma soluc¸a˜o UPnP desenvolvida para o compartilhamento de dados de sau´de utili-
zando o ISO/IEEE 11073 [35];
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Figura 4.5: Proto´tipo de um Dispositivo Pessoal de Sau´de com CoAP.
• uma plataforma de sau´de conectada disponı´vel comercialmente pela Signove Tecnolo-
gia, conhecida como SigHealth 4.
A partir do sistema de refereˆncia desenvolvido, alguns experimentos foram realizados
para avaliac¸a˜o de desempenho e validac¸a˜o de funcionalidades.
4.1.3 Avaliac¸a˜o do Protocolo CoAP
Os testes realizados nessa etapa teˆm como objetivo avaliar o desempenho do modelo de
comunicac¸a˜o REST adaptado ao ISO/IEEE 11073. Como refereˆncia foi utilizada uma
soluc¸a˜o do ISO/IEEE 11073 sobre sockets TCP/IP. Sockets foram escolhidos como modelo
de refereˆncia dada sua ampla utilizac¸a˜o na Internet, e por eles se adequarem aos requisitos
de comunicac¸a˜o do ISO/IEEE 11073. Ale´m de um plug-in CoAP, foi utilizado um plug-in
TCP/IP em conjunto com a biblioteca Antidote. Durante os testes, o mesmo conjunto de
transac¸o˜es ISO/IEEE 11073 foi utilizado entre o agente e o agregador. O objetivo desses tes-
tes e´ avaliar quantos pacotes e bytes sa˜o transmitidos ao total e, consequentemente, avaliar a
carga de cada protocolo.
Duas transac¸o˜es foram comparadas:
• Transac¸a˜o completa: O 11073Client inicia uma Associac¸a˜o, envia atributos, em se-
guida treˆs medic¸o˜es atrave´s de Eventos e por fim desassocia. Nesse processo nove (9)
4http://health.signove.com
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APDUs ISO/IEEE 11073 e 425 bytes sa˜o trocados em nı´vel de aplicac¸a˜o;
• Transac¸a˜o Simples: O 11073Client inicia uma Associac¸a˜o, em seguida envia uma
medic¸a˜o atrave´s de um Evento e por fim desassocia. Nesse processo cinco (5) APDUs
ISO/IEEE 11073 e 172 bytes sa˜o trocados em nı´vel de aplicac¸a˜o.
A Tabela 4.1 apresenta os resultados comparativos entre os dois protocolos por tipo de
transac¸a˜o.
Tabela 4.1: Comparac¸a˜o entre transac¸o˜es IEEE 11073.
Protocolo de Transporte Trans. Completa Trans. Simples
CoAP REST 12 pacotes 6 pacotes
1295 bytes 599 bytes
TCP/IP Socket 24 pacotes 16 pacotes
2039 bytes 1244 bytes
Como esperado, o modelo de comunicac¸a˜o REST utilizado pelo CoAP apresenta van-
tagens sobre a comunicac¸a˜o utilizando sockets TCP/IP. E´ importante notar que em uma
transac¸a˜o simples o modelo CoAP envia ate´ 50% menos pacotes que a soluc¸a˜o TCP/IP. Esse
e´ um resultado importante, dado que mostra claramente quanto pacotes a soluc¸a˜o CoAP uti-
liza em relac¸a˜o ao TCP/IP, portanto, economizando recursos no DPS. A maior parte dessa
sobrecarga vem da diferenc¸a entre o uso de UDP e TCP. Entretanto, ale´m do uso de UDP,
uma das principais razo˜es para a diminuic¸a˜o do nu´mero de pacotes trocados vem do uso
de mensagens piggybacked em cada pacote ACK do CoAP. Na soluc¸a˜o CoAP/IEEE 11073,
cada pacote ACK transporta a resposta da requisic¸a˜o ISO/IEEE 11073 anterior. Por exemplo,
quando uma requisic¸a˜o PUT e´ enviada ao 11073Server, no mesmo pacote de ACK do CoAP
o 11073Client recebera´ a resposta da requisic¸a˜o ISO/IEEE 11073.
4.1.4 Avaliac¸a˜o de Tra´fego de Rede
Alguns testes foram realizados para avaliar algumas funcionalidades do CoAP, como o en-
vio de mensagens com confirmac¸a˜o e a retransmissa˜o de pacotes. Para a execuc¸a˜o desses
testes, um ambiente de simulac¸a˜o foi preparado em uma distribuic¸a˜o Linux. Foi utilizado a
ferramenta de Traffic Control (TC) do Linux para a manipulac¸a˜o de pacotes diretamente na
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interface de rede. Com essa ferramenta foi possı´vel simular perda e atrasos na entrega de
pacotes.
Nesse ambiente de testes, o principal objetivo foi avaliar o nu´mero total de transac¸o˜es
ISO/IEEE 11073 completadas em uma rede WAN. Para simular esse tipo de rede, um canal
foi modelado onde para cada pacote enviado pela interface de rede seria aplicada uma func¸a˜o
de distribuic¸a˜o para o atraso no envio. Foi considerado que atrasos sa˜o modelados utilizando
uma distribuic¸a˜o Normal. Foram considerados os seguintes paraˆmetros para a modelagem
do canal:
Media : µ = 120ms
DesvioPadrao : σ = 40ms
(4.1)
Esse modelo descreve que 95% dos pacotes enviados tem um atraso de µ± 1, 96× σ. O
valor de µ=120 ms foi escolhido apo´s experimentos onde foi observada a soma da me´dia do
tempo de envio de uma pacote ISO/IEEE 11073 em duas redes: Uma rede Bluetooth (µ=20
ms) e na Internet (µ=100 ms).
O gra´fico apresentado na Figura 4.6 apresenta o tempo de envio de varias transac¸o˜es em
segundos. O gra´fico compara a soluc¸a˜o CoAP com a soluc¸a˜o TCP/IP descrita anteriormente.
Os resultados mostram que o tempo me´dio de uma transac¸a˜o CoAP e´ menor que a soluc¸a˜o
TCP/IP. E´ importante observar que o tempo de uma transac¸a˜o TCP/IP e´ maior por causa dos
procedimentos de conexa˜o dos sockets. Entretanto, mesmo removendo esses procedimentos
de conexa˜o (aproximadamente 500 ms), a me´dia de tempo do CoAP e´ menor.
Figura 4.6: Comparac¸a˜o entre transac¸o˜es IEEE 11073 utilizando o CoAP e TCP/IP.
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O pro´ximo teste tem como objetivo avaliar a caracterı´stica de retransmissa˜o do CoAP.
Para tanto o canal modelado anteriormente foi alterado para adicionar uma taxa de perda de
pacotes de 10%. Esse valor foi escolhido para forc¸ar a perda de pacotes com uma frequeˆncia
maior. O gra´fico da Figura 4.7 apresenta o nu´mero total de pacotes trocados para cada
transac¸a˜o simples.
Figura 4.7: Resultados da transmissa˜o em um canal com 10% de perda de pacotes.
Esses resultados mostram que, mesmo com pacotes perdidos, a soluc¸a˜o CoAP troca
menos pacotes que a soluc¸a˜o TCP/IP. Outro ponto interessante a observar e´ que todas as
transac¸o˜es ISO/IEEE 11073 CoAP foram completadas, ao contra´rio da soluc¸a˜o TCP/IP. Ao
utilizar sockets TCP/IP algumas transac¸o˜es na˜o sa˜o completadas, e precisam ser reinicia-
das. Esse comportamento ocorre dada consecutivas perdas de pacotes durante uma mesma
transac¸a˜o, o que forc¸a o socket TCP/IP a desconectar e, consequentemente, faz com que toda
a transac¸a˜o ISO/IEEE 11073 seja abortada. Uma das razo˜es para que o socket seja desconec-
tado se da´ pelo fato que uma das pontas da conexa˜o considera o canal como na˜o disponı´vel
e, portanto, fecha a conexa˜o socket.
O u´ltimo teste realizado teve como objetivo avaliar a utilizac¸a˜o do 11073Server e
11073Client sobre diferente interface de comunicac¸a˜o sem fio. Para esses testes o 11073Ser-
ver foi instalado em uma ma´quina em uma infraestrutura em nuvem disponibilizada pela
Amazon5, e treˆs interfaces de comunicac¸a˜o sem fio foram utilizadas no 11073Client:
• uma interface Wi-Fi IEEE 802.11g com uma ponto de acesso conectado a uma conexa˜o
5http://aws.amazon.com
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com a Internet aDSL de 30Mbps;
• uma interface de comunicac¸a˜o celular com conectividade 3G (HSDPA+);
• uma interface de comunicac¸a˜o celular com conectividade 2.5G (EDGE).
Um objetivo secunda´rio desse teste foi avaliar como redes heterogeˆneas com a presenc¸a
de firewalls e translac¸a˜o de redes (NAT) podem interferir em uma comunicac¸a˜o CoAP/UDP.
A Figura 4.8 apresenta os resultados em termos de durac¸a˜o me´dia de uma transac¸a˜o e sua
variac¸a˜o.
Figura 4.8: Transac¸o˜es CoAP IEEE 11073 em diferentes meios transporte.
E´ importante ressaltar que todas as transac¸o˜es ISO/IEEE 11073 foram completadas e,
portanto, a transmissa˜o atrave´s de redes hetero´genas com firewalls na˜o apresentou limitac¸o˜es
para a soluc¸a˜o proposta. Em relac¸a˜o aos resultados, e´ possı´vel observar que as conexo˜es Wi-
Fi/aDSL e 3G apresentaram uma me´dia capaz de suprir os requisitos de QoS para aplicac¸o˜es
de monitoramento (atraso menor que 3 segundos), os quais sa˜o definidos no documento
ISO/IEEE 11073-00101 [72].
4.1.5 Integrac¸a˜o e Testes de Interoperabilidade
Como mencionado anteriormente, a soluc¸a˜o CoAP foi integrada com outras soluc¸o˜es de
sau´de conectada para avaliac¸a˜o. O primeiro sistema a ser integrado e avaliado foi o UPnP
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Health. Nesse sistema foi desenvolvido um UPnP HealthGateway utilizando um agregador
ISO/IEEE 11073 disponibilizado pela biblioteca Antidote, chamado de health-d. Esse agre-
gador coleta dados de DPS utilizando a interface Bluetooth HDP do Linux, e compartilha
dados pre´-processados atrave´s de uma interface padra˜o no sistema operacional. Esses dados
sa˜o codificados utilizando um formato provido pela biblioteca Antidote, chamado de Data-
List. Na camada de comunicac¸a˜o UPnP foi utilizado o arcabouc¸o de desenvolvimento UPnP
Brisa, o qual recebe e compartilha dados utilizando servic¸os UPnP. Mais detalhes sobre o
UPnP Health sa˜o apresentados em [35].
Para os testes de integrac¸a˜o, foi desenvolvido um agregador CoAP IEEE ISO/11073 no
mesmo dispositivo do UPnP HealthGateway. O objetivo foi possibilitar que DPS CoAP com-
partilhem dados com dispositivos em redes locais que tenham conectividade UPnP, como
Smart-TVs e videogames. Foi utilizado o DPS oxı´metro com conectividade CoAP ISO/I-
EEE 11073 apresentado na Figura 4.5. Ale´m do DPS CoAP, dispositivos Bluetooth foram
utilizados para comunicac¸a˜o direta com o UPnP HealthGateway atrave´s do servic¸o UPnP
LocalHealth. Esses dispositivos foram utilizados para avaliar como um agregador ISO/IEEE
11073 u´nico se comporta com mu´ltiplas requisic¸o˜es de diferentes dispositivos em diferen-
tes interfaces de comunicac¸a˜o. A Figura 4.9 apresenta o ambiente de avaliac¸a˜o utilizado,
e alguns dos dispositivos utilizados. Para cada DPS, um conjunto de dez (10) operac¸o˜es
foi realizado. Como resultado geral, todas as operac¸o˜es foram realizadas com sucesso, e a
integrac¸a˜o e comunicac¸a˜o entre os dispositivos na rede UPnP e CoAP ocorreu com sucesso,
de modo que dispositivos CoAP foram listados por Control Points UPnP.
O outro teste realizado foi a integrac¸a˜o de um CoAP 11073Server com um sistema de
Sau´de Conectada comercial, chamado de SigHealth6. Esse sistema e´ compatı´vel com as
recomendac¸o˜es do Continua Health Alliance, e sua arquitetura pode ser ilustrada na Figura
4.10. O principal propo´sito para a utilizac¸a˜o do SigHealth foi avaliar o uso da nova arqui-
tetura em conjunto com uma plataforma ja´ disponı´vel no mercado. Nessa plataforma, por
exemplo, agregadores esta˜o disponı´veis para diferentes plataformas mo´veis, como o Android
do Google, o iOS da Apple e o Linux. Ale´m disso, a interface PAN suporta diversas tecnolo-
gias, como o Bluetooth HDP, USB, ou o Bluetooth Low-Energy atrave´s da transcodificac¸a˜o
de dados ISO/IEEE 11073 [74].
6http://health.signove.com
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Figura 4.9: Dispositivos e ambiente de avaliac¸a˜o UPnP.
Na integrac¸a˜o do CoAP 11073Server foi desenvolvido um Agregador de Sau´de na In-
ternet (ASI), o qual foi integrado atrave´s de servic¸os Web disponibilizados pelo SigHealth,
como ilustrado na Figura 4.11.
Os testes realizados nessa configurac¸a˜o tiveram como objetivo avaliar como um servic¸o
ja´ disponibilizado na Internet se comporta com a nova soluc¸a˜o proposta e o protocolo CoAP.
Foram criadas mu´ltiplas instaˆncias de um ASI integrado aos servic¸os Web do SigHealth.
Cada instaˆncia do ASI faz a translac¸a˜o entre mensagens ISO/IEEE 11073 e o formato de da-
dos do SigHealth. Como as interfaces do SigHealth seguem as recomendac¸o˜es do Continua
Health Alliance, suas mensagens sa˜o baseadas no padra˜o HL7 [75]. A Figura 4.12 apresenta
o fluxo de dados entre um ASI e os servic¸os do SigHealth. Para cada ASI, testes foram exe-
cutados onde um mesmo usua´rio compartilha dados utilizando dispositivos CoAP ISO/IEEE
11073 e DPS legados ja´ suportados pela plataforma SigHealth. Em todos os testes, todos os
dados foram recebidos e consolidados no sistema de armazenamento de dados de sau´de do
SigHealth.
Alguns casos de usos foram definidos para avaliar a relevaˆncia da arquitetura proposta.
Os mais interessantes sa˜o apresentados e discutidos nas pro´ximas sec¸o˜es.
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Figura 4.10: Diagrama com a arquitetura de um Sistema de Monitoramento Remoto de
Pacientes na Internet.
Compartilhando Dados de Sau´de Diretamente para Internet
A Figura 4.13 ilustra um caso onde um DPS conecta-se com um servic¸o na Internet utilizando
um smartphone. E´ interessante ressaltar que o smartphone na˜o precisa necessariamente ter
instalado algum tipo de servic¸o ou aplicac¸a˜o para cuidados de sau´de. Ao utilizar a arquitetura
proposta, o smartphone apenas precisa ter instalado um servic¸o de Gateway de Internet em
alguma de suas interfaces sem-fio, como o Bluetooth Low-Energy. Como uma extensa˜o
desse caso de uso, o mesmo DPS pode ser utilizado em outros ambientes da casa, e ao inve´s
de se conectar com o smartphone o mesmo pode se conectar com uma Smart-TV que oferece
o mesmo servic¸o de Gateway de Internet, como ilustrado na Figura 4.13(b).
Alguns questionamentos devem ser levados em considerac¸a˜o nesse caso de uso:
• como garantir que o Gateway de Internet e´ confia´vel?
• por que criar um servidor CoAP na nuvem?
Para a primeira questa˜o, uma soluc¸a˜o e´ autorizar cada Gateway individualmente, por
exemplo, utilizando o mecanismo de pareamento do Bluetooth. Para a segunda questa˜o, ao
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Figura 4.11: Diagrama com arquitetura estendida de um Sistema de Monitoramento Remoto
de Pacientes na Internet no mesmo servidor.
inve´s de criar um servidor CoAP na nuvem, e´ possı´vel fazer mapeamento de mensagens
CoAP para mensagens HTTP no Gateway atrave´s de um proxy [43][33]. Dessa maneira, e´
possı´vel utilizar o mesmo servidor para clientes CoAP e HTTP.
Utilizando Sensores e Atuadores Corporais para Tratamentos de Sau´de
Nesse cena´rio, um paciente utiliza sensores e atuadores corporais durante um tratamento de
sau´de. Por exemplo, o paciente pode ter um glicosı´metro porta´til sob a pele, um monitor
cardı´aco em seu pulso, e uma bomba de insulina porta´til que e´ ativada por uma aplicac¸a˜o
instalada em seu smartphone. A aplicac¸a˜o de sau´de periodicamente checa os sinais vitais do
paciente e decide qual o melhor momento para ativar a bomba de insulina. Nesse cena´rio
e´ importante para a aplicac¸a˜o interpretar os dados de sau´de o quanto antes, para que seja
possı´vel tomar a decisa˜o no momento correto. Portanto, e´ importante que o Gateway no
smartphone compartilhe os dados com as aplicac¸o˜es locais e com os servic¸os na Internet,
como descrito no Capı´tulo 1.
Algumas limitac¸o˜es se aplicam para esse cena´rio. Um Gateway de Internet executando
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Figura 4.12: Diagrama com Procedimento de Integrac¸a˜o com um Servic¸o de MRP na Inter-
net.
no mesmo dispositivo de um agregador de sau´de pode resultar em cena´rios onde a mesma in-
terface de rede e´ compartilhada com diferentes servic¸os. Por exemplo, diferentes dispositivos
podem estar utilizando o mesmo servic¸o de Gateway de Internet. Esse compartilhamento de
interface de comunicac¸a˜o pode resultar em complicac¸o˜es em situac¸o˜es de emergeˆncia, como
vai ser apresentado nas pro´ximas sec¸o˜es.
4.2 Proto´tipo de um Gateway Bluetooth Low-Energy
A arquitetura apresentada na sec¸a˜o anterior descreve uma soluc¸a˜o para comunicac¸a˜o entre
DPS e servic¸os na Internet atrave´s do uso de um novo modelo de comunicac¸a˜o e o protocolo
CoAP. Como tambe´m descrito anteriormente, o CoAP pode ser executado sobre diferentes
meios de comunicac¸a˜o, como o protocolo UDP e ate´ mesmo SMS. Considerando que DPS
sa˜o dispositivos simples e com limitac¸o˜es de processamento, memo´ria e consumo de energia,
esses, em sua maioria, ira˜o fazer uso de meios de comunicac¸a˜o sem fio de baixo consumo,
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Figura 4.13: Diagrama com DPS CoAP utilizando Internet Gateways.
como ZigBee7, ANT+ 8, e o Bluetooth Low-Energy (BLE) [9]. A maioria dessas tecnologias
suportam especificac¸o˜es para a transmissa˜o de dados IP sobre suas interfaces fı´sicas. Ao uti-
lizar essas tecnologias, considerando uma abordagem simples, faz-se necessa´ria a utilizac¸a˜o
de Gateways para transportar os pacotes IP de um meio fı´sico de transmissa˜o para o ou-
tro. Como introduzido no Capı´tulo 1, um Gateway instalado em um dispositivo pessoal e´
responsa´vel pela coleta e encaminhamento de dados de sensores para outra rede com conec-
tividade com a Internet.
Portanto, a utilizac¸a˜o de Gateways pessoais, onde o Gateway e´ utilizado apenas por sen-
sores e dispositivos pertencentes a mesma pessoa, torna-se um caso de uso comum para o
usua´rio final.
Nessa sec¸a˜o foi desenvolvido um proto´tipo de Gateway para a transmissa˜o de pacotes
IP utilizando o Bluetooth Low-Energy (BLE). O BLE foi escolhido por sua ampla adoc¸a˜o
em diversos tipos de dispositivos de uso dome´stico e pessoal, como smartphones, tablets e
Smart-TVs, ale´m de suas caracterı´sticas de baixo consumo [14]. Para esse primeiro proto´tipo
foi desenvolvido um perfil IP para utilizac¸a˜o sobre o Bluetooth GATT [9]. Essa abordagem
7http://www.zigbee.org
8www.thisisant.com
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foi escolhida dado que a especificac¸a˜o do perfil IP para o Bluetooth Low Energy foi lanc¸ada
apenas em Dezembro de 2014. O modelo GATT adotado define duas caracterı´stica GATT
para pacotes IP no dispositivo cliente. Uma caracterı´stica suporta escrita para o recebimento
de pacotes IP, e a outra caracterı´stica suporta leitura e notificac¸o˜es para o envio de pacotes
IP. O dispositivo BLE servidor escreve e recebe notificac¸o˜es de pacotes IP dos DPS, e faz o
roteamento interno para Internet, como apresentado no fluxo ilustrado na Figura 4.14.
Figura 4.14: Diagrama com modelo de Caracterı´sticas GATT para Roteamento de Pacotes
IP.
Com esse proto´tipo BLE foi possı´vel realizar testes de avaliac¸a˜o da arquitetura em redes
pessoais de baixo consumo.
4.2.1 Avaliac¸a˜o Experimental em uma Rede BLE
Testes foram realizados com o objetivo de avaliar a rede BLE desenvolvida para o proto´tipo.
Em especial, uma caracterı´stica de redes Bluetooth e BLE motivou a realizac¸a˜o desses testes.
Em geral, essas redes sa˜o compartilhadas por va´rios dispositivos e servic¸os. Por exemplo,
uma rede BLE com suporte a IP podera´ se conectar com DPS e dispositivos de multimı´dia ao
mesmo tempo. Esse compartilhamento, de maneira geral, faz com que a taxa de transmissa˜o
me´dia de cada dispositivo diminua dado que todos esta˜o acessando o mesmo meio, e o BLE
ira´ compartilhar o meio de transmissa˜o de maneira homogeˆnea utilizando canais best-effort.
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Entretanto, alguns DPS necessitam de uma taxa de transmissa˜o mı´nima para o envio de
dados, pois esses dados sa˜o coletados continuamente pelo mo´dulo de sensoriamento, e o
DPS tem uma memo´ria limitada (buffer) para a contenc¸a˜o de dados ate´ o seu envio. Caso a
taxa de transmissa˜o na˜o seja contemplada, o buffer de contenc¸a˜o ira´ ser preenchido, e novos
dados de sau´de coletados sera˜o perdidos. Por exemplo, considere um DPS e um canal com
as seguintes caracterı´sticas:
Definic¸a˜o 1 (Modelo de Dados de um DPS) .
Taxa de dados = Txmin em bytes/segundos
Buffer interno = Bin em bytes
Definic¸a˜o 2 (Canal Disponı´vel) .
Taxa de transmissa˜o disponı´vel = Txcanal em bytes/segundos
Onde: Txcanal < Txmin
Portanto, o buffer interno Bin ira´ completar e dados coletados sera˜o perdidos apo´s o
seguinte perı´odo de tempo:
Definic¸a˜o 3 (Limite do Buffer Interno) .
Perı´odo ate´ o Buffer Preencher: Pmax = Bin/(Txmin − Txcanal) em segundos
Ao completar o buffer interno com dados, o DPS tem as seguintes opc¸o˜es:
• diminuir a taxa de coleta de dados dos sensores. Entretanto, essa abordagem leva a
uma menor precisa˜o do conjunto de dados coletados. Por exemplo, uma curva de ECG
com menos pontos disponı´veis;
• descartar dados coletados dos sensores. Novos dados coletados pelo sensor sera˜o des-
cartados ate´ que exista espac¸o no buffer para transmissa˜o;
• desconectar, e esperar que o canal disponibilize a banda de transmissa˜o necessa´ria.
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Em todos os casos, o DPS vai deixar de enviar dados de sinais vitais aos servic¸os e
aplicac¸o˜es de sau´de. Um experimento foi realizado para demonstrar esse problema. Um
simulador de ECG foi criado, o qual envia dados a Txmin = 16.5Kbytes/s em uma rede
Bluetooth. Essa mesma rede tem uma capacidade ma´xima de Cmax = 50Kbytes/s a ser
compartilhada com todos os dispositivos conectados. Foram criados fluxos paralelos que
consomem uma banda constante de Txoutros = 35Kbytes/s. Para esses fluxos, dois dispo-
sitivos gene´ricos foram criados, os quais se conectam com o Gateway BLE, e enviam dados
de maneira serial ao mesmo. Portanto, a banda de transmissa˜o disponı´vel para um terceiro
dispositivo, o simulador de ECG, e´ Txmax = Cmax − Txoutros = 15Kbytes/s.
O buffer interno do simulador de ECG e´ o existente no dispositivo de hardware Bluetooth,
no caso especı´fico desse experimento, um dispositivo Bluetooth USB com buffer de Bin =
8Kbytes.
O simulador ECG gera dados e pacotes CoAP ISO/IEEE 11073 e os envia a interface
Bluetooth constantemente . Quando o Bin e´ completado, a interface Bluetooth desconecta
automaticamente para evitar que ocorra um buffer overflow em camadas inferiores. O gra´fico
da Figura 4.15 apresenta esse comportamento, onde apo´s um perı´odo de Pmax 5, 3s do ponto
(a) ao ponto (b), o dispositivo ECG desconecta por na˜o conseguir dar vaza˜o aos dados gera-
dos pelo simulador.
Figura 4.15: Fluxos de dados em um Gateway Bluetooth comum.
Tratando-se de aplicac¸o˜es e servic¸os para sau´de do paciente, esse tipo de comportamento
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na˜o e´ aceita´vel em algumas situac¸o˜es. Por exemplo, quando o paciente estiver passando por
um procedimento de monitoramento onde e´ necessa´rio ter acesso a dados em tempo real,
dados origina´rios dos DPS que esta˜o realizando esse procedimento devem ter prioridade em
relac¸a˜o aos outros.
4.3 Monitor de paraˆmetros de QoS para Fluxos de Sau´de
Com o problema apresentado anteriormente, nesse trabalho e´ proposto utilizar um Monitor
de paraˆmetros de QoS para Fluxos de Sau´de (MQS), criando um Smart-Gateway para Sau´de.
O principal objetivo do MQS e´ analisar o tra´fego de rede de maneira passiva, e identificar
situac¸o˜es onde o fluxo de dados de um DPS requer priorizac¸a˜o ou na˜o. Com isso, o MQS
tambe´m e´ responsa´vel por acessar a camada de controle da interface de comunicac¸a˜o na
rede PAN, e desconectar servic¸os e dispositivos que na˜o sa˜o de interesse ao procedimento
de monitoramento de sau´de em execuc¸a˜o naquele momento. A Figura 4.16 apresenta os
principais mo´dulos existentes no MQS.
Treˆs mo´dulos principais compo˜em o nu´cleo do MQS:
• Registro de Dispositivos (RD). Esse mo´dulo tem o registro de informac¸o˜es relativas a
cada DPS registrado no Smart-Gateway para Sau´de. Essas informac¸o˜es incluem a taxa
mı´nima requerida durante um fluxo de dados, o tamanho do seu buffer interno, e o tipo
de DPS;
• Interpretador de Regras de Monitoramento (IRM). Esse mo´dulo conte´m regras que
definem quando um determinado Smart-Gateway esta´ recebendo fluxo de dados re-
ferente a um monitoramento. Por exemplo, uma regra pode definir que toda vez que
um fluxo de ECG for iniciado, significa que o Smart-Gateway esta´ participando de um
processo de monitoramento, e o fluxo ECG deve ser priorizado;
• Avaliador de Fluxos de Sau´de (AFS). Esse mo´dulo e´ responsa´vel por receber o fluxo de
dados enviado por um monitor de tra´fego no Smart-Gateway para Sau´de (2), e extrair
informac¸o˜es do ISO/IEEE 11073, funcionando como um agregador de sau´de passivo.
Esse mo´dulo atua de maneira passiva, pois na˜o troca informac¸o˜es com o agente, por-
tanto, ele utiliza as informac¸o˜es trocadas pelo agente e outro agregador para interpretar
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Figura 4.16: Diagrama com visa˜o geral de um mo´dulo MQS em um Smart-Gateway.
os dados ISO/IEEE 11073. Por fim, esse mo´dulo faz uso das informac¸o˜es do RD (3) e
IRM (4) para definir os requisitos de rede mı´nimos para cada DPS participante de um
monitoramento.
Outros dois mo´dulos secunda´rios e dependentes da plataforma sa˜o necessa´rios para com-
pletar o MQS:
• Extrator de Pacotes ISO/IEEE 11073 (11073Ex). Esse mo´dulo e´ integrado direta-
mente ao Smart-Gateway para Sau´de, e extrai APDUs ISO/IEEE 11073 dos pacotes
CoAP para processamento pelo MQS (1). Apesar de ser integrado ao Smart-Gateway
para Sau´de, esse mo´dulo pode ser inserido em outros Servic¸os de Gerenciamento de
Dispositivos de Sau´de na plataforma alvo, como um agregador Bluetooth HDP;
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• Controlador do Meio de Transporte (CMT). Esse controlador tem privile´gios para con-
trolar a interface de comunicac¸a˜o sem fio da plataforma. O CMT, portanto, recebe
comandos do AFS (5) e, dado a configurac¸a˜o da rede e uma estimativa da banda dis-
ponı´vel, realiza operac¸o˜es para liberar banda para os dispositivos descritos no comando
do AFS (6 e 7). Por exemplo, o AFS pode enviar um comando para dar prioridade ao
dispositivo DeviceA que necessita de uma banda TxA. O CMT verifica se a rede
tem banda disponı´vel para esse dispositivo, caso negativo, o CMT toma a decisa˜o de
desconectar outros dispositivos que na˜o fazem parte do comando enviado pelo AFS.
4.3.1 Avaliac¸a˜o de um Proto´tipo de MQS em uma Rede BLE
Para a avaliac¸a˜o do MQS foi utilizada a mesma configurac¸a˜o de rede e dispositivos do expe-
rimento anterior. No desenvolvimento do MQS para avaliac¸a˜o, os mo´dulos IRM e RD teˆm
valores e regras pre´-fixados. No RD o dispositivo ECG DeviceECG foi configurado com
seus valores de Bin = 8Kbytes e Txmin = 16.5Kbytes/s. O mo´dulo IRM teve apenas uma
regra registrada indicando que quando um fluxo ECG inicia, significa que o Smart-Gateway
esta´ em monitoramento. Para o registro de regras foi utilizada a nomenclatura ISO/IEEE
11073:10101 [13] para identificac¸a˜o de fluxos e dados de sau´de, e uma linguagem simples
para composic¸a˜o de regras. Por exemplo, a regra a seguir descreve o caso anterior:
Co´digo Fonte 4.1: Exemplo de uma Regra Simples de Identificac¸a˜o de Monitoramento
r u l e 0 1 :
when {MDC DEV SUB SPEC PROFILE ECG s t a r t s }
t h e n {m o n i t o r i n g s t a r t s }
Por fim, o mo´dulo CMT recebe instruc¸o˜es do AFS para priorizar o DeviceECG com uma
taxa Txmin = 16.5Kbytes/s, e que esse dispositivo tem um Bin = 8Kbytes. Com essa
informac¸o˜es, o CMT faz uma estimativa do tempo Pmax necessa´rio para o buffer ser preen-
chido seguindo a Definic¸a˜o 3. Com esse Pmax estimado, o CMT define um perı´odo de espera
Plimit de ate´ 80% de Pmax para que a rede disponibilize Txmin para DeviceECG . Isso pode
ocorrer caso algum outro dispositivo voluntariamente desconecte e libere banda. Caso Plimit
se esgote e Txmin na˜o esteja disponı´vel para DeviceECG, o mo´dulo CMT atua na rede para
desconectar outros dispositivos a fim de liberar banda para os dispositivos participantes do
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processo de monitoramento. O mo´dulo CMT proto´tipo foi desenvolvido com uma aborda-
gem simples, onde todos os fluxos que na˜o fazem parte das instruc¸o˜es de monitoramento do
MQS sa˜o desconectados. O gra´fico da Figura 4.17 apresenta o comportamento dos fluxos de
dados com o uso do MQS.
Figura 4.17: Fluxos de dados utilizando um proto´tipo de MQS.
No gra´fico da Figura 4.17 alguns pontos merecem destaque. No ponto (a) o DeviceECG
inicia seu fluxo de dados. Nesse mesmo instante, o MQS identifica que e´ um fluxo de mo-
nitoramento atrave´s da avaliac¸a˜o da regra em IRM e envia instruc¸o˜es para o CMT. O CMT
calcula um Plimit 4, 24s, e no ponto (b) desconecta todos os outros dispositivos presentes na
rede. Por fim, no ponto (c) e´ observado um fluxo maior de dados originado do DeviceECG
devido ao envio dos pacotes que estavam armazenados no buffer interno do dispositivo.
4.4 Considerac¸o˜es Finais do Capı´tulo
Neste capı´tulo foi apresentada uma arquitetura para um sistema de MRP, o qual serve de
base para o trabalho apresentado nesse documento. Na definic¸a˜o dessa arquitetura, alguns
requisitos como interoperabilidade e possibilidade de exportar dados para a Internet foram
considerados. Com os resultados experimentais obtidos, o sistema apresentado se apresenta
como uma soluc¸a˜o via´vel para o compartilhamento de IPS na Internet de maneira padroni-
zada.
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Ale´m dos resultados experimentais obtidos, a partir da definic¸a˜o e desenvolvimento da
arquitetura proposta, requisitos detalhados para a validac¸a˜o do problema de controle de fluxo
de dados de sau´de foram obtidos. Com resultados experimentais foi demonstrado que e´
necessa´rio disponibilizar recursos mı´nimos de QoS para DPS participantes de um processo
de MRP, de modo a evitar que os mesmos abortem o processo, por exemplo.
Um proto´tipo de um Smart-Gateway foi implementado nessa primeira versa˜o da arqui-
tetura, de modo a validar que o processo de avaliac¸a˜o de contexto pode contribuir em um
processo de controle de fluxo.
Capı´tulo 5
Controle de Fluxo Adaptativo para
Gateways Bluetooth Low-Energy
Como introduzido no Capı´tulo 4, a utilizac¸a˜o de Gateways de Internet em Sistemas de Mo-
nitoramento Remoto de Pacientes podem criar desafios relativos a limitac¸a˜o da tecnologia
aplicada nesses Gateways. Considerando a tecnologia Bluetooth Low-Energy (BLE) como
tecnologia alvo nesse trabalho, e realizando um estudo sobre a transmissa˜o de dados IPv6
sobre BLE, foram observadas limitac¸o˜es tecnolo´gicas que devem ser consideradas durante o
projeto de Gateways de Internet para o BLE.
Neste capı´tulo, portanto, e´ apresentado o projeto de um Smart-Gateway Bluetooth Low-
Energy. Inicialmente e´ realizado um estudo sobre como a limitac¸a˜o tecnolo´gica de um con-
trolador de hardware BLE pode afetar aplicac¸o˜es e dispositivos que fazem uso de Gateways
de Internet com BLE. Em seguida e´ detalhado o processo de desenvolvimento de um contro-
lador para Gateways IPv6 BLE, o qual leva em considerac¸a˜o requisitos de QoS dos dispositi-
vos, e caracterı´sticas de prioridade temporal controladas por aplicac¸o˜es e servic¸os no pro´prio
Smart-Gateway. Com isso, o Smart-Gateway apresentado neste capı´tulo tem como objetivo
ser aplicado ao Sistema de Monitoramento Remoto de Pacientes apresentado no Capı´tulo 4.
5.1 Visa˜o Geral do Problema e Motivac¸a˜o
Como apresentado no Capı´tulo 2, um dispositivo Bluetooth pode ser dividido em duas gran-
des camadas, o hospedeiro (host) e o controlador (controller). Essas duas camadas sa˜o divi-
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didas por uma interface chamada Host-Controller Interface (HCI). De maneira generalista, o
controlador pode ser considerado como o hardware Bluetooth, pois nessa camada e´ onde se
encontra todo o controle da camada fı´sica, incluindo o controlador do ra´dio Bluetooth. Do
lado oposto ao controlador do ra´dio Bluetooth, existe algum tipo de interface de entrada e
saı´da (E/S) de dados, o qual pode ser uma interface USB ou serial por exemplo.
Por ser um dispositivo simples, o controlador Bluetooth impo˜e restric¸o˜es, as quais podem
ser relativas a deciso˜es de custo de desenvolvimento e produc¸a˜o, ale´m de outros fatores
como, por exemplo, o baixo consumo de energia. Portanto, a evoluc¸a˜o dinaˆmica de um
controlador Bluetooth torna-se mais complexa em relac¸a˜o ao lado hospedeiro da pilha de
protocolos Bluetooth. Por exemplo, pode-se considerar mais simples atualizar a camada
L2CAP do Bluetooth em uma distribuic¸a˜o Linux, do que ter que atualizar o firmware de um
controlador Bluetooth com interface USB.
Nesse sentido, dada a caracterı´stica dinaˆmica que novas aplicac¸o˜es e servic¸os impo˜em ao
controlador Bluetooth, mecanismos de controle devem ser criados e adaptados nas camadas
superiores do lado hospedeiro na pilha de protocolos.
A Figura 5.1 apresenta um diagrama de um modelo simplificado de um controlador Blu-
etooth. Nessa figura pode-se observar que existem dois mo´dulos de E/S de dados: o mo´dulo
de Ra´dio Bluetooth e o Mo´dulo de Entrada e Saı´da do Controlador. Esses mo´dulos impo˜em
complexidades no gerenciamento de dados no Mo´dulo Central do controlador. Esse Mo´dulo
Central deve ser capaz de fazer o gerenciamento de dados entres os dois mo´dulos adjacentes
fazendo uso de sua unidade controladora (MCU) e sua unidade de memo´ria para o gerencia-
mento de buffers.
Ale´m da limitac¸a˜o da banda de transmissa˜o imposta por paraˆmetros temporais aplicados
ao sistema de controle de acesso do Mo´dulo de Ra´dio do Bluetooth, como apresentado nos
trabalhos de [53] e [14], outras limitac¸o˜es sa˜o criadas por restric¸o˜es no projeto de hardware
do controlador Bluetooth. Por exemplo, o Mo´dulo Central apresentado no diagrama da Fi-
gura 5.1 deve ser capaz de gerenciar o fluxo de dados vindouro do Mo´dulo de Ra´dio e seus
clientes e, ale´m disso, gerenciar a demanda de dados requisitada pelo hospedeiro e suas
aplicac¸o˜es e servic¸os.
Apesar dessa limitac¸a˜o de hardware do controlador Bluetooth ser visı´vel, os projetos
desses controladores de hardware Bluetooth, aparentemente, na˜o a levam em considerac¸a˜o.
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Figura 5.1: Diagrama de um modelo para um controlador Bluetooth.
Com isso, quando um controlador Bluetooth e´ exposto a uma situac¸a˜o de estresse, o mesmo
pode entrar em um estado de instabilidade, levando a um consumo elevado no armazena-
mento de memo´ria, ou a uma incapacidade de processamento de dados em tempo adequado
em seu MCU. Na pro´xima sec¸a˜o sa˜o apresentados experimentos realizados com o propo´sito
de expor essa limitac¸a˜o do controlador Bluetooth em diferentes configurac¸o˜es.
5.1.1 Avaliac¸a˜o do Problema
Para evidenciar a limitac¸a˜o de um controlador Bluetooth Low-Energy foram realizados ex-
perimentos com o propo´sito de explorar os limites de transmissa˜o de dados em um enlace
Bluetooth. Duas situac¸o˜es foram exploradas durante os experimentos:
• Definic¸a˜o do limite ma´ximo da taxa de transmissa˜o de dados em uma comunicac¸a˜o
entre dois dispositivos Bluetooth Low-Energy.
• Observac¸a˜o do comportamento de uma piconet Bluetooth Low-Energy quando o dis-
positivo mestre atinge seu limite de transmissa˜o de dados.
O ambiente de teste configurado durante os experimentos utilizou treˆs diferentes modelos
de Controlador Bluetooth como dispositivo mestre:
• Controlador Intel Wireless Bluetooth 7265 (Intel).
• Controlador Cambridge Silicon CSR8510 A10 (CSR).
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• Controlador Broadcom BCM20702 (Broadcom).
Os dispositivos clientes sempre utilizaram o controlador CSR. O CSR foi escolhido de-
vido a sua maior disponibilidade no mercado para compra, e tambe´m por este oferecer a
maior taxa de transmissa˜o fim-a-fim entre os modelos avaliados.
Como hospedeiros dos controladores Bluetooth foram utilizados computadores pessoais
com o sistema operacional Linux. Desde a versa˜o 3.19.0 o Kernel Linux oferece suporte a
comunicac¸a˜o IPv6 sobre canais L2CAP do Bluetooth Low-Energy. Avaliac¸o˜es de diferentes
verso˜es do Kernel do Linux foram realizadas para a escolha da melhor configurac¸a˜o. Para
a realizac¸a˜o dos experimentos foi escolhida a versa˜o 4.2.0-17 do Kernel como alvo para o
dispositivo mestre devido a sua estabilidade na criac¸a˜o de redes piconet.
O primeiro conjunto de experimentos realizado teve como objetivo avaliar a taxa de trans-
missa˜o ma´xima fim-a-fim que um dispositivo mestre suporta. Para a realizac¸a˜o desse experi-
mento foi estabelecido um canal de comunicac¸a˜o com controle de fluxo baseado em cre´ditos
para a transmissa˜o de pacotes IPv6 sobre Bluetooth Low-Energy. Apo´s a criac¸a˜o desse canal,
o dispositivo cliente foi configurado para enviar pacotes IPv6 de maneira continua, aumen-
tando sua taxa de dados gradualmente. Para a transmissa˜o de dados IPv6, o dispositivo
cliente fez o uso do comando ping6, de modo que o mesmo dado enviado no canal de uplink
fosse retornado pelo canal de downlink.
O comando ping6 tambe´m foi escolhido devido a seus paraˆmetros de configurac¸a˜o, o
que permitiu configurar o tamanho de pacote e a espac¸o de tempo entre envios de dados. A
configurac¸a˜o do tamanho do pacote serve para maximizar o uso dos cre´ditos em relac¸a˜o ao
pacote transmitido e o Maximum Transmission Unit (MTU) do canal. Ou seja, cada pacote
transmitido pelo dispositivo cliente fez uso de um cre´dito e utilizou o tamanho de pacote
ma´ximo permitido. O ajuste do perı´odo de tempo entre o envio de pacotes serve para o
ajuste gradual da taxa de transmissa˜o do cliente.
O gra´fico da Figura 5.2 apresenta o resultado de um experimento utilizando o Contro-
lador Bluetooth Broadcom como dispositivo mestre. Neste gra´fico sa˜o apresentados passos
numerados indicando o crescimento da taxa de transmissa˜o entre o cliente e o dispositivo
mestre. No passo 4 foi realizado um crescimento da taxa de dados, entretanto, o dispositivo
mestre na˜o foi capaz de processar esse aumento, e apo´s alguns segundos a transmissa˜o foi
encerrada por parte do dispositivo mestre, sendo esse encerramento evidenciado pela queda
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da taxa de transmissa˜o ao final do gra´fico. Esse experimento foi repetido para os treˆs modelos
de dispositivos como Controlador da rede Bluetooth Low-Energy.
Figura 5.2: Resultados da taxa de transmissa˜o ma´xima experimental em um no´ mestre com
chipset Broadcom BCM20702.
Para avaliar o fluxo de dados ma´ximo que um dispositivo mestre suporta em nı´vel de
aplicac¸a˜o, ou seja, em nı´vel IPv6, e´ necessa´rio minimizar o impacto da troca de cre´ditos
(sinalizac¸a˜o) entre o dispositivo mestre e os clientes. A configurac¸a˜o padra˜o do mo´dulo
Bluetooth do Kernel realiza uma troca de cre´ditos entre dispositivos a cada 20 cre´ditos con-
sumidos por um cliente. Ou seja, a cada 20 pacotes enviados por um cliente, o dispositivo
mestre utiliza o mesmo canal de transmissa˜o para enviar um pacote de sinalizac¸a˜o com a
atribuic¸a˜o de novos cre´ditos a`quele cliente.
A Tabela 5.1 apresenta os valores ma´ximos da taxa de transmissa˜o suportada por modelo
de Controlador Bluetooth como dispositivo mestre e com o valor padra˜o de 20 na renovac¸a˜o
de cre´ditos.
Tabela 5.1: Taxa de transmissa˜o ma´xima suportada por modelo de Controlador Bluetooth.
Modelo Taxa de Transmissa˜o Ma´xima
CSR8510 A10 10,8 Kbytes/s (86,4 Kbits/s)
Intel Wireless Bluetooth 7265 10 Kbytes/s (80 Kbits/s)
Broadcom BCM20702 2,6 Kbytes/s (20,8 Kbits/s)
Ale´m da avaliac¸a˜o do canal com o valor padra˜o de 20 para a renovac¸a˜o de cre´ditos, foram
realizados experimentos onde esse valor padra˜o foi alterado. O objetivo desses experimentos
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foi a avaliar o impacto da troca de cre´ditos durante uma transmissa˜o fim-a-fim utilizando
IPv6 sobre Bluetooth Low-Energy. Os resultados desses experimentos sa˜o apresentados
no gra´fico da Figura 5.3. Esse gra´fico apresenta uma representac¸a˜o da interpolac¸a˜o dos
resultados da taxa de transmissa˜o ma´xima para diferentes valores de cre´ditos para os treˆs
modelos avaliados.
Figura 5.3: Variac¸a˜o da taxa de transmissa˜o ma´xima em relac¸a˜o ao nu´mero de cre´ditos
trocados por interac¸a˜o.
E´ interessante observar o impacto na taxa de transmissa˜o em nı´vel de aplicac¸a˜o da troca
constante de cre´ditos durante uma transmissa˜o. Por exemplo, ao renovar os cre´ditos a cada
dois cre´ditos consumidos por um cliente, o dispositivo mestre faz uso de um pacote de
sinalizac¸a˜o. Ou seja, a cada treˆs pacotes trocados no canal de transmissa˜o, um pacote e´
de sinalizac¸a˜o.
Inicialmente, isso parece ser um comportamento indesejado, entretanto, com um nu´mero
menor para a renovac¸a˜o de cre´ditos o dispositivo mestre consegue ter um controle maior
do cliente. Por exemplo, se um dispositivo mestre sempre renovar os cre´ditos um-a-um ao
cliente, isso faz com que o mesmo tenha o controle de quando o cliente pode enviar ou
na˜o pacotes. Isso se faz possı´vel dado que o cliente vai ter que esperar um novo cre´dito
para o envio de um novo pacote. Portanto, o nu´mero padra˜o para a troca de cre´ditos deve
ser escolhido a depender do uso e nı´vel de controle que o dispositivo mestre deseja ter em
relac¸a˜o aos clientes.
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Ale´m da avaliac¸a˜o da taxa de transmissa˜o ma´xima fim-a-fim tambe´m foram realiza-
dos experimentos para avaliac¸a˜o da taxa de transmissa˜o ma´xima suportada em um dispo-
sitivo mestre com mu´ltiplos clientes. O objetivo principal foi avaliar se a comunicac¸a˜o com
mu´ltiplos clientes influenciaria no funcionamento do controlador Bluetooth.
De maneira semelhante ao anterior, esse experimento foi realizado de maneira incremen-
tal. Inicialmente foi conectado um dispositivo cliente com uma taxa constante. Em seguida
outros clientes foram conectados sequencialmente ate´ que a conexa˜o fosse abortada pelo dis-
positivo mestre. O gra´fico da Figura 5.4 apresenta os resultados de um experimento realizado
com o controlador Broadcom. Nesse experimento dois clientes foram conectados e tiveram
sua conexa˜o iniciada, os quais sa˜o representados pelos gra´ficos em cor azul e vermelha.
Apo´s essas duas conexo˜es, o dispositivo mestre ja´ se encontrava pro´ximo de sua taxa de
transmissa˜o ma´xima. Depois de 60 segundos de comunicac¸a˜o com esses dois clientes, um
terceiro cliente foi conectado, nesse instante, representado pelo ponto (a) no gra´fico, o dis-
positivo mestre na˜o foi mais capaz de manter todas as conexo˜es e abortou a comunicac¸a˜o
com todos os clientes.
Figura 5.4: Taxa de transmissa˜o ma´xima de dados total em um no´ mestre com chipset Bro-
adcom BCM20702 e treˆs clientes.
Foi observado que a taxa de transmissa˜o ma´xima suportada no dispositivo cliente na˜o
aparenta ser influenciada pelo nu´mero de clientes conectados, e sim, pelo nu´mero de co-
mandos de cre´ditos trocados durante a comunicac¸a˜o. Por exemplo, quanto mais clientes
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conectados, mais comandos de cre´ditos sera˜o trocados mesmo que todos os clientes fac¸am
uso de um valor padra˜o de troca de cre´ditos altos.
Por fim, na avaliac¸a˜o do impacto na taxa de transmissa˜o com mu´ltiplos clientes, apenas o
controlador Broadcom foi utilizado como dispositivo mestre. Isso se deve ao fato dele ser o
u´nico a compartilhar a banda de transmissa˜o em nı´vel de enlace de maneira homogeˆnea entre
todos os clientes. Os controladores da Intel e da CSR priorizam sempre o u´ltimo dispositivo
cliente conectado, disponibilizando para esse uma taxa de transmissa˜o maior. Eles fazem
isso atrave´s do algoritmo de controle de acesso ao meio em nı´vel de enlace. Na˜o foi possı´vel
aferir se isso e´ um defeito ou uma decisa˜o de projeto desses controladores.
Portanto, para a realizac¸a˜o dos experimentos no pro´ximo capı´tulo foi utilizado o controla-
dor Broadcom como dispositivo mestre, dado que este na˜o executa nenhum tipo de algoritmo
de priorizac¸a˜o, ou apresenta defeito no controle de acesso ao meio na camada de enlace.
5.2 Projeto do Controlador Adaptativo
Com o problema de limitac¸a˜o dos controladores Bluetooth exposto, neste trabalho e´ pro-
posto a criac¸a˜o de um novo controlador de fluxo de dados para o Bluetooth Low-Energy.
Esse novo controlador faz uso do novo mecanismo de controle de fluxo baseado em cre´ditos
introduzido no Bluetooth 4.2 e descrito no Capı´tulo 2. Tendo como objetivo evitar que o
controlador do dispositivo mestre entre em um estado de funcionamento insta´vel e pare de
funcionar, no projeto de desenvolvimento desse novo controlador alguns requisitos ba´sicos
foram definidos:
• O dispositivo mestre conhece a priori a limitac¸a˜o de banda de seu controlador Blueto-
oth.
• O dispositivo mestre deve controlar o fluxo de dados originado por suas aplicac¸o˜es e
servic¸os.
• O dispositivo mestre da rede deve controlar o fluxo de dados de seus clientes (slaves)
quando necessa´rio atrave´s da alocac¸a˜o dinaˆmica de cre´ditos para os mesmos.
O funcionamento de um tı´pico controlador baseado em cre´ditos para o Bluetooth Low-
Energy e´ apresentado na Figura 5.5. Em uma rede BLE com modo de controle de fluxo
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baseado em cre´ditos, o dispositivo mestre faz o controle de dados na camada de enlace no
controlador, e na camada L2CAP no lado hospedeiro da pilha de protocolos Bluetooth.
Seguindo o fluxo apresentado na Figura 5.5, o controle de cre´ditos e´ executado toda
vez que o cliente envia um novo pacote LE-Frame ao mestre. Ao receber um novo LE-
Frame, o dispositivo mestre decrementa a contagem de cre´ditos daquele cliente e verifica
qual a contagem atual do mesmo. Caso essa contagem fique menor do que um valor X ,
o dispositivo mestre decide enviar mais Y cre´ditos ao dispositivo cliente, fazendo que o
mesmo fique com X + Y cre´ditos disponı´veis para envio, onde X e Y sa˜o paraˆmetros de
implementac¸a˜o do L2CAP do mestre.
Figura 5.5: Fluxo de controle baseado em cre´ditos padra˜o.
Nesse modelo padra˜o de controle de distribuic¸a˜o de cre´ditos, todos os clientes sempre
teˆm cre´ditos disponı´veis para envio, portanto, esses dispositivos tem liberdade para enviar
dados a todo o momento que slots de tempo na camada de enlace estejam disponı´veis. Con-
siderando, como apresentado na sec¸a˜o anterior, que o controlador Bluetooth e´ limitado em
termos de processamento e memo´ria, ale´m de na˜o implementar controles de acesso sofis-
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ticados na camada de enlace, o modelo de distribuic¸a˜o homogeˆnea de cre´ditos na camada
L2CAP faz com que todos os clientes tenham o mesmo direito de acesso ao canal. Portanto,
todos os clientes teˆm a seu dispor canais sem garantia de QoS, ou seja, canais best-efforts.
Figura 5.6: Fluxo de controle baseado em cre´ditos com regras e agentes de distribuic¸a˜o.
A´ vista disso, nesse trabalho e´ proposto um novo modelo de controle de fluxo baseado
em cre´ditos, o qual faz uso de regras de controle atrave´s de um Configurador Adaptativo,
e de Agentes independentes de distribuic¸a˜o de cre´ditos. Esse novo modelo de controle e´
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apresentado na Figura 5.11.
De maneira semelhante ao controlador tı´pico da Figura 5.5, ao receber um novo LE-
Frame de um cliente o dispositivo mestre decrementa a contagem de cre´ditos daquele no´.
Nesse ponto, o novo controlador verifica se a contagem de cre´ditos do cliente alcanc¸ou o
valor zero ou na˜o. O valor zero foi escolhido para da´ a oportunidade ao dispositivo mestre
de “segurar” o envio de novos LE-Frames por parte daquele cliente. Isso permite que o
dispositivo mestre controle o envio de novos pacotes por parte do cliente atrave´s de uma
estrate´gia de “pressa˜o reversa” ou backpressure. Essa estrate´gia faz com que as aplicac¸o˜es
e servic¸os nos clientes recebam alertas informando que o meio na˜o esta´ disponı´vel naquele
momento, com isso, permitindo que as mesmas sejam capazes de lidar com tal situac¸a˜o antes
do envio de novos dados ao meio.
Atrave´s dessa definic¸a˜o de estrate´gia de controle, o novo controlador proposto faz uso
de regras de controle geradas e armazenadas por um Configurador Adaptativo. Essas regras
informam os seguintes paraˆmetros ao controlador:
• Nu´mero de cre´ditos que deve ser retornado ao cliente, Crn.
• Tempo de atraso para o envio desses cre´ditos ao cliente, Deln.
Esses dois paraˆmetros sa˜o calculados pelo Configurador Adaptativo a partir de uma
definic¸a˜o de canal BLE baseado em cre´ditos, onde:
Definic¸a˜o 4 (Modelo de um Canal BLE Baseado em Cre´ditos) .
Canal BLE L2CAP em cre´ditos:
CanalBLE = {Tdn, Crn}
Com isso, a taxa instantaˆnea ma´xima de transmissa˜o e´:
Txn = Crn ∗MTU/Deln
Onde:
Txn e´ a taxa de transmissa˜o em bytes/s.
MTU e´ o tamanho ma´ximo de um LE-Frame.
Deln e´ o tempo para envio de Crn em segundos.
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Com isso, ao receber esses paraˆmetros para um dispositivo identificado por DeviceIdn,
o Agente apresentado na Figura 5.5 atua de maneira assı´ncrona, esperando um perı´odo de
tempo Deln para o envio de Crn cre´ditos ao cliente. Se considerarmos que o cliente ira´
utilizar os Crn imediatamente depois recebe-lo, o modelo de canal apresentado na Definic¸a˜o
4 se aplica, e a taxa de transmissa˜o ma´xima permitida Txn e´ alcanc¸ada.
Esse modelo generalizado para controle de fluxo baseado em cre´ditos torna-se base para
a aplicac¸a˜o de diferentes modelos de controle executados pelo Configurador Adaptativo. Os
seguintes modelos de controle foram estudados e aplicados ao controlador adaptativo:
• Modelo de controle com uma distribuic¸a˜o simples de cre´ditos entre os clientes.
• Modelo de controle com uma distribuic¸a˜o de cre´ditos baseada em caracterı´sticas de
QoS de cada cliente.
• Modelo de controle com uma distribuic¸a˜o de cre´ditos baseada em caracterı´sticas de
QoS e na prioridade de cada cliente na rede.
• Modelo de controle com uma distribuic¸a˜o de cre´ditos baseada em caracterı´sticas de
QoS e na prioridade tempora´ria de cada cliente na rede.
Esses modelos foram desenvolvidos e avaliados de maneira incremental. Nesse sentido,
as sec¸o˜es a seguir apresentam o processo evolutivo de projeto e desenvolvimento do contro-
lador adaptativo baseado em cre´ditos para redes BLE.
5.2.1 Paraˆmetros de Entrada e Configurac¸a˜o do Controlador
Para ser capaz de adaptar-se as caracterı´sticas e limitac¸o˜es impostas pelo dispositivo
BLE, o controlador adaptativo baseado em cre´ditos necessita de paraˆmetros de entrada e
configurac¸a˜o. Dada a limitac¸a˜o de dispositivos controladores BLE apresentada em sec¸o˜es
anteriores, o controlador adaptativo precisa ter cieˆncia dos seguintes paraˆmetros de entrada:
• maxTx, a taxa ma´xima de dados que o dispositivo controlador BLE suporta.
• MTU , o tamanho ma´ximo em bytes de cada LE-Frame utilizado pelo no´ mestre.
• N , o nu´mero de no´s clientes conectados.
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Ale´m desses paraˆmetros de entrada, o controlador faz uso de um paraˆmetro de
configurac¸a˜o, definido como:
• xCrs, o nu´mero mı´nimo de cre´ditos que devem ser enviados a um cliente por
interac¸a˜o.
As mensagens com as informac¸o˜es de controle para a alocac¸a˜o de novos cre´ditos entre
os dispositivos fazem uso do mesmo canal de troca de dados. Ou seja, LE-Frames sa˜o
utilizados para o envio de novos cre´ditos a um cliente. Com isso, cada vez que um dispositivo
envia mais cre´ditos a outro, esses deixam de utilizar o canal para a troca de dados, portanto,
diminuindo a taxa de utilizac¸a˜o desse canal para dados, e consequentemente, diminuindo a
taxa de transmissa˜o ma´xima alcanc¸ada no canal.
Por conseguinte, um valor xCrs o´timo deve ser encontrado para cada dispositivo contro-
lador BLE, de modo que a taxa de transmissa˜o de dados com esse paraˆmetro se aproxime do
valor maxTx. Na implementac¸a˜o e avaliac¸a˜o experimental dos modelos de controle apre-
sentado no Capı´tulo 6, tambe´m foram realizados experimentos para a escolha de um valor
ideal de xCrs.
5.2.2 Controle com Distribuic¸a˜o Simples de Cre´ditos
Com o objetivo de evitar que a soma da taxa de transmissa˜o utilizada por todos os clientes
de um mestre ultrapasse o limite maxTx, o modo de controle mais simples e´ dividir maxTx
igualmente entre todos os dispositivos conectados. Nesse modelo de controle simples, ape-
nas os paraˆmetros de entrada apresentados na sec¸a˜o anterior sa˜o utilizados.
O processo de funcionamento do Configurador Adaptativo pode ser descrito atrave´s do
diagrama da Figura 5.7. O processo e´ executado e atualizado toda vez que um evento de co-
nexa˜o ou desconexa˜o de um novo dispositivo cliente e´ identificado. Ao receber esse evento,
o Configurador Adaptativo executa o algoritmo de distribuic¸a˜o simples de cre´ditos (SCD).
Esse algoritmo tem como entrada os paraˆmetros maxTx, MTU e xCrs, ale´m da lista de
dispositivos conectados AllNodes. A saı´da do algoritmo e´ uma lista para cada cliente n
com o valor da taxa de transmissa˜o nTx, perı´odo de atraso para o envio de cre´ditos Del[n]
e o nu´mero de cre´ditos para enviar a cada interac¸a˜o Crs[n]. Esses valores sa˜o armazenados
no controlador de rede, e utilizados pelo controlador de fluxo apresentado na Figura 5.11.
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Figura 5.7: Fluxo de criac¸a˜o de regras de controle simples no Configurador Adaptativo.
O algoritmo SCD pode ser descrito atrave´s do pseudoco´digo apresentado no Co´digo
Fonte 5.1. Ao ser executado, o SCD calcula inicialmente o nu´mero total de no´s conectados
N (linha 2), e define a taxa ma´xima que cada dispositivo tem direito sTx (linha 3). Com
esses valores, e considerando o valor mı´nimo de cre´ditos xCrs que devem ser enviados por
interac¸a˜o a cada dispositivo, o SCD calcula o tempo de atraso sDel que deve ser aplicado
para o envio desses cre´ditos a cada dispositivo (linha 4). O valor de sDel e´ calculado como
sendo a divisa˜o do nu´mero total de bytes que devem ser enviados por interac¸a˜o xCrs∗MTU
dividido pela taxa sTx que cada dispositivo tem direito.
Co´digo Fonte 5.1: Pseudo Co´digo do Algoritmo SCD
1 SCD( maxTx , xCrs , MTU, Al lNodes )
2 N := s i z e O f ( Al lNodes )
3 sTx := maxTx /N
4 sDel := ( xCrs ∗MTU) / sTx
5 f o r each node n i n Al lNodes :
6 Tx [ n ] := sTx
7 Del [ n ] := sDel
8 Crs [ n ] := xCrs
9 end f o r
Apo´s os ca´lculos de sTx e sDel, esses valores sa˜o aplicados a configurac¸a˜o individual
de cada dispositivo n e armazenados no Configurador Adaptativo para uso dos Agentes de
distribuic¸a˜o de cre´ditos (linhas 5-9).
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5.2.3 Controle com Distribuic¸a˜o de Cre´ditos Baseado em QoS
Apesar de manter a taxa de transmissa˜o ma´xima dentro do limite maxTx, o controle atrave´s
do algoritmo SCD na˜o faz uso das caracterı´sticas de cada dispositivo. Por exemplo, uti-
lizando o SCD o controlador adaptativo pode alocar uma taxa sTx para um dispositivo,
entretanto, esse dispositivo apenas necessita de metade desse valor. Por outro lado, outro
dispositivo pode necessitar de uma taxa maior que sTx. Nesse sentido, ter cieˆncia e fazer
uso de caracterı´sticas de transmissa˜o de cada dispositivo torna-se uma alternativa interessante
para a distribuic¸a˜o de cre´ditos de maneira equilibrada entre os no´s.
Figura 5.8: Fluxo de criac¸a˜o de regras de controle baseado em QoS.
Com isso, um novo modelo de controle e´ utilizado onde caracterı´sticas de QoS de cada
dispositivo sa˜o utilizadas na distribuic¸a˜o de cre´ditos. O diagrama da Figura 5.8 apresenta
o fluxo de distribuic¸a˜o de cre´ditos com o uso de caracterı´sticas de QoS de cada cliente. A
principal diferenc¸a desse modelo em relac¸a˜o ao anterior e´ o passo de recuperac¸a˜o de carac-
terı´sticas de QoS do cliente. Quando um novo dispositivo conecta-se a rede, o Controlador
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Adaptativo recupera suas caracterı´sticas de QoS atrave´s de um processo paralelo de leitura de
caracterı´sticas atrave´s do protocolo GATT BLE, o qual e´ descrito na Sec¸a˜o 5.2.6. Na versa˜o
proposta nesse trabalho, o paraˆmetro de QoS que descreve o dispositivo se caracteriza pela
sua taxa desejada de transmissa˜o TxD.
Com os paraˆmetros de QoS incluı´do na lista de todos os dispositivos conectados, o Con-
figurador Adaptativo executa o algoritmo de distribuic¸a˜o de cre´ditos QADC descrito no
Co´digo Fonte 5.2. O princı´pio do algoritmo QADC consiste em distribuir os cre´ditos ini-
cialmente com os dispositivos com paraˆmetros de QoS, considerando a taxa ideal TxD de
cada um. Apo´s essa distribuic¸a˜o, os cre´ditos sa˜o distribuı´dos de maneira igualita´ria entre os
dispositivos sem paraˆmetros de QoS seguindo o algoritmo SCD.
Outra caracterı´stica de configurac¸a˜o utilizada por esse controlador e´ a definic¸a˜o de uma
taxa de transmissa˜o mı´nima minFreeTx que deve ser garantida para a distribuic¸a˜o entre os
no´s sem paraˆmetro de QoS. Esse paraˆmetro foi definido para evitar que os dispositivos com
paraˆmetros de QoS consumam toda banda de transmissa˜o disponı´vel. Por ser um paraˆmetro
configura´vel, minFreeTx pode ser configurado ao valor zero, portanto, permitindo que os
dispositivos com paraˆmetros de QoS consumam toda banda quando necessa´rio.
Com as definic¸o˜es apresentadas, o algoritmo QACD inicia com a separac¸a˜o dos dispo-
sitivos em duas listas, com e sem paraˆmetro de QoS (linhas 2-8). Apo´s essa separac¸a˜o, e´
definido o paraˆmetro availableTx como sendo a taxa de transmissa˜o disponı´vel para divisa˜o
naquele momento (linha 10).
Com essa definic¸a˜o, e´ realizada uma interac¸a˜o na lista de dispositivos com paraˆmetros
de QoS qosList (linha 12). Seguindo a ordem de prioridade na lista qosList, a taxa de
transmissa˜o disponı´vel availableTx e´ decrescida do valor TxD de cada dispositivo n (linha
13). Apo´s cada decre´scimo no valor de availableTx e´ realizada a checagem se o valor
minFreeTx foi atingido (linha 14). Em caso positivo, a interac¸a˜o e´ abortada, e todos os
dispositivos pertencentes a lista qosList sa˜o inseridos na lista normalList, portanto, seus
paraˆmetros de QoS sa˜o ignorados (linha 17). Caso negativo, a interac¸a˜o contı´nua e sa˜o
realizados os ca´lculos do nu´mero de cre´ditos Crs, e do perı´odo de atraso Del para cada
dispositivo n semelhantemente ao apresentado no algoritmo SCD (linha 23).
Por fim, apo´s a distribuic¸a˜o de cre´ditos aos dispositivos com paraˆmetros de QoS, os no´s
restantes na lista normalList tem sua distribuic¸a˜o de cre´ditos e perı´odo de atraso calculados
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a partir do algoritmo SCD. E´ importante observar que para a execuc¸a˜o do SCD sa˜o conside-
rados a taxa de transmissa˜o remanescente availableTx e a lista de dispositivos normalList.
Co´digo Fonte 5.2: Pseudo Co´digo do Algoritmo QACD
1 QACD( maxTx , xCrs , MTU, Al lNodes )
2 f o r each node n i n Al lNodes :
3 i f n has qosParam :
4 push ( q o s L i s t , n )
5 e l s e
6 push ( n o r m a l L i s t , n )
7 end i f
8 end f o r
9
10 a v a i l a b l e T x := maxTx
11
12 f o r each node q i n q o s L i s t :
13 a v a i l a b l e T x := a v a i l a b l e T x− TxD[ n ]
14 i f a v a i l a b l e T x < minFreeTx :
15 n o r m a l L i s t := a l l N o d e s
16 a v a i l a b l e T h r := maxThr
17 end f o r
18 end i f
19 Del [ n ] := ( xCrs ∗MTU) / TxD[ n ]
20 Crs [ n ] := xCrs
21 end f o r
22
23 SCD( a v a i l a b l e T x , xCrs , MTU, n o r m a l L i s t )
Semelhantemente ao modelo de distribuic¸a˜o simples, os valores de sTx e sDel, sa˜o
aplicados a configurac¸a˜o individual de cada dispositivo n e armazenados no Configurador
Adaptativo para uso pelos Agentes de distribuic¸a˜o de cre´ditos.
5.2.4 Controle com Distribuic¸a˜o de Cre´ditos Baseado em QoS com Pri-
oridade
Uma das limitac¸o˜es do modelo de controle definido anteriormente ocorre quando todos os
dispositivos na rede tem paraˆmetros de QoS. Nesse caso especı´fico, os recursos de rede (taxa
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de transmissa˜o) sa˜o distribuı´dos inicialmente com os primeiros dispositivos na lista qosList,
podendo levar a uma situac¸a˜o onde a taxa disponı´vel availableTx na˜o seja suficiente para
os requisitos de QoS de alguns no´s.
Para evitar situac¸o˜es onde dispositivos com prioridade sejam prejudicados devido a sua
distribuic¸a˜o em uma lista, um novo modelo de distribuic¸a˜o e´ proposto, onde uma lista com
prioridade entre dispositivos e´ fornecida por aplicac¸o˜es. Esse novo modelo e´ apresentado
no diagrama da Figura 5.9. Nesse novo modelo, a cada novo dispositivo conectado, ale´m de
recuperar seus paraˆmetros de QoS atrave´s da leitura de caracterı´sticas GATT, o Configurador
Adaptativo verifica se esse novo dispositivo tem algum tipo de prioridade para as aplicac¸o˜es
do sistema. Prioridade e´ representada por um inteiro positivo, onde o menor valor indica a
maior prioridade.
Figura 5.9: Fluxo de criac¸a˜o de regras de controle baseado em QoS com Prioridade.
Apo´s essa atualizac¸a˜o do valor de prioridade prio e do paraˆmetro de QoS TxD de
cada dispositivo, o algoritmo de distribuic¸a˜o de cre´ditos PQACD e´ executado. O algoritmo
PQACD e´ apresentado no Co´digo Fonte 5.3. Esse algoritmo tem o funcionamento seme-
lhante ao algoritmo QACD, sendo a u´nica diferenc¸a presente na inserc¸a˜o dos dispositivos
com paraˆmetros de QoS na lista qosList (linha 4). Nesse novo algoritmo, a cada inserc¸a˜o
de um no´ n na lista qosList, o valor de prioridade prio e´ inserido como indexador daquele
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dispositivo na lista. Com isso, ao realizar a interac¸a˜o na lista qosList para a distribuic¸a˜o de
cre´ditos, os dispositivos com valor de prio menores sera˜o priorizados.
Co´digo Fonte 5.3: Pseudo Co´digo do Algoritmo PQACD
1 PQACD( maxTx , xCrs , MTU, Al lNodes )
2 f o r each node n i n a l l N o d e s :
3 i f n has qosParam :
4 i n s e r t ( q o s L i s t , n , p r i o [ n ] )
5 e l s e
6 push ( n o r m a l L i s t , n )
7 end i f
8 end f o r
9
10 a v a i l a b l e T x := maxTx
11
12 f o r each node q i n q o s L i s t :
13 a v a i l a b l e T x := a v a i l a b l e T x− TxD[ n ]
14 i f a v a i l a b l e T x < minFreeTx :
15 n o r m a l L i s t := n o r m a l L i s t
16 a v a i l a b l e T h r := maxThr
17 end f o r
18 end i f
19 Del [ n ] := ( xCrs ∗MTU) / TxD[ n ]
20 Crs [ n ] := xCrs
21 end f o r
22
23 SCD( a v a i l a b l e T x , xCrs , MTU, n o r m a l L i s t )
Em algumas situac¸o˜es, e´ importante ressaltar que o uso do algoritmo PQACD so´ e´
eficaz caso o valor de minFreeTx seja nulo. Ou seja, ele apenas e´ u´til caso na˜o se
reserve uma banda de transmissa˜o mı´nima aos dispositivos sem paraˆmetro de QoS. Por
exemplo, caso um dispositivo n com paraˆmetro de QoS TxD tenha a maior prioridade, e
TxD[n] > availableTx − minFreeTx, esse dispositivo nunca vai ser capaz de ter uma
garantia de requisitos para o valor TxD, dado que a checagem de valor minFreeTx e´ in-
fringida.
Com isso, caso o uso de prioridades seja essencial ao funcionamento de aplicac¸o˜es do
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sistema que faz uso do controlador adaptativo para BLE, o valor de minFreeTx deve ser
nulo, garantido assim o funcionamento dos no´s com maior prioridade em todas as situac¸o˜es.
Esse e´ o caso do Sistema de Monitoramento Remoto de Paciente apresentado no Capı´tulo 4.
5.2.5 Controle com Distribuic¸a˜o de Cre´ditos Baseado em QoS com Pri-
oridade Temporal
Ale´m da prioridade predefinida que um dispositivo pode ter em relac¸a˜o a outro, um aspecto
de prioridade temporal pode ser adicionado. Isso significa que um dispositivo na˜o precisa ter
necessariamente uma prioridade sobre outro indefinidamente. Por exemplo, pode-se definir
que um dispositivo vai ter prioridade sobre outros dispositivos apenas durante Ps segundos
apo´s o inicio da transmissa˜o. Esses casos se aplicam quando aplicac¸o˜es ja´ teˆm cieˆncia do
tipo do dispositivo e seu uso. Como exemplo, uma aplicac¸a˜o de controle pode definir que
um dispositivo do tipo ECG deve sempre ter prioridade durante os treˆs primeiros minutos
de uso. A Figura 5.10 apresenta o diagrama com o fluxo de criac¸a˜o de regras.
Figura 5.10: Fluxo de criac¸a˜o de regras de controle baseado em QoS com Prioridade Tem-
poral.
A principal diferenc¸a em relac¸a˜o ao modelo anterior esta´ no envio do perı´odo de tempo
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Ps[n] pelas aplicac¸o˜es de controle para certos dispositivos, e pelo ca´lculo do nu´mero total de
cre´ditosNcrs[n] que devem ser enviados a um dispositivo n. Esse processo de atualizac¸a˜o de
regras e´ executado toda vez que for necessa´rio atualizar um dispositivo cliente, por exemplo,
por comando de uma aplicac¸a˜o ou servic¸o do dispositivo hospedeiro. Com esses novos
paraˆmetros, o algoritmo de distribuic¸a˜o de cre´ditos TPQACD, apresentado no Co´digo Fonte
5.4, e´ executado.
Co´digo Fonte 5.4: Pseudo Co´digo do Algoritmo TPQACD
1 TPQACD( maxTx , xCrs , MTU, Al lNodes )
2 f o r each node n i n a l l N o d e s :
3 i f n has qosParam :
4 i n s e r t ( q o s L i s t , n , p r i o [ n ] )
5 e l s e
6 push ( n o r m a l L i s t , n )
7 end i f
8 end f o r
9
10 a v a i l a b l e T x := maxTx
11
12 f o r each node q i n q o s L i s t :
13 a v a i l a b l e T x := a v a i l a b l e T x− TxD[ n ]
14 i f a v a i l a b l e T x < minFreeTx :
15 n o r m a l L i s t := n o r m a l L i s t
16 a v a i l a b l e T h r := maxThr
17 end f o r
18 end i f
19 Del [ n ] := ( xCrs ∗MTU) / TxD[ n ]
20 Crs [ n ] := xCrs
21 Ncrs [ n ] := Crs [ n ] ∗ ( Ps [ n ] / Del [ n ] )
22 i f Ncrs [ n ] i s 0 :
23 Ncrs [ n ] := −1
24 end i f
25 end f o r
26
27 SCD( a v a i l a b l e T x , xCrs , MTU, n o r m a l L i s t )
O algoritmo apresentado no Co´digo Fonte 5.4 tem como diferencial em relac¸a˜o ao algo-
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ritmo PQACD o ca´lculo do nu´mero ma´ximo de cre´ditos Ncrs[n] que devem ser alocados a
um dispositivo (linha 21). Esse nu´mero e´ calculado considerando o valor o perı´odo de tempo
Ps[n] e o atraso entre interac¸o˜es de cre´ditos Del[n] que foi calculado.
Algumas questo˜es adicionais devem ser consideradas com o uso de prioridade temporal:
• Como definir um perı´odo indeterminado de prioridade para um dispositivo?
• O que acontece quando o perı´odo de prioridade de um dispositivo encerra?
• Como controlar a mudanc¸a de prioridade de um dispositivo ao final desse perı´odo?
Em resposta a primeira pergunta foi definido que quando o perı´odo de tempo for in-
determinado, o controlador vai aplicar o valor nulo ao perı´odo Ps[n] do dispositivo. Isso
ira´ anular o nu´mero total de cre´ditos Ncrs[n] calculado, o que vai defini-lo com um valor
negativo como apresentado no algoritmo no Co´digo Fonte 5.4 (linhas 22-24).
Em relac¸a˜o a segunda pergunta foi definido que ao encerrar o nu´mero total de cre´ditos
Ncrs[n] enviados a um dispositivo n, esse dispositivo adquire prioridade padra˜o. Pri-
oridade padra˜o e´ a mesma adquirida por dispositivos que na˜o tem a prioridade definida
por aplicac¸o˜es, ou seja, tenha a taxa de transmissa˜o TxD calculada atrave´s do algoritmo
SCD. Por fim, para controlar essas mudanc¸as de prioridade foi inserido um Controlador de
Interac¸o˜es (CI) ao Controlador Adaptativo, como ilustrado no diagrama da Figura 5.11.
O Controlador de Interac¸o˜es funciona como um contador de cre´ditos disponı´veis para
cada dispositivo. Toda vez que o Controlador Adaptativo requisita o nu´mero de cre´ditos
disponı´veis para um dispositivo, o CI decrementa a contagem de cre´ditos ma´ximo Ncrs[n]
para aquele dispositivo. Caso Ncrs[n] seja negativo, ou seja, o dispositivo n tem prioridade
por tempo indeterminado, o CI sempre ira´ retornar o valor Crs[n] e Del[n] com prioridade
para esse dispositivo. Caso o Ncrs[n] seja positivo, o CI ira´ retornar e decrementar o valor
de cre´ditos Crs[n] com prioridade a cada interac¸a˜o, ate´ que o valor de Ncrs[n] seja nulo.
Apo´s o valor ser anulado, o CI comec¸a a retornar para esse dispositivo o valor de cre´ditos
Crs[n] e atraso Del[n] padra˜o para dispositivos sem prioridade.
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Figura 5.11: Fluxo de controle baseado em cre´ditos com regras e agentes de distribuic¸a˜o e
controle de interac¸o˜es.
5.2.6 Descritor de Dispositivo para Controle Baseado em QoS
Para auxiliar na identificac¸a˜o dos paraˆmetros de QoS de cada dispositivo, foi definido um
servic¸o GATT para Bluetooth Low-Energy que deve ser instanciado por cada dispositivo que
deseje ter seus paraˆmetros de QoS lidos. O servic¸o chamado de QoS Descriptor oferece
uma caracterı´stica obrigato´ria chamada de Standard Throughput. Essa caracterı´stica e´ de
apenas leitura e retorna a banda de transmissa˜o necessa´ria para o correto funcionamento do
dispositivo TxD. Essa banda de transmissa˜o desejada e´ utilizada como paraˆmetro de QoS
nos modelos de controle apresentados anteriormente.
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Portanto, ale´m de implementar o perfil IPSP como apresentado no Capı´tulo 2, os dispo-
sitivos participantes de uma rede BLE com suporte a IPv6 e Controle Adaptativo de Fluxo
podem implementar o servic¸o GATT QoS Descriptor. Esse servic¸o e´ opcional, portanto,
caso na˜o seja implementado por um dispositivo cliente, este e´ considerado como um dispo-
sitivo sem requisitos de QoS. O fluxo de funcionamento de leitura de caracterı´sticas de QoS
e´ apresentado no Diagrama da Figura 5.12.
Figura 5.12: Diagrama com processo de leitura de caracterı´sticas de QoS de um dispositivo.
5.3 Considerac¸o˜es Finais do Capı´tulo
Neste capı´tulo foi apresentado um modelo de controle adaptativo de fluxo de dados para o
Bluetooth Low-Energy com suporte IPv6. Esse modelo de controle tem como ponto central o
controlador BLE do dispositivo mestre, o qual e´ responsa´vel pela formac¸a˜o da rede BLE. Foi
apresentado o projeto de refereˆncia desse controlador adaptativo, ale´m de diferentes modelos
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de controle que podem ser instanciados e utilizados. Antes do desenvolvimento do projeto
de refereˆncia do controlador, foi discutida a motivac¸a˜o para o seu desenvolvimento, assim
como apresentados resultados experimentais que exemplificam a limitac¸a˜o de controladores
Bluetooth na pra´tica.
Para o projeto dos modelos de controle foi realizado um trabalho de desenvolvimento
incremental. Esse trabalho consistiu em desenvolver um controlador mais simples e ir
evoluindo-o atrave´s de necessidades especı´ficas que foram identificadas no desenvolvimento
do sistema de Monitoramento Remoto de Pacientes apresentado no Capı´tulo 4. Esses mo-
delos de controles foram descritos atrave´s de fluxogramas e algoritmos de distribuic¸a˜o de
cre´ditos.
Capı´tulo 6
Avaliac¸a˜o Experimental do Controlador
Adaptativo para Gateways Bluetooth
Low-Energy
Como detalhado no Capı´tulo 5, e´ possı´vel realizar um controle adaptativo de fluxo de da-
dos em Gateways IPv6 Bluetooth Low-Energy (BLE) atrave´s de uma distribuic¸a˜o inteligente
de cre´ditos entre os clientes. Neste Capı´tulo, portanto, sa˜o apresentados detalhes sobre o
processo de desenvolvimento do software do controlador adaptativo de fluxo para Gateways
BLE. Ale´m desses detalhes de implementac¸a˜o, sa˜o descritos os procedimentos experimen-
tais realizados para avaliac¸a˜o e verificac¸a˜o do comportamento do controlador em diferentes
situac¸o˜es. O objetivo dos experimentos realizados neste capı´tulo e´ avaliar, independente-
mente de aplicac¸a˜o, a funcionalidade de controle de fluxo baseado em cre´ditos em Gateways
BLE. Apo´s a verificac¸a˜o dos resultados do Gateway de maneira independente, sera´ reali-
zada a integrac¸a˜o do mesmo ao Sistema de Monitoramento Remoto de Pacientes descrito no
Capı´tulo 4. A descric¸a˜o e os resultados dessa integrac¸a˜o sa˜o apresentados no Capı´tulo 7.
6.1 Desenvolvimento de um Proto´tipo para Avaliac¸a˜o
Para o desenvolvimento do proto´tipo de um controlador adaptativo para Gateways IPv6 BLE
foi escolhido o sistema operacional Linux como ambiente de testes. A versa˜o alvo do Kernel
do Linux escolhida foi a 4.2.0-17, com uma distribuic¸a˜o Ubuntu 15.10.
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De maneira simplificada, no que condiz a funcionalidade do Bluetooth, o Kernel do
Linux apresenta um mo´dulo independente para o subsistema Bluetooth, como ilustrado na
Figura 6.1. Dentro desse mo´dulo Bluetooth, existem outros submo´dulos relativos a diferentes
camadas e protocolos da especificac¸a˜o Bluetooth. Relativos ao controle de fluxo para redes
BLE com IPv6, dois mo´dulos destacam-se:
• Mo´dulo Controlador da camada L2CAP, representado na Figura 6.1(b).
• Mo´dulo Controlador do 6LoWPAN Bluetooth, representado na Figura 6.1c.
Figura 6.1: Diagrama com modelo de implementac¸a˜o do controlador adaptativo.
Dentre as funcionalidades do mo´dulo L2CAP, no que tange o controlador apresentado
nesse trabalho, destaca-se a funcionalidade do controle de cre´ditos entre os clientes conec-
tados a um Gateway BLE. Portanto, e´ esse mo´dulo que define como vai ser a distribuic¸a˜o e
controle de cre´ditos. O mo´dulo 6LoWPAN, por sua vez, fica responsa´vel pela interac¸a˜o e
transporte de pacotes entre a camada L2CAP e camada de rede relativa ao IPv6 no sistema
operacional Linux.
Antes de realizar a implementac¸a˜o do controlador adaptativo e seus algoritmos de con-
trole, foi necessa´rio realizar alterac¸o˜es nesses dois mo´dulos citados. Considerando as funci-
onalidades do controlador adaptativo, os seguintes requisitos ba´sicos foram identificados, os
quais sa˜o dependentes dos mo´dulos Bluetooth do sistema operacional:
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1. O controlador adaptativo precisa ter cieˆncia quando um cliente se conecta e desconecta
a rede.
2. O controlador adaptativo precisa ter uma identificac¸a˜o u´nica para cada cliente conec-
tado.
3. O controlador adaptativo precisa ter cieˆncia do nu´mero de cre´ditos alocados para cada
cliente.
4. O controlador adaptativo precisa ser capaz de comandar o envio de cre´ditos adicionais
aos clientes de maneira independente.
Para viabilizar que esses requisitos sejam atendidos, foi necessa´rio implementar dois
mecanismos ba´sicos de entrada e saı´da de comandos entre uma aplicac¸a˜o externa, o contro-
lador adaptativo, e os submo´dulos Bluetooth do Kernel, os quais sa˜o representados na Figura
6.1(a).
Para a saı´da das informac¸o˜es necessa´rias aos requisitos 1, 2 e 3 foram realiza-
das alterac¸o˜es nos mo´dulos L2CAP e 6LoWPAN para que os mesmos enviassem essas
informac¸o˜es atrave´s do barramento dmesg do Linux. Esses mo´dulos foram instrumentados
de modo que mensagens personalizadas relativas ao controlador sejam enviadas ao barra-
mento. Essas mensagens enta˜o sa˜o capturadas pela aplicac¸a˜o do controlador, a qual realiza
sua func¸a˜o de controle.
Ale´m do envio de mensagens com as informac¸o˜es necessa´rias ao controlador, foram rea-
lizadas alterac¸o˜es no mo´dulo L2CAP para remover o controle de cre´ditos padra˜o do Kernel.
No modelo padra˜o do Kernel, o controle de fluxo de cre´ditos e´ realizado de maneira simples,
onde a cada 20 cre´ditos consumidos por um cliente, o dispositivo mestre envia 20 cre´ditos
adicionais a`quele. Como o objetivo do controlador adaptativo apresentado nesse trabalho e´
sobrepor esse controle simples, todos os mecanismos de controle do Kernel para BLE foram
desativados.
Para a identificac¸a˜o dos clientes foram utilizados o enderec¸o IPv6 alocado ao mesmo em
conjunto com seu enderec¸o de identificac¸a˜o de hardware Bluetooth (enderec¸o MAC). Essas
informac¸o˜es sa˜o extraı´das do mo´dulo L2CAP (enderec¸o MAC) e do mo´dulo 6LoWPAN
(enderec¸o IPv6).
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Para satisfazer o quarto requisito ba´sico foi criado um mecanismo de envio de comandos
de controle entre o controlador adaptativo e o mo´dulo L2CAP. Como o controlador adapta-
tivo reside em nı´vel de aplicac¸a˜o e o mo´dulo L2CAP em nı´vel de Kernel, e´ necessa´rio utilizar
um mecanismo que permita a interac¸a˜o entre esses dois nı´veis de maneira simplificada. Para
esse propo´sito foi utilizado o debugfs, o qual e´ um sistema de arquivo carregado em memo´ria
RAM utilizado inicialmente para propo´sitos de depurac¸a˜o de sistemas do Kernel. Nesse sen-
tido, foi montado um sistema de arquivos simples para o compartilhamento de comandos
entre o controlador adaptativo e o mo´dulo L2CAP. Em um momento posterior, o controlador
adaptativo deve ser integrado ao Kernel diretamente.
Com esses dois mecanismos de entrada e saı´da de dados implementados, o controlador
adaptativo foi desenvolvido em nı´vel de aplicac¸a˜o, o qual e´ executado como uma aplicac¸a˜o
do tipo daemon. Essa aplicac¸a˜o, com isso, substitui o controlador de cre´ditos do Kernel do
Linux, podendo executar os algoritmos apresentados no Capı´tulo 5 com maior flexibilidade.
A aplicac¸a˜o do controlador adaptativo foi desenvolvida de modo a permitir a alterac¸a˜o dos
modelos de controle e seus algoritmos de maneira simplificada.
6.2 Metodologia de Avaliac¸a˜o e Configurac¸a˜o do Controla-
dor
Apo´s a implementac¸a˜o ba´sica do controlador adaptativo para Gateways BLE, foi necessa´rio
realizar a avaliac¸a˜o individual de cada modelo de controle proposto. Para os todos os experi-
mentos, foi definido um processo de testes u´nico com o intuito de padronizar o processo de
avaliac¸a˜o. Para cada experimento os passos descritos a seguir foram executados:
1. Definic¸a˜o dos objetivos para cada experimento: Cada experimento deve ter um ob-
jetivo claro, de modo que seja possı´vel realizar observac¸o˜es e avaliac¸o˜es sobre seus
resultados.
2. Instrumentac¸a˜o do processo experimental nos clientes: Os clientes devem ser instru-
mentados de modo que seja possı´vel realizar a repetic¸a˜o dos cena´rios entre experimen-
tos.
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3. Avaliac¸a˜o comportamental via inspec¸a˜o gra´fica entre experimentos: A cada expe-
rimento, os resultados devem ser checados para verificar se o comportamento esta´
condizente com o esperado.
4. Discussa˜o dos resultados relativos ao objetivo: Ale´m da observac¸a˜o dos resultados,
os dados devem ser discutidos e avaliados estatisticamente em relac¸a˜o aos paraˆmetros
definidos para dispositivos listados no objetivo.
Para todos os experimentos a seguinte configurac¸a˜o de rede foi considerada:
• Um dispositivo mestre com Controlador Bluetooth USB Broadcom BCM20702.
• No mı´nimo 3 dispositivos clientes com Controladores Bluetooth USB CSR8510 A10.
Para viabilizar o controle do processo experimental, todos os controladores Bluetooth
USB clientes foram executados na mesma ma´quina Linux hospedeira. Dessa maneira foi
possı´vel controlar o inı´cio da transmissa˜o de dados entre os clientes.
Para a gerac¸a˜o de tra´fego entre os clientes e o dispositivo mestre foi utilizada a fer-
ramenta de rede ping6, a qual faz uso do Internet Control Message Protocol - ICMP. O
ping6 foi escolhido para que o mesmo tra´fego de rede no sentido uplink fosse trafegado no
sentido downlink. Desse modo e´ possı´vel realizar uma avaliac¸a˜o homogeˆnea do canal de
transmissa˜o. Adicionalmente, a ferramenta foi configurada para enviar pacotes utilizando o
MTU ma´ximo configurado para o canal BLE, e tambe´m foi configurada para sempre enviar
um novo comando apo´s receber a resposta do anterior. O propo´sito dessa configurac¸a˜o e´
permitir que o canal entre o cliente e o mestre sempre esteja utilizando o ma´ximo da banda
de transmissa˜o disponı´vel para o mesmo.
Por fim, para o uso do controlador adaptativo e´ necessa´rio estabelecer paraˆmetros de
configurac¸a˜o do Controlador Bluetooth. Para tanto, foram realizados experimentos para de-
terminar a taxa ma´xima de transmissa˜o entre um dispositivo cliente com controlador CSR e
um mestre utilizando o controlador Broadcom. Os resultados sa˜o apresentados no gra´fico da
Figura 6.2 em relac¸a˜o ao nu´mero de cre´ditos trocados por interac¸a˜o.
Observa-se que o controlador Broadcom tem uma taxa ma´xima de aproximadamente
2, 6KBytes/s. Entretanto, o controlador apresentou instabilidade quando seu ciclo de fun-
cionamento e´ mantido pro´ximo dessa taxa ma´xima, por exemplo, a conexa˜o entre dois dispo-
sitivos era abortada apo´s alguns minutos de uso. Com isso, para os experimentos realizados
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Figura 6.2: Crescimento da taxa de transmissa˜o em relac¸a˜o ao aumento do nu´mero de
cre´ditos por interac¸a˜o para o chipset Broadcom BCM20702.
nesse trabalho, a taxa de 2, 0KBytes/s, ou aproximadamente 80% da taxa ma´xima, foi es-
colhida como o taxa de transmissa˜o ma´xima do controlador adaptativo para o controlador
Broadcom.
Em relac¸a˜o aos cre´ditos, utilizando o gra´fico da Figura 6.2 como refereˆncia, o nu´mero de
cre´ditos padra˜o que devem ser trocados por interac¸a˜o estar entre o nu´mero 2 e 3 para a taxa
ma´xima de 2, 0KBytes/s. Para os experimentos realizados nesse trabalho foi escolhido o
limiar inferior de 2 cre´ditos trocados por interac¸a˜o.
Em relac¸a˜o aos aspectos ambientais e fı´sicos para a execuc¸a˜o dos experimentos, os cli-
entes e o dispositivo mestre foram dispostos a uma distaˆncia ma´xima de 50cm entre si. O
ambiente de testes foi montado em uma a´rea com objetivo de ter uma reduzida interfereˆncia
entre dispositivos. Foram aferidas apenas duas redes IEEE 802.11 (Wi-Fi) com cobertura na
mesma a´rea, portanto, reduzindo a possibilidade de interfereˆncia com a rede BLE.
6.3 Avaliac¸a˜o do Controlador Simples
Esta sec¸a˜o apresenta detalhes sobre a avaliac¸a˜o experimental do Controlador Simples des-
crito na Sec¸a˜o 5.2.2 do Capı´tulo 5. Como descrito anteriormente, os paraˆmetros de
6.3 Avaliac¸a˜o do Controlador Simples 99
configurac¸a˜o utilizados para o controlador BLE foram:
• A taxa ma´xima de dados que o dispositivo controlador BLE suporta, maxTx =
2000Bytes/s.
• O nu´mero mı´nimo de cre´ditos que devem ser enviados a um cliente por interac¸a˜o,
xCrs = 2.
Objetivos do Experimento
O principal objetivo desse experimento e´ avaliar o comportamento do Controlador Simples
em relac¸a˜o a dois aspectos:
• Manutenc¸a˜o da taxa de transmissa˜o ma´xima do Gateway BLE dentro do limiar com
valor de maxTx.
• Divisa˜o igualita´ria da taxa de transmissa˜o maxTx entre todos os dispositivos conec-
tados.
Processo Experimental
O procedimento definido para avaliar o objetivo do experimento consiste em:
1. Realizar a conexa˜o individual de cada dispositivo cliente em diferentes instantes de
tempo.
2. A cada conexa˜o avaliar se a taxa total de transmissa˜o de dados de cada cliente e´ redu-
zida e dividida igualmente.
3. Sempre avaliar se a taxa de transmissa˜o maxTx na˜o e´ ultrapassada.
O procedimento foi repetido diversas vezes com conexo˜es individuais em diferentes ins-
tantes de tempo.
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Avaliac¸a˜o Comportamental e Discussa˜o dos Resultados
Em um total de 20 execuc¸o˜es do experimento, em todos os casos os objetivos foram
alcanc¸ados. Como demonstrac¸a˜o dos resultados, os gra´ficos apresentados na Figura 6.3
apresentam os resultados de duas repetic¸o˜es do experimento. Nessas duas repetic¸o˜es, os dis-
positivos conectam-se em instantes diferentes, e mesmo assim, ao final do experimento onde
os treˆs clientes esta˜o conectados, o Controlador Simples fez o controle da taxa de transmissa˜o
individual de cada cliente.
Figura 6.3: Gra´ficos representando com resultados do funcionamento do Controlador Sim-
ples.
No gra´fico da Figura 6.3(1) os treˆs dispositivos conectam-se ao Gateway BLE nos 30
primeiros segundos. No gra´fico da Figura 6.3(2) as conexo˜es sa˜o distribuı´das dentro dos 50
primeiros segundos. Em ambos os casos, quando os dois primeiros dispositivos se conectam,
a taxa individual de cada um fica em torno de 1KBytes/s e, apo´s o terceiro dispositivo se co-
nectar, a taxa individual de cada dispositivo e´ reduzida a aproximadamente 0, 66KBytes/s.
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6.4 Avaliac¸a˜o do Controlador baseado em QoS
Esta sec¸a˜o apresenta detalhes sobre a avaliac¸a˜o experimental do Controlador Baseado em
QoS descrito na Sec¸a˜o 5.2.3 do Capı´tulo 5. Como descrito anteriormente, os paraˆmetros de
configurac¸a˜o utilizados para o controlador BLE foram:
• A taxa ma´xima de dados que o dispositivo controlador BLE suporta, maxTx =
2000Bytes/s.
• O nu´mero mı´nimo de cre´ditos que devem ser enviados a um cliente por interac¸a˜o,
xCrs = 2.
Objetivos do Experimento
O principal objetivo desse experimento e´ avaliar o comportamento do Controlador Baseado
em QoS em relac¸a˜o aos seguintes aspectos:
• Manutenc¸a˜o da taxa de transmissa˜o ma´xima do Gateway BLE dentro do limiar com
valor de maxTx.
• Divisa˜o da taxa de transmissa˜o maxTx entre os dispositivos conectados proporcional-
mente aos paraˆmetros de QoS de cada dispositivo, quando estes esta˜o presentes.
Processo Experimental
O procedimento definido para avaliar o objetivo do experimento consiste em:
1. Realizar a conexa˜o individual de cada dispositivo cliente em diferentes instantes de
tempo.
2. A cada conexa˜o avaliar se a taxa total de transmissa˜o de dados de cada cliente e´
ajustada proporcionalmente a sua taxa de transmissa˜o definida no paraˆmetro de QoS,
quando presente.
3. Sempre avaliar se a taxa de transmissa˜o maxTx na˜o e´ ultrapassada.
O procedimento foi repetido diversas vezes com dispositivos conectando-se em diferen-
tes instantes de tempo.
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Avaliac¸a˜o Comportamental e Discussa˜o dos Resultados
Aproximadamente 20 execuc¸o˜es experimentais foram realizadas para avaliar esse controla-
dor. Um primeiro conjunto de experimentos foram realizados para avaliar a prioridade de um
dispositivo com paraˆmetros de QoS em relac¸a˜o aos outros. O gra´fico da Figura 6.4 apresenta
os resultados de um desses experimentos. Nesse experimento dois dispositivos esta˜o conec-
tados com o Gateway BLE compartilhando o meio igualmente. No ponto na Figura 6.4(a) o
dispositivo com prioridade de QoS representado pela linha de cor azul inicia sua conexa˜o.
Esse dispositivo tem como paraˆmetro de QoS utilizar 1KBytes/s.
Figura 6.4: Gra´fico com resultado de um experimento com o Controlador baseado em QoS.
E´ visı´vel no gra´fico da Figura 6.4 que a partir da conexa˜o do dispositivo com paraˆmetros
de QoS no ponto (a), os outros dois dispositivos tem sua taxa de transmissa˜o reduzida igual-
mente, como esperado dado o comportamento programado do controlador.
Em outro tipo de experimento, a ordem de conexa˜o foi invertida, e o dispositivo com
paraˆmetro de QoS foi conectado antes dos outros. O gra´fico da Figura 6.5 apresenta os
resultados de um desses experimentos.
No experimento da Figura 6.5, o dispositivo com paraˆmetros de QoS representado pela
curva com cor azul e´ o primeiro a se conectar. Apo´s um segundo dispositivo se conectar,
a taxa de transmissa˜o permita do dispositivo com QoS e´ reduzida ao seu limiar desejado,
o qual e´ de 1KBytes/s. O segundo dispositivo conectado, representado pela curva de cor
vermelha, tem sua taxa de transmissa˜o limitada ao restante da taxa maxTx disponı´vel, a
qual, coincidentemente, e´ de 1KBytes/s. No instante representado pelo ponto da Figura
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Figura 6.5: Gra´fico com resultado de um segundo experimento com o Controlador baseado
em QoS.
6.5(a), um terceiro dispositivo se conecta, o qual e´ representado pela curva de cor verde. O
terceiro dispositivo tambe´m tem paraˆmetros de QoS definidos. Entretanto, pela definic¸a˜o do
algoritmo do controlador apresentado na Sec¸a˜o 5.2.3, o mesmo define uma taxa de trans-
missa˜o mı´nima que deve estar sempre disponı´vel para novas conexo˜es minFreeTx, a qual
nos experimentos foi definida em 1KBytes/s.
Como o primeiro dispositivo com QoS ja´ esta´ utilizando metade da taxa de transmissa˜o,
na˜o e´ possı´vel garantir a taxa de transmissa˜o do novo dispositivo para seus paraˆmetros de
QoS. Com isso, o mesmo foi tratado como um dispositivo sem paraˆmetros de QoS, e teve
sua taxa de transmissa˜o reduzida pelo Gateway BLE igualmente com o outro dispositivo sem
paraˆmetros de QoS.
6.5 Avaliac¸a˜o do Controlador baseado em QoS com Priori-
dade
Esta sec¸a˜o apresenta detalhes sobre a avaliac¸a˜o experimental do Controlador baseado em
QoS com definic¸a˜o de Prioridade descrito na Sec¸a˜o 5.2.4 do Capı´tulo 5. Como descrito
anteriormente, os paraˆmetros de configurac¸a˜o utilizados para o controlador BLE foram:
• A taxa ma´xima de dados que o dispositivo controlador BLE suporta, maxTx =
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2000Bytes/s.
• O nu´mero mı´nimo de cre´ditos que devem ser enviados a um cliente por interac¸a˜o,
xCrs = 2.
Objetivos do Experimento
O principal objetivo desse experimento e´ avaliar o comportamento do Controlador Baseado
em QoS com Prioridade em relac¸a˜o aos seguintes aspectos:
• Manutenc¸a˜o da taxa de transmissa˜o ma´xima do Gateway BLE dentro do limiar com
valor de maxTx.
• Divisa˜o da taxa de transmissa˜o maxTx entre os dispositivos conectados proporcional-
mente aos paraˆmetros de QoS de cada dispositivo, quando estes esta˜o presentes.
• Aplicac¸a˜o da regra de prioridade entre os dispositivos, quando esta regra esta´ presente.
Processo Experimental
O procedimento definido para avaliar o experimento consiste nos seguintes passos:
1. Realizar a conexa˜o individual de cada dispositivo cliente em diferentes instantes de
tempo.
2. A cada conexa˜o avaliar se a taxa total de transmissa˜o de dados de cada cliente e´
ajustada proporcionalmente a sua taxa de transmissa˜o definida no paraˆmetro de QoS,
quando presente.
3. Avaliar se a regra de prioridade esperada e´ obedecida apo´s a conexa˜o de um novo
dispositivo.
4. Sempre avaliar se a taxa de transmissa˜o maxTx na˜o e´ ultrapassada.
O procedimento foi repetido diversas vezes com dispositivos conectando-se em diferen-
tes instantes de tempo.
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Avaliac¸a˜o Comportamental e Discussa˜o dos Resultados
Em torno de 20 execuc¸o˜es diferentes foram realizadas para avaliar esse controlador. Em
princı´pio, esse controlador se assemelha muito com o anterior, diferenciando-se apenas da
aplicac¸a˜o de prioridade entre dispositivos. Portanto, essa diferenc¸a foi explorada durante os
experimentos.
Para explorar a funcionalidade de prioridade, os experimentos foram direcionados a sem-
pre conectar um dispositivo com prioridade posteriormente a outro com prioridade menor.
Os gra´ficos da Figura 6.6 apresentam duas execuc¸o˜es semelhantes utilizando o controlador
com QoS e Prioridade. Nesses experimentos, um primeiro dispositivo com prioridade me-
nor, mas com paraˆmetros de QoS se conecta a rede, o qual e´ representado pela curva de cor
verde. Na configurac¸a˜o do controlador, a taxa de transmissa˜o mı´nima que deve estar sempre
disponı´vel para novas conexo˜es minFreeTx foi definida em 1KBytes/s.
Apo´s alguns segundos, um dispositivo com maior prioridade, mas com os mesmos
paraˆmetros de QoS se conecta a rede. Nesse instante, realizando o ca´lculo da taxa de trans-
missa˜o livre minFreeTx, essa fica menor do que o limiar estabelecido pelo controlador.
Com isso, e´ facilmente observado nos gra´ficos que o dispositivo com prioridade menor deixa
de ter seus paraˆmetros de QoS garantidos, e passa a ser tratado como um dispositivo sem
paraˆmetros de QoS.
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Figura 6.6: Gra´ficos com resultados do funcionamento do Controlador baseado em QoS com
Prioridade.
Esse comportamento, como descrito na Sec¸a˜o 5.2.4 do Capı´tulo 5, se da´ com o intuito
de garantir que os paraˆmetros de QoS do dispositivo com maior prioridade sejam forneci-
dos, e para garantir que os demais dispositivos tenham um mı´nimo de taxa de transmissa˜o
disponı´vel para manter suas conexo˜es. Por exemplo, caso a taxa de transmissa˜o mı´nima
disponı´vel minFreeTx fosse zero, dois dispositivos com prioridade podiam manter seus
paraˆmetros de QoS, caso a soma de suas taxas de transmissa˜o desejadas na˜o ultrapassem o
valor ma´ximo de maxTx.
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6.6 Avaliac¸a˜o do Controlador baseado em QoS com Priori-
dade Temporal
Esta sec¸a˜o apresenta detalhes sobre a avaliac¸a˜o experimental do Controlador baseado em
QoS com Prioridade Temporal descrito na Sec¸a˜o 5.2.5 do Capı´tulo 5. Como descrito anteri-
ormente, os paraˆmetros de configurac¸a˜o utilizados para o controlador BLE foram:
• A taxa ma´xima de dados que o dispositivo controlador BLE suporta, maxTx =
2000Bytes/s.
• O nu´mero mı´nimo de cre´ditos que devem ser enviados a um cliente por interac¸a˜o,
xCrs = 2.
Objetivos do Experimento
O principal objetivo desse experimento e´ avaliar o comportamento do Controlador Baseado
em QoS com Prioridade Temporal em relac¸a˜o aos seguintes aspectos:
• Manutenc¸a˜o da taxa de transmissa˜o ma´xima do Gateway BLE dentro do limiar com
valor de maxTx.
• Divisa˜o da taxa de transmissa˜o maxTx entre os dispositivos conectados proporcional-
mente aos paraˆmetros de QoS de cada dispositivo, quando estes esta˜o presentes.
• Aplicac¸a˜o da regra de prioridade entre os dispositivos de maneira temporizada, quando
esta regra esta´ presente.
Processo Experimental
O procedimento definido para avaliar o experimento consiste nos seguintes passos:
1. Realizar a conexa˜o individual de cada dispositivo cliente em diferentes instantes de
tempo.
2. A cada conexa˜o avaliar se a taxa total de transmissa˜o de dados de cada cliente e´
ajustada proporcionalmente a sua taxa de transmissa˜o definida no paraˆmetro de QoS,
quando presente.
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3. Avaliar se a regra de prioridade esperada e´ obedecida apo´s a conexa˜o de um novo
dispositivo.
4. Avaliar se a taxa de transmissa˜o de dados de um cliente com prioridade temporal e´
mantida apenas durante seu perı´odo de prioridade.
5. Sempre avaliar se a taxa de transmissa˜o maxTx na˜o e´ ultrapassada.
O procedimento foi repetido diversas vezes com dispositivos conectando-se em diferen-
tes instantes de tempo.
Avaliac¸a˜o Comportamental e Discussa˜o dos Resultados
Em torno de 20 experimentos diferentes foram realizados com o controlador com prioridade
temporal. Nesses experimentos, assim como nos dois anteriores, as informac¸o˜es de priori-
dade, QoS e perı´odo de prioridade sa˜o informadas por aplicac¸o˜es externas atrave´s de uma
interface do controlador. Por sua caracterı´stica temporal, uma funcionalidade importante
nesse controlador e´ deixada para aplicac¸o˜es externas: o reinı´cio de prioridade de um disposi-
tivo. Esse reinı´cio consiste em informar o controlador adaptativo que a prioridade temporal
de um dispositivo pode ser considerada novamente. Por exemplo, apo´s atribuir prioridade a
um dispositivo por T segundos, esse dispositivo perde sua prioridade. Com o reinı´cio, uma
aplicac¸a˜o externa pode informar o controlador que aquele dispositivo deve ter prioridade de
T segundos novamente.
O gra´fico na Figura 6.7 apresenta os resultados de um experimento com o controlador
temporal. No ponto (a) um primeiro dispositivo com paraˆmetros de QoS se conecta a rede.
No instante no ponto (b) um dispositivo com maior prioridade se conecta. Entretanto, esse
dispositivo, representado pela curva de cor azul tem uma prioridade temporal, e no instante
do ponto (c) sua prioridade e´ encerrada e sua taxa de transmissa˜o reduzida. Nesse instante, o
dispositivo com paraˆmetro de QoS que ja´ estava conectado volta a ter prioridade, e sua taxa
de transmissa˜o e´ aumentada para garantir seus paraˆmetros de QoS. Com isso, esse experi-
mento exemplifica o comportamento de um dispositivo com prioridade temporal.
Para demonstrar a funcionalidade de reinı´cio de prioridade, outro experimento foi re-
alizado. O gra´fico da Figura 6.8 apresenta os resultados desse experimento. De maneira
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Figura 6.7: Gra´fico com resultado do funcionamento de uma interac¸a˜o do Controlador base-
ado em QoS com Prioridade Temporal.
semelhante ao experimento descrito anteriormente, o dispositivo com prioridade temporal se
conecta no instante representado pelo ponto (b) e tem sua prioridade mantida ate´ o ponto
no instante (c), onde a partir de enta˜o o dispositivo com paraˆmetros de QoS conectado no
ponto (a) volta a ter prioridade. A diferenc¸a em relac¸a˜o ao experimento anterior aparece
no instante de tempo representado pelo ponto (d), onde a prioridade do dispositivo repre-
sentado pela curva de cor azul e´ reiniciada. Nesse instante, o dispositivo azul volta a ter
prioridade ate´ o instante de tempo representado pelo ponto (e). Apo´s esse instante de tempo,
o dispositivo representado pela curva de cor verde volta a ter prioridade como antes.
6.7 Discussa˜o Geral dos Resultados
Como esperado, o controlador adaptativo conseguiu realizar o controle de fluxo entre os
dispositivos clientes atrave´s de uma distribuic¸a˜o temporizada de cre´ditos. Diversas situac¸o˜es
foram testadas e avaliadas, mostrando que a proposta de utilizar o modelo de distribuic¸a˜o de
cre´ditos do BLE para garantir paraˆmetros de QoS de alguns dispositivos e´ via´vel.
Entretanto, algumas caracterı´sticas devem ser observadas em relac¸a˜o a proposta desse
controlador. Por exemplo, em alguns experimentos a taxa ma´xima de transmissa˜o maxTx
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Figura 6.8: Gra´fico com resultado do funcionamento de duas interac¸o˜es do Controlador
baseado em QoS com Prioridade Temporal.
definida para o Gateway BLE na˜o foi alcanc¸ada. Isso se deu ao fato de que mesmo que
uma taxa de transmissa˜o seja reservada para um cliente devido a seus paraˆmetros de QoS,
na˜o necessariamente significa que esse cliente ira´ utilizada em sua totalidade durante todo o
perı´odo de tempo. Ou seja, podem existir situac¸o˜es as quais um Gateway BLE ira´ reservar
uma taxa de transmissa˜o Tx a um cliente, mas esse cliente ira´ utilizar apenas Tx/2. Nessas
situac¸o˜es, o controlador do Gateway BLE poderia realizar um ajuste nos paraˆmetros de QoS
desse cliente, e liberar uma frac¸a˜o de sua taxa de transmissa˜o para outros dispositivos.
Outro aspecto a ser considerado e´ o impacto dos pacotes de sinalizac¸a˜o utilizados para a
distribuic¸a˜o e cre´ditos entre os clientes. Esses pacotes utilizam o mesmo canal de transmissa˜o
de dados e, portanto, oferecem um impacto na taxa de transmissa˜o final para as aplicac¸o˜es
IPv6 que esta˜o utilizando o Gateway BLE.
Por fim, outra caracterı´stica a ser apontada e´ a definic¸a˜o da taxa ma´xima de transmissa˜o
maxTx do Gateway BLE. Apesar de o Controlador Bluetooth utilizado suportar uma taxa
de transmissa˜o ponto a ponto maior do que a definida nos experimentos, um valor reduzido
foi configurado no controlador adaptativo por questo˜es de instabilidade. Portanto, conside-
rando um cena´rio de Internet das Coisas, onde diferentes dispositivos podem estar conecta-
dos ao mesmo Gateway simultaneamente, os fabricantes de chipsets BLE devem considerar
cena´rios mais complexos durante o projeto de seus controladores de ra´dio.
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6.8 Considerac¸o˜es Finais do Capı´tulo
Neste capı´tulo foram apresentados detalhes sobre o desenvolvimento do controlador adapta-
tivo descrito no Capı´tulo 5. Ale´m desses detalhes de implementac¸a˜o, foi descrita a metodo-
logia de avaliac¸a˜o utilizada, a qual foi utilizada para avaliar individualmente cada modelo de
configurac¸a˜o do controlador.
Apo´s a definic¸a˜o da metodologia experimental, experimentos foram realizados para ava-
liar e validar cada modelo de controle aplicado ao controlador adaptativo. Em cada avaliac¸a˜o,
experimentos foram realizados e seus resultados validados a partir de objetivos previamente
definidos. Para cada experimento, uma avaliac¸a˜o e discussa˜o de resultados foram realizadas
e apresentadas.
Por fim, uma discussa˜o geral dos resultados foi realizada, apontando possı´veis encami-
nhamentos para trabalhos futuros, os quais sera˜o descritos no Capı´tulo .
Capı´tulo 7
Controle de Fluxo de Dados aplicado a
Gateways Pessoais para Sau´de
A partir da arquitetura do Sistema de Monitoramento Remoto de Pacientes para a Inter-
net das Coisas apresentada no Capı´tulo 4, nesse capı´tulo e´ apresentada uma avaliac¸a˜o da
aplicac¸a˜o do Controlador Adaptativo do Capitulo 5 nesse sistema. Mais especificamente, foi
desenvolvida uma aplicac¸a˜o de controle que utiliza informac¸o˜es de contexto fornecidas por
aplicac¸o˜es externas. Essa aplicac¸a˜o realiza o envio de comandos de controle ao Controla-
dor Adaptativo, portanto, realizando a adaptac¸a˜o da rede em relac¸a˜o aos dispositivos e ao
contexto de sau´de. Por fim, essa aplicac¸a˜o de controle foi implantada no Smart-Gateway de
Sau´de apresentado no Capı´tulo 4.
7.1 Arquitetura do Smart-Gateway para Sau´de
O Smart-Gateway introduzido no Capı´tulo 4 realiza uma avaliac¸a˜o simples da rede, e como
ac¸a˜o pode realizar o desligamento de conexo˜es a depender do estado da rede PAN. Durante
o seu desenvolvimento algumas caracterı´sticas na avaliac¸a˜o de contexto para Sistemas de
Monitoramento Remoto de Pacientes (SMRP) foram observadas. Dentre elas destacam-se
as seguintes observac¸o˜es:
• Ac¸o˜es em um processo de Monitoramento Remoto de Pacientes dependem do estado
do paciente. Por exemplo, as aplicac¸o˜es de sau´de va˜o requisitar mais informac¸o˜es dos
DPS de um paciente se o mesmo estiver com valores de pressa˜o arterial alta;
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• Um processo de Monitoramento Remoto de Pacientes tem uma rotina. Aplicac¸o˜es
podem requisitar mais informac¸o˜es dos DPS de um paciente ao decorrer do tempo,
de maneira orquestrada, criando um Plano de Monitoramento. Por exemplo, uma
aplicac¸a˜o pode definir um Plano de monitoramento onde inicialmente e´ requisitada a
pressa˜o arterial, em seguida dez segundos de oximetria, e por fim mais dez segundos
de ECG.
Considerando a arquitetura do Smart-Gateway apresentado em capı´tulos anteriores, essas
duas observac¸o˜es requerem alterac¸o˜es no Monitor de QoS para Fluxos de Sau´de (MQS). Em
especial, dois mo´dulos va˜o necessitar de alterac¸o˜es:
• o Interpretador de Regras de Monitoramento (IRM) precisa de um novo modelo de
descric¸a˜o de regras, o qual adicione suporte a condic¸o˜es e a varia´veis de tempo para
criac¸a˜o de Planos de Monitoramento;
• o Avaliador de Fluxos de Sau´de (AFS) precisa de um novo formato de comandos de
controle para o Controlador do Meio de Transporte (CMT). Esse formato deve adicio-
nar varia´veis de tempo para a orquestrac¸a˜o de ac¸o˜es.
Esses novos comandos de controle sa˜o enviados ao Controlador Adaptativo do BLE de-
senvolvimento no Capı´tulo 5. Mais especificamente, foi utilizado o controlador baseado em
QoS com prioridade temporal apresentado na Sec¸a˜o 5.2.5. Esse controlador permite que
os requisitos apresentados anteriormente sejam alcanc¸ados, pois o mesmo permite priorizar
dispositivos durante perı´odos especı´ficos de tempo.
A seguir sa˜o apresentados detalhes sobre o novo modelo de descric¸a˜o de regras de mo-
nitoramento, assim como os comandos de controles sa˜o enviados ao Controlador Adaptativo
do Gateway BLE.
7.1.1 Novo Modelo de Descric¸a˜o de Regras de Monitoramento
Com o objetivo de criar um Plano de Monitoramento, torna-se necessa´rio estender a
descric¸a˜o de regras de monitoramento de modo a prover suporte a condic¸o˜es e varia´veis
de tempo.
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Como descrito no Capı´tulo 5, regras de monitoramento utilizam como base a nomencla-
tura definida no padra˜o ISO/IEEE 11073:10101 [13]. Esse padra˜o define uma nomenclatura
comum para diversas varia´veis no contexto do ISO/IEEE 11073. No contexto do mo´dulo de
Interpretac¸a˜o de Regras de Monitoramento (IRM), apenas sera´ utilizada a nomenclatura re-
lativa a medidas (como unidades e dimenso˜es) e de tipos de dispositivos (oxı´metro de pulso,
perfil de ECG, entre outros).
No modelo de IRM anterior, regras de monitoramento eram utilizadas apenas para indicar
se um conjunto de DPS estava em um processo de MRP ou na˜o. Portanto, condic¸o˜es simples
eram avaliadas por operadores lo´gicos a cada novo evento, de modo a avaliar se um processo
de MRP foi iniciado ou na˜o. Alguns exemplos de regras sa˜o apresentados a seguir.
Co´digo Fonte 7.1: Exemplos de Regras Simples de Identificac¸a˜o de Monitoramento
r u l e 0 1 :
when {MDC DEV SUB SPEC PROFILE ECG s t a r t s AND l a s t MDC TEMP BODY > 39}
t h e n { ( MDC DEV SUB SPEC PROFILE ECG , MDC DEV SPEC PROFILE TEMP ) i s
m o n i t o r i n g }
r u l e 0 2 :
when { ( MDC SYS ID = 0011223344) s t a r t s }
t h e n { ( MDC SYS ID = 0011223344) i s m o n i t o r i n g }
Em rule01, toda vez que um dispositivo com perfil de ECG inicia a transmissa˜o e o u´ltimo
valor de temperatura corporal for maior que o inteiro 39, significa que o Smart-Gateway
entrou em um processo de MRP para os dispositivos descritos em then. A regra rule02 e´
mais simples, e apenas indica que quando o dispositivo com identificac¸a˜o “0011223344”
inicia uma transmissa˜o, significa que o Smart-Gateway entrou em um processo de MRP para
os dispositivos descritos em then. Para ambos os casos, o MQS vai utilizar as informac¸o˜es
de registro de cada DPS conectado a` PAN para estabelecer os requisitos de QoS necessa´rios
para cada um deles.
A partir de agora, entretanto, as regras de monitoramento ira˜o descrever Planos de Mo-
nitoramentos, ou seja, ale´m de checar se uma condic¸a˜o foi satisfeita, um Plano de Monito-
ramento descreve o que ira´ acontecer nos pro´ximos instantes de tempo com um determinado
grupo de dispositivos. Alguns exemplos de planos sa˜o apresentados a seguir.
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Co´digo Fonte 7.2: Exemplos de Planos de Identificac¸a˜o e Monitoramento
p l an 01 :
when {MDC TEMP BODY > 39}
t h e n {MDC DEV SUB SPEC PROFILE ECG s t a r t s a f t e r T1 s e c o n d s AND
MDC DEV SPEC PROFILE TEMP s t a r t s a f t e r T2 s e c o n d s d u r i n g Tx s e c o n d s }
p l an 02 :
when { ( MDC SYS ID = 0011223344) s t a r t s }
t h e n { ( MDC SYS ID = 4455667788) s t a r t s a f t e r T1 s e c o n d s }
p l an 03 :
when { (MDC HR > 110) }
t h e n {MDC DEV SUB SPEC PROFILE ECG s t a r t s a f t e r T1 s e c o n d s }
Com isso, o que os Planos de Monitoramento apresentam sa˜o previso˜es de como sera´
o comportamento de certos dispositivos durante o processo de MRP. Por exemplo, o plano
plan01 descreve que quando um evento de temperatura for identificado com o valor maior
que o inteiro 39, um dispositivo com o perfil MDC DEV SUB SPEC PROFILE ECG ira´
iniciar um fluxo de transmissa˜o apo´s T1 segundos, e que outro dispositivo com um perfil
MDC DEV SPEC PROFILE TEMP ira´ iniciar um fluxo de transmissa˜o apo´s T2 segundos
durante Tx segundos. Com essas informac¸o˜es, em conjunto com as informac¸o˜es de registro
de cada dispositivo, o mo´dulo de Avaliador de Fluxos de Sau´de cria um Plano de Monitora-
mento detalhado atrave´s de Comandos de Controles, os quais sa˜o enviados ao Controlador
do Meio de Transporte (CMT).
7.1.2 Novo Modelo de Descric¸a˜o de Comando de Controle
Dado as alterac¸o˜es propostas, um Comando de Controle deve adicionar o instante de tempo
em que o DPS deve iniciar uma transmissa˜o, e uma previsa˜o de tempo ao qual essa trans-
missa˜o deve ser mantida. Portanto, considera-se um Comando de Controle como o conjunto
das seguintes informac¸o˜es:
Definic¸a˜o 5 (Novo Comando de Controle) .
ComandoDeControle = {DeviceId, Priority, TxQoS, P0, PMAX}
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Onde:
DeviceId e´ a identificac¸a˜o do DPS.
Priority e´ um inteiro com uma indicac¸a˜o de prioridade.
TxQoS a taxa ideal de transmissa˜o para alcanc¸ar os requisitos de QoS necessa´rios.
P0 e´ o perı´odo de tempo apo´s o qual esse DPS vai iniciar a transmissa˜o
PMAX e´ uma estimativa de quanto tempo esse DPS deve manter sua taxa de transmissa˜o.
7.2 Desenvolvimento e Integrac¸a˜o do Avaliador de Fluxo
de Sau´de
Como discutido em capı´tulos anteriores, a depender do contexto relativo ao processo de
Monitoramento Remoto de Pacientes, um conjunto especı´fico de dispositivos requer que
seus paraˆmetros de QoS sejam garantidos a nı´vel de rede. Portanto, o Controlador do Meio
de Transporte (CMT) para rede PAN BLE precisa aplicar um novo modelo de distribuic¸a˜o
de cre´ditos para viabilizar o suporte aos paraˆmetros de QoS para alguns dispositivos por
perı´odos de tempo determinados utilizando o controlador adaptativo do Capı´tulo 5.
Para definir quais dispositivos, requisitos, e o perı´odo de tempo ao qual os mesmos ne-
cessitara˜o de canais com garantia de QoS, o CMT faz uso dos Comandos de Controle re-
cebidos do Avaliador de Fluxo de Sau´de. Com isso, a partir da interpretac¸a˜o do Comando
de Controle, o CMT ira´ realizar uma distribuic¸a˜o dinaˆmica e temporal de cre´ditos com os
dispositivos conectados a` rede PAN BLE, de modo a suprir os requisitos de QoS para os DPS
participantes do processo de monitoramento.
Seguindo o mesmo modelo apresentado no Capı´tulo 4, para o desenvolvimento do Smart-
Gateway com Controle de Fluxo Adaptativo foram desenvolvidos novos mo´dulos os quais
foram integrados ao Controlador de Meio de Transporte. O novo modelo arquitetural e´
apresentado no diagrama da Figura 7.1 e sa˜o descritos a seguir:
• o mo´dulo Avaliador de Fluxo de Dados (PCAP). Esse mo´dulo e´ responsa´vel por es-
cutar o fluxo de dados na rede IPv6, como representado na Figura 7.1(a). Observando
filtros pre´-definidos recebidos de outros mo´dulos, a cada vez que uma regra de um
filtro e´ obedecida, esse mo´dulo sinaliza um evento para os mo´dulos interessados.
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• o mo´dulo central Avaliador de Fluxos de Sau´de (AFS). Esse mo´dulo e´ responsa´vel
por receber eventos sobre o fluxo de dados enviado pelo avaliador de fluxo de dados,
como apresentado na Figura 7.1(b). Esse mo´dulo tem interfaces para recebimento de
regras de aplicac¸o˜es (Figura 7.1(c)), recebimento de eventos do Avaliador de Fluxo de
Dados (Figura 7.1(b)), e envio de Comandos de Controle (Figura 7.1(d)). Esse mo´dulo
tambe´m integra as func¸o˜es dos mo´dulos de Registro de Dispositivos (RD), e do mo´dulo
de Interpretador de Regras de Monitoramento (IRM).
• o mo´dulo Controlador do Meio de Transporte (CMT). Esse mo´dulo tem acesso direto
ao mo´dulo Bluetooth da plataforma. Ele tem uma interface de entrada para recebi-
mento dos Comandos de Controle (Figura 7.1(d)). Esse mo´dulo realiza o controle de
fluxo de dados atrave´s do Controlador Adaptativo.
O mo´dulo Avaliador de Fluxo de Dados, por estar conectado diretamente com o mo´dulo
Avaliador de Fluxos de Sau´de, acaba por interpretar apenas regras relativas a dados de sau´de,
portanto, fazendo o papel do mo´dulo 11073Ex do Capı´tulo 4. Tambe´m, relativo a arquitetura
do Capı´tulo 4, o mo´dulo de regras realizava uma avaliac¸a˜o das mesmas para determinar
se um processo de monitoramento estava em execuc¸a˜o. Nesse novo modelo arquitetural
de software, essa avaliac¸a˜o foi transferida para o mo´dulo AFS, o qual tambe´m realiza a
interpretac¸a˜o de regras.
Considerando a arquitetura de software proposta, foram definidas algumas interfaces en-
tre os mo´dulos, como ilustrado na Figura 7.1. A seguir sa˜o apresentadas as principais inter-
faces e seus requisitos:
• Interface de Dados de Tra´fego (Interface A1). Essa interface e´ utilizada pelo Avaliador
de Fluxo de Dados para enviar eventos ISO/IEEE 11073 trafegados pela rede IPv6.
Essa interface e´ representada na Figura 7.1(b);
• Interface de Regras de Monitoramento (Interface A2). Essa interface e´ utilizada pelo
AFS para recebimento de Planos de Monitoramento de aplicac¸o˜es, como apresentado
na Figura 7.1(c);
• Interface de Comandos de Controle (Interface A4). Essa interface e´ utilizada pelo AFS
para o envio de Comandos de Controle ao controlador, como apresentado na (Figura
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Figura 7.1: Diagrama com Modelo Arquitetural do Controlador de Fluxo com um Avaliador
de Fluxo de Sau´de.
7.1(d)).
Com essas definic¸o˜es, o funcionamento do Smart-Gateway pode ser descrito atrave´s da
Figura 7.1:
1. Aplicac¸o˜es enviam regras relativas ao um processo de monitoramento ao Avaliador de
Fluxo de Sau´de em (c);
2. O Avaliador de Fluxo de Sau´de interpreta essas regras, e envia filtros especı´ficos ao
Avaliador de Fluxo de Dados em (b);
3. O Avaliador de Fluxo de Dados inicia o processo de avaliac¸a˜o da rede IPv6 em (a);
4. Ao identificar um padra˜o de algum filtro recebido, o Avaliador de Fluxo de dados envia
um evento ao Avaliador de Fluxo de Sau´de em (b);
5. Caso o evento indique o inı´cio de um processo de monitoramento, o Avaliador de Fluxo
de Sau´de envia comandos de controle ao CMT em (d), assim, finalizando o processo.
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7.2.1 Ferramentas e Arcabouc¸os de Desenvolvimento
Para o desenvolvimento de um proto´tipo do Smart-Gateway para Sau´de, ale´m do controlador
desenvolvido em capı´tulos anteriores, foram desenvolvidos dois novos mo´dulos: O Avaliador
de Fluxo de Dados e o Avaliador de Fluxos de Sau´de.
Em paralelo, um novo modelo de comunicac¸a˜o para dados de sau´de foi utilizado. Nesse
novo modelo, os DPS ao inve´s de enviar pacotes ISO/IEEE 11073 diretamente aos servic¸os
de sau´de, enviam pacotes HL7 ORU (HL7 Observation Response Unit) [47]. Apesar de ser
outro formato de pacote, a representac¸a˜o de dados de dispositivos de sau´de ainda seguem
o padra˜o semaˆntico do ISO/IEEE 11073 1, portanto, sendo compatı´vel com a arquitetura
apresentada no Capı´tulo 4. O HL7 ORU foi escolhido para esse proto´tipo dado a sua maior
facilidade de interpretac¸a˜o em relac¸a˜o a APDUs ISO/IEEE 11073. Entretanto, todos os
resultados aqui obtidos tambe´m se aplicam a APDUs ISO/IEEE 11073.
Co´digo Fonte 7.3: Exemplo de Mensagem PCD-01 HL7 ORU
1
2 MSH| ˆ ˜ \\& | Embedded ˆ ACDE48234567ABCD ˆ EUI−6 4 | | | |2 0 0 9 0 7 1 3 0 9 0 0 3 0 + 0 0 0 0 | |ORUˆ
R01 ˆ ORU R01 |MSGID1234 | P | 2 . 6 | | |NE |AL | | | | | IHE PCD ORU−R01 2006ˆHL7
ˆ 2 . 1 6 . 8 4 0 . 1 . 1 1 3 8 8 3 . 9 . n .mˆHL7\ r
3 PID | | | {USERID } ˆ ˆ ˆ I m a g i n a r y H o s p i t a l ˆ PI | | Doe ˆ John ˆ Jo se ph ˆ ˆ ˆ ˆ L ˆA | | |M\ r
4 OBR | 1 | AB12345 ˆ AcmeAHDInc ˆ ACDE48234567ABCD ˆ EUI−64|CD12345 ˆ AcmeAHDInc ˆ
ACDE48234567ABCD ˆ EUI−64 |182777000ˆ m o n i t o r i n g o f p a t i e n t ˆSNOMED−CT | | | {
DATE}+0000\ r
5 OBX| 1 | | 5 2 8 3 8 8 ˆ MDC DEV SPEC PROFILE PULS OXIM ˆMDC | 1 | | | | | | |X | | | {DATE
}+ 0 0 0 0 | | | |1 2 3 4 5 6 7 8 9 0AABBCCDDEEFFˆ EUI−64\ r
6 OBX | 2 |NM|1 5 0 4 5 6 ˆ MDC PULS OXIM SAT O2 ˆMDC| 1 . 0 . 0 . 1 | 8 0 . 5 | 2 6 2 6 8 8 ˆ
MDC DIM PERCENTˆMDC | |DEMO˜ALINH | | | R | | | {DATE}+0000\ r
7 OBX | 3 |CWE|6 7 9 1 1 ˆMDC ATTR MSMT STATˆMDC | 1 . 0 . 0 . 1 . 1 | 1 ˆ demo−d a t a ( 5 ) | | | | | | R\ r
8 OBX | 4 |NA|1 5 0 4 5 2 ˆMDC PULS OXIM PLETHˆMDC
| 1 . 0 . 0 . 2 | 1 2 ˆ 1 2 3 ˆ 2 4 ˆ 1 2 ˆ 2 3 4 ˆ 5 5 ˆ 6 6 ˆ 7 7 ˆ 8 8 ˆ 9 9 | 2 6 2 6 5 6 ˆ MDC DIM DIMLESSˆMDC
| | | | | R | | | {DATE}+0000
O Co´digo Fonte 7.3 apresenta um pacote HL7 ORU enviado por um dispositivo do tipo
oxı´metro. Nesse pacote, consegue-se observar diversos campos de identificac¸a˜o. Em espe-
cial, observando a linha 6, e´ possı´vel identificar o dado do tipo MDC PULS OXIM SAT O2,
1https://rtmms.nist.gov/
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o qual representa um dado de saturac¸a˜o de oxigeˆnio no sangue. Na mesma linha, mais adi-
ante, observa-se o valor 80.5 e a indicac¸a˜o MDC DIM PERCENT, ou seja, essa linha indica
o envio de uma observac¸a˜o com o resultado de 80.5% de saturac¸a˜o sanguı´nea. Todas es-
sas definic¸o˜es esta˜o presentes nas especificac¸o˜es do HL7 [75] e nas recomendac¸o˜es do IHE
[47]. Tambe´m e´ importante ressaltar que os nomes com prefixo MDC seguem a semaˆntica
do ISO/IEEE 11073. Por fim, apesar de usar um novo modelo de pacote, o protocolo de
transporte se manteve o CoAP, como discutido no Capı´tulo 4.
Para o Avaliador de Fluxo de Dados (AFD) foi desenvolvido um mo´dulo de escuta ba-
seado no pacote PCAP (Packet Capture) da linguagem de programac¸a˜o Python2. Com esse
pacote e´ possı´vel definir a interface de comunicac¸a˜o a ser escutada, nesse caso a interface
BLE, e aplicar filtros de avaliac¸a˜o atrave´s de expresso˜es regulares aos pacotes de dados. Com
isso, o mo´dulo AFD realiza a escuta especifica do conteu´do de pacotes IPv6 que trafegam na
interface BLE.
Portanto, para o AFD, a Interface A1 recebe sempre dois paraˆmetros: uma expressa˜o
regular do que deve ser filtrado e encontrado; e uma identificac¸a˜o de retorno quando a ex-
pressa˜o regular for encontrada (call-back). A identificac¸a˜o serve para que o mo´dulo que
receba o evento de call-back mapeie qual expressa˜o regular (regra) foi encontrada.
O Avaliador de Fluxos de Sau´de (AFS) por sua vez foi desenvolvido como mo´dulo in-
tegrador. Ele recebe regras de monitoramento de aplicac¸o˜es e cria filtros com expresso˜es
regulares simples, as quais sa˜o enviadas ao AFD para escuta da rede BLE. Ao receber o
call-back do mo´dulo AFD, o AFS faz o mapeamento de qual regra de monitoramento esta´
em execuc¸a˜o, e envia comandos de controle ao controlador adaptativo quando necessa´rio.
7.3 Avaliac¸a˜o do Smart-Gateway com Controle de Fluxo na
Rede PAN
Para avaliac¸a˜o do Smart-Gateway com controle de fluxo adaptativo experimentos foram re-
alizados de modo a` observar va´rios paraˆmetros de funcionamento dos DPS participantes de
um processo monitoramento. O processo experimental utilizado foi o mesmo definido no
2https://pypi.python.org/pypi/pypcap
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Capı´tulo 6.
Como exemplificac¸a˜o do funcionamento do controlador adaptativo em um contexto de
monitoramento remoto de pacientes, os resultados de um experimento sa˜o discutidos a se-
guir.
Objetivos do Experimento
O principal objetivo desse experimento e´ avaliar o comportamento do Smart-Gateway em
um contexto de aplicac¸o˜es de sau´de observando os seguintes aspectos:
• Manutenc¸a˜o da taxa de transmissa˜o ma´xima do Gateway BLE dentro do limiar com
valor de maxTx.
• Divisa˜o da taxa de transmissa˜o maxTx entre os DPS conectados proporcionalmente
aos paraˆmetros de QoS de cada dispositivo, quando estes esta˜o presentes.
• Aplicac¸a˜o da regra de prioridade entre os DPS participantes do processo de monitora-
mento.
• Identificac¸a˜o de situac¸o˜es de monitoramento (contexto) a partir de regras pre´-definidas
e avaliac¸a˜o do fluxo de dados em uma rede BLE.
• Funcionamento de DPS em diferentes momentos de um processo de monitoramento.
Processo Experimental
O procedimento definido para avaliar o experimento consiste nos seguintes passos:
1. Realizar a conexa˜o individual de um dispositivo cliente que na˜o consiste em um DPS.
2. Conectar um DPS que apo´s T segundos envia uma condic¸a˜o que dispara uma regra de
um plano de monitoramento.
3. Avaliar se a regra de prioridade para os DPS participantes do plano de monitoramento
e´ obedecida.
4. Instrumentar um DPS para esperar um comando de inı´cio (gatilho) para iniciar a trans-
missa˜o de dados.
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5. Sempre avaliar se a taxa de transmissa˜o maxTx na˜o e´ ultrapassada.
6. Observar se o processo de monitoramento e´ encerrado.
O procedimento foi repetido diversas vezes com dispositivos conectando-se em diferen-
tes instantes de tempo.
Avaliac¸a˜o Comportamental e Discussa˜o dos Resultados
O gra´fico da Figura 7.2 apresenta os resultados do seguinte experimento:
1. um dispositivo de uso geral foi conectado ao Smart-Gateway, o qual e´ representado
pelo gra´fico de cor vermelha. Esse dispositivo, nos experimentos, envia comandos do
tipo ping6 de maneira continua ao Gateway.
2. no instante do ponto (a), um DPS do tipo oxı´metro conecta-se a rede e comec¸a a en-
viar dados de maneira continua a um servidor de sau´de na rede local. Nesse instante,
nenhum processo de monitoramento esta´ em execuc¸a˜o e, portanto, os dois dispositi-
vos conectados dividem os recurso de rede igualmente. Ressalta-se tambe´m que um
terceiro dispositivo representado pela cor azul, encontra-se conectado, mas na˜o envia
dados;
3. no instante do ponto (b), o DPS oxı´metro envia um dado que dispara uma regra de
monitoramento. Nesse mesmo instante, o Avaliador de Fluxo de Sau´de envia um co-
mando de controle ao controlador, indicando que o dispositivo de cor azul tera´ priori-
dade temporal durante 30s;
4. em paralelo, uma aplicac¸a˜o de sau´de envia um comando de requisic¸a˜o de dados ao DPS
de cor azul, o qual inicia a transmissa˜o de dados no ponto (b) e tem seus paraˆmetros
de QoS garantidos.
5. o processo de monitoramento indicado pela regra disparada em (b) tambe´m indica
que apo´s 30s o DPS oxı´metro tera´ uma prioridade temporal de outros 30s. Portanto,
no ponto (c), o DPS de cor azul para de enviar dados, e o DPS de cor verde ganha
prioridade na transmissa˜o de dados ate´ o ponto (d).
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6. a partir do ponto (d), apenas os demais dispositivos continuam conectados e transmi-
tindo dados.
Figura 7.2: Gra´fico com resultados experimentais da avaliac¸a˜o de um Smart-Gateway com
aplicac¸o˜es de sau´de.
O exemplo aqui discutido apresenta diversos detalhes sobre o funcionamento do Smart-
Gateway em conjunto com as funcionalidades do controlador adaptativo BLE apresentado
no Capı´tulo 5. Em especial, deve-se observar que o controle temporal do controlador adapta-
tivo e´ essencial para aplicac¸a˜o de planos de monitoramento. Assim como, deve-se observar
que o uso de um controle adaptativo no Gateway permite que outros dispositivos, como o
dispositivo de cor vermelha sempre se mantenham conectados a rede, mesmo quando pro-
cessos de monitoramento remoto de pacientes esta˜o em execuc¸a˜o. Ou seja, o Smart-Gateway
permite uma distribuic¸a˜o mais justa de recursos de rede entre todos os dispositivos, e garante
os requisitos de QoS dos dispositivos que esta˜o em um processo de monitoramento.
7.4 Considerac¸o˜es Finais do Capı´tulo
Nesse capı´tulo foram apresentados detalhes sobre a aplicac¸a˜o do controle adaptativo em
redes BLE aplicado a um Smart-Gateway para a sau´de. Foram detalhados quais os requisitos
para a definic¸a˜o de um Plano de Monitoramento, quais as informac¸o˜es de contexto utilizadas,
como elas sa˜o comparadas com regras, e como sa˜o gerados comandos para um Plano de
Monitoramento.
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No Smart-Gateway proposto, foram apresentados detalhes sobre como vai ser realizado
o Controle de Fluxo de Dados em um Gateway pessoal, especificamente, um Gateway para
redes BLE. A abordagem proposta faz uso do controlador adaptativo para redes BLE, o qual
faz uso de um modelo de alocac¸a˜o dinaˆmica de cre´ditos na camada de enlace. Portanto, a
partir dessa abordagem, fica possı´vel garantir requisitos de QoS para DPS participantes de
um processo de monitoramento, a partir dos comandos de controle que descrevem o Plano
de Monitoramento obtido atrave´s de informac¸o˜es de contexto fornecidas por aplicac¸o˜es e
servic¸os.
Por fim, foram apresentados detalhes da implementac¸a˜o de um Smart-Gateway para
sau´de, dando eˆnfase as ferramentas utilizadas e como foram realizadas as interac¸o˜es entre os
mo´dulos. Tambe´m foram apresentados resultados de experimentos os quais exemplificam e
validam o Smart-Gateway proposto.
Capı´tulo 8
Considerac¸o˜es Finais
Novas tecnologias voltadas para a Internet das Coisas (IoT) esta˜o sendo criadas, as quais
viabilizam a criac¸a˜o de novos servic¸os e aplicac¸o˜es em diversas a´reas. Em paralelo, tec-
nologias de comunicac¸a˜o esta˜o sendo estendidas com o objetivo de viabilizar a conexa˜o da
maior variedade de dispositivos com a Internet, como por exemplo, Dispositivos Pessoais
de Sau´de (DPS). Nesse sentido, tecnologias amplamente adotadas por dispositivos pessoais,
como smartphones, esta˜o criando extenso˜es com foco no IoT. Esse e´ o caso do Bluetooth
Low-Energy e o perfil IP Service Profile [7] o qual permite a transmissa˜o de dados IPv6.
Com essas novas tecnologias, a evoluc¸a˜o de DPS conectados e o uso de novos Servic¸os de
Monitoramento Remoto de Pacientes (SMRP), viabiliza a criac¸a˜o de redes pessoais (PAN)
onde DPS e sensores biome´tricos utilizam Gateways pessoais para compartilhar dados de
sau´de e sinais vitais com a Internet. Entretanto, essas mesmas redes sa˜o compartilhadas
com outros dispositivos de fins diversos, como dispositivos de a´udio e vı´deo, smart-glasses
e smart-watches, entre outros.
Considerando o cena´rio descrito, algumas caracterı´sticas especı´ficas de sistemas de mo-
nitoramento devem ser consideradas para o seu funcionamento confia´vel de uma rede PAN.
Por exemplo, um sistema de monitoramento pode requisitar que alguns sensores enviem
dados em conjunto para que seja possı´vel realizar um diagno´stico. Entretanto, devido ao
compartilhamento da rede com outros dispositivos, os sensores participantes desse processo
de monitoramento podem na˜o ter acesso aos requisitos de Qualidade de Servic¸o (QoS) ne-
cessa´rios para a transmissa˜o. Isso se deve ao fato de redes PAN, como redes BLE, na˜o ofe-
recerem diferenciac¸a˜o de canais, portanto, oferecendo apenas conexo˜es do tipo best-effort.
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O trabalho apresentado nesse documento se encaixa nesse contexto, onde DPS e senso-
res participantes de um processo de monitoramento de pacientes precisam ter a garantia de
que requisitos de QoS sejam fornecidos para o compartilhamento de dados. Revisitando o
cena´rio apresentado e os requisitos discutidos no decorrer desse trabalho, o Controlador de
Fluxo Adaptativo para Gateways Bluetooth Low-Energy aplicado a Sistemas de Monitora-
mento Remoto de Pacientes oferece uma soluc¸a˜o para:
• Aplicar um controle de fluxo de dados na camada de enlace do BLE de maneira
dinaˆmica. Essa abordagem utiliza um me´todo de alocac¸a˜o de cre´ditos, onde os cre´ditos
sa˜o distribuı´dos dinamicamente de acordo com a prioridade e os paraˆmetros de QoS
de um dispositivo.
• Definir dinamicamente a prioridade e os paraˆmetros de QoS de cada dispositivo a
depender da func¸a˜o definida a nı´vel de aplicac¸a˜o no dispositivo Gateway BLE.
• A partir do contexto de monitoramento do paciente que esta´ utilizando o Gateway
BLE, criar um Plano de Monitoramento para que o Gateway possa garantir os requisi-
tos de QoS dos DPS e sensores participantes de um processo de monitoramento.
• Descrever regras de monitoramento de pacientes a partir de uma linguagem padroni-
zada baseada em protocolos amplamente utilizados em Sistemas de Monitoramento
Remoto de Pacientes.
• Evitar que o hardware Bluetooth do Gateway BLE ultrapasse seus limites de funcio-
namento e entre em um estado de conexa˜o insta´vel.
Com isso, a soluc¸a˜o apresentada oferece uma abordagem multicamada, onde
informac¸o˜es de contexto em nı´vel de aplicac¸a˜o podem ser utilizadas para o controle de fluxo
de dados em nı´vel de enlace do BLE. Essa soluc¸a˜o, portanto, consegue garantir que os requi-
sitos de QoS dos DPS em um Gateway pessoal durante processos de monitoramento sejam
alcanc¸ados, oferecendo ao usua´rio do servic¸o de monitoramento um sistema mais seguro e
confia´vel.
Do ponto de vista do controlador de hardware BLE, a soluc¸a˜o apresentada utiliza
informac¸o˜es de limitac¸o˜es do hardware para realizar uma melhor distribuic¸a˜o de recursos
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entre os dispositivos conectados. Essa distribuic¸a˜o de recursos permite tanto poupar os li-
mites do Gateway BLE, quanto tentar garantir os requisitos de QoS necessa´rios aos clientes
conectados.
A partir de avaliac¸o˜es experimentais, foi demonstrada a viabilidade de se realizar um
controle de fluxo adaptativo a partir do controle da distribuic¸a˜o de cre´ditos na camada de
enlace do BLE. Ale´m disso, o controlador adaptativo foi aplicado a um contexto de Sistemas
de Monitoramento Remoto de Pacientes, validando sua utilidade para esse tipo de sistemas,
tendo como alvo um Sistema de Monitoramento Remoto de Paciente na Internet das Coisas.
Por fim, durante as avaliac¸o˜es experimentais foram demonstradas limitac¸o˜es de adaptadores
BLE, e como essas limitac¸o˜es podem ser controladas atrave´s do controlador adaptativo.
8.1 Perspectivas e Trabalhos Futuros
Em relac¸a˜o as perspectivas e possı´veis trabalhos futuros derivados deste trabalho de pesquisa,
destacam-se os seguintes itens:
• O controlador proposto faz uso de informac¸o˜es oferecidas por aplicac¸o˜es e pelos
pro´prios dispositivos. Em um possı´vel trabalho futuro, o controlador pode realizar
uma avaliac¸a˜o instantaˆnea das condic¸o˜es de rede, e realizar uma distribuic¸a˜o just-in-
time dos cre´ditos entre os dispositivos de rede a depender da demanda de cada um
naquele instante.
• Para realizar uma avaliac¸a˜o mais ra´pida do controlador e seus algoritmos atuais (e fu-
turos), pode ser desenvolvido um simulador de redes BLE com controle de fluxo base-
ado em cre´ditos. Ate´ a escrita desse trabalho, nenhum trabalho relativo a simuladores
BLE com distribuic¸a˜o de cre´ditos foi encontrado. Atualmente, em andamento, esta´
sendo realizado um trabalho de modelagem atrave´s de redes de Petri Coloridas para
o controle de fluxo baseado em cre´ditos do BLE. A partir desse trabalho pretende-se
verificar o funcionamento atual dos algoritmos propostos, assim como avaliar e desen-
volver novos algoritmos.
• O modelo de controle fluxo adaptativo do BLE pode ser aplicado a outros domı´nios,
criando a possibilidade de avalia-lo em diferentes situac¸o˜es. A partir de sua aplicac¸a˜o
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em outros domı´nios, como multimı´dia, o controle adaptativo de fluxo pode ser validado
para diferentes situac¸o˜es.
• O trabalho explorato´rio de avaliac¸a˜o e adaptac¸a˜o do controle de fluxo baseado em
cre´ditos do BLE pode ser aplicado em novos usos da tecnologia. O BLE, por padra˜o,
na˜o suporta redes do tipo mesh. Entretanto, trabalhos esta˜o sendo desenvolvidos e
soluc¸o˜es comerciais ja´ esta˜o disponı´veis as quais permitem utilizar o BLE em redes
mesh. Com isso, possibilidades aparecem, as quais podem permitir, atrave´s de um
controle de fluxo baseado em cre´ditos, realizar um controle de fluxo distribuı´do em
redes mesh objetivando-se evitar congestionamento em no´s intermedia´rios.
• Implementar o controlador atual em uma plataforma mo´vel, e definir um modelo de
acesso para que diferentes aplicac¸o˜es possam compartilhar as informac¸o˜es do Gateway
BLE. Ale´m disso, a partir do momento em que va´rias aplicac¸o˜es teˆm acesso e podem
controlar o Gateway, regras de prioridade e seguranc¸a devem ser definidas em nı´vel de
plataforma mo´vel.
• Inserir o controlador adaptativo e o Gateway BLE a um cena´rio mais amplo da Inter-
net das Coisas. Recentemente, novas arquiteturas e arcabouc¸os de comunicac¸a˜o para
o IoT esta˜o sendo propostos, os quais tambe´m fazem uso do BLE como tecnologia
de transporte, como por exemplo o Open Connectivity Foundation1. Com a adoc¸a˜o
crescente do BLE e sua capacidade de transporte de dados IPv6, consequentemente
esses arcabouc¸os precisara˜o de propostas de controle inteligente no primeiro nı´vel de
conexa˜o, a rede PAN.
• Evoluir e avaliar novas tecnologias e padro˜es de comunicac¸a˜o para a Internet das Coi-
sas aplicada a sau´de. Recentemente, novos protocolos para a transmissa˜o de dados
em sau´de esta˜o sendo propostos, como e´ o caso do FHIR2. Esses novos protocolos
podem ser transportados por protocolos propostos nesse trabalho de pesquisa, como
o CoAP. Entretanto, apesar de tambe´m seguirem o ISO/IEEE 11073 como refereˆncia
na representac¸a˜o de dispositivos de sau´de, esses novos protocolos tem modelos de
1http://openconnectivity.org/
2https://www.hl7.org/fhir/
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comunicac¸a˜o diferentes, os quais podem levar ao desenvolvimento de novos mo´dulos
de avaliac¸a˜o de contexto.
• Distribuic¸a˜o das regras de monitoramento em nuvem. Nessa proposta, as regras de
monitoramento podem estar disponı´veis em nuvem, e o Gateway BLE apenas a apli-
caria. Nesse mesmo contexto, o Gateway BLE pode enviar informac¸o˜es de uso dos
dispositivos a servic¸os em nuvem, os quais podem aplicar modelos de aprendizado de
ma´quina para aferic¸a˜o de novas regras de monitoramento.
• Aplicar modelos de regras de monitoramento a partir de informac¸a˜o de contexto a
outras tecnologias de transmissa˜o. Apesar do modelo de controle de fluxo baseado
em cre´ditos ser utilizado no BLE, modelos semelhantes podem ser aplicados a outras
tecnologias de transmissa˜o.
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