reported that target naming latencies are strongly affected by the difficulty of the other stimuli in a trial block, an effect they attributed to readers' strategic use of a time criterion to guide responding. In the present research, the authors asked whether there are also trial-by-trial ("sequential") effects by examining naming latency as a function of the difficulty of the preceding stimulus. In Experiment 1, both nonwords and high-frequency regular words were named more rapidly following a word than a nonword. Experiments 2, 3, and 4 were parallel experiments involving a variety of stimulus types (e.g., high-and low-frequency inconsistent words, easy and hard nonwords). In all cases, similar sequential effects were observed (i.e., all stimulus types had shorter latencies following an easier-to-name than a harder-to-name stimulus). In terms of the time-criterion account, criterion placement appears to be affected by the relative difficulty of the preceding stimulus in a way that is independent of stimulus type.
For a skilled reader, the reading process is quite rapid and automatic. The apparent simplicity with which reading is done by skilled readers, however, obscures the fact that reading is a multicomponent process requiring the integration of a number of different types of information. The ease and speed with which reading is accomplished also make it quite difficult for researchers to investigate this rather important and intriguing aspect of human behavior.
One prominent issue in the study of reading is whether readers have strategic control over its component processes. This issue has often been investigated by using the lexical-decision task (e.g., Davelaar, Coltheart, Besner, & Jonasson, 1978; Dorfman & Glanzer, 1988; Gibbs & Van Orden, 1998; Glanzer & Ehrenreich, 1979; Gordon, 1983; Pexman, Lupker, & Jared, 2001; Pugh, Rexer, & Katz, 1994; Stone & Van Orden, 1993) . More recently, there has been a growing interest in strategy effects in other tasks, particularly naming tasks (Baluch & Besner, 1991; Buchanan & Besner, 1993; Coltheart & Rastle, 1994; Forster, 1981; Jared, 1997; Lupker, Brown, & Colombo, 1997; Monsell, Patterson, Graham, Hughes, & Milroy, 1992; Rastle & Coltheart, 1999; Tabossi & Laghi, 1992; Zevin & Balota, 2000) .
Much of this research has been carried out within the framework of the dual-route model of naming (Coltheart, 1978; Coltheart, This research was supported by Natural Sciences and Engineering Research Council of Canada Grant A6333. The research presented here as Experiments 1 and 2 was submitted in partial fulfillment of the requirements for a master's degree at the University of Western Ontario by Tamsen E. Taylor. Major portions of this article were presented at the 38th Annual Meeting of the Psychonomic Society, Philadelphia, November 1997, and at the 8th Annual Meeting of the Canadian Society for Brain, Behaviour, and Cognitive Science, Ottawa, Ontario, Canada, June 1998.
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Correspondence concerning this article should be addressed to Tamsen E. Taylor or Stephen J. Lupker, Department of Psychology, University of Western Ontario, London, Ontario N6A 5C2, Canada. Electronic mail may be sent to ttaylor2@julian.uwo.ca or to lupker@julian.uwo.ca. Curtis, Atkins, & Haller, 1993; Patterson & Morton, 1985) . According to this model, there are two ways to produce a phonological code. One, referred to as the nonlexical route, involves deriving a pronunciation by applying the spelling-to-sound rules of the reader's language. This route always produces the "regularized" pronunciation of any letter string and is the only route that can produce a phonological code for nonwords. The second, referred to as the lexical route, involves accessing lexical memory and retrieving the word's phonological code in a more holistic fashion. This route is required for the successful naming of exception words. These two routes are assumed to act in parallel whenever readers are trying to name a word, and the resultant pronunciation is determined by some sort of interaction between the phonological codes produced by the two routes.
Within this theoretical framework, the idea is that readers may have strategic control over the relative contribution of each route to the naming process (i.e., a given route could be emphasized or de-emphasized). For example, nonwords may be added to the stimulus list with the idea that this manipulation will cause readers to put additional emphasis on the nonlexical route. The expected result is that the naming of words should then show a stronger influence of the nonlexical route. Alternatively, experimenters may add exception words to their stimulus lists to encourage readers to rely more heavily on the lexical route.
More concretely, Tabossi and Laghi (1992) demonstrated that when nonwords were included in the stimulus list, associative priming effects disappeared, at least in Italian. Because associative priming effects are assumed to be due to processing on the lexical route, this result was taken as evidence for decreased use of that route (see also Colombo & Tabossi, 1992) . Similarly, Baluch and Besner (1991) demonstrated that frequency effects diminished when nonwords were included in the stimulus list, at least for certain types of Persian words. Again, because frequency effects are assumed to be due to processing on the lexical route, the implication of this result is that the inclusion of nonwords led to a decreased emphasis on this route (see Simpson & Kang, 1994 , for a similar demonstration in Korean). Finally, Monsell et al. (1992) showed that naming latencies for high-frequency exception words were slowed when nonwords were included in the stimulus list. Again, this result is what one might expect if the inclusion of nonwords led to a lesser relative emphasis on the lexical route, because this route is the only route that can produce an accurate phonological code for exception words.
Although most of these results are reasonably consistent with this type of analysis, as Lupker et al. (1997) argued, they are also generally consistent with an alternate strategy based on the setting of a time criterion for responding. More specifically, Lupker et al. noted that a strong trend in these experiments, as well as their own, was that when stimuli that yield fast responding in a pure block (hereafter referred to as the "fast stimuli") were mixed with stimuli that yield slow responding in a pure block (hereafter referred to as the "slow stimuli"), naming latencies became more homogeneous. Typically, latencies for fast stimuli increased and latencies for slow stimuli decreased when the two were mixed (this effect is referred to as a "blocking" effect). Furthermore, in a number of Lupker et al.' s experiments, these patterns emerged even in situations in which a route-emphasis account would predict either null or opposing results. These patterns of results were explained in the following way. Lupker et al. (1997) started with the assumption that the process of generating a viable phonological code is an incremental one (i.e., its buildup can be represented by a growth curve). As the quality of the phonological code grows, readers are presumably monitoring that growth process in an effort to obey the experimenter's instructions to "respond as rapidly as possible without making too many errors." Lupker et al. suggested that there are two strategies readers may use to decide that the phonological code is sufficiently developed and that it is time to move on to the next process in the production of a naming response (possibly that of turning the phonological code into an articulatory code). The first option is to monitor phonological code quality and to begin the subsequent process when the phonological code reaches a sufficient level (i.e., to set a quality criterion). The second option is to monitor the passage of time and, at the point at which an appropriate amount of time has passed, try to respond using whatever quality of phonological code is available (i.e., to set a time criterion).
In most of the theories of human performance in reaction time tasks, the implicit (and often explicit) assumption is that participants use some combination of quality and time information to follow the task instructions of responding as rapidly as possible without making too many errors (e.g., Link & Heath, 1975; Ratcliff, 1978 Ratcliff, , 1985 . In contrast, most current models of naming tend to pay very little attention to how decision criteria and the decision-making process affect naming performance. Nonetheless, the assumption that readers use some sort of quality criterion in determining when to respond appears to be implicit in these models. In other words, in their attempt to follow the experimental instructions, readers are assumed to set some sort of criterion for when a phonological code will support an accurate pronunciation. When the code develops to that level, readers presumably respond as rapidly as they can. For example, it is often assumed that the time it takes for an attractor network to settle on a pronunciation is analogous to naming time (e.g., Plaut, McClelland, Seidenberg, & Patterson, 1996) .
If individuals were indeed responding only when their phonological code had reached a sufficient quality, one would expect that requiring them to speed up their responses should produce a noticeable increase in errors. This expectation is in contrast to experimental results showing that, by using a deadline procedure, people can be made to name stimuli faster than they normally would with virtually no corresponding increase in error rates. For example, Colombo and Tabossi (1992) included a condition in their Experiment 2 in which speed was stressed in the instructions. In addition, if any participant's response time was longer than 600 ms, the participant was again asked to respond more rapidly. The instructions had a significant effect, with mean response times decreasing by more than 50 ms in the speed-emphasis condition when compared with mean response times in the condition in which speed was emphasized to a lesser extent. However, the error rates in the speed-emphasis condition were actually lower than those in the less speeded condition. Thus, if readers were using a quality criterion, it would appear that they were using it in a rather odd fashion and certainly not one that was consistent with the experimental instructions.
On the other hand, it also seems unlikely that the process of computing/retrieving a phonological code could be driven solely by a time criterion. If it were, the expectation would be that latencies would be fairly constant to all stimulus types in an experiment. Clearly, they are not. Thus, it is likely that decisions about when to begin articulatory processes are driven by some combination of quality and time criteria. Most importantly, it is likely that (as in other reaction time tasks) how these criteria are used by participants is largely under their strategic control.
Predictions: Quality Criterion Versus Time Criterion
Working under the assumption that blocking effects do indeed represent changes in criterion placement rather than changes in route emphasis, the main question that Lupker et al.'s (1997) data addressed was whether it is a time criterion or a quality criterion that plays the more central role. Lupker et al. used the same experimental setup used by Monsell et al. (1992) . In this experimental design, fast and slow stimuli are presented, either in pure or mixed blocks. The incremental growth curves for the fast and slow stimuli are similar to those shown in Figures 1 and 2 , with the phonological code quality increasing more slowly for slow stimuli. Example quality criteria are shown in Figure 1 , and example time criteria are shown in Figure 2 . The use of a quality criterion can quite easily explain the difference in naming performance between fast and slow stimuli in pure blocks. Phonological code quality increases more slowly for the slow stimuli than for the fast stimuli; therefore, the quality criterion will be reached more slowly for the slow stimuli, meaning that these stimuli will take more time to name. Because more errors are made in a pure block of slow stimuli than in a pure block of fast stimuli, it seems logical to assume that, in a pure slow block, individuals use a less strict quality criterion than they do in a pure fast block. Thus, the pure block criterion for fast stimuli might be at Position A in Figure 1 , whereas the pure block criterion for slow stimuli might be at Position B in Figure 1 .
The difference in naming latencies and error rates between a pure fast block and a pure slow block can be explained equally plausibly in terms of a time criterion. Lupker et al. (1997) hypothesized that the position of the time criterion is determined principally by the perceived difficulty of the stimuli being named. When a block of stimuli is being named, individuals quickly determine the time at which they would prefer to begin articulation (when responses are acceptably fast and the error rate is acceptably low), and that is where they set their time criterion. When the stimuli are relatively homogeneous (as in the pure blocks), the criterion will be set at a position that is appropriate for most of the stimuli in the block. Again, because the phonological code quality for the slow stimuli increases more slowly than that for the fast stimuli, the time criterion will be set at a more lax position for the slow stimuli (e.g., Position 2 in Figure 2 ) than for the fast stimuli (e.g., Position 1); thus, slow stimuli will take more time to name and will be more prone to errors.
Although the use of a time criterion or a quality criterion can account equally well for performance in fast and slow pure blocks, the evidence for the importance of the time criterion emerges clearly in the mixed blocks. As Lupker et al. (1997) reported, the latencies to fast stimuli are longer in mixed blocks than in pure blocks. The implication is that the criterion in mixed blocks must be above that in pure fast blocks (e.g., Position C in Figure 1 ). However, if Criterion Position C were actually used in the mixed blocks, the prediction for the slow stimuli would be that their latencies would be longer and their error rates would be smaller than in pure blocks (i.e., contrast Position C with Position B). As noted, exactly the opposite pattern occurs. Alternatively, one can focus on the slow stimuli. Because latencies to them decrease in a mixed block, the implication is that the mixed block criterion must be below that in a pure slow block (e.g., Position D). If so, the mixed block prediction for the fast stimuli would be that their latencies should also decrease (i.e., contrast Position D with Position A). Again, the opposite pattern occurs.
Predictions based on the use of a time criterion are quite different. If the time criterion in a mixed block is simply moved to a place intermediate to those in the pure blocks (e.g., Position 3 in Figure 2 ), the predictions are that the latencies for fast stimuli will increase whereas those for slow stimuli will decrease (with the potential for an increase in errors). This, of course, is exactly what occurred in virtually all of Lupker et al.'s (1997) experiments. Thus, Lupker et al. argued that these results are most consistent with an account of naming in which a time criterion plays the major role.
The Present Research
A primary goal of the present research was to extend the aforementioned notions by obtaining a clearer understanding of the factors affecting criterion placement. Lupker et al. (1997) assumed that the criterion placement was set early in a block of trials (based on experience with the first few stimuli) and was then maintained throughout the block. If such a hypothesis were correct, the implication would be that after a certain number of trials in a block, response latencies would be entirely unaffected by what occurred on the immediately preceding trials. However, as Sanders (1998) noted when reviewing the performance literature, it is seldom the case that one finds data of this sort. Rather, one tends to find "sequential" effects in which the nature of the immediately preceding stimuli (and the processing involved) has a marked effect on the latency of the present stimulus.
In the context of the time-criterion model, this idea can be captured with the assumption that the criterion does not remain stationary throughout a trial block, but rather is adjusted on a trial-by-trial basis. As Lupker et al. (1997) showed, when trial block means are analyzed, stimulus difficulty is a prime determinant of the position of the time criterion. Thus, if the criterion were adjusted on a trial-by-trial basis, this same factor (i.e., the difficulty of naming the previous stimulus) would presumably be a prime determinant of how the criterion was adjusted. In turn, this criterion adjustment would affect the naming latency to the subsequent stimulus. Specifically, the expectation would be that a stimulus preceded by a fast stimulus would be named more quickly than when that same stimulus was preceded by a slow stimulus. On the other hand, if the position of the time criterion does remain stable after it is initially set, the difficulty of the preceding stimulus should be irrelevant.
As noted, sequential effects are pervasive in the human performance literature. However, most demonstrations of these effects have been in n choice tasks, tasks in which the set of stimuli and the set of responses were quite limited (Laming, 1973; Lupker & Theios, 1975; Remington, 1969; Treisman & Williams, 1984) . Thus, in these types of situations, sequential effects were essentially repetition effects, involving the repetition of both the stim-ulus and the response (either immediately or after a short lag). As Treisman and Williams noted, attempts to explain these effects tended to place a lot of attention on the fact that the stimulus had been repeated.
More recently, sequential effects have been reported in tasks involving much larger sets of stimuli, although the number of possible responses was still quite restricted. Thus, only a repetition of responding was typically involved (e.g., Strayer & Kramer, 1994b , when examining performance in a memory search-visual search task; Lima & Huntsman, 1997 , when examining performance in a lexical-decision task; although see Kiger & Glass, 1981) . As such, the accounts offered by these authors tended to focus more on response criteria.
In the present circumstance, the question is whether we can carry this type of analysis one step further. Sequential effects in a naming task, if they do arise, would involve neither the repetition of a stimulus nor a response. Rather, what they would involve would be more generic changes in the nature of processing on a trial-by-trial basis.
Experiment 1
In Experiment 1, mixed and pure blocks of nonwords (the slow stimuli) and high-frequency regular words (the fast stimuli) were presented. Naming latency was examined as a function of the type of stimulus named on trial N (fast or slow); block type (pure or mixed); and, in the mixed blocks, which type of stimulus (slow or fast) had been presented on the two previous trials (trials N -1 and N -2).
Of principal interest was the comparison of performance in the mixed blocks when participants named a particular type of stimulus on trial A' (fast or slow) as a function of whether it was preceded by fast stimuli versus slow stimuli on previous trials. If sequential effects are observed such that either type of stimulus is named more rapidly following high-frequency regular words (fast stimuli) than following nonwords (slow stimuli), the implication would be that the time criterion was being adjusted on a trial-bytrial basis. We also evaluated pure fast and pure slow block performance to determine if the blocking effect reported by Lupker et al. (1997) was replicated. In addition, performance in pure blocks was compared with performance in mixed blocks after consecutive presentations of the same stimulus type to determine whether (and how rapidly) mixed block performance approached pure block performance for that stimulus type (Strayer & Kramer, 1994b) . Stimuli. The stimuli in this experiment consisted of 160 highfrequency regular words (the fast stimuli) and 160 nonwords (the slow stimuli). All of the stimuli are presented in the Appendix.
1 The word list was divided into two lists of 80 words each, and the mean frequency and the mean word length of these two lists were closely matched. The mean frequency of the words in List A was 363, and the mean frequency of the words in List B was 367 (Kucera & Francis, 1967) . In addition, the two word lists were matched in terms of initial phoneme. Two lists of 80 nonwords were created to match the word lists for first phoneme and letter string length. Nonwords were judged by Tamsen E. Taylor to be easily pronounceable, and most nonwords were created by changing one letter of an English word. Each word list was paired with a nonword list to form the two full lists (i.e., List A and List B). Each participant named all of the stimuli in both lists. Half of the participants received the List A stimuli in a mixed block, and the other half of the participants received the List B stimuli in a mixed block. The words and nonwords in the other list were presented separately in pure blocks.
Half of the participants received the mixed blocks first, and the other half of the participants received the pure blocks first. For the pure blocks, half of the participants received the pure nonword block first, and the other half of the participants received the pure word block first. Thus, the order of blocks was counterbalanced, with either the mixed block or pure blocks being presented first and either the nonwords or words being presented first in the pure blocks, creating four counterbalancing conditions (pure blocks were always presented consecutively). As noted, half the time List A was presented in the mixed block, and half the time List B was presented in the mixed block, increasing the number of counterbalancing conditions to eight. The order of presentation of the stimuli in the individual lists was randomized and different for each participant. At the beginning of each block, participants were presented with eight practice stimuli reflecting the nature of the stimuli contained in the block. For each block type, each participant received the same practice stimuli in the same order.
Procedure. Participants were tested individually, and all participants were asked to name two pure blocks and one mixed block (the mixed block contained twice as many stimuli as each pure block). Participants were informed that they were going to be presented with a series of letter strings and that they were to read them aloud as quickly and as accurately as possible. Participants were also told that they would be presented with stimuli that were not English words but that they should name those items as if they were unfamiliar English words and attempt to do so as quickly as possible. Participants were asked if they had any questions, and then they were presented with the eight practice trials. Participants were again asked if they had any questions, and then the experimental trials were presented. The experimenter was present during all trials and recorded any errors produced by the participants or as a result of equipment malfunction.
A fixation cross remained in the middle of the screen during the trials, and the stimuli were presented centered above the fixation point. An auditory cue was presented 1,000 ms before each stimulus presentation. The stimulus remained on the screen until the participant responded, and there was a 2,000-ms interval between the participant's response and the next auditory cue (for a total intertrial interval of 3,000 ms). A break was provided halfway through the mixed block. When the participants indicated they were ready to continue, the experimental trials were restarted by the experimenter.
Results
A trial was considered to be a participant error and was omitted from the latency analyses if the pronunciation of the word was not correct, if the pronunciation of the nonword did not conform to any spelling-sound correspondence rules of English (if the word body of the nonword was inconsistent, both pronunciations were accepted; for example, gow could have been pronounced to rhyme with cow or with low), if the participant stuttered, or if the participant did not complete the pronunciation of the stimulus These errors accounted for 2.4% of the trials and were the only errors included in the error analyses. Other trials not used in the latency analyses included trials in which the voice key was not triggered by the participant's first response (2.4% of the trials) and nanung latencies greater than 1,500 ms or less than 150 ms, which were considered to be outliers (<0.1% of the trials). In addition to not analyzing latencies for trials on which errors occurred, we removed from the latency analyses the latencies for the trials occurring immediately after mechanical and participant errors (4.4% of the trials). Finally, in this and all subsequent experiments, the first 4 trials in each block were considered warm-up trials and were not included in the reaction time analyses.
Condition means. We performed a 2 X 2 (mixed vs. pure blocks and high-frequency regular words vs. nonwords) repeated measures analysis of variance (ANOVA) 2 on the subject means in each condition. The mean naming latencies and error rates are presented in Table 1 . There was a significant interaction between block type and stimulus type, F,(l, 47) = 46.36,p< 001 MSE = 644.21, and F 2 (l, 314) = 191.17, p < .001, MSE = 499.38. This interaction was due to the fact that mixing words and nonwords had a different effect on the two types of stimuli: The naming latency for words increased in the mixed block, but the naming latency for the nonwords decreased in the mixed block. In addition, there was a significant main effect of stimulus type, with words being named faster than nonwords, F,(l, 47) = 140 85 p < .001, MSE = 2,561.30, and F 2 (l, 314) = 546.40, p < !oOl, MSE = 2,202.38. The main effect of block type was nonsignificant in the subject analysis, F, < 1 and F 2 (l, 314) = 5.47 p < 05 MSE = 499.38.
' ' We performed planned comparisons on the aforementioned data to examine the simple main effects. High-frequency regular words were pronounced significantly faster in pure blocks than in mixed blocks, fj(47) = 4.37, p < .001, one-tailed, and f 2 (158) = 14.44, p < .001, one-tailed, whereas nonwords were pronounced significantly faster in mixed blocks than in pure blocks, r,(47) = 2.96, p < .005, one-tailed, and / 2 (158) = 5.42, p < .001, one-tailed! Words were named significantly faster than nonwords in mixed blocks, r,(47) = 11.44,p < .001, one-tailed, and r 2 (316) = 14.89 p < .001, one-tailed.
As with the latency data, we performed a 2 X 2 repeated measures ANOVA on the error data. The interaction between First-order sequential effects. We performed planned comparisons on the data to examine sequential effects in the mixed block The stimuli presented in the mixed block were categorized according to whether the stimulus named in the immediately preceding trial (trial N -1) was a word or a nonword. The mean latencies and error rates are reported in Table 2 . Words were named significantly faster when immediately preceded by another word trial (fast -H> fast trials) than when a nonword was named on the previous trial (slow -» fast trials), f,(47) = 5 41 p < 001 one-tailed, and , 2 (158) = 4.99, p < .001, one-tailed. Similarly' nonword trials had significantly shorter latencies when they were preceded by a word (fast -* slow trials) than by a nonword (slow -^slow trials), f,(47) = 3.95, p < .001, one-tailed, and / 2 (158) -1.77, p < .05, one-tailed. When mixed block performance and pure block performance were compared, words following another word in the mixed block were still named more slowly than words appearing in the pure block, f,(47) = 2 97 p < 005 one-tailed, and f 2 (158) = 7.19, p < .001, one-tailed.' Similarly' nonwords following another nonword in the mixed block were still named more rapidly than nonwords presented in the pure block, ?,(47) = 1.76, p < .05, one-tailed, and ? 2 (158) = 3.10, p < .005 one-tailed. There were no significant effects in the error analysis'
Second-order sequential effects. We also examined response times to words and nonwords in the mixed block as a function of the nature of the stimulus presented on trial N -2. Mean latencies and error rates for these trials are also presented in Table 2 . Naming latencies for word trials preceded by a word on trial N -1 were shorter if the word was preceded by a word on trial A' -2 (fast ->• fast -H> fast trials) than if the word was preceded by a nonword on trial N -2 (slow -> fast -> fast trials), r,(47) = 2 83 p < .005, one-tailed, and t 2 (153) = 1.70, p < .05, one-tailed.' Naming latencies were also shorter to word trials preceded by a nonword on trial N -1 if the nonword followed a word (fast -H> slow -> fast trials) rather than another nonword (slow -* slow -> fast trials), f,(47) = 1.81,p < .05, one-tailed, and / 2 (153) = 0.60, ns. When mixed block performance and pure block performance were compared, latencies to words in the pure block were still faster than latencies to the third of three consecutive words presented in mixed blocks (fast -» fast -+ fast trials), r,(47) = 2 24 p < .05, one-tailed, and f 2 (156) = 3.75, p < .001, one-tailed. In contrast, responses to nonwords, although sensitive to the nature of the stimulus presented on trial N -1, were not sensitive to the nature of the stimulus presented on trial N -2 (all ts < 1). Finally, Note. Means for pure blocks: for words, 519 (0.6); for nonwords, 631 (2.9). latencies to nonwords in the pure block were still slower than latencies to three consecutive nonwords presented in the mixed block (slow -» slow -» slow trials), 1,(47) = 1.74, p < .05, one-tailed, and * 2 (156) = 1.97, p < .05, one-tailed. There were no significant effects in the error analysis.
Discussion
As we had anticipated, there was a highly significant word type by block type interaction in Experiment 1. Specifically, when fast and slow stimuli were presented in mixed blocks, latencies to the fast stimuli (high-frequency regular words in this case) increased, and latencies to the slow stimuli (nonwords) decreased. In other words, the homogenization of latencies observed by Lupker et al. (1997) was replicated in the present experiment.
More importantly, naming latencies were shorter to both highfrequency regular words and nonwords when they were preceded by fast stimuli (words) than when they were preceded by slow stimuli (nonwords). This finding provides evidence supporting Kramer's (1994a, 1994b) ideas as applied to the actions of the time criterion. Strayer and Kramer's account states that there is a trial-by-trial adjustment of the response criterion (in this case, the time criterion), depending on the difficulty of the stimulus immediately preceding the target stimulus. This result does not support the idea that the time criterion stabilizes for a block of trials, as suggested by Lupker et al. (1997) . It is important to draw attention to the fact that these sequential effects are as large as many other effects found in the naming literature (with fast -* fast trials and slow -»• fast trials differing by 17 ms) and that, at least for word stimuli, there are second-order sequential effects (i.e., naming latencies are sensitive to the nature of the stimulus presented on trial N -2).
Before proceeding, we should consider two possible artifactual accounts of these sequential effects. The first is based on a design feature that is common to all of the present experiments, that is, that the stimuli were presented randomly in all trial blocks including the mixed block, which was the block used to evaluate sequential effects. As a result, it is quite likely that different stimuli did contribute differentially to the different sequences. Thus, the possibility exists that the reason we observed sequential effects was not due to the effects of the preceding stimulus but rather to the fact that, for example, the fast -» fast trials may have, just by chance, involved more of the easier-to-name target stimuli than the slow -» fast trials.
Although the pervasiveness of these sequential effects across the experiments to be reported here would seem to rule out such an explanation, to provide an additional evaluation of this account, we undertook the following analysis. In this and all subsequent experiments, we calculated mean pure block latencies for each stimulus (averaged over all participants receiving that stimulus in the pure block). We then artificially reconstructed the mixed block data for every participant in that experiment in the following fashion. For each stimulus in each participant's mixed block, the mean pure block latency for that stimulus was substituted for the participant's actual latency for that stimulus. We then recalculated all of the sequential effects on the basis of the trial sequences in these reconstructed data sets. If it is the case that our sequential effects were actually due to having more easier-to-name stimuli in some sequences (e.g., fast -» fast) than others (e.g., slow -* fast), then these artificial data sets should also have shown sequential effects. In virtually every case, they did not. Almost every one of these artificial "sequential effects" was 0, 1, or 2 ms. Indeed, the largest "sequential effect" we found in these analyses was 6 ms (in Experiment 4), and this difference actually went in the opposite direction than the effect in the real data.
The second artifactual account would apply only to secondorder sequential effects. Although data from stimuli appearing in a trial following an error were not used in these analyses, data from the subsequent trial were used. Thus, the means for the secondorder sequential effects did involve trials from sequences begun with an error trial. Because there were more errors for slow stimuli than for fast stimuli in these experiments, it is undoubtedly the case that more of the second-order sequences beginning with a slow stimulus would have actually begun with an error trial in comparison to the second-order sequences beginning with a fast stimulus. Making an error often does cause participants to slow down and be more careful, and it is certainly possible that the effect of an error could carry over beyond the subsequent trial (Rabbitt, 1966) . Thus, it is possible that any differences between second-order sequences beginning with a slow stimulus and second-order sequences be-ginning with a fast stimulus could have been produced by the greater number of sequences beginning with an error in the former case than in the latter.
To examine this issue, we calculated means for all second-order sequences only for sequences in which neither the N -1st nor the N -2nd stimulus produced an error. The result was that the new means were virtually the same as the old means (only one of the eight means in Table 2 changed by as much as 2 ms). Thus, there was no hint that either of the significant second-order sequential effects in Experiment 1 was produced as a result of errors on trial
N-2.
One other aspect of the results of Experiment 1 that should be noted is that there was a significant 16-ms advantage for responses to words in pure blocks in comparison to responses to the third of three consecutive word trials in mixed blocks. Similarly, there was a significant 14-ms advantage for responses to the third of three consecutive nonword trials in mixed blocks in comparison to responses to nonwords in pure blocks. It is possible that a longer string of the same type of stimulus (i.e., fast or slow) would produce latencies equal to those in the pure blocks. That is, perhaps the criterion in mixed blocks can be driven to its pure block position. Alternatively, it may be the case that the fact that a mixed block contains two (or more) different kinds of stimuli prevents the criterion from being pushed too far in one direction. This issue is revisited in the discussion of the results of subsequent experiments.
Experiment 2
The results of Experiment 1 provide strong evidence that naming latencies are affected by the nature of the preceding stimuli, suggesting that the position of the time criterion appears to change on a trial-by-trial basis (e.g., Strayer & Kramer, 1994b) . However, one potential issue concerning Experiment 1 is that the two stimulus types used not only differed in terms of the speed with which they were named but also differed qualitatively (i.e., words were represented lexically whereas nonwords were not). Thus, one could argue that the observed effects may not have been due simply to a mixing of fast and slow stimuli but rather could have been due to the mixing of two qualitatively different types of stimuli.
If the time criterion truly is a time criterion in the sense that Lupker et al. (1997) suggested, its effects should be independent of the specific types of stimuli used. As long as one stimulus type is more difficult to name than the other, mixed blocks should produce both a homogenization of naming latencies and sequential effects, as demonstrated in Experiment 1. Experiment 2 was an attempt to address this issue. To accomplish this, Experiment 2 involved a direct replication of Experiment 1 using only words, specifically, high-and low-frequency inconsistent 3 words, instead of highfrequency regular words and nonwords.
Method
Participants. Seventy-two undergraduate students were paid $5 or were given partial course credit in an introductory psychology course for their participation in Experiment 2. Participants reported having normal or corrected-to-normal vision and being native speakers of English. None of the participants had participated in Experiment 1.
Apparatus, stimuli, and procedure. The stimuli in this experiment consisted of 116 high-frequency inconsistent words (the fast stimuli) and 116 low-frequency inconsistent words (the slow stimuli). These stimuli are presented in the Appendix. As in Experiment 1, both the fast and slow stimuli were divided into two equal lists of 58 words each and were matched as closely as possible for mean word frequency and mean word length. The mean word frequency of List A words was 260 for the high-frequency inconsistent words and 4 for the low-frequency inconsistent words. The mean word frequency of List B words was 287 for the high-frequency inconsistent words and 4 for the low-frequency inconsistent words (Ku£era & Francis, 1967) . The equipment, procedure, and experimental design were identical to those used in Experiment 1.
Results
As in Experiment 1, a trial was considered to be a participant error and was omitted from the latency analyses if the pronunciation of the word was not correct, if the participant stuttered, or if the participant did not complete the pronunciation of the word. These errors accounted for 7.7% of the trials and were the only errors included in the error analyses. Other trials not used in the latency analyses included trials in which the voice key was not triggered by the participant's first response (3.1% of the trials) and naming latencies greater than 1,500 ms or less than 150 ms, which were considered to be outliers (<0.1% of the trials). In addition to not analyzing latencies for trials on which errors occurred, we removed from the latency analyses the latencies for the trials occurring immediately after mechanical and participant errors (9.1% of the trials).
Condition means. We performed a 2 X 2 (mixed vs. pure blocks and high-frequency inconsistent words vs. low-frequency inconsistent words) repeated measures ANOVA on the subject means in each condition. The mean naming latencies and error rates are presented in Table 3 . There was a significant interaction between block type and stimulus type, F,(l, 71) = 52.60, p < .001, MSE = 578.80, and F 2 (l, 228) = 72.65, p < .001, MSE = 662.17. This effect was due to the fact that mixing high-and low-frequency inconsistent words had a different effect on the two types of stimuli. As in Experiment 1, the latencies for the fast stimuli (high-frequency inconsistent words) increased in the mixed block, and the latencies for the slow stimuli (low-frequency inconsistent words) decreased in the mixed block. In addition, there was a significant main effect of stimulus type, with high-frequency inconsistent words being named faster than low-frequency inconsistent words, F,(l, 71) = 379.65,/? < .001, MSE = 1,740.66, and F 2 (l, 228) = 144.36, p < .001, MSE = 8,111.07. The main effect of block type was nonsignificant in the subject analysis, F,(l, 71)= 1.86, ns, and F 2 (l, 228)= 11.67, p < .005, MSE = 662.17.
As in Experiment 1, we performed planned comparisons on the aforementioned data to examine the simple main effects. Highfrequency inconsistent words were named significantly faster in pure blocks than in mixed blocks, ^(71) = 5.05, p < .001, one-tailed, and * 2 (115) = 10.79, p < .001, one-tailed, whereas low-frequency inconsistent words were named significantly faster As with the latency data, we performed a 2 X 2 repeated measures ANOVA on the error data. The interaction between block type and stimulus type was nonsignificant, F^l, 71) = 1.92, ns, and F 2 (l, 228) = 1.84, ns. The main effects of both block type and stimulus type were significant. More errors were made to low-frequency words than to high-frequency words, F,(l, 71) = 254.71, p < .001, MSE = 25.61, and F 2 (l, 228) = 36.42, p < .001, MSE -288.60, and more errors were made in mixed blocks than in pure blocks, F,(l, 71) = 4.94, p < .05, MSE = 11.13, and F 2 (l, 228) = 6.44, p < .05, MSE = 13.75.
First-order sequential effects. As in Experiment 1, we used planned comparisons to examine sequential effects in mixed blocks. These means are presented in Table 4 . High-frequency words were named faster when a high-frequency word had been presented on trial N -1 (fast -> fast trials) than when a lowfrequency word had been presented on trial N -1 (slow -» fast trials), ^(71) = 1.85, p < .05, one-tailed, and f 2 (115) = 1.06, ns. Similarly, low-frequency words were named faster when a highfrequency word had been presented on trial N -1 (fast -* slow trials) than when another low-frequency word had been presented on trial N -1 (slow -> slow trials), /,(71) = 1.93, p < .05, one-tailed, and f 2 (115) = 2.83, p < .005, one-tailed. When mixed block performance and pure block performance were compared, high-frequency words following another high-frequency word in mixed blocks were still named more slowly than high-frequency words appearing in pure blocks, ^(71) = 4.04, p < .001, onetailed, and t 2 (l\5) = 7.82, p < .001, one-tailed. Low-frequency words following another low-frequency word in mixed blocks were named faster than low-frequency words in pure blocks; however, the difference was nonsignificant, ^(71) = 1.20, ns, and ? 2 (115) = 0.60, ns. There were no significant effects in the error analysis.
Second-order sequential effects. Naming latencies to highand low-frequency inconsistent words in mixed blocks were also examined in the context of the preceding two trials. Mean latencies and error rates are reported in Table 4 . Naming latencies to high-frequency words were shorter if the word was immediately preceded by two high-frequency words (fast -» fast -* fast trials) than if a low-frequency word was presented on trial N -2 and a high-frequency word was presented on trial N -1 (slow -* fast -» fast trials), f,(71) = 2.36, p < .01, one-tailed, and ( 2 (115) = 0.46, ns. Naming latencies were also shorter to high-frequency words that were immediately preceded by a low-frequency word (trial N -1) if that low-frequency word followed a high-frequency word (fast -» slow -» fast trials) rather than another low-frequency word (slow -> slow -> fast trials), f t (71) = 1.72, p < .05, one-tailed, and r 2 (115) = 1.11, ns. Response times to highfrequency words in pure blocks were still faster than naming latencies to fast -» fast -> fast trials, f,(71) = 2.90, p < .005, one-tailed, and f 2 (115) = 4.48, p < .001, one-tailed.
Responses to low-frequency words preceded by high-frequency words on trial N -1 did not appear to be affected by the type of stimulus presented on trial N -2 (both fs < 1). However, latencies to low-frequency words that were immediately preceded by another low-frequency word did differ as a function of the nature of the stimulus on trial N -2. Latencies were shorter if the stimulus on trial N -2 was a high-frequency word (fast -» slow -* slow trials) than if it was a low-frequency word (slow -* slow -* slow Unlike in Experiment 1, the difference between the latencies to low-frequency words in pure blocks and slow -> slow -» slow trials was nonsignificant (both ?s < 1). In fact, pure block trials were actually slightly faster than slow -> slow -» slow trials. The error analysis did show one effect. In this sequential effect analysis, what was being examined was whether there was a tendency for error rates to go in the opposite direction to the latencies. That is, if a certain sequence produced faster latencies than the comparison sequence, did the former sequence also produce more errors? The only effect of this sort was that the fast -» fast -* fast trials tended to be more error prone than the slow -» fast -> fast trials, r,(71) = 1.86, p < .05, one-tailed, and ? 2 (115) = 1.73, p < .05, one-tailed.
Discussion
In all important respects, the results of Experiment 2 replicated the basic findings of Experiment 1. There was a significant blocking effect, with shorter naming latencies to fast stimuli in pure blocks and shorter naming latencies to slow stimuli in mixed blocks. Although the first-order sequential effects were not as large as those in Experiment 1, shorter naming latencies when fast stimuli had most recently been named were found consistently across conditions. Thus, both the blocking effect and the sequential effect do appear to be independent of the type of stimulus named on the previous trial.
As in Experiment 1, there were significant second-order sequential effects for the fast targets. In addition, unlike in Experiment 1, there was one significant second-order effect for the slow targets. The question again emerges as to whether any of the observed second-order sequential effects might have been due to more errors on trial N -2 for second-order sequences beginning with a slow stimulus than for second-order sequences beginning with a fast stimulus. Thus, as in Experiment 1, we recalculated means for the second-order sequences using only sequences in which there were no errors. For the fast targets, no mean changed by more than 1 ms. However, the one significant second-order sequential effect for the slow targets (i.e., the 17-ms difference between the fast -» slow -» slow trials and the slow -> slow -> slow trials) became nonsignificant (both fs < 1) due to the fact that the mean for the slow -» slow -> slow trials was reduced by 9 ms whereas the mean for the fast -* slow -» slow trials was unchanged. One must, of course, be a bit careful in interpreting these results because of the number of trials that were removed for this analysis. Nonetheless, on the basis of this analysis, it appears that, as in Experiment 1, second-order sequential effects tend to be restricted to fast targets.
One additional aspect of these data to note is that, although there was a latency difference between responses to high-frequency words in pure blocks and the third of three consecutive highfrequency words in mixed blocks (as in Experiment 1), there was no parallel difference for the low-frequency words (unlike in Experiment 1). In fact, the small (3-ms) difference that was observed went in the wrong direction (pure block latencies were faster). This pattern of a consistent difference for fast stimuli but no difference for slow stimuli repeated itself throughout the remainder of the present experiments. The implication of these results together with the general lack of second-order sequential effects for slow stimuli seems to be that movements of the criterion have a much greater impact on latencies for fast stimuli than on latencies for slow stimuli.
At an intuitive level, the notion that the time criterion plays a larger role for fast stimuli than for slow stimuli seems quite reasonable, because it is always possible to delay responding to fast stimuli, whereas it may be somewhat more difficult to hasten it to any great degree for slow stimuli. That is, presumably latencies for fast stimuli in mixed blocks are slower than they need to be, as evidenced by the fact that latencies for those same stimuli in pure blocks are much shorter. Thus, for fast stimuli in mixed blocks, it must be the case that participants have a viable phonological code for some time period before responding. Therefore, it is reasonable that response initiation can be very strongly controlled by the placement of the time criterion.
On the other hand, slow stimuli must have some limit as to how rapidly they can be responded to without producing error rates that participants deem too high. Thus, even though the criterion might be driven to a stricter level than usual as the result of a sequence of (fast) stimuli, it is not necessarily the case that latencies for slow stimuli would continue to follow. Rather, mixed block latencies for slow stimuli may be constrained within a limited range, a range just below their latency in pure blocks. Indeed, that entire range of movement may be traversed simply by whatever criterion movement is produced by having a fast stimulus on trial N -I. Thus, second-order sequential effects would be difficult to observe. Furthermore, the general tendency in mixed blocks may be to keep the criterion reasonably close to where it is in pure slow blocks. Thus, often a slow stimulus on trial N -1 may be sufficient to bring the criterion back to a position that is close to its pure slow block position.
Experiment 3
Experiment 2 (which involved the mixing of high-and lowfrequency inconsistent words) was designed to examine the possibility that the results of Experiment 1 were due to the mixing of two qualitatively different types of stimuli (words and nonwords). The point can be made, however, that certain theoretical frameworks (e.g., Coltheart et al.'s [1993] dual-route cascaded model) would suggest that it is also the case that high-and low-frequency words are qualitatively different because their phonological codes are computed/retrieved in qualitatively different ways. That is, high-frequency words are assumed to be processed rapidly on the lexical route with little or no input from the nonlexical route, whereas low-frequency words generally have their phonology synthesized from the output of both routes, and especially in the case of low-frequency exception words, there may be some competition that needs to be resolved. Thus, one could still argue that the observed sequential effects could be due to factors other than simple speed differences. Experiments 3 and 4 were attempts to further investigate this issue.
In Experiment 3, the stimuli were two sets of nonwords, what we call fast nonwords and slow nonwords. On the basis of naming latencies in prior experiments, including Experiment 1, we were able to select two sets of nonwords that, within each set, had fairly homogeneous naming latencies, and yet the two sets themselves had quite different average naming latencies. Although one could argue that there is a qualitative difference between words and nonwords, or a qualitative processing difference between high-and low-frequency words, it is rather difficult to make a similar argument about two types of nonwords. Thus, if the nature of the sequential effect is primarily determined by the speed of naming the preceding stimuli, then the fast and slow nonwords should produce sequential effects similar to those found in the previous experiments. However, if a difference in the qualitative nature of the stimuli is producing the sequential effects observed in Experiments 1 and 2, one would not expect to find sequential effects in the mixed block in Experiment 3. 4 
Method
Participants. Seventy-two undergraduate students were given partial course credit in an introductory psychology course for their participation in Experiment 3. Participants reported having normal or corrected-to-normal vision and being native speakers of English. None of the participants had participated in Experiment 1 or 2.
Apparatus, stimuli, and procedure. The stimuli in this experiment consisted of 80 fast and 80 slow nonwords. These stimuli are presented in the Appendix. To find 80 relatively fast and 80 relatively slow nonwords, we examined the mean latencies for the nonword stimuli from Experiment 1. The nonwords that were named most rapidly and the nonwords that were named most slowly in Experiment 1 were selected for use in Experiment 3. The sets of 80 were completed by other nonwords by using data collected from other naming experiments. With the exception that this experiment consisted of fewer stimuli than in previous experiments, the equipment, procedure, and experimental design were identical to those used in Experiment 1.
Results
As in Experiment 1, a trial was considered to be a participant error and was omitted from the latency analyses if the pronunciation of the nonword did not conform to any spelling-sound correspondence rules of English, if the participant stuttered, or if the participant did not complete the pronunciation of the nonword. These were the only errors included in the error analyses and accounted for 4.5% of the trials. Mechanical errors were trials in which the voice key was not triggered by the participant's first response and were also not included in the latency analyses (1.8% of the trials), as were latencies greater than 1,500 ms or less than 150 ms, which were considered outliers (0.5% of the trials). In addition to removing trials on which mechanical and participant errors occurred, we removed from the latency analyses the trials occurring immediately after both types of errors (5.9% of the trials).
Condition means. We performed a 2 X 2 (mixed vs. pure blocks and fast vs. slow nonwords) repeated measures ANOVA on the subject means in each condition. The mean latencies and error rates are presented in Table 5 . As we expected, the interaction between stimulus type and block type was significant, F^l, 71) = 14.93, p < .001, MSE = 1,064.69, andF 2 (l, 156) = 31.15, p < .001, MSE -534.25. There was also a significant main effect of stimulus type, with the fast nonwords being named more rapidly than the slow nonwords, F,(l, 71) = 286.02, p < .001, MSE = 3,456.74, and F 2 (l, 156) = 491.43, p < .001, MSE = 2,158.94. The main effect of block type was nonsignificant in the subject analysis, F,(l, 71) = 1.51, ns, and F 2 (l, 156) = 7.25, p < .01, MSE = 534.25.
As in the previous experiments, we performed planned comparisons to examine the simple main effects. Fast nonwords were The same ANOVA was performed on the error data as on the latency data. The interaction between block type and stimulus type was nonsignificant (both Fs < 1). There was a significant effect of stimulus type, resulting from the fact that more errors were made to slow nonwords than to fast nonwords, F,(l, 71) = 140.87, p < .001, MSE = 13.86, and F 2 (l, 156) = 42.62, p < .001, MSE = 51.05. The main effect of block type was nonsignificant (both Fs < 1).
First-order sequential effects. Only first-order sequential effects were examined because only half as many stimuli of each type were used in Experiment 3 as in Experiment 1. As in the previous experiments, we performed planned comparisons to examine sequential effects in the mixed blocks. These means are presented in Table 6 . Fast nonwords were named more quickly when a fast nonword was presented on trial N -1 (fast -» fast trials) than when a slow nonword was presented on trial N -1 (slow -> fast trials), fi(71) = 1.65, p < .05, one-tailed, and t?P9) = 1.19, ns. Similarly, slow nonwords were named more rapidly when a fast nonword was presented on trial iV -1 (fast -* slow trials) than when a slow nonword was presented on trial N -1 (slow -» slow trials), f(71) = 2.14, p < .05, one-tailed, and f 2 (79) = 1.01, ns. When performance in pure blocks was compared with performance in mixed blocks, fast nonwords were named 4 For our purposes, what is important here is that we were able to find two sets of nonwords that had noticeably different latencies. Interested readers may, nonetheless, wonder why the two sets of nonwords differed so much in latency. In a post hoc analysis, we were able to determine that the two sets of nonwords did differ on a number of important dimensions: length (3.8 letters for the fast nonwords vs. 4.6 letters for the slow nonwords), neighborhood size (Coltheart, Davelaar, Jonasson, & Besner, 1977; 7.8 for the fast nonwords vs. 4.0 for the slow nonwords), and number of whammies (Rastle & Coltheart, 1998; .39 per nonword for the fast nonwords vs. .96 per nonword for the slow nonwords). Indeed, in a multiple regression analysis of the naming latencies from the mixed block of Experiment 3, all three of these variables contributed significantly to the regression equation. significantly faster in pure blocks than when they followed a fast nonword in mixed blocks (fast -> fast trials), f,(71) = 3.98, p < .001, one-tailed, and f 2 (79) = 4.42, p < .001, one-tailed. For slow nonwords, there was no difference between latencies in pure blocks and latencies following another slow nonword in mixed blocks (slow -» slow trials; both ts < 1). There were no significant effects in the error analysis.
Discussion
The results of Experiment 3 parallel those of Experiments 1 and 2. Fast stimuli were named more rapidly in pure blocks, and slow stimuli were named more rapidly in mixed blocks. Furthermore, all stimuli were named faster following a fast stimulus than following a slow stimulus. The implication is that it is the difficulty of naming the prior stimulus that is driving these changes in naming latency and not any qualitative differences between the two stimulus types.
Experiment 4
The results of Experiment 3 strongly support the claim that it is the speed with which stimuli are named that determines both the blocking effects (as argued by Lupker et al., 1997) and the nature of sequential effects. In Experiment 4, we examined this latter claim once again. In this experiment, high-frequency regular words were added to the nonwords from Experiment 3. If the speed with which the stimuli are named is indeed the key, one would expect that the two types of nonwords should have differential effects on words. That is, words following fast nonwords should be responded to more rapidly than words following slow nonwords. In general, an examination of sequential effects for all three types of stimuli should show the pattern of fastest responding following a word, the next fastest responding following a fast nonword, and the slowest responding following a slow nonword.
Method
Participants. Seventy-two undergraduate students were paid $5 or were given partial course credit in an introductory psychology course for their participation in Experiment 4. Participants reported having normal or corrected-to-normal vision and being native speakers of English. None of the participants had participated in Experiment 1, 2, or 3.
Apparatus, stimuli, and procedure. The stimuli in this experiment consisted of the 160 high-frequency regular words from Experiment 1 (the fast stimuli) and the 160 nonwords from Experiment 3 (the slow stimuli). In an attempt to keep the procedure as similar as possible to that used in the previous experiments, the fast and slow nonwords were presented together in one pure block. Thus, the pure block of nonwords was actually itself a mixed block, which allowed us to once again examine sequential effects when only nonwords were being named. The stimuli were divided into two equal lists, each consisting of 80 high-frequency regular words (the same as those used in Experiment 1) and 40 fast nonwords and 40 slow nonwords (the same as those used in Experiment 3). The equipment, procedure, and experimental design were otherwise identical to those used in Experiment 1.
Results
As in Experiment 1, a trial was considered to be a participant error and was omitted from the latency analyses if the pronunciation of the word was not correct, if the pronunciation of the nonword did not conform to any spelling-sound correspondence rules of English, if the participant stuttered, or if the participant did not complete the pronunciation-of the word. These were the only errors included in the error analyses and accounted for 3.0% of the trials. Trials in which the voice key was not triggered by the participant's first response were also not included in the latency analyses (1.9% of the trials). Latencies greater than 1,500 ms or less than 150 ms were considered outliers and were also omitted from the latency analyses (0.5% of the trials). In addition to removing latencies for trials on which errors occurred, we removed from the latency analyses the latencies for the trials occurring immediately after mechanical and participant errors (4.5% of the trials).
Condition means. We performed a 2 X 3 (mixed vs. pure blocks and words vs. fast nonwords vs. slow nonwords) repeated measures ANOVA on the subject means in each condition. The mean response times and error rates are presented in Table 7 . There was a significant interaction between block type and stimulus type, F,(2, 142) = 20.18,p < .001, MSE = 770.86, and F 2 (2, 314) = 68.22, p < .001, MSE = 305.86. Again, this effect was due to the fact that mixing fast and slow stimuli resulted in faster naming times for the slow stimuli and slower naming times for the fast stimuli in the mixed versus the pure block, with the fast nonwords behaving as slow stimuli. There was also a significant main effect of stimulus type, F,(2, 142) = 242.69, p < .001, MSE = 4,419.78, and F 2 (2, 314) = 689.60, p < .001, MSE = 1,870.73. The main effect of block type was nonsignificant (both Fs < 1).
The means of the three stimulus types differed as we expected. When mean latencies to the three types of stimuli were compared, words were named significantly faster than fast nonwords in both pure blocks, r,(71) = 11.57, p < .001, one-tailed, and f 2 (238) = 19.38, p < .001, one-tailed, and mixed blocks, (71) = 7.13, p < .001, one-tailed, and f 2 (238) = 9.79, p < .001, one-tailed. Words were also named significantly faster than slow nonwords in both pure blocks, f,(71) = 15.88, p < .001, onetailed, and ? 2 (238) = 35.79, p < .001, one-tailed, and mixed blocks, ^(71) = 13.81, p < .001, one-tailed, and r 2 (238) = 29.36, p < .001, one-tailed. Furthermore, fast nonwords were named significantly faster than slow nonwords in both pure blocks, r,(71) = 16.08, p < .001, one-tailed, and f 2 (158) = 16.27, p < .001, one-tailed, and mixed blocks, fj(71) = 16.43, p < .001, one-tailed, and * 2 (158) = 17.00, p < .001, one-tailed.
The interaction between block type and stimulus type was also as we expected. The high-frequency regular words were pronounced significantly faster in pure blocks than in mixed blocks, (71) = 6.88,p < .001, one-tailed, and* 2 (159) = 12.64,/? < .001, one-tailed. The pure block of nonwords actually consisted of a mixed block of fast and slow nonwords. Both types of nonwords were pronounced faster when mixed with the words; however, only the difference for fast nonwords was significant, r,(71) = 1.80, p < .05, one-tailed, and f 2 (79) = 2.79, p < .005, one-tailed, whereas the difference for the slow nonwords was marginal, f,(71) = 1.60, p < .10, one-tailed, and f 2 (79) = 3.32, p < .001, one-tailed.
The error data were submitted to the same ANOVA as the latency data. The interaction between block and stimulus type was nonsignificant, F^l, 142) = 1.40, ns, and F 2 (2, 314) = 2.12, ns, as was the effect of block (both Fs < 1). The main effect of stimulus type was significant, F,(2, 142) = 111.84, p < .001, MSE = 16.42, and F 2 (2, 314) = 112.60, p < .001, MSE = 23.01, with the error rates mirroring the latency data.
First-order sequential effects. Only the first-order sequential effects were examined because of the small number of observations per cell for second-order sequential effects when the nonwords were broken down into the two categories. In all cases, the directions of the sequential effects were as we predicted; that is, stimuli were named fastest when preceded by a word, next fastest when preceded by a fast nonword, and slowest when preceded by a slow nonword. These data are presented in Table 8 .
Word targets. Words were named significantly faster when preceded by another word than when preceded by a fast nonword, (71) = 3.64, p < .001, one-tailed, and ? 2 (159) = 3.22, p < .001, one-tailed, or when preceded by a slow nonword, f x (71) = 8.01, p < .001, one-tailed, and f 2 (159) = 3.85, p < .001, one-tailed. The difference between words preceded by a fast versus a slow nonword was also significant, fj(71) = 1.68, p < .05, one-tailed, and f 2 (159) = 0.54, ns. When words named in the pure block were compared with two consecutive word trials presented in the mixed [597] [1, 203] [609]
[531]
Note. Means for pure blocks: for words, 514 (0.8); for fast nonwords, 591 (2.8); for slow nonwords, 703 (7.2).
block, words named in the pure block were named significantly faster, f,(71) = 4.57,/? < .001, one-tailed, and f 2 (159) = 6.60, p < .001, one-tailed. There was one significant effect in the error analysis: Error rates were significantly lower when the previous trial was a fast nonword than when it was a word, r,(71) = 1.83, p < .05, one-tailed, and « 2 (159) = 2.22, p < .05, one-tailed. Fast nonword targets. Fast nonwords were named significantly faster when preceded by a word than when preceded by a slow nonword, r t (71) = 3.24, p < .005, one-tailed, and h(J9) = 2.43, p < .01, one-tailed. However, the difference between fast nonwords preceded by a word and fast nonwords preceded by another fast nonword was only marginally significant, f,(71) = 1.63, p < .10, one-tailed, and f 2 (79) = 1.15, ns, and the difference between fast nonwords preceded by a fast nonword and fast nonwords preceded by a slow nonword was nonsignificant, r,(71) = 1.20, ns, and t 2 (19) = 1.30, ns. The second of two consecutive fast nonwords in the mixed block was named more quickly than fast nonwords in the pure block of nonwords; however, this difference was nonsignificant, ^(71) = 1.23, ns, and '2C9) = 1.24, ns. There were no significant effects in the error analysis.
Slow nonword targets. Slow nonword targets were named more quickly when preceded by a word than when preceded by a slow nonword, f,(71) = 3.39, p < .001, one-tailed, and f 2 (79) = 2.12, p < .05, one-tailed. Slow nonwords were also named significantly more quickly when preceded by a fast nonword than when preceded by a slow nonword, /,(71) = 2.00, p < .05, one-tailed, and < 2 (79) = 2.15, p < .05, one-tailed. However, the difference between slow nonwords preceded by words and slow nonwords preceded by fast nonwords was nonsignificant (both ts < 1). The second of two consecutive slow nonword trials was named more slowly in the mixed block than in the pure block; however, this difference was also nonsignificant (both ts < 1). There were no significant effects in the error analysis.
First-order sequential effects in the nonword pure block. Because the pure block of nonwords was actually a mixed block involving both fast and slow nonwords, it was also possible for us to examine sequential effects in that block. These results are presented in Table 9 . As in the mixed blocks, both fast nonwords, ?!(71) = 1.93, p < .05, one-tailed, and f 2 (79) = 1.58, p < .10, one-tailed, and slow nonwords, ^(71) = 2.25, p < .05, one-tailed, and t 2 (19) = 1.66, p < .05, one-tailed, were responded to faster when preceded by a fast nonword than a slow nonword. In the error analysis, more errors were made to fast nonwords when they were preceded by a fast nonword than when they were preceded by a slow nonword, f,(71) = 2.18, p < .05, one-tailed, and '2(79) = 2.13, p < .05, one-tailed. Such was not the case for slow nonword targets (both fs < 1).
Discussion
Although the effects were small and not always significant, the results of Experiment 4 were as we predicted. Fast nonwords, which were pronounced more quickly than the slow nonwords but more slowly than the words, produced sequential effects appropriate to their naming latencies. Specifically, the latencies for all three types of stimuli were fastest when the target stimulus was preceded by a word, intermediate when the target stimulus was preceded by a fast nonword, and slowest when the target stimulus was preceded by a slow nonword. Thus, the results of Experiment 4 provide strong support for the claim that the important factor driving sequential effects is the speed with which the preceding stimulus is named, and not the nature of the stimulus itself.
Experiment 4 also reinforces the notion that the time criterion in mixed blocks tends to gravitate toward its position in pure blocks with slow stimuli. Specifically, in this experiment, the slow -> slow trials actually produced latencies slower than in the pure blocks of slow stimuli. Similar results were found in Experiments 2 and 3, in which latencies for a run of slow stimuli were usually quite similar to latencies for slow stimuli in pure blocks (although such was not the case in Experiment 1). However, for fast stimuli, there was always a difference between the pure block latency and the latency to the last of a series of fast stimuli in mixed blocks. Perhaps the knowledge that a difficult-to-name stimulus may be coming up in the mixed block puts a limit on the degree to which the position of the criterion will be different from the position it occupies in pure blocks of slow stimuli.
General Discussion
The present experiments were designed to determine whether sequential effects exist in naming tasks and, if so, whether those effects are based on the same principles as blocking effects (Lupker et al., 1997) . The results in all of these experiments indicate that the naming latency for a stimulus of any type is faster if the previous stimulus was a fast stimulus than if it was a slow stimulus. There was also evidence that the nature of the stimulus on the trial before the previous trial (trial N -2) affected response latency, although this seemed to be true only for the fast target stimuli. Finally, a run of three fast stimuli in mixed blocks did not produce latencies as short as the latencies in pure blocks of fast stimuli. However, for slow stimuli, there was typically very little difference between pure block latencies and latencies to the second of two consecutive slow stimuli in a pure block. These results clearly indicate that latencies in naming tasks, tasks that do not involve the repetition of either stimuli or responses, are the product of more than simply the difficulty of the stimulus being named.
Findings indicating that latencies are the product of more than simply the difficulty of the stimulus being processed are not at all rare. Indeed, a recurring theme in the psychological literature is that responding (in all tasks) is controlled by a decision criterion (e.g., Green & Swets, 1966; Tanner & Swets, 1954) , with a subsidiary theme being that the placement of that criterion is affected by the context of the situation (Sperling & Dosher, 1986; Strayer & Kramer, 1994a , 1994b Treisman & Williams, 1984) . In this literature, it has inevitably been the case that the relevant data also show sequential effects, that is, that the placement of the criterion is affected by the nature of the previous trial. For example, sequential effects have been reported in unspeeded n choice decision tasks (see Treisman & Williams, 1984 , for a summary of these results), in n choice reaction time tasks (Laming, 1973; Lupker & Theios, 1975; Remington, 1969) , and even in tasks in which the processing requirements change dramatically from trial to trial (e.g., Kiger and Glass [1981] demonstrated that the time to make a semantic category judgment is affected by the difficulty of verifying a mathematical equality presented on the previous trial). This consistency of findings across tasks was noted by Kiger and Glass and led them to argue that these effects have essentially the same cause. It also led them to issue the following prediction: If we are correct, then the same context effect will continue to be rediscovered in many circumstances when an experimenter compares RTs [reaction times] from two blocks containing some common items in a reaction time task and will be mistakenly attributed to a multiplicity of causes. (Kiger & Glass, 1981, p. 697) A commonality among the tasks in this literature, however, is that responding involves a selection from among a small set of possible responses. This has made it possible for researchers to propose many elegant mathematical treatments of these types of data (e.g., Link & Heath, 1975; Ratcliff, 1981) . The naming task is somewhat different for a number of reasons, not the least of which is that the response set is virtually unconstrained (certainly when nonwords are used) and there is typically no repetition of responses. As a result, the use of a criterion in modeling naming data has been somewhat limited up to this point (e.g., the criterion involved is a stationary criterion set on a quality dimension). Lupker et al. (1997) extended these ideas by suggesting that the more relevant criterion is a time criterion and that it is clearly affected by context. The present results complete the parallel to the previous literature by showing that this criterion should also be thought of as changing on a trial-by-trial basis as a function of the difficulty of the previous stimulus.
More specifically, the ideas being put forward here are much like those proposed by Treisman and Williams (1984) and Kramer (1994a, 1994b) , with the focus being on the time dimension. Criterion setting is a two-component process. On the basis of the task instructions and any additional information the participant may receive before the trial block, a criterion is positioned on the time axis. Feedback from each trial then drives the criterion to either a more strict or a more lax position along the time axis. Specifically, when a rapid response is made to a stimulus on trial N -1, the criterion is moved to a more strict position on the time axis in preparation for trial N. Similarly, when a slow response is made to a stimulus on trial N -1, the criterion is moved to a more lax position on the time axis in preparation for trial N. The result is slightly faster responding (on average) on trial N in the former situation than in the latter.
To make this description of the actions of the time criterion more precise and, hence, to derive quantitative predictions, a number of modeling decisions would have to be made. Clearly, although the criterion placement guides responding, it does not dictate it. Thus, decisions must be made about how to model responding on trials in which the criterion placement mismatches processing speed. For example, if a response is ready prior to the criterion, is there an upper limit on how long responding will be delayed? If delaying the response until that upper limit is reached would still lead to responding prior to the criterion, will the participant wait or respond immediately? If a response is not yet ready by the criterion, how much will a participant compromise (i.e., begin responding before all the phonemes are determined and, therefore, risk an error) so as to respond close to the criterion? Will that decision be affected more by the state of readiness of the first phoneme than by the state of readiness of all the phonemes (Kawamoto, Kello, Jones, & Bame, 1998) ? Presumably, these are questions that can be addressed empirically. As such, subsequent research should provide information about how best to model these decision operations.
The present data do suggest some general principles for thinking about the actions of the time criterion. For example, it appears that the position of the criterion in mixed blocks is often considerably closer to the position in pure slow blocks than the position in pure fast blocks. This conclusion is based on the asymmetry in the size of the blocking effects for fast and slow stimuli. That is, as shown in the present experiments and in Lupker et al. (1997) , it is typically the case that the latencies for fast stimuli slow down more in mixed blocks than the latencies for slow stimuli speed up. Additional evidence is provided by the fact that a single slow stimulus on trial N -1 in a mixed block is often sufficient to produce a latency to a slow stimulus on trial N equal to that in the pure block of slow stimuli. In contrast, two fast stimuli in a row in a mixed block do not push the latency for another fast stimulus to the level of the latency of fast stimuli in pure blocks. In fact, use of the criterion in this fashion makes sense. It is always possible to slow down responding to fast stimuli, whereas it is not always possible to speed up responding to slow stimuli (at least not without a noticeable penalty in terms of increased error rates). Thus, presumably, participants would not be willing to maintain a criterion placement in the mixed block that was too far from the pure block placement for slow stimuli.
We should also note that the change in the criterion position between pure slow blocks and mixed blocks (which produces significant blocking effects in the latency data) never seems to lead to more than a very minor increase in error rate (see also Colombo & Tabossi, 1992) . Apparently, the function representing the development of the phonological code over time must be relatively flat at the point at which most naming responses are made. That is, assuming that the function in Figure 3 represents the general relationship between phonological code quality and time, it appears that time criteria in naming tasks are typically placed to the right of Position 2 (e.g., at Position 3). One implication of this is that participants could respond even faster than they do without a corresponding increase in errors. That is, moving the time criterion from Position 3 to Position 2 would produce a decrease in latency, but it would likely not produce an observable increase in errors. A second implication is that one cannot simply assume that because there is no evidence of a speed-accuracy trade-off in the error data, that no trade-off has occurred. That is, as just noted, it is quite possible to observe no differences in error rates even though there was a speed-accuracy trade-off, for example, a trade-off involving the movement of the time criterion from Position 3 to Position 2. In contrast, other movements of the time criterion (e.g., a change from Position 2 to Position 1) would likely produce both a decrease in latency and an increase in errors, clearly indicating that a speed-accuracy trade-off had occurred. Needless to say, these problems can severely complicate the interpretation of latency data from naming tasks.
Other tasks could avoid this problem to the extent that participants could be encouraged to place their criterion at a position near the point of inflection (i.e., the point at which the steep slope ends and the shallow slope begins) on the speed-accuracy trade-off function. However, Kiger and Glass's (1981) data in a sentence verification task tend to show the same general pattern as shown here (i.e., noticeable latency changes with little changes in the error rate). Thus, it may be the case that this problem is actually one that is common to many speeded tasks. Kiger and Glass's (1981) data are interesting from another perspective as well. Their task was a sentence verification task, and it involved verification of both class inclusion statements (e.g., All robins are gems.) and mathematical equalities (e.g., Eight and eight are three.), with the mathematical equalities being either easy or difficult. Their results suggest that latencies for verifying both types of sentences were driven by "decision criteria operating at a more general level" (Kiger & Glass, 1981, p. 692) . This raises the following question: How general are these criteria? Would the mixing of any two speeded tasks produce the types of effects seen here and reported by Kiger and Glass, because both tasks would be driven by these general-level decision criteria? Obviously, this is an empirical question: however, there is currently no evidence that the generality of blocking effects is limited.
Finally, as noted by Lupker et al. (1997) , however this process is ultimately modeled, the existence of a time-criterion-based decision process would be quite neutral with respect to which model of naming should be regarded as superior (e.g., Coltheart et al., 1993; Plaut et al., 1996) . Any model that conceptualizes the phonological code as being built up over time rather than as an "all-or-none" process can have a time-criterion decision process mapped onto it.
Evidence for Other Strategies
As we noted earlier, there recently has been considerable research trying to establish the existence of strategies in naming. Much of it has been couched within the framework of the classic dual-route model (e.g., Coltheart et al., 1993) and has focused on the idea that participants can emphasize or de-emphasize one or the other route. As we also noted, much of this evidence can be explained equally well in terms of strategic adjustments of the time criterion. Furthermore, because the action of the time criterion seems to have such a clear impact, we would argue on the basis of parsimony that any effect that can be explained in terms of a strategic adjustment of the time criterion is best explained that way. Rastle and Coltheart (1999) , for example, demonstrated that both nonwords and low-frequency regular words were named more slowly in a block of irregular words in which the irregularity was in the first position than in a block of irregular words in which the irregularity was in the third position. This result was predicted on the basis of the idea that in the former case, the nonlexical route would be de-emphasized, whereas in the latter case, it would not be. However, the first-position irregular words were also substantially slower to name than the third-position irregular words. Thus, the time criterion would have been set later in the former block than in the latter block. Indeed, the effect sizes that were observed are quite consistent with what one would expect according to a time-criterion account. As such, we would argue that the timecriterion account would seem to provide a much more parsimonious account of those data.
The point does need to be made that we are not claiming that adjusting a time criterion is the only strategic adjustment possible in naming tasks. In fact, there would seem to be ample evidence for other types of strategic adjustments, some of it coming from our own lab. For example, in Experiment 1 of Lupker et al. (1997) , it appeared that participants were engaging in a strategy of lexical checking when naming low-frequency exception words and nonwords. Similarly, Colombo and Lupker (2000) have reported evidence suggesting that, under certain conditions, participants can be induced to strategically assign stress to multisyllabic words (see also Colombo & Tabossi, 1992) .
The more central issue in this literature is the issue of whether there is evidence for the strategic adjustment of route emphasis in a dual-route sense (e.g., Coltheart et al., 1993) . The idea is that the relative emphasis on the two routes can be changed by including either exception words (to increase the relative emphasis on the lexical route) or nonwords (to increase the relative emphasis on the nonlexical route). As we noted earlier, there is some evidence that the inclusion of nonwords reduces associative priming effects (i.e., Baluch & Besner, 1991; Colombo & Tabossi, 1992; Tabossi & Laghi, 1992) , effects that are typically attributed to lexical processing. Note that in two of these experiments, adding the nonwords also reduced the percentage of related pairs, a manipulation that also has been shown to reduce priming effects in naming (Keefe & Neely, 1990) .
5 Furthermore, we should note that parallel reductions in the associative priming effect when nonword targets are included have yet to be found in English (Keefe & Neely, 1990; Tabossi & Laghi, 1992, Experiment 3; West & Stanovich, 1982 ).
An alternative source of evidence for the route-emphasis strategy comes from experiments showing that the inclusion of nonwords appears to reduce frequency effects in naming (Baluch & Besner, 1991; Simpson & Kang, 1994; Zevin & Balota, 2000) . Frequency effects are also effects that are typically attributed to the lexical route and, hence, should be reduced in size whenever the nonlexical route receives greater emphasis. For example, Zevin and Balota were able to reduce the frequency effect for regular words by presenting them after a series of nonwords as opposed to after a series of exception words. Specifically, the nonword series caused a 10-ms decrease in the size of the frequency effect, resulting from a 16-ms decrease in latencies for low-frequency words and a 6-ms decrease in latencies for high-frequency words (a similar result was reported by Decker, Simpson, Yates, & Adamopoulos, 1999) .
From a dual-route perspective, however, the specifics of these results are a bit odd. Because high-frequency words are supposedly named by the lexical route, the expected effect of presenting nonwords (and, hence, increasing emphasis on the nonlexical route) would be to slow down high-frequency words, not to speed them up. In addition, because both routes contribute heavily to the naming of low-frequency regular words, it is unclear why their naming latencies would be altered at all by any shift in route emphasis. Thus, although Zevin and Balota's (2000) results clearly suggest a strategic effect of some sort, they also appear to pose a bit of a challenge for a standard dual-route account.
Alternatively, one can attempt to demonstrate changes in route emphasis by considering changes in the processing of lowfrequency exception words. The pronunciation of these words is presumed to be slowed by the activities of the nonlexical route because that route provides an incorrect, regularized pronunciation that competes with the correct pronunciation derived by the lexical route. Thus, these words would seem to be the most likely to show effects of a shifting of emphasis from the nonlexical route to the lexical route. Yet, Monsell et al. (1992) , Zevin and Balota (2000) , and Lupker et al. (1997) were not able to demonstrate any latency advantages for low-frequency exception words when nonwords were removed (although Paap and Noel [1991, Experiment 2] were able to show a latency advantage for exception words of unspecified frequency when regular words were removed). Furthermore, neither Coltheart and Rastle (1994) nor Jared (1997) was able to show any changes in the size of the regularity effect when nonwords were removed.
What is possible when one is considering low-frequency exception words, of course, is that a shift in route emphasis may manifest itself not in a change in latency but in a change in the proportion of regularization errors. As Lupker et al. (1997) pointed out, however, neither their own data nor Monsell et al.'s (1992) data from the directly relevant experiment (Experiment 2) provide any evidence that the proportion of regularization errors increases when the nonlexical route supposedly has more emphasis.
Indeed, the only exception word data providing any evidence for a route-emphasis account are those reported by Zevin and Balota (2000) . Zevin and Balota observed both a decrease in the size of the regularity effect and an increase in the proportion of regularization errors following a series of nonwords, as would be predicted from such an account. As with the frequency effect, however, the size of the regularity effect increased not because latencies for exception words increased but because latencies for the low-frequency regular words decreased. Furthermore, the increase in regularization errors, although significant, was quite small, amounting to less than one error per participant. Nonetheless, these data do provide at least some evidence for the existence of a strategy based on the shifting of route emphasis.
To be fair to Zevin and Balota (2000) , they did recognize the weakness of their data in support of the standard dual-route account (i.e., Coltheart et al., 1993) . Thus, their discussion of shifting of route emphasis also focuses on whether what they may be observing is a shift in the degree to which semantic information plays a role in naming in a parallel-distributed-processing type model (e.g., Plaut et al., 1996) . Although this discussion is not repeated here, their data may indeed be more consistent with this type of "route-shifting" conceptualization than with one framed within the standard dual-route account.
Alternative Conceptualizations
Recently, Kello and Plaut (2000) suggested that blocking effects (and, presumably, sequential effects) are not due to a time criterion but to alterations in the speed at which phonological codes are generated. For example, Kello and Plaut could argue that instead of the time criterion being made more strict following a fast stimulus, participants turn up a "gain" parameter so that the phonological code is generated more rapidly on the next trial. Kello and Plaut's (2000) proposal is an interesting one, and on the basis of the available data, it does not appear to be possible to distinguish between their proposal and the time-criterion proposal. Nonetheless, Kello and Plaut argued that their proposal should be regarded as the superior one on the basis of their finding that when participants are made to respond faster through an artificially imposed deadline, not only do participants do so by attempting to respond on deadline, but they also complete their response more quickly. Indeed, the time-criterion notion is mute on the question of how quickly the response will be completed, whereas Kello and Plaut's account would predict that, because of the increase in gain, all processes should finish faster.
What is not clear, however, is whether the more rapid completion of responses actually accompanies effects of the sort we observed here (i.e., blocking and sequential effects) or whether it is observed only in Kello and Plaut's (2000) deadline task. For example, Kinoshita and Woollams (2000) found results that were exactly the opposite of those of Kello and Plaut in a standard blocking experiment (i.e., as latencies decreased, durations increased). In contrast, Monsell et al. (1992) did find a slight trend for the latency and duration data to go in the same direction. However, the duration effects were nonsignificant, and when analyzing these trends at the individual item level, Monsell et al. reported no correlation between the sizes of the blocking effects on latency and duration. Thus, at this point, it is unclear whether what Kello and Plaut regarded as the key datum favoring their interpretation over the time-criterion account actually characterizes tasks of the sort used here. Taylor (1997) proposed a second, slightly different conceptualization. Certainly, for participants to make a response using a time criterion, not only must they have their criterion set at a particular point, but they must also be monitoring (i.e., estimating) the passage of time. Thus, there is the possibility that both blocking and sequential effects are produced not by adjusting the criterion but by changes in a participant's subjective estimation of the passage of time. In fact, there is evidence to suggest that context does affect the accuracy of subjective time estimations. For example, when participants are attempting to estimate the passage of time while performing another task, their time estimations are affected by the difficulty of the second (nontemporal) task. The usual pattern of results is that the perceived duration of an interval is inversely related to the cognitive difficulty of the second task. This effect has been examined by using many different cognitive tasks. For example, Chastain and Ferraro (1997) and Warm and McCray (1969) asked participants to judge the presentation duration of high-frequency and low-frequency words that were actually presented for the same duration. In both studies, participants judged the presentation duration of high-frequency words as being longer than the presentation duration of low-frequency words. Other researchers have found similar results using different secondary tasks, different methods of measuring time perception, or both (e.g., Brown, 1985; Casini & Macar, 1997; Chaston & Kingstone, 1998; McClain, 1983) .
These results do not directly address the issue of whether time estimations are affected by a priori events. However, if processing on trial N -1 did affect time estimates on trial N, in theory, such changes in time perception could produce blocking and sequential effects like those found in the present experiments without there being any changes in the position of the time criterion. That is, if participants' perception of time were being affected on a trial-bytrial basis, one would expect to see both blocking and sequential effects even if the criterion placement was not changing. To account for the data reported here, it would have to be the case that the perceived passage of time was slower after a difficult (slow) stimulus than after an easy (fast) stimulus. If so, then participants would respond more quickly after an easy stimulus than after a difficult stimulus, because in the former case they would perceive that they had reached the criterion sooner. As with Kello and Plaut's (2000) gain hypothesis, there do not appear to be any data currently available to distinguish this time perception hypothesis from the hypothesis that blocking and sequential effects are due to participants strategically adjusting the position of the time criterion.
Conclusion
The purpose of the present set of studies was to examine whether the time it takes to name a letter string is a function of the speed with which the immediately preceding letter strings were named, independent of the qualitative nature of those letter strings. The present results fully support this proposal. These results are quite consistent with the idea that naming performance is strongly dependent on a time criterion that changes position on a trial-bytrial basis. Thus, it is important that models of naming performance include a mechanism like a time criterion if they wish to truly describe naming performance. As suggested, such a mechanism can be reasonably easily incorporated into most current models of naming. 
