ECoPANN: A Framework for Estimating Cosmological Parameters using
  Artificial Neural Networks by Wang, Guo-Jian et al.
Draft version May 15, 2020
Typeset using LATEX twocolumn style in AASTeX62
ECoPANN: A Framework for Estimating Cosmological Parameters
using Artificial Neural Networks
Guo-Jian Wang,1 Si-Yao Li,2 and Jun-Qing Xia1
1Department of Astronomy, Beijing Normal University, Beijing 100875, China
2SenseTime Research, Beijing 100080, China
ABSTRACT
In this work, we present a new method to estimate cosmological parameters accurately based on
Artificial Neural Network (ANN), and a code called ECoPANN (Estimating Cosmological Parameters
with ANN) is developed to achieve parameter inference. We test the ANN method by estimating
the basic parameters of the concordance cosmological model using the simulated temperature power
spectrum of the cosmic microwave background (CMB). The results show that the ANN performs
excellently on best-fit values and errors of parameters, as well as correlations between parameters
when compared with that of the Markov chain Monte Carlo (MCMC) method. Besides, for a well
trained ANN model, it is capable of estimating parameters for multiple experiments that have different
precisions, which can greatly reduce the consumption of time and computing resources for parameter
inference. Moreover, the well trained ANN is capable of discovering new potential physics in both
the current and future higher precision observations. In addition, we extend the ANN to a multi-
branch network to achieve joint constraint on parameters. We test the multi-branch network using
the simulated temperature and polarization power spectra of CMB, type Ia supernovae, and baryon
acoustic oscillation, and almost obtain the same results as the MCMC method. Therefore, we propose
that the ANN can provide an alternative way to accurate and fast estimate cosmological parameters,
and ECoPANN can be applied to the research of cosmology and even other broader scientific fields.
Keywords: cosmological parameters – cosmology: observations – methods: data analysis
1. INTRODUCTION
The improvement of the quality and sensitivity of the
cosmic microwave background (CMB, Hinshaw et al.
(2013); Aghanim et al. (2018)) observation ushered the
research of cosmology into the precision era. The CMB
was accurately observed by many space, ground-based,
and sub-orbital experiments, and it is a very powerful
way for us to study the universe. The statistical prop-
erties of the CMB are coincident with the predictions
of the 6-parameter standard ΛCDM cosmological model
(Aghanim et al. 2018). In ΛCDM model, parameters
are tightly constrained due to the high precision of the
observation of CMB. In terms of constraining cosmologi-
cal parameters, the Markov chain Monte Carlo (MCMC)
technique is widely used by scientists in this field for its
excellent performance.
Corresponding author: Jun-Qing Xia
xiajq@bnu.edu.cn
However, when confronting more parameters and large
amounts of data, MCMC will consume quantities of time
and computing resources. Therefore, new methods and
techniques are needed to analyze a huge amount of data
in the present and future astronomy. In order to solve
this problem, Auld et al. (2007, 2008) presented a
Bayesian inference algorithm called CosmoNet, which
is based on training an artificial neural network (ANN),
to accelerate the calculation of CMB power spectra,
matter power spectra and likelihood functions for use in
cosmological parameter estimation. Furthermore, Graff
et al. (2012) presented the blind accelerated multi-
modal Bayesian inference (BAMBI), an algorithm for
rapid Bayesian analysis that combines the benefits of
nested sampling and ANNs, to learn the likelihood func-
tion.
ANN, composed of linear and nonlinear transforma-
tions of input variables, has been proven to be a “univer-
sal approximator” (Cybenko 1989; Hornik 1991) which
can represent a great variety of functions. This powerful
property of ANN allows its wide use in regression and
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2estimation tasks. With the development of computer
hardware in the last decade, ANN is now capable of con-
taining deep layers and training with a large amount of
data. Recently, methods based on ANNs have outstand-
ing performances in solving cosmological problems in
both accuracy and efficiency. For example, it performs
excellently in analyzing Gravitational Wave (George &
Huerta 2018a; George et al. 2018; George & Huerta
2018b; Li et al. 2017; Shen et al. 2019), estimating pa-
rameters of 21 cm signal (Shimabukuro & Semelin 2017;
Schmit & Pritchard 2018), discriminating the cosmo-
logical and reionization models (Schmelzle et al. 2017;
Hassan et al. 2018), searching and estimating parame-
ters of strong gravitational lenses (Jacobs et al. 2017;
Petrillo et al. 2017; Hezaveh et al. 2017; Pourrahmani
et al. 2018; Schaefer et al. 2018), classifying the Large
Scale Structure of the universe (Aragon-Calvo 2019),
estimating cosmological parameters (Fluri et al. 2018,
2019; Ntampaka et al. 2019; Ribli et al. 2019), studying
the evolution of dark energy models (Escamilla-Rivera
et al. 2020), and reconstructing functions from cosmo-
logical observational data (Wang et al. 2020a,b).
In this work, we show that the ANN is capable of es-
timating cosmological parameters with high accuracy,
which makes the ANN an alternative to the MCMC
method in parameter estimation. We test the ANN
method by constraining parameters of the ΛCDM model
with the simulated datasets of CMB, Type Ia super-
novae (SNe Ia), and baryon acoustic oscillation (BAO).
Based on PyTorch1, an open source optimized tensor
library for deep learning, we have developed a code,
called estimating cosmological parameters with ANN
(ECoPANN2), to estimate parameters in our analysis.
It should be noted that the algorithm ECoPANN is dif-
ferent from the previous cosmological Bayesian inference
algorithms CosmoNet and BAMBI. Both CosmoNet
and BAMBI adopted ANN to replace parts of the cal-
culation of MCMC procedure. Thus, both of them are
still working based on the MCMC method. However,
the ECoPANN is designed to estimate parameters di-
rectly from the observational datasets, which is a fully
ANN-based framework that different from the Bayesian
inference.
This paper is organized as follows: In section 2, we
illustrate the method of estimating parameters, which
contains the introduction to the ANN, hyperparame-
ters of the ANN, training and parameter inference us-
ing ANN. Section 3 shows the application of the ANN
1 https://pytorch.org/docs/master/index.html
2 https://github.com/Guo-Jian-Wang/ecopann
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Figure 1. The general structure of an ANN. The input is
the observational data, and the outputs are parameters of a
specific cosmological model.
method to the CMB experiments. Section 4 present
joint constraint on parameters with multi-branch net-
work. Section 5 shows the effect of hyperparameters of
the ANN on the parameter estimation. In section 6,
discussions about the ANN method in parameter esti-
mation are presented. Finally, conclusions are shown in
section 7.
2. METHOD
In this section, we will first introduce the ANN
method, then the settings of hyperparameters of the
ANN, and finally the process of training the ANN and
parameter inference.
2.1. Artificial Neural Networks
An ANN, also called a Neural Network (NN), is a
mathematical model that is inspired by the structure
and functions of biological neural networks, and it gen-
erally consists of an input layer, hidden layers, and an
output layer. In Figure 1, we show a general struc-
ture of ANN. For the task of estimating cosmological
parameters, the observational data is fed to the input
layer, then the information of observational data passes
through each hidden layer, and finally, the cosmological
parameters are output from the output layer. Specifi-
cally, each layer accepts a vector, the elements of which
are called neurons, from the former layer as input, then
applies a linear transformation and a nonlinear activa-
tion on the input, and finally propagates the current
result to the next layer. Formally, in a vectorized style,
zi+1 = xiWi+1 + bi+1, (1)
xi+1 = f(zi+1), (2)
3where xi is the input row vector of the i-th layer, Wi+1
and bi+1 are linear weights and biases to be learned, zi+1
is the intermediate vector after linear transformation,
and f is the elementwise non-linear function (also known
as activation function). The output layer only takes lin-
ear transformation. Here we take the randomized leaky
rectified linear units(RReLU; Xu et al. (2015)) as the
activation function, which has the form
f(x) =
{
x if x ≥ 0
ax if x < 0,
(3)
where a is a random number sampled from a uniform
distribution U(l, u), and l, u ∈ [0, 1). Here we adopt the
default settings of l = 1/8 and u = 1/3 in Pytorch.
ANNs are usually designed to process a batch of data
simultaneously. Therefore, as a hyperparameter, batch
size is usually used in ANN, which defines the number
of samples that propagate through the network in one
iteration. Consider a matrix X ∈ Rm×n where m is the
batch size and each row of X is an independent input
vector, and n is the length of the input vector (for the
input layer, n equals to the number of observational data
points), then Equations (1) and (2) are replaced by the
following batch-processed version:
Zi+1 = XiWi+1 +Bi+1, (4)
Xi+1 = f(Zi+1), (5)
where Bi+1 is the vertically replicated matrix of bi+1
in Equation (1). An ANN equals a function fW,b on
input X. In supervised learning tasks, every input
data is labelled corresponding to a ground-truth target
Y ∈ Rm×p, where p is the length of the output vector
(also equals to the number of the cosmological parame-
ters). The purpose of training an ANN is to minimize
the difference between the predicted result Yˆ = fW,b(X)
and the ground truth, which is quantitatively mapped
with a loss function L, by optimizing the parameters W
and b. We take the least absolute deviation as the loss
function, which has the following form:
L = 1
mp
||Yˆ − Y ||, (6)
where the losses divided by m and p means that they
are averaged over cosmological parameters, and also av-
eraged over samples in the minibatch.
Following the differential chain rule, one could back-
ward manipulate gradients of parameters in the i-th
layer from the (i+ 1)-th layer, which is well recognized
as the backpropagation algorithm. Formally, in a vec-
torized batch style (LeCun et al. 2012),
∂L
∂Zi+1
= f ′(Zi+1)
∂L
∂Xi+1
, (7)
∂L
∂Wi+1
= XTi
∂L
∂Zi+1
, (8)
∂L
∂Xi
= WTi+1
∂L
∂Zi+1
, (9)
∂L
∂Bi+1
=
∂L
∂Zi+1
. (10)
where operator ∂L∂· represents element-wise partial
derivatives of L on corresponding indices, f ′ is the
derivative of the non-linear function f . The network
parameters are then updated by a gradient-based opti-
mizer in each iteration. Here, we adopt Adam (Kingma
& Ba 2014) as the optimizer, which can accelerate the
convergence.
In addition, the batch normalization, which is pro-
posed by Ioffe & Szegedy (2015), is implemented before
every nonlinear layer. Batch normalization is tested to
stabilize the distribution among variables, hence it ben-
efits the optimization and accelerates the convergence,
and also enables us to use higher learning rates and less
care about initialization.
2.2. Hyperparameters
There are many hyperparameters that should be se-
lected before using ANN for parameter estimations, such
as the number of hidden layers, the number of neurons in
each layer, learning rate, batch size, activation function,
and loss function. Some of them are fixed in ECoPANN,
and some are optimal. Here we illustrate the setting of
hyperparameters in ECoPANN and will test the effect
of some hyperparameters on the parameter estimation
in section 5.
There is no suitable theory for determining the most
appropriate network structure for a specific task. In
general, the structure of an ANN is determined by ex-
perience. In our analysis, we take an ANN model with
3 hidden layers, as shown in Figure 1. Moreover, we
design a model architecture that the number of neurons
in each hidden layer is decreased proportionally. Specif-
ically, the number of neurons in the i-th hidden layer is
Ni =
Nin
F i
, (11)
where Nin is the number of neurons of the input layer,
and F is the decreasing factor of the number of neurons
which is defined by
F =
(
Nin
Nout
) 1
n+1
, (12)
4where Nout is the number of neurons of the output layer,
and n is the number of hidden layers. Due to the de-
creasing factor, the number of neurons in the i-th hidden
layer may not an integer, thus, in the actual calcula-
tions, Ni should be rounded to an integer. Note that
Nin and Nout are determined by the number of obser-
vational data points and that of the cosmological pa-
rameters to be estimated. Thus, the number of neurons
in each layer is totally determined by the observational
data and cosmological parameters.
Learning rate is a hyperparameter that controls how
much to adjust the weights and biases (Equation 1) of
the ANN with respect to the loss gradient, usually in
the range between 0 and 1. Here, the learning rate is
initially set to 10−2 and decreases with the number of
epochs to 10−8. The batch size is set according to the
number of the training samples to ensure that there are
four iterations at each epoch. We set the number of
epoch to 2× 103, thus, the total number of iterations is
8×103, which is large enough to ensure the loss function
no longer decreases.
2.3. Training and parameter inference
In the process of estimating cosmological parameters
with ECoPANN, the ANN is firstly trained with data
simulated by cosmological model, and then cosmologi-
cal parameters can be determined by the trained ANN
model. In this section, we illustrate the process of train-
ing ANN and the method of estimating cosmological pa-
rameters with the ANN.
2.3.1. Training set
The ANN aims to make a mapping from the input
data to the output data, thus, for the task of param-
eter inference, the ANN actually learns a mapping be-
tween the measurement and the corresponding cosmo-
logical parameters. Therefore, in order to enable the
trained ANN to have a reasonable prediction for the ob-
servational data, the parameter space of the training set
should be large enough to cover the true values of pa-
rameters of the observational data. In our analysis, we
set the range of each parameter to [P − 5σp, P + 5σp],
where P is the best value of the posterior distribution
of the parameter, and σp is the corresponding 1σ error.
This parameter space is large enough to cover the pos-
terior distribution of the parameters. In the parameter
space, the cosmological parameters of the training set
are simulated according to the uniform distribution.
2.3.2. Add noise
In supervised learning tasks, training sets are gener-
ally expected to hold the same distribution as the test
data which is specifically the observational data in this
work. For measurement X, it generally subjects to a
specific distribution due to the uncertainty of observa-
tions. Here we assume that it subject to Gaussian dis-
tribution N (X¯, σ2), where X¯ is the best values of X
and σ is the corresponding error. However, there are no
errors in the measurements simulated by the cosmologi-
cal model. Therefore, the training sets should be trans-
formed to the same distribution as the observational one
before training the ANN. In addition, previous work has
shown that adding additional noise to the input data
is equivalent to Tikhonov Regularization which could
enhance the generalization of trained neural networks
(Bishop 1995). Therefore, based on the error level of
observational data which is to be used for cosmological
parameter estimation, we add Gaussian random noise
to the training set to avoid inconsistency of distribution
and overfitting, as well as enhance the generalization of
the trained model.
At each epoch of the training process, Gaussian noise
N (0, Aσ2) will be generated and added to each sample
of the training set, where A is a coefficient that ∼ 1.
Note that in the training process of the ANN, different
noise samples will be generated at each epoch. There-
fore, after the epoch of 2× 103, the ANN will be able to
statistically learn the distribution of the observational
data. In order to reduce the dependence of trained net-
work models on specific experimental observation errors,
we take the coefficient A subject to Gaussian distribu-
tion N (0, 0.25) which can ensure |A| ∈ [0, 1.5]. This in-
dicates that the ANN will learn the cosmological model
with different precision, which means that the trained
ANN model can also estimate parameters of the cosmo-
logical model when using higher precision experimental
data. Therefore, this may greatly enhance the applica-
bility of this method.
2.3.3. Data preprocessing
Previous researches show that the performance of
ANN can be influenced by the data-preprocessing tech-
niques (Nawi et al. 2013). In order to improve the per-
formance and convergence of ANN, we preprocess the
training set before feeding them to the ANN. Specifi-
cally, we first divide the cosmological parameters in the
training set by their eigenvalues, so that the cosmologi-
cal parameters become numbers of ∼ 1. Then, the train-
ing set is normalized by using the Z-Score normalization
technique
z =
x− µ
σ
, (13)
where µ and σ are the mean and standard deviation
of the measurement X or the corresponding parameters
P . This data-preprocessing method can reduce the in-
fluence of the order of magnitude difference between pa-
5rameters on the result, so that the ANN can be applied
to any cosmological parameters.
2.3.4. Training process
After two steps of preprocessing via the methods of
sections 2.3.2 and 2.3.3, the training set can be used to
train the ANN. Specifically, the key steps of the training
process using ECoPANN are:
1. Set initial conditions for cosmological parameters,
which are intervals of parameters.
2. Building a class object for the cosmological model
and pass it to ECoPANN, and the training set will
be simulated automatically via the method of sec-
tion 2.3.1 by using the class object.
3. Pass the errors of the observational data to ECo-
PANN, and then random noise will be automati-
cally added to the training set via the method of
section 2.3.2. Furthermore, the training set will be
preprocessed using the method of section 2.3.3.
4. After the training set are preprocessed, an ANN
model will be built automatically via the method
of section 2.2 according to the size of the mock
data.
5. Feeding the training set to the ANN model, and
the model will be well trained after 2×103 epochs.
6. Simulate random samples using the observational
data and feed them to the well trained ANN
model, and then a chain of parameters will be pro-
duced. Note that the length of the chain is equal
to the number of random samples.
7. Posterior distribution of parameters can be further
obtained by using the chain. Then, the parameter
space to be learned will be updated according to
the posterior distribution of parameters.
8. Obtain several chains of parameters by repeating
steps 2-7. Then, these chains can be used for pa-
rameter inference.
To obtain a chain of parameters in step 7, we first
generate multiple realizations of a data-like sample by
drawing the measurement X via the Gaussian distribu-
tionN (X¯, σ2). Then, the chain can be obtained by feed-
ing these simulated samples to the well trained ANN. We
note that the initial conditions of cosmological parame-
ters set in step 1 are general ranges of parameters, which
means that the true parameters may not in the ranges.
Therefore, the parameter space should be updated in
step 7 before training next ANN. Specifically, we first
obtain the best-fit values and errors of parameters from
the chain, by using the public code corner3, then, the
parameter space is updated to [P − 5σp, P + 5σp].
2.3.5. Parameter inference
In the training process, parameters of the ANN (W
and b in Equation 1) will be updated after each iter-
ation. It should be noted that the parameters of the
ANN are initialized randomly before the training pro-
cess. Thus, given specific hyperparameters and train-
ing set, two initializations of the parametersin ANN will
lead to two different chains of cosmological parameters.
To eliminate the effect of the initialization of parame-
ters in ANN on the results of cosmological parameters,
we obtain multiple chains of cosmological parameters by
training multiple ANNs in step 8 of section 2.3.4, and
then use them to estimate cosmological parameters.
3. APPLICATION TO CMB EXPERIMENTS
To test the capability of the ANN in estimating cosmo-
logical parameters, we constrain parameters of ΛCDM
model using the temperature power spectrum of CMB
observations. We will first test the ANN method with
the simulated CMB data and then with the Planck CMB
observational data.
3.1. Power spectrum
The mock CMB observations used in our analysis is
simulated based on the Polarized Radiation Imaging and
Spectroscopy Mission (PRISM) (Andre´ et al. 2014), by
using the Parameter Forecast for Future CMB Experi-
ments code (Perotto et al. 2006). The fiducial values
of parameters of ΛCDM cosmological model are set as
follows:
H0 = 67.31 km s
−1 Mpc−1, Ωbh2 = 0.02222,
Ωch
2 = 0.1197, τ = 0.078, (14)
As = 2.19551× 10−9, ns = 0.9655.
where H0 is the Hubble constant, Ωbh
2 is the baryon
density, Ωch
2 is the cold dark matter density, τ is the
optical depth, As is the amplitude of primordial infla-
tionary perturbations, and ns is the spectral index of
primordial inflationary perturbations.
The temperature power spectrum is simulated by tak-
ing the experimental specifications of PRISM, where the
frequency lies within 90GHz to 220GHz. The details
of experimental specifications are shown in Table 1, in
which the sky fraction fsky = 0.8 for each frequency
channel. We simulate TT , EE, TE power spectra of
3 https://pypi.org/project/corner/1.0.0/
6Channel FWHM 4T 4P
(GHz) (arcmin) (µK arcmin) (µK arcmin)
90 5.7 3.30 4.67
105 4.8 2.88 4.07
135 3.8 2.59 3.66
160 3.2 2.43 3.44
185 2.8 2.52 3.56
200 2.5 2.59 3.67
220 2.3 2.72 3.84
Table 1. Experimental specifications of PRISM CMB exper-
iment: Frequency channels, beam width, temperature and
polarization sensitivities for each channel. The sky fraction
fsky = 0.8 for all frequency channels.
CMB, which can be represented as a vector (CTT` , C
EE
`
and CTE` ) with covariance matrix
Cov``′ =
2
(2`+ 1)4`fsky C˜
2
` δ``′ (15)
where C˜2` runs over (C˜
TT
` )
2, (C˜EE` )
2 and 12 [(C˜
TE
` )
2 +
C˜TT` C˜
EE
` ] with
C˜TT` = C
TT
` +N
TT
` ,
C˜EE` = C
EE
` +N
EE
` , (16)
C˜TE` = C
TE
` .
Here NTT` and N
EE
` are noise power spectra that can
be approximated as
N` = θ
2
FWHMσ
2
P exp
[
`(`+ 1)
θ2FWHM
8 ln 2
]
, (17)
where σP is the root mean square of the instrumental
noise that equals to 4T for TT power spectrum and
4P for EE or TE power spectra.
3.2. Estimating parameters
The ANN is trained with the simulated CMB tem-
perature power spectra generated by Python package of
CAMB4. Here, we only consider integers that the mul-
tipole ` ∈ [30, 2000] to train the ANN, so the bins on
` is 1. The input of the ANN is a temperature power
spectrum of CMB and the outputs are six parameters of
the ΛCDM cosmological model. The specific process of
our analysis is unfolded into the following two steps.
First, we fit the PRISM CMB temperature power
spectrum TT to ΛCDM cosmological model using the
Markov Chain Monte Carlo (MCMC) method. Here,
4 http://camb.readthedocs.io/en/latest
Table 2. 1σ Constraints on parameters of ΛCDM model
using the temperature power spectrum of PRISM CMB.
Methods
Parameters MCMC ANN
H0 67.322± 0.757 67.293± 0.784
Ωbh
2 0.02228± 0.00014 0.02222± 0.00014
Ωch
2 0.11966± 0.00180 0.11971± 0.00188
τ 0.07799± 0.01933 0.07895± 0.02019
109As 2.19519± 0.07935 2.19883± 0.08155
ns 0.96568± 0.00411 0.96572± 0.00425
Table 3. The setting of initial conditions of cosmological pa-
rameters in estimating cosmological parameters with ANN.
Parameters Minimum Maximum
H0 75 80
Ωbh
2 0.0236 0.0250
Ωch
2 0.09 0.10
τ 0.28 0.35
109As 3.0 3.8
ns 1.0 1.1
emcee (Foreman-Mackey et al. 2013), a Python module
that achieves the MCMC method, is used to constrain
the cosmological parameters. During the constraining
procedures, 100,000 MCMC chains are generated, and
then the best-fit values with 1σ errors of these param-
eters are calculated from the MCMC chains by using
corner, as shown in Table 2. It is obvious that the best-
fit values are consistent with the fiducial ones, and the
deviations from the fiducial values are 0.016σ, 0.060σ,
0.024σ, 0.001σ, 0.004σ, and 0.044σ, respectively.
Second, we constrain the cosmological parameters
with ANN, by using the method illustrated in section
2.3. We first set initial conditions for the cosmologi-
cal parameters, as shown in Table 3. In order to test
the feasibility and reliability of the training strategy of
section 2.3.4, we set the initial conditions completely de-
viate from the fiducial values (Equation 14). The input
of the ANN is a spectrum, while the outputs are six
cosmological parameters. In the training process, 5,000
temperature power spectra are used to train the ANN.
Following the training process of section 2.3.4, we train
15 ANNs and obtain 15 chains of parameters.
We calculate the best-fit values and 1σ errors using
the 15 chains and draw them in Figure 2. The red dots
with error bars are the results of the ANN method, while
the black solid liens and gray areas represent the best-
fit values and 1σ errors of the parameters obtained by
the MCMC methods. In this figure, 15 sets of results
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Figure 2. Best-fit values and 1σ errors of cosmological parameters as a function of steps. The red dots with error bars are
the results of the ANN method, the black solid lines and gray areas are that of the MCMC method, and the red dashed lines
represent the fiducial values of cosmological parameters.
correspond to 15 steps, which means that an ANN is
trained and a chain is obtained in each step. We can
see that the results of ANN deviate greatly from the
fiducial values (the red dashed lines) at the first step,
but as the number of steps increases, both the best-fit
values and errors tend to be stable and eventually coin-
cide with the fiducial values, and also coincide with the
results of MCMC. This indicates that the ANN method
can accurately constrain parameters even if biased initial
conditions are given. The reason is that, after training
an ANN, the parameter space will be updated according
to the posterior distribution of the cosmological param-
eters, and then the new parameter space will be used
to train the next ANN. This shows the feasibility of the
training strategy illustrated in section 2.3.4.
As shown in Figure 2, the results of the cosmological
parameters are not stable for the first five steps, thus,
the chains in the early part of the steps must be ignored
in parameter inference, and we call this part as burn-in.
Therefore, the ANN chains after the black dashed line
are taken in parameter inference. The best-fit values
and 1σ errors obtained from these chains are shown in
Table 2, and we also plot the distributions of the param-
eters in Figure 3 (the blue solid lines). These results are
obviously consistent with the fiducial values of cosmo-
logical parameters (the gray dots), and they are almost
the same as those of the MCMC method (the red dashed
lines). Furthermore, we can calculate the deviations be-
tween the ANN results and the fiducial values according
to Table 2. The deviations of the six cosmological pa-
rameters are 0.022σ, 0.009σ, 0.004σ, 0.047σ, 0.041σ, and
0.051σ, respectively, which are quite small. The mean
deviation of the six cosmological parameters is 0.029σ,
which is similar to that of the MCMC (0.025σ). In addi-
tion, for the errors of the cosmological parameters, the
mean relative deviation between the ANN results and
the MCMC results is 3.5%, which means that the errors
of parameters based on ANN are very similar to that
based on MCMC. Therefore, the ANN method is ca-
pable of estimating cosmological parameters with high
accuracy.
We note that the length of the burn-in phase is af-
fected by the initial conditions of parameters. In the
analysis above, ∼ 10σ biased initial conditions are se-
lected before training the first ANN model, which lead
to the burn-in phase contains five steps. The ANN can
make a reasonable prediction for samples whose param-
eters are located in the parameter space of the training
set. Therefore, if good initial conditions are selected
to cover the posterior probability distribution of the pa-
rameters, the ANN will accurately predict the cosmolog-
ical parameters in the first step, and thus would reduce
the burn-in phase.
3.3. Higher precision experiments
As we illustrated in section 2.3.2 that different lev-
els of noise are added to the training set. Therefore, in
theory, the trained ANNs can be used to estimate cos-
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Figure 3. One-dimensional and two-dimensional marginalized distributions with 1σ and 2σ contours of H0, Ωbh
2, Ωch
2, τ ,
As, and ns constrained from temperature power spectrum of PRISM CMB. The blue solid lines are the results of the ANN
method, the red dashed lines represent that of the MCMC method, and the gray dots are the fiducial values of the cosmological
parameters.
mological parameters for higher precision experimental
datasets. To test this, we take the well trained ANNs
of section 3.2 to estimate cosmological parameters using
higher precision CMB samples: 0.5σ, 0.3σ, and 0.1σ,
respectively, where σ is the errors of PRISM CMB. We
call these three samples as sample (a), sample (b), and
sample (c), respectively.
The results of the ANN and MCMC methods are
shown in Figure 4, where the red dashed lines are the
fiducial values of the cosmological parameters (Equa-
tion 14). The mean deviations between the ANN results
and the fiducial values for the three CMB samples are:
0.073σ, 0.137σ, and 0.397σ respectively. This means
that with the improvement of the observational preci-
sion, the deviation between the parameters obtained by
ANN and the true values will increase, which is reason-
able. For the sample (c), the mean deviation is about
an order of magnitude larger than that of the PRISM
CMB (0.029σ, see section 3.2), which may not be ac-
ceptable. However, for samples (a) and (b), the mean
deviations are not very large compared to that of the
PRISM CMB, which may be acceptable. Furthermore,
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Figure 4. Best-fit values and 1σ errors of cosmological parameters constrained from higher precision CMB samples: 0.5σ, 0.3σ,
and 0.1σ, respectively, where σ is the errors of PRISM CMB. See the text for details.
we can see that the errors of parameters based on ANN
are similar to that based on MCMC. For the errors of
the cosmological parameters of the three CMB samples,
the mean relative deviations between the ANN results
and the MCMC results are 3.7%, 3.2%, and 17.2%, re-
spectively. For samples (a) and (b), these mean relative
deviations are similar to that of the PRISM CMB (3.5%,
see section 3.2), while for sample (c), it is a little larger
than that of the PRISM CMB. These results indicate
that the ANN trained on the PRISM CMB still performs
well in experiments where the precision is increased by
about three times. Therefore, the ANNs trained for the
PRISM CMB can be used to estimate cosmological pa-
rameters for CMB observations that has higher preci-
sion.
It should be noted that when estimating cosmolog-
ical parameters with ANN, the training process takes
up almost all the time, while very little time (about
a few seconds) will be taken for estimating parameters
with the well trained ANN. Therefore, this advantage of
the ANN method in estimating cosmological parameters
for higher precision observations will greatly reduce the
time of parameter inference, which may be very ben-
eficial to the current and future large-scale sky survey
experiments.
3.4. Discovery of new physics
The analysis of section 3.3 shows that the ANNs
trained based on the PRISM CMB can be used for pa-
rameter estimation of higher precision CMB samples,
Table 4. The parameter space learned by the ANNs of
section 3.2 (ANNs after burn-in in Figure 2).
Parameters Minimum Median Maximum
H0 63.401 67.278 71.155
Ωbh
2 0.02150 0.02222 0.02294
Ωch
2 0.11037 0.11972 0.12908
τ 0.00300 0.07895 0.18019
109As 1.79385 2.20018 2.60650
ns 0.94460 0.96563 0.98664
even if the CMB sample has 30% uncertainties of the
PRISM CMB. We note that the samples (a), (b), and (c)
used in section 3.3 have the same fiducial values (Equa-
tion 14) as the PRISM CMB. Moreover, a specific pa-
rameter space is learned by an ANN after the training
process. Therefore, in theory, a well trained ANN can
only be used to estimate parameters for observations
whose true parameters are included in the learned pa-
rameter space. This means that for observations whose
true parameters exceed the learned parameter space, the
ANN should be retrained before estimating parameters.
For the ANNs in section 3.2 (ANNs after burn-in
in Figure 2), the mean parameter space learned by
them is shown in Table 4. As we illustrated in sec-
tion 2.3.1 that the parameter space to be learned is set
to [P − 5σp, P + 5σp], where P is the best-fit value of
the posterior distribution of the parameter and σp is the
corresponding 1σ error, which can be found in Table 2.
We can see that the medians of the parameter space in
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Figure 5. Left: Mean deviations between the ANN results and the fiducial values as a function of the deviation of the Hubble
constant. Right: Mean relative deviation between the errors of the cosmological parameters of the ANN results and that of the
MCMC results as a function of the deviation of the Hubble constant.
Table 4 are similar to the best-fit values in Table 2. Note
that the optical depth τ should be a positive value, and
the minimum value of it is set to 0.003 to avoid errors
in CAMB. Therefore, the parameter space of τ is cut off
by 0.003, and the minimum value of it in the parameter
space is 0.003. From the analysis of section 3.3, it is dif-
ficult to see the ability of a well trained ANN in estimat-
ing parameters for observations whose true parameters
deviated from the learned parameter space. Therefore,
it is difficult to see whether the ANN method is capable
of discovering new physical phenomena, such as a differ-
ent Hubble constant found by new experiments. To test
this, in the simulation of the CMB sample, we adopt
six different Hubble constant values that deviated from
the median of the parameter space (see Table 4) with
1σp, 2σp, 3σp, 4σp, 5σp, and 6σp, respectively. Here, the
deviation is define as follows
∆H0 =
H0 −H0,med
σp
, (18)
where H0,med is the median of the Hubble constant in
the parameter space. Thus, the H0 values are 68.054,
68.829, 69.604, 70.380, 71.155, and 71.931, respectively.
Using these H0 values, we first simulate six sets of
CMB samples based on the experimental specifications
of PRISM experiment (Table 1). Note that for the other
five cosmological parameters, the values in Equation 14
are used. Then, we use the well trained ANNs of sec-
tion 3.2 to estimate parameters of these six sets of CMB
samples. The mean deviations between the ANN results
and the fiducial values for the six CMB samples are:
0.032σ, 0.040σ, 0.040σ, 0.101σ, 0.299σ, and 0.673σ, re-
spectively. These deviations are also plotted in the left
panel of Figure 5 (the blue solid line). We can see that
as the deviation of H0 increases, the ANN results will
gradually deviate from the fiducial values. For the de-
viation of H0 that ≤ 3σp, the mean deviations of the
six cosmological parameters are ≤ 0.04σ, which are sim-
ilar to that of Figure 3 (0.029σ). Therefore, the ANN
performs well even if the Hubble constant deviates from
the median of the parameter space with 3σp. We note
that when the deviation of H0 is 6σp (here H0 is not
included in the parameter space of Table 4), the ANN
results are also consistent with the fiducial values within
a 1σ confidence level. This means that the well trained
ANN can give a reasonable estimation for parameters
that have not been learned, which will greatly improve
the ability of the ANN in parameter inference.
Furthermore, we estimate parameters using the
MCMC method, and then calculate the mean relative
deviations between the errors of the cosmological param-
eters of the ANN results and that of the MCMC results,
as shown in the right panel of Figure 5 (the yellow solid
line). The mean relative deviation will increase as the
deviation of H0 increases, and even if the deviation of
H0 is 6σp, it is smaller than 20%. For the deviation of
H0 that ≤ 3σp, the mean relative deviations of the six
cosmological parameters are ≤ 3.0%, which are similar
to that of Figure 3 (3.5%). Therefore, the well trained
ANN is capable of estimating cosmological parameters
with high accuracy for observations whose true param-
eters deviated from the median of the parameter space
with 3σp.
In addition, we also applied the deviated Hubble con-
stant values to the samples (a) and (b) in section 3.3
which have 50% and 30% uncertainties of the PRISM
CMB, respectively, and another 12 sets of CMB samples
are simulated. Then, we use the well trained ANNs of
section 3.2 and the MCMC method to estimate param-
eters of these 12 sets of CMB samples. The results are
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Table 5. 1σ Constraints on parameters of ΛCDM model
using the temperature power spectrum of Planck CMB.
Methods
Parameters MCMC ANN
H0 67.918± 1.197 67.918± 1.240
Ωbh
2 0.02237± 0.00023 0.02237± 0.00024
Ωch
2 0.11854± 0.00275 0.11847± 0.00279
τ 0.12913± 0.03263 0.12993± 0.03170
109As 2.42592± 0.14963 2.42893± 0.14252
ns 0.96841± 0.00680 0.96865± 0.00713
shown in Figure 5, where the mean deviations between
the ANN results and the fiducial values are shown in the
left panel with the blue dashed line and the blue dotted
line, and the mean relative deviations between the er-
rors of the cosmological parameters of the ANN results
and that of the MCMC results are shown in the right
panel with the yellow dashed line and the yellow dotted
line. For the deviation of H0 that ≤ 3σp, the mean devi-
ations are ≤ 0.082σ for samples with 50% uncertainties,
and ≤ 0.135σ for samples with 30% uncertainties; the
mean relative deviations are ≤ 4.8% for samples with
50% uncertainties, and ≤ 4.5% for samples with 30%
uncertainties. We can see that all these results are simi-
lar to those in section 3.3. Therefore, it is reliable to use
the ANN trained by the current observational data to
estimate parameters for future higher precision observa-
tions.
As shown in Figure 5, even if the true cosmological
parameter deviate from the median of the parameter
space with 5σp, the ANN results are consistent with the
fiducial values within a 1σ confidence level. However,
we note that when the parameter deviates from the me-
dian of the parameter space with more than 3σp, the
ANN results will gradually deviate from the true values.
Therefore, when using ECoPANN to estimate parame-
ters, 3σp is taken as a threshold to determine whether
new physics is discovered. This means that if the esti-
mated best-fit values of the parameters are not included
in the range of [P −3σp, P + 3σp], potential new physics
should be supported by the observational data, and the
ANN should be retrained to estimate the cosmological
parameters. This advantage of the ANN may be very
helpful for parameter estimation of some sky survey ex-
periments.
3.5. Test with Planck CMB
In the analysis of section 3.2, the ANN is capable
of estimating the cosmological parameters with high
accuracy for the simulated CMB observation. In the-
ory, this pipeline can also be used for the observa-
tional CMB missions. Following the same procedures,
we estimate the cosmological parameters of ΛCDM
model with Planck2015 temperature power spectrum
COM PowerSpect CMB R2.02.fits5. We use the MCMC
and ANN methods simultaneously to estimate the six
cosmological parameters. The results of these two meth-
ods are listed in Table 5, and the one-dimensional and
two-dimensional marginalized distributions of the cos-
mological parameters are shown in Figure 6, in which
the blue solid lines represent the results of the ANN
method, while the red dashed lines are that of the
MCMC method. Obviously, the results of these two
methods are consistent with each other. More specifi-
cally, the deviations between the ANN results and the
MCMC results for the six cosmological parameters are
0.000σ, 0.016σ, 0.018σ, 0.018σ, 0.015σ, and 0.025σ, re-
spectively. This indicates that the ANN method can
almost get the same results as the MCMC method.
Therefore, our method can also be used for parameter
estimation of observational data, which make it has a
wide range of applicability.
4. JOINT CONSTRAINT ON PARAMETERS
The analysis of section 3 show that the ANN method
performs very well in estimating cosmological parame-
ters with one dataset. However, multiple datasets from
different experiments are usually required to simultane-
ously constrain cosmological parameters, which is not
possible for the ANN model of Figure 1. To do this, we
expand the ANN model of Figure 1 to a multi-branch
network to achieve joint constraint on parameters. In
this section, we will first illustrate the multi-branch net-
work, and then test it using the simulated CMB, SNe
Ia, and BAO datasets.
4.1. Multi-branch network
The general structure of a multi-branch network
is shown in Figure 7, where the inputs are multiple
datasets from different experiments and the outputs are
the cosmological parameters to be estimated. Each
branch accepts one component of the observational
datasets and processes them independently in shallow
layers. Then, intermediate features are concatenated
and fed into the remaining part of the network to obtain
the estimation of parameters. In our network structure,
each branch consists of four fully-connected layers while
the remaining part has two.
To obtain a well-behaved joint multi-branch estima-
tor, we firstly train an independent ANN for every com-
ponent of the datasets and copy the first four layers
5 http://pla.esac.esa.int/pla/#cosmology
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Figure 6. The same as Figure 3, except now using the Planck2015 temperature power spectrum.
to the corresponding branch, which will effectively ex-
tract features of the observational data and accelerate
the training of the ANN. Then, we keep the weights
of the branches and optimize the remaining part of the
network by back-propagation. Finally, we fine-tune the
entire network. Besides, the parameters of the trained
ANN can be used as the initialization of the ANN in the
next step, which can also effectively improve the training
speed of the network.
4.2. Test with CMB, SNe Ia and BAO
In this section, we test the multi-branch network by
constraining six cosmological parameters of the ΛCDM
model with the simulated CMB, SNe Ia, and BAO
datasets. Similarly, we achieve our analysis by com-
paring the results of the ANN method with that of the
MCMC method.
4.2.1. Data simulations
Take the parameters of Equation 14 as the fiducial
cosmology, we simulate CMB observation based on the
experimental specifications of PRISM experiment (Ta-
ble 1), the SNe Ia based on the future Wide-Field Infra-
Red Survey Telescope (WFIRST) experiment (Spergel
et al. 2015), and the BAO measurements based on
the future SKA2 survey (Bull et al. 2015). In addi-
tion to the temperature power spectrum, the expanded
pipeline also involves polarization power spectrum of the
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Figure 7. The general structure of a multi-branch network
that achieves joint constraint on cosmological parameters.
The inputs are multiple datasets {D1, D2, ..., Dn} that from
different experiments. The outputs are parameters of cos-
mological model to be estimated.
PRISM CMB. The total number of SNe Ia predicted by
WFIRST is 2725, which is expected in each 4z = 0.1
bin for redshift in the range of 0.1 < z < 1.7. The photo-
metric measurement error per supernova is σmeas = 0.08
magnitudes, and the intrinsic dispersion in luminosities
is assumed as σint = 0.09 magnitudes. The other contri-
bution to statistical errors is gravitational lensing mag-
nification which is modeled as σlens = 0.07× z mags.
The Square Kilometre Array (SKA) project is an in-
ternational collaboration to build the world’s largest ra-
dio telescope, the construction of which is divided into
two phases: SKA Phase 1 (SKA1) and SKA Phase 2
(SKA2). SKA2 will achieve an RMS flux sensitivity of
Srms ≈ 5 µJy for a 10,000 hour survey over 30,000 deg2.
The expected yield for such a survey is ∼ 109 galaxies
between 0.18 < z < 1.84. These make it powerful in
measuring BAO. Here we take 17 BAO measurements
from Bull et al. (2015) to estimate parameters. The
measurements of BAO are the Hubble parameter H(z)
and the angular diameter distance DA(z). For the flat
ΛCDM model
H(z) = H0
√
Ωm(1 + z)3 + 1− Ωm , (19)
where Ωm = (100
2Ωbh
2)/H20 + (100
2Ωch
2)/H20 . The
luminosity distance is
DL(z) = c · (1 + z)
∫ z
0
dz′
H(z′)
, (20)
where c is the speed of light. So, DA(z) can be calculated
using the cosmic distance duality DA(z) = DL/(1+z)
2.
Thus, BAO measurement is sensitive to H0, Ωbh
2, and
Ωch
2. For SNe Ia, the distance modulus
µ(z) = 5 log
DL
Mpc
+ 25 , (21)
Table 6. 1σ Constraints on parameters of ΛCDM model us-
ing the simulated PRISM CMB, SNe Ia, and BAO datasets.
Methods
Parameters MCMC ANN
H0 67.306± 0.103 67.305± 0.103
Ωbh
2 0.02223± 0.00003 0.02223± 0.00003
Ωch
2 0.11972± 0.00029 0.11973± 0.00028
τ 0.07828± 0.00221 0.07813± 0.00218
109As 2.19679± 0.00910 2.19619± 0.00907
ns 0.96560± 0.00135 0.96556± 0.00133
Notes. The SNe Ia data is simulated based on the
WFIRST experiment, and the BAO measurements is
simulated based on the SKA2 survey.
which is also sensitive to Ωbh
2 and Ωch
2, is usually used
to estimate parameters.
4.2.2. Results
We estimate the cosmological parameters with both
ANN and MCMC methods. The results of the MCMC
method are shown in Table 6, which are consistent with
the fiducial cosmological model (Equation 14) within a
1σ confidence level, and the deviations from the fiducial
values are 0.052σ, 0.239σ, 0.092σ, 0.061σ, 0.075σ, and
0.044σ, respectively. With the same procedure as sec-
tion 2.3.4, we train the multi-branch network with the
simulated CMB, SNe Ia, and BAO datasets. The inputs
consist of six components: TT , EE, and TE spectra
of CMB, the distance modulus µ(z) of SNe Ia, and the
Hubble measurements H(z) and the angular diameter
distance DA(z) of BAO, while the outputs are six cos-
mological parameters.
After training the ANNs, we obtain six chains that
can be used to estimate the cosmological parameters.
Finally, we calculate the best-fit values and 1σ errors by
using these chains, shown in Table 6. Furthermore, we
plot the one-dimensional and two-dimensional marginal-
ized distributions with 1σ and 2σ contours of the param-
eters to Figure 8, where the blue solid lines represent the
results of the ANN method and the red dashed lines are
for that of the MCMC method. Obviously, we can see
that the results of the ANN method are consistent with
the fiducial values (Equation 14), and are almost the
same with the results of the MCMC method.
In addition, we calculate the deviations between the
ANN results and the fiducial values according to Table 6,
which are 0.039σ, 0.189σ, 0.071σ, 0.128σ, 0.141σ, and
0.077σ, respectively. Here, the mean deviation of the
six parameters is 0.107σ, which is similar to that of the
MCMC (0.094σ). Moreover, for the errors of the cosmo-
logical parameters, the mean relative deviation between
the ANN results and the MCMC results is 1.4%, which
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Figure 8. One-dimensional and two-dimensional marginalized distributions with 1σ and 2σ contours of H0, Ωbh
2, Ωch
2, τ , As,
and ns constrained from PRISM CMB temperature and polarization spectra, SNe Ia of future WFIRST experiment, and BAO
measurements of future SKA2 survey. The blue solid lines are the results of the ANN method, the red dashed lines represent
that of the MCMC method, and the gray dots are the fiducial values of the cosmological parameters.
is small enough to be acceptable in parameter estima-
tions. Therefore, the multi-branch network is capable
of constraining cosmological parameters with high accu-
racy.
5. EFFECT OF HYPERPARAMETERS
Hyperparameters of the ANN are set to specific val-
ues in the upper analysis (see section 2.2). However, the
performance of the ANN may be influenced by the set-
ting of hyperparameters. Thus, in this section, we test
the effect of hyperparameters on the results of param-
eter estimations. Specifically, we test the effect of the
number of hidden layers, the activation functions, the
number of the training set, and the number of epoch on
the results, by using the simulated temperature power
spectrum of PRISM CMB.
5.1. The number of hidden layer
We first test the effect of the number of hidden layer
in the ANN model of Figure 1. We design five different
ANN structures with the number of hidden layers from
1 to 5, where the number of neurons in each layer is set
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Figure 9. Mean deviations between the ANN results and the fiducial values as a function of the number of hidden layers, the
activation function, the number of training sets, and the number of epochs, respectively.
according to Equation 11. In addition, the activation
function is RReLU and the number of samples in the
training set is 3,000. Then, five sets of ANNs are trained
and the corresponding chains are obtained according to
the procedure of sections 2.3.4 and 2.3.5. Finally, the
best-fit values and 1σ errors of cosmological parameters
can be calculated from these chains.
Furthermore, we calculate the mean deviations be-
tween the ANN results and the fiducial ones (Equation
14). The mean deviation as a function of the number
of hidden layers is shown in the upper left panel of Fig-
ure 9, where the maximum deviation is 0.050σ (for the
ANN with one hidden layer) and the minimum devia-
tion is 0.018σ (for the ANN with three hidden layers).
The deviation of 0.050σ may be acceptable in parame-
ter estimations, thus, this may indicate that the ANN
can be used to estimating parameters even has one hid-
den layer. However, in the five structures of ANN, the
structure with three hidden layers has the minimum de-
viation. Therefore, we adopt the ANN structure that
has three hidden layers in our analysis.
5.2. Activation function
To test the effect of activation function on the results
of parameter estimations, we select four kinds of recti-
fied units: rectified linear (ReLU), leaky rectified lin-
ear (Leaky ReLU), parametric rectified linear (PReLU),
and the RReLU activation function used in the analysis
above. The ReLU activation function is first used by
Nair & Hinton (2010), which is defined as:
f(x) =
{
x if x ≥ 0
0 if x < 0.
(22)
The leaky ReLU is introduced by Maas et al. (2013),
with the mathematical form
f(x) =
{
x if x ≥ 0
x
a if x < 0,
(23)
where a is a fixed parameter in range (1,+∞). In the
analysis of Maas et al. (2013), the authors suggest
setting a to a large number like 100, thus, we set a to be
100 in our analysis. For the PReLU activation function,
it is proposed by He et al. (2015), which has the same
16
mathematical form as the leaky ReLU (Equation 23).
However, a is a learnable parameter to be learned in the
training process via backpropagation.
In our analysis, the structure of ANN with three hid-
den layers is adopted and the training set contains 3,000
samples. With the same procedure as section 2.3.4, we
estimate cosmological parameters with ANNs by adopt-
ing these four different activation functions. After ob-
taining chains of parameters, the mean deviations of
parameters between the ANN results and fiducial val-
ues are calculated, shown in the upper right panel of
Figure 9. The results show that the activation function
will affect the performance of ANN in parameter estima-
tion. In the four activation functions, the superiority of
RReLU is more significant than that of the other three
activation functions. Therefore, the RReLU activation
function is recommended in the task of parameter esti-
mation.
5.3. The number of training set
Previous researches show that the number of training
set also affect the performance of the ANN. To test this,
we train the ANN with training sets that have different
numbers of samples. Specifically, the number of samples
of the training set varies from 1,000 to 10,000. In the
analysis, an ANN with three hidden layers is adopted
and the activation function is RReLU. With the same
procedure, we train ANNs and then obtain the corre-
sponding chains of parameters. Finally, the mean de-
viations are calculated and are shown in the lower left
panel of Figure 9. We can see that for the training set
that has 1,000 or 2,000 samples, the deviation is a lit-
tle larger. However, when the number of training set
more than 3,000, the deviation will be relatively lower.
It should be noted that the time of training an ANN is
related to the amount of data in the training set. There-
fore, considering the performance of the ANN and the
training time, the number of training set should be se-
lected reasonably.
5.4. The number of epoch
The number of epoch may also affect the performance
of the ANN. To test this, we train the ANN with differ-
ent number of epoch which varies from 500 to 5,000. For
other hyperparameters, the ANN with three hidden lay-
ers is adopted, the activation function is set to RReLU,
and the number of the training set is 3,000. With the
same procedure, we train ANNs and obtain the corre-
sponding chains of parameters. Finally, we calculate the
mean deviations and plot them in the lower right panel
of Figure 9. We can see that as the number of epoch in-
creases, the mean deviation will first oscillate violently,
Table 7. The same as Table 3, but now the initial conditions
are based on the Planck2015 results (Ade et al. 2016).
Parameters Minimum Maximum
H0 57.7 76.9
Ωbh
2 0.0199 0.0245
Ωch
2 0.0977 0.1417
τ 0.003 0.268
109As 1.4050 2.9861
ns 0.9035 1.0275
and then the oscillation will gradually decrease, and all
the deviations are small enough to be acceptable. It
should be noted that the time of training an ANN is also
related to the number of epoch. Therefore, the number
of epoch should be selected reasonably.
6. DISCUSSIONS
6.1. Initial conditions of parameters
In the procedure of estimating parameters with ANN,
multiple chains of parameters will be obtained by train-
ing multiple ANNs (see section 2.3.4). For the first
ANN, it will be trained with samples simulated in the
parameter space of the initial conditions. Then, a chain
of parameters can be obtained by feeding the observa-
tional data to the ANN model, and the best-fit values
and errors can be further calculated using this chain. Fi-
nally, these values of parameters will be used to update
the parameter space to be learned by the ANN of the
next step. In this way, after a limited number of steps,
the parameter space will accurately cover the true values
of parameters. The analysis of section 3.2 shows that the
parameter space can be effectively updated at the end of
each step, and the final parameter space can accurately
cover the true values of parameters. This indicates that
if the true values of parameters are not covered by the
initial conditions, the ANN can cross the initial setting
range of the parameters to find the true values of param-
eters. Therefore, the initial conditions are not factors of
affecting the parameter estimation, thus it can be set
freely, which will be beneficial to models with insuffi-
cient prior knowledge of parameters.
However, in order to reduce the training time, it is rec-
ommended to set large ranges of parameters for the ini-
tial conditions to ensure that the true values are covered.
With the same procedure as section 3.2, we estimate
the six cosmological parameters using the temperature
power spectrum of PRISM CMB. Unlike the setting of
∼ 10σ biased initial conditions in section 3.2 (see Table
3), here we set good initial conditions that cover the fidu-
cial values of cosmological parameters. Specifically, the
initial conditions are set to [Pplk−10σplk, Pplk+10σplk],
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Figure 10. The same as Figure 2, except now the initial conditions are based on the Planck2015 results.
where Pplk and σplk are the best-fit values and 1σ errors
of the Planck2015 results (Ade et al. 2016). The set-
ting of the initial conditions is shown in Table 7, where
the ranges of parameters are large enough to cover the
fiducial cosmological parameters. Similarly, we obtain
15 chains by training 15 ANNs, and then calculate the
best-fit values and 1σ errors.
In Figure 10, we show the best-fit values and 1σ errors
of cosmological parameters as a function of steps. We
can see that, at the first step, the parameters estimated
by ANN are consistent with the fiducial values within a
1σ confidence level, and the mean deviation between this
result and the fiducial values is 0.144σ. Furthermore,
the results of the next 14 steps are stable and coincide
with the fiducial values and the results of MCMC. Note
that the burn-in phase contains only two steps, which is
less than the steps in Figure 2. Therefore, if good initial
conditions are given to cover the true parameters, the
ANN will be able to find the correct parameter space
quickly, which can also reduce the time of estimating
parameter with ANN.
6.2. Predict multiple experiments
The strategy of adding noise illustrated in section 2.3.2
makes that multiple Gaussian noises will be added to
samples of the training set, which ensure that the ANN
learn not only the existing observation but also the ob-
servations with higher precision. Furthermore, the anal-
ysis of sections 3.3 and 3.4 show that the ANNs trained
with the current observation can also perform well for
experiments that have 30% uncertainties of the current
experiments. Therefore, this makes the ANN can not
only predict parameters for the current experiments but
also for the future experiments that have higher pre-
cision, which means that multiple experiments can be
learned by only one ANN. Therefore, this is beneficial
for experiments that consume a lot of time and resources
when estimating parameters.
Besides, the possibility of adding multiple noises to
the training set makes that the well trained ANN can
be used for parameter estimation in different stages of a
specific experiment, and thus greatly reducing the time
of parameter estimation. In addition, the method of
adding multiple noises to the training set can also im-
prove the robustness of the ANN in estimating parame-
ters for the current observations, so that the parameters
can be estimated with high accuracy.
6.3. Time and computing resources
With the increase of precision of experiments and the
number of observational data, the consumption of time
and computing sources in parameter estimation may be
a problem to be solved for some experiments. Thus, it
is very important to estimate cosmological parameters
accurately and quickly. Fortunately, ECoPANN has this
advantage in parameter estimation.
Specifically, in the process of estimating parameters
with ANN, almost all the time is spent in the genera-
tion of the training sets and the training of ANN, while
very little time (about a few seconds) will be taken for
estimating parameters with the trained ANN. In this
work, ANNs are trained on one NVIDIA 1080 Ti graph-
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Figure 11. Mean deviations between the ANN results and
the fiducial values as a function of the number of chains.
ics processing unit (GPU), and emcee is executed on two
Intel Xeon E5-2690 v4 central processing units (CPUs)
with a total of 28 cores. In the analysis of section 3.2, 15
ANNs are trained totally to estimate parameters, which
takes ∼ 126 minutes. However, for the MCMC method,
it takes ∼ 718 minutes, which takes more time than the
ANN method. For the joint constraint on parameters
in section 4, 8 ANNs are trained to estimate parame-
ters, which takes ∼ 840 minutes, while for the MCMC
method, it takes ∼ 2418 minutes.
Moreover, it should be noted that in the analysis of
section 3.2, ∼ 10σ biased initial conditions are given,
which makes it spend a lot of time in the burn-in phase.
However, the results of the section 6.1 (Figure 10) show
that if good initial conditions are given to cover the true
values of cosmological parameters, the ANN will spend
less time in the burn-in phase. In general, we can set
large ranges for the initial conditions, and thus the burn-
in phase will contain two steps, which means that the
correct parameter space will be found after two steps.
For the results of Figure 10, 13 ANN chains can be used
to estimate cosmological parameters. In order to test
how many ANN chains are needed in the parameter es-
timation, we plot the mean deviations between the ANN
results of Figure 10 and the fiducial values as a func-
tion of the number of chains, as shown in Figure 11.
Despite the maximum deviation when using one chain
is 0.035σ, it is similar to that of the MCMC method
(0.025σ), thus, this should be acceptable in parameter
estimation. Moreover, when using multiple chains, the
deviations will be less than 0.030σ, and all deviations
are similar to that of the MCMC method. Therefore,
for the ANN method, parameters can be estimated as
long as there is one ANN chain. This means that, for
many cases of parameter estimation that have two steps
in the burn-in phase, we only need to train three ANNs,
which will greatly reduce the time of estimating param-
eters.
Besides, from Figures 2 and 10, we can see that the
updated parameter space will intersect with the previ-
ous one, especially for steps after burn-in. Therefore,
some samples in the training set can be reused in the
next step to reduce time. Specifically, in the process of
using ECoPANN, samples used in the previous step will
be filtered according to the new parameter space, and
then these selected samples will be used together with
the newly generated samples to train the next ANN.
Furthermore, the samples in the training set can also
be saved to disk for further parameter estimations of
the specific cosmological model. Therefore, when us-
ing ECoPANN, a sample database can be constructed
for a specific cosmological model, which can reduce the
time and computer resources spent on the repeated cal-
culation of the model in parameter estimations. This
will greatly facilitate the parameter estimation of time-
consuming cosmological models.
In addition, the strategy of adding multiple noises (see
section 2.3.2) makes it possible to use an ANN to es-
timate parameters for multiple experiments that have
different precisions. Furthermore, we note that for the
ANN used in section 3.2, the time of generating 100,000
chains is ∼ 4 seconds, while for the multi-branch net-
work of section 4, it is ∼ 19 seconds. This means that
in some cases, one can estimate parameters in a few
seconds with the well trained ANNs directly, which will
greatly reduce the time of parameter estimation. There-
fore, these advantages of ANN can greatly reduce the
consumption of time and computing resources of pa-
rameter inference, which may be very beneficial to the
current and future experiments.
6.4. Covariance matrix
It should be noted that covariance between the mea-
surements is not considered in the analysis of sections 3
and 4. However, this does not mean that our method is
not capable of dealing with observational datasets that
have a covariance matrix. To do this, the key is to
change the type of noise added to the training set. In
the strategy of section 2.3.2, random Gaussian noise is
added to the training set without considering the corre-
lation between the measurements. Therefore, in order
to consider the correlation between the measurements,
noise that subjects to multivariate Gaussian distribu-
tion should be added to the training set. Specifically,
noise subjects to N (0,Σ) is generated and added to each
sample of the training set in the training process, where
Σ is the covariance matrix of the observational data.
Note that the noise added to the training set depends
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on specific experimental observation. This means that
for observational data with covariance, the well trained
ANN may not be able to estimate parameters for higher
precision experiments. We will study this issue further
in our future work.
To test the capability of the ANN in dealing with
observational datasets that have covariance matrix, we
constrain w and Ωm of wCDM model using the latest
Pantheon SNe Ia (Scolnic et al. 2018). The Pantheon
SNe Ia data contains 1048 data points within the red-
shift range of [0.01, 2.26]. The distance modulus of Pan-
theon SNe Ia can be rewritten as
µ = m∗B,corr −MB , (24)
where m∗B,corr = m
∗
B + α× x1 − β × c+ ∆B is the cor-
rected apparent magnitudes that reported in Scolnic et
al. (2018), and MB is the absolute magnitude of the B
band. Since the absolute magnitude MB of SNe Ia is
strongly degenerate with the Hubble constant H0, we
combine MB and H0 to be a new parameter and con-
strain it with the cosmological parameters simultane-
ously. In our analysis, the systematic uncertainties are
considered in estimating parameters, and thus the sys-
tematic covariance matrix Csys is used in the process of
adding noise to the training set. We note that the mea-
surement of Pantheon SNe Ia is the corrected apparent
magnitudes, thus, the input of the ANN is m∗B,corr (or
µ+MB generated by the wCDM model).
In our analysis, 10 ANNs are trained to estimate cos-
mological parameters, and the time consumed is ∼ 192
minutes, which is also less than that of the MCMC
method (∼ 594 minutes). In Figure 12, we show the
two-dimensional distributions of w and Ωm. For the
ANN method, the best-fit values with 1σ errors are
w = −1.052± 0.188, Ωm = 0.318± 0.065, (25)
and for the MCMC method, the best-fit values with 1σ
errors are
w = −1.047± 0.211, Ωm = 0.317± 0.074. (26)
We can see that the results of the ANN method and the
MCMC method are consistent with the results of Scolnic
et al. (2018) within a 1σ confidence level. Furthermore,
for the two parameters, the deviations between the ANN
results and the MCMC results are 0.018σ and 0.013σ,
which are small enough to be acceptable in parameter
estimations. The results show that the ANN method can
correctly obtain the best values, errors, and correlations
of parameters. Therefore, the ANN method is capable of
dealing with observational datasets that have covariance
matrices.
7. CONCLUSIONS
In this work, we present a new method to estimate
cosmological parameters accurately using ANNs. Based
on ANN, a framework called ECoPANN is developed to
achieve parameter inference, which can be used on CPUs
or GPUs. Our analysis shows that the well trained
ANN model performs excellently on both the best-fit
values and errors, as well as correlations between pa-
rameters when compared with that of the traditional
MCMC method. More importantly, the ECoPANN have
advantages in parameter estimation. Specifically, the
initial conditions of parameters can be set more freely.
This means that the true parameter will be obtained
even biased initial conditions are given, which is bene-
ficial to models with insufficient prior knowledge of pa-
rameters. Furthermore, the strategy of adding noise in
ECoPANN makes it possible to use an ANN to predict
parameters for multiple experiments that have differ-
ent precisions. Moreover, when using the ECoPANN
to estimate parameters for the current or future higher
precision observations, it is possible to discover new po-
tential physics if the cosmological parameters deviate
significantly from the medians of the parameter space
learned by the ANN. In addition, the ECoPANN is de-
signed to reduce the consumption of time and computing
resources by reusing samples of the cosmological model.
Therefore, when using ECoPANN, a sample database
can be constructed for a specific cosmological model,
which will greatly facilitate the parameter estimation of
time-consuming cosmological models. These advantages
of ANN may make it more potential than the MCMC
method in parameter inference.
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In addition to estimate parameters with one obser-
vational dataset, we also expand the ANN model to a
multi-branch network to achieve joint constraint on pa-
rameters using multiple observational datasets. We test
the multi-branch network with the simulated CMB, SNe
Ia, and BAO datasets, and the results show that the
multi-branch network also performs well in parameter
estimation. Therefore, the ANN method is capable of
estimating parameters using datasets of multiple exper-
iments in the future.
ANNs provide an accurate and fast alternative to the
MCMC method that is commonly used by researchers
in astronomy. Their effectiveness in analyzing one-
dimensional curve data proves them to be a general
method that can be used for parameter estimation in
many experiments to facilitate research in cosmology
and even other broader scientific fields.
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