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Abstract.  Erosion caused by sand particles is a serious problem facing the oil 
and gas industry. Predicting pipe erosion due to sand transport is a complex pro-
cess in multiphase flows due to the complex nature of the flow. Existing erosion 
studies are however focused on single phase flow conditions which are conserva-
tive and could lead to under- / over-engineering because actual fluid flow in pipe-
lines is multiphase. There is therefore a need for in-depth analysis of the complex 
interaction between the multiphase fluid and transported sand particles. 
This study employs CFD modelling techniques to investigate the complex in-
teractions between the multiphase fluid and transported sand particles in pipes, 
and the subsequent effect on pipe erosion rate and location under varying oper-
ating conditions. In view of this, the Eulerian Multifluid-VOF Model coupled 
with Interfacial Area Transport Equations have been employed to simulate air-
water two phase flow and the result shows good agreement with experimental 
data.  
This fluid flow results have been employed in investigating sand erosion in 
multiphase flow through pipes. The Eulerian Multifluid-VOF model has been 
coupled with the Lagrangian framework for particle tracking and an appropriate 
erosion correlation has been employed to predict the pipe erosion rate. The pipe 
was observed to erode more 45 degrees into the elbow and maximum erosion rate 
is 4.028e-6 kg/m2s. These results are in acceptable range when compared to avail-
able data. Erosion rate was also observed to be transient. 
Keywords: Erosion, Erosion rate, Multiphase Flow, CFD. 
1 Introduction 
The ever growing demand for oil and gas due to the increasing world population pushes 
the oil and gas industry to increase production and supply of hydrocarbon. Hence the 
need to explore extreme environment where access to crude is very challenging. One 
of these challenges is sand production. Though technology advancement has led to the 
design of various sand control mechanism, sand particles are still being produced and 
transported alongside the fossil fuel, leading to problems of blockage, pressure drop 
and pipe erosion. 
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The most important infrastructure that links the production field to the processing field 
is the pipelines. Most prolific hydrocarbon reservoirs are prone to produce sand, there-
fore oil and gas pipelines will contain streams of liquid, gas and solid particles. Under-
standing the complex interaction between the sand particles, fluid and pipe wall is im-
portant in order to get to know the effects of the sand particles impinging on the pipe 
wall (erosion). 
Multiphase gas-liquid flow occurs in many industries such as chemical, petroleum, 
process and manufacturing amongst others. This necessitates the need for predicting 
tools to aid the design of facilities [1]. Various physical scenarios can be observed in 
gas-liquid multiphase flows, and this behaviour can vary as the multiphase pattern 
changes. As the flow behaviour changes, so does the erosion rate and pattern. Many 
different methods have been employed to investigate erosion in multiphase flow from 
experimental to analytical to CFD, but CFD as a comprehensive tool gives room for 
obtaining more information about these scenarios and the physical parameters influenc-
ing them as well as the complex interactions between the phases (gas-solid-liquid) [2]. 
Erosion prediction in multiphase flow is very difficult due to the complexity of the flow 
and it solely depends on the flow patterns in question. It also becomes more compli-
cated tracking particles entrained in multiphase flows [3]. 
Many researchers such as [3-12] have investigated erosion in pipelines and multi-
phase flow, many models have been proposed, developed and are currently in use. 
While most of these are based on empirical data, some were developed mathematically. 
These models do not give room to obtain all parameters of interest but in recent years 
CFD has become a more prominent tool in predicting pipe erosion. 
Chen et al. [13] employed CFD technique to calculate erosion in elbows for different 
multiphase flow patterns by introducing an effective sand mass ratio and a single phase 
flow. Results showed good agreement with available data, however, effects of particle 
interaction was assumed negligible. Parsi et al. [14] presented results from CFD simu-
lation of gas dominant multiphase flow in elbows from their study of churn flow. They 
employed three different superficial gas velocities of 10.1, 18.3 and 27.1 m/s while that 
of the liquid remained constant at 0.3 m/s. Sand particle sizes 150 and 300µm were 
used. Erosion model developed by Mansouri et al. [15] showed very good agreement 
with experimental data. The authors concluded that CFD cannot only predict erosion 
pattern but also the maximum rate in acceptable range. However, particle loading was 
assumed to be sufficiently low. Dense flow is frequently encountered in practice, hence 
the particle-particle interaction cannot be ignored anymore. A CFD-DEM-based liquid-
particle two-phase flow simulation to predict erosion rate and location in 90, 60 and 45 
degree pipe elbows was conducted by Chen J et al. [16], the 90 degree elbow was ob-
served to be the most erosive and results agreed well with experimental data.   
Literature review has shown that there is still limited understanding available in the 
study of erosion in complex multiphase flows as well as the transition between them, 
from very low gas velocities to high gas velocities, this has informed the objectives of 
this study. This study is focused on the investigation of sand particle erosion in pipes 
where varying flow patterns are expected in vertical –horizontal pipe with a standard 
90 degree elbow. The flow modelling results generated from the numerical simulation 
and preliminary results of the pipe erosion analysis are presented in this paper. 
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2 Numerical Modelling 
2.1 Governing Equations 
The Multifluid-VOF model of ANSYS Fluent 18.0 was employed for the transient sim-
ulation of air-water multiphase flow, with the effects of gravity incorporated, while the 
solid phase was modeled with the Discrete Phase Model (DPM), the final erosion rate 
at the pipe bend has been accounted for by employing the erosion model developed by 
Oka et al. [17].  
The hybrid Multifluid-VOF model is a combination of the Eulerian-Eulerian model 
which solves separate mass and momentum equations for the individual phases, and 
VOF to capture the evolution of the interfaces between them. A single pressure field is 
shared between the two phases. To account for the momentum and energy transfers 
through the interface between the liquid and gas phases, the Interfacial Area Concen-
tration (IAC) correlation was incorporated in this hybrid model. The IAC captures the 
bubble breakage and coalescence within the flow. Assuming no mass transfer between 
the two phases, the governing equations are written as shown in equations 1 to 3.  
- The continuity equation for the gas phase is; 
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Where 
 ,  	and	 are the volume fraction, density and velocity of the individual 
phases.  
- The momentum equation for the gas phase is; 
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Where P and 2 are the pressure and stress-strain tensor of the individual phases, 3 is 
acceleration due to gravity and  401!!! is the interfacial force between the phases. 
 
One advantage of using this hybrid model is that individual velocity information of 
the phases can be extracted and employed for erosion analysis. The right hand side of 
equation 3 accounts for forces such as pressure gradient, interfacial forces, virtual mass 
force, drag force, lift force, turbulent dispersion and wall lubrication force. Closure of 
the momentum equations was accounted for using the RNG k-ԑ model. 
- The transport equation for interfacial area concentration, IAC, is given as; 
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Where :; is the interfacial area concentration and 
8 is the gas volume fraction. The 
first two terms on the right hand are the gas bubble expansion due to compressibility 
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and mass transfer, H8is the mass transfer rate into the gas phase per unit mixture vol-
ume. ABC  and ADE  are coalescence sink terms due to random collision and wake en-
trainment respectively.  AFG is the breakage source term due to turbulent impact. The 
source and sink terms are accounted for with the Hibiki-ishii model which is based on 
the works of Ishii et al. (2000). 
 
- The DPM model to track the sand /solid phase is; 
 m JJ"  = FK + FL + F + FM + FN"OPQ (5) 
Where 4> is the drag force, 4R is the force due to pressure gradient, 4S is the virtual 
mass (this is the force required to accelerate the fluid surrounding the particles and 4T 
is the force due to gravity. 4UVWX  accounts for other forces acting on the particles.  
 
- Erosion model developed by Oka et al. (1995) is; 
 ER = ρ[k]f	α	Hvab c
defd
g h
ai
cJjJgh
ak
 (6) 
 f	α = 	sin αnbo1 + Hv	1 − sin αpni  (7) 
Where q is the density of the pipe wall, r is the Vickers hardness of the pipe wall 
(GPa), st = 326	μH (particle reference diameter), yt = 104	H/| (reference velocity), 
}] = 65 × 10 and }< = −0.12, are model constants while }= = 0.19 the diameter 
exponent. }?, < and ? can be determined by Equations (8), (9) and (10) respectively. 
 }? = 2.3	r].]= (8) 
 < = 0.71	r].< (9) 
 ? = 2.4	r]. (10) 
2.2 Flow Domain 
The computational geometry (Fig. 1) consists of consists of 3m vertical and 1.9m hor-
izontal pipes, upstream and downstream a standard 90 degree elbow respectively. Flow 
of fluid is from upward vertical to horizontal. Pipe diameter and elbow radius of cur-
vature are 76.2mm and 1.5 respectively. A monitoring surface was created 1m before 
the elbow from where Void Fraction data was extracted and compared with experi-
mental data.  
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Fig. 1. Computational vertical - horizontal geometry with a standard 90 degree elbow 
2.3 Mesh/Grid Generation 
A structured grid was generated across the flow domain as shown in Fig. 2a. Three 
different grids were considered in conducting a mesh sensitivity analysis in this study. 
The details of the grids employed are shown in Table 1. The inlet surface was split into 
two (Fig. 2b), the gas phase was introduced via the middle of the pipe inlet (red) while 
the liquid phase was introduced circumferentially (blue). 
 
                        
 
Fig. 2. a) Cross-sectional slice of the grid(s) employed, b) Injection of the phases via the inlet – 
red and blue indicates air and water respectively. 
Table 1. Number of Cells Used In Different Grids 
Grid Name Total Number of Cells 
Mesh 1 117882 
Mesh 2 200640 
Mesh 3 312192 
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2.4 Flow Conditions 
Six air-water flow conditions were considered for this study as shown in Fig. 3. These 
conditions were observed on the flow regime map employed in Parsi et al. [14], the test 
cases cut across 6 different flow patterns that can be observed in vertical pipes. The 
superficial liquid velocity (Vsl) was kept constant at 0.3m/s while the superficial gas 
velocity (Vsg) was varied. Table 2 shows the air conditions employed in this study 
while water velocity is 0.3m/s. 
 
 
Fig. 3. Flow conditions on flow pattern map 
Table 2. Air-Water Simulation Conditions 
Case No. 1 2 3 4 5 6 
Vsg(m/s) 0.07 0.9 10.3 18.1 27.3 40 
Vsl(m/s) 0.3 0.3 0.3 0.3 0.3 0.3 
 
3 Results and Discussion 
Six different gas velocities were studied at a constant water velocity, this is to vary 
between the features of different flow patterns. The contour plots, time series and prob-
ability distribution function (PDF) of the measure void fractions are presented. 3-D 
transient simulations were conducted at an appropriate time step size of 0.0001s, the 
simulations were performed long enough for the cases to achieve steady state condi-
tions. 
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3.1 Mesh Sensitivity Study 
The effect of change in grid size on the mean and standard deviation of the time series 
of void fraction of case 3 (Vsg – 10.3m/s and Vsl – 0.3m/s) is shown on Table 3. This 
case is the validation case for this study. Based on these results, Mesh 2 was employed 
for the purpose of this study. Results from test case 3 which is the validation case were 
employed for this analyses. 
Table 3. Mesh Independence Study 
 Experiment Mesh 1 Mesh 2 Mesh 3 
Mean 0.75   0.65 0.72 0.71 
SD 0.10 0.14 0.12 0.14 
 
3.2 Time Series of Average Void Fraction and Contour Plots 
Time series of void fraction have a distinct nature of occurrence in different flow pat-
terns, although it has the following main features irrespective of the flow pattern; time 
series of void fraction exhibit cyclic fluctuations that shows the sudden increase or drop 
in cross-sectional average void fraction across a monitoring surface, and an increase in 
superficial gas velocity (Vsg) leads to a drop in the amplitude of the fluctuations. In 
this section the time series of void fraction and void fraction contour plot in the 6 test 
cases are presented. 
On the contour plot of case 1 (Fig. 4a), small and less uniformly distributed gas 
bubbles with no coalescence are observed in a continuous liquid flow stream. This type 
of condition is expected at relatively low gas and high liquid flow rates and it is repre-
sentative of the bubbly flow pattern which occurs at conditions with the gas phase mov-
ing at a relatively low speed and the liquid phase moving at a high velocity. The cyclic 
fluctuations of the time series of VF is also shown in Fig. 4b. These fluctuation shows 
a representative trend of bubbly flow as observed in previous studies by Taitel et al. 
[18], Costigan and Whalley [19] & Lowe and Rezkallah [20]. 
Contour plot from case 2 (Fig. 5a) shows an alternating gas pockets of varying 
lengths separating a liquid flow stream. The alternating gas pockets are referred to as 
Taylor Bubbles while the discontinuous liquid streams are referred to as liquid slugs 
[2] [19] [20]. This pattern is referred to as slug flow and occurs over a wide range of 
gas and liquid velocities. These characteristics is also observed on how the fluctuations 
are represented on the time series of VF (Fig. 5b). The high void fraction values indi-
cates the passage of Taylor bubbles across the monitoring plane while the low void 
fractions are indicative of the liquid slugs. 
Fig. 6a, 7a and 8a are contour plots from cases 3, 4 and 5. Here the boundaries be-
tween the liquid and gas phases cannot be ascertained as there is the presence of waves 
and discontinuous gas cores. The features of slug and annular low can be observed here 
because it occurs in-between the two flows, the huge waves being the liquid slug in 
slug flow and the developing gas core as seen in annular flows. This type of flow is 
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referred to as intermittent flow or churn flow as its natural occurrence is between slug 
and annular flow, and due to its undefined boundaries. To the best of the author’s 
knowledge, there is limited published material on churn flow due to its complex nature 
of occurrence. Some researchers also consider it to be fundamentally annular in nature 
with large disturbance waves carried by the gas flow [19]. The time series of VF for 
cases 3, 4 and 5 are shown in Fig. 6b, 7b and 8b, the unstable nature of the cyclic 
fluctuations observed here can be attributed to the complex and undefined nature of the 
liquid and gas phases. Case 3 is the validation case for this study and results generated 
have shown good agreement with the experimental data from Parsi et al. [14]. The huge 
wave observed by Parsi et al. [14] can also be seen in Fig. 6a. 
The contour plot of case 6 (Fig. 9a) shows a dominant and continuous gas core (red), 
this is a feature observed in annular flow. The high gas velocity forms a uniform gas 
core at the middle of the flow domain and pushes the liquid phase moving at a lower 
speed towards the pipe wall to form a thin liquid film. According to [19] and [20], the 
average void fraction in annular flow is between 0.8 and 0.9, this is observed in case 6 
as shown in Fig. 9b. 
 
 
(a)                    (b) 
Fig. 4. Case 1 - a) Contour plot, b) Time series of void fraction. 
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(a)                   (b) 
Fig. 5. Case 2 - a) Contour plot, b) Time series of void fraction. 
   
(a)                 (b) 
Fig. 6. Case 3 - a) Contour plot, b) Time series of void fraction. 
 
  
(a)                    (b) 
Fig. 7. Case 4 - a) Contour plot, b) Time series of void fraction. 
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(a)                    (b) 
Fig. 8. Case 5 - a) Contour plot, b) Time series of void fraction. 
 
  
(a)                    (b) 
Fig. 9. Case 6 - a) Contour plot, b) Time series of void fraction. 
It is further inferred from Fig. 4 - 9 that with a constant Vsl of 0.3m/s, as the Vsg 
increases, the cyclic pattern of time series shrinks i.e a reduction in the alternating pas-
sage of the phases. Hence the gas phase becomes more dominant and its average vol-
ume fraction increases and becomes more stable. This is indicative of a transition be-
tween the flow patterns. A change in the presence of the gas phase between cases across 
the monitoring surface is shown in Fig. 10. 
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Fig. 10. Contour of changes in void fraction across the cases (Vsl remained constant at 0.3m/s). 
3.3 Mean Void Fraction 
This is computed from the time averaging of the time series of cross sectional average 
void fraction over the simulation run time for the six cases. Table 4 shows the mean 
void fractions of cases 1 to 6. The mean void fraction of the validation case (Case 3) is 
scarcely distinguishable from the experimental data presented by Parsi et al. [21]. 
The ranges of mean void fraction observed from all cases are similar to those ob-
served by Costigan and Whalley [19] and Lowe and Rezkallah [20]. 
Table 4. Mean void fraction 
Case No. Vsg(m/s) Vsl(m/s) Mean VF Exp 
1 0.07 0.3 0.08  
2 0.9 0.3 0.36  
3 10.3 0.3 0.72 0.75 
4 18.1 0.3 0.79  
5 27.3 0.3 0.81  
6 40.0 0.3 0.85  
 
3.4 Probability Density Function 
The probability Density Function (PDF) shows the probability that a continuous ran-
dom variable acquires a specific value [21]. Statistical analysis of the behaviour of void 
fraction is one method that can also be used to further ascertain flow patterns under 
normal gravity conditions. It reveals the probability of each void occurring in the fluid. 
According to [19-20] every flow pattern exhibit a specific PDF signature based on the 
0.07m/s 0.9m/s 10.3m/s 18.1m/s 
27.3m/s 40m/s 
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fluctuation of its fluid phases. In this study, the ksdensity function of MATLAB was 
used to generate the PDF curves of average void fraction.  
The bubbly flow is characterised by a PDF curve with a single narrow peak at the 
low void fractions. This shows the small or minor fluctuations which corresponds to 
the passage of bubbles about the monitoring surface. According to Lowe and Rezkallah 
[20], a PDF with a single peak less than 0.2 is indicative of bubbly flow. This condition 
is observed from the PDF curve of case 1 as shown in Fig. 11a. 
In slug flow, the PDF of time series average void fraction has two peaks, one at the 
low void fractions and another at higher ones. These peaks represents the periodic pas-
sage of the two specific features of slug flows; the Taylor bubble at high void fractions 
and liquid slug at low void fractions. This is observed in case 2 as shown in Fig. 11b. 
Churn flow is characterised by high void fraction with random dips and lows with 
no clear boundaries between the phases. The low dips are very short lived, hence the 
unstable nature of the slug. Churn flow is characterised by a PDF curve with a single 
peak at high void fractions and a broad tail at the low void fractions, the single peak at 
high void fraction is indicative of the flow’s proximity to annular flow and the broad 
tail represents the passage of unstable slugs.  According to Lowe and Rezkallah [20], a 
typical PDF curve of churn flow is between an average VF of 0.6 and 0.9, this can be 
observed in cases 3, 4 and 5 (Fig. 11Error! Reference source not found.c, d and e). 
Although results generated conform to standard features of the different flow patterns 
in literature, case 3 was also compared with experimental data for validation purpose 
and a good agreement was observed. 
In annular flow conditions, the PDF shows a single peak at a very high void fraction 
with a narrow tail. The PDF curve is typically between 0.8 and 0.9 [20], these features 
are clearly observed in the PDF curve of case 6 (Fig. 11Error! Reference source not 
found.f). 
As the superficial gas velocity, Vsg, increases, significant changes in the PDF curve 
is observed, the effect of this change in gas velocity, PDF and flow pattern on the pipe 
erosion at the elbow due to sand transport will also be analyzed in the next phase of this 
study. 
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(c) – Case 3           (d) – Case 4 
 
(e) – case 5          (f) – Case 6 
Fig. 11. Probability Density Function (PDF) Curves 
3.5 Preliminary Erosion Analysis in Multiphase Flow 
The Langrangian framework is coupled with the Eulerian-Multifluid VOF frame to ac-
count for the behaviour of sand particles in the multiphase flow patterns. The Discrete 
Phase Model (DPM) was employed for the particle tracking and erosion model devel-
oped by Oka et al. [17] was used to calculate the erosion rate at the pipe bend. The drag 
force which determines the particle behaviour / motion depends on the properties of the 
continuous flow field. 
The framework described above has been applied to test case 3 (Vsg – 10.3m/s and 
Vsl – 0.3m/s) to extract the maximum erosion rate and location at the pipe bend. The 
sand particle diameter was 300µm. A two-way transient particle tracking simulation 
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was carried out for multiphase flow. The erosion contour, maximum erosion location 
and particle tracks are shown in Fig. 12. 
 
 
(a)                    (b) 
Fig. 12. a) - Erosion Contour; b) - Particle Tracks with erosion locations 
The pipe was observed to erode more at 45 degrees into the elbow, this spreads to-
wards the right side of the elbow and extrados (Fig. 12). Fig. 12b shows the particle 
tracks and the erosion location at the pipe bend and elbow extrados are highlighted, 
these are locations where the sand particles impinge most on the internal pipe wall. The 
maximum erosion rate at the elbow is 4.028e-6 kg/m2s. These initial results show ap-
propriate agreement with experimental data, erosion contour and erosion rate from the 
works of Parsi et al. [14] and [22]. However, it was observed that the maximum erosion 
rate is transient while the location remained relatively consistent (Fig. 13), hence, the 
next phase of this study will investigate how the particle tracks and erosion rate changes 
with time and volume fraction.  
 
 
 
 
 
 
Maximum Erosion Loca-
tions 
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(a) t – 9.907s         (b) t – 9.909s 
 
 
(c) t – 9.911s           (d) t – 9.913s 
  
Fig. 13. Changes in Erosion Rate and Location with Time (Time Interval - 0.002s) 
4 Conclusions 
CFD was used to simulate air-water multiphase flow with the use of the Eulerian-Mul-
tifluid VOF framework in a 76.2mm diameter pipe. Sand particles were injected into 
the flow domain and the particles were tracked within Discrete Phase Model (DPM) 
frame, end erosion rate and location at the bend were accounted for. 
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The numerical multiphase flow physics set up has been appropriately validated with 
experimental data, and employed to simulate different air-water two-phase flow pat-
terns. The instantaneous void fraction time series and PDF of void fraction has shown 
qualitative and quantitative agreement with available experimental data and literature. 
Preliminary erosion results also show good prospects when compared to the availa-
ble experimental data, however it was observed that the erosion rate at the pipe bend is 
transient. Further erosion analyses will focus on establishing the transient nature of the 
erosion rate in pipe elbows. The effects of change in flow pattern (volume fraction) on 
pipe erosion rate, location and particle tracks would also be investigated This procedure 
would be extended to the other flow patterns under study and a correlation between the 
erosion rates in different flow patterns would be established. 
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