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Abstract
In this paper, sufficient conditions for the existence and uniqueness of solution are studied for a class of initial value
problem of fractional order, involving the Caputo-type derivative of a hypergeometric fractional operator applying
fixed point theory. Examples are also provided to illustrate the results.
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Introduction
Fractional calculus is nearly as old as the classical cal-
culus [1]. The fractional differential equations are used
for the better modeling of the physical processes in
various fields of science and engineering disciplines
such as fluid mechanics, viscoelasticity, mathematical
biology, bioengineering, control theory, signal process-
ing, circuit analysis, seismology, etc. The interest of
the study of fractional-order models among researchers
and scientists is due to the fact that fractional-order
models are more accurate than integer-order models,
i.e. fractional-order models can provide more degrees
of freedom than the integer-order system. For more
details on the theory of fractional calculus, refer to the
monographs [2-7].
In many applications, the results governed by the frac-
tional differential equations cannot be solved explicitly. In
such situations, we often resort to geometric or numer-
ical analysis of the fractional differential equations for
information about the solution instead of solving them.
However, before such analysis, it is necessary to know
whether solutions actually exist along with their domain.
Furthermore, it is well known that specifying an ini-
tial value is enough to uniquely determine a solution.
Therefore, the question of the existence of solutions for
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fractional differential equations is in its infancy as very
few results are available in the literature. In the last sev-
eral decades, many researchers have studied different
types of nonlinear fractional differential equations; we
mention [8-21] and survey paper [22] and the references
therein.
The classical fractional calculus is based on several
definitions for the operators of integration and differen-
tiations of arbitrary order [23]. Among the various def-
initions of fractional derivatives, the Riemann-Liouville
and Caputo’s fractional derivatives are widely used in
the literature. However, the Riemann-Liouville fractional
derivative leads to a conflict of interest between the well-
established mathematical theory, such as the initial value
problem of fractional order and non-zero problem related
to the derivative of a constant. The main advantage on
Caputo’s fractional derivative is that it allows considera-
tion of easily interpretable initial conditions [4].
While studying the scale-invariant solutions of a time
fractional diffusion-wave equation, Gorenflo et al. [24]
introduced the Caputo-type modification of the Erdéyi-
Kober fractional derivative which was further studied by
Luchko and Trujillo [25]. Recently, Rao et al. [26] intro-
duced and studied the Caputo-type modification of the
Saigo fractional operators [27-29].
Motivated by the work [14,30], we investigate the
existence of solution of nonlinear fractional initial value
problems of the form
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CDα,β ,γ0+ u (t) = f
(
t,u (t) , CDσ ,δ,γ0+ u (t)
)
, t ∈ (0, 1] ,
(1)
u(k) (0) = ck , (2)
where α ∈ (m − 1,m), σ ∈ (n − 1, n), m, n ∈ N, α > σ ;
β , γ , δ are real numbers and ck ≥ 0; k = 0, 1, 2, · · · ,m− 1.
The equations like the simple harmonic fractional oscil-
lator [31,32] and the Bagley-Torvik equation [33] are the
particular case of the initial value problems (1) and (2).
This paper comprises of three sections. In the
‘Preliminaries’ section, we provide some basic definitions
and properties of the fractional operators. We also state
Banach’s contraction mapping principle, Schauder’s fixed
point theorem and the nonlinear alternative of Leray and
Schauder. The results related to our main findings have
been discussed in the ‘Related results’ section. In the
‘Main results’ section, we have established some sufficient
conditions for the existence and uniqueness for the initial
value problems (1) and (2).
Preliminaries
For the convenience of the reader, we present here some
notations and lemmas that will be used in the proof of our
main results.
Definition 2.1 ([27-29]). The left-sided Saigo fractional
integral operator of order α > 0 involving the Gauss
hypergeometric function for a real valued continuous
function f (t) defined on R+ = (0,∞) is








α + β ,−γ ;α; 1 − τt
)
f (τ ) dτ ,
(3)
where β and γ are real numbers.
The semi group properties of the operator (3) will play
an important role in obtaining our findings.
Iα,β ,γ0+ Iσ ,δ,α+γ0+ f (t) = Iα+σ ,β+δ,γ0+ f (t) (4)
Iα,β ,γ0+ Iσ ,δ,γ−β−σ−δ0+ f (t) = Iα+σ ,β+δ,γ−σ−δ0+ f (t) (5)
Iα,β ,γ0+ Iσ ,δ,ν0+ f (t) = Iσ ,δ,ν0+ Iα,β ,γ0+ f (t) (6)
Erdélyi-Kober and Riemann-Liouville fractional integral
operators Eα,γ0+ and Iα0+, respectively, are obtained by using
the following relation:
Iα,0,γ0+ f (t) = Eα,γ0+ f (t) and Iα,−α,γ0+ f (t) = Iα0+f (t) .
Definition 2.2 ([27]). The left-sided generalized frac-
tional operator of order α is defined as
LDα,β ,γ0+ f (t) = Dn In−α,−β−n,α+γ−n0+ f (t) , (7)
where n − 1 < α ≤ n, n ∈ N, β and γ are real numbers.
Lemma 2.3 ([34]). If (γ ) > 0, (σ ) > 0, (γ + σ −
α − β) > 0, then∫ 1
0
xγ−1(1 − x)σ−12F1 (α,β ; γ ; x) dx
=  (γ )  (σ)  (γ + σ − α − β)
 (γ + σ − α)  (γ + σ − β) . (8)
Using the above formula (8), the following lemma can be
easily established:
Lemma 2.4. Let α > 0, β and γ be real. Then, for μ >




) =  (μ + 1)  (μ + γ − β + 1)
 (μ − β + 1)  (α + μ + γ + 1) t
μ−β ,
(9)




)=  (μ + 1)  (μ + α + β + γ + 1)
 (μ + β + 1)  (μ + γ + 1) t
μ+β .
(10)
Rao et al. [26] defined the Caputo-type modification
of the Saigo fractional differential operator of (3) in the
following way:
Definition 2.5. The Caputo-type modification of the
Saigo fractional operator of order α is defined as
CDα,β ,γ0+ f (t) = In−α,−β−n,α+γ−n0+ Dnf (t) , (11)
where n − 1 < α ≤ n, n ∈ N, β and γ are real numbers.
When β = −α, the Caputo-type modification of the
Saigo fractional operator reduces to the classical Caputo’s
fractional operator of order α:





(t − τ)n−α−1f (n)(τ )dτ ,
t > 0, n = [α]+1. (12)
We shall make use of the following space functions
introduced by Dimovski [35].
Definition 2.6. The space of function Cmλ , λ ∈ R, m ∈
N contains all the function f (t) , t > 0 such that f (x) =
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tρ f1 (t) with ρ > λ and f ∈ Cm [0,∞). Clearly, Cmλ ⊆
Cλ, m ∈ N with C0λ ⊆ Cλ.
Lemma 2.7 ([26]). Let β and γ be reals, and let λ ≥
max {0,β ,− (α + β + γ )}−1. Then, the Caputo-type frac-
tional derivative CDα,β ,γ0+ is a left-inverse operator to
the fractional integral Iα,β ,γ0+ for the functions on the
space Cnλ+n
CDα,β ,γ0+ Iα,β ,γ0+ f (t) = f (t) , for f (t) ∈ Cnλ+n.
(13)
Lemma 2.8 ([26]). Let n − 1 < α ≤ n, n ∈ N, β and γ
are reals, and let λ ≥ max {0,− (α + β + γ )} − 1. Then,
for f (t) ∈ Cnλ+n then the following relation for composition
holds true









Lemma 2.9. Let α, β , γ , σ and δ be real such that m −
1 < σ < α < m, m ∈ N, α > β and σ > δ. Then, for
f (t) ∈ Cmλ+m,
CDα,β ,γ0+ f (t) = CD(α−m+k),(β+m−k),(γ+m−k)0+ f (m−k) (t) ,
(15)
and
CDα,β ,γ0+ f (t) = CDα−σ ,β−δ,γ+σ0+ CDσ ,δ,γ0+ f (t) (16)
where k ∈ {1, · · · , m − 1}.
Proof. Let f (t) ∈ Cmλ+m. Since α −m+ k ∈ (k − 1, k) for
k ∈ {1, · · · , m − 1}, by using Definition 2.5, we get






= CDα−m+k,β+m−k,γ+m−k0+ f (m−k) (t) .
Again, from (4) to (6) and (11), we have
CDα,β ,γ0+ f (t) = I(m−σ)+(σ−α),(−δ−m)+(δ−β),α+γ−m0+ f (m) (t)
= Iσ−α,δ−β ,α+γ−m0+ Im−σ ,−δ−m,σ+γ−m0+ f (m) (t)
= Im−(α−σ),−(β−δ)−m,α+γ−m0+ Dm
(
CDσ ,δ,γ0+ f (t)
)
= CDα−σ ,β−δ,γ+σ0+ CDσ ,δ,γ0+ f (t) .
To prove sufficient conditions for the uniqueness solu-
tion of the initial value problems (1) and (2), we will use
Banach contraction mapping principle:
Theorem 2.10 ([36]). Let (X, d) be a complete met-
ric space, and let F : X → X be a contraction with
Lipschitzian constant L. Then, F has a unique fixed point
u ∈ X. Furthermore, for any x ∈ X, we have
lim
n→∞ F




1 − Ld(x, F(x)). (18)
We also state Schauder’s fixed point theorem and the
Leray-Schauder-type nonlinear alternative which will be
used to prove the existence result of (1) and (2).
Theorem 2.11 ([36]). Let E be a closed, convex subset
of normed linear space X. Then, every compact continuous
map T : E → E has at least one fixed point.
By U¯ and ∂U , we denote the closure of the setU and the
boundary of U, respectively.
Theorem 2.12 ([37]). Let X be a normed linear space,
C ⊂ X be a convex set and U be open in C with 0 ∈ U. Let
T : U¯ → C be continuous and compact mapping. Then,
either
i The mapping T has a fixed point in U¯ , or
ii There exists v ∈ ∂U and λ ∈ (0, 1) with v = λTv.
Related results
In this section, we mention some results, which are used
in the later part of our discussion.
Lemma 3.1 ([38,39]). Let c > b > 0 and t < 1, t 
= 0.
Then,
2F1(a, b; c; t) <
{
J a < −1,





















(1 − t)−b .
If a ≤ c − 1, then min{H , J1} = H .
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The hypergeometric term in Saigo operator’s integrand
is strictly positive [38,39]
2F1 (α + β ,−γ ;α; t) > 0, t ∈ (0, 1] , (20)
where α > β .
Let X = C [0, 1] be a Banach space of all continuous




Let B be the non-empty closed subspace of X defined as
B = {v ∈ X : ‖v‖∗ ≤ M, M > 0} . (22)
First, we prove that the solution of initial value prob-
lems (1) and (2) is equivalent to the solution of an integral
equation.
Lemma 3.2. Let α, β , γ , σ and δ be reals such that m−
1 < σ < α < m, m ∈ N, γ > 0, α > β , σ > δ, and
let f be a continuous function defined in [ 0, 1]. Then, u ∈
Cmλ+m [0, 1], λ ≥ max{δ− (α+β +γ ),−(σ + δ+γ ), 0}−1














σ + δ,−γ ; σ ; 1 − st
)
v (s) ds, (23)
where v ∈ Cλ+m [0, 1] is a solution of
v (t) = t
σ+δ−α−β






α + β − σ − δ,−σ − γ ;α − σ ; 1 − st
)
× f (s,u (s) , v (s)) ds. (24)
Proof. Consider u ∈ Cmλ+m [0, 1]. By (16), the initial value
problem (1) and (2) can be expressed as
CDα−σ ,β−δ,γ+σ0+ CDσ ,δ,γ0+ u (t) = f
(
t,u (t) , CDσ ,δ,γ0+ u (t)
)
.
Replacing CDσ ,δ,γ0+ u(t) by the function v(t), it reduces to
CDα−σ ,β−δ,γ+σ0+ v (t) = f (t,u (t) , v (t)) .
Applying Lemma 2.8 and using the initial condition (2),
we obtain
v (t) = t
σ+δ−α−β






α+β−σ −δ,−σ −γ ;α−σ ; 1− st
)
× f (s,u(s) , v(s)) ds.
Secondly, applying Lemma 2.8 and the initial condition (2)
on v (t) = CDσ ,δ,γ0+ u (t), we obtain (23).
Conversely, let v ∈ Cλ+m[ 0, 1] be the solution of (24).
Since f is continuous function, then by Lemmas 2.7 and
2.8, it reduces to
CDα−σ ,β−δ,γ+σ0+ v (t) = f (t,u (t) , v (t)) for t ∈ (0, 1] .
Again, since u ∈ Cmλ+m [0, 1], using Lemmas 2.7 and 2.8
and the initial condition (2) on (23), we get
v (t) = CDσ ,δ,γ0+ u (t) .
Hence, we arrive with the desired result (1).
Lemma 3.3. Let α, β , γ , σ and δ be reals such that γ >
0 and n− 1 < σ < n ≤ m− 1 < α < m, m, n ∈ N, γ > 0,
α > β , σ > δ, and let f be a continuous function on [ 0, 1].
Then, u ∈ Cmλ+m [0, 1], λ ≥ max{δ,−(α + β + n), 0} − 1











(t − s)n−1v (s) ds, (25)













α + β ,−γ − n;α − n; 1 − st
)














Proof. Let u ∈ Cmλ+m [0, 1] be the solution of initial
value problems (1) and (2), then applying Lemma 2.9 and
substituting v (t) = Dnu (t), we have
CDα−n,β+n,γ+n0+ v (t) = f (t,u (t) ,χ(t)) ,
where χ(t) is defined in (27).














α + β ,−γ − n;α − n; 1 − st
)
× f (s,u(s),χ(s)) ds.










(t − s)n−1v (s) ds.
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α + β ,−γ − n;α − n; 1 − st
)






















t,u(t), CDσ ,δ,γ0+ u(t)
)
.
In view of Lemma 2.9, we finally get
CDα,β ,γ0+ u (t) = f
(
t,u (t) , CDσ ,δ,γ0+ u (t)
)
.
Obviously, using (25), it can be easily shown that v(m−n) =
u(m) ∈ Cλ+m[ 0, 1]. This proves that u(t) is the solution of
the initial value problems (1) and (2).
Main results
In this section, the main objective is to find the sufficient
conditions for the existence and uniqueness of solution of
the initial value problem (1) and (2). Here, two cases are
investigated: m − 1 < σ < α < m and n − 1 < σ < n ≤
m − 1 < α < m.
Whenm− 1 < σ < α < m
Throughout this section, we suppose that β , γ and δ are
real numbers such that γ > 0, α > β , σ > δ, γ > δ − 1
and β > δ − 1.
To facilitate our discussion, let the following assump-
tions be satisfied:
(H1) g : [0, 1] × R × R → R is a continuous function
and there exist three non-negative functions
L1 (t), L2 (t) and L3 (t) in C [0, 1] such that
(i) g (0, 0, 0) = 0 and g (t, 0, 0) ≡ L1 (t) 
= 0
uniformly continuous on compact
subinterval (0, 1].
(ii)
∥∥g (t, x, y) − g (t, x¯, y¯)∥∥ ≤
L2 (t) ‖x − x¯‖ + L3 (t)
∥∥y − y¯∥∥.
(H2) g (t, x, y) = tδ−β f (t, x, y).
(H3) 0 < p < ∞, 0 < q < ∞, r < 1 such that
M = p+q1−r > 0.
H4  := (β−δ+1)(γ+σ+1)
(α+β+γ−δ+1) .



























× 2F1 (α + β − σ − δ,−σ − γ ;α − σ ; 1 − x)
×
{ t−δx−δL2 (tx)  (γ − δ + 1)
 (1 − δ)  (γ + σ + 1) + L3 (tx)
}
dx.
Let v ∈ B¯. Consider the mapping ϒ by
ϒv (t) := t
σ+δ−α−β
 (α − σ)
∫ t
0
(t − s)α− σ−1
× 2F1
(
α + β − σ − δ,− σ − γ ;α − σ ; 1 − st
)
× f (s,u (s) , v (s)) ds,
:= t
δ−β




× 2F1 (α + β − σ − δ,− σ − γ ;α − σ ; 1 − x)
× f (tx,u (tx) , v (tx)) dx
:= 1
 (α − σ)
∫ 1
0
(1 − x)α− σ−1xβ−δ
× 2F1 (α + β − σ − δ,− σ − γ ;α − σ ; 1 − x)
× g (tx,u (tx) , v (tx)) dx, (28)
where u(t) is from (23).
Let λ ≥ max{δ − (α + β + γ ),−(σ + δ +
γ ), 0} − 1. Then, in view of Lemma 3.2 and by
assumption (H1), the initial value problem (1) and (2)
are equivalent to that of the operator ϒ which has
a fixed point in B. We shall now state and prove
the uniqueness solution of the initial value problem
(1) and (2).
Theorem 4.1. Let the assumptions (H1), (H2) and (H3)
hold. Then, the initial value problem (1) and (2) has a
unique solution on [ 0, 1].
Proof. Here, we shall use the Banach contraction princi-
ple to prove that ϒ has a fixed point.
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σ + δ,−γ ; σ ; 1 − st
)
|v (s)| ds.







 (γ − δ + 1)
 (1 − δ)  (γ + σ + 1) ‖v‖ t
−δ .








× 2F1 (α + β − σ − δ, σ − γ ;α − σ ; 1 − x)








× 2F1 (α + β − σ − δ, σ − γ ;α − σ ; 1 − x)
× {∣∣g (tx,u (tx) , v (tx))








× 2F1 (α + β − σ − δ, σ − γ ;α − σ ; 1 − x)
× {L1 (tx) + L2 (tx) ‖u‖ + L3 (tx) ‖v‖} dx
≤ p + q + rM
≤ M. (29)
This proves that ϒB ⊂ B.
Next, we prove that ϒ is a contraction map. Let v1, v2 ∈
B. Then, for t ∈[ 0, 1], we have
|u1 − u2| =


















σ + δ,−γ ; σ ; 1 − st
)
‖v1 − v2‖ ds.
Using (8), we have
‖u1 − u2‖ ≤  (γ − δ + 1)
 (1 − δ)  (γ + σ + 1) t
−δ ‖v1 − v2‖ .
(30)
Hence,
‖ϒv1 (t) − ϒv2 (t)‖
≤ 1




× 2F1 (α+β−σ −δ,−σ − γ ;α − σ ; 1 − x)
× ∥∥g (tx,u1 (tx) , v1 (tx))
−g (tx,u2 (tx) , v2 (tx))
∥∥ dx
≤ 1




× 2F1 (α + β − σ − δ,−σ − γ ;α − σ ; 1 − x)
× {L2(tx)‖u1−u2‖+L3(tx)‖v1−v2‖} dx
≤ 1








(tx)−δ(γ − δ + 1)
(1 − δ)(γ + σ + 1)
+ L3 (tx)
}
‖v1 − v2‖ dx
≤ r ‖v1 − v2‖∗ .
Thus,
‖ϒv1 (t) − ϒv2 (t)‖∗ ≤ r ‖v1 − v2‖∗ .
According to assumption (H3), r < 1 implies that the
operator ϒ is a contraction in B. As a consequence of
Theorem 2.10, the operator ϒ has a unique fixed point.
Thus, this fixed point is a solution of the initial value
problem (1) and (2).
Next, we state and prove the existence of the solu-
tions for the initial value problem (1) and (2) by using
Schauder’s fixed point theorem 2.11.
Theorem 4.2. Let the assumptions (H1) to (H4) hold.
Then, the initial value problems (1) and (2) has at least one
solution in the space B.
Proof. Consider the operator ϒ defined in (28) and E =
{v ∈ B : ‖v‖∗ ≤ κ}, where
‖ϒv‖∗ ≤ p + q + rM := κ .
In view of the proof of Theorem 4.1, the operator ϒ maps
E into itself. To prove that the operator ϒ is compact and
continuous, we shall divide the proof into several steps.
Step 1: ϒ is continuous.
Let {vn} be a sequence in E such that vn → v as
Dutta and AroraMathematical Sciences 2013, 7:17 Page 7 of 12
http://www.iaumath.com/content/7/1/17
n → ∞. Then, from Lemma 3.2 and (30) for
t ∈[ 0, 1], we obtain
‖un − u‖ ≤  (γ − δ + 1)
 (1 − δ)  (γ + σ + 1) t
−δ ‖vn − v‖ .
Then,
‖ϒvn (t) − ϒv (t)‖
≤ 1




× 2F1 (α + β − σ − δ,−σ − γ ;α − σ ; 1 − x)
× ∥∥g (tx,un (tx) , vn (tx))
−g (tx,u (tx) , v (tx))∥∥ dx
≤ 1








(tx)−δ(γ − δ + 1)
(1 − δ)(γ + σ + 1)
+ L3 (tx)
}
‖vn − v‖ dx
≤ r ‖vn − v‖∗ .
This implies that
‖ϒvn (t) − ϒv (t)‖∗ ≤ r ‖vn − v‖∗ .
Since vn → v as n → ∞, hence
‖ϒvn (t) − ϒv (t)‖∗ → 0 as n → ∞.
Step 2: The operator ϒ is bounded in E into itself. The
proof is similar to the proof of Theorem 4.1.
Step 3: The operator ϒ is equicontinuous on E.
Let v ∈ E and t1, t2 ∈[ 0, 1] such that t1 < t2.
Then,
‖ϒv (t2) − ϒv (t1)‖
≤ 1




×2F1 (α + β − σ − δ,−σ − γ ;α − σ ; 1 − x)
× {∥∥g (t2x,u (t2x) , v (t2x))
− g(t2x, 0, 0)
∥∥+∥∥g(t2x, 0, 0)− g (t1x, 0, 0)∥∥
+ ∥∥g(t1x, 0, 0)− g(t1x,u (t1x), v(t1x))∥∥}dx
≤ 1




×2F1 (α + β − σ − δ,−σ − γ ;α − σ ; 1 − x)
× {‖L1 (t2x) − L1 (t1x)‖ + (L2 (t1x)
+L2 (t2x)) ‖u‖
+ (L3 (t1x) + L3 (t2x)) ‖v‖} dx.
But by (H1), L1(t) is uniformly continuous in
[0,1]. So, for the given ε > 0, we find ρ > 0 such
that ‖ t2 − t1‖ < ρ, then
‖L1 (t2) − L1 (t1)‖ < ε = ρ . Hence,
‖ϒv (t2) − ϒv (t1)‖∗ ≤ ρ + 2q + 2rκ ,
which is independent of v.
Thus, the operator ϒ is relatively compact. As a conse-
quence of the Arzelà-Ascoli theorem, the operator ϒ is
compact and continuous. By Theorem 2.11, we conclude
that the operator ϒ has at least one solution of the initial
value problem (1) and (2). This completes the proof.
Theorem 4.3. Let the assumptions (H1) to (H4) hold.
Then, the initial value problem (1) and (2) have a solution.
Proof. Let U = {v ∈ B : ‖v‖∗ < R} with R = p+q1−r > 0.
Consider the operator ϒ defined in (28). Then, by (H1)
and the Arzelà-Ascoli theorem, it can be easily shown that
the operator ϒ : U¯ → U¯ is compact and continuous.
Next, we show that U is a priori bounds. If possible,
assume that there is a solution v ∈ ∂U such that
v = λϒv with λ ∈ (0, 1) . (31)








× 2F1 (α + β − σ − δ, σ − γ ;α − σ ; 1 − x)








× 2F1 (α + β − σ − δ, σ − γ ;α − σ ; 1 − x) |
× g (tx,u (tx) , v (tx))| dx
≤ p + q + r ‖v‖∗ .
Therefore v /∈ ∂U . By Theorem 2.12,ϒ has a fixed point
in U¯ , which is a solution of initial value problems (1) and
(2). This completes the proof.
Suppose that according to the Theorem 4.3, v0 is the













σ + δ,−γ ; σ ; 1 − st
)
v0 (s) ds. (32)










+ 14t6, t ∈[ 0, 1] , (33)
with
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u(0) = 2, u′(0) = 5. (34)
Set
g(t,u, v) := t
0.3 (u + v)
120√π (1 + u + v) + 14t
6.3.
Let t ∈[ 0, 1] and u, v, u¯, v¯ ∈[ 0,∞), then
∣∣g(t,u, v) − g(t, u¯, v¯)∣∣ = t0.3120√π





{ |u − u¯| + |v − v¯|




120√π {|u − u¯| + |v − v¯|} .
Thus,∥∥g (t,u, v) − g (t, u¯, v¯)∥∥ ≤ L2 (t) ‖u − u¯‖ + L3 (t) ‖v − v¯‖ ,
where
L2 (t) = t
0.3
120√π and L3 (t) =
t0.3
120√π .
Also, g(t, 0, 0) := L1 (t) = 14t6.3. Hence, the initial value
problem (33) and (34) satisfy (H1).
One can easily verify that p  9.9561, q  0.0356 and
r  0.0065 < 1.
Take M > 10.0571. Hence, by Theorem 4.1 and
Theorem 4.2 the initial value problem (33) and (34) has at
least one solution defined on [ 0, 1].
When n− 1 < σ < n ≤ m− 1 < α < m
Throughout this section, we suppose that β , γ and δ are
real numbers such that γ > 0, α > β , σ > δ, γ + δ > −1
and n + β > −1.
We take the following assumptions to be satisfied:
(H5) g(t,u, v) := t−n−β f (t,u, v).
(H6) 0 < p∗ < ∞, 0 < q∗ < ∞, r∗ < 1
such thatM = p∗+q∗1−r∗ > 0.
(H7)  := (n+β+1)(n+γ+1)







 (α − n)
∫ 1
0
(1 − x)α−n−1 xn+β











(1 − x)α−n−1 xn+k+β














(σ + δ + γ + 1)(xt)n+δ
 (n + δ + 1) (γ + 1) L3(xt)
)
dx.













α + β ,−γ − n;α − n; 1 − xt
)
× f (x,u (x) ,χ(x)) dx
:=(t) + 1




× 2F1(α+β ,−γ −n;α − n; 1 − x)
× g (tx,u (tx) ,χ(tx)) dx, (35)
where u(t) and χ(t) are from (25) and (27), respectively,
and (t) := ∑m−n−1k=0 tkk! cn+k .
Theorem 4.5. Let the assumptions (H1), (H5) and (H6)
hold. Then, the initial value problem (1) and (2) has a
unique solution on [ 0, 1].
Proof. By Lemma 3.3, the initial value problem (1) and
(2) are transformed to the integral equation (26). Consider
the operator T defined in (35). Here, we shall make use
of the Banach contraction principle to prove that T has a

















 (n + 1) . (36)
Since σ + δ > −1, then we have
‖χ(t)‖ ≤ t
n+δ




× 2F1 (−σ −δ, n − γ −σ ; n − σ ; 1−s) ‖v (s)‖ ds
≤(σ + δ + γ + 1) ‖v‖ t
n+δ
 (n + δ + 1) (γ + 1) . (37)
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× 2F1(α+β ,−γ −n;α− n;1−x)










× 2F1 (α + β ,−γ − n;α − n; 1 − x)




























= p∗ + q∗ + r∗ ‖v‖
≤ M. (38)
Next, to prove that T is a contraction map, let v1, v2 ∈ B.
Then, for t ∈ [ 0, 1], we obtain
‖u1(t) − u2(t)‖ ≤‖v1 − v2‖ t
n
 (n + 1) ,
‖χ1(t) − χ2(t)‖ ≤(σ + δ + γ + 1) ‖v1 − v2‖ t
n+δ
 (n + δ + 1) (γ + 1) .
and
‖Tv1(t) − Tv2(t)‖ ≤ 1




× 2F1 (α + β ,−γ − n;α − n; 1 − x)
× ∥∥g (tx,u1 (tx) ,χ1 (tx))
− g tx,u2 (tx) ,χ2 (tx)‖ dx
≤ 1




× 2F1 (α + β ,−γ − n;α − n; 1 − x)
×{L2(tx) ‖u1−u2‖+L3(tx) ‖χ1−χ2‖} dx
≤ 1









+(σ + δ + γ + 1)(xt)
n+δ
 (n + δ + 1) (γ + 1) L3(xt)
)
× ‖v1 − v2‖ dx
≤ r∗ ‖v1 − v2‖∗ ,
where χ1 and χ2 are defined in (27). Thus,
‖Tv1(t) − Tv1(t)‖∗ ≤ r∗ ‖v1 − v2‖∗ .
By assumption (H6), r∗ < 1; therefore, the operator T is a
contraction in B. Hence, by Theorem 2.10 the operator T
has a unique fixed point, which corresponds to the unique
solution of the initial value problem (1) and (2).
Next, theorems are based on the existence of the solu-
tion for the initial value problem (1) and (2).
Theorem 4.6. Let us assume that the (H1), (H5), (H6)
and (H7) holds. Then, the initial value problem (1) and (2)
has at least one solution in the space B.
Proof. Consider the operator defined in (35) and F =
{v ∈ B : ‖v‖∗ ≤ K}, where
‖Tv‖∗ ≤ p∗ + q∗ + r∗R := K.
In view of the proof of Theorem 4.5, it can be easily shown
that the operator T maps F into itself. To prove that the
operator T is compact and continuous, we shall divide the
proof in the following steps:
Step 1: T is continuous.
Let {vn} be a sequence in F such that vn → v as
n → ∞. Clearly, for t ∈[ 0, 1], by using
Lemma 2.3, we find
‖un(t) − u(t)‖ ≤‖vn − v‖ t
n
 (n + 1) ,
‖χn(t)−χ(t)‖≤(σ + δ + γ + 1) ‖vn − v‖ t
n+δ
 (n + δ + 1) (γ + 1) .
Then, by the assumption (H1), we have
‖Tvn (t) − Tv (t)‖ ≤ 1




× 2F1 (α + β ,−γ − n;α − n; 1 − x)
× ∥∥g (tx,un (tx) ,χn (tx))
− g (tx,u (tx) ,χ (tx))∥∥ dx
≤ 1









+(σ + δ + γ + 1)(xt)
n+δ
 (n + δ + 1) (γ + 1) L3(xt)
)
× ‖vn − v‖ dx
≤ r∗ ‖vn − v‖∗ .
This implies that
‖Tvn (t) − Tv (t)‖∗ ≤ r∗ ‖vn − v‖∗.
Thus, ‖vn − v‖∗ → 0
⇒ ‖Tvn(t) − Tv(t)‖∗ → 0 as n → ∞.
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Step 2: The operator T is bounded in F into itself. The
proof is similar to the proof of Theorem 4.5.
Step 3: The operator T is equicontinuous on F.
Let v ∈ F and t1, t2 ∈[ 0, 1] such that t1 < t2. Then,
‖Tv (t2) − Tv (t1)‖
≤ 1




× 2F1 (α + β ,−γ − n;α − n; 1 − x)
×{∥∥g (t2x,u (t2x),χ (t2x))−g (t2x, 0, 0)∥∥
+ ∥∥g (t2x, 0, 0) − g (t1x, 0, 0)∥∥
+ ∥∥g (t1x, 0, 0) − g (t1x,u (t1x) ,χ (t1x))∥∥} dx
≤ 1




× 2F1 (α + β ,−γ − n;α − n; 1 − x)
× {‖L1 (t2x) − L1 (t1x)‖ + (L2 (t1x)
+L2 (t2x)) ‖u‖
+ (L3 (t1x) + L3 (t2x)) ‖χ‖} dx.
By the assumption (H1), L1(t) is uniformly
continuous in[0,1]. So, for the given ε > 0, we
find ρ > 0 such that ‖ t2 − t1‖ < ρ, then
‖L1 (t2) − L1 (t1)‖ < ε = ρ . Hence,
‖Tv (t2) − Tv (t1)‖∗ ≤ ρ + 2q∗ + 2r∗K,
which is independent of v.
Thus, the operator T is relatively compact. Hence, by con-
sequence of the Arzelà-Ascoli theorem, the operator T is
compact and continuous. Using Theorem 2.11, we con-
clude that the operator T has at least one solution for the
initial value problem (1) and (2).
Theorem 4.7. Let the assumptions (H1), (H5), (H6) and
(H7) hold. Then, the initial value problem (1) and (2) has
a solution.
Proof. Consider the operator T defined in (35) and
H = {v ∈ B : ‖v‖∗ < P}.
Then, by (H1) and the Arzelà-Ascoli theorem, it can be
easily shown that the operatorT : H¯ → H¯ is compact and
continuous.
Next, we show that H is a priori bound. If possible,
suppose that there is a solution v ∈ ∂H such that
v = λTv with λ ∈ (0, 1) . (39)
Then for λ ∈ (0, 1), we obtain
‖v‖∗ ≤ sup
t∈[0,1]
λ |(t)| + sup
t∈[0,1]
λ
 (α − n)
∫ 1
0
× (1 − x)α−n−1xn+β
× 2F1 (α + β ,−γ − n;α − n; 1 − x)∥∥g (tx,u (tx) ,χ (tx))∥∥ dx
≤ sup
t∈[0,1]
λ |(t)| + sup
t∈[0,1]
λ
 (α − n)
∫ 1
0
× (1 − x)α−n−1xn+β












+(σ + δ + γ + 1)(xt)
n+δ





= λ (p∗ + q∗ + r∗ ‖v‖∗)
<P .
Therefore v /∈ ∂H. Hence, by Theorem 2.12, T has a fixed
point in H¯, which is a solution of initial value problem (1)
and (2).
Example 4.8. Consider the fractional differential
equation
CD3.5,2.5,2.50+ u (t)−t4.5 CD1.5,0.5,2.50+ u (t) − u(t)= t6.5, t ∈[ 0, 1] ,
(40)
and
u(0) = 2.5, u′(0) = 2, u′′(0) = 6, u′′′(0) = 7.05.
(41)
The above equation (40) can be written as
CD3.5,2.5,2.50+ u (t) = t6.5 + u(t) + t4.5 CD1.5,0.5,2.50+ u (t) .
(42)
Here, 3 < α < 4 and 1 < σ < 2.
Set
g(t,u, v) ≡ t2 + t−4.5u(t) + v(t).
Clearly, L1(t) = t2, L2(t) = t−4.5 and L3(t) = 1 satisfied
the condition (H1).
Also, for each u, u¯, v, v¯ ∈ R, we have∥∥g (t,u, v) − g (t, u¯, v¯)∥∥ ≤ L2 (t) ‖u − u¯‖ + L3 (t) ‖v − v¯‖ ,

















× 2F1(6,−4.5, 1.5, x)dx
≤ 2.0989 × 10−5 + 0.0058
= 0.0058 (approx.)
<1.
Similarly, we can find p∗ ≤ 13.0510 and q∗ ≤ 0.0133.
Take M > 2.2523 × 103. As a consequence of
Theorem 4.5 and Theorem 4.6, the initial value problem
(40) and (41) has at least one unique solution defined in
[ 0, 1].
Conclusions
The existence and uniqueness of solution for the nonlin-
ear fractional differential equations with initial conditions
comprising the Caputo-type modification of Saigo’s frac-
tional derivatives have been discussed in (C[ 0, 1] ,R). For
our discussion, we have used the fixed point theorems and
nonlinear alternative of Leray and Schauder. The existence
and uniqueness theoremmay be explored for other classes
of fractional differential equations involving the Caputo-
type modification of Saigo’s fractional derivative. From
the above discussion, it is expected that this may pro-
vide a new direction to the study of fractional differential
equation, which may give higher degrees of freedom than
the fractional differential equation available in literature.
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