Abstract. Nonlinear inverse problems in electromagnetics are typically solved by dividing the Earth into cells of constant conductivity, linearizing the equations about a current model, computing the sensitivities, and then solving an optimization problem to obtain an updated estimate of the conductivity. In principle, this procedure can be implemented for any size problem, but in practice the computations involved may be too large for the available computing hardware. In electromagnetics this is currently the situation irrespective of whether the interpreter has access to a workstation or a supercomputer. In addition to the demands imposed by the need to compute the predicted responses from a specified model (i.e., invoking a forward mapping) there are two computational roadblocks encountered when solving an inverse problem: (1) calculation of the sensitivity matrix and (2) solution of the resultant large system of equations. If either of these operations cannot be carried out in reasonable time then an alternate strategy is required. Such strategies include generalized subspace methods, conjugate gradient methods, or approximate inverse mapping (AIM) procedures. The theoretical foundations and computational details of these strategies are explored in this paper with the ultimate goal that the inversionist, after assessing his/her computing power and knowing the time required to perform forward modeling, can generate a methodology by which to solve the problem. The methodologies are compared quantitatively by considering an archetypal inversion problem in electromagnetics, the inversion of dc potential data to recover the electrical conductivity. where a,/• are constants, S is a surface magnetic or electric current, and U can be either E or H. The parameters of interest in the inversion can be any combination of/x, e, and rr, but in this paper only rr is assumed to be variable. The data may be individual field values or ratios of fields, such as impedances or admittances. They constitute constraints upon the model, which we denote generically by the symbol m, and in the inverse problem we attempt to find an m which acceptably reproduces these data. The fundamental difficulty is that of nonuniqueness; there are generally infinitely many models which adequately reproduce the observations. Practical inverse problems are therefore formulated by first designing a specific objective functional of the model and then minimizing this functional subject to the data constraints.
Introduction
In a typical inverse problem we are provided with N data df bs , some estimate of their uncertainties ej, where a,/• are constants, S is a surface magnetic or electric current, and U can be either E or H. The parameters of interest in the inversion can be any combination of/x, e, and rr, but in this paper only rr is assumed to be variable. The data may be individual field values or ratios of fields, such as impedances or admittances. They constitute constraints upon the model, which we denote generically by the symbol m, and in the inverse problem we attempt to find an m which acceptably reproduces these data. The fundamental difficulty is that of nonuniqueness; there are generally infinitely many models which adequately reproduce the observations. Practical inverse problems are therefore formulated by first designing a specific objective functional of the model and then minimizing this functional subject
The fundamental difficulty in solving the inverse problem is the nonuniqueness of the solution. Practical inverse problems are therefore formulated by first designing a specific objective functional of the model and then minimizing this functional subject to the data constraints. Generally, the objective function is tailored so that the solution from the inverse algorithm is "close" to a prespecified base model or reference model and also that the con- 
The value of/x may be found by simultaneously solving (12) and (13); this assumes that the linearized estimate of the misfit is an adequate approximation to the true misfit. Alternatively, /x may be found by requiring
Either approach requires a line search. This is an important aspect of the inversion, but discussion is postponed until later. The iterative process is continued until convergence is reached. That is, a model is found which produces a misfit equal to the target value and the model objective function undergoes no further decrease with successive iterations. This does not guarantee that a global minimum has been found.
Many inverse practitioners still consider the primary goal of the inverse problem to be that of finding a model which fits the data. The ill-posedness of the inverse problem is recognized, and some form of regularization is incorporated. Often, however, too little attention is paid to the explicit form of the regularization. The inherent nonuniqueness is generally so large that the first step in solving any inverse problem should be to design the model objective function. The objective function should be such that it produces a model with characteristics that are in accordance with the general Earth structure, is consistent with a priori information about the model, and is interpretable. The objective function in (3) has the flexibility to accomplish this. To emphasize this philosophy, we consider the inversion of an EM data set with different model objective functions.
In this paper a formalism and specific equations are presented to invert general types of EM data. However, to illustrate each of the techniques we revert to a time invariant problem, that of inverting dc resistivity data. One reason for this choice is that the dc fields are similar to fields obtained in lowfrequency electromagnetic surveys, and insight about the inversion algorithms obtained by inverting dc resistivity data can be applied to frequency domain problems. Another reason is that dc inversion is made tractable because of efficient forward modeling in two and three dimensions [e.g., Lee, 1975; Hohmann, 1975 In a dc survey an electric current is input to the ground, and the electric potential is measured away from the source. In the field, four electrodes are used. Two are connected to the current generator to provide a closed circuit for the current and two electrodes are needed for measuring a potential difference. However, because of superposition we can consider a pole-pole experiment in which one of the current electrodes and one of the potential electrodes are move to "infinity." This geometry can be well approximated in field acquisition and can be modeled theoretically by (16). These are the data which will be inverted in this paper.
To illustrate nonuniqueness we consider the twodimensional conductivity structure shown in Plate la. It consists of a surface layer with variable conductivity, a wedge of low-conductivity material at the bottom left, and a centrally located conductive prism. The model, consisting of 1296 cells, has been slightly smoothed to make it less artificial. The geophysical survey is carried out by placing surface electrodes every 10 m in the interval x = (-100 m, 100 m). Each of the 21 electrode positions can be activated as a current site, and when it is, electric potentials are recorded at the remaining electrodes. The forward modeling is carried out using a finite difference algorithm [McGillivray, 1992] Having recognized the nonuniqueness inherent in electromagnetic inverse problems, we proceed to solve an EM inverse problem in which a specific objective function is minimized. The technique is essentially a Gauss-Newton method, but a subspace algorithm is used to reduce the computations required to invert the large matrix.
Subspace Algorithm
For certain problems, exact or approximate sensitivities can be efficiently calculated, and the principal roadblock is the solution of the large linear system of equations exemplified by (12). The matrix system can be solved by conjugate gradient [Hestenes, 1980] 
Our goal is to compute the sensitivity Jik = Odi/Orr k where d i is the ith datum and rr• is the
We note that these boundary conditions may differ from those used to solve the primal problem in (1). For instance, the primal problem might be a magnetotelluric problem whose source is a sheet of current at height, but the source for the auxiliary problem is likely a current or magnetic dipole inside OD. With the exception of the changes in the specifics of the boundary conditions and practical details regarding meshing of the domain, the solution of the forward and auxiliary problems can likely be obtained by using the same computing algorithm.
Combining (23) and (25) In theory, the algorithm is reset every M iterations, where M is the number of parameters in the model. However, in practice the algorithm usually converges before the Mth iteration.
For electromagnetic problems the most CPU intensive part of a conjugate gradient algorithm is forward modeling which is necessary to compute the data for a given model, the value of the objective function, and as implied in (33) 
It shows explicitly that the desired perturbation is the data space mapping error. The AIM approach will now be used to invert pole-pole dc resistivity data to recover a threedimensional conductivity structure. The specification of •-1 is that given by Li and Oldenburg [1992] in their approximate inversion of dc resistivity data. We consider again the synthetic data generated from the five-prism model in Figure 3 
Summary
The purpose of this paper is to outline various strategies for coping with large-scale EM inverse problems. If computing power were not an issue, then a traditional Gauss-Newton approach would be the method of choice. This requires computation of the sensitivity matrix, solving a large system of equations, and carrying out a line search using forward modeling. The subspace method reduces the computations by projecting the large system of equations onto a much smaller subspace and then inverting only a small matrix. Selection of basis vectors for the subspace method is crucial, but the strategy of using steepest descent vectors associated with partitioned model and data misfit objective functions has worked well for us. Our experience with subspace and Gauss-Newton approaches is that approximate sensitivities will often suffice; this has the potential for further computational reduction in the subspace approach.
In the conjugate gradient approach one does not need to compute and store the full sensitivity matfix. Only the gradient of the objective function, which requires forward modeling, need be calculated. There is no matrix to invert, but a line search, involving forward modeling, is needed to compute the scaling factor for the perturbation. Because only a single vector is used in the perturbation, it is important that the gradient vector is computed accurately. Also, with the conjugate gradient method the value of the Lagrange multiplier must be supplied explicitly. This can be accomplished by monitoring the convergence process and adjusting the Lagrange multiplier when plateauing occurs.
The AIM procedure involves the least computation, requiring no computation of sensitivities or solution of a matrix system. It produces an updated model by performing only one forward modeling per iteration. The trade-off for this computational efficiency is a potential loss of robustness and possible lack of control upon the final model. The characteristics of the recovered model are intimately associated with the details of the approximate inverse mapping operator. Our experience with the AIM-MS and AIM-DS procedures outlined here is that a few applications generally produce substantial reduction in data misfit and, depending upon the details of the inverse mapping, produce a model with desirably smooth features. With successive iterations the algorithm may diverge, but the minimum misfit model, or one of the models achieved as the inversion has proceeded, may be interpretable in itself or used as a starting model in a more sophisticated inversion. Each attempt to reduce the number of computations in the inversion has the potential for producing an algorithm which has its own difficulties with respect to getting trapped in a local minimum, requiring additional iterations for convergence, losing ability to directly control the characteristics of the inverted model, or having decreased robustness. Nevertheless, the task of the inverter is to process his/her data so that some inferences about model structure can be made. The work presented here outlines some strategies such that a user, when confronted with inverting EM data, can choose an attack which produces optimum results given the limitations of computing power and storage.
