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Abstract—Several Internet-of-Things (IoT) applications provide
location-based services, wherein it is critical to obtain accurate position
estimates by aggregating information from individual sensors. In the
recently proposed narrowband IoT (NB-IoT) standard, which trades off
bandwidth to gain wide coverage, the location estimation is compounded
by the low sampling rate receivers and limited-capacity links. We address
both of these NB-IoT drawbacks in the framework of passive sensing
devices that receive signals from the target-of-interest. We consider
the limiting case where each node receiver employs one-bit analog-
to-digital-converters and propose a novel low-complexity nodal delay
estimation method using constrained-weighted least squares minimization.
To support the low-capacity links to the fusion center (FC), the range
estimates obtained at individual sensors are then converted to one-bit
data. At the FC, we propose target localization with the aggregated one-
bit range vector using both optimal and sub-optimal techniques. The com-
putationally expensive former approach is based on Lasserre’s method
for multivariate polynomial optimization while the latter employs our
less complex iterative joint range-target location estimation (ANTARES)
algorithm. Our overall one-bit framework not only complements the low
NB-IoT bandwidth but also supports the design goal of inexpensive NB-
IoT location sensing. Numerical experiments demonstrate feasibility of
the proposed one-bit approach with a 0.6% increase in the normalized
localization error for the small set of 20-60 nodes over the full-precision
case. When the number of nodes is sufficiently large (> 80), the one-bit
methods yield the same performance as the full precision.
Index Terms—Fractional optimization, localization, narrowband
internet-of-things, one-bit quantization, passive radar.
I. INTRODUCTION
Recent industry estimates project that nearly 75 billion devices
will be connected in the Internet-of-Things (IoT) by the year 2025
[1]. The IoT is envisioned to connect the physical and digital
world through extensive instrumentation with sensing, wearable, and
intelligent devices [2]. A common IoT application is to provide various
localization-based services [3, 4], wherein a large network of devices
collects and transmits data in order to determine the position of entities-
of-interest with respect to the node or sensors within the IoT. The
location information is critical in order to gather crucial inference from
physical measurements in applications such as military surveillance
[5], physiological sensors [6], smart homes [7], secure automated
offices [8], disaster response [9], and environmental monitoring [10].
Global Positioning System (GPS) devices are quite reliable in
providing localization measurements in other applications. However,
GPS deployment at every IoT node is very expensive in terms
of cost and power, especially for networks with massive number
of devices. Further, GPS performs poorly in indoor environments.
Therefore, many alternative IoT localization methods have been
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proposed in recent studies [4]. A promising technology is passive
sensor tags that augment existing IoT deployments through backscatter
communications [11]. These tags do not have any active radio-
frequency (RF) chain components thereby leading to huge savings in
cost and energy. This is also a practical approach because it is difficult
to re-purpose the preset IoT network sensing modalities (usually fixed
before the deployment), especially when it comprises millions of
devices [12]. On the other hand, addition of passive sensors does not
require changing the deployed IoT hardware or placement of new
communications and power sources [13].
Since IoT the framework is defined by a massive number of
largely battery-powered devices, that also transmit or receive data,
the underlying challenges for any communications link in this setting
are low power, low data rate, wide coverage, and scalability [14]. In
this context, the 3rd generation partnership project (3GPP) recently
introduced narrowband IoT (NB-IoT) system specifications to support
wide coverage area, long user lifetime, and low power/cost devices
over a narrow bandwidth of 180 kHz [15]. While not fully backward
compatible with existing 3GPP devices, the NB-IoT harmoniously
coexists with legacy networks by reusing the functionalities of the
latter’s design. The reduced NB-IoT bandwidth implies higher transmit
power spectral density within the existing 3GPP specifications. This,
combined with a soft re-transmission strategy [16], enhances the
coverage of NB-IoT over conventional IoT solutions. The ultra-low
complexity and low power consumption features of NB-IoT are
advantageous for location-based services such as smart parking, smart
tracking, and smart home [17]. In this paper, we focus on passive
localization in NB-IoT networks.
While NB-IoT networks benefit from low bandwidth to enhance
their coverage, the same feature imposes challenges in localization
by severely limiting the data rate. Commonly used ranging-based
localization techniques lose accuracy because of low data rates [18].
In NB-IoT devices, low battery-power is insufficient to handle high
sampling rates required to attain necessary localization accuracy [19–
22]. A popular alternative NB-IoT localization technique is to employ
fingerprinting, wherein the received signal strength indicator (RSSI)
measurements are collected at specified locations during the training
phase and then compared with online measurements to determine the
location of the target [19, 23]. However, this approach requires prior
knowledge of a detailed RSSI database which may be unavailable or
unattainable. Hence, recent NB-IoT studies explore RSSI-independent
signal processing methods such as successive interference cancellation
[20], maximum likelihood estimation [21], frequency hopping [22]
and machine learning [24]. Our proposed technique is inspired by
localization in passive radar arrays [25] and does not require prior
RSSI measurements.
The aforementioned works admit Nyquist rate measurements at
each node. Further, when nodal measurements are sent to a fusion
center (FC) for an aggregate decision, full capacity links are assumed.
In this paper, contrary to these works, we consider the limiting case
wherein the receivers at each node employ one-bit analog-to-digital
converters (ADCs). We then leverage the recent advances in one-bit
signal processing [26] to maximize the accuracy of target range/delay
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2estimation with respect to a specific node. To cope with the capacity
limitations of the nodal links, we assume that, prior to transmission to
FC, the receive sensors quantize nodal estimates to one-bit data. The
FC then performs target localization, i.e. determination of target’s
position with respect to the entire network, using the one-bit range
vector aggregated from the estimates sent by all the nodes.
A. Prior Works on one-bit Processing
Ideally, the analog-to-digital conversion requires an infinite number
of bits to accurately represent the continuous-time signal in the digital
domain. In practice, the signal is quantized to a finite number of
bits leading to errors in the digital approximation of the original
analog signal. If the sampling resolution is large enough, this error
has negligible effect on digital signal processing. In NB-IoT, the
measurements are quantized to very low bit-resolutions and high-
precision data are rarely available. The cost and power consumption
of ADCs increase exponentially with the number of quantization bits
and sampling frequency [27]. As a result, it is preferable to reduce
the quantization bits to support the low cost feature of NB-IoT. This
necessitates development of algorithms for low-bit sampling scenario
which, in the extreme case, is just single bit per sample.
One-bit sampling has a rich heritage of research in statistical signal
processing [28–30] and signal reconstruction [31]. It was shown in
[31] that, for band-limited bounded-amplitude square-integrable input
signals, a sufficient number of one-bit samples lead to recovery of
full-precision data with locally bounded point-wise error, resulting in
an exponentially decaying distortion-rate characteristic. In the past
few years, one-bit signal processing has received significant attention
in numerous modern applications such as array processing [32, 33],
massive multiple-input multiple-output (MIMO) [34], deep learning
[35], dictionary learning [36], and radar [37]. Most of these works
are based on either well-known Bussgang’s Theorem [32, 34, 38]
or compressive sensing techniques [35–37, 39]. Further, there are
some elegant works on colocated one-bit radar and array processing
[33, 40, 41] which formulate the parameter estimation from one-bit
measurements as an optimization problem with linear constraints
which can be solved by polynomial-time algorithms. Contrary to
previous works on colocated one-bit radar [40], our proposed method
investigates widely separated radar setting.
B. Our Contributions
We first formulate the problem of range/time-delay estimation
from one-bit samples received each NB-IoT sensor as a sparse
recovery problem. We show that, unlike infinite precision sampling,
oversampling could improve the range/delay estimation performance
in one-bit sampling. Towards dealing with the capacity limitations
of the backhaul links, we assume that each sensor forwards an 1-bit
conversion of their range measurements to the FC. Collecting these
1-bit measurements at the FC, we formulate the passive localization
problem using the bistatic range-difference model. Note that the
passive localization with NB-IoT sensors has a model similar to
that of a passive radar [42]. The passive radar localization has been
considered in [25] in the high-resolution ADC framework in which
full-precision range measurements are assumed. This usually results
in a system of several equations that are solved conventionally by the
least squares (LS) method. In this context, apart from application to
NB-IoT localization, ours is the first work in the context of one-bit
sampling in a passive and distributed radar array setting; Some recent
works on reduced-rate sampling [43] focus on distributed radars but
they use full-bit precision.
In our bistatic range-difference model, recovering locations from
one-bit samples requires minimizing a cost function that is a non-
negative polynomial in range measurement variables and subjected
to polynomial inequalities defined by the positive-valued samples
(the one-bit range measurements). The general approach to solving
this problem is to re-cast the feasibility of this finite system of
polynomial constraints in terms of an equivalent polynomial that
involves squares of (unknown) polynomials [44]. However, it is rather
difficult to express a non-negative multivariate polynomial as a sum-
of-squares. To address this, we employ Lasserre’s general solution
approach for polynomial optimization problems via semi-definite
programming (SDP) using methods based on moment theory [45].
Our novel formulation jointly estimates the full-precision data as
well as the target location. While this method could attain the global
minimum, its computational complexity grows considerably with
increase in the number of NB-IoT sensors. In order to reduce the
computational complexity, we trade accuracy with complexity by
proposing a novel sub-optimal iterative joint range-target location
estimation (ANTARES) algorithm. Numerical results show that when
sufficiently large number of NB-IoT nodes are available, the optimal
approach yields same performance as the full-precision and ANTARES
leads to only 0.43% increase in the normalized localization error.
Further, the normalized localization error rises minimally by 2.2%
and 0.6% for a smaller set of 20-60 nodes using ANTARES and
optimal algorithm, respectively, over the full precision case.
Preliminary results of this work appeared in our conference
publication [46], where performance analysis was not included and
only Lasserre’s approach was considered. In this paper, we also
investigate the one-bit time-delay estimation for the oversampled
scenario and present ANTARES algorithm. In summary, our work
provides a robust framework for location-based services in NB-IoT,
does not require prior RSSI measurements, performs target delay
estimation with one-bit samples, yields localization using limited
capacity links, and is computationally efficient. Further, our work also
has connections with the recent developments in spectrum sharing and
joint radar-communications (JRC) design [27, 47]. Unlike some recent
works [48] where new waveforms are developed for distributed JRC,
our work exploits existing NB-IoT signaling for a sensing application.
The rest of the paper is organized as follows. In the next section,
we describe the system and signal model of the passive localization
problem via the NB-IoT sensors. We introduce our one-bit nodal
range estimation algorithm in Section III. Then, using these estimates,
we localize the target at FC in Section IV through a polynomial
optimization. We validate our models and methods through numerical
experiments in Section V before concluding in Section VI.
Throughout this paper, we refer the vectors and matrices by lower-
and upper-case bold-face letters, respectively. The superscripts (·)T
and (·)H indicate the transpose and Hermitian (conjugate transpose)
operations, respectively. [A]i,j and [a]i indicate the (i, j)-th and i-th
entry of A and a, respectively. The notations ‖a‖1 and ‖a‖2 stand
for `1-norm and `2-norm of the vector a, respectively; |a| and dae
represent the absolute value of and the least integer greater than
or equal to the scalar a, respectively; the estimates of a and a are
indicated by â and â, respectively; superscript within parentheses as
(·)(k) indicates the value at k-th iteration; a diagonal matrix with the
diagonal vector a is diag(a); the real and imaginary parts of the
complex number a are Re{a} and Im{a}, respectively; deg(.) is the
degree of a polynomial; E{.} stands for the statistical expectation; IM
is the M×M identity matrix; A†, ΠA = AA† and Π⊥A = IM−AA†
indicate the pseudo-inverse, the projection matrix onto the range space
and the projection matrix onto the null space of the full column rank
matrix A, respectively; R(A) and N (A) represent the range and
null spaces of A, respectively; A  0 and a  0 indicate a positive
semidefinite matrix and a vector with all elements greater than or
equal to zero, respectively. The symbol  represents the Hadamard
(element-wise) product and sgn(·) stands for the sign function.
3II. SYSTEM MODEL
Consider a source, say a communications base-station whose
location in Cartesian coordinates is
[
δxb δ
y
b δ
z
b
]T ∈ R3×1. The
source transmits a known baseband single-tone NB-IoT signal
s(t) ∈ C with bandwidth B. As per NB-IoT specifications, the
signal has spectrum limited to 180 kHz. It is similar to LTE with
fewer (1, 3, 6, or 12) subcarriers with normal CP [14, 49] and employs
rotated phase shift keying (PSK) constellations, either pi/2 binary
PSK (pi/2-BPSK) or pi/4 quadrature PSK (pi/4-QPSK). The resulting
signal is
s(t) =
Nc∑
k=0
ake
jk pi
M g(t− kTc), 0 ≤ t < T, (1)
where ak ∈ {±1} for pi/2-BPSK and ak ∈ {±1,±j} for pi/4-QPSK
are known pilot symbols, M is the alphabet size (2 for pi/2-BPSK and
4 for pi/4-QPSK), Nc is the maximum number of symbols allowed
during the transmission, T denotes the observation interval, Tc is the
symbol period, and g(t) is the pulse shaping filter impulse response
with bandwidth B.
The transmit signal is bounced off from the target-of-interest located
at
[
δx δy δz
]T ∈ R3×1. In a typical NB-IoT setting, a target
could be a subject carrying a mobile phone, an intelligent vehicle or a
robot. The backscattered signal is then received by M distinct NB-IoT
sensor nodes. The location of the m-th node is
[
δxm δ
y
m δ
z
m
]T ∈
R3×1,m ∈ M .= {1, 2, · · · ,M}. These nodes are synchronized
with the base-station but not with each other (Fig. 1). If the distance
between the source and the target is d0 and that between the target
and the m-th NB-IoT node is
dm =
√
(δxm − δx)2 + (δym − δy)2 + (δzm − δz)2, 1≤m≤M, (2)
then the true target range with respect to the m-th NB-IoT node is
rm = dm + d0, 1≤m≤M. (3)
The propagation is non-dispersive and the base-station signal
received by the NB-IoT nodes includes a direct line-of-sight (LoS)
path from the base-station to the nodes and an indirect non-LoS
(NLoS) path from the base-station to the target and then to the nodes.
The demodulated baseband analog signal received at m-th sensor is
y˘m(t) = α˜ms(t− τ˜m) + αms(t− τm) + n˘m(t), (4)
where α˜m ∈ C (αm ∈ C) and τ˜m ∈ R (τm ∈ R) are the attenuation
coefficient and time-delay of the propagation channel for the direct (in-
direct) path, respectively; and n˘m(t) ∈ C denotes additive white noise
following a circular-symmetric complex Gaussian distribution with
variance Nm > 0. The unknown time delay τm is linearly proportional
to rm, i.e. τm = rm/c where c = 3× 108 m/s is the speed of light.
The unknown direct path delay τ˜m is also linearly proportional to the
distance between the m-th node and the base station. i.e., τ˜m = d˜m/c
where d˜m =
√
(δxm − δxb )2 + (δym − δyb )2 + (δzm − δzb )2 denotes the
distance between the m-th node and the base station.
The baseband signal is filtered by an ideal low-pass filter with
bandwidth B and frequency response
H(Ω) =
{
1, |Ω| ≤ 2piB,
0, otherwise.
(5)
This low-pass filtering of the signal y˘m(t) yields
ym(t) = α˜ms(t− τ˜m) + αms(t− τm) + nm(t), (6)
where nm(t) is the filtered noise trail whose auto-correlation is
Rnm (t1−t2)=
1
2pi
∫ ∞
−∞
Nm|H(Ω)|2e−jΩ(t1−t2)dΩ
=2BNmsinc(2B(t1−t2)), (7)
Fusion center
Base station NB-IoT node 
#5
NB-IoT node 
#2
NB-IoT node 
#3
NB-IoT node 
#6
Target
NB-IoT node 
#1
NB-IoT node 
#4
Backhaul links
𝒅𝟎  
 
𝒅 𝟑
 𝒅 
𝟑
 
Figure 1. Illustration of the localization scenario. The nodes represent passive
sensors that receive the signal from the source bounced off from a target-of-
interest. In our proposed model, the nodes employ one-bit ADCs to sample
the received signal and estimate the range. The estimated range at each node
is quantized and then forwarded to the FC for an aggregated estimate.
ym(t) ym zm
CDC Q(.)
Ts =
1
2ϑB
Figure 2. Conceptual representation of the oversampled one-bit ADC. The
CDC block represents the digitizer operating at sampling rate of 1/Ts. A
quantizer Q(·) then converts the digital samples into a one-bit data stream.
where sinc(u) = sin(piu)
piu
.
Each NB-IoT node is equipped with a one-bit ADC which admits
binary samples of the corresponding ym(t) during the observation
interval [0, T ). The ADC sampling frequency fs = 1Ts = 2ϑB,
where ϑ is an integer greater than or equal to one, referred to as the
oversampling factor. Figure 2 conceptually depicts a one-bit ADC
which comprises a Continuous-to-Discrete Converter (CDC) with
sampling frequency fs=2ϑB followed by a one-bit quantizer. The
CDC produces L= T
Ts
= 2ϑBT discrete samples of ym(t) during the
time interval [0, T ). Stacking all discrete samples produces a CL×1
vector
ym = α˜ms(τ˜m) + αms(τm) + nm, (8)
where [ym]l = ym((l − 1)Ts), [s(τ˜m)]l = s((l − 1)Ts − τ˜m),
[s(τm)]l = s((l − 1)Ts − τm), and [nm]l = nm((l − 1)Ts) for
l = 1, 2, · · · , L. From (7) and Gaussianity of nm(t), vector nm
follows a zero-mean complex Gaussian distribution with the covariance
E{nmnHm} = σ2mΣ ∈ CL×L (9)
where [Σ]i,j = sinc
(
|i−j|
ϑ
)
and σ2m = 2BNm.
4The quantizer, represented by a function Q(·), converts the discrete
samples into binary data by comparing each sample to a known
threshold and then measuring the sign of the real and imaginary parts
of the resulting difference. These one-bit measurements at the m-th
NB-IoT node are
zm = Q(ym), (10)
where the l-th element of Q(ym) is
[Q(ym)]l (11)
=
1√
2
sgn(Re{[ym]l − [γm]l}) +
j√
2
sgn(Im{[ym]l − [γm]l}).
with γm ∈ CL×1 are known thresholds levels.
The nodal processing at each NB-IoT receiver entails estimation
of the target time-delays, and hence the range, from one-bit samples
zm. In the next section, we devise a method for one-bit time-delay
estimation.
III. TIME-DELAY ESTIMATION WITH ONE-BIT SAMPLES
Several approaches have been proposed in the literature to estimate
range (time-delay) of targets from one-bit samples with most formu-
lating this as an optimization problem. For example, the covariance
matrix formulation of [40] employs cyclic optimization method to
extract the range along with other parameters. Other recent works
using only one sensor exploit sparsity of the target scenario to
estimate unknown parameters by applying techniques such as `1-
norm minimization [50] and log-relaxation [51] to solve the resulting
optimization. In our passive NB-IoT sensor set-up, the objective
function is a variation of weighted least squares (WLS) that we
minimize via `1-norm regularization to estimate τm using the one-bit
quantized observations, i.e., zm.
A. Constrained-Weighted Least Squares Minimization
Equation (8) can be transformed to the frequency domain by
multiplying both sides by an L × L Discrete Fourier Transform
(DFT) matrix F, whose (n, k)-th entry is e
−j2pink
L . This yields
Fym = α˜mdiag(sτ˜m )a(τ˜m) + αmdiag(sτm )a(τm) + nm, (12)
where nm = Fnm, [a(u)]l = e
−j2pi (l−1)u
LTs for 0 ≤ l ≤ L − 1 and
su = Fsu with
[su]l =
{
s((l − 1)Ts) 1 ≤ l ≤ L− b uL c,
0 otherwise.
(13)
Let discretize the continuous space of the time delay, i.e., [0, T ), into
a given set of N ≥ L grid points, i.e., {τm,1, · · · , τm,N} [52]. This
discretization transforms (12) into the following sparse model
Fym = [SA(τm)]αm + nm (14)
where A(τm) =
[
a(τm,1) · · · a(τm,N )
] ∈ CL×N , S =[
sτm,1 · · · sτmN1
] ∈ CL×N and αm = [αm,1 · · · αm,N] ∈
CN×1 is a sparse vector with
[αm]k =
 αm, if τm,k = τm,α˜m, if τm,k = τ˜m,
0, otherwise.
(15)
The waveform s is known at NB-IoT receiver. Hence, the problem
is to find ym and a sparse vector αm which are consistent with the
model in (15) as well as one-bit measurments zm. In consequence,
the time-delay estimation problem can be formulated as follows [50]
minimize
ym,αm
‖αm‖1 + ρ‖W
[
Fym − [SA(τm)]αm
] ‖22
subject to Re{zm}  Re{ym − γm}  0,
Im{zm}  Im{ym − γm}  0.
(16)
ym(t) y˜m ym
CDC ϑ H˜(ejΩ)
T
′
s =
1
2B
Figure 3. An equivalent representation of Fig. 3 to show both oversampled
ym and Nyquist-sampled y˜m.
where ρ is a regularization parameter and W = Σ−
1
2 FH is a
weighting matrix. The first term in the objective of (16) promotes
sparsity in αm while the second term is a WLS criterion that
penalizes the model mismatch in (14) considering the fact that
the additive noise in (14) follows a circular-symmetric complex
Gaussian distribution with the covariance matrix σmFΣFH . Fur-
ther, linear constraints arise because one-bit quantized and discrete
samples must share the same sign. Introducing a slack variable
xm = Σ
− 1
2 FH
[
Fym − [SA(τm)]αm
]
, (16) becomes
minimize
xm,αm
‖αm‖1 + ρ‖xm‖22
subject to Re{zm}Re{FH [SA(τm)]αm+Σ 12 xm−γm}  0,
Im{zm}Im{FH [SA(τm)]αm+Σ 12 xm−γm}  0.
(17)
The above problem comprises minimization of a convex objective
function with linear constraints and can be solved efficiently [53].
The solution of (17) yields estimate of αm which has two
non-zero elements at indices k1 and k2. From this, we find
τ̂m =
[
(k1−1)T
N
, (k2−1)T )
N
]T
. The estimated unknown time delay
corresponding to the indirect path is then
τ̂m = max{[τ̂m]1, [τ̂m]2}, (18)
Hence, the estimated range of the target is r̂m = cτ̂m.
It is possible to improve the recovery performance if the one-bit
ADCs sample at a rate higher than the Nyquist. Note that the samples
are still quantized to only single bits. In the sequel, we analyze the
effect of oversampling.
B. Improved Performance with Oversampling
In case of oversampling, let replace the CDC module in Fig. 2 with
an equivalent system (Fig. 3) composed of a CDC that samples ym(t)
at the Nyquist rate followed by an ϑ-fold upsampling. A low-pass
filter with frequency response
H˜(ejΩ) =
{
ϑ, |Ω| ≤ pi
ϑ
,
0, Otherwise,
(19)
outputs the oversampled data ym. The oversampled ym and Nyquist-
sampled y˜m (see Fig. 3) are related as [54]
[ym]l =
L/ϑ∑
p=1
[y˜m]psinc
(
l − 1
ϑ
− p+ 1
)
(20)
=

[y˜m]p, if l = (p− 1)ϑ+ 1, 1 ≤ p ≤ L/ϑ,
L/ϑ∑
p=1
[y˜m]psinc
(
l − 1
ϑ
−p+1
)
, otherwise.
Indeed, (20) implies that L
ϑ
elements of ym are exactly equal to
those of y˜m; and the other elements of ym are obtained from linear
combinations of the elements of y˜m. Let [ym]l = [ym]l for l 6= (p−
1)ϑ+ 1 and 1 ≤ p ≤ L/ϑ and I(.|θ) denote the Fisher Information
Matrix (FIM) with respect to the parameter vector θ. The linear
5dependence of ym and y˜m implies that I(ym|y˜m, τm,αm) = 0.
Hence, it follows from the chain rule of FIM [55] that
I(ym|τm,αm) = I(y˜m|τm,αm). (21)
This means that oversampling has no impact on the accuracy of the
time-delay estimation using full-precision data in our model.
Now let consider the effect of oversampling on the accuracy of the
time-delay estimation using one-bit data. Substituting (20) into (10)
yields
[zm]l = Q([ym]l) (22)
=

[z˜m]p, if l=(p− 1)ϑ+ 1, 1≤p≤L,
Q
(
L∑
p=1
[y˜m]psinc
(
l−1
ϑ
− p+ 1)) , otherwise,
where z˜m = Q(y˜m) contains the one-bit data at the Nyquist rate.
From (22), we deduce that whereas L
ϑ
elements of zm are exactly
equal to those of z˜m, the remaining elements of zm, denoted by
zm ∈ C(1− 1ϑ )L×1, can not be constructed from linear combinations
of the elements of z˜m like the full-precision case. In other words, (22)
indicates that while z˜m provides information about only the signs of
y˜m, zm provides additional information on the signs of the linear
combinations of y˜m. Therefore, in general, I(zm|z˜m, τm,αm)  0.
From the chain rule of FIM [55], we have
I(zm|τm,αm) = I(z˜m|τm,αm) + I(zm|z˜m, τm,αm). (23)
Considering (23) and I(zm|z˜m, τm,αm)  0, we observe
I(zm|τm,αm)  I(z˜m|τm,αm) (24)
This implies that oversampling could enhance the parameter estimation
performance when one-bit quantized data is used.
IV. TARGET LOCALIZATION WITH ONE-BIT SAMPLES
In order to comply with bandwidth and power limitations, each of
the M sensors converts its nodal range measurements into a binary
sample wm by comparing it to a positive threshold λm > 0, i.e.,
wm = sgn(rm − λm). (25)
All nodes forward this binary range and the corresponding thresholds
to the FC which localizes the target using the binary range mea-
surements from all nodes. We first present a framework for target
localization with full precision (or infinite-bit) range measurements
and follow it with our methods for one-bit data.
A. Localization with Full-Precision Range Estimates
Recall the expressions of dm and rm in (2) and (3), respectively.
Without loss of generality, consider the first (m = 1) sensor as the
reference sensor. The difference between the true range with respect
to reference sensor and any of the remaining m-th (m > 1) sensor is
rm − r1 = dm − d1, (26)
Rearranging (26) as rm − r1 + d1 = dm, and squaring both sides
produces
((rm − r1) + d1)2 = d2m = (δxm − δx1 )2 + (δym − δy1 )2 + (δzm − δz1)2,
(27)
where the last equality follows after substituting dm from (2).
Simplifying yields
(δx − δx1 )(δxm − δx1 ) + (δy − δy1 )(δym − δy1 ) + (δz − δz1)(δzm − δz1)
+ (rm − r1)d1 = (28)
1
2
[
(δxm − δx1 )2 + (δym − δy1 )2 + (δzm − δz1)2 − (rm − r1)2
]
,
which are linear in the target coordinates
[
δx δy δz
]T . Denote the
unknown parameter vector
θ =
[
δx − δx1 δy − δy1 δz − δz1 d1
]T ∈ R4×1. (29)
Then, collecting all linear equations specified by (28) for m =
2, · · · ,M , we obtain the following compact matrix form
Gθ = h, (30)
where
G=
 (δ
x
2 − δx1 ) (δy2 − δy1 ) (δz2 − δz1) r2 − r1
...
...
...
...
(δxM − δx1 ) (δyM − δy1 ) (δzM − δz1) rM − r1
 ∈ R(M−1)×4,
(31)
and
h =
1
2
 (δ
x
2 − δx1 )2 + (δy2 − δy1 )2 + (δz2 − δz1)2 − (r2 − r1)2
...
(δxm − δx1 )2 + (δyM − δy1 )2 + (δzM − δz1)2 − (rM − r1)2

∈ R(M−1)×1. (32)
In practice, every true m-th sensor range rm is unknown. As
explained in the previous section, we employ constrained WLS to
obtain the estimate r̂m. Assume r̂m = rm + em, where em is the
estimation error due to the receiver noise. Then, the equality in (30)
does not hold and the resulting perturbed system of equations takes
the form
 = Gθ − h, (33)
where  =
[
e2 e3 · · · eM
]T . Assuming G is full column rank,
the least squares (LS) solution of the system of linear equations in
(33) yields
θ̂ = G†h. (34)
Then, the target location is obtained as[
δx δy δz
]T
=
[
[θ̂]1 + δx1 [θ̂]2 + δ
y
1 [θ̂]3 + δ
z
1
]T
. (35)
When the FC receives the full-precision nodal range estimates, i.e.,
r̂m for 1 ≤ m ≤M , the aforementioned LS solution in (35) is quite
effective. However, when the nodal range estimates are quantized to
one-bit as in (25), the LS approach is no longer applicable at the FC.
B. Optimal Localization with one-bit Nodal Range Estimates
We first develop an optimal approach for localization with one-bit
quantized range measurements from the M nodes denoted by w =[
w1, w2, · · · , wM
]T . We show that this optimal approach achieves
the global minimum.
Consider r =
[
r2 r3 · · · rM
]T ∈ R(M−1)×1 and denote 1
as a (M − 1)× 1 vector with all ones as its elements. Define
V =
 (δ
x
2 − δx1 ) (δy2 − δy1 ) (δz2 − δz1)
...
...
...
(δxM − δx1 ) (δyM − δy1 ) (δzM − δz1)
 ∈ R(M−1)×3, (36)
and
b =
1
2
 (δ
x
2 − δx1 )2 + (δy2 − δy1 )2 + (δz2 − δz1)2
...
(δxM − δx1 )2 + (δyM − δy1 )2 + (δzM − δz1)2
 ∈ R(M−1)×1.
(37)
Both V and b are known a priori. Then,
6G =
[
V r − r11
]
, (38)
h = b− 1
2
(r − r11) (r − r11). (39)
We jointly estimate the unknown θ and r by solving the optimization
minimize
r,θ
‖Gθ − h‖22
subject to w  (r − λ)  0,
r  0,
(40)
where λ = [λ1, λ2, · · · , λM ]T . The first linear constraint in (40),
similar to the formulation in Section III, arises because the one-bit
quantized data and the elements of r − λ must share the same sign;
and the second constraint indicates that range values are non-negative.
Reformulate the objective function L(r,θ) , ‖Gθ − h‖22 as
L(r,θ) ,
∥∥∥∥[V r − r11]θ − b + 12 (r − r11) (r − r11)
∥∥∥∥2
2
. (41)
When r is fixed, the LS solution for θ is given by (34). Substituting
(34) into (41) yields
L(r) = L(r, θ̂) , ‖GG†h− h‖22 = ‖Π⊥Gh‖22 (42)
=
∥∥∥∥[Π⊥V −ΠΠ⊥V(r−r11)][b− 12 (r − r11) (r − r11)]
∥∥∥∥2
2
,
where the last equality is obtained by substituting (38)-(39) and using
Π⊥G = Π
⊥
V − ΠΠ⊥
V
(r−r11) following the projection decomposition
theorem [56]. Since Π⊥V(r − r11) ∈ N (VH), it is easily confirmed
that Π⊥VΠΠ⊥
V
(r−r11) = ΠΠ⊥V(r−r11) simplifying (42) to
L(r) =
[
b− 1
2
(r − r11) (r − r11)
]T [
Π⊥V −ΠΠ⊥
V
(r−r11)
]
×
[
b− 1
2
(r − r11) (r − r11)
]
. (43)
Expanding ΠΠ⊥
V
(r−r11) yields
ΠΠ⊥
V
(r−r11) = Π
⊥
V(r − r11)Π⊥V(r − r11)
†
=
Π⊥V(r − r11)(r − r11)TΠ⊥V
‖Π⊥V(r − r11)‖22
. (44)
Note that the fact that G is full column rank guarantees ‖Π⊥V(r −
r11)‖22 6= 0. Substituting (44) in (43), the L(r) takes the rational
form F(r)J (r) where F(r), given in (45) at the bottom of this page, is
a polynomial of degree 6 and
J (r) =‖Π⊥V(r − r11)‖22, (46)
is a polynomial of degree 2. Hence, (40) becomes
minimize
r
F(r)
J (r)
subject to w  (r − λ)  0,
r  0.
(47)
The optimization problem in (47) is non-convex. In order to relax this
fractional structure, we decouple the numerator and the denominator
as stated in the following theorem.
Theorem 1. The optimization problem in (47) is equivalent
minimize
v,r
v
subject to vJ (r)−F(r) ≥ 0,
w  (r − λ)  0,
r  0,
(48)
where v is a slack variable.
Proof: See Appendix A.
The objective in the optimization problem (48) is not rational.
However, it is still non-convex because of the polynomial constraint
vJ (r) − F(r) ≥ 0 of degree 6. To reformulate the problem to
an equivalent SDP, we employ Lasserre’s multivariate polynomial
optimization [45].
Definition 1 (Monomial basis of degree p). The vector gp(u) is
called the monomial basis of degree p if it contains all monomials
uν11 u
ν2
2 · · ·uνqq such that
∑q
i=1 νi ≤ p with νi’s being integers.
For example, g2(u1, u2) is the monomial basis of degree 2 if
g2([u1, u2]
T ) =
[
1 u1 u2 u
2
1 u1u2 u
2
2
]T
. (49)
To parametrize the first constraint of (48), substituting (45)-(46) in
vJ (r)−F(r), and expanding the resulting equation, we obtain (50)
given at the top of the next page, where
ψmn=

∑M−1
i=1
∑M−1
j=1 [Π
⊥
V]i,j , if m = n = 1,[
Π⊥V
]
m−1,m−1, if 2 ≤ m = n ≤M,
−∑M−1i=1 [Π⊥V]i,m−1, if m = 1, 2 ≤ n ≤M[
Π⊥V
]
m−1,n−1, if 2 ≤ m 6= n ≤M,
(51)
κm=
{ −∑M−1i=1 ∑M−1j=1 [Π⊥V]i,j [b]j , if m = 1,∑M−1
i=1 [Π
⊥
V]i,m−1[b]j , if 2 ≤ m ≤M,
(52)
and χ = ‖Π⊥Vb‖22. Using Definition 1, we parameterize the
polynomial in the first constraint of (48) as
vJ (r)−F(r) = φTg6([r, v]T ) (53)
where φ is the vector of the coefficients corresponding to the monomial
basis g6([r, v]T ), which is readily obtained from (50). We state the
SDP equivalent of (48) in the following theorem.
Theorem 2. Given the scalars r1, r2, · · · , rM and integers {νi}Mi=1,
define K : RM+1 → R as K(rν11 rν22 · · · rνMM vνM+1 ) = µν1ν2···νM+1
such that K(1)=µ00···0 =1. Construct the matrices
Tp(µ)=K
(
gp([r, v]
T )gTp ([r, v]
T )
)
, (54)
Tmp−1(µ)= (55)
K(gp−1([r, v]T )gTp−1([r, v]T )wm(rm−λm)), if 1≤m≤M,
K(gp−1([r, v]T )gTp−1([r, v]T )rm), if M + 1≤m≤2M,
K(gp−1([r, v]T )gTp−1([r, v]T )(vmax − v)) if m=2M + 1,
and
Tp−3(µ)=K
(
gp−3([r, v]T )gTp−3([r, v]
T )φT g6([r, v]
T )
)
. (56)
F(r) =‖Π⊥V(r − r11)‖22
(
‖Π⊥Vb‖22 + 1
4
‖Π⊥V
[
(r − r11) (r − r11)
]‖22 − bTΠ⊥V[(r − r11) (r − r11)])− (bTΠ⊥V(r − r11))2
− 1
4
([
(r − r11) (r − r11)
]T
Π⊥V(r − r11)
)2
+ bTΠ⊥V(r − r11)(r − r11)TΠ⊥V
[
(r − r11) (r − r11)
]
, (45)
7vJ (r)−F(r)=
M∑
m=1
ψmmr
2
mv + (κ
2
m−χψmm)r2m +
M∑
m=1
M∑
n=1
m 6=n
ψmnrmrnv +
(ψ2mn−ψmmψnn)
4
(r4mr
2
n−r3mr3n)
+ (κmψmn−ψmmψnn)(r3mrn−r2mr2n)+(κmκn−χψmn)rmrn +
M∑
m=1
M∑
n=1
M∑
k=1
m 6=n 6=k
(ψmnψmk − ψmmψnk)
4
(r4mrnrk − 2r3mr2nrk + r2mr2nr2k)
+ (ψmmψnk − ψmnκk)r2mrnrk +
M∑
m=1
M∑
n=1
M∑
k=1
M∑
q=1
m 6=n 6=k 6=q
(ψmkψnq−ψmnψkq)
4
r2mr
2
nrkrq +
M∑
m=2
M∑
n=2
M∑
k=2
m 6=n 6=k
(ψ1mψnk−3ψmnψ1k)r31rmrnrk
+ (4ψmnψmk + 3ψmmψnk)r
3
mrnrkr1 + (ψmnκk − 2ψmmψnk)rmrnrkr1 + 3
M∑
m=2
M∑
n=2
M∑
k=2
M∑
q=2
m6=n6=k 6=q
ψmnψkqr
2
mrnrkrq, (50)
Then, there exists an integer p ≥ 3 for which the optimization problem
(48) is equivalent to
minimize
µ
µ00···01
subject to Tp(µ)  0,
Tp−3(µ)  0,
Tmp−1(µ)  0, 1 ≤ m ≤ 2M + 1,
(57)
such that the minimizer of (48) is
[r?1 , r
?
2 , · · · , r?M , v?]T = [µ?10···00, µ?01···00, · · · , µ?00···10, µ?00···01]T .
(58)
Proof: See Appendix B.
Remark 1. Note that the number of optimization variables in (57) is
equal to
(
M+2p+1
2p
)
which could be very large even for moderate values
of the number of sensors M and the relaxation order p. Therefore,
even though this method is able to attain the global minimum, it could
become computationally expensive in the practical scenarios.
C. Sub-Optimal Localization with one-bit Nodal Range Estimates
It is possible to reduce the computational complexity of the
Lasserre’s SDP method by trading off the optimality. We now present
such a sub-optimal approach by iteratively solving (40) through
alternating minimizations over θ, r1 and r. Although this method, that
we call ANTARES standing for iterative joint rANge-TARget location
EStimation, achieves only a local minimum, its computationally
efficiency is significantly higher than SDP.
Denote θ(k), r(k)1 and r
(k) to be the values of the parameters θ, r1
and r at the k-th iteration, respectively. Given θ(k) and r(k)1 , using
(41), the problem in (40) with respect to r at the (k+ 1)-th iteration
becomes
minimize
r
∑M
m=2
(
(rm − r(k)1 )2
2
+ [θ(k)]4(rm − r(k)1 ) + ζ(k)m
)2
subject to wm(rm − λm) ≥ 0, 2 ≤ m ≤M,
rm ≥ 0, 2 ≤ m ≤M,
(59)
where ζ(k)m = [Vθ
(k)
]m−1 − [b]m−1 with θ(k) =[
[θ(k)]1 [θ
(k)]2 [θ
(k)]3
]T
. The global minimizer of (59)
gives the update of r(k) as r(k+1) to be used in the next iteration.
Observe this optimization problem is separable in r2, r3, · · · , rM .
Hence, we convert it into M − 1 parallel optimization problems,
each of which is
minimize
rm
1
4
r4m + β
(k)
m r
3
m + ς
(k)
m r
2
m + ω
(k)
m rm + η
(k)
m
subject to wm(rm − λm) ≥ 0,
rm ≥ 0,
(60)
where
β
(k)
m =[θ
(k)]4 − r(k)1 , (61a)
ς
(k)
m =
3(r
(k)
1 )
2
2
− 3[θ(k)]4r(k)1 + ([θ(k)]4)2 + ζ(k)m , (61b)
ω
(k)
m =− (r(k)1 )3+3[θ(k)]4(r(k)1 )2−2
(
([θ(k)]4)
2+ζ
(k)
m
)
r
(k)
1
+2[θ(k)]4ζ
(k)
m , (61c)
η
(k)
m =
(r
(k)
1 )
4
4
−[θ(k)]4(r(k)1 )3+
(
([θ(k)]4)
2+ζ
(k)
m
)
(r
(k)
1 )
2
−2[θ(k)]4ζ(k)m r(k)1 + (ζ(k)m )2. (61d)
Since the objective and constraints in (60) are differentiable, the
global minimizer of (60) belongs to a set of points which satisfy the
following KarushKuhnTucker (KKT) conditions [53]:
r3m + 3β
(k)
m r
2
m + 2ς
(k)
m rm + ω
(k)
m − %1wm − %2 = 0, (62a)
wm(rm − λm) ≥ 0, (62b)
rm ≥ 0, (62c)
%1wm(rm − λm) = 0, (62d)
%2rm = 0, (62e)
%1 ≥ 0, (62f)
%2 ≥ 0. (62g)
where %1 and %2 are the KKT multipliers. From (62b)-(62g), there
are three possibilities:
(i) %1 > 0 and %2 = 0: From (62e), under this condition, rm must
be equal to λm. Considering rm = λm and %2 = 0, it follows
from (62a) that
%1 = wm(λ
3
m + 3β
(k)
m λ
2
m + 2ς
(k)
m λm + ω
(k)
m ). (63)
Further, from %1 > 0, the point rm = λm satisfies the KKT
conditions if
wm(λ
3
m + 3β
(k)
m λ
2 + 2ς(k)m λm + ω
(k)
m ) > 0. (64)
(ii) %1 = 0 and %2 > 0: From (62f), rm must be zero under this
scenario. Considering rm = 0 and %1 = 0, it follows from (62a)
8and (62b) that %2 = ω
(k)
m and wm ≤ 0. Hence, when %2 > 0,
the point rm = 0 satisfies the KKT conditions if{
ω
(k)
m > 0,
wm ≤ 0. (65)
(iii) %1 = 0 and %2 = 0: Under this scenario, the KKT conditions
imply that rm must be equal to the non-negative real roots of
the following cubic equation
r3m + 3β
(k)
m r
2
m + 2ς
(k)
m rm + ω
(k)
m = 0, (66)
which satisfy (62b). The roots of (66) are given by
zq = −1
3
(
3β(k)m + ξ
q∆2 +
∆0
ξq∆2
)
, q ∈ {0, 1, 2}, (67)
where ξ = −1+j
√
3
2
, ∆2 =
3
√
∆1±
√
∆21−4∆30
2
, ∆0 = 9(β
(k)
m )
2−
6ς
(k)
m and ∆1 = 54(β
(k)
m )
3 − 54β(k)m ς(k)m + 27ω(k)m . Further, it
is well-known that amongst the KKT-compatible non-negative
real roots of (66), only those which also satisfy the following
second-order sufficient condition
3z2q + 6β(k)m zq + 2ς(k)m ≥ 0, (68)
act as the minimizers of (60) [53]. As a result, we only consider
the non-negative real root of (66) for which (62b) and (68) hold
true.
Accordingly, the set of points which are the minimizers of (60) is
derived by following (i) to (iii) above. Then, the global minimizer
of (60) is the point in this set at which the value of the objective in
(60) is the smallest.
Once r(k+1) is found, the problem (40) with respect to r1 at the
(k + 1)-th iteration is cast as
minimize
r1
1
4
r41 + β
(k)
1 r
3
1 + ς
(k)
1 r
2
1 + ω
(k)
1 r1 + η
(k)
1
subject to w1(r1 − λ1) ≥ 0,
r1 ≥ 0,
(69)
where
β
(k)
1 =
−1
M − 1
M∑
m=2
r
(k+1)
m − [θ(k)]4, (70a)
ς
(k+1)
1 =
1
M − 1
M∑
m=2
3
2
(r
(k+1)
m )
2 + 3[θ(k)]4r
(k+1)
m + ζ
(k)
m + ([θ
(k)]4)
2,
(70b)
ω
(k)
1 =
−1
M − 1
M∑
m=2
(r
(k+1)
m )
3+3[θ(k)]4(r
(k+1)
m )
2
+2
(
([θ(k)]4)
2+ζ
(k)
m
)
r
(k+1)
m +2[θ
(k)]4ζ
(k)
m , (70c)
η
(k)
1 =
1
M − 1
M∑
m=2
(r
(k+1)
m )
4
4
+[θ(k)]4(r
(k+1)
m )
3
+
(
([θ(k)]4)
2+ζ
(k)
m
)
(r
(k+1)
m )
2+2[θ(k)]4ζ
(k)
m r
(k+1)
m +(ζ
(k)
m )
2.
(70d)
The global minimizer of (69) is attained by following a procedure
similar to that of (60). From r(k+1) and r(k+1)1 , the update of θ
(k)
at (k + 1)-th iteration is
θ(k+1) = G†
(k+1)
h(k+1), (71)
where G†
(k+1)
and h(k+1) are computed by substituting r(k+1) and
r
(k+1)
1 for r and r1 in (31) and (32), respectively.
Algorithm 1 summarizes the steps of aforementioned ANTARES
for joint estimation of θ and r. Note that each iteration of ANTARES
requires solving one-dimensional optimizations, each of which has
a closed-form solution. Further, the optimizations with respect
to r2, r3, · · · , rm are solved in parallel at each iteration. Hence,
ANTARES is computationally highly efficient compared to (57).
Algorithm 1 Iterative joint range-target location estimation
(ANTARES)
Input: one-bit samples w, threshold vector λ, optimality tolerance
parameters ε1 and ε2.
Output: Target location estimate θ̂, range estimate r̂.
1: Initialization: Set k = 0, θ(0) ∈ R4×1 arbitrarily and r(0)1 ≥ 0
such that w1(r
(0)
1 − λ1) > 0.
2: while ‖θ(k+1) − θ(k)‖22 ≥ ε1 and ‖r(k+1) − r(k)‖22 ≥ ε2 do
3: if 2 ≤ m ≤M then
4: S← {∅}.
5: if (64) is fulfilled then
6: S← {λm} ∪ S.
7: else
8: S← S.
9: end if
10: if (65) is fulfilled then
11: S← {0} ∪ S.
12: else
13: S← S.
14: end if
15: for q ← 0 to 2 do
16: D← {∅}.
17: Find zq from (67).
18: if wm(zq − λm) ≥ 0, zq ≥ 0, Im{zq} = 0 and 3z2q +
6β
(k)
m zq + 2ς(k)m ≥ 0 then
19: D← D ∪zq .
20: end if
21: end for
22: S← D ∪ S.
23: Find ropt ∈ S at which the objective of (59) is minimized.
24: r(k+1)m ← ropt.
25: end if
26: Follow steps 4-17 to solve (69) for r(k+1)1 .
27: θ(k+1) ← G†(k+1)h(k+1).
28: end while
29: θ̂ = θ(k+1) and r̂ = r(k+1).
V. NUMERICAL EXPERIMENTS
We investigated the performance of our proposed method through
numerical simulations. We also compared the performance of one-bit
processing with full precision measurements. We used MATLAB
CVX package to solve optimizations in (17) and (57) [57]. All the
experiments are conducted under identical conditions under Matlab
R2018a on a PC equipped with an operating system of Windows
10 64-bit, an Intel i7-6820HQ 2.70GHz CPU, and a 8GB RAM.
Throughout all the experiments, we define signal-to-noise ratio (SNR)
(in dB) at the m-th node as
SNRm = 10 log10
|αm|2‖s(τm)‖2
σ2m
.
One-bit time-delay estimation: For 100 digital samples obtained
at the Nyquist rate, i.e. L = 100 and ϑ = 1, Fig. 4 shows the
normalized root-mean-squared-error (N-RMSE) of the time-delay
estimates, computed over 1000 Monte Carlo trials, with respect
to SNR. This estimation N-RMSE is
∑J
j=1(τ̂m,j−τm)2
τmJ
where τ̂m,j
denotes the time-delay estimate at the j-th Monte Carlo trial and
J is the number of Monte Carlo trials. We assume s(t) to be
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Figure 4. N-RMSE of the time-delay estimates versus the SNR with L = 100
and ϑ = 1. The signal s(t) is a pi/2-BPSK modulated signal with bandwidth
B = 180 KHz.
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Figure 5. N-RMSE of the time-delay estimates versus the the oversampling
factor ϑ with L = 100 and SNR = −5 dB. The signal s(t) is a pi/2-BPSK
modulated signal with bandwidth B = 180 KHz.
pi/2-BPSK-modulated with a raised cosine shaping filter of the
bandwidth 180 KHz and the roll-off factor 1. The temporal threshold
γm is randomly drawn from a uniform distribution with support
[−Amax, Amax], where Amax denotes the maximum amplitude of
the received signal at NB-IoT nodes. We observe that to achieve the
same N-RMSE, the SNR should be about 5 dB higher for one-bit
processing than the full-precision case.
Effect of oversampling: As discussed in Section III-B, oversampling
compensates the performance loss arising from the one-bit quantization
scheme. Fig. 5 shows the N-RMSE of the time-delay estimates versus
the oversampling factor, i.e., ϑ, at SNR = −5 dB. As predicted in
theory, the N-RMSE of oversampled one-bit processing with ϑ = 5
approaches that of the full-precision processing.
Localization with different node geometries: Next, we investigate
our proposed localization method for various node placements. We
consider three node geometries: uniform circular (Fig. 6), uniform
linearly-spaced in an L-shape (Fig. 7), and random (Fig. 8). To show
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Figure 6. Localization with M = 20 NB-IoT nodes (black circles) uniformly
spaced on a circle with radius of 800 m. The target-of-interest is randomly
placed at (−309 m, 287 m). The SNR at all the NB-IoT nodes is 0 dB.
the performance over different ranges, we consider the performance of
these geometries over small ([−800 m, 800 m]× [−800 m, 800 m])
, large ([−2000 m, 2000 m]× [−2000 m, 2000 m]) , and mid-size
([−1200 m, 1200 m]× [−1200 m, 1200 m]) areas, respectively. In
Fig. 6, the nodes were spaced on a circle with radius of 800 m and the
target and the base-station were randomly placed at [−309 m, 287 m]
and [−208, m,−312 m] (in X-Y Cartesian coordinate system),
respectively. When the nodes were configured in L-shape and
randomly, the target was randomly placed at [371.7 m,−338.4 m]
and [−615.8 m,−753.8 m] and the base station was randomly located
at [−98 m, 1112 m] and [−87 m, 53 m], respectively.
To consider the impact of the relative distance of the different
nodes to the target of interest on the SNR, we generate the SNR
at the m-th node (m > 1) as SNRm = SNR1( dmd1 )
2 where SNR1
denotes the SNR at the reference node, which is assumed to be 0 dB
in Figs. 6, 7, and 8. The maximum detectable range by NB-IoT nodes,
i.e., rmax, was considered to be 4000 m. The positive thresholds λm’s
were randomly drawn from 8 predetermined values over the interval
(0, rmax]. These thresholds are encoded with 3 bits and transmitted
to the FC along with one-bit range information.
Our ANTARES algorithm estimates the target location with errors
of 22.89, 23.87, and 21.52 m for circular, L-shape, and random
geometries, respectively. This is very close to that of the optimal
method given in Theorem 2, wherein the corresponding errors are 6,
9.4, and 7.81 m, respectively; the errors in the full-precision methods
are 1 m, 1.2, and 1.06 m, respectively. This indicates the robustness of
our method against distribution in of NB-IoT nodes. In order to draw
a comparison between the computational complexities of ANTARES
and the optimal method, we take account of their corresponding run-
times for the investigated scenarios in Figs. 6, 7, and 8, which are,
respectively, 3.27 s, 3.63 s, and 3.91 s for ANTARES besides 81.39
s, 88.53 s, and 85.74 s for the optimal method. This implies that
ANTARES is considerably more computationally efficient than the
optimal method in Theorem 2.
Next, for the random geometry, we show the effect of decreasing
SNR1 to −5 dB (Fig. 9). The error with ANTARES algorithm now
degrades to 59.85 m compared to 12.4 and 3.4 m observed in the
optimal and full-precision approaches.
Statistical performance: Figs. 10a illustrates the localization
N-RMSE, i.e. N-RMSE in the estimation of the target loca-
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Figure 7. Localization with M = 20 NB-IoT nodes (black circles)
linearly spaced in an L-shape. The target-of-interest is randomly placed at
(371 m,−338 m). The SNR at the m-th node (m > 1) is SNRm =
SNR1
(
dm
d1
)2
with SNR1 = 0 dB.
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Figure 8. Localization with M = 20 NB-IoT nodes (black circles) randomly
distributed over the area [−1200 m, 1200 m] × [−1200 m, 1200 m]. The
target-of-interest is randomly placed at (1160 m,−340 m). The SNR at the
m-th node (m > 1) is SNRm = SNR1
(
dm
d1
)2
with SNR1 = 0 dB.
tion with respect to the number NB-IoT nodes M , defined as
J∑
j=1
√
(δx−δ̂xj )2+(δy−δ̂
y
j )
2
J
√
δx2+δy2
, where [δ̂xj , δ̂
y
j ]
T denotes the target location
estimate at the j-th Monte Carlo trial and J is the number of
Monte Carlo trials. The nodes and targets were placed randomly
over ([−800 m, 800 m] × [−800 m, 800 m]) area during each of
the 200 Monte Carlo trials. The SNR at the m-th node (m > 1) is
assumed to be SNRm = SNR1
(
dm
d1
)2
with SNR1 = −2 dB. We
observe that the N-RMSEs of the proposed optimal and ANTARES
methods improve with increase in M . The N-RMSE for the optimal
method approaches to that of the full-precision when M > 80. In
addition, Fig 10b shows the relative N-RMSE, namely the difference
in N-RMSE of the optimal and ANTARES methods relative to that
of full-precision. We observe that the relative N-RMSE rises by 2.2%
and 0.6% using ANTARES and optimal methods, respectively, over
the full-precision approach when M = 20.
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Figure 9. Localization with M = 20 NB-IoT nodes (black circles) randomly
distributed within the area [−1200 m, 1200 m]× [−1200 m, 1200 m]. The
target-of -nterest is randomly placed at (−618 m,−338 m). The SNR at the
m-th node (m > 1) is SNRm = SNR1
(
dm
d1
)2
with SNR1 = −5 dB.
VI. SUMMARY
In summary, the one-bit sampling offers an attractive solution to
the challenges posed by the NB-IoT for location-based services. The
one-bit samplers are integral to developing low cost and low power
devices. We proposed a one-bit passive sensor array formulation to
estimate the time-of-arrival in an NB-IoT network. The quantized
samples of the estimates are then forwarded to an FC. We propose
a novel method that casts the localization problem from aggregated
quantized nodal estimates as a multivariate fractional optimization
problem that we solve using the optimal Lasserre’s SDP relaxation.
We also propose the ANTARES algorithm as an alternative sub-
optimal method with reduced computational complexity compared
to Lasserre’s. Our approach is helpful in addressing the problem of
maintaining high localization accuracy while deploying reduced-rate
ADCs at the nodes as well as limited-capacity NB-IoT links.
APPENDIX A
PROOF OF THEOREM1
To show that (48) is equivalent to (47), we first prove that the
global minimum of (47) coincides with that of (48). Assume that r?o
and
[
r?Te v
?
]T are the minimizers of (47) and (48), respectively.
Define a setK =
{
r ∈ RM≥0 | w  (r − λ)  0
}
. Given J (r) ≥ 0
for r ∈ K, it readily follows from the first constraint in (48) that
F(r?e )
J (r?e ) ≤ v
?. Considering that r?e belongs to the feasible set of (47),
i.e., r?e ∈ K, we obtain
F(r?o)
J (r?o)
≤ F(r
?
e )
J (r?e )
≤ v?. (72)
On the other hand, defining vo =
F(r?o )
J (r?o ) and considering r
?
o ∈ K, it
follows that
[
r?To vo
]T is in the feasible set of (48). Therefore,
v? ≤ vo = F(r
?
o)
J (r?o)
, (73)
Now, comparing (72) and (73) implies that (47) and (48) share the
same global minimum, i.e.,
v? =
F(r?o)
J (r?o)
. (74)
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Figure 10. (a) NRMSE and (b) RNRMSE in the estimated target location with respect to the number of IoT devices M . The SNR at the m-th node (m > 1)
is SNRm = SNR1
(
dm
d1
)2
with SNR1 = −2 dB.
Further deduction from (72) and (74) yields
F(r?o)
J (r?o)
=
F(r?e )
J (r?e )
, (75)
indicating r?e is also a minimizer of (47). This completes the proof.
APPENDIX B
PROOF OF THEOREM 2
A. Preliminaries to the Proof
Recall the definition of sum-of-squares (SOS) polynomial and a
useful related result as follows.
Definition 2 (Sum-of-squares). A polynomial P(u) of degree 2q
is sum-of-squares (SOS) if and only if there exist polynomials
Y1(u), · · · ,YI(u) of degree q such that P(u) = ∑Ii=1 Y2i (u).
Lemma 1. Given P as the set of SOS polynomials and polynomials
Ei(u) for 1 ≤ i ≤ I , define the sets
W={u ∈ Rn | Ei(u) ≥ 0, ∀i ∈ {1, 2, · · · , I}} (76)
Gp=
{∑I
i=0 Pi(u)Ei(u) | E0(u)=1,Pi(u)∈P,deg (Pi(u)Ei(u))≤2p
}
,
(77)
such that W is compact and there exists a polynomial U(u) ∈ Gp
where {u ∈ Rn | U(u) ≥ 0} is compact. Then, a polynomial B(u)
of degree q is strictly positive on W, i.e., B(u) > 0 ∀u ∈W, if and
only if B(u) ∈ Gp for some integer p ≥ max
(
dqe,max
i
⌈
deg(Ei)
2
⌉)
.
Proof: We refer the reader to [58].
B. Proof of the Theorem
We first show that (48) satisfies the conditions stated in Lemma 1 of
Appendix B-A. In consequence, it can be reformulated as minimization
of a positive polynomial function on a compact set. Lasserre has shown
that minimizer of a positive polynomial function on a compact set
can be obtained through solving an equivalent SDP [45, Theorem
4.2]. Thus, we ultimately resort to [45, Theorem 4.2] to recast the
resulting optimization problem as an SDP.
Consider Ei’s to be the inequality constraints of (48). Then, we
need to prove the following three statements:
1) The feasible set of (48) is compact.
2) A polynomial U([r, v]T ) ∈ Gp exists such that {r ∈ RM , v ∈
R | U([r, v]T ) ≥ 0} is compact.
3) The objective function of (48) is strictly positive on its feasible
set.
For the first statement, note that the feasible set contains all of its
boundary points and is therefore closed. From Heine-Borel Theorem
[59], to show compactness of the feasible set, it suffices to show that
it is bounded. To this end, note the constraint on the value of r which
is limited by the maximum detectable range rmax ∈ R>0 of the
NB-IoT nodes so that rm ≤ rmax for all m ∈M. This implies that
the continuous function F(r)J (r) is bounded on T = {r ∈ RM | rm ≤
rmax, ∀m ∈ M} [59, Theorem 4.16]. In other words, F(r)J (r) ≤ ϕ,
where ϕ = maximize
r∈T
F(r)
J (r) . The optimization problem in (48) is
indeed a minimization of an upper bound of F(r)J (r) , i.e. v. Without loss
of generality, assume v ≤ vmax where vmax ≥ ϕ. These practical
constraints on r and v do not change the solution of (48) but guarantee
boundedness and thereby compactness of the its feasible set. On the
other hand, it is possible to show the boundedness of v, in turn, entails
the boundedness of r. To show that, let assume B to be an arbitrary
subset of {1, · · · ,M} and define c such that [c]k = [r]k for k ∈ B.
When v ≤ vmax, from (45) and (46), we get
lim
c→∞ vJ (r)−F(r) =
− 1
4
lim
c→∞
(
‖Π⊥V(r − r11)‖22‖Π⊥V
[
(r − r11) (r − r11)
]‖22
−
([
(r − r11) (r − r11)
]T
Π⊥V(r − r11)
)2)
, (78)
Using CauchySchwarz inequality and idempotency of Π⊥V, we have
‖Π⊥V(r − r11)‖22‖Π⊥V
[
(r − r11) (r − r11)
]‖22 ≥([
(r − r11) (r − r11)
]T
Π⊥V(r − r11)
)2
. (79)
It follows from (78) and (79) that, when v ≤ vmax and as each rm
approaches infinity, the constraint vJ (r)−F(r) becomes negative.
Hence, when v ≤ vmax, to ensure vJ (r)−F(r) ≥ 0, the ranges rm,
m ∈M must be bounded. This implies that v ≤ vmax is sufficient
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for the compactness of the feasible set of (48). Accordingly, without
loss of generality, the optimization problem (48) becomes
minimize
v,r
v
subject to vJ (r)−F(r) ≥ 0,
w  (r − λ)  0,
r  0,
vmax − v ≥ 0,
(80)
in which the feasible set is compact. Note that, in practice, the value
of ϕ is unknown and, to satisfy the condition vmax ≥ ϕ, vmax should
be selected sufficiently large.
For the second statement, consider
Ei([r, v]T )=

1 if i = 0,
vJ (r)−F(r), if i = 1,
wi−1(ri−1 − λi−1), if i = 2, · · · ,M + 1,
ri−M − 1, if i = M + 2, · · · , 2M + 1,
vmax − v, if i = 2M + 2,
(81)
and that Gp is defined according to (77). Construct Pi([r, v]T ) = 0
for i = 0, 1, · · · , 2M+1 and P2M+2([r, v]T ) = 1. It readily follows
that vmax−v = ∑2M+2i=0 Pi([r, v]T )Ei([r, v]T ), thus vmax−v ∈ Gp
with p ≥ 1. Further, the set {v ∈ R | vmax − v ≥ 0} is closed and
bounded and, therefore, compact. This proves the second statement.
The third statement requires establishing the strict positiveness of
the objective on the feasible set of (80), i.e., W = {r ∈ RM , v ∈
R | r  0, w (r−λ)  0, vJ (r)−F(r) ≥ 0, vmax − v ≥ 0}.
Considering a ∈ R>0 as a constant parameter independent of r and
v, it is always possible to replace v with v + a in the cost function
of (80) without affecting its solution. Then, it follows from (42) that
v ≥ L(r) = F(r)J (r) ≥ 0, thereby v + a > 0 on W for any constant
a ∈ R>0. This proves the third statement.
Consequently, according to Lemma 1, (48) is equivalent to min-
imization of the positive function v + a on the compact set W =
{r ∈ RM , v ∈ R | Ei([r, v]T ) ≥ 0,∀i ∈ {1, 2, · · · , 2M + 2}}
where Ei’s are given in (81). Now, resorting to [45, Theorem 4.2],
the resulting minimization problem can be equivalently recast as the
SDP in (57). This completes the proof.
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