Abstract. The problem associated with spectral sequence comparison for speech comes from the fact that different acoustic renditions, or tokens, of the same speech utterance are seldom realized at the same speed across the entire utterance. In this paper a simple and effective time alignment was introduced for spoken Arabic digit recognition systems. We meant with simplicity here not only in its need for low computational power, but also simplicity to understand, to implement, and to explain to others. While high power computers are available today, time alignment algorithms, such as dynamic time warping algorithm and hidden Markov models need relatively high CPU time, which should be reserved for other complicated tasks. This algorithm has a high accuracy rate considering the very limited number of frames taken from input utterances to be used in training or testing. An artificial neural network based speech recognition system was designed and tested with automatic Arabic digit recognition to test this time alignment algorithm. The system is an isolated whole word speech recognizer and it was implemented in a multi-speaker mode (i.e., the same set of speakers was used in both the training and testing phases). During recognition process, digitized speech was cleaned of noise, then the signal was pre-emphasized and it was windowed and blocked by Hamming window, the time alignment algorithm was used to compensate for the differences in the utterance length and misalignments between phonemes. Frames features were extracted using MFCC coefficients to reduce the amount of the information in the input signal. Finally, the neural network classified the unknown digit. This recognition system achieved 99.48% correct digit recognition while using only seven frames in the time alignment algorithm.
1. Introduction
Arabic Language
Arabic is a Semitic language, and it is one of the oldest languages in the world today. It is the fifth widely used language nowadays. Arabic is the first language in the Arab world and Arabic alphabet is used in several other languages, such as Persian and Urdu [1, 2] .
Standard Arabic has 34 phonemes, of which six are vowels, and 28 are consonants [3] . A phoneme is the smallest unit of sound that indicates a difference in meaning, word, or sentence. The Arabic language has fewer vowels than English: three long and three short vowels, while American English has at least twelve vowels [4] . Arabic phonemes contain two distinctive classes, which are named pharyngeal and emphatic phonemes. These two classes can be found only in Semitic languages like Hebrew [3, 5] .
Spoken Digits Recognition
Automatic recognition of spoken digits is one of the challenging tasks in the field of computer speech recognition. A spoken digit recognition process is needed in many applications that use numbers as input.
Arabic has seen a relatively limited number of research efforts compared to other languages such as English and Japanese. A short survey of literature, will confirm the lack of the research papers and references on Arabic speech recognition in general. In fact a very limited number of Arabic digit recognition papers is available to the public. Some research has been conducted on Arabic digit recognition. In 1985, Hagos [6] and Abdullah [7] separately reported Arabic digit recognizers. Hagos designed a speaker-independent Arabic digit recognizer that used template matching for input utterances. His system is based on the LPC parameters for feature extraction and log likelihood ratio for similarity measurements. Abdullah developed another Arabic digits recognizer that used positive-slope and zero-crossing duration as its feature extraction algorithm. He reported a 97% accuracy rate. Both systems of these are isolated-word recognizers in which template matching is used.
The Arabic digits zero to nine (sěfr, wâ-hěd, 'aâth-nāyn, thâ-lă-thâh, 'aâr-bâ-'aâh, khâm-sâh, sět-tâh, sûb-'aâh, thâ-mă-ně-yah, and těs-âh) are polysyllabic words except the first one, zero, which is a monosyllable [3] . The allowed syllables in Arabic language are: CV, CVC, and CVCC where V indicates a (long or short) vowel while C indicates a consonant. Arabic utterances can only start with a consonant [3] . Table 1 shows the ten Arabic digits along with the way to pronounce them and the number and types of syllables in every spoken digit. 
Neural Networks
Artificial neural networks (ANNs) have for many years been thought to hold the potential of achieving human-like performance in the automatic speech recognition. These models are composed of many nonlinear computational elements operating in parallel in patterns similar to the biological neural networks [8] . ANN has been used extensively in speech recognition during the past two decades. The most beneficial characteristics of ANNs for solving speech recognition problems are fault tolerance and nonlinear properties [9] . ANN models are distinguished by network topology, node characteristic, and training or learning rules. One of the important models for neural networks are multilayer perceptrons (MLPs), which are a feedforward network with zero, one, or more hidden layers of nodes between the input and output nodes [8] . The capabilities of the MLP stem from the nonlinearities used with its nodes. Any MLP network must consist of one input layer (not computational, but source nodes), one output layer (computational nodes), and zero or more hidden layers (computational nodes) depending on network sophistication and the application requirements [9] .
Time Alignment and Normalization
The same word spoken by different speakers, or the same speaker at different times, is often of different time duration. An utterance (digit in our case), which is to be recognized is not a steady sound but is complex and involves a sequence of short-time acoustic representations (phonemes) [10] . The pattern-comparison technique for speech recognition must be able to compare sequences of acoustic features [11] .
When comparing different tokens of the same utterance, speech rate variation as well as duration variation should not contribute to the (linguistic) dissimilarity score. Thus there is a need to normalize speaking rate fluctuations in order for the utterance comparison to be meaningful before a recognition decision can be made. The need for time alignment arises not only because different utterances of the same word will generally be of different durations, but also because phonemes within words will also be of different durations across the utterance [12, 13] .
The popular time alignment and normalization scheme used with the pattern-comparison technique is dynamic time warping (DTW) [10] . This technique allows parts of a word to be stretched or compressed differently than other parts. In fact this is a non-linear time alignment technique, which is widely used and based on dynamic programming [10] . This method results in minimum cost or shortest path problems [14] . Unfortunately this technique needs a very expensive CPU computation and is not economic for small vocabulary recognition systems such as digit recognition systems [1, 13] . Also this technique is very complicated if used with ANNs.
In this paper, a simpler and effective time alignment algorithm was introduced and tested. A system based on an ANN system was designed and used in conjunction with spoken Arabic digits to investigate this new algorithm. This study concentrated on multi-speaker mode using artificial neural networks, namely multilayer perceptrins (MLPs) with the concentration on these ten words as isolated utterances.
Experimental Framework

System Overview
A complete speech recognition system based on neural networks was developed to carry out the goals of this research. This system was partitioned into several modules according to their functionality as shown in Fig. 1 . First is the digital signal processing front-end module, whose functions are speech acquisition through a microphone, filtering, and sampling. A band-pass filter with cut-off frequencies of 100Hz and 4.8kHz was used to filter the speech signal before processing. The sampling rate was set to 10kHz with 16-bit resolution for all recorded speech tokens. Due to the concentration on the main goals of this research, a manual endpoint detection method was also used to separate speech from silent portions of the signal. Endpoint detection is considered as a big and challenging task in digital speech processing which made us to select manual methods. Endpoint detection also located the beginning and end points of the spoken word (digit) [15] . After that, blocking speech into frames module partitioned the whole speech utterance to a number of frames depending on our window and utterance duration. A time alignment algorithm was applied to a sequence of frames as detailed in the following subsection.
Linear predictive coding (LPC) coefficients were computed for sequential frames 64 points (6.4 ms) apart. In each case, a 256-point Hamming window was used to select the data points to be analyzed [16] . The linear predictive coding module calculates ten mel-frequency cepstrum coefficients (MFCCs), with LPC order (p=10), for each frame in the spoken utterance, thus 11 MFCC coefficients were extracted from each frame. For MFCC computations, 20 triangular band-pass filters were considered in the feature extraction subsystem as in [17] .
A fully connected feed-forward multilayer perceptron (MLP) network was used to recognize the unknown spoken digit. All MLP neurons used logistic non-linearities and a back-propagation training algorithm [9] . The network consisted of 143 nodes in the input layer (source nodes or the beginning layer). The number of nodes in this layer depends on the number of MFCC coefficients for every frame and the number of considered frames in the whole token that is currently applied to the input layer.
The MLP network contains two hidden layers with 40 nodes in the first hidden layer and 15 nodes in the second hidden layer. The output layer consists of 10 neurons. This implies that the network consists of a total of four layers, namely, input, first hidden, second hidden, and finally output layer with a number of nodes equal to 143, 40, 15, and 10, respectively. Each neuron in the output layer should be on or off depending on the applied digit in the input layer. For the normal and intended situation, only one node should be on while all others should give an off state if the applied utterance is one of the ten Arabic digits, otherwise, all neurons should give an off state.
The Proposed Time Alignment Algorithm
The time alignment algorithm is very simple and straightforward; yet, it achieved a high accuracy rate when used with an Arabic digit recognition system. To explain this algorithm, consider the following parameters: (number of) considered frames (CF), start point (SP), and end point (EP). These parameters must be adjusted before running the algorithm. CF should take only positive integer grater than 2, while SP and EP should take values between 0 and 1 inclusive.
CF is the number of frames that would be considered by the time alignment algorithm and the rest of utterance's frames are totally ignored. Start point (SP) is used to compute the first frame to be considered by the system. Similarly, end point (EP) is used to compute the last one. To identify the first frame in a given utterance, we multiply SP by the total number of frames contained in the whole utterance under processing and, likewise, we multiply EP by total frames to get last frame. In both cases we must round multiplication outcomes to the nearest integer. SP must have a value less than EP.
To illustrate, if SP=0 and EP=1 then the first and last frames in the given utterance are the same as the first and last frames to be considered by the alignment algorithm. After computing the first and last frames to be picked up by the algorithm, the system must get CF-2 frames evenly distributed between the two previously located frames using EP and SP, hence we have CF total of frames. Figure 2 shows an example of the algorithm with specific values to its parameters. In this example we assumed that CF=5, SP=0.05, EP=0.95, and total number of frames in the considered utterance is 80. Depending on the algorithm, the first frame to be taken from the utterance is the fourth one (i.e., 80×0.05) and the last one is the seventy-sixth (i.e., 80×0.95). The remaining three frames should be evenly located between the first and last frames; specifically we have to consider the twenty-second, the fortieth, and fifty-eighth frames. This algorithm is outlined in Fig. 3 in the form of a flowchart. One of the drawback of this algorithm is that its accuracy is dependent on an accurate endpoint detection scheme applied to utterances. False endpoints detection may cause misleading results to this time alignment algorithm. This algorithm uses a linear expansion or compression to input patterns (utterances) and we have the fact those vowels and other voiced phonemes are more variable in duration, more than stop or plosive consonants; nevertheless, it demonstrated excellent results with Arabic digit recognition.
Database
An in-house database was created from all ten Arabic digits. Seventeen male Arabic native speakers were asked to record all digits ten times. Hence, the database consisted of 10 repetitions of every digit produced by each speaker for a total of 1,700 tokens. All samples for a given speaker were recorded in one session. During the recording session, each utterance was played back to ensure that the entire digit was included in the recorded signal. All the 1,700 (10 digits × 10 repetitions × 17 speakers) tokens were used for training and testing phases. 
System Overall Performance
To train the system, the first and second repetitions of each digit that were uttered by all speakers were used. Thus, the total tokens considered for training was 340 (17 speakers × 2 repetitions × 10 digits). For testing mode, tokens 3 through 10 were used in recognition phase (testing mode), which gave total of 1,360 tokens. Table 2 shows the accuracy of the system for digits individually in addition to the system's overall accuracy for SP= 0.05, EP=0.95, and CF=9. Depending on testing database set, the system attempted to recognize 136 tokens for every digit where the total number of tokens was 1,360. The overall system performance was 99.48%, which is reasonably high. The system failed to recognize only 7 tokens out of the 1,360 total tokens. Digits 1, 5, 6, and 9 got 100% recognition rate. Even though, the database size was small (only the ten spoken Arabic digits), the system showed a high performance regardless of dialect variations and the fact that we considered multi-speaker mode in contrast to speaker-dependent (one speaker only trains and uses the system) mode. In addition to this, our time-alignment algorithm was very simple and straightforward.
Time Alignment Algorithm Evaluation
In general the algorithm gave a high performance level in recognizing Arabic digits. The performance exceeds 99% for values of CF=8 with the appropriate values of SP and EP as can be seen from one two three four five six seven eight nine zero (%)
4. For all different values of CF, the algorithm gave higher performances in the case of (SP=0, EP=1) and (SP=0.6, EP=0.94) and gave lower performances in the case of (SP=0.24, EP=0.76). This implies that most of first and last quarters of Arabic digits are important for comparisons during system training and testing tokens among different digits. At the beginning of training the ANN, free parameters (weights and biases) are initialized with small random values, hence with the same parameters and different run times we get different system performances (due to randomness of free parameters) but the differences are very small. If we select CF greater than 8, SP less than 0.1, and EP greater than 0.9 we will end up with greater than 99% system performance, however, if we increase CF to more than 10, the increment of improvement (if it is not zero), is so small that it does not justify using such. This can be seen in Fig. 3, 4 & 5. It has been noticed that the first quarter of Arabic digits have more importance than their last quarter because SP affect the performance sharply if it is decreased more than 0.15, as can be seen from Fig. 5 and 6 . In other words, ignoring large parts of the first quarter degrades the performance of the system more than is caused by the ignoring more parts of the last quarter. For good performance, SP value should be less than 0.1 and EP should be greater than 0.9. This means we must discard less than 20% as total from both ends.
This proposed algorithm is the fastest one if compared to other algorithms such as DTW based ones [1, 18] . This algorithm requires significantly less computation and is simpler to implement and to understand if compared to the popular DTW related algorithms. Programming wise, the CPU time required for this algorithm is just the time required to create and search an array with length equal to number of frames in the processed utterance as discussed above. On the other hand, the CPU time required for DTW based algorithm is a function dependent on two-dimensional matrix with lengths equal to both the width of the reference and the width of the test utterances as discussed in [18] . This used DTW means that the CPU will take a considerable computation time for long utterances. 
Discussions and Conclusion
This paper discussed a new simple time alignment algorithm for an Arabic spoken digit recognizer. There is a need to emphasize some points in this research. First, the research discussed the time alignment algorithm not neural networks nor spoken Arabic digit characteristics. Second, the high system performance and effectiveness gained is the best among the current found in literature in spoken Arabic digit recognition. Third, this high performance with the new proposed time alignment algorithm may be linked to some characteristics of Arabic digits such as the high degree of orthogonality between each pair of them. This issue will be investigated in upcoming research, which will depend on content of language phonemes and spectrograms of Arabic digits.
Fourth, someone will notice the limitation of the database used in the training and testing phases compared to databases used with languages of industrial countries such as English and Japanese, nevertheless we used a multi-speaker mode. Fifth, the algorithm assumes a perfect endpoint algorithm because the initial and terminal of any utterance carry distinguishing and valuable information for the recognition process. Sixth, in Fig. 1 we can move the time alignment subsystem before the front-end signal (DSP) subsystem, hence we can reduce the amount of CPU time needed for the DSP subsystem to minimum because this subsystem will manipulate only CF frames instead of the whole utterance. This concept is logical and easily realizable because unused frame can be discarded from the front-end subsystem after discovering them by the aid of this novel alignment algorithm. Therefore more benefits may be gained by saving more system resources.
To conclude, this algorithm was tested on a MLP neural network based recognizer. The system consists of a DSP front-end processor module, a blocking and framing module, a time alignment module, a feature extraction module, and an MLP network. A database of 1,700 tokens was created for 17 Arabic native speakers. The overall system performance was 99.49% with CF set to 9. This algorithm demonstrated a high performance with Arabic digit recognition and an accuracy above 99% for CF equal or greater than 7 and appropriate values of SP and EP. Increasing a CF to more than 10 results in insignificant gain other than higher use of CPU time and memory. If we ignore more than 10% from the beginning of the utterance or more than 10% from the end of the utterance then the performance degrades accordingly, but the effect on performance caused by the beginning side is more than that of the end side.
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