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Multivariate extreme value theory has proven useful for modeling multivariate
data in fields such as finance and environmental science, where one is interested in
accounting for the tendency of observations to exceed an extremely high (or low)
threshold. Recent work has developed extremal models by studying the conditional
distribution of a random vector, conditional on one of the components becoming
extreme. This provides a way to handle situations such as asymptotic dependence,
where traditional techniques may be uninformative. In this thesis, we explore the
implications of the assumption that such a conditional distribution is well approx-
imated by a limiting probability distribution when the conditioning component
is extreme. We consider a version of the conditional distribution specified by a
transition function.
If the transition kernel of a Markov chain satisfies our assumption, then a pro-
cess known as the tail chain approximates the Markov chain over extreme states.
We characterize the class of chains which admit such an approximation, and inves-
tigate the properties of the tail chain in relation to the distinction between extreme
and non-extreme states. We find that, in general, the tail chain approximates a
portion of the original process we term the “extremal component”. We further
derive the limit in distribution of a point process consisting of normalized Markov
chain observations, expressing the limit in terms of the tail chain.
We also consider the case where a transition function satisfying our assumption
describes the dependence structure of a random vector. We establish conditions
under which a conditional extreme value model is appropriate, and derive the form
of the limiting measure.
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CHAPTER 1
INTRODUCTION
The theory of extreme values for independent, identically distributed samples
is well-established and convenient. It is well-known that the asymptotic distribu-
tion of the maximum of n iid observations, appropriately normalized, belongs to
a family parametrized by a single parameter, γ, under broad conditions on the
distribution of the sample. These conditions translate to restrictions on the tail
behaviour of the marginal distribution. In particular, both exponentially bounded
tails (for which γ = 0), and tails which decay approximately as a power function
(for which γ > 0), are included in this framework.
More recent work has explored extensions to this theory in cases where the
observations are no longer independent. Two common settings are data consist-
ing of multivariate observations, and observations from a stochastic process. In
many cases, similar results still hold, although the extremal models become more
complex, and possibly nonparametric. A central question is how the dependence
structure affects extreme observations. Due to the dependence, extremely large or
small observations may be more likely to occur together, compared to the iid case.
For stochastic processes, a natural reformulation is the following: given that we
have observed one extreme value (e.g., exceeding some high threshold), how many
other extreme values are likely to occur in the “near future”?
Questions of this nature are readily phrased in terms of point processes. For
example, the process Nn(A) = #{j ∈ A : Xj > un} counts the number of time-
points in the set A at which the sequence X = {Xj : j ≥ 0} exceeds the threshold
un. As n→∞, such point processes typically converge in distribution to a limiting
compound Poisson process. The compounding accounts for clustering of “nearby”
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extreme values, which occurs as a consequence of the dependence.
1.1 Extreme Values under Bivariate Dependence
We place ourselves in the framework of bivariate dependence, which we describe via
a transition functionK. This is a function that captures the stochastic behaviour of
a pair of random variables (X, Y ) by specifying, given an observed value Y = y, the
subsequent probability distribution of X. Such a model is simple enough to admit
tractable results, but is also useful in many practical settings. It is particularly
suited to situations where X is known as an explicit (random) function of Y , such
as in the regression problem X = f(Y ) + ε.
In particular, we will consider cases where the distribution of X, conditional on
Y = y, is well approximated by an asymptotic distribution under normalization,
when the state y is extreme. Suppose K : R × B(R) → [0, 1] is a transition
function on the real line. Technical details are provided in Section 1.2.3; for now,
it is sufficient to think of K(y , A) as describing P[X ∈ A |Y = y]. We work under
the assumption that there exists a limiting probability distribution G on R such
that
K
(
t , [−∞, α(t)x+ β(t)]) −→ G[−∞, x] as t→∞ (1.1.1)
at points of continuity of the limit x ∈ R, for suitable normalizing functions α > 0
and β. This means that the random fluctuation of X, when Y is extreme, is
approximately described by the distribution G, up to normalization.
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1.1.1 Markov Chain Models
In terms of stochastic processes, a formulation of conditional dependence in terms
of transition functions applies directly to the study of Markov chains, whose de-
pendence structure is completely specified by a transition kernel K. Markov chain
models are widely used in applications to a variety of areas, including finance and
environmental science. In particular, many commonly-used time series models can
be expressed in terms of Markov chains on Rd.
Previous authors have developed the “tail chain” as an extremal model for
stationary Markov chains under the assumption (1.1.1). We investigate the tail
chain model in Chapter 2. In general terms, our goals are to arrive at a deeper
understanding of what conclusions may be gleaned from such an approximation,
and to distinguish between the role of stationarity, which depends on the initial
distribution, and the information inherent in the transition kernel, which deter-
mines the dependence structure. We introduce a precise notion of the distinction
between extreme and non-extreme states, and we phrase the tail chain model in
these terms. In addition, we obtain a characterization of the class of Markov chains
for which this model is appropriate.
The tail chain model, if appropriate, captures all of the relevant information
regarding dependence at extreme levels, meaning that it can be used to describe
the clustering in a point process limit. In Chapter 3, we derive point process con-
vergences, making explicit use of the regenerative structure inherent to a positive
recurrent Markov chain. This departs from previous results, in which long-range
dependence is generally controlled using mixing conditions.
3
1.1.2 Conditional Extreme Value Models
Aside from Markov chains, transition functions may be used to describe a func-
tional dependence structure between components of a random vector, as mentioned
above. We adopt this point of view in Chapter 4, where we consider the assump-
tion (1.1.1) in the context of the Conditional Extreme Value Model (CEVM). The
CEVM approximates the behaviour of a random vector when one component is
extreme. We discuss conditions on the normalization functions α and β under
which (1.1.1) leads to a CEVM, and we present formulas for the approximating
limit measure in all cases. Moreover, we use the explicit dependence afforded by
(1.1.1) to explore certain technical subtleties arising in the model.
1.2 Technical Preliminaries
We now review some technical concepts which will be used frequently in what
follows.
1.2.1 Convergence of Measures
If not explicitly specified, we assume henceforth that any space S under discussion
is a topological space paired with its Borel σ-field, B(S), generated by open sets.
Denote by K(S) the collection of its compact sets; by C(S) the space of real-
valued continuous, bounded functions on S; and by C+K(S) the space of non-negative
continuous functions with compact support.
If {Pn : n = 0, 1, . . . } are probability measures on a complete, separable space
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S, then Pn converges weakly to P0, written Pn ⇒ P0, if, as n→∞,∫
S
f(x)Pn(dx) −→
∫
S
f(x)P0(dx) for all f ∈ C(S). (1.2.1)
Weak convergence can equivalently be phrased in terms of convergence on sets:
Pn ⇒ P0 iff Pn(A)⇒ P0(A) for any A ∈ B(S) satisfying P0(∂A) = 0; this is an im-
plication of the Portmanteau theorem [15, Theorem 2.1]. If {Pn} are the respective
distributions of a sequence of random variables {Xn}, (1.2.1) is equivalent to the
convergence of the distribution functions FXn(x)→ FX0(x) at points of continuity
of the limit. For more information, see Billingsley [15].
For a space E which is locally compact with countable base (for example, a
subset of [−∞,∞]d), we denote by M+(E) the space of non-negative Radon mea-
sures on E. These are measures µ such that µ(K) < ∞ for all K ∈ K(E). Given
a sequence {µn : n = 0, 1, . . . } of measures in M+(E), we say µn converges vaguely
to µ0, written µn
v→ µ0, if, as n→∞,∫
E
f(x)µn(dx) −→
∫
E
f(x)µ0(dx) for all f ∈ C+K(E). (1.2.2)
The convergence concept (1.2.2) induces a topology on M+(E) which is metrizable
by the vague metric, dv, i.e., dv(µn, µ) → 0 iff µn v→ µ. Refer to Resnick [76,
Section 3.4] for further details.
A random measure is a random element of M+(E). If {ηn : n = 0, 1, . . . } are
random measures, then ηn ⇒ η0 in M+(E) iff
E exp{−ηn(f)} −→ E exp{−η0(f)} for all f ∈ C+K(E),
writing µ(f) =
∫
fdµ. Moreover, denote by x the measure assigning unit mass
to the point x ∈ E, i.e., x(A) = 1A(x). A point process is a random element of
Mp(E), the subspace of M+(E) consisting of measures of the form m =
∑
j xj .
Note that m(f) =
∑
j f(xj). See Kallenberg [52] for more information.
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Some useful technical results involving the convergence of integrals are assem-
bled in the Appendix (p. 132).
1.2.2 Regular Variation
A measurable function f : (0,∞)→ (0,∞) is regularly varying (at ∞) with index
ρ ∈ R, written f ∈ RVρ, if
lim
t→∞
f(tx)
f(t)
= xρ, x > 0. (1.2.3)
Regular variation with ρ = 0 is called slow variation. If limt→∞ f(tx)/f(t) exists
for x > 0, then f ∈ RVρ for some ρ, and the limit is xρ. Also, if f ∈ RVρ, then
the convergence in (1.2.3) is locally uniform on (0,∞). In particular, this means
that, given a function xt = x(t) ≥ 0 on (0,∞) such that x(t)→ x > 0 as t→∞,
we have
lim
t→∞
f(txt)
f(t)
= xρ
as well. Standard references include Bingham et al. [16] and Resnick [76].
Furthermore, given a random variable X on [0,∞) with distribution function
F , we say that X has a regularly varying tail with tail index α > 0 if 1−F ∈ RV−α.
Equivalently, there exists a scaling function b(t)→∞ such that tP[X > b(t)x]→
x−α for x > 0. This can be formulated equally in terms of vague convergence:
tF (b(t) ·) = tP
[
X
b(t)
∈ ·
]
v−→ να(·) in M+(0,∞] as t→∞,
where να is the measure given by να(x,∞] = x−α for x > 0. Note that compact
subsets of (0,∞] are contained in intervals of the form [a,∞]. In higher dimen-
sions, a random vector X = (X1, . . . , Xd) has a multivariate regularly varying tail
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on a cone E ⊂ [−∞,∞]d\{0} if there exists a non-degenerate Radon measure
µ ∈M+(E) and a scaling function b(t)→∞ such that
tP
[
X
b(t)
∈ ·
]
v−→ µ(·) in M+(E) as t→∞. (1.2.4)
A stochastic process X = (X0, X1, . . . ) is jointly regularly varying if the finite-
dimensional distributions P[(X0, . . . , Xm) ∈ · ] are regularly varying for eachm ≥ 0.
1.2.3 Transition Functions and Markov Chains
A transition function or transition kernel is a function K : S×B(S′)→ [0, 1] such
that
(i) for each A ∈ B(S′), K(· , A) is a measurable function on S; and
(ii) for each y ∈ S, K(y , ·) is a probability measure on S′.
If S = S′, we say that K is a transition kernel on S. Call K a substochastic
transition function if K(y , S′) ≤ 1 for each y ∈ S. Also, note that for a random
element (X, Y ) of S × S′, any particular version of the conditional distribution
P[X ∈ · |Y = y] is a transition function K(y, ·).
A stochastic process X = (X0, X1, X2, . . . ) on S is a (time-homogeneous)
Markov chain with transition kernel K : S × B(S) → [0, 1], written X ∼ K,
if its finite-dimensional distributions satisfy
P
[
(Xn+1, . . . , Xn+m) ∈ dxm
∣∣Xn = x] = K(x , dx1) · · ·K(xm−1 , dxm), n ≥ 0,
for m = 1, 2, . . . . We abbreviate xm = (x1, . . . , xm), similarly for Xm, and we
adopt the standard notation Px[Xm ∈ · ] = P[Xm ∈ · |X0 = x]. Thus, if X has
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initial distribution P[X0 ∈ · ] = F , we have
PF
[
(X0, . . . , Xm) ∈ (dx0, dxm)
]
= F (dx0)Px0 [Xm ∈ dxm]
= F (dx0)K(x0 , dx1) · · ·K(xm−1 , dxm)
for m ≥ 1, and so Px = Px . The theory of Markov chains on general state spaces
is given broad treatment by Meyn and Tweedie [62].
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CHAPTER 2
ASYMPTOTICS OF MARKOV KERNELS AND THE TAIL CHAIN*
2.1 Overview
In studying the extremal properties of a stochastic process, it is useful to be able
to describe the process’s behaviour upon hitting an extreme state. Indeed, the de-
pendence structure typically causes extremes to occur in clusters, raising questions
such as how likely we are to observe other extreme values in the next few steps,
and how many we are likely to observe. This information is conveniently summa-
rized in cases where an approximation to the finite-dimensional distributions of
the process over extreme states is appropriate, such as for multivariate regularly
varying processes.
For a discrete-time Markov chain X, the finite-dimensional distributions are
approximated by an asymptotic process called the tail chain. This holds under
an asymptotic assumption on the transition kernel of the chain. Loosely speak-
ing, if the distribution of the next state converges under some normalization as
the current state becomes extreme, then X behaves approximately as a multi-
plicative random walk, upon leaving a large initial state. This approach leads to
intuitive extreme value models for processes such as autoregressions with random
coefficients, which incorporate ARCH and other time series models. The focus on
asymptotics for Markov kernels was introduced by Smith [87]. Perfekt [69, 70] ex-
*Material in this chapter has been accepted for publication in: S.I. Resnick and D. Zeber.
Asymptotics of Markov kernels and the tail chain. Advances in Applied Probability, 45(1), 2013.
c© Applied Probability Trust 2013. Thanks to an anonymous referee for many helpful comments
and suggestions on this material.
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tended the approach to higher dimensions, and Segers [84] rephrased the conditions
in terms of update functions. Basrak and Segers [8] extended the idea to a process
approximation suitable for more general regularly varying stationary processes.
Markov chains which admit the tail chain approximation fall into one of two
categories. Starting from an extreme state, the chain either remains extreme over
any finite time horizon, or will drop to a “non-extreme” state of lower order after a
finite amount of time. The latter case is problematic in that the tail chain model is
not sensitive to possible subsequent jumps from a non-extreme state to an extreme
one. This is usually handled by ruling out the class of processes exhibiting this
behaviour via a technical condition, which we refer to as the regularity condition.
We find it more revealing to view the tail chain as approximating the restriction
of the chain X to a certain portion of the state space. This is accomplished by
formalizing the division between extreme and non-extreme states as a level we term
the extremal boundary. We show that, in general, the tail chain approximates the
extremal component, the portion of X having yet to cross below this boundary.
Phrased in these terms, the regularity condition entails that the distinction between
the original chain and its extremal component disappear asymptotically.
To this end, we propose an extreme value theory for Markov transition kernels,
which leads directly to the convergence of finite-dimensional distributions condi-
tional on the initial state, as it becomes extreme. In this context, it becomes clear
that the regularity condition supplements certain missing information that is nec-
essary to obtain a result for the complete chain X. We phrase our theory, and
relevant assumptions, equally in terms of update functions, as these often provide
a more intuitive way of describing transition kernels, and are important in making
connections with applications. In particular, most conditions are easily verified
10
merely by inspecting the update function.
2.2 Extremal Theory for Markov Kernels
We begin by focusing on the Markov transition kernels rather than the stochastic
processes they determine, and introduce a class of kernels we term “tail kernels,”
which we will view as scaling limits of certain kernels. See Section 1.2.3 (p. 7)
for the definition of a transition kernel. Antecedents include Segers’s definition of
“back-and-forth tail chains” [84] that approximate certain Markov chains started
from an extreme value.
For a Markov chain X ∼ K on [0,∞), i.e., X transitions according to the
transition kernel K (see Section 1.2.3), it is reasonable to expect that extremal
behaviour of X is determined by pairs (Xn, Xn+1), and one way to control such
pairs is to assume that (Xn, Xn+1) belongs to a bivariate domain of attraction.
This approach was considered by Bortot and Coles [18] and Smith [87]. In the
context of regular variation, writing
tP
[
Xn
b(t)
∈ A0 , Xn+1
b(t)
∈ A1
]
=
∫
A0
K
(
b(t)u , b(t)A1
)
tP
[
Xn
b(t)
∈ du
]
(2.2.1)
suggests combining marginal regular variation of Xn with a scaling kernel limit
to derive extremal properties of the finite-dimensional distributions (fdds), as was
done by Perfekt [69, 70] and Segers [84], and this is the direction we take. We first
discuss the kernel scaling operation.
For simplicity, we assume the state space of the Markov chain is [0,∞), although
with suitable modifications, it is relatively straightforward to extend the results to
Rd. Henceforth G will denote a general probability distribution on [0,∞).
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2.2.1 Tail Kernels
First let us define the notion of tail kernel.
Definition. The tail kernel associated with G is given by
K∗(y , A) =

G(y−1A) y > 0
0(A) y = 0
(2.2.2)
for A measurable.
Recall 0 is the probability measure assigning unit mass to {0}. Thus, the class
of tail kernels on [0,∞) is parameterized by probability distributions G. Such
kernels are characterized by a scaling property:
Proposition 2.2.1. A Markov transition kernel K is a tail kernel associated with
some distribution G if and only if it satisfies the relation
K(uy , A) = K(y , u−1A) (2.2.3)
with A measurable and y ≥ 0 for any u > 0, in which case G(·) = K(1, ·).
Proof. Fix u > 0. If K is a tail kernel, (2.2.3) follows directly from the def-
inition, using the fact that 0(A) = 0(u
−1A) in the case y = 0. Conversely,
assuming (2.2.3), for y > 0 we can write K(y, A) = K(1, y−1A), satisfying the
first case of (2.2.2) with G(·) = K(1, ·). For the case y = 0, write H(·) =
K(0, ·). We must show that H(·) = H(u−1·) implies H = 0. Indeed, H(0,∞) =
limn→∞H(n−1,∞) = H(1,∞), so H(0, 1] = 0. A similar argument shows that
H(1,∞) = 0 as well.
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We call the Markov chain T ∼ K∗ the tail chain associated with G. Such a
chain can be represented as
Tn = ξn Tn−1 = T0 ξ1 · · · ξn n = 1, 2, . . . , (2.2.4)
where ξn
iid∼ G are independent of T0. Thus, T is a multiplicative random walk
with step distribution G and absorbing barrier at {0}.
2.2.2 Convergence to Tail Kernels
The tail chain approximates the behaviour of a Markov chain X ∼ K in extreme
states. Asymptotic results require that the normalized distribution of X1 be well-
approximated by some distribution G when X0 is large, and we interpret this
requirement as a domain of attraction condition for kernels.
Definition. A Markov transition kernel K : [0,∞) × B[0,∞) → [0, 1] is in the
domain of attraction of G, written K ∈ D(G), if as t→∞,
K(t , t ·)⇒ G(·) on [0,∞]. (2.2.5)
Note that D(G) contains at least the tail kernel associated with G. A simple
scaling argument extends (2.2.5) to
K(tu , t ·)⇒ G(u−1·) = K∗(u , · ), u > 0, (2.2.6)
where K∗ is the tail kernel associated with G; this is the form appearing in (2.2.1).
Thus tail kernels are scaling limits for kernels in a domain of attraction. In fact,
tail kernels are the only possible limits:
Proposition 2.2.2. Let K be a transition kernel on [0,∞). If there exists a family
of probability distributions {Gu : u > 0} on [0,∞) such that K(tu , t ·)⇒ Gu(·) as
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t→∞for u > 0, then the function K̂ defined on [0,∞)× B[0,∞) as
K̂(u , A) :=

Gu(A) u > 0
0(A) u = 0
is the tail kernel associated with G1.
Proof. It suffices to show that Gu(·) = G1(u−1·) for any u > 0. But this follows
directly from the uniqueness of weak limits, since (2.2.6) shows that K(tu, t ·) ⇒
G1(u
−1·).
A version of (2.2.6) uniform in u is needed to derive convergence of finite-
dimensional distributions.
Proposition 2.2.3. Suppose K ∈ D(G), and K∗ is the tail kernel associated with
G. Then, for any u > 0 and any non-negative function ut = u(t) such that ut → u
as t→∞, we have
K(tut , t ·)⇒ K∗(u , · ), (t→∞). (2.2.7)
Proof. Suppose ut → u > 0. Observe that K(tut, t ·) = K(tut, (tut)u−1t ·), and
put ht(x) = utx, h(x) = ux. Writing Pt(·) = K(tut, tut ·), we have
K(tut , t ·) = Pt ◦ h−1t ⇒ G ◦ h−1 = G(u−1·) = K∗(u , · )
by [12, Theorem 5.5, p. 34].
The measure G controls X upon leaving an extreme state via (2.2.5). However,
(2.2.5) is uninformative once X has reached a “non-extreme” state; indeed, (2.2.7)
may fail if u = 0—see Example 2.5.2. The requirement K∗(0, ·) = 0 reflects an
assumption that a transition from non-extreme back to extreme is (asymptotically)
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impossible. The implications of such an assumption cannot be ignored if 0 is an
accessible point of the state space, i.e., if G({0}) = K∗(y, {0}) > 0.
One could conceivably extend this model to accomodate more general behaviour
upon leaving a non-extreme state by allowing K∗(0, A) = H(A) in (2.2.2), where
H is a general probability distribution. The appropriate choice of H would then
be determined via an asymptotic assumption analogous to (2.2.7), for example
K(tut, t ·) ⇒ H(·) whenever ut → 0. In Section 2.4, we show that the “regularity
condition” imposed by previous authors does in fact justify the choice H = 0 in
this manner (see (2.4.3), p. 33). We will not pursue this direction here. Instead,
we proceed without assuming the regularity condition, viewing the prescription
H = 0 as “uninformative”, in a sense to be made precise in Section 2.3.
Alternative formulations of (2.2.5) include replacing K(t, t ·) with K(t, a(t) ·)
or else K(t, a(t) ·+ b(t)), with appropriate functions a(t) > 0 and b(t), in analogy
with the usual domains of attraction conditions in extreme value theory, i.e.,
t P
[
Y − b(t)
a(t)
∈ ·
]
v−→ ν(·) in M+(−∞,∞].
This direction will be explored in the context of the Conditional Extreme Value
Model in Chapter 4. For now, we retain the standard choice a(t) = t, b(t) = 0.
2.2.3 Representation
How do we characterize kernels belonging to D(G)? From (2.2.4), for chains tran-
sitioning according to a tail kernel, the next state is a random multiple of the
previous one, provided the prior state is non-zero. We expect that chains tran-
sitioning according to K ∈ D(G) behave approximately like this upon leaving a
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large state, and this is best expressed in terms of a function describing how a new
state depends on the prior one.
Given a kernel K, we can always find a sample space E, a measurable function
ψ : [0,∞)× E→ [0,∞) and an E-valued random element V such that
ψ(y, V )
d
= K(y , ·), y ≥ 0.
Given a random variable X0, if we define the process X = (X0, X1, X2, . . . ) recur-
sively as
Xn+1 = ψ(Xn, Vn+1), n ≥ 0,
where {Vn} is an iid sequence equal in distribution to V and independent of X0,
then X is a Markov chain with transition kernel K. Call the function ψ an update
function corresponding to K. If in addition K ∈ D(G), the domain of attraction
condition (2.2.5) becomes
t−1ψ(t, V )⇒ ξ,
where ξ ∼ G. Applying the probability integral transform or the Skorohod repre-
sentation theorems [13, Theorem 3.2, p. 6], [15, Theorem 6.7, p. 70] leads to the
following result.
Proposition 2.2.4. If K is a transition kernel on [0,∞), then K ∈ D(G) if and
only if there exists a measurable function ψ∗ : [0,∞)×[0, 1]→ [0,∞) and a random
variable ξ∗ ∼ G on the uniform probability space ([0, 1],B, λ) such that
t−1ψ∗(t, u) −→ ξ∗(u) ∀u ∈ [0, 1] (2.2.8)
as t→∞, and ψ∗ is an update function corresponding to K in the sense that
λ[ψ∗(y, ·) ∈ A] = K(y , A)
for measurable sets A.
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Think of the update function as ψ∗(y, U) where U(u) = u is a uniform random
variable on [0, 1].
Proof. If there exist such ψ∗ and ξ∗ satisfying (2.2.8) then clearly K ∈ D(G).
Conversely, assume K ∈ D(G), and let ψ(·, V ) be an update function correspond-
ing to K. According to Skorohod’s representation theorem ([15, p. 70], with the
necessary modifications to allow for an uncountable index set), there exists a ran-
dom variable ξ∗ and a stochastic process {Y ∗t ; t ≥ 0} defined on the uniform
probability space ([0, 1],B, λ), taking values in [0,∞), such that
ξ∗ ∼ G , Y ∗0 d= ψ(0, V ) , Y ∗t d= t−1ψ(t, V ) for t > 0,
and Y ∗t (u)→ ξ∗(u) as t→∞ for every u ∈ [0, 1]. Now, define ψ∗ : [0,∞)× [0, 1]→
[0,∞) as
ψ∗(0, u) = Y ∗0 (u) and ψ
∗(t, u) = tY ∗t (u) , t > 0, ∀u ∈ [0, 1].
It is evident that λ[ψ∗(y, ·) ∈ A] = P[ψ(y, V ) ∈ A] for y ∈ [0,∞), so ψ∗ is indeed an
update function corresponding to K, and ψ∗ satisfies (2.2.8) by construction.
Update functions corresponding to K are not unique, and some of them may fail
to converge pointwise as in (2.2.8). However (2.2.8) is convenient, and Proposition
2.2.4 shows that [84, Condition 2.2] in terms of update functions is equivalent to
our weak convergence formulation K ∈ D(G).
Pointwise convergence in (2.2.8) gives an intuitive representation of kernels in
a domain of attraction.
Corollary 2.2.1. K ∈ D(G) iff there exists a random variable ξ ∼ G defined
on the uniform probability space, and a measurable function φ : [0,∞) × [0, 1] →
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(−∞,∞) satisfying t−1φ(t, u)→ 0 for all u ∈ [0, 1] such that
ψ(y, u) := ξ(u) y + φ(y, u) (2.2.9)
is an update function corresponding to K.
Proof. If such ξ and φ exist, then t−1ψ(t, u) = ξ(u) + t−1φ(t, u)→ ξ(u) for all u,
so ψ satisfies (2.2.8). The converse follows from (2.2.8).
Many Markov chains such as ARCH, GARCH and autoregressive processes are
specified by structured recursions that allow quick recognition of update functions
corresponding to kernels in a domain of attraction. A common example is the
update function ψ(y, (Z,W )) = Zy + W , which behaves like ψ′(y, Z) = Zy when
y is large—compare ψ′ to the form (2.2.4) discussed for tail kernels. In general, if
K has an update function ψ of the form
ψ(y, (Z,W )) = Zy + φ(y,W ) (2.2.10)
for a random variable Z ≥ 0 and a random element W , where t−1φ(t, w) → 0
whenever w ∈ C for which P[W ∈ C] = 1, then K ∈ D(G) with G = P[Z ∈ · ].
We will refer to update functions satisfying (2.2.10) as being in canonical form.
2.3 Convergence of Finite-Dimensional Distributions and
the Extremal Component
Given a Markov chain X ∼ K ∈ D(G), we show that the finite-dimensional
distributions (fdds) of X, started from an extreme state, converge to those of the
tail chain T defined in (2.2.4).
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We distinguish between two cases which represent substantially different types
of behaviour. If G({0}) = 0, observe that P[T eventually hits {0}] = 0. On the
other hand, if G({0}) > 0, T hits {0} in finite time with probability 1. In this case,
the tail chain model is only appropriate up until the first hitting time of {0}. For
example, consider the trajectory of (X1, . . . , Xm), started from X0 = t, through
the region (t,∞)m−2× [0, δ]× (t,∞), where t is a high level. We would expect the
tail chain to model this as a path through (1,∞)m−2×{0}× (1,∞). However, the
probability of T taking paths through this set is 0, because {0} is an absorbing
state. Of course, if G({0}) = 0, this restriction is moot.
It may be helpful to think instead in terms of the random walk {log Tn}, for
which the difference between the two cases amounts to whether or not the step
distribution places positive mass at {−∞}.
This raises the question of how to interpret the first hitting time of {0} for T
in terms of the original Markov chain X. Such hitting times are important in the
study of Markov chain point process models of exceedance clusters based on the tail
chain, as discussed in Chapter 3. Intuitively, a transition to {0} by T represents
a transition from an extreme state to a non-extreme state by X. We make this
notion precise in Section 2.3.2 by viewing such transitions as downcrossings of a
certain level we term the “extremal boundary.”
Henceforth, X is a Markov chain on [0,∞) with transition kernel K ∈ D(G),
K∗ is the tail kernel associated with G, and T is a Markov chain on [0,∞) with
kernel K∗ (see Section 1.2.3, p. 7, for further details). Recall the shorthand
xm = (x1, . . . , xm), and similarly for Xm and Tm.
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2.3.1 Distributions Conditional on the Initial State
Define for m ≥ 1 the conditional distributions
pi(t)m (u , ·) = Ptu
[(
X1
t
, . . . ,
Xm
t
)
∈ ·
]
and pim(u , ·) = Pu
[
(T1, . . . , Tm) ∈ ·
]
(2.3.1)
on [0,∞)×B[0,∞]m. We consider when pi(t)m ⇒ pim on [0,∞]m pointwise in u, i.e.,
when the domain of attraction condition (2.2.5) extends to the finite-dimensional
conditional distributions. If G({0}) = 0, this is a direct consequence of the domain
of attraction condition (2.2.5), but if G({0}) > 0, more thought is required. We
begin by restricting the convergence to the smaller space E′m := (0,∞]m−1× [0,∞].
Relatively compact sets in E′m are contained in rectangles [a,∞] × [0,∞], where
a ∈ (0,∞)m−1.
Theorem 2.3.1. Suppose X ∼ K and T ∼ K∗ are Markov chains on [0,∞),
where K ∈ D(G) and K∗ is the tail kernel associated with G, and recall the condi-
tional distributions pi
(t)
m and pim defined in (2.3.1). Let ut = u(t) be a non-negative
function such that ut → u > 0 as t→∞.
(a) The restrictions to E′m,
µ(t)m (u , · ) := pi(t)m (u , · ∩ E′m) and µm(u , · ) := pim(u , · ∩ E′m), (2.3.2)
satisfy
µ(t)m (ut , · ) v−→ µm(u , · ) in M+(E′m) (t→∞). (2.3.3)
(b) If G({0}) = 0, we have
pi(t)m (ut , · )⇒ pim(u , · ) on [0,∞]m (t→∞). (2.3.4)
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Proof. Exploiting the Markov structure, we proceed via an induction argument
facilitated by Lemma A.0.2 (p. 132). Consider (a) first. If m = 1, then (2.3.3)
above reduces to (2.2.7). Assume m ≥ 2, and let f ∈ C+K(E′m). Writing E′m =
(0,∞] × E′m−1, we can find a > 0 and B ∈ K(E′m−1) such that f is supported on
[a,∞]×B. Now, observe that
µ(t)m (ut , ·)(f) =
∫
(0,∞]
K(tut , tdx1)
∫
E′m−1
K(tx1 , tdx2) · · ·K(txm−1 , tdxm) f(xm)
=
∫
(0,∞]
K(tut , tdx1)
∫
E′m−1
µ
(t)
m−1(x1 , d(x2, . . . , xm)) f(xm).
Defining
ht(v) =
∫
E′m−1
µ
(t)
m−1(v , dxm−1) f(v,xm−1)
and
h(v) =
∫
E′m−1
µm−1(v , dxm−1) f(v,xm−1) ,
the previous expression becomes
µ(t)m (ut , ·)(f) =
∫
(0,∞]
K(tut , tdv) ht(v).
Now, suppose vt → v > 0; we verify
ht(vt) −→ h(v). (2.3.5)
By continuity, we have f(vt,x
t
m−1)→ f(v,xm−1) whenever xtm−1 → xm−1, and the
induction hypothesis provides µ
(t)
m−1(vt, ·) v→ µm−1(v, ·). Also, f(x, ·) has compact
support B (without loss of generality, µm−1(v, ∂B) = 0). Combining these facts,
(2.3.5) follows from Lemma A.0.2 (b). Next, since the ht and h have common
compact support [a,∞], and recalling from Proposition 2.2.3 that K(tut, t ·) ⇒
K∗(u, ·), Lemma A.0.2 (a) yields
µ(t)m (ut , ·)(f) −→
∫
(0,∞]
K∗(u , dv) h(v) = µm(u , ·)(f).
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Implication (b) follows from essentially the same argument. For m ≥ 2, suppose
f ∈ C[0,∞]m. Replacing µ by pi and E′m−1 by [0,∞]m−1 in the definitions of ht
and h, we have
pi(t)m (ut , ·)(f) =
∫
[0,∞]
K(tut , tdv) ht(v).
This time Lemma A.0.2 (a) shows that ht(vt) → h(v) if vt → v > 0, and since
K∗(u, (0,∞]) = 1, resorting to Lemma A.0.2 (a) once more yields
pi(t)m (ut , ·)(f) −→
∫
[0,∞]
K∗(u , dv) h(v) = pim(u , ·)(f).
If G({0}) > 0, then K∗(u, (0,∞]) = 1 − G({0}) < 1, and for (2.3.4) to hold
would require knowing the behaviour of ht(vt) when vt → 0 as well. Previous work
handled this using the regularity condition discussed in Section 2.4 (p. 32).
2.3.2 The Extremal Boundary
The normalization employed in the domain of attraction condition (2.2.5) suggests
that, starting from a large state t, the extreme states are on the order of scalar
multiples of t. For example, we would consider a transition from t into (t/3, 2t] to
remain extreme. Thus, we think of states which can be made smaller than tδ for
any δ, if t is large enough, as non-extreme. In this context, the set [0,
√
t] would
consist of non-extreme states.
Asymptotically, a tail chain path through (0,∞) models the original chain X
as it travels among extreme states, and all of the non-extreme states are compacted
into the state {0} in the state space of T . Since {0} is an absorbing barrier for T ,
the tail chain is informative as a model only up until the first time X crosses to a
non-extreme state. Since a transition of X from extreme to non-extreme is very
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unlikely if G({0}) = 0, the tail chain captures all the relevant extremal behaviour
of X (Theorem 2.3.1 (b)).
Drawing upon this interpretation, we develop a rigorous formulation of the
distinction between extreme and non-extreme states, and we recast Theorem 2.3.1
as convergence on the unrestricted space [0,∞]m of the conditional distributions,
given that X has not yet reached a non-extreme state.
Definition. Suppose K ∈ D(G). An extremal boundary for K is a non-negative
function y(t) defined on [0,∞), satisfying limt→∞ y(t) = 0 and
K(t , t [0, y(t)]) −→ G({0}) as t→∞. (2.3.6)
Such a function is guaranteed to exist by Lemma A.0.5 (p. 135).
If G({0}) = 0, then y(t) ≡ 0 is a trivial choice. For any function 0 ≤ y(t)→ 0,
we have lim supt→∞K(t, t [0, y(t)]) ≤ G({0}), so (2.3.6) is equivalent to
lim inf
t→∞
K(t , t [0, y(t)]) ≥ G({0}). (2.3.7)
If y(t) is an extremal boundary, it follows that any function 0 ≤ y˜(t) → 0 with
y˜(t) ≥ y(t) for t ≥ t0 is also an extremal boundary for K. Taking y˜(t) = ∨s≥t y(s)
shows that without loss of generality, we can assume y(t) to be non-increasing.
The extremal boundary has a natural formulation in terms of the update func-
tion. As in (2.2.10), let ψ(y, (Z,W )) = Zy + φ(y,W ) be an update function in
canonical form, where y is extreme. If Z > 0 then the next state is approximately
Zy, another extreme state. Otherwise, if Z = 0, the next state is φ(y,W ), and a
transition from an extreme to a non-extreme state has taken place. This suggests
choosing an extremal boundary whose order is between t and φ(t, w).
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Proposition 2.3.1. Suppose ψ(y, (Z,W )) is an update function in canonical form
as in (2.2.10). If ζ(t) > 0 is a function on [0,∞) such that
φ(t, w)
ζ(t)
−→ 0 (2.3.8)
as t→∞ whenever w ∈ B for which P[W ∈ B] = 1, then
lim inf
t→∞
K(t, [0, ζ(t)]) ≥ G({0}).
Provided limt→∞ ζ(t)/t = 0, an extremal boundary is given by y(t) := ζ(t)/t.
Thus if φ(t, w) = o(ζ(t)) and ζ(t) = o(t) then ζ(t)/t is an extremal boundary.
For example, if ψ(y, (Z,W )) = Zy + W , so that φ(t, w) = w, then choosing ζ(t)
to be any function ζ(t) → ∞ such that ζ(t) = o(t) makes ζ(t)/t an extremal
boundary. Taking ζ(t) =
√
t, we find that y(t) = 1/
√
t is an extremal boundary.
Proof. Since
P[ψ(t, (Z,W )) ≤ ζ(t), Z = 0] = P[φ(t,W ) ≤ ζ(t), Z = 0]
≥ P[|φ(t,W )| ≤ ζ(t), Z = 0]
≥ P[Z = 0]− P
[ |φ(t,W )|
ζ(t)
> 1
]
−→ P[Z = 0],
we have
lim inf
t→∞
K(t , [0, ζ(t)]) = lim inf
t→∞
P[ψ(t, (Z,W )) ≤ ζ(t)] ≥ P[Z = 0].
We will need an extremal boundary for which (2.3.6) still holds upon replacing
the initial state t with tut, where ut → u > 0. Compare the following extension
with Proposition 2.2.3.
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Proposition 2.3.2. If K ∈ D(G), then there exists an extremal boundary y∗(t)
such that
K(tut , t [0, y
∗(t)]) −→ G({0}) as t→∞ (2.3.9)
for any non-negative function ut = u(t)→ u > 0.
We will refer to y∗ as a uniform extremal boundary.
Proof. Let y(t) be an extremal boundary for K. As a first step, fix u0 > 1,
and suppose u−10 < u < u0. Define y˜(t) = u0 y(tu
−1
0 ). Now, if ut → u, then
y{u}(t) := ut y(tut) satisfies (2.3.9), since
K
(
tut , t [0, y{u}(t)]
)
= K
(
tut , tut [0, y(tut)]
) −→ G({0}).
Here y{u} depends on the choice of function ut. However, since we eventually have
u−10 < ut < u0 for t large enough, it follows that y˜(t) > y{u}(t) for such t. Hence,
y˜(t) satisfies (2.3.9) for any ut → u with u−10 < u < u0.
We now remove the restriction in u0 via a diagonalization argument. For k =
2, 3, . . . , let yk(t) be extremal boundaries such that K(tut, t [0, yk(t)]) → G({0})
whenever ut → u for u ∈ (k−1, k), and put y0 = y1 = y. Next, define the sequence
{(sk, xk) : k = 0, 1, . . . } inductively as follows. Setting s0 = 0 and x0 = y0(1),
choose sk ≥ sk−1 + 1 such that yj(t) ≤ k−1 ∧ xk−1 for all j = 0, . . . , k whenever
t ≥ sk, and put xk = max{yj(sk) : j = 0, . . . , k}. Note that xk ≤ k−1 ∧ xk−1, so
xk ↓ 0, and sk ↑ ∞. Finally, set
y∗(t) =
∞∑
k=0
xk 1[sk, sk+1)(t).
Observe that 0 ≤ y∗(t) ↓ 0, and suppose ut → u > 0. Then u ∈ (k−10 , k0) for
some k0, so K(tut, t [0, yk0(t)])→ G({0}), and for k ≥ k0, our construction ensures
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that whenever sk ≤ t < sk+1, we have yk0(t) ≤ yk0(sk) ≤ xk = y∗(t). Therefore,
y∗(t) ≥ yk0(t) for t ≥ sk0 , so y∗ satisfies (2.3.9).
Henceforth, we assume any K ∈ D(G) is accompanied by a uniform extremal
boundary denoted by y(t), and we consider extreme states on the order of t to be
(ty(t),∞]. If G({0}) = 0, then all positive states are extreme states. We now use
the extremal boundary to reformulate the convergence of Theorem 2.3.1 on the
larger space [0,∞]m. Put E′m(t) = (y(t),∞]m−1 × [0,∞], so that E′m(t) ↑ E′m =
(0,∞]m−1×[0,∞]. Recall the notation µ(t)m and µ∗m from (2.3.1), (2.3.2) in Theorem
2.3.1 (p. 20).
Theorem 2.3.2. Let ut = u(t) be a non-negative function such that ut → u > 0
as t→∞. Taking
µ˜(t)m (u , · ) = pi(t)m (u , · ∩ E′m(t)),
we have
µ˜(t)m (ut , · ) v−→ µm(u , · ) in M+[0,∞]m (t→∞).
Proof. Note that we can just as well write µ˜
(t)
m (u, ·) = µ(t)m (u, · ∩E′m(t)). Suppose
m ≥ 2 and let f ∈ C+K [0,∞]m. For δ > 0, define Aδ = (δ,∞]m−1 × [0,∞], and
choose δ such that µm(u, ∂Aδ) = 0. On the one hand, for large t we have
µ˜(t)m (ut , ·)(f) =
∫
[0,∞]m
f(x) 1E′m(t)(x) µ
(t)
m (ut , dx)
≥
∫
E′m
f(x) 1Aδ(x) µ
(t)
m (ut , dx) −→
∫
E′m
f(x) 1Aδ(x) µm(u , dx)
as t→∞ by Lemma A.0.3 (p. 133). Letting δ ↓ 0 yields
lim inf
t→∞
µ˜(t)m (ut , ·)(f) ≥ µm(u , ·)(f) (2.3.10)
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by monotone convergence. On the other hand, fixing δ, we can decompose the
space according to the first downcrossing of δ:
µ˜(t)m (ut , ·)(f) (2.3.11)
=
∫
[0,∞]m
f(x) 1Aδ(x) µ˜
(t)
m (ut , dx) +
m−1∑
k=1
∫
[0,∞]m
f(x) 1Akδ (x) µ˜
(t)
m (ut , dx),
where Akδ = (δ,∞]k−1 × [0, δ] × [0,∞]m−k. On the subsets Akδ we appeal to the
bound on f , say M , to obtain∫
[0,∞]m
f(x) 1Akδ (x) µ˜
(t)
m (ut , dx) ≤Mµ˜(t)m (ut , Akδ ).
Now,
µ˜(t)m (ut , A
k
δ ) ≤ µ(t)k (ut , (δ,∞]k−1 × (y(t), δ]) (2.3.12)
= µ
(t)
k (ut , (δ,∞]k−1 × [0, δ])− µ(t)k (ut , (δ,∞]k−1 × [0, y(t)]).
Considering the second term, we have
µ
(t)
k (ut , (δ,∞]k−1 × [0, y(t)])
=
∫
[0,∞]
K(tut , tdx1) 1(δ,∞](x1) · · ·
∫
[0,∞]
K(txk−2 , tdxk−1) 1(δ,∞](xk−1)
·K(txk−1 , t [0, y(t)])
=
∫
E′k−1
µ
(t)
k−1(ut , dxk−1) ht(xk−1),
where
ht(xk−1) = K(txk−1 , t [0, y(t)]) 1(δ,∞]k−1(xk−1).
Moreover, if xtk−1 → xk−1 ∈ (δ,∞]k−1, then
ht(x
t
k−1) = K(tx
t
k−1 , t [0, y(t)]) 1(δ,∞]k−1(x
t
k−1) −→ G({0}) 1(δ,∞]k−1(xk−1),
using the fact that y(t) is a uniform extremal boundary. Since
µk−1(u, ∂(δ,∞]k−1) = 0
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without loss of generality by choice of δ, we conclude that
µ
(t)
k (ut , (δ,∞]k−1 × [0, y(t)]) −→ G({0})·µk−1(u , (δ,∞]k−1)
= µk(u , (δ,∞]k−1 × {0})
as t → ∞. Now, let us return to (2.3.12). Given any  > 0, by choosing δ small
enough, we can make
µ
(t)
k (ut , (δ,∞]k−1 × (y(t), δ])
−→ µk(u , (δ,∞]k−1 × [0, δ])− µk(u , (δ,∞]k−1 × {0})
≤ µk(u , (0,∞]k−1 × [0, δ])− µk(u , (δ,∞]k−1 × {0})
< µk(u , (0,∞]k−1 × {0}) + 
2
−
{
µk(u , (0,∞]k−1 × {0})− 
2
}
= ,
i.e.,
lim sup
t→∞
µ˜(t)m (ut , A
k
δ ) < , k = 1, . . . ,m− 1. (2.3.13)
Therefore, (2.3.11) implies that, given ′ > 0,
lim sup
t→∞
µ˜(t)m (ut , ·)(f) ≤
∫
[0,∞]m
f(x) 1Aδ(x) µm(u , dx)
+M
m−1∑
k=1
lim sup
t→∞
µ˜(t)m (ut , A
k
δ )
< µm(u , ·)(f) + ′
for small enough δ. Combining this with (2.3.10) yields the result.
2.3.3 The Extremal Component
Having thus formalized the distinction between extreme and non-extreme states,
we return to the question of phrasing a general fdd limit result forX. The extremal
boundary allows us to interpret the first hitting time of {0} by the tail chain as
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approximating the time of the first transition from extreme down to non-extreme.
In this terminology, Theorem 2.3.2 provides a result, given that such a transition
has yet to occur.
Define the first hitting time of a non-extreme state
τ(t) = inf{n ≥ 0 : Xn ≤ ty(t)} .
For a Markov chain started from tut, where ut → u > 0, we have tut > ty(t) for
large t, so τ(t) is the first downcrossing of the extremal boundary.
For the tail chain T = {T0ξ1 · · · ξn : n = 0, 1, . . . } , put
τ ∗ = inf{n ≥ 0 : Tn = 0}.
Given T0 > 0, τ
∗ = inf{n ≥ 1 : ξn = 0}, i.e., τ ∗ follows a Geometric distribution
with parameter p = G({0}). Thus, P[τ ∗ = m] = p(1 − p)m−1 for m ≥ 1 if p > 0,
and P[τ ∗ =∞] = 1 if p = 0. Theorem 2.3.2 becomes
Ptut
[
Xm
t
∈ · , τ(t) ≥ m
]
v−→ Pu[Tm ∈ · , τ ∗ ≥ m], (2.3.14)
implying that τ ∗ approximates τ(t):
Ptut [τ(t) ∈ · ]⇒ Pu[τ ∗ ∈ · ], (t→∞, ut → u > 0). (2.3.15)
So if G({0}) > 0, X takes an average of approximately G({0})−1 steps to
return to a non-extreme state. However, if G({0}) = 0, Ptut [τ1 ≤ m] → 0 for any
m ≥ 1; in other words, starting from a larger and larger initial state, it will take
longer and longer for X to cross down to a non-extreme state.
We now restate (2.3.14) in terms of a process derived from X, called the ex-
tremal component of X, whose unrestricted fdds converge weakly to those of T .
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Definition. The extremal component of X relative to t is the process X(t) defined
for t > 0 as
X(t)n = Xn · 1{n<τ(t)} , n = 0, 1, . . . .
Thus, the extremal component X(t) consists of the portion of the process X up
until the first transition to a non-extreme state. Note that τ(t) can be expressed
as
τ(t) = inf{n ≥ 0 : X(t)n = 0}.
Observe that X(t) is a Markov chain on [0,∞) with transition kernel
K(t)(x , A) =

K
(
x , A ∩ (ty(t),∞])+ 0(A) ·K(x , [0, ty(t)]) x > ty(t)
0(A) x ≤ ty(t)
.
It follows that K(t)(t, t ·) ⇒ G as t → ∞, and additionally that K(t)(t, {0}) →
G({0}). The relation between X(t) and X is
Ptut
[
X(t)m
t
∈ ·
∣∣∣∣ τ(t) > m] = Ptut[Xmt ∈ ·
∣∣∣∣ τ(t) > m].
Theorem 2.3.3. Let ut = u(t) ≥ 0 satisfy ut → u > 0 as t → ∞. Then on
[0,∞]m, as t→∞,
pi(t)m (ut , · ) := Ptut
[(
X
(t)
1
t
, . . . ,
X
(t)
m
t
)
∈ ·
]
⇒ Pu
[
(T1, . . . , Tm) ∈ ·
]
.
Thus, the tail chain approxmates X(t) rather than X.
Proof. Suppose m ≥ 2 and f ∈ C[0,∞]m. Then, without loss of generality,
f ∈ C+K [0,∞]m as well, since the space is compact. Recall the notation of Theorem
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2.3.2. Conditioning on τ(t), we can write
pi(t)m (ut , ·)(f)
=
∫
(0,∞]m
f(xm) pi
(t)
m (ut , dxm) +
m∑
k=1
∫
(0,∞]k−1×{0}m−k+1
f(xm) pi
(t)
m (ut , dxm)
=
∫
(0,∞]m
f(xm) pi
(t)
m (ut , dxm) +
m∑
k=1
∫
(0,∞]k−1×{0}
f(xk, 0, . . . , 0) pi
(t)
k (ut , dxk)
by the Markov property. Since
pi(t)m (ut , · ∩ (0,∞]m) = Ptut
[
t−1X(t)m ∈ · , τ(t) > m
]
= Ptut
[
t−1Xm ∈ · ∩ (y(t),∞]m
]
= µ˜
(t)
m+1(ut , · × [0,∞]) ,
the first term becomes
µ˜
(t)
m+1(ut , · × [0,∞])(f) −→ µm+1(u , · × [0,∞])(f)
=
∫
(0,∞]m
f(xm) pim(u , dxm)
=
∫
(0,∞]m
f(xm) Pu[Tm ∈ dxm]
as t→∞. Next, for any A ⊂ [0,∞]k measurable, write
A0 = {xk−1 : (xk−1 , 0) ∈ A} ⊂ [0,∞]k−1,
and observe that
pi
(t)
k (ut , A∩ (0,∞]k−1 × {0}) = Ptut
[
t−1X(t)k−1 ∈ A0 ∩ (0,∞]k−1 , X(t)k = 0
]
= Ptut
[
t−1Xk−1 ∈ A0 ∩ (y(t),∞]k−1 , t−1Xk ≤ y(t)
]
= µ˜
(t)
k (ut , A0 × [0,∞])− µ˜(t)k+1(ut , A0 × [0,∞]2).
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Applying this reasoning to the terms in the summation yields∫
[0,∞]k
f(xk−1, 0, . . . , 0) µ˜
(t)
k (ut , dxk)
−
∫
[0,∞]k+1
f(xk−1, 0, . . . , 0) µ˜
(t)
k+1(ut , dxk+1)
−→
∫
[0,∞]k
f(xk−1, 0, . . . , 0) µk(u , dxk)
−
∫
[0,∞]k+1
f(xk−1, 0, . . . , 0) µk+1(u , dxk+1)
=
∫
(0,∞]k−1×{0}
f(xk, 0, . . . , 0) pik(u , dxk)
=
∫
(0,∞]k−1×{0}m−k+1
f(xm) Pu[Tm ∈ dxm].
Combining these limits shows that Etut f(t
−1X(t)m ) −→ Eu f(Tm) as t→∞.
2.4 The Regularity Condition
Previous work on the tail chain derives fdd convergence of X to T under a sin-
gle assumption analogous to our domain of attraction condition (2.2.5). As we
observed in Section 2.3.1, when G({0}) = 0, fdd convergence of {t−1X} follows
directly, but when G({0}) > 0, it was common to assume an additional technical
condition which made (2.2.5) imply fdd convergence to T as well. This condition,
which we refer to as the “regularity condition”, controls X upon leaving a non-
extreme state. We consider equivalences between different forms appearing in the
literature, in terms of both kernels and update functions, and show that, under
the regularity condition, the extremal behaviour of X is asymptotically the same
as that of its extremal component X(t).
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In cases where G({0}) > 0, Perfekt [69, 70] requires that
lim
δ↓0
lim sup
t→∞
sup
u∈[0,δ]
K(tu , (t,∞]) = 0, (2.4.1)
while Segers [84] stipulates that the chosen update function corresponding to K
must be of at most linear order in the initial state:
lim sup
t→∞
sup
0≤y≤t
t−1ψ(y, v) <∞, (v ∈ B0, P[V ∈ B0] = 1). (2.4.2)
Smith [87] used a variant of (2.4.1). We deem a formulation in terms of distribu-
tional convergence to be instructive in our context.
Definition. A Markov transition kernel K ∈ D(G) satisfies the regularity condi-
tion if
K(tut , t ·)⇒ 0(·) (2.4.3)
on [0,∞] as t→∞ for any non-negative function ut = u(t)→ 0.
Thus, the regularity condition complements the domain of attraction condition
expressed in the form (2.2.7) (p. 14), with the effect that the extremal behaviour
of K is completely described by the tail kernel K∗.
We now consider the relationships between (2.4.1), (2.4.2) and (2.4.3), and
propose an intuitive equivalent for update functions in canonical form.
Proposition 2.4.1. Suppose K ∈ D(G), and let ψ(·, V ) be an update function
corresponding to K such that
t−1ψ(t, v) −→ ξ(v) (2.4.4)
whenever v ∈ B for which P[V ∈ B] = 1, and ξ ◦ V ∼ G. Then:
(a) Condition (2.4.1) is necessary and sufficient for K to satisfy the regularity
condition (2.4.3).
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(b) Condition (2.4.2) is sufficient for K to satisfy the regularity condition (2.4.3).
(c) If ψ is in canonical form, i.e.,
ψ(y, (Z,W )) = Zy + φ(y,W ),
then ψ satisfies (2.4.2) if and only if φ(·, w) is bounded on any neighbourhood
of 0 for each w ∈ C, a set for which P[W ∈ C] = 1.
Proof. (a) Assume (2.4.1), and suppose ut → 0. We show K(tut, t(x,∞]) → 0
for any x > 0. Write
ω(t, δ) = sup
u∈[0,δ]
K(tu , (t,∞]).
Let  > 0 be given, and choose δ small enough that lim supt→∞ ω(t, δ) < /2. Then
for t large enough that ut < δx, we have
K(tut , t(x,∞]) ≤ sup
u∈[0,δx]
K(tu , t(x,∞]) = ω(tx, δ) < lim sup
t→∞
ω(t, δ) + /2
for t large enough. Our choice of δ implies that K(tut, t(x,∞]) < .
Conversely, assume that K satisfies (2.4.3) but that (2.4.1) fails. Choose  > 0
and a sequence δn ↓ 0 such that lim supt→∞ ω(t, δn) ≥  for n = 1, 2, . . . . Then for
each n we can find a sequence tnk →∞ as k →∞ such that ω(tnk , δn) ≥  for each
k. Diagonalize to find k1 < k2 < · · · such that sn = tnkn → ∞ and ω(sn, δn) ≥ 
for all n. Finally, for n = 1, 2, . . . choose un ∈ [0, δn] such that
K(snun , (sn,∞]) > ω(sn, δn)− /2,
and put u(t) =
∑
n un 1[sn,sn+1)(t). Clearly u(t)→ 0, butK(snu(sn), (sn,∞]) ≥ /2
for all n, contradicting (2.4.3).
(b) Write M(v) = lim supt→∞ sup0≤y≤t t
−1ψ(y, v). Since
sup
0≤y≤t
t−1ψ(y, v) = sup
0≤y≤δ
ψ(tδ−1y, v)
tδ−1
δ−1
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for δ > 0, we have
lim sup
t→∞
sup
0≤y≤δ
t−1ψ(ty, v) = δM(v).
Now, suppose ut → 0. Given any δ > 0 we have
t−1ψ(tut, v) ≤ sup
0≤y≤δ
t−1ψ(ty, v)
provided t is large enough, so lim supt→∞ t
−1ψ(tut, v) ≤ δM(v). Consequently,
lim sup
t→∞
t−1ψ(tut, v) = 0
for every v such that M(v) <∞. Under (2.4.2), this means that
P[t−1ψ(tut, V )→ 0] = 1,
implying (2.4.3).
(c) Suppose first that χw(a) = sup0≤y≤a φ(y, w) < ∞ for all a > 0, whenever
w ∈ C. Fixing w ∈ C and z ≥ 0, note that
sup
0≤y≤t
t−1ψ(y, (z, w)) ≤ z + sup
0≤y≤t
t−1φ(y, w),
and observe for any a > 0 that
sup
0≤y≤t
t−1φ(y, w) ≤
(
sup
0≤y≤a
t−1φ(y, w)
)
∨
(
sup
a≤y≤t
y−1φ(y, w)
)
≤ t−1χw(a) ∨
(
sup
a≤y
y−1φ(y, w)
)
.
Choosing a large enough that supa≤y y
−1φ(y, w) ≤ 1, say, it follows that
lim sup
t→∞
sup
0≤y≤t
t−1ψ(y, (z, w)) ≤ z + 1,
so v = (z, w) ∈ B0. Therefore P[(Z,W ) ∈ B0] ≥ P[Z ≥ 0, W ∈ C] = 1.
Conversely, suppose there is a set D with P[W ∈ D] > 0 such that w ∈ D
implies χw(a) =∞ for some 0 < a <∞. Since sup0≤y≤t t−1ψ(y, (z, w)) ≥ t−1χw(t),
we have [0,∞)×D ⊂ Bc0, contradicting (2.4.2).
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The exclusion of necessity from part (b) results from the fact that a kernel
K does not uniquely specify an update function ψ. Even when K satisfies the
regularity condition (2.4.3), it may be possible to choose a nasty update function
ψ which satisfies (2.4.4), but not (2.4.2). However, in such cases there may exist a
different update function ψ′ corresponding to K which does satisfy (2.4.2).
Here is an example of such a situation. We exhibit an update function ψ for
which (i) (2.4.4) holds; (ii) (2.4.2) fails because condition (c) in Proposition 2.4.1
fails; but yet (iii) the corresponding kernel satisfies the regularity condition (2.4.3).
Furthermore, we present a different choice of update function corresponding to the
same kernel which satisfies (2.4.2). Define ψ(y, V = (Z,W )) = Zy + φ(y,W ),
where
φ(y, w) =
∞∑
k=1
k · 1{yw=1/k}
and W ∼ U(0, 1). (i) Since φ(t, w) = 0 for t > 1/w, it is clear that ψ satisfies
(2.4.4) with ξ = Z. (ii) Observe that for any w ∈ (0, 1), φ(·, w) is unbounded on
the interval [0, 1]. Therefore, by part (c) of Proposition 2.4.1, (2.4.2) cannot hold
for ψ. (iii) However, the corresponding kernel does satisfy the regularity condition
(2.4.3). Suppose ut → 0 and a > 0 is arbitrarily large. Write
P[t−1ψ(tut, (Z,W )) > x] = P[Zut + t−1φ(tut,W ) > x]
≤ P[t−1φ(tut,W ) > x′] + P[Z > a],
choosing 0 < x′ < x− aut. Since for any t,
{w : φ(tut, w) > tx′} ⊂ {(tutk)−1 : k = 1, 2, . . .},
a set of measure 0 with respect to P[W ∈ · ], (2.4.3) follows by letting a→∞. On
the other hand, the update function ψ′(y, Z) = Zy does satisfy (2.4.2), and for
any y,
P
[
ψ′(y, Z) 6= ψ(y, (Z,W ))] = P [W ∈ {(yk)−1 : k = 1, 2, . . . }] = 0,
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so ψ′ does indeed correspond to K.
The regularity condition (2.4.3) restricts attention to Markov chains for which
the probability of returning to an extreme state in the next m steps after falling
below the extremal boundary is asymptotically negligible. For such chains, as
well as those for which y(t) ≡ 0 is an extremal boundary for K, the asymptotic
behaviour of X is completely accounted for by its extremal component. Hence,
the tail chain approximation extends from X(t) to X.
Theorem 2.4.1. Suppose X ∼ K with K ∈ D(G), and let ρ be a metric on Rm.
If either
(i) y(t) ≡ 0 is an extremal boundary; or
(ii) K satisfies the regularity condition (2.4.3),
then for any  > 0 we have
Ptut
[
ρ
(X(t)m
t
,
Xm
t
)
> 
]
−→ 0 (t→∞, ut → u > 0). (2.4.5)
Consequently,
Ptut
[(
X1
t
, . . . ,
Xm
t
)
∈ ·
]
⇒ Pu
[
(T1, . . . , Tm) ∈ ·
]
(t→∞, ut → u > 0).
(2.4.6)
First let us extend the regularity condition to higher-order transition kernels.
Lemma 2.4.1. If K satisfies (2.4.3), then so do the m-step transition kernels Km.
Proof. This is established by induction. Let ut → 0 and f ∈ C[0,∞]. For m ≥ 2,
we have
Km(tut , ·)(f) =
∫
[0,∞]
Km−1(tut , tdv)
∫
[0,∞]
K(tv , tdx) f(x).
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Assume that Km−1(tut, t ·) ⇒ 0; (2.4.3) implies that
∫
K(tvt, tdx)f(x) → f(0)
whenever vt → 0. Therefore, by Lemma A.0.2 (a) (p. 132), we conclude that
Km(tut , ·)(f) −→ f(0) = 0(f).
Proof of Theorem 2.4.1. Suppose  > 0 and ut → u > 0. Write
Ptut
[
ρ(t−1X(t)m , t
−1Xm) > 
]
=
m∑
k=1
Ptut
[
ρ(t−1X(t)m , t
−1Xm) >  , τ(t) = k
]
.
Since Xj = X
(t)
j while j < τ(t), for the k-th summand to converge to 0, it is
sufficient that
Ptut [|X(t)j /t−Xj/t| > δ , τ(t) = k] = Ptut [Xj/t > δ , τ(t) = k] −→ 0
for j = k, . . . ,m and any δ > 0. If j = k, we have
Ptut [Xj/t > δ , τ(t) = k] ≤ Ptut [Xk/t > δ, Xk/t ≤ y(t)] = 0
for large t. For j > k, recalling the notation of Theorem 2.3.2,
Ptut [Xj/t > δ , τ(t) = k] =
∫
E′k(t)
1[0,y(t)](xk) Ptut [Xj/t > δ |Xk/t = xk]
Ptut [Xk/t ∈ dxk]
=
∫
[0,∞]k
Ptxk [Xj−k > tδ] 1[0,y(t)](xk) µ˜
(t)
k (ut , dxk)
using the Markov property. We claim that this integral converges to 0 as t→∞.
If y(t) ≡ 0, this follows directly. Otherwise, recall that µ˜(t)k (ut, ·) v→ µk(u, ·), and
consider ht(xk) = Ptxk [Xj−k > tδ] 1[0,y(t)](xk). Suppose x
(t) → x ∈ [0,∞]k. If
xk > 0, then ht(x
(t)) = 0 for large t because y(t) → 0. Otherwise, if xk = 0, we
have ht(x
(t))→ 0 since Lemma 2.4.1 implies that P
tx
(t)
k
[Xj−k > tδ]→ 0 as t→∞.
Lemma A.0.2 (b) establishes (2.4.5); (2.4.6) follows by Slutsky’s theorem applied
to the result of Theorem 2.3.3.
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Therefore, X converges to T in fdds under (a) G({0}) = 0, (b) G({0}) > 0
combined with (2.4.3), or (c) G({0}) > 0 combined with the extremal boundary
y(t) ≡ 0. In either case, we will be able to replace the extremal component X(t)
with the complete chainX in the results of Sections 3.2.1 and 3.2.2. However, that
y(t) ≡ 0 is an extremal boundary, and consequently that (2.4.6) holds, does not
imply the regularity condition holds, regardless of G({0}); in particular, a kernel
for which G({0}) = 0 need not satisfy (2.4.3). This is illustrated in Example 2.5.3.
2.5 Examples
Our first example illustrates the main results.
Example 2.5.1. Let V = (Z, η) be any random vector on [0,∞) × R. Consider
the update function ψ(y, V ) = (Zy+η)+ and its canonical form (with W = (Z, η))
ψ(y, V ) = Zy + φ(y,W ) = Zy +
{
η 1{η>−Zy}−Zy 1{η≤−Zy}
}
.
For y > 0 and x ≥ 0, the transition kernel has the form
K(y, (x,∞)) = P [Zy + η > x] .
Since t−1ψ(t, V ) = (Z + t−1η)+ → Z a.s., we have K ∈ D(G) with G = P[Z ∈ · ].
Furthermore, using Proposition 2.3.1, the function γ(t) ≡ √t is of larger order
than φ(t, w), so y(t) = 1/
√
t is an extremal boundary. Since φ(·, w) is bounded
on neighbourhoods of 0, Proposition 2.4.1 (c) implies K satisfies the regularity
condition (2.4.3). Consequently, from Theorem 2.4.1, we obtain fdd convergence
of t−1X to T as in (2.4.6).
If K does not satisfy the regularity condition (2.4.3), Theorem 2.4.1 may fail
to hold, and starting from tu, t−1X may fail to converge to T started from u.
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Example 2.5.2. Let V = (Z, W, W ′) be any non-degenerate random vector on
[0,∞)3, and consider the Markov chain determined by the update function
ψ(y, V ) = Zy +W y−1 1{y>0}+W ′ 1{y=0} .
For y > 0 and x ≥ 0, the transition kernel is K(y, (x,∞)) = P[Zy + Wy−1 > x],
and since t−1ψ(t, V ) = Z+Wt−2 → Z a.s., we have K ∈ D(G) with G = P[Z ∈ · ].
Furthermore, using Proposition 2.3.1, the function γ(t) ≡ 1 is of larger order than
φ(t, w), so y(t) = 1/t is an extremal boundary.
However, note that φ(y, (W,W ′)) = Wy−1 1{y>0}+W ′ 1{y=0} is unbounded near
0, implying that Segers’ boundedness condition (2.4.2) does not hold. In fact, our
form of the regularity condition (2.4.3) fails for K. Indeed,
K(tut , t(x,∞)) = P[Ztut +W/(tut) > tx] = P[Zut +W/(t2ut) > x].
Choosing ut = t
−2 yields K(tut, t(x,∞)) → P[W > x]. For appropriate x, this
shows (2.4.3) fails.
Not only does (2.4.3) fail but so does Theorem 2.4.1, since the asymptotic be-
haviour ofX is not the same as that ofX(t). We show directly that the conditional
fdds of t−1X fail to converge to those of T . The idea is that if Xk < y(t) = t−1,
there is a positive probability that Xk+1 > t. We illustrate this for m = 2.
Take f ∈ C[0,∞]2 and u > 0. Observe if X0 = tu > 0, from the definition
of ψ, X1 = Z1tu + W1/(tu) and X2 = Z2X1 + (W2/X1) 1{X1>0}+W
′
2 1{X1=0} .
Furthermore, on {Z1 > 0}, we have X1 > 0 and X2 = Z2X1 + W2/X1. On
{Z1 = 0,W1 > 0}, X1 > 0 and X2 = Z2X1 + W2/X1. On {Z1 = 0,W1 = 0},
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we have X1 = 0 and X2 = W
′
2. Therefore
Etu f(X1/t,X2/t)
= Etu f(X1/t,X2/t) 1{Z1>0}+Etu f(X1/t,X2/t) 1{Z1=0,W1>0}
+ Etu f(X1/t,X2/t) 1{Z1=0,W1=0}
= A+B + C.
For A, as t→∞, we have
A = E f
(
Z1u+W1/(t
2u), Z2[Z1u+W1/(t
2u)] +W2/[Z1t
2u+W1u
−1]
)
1{Z1>0}
−→ E f(Z1u, Z1Z2u) 1{Z1>0},
while for B we obtain for t→∞,
B = E f(W1/(t
2u), Z2W1/(t
2u) +W2u/W1) 1{Z1=0,W1>0}
−→ E f(0, uW2/W1) 1{Z1=0,W1>0} .
Finally for C,
C = E f(0,W ′2/t) 1{Z1=0,W1=0} = P[Z1 = 0,W1 = 0] E f(0,W
′
2/t)
−→ P[Z1 = 0,W1 = 0]f(0, 0).
Observe that limt→∞[A+B + C] 6= Eu f(T1, T2) = E f(uZ1, uZ1Z2).
In the final example, the conditional distributions of t−1X converge to those of
the tail chain T , even though the regularity condition does not hold. This includes
cases for which G({0}) = 0 and G({0}) > 0 with extremal boundary y(t) ≡ 0.
Example 2.5.3. Let {(ξj, ηj) : j ≥ 1} be iid copies of the non-degenerate ran-
dom vector (ξ, η) on [0,∞)2. Taking V = (ξ, η), consider a Markov chain which
transitions according to the update function
ψ(y, V ) = ξ(y + y−1) 1{y>0}+η 1{y=0} = ξy +
{
ξy−1 1{y>0}+η 1{y=0}
}
,
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where the last expression is the canonical form (with Z = ξ and W = (ξ, η)). For
y > 0 and x ≥ 0, the transition kernel is
K(y , [0, x]) = P[ξ(y + y−1) ≤ x] = P[ξ ≤ x/(y + y−1)].
For t > 0, t−1ψ(t, V ) = ξ(1 + t−2)→ ξ a.s., so K ∈ D(G) with G = P[ξ ∈ · ]. Note
that φ(y,W ) = ξy−1 1{y>0}+η 1{y=0} is unbounded near 0, implying that Segers’s
boundedness condition (2.4.2) does not hold. Also, our regularity condition (2.4.3)
fails for K. To see this, write
K(tut , t(x,∞)) = P[ξ > x/(ut + (t2ut)−1)].
Fix x so that P[ξ > x] > 0 and choose ut = t
−2. This yields ut+(t2ut)−1 = 1+ t−2,
implying that
K(tut , t(x,∞)) = P[ξ > x/(1 + t−2)] ≥ P[ξ > x] > 0,
so (2.4.3) fails for K. However, since K(t, {0}) = P[ξ = 0] = G({0}), the choice
y(t) ≡ 0 satisfies the definition of an extremal boundary (2.3.6), even if G({0}) > 0.
This leads to fdd convergence of Ptu[t
−1X ∈ · ] to Pu[T ∈ · ], and thus we learn
that the conclusion (2.4.6) of Theorem 2.4.1 may hold without (2.4.3) being true.
2.6 Conclusions and Future Directions
From the update function form, it is apparent that the regularity condition holds
in many common applications, meaning that these can be handled using the tail
chain approximation as formulated by Perfekt [69, 70] and Segers [84]. However,
the introduction of the extremal boundary reinforces the idea that our notion of
“extreme” depends on the asymptotic order of states relative to the initial state,
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and that approximations such as the tail chain are uninformative on asymptoti-
cally different orders. This phenomenon is discussed further in the context of the
Conditional Extreme Value Model in Chapter 4. Furthermore, our formulation
of the regularity condition (2.4.3) (p. 33) in terms of convergence along scaling
sequences ut → 0 makes clear the way in which it complements the basic condi-
tion K ∈ D(G). A natural extension would be to allow convergence along such
sequences to a limit distribution H, not necessary 0, which would describe tran-
sitions from non-extreme back to extreme. The theory would then generalize by
expanding the definition of the tail kernel K∗ to include K∗(0, A) = H(A).
Also, for clarity in defining the extremal boundary, we have restricted ourselves
to univariate Markov chains on the non-negative real line. However, the traditional
tail chain model has been extended to broader contexts. The ideas developed in
this chapter involving the extremal boundary can similarly be generalized, and in
so doing will hopefully reveal interesting subtleties in other extreme value models.
For example, Segers [84] and Bortot and Coles [19] consider the tail chain on R as
a two-tailed model, which accounts for the phenomenon of “tail-switching”, i.e.,
observing consecutive extremes in opposite tails. A generalization to Markov chains
on Rd would equally cover the case of m-dependent processes; this is explored by
Perfekt [70]. Also, the extension by Basrak and Segers [8] to the “tail process” for
regularly varying stationary processes suggests that a more general formulation of
the extremal boundary may be possible in this setting as well. Moreover, our focus
on the asymptotics of transition kernels themselves should prove insightful when
extended to the context of general Markov processes.
Two main extensions will be investigated in the following chapters. So far,
all of our finite-dimensional results have remained conditional on the initial state.
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In Chapter 3, we obtain convergence of the unconditional distributions by adding
assumptions on the marginals. This in turn is used to derive the limit of an
exceedance point process. Chapter 4 considers a generalization of the condition
K ∈ D(G) where the distribution of the next state is normalized differently from
the initial state. However, in this case we are using the transition kernel to describe
the dependence structure of a random vector rather than a stochastic process.
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CHAPTER 3
CONVERGENCE OF EXTREMAL POINT PROCESSES
3.1 Overview
Point processes have proven a powerful technique for describing the extremal be-
haviour of stochastic processes. For example, under appropriate conditions on the
marginal distributions of a process {Xj : j ≥ 0}, the exceedance point process Nn
defined by
Nn([0, s]× [a,∞]) = #{j ≤ sn : Xj > abn} (3.1.1)
converges weakly to a Poisson limit as n → ∞, where bn → ∞ is a threshold
sequence. From here, one may derive a number of results concerning asymptotic
distributions of large order statistics and exceedances of an extreme level. Such
results have been pursued in a variety of contexts by Leadbetter et al. [55], Hsing
et al. [47, 49, 48], Novak [67], and Balan and Louhichi [5]. More specific results
have been obtained for regularly varying processes by Davis and Hsing [29] and
Basrak and Segers [8], for regenerative processes by Asmussen [1] and Rootze´n [81],
and for Markov chains by Perfekt [69] and Yun [89]. Distributions of functionals
of such point processes have been considered by Yun [90] and Segers [82, 83].
For stationary processes, the chief consideration is that the dependence struc-
ture causes extremes to occur in clusters. The degree of clustering is often described
using the extremal index θ, a quantity introduced by Leadbetter et al. [55] which
is related to the asymptotic mean cluster size. To obtain a point process con-
vergence result, authors typically employ a mixing condition, such as Leadbetter
et al.’s condition D(un) [55, p. 53], to split the process into approximately inde-
pendent and identically distributed blocks. With an appropriate choice of block
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size, extremes within one such block belong asymptotically to the same cluster.
Under an assumption controlling the extremal behaviour within each block, such
as on the distribution of the number of exceedances, Nn generally converges to
a limiting compound Poisson process, where the compounding at each timepoint
approximates the clustering within separate blocks.
For Markov chains, the behaviour upon reaching an extreme state can be mod-
elled by the tail chain, as we saw in Chapter 2. Point process results for stationary
Markov chains employ the tail chain to specify the compounding in the limit pro-
cess. Under Markov dependence, the within-block behaviour is determined merely
by conditions on the marginal distribution and the transition kernel. Basrak and
Segers [8] have since extended the tail chain model to general jointly regularly
varying stationary processes.
Taking a somewhat different approach, Rootze´n [81] directs attention to regen-
erative processes, which split naturally into “cycles”. In this case, the within-block
condition is replaced by an assumption on the extremal behaviour over a cycle.
The main difference is that the cycles are of random but finite length, whereas
the block size increases deterministically with n. In particular, Rootze´n shows
that the limit of the process counting the number of exceedances depends on the
asymptotics of the distribution of the cycle maximum, as well as the marginal
distribution.
We combine these two approaches to derive the weak limit of Nn when {Xn}
is a positive recurrent Markov chain. Such chains display a regenerative structure,
with regenerations occuring upon visits to a recurrent set. In the limit, Nn is
approximated by a process consisting of clusters of points stacked above common
timepoints, each corresponding to a separate regenerative cycle. The heights of the
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points in each cluster are determined by an independent run of the tail chain. We
follow the theoretical development of the tail chain process outlined in Chapter 2,
applied to a Markov chain with heavy-tailed marginals. The results in Chapter 4,
albeit couched in a different context, suggest a way this theory can be extended
to accomodate more general choices of marginal distribution.
3.2 Regular Variation Properties of the Extremal Compo-
nent
Recall X = (X0, X1, . . . ) is a Markov chain on [0,∞) with transition kernel
K ∈ D(G). We first discuss a sense in which the extremal component X(t) can
be thought of as jointly regularly varying, with limit measure determined by the
tail chain. This will play a fundamental role in deriving the limit of Nn, given by
(3.1.1).
So far our convergence results required that the initial state become extreme.
To obtain a result for the unconditional distribution of (X0, . . . , Xm), we require
additional assumptions about how likely the individual observations Xj are to be
large.
3.2.1 Effect of a Regularly Varying Initial Distribution
When the distribution of X0 has a regularly varying tail, the results of the previ-
ous sections extend to regular variation on the cone Em = (0,∞] × [0,∞]m using
Lemma A.0.4. This can be interpreted as a result conditional on the first observa-
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tion exceeding a threshold. The cone Em is smaller than the cone [0,∞]m+1\{0}
traditionally employed in extreme value theory, reflecting the fact that this exten-
sion remains uninformative when the initial state is not extreme. Regular variation
on the cone Em is analogous to the Conditional Extreme Value Model for a ran-
dom vector discussed in Chapter 4. The basics of regular variation are discussed
in Section 1.2.2 (p. 6).
Proposition 3.2.1. Assume X ∼ K ∈ D(G) is a Markov chain on [0,∞), and
X0 ∼ F with 1− F ∈ RV−α, i.e., tF (b(t) ·) v−→ να in M+(0,∞] as t→∞, where
b(t)→∞ (see Section 1.2.2). On Em = (0,∞]× [0,∞]m, define the measure
µ(dx0, dxm) = να(dx0)Px0
[
(T1, . . . , Tm) ∈ dxm
]
. (3.2.1)
Then, for m = 1, 2, . . ., the following convergences take place as t→∞:
(a) In M+((0,∞]m × [0,∞]),
tP
[(
X0
b(t)
, . . . ,
Xm
b(t)
)
∈ · ∩ (0,∞]m × [0,∞]
]
v−→ µ( · ∩ (0,∞]m × [0,∞]).
(b) In M+(Em),
tP
[(
X
(b(t))
0
b(t)
, . . . ,
X
(b(t))
m
b(t)
)
∈ ·
]
v−→ µ(·). (3.2.2)
(c) If either (i) G({0}) = 0; (ii) y(t) ≡ 0 is an extremal boundary; or (iii) K
satisfies the regularity condition (2.4.3), then in M+(Em),
tP
[(
X0
b(t)
, . . . ,
Xm
b(t)
)
∈ ·
]
v−→ µ(·).
(d) In M+(0,∞],
tP
[
X0
b(t)
∈ dx0 , τ(b(t)) ≥ m
]
v−→ [1−G({0})]m−1να(dx0).
48
Note that limit measure µ is required to be finite on relatively compact subsets
of Em, which are contained in rectangles of the form [x0,∞]× [0,∞]m.
Remark. These convergence statements may be reformulated equivalently as, say,
P
[(
X
(b(t))
0
b(t)
, . . . ,
X
(b(t))
m
b(t)
)
∈ ·
∣∣∣∣X0 > δb(t)]⇒ P [(T0, . . . , Tm) ∈ · ],
where T0 ∼ Pareto(α) supported on (δ,∞). This is the form considered by Segers
[84]. In this sense, these results are conditional on the first observation being
extreme. Note that, up to this point, we have not imposed any restrictions on the
distribution G.
Proof. Apply Lemma A.0.4 (p. 133) to the results of Theorems 2.3.1 (p. 20), 2.3.3
(p. 30) and 2.4.1 (p. 37), and to (2.3.15) (p. 29).
For convenience in what follows, we provide formulas for a two-dimensional
measure similar to µ.
Lemma 3.2.1. For α > 0 and a random variable Y ≥ 0 with EY α ≤ ∞, consider
the measure
ν(du, dv) = να(du)P[uY ∈ dv] on E1 = (0,∞]× [0,∞].
We have
ν((x,∞]× [0, y]) = x−α P[Y ≤ yx−1]− y−α E[Y α 1{Y≤yx−1}] <∞;
ν((0, x]× (y,∞]) = y−α E[Y α 1{Y >yx−1}]− x−α P[Y > yx−1] ≤ ∞; (3.2.3)
ν((0,∞]× (y,∞]) = y−α EY α ≤ ∞. (3.2.4)
The last two are finite if and only if EY α <∞.
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Proof. Observe that
ν((x,∞]× [0, y]) =
∫
(x,∞]
να(du)P[Y ≤ yu−1] =
∫
[0,x−α]
duP[Y ≤ yu1/α]
=
∫
[0,x−α]
duP[y−αY α ≤ u]
by change of variables. Applying Fubini’s theorem, this becomes∫
[0,x−α]
(x−α − u)P[y−αY α ∈ du] = x−α P[Y ≤ yx−1]− y−α E[Y α 1{Y≤yx−1}].
Now, ν((x,∞]×(y,∞]) = x−α−ν((x,∞]× [0, y]). Letting x→∞ yields (3.2.4) by
monotone convergence, whether EY α is finite or not. Finally, ν((0, x]× (y,∞]) =
ν((0,∞]× (y,∞])− ν((x,∞]× (y,∞]).
Returning to Proposition 3.2.1, note that in the case m = 1, the cone E1 is a
rotated version of the space [0,∞]× (0,∞] used in the Conditional Extreme Value
odel (see Chapter 4). The limit can be expressed as
µ((x0,∞]× [0, x1]) = x−α0 P[ξ ≤ x1/x0]− x−α1 E ξα 1{ξ≤x1/x0},
where ξ ∼ G. In particular,
µ((x0,∞]× (0,∞]) = x−α0 P[ξ > 0] and µ((0,∞]× (x1,∞]) = x−α1 E ξα.
Thus, the quantities G({0}) and E ξα parametrize the mass assigned by µ to certain
slices of the space Em.
3.2.2 Joint Tail Convergence
What additional assumptions are necessary for convergences (b) and (c) of the
previous result to take place on the larger cone E∗m = [0,∞]m+1\{0}? This was
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considered by Segers [84] and Basrak and Segers [8] for stationary Markov chains.
In (b), the dependence on the extremal threshold and hence on t means we are
in the context of a triangular array and are not, strictly speaking, dealing with
joint regular variation. However, the result will still be useful in deriving a point
process convergence via the Poisson transform [77, p. 183].
As a first step, we characterize convergence on the larger cone by decomposing
it into smaller, more familiar cones. This is similar to [84, Theorem 6.1] and
one of the implications of [8, Theorem 2.1]. As a convention in what follows, set
[0,∞]0 × A = A. Also, recall the notation Em = (0,∞]× [0,∞]m.
Proposition 3.2.2. Suppose for t > 0 that Y t = (Yt,0, Yt,1, . . . , Yt,m) is a ran-
dom vector on [0,∞]m+1. There exists a non-null Radon measure µ∗ on E∗m =
[0,∞]m+1\{0} such that
tP
[
(Yt,0, Yt,1, . . . , Yt,m) ∈ ·
] v−→ µ∗(·) in M+(E∗m) (t→∞) (3.2.5)
iff for j = 0, . . . ,m there exist Radon measures µj on Ej = (0,∞] × [0,∞]j, not
all null, such that
tP
[
(Yt,j, . . . , Yt,m) ∈ ·
] v−→ µm−j(·) in M+(Em−j). (3.2.6)
The relation between the limit measures is the following:
µm−j(·) = µ∗([0,∞]j × · ) on Em−j
for j = 0, . . . ,m, and
µ∗
(
[0,x]c
)
=
m∑
j=0
µm−j
(
(xj,∞]× [0, xj+1]× · · · × [0, xm]
)
for x ∈ E∗m.
Furthermore, given j ∈ {0, . . . ,m − 1}, if A ⊂ [0,∞]m−j\{0}m−j is relatively
compact, then µm−j((0,∞]× A) <∞.
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Proof. Assume first that (3.2.5) holds. Fixing j ∈ {0, . . . ,m}, define µm−j(·) :=
µ∗([0,∞]j × · ) (i.e., µm = µ∗). Let A ⊂ Em−j be relatively compact with
µm−j(∂A) = 0. Then A∗ = [0,∞]j × A is relatively compact in E∗m, and ∂E∗mA∗ =
[0,∞]j × ∂Em−jA, so µ∗(∂E∗mA∗) = µm−j(∂A) = 0. Therefore,
tP
[
(Yt,j, . . . , Yt,m) ∈ A
]
= tP
[
(Yt,0, . . . , Yt,m) ∈ A∗
] −→ µ∗(A∗) = µm−j(A),
establishing (3.2.6). Conversely, suppose we have (3.2.6) for j = 0, . . . ,m. For
x ∈ (0,∞]m+1, define
h(x) =
m∑
j=0
µm−j
(
(xj,∞]× [0, xj+1]× · · · × [0, xm]
)
.
Decompose [0,x]c as a disjoint union
[0,x]c =
m⋃
j=0
[0,∞]j × (xj,∞]× [0, xj+1]× · · · × [0, xm] , (3.2.7)
and observe that at points of continuity of the limit,
tP
[
Y t ∈ [0,x]c
]
(3.2.8)
=
m∑
j=0
tP
[
(Yt,j, . . . , Yt,m) ∈ (xj,∞]× [0, xj+1]× · · · × [0, xm]
] −→ h(x).
It follows that (3.2.5) holds with the limit measure µ∗ defined by µ∗([0,x]c) = h(x).
Indeed, given f ∈ C+K(E∗m) we can find δ > 0 such that xδ = (δ, . . . , δ) is a continuity
point of h and f is supported on [0,xδ]
c. Therefore,
tE f(Y t) ≤ sup
x∈E∗m
f(x) · sup
t>0
tP
[
Y t ∈ [0,xδ]c
]
<∞,
implying that the set {tP[Y t ∈ · ] ; t > 0} is relatively compact in M+(E∗m) (see
Resnick [77, p. 51]). Furthermore, if tk P[Y tk ∈ · ] → µ and sk P[Y sk ∈ · ] → µ′
as k → ∞, then µ = µ′ = µ∗ on sets [0,x]c which are continuity sets of µ∗
by (3.2.8). This extends to measurable rectangles in E∗m bounded away from 0
whose vertices are continuity points of h, leading us to the conclusion that µ =
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µ′ = µ∗ on E∗m. Moreover, since we can decompose [0,x]c for any x ∈ E∗m as
in (3.2.7), it is clear that µ∗ is non-null if and only if not all of the µj are null.
Finally, for 1 ≤ j ≤ m− 1, if A ⊂ [0,∞]m−j\{0}m−j is relatively compact, then
it is contained in [(0, . . . , 0), (xj+1, . . . , xm)]
c for some (xj+1, . . . , xm) ∈ (0,∞]m−j.
Applying (3.2.7) once again, we find that
µm−j((0,∞]× A) = µ∗([0,∞]j × (0,∞]× A)
≤
m∑
k=j+1
µ∗
(
[0,∞]j+1 × [0,∞]k−j−1 × (xk,∞]× [0, xk+1]× · · · × [0, xm]
)
=
m∑
k=j+1
µm−k
(
(xk,∞]× [0, xk+1]× · · · × [0, xm]
)
<∞.
Consequently, due to the Markovian structure, the extension of the conver-
gences in Proposition 3.2.1 to the larger cone E∗m follows from regular variation of
the marginal tails, as well as a moment condition on G.
Theorem 3.2.1. Suppose X ∼ K ∈ D(G), and X0 ∼ F satisfying tF (b(t)·) v→ να
in M+(0,∞], where b(t)→∞. Let ξ ∼ G. Then
tP
[(
X
(b(t))
0
b(t)
, . . . ,
X
(b(t))
m
b(t)
)
∈ ·
]
v−→ µ∗(·) in M+(E∗m) (t→∞), (3.2.9)
where µ∗ is the Radon measure on E∗m given by
µ∗
∣∣
Em
(dx0, dxm) = να(dx0)Px0
[
(T1, . . . , Tm) ∈ dxm
]
and µ∗(E∗m\Em) = 0,
if and only if E ξ α <∞ and
tP
[
X
(b(t))
j /b(t) ∈ ·
] v−→ (E ξ α)j να(·) in M+(0,∞], j = 1, . . . ,m. (3.2.10)
The Radon property of µ∗ on E∗m requires that sets of the form [0, x0]× [0,xm]c
now have finite measure. Although the convergence (3.2.9) is not, strictly speaking,
joint regular variation of a random vector, since the distributions P[X(b(t))m ∈ · ] are
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indexed by t, it is convenient to draw the analogy and to refer to the property
(3.2.9) holding for m ≥ 0 as “joint regular variation of the extremal component”.
Proof. Assume first that (3.2.9) holds, and let x > 0. For j ≥ 1, (3.2.9) implies
t P
[
X
(b(t))
j > b(t)x
] −→ µ∗([0,∞]j × (x,∞]× [0,∞]m−j)
=
∫
(0,∞]
να(du) P
[
ξ1 · · · ξj > xu−1] = x−α E(ξ1 · · · ξj)α = x−α(E ξα)j <∞
by (3.2.4), since the set [0,∞]j × (x,∞] × [0,∞]m−j is relatively compact in E∗m.
In particular, we have E ξα <∞. Conversely, suppose that (3.2.10) holds. Lemma
A.0.4 implies that in M+(Em−j),
t P
[
b(t)−1(X(b(t))j , . . . , X
(b(t))
m ) ∈ (dx0, dx)
]
v−→ (E ξα)jνα(dx0) Px0
[
(T1, . . . , Tm−j) ∈ dx
]
=: µm−j(dx0, dx)
by the Markov property, and Proposition 3.2.2 yields (3.2.9), with µ∗|Em(·) = µm(·).
It remains to verify that µ∗(E∗m\Em) = 0. Writing Aj(xm) = [0,∞]j−1× (xj,∞]×
[0,∞]m−j, note that
µ∗({0} × [0,xm]c) ≤
m∑
j=1
µ∗({0} × Aj(xm)),
and
µ∗({0} × Aj(xm)) = µm−j((xj,∞]× [0,∞]m−j)− µm((0,∞]× Aj(xm))
= (E ξα)jx−αj − lim
x0↓0
∫
[x0,∞]
να(du) P
[
ξ1 · · · ξj > xju−1]
= (E ξα)jx−αj − (E ξα)jx−αj = 0.
Since E∗m\Em = {0} × E∗m−1, it follows that µ∗(E∗m\Em) = 0.
Regardless of whether the convergence (3.2.10) takes place, the limit always
constitutes a lower bound on the tail weight of X
(b(t))
j , since
lim inf
t→∞
tP
[
X
(b(t))
j
b(t)
> x
]
≥ µ((0,∞]× [0,∞]j−1× (x,∞]× [0,∞]m−j) = (E ξ α)jx−α
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by (3.2.2), applying (3.2.4). In fact, (3.2.10) amounts to moment conditions on
the X
(b(t))
j , since under (3.2.2), (3.2.10) holds if there exists ε > 0 such that
lim
δ↓0
lim sup
t→∞
tE
[(
X
(b(t))
j
b(t)
)ε
1{X0≤δb(t)}
]
= 0 j = 1, . . . ,m (3.2.11)
by Markov’s inequality. See Maulik et al. [61] for details involving an analogous
condition.
The relationship between X
(b(t))
j and Xj is given by
P
[
X
(b(t))
j
b(t)
> x
]
= P
[
X0
b(t)
> y(b(t)), . . . ,
Xj−1
b(t)
> y(b(t)),
Xj
b(t)
> x
]
≤ P
[
Xj
b(t)
> x
]
,
implying that the tail weight of Xj bounds that of X
(b(t))
j . Therefore, knowledge
concerning the tail behaviour of Xj imposes a restriction on the distributions G to
which K can be attracted via the α-th moment. For example, if it is known that
tP[X1/b(t) ∈ ·] v→ να, such as when X is stationary, then we must have E ξα ≤ 1.
At the end of Section 2.4, cases were outlined in which we could replace X
(b(t))
j
by Xj. Theorem 3.2.1 is most striking for these since it shows that for a Markov
chain whose kernel is in a domain of attraction, to obtain joint regular variation
of the fdds it is enough to know that the marginal tails are regularly varying. In
particular, if X has a regularly varying stationary distribution then the fdds are
jointly regularly varying. This result was presented by Segers [84], and Basrak and
Segers [8] showed that for a general stationary process, joint regular variation of
fdds is equivalent to the existence of a “tail process” which reduces to the tail chain
in the case of Markov chains. However, what Proposition 3.2.1 emphasizes is that
it is the marginal tail behaviour alone, rather than stationarity, which provides the
link with joint regular variation.
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3.2.3 Maximum of the Extremal Component
We now give some conditions on the extremal component which will lead to a
meaningful point process limit. These allow us to deal with the positive portion
of the extremal component, the random vector of random length
{X(t)j : j = 0, . . . , τ(t)− 1} = {Xj : j = 0, . . . , τ(t)− 1},
rather than the finite-dimensional projections {X(t)j : j = 0, . . . ,m}. This will lead
to further restrictions on the behaviour of the tail chain T .
We study a positive recurrent chain X by splitting it into regenerative cycles
and analyzing its extremal properties via the extremal components of the cycles.
Asmussen [1] and Rootze´n [81] point out that, for regenerative processes, there is
a close connection between point process convergence and the asymptotic distri-
bution of the cycle maximum. Following this approach, we investigate conditions
under which the distribution of the maximum over the extremal component is
regularly varying in a certain sense. The limit measure in this result is useful in
computing the extremal index for the process X (see Rootze´n [81]).
Condition 3.2.1.
lim
m→∞
lim sup
t→∞
P
[
sup
j≥m
X
(b(t))
j
b(t)
> a
∣∣∣∣X0 > δb(t)] = 0 for all a, δ > 0.
This condition controls the persistence of non-zero values of the extremal com-
ponent. It is the counterpart of [8, Condition 4.1] and [69, (3.1)], which are for-
mulated in terms of block sizes; indeed,
sup
j≥m
X
(t)
j =
(
sup
m≤j<τ(t)
Xj
)
1{τ(t)>m} .
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It can be thought of as a tightness condition to complement the finite-dimensional
convergences (3.2.2). Simpler forms exist depending on whether G({0}) > 0 or
G({0}) = 0; see Section 3.3.
Another pertinent interpretation relates to the stability of the Markov chainX.
Condition 3.2.1 essentially requires that the chain drifts back to the non-extreme
states after visiting an extreme state. In other words, the non-extreme states are
recurrent. This property is reflected in the tail chain, which is transient under
Condition 3.2.1.
Recalling the tail chain expressed as in (2.2.4), we introduce the notation ξ(n) =∏n
j=1 ξj, so that Tn = T0 · ξ(n).
Proposition 3.2.3. Let X ∼ K ∈ D(G) be a Markov chain on [0,∞) with initial
distribution F satisfying 1−F ∈ RV−α, so that (3.2.2) (p. 48) holds. Suppose that
X satisfies Condition 3.2.1. Then
lim
m→∞
P
[
sup
j≥m
ξ(j) > a
]
= 0, a > 0. (3.2.12)
Remark. By a standard argument, (3.2.12) implies that the tail chain is a tran-
sient random walk, i.e.,
P[Tm → 0] = 1. (3.2.13)
It is important to note that, even though the tail chain T lives on the same state
space as X, namely [0,∞), the interpretation of the states differs between the two.
Indeed, for T , {0} is a special boundary state which represents the collection of
non-extreme states ofX under the tail chain approximation. If we consider instead
the (additive) random walk {log Tn}n≥0, (3.2.13) becomes P[log Tm → −∞] = 1.
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Proof. Observe that
tP
[
X0 > b(t), sup
m≤j≤r
X
(b(t))
j ≤ b(t)
]
= tP
[
X0 > b(t), X
(b(t))
m ≤ b(t), . . . , X(b(t))r ≤ b(t)
]
−→
∫
(1,∞]
να(dx)Px
[
Tm ≤ 1, . . . , Tr ≤ 1
]
=
∫
(1,∞]
να(dx)P
[
sup
m≤j≤r
ξ(j) ≤ x−1
]
by (3.2.2). Therefore,
lim sup
t→∞
tP
[
X0 > b(t), sup
j≥m
X
(b(t))
j > b(t)
]
≥ lim
r→∞
∫
(1,∞]
να(dx)P
[
sup
m≤j≤r
ξ(j) > x−1
]
=
∫
(1,∞]
να(dx)P
[
sup
j≥m
ξ(j) > x−1
]
=:
∫
(1,∞]
να(dx)fm(x).
Now, Condition 3.2.1 implies that
∫
(1,∞] να(dx)fm(x) → 0 as m → ∞. We claim
that fm(x)→ 0 for any x > 0. Suppose instead that infm fm(x0) ≥ c > 0 for some
x0. Since the fm are all increasing in x, we have infm fm(x) ≥ c for x ≥ x0. But
this implies that
lim inf
m→∞
∫
(1,∞]
να(dx)fm(x) ≥ lim inf
m→∞
∫
(1∨x0,∞]
να(dx)fm(x) ≥ cνα(1 ∨ x0,∞] > 0
by Fatou’s Lemma, contradicting Condition 3.2.1. Therefore, fm(x) → 0 for all
x > 0 as m→∞, establishing (3.2.12).
Condition 3.2.1 is conditional on the first observation exceeding δb(t), similar to
(3.2.2). In situations where the stronger convergence of unconditional distributions
(3.2.9) takes place, we will require an additional assumption.
Condition 3.2.2. There exists m0 ≥ 1 such that
lim
δ↓0
lim sup
t→∞
tP
[
X0
b(t)
≤ δ, sup
j≥m0
X
(b(t))
j
b(t)
> a
]
= 0 for all a > 0.
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This can be thought of as a moment condition, similar to (3.2.11): by Markov’s
inequality, it is sufficient that
lim
δ↓0
lim sup
t→∞
tE
[(
sup
j≥m0
X
(b(t))
j
b(t)
)ε
1{X0≤δb(t)}
]
= 0
for some ε > 0. Condition 3.2.2 implies a uniform bound on the α-th moment of
the tail chain steps. Note that, if (3.2.9) holds, we can assume m0 = 1 without
loss of generality.
Proposition 3.2.4. Let X ∼ K ∈ D(G) be a Markov chain on [0,∞) with initial
distribution F satisfying 1−F ∈ RV−α, whose extremal component is jointly regu-
larly varying on M+(E∗) as in (3.2.9) (p. 53). Suppose that X satisfies Condition
3.2.2. Then
E
(
sup
j≥1
ξ(j)α
)
<∞. (3.2.14)
Remark. Under (3.2.14), we necessarily have E ξα1 ≤ 1. This follows since
sup
j≥1
(
E ξα1
)j
= sup
j≥1
E ξ(j)α ≤ E
(
sup
j≥1
ξ(j)α
)
<∞.
Recalling (3.2.10), this means that the marginal tails of the extremal component
are no heavier that that of F .
Proof. Under (3.2.9),
tP
[
sup
m0≤j≤r
X
(b(t))
j > b(t)
]
−→
∫
[0,∞]
να(dx)P
[
sup
m0≤j≤r
ξ(j) > x−1
]
= E
(
sup
m0≤j≤r
ξ(j)α
)
by Lemma 3.2.1. Therefore,
lim sup
t→∞
tP
[
sup
j≥m0
X
(b(t))
j > b(t)
]
≥ lim
r→∞
E
(
sup
m0≤j≤r
ξ(j)α
)
= E
(
sup
j≥m0
ξ(j)α
)
.
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Furthermore,
lim sup
t→∞
tP
[
sup
j≥m0
X
(b(t))
j > b(t)
]
≤ lim sup
t→∞
tP
[
X0 ≤ δb(t), sup
j≥m0
X
(b(t))
j > b(t)
]
+ lim sup
t→∞
tP
[
X0 > δb(t)
]
<∞
for some δ > 0 by Condition 3.2.2, showing that E(supj≥m0 ξ(j)
α) <∞. To verify
(3.2.14), note that
E
(
sup
j≥1
ξ(j)α
)
≤
m0−1∑
j=1
E ξ(j)α + E
(
sup
j≥m0
ξ(j)α
)
=
m0−1∑
j=1
(
E ξα1
)j
+ E
(
sup
j≥m0
ξ(j)α
)
<∞.
Under the two conditions introduced above, we may derive the asymptotic
distribution of the maximum of the extremal component of X. Note that this is a
maximum over a random number of observations.
Proposition 3.2.5. Let X ∼ K ∈ D(G) be a Markov chain on [0,∞) with
initial distribution F satisfying 1−F ∈ RV−α, whose extremal component is jointly
regularly varying on M+(E∗) as in (3.2.9). Suppose that X satisfies Conditions
3.2.1 and 3.2.2. Then
tP
[
sup
0≤j<τ(b(t))
Xj
b(t)
∈ ·
]
v−→ c · να(·) in M+(0,∞], (3.2.15)
where
c = P
[
sup
j≥1
ξ(j) ≤ 1
]
+ E
[
sup
j≥1
ξ(j)α 1{supj≥1 ξ(j)>1}
]
.
Proof. For m ≥ 1, write
tP
[
sup
0≤j<τ(b(t))
Xj
b(t)
> x
]
≤ tP
[
sup
0≤j<m
X
(b(t))
j
b(t)
> x
]
+ tP
[
sup
j≥m
X
(b(t))
j
b(t)
> x
]
.
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One on hand,
lim inf
t→∞
tP
[
sup
0≤j<τ(b(t))
Xj
b(t)
> x
]
≥ lim
t→∞
tP
[
sup
0≤j<m
X
(b(t))
j
b(t)
> x
]
= x−α +
∫
[0,x]
να(du)Pu
[
sup
1≤j<m
Tj > x
]
by (3.2.9), from which
lim inf
t→∞
tP
[
sup
0≤j<τ(b(t))
Xj
b(t)
> x
]
≥ x−α +
∫
[0,x]
να(du)Pu
[
sup
j≥1
Tj > x
]
, (3.2.16)
letting m→∞. On the other hand, for δ > 0 we have
tP
[
sup
j≥m
X
(b(t))
j
b(t)
> x
]
≤ tP
[
X0
b(t)
> δ, sup
j≥m
X
(b(t))
j
b(t)
> x
]
+ tP
[
X0
b(t)
≤ δ, sup
j≥m
X
(b(t))
j
b(t)
> x
]
.
Given ε > 0, choose δ small enough that
lim sup
t→∞
tP
[
X0 ≤ δb(t), sup
j≥m0
X
(b(t))
j > b(t)x
]
< ε/2
by Condition 3.2.2. Next, choose m1 ≥ m0 large enough that
lim sup
t→∞
tP
[
X0 > δb(t), sup
j≥m1
X
(b(t))
j > b(t)x
]
< ε/2
by Condition 3.2.1. Therefore,
lim sup
t→∞
tP
[
sup
j≥m
X
(b(t))
j
b(t)
> x
]
< ε
for m ≥ m1, and so
lim sup
t→∞
tP
[
sup
0≤j<τ(b(t))
Xj
b(t)
> x
]
< lim
m→∞
lim sup
t→∞
tP
[
sup
0≤j<m
X
(b(t))
j
b(t)
> x
]
+ ε
= x−α +
∫
[0,x]
να(du)Pu
[
sup
j≥1
Tj > x
]
+ ε.
Combining this with (3.2.16), and applying the formula (3.2.3) (p. 49), completes
the proof.
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3.3 Point Process Convergence for Markov Chains
We now turn to the question of deriving the limit of the exceedance point process
Nn defined in (3.1.1), where X = (X0, X1, . . . ) is a Markov chain on [0,∞) with
transition kernel K ∈ D(G). We write
Nn =
∞∑
j=0
( j
n
,
Xj
bn
),
using the notation x to denote the measure assigning unit mass at the point x, and
we view Nn as a random element of Mp([0,∞)× (0,∞]), the space of Radon point
measures on [0,∞) × (0,∞], endowed with the topology of vague convergence.
Compact sets in this space are contained in rectangles of the form [0, a] × [b,∞].
For further details on convergence of random measures, see Resnick [76].
It is well-known that if X is positive recurrent, then it is a regenerative process
(see Asmussen [2, Section VII.3]). This means that the sample path of X may
be split into identically distributed “cycles” between visits to a certain set. The
extremal properties of X may then be derived from those of the individual cycles.
This approach has been developed for Markov chain exceedance times by Rootze´n
[81], as well as for queues by Asmussen [1]. We propose to use the tail chain
approximation to describe the extremal behaviour of the regenerative cycles in
detail via their extremal component.
3.3.1 Cycle Decomposition
Suppose X has a positive recurrent atom. This is a set A such that
K(y , ·) = H(·) for all y ∈ A and Py[τA <∞] = 1 for y ≥ 0, (3.3.1)
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where H is a probability distribution on [0,∞) and τA = inf{n ≥ 0 : Xn ∈ A} is
the first hitting time of A. Positive recurrence means that
EH τA <∞, (3.3.2)
where EH denotes expectation with respect to the initial distribution X0 ∼ H.
Under (3.3.1), the sample path of X splits into iid cycles between visits to A,
as follows. Define the times {Sk}, {τAk } recursively according to
τA0 = τA, S0 = τ
A
0 + 1;
τAk = inf{n ≥ 0 : XSk−1+n ∈ A}, Sk = Sk−1 + τAk + 1, k ≥ 1.
(3.3.3)
Thus, the sequence 0 ≤ S0− 1 < S1− 1 < S2− 1 < · · · give the times at which X
is in A, and XSk ∼ H for k ≥ 0. The values τAk ≥ 0 represent the number of steps
X takes outside of A between visits to A. The cycles are random elements
C0 =
(
X0, X1, . . . , XτA0
∈
A
)
and Ck =
(
XSk−1
o
H
, . . . , XSk−1+τAk
∈
A
)
, k ≥ 1
of the space of finite sequences S = ⋃∞m=1Rm. It is easy to see that C0, C1, . . .
are independent, and C1, C2, . . . are identically distributed, by the strong Markov
property. In particular,
P
[{Ck ; τAk } ∈ · ] = P [{(XSk−1 , . . . , XSk−1+τAk ) ; τAk } ∈ · ]
= PH
[{
(X0, . . . , XτA) ; τA
} ∈ · ] (3.3.4)
for k ≥ 1. Furthermore, 0 < S0 < S1 < S2 < · · · is a renewal process, with
q = E(S1 − S0) = EH τA + 1 <∞ (3.3.5)
by (3.3.2). In terms of this cycle decomposition, we may now write
Nn =
∞∑
j=0
( j
n
,
Xj
bn
) = S0−1∑
j=0
( j
n
,
Xj
bn
) + ∞∑
k=0
τAk+1∑
j=0
(Sk+j
n
,
XSk+j
bn
) = χ0n + χ∗n. (3.3.6)
First, we show that χ0n is asymptotically negligible.
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Proposition 3.3.1. In Mp([0,∞)× (0,∞]), as n→∞, ϑn + χ0n ⇒ ϑ iff ϑn ⇒ ϑ.
Proof. This follows by an application of Slutsky’s theorem [77, p. 55], provided
P[dv(ϑn + χ
0
n, ϑn) > γ] → 0 for γ > 0. Here dv denotes the vague metric. Let
f ∈ C+K([0,∞)× (0,∞]) with support [0, R]× [M,∞]. It is sufficient to verify that
P
[|(ϑn + χ0n)(f)− ϑn(f)| > γ] = P[χ0n(f) > γ]→ 0. We have
P
[
χ0n(f) > γ
]
= P
[ S0−1∑
j=0
f
(
j
n
,
Xj
bn
)
> γ
]
≤
r∑
m=0
P
[ m∑
j=0
f
(
j
n
,
Xj
bn
)
> γ, τA = m
]
+ P[τA > r],
and
r∑
m=0
P
[ m∑
j=0
f
(
j
n
,
Xj
bn
)
> γ, τA = m
]
≤ (r + 1)P
[ r∑
j=0
f
(
j
n
,
Xj
bn
)
> γ
]
≤ (r + 1)P
[
sup
0≤j≤r
Xj ≥ bnM
]
−→ 0
as n→∞, recalling that bn →∞. Choosing r to make P[τA > r] arbitrarily small,
the result follows.
3.3.2 General Point Process Convergence Results
Proposition 3.3.1 shows that we can restrict consideration to the asymptotics of
the point process χ∗n in (3.3.6). A limit may be obtained using the tail chain
approximation discussed in Section 3.2, provided that a cycle’s extremal behaviour
is adequately described by its extremal component.
We assume that K ∈ D(G), with extremal boundary y(t), and 1−H ∈ RV−α.
Also, we require the atom A to be a bounded subset of the state space, i.e.,
supA <∞; (3.3.7)
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this is indeed the case in most common scenarios. For k = 1, 2, . . . , write
τk(t) = inf
{
n ≥ 0 : XSk−1+n ≤ ty(t)
}
,
the index of the first element in the k-th cycle to cross below the extremal boundary.
We think of Ck(t) = {XSk−1+j : j = 0, . . . , τk(t) − 1} as the extremal component
of the k-th cycle.
Note that, without loss of generality, the extremal component of a cycle is a
subset of the complete cycle, since
P[τ(t) ≤ τA , t > 0] = 1. (3.3.8)
Indeed, (3.3.7) implies that A ⊂ [0, c] some c. Define τc = inf{n ≥ 0 : Xn ≤ c}.
Clearly P[τc ≤ τA] = 1; we claim further that P[τ(t) ≤ τc, t > 0] = 1. If y(t) ≥ c/t
for t > 0, then this follows directly. Otherwise, it is easy to see that y˜(t) = y(t)∨c/t
is also an extremal boundary for K, and the corresponding downcrossing time
satisfies P[τ˜(t) ≤ τc, t > 0] = 1.
Therefore,
P
[{
(XSk−1 , . . . ,XSk−1+τk(t)−1) ; τk(t), τ
A
k
} ∈ · ] (3.3.9)
= PH
[{
(X0, . . . , Xτ(t)−1) ; τ(t), τA
} ∈ · ]
for k ≥ 1, and the {{Ck(t); τk(t), τAk } : k ≥ 1} are independent, since each is a
function of {Ck; τAk }. In light of these facts, we approximate χ∗n by a point process
whose observations consist of iid copies of the extremal component of the Markov
chain X ′ with transition kernel K and initial distribution X ′0 ∼ H.
At this point we must introduce some notation. Let {Xk : k = 0, 1, . . . } be iid
copies of the Markov chain X ′ ∼ K with initial distribution H. Define
τ˜k+1(t) = inf
{
j ≥ 0 : Xkj ≤ ty(t)
}
, k = 0, 1, . . . ,
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and form the respective extremal components
{
X
(t)
k = {Xkj · 1{j<τ˜k+1(t)}, j ≥ 0} : k = 0, 1, . . .
}
.
Then
(
X
(t)
k , τ˜k+1(t)
) d
=
(
X ′(t), τ ′(t)
)
for all k, with the tilde differentiating the iid
times τ˜k(t) from the cycle times τk(t).
Next, let {ξk = (ξk(0), ξk(1), . . . ) : k = 0, 1, . . . } be iid copies of the process
ξ = (ξ(0), ξ(1), . . . ), recalling the notation ξ(n) =
∏n
j=1 ξj, with ξ(0) = 1. Addi-
tionally, put τ ∗k+1 = inf{j ≥ 0 : ξk(j) = 0}. We adopt the convention inf ∅ = ∞,
so that P[τ ∗k+1 =∞] = 1 when G({0}) = 0.
Finally, set
ζ =
∞∑
k=0
(tk,ik) ∼ PRM(LEB× να),
a Poisson random measure on Mp([0,∞)× (0,∞]), independent of the {ξk}, with
mean measure given by the product of Lebesgue measure on the time axis [0,∞)
with Pareto measure να on the observation axis (0,∞]. Recall να(x,∞] = x−α,
and α is the tail index of H.
Consequently, the point process consisting of the observations X
(bn)
k , spaced
out in time according to the renewal times {Sk}, converges to a compound Poisson
process, compounded according to the {ξk}.
Theorem 3.3.1. Suppose X ′ is a Markov chain on [0,∞) with transition kernel
K ∈ D(G) and initial distribution X ′0 ∼ H satisfying tH(b(t)·) v→ να in M+(0,∞],
where b(t)→∞.
(a) If X ′ satisfies Condition 3.2.1 (p. 56), then, given δ > 0,
ηn =
∞∑
k=0
τ˜k+1(bn)−1∑
j=0
(Sk+j
n
,
Xkj
bn
) 1{Xk0≥δbn} ⇒ ∞∑
k=0
τ∗k+1−1∑
j=0
(qtk, ikξk(j)) 1{ik≥δ} = η
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in Mp([0,∞)× (0,∞]) as n→∞.
(b) Suppose additionally that X ′(t) is jointly regularly varying, i.e., the conver-
gence (3.2.9) (p. 53) takes place. If X ′ satisfies both Conditions 3.2.1 and
3.2.2, then
η∗n =
∞∑
k=0
τ˜k+1(bn)−1∑
j=0
(Sk+j
n
,
Xkj
bn
) ⇒ ∞∑
k=0
τ∗k+1−1∑
j=0
(qtk, ikξk(j)) = η
∗
in Mp([0,∞)× (0,∞]) as n→∞.
Here {(Xk, τ˜k+1(t))} and {(ξk, τ ∗k+1)} are as above; bn = b(n); {Sk} is the renewal
process defined in (3.3.3), with mean interarrival time q given by (3.3.5); and
(tk, ik) are the points of ζ.
The proof is given in Section 3.4 (p. 78). In keeping with the discussion in
Section 3.2, we present two convergences, depending on the strength of our condi-
tions. The weaker assumptions of H regularly varying together with the stability
provided under Condition 3.2.1 yield a conditional result, where the point process
records those cycles which start from an exceedance. The unconditional result re-
quires joint regular variation, as well as the moment restriction given by Condition
3.2.2.
Note that the points of the limit process are arranged in stacks above common
timepoints qtk. The heights of the points in each stack are determined by an
independent run of the tail chain starting from ik. If G({0}) > 0, then the τ ∗k
are iid Geometric random variables with parameter G({0}), so the stacks all have
finite length. If G({0}) = 0, then P[τ ∗k =∞] = 1 for each k. In this case, Condition
3.2.1 ensures that η∗ is Radon by forcing the tail chain to drift towards 0 as in
(3.2.13). The process η retains only those stacks of η∗ whose initial value exceeds
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the threshold δ. Because there are an infinite number of ik in any neighbourhood
of 0, dispensing with the restriction in δ requires that not too many of the ξk(j)
are large. This translates to the constraint E ξα1 ≤ 1, which follows from Condition
3.2.2.
Returning to the original chain X, we can approximate χ∗n by η
∗
n, provided that
the extremal component is sufficient to describe the extremal behaviour within each
cycle. What happens between the end of the extremal component and the end of
the cycle will not be captured by the tail chain. Therefore, we require that these
observations not influence the asymptotics. We formulate this as
Condition 3.3.1.
lim
t→∞
P
[
sup
τ(b(t))<j<τA
Xj
b(t)
> a
∣∣∣∣X0 > δb(t)] = 0 for all a, δ > 0
in the conditional case, and
Condition 3.3.2.
lim
t→∞
tP
[
sup
τ(b(t))<j<τA
Xj
b(t)
> a
]
= 0 for all a > 0
in the unconditional one. Under the latter condition, the point process Nn con-
verges to the limit η∗, and the distribution of the cycle maximum has a regularly
varying tail. In view of (3.3.4) and (3.3.9), assumptions on the distribution of the
cycles {Ck} will be phrased in terms of PH .
Theorem 3.3.2. Let X be a Markov chain on [0,∞) with transition kernel K ∈
D(G). Suppose that K has a positive recurrent bounded atom in the sense of
(3.3.1), (3.3.2), and (3.3.7). Define the renewal process {Sk} with mean interarrival
time q as in (3.3.3) and (3.3.5). Assume further that tH(b(t)·) v→ να in M+(0,∞],
where b(t)→∞.
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(a) If X satisfies Conditions 3.2.1 and 3.3.1 with respect to PH , i.e., when
X0 ∼ H, then, given δ > 0,
N˜n =
∞∑
j=0
( j
n
,
Xj
bn
){1{j<S0}+ ∞∑
k=1
1{Sk−1≤j<Sk} 1{XSk−1≥δbn}
}
⇒ η (3.3.10)
in Mp([0,∞)× (0,∞]), as n→∞.
(b) Suppose additionally that X(t) is jointly regularly varying when X0 ∼ H,
i.e., the convergence (3.2.9) takes place. If X satisfies Conditions 3.2.1 and
3.2.2, as well as Condition 3.3.2, with respect to PH , then
Nn ⇒ η∗ (3.3.11)
in Mp([0,∞)×(0,∞]), as n→∞. Furthermore, the distribution of the cycle
maximum has a regularly varying tail:
tPH
[
sup
0≤j<τA
Xj
b(t)
∈ ·
]
v−→ c · να(·) in M+(0,∞], (3.3.12)
where
c = P
[
sup
j≥1
ξ(j) ≤ 1
]
+ E
[
sup
j≥1
ξ(j)α 1{supj≥1 ξ(j)>1}
]
. (3.3.13)
Proof. (a) First, note that N˜n = χ
0
n + χn, where
χn =
∞∑
k=0
τAk+1∑
j=0
(Sk+j
n
,
XSk+j
bn
) 1{XSk≥δbn} .
Hence, by Proposition 3.3.1 it remains to show that χn ⇒ η. Split χn according
to the times {τk(t)}:
χn =
∞∑
k=0
τk+1(bn)−1∑
j=0
(Sk+j
n
,
XSk+j
bn
) 1{XSk≥δbn}+ ∞∑
k=0
τAk+1∑
j=τk+1(bn)
(Sk+j
n
,
XSk+j
bn
) 1{XSk≥δbn}
= χ′n + χ
′′
n.
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The equality holds on the set {τk(bn) ≤ τAk ; n ≥ 1, k ≥ 1}, which has probability
1 by (3.3.8). Because of (3.3.9) and the independence of the (Ck(t), τk(t)), we have
χ′n
d
= ηn for each n, and ηn ⇒ η by Theorem 3.3.1 (a). Therefore, by Slutsky’s
theorem, the result will follow once we show that dv(χn, χ
′
n)
P→ 0, where dv is the
vague metric. This entails
P
[
χ′′n(f) > γ
]
= P
[ ∞∑
k=0
τAk+1∑
j=τk+1(bn)
f
(
Sk + j
n
,
XSk+j
bn
)
1{XSk≥δbn} > γ
]
−→ 0
for any f ∈ C+K([0,∞)× (0,∞]). Let f have support [0, R]× [M,∞]. The previous
probability is bounded by
P
[
2Rn−1∑
k=0
τAk+1∑
j=τk+1(bn)
f
(
Sk + j
n
,
XSk+j
bn
)
1{XSk≥δbn} > 0
]
+ P
[ ∞∑
k=2Rn
τAk+1∑
j=τk+1(bn)
f
(
Sk + j
n
,
XSk+j
bn
)
1{XSk≥δbn} > 0
]
.
The second term is at most P[S2Rn/n ≤ R] = P[S2Rn/2Rn ≤ 1/2]→ 0 as n→∞,
since Sn/n→ q a.s., and q ≥ 1 by (3.3.5). The first term is bounded by
P
[
2Rn−1⋃
k=0
({
XSk
bn
≥ δ
}
∩
τAk+1⋃
j=τk+1(bn)
{
XSk+j
bn
≥M
})]
≤ 2RnPH
[
X0
bn
≥ δ, sup
τ(bn)<j<τA
Xj
bn
≥M
]
,
which vanishes as n→∞ by Condition 3.3.1.
(b) Recalling the decomposition (3.3.6) (p. 63), by Proposition 3.3.1 it is
sufficient to show that χ∗n ⇒ η∗. This follows by a similar argument as in part (a).
Write
χ∗n =
∞∑
k=0
τk+1(bn)−1∑
j=0
(Sk+j
n
,
XSk+j
bn
) + ∞∑
k=0
τAk+1∑
j=τk+1(bn)
(Sk+j
n
,
XSk+j
bn
) = χ∗n′ + χ∗n′′.
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Then χ∗n
′ d= η∗n ⇒ η∗ by Theorem 3.3.1 (b), and Condition 3.3.2 implies that
dv(χ
∗
n, χ
∗
n
′) P→ 0.
Next, we show (3.3.12). In light of (3.3.8) (p. 65), we have
0 ≤ tPH
[
sup
0≤j<τA
Xj
b(t)
> x
]
− tPH
[
sup
0≤j<τ(b(t))
Xj
b(t)
> x
]
≤ tPH
[
sup
τ(b(t))<j<τA
Xj
b(t)
> x
]
−→ 0
under Condition 3.3.2. Recalling that
tPH
[
sup
0≤j<τ(b(t))
Xj
b(t)
> x
]
−→ cx−α
as t → ∞ by Proposition 3.2.5 (p. 60), where c is given by (3.3.13), the result
follows.
Writing Mn = max0≤j≤nXj, Rootze´n shows [81, Theorem 3.2] that (3.3.12)
further implies
P[Mn ≤ bnx] −→ exp(−cq−1x−α), x > 0,
where c is given by (3.3.13), and q is the mean interarrival time (3.3.5). Hence, in
the stationary case, θ = c/q is the extremal index of the process X (see Leadbetter
and Rootze´n [56, Section 2.2] for details). On the other hand, for stationary
regularly varying Markov chains with K ∈ D(G) satisfying a condition analogous
to Condition 3.2.1, it is known that
θ = P
[
sup
j≥1
Y ξ(j) ≤ 1
]
= P
[
sup
j≥1
ξ(j) ≤ 1
]
− E
[
sup
j≥1
ξ(j)α 1{supj≥1 ξ(j)≤1}
]
= c− E
(
sup
j≥1
ξ(j)α
)
,
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where Y ∼ Pareto(α) supported on [1,∞), independent of {ξ(j)} (see Basrak and
Segers [8, Remark 4.7]). Hence, for a stationary Markov chain X satisfying the
assumptions of Theorem 3.3.2 (b), the extremal index is given by
θ =
1
q − 1 E
(
sup
j≥1
ξ(j)α
)
=
E
(
supj≥1 ξ(j)
α
)
EH τA
.
We now consider simplifications of the above conditions, depending on whether
G({0}) > 0 or G({0}) = 0.
3.3.3 Cases where G({0}) = 0
If G({0}) = 0, we can replace X(b(t)) with X in the finite-dimensional conver-
gence (3.2.2) (p. 48) when FX0 has a regularly varying tail, meaning that the tail
chain approximation completely describes the extremes of the chain X in finite
dimensions. However, G({0}) = 0 implies that
Pt[m < τ(t) ≤ τA] −→ 1 as t→∞ (3.3.14)
for any m, meaning that, as the initial observation becomes more extreme, it will
take longer for X to return to A to complete the cycle. Hence, for Condition 3.2.1
to hold, we need to ensure that X will eventually drift away from the extreme
states:
Condition 3.3.3.
lim
m→∞
lim sup
t→∞
Pt
[
sup
m≤j<τA
Xj > ta
]
= 0 for all a > 0.
This is essentially a condition on the transition kernel K. In particular, it
was shown in Section 2.2.3 (p. 15) that any transition kernel K ∈ D(G) has a
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corresponding update function of the form
ψ(x, (Z,W )) = Zx+ φ(x,W ), (3.3.15)
where Z ∼ G and t−1φ(t, w) → 0 for w ∈ C with P[W ∈ C] = 1. Take Vr =
(Zr,Wr), iid copies of V = (Z,W ), and write V r = (V1, . . . , Vr). For r ≥ 1 let
ψr(x,V r) denote the r-step update function, i.e., K
r(x,B) = P[ψr(x,V r) ∈ B],
and ψ0(x) = x. It is easy to see that
ψr(x,V r)
=
( r∏
j=1
Zj
)
x+
r−1∑
`=1
( r∏
j=`+1
Zj
)
φ
(
ψ`−1(x,V `−1),W`
)
+ φ
(
ψr−1(x,V r−1),Wr
)
.
This suggests that, in addition to the requirement that
∏m
j=1 Zj → 0 a.s., Condition
3.3.3 translates to an asymptotic boundedness condition on the function φ(·,W ).
Proposition 3.3.2. Suppose X ∼ K ∈ D(G) with G({0}) = 0 has a positive
recurrent, bounded atom A, and 1−H ∈ RV−α. Then, under Condition 3.3.3, both
Conditions 3.2.1 and 3.3.1 hold with respect to PH . Consequently, the convergence
(3.3.10) (p. 69) takes place.
Proof. First, we show that
lim
m→∞
lim sup
t→∞
tPH
[
X0
b(t)
> δ, sup
m≤j<τA
Xj
b(t)
> a
]
= 0 for all a, δ > 0. (3.3.16)
Indeed, for c > δ, we have
tPH
[
X0
b(t)
> δ, sup
m≤j<τA
Xj
b(t)
> a
]
≤
∫
[δ,c]
tPH
[
X0
b(t)
∈ du
]
Pb(t)u
[
sup
m≤j<τA
Xj
b(t)
> a
]
+ tPH [X0 > b(t)c].
Furthermore, for δ ≤ u ≤ c,
Pb(t)u
[
sup
m≤j<τA
Xj
b(t)
> a
]
≤ Pb(t)u
[
sup
m≤j<τA
Xj
b(t)u
>
a
c
]
≤ sup
s≥b(t)δ
Ps
[
sup
m≤j<τA
Xj
s
>
a
c
]
.
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Hence, by Condition 3.3.3,
lim
m→∞
lim sup
t→∞
tPH
[
X0
b(t)
> δ, sup
m≤j<τA
Xj
b(t)
> a
]
≤ να[δ, c] · 0 + να(c,∞] = c−α.
Letting c→∞ establishes (3.3.16). As (3.3.8) implies that
sup
m≤j<τ(b(t))
Xj ≤ sup
m≤j<τA
Xj,
Condition 3.2.1 follows. To verify Condition 3.3.1, argue that
PH
[
X0
b(t)
> δ, sup
τ(b(t))<j<τA
Xj
b(t)
> a
]
≤ PH
[
X0
b(t)
> δ, τ(b(t)) ≤ m− 1
]
+ PH
[
X0
b(t)
> δ, sup
m≤j<τA
Xj
b(t)
> a
]
,
of which the first term vanishes as t→∞ by Proposition 3.2.1 (d) (p. 48)—this is
a consequence of (3.3.14). Appealing to (3.3.16) completes the proof as m → ∞
subsequently.
3.3.4 Cases where G({0}) > 0
Here
Ptu[τ(t) = m] −→ P[τ ∗ = m], m ≥ 1,
where τ ∗ is a Geometric random variable with parameter G({0}). Hence, the
tail chain terminates after a finite number of steps. If either y0(t) ≡ 0 is an
extremal boundary, or K satisfies the regularity condition (2.4.3) (p. 33), the
regular variation (3.2.2) holds for X with respect to PH , and Condition 3.2.1
follows directly. It is easy to show that the regularity condition extends to any
finite number of steps. However, unless y0(t) ≡ 0 is an extremal boundary, we need
the regularity condition to hold uniformly over the whole cycle of random length
τA. This prevents X from returning to an extreme state within the same cycle,
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after crossing below the extremal boundary. Note that, even if y0(t) is an extremal
boundary for K, we are using an extremal boundary y(t) chosen to satisfy (3.3.8).
Condition 3.3.4.
lim
t→∞
Ptut
[
sup
1≤j<τA
Xj > ta
]
= 0 whenever ut = u(t)→ 0, a > 0.
Recalling the update function form (3.3.15), we found the regularity condition
to hold if the function φ is bounded near 0 (Proposition 2.4.1, p. 33). We can think
of Condition 3.3.4 as a stronger boundedness restriction. Alternatively, assuming
that K satisfies the regularity condition, Condition 3.3.4 may be viewed as a
restriction on τA, since it is sufficient that
lim
m→∞
lim sup
t→∞
Ptut [τA > m] = 0 whenever ut = u(t)→ 0.
Proposition 3.3.3. Suppose X ∼ K ∈ D(G) with G({0}) > 0 has a positive
recurrent, bounded atom A, and 1−H ∈ RV−α. Then X satisfies Condition 3.2.1
with respect to PH . Moreover, if either y0(t) ≡ 0 is an extremal boundary for K,
or else if Condition 3.3.4 holds, then Condition 3.3.1 holds with respect to PH .
Consequently, the convergence (3.3.10) (p. 69) takes place.
Proof. First, note that
tPH
[
X0
b(t)
> δ, sup
j≥m
Xj
(b(t))
b(t)
> a
]
(3.3.17)
≤ tPH
[
X0
b(t)
> δ, τ(b(t)) > m
]
−→ δ−α(1−G({0}))m
as t → ∞ by Proposition 3.2.1 (d) (p. 48). This quantity vanishes as m → ∞,
establishing Condition 3.2.1. Next, consider the case where y0(t) ≡ 0 is an extremal
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boundary, and write τ0 = inf{n ≥ 0 : Xn = 0}. For any m,
tPH
[
X0
b(t)
> δ, sup
τ(b(t))<j<τA
Xj
b(t)
> a
]
≤
m∑
r=1
tPH
[
X0
b(t)
> δ, τ(b(t)) = r, τ0 > r
]
+ tPH
[
X0
b(t)
> δ, τ(b(t)) > m
]
.
For the first term, we have
tPH
[
X0
b(t)
> δ, τ(b(t)) = r, τ0 > r
]
≤ tPH
[
X0
b(t)
> δ, τ0 > r
]
− tPH
[
X0
b(t)
> δ, τ(b(t)) > r
]
−→ δ−α(1−G({0}))r − δ−α(1−G({0}))r = 0
since both y and y0 are extremal boundaries. The second term is handled as in
(3.3.17). Suppose now that Condition 3.3.4 holds. For any m, we have
tPH
[
X0
b(t)
> δ, sup
τ(b(t))<j<τA
Xj
b(t)
> a
]
≤
m∑
r=1
tPH
[
X0
b(t)
> δ, sup
r<j<τA
Xj
b(t)
> a, τ(b(t)) = r
]
+ tPH
[
X0
b(t)
> δ, τ(b(t)) > m
]
,
and
tPH
[
X0
b(t)
> δ, sup
r<j<τA
Xj
b(t)
> a, τ(b(t)) = r
]
(3.3.18)
=
∫
[δ,∞]×(y(t),∞]m−1×[0,∞]
tPH
[(
X0
b(t)
,
Xm
b(t)
)
∈ d(x0,xm)
]
ht(xm),
where
ht(x) = 1{[0,y(t)]}(x)Pb(t)x
[
sup
1≤j<τA
Xj
b(t)
> a
]
.
We claim that ht(ut)→ 0 whenever ut → u ≥ 0. Indeed, if u > 0, then ht(ut) = 0
for large t since y(t) < u. Otherwise, ut → 0, and ht(ut) → 0 by Condition 3.3.4.
Therefore, by combining Lemmas A.0.2 and A.0.4 (p. 133) with Theorem 2.3.2
(p. 26), we find that the integral in (3.3.18) converges to 0. Applying (3.3.17)
completes the proof.
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3.3.5 Jointly Regularly Varying Markov Chains
If it is the case that the finite-dimensional distributions of X are jointly regularly
varying, or equivalently tP[Xj > b(t)x] → (E ξα1 )jx−α for j ≥ 0 (Theorem 3.2.1,
p. 53, with X replacing X(b(t))), then we obtain a point process limit for the
complete chain X under a moment condition analogous to Condition 3.2.2:
Condition 3.3.5. There exists m′0 ≥ 1 such that
lim
δ↓0
lim sup
t→∞
tP
[
X0
b(t)
≤ δ, sup
m′0≤j<τA
Xj
b(t)
> a
]
= 0 for all a > 0.
Proposition 3.3.4. Suppose X ∼ K ∈ D(G) has a positive recurrent, bounded
atom A, and 1 − H ∈ RV−α. Assume further that, with respect to PH , X is
regularly varying in the sense of (3.2.9) (p. 53), with X replacing X(b(t)), and
satisfies Condition 3.3.1. Under Condition 3.3.5, both Conditions 3.2.2 and 3.3.2
hold with respect to PH .
Proof. First, recalling supm≤j<τ(b(t))Xj ≤ supm≤j<τA Xj yields (3.2.2). Next,
given δ > 0, write
PH
[
sup
τ(b(t))<j<τA
Xj
b(t)
> a
]
≤ PH
[
X0
b(t)
> δ, sup
τ(b(t))<j<τA
Xj
b(t)
> a
]
+ PH
[
X0
b(t)
≤ δ, sup
1≤j<τA
Xj
b(t)
> a
]
.
By Condition 3.3.1,
lim sup
t→∞
PH
[
sup
τ(b(t))<j<τA
Xj
b(t)
> a
]
≤ lim sup
t→∞
PH
[
X0
b(t)
≤ δ, sup
1≤j<τA
Xj
b(t)
> a
]
≤ lim sup
t→∞
PH
[
X0
b(t)
≤ δ, sup
1≤j<m′0
Xj
b(t)
> a
]
+ lim sup
t→∞
PH
[
X0
b(t)
≤ δ, sup
m′0≤j<τA
Xj
b(t)
> a
]
= µ∗([0, δ]× [0,a]c) + lim sup
t→∞
PH
[
X0
b(t)
≤ δ, sup
m′0≤j<τA
Xj
b(t)
> a
]
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where a = (a, . . . , a). Letting δ ↓ 0, the first term vanishes by (3.2.9), and the
second is taken care of by Condition 3.3.5.
We now rephrase Theorem 3.3.2 in terms of our new conditions.
Theorem 3.3.3. Let X be a Markov chain on [0,∞) with transition kernel K ∈
D(G). Suppose that K has a positive recurrent, bounded atom in the sense of
(3.3.1), (3.3.2), and (3.3.7), where H satisfies tH(b(t)·) v→ να in M+(0,∞]. As-
sume further that
tPH
[(
X0
b(t)
, . . . ,
Xm
b(t)
)
∈ (dx0, dxm)
]
v−→ να(dx0)Px0
[
(T1, . . . , Tm) ∈ dxm
]
(3.3.19)
in M+([0,∞]m+1\{0}) for m ≥ 0, and that Condition 3.3.5 holds with respect to
PH .
(a) If G({0}) = 0, and K satisfies Condition 3.3.3, then
∞∑
j=0
( j
n
,
Xj
bn
) ⇒ ∞∑
k=0
∞∑
j=0
(qtk, ikξk(j)) in Mp([0,∞)× (0,∞]) as n→∞.
(b) If G({0}) > 0, and either y0(t) ≡ 0 is an extremal boundary for K, or K
satisfies Condition 3.3.4, then
∞∑
j=0
( j
n
,
Xj
bn
) ⇒ ∞∑
k=0
τ∗k+1−1∑
j=0
(qtk, ikξk(j)) in Mp([0,∞)× (0,∞]) as n→∞,
where the {τ ∗k} are iid Geometric random variables with parameter G({0}).
3.4 Proof of Theorem 3.3.1
Recall that
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(i) {Xk} are iid copies of a Markov chain X ′ ∼ K ∈ D(G), with initial dis-
tribution H satisfying tH(b(t)·) v→ να in M+(0,∞], where b(t) → ∞, and
{τ˜k(t)} are the respective extremal boundary downcrossing times;
(ii) {ξk} are iid copies of the multiplicative random walk ξ with associated stop-
ping times {τ ∗k};
(iii) ζ =
∑
(tk, ik) is PRM on [0,∞) × (0,∞] with mean measure LEB × να,
independent of the {ξk}; and
(iv) {Sk} is the renewal process given by (3.3.3) with finite mean interarrival time
q.
For convenience, write X
(t)
k,m = (X
(t)
k0 , . . . , X
(t)
km) and ξk,m = (ξk(0), . . . , ξk(m)).
Proof of Theorem 3.3.1. (a) Recall that, under our assumptions, the conver-
gence (3.2.2) (p. 48) ofX ′ takes place on the space E = (0,∞]×[0,∞]m, with limit
measure µ given by (3.2.1). Applying the Poisson transform [77, Corollary 6.1,
p. 183], we obtain
∞∑
k=0
(
k
n
,
X
(bn)
k,m
bn
) = ∞∑
k=0
(
k
n
,
X
(bn)
k0
bn
, ...,
X
(bn)
km
bn
) ⇒ PRM(LEB× µ) in Mp([0,∞)× E).
Observing that
P
[
ik(ξk(1), . . . , ξk(m)) ∈ A
∣∣ (tk, ik), {(t`, i`, ξ`,m) ; ` 6= k}]
= P
[
ik(ξk(1), . . . , ξk(m)) ∈ A
∣∣ (tk, ik)] =: κ((tk, ik) , A),
it follows by [77, Proposition 5.6, p. 144] that
∞∑
k=0
(tk, ikξk,m) =
∞∑
k=0
(tk, ik, ikξk(1), ..., ikξk(m)) ∼ PRM(µ′) on Mp([0,∞)× E),
where
µ′(ds, dx0, dxm) = LEB(ds)να(dx0)κ((s, x0), dxm) = LEB(ds)µ(dx0, dxm)
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by (3.2.1). Therefore,
ϑn =
∞∑
k=0
(
k
n
,
X
(bn)
k,m
bn
) ⇒ ∞∑
k=0
(tk, ikξk,m) = ϑ in Mp([0,∞)× E). (3.4.1)
Next, we rescale the time axis so that the points fall at the epochs Sk. Let
N(t) =
∑
k Sk [0, t] = inf{k : Sk > t} be the associated counting function. Invert-
ing, we obtain
N→(t) = inf{s : N(s) > [t]} = inf{s : S[t] ≤ s} = S[t].
Define Nn(·) = n−1N→(n · ), so that Sk/n = Nn(k/n). Note that Nn is a random
element of D↑[0,∞), the subspace of non-decreasing elements of D[0,∞). Since
Nn(t) =
[nt]
n
S[nt]
[nt]
−→ t · q , t ≥ 0, a.s.
by the Strong Law of Large Numbers, it follows that Nn → c a.s. in D↑[0,∞),
where c(t) = qt. We transform the timepoints via the mapping T : D↑[0,∞) ×
M+([0,∞) × E) → M+([0,∞) × E) given by T (x,m) = m˜, where m˜(f) is the
measure defined by
m˜(f) =
∫∫
f(x(u), v)m(du, dv), f ∈ C+K([0,∞)× E). (3.4.2)
Applying [77, Proposition 3.1, p. 57] to (3.4.1), we have (Nn, ϑn) ⇒ (c, ϑ) in
D↑[0,∞) × Mp([0,∞) × E). Since T is a.s. continuous at (c, ϑ) (Lemma 3.4.1,
p. 87), the Continuous Mapping Theorem yields, in Mp([0,∞)× E),
η′n =
∞∑
k=0
(
Sk
n
,
X
(bn)
k,m
bn
) = T (Nn, ϑn)⇒ T (c, ϑ) = ∞∑
k=0
(qtk, ikξk,m) = η
′.
We now stack the components ofX
(bn)
k,m above their respective timepoints. First,
it is necessary to compactify the state space. Let Λδ := [δ,∞] × [0,∞]m, and
define the restriction functional T̂ : Mp([0,∞)× E)→ Mp([0,∞)× Λδ) by T̂m =
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m(· ∩ [0,∞) × Λδ). By [37, Proposition 3.3], T̂ is almost surely continuous at η′
provided P[η′(∂([0,∞)× Λδ)) = 0] = 1. But
η′(∂([0,∞)× Λδ)) = η′([0,∞)× {δ} × [0,∞]m) = ζ([0,∞)× {δ}),
and E ζ([0, s] × {δ}) = LEB[0, s] να{δ} = 0 for all s > 0, so ζ([0,∞) × {δ}) = 0
w.p. 1. Therefore, in Mp([0,∞)× Λδ),
η′′n =
∞∑
k=0
(
Sk
n
,
X
(bn)
k,m
bn
) 1{Xk0
bn
≥δ
} = T̂ (η′n)⇒ T̂ (η′) = ∞∑
k=0
(qtk, ikξk,m) 1{ik≥δ} = η
′′.
Next, define the stacking functional T : Mp([0,∞)×Λδ)→Mp([0,∞)× [0,∞])
by Tm = mˆ, where
mˆ(f) =
∫∫ { m∑
j=0
f(u, vj)
}
m(du, dv), f ∈ C+K([0,∞)× [0,∞]).
Given such f with support [0, R] × [0,∞], the function ϕ(u,v) := ∑mj=0 f(u, vj)
belongs to C+K([0,∞)×Λδ), since it is clearly non-negative, continuous, and vanishes
outside of [0, R]×Λδ. Therefore, T is continuous: givenmn v→ m inMp([0,∞)×Λδ),
we have mˆn(f) = mn(ϕ)→ m(ϕ) = mˆ(f). Consequently, in Mp([0,∞)× [0,∞]),
ηˆn =
∞∑
k=0
m∑
j=0
(
Sk
n
,
X
(bn)
kj
bn
) 1{Xk0
bn
≥δ
} = T (η′′n)
⇒ T (η′′) =
∞∑
k=0
m∑
j=0
(qtk, ikξk(j)) 1{ik≥δ} = ηˆ.
The next step is to remove the zeros from the stacks. It follows easily that
ηˆn(· ∩ [0,∞)× (0,∞])⇒ ηˆ(· ∩ [0,∞)× (0,∞]) in Mp([0,∞)× (0,∞]) (3.4.3)
by noting that any f ∈ C+K([0,∞)× (0,∞]) extends to f¯ ∈ C+K([0,∞)× [0,∞]) by
setting f¯(s, 0) = 0 for s ≥ 0. Moreover, recalling {τ˜k+1(t)} and {τ ∗k+1}, the first
hitting times of 0 by {X(t)k } and {ξk} respectively, put
σk+1(t) = τ˜k+1(t) ∧ (m+ 1) and σ∗k+1 = τ ∗k+1 ∧ (m+ 1), k ≥ 0.
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The convergence (3.4.3) becomes, in Mp([0,∞)× (0,∞]),
η˜n =
∞∑
k=0
σk+1(bn)−1∑
j=0
(Sk
n
,
Xkj
bn
) 1{Xk0
bn
≥δ
} ⇒ ∞∑
k=0
σ∗k+1−1∑
j=0
(qtk, ikξk(j)) 1{ik≥δ} = η˜.
(3.4.4)
Now let us spread out the stacks of the η˜n in time. We claim that
η˜∗n =
∞∑
k=0
σk+1(bn)−1∑
j=0
(Sk+j
n
,
Xkj
bn
) 1{Xk0
bn
≥δ
} ⇒ η˜ in Mp([0,∞)× (0,∞]). (3.4.5)
This will follow from Slutsky’s theorem provided dv(η˜
∗
n, η˜n)
P→ 0, where dv is the
vague metric on Mp([0,∞)× (0,∞]), which will hold if P[|η˜∗n(f)− η˜n(f)| > γ]→ 0
for any f ∈ C+K([0,∞)×(0,∞]) and γ > 0. For such f with support [0, R]×[M,∞],
we have
P
[|η˜∗n(f)− η˜n(f)| > γ]
= P
[∣∣∣∣ ∞∑
k=0
σk+1(bn)−1∑
j=0
f
(
Sk + j
n
,
Xkj
bn
)
1{Xk0
bn
≥δ
}
−
∞∑
k=0
σk+1(bn)−1∑
j=0
f
(
Sk
n
,
Xkj
bn
)
1{Xk0
bn
≥δ
} ∣∣∣∣ > γ]
≤ P
[ ∞∑
k=0
σk+1(bn)−1∑
j=1
∣∣∣∣ f(Sk + jn , Xkjbn
)
− f
(
Sk
n
,
Xkj
bn
)∣∣∣∣
1{[0,R]×[M,∞]}
(
Sk
n
,
Xkj
bn
)
1{Xk0
bn
≥δ
} > γ].
Now, given ρ > 0, let v > 0 be such that |f(x)− f(y)| < ρ whenever ‖x− y‖ < v.
Then for n large enough that m/n < v, we have
∞∑
k=0
σk+1(bn)−1∑
j=1
∣∣∣∣ f(Sk + jn , Xkjbn
)
− f
(
Sk
n
,
Xkj
bn
)∣∣∣∣1{[0,R]×[M,∞]}(Skn , Xkjbn
)
1{Xk0
bn
≥δ
}
< ρ · η˜n([0, R]× [M,∞]),
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implying that
lim sup
n→∞
P
[|η˜∗n(f)− η˜n(f)| > γ] ≤ lim sup
n→∞
P
[
η˜n([0, R]× [M,∞]) > γρ−1
]
≤ P [η˜([0, R]× [M,∞]) ≥ γρ−1]
by (3.4.4), provided
P
[
η˜(∂([0, R]× [M,∞])) = 0] = 1. (3.4.6)
But this probability is bounded by
ργ−1 · E η˜([0, R]× [M,∞]) ≤ ργ−1m · E ζ([0, q−1R]× [δ,∞]) = ργ−1mq−1Rδ−α,
so (3.4.5) follows by letting ρ→ 0.
It remains to verify (3.4.6). On the one hand,
P[η˜({R} × [M,∞]) > 0] ≤ P[ζ({R/q} × [δ,∞]) > 0] = 0,
since E ζ({R/q} × [δ,∞]) = δ−αLEB{R/q} = 0. On the other,
η˜
(
[0, R]× {M}) = ∞∑
k=0
(tk, ik)[0, R/q]× [δ,∞]
m∑
j=0
1{ξk(j)>0} 1{ik=M/ξk(j)}
=
m∑
j=0
∞∑
k=0
(tk, ik)[0, R/q]× {M/ξk(j)}1{0<ξk(j)≤M/δ}
≤
m∑
j=0
∞∑
k=0
(tk, ik)[0, R/q]×
{ ⋃
`: 0<ξ`(j)≤M/δ
{M/ξ`(j)}
}
.
The expectation of the j-th summand is
E ζ
(
[0, R/q]×
{ ⋃
`: 0<ξ`(j)≤M/δ
{M/ξ`(j)}
})
= EE
[
ζ
(
[0, R/q]×
{ ⋃
`: 0<ξ`(j)≤M/δ
{M/ξ`(j)}
}) ∣∣∣∣ {ξ`(j) ; ` ≥ 0}] = 0
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since
E ζ
(
[0, R/q]×
{ ⋃
`: 0<u`≤M/δ
{M/u`}
})
=
∑
`: 0<u`≤M/δ
E ζ
(
[0, R/q]× {M/u`}
)
=
∑
`: 0<u`≤M/δ
(R/q)να{M/u`} = 0,
and the {ξ`(j)} are independent of ζ. Hence, E η˜([0, R] × {M}) = 0, leading to
(3.4.6).
Finally, we remove the restriction in m on the stacks. This is accomplished by
showing that
lim
m→∞
P
[
dv(η˜, η) > γ
]
= 0 and lim
m→∞
lim sup
n→∞
P
[
dv(η˜
∗
n, ηn) > γ
]
= 0 (3.4.7)
for any γ > 0 ([77] Theorem 3.4, p. 56). Let f ∈ C+K([0,∞)× (0,∞]) with support
[0, R]× [M,∞]. Taking δ < a <∞, we can write
|η˜(f)− η(f)| =
∞∑
k=0
∞∑
j=m+1
f(qtk, ikξk(j)) ·
(
1{δ≤ik<a}+ 1{ik≥a}
)
.
Hence,
P
[|η˜(f)− η(f)| > γ] ≤ P [ ∞∑
k=0
∞∑
j=m+1
f(qtk, ikξk(j)) 1{δ≤ik<a} > γ/2
]
+ P
[ ∞∑
k=0
∞∑
j=m+1
f(qtk, ikξk(j)) 1{ik≥a} > γ/2
]
.
Writing ξ∗k(m) = supj≥m+1 ξk(j) for k ≥ 0, the first term is bounded by
P
[ ∞∑
k=0
(tk, ik)[0, R/q]× [δ, a)
∞∑
j=m+1
1{ξk(j)>Ma−1} > 0
]
≤ P [ζ ′m([0, R/q]× [δ,∞]× (Ma−1,∞)) > 0],
where
ζ ′m =
∞∑
k=0
(tk, ik, ξ∗k(m)) ∼ PRM
(
LEB× να × P
[
sup
j≥m+1
ξ(j) ∈ · ])
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in Mp([0,∞)× (0,∞]× [0,∞]), recalling that the {ξk} are iid and independent of
ζ. Therefore, P[ζ ′m([0, R/q]× [δ,∞]× (Ma−1,∞)) > 0] = 1− exp{−λ}, where
λ = LEB[0, R/q] · να[δ,∞] · P
[
sup
j≥m+1
ξ(j) > Ma−1
]
= Rq−1δ−α P
[
sup
j≥m+1
ξ(j) > Ma−1
] −→ 0
as m→∞ by (3.2.12), a consequence of Condition 3.2.1. The second is at most
P
[
ζ([0, R/q]× [a,∞]) > 0] = 1− exp{− E ζ([0, R/q]× [a,∞])}
= 1− exp{−Rq−1a−α}.
Letting a→∞ establishes the first limit in (3.4.7). For the second limit, observe
that
P
[|η˜∗n(f)− ηn(f)| > γ] = P [ ∞∑
k=0
τ˜k+1(bn)−1∑
j=m+1
f
(
Sk + j
n
,
Xkj
bn
)
1{Xk0
bn
≥δ
} > γ]
≤ P
[ 2Rn−1∑
k=0
∞∑
j=m+1
f
(
Sk + j
n
,
X
(bn)
kj
bn
)
1{Xk0
bn
≥δ
} > 0]
+ P
[ ∞∑
k=2Rn
∞∑
j=m+1
f
(
Sk + j
n
,
X
(bn)
kj
bn
)
1{Xk0
bn
≥δ
} > 0].
The first term is bounded by
P
[ 2Rn−1⋃
k=0
({
Xk0
bn
≥ δ
}
∩
∞⋃
j=m+1
{
X
(bn)
kj
bn
≥M
})]
≤ 2RnP
[
X ′0
bn
≥ δ, sup
j≥m+1
X ′j
(bn)
bn
≥M
]
,
and
lim
m→∞
lim sup
n→∞
nP
[
X ′0
bn
≥ δ, sup
j≥m+1
X ′j
(bn)
bn
≥M
]
= 0
by Condition 3.2.1. The second term is at most
P
[
S2Rn
n
≤ R
]
= P
[
S2Rn
2Rn
≤ 1/2
]
−→ 0
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as n → ∞, since Sn/n → q a.s., and q ≥ 1 by (3.3.5). This establishes (3.4.7),
completing the proof.
(b) This amounts to removing the restrictions in δ, under the additional as-
sumptions of joint regular variation (3.2.9) and Condition 3.2.2. We accomplish
this by showing that
lim
δ→0
P
[
dv(η, η
∗) > γ
]
= 0 and lim
δ→0
lim sup
n→∞
P
[
dv(ηn, η
∗
n) > γ
]
= 0 (3.4.8)
for any γ > 0. Let f ∈ C+K([0,∞)× (0,∞]) with support [0, R]× [M,∞], and note
that
|η(f)− η∗(f)| =
∞∑
k=0
τ∗k+1−1∑
j=0
f(qtk, ikξk(j)) 1{ik<δ} .
Hence, writing ξ∗k = supj≥1 ξk(j), we have
P
[|η(f)− η∗(f)| > γ] ≤ P [ ∞∑
k=0
(tk, ik)[0, R/q]× (0, δ)
∞∑
j=0
1{ikξk(j)≥M} > 0
]
≤ P [ζ ′([0, R/q]× (0, δ)× [M,∞]) > 0]
where ζ ′ =
∑∞
k=0 (tk, ik, ikξ∗k). Since the {ξk} are iid and independent of ζ, we find
that ζ ′ ∼ PRM(µ′) on Mp[0,∞)× (0,∞]× [0,∞] with
µ′(ds, dx, dy) = LEB(dx) · να(dx) · P
[
sup
j≥1
ξ(j) ∈ x−1dy]
by [77, Proposition 5.6, p. 144]. Therefore, P
[
ζ ′([0, R/q]× (0, δ)× [M,∞]) > 0] =
1− exp{−λ}, where
λ = Rq−1
∫
(0,δ)
να(dx)P
[
sup
j≥1
ξ(j) ≥Mx−1]
≤ Rq−1M−α E
[
sup
j≥1
ξ(j)α · 1{supj≥1 ξ(j)>Mδ−1}
]
by Lemma 3.2.1. Applying dominated convergence under (3.2.14) shows λ→ 0 as
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δ ↓ 0, establishing the first limit in (3.4.8). For the second limit, we have
P
[|ηn(f)− η∗n(f)| > γ] = P [ ∞∑
k=0
τ˜k+1(bn)−1∑
j=0
f
(
Sk + j
n
,
Xkj
bn
)
1{
X
(bn)
k0
bn
<δ
} > γ]
≤ P
[ 2Rn−1∑
k=0
τ˜k+1(bn)−1∑
j=0
f
(
Sk + j
n
,
Xkj
bn
)
1{
X
(bn)
k0
bn
<δ
} > 0]
+ P
[ ∞∑
k=2Rn
τ˜k+1(bn)−1∑
j=0
f
(
Sk + j
n
,
Xkj
bn
)
1{
X
(bn)
k0
bn
<δ
} > 0].
As above, the second term is at most P[S2Rn/n ≤ R] → 0 as n → ∞. The first
term is bounded by
P
[
2Rn−1⋃
k=0
({
X
(bn)
k0
bn
< δ
}
∩
τ˜k+1(bn)−1⋃
j=1
{
Xkj
bn
≥M
})]
≤ 2RnP
[
X
(bn)
0
bn
< δ, sup
j≥1
X
(bn)
j
bn
≥M
]
≤ 2RnP
[
X
(bn)
0
bn
< δ, sup
1≤j≤m0
X
(bn)
j
bn
≥M
]
+ 2RnP
[
X
(bn)
0
bn
< δ, sup
j≥m0+1
X
(bn)
j
bn
≥M
]
= An(δ) +Bn(δ),
with m0 as in Condition 3.2.2. For the first term, we have
lim
δ↓0
lim sup
n→∞
An(δ) = lim
δ↓0
2Rµ∗([0, δ]× ([0,M)m0)c) = 0
by (3.2.9). For the second, limδ↓0 lim supn→∞Bn(δ) = 0 by Condition 3.2.2. This
establishes (3.4.8).
The following lemma verifies the continuity of the map T defined in (3.4.2).
Lemma 3.4.1. The mapping T : D↑[0,∞) ×M+([0,∞) × E) → M+([0,∞) × E)
given by T (x,m) = m˜, where m˜(f) is the measure defined by
m˜(f) =
∫∫
f(x(u), v)m(du, dv), f ∈ C+K([0,∞)× E),
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is continuous at (x,m) whenever the function x = x(t) is continuous.
Proof. (a) Suppose xn → x0 in D↑[0,∞) (with respect to the Skorohod topology),
where x0 is continuous, and mn
v→ m0 in M+([0,∞)×E). Let f ∈ C+K([0,∞)×E)
with support contained in [0, R] × B. We show that m˜n(f) → m˜0(f). Write
fn(u, v) = f(xn(u), v), n ≥ 0. The fn are supported on x−1n ([0, R]) × B, and
x−1n ([0, R]) = [0, x
→
n (R)], where x
→
n is the right-continuous inverse of xn. We now
argue that the fn, n ≥ 0, have a common compact support. Indeed, we have
x→n → x→0 pointwise, so x→n (R) → x→0 (R). Thus, for large n, [0, x→n (R)] × B ⊂
[0, x→0 (R) + 1] × B; without loss of generality, m0(∂([0, x→0 (R) + 1] × B)) = 0.
Furthermore, fn → f0 uniformly: suppose (un, vn) → (u0, v0) ∈ [0,∞) × E. Then
xn(un) → x0(u0) since x0 is continuous, and so f(xn(un), vn) → f(x0(u0), v0) by
the continuity of f . Consequently, m˜n(f)→ m˜0(f) by Lemma A.0.2 (p. 132).
3.5 Conclusions and Future Directions
Studying the extremes of a stochastic process via point processes generally requires
splitting its sample path into approximately iid blocks in order to draw on results
for iid observations. For general stationary processes, this is often accomplished
by assuming a mixing condition to control long-range dependence, following the
approach of Leadbetter et al. [55]. It is then necessary to choose block sizes that
increase slowly enough to maintain approximate independence.
Although such conditions are satisfied by many commonly-studied time series
models, often a more specific dependence structure is present. For example, though
it is well-known that regenerative processes are strongly mixing, it is much more
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natural to work with the iid regenerative cycles rather than with blocks of a de-
terministic size. We have taken this view in following the direction proposed by
Rootze´n [81].
Rootze´n showed that deriving a limit for the process counting the number of
exceedances is equivalent to a regular variation-type property for the distribution of
the cycle maximum. On the other hand, if the asymptotic behaviour of the finite-
dimensional distributions is known, a limit for the process recording the heights of
the exceedances may be obtained (see, for example, Davis and Hsing [29]).
We have combined these two components in the context of a Markov chain. If
the transition kernel is in a domain of attraction, then we require only additional in-
formation about the marginal distributions to obtain a joint regular variation prop-
erty for the finite-dimensional distributions. Adding to this the (non-asymptotic)
regenerative structure leads to the convergence of the “complete” point process
recording times and heights of exceedances, where the latter are approximated
by the tail chain. Of course, by the nature of the tail chain model discussed in
Chapter 2, this approximation is only able to capture exceedances occurring in
the extremal components of the cycles. Furthermore, we have made the connec-
tion with the asymptotics of the cycle maximum, leading to an expression for the
extremal index.
Our approach is applicable in more general circumstances, where it is reasonable
to assume a regenerative structure. Basrak and Segers [8] develop the idea of a
“tail process” describing the limit measure of regularly varying finite-dimensional
distributions for general stationary processes, using it to determine the heights of
the points in a limiting point process similar to ours. This suggests that detailed
information regarding exceedance heights is available in much broader generality
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than we have assumed in this chapter, and that the techniques that we have used
could be applied to general regularly varying regenerative processes. Furthermore,
our results show that stationarity is not a crucial feature in the development. The
main ingredients are information about long-range dependence and asymptotics
of the tails of joint distributions. Stationarity provides a convenient framework
in which to control these, but the overall equality of distributions is not strictly
necessary. Moreover, for the sake of clarity, we have worked with Markov chains
that are positive recurrent. In general, Harris recurrent chains that do not possess
an explicit atom display a 1-dependent regenerative structure, in which adjacent
cycles are not necessarily independent. A natural extension of our results would
be to consider point process limits in this case.
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CHAPTER 4
CONDITIONAL EXTREME VALUE MODELING
4.1 Overview
The classical approach to extreme value modelling for multivariate data is to as-
sume that the joint distribution belongs to a multivariate domain of attraction. In
particular, this requires that each marginal distribution be individually attracted
to a univariate extreme value distribution. The domain of attraction condition
may be phrased conveniently in terms of regular variation of the joint distribution
on an appropriate cone; see Das and Resnick [25, Proposition 4.1].
A more flexible model for data realizations of a random vector was proposed
by Heffernan and Tawn [45], under which not all the components are required
to belong to an extremal domain of attraction. Such a model accomodates vary-
ing degrees of asymptotic dependence between pairs of components. Instead of
starting from the joint distribution, Heffernan and Tawn assumed the existence of
an asymptotic approximation to the conditional distribution of the random vector
given one of the components, as that component becomes extreme. Combined with
the knowledge that the conditioning component belongs to a univariate domain of
attraction, this leads to an approximation for the joint distribution, given that one
component is extreme (e.g., exceeds some high threshold). However, the focus on
conditional distributions presents some technical difficulties regarding the choice
of version.
This approach was subsequently formalized as the Conditional Extreme Value
Model (CEVM) by Heffernan and Resnick [44] and Das and Resnick [25, 26] in
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terms of regular variation of the joint distributions, but taking place on a smaller
cone than the one employed in multivariate extreme value theory. This is related
to the concept of hidden regular variation; see Resnick [78].
We return to the formulation of Heffernan and Tawn [45] in terms of conditional
distributions, placing it in a more formal context by drawing upon the theory for
transition kernels in a domain of attraction developed in Chapter 2. In particular,
we assume that the dependence between a pair of random variables (X, Y ) is
specified by a transition kernel K; this is appropriate, for example, in cases where
one variable can be modeled as an explicit function of the other. In order to better
fit in with the study of extremes of a random vector, we extend the kernel domain
of attraction condition (2.2.5) to accomodate general linear normalization in both
the initial state and the distribution of the next state. We examine conditions
under which this extends to a CEVM, when combined with a marginal domain of
attraction assumption, and we derive explicit formulas for the CEV limit measure
in different cases. Also, through a number of revealing examples, we explore the
properties of the normalization functions, and technicalities surrounding the choice
of version of the conditional distribution and the limit distribution G appearing in
(2.2.5).
4.2 Background
We begin by presenting some necessary background material. First, we review the
basics of extended regular variation, which features prominently in the formulation
of the CEVM, as well as some concepts of univariate extreme value theory. We
then introduce the Conditional Extreme Value Model formally and discuss its basic
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properties.
4.2.1 Technical Preliminaries: Extended Regular Varia-
tion
Regular variation plays an important role in the mathematical description of ex-
treme value theory. It is discussed in Section 1.2.2 (p. 6).
Treatment of the CEVM also require the concept of extended regular variation.
See de Haan and Ferreira [33, Appendix B.2] for more information. We will say
that the pair of functions a : (0,∞) → (0,∞) and f : (0,∞) → R are extended
regularly varying (ERV) with parameters ρ, k ∈ R if
a(tx)
a(t)
−→ xρ and f(tx)− f(t)
a(t)
−→ ψ(x), x > 0, (4.2.1)
as t→∞, where
ψ(x) =

kρ−1(xρ − 1) ρ 6= 0
k log x ρ = 0
. (4.2.2)
We will write this as a, f ∈ ERVρ,k. Thus, a ∈ RVρ. A useful identity is
ψ(x−1) = −x−ρψ(x). (4.2.3)
Note that this differs slightly from the usual definition of extended regular varia-
tion, which assumes k = 1. If φ(x) := limt→∞(f(tx)− f(t))/a(t) exists for x > 0,
then a is necessarily regularly varying, and φ ≡ ψ, the function given in (4.2.2).
Also, the convergences in (4.2.1) are locally uniform, implying that
a(txt)
a(t)
−→ xρ and f(txt)− f(t)
a(t)
−→ ψ(x) whenever xt → x > 0.
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Furthermore, if k 6= 0 we obtain the following properties depending on the
value of ρ. Recall the sign function sgn(u) = u/|u|1{u6=0}.
• If ρ > 0, then f · sgn(k) ∈ RVρ, and f(t)/a(t)→ k/ρ.
• If ρ < 0, then f(∞) = limt→∞ f(t) exists finite, (f(∞)−f) · sgn(k) ∈ RV−|ρ|,
and (f(∞)− f(t))/a(t)→ k/|ρ|.
• If ρ = 0, i.e., a is slowly varying, then f ∈ Π(a) (see [33, Appendix B.2]).
Suppose k > 0. Then f(∞) ≤ ∞ exists. If f(∞) = ∞, then f ∈
RV0 and f(t)/a(t) → ∞. If f(∞) < ∞, then f(∞) − f ∈ RV0, and
(f(∞)− f(t))/a(t)→∞. If k < 0, then −f has these properties.
4.2.2 Technical Preliminaries: Domains of Attraction
For γ ∈ R, define Eγ = {x ∈ R : 1 + γx > 0}. Observe that
Eγ =

(−γ−1,∞) γ > 0
(−∞,∞) γ = 0
(−∞, |γ|−1) γ < 0
. (4.2.4)
The distribution FY of a random variable Y is in the domain of attraction of an
extreme value distribution Gγ for some γ ∈ R, written F ∈ D(Gγ), if there exist
functions a(t) > 0 and b(t) ∈ R such that
F t
(
a(t)y + b(t)
) −→ Gγ([−∞, y])
weakly as t → ∞, where Gγ([−∞, y]) = exp{−(1 + γy)−1/γ} for y ∈ Eγ. See
de Haan and Ferreira [33] or Resnick [76] for details. This can be reformulated in
terms of the tail of the distribution F as
tP
[
Y − b(t)
a(t)
> y
]
−→ (1 + γy)−1/γ, y ∈ Eγ. (4.2.5)
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If γ = 0, we interpret the limit as e−y.
It is well-known (for example, see [33, Theorem 1.1.6, p. 10]) that if (4.2.5)
holds for some functions a and b, then it holds for
b(t) =
(
1
1− FY
)←
(t) = F←Y
(
1− t−1), (4.2.6)
where g← denotes the left-continuous inverse of a nondecreasing function g. Hence,
by inversion, (4.2.5) implies that
b(tx)− b(t)
a(t)
→ x
γ − 1
γ
1{γ 6=0}+ log x1{γ=0}, (4.2.7)
i.e., a, b ∈ ERVγ,1. Furthermore, if functions a˜ > 0 and b˜ ∈ R on (0,∞) are
asymptotically equivalent to a, b, i.e., they satisfy
a˜(t)
a(t)
−→ 1 and b˜(t)− b(t)
a(t)
−→ 0 as t→∞,
then (4.2.5) and (4.2.7) hold with a, b replaced by a˜, b˜. It follows that (4.2.5) is
equivalent to tP[b←(Y ) > ty] → y−1 for y > 0, i.e., 1 − Fb←(Y ) ∈ RV−1. This
is known as standardization (see [76, Chapter 5]). We will say that Y is in the
standardized domain of attraction, and write F ∈ D(G∗1), if
tP[Y > ty] −→ y−1, y > 0.
4.2.3 The Conditional Extreme Value Model
Denote by Eγ the closure on the right of the interval Eγ. A bivariate random
vector (X, Y ) on R2 follows a Conditional Extreme Value Model (CEVM) if there
exist a non-null Radon measure µ on [−∞,∞]× Eγ, and functions a(t), α(t) > 0,
b(t), β(t) ∈ R, such that, as t→∞,
tP
[(
X − β(t)
α(t)
,
Y − b(t)
a(t)
)
∈ ·
]
v−→ µ(·) in M+([−∞,∞]× Eγ), (4.2.8)
95
where µ satisfies the conditional non-degeneracy conditions: for each y ∈ Eγ,
µ([−∞, x]× (y,∞]) is not a degenerate distribution in x;
µ([−∞, x]× (y,∞]) <∞.
(4.2.9)
It is convenient to choose the normalization such that
H(x) := µ([−∞, x]× (0,∞]) is a probability distribution on [−∞,∞]. (4.2.10)
See Heffernan and Resnick [44] and Das and Resnick [25] for details.
By applying the joint convergence (4.2.8) to rectangles [−∞,∞] × (y,∞], we
see that the distribution of Y is necessarily attracted to Gγ for some γ. Also,
an important property is that the functions α, β are ERV for some ρ, k ∈ R
[44, Proposition 1]. The limit measure µ in (4.2.8) is a product measure if and
only if (ρ, k) = (0, 0) [44, Proposition 2].
The finiteness condition µ([−∞, x]× (y,∞]) <∞ in (4.2.9) has been included
in the conditional non-degeneracy conditions as defined in [25, 44]. However, it is
redundant, since (4.2.8) implies that
µ([−∞, x]× (y,∞]) ≤ µ([−∞,∞]× (y,∞]) = (1 + γy)−1/γ <∞
for y ∈ Eγ. On the other hand, the development in [25, 44] employs convergence of
types arguments which implicitly require there to be no mass on the lines through
{∞}. Because Y ∈ D(Gγ), that µ([−∞, x] × {∞}) = 0 follows directly from
(4.2.8). However, we require also that µ({∞} × (y,∞]) = 0, and this is not
necessarily implied by (4.2.8). Indeed, Example 4.3.6 presents a case where (4.2.8)
holds for two distinct normalizations (which are not asymptotically equivalent),
each yielding a different limit measure which satisfies (4.2.9). One of the limit
measures has µ({∞} × (y,∞]) > 0.
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We therefore propose to rephrase the conditional non-degeneracy conditions for
the CEVM as
µ([−∞, x]× (y,∞]) is not a degenerate distribution in x;
µ({∞} × (y,∞]) = 0.
(4.2.11)
From the discussion above, it is clear that previous results will remain unchanged
after replacing (4.2.9) with (4.2.11). Henceforth, we will say that (X, Y ) follows a
CEVM if (4.2.8) and (4.2.11) are satisfied.
4.3 Standard Case
Let (X, Y ) be a random vector on R2, with dependence specified by a transition
kernel K:
P[X ∈ · ∣∣Y = y] = K(y , ·) y ∈ R.
Roughly speaking, if Y is in an extremal domain of attraction, and K belongs
to the domain of attraction of a probability distribution G, then (X, Y ) follows a
CEVM.
It is instructive to consider the standard case first. This means that (X, Y ) ∈
[0,∞)2, and FY ∈ D(G∗1), which we formulate as
tFY (t ·) v−→ ν1(·) in M+(0,∞] as t→∞, (4.3.1)
together with K ∈ D(G) as defined in (2.2.5), i.e.,
K(t , t[0, x])⇒ G([0, x]) on [0,∞]. (4.3.2)
Here ⇒ denotes weak convergence, i.e., convergence at points of continuity of the
limit. Henceforth, we write ξ ∼ G, so that G(·) = P[ξ ∈ ·].
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4.3.1 Standard CEVM Properties
Under these conditions, (X, Y ) follow a CEVM provided G 6= 0, i.e., unit mass at
{0}.
Theorem 4.3.1. Suppose that the joint distribution of the random vector (X, Y )
on [0,∞)2 satisfies (4.3.1) and (4.3.2), where G is a probability distribution on
[0,∞). Then
tP
[
(X, Y ) ∈ t · ] v−→ µ(·) in M+([0,∞]× (0,∞]), (4.3.3)
with limit measure µ given by
µ([0, x]× (y,∞]) =
∫
(y,∞]
ν1(du)P[ξ ≤ xu−1], x, y > 0. (4.3.4)
Furthermore, µ satisfies the conditional non-degeneracy conditions (4.2.11) pro-
vided G 6= 0.
Proof. The convergence (4.3.3) is an application of Proposition 3.2.1 (a) (p. 48),
with α = 1 and m = 1, and with Y playing the role of X0. From (4.3.5) below, we
see that µ ([0, x]× (y,∞]) is continuous in x, and not constant provided G 6= 0.
Also, since µ((x,∞]×(y,∞]) = ∫
(y,∞] ν1(du)P[ξ > xu
−1], that µ({∞}×(y,∞]) = 0
follows from the fact that G({∞}) = 0. Therefore, µ satisfies (4.2.11).
We now investigate the properties of the limit measure µ. By changing vari-
ables, µ can be expressed alternatively as
µ([0, x]× (y,∞]) = 1
x
∫ x/y
0
duP[ξ ≤ u] (4.3.5)
= y−1 P[ξ ≤ x/y]− x−1 E ξ 1{ξ≤x/y},
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showing that µ is necessarily continuous in x and y. In fact, if G has a density,
then so does µ. Note that the continuity in (4.3.5) holds even if G is degenerate,
i.e., G = c for some c > 0; see Example 4.3.4 (p. 102). Non-degeneracy of G will
only become relevant in the non-standard case. Moreover, µ cannot be a product
measure [25, Lemma 3.1]. From (4.3.5) we also observe that the y-axis is assigned
mass proportional to G({0}), as µ({0} × (y,∞]) = y−1G({0}), and the mass over
vertical slices of space depends on E ξ, since µ((x,∞]× (0,∞]) = x−1 E ξ ≤ ∞. In
terms of conditional distributions, (4.3.3) implies
P[X ≤ tx ∣∣Y > t]⇒ H(x) := µ([0, x]× (1,∞]) = 1
x
∫ x
0
P[ξ ≤ u]du.
The convergence (4.3.3) extends to standard regular variation on the larger
cone [0,∞]2\{0}, i.e., (X, Y ) are in a bivariate domain of attraction, if and only
if FX ∈ D(G∗1) as well [25, Proposition 4.1]. In this case,
tP
[
t−1(X, Y ) ∈ [0, (x, y)]c] −→ 1
x
(
1 +
∫ x/y
0
P[ξ ≤ u]du
)
, (4.3.6)
implying that E ξ ≤ 1, and the x-axis receives mass according to µ((x,∞]×{0}) =
x−1(1− E ξ).
If G = 0, then the convergence (4.3.3) will still take place, with limit measure
given by µ([0, x]× (y,∞]) = y−1. However, conditional non-degeneracy fails, since
all the mass lies on the y-axis, so (X, Y ) do not follow a standard CEVM. This is
in fact a manifestation of asymptotic independence. Indeed,
P[X > tx
∣∣Y > t]→ 0
for any x, so, given that Y is extreme (exceeding the threshold u(t) = t), it is very
unlikely to observe X to be similarly extreme. If the joint distribution of (X, Y )
is regularly varying on the larger cone [0,∞]2\{0}, then
tP
[
t−1(X, Y ) ∈ [0, (x, y)]c] −→ x−1 + y−1,
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which means that X and Y are asymptotically independent in the usual sense
[44, Section 5]. In this case, (X, Y ) do not follow a standard CEVM because
of degeneracy, although a CEVM may hold if X is normalized differently, as in
Section 4.4.
This suggests viewing the parameter G({0}) as quantifying the “degree” of
asymptotic dependence from Y to X. For example, given Y , we could write X as
a mixture
X = WX0 + (1−W )X1, (4.3.7)
where X0 and Y are asymptotically independent, X1 and Y are asymptotically
dependent, and W ∼ Bernoulli(G({0})). This relates the canonical form of the
update function representation of K (see Section 2.2.3, p. 15). Asymptotic depen-
dence in the reverse direction, given large X, would then be quantified by 1− E ξ
if appropriate. The latter phenomenon is hinted at by Segers [84] in his definition
of the “back-and-forth tail chain” to approximate stationary Markov chains .
4.3.2 Examples
We now present some examples illuminating properties of the CEVM based on the
conditional assumption (4.3.2).
First we show that we can construct a CEVM given any particular choice of G
in the conditional assumption (4.3.2). This is similar to [25, Example 8].
Example 4.3.1. Take G to be any probability distribution on [0,∞) (excluding
G = 0). Let Y ∼ Pareto(1) on [1,∞), ξ ∼ G, independent of Y , and put X = ξY .
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A version of the conditional distribution is given by
K(y , ·) = P[X ∈ · ∣∣Y = y] = P[ξY ∈ · ∣∣Y = y] = G(y−1·).
Thus, K is the tail kernel associated with G in the sense of Section 2.2.1, and
K(t , t[0, x]) = G([0, x]). Consequently, (X, Y ) follows a standard CEVM with
limit measure as in (4.3.4). In fact, for x, y > 0, we have
P[X ≤ x, Y > y] =
∫
(y,∞]
K(u , [0, x])P [Y ∈ du]
=
∫ ∞
y∨1
P[ξ ≤ xu−1]u−2du = 1
x
∫ x∧x
y
0
P[ξ ≤ u]du.
Furthermore, (X, Y ) belong to a standard bivariate domain of attraction (4.3.6)
iff FX ∈ D(G∗1) as well. The marginal distribution of X is given by
FX([0, x]) =
1
x
∫ x
0
P[ξ ≤ u]du = H(x),
which has density fX(x) = x
−1{G([0, x])−H([0, x])} for x ≥ 0. Since
lim
t→∞
tP[X > tx] = lim
t→∞
1
x
∫ tx
0
P[ξ > u]du = x−1 E ξ (≤ ∞),
(X, Y ) belongs to the standard domain of attraction iff E ξ = 1.
Using the recipe outlined in Example 4.3.1, we explore the CEVM in a variety
of special cases.
Example 4.3.2. If we choose ξ ∼ Exp(λ), we have X = λ−1Y E, where E ∼
Exp(1). The limit measure is given by
µ([0, x]× (y,∞]) = 1
x
∫ x/y
0
(1− e−λu)du = 1
y
− 1
λx
+
e−λx/y
λx
.
Thus, the marginal distribution of X is given by FX(x) = 1 − (λx)−1(1 − e−λx)
with density f(x) = λ−1x−2(1− e−λx)−x−1e−λx, and FX satisfies (4.3.1) iff λ = 1.
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Next, we consider the case where ξ is heavy-tailed.
Example 4.3.3. For α > 0 let ξ ∼ Pareto(α), i.e., G(x) = 1−x−α for x ≥ 1. The
limit measure assigns no mass to {(x, y) : 0 ≤ x ≤ y}, and for x > y > 0,
µ([0, x]× (y,∞]) =

1
y
−
(
α
α− 1
)
1
x
+
yα−1
xα(α− 1) α > 1
1
y
− 1
x
− log x
x
+
log y
x
α = 1
1
y
+
(
2− α
1− α
)
1
x
+
1
xαy1−α(1− α) α < 1
.
In particular, E ξ = ∞ when α ≤ 1, and we see that µ((x,∞] × (y,∞]) =
y−1 − µ([0, x]× (y,∞])→∞ as y ↓ 0.
It is also possible that G be discrete, although the CEVM limit measure µ
remains continuous.
Example 4.3.4. Suppose ξ has discrete distribution P[ξ = k] = ak, k = 0, 1, . . . .
In this case, the limit measure is given by
µ([0, x]× (y,∞]) = 1
x
∫ x/y
0
( [u]∑
k=0
ak
)
du =
[x/y]∑
k=0
ak(y
−1 − kx−1),
which is continuous in x and y, and FX(x) =
∑[x]
k=0 ak(1− kx−1). In particular, if
P[ξ = c] = 1 for some c > 0, we obtain
µ([0, x]× (y,∞]) = (y−1 − cx−1) 1{x>cy>0} .
Hence, the conditional non-degeneracy conditions (4.2.9) are satisfied: the limit
measure is not degenerate in x, even though G is degenerate.
The final example illustrates how asymptotic indepedence between X and Y is
reflected in the limit distribution G.
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Example 4.3.5. Consider Y ∼ Pareto(1), and Z independent of Y such that
P[Z <∞] = 1. Take
X = Y ∨ Z = Y 1{Y≥Z}+Z 1{Z>Y } .
Given that Y is extreme, it is very unlikely that Z is as extreme as Y , since they
are independent. We have
K(y , [0, x]) = P[Y ≤ x, Z ≤ x |Y = y] = P[Z ≤ x] 1{x≥y},
and so
K(t , t[0, x]) = P[Z ≤ tx] 1{x≥1} −→ 1([0, x]) = 1{x≥1} = G([0, x]).
In other words, when Y is large, X ≈ Y . As in the previous example, the limit
measure is
µ([0, x]× (y,∞]) = (y−1 − x−1) 1{x>y>0} .
On the other hand, consider X ′ = Y ∧Z = Y 1{Y <Z}+Z 1{Z≤Y }. When Y is large,
we should have X ′ ≈ Z, so X ′ is asymptotically independent of Y . Indeed, in this
case,
K(y , (x,∞]) = P[Y > x, Z > x |Y = y] = P[Z > x] 1{y>x},
from which
K(t , t(x,∞]) = P[Z > tx] 1{x<1} −→ 0
for x > 0. Therefore, G = 0, and the conditional non-degeneracy conditions do
not hold.
4.3.3 Counter-Examples
We now investigate the converse to Theorem 4.3.1. As expected, if (X, Y ) follows a
non-degenerate CEVM as in (4.3.3), and K is a specific version of the conditional
103
distribution P[X ∈ · |Y = y], it does not necessarily follow that there exists a
distribution G such that (4.3.2) holds.
We interpret the claim that (4.3.2) fails in two ways. On the one hand,
there may exist a probability distribution G on [0,∞] satisfying (4.3.2) with
G({∞}) > 0. On the other hand, it may be possible to obtain two distinct limit
distributions down different subsequences {tn} and {t′n}.
First, we consider a case where G({∞}) > 0. This example clarifies the dif-
ference between (4.2.9) and (4.2.11), emphasizing the importance of the condition
µ({∞} × (y,∞]) = 0.
Example 4.3.6. As usual, take Y ∼ Pareto(1) and suppose that
X = WY + (1−W )Y 2,
where W ∼ Bernoulli(p) independent of Y . Then
K(y , ·) = P[X ∈ · |Y = y] = py + (1− p)y2 ,
so
K(t , t ·) = p1 + (1− p)t ⇒ p1 + (1− p)∞ = G on [0,∞].
Indeed, for 0 ≤ x <∞,
K(t , t[0, x]) = p1([0, x]) + (1− p)t([0, x]) −→ p1([0, x])
and
K(t , t(x,∞]) −→ p1((x,∞]) + 1− p,
showing that G({∞}) = 1− p.
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On the other hand, for x, y > 0,
P[X ≤ x, Y > y] = pP[Y ≤ x, Y > y] + (1− p)P[Y 2 ≤ x, Y > y]
= p
[
1
(y ∨ 1) −
1
x
]
1{x≥(y∨1)}+(1− p)
[
1
(y ∨ 1) −
1√
x
]
1{x≥(y∨1)2},
so for t sufficiently large,
tP[X ≤ tx, Y > ty] = p
[
1
y
− 1
x
]
1{x≥y}+(1− p)
[
1
y
−
√
t√
x
]
1{√x/√t≥y}
−→ p
[
1
y
− 1
x
]
1{x≥y} = µ([0, x]× (y,∞]). (4.3.8)
The limit clearly satisfies the non-degeneracy conditions (4.2.9). However, µ as-
signs positive mass to sets {∞} × (y,∞]:
µ((x,∞]× (y,∞]) = y−1 − µ([0, x]× (y,∞]) = 1
y
1{x<y}+
[
1− p
y
+
p
x
]
1{x≥y},
showing that µ({∞}× (y,∞]) = (1−p)y−1. Therefore, µ does not satisfy (4.2.11).
In this case, under a different choice of normalization, it is possible to obtain a
proper limit G. Indeed, note that
K(t , t2·) = pt−1 + (1− p)1 ⇒ p0 + (1− p)1 ∼ Bernoulli(1− p),
and hence,
tP[X ≤ t2x, Y > t · y] =p(y−1 − (tx)−1) 1{x≥y/t}+(1− p)(y−1 − x−1/2) 1{x≥y}
−→ py−1 + (1− p)(y−1 − x−1/2) 1{x≥y} .
This limit does satisfy (4.2.11).
Therefore, without the additional condition of (4.2.11), it is possible to obtain
different CEV limits under different normalizations. However, from the form of
the limit in (4.3.4), it is clear that µ({∞} × (y,∞]) = G({∞})y−1. Thus, the
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exclusion of defective distributions in Theorem 4.3.1 is enough to avoid cases like
the previous one.
Another subtlety highlighted in Example 4.3.6 is the idea that the degree of
“extremeness” depends on our choice of normalization. In the first case, the mass
settling at {∞} for G leads to mass on the line {∞} × (0,∞] for the CEV limit
measure. This is due to the fact that a portion of the mass of the normalized joint
distribution is pushed towards the x-axis as t → ∞ in (4.3.8). This reflects the
possibility that X can be asymptotically of higher order that Y (when W = 0),
so Y would be considered “non-extreme” from the point of view of such X. On
the other hand, normalizing X by α(t) = t2, X is asymptotically either of the
same order as Y or of lower order (when W = 1), which is captured by the mass
G assigns to {0}. The condition µ({∞} × (y,∞]) = 0 requires that X be of
asymptotic order no larger than Y .
We now present a case where the normalized kernel K does not have a unique
limit.
Example 4.3.7. Suppose Y ∼ Pareto(1), and define X by
X = WY + (1−W )2Y 1{Y ∈[0,∞)\N}
where W ∼ Bernoulli(p) independent of Y . In other words, given Y = y, X takes
the value y or 2y according to a coin flip, unless y is an integer, in which case X
will be either y or 0.
Observe that (X, Y ) follows a conditional model. Since P[Y ∈ N] = 0, we have
P[X ≤ x, Y > y] = P[X ≤ x, Y > y, Y ∈ [0,∞)\N]
= pP(Y ≤ x, Y > y) + (1− p)P(2Y ≤ x, Y > y)
= p(y−1 − x−1) 1{x≥y}+(1− p)(y−1 − 2x−1) 1{x≥2y},
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and tP[X ≤ tx, Y > ty] = P[X ≤ x, Y > y], which satisfies (4.2.9) and (4.2.10).
However, the conditional distribution of X given Y is
K(y , ·) =

py + (1− p)0 y ∈ N
py + (1− p)2y y ∈ [0,∞)\N
,
so
K(t , t ·) =

p1 + (1− p)0 t ∈ N
p1 + (1− p)2 t ∈ [0,∞)\N
.
K(t, t ·) clearly does not converge, since we obtain different limits along the se-
quences tn = n and t
′
n = n/2.
Example 4.3.7 draws attention to a technical difficulty that arises when con-
sidering conditional distributions P[X ∈ · |Y = y]. These are only specified up to
sets of P[Y ∈ · ]-measure zero. Hence, if Y is absolutely continuous, we can alter
the conditional probability for a countable number of y without affecting the joint
distribution.
Because the CEVM is formulated in terms of the joint distribution, it holds or
fails to hold regardless of the version of conditional distribution we adopt. However,
the convergence of the kernel as in (4.3.2) does depend on the version chosen. This
is a mathematical weakness in the limit theory based on conditional distributions
proposed by Heffernan and Tawn [45]. Nevertheless, in many common situations,
the joint distribution of (X, Y ) is described in terms of a natural choice of smooth
version K, in which (4.3.2) may be used as a criterion to check whether a CEVM is
appropriate. For example, X may arise as an explicit function of Y , in which case
the representation (2.2.9) can be used. Also, if (X, Y ) has a continuous density,
then a natural choice of K is the one which is continuous in y, for which behaviour
as in Example 4.3.7 is not possible.
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4.4 General Normalization for X
Part of the usefulness of the CEVM stems from its ability to normalize X and
Y differently, as in (4.2.8). However, the assumption K ∈ D(G), phrased as in
(4.3.2), imposes the same normalization for both. We now extend this condition to
incorporate general linear normalizations of X, continuing to assume FY ∈ D(G∗1)
(4.3.1).
We will assume the following generalization of (4.3.2): there exists a non-
degenerate probability distribution G on [−∞,∞) and normalization functions
α > 0, β ∈ R, such that
K
(
t , [−∞, α(t)x+ β(t)])⇒ G([−∞, x]) on [−∞,∞]. (4.4.1)
4.4.1 CEVM Properties
Consider the decomposition
tP
[
X − β(t)
α(t)
≤ x, Y > ty
]
=
∫
(y,∞]
tP[Y ∈ tdu]K(tu , [−∞, α(t)x+ β(t)]).
By Lemma A.0.2, this will converge provided K
(
tu(t) , [−∞, α(t)x + β(t)]) →
ϕx(u) whenever u(t) → u > 0. To understand the conditions under which (4.4.1)
extends to this form, we follow a development similar to Section 2.2.1.
Given ρ, k ∈ R, define the generalized tail kernel associated with a distribution
G on [−∞,∞] as the transition function κG : (0,∞) × B[−∞,∞] → [0, 1] given
by
κG(y , A) = G
(
y−ρ[A− ψ(y)]), (4.4.2)
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where ψ is the function given in (4.2.2) (p. 93). Note that κG describes transitions
between two different spaces. It is easy to see that ψ satisfies ψ(uy) = uρψ(y) +
ψ(u), implying that a kernel κ has the form (4.4.2) iff
κ(uy , A) = κ
(
y , u−ρ[A− ψ(u)]).
Proposition 4.4.1. Let K : (0,∞) × B[−∞,∞] → [0, 1] be a transition func-
tion satisfying (4.4.1), where G is non-degenerate. There exists a family of non-
degenerate distributions {Gu : 0 < u <∞} on [−∞,∞] such that
K
(
tu , [−∞, α(t)x+ β(t)])⇒ Gu([−∞, x]) on [−∞,∞], 0 < u <∞, (4.4.3)
as t→∞ if and only if α, β ∈ ERVρ,k as in (4.2.1) (p. 93). In this case, G1 = G,
and
K
(
tut , [−∞, α(t)x+ β(t)]
)⇒ κG(u , [−∞, x]) on [−∞,∞] (4.4.4)
whenever ut = u(t) → u ∈ (0,∞), i.e., the limit is a transition function of the
form (4.4.2), where ρ, k are the ERV parameters of α, β.
Proof. Assume first that α, β ∈ ERVρ,k. Then for u > 0,
K
(
tu , [−∞, α(t)x+ β(t)]) = K(tu , α(tu){h−1t (· ;u)[−∞, x]}+ β(tu)),
where
ht(y;u) =
α(tu)
α(t)
y +
β(tu)− β(t)
α(t)
.
By (4.2.1), ht(yt;u) → h(y;u) = uρy + ψ(u) whenever yt → y ∈ R. Therefore,
applying the second continuous mapping theorem (Lemma A.0.1, p. 132) to the
weak convergence (4.4.1), we have
K
(
tu , [−∞, α(t)x+ β(t)])⇒ (G ◦ h−1(· ;u))([−∞, x]).
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Hence, (4.4.3) holds with Gu = κG(u, ·), and so G1 = G. Furthermore, we have
ht(xt;ut)→ h(x;u) whenever ut → u > 0, establishing (4.4.4).
For the converse, we employ convergence of types. Denote by Ht the dis-
tribution K(t, ·). Then, on the one hand, we have Ht([−∞, α(t)x + β(t)]) ⇒
G1([−∞, x]). On the other hand, fixing c > 0, we have
Ht(α(tc)x+ β(tc)) = K
(
(tc)c−1 , [−∞, α(tc)x+ β(tc)])⇒ Gc−1([−∞, x]).
Convergence of types yields that α, β ∈ ERVρ,k, and
Gc−1([−∞, x]) = G1([−∞, cρx+ ψ(c)]),
with ψ as in (4.2.2). Using the identity (4.2.3) (p. 93), we find that Gu has the
form (4.4.2), with G = G1.
A consequence of Proposition 4.4.1 is that, in order to obtain a CEVM using
(4.4.1), a necessary and sufficient condition is that α, β are ERV. Requiring G to
be non-degenerate is necessary in order to apply convergence of types. For now,
we continue to assume that Y is in the standardized domain of attraction.
Theorem 4.4.1. Suppose (X, Y ) is a random vector on R × [0,∞) with FY ∈
D(G∗1) (4.3.1), and K(y, ·) = P[X ∈ · |Y = y] converges according to (4.4.1) for
some normalizing functions α > 0 and β ∈ R and non-degenerate limit distribution
G on [−∞,∞). Then, as t→∞,
tP
[(
X − β(t)
α(t)
,
Y
t
)
∈ ·
]
v−→ µ(·) in M+([−∞,∞]× (0,∞]) (4.4.5)
where µ is a non-null Radon measure satisfying the conditional non-degeneracy
conditions (4.2.11), if and only if α, β ∈ ERVρ,k. In this case, the limit measure µ
is specified by
µ ([−∞, x]× (y,∞]) =
∫
(y,∞]
ν1(du)P
[
ξ ≤ u−ρ(x− ψ(u))], x ∈ R, y > 0,
(4.4.6)
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with ψ as in (4.2.2) (p. 93) and ξ ∼ G. The expression (4.4.6) is continuous in x
and y if (ρ, k) 6= (0, 0), or if G is continuous.
Proof. The convergence (4.4.5) to a limit µ satisfying (4.2.11) implies α, β ∈ ERV
[44, Proposition 1]. Conversely, if α, β ∈ ERVρ,k, then the convergence (4.4.5)
follows from Lemma A.0.4 (p. 133) in light of (4.4.4), yielding the limit in (4.4.6).
We check that µ([−∞, x] × (y,∞]) is continuous when (ρ, k) 6= (0, 0). Indeed,
applying dominated convergence, if xn → x, then
P[ξ ≤ u−ρ(xn − ψ(u))]→ P[ξ ≤ u−ρ(x− ψ(u))]
for all except a countable number of u corresponding to discontinuities of the
distribution function. Continuity in y is clear. Also, if (ρ, k) = (0, 0), then
µ([−∞, x]× (y,∞]) = y−1G([−∞, x]), which is continuous if G is. In either case,
µ([−∞, x] × (y,∞]) is non-degenerate in x because G is non-degenerate. Finally,
µ({∞} × (y,∞]) = y−1G({∞}) = 0. Therefore, µ satisfies (4.2.11).
The limit measure is
µ([−∞, x]× (y,∞]) =
∫ y−1
0
duP
[
ξ ≤ uρx+ ψ(u)], (4.4.7)
where
uρx+ ψ(u) =

uρ(x+ kρ−1)− kρ−1 ρ 6= 0
x+ k log u ρ = 0
.
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Changing variables, we obtain the following expressions for µ according to (ρ, k):
µ([−∞, x]× (y,∞]) = (4.4.8)
1
ρ|x+ kρ−1|1/ρ
∫ |x+kρ−1|y−ρ
0
u(1−ρ)/ρ P
[
ξ ≤ u sgn(x+ kρ−1)− kρ−1]du ρ 6= 0
1
|k|ex/k
∫ x sgn(k)−|k| log y
−∞
eu/|k| P
[
ξ ≤ u sgn(k)]du ρ = 0, k 6= 0
y−1 P[ξ ≤ x] ρ = 0, k = 0
.
Here sgn(v) = v/|v|1{v 6=0}, and we read the measure as y−1 P[ξ ≤ −kρ−1] when
x = −kρ−1 for the case ρ 6= 0. Continuity in x and y when (ρ, k) 6= (0, 0) is
apparent from the above expressions.
We now demonstrate a case where K satisfies (4.4.1), but (4.4.5) fails because
α, β are not ERV.
Example 4.4.1. Consider Y ∼ Pareto(1), and U ∼ Uniform(0, 1), independent of
Y . Put X = UeY . Then
K(y , [0, x]) = P[X ≤ x |Y = y] = P[U ≤ xe−y] = xe−y ∧ 1.
In this case, polynomial scaling is not strong enough to give an informative limit,
since
K(t , tρ[0, x]) = xρtρe−t ∧ 1→ 0.
The appropriate normalization would be exponential α(t) = et:
K(t , α(t)[0, x]) = xete−t ∧ 1→ x ∧ 1 = G([0, x]).
In fact, by the convergence to types theorem, this the only normalization yielding
a non-degenerate limit, up to asymptotic equivalence. However, since α is not
regularly varying, Theorem 4.4.1 shows that (X, Y ) cannot follow a CEVM. Indeed,
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consider
tP[X ≤ α(t)x, Y > ty] =
∫
(y,∞]
ν1(du)K(tu , [0, e
tx])
=
∫
((y∨1),∞]
ν1(du){xe−t(u−1) ∧ 1}+ 1{y<1}
∫
(y,1]
ν1(du){xe−t(u−1) ∧ 1}.
The first integral in the previous sum is bounded by xy−1e−t(y−1) → 0. If y ≤ 1,
the second integral approaches ν1(y, 1] = y
−1−1. Therefore, the limit is degenerate
in x, violating conditional non-degeneracy (4.2.11).
In fact, we find that no choice of ERV normalization will lead to a CEVM.
Indeed, suppose α˜, β˜ are ERV. Then
tP[X ≤ α˜(t)x+ β˜(t), Y > ty] =
∫
(y,∞]
ν1(du)K
(
tu , [0, α˜(t)x+ β˜(t)]
)
=
∫
(y,∞]
ν1(du)
{
e−tu(α˜(t)x+ β˜(t)) ∧ 1} −→ 0
(see Section 4.2.1 (p. 93) for a summary of the asymptotic properties of ERV
functions).
4.4.2 Standardization of X
Das and Resnick [25, Section 3.2] show that in certain cases, it is possible to
standardize the X variable. Denote by x∗ and x∗ the upper and lower endpoints
of the distribution of X respectively, i.e.,
x∗ = sup{x : FX(x) < 1} and x∗ = inf{x : FX(x) > 0}.
We will call f : (0,∞)→ (x∗, x∗) a standardization function if f is monotone and
limx→∞ f(x) ∈ {x∗, x∗}. Following [25, Section 3], we will restrict attention to
standardization by such functions. However, we have inverted the definition given
in [25], in the sense that we will be using f← to standardize rather than f .
113
For the purpose of this section, we extend the definition of f← in order to invert
right-continuous monotone functions which are either increasing or decreasing.
Define
f←(x) =

inf{y : f(y) ≥ x} if f is non-decreasing
inf{y : f(y) ≤ x} if f is non-increasing
.
Note that f← is left-continuous for f non-decreasing and right-continuous for f
non-increasing. The main property we shall be using is that
f←(x) ≤ y ⇐⇒ x ≤ f(y) f non-decreasing
f←(x) ≤ y ⇐⇒ x ≥ f(y) f non-increasing
.
The distinction between the two cases is a technicality which should not cause
confusion in the following discussion. Also, we will say that a monotone function
f has two “points of change” if there exist x1 < x2 < x3 such that f(x1) < f(x2) <
f(x3) for f non-decreasing, and with the opposite inequalities in the non-increasing
case.
If (X, Y ) satisfy (4.4.5) for some α > 0 and β, then we say (X, Y ) can be
standardized if there exists a standardization function f such that
tP
[
t−1(f←(X), Y ) ∈ · ] v−→ µ∗(·) in M+([0,∞]× (0,∞]), (4.4.9)
where µ∗ is a non-null Radon measure. If the limit µ in (4.4.5) satisfies the condi-
tional non-degeneracy conditions (4.2.11), then standardization is possible if and
only if (ρ, k) 6= (0, 0), i.e., µ is not a product. Because of the dependence on α and
β, we can characterize functions f yielding (4.4.9) in the following way.
Proposition 4.4.2. Suppose (X, Y ) follow a CEVM, i.e., (4.4.5) holds with µ
satisfying the conditional non-degeneracy conditions (4.2.11), and (ρ, k) 6= (0, 0).
Then a standardization function f standardizes (X, Y ) in the sense of (4.4.9),
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where µ∗ satisfies the conditional non-degeneracy conditions, if and only if
f(tx)− β(t)
α(t)
−→ ϕ(x), x > 0, (4.4.10)
where ϕ has at least two points of change. In this case, µ and µ∗ are related by
µ∗([0, x]× (y,∞]) = µ(Aϕ(x)× (y,∞]),
where
Aϕ(x) =

[−∞, ϕ(x)] f non-decreasing
[ϕ(x),∞] f non-increasing
. (4.4.11)
It follows that α, f ∈ ERV, although not necessarily with the same parameters
as α, β. However, depending on the case, f can be expressed in terms of either β
or α (see [24, Proposition 2.3.3]).
Proof. Suppose f is non-decreasing. Then for x, y > 0, we can write
tP
[
f←(X)
t
≤ x, Y
t
> y
]
= tP
[
X − β(t)
α(t)
≤ f(tx)− β(t)
α(t)
,
Y
t
> y
]
. (4.4.12)
If f satisfies (4.4.10), then (4.4.9) holds with
µ∗([0, x]× (y,∞]) = µ([−∞, ϕ(x)]× (y,∞])
non-degenerate in x. On the other hand, if (4.4.9) holds, then (4.4.12) implies
(4.4.10), and ϕ has at least two points of increase because µ∗ is non-degenerate in x.
The mass at {∞} condition in (4.2.11) follows from the fact that limx→∞ ϕ(x) =∞
if f is non-decreasing (see (4.4.13) below). The case for f non-increasing is similar,
after reversing the inequality for X on the right-hand side of (4.4.12).
Assuming (4.4.10) and α, β ∈ ERVk,ρ, write
f(tx)− β(t)
α(t)
=
α(tx)
α(t)
f(tx)− β(tx)
α(tx)
+
β(tx)− β(t)
α(t)
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and c = ϕ(1). We find that ϕ has the form
ϕ(x) =

cxρ + kρ−1(xρ − 1) ρ 6= 0
c+ k log x ρ = 0
. (4.4.13)
That ϕ is non-constant imposes the constraint that c 6= 0 if ρ 6= 0, k = 0.
What if the conditional distribution of X given Y in fact satisfies the kernel
convergence assumption (4.4.1)? We can then apply any standardization directly
the conditional distribution via its transition function.
Proposition 4.4.3. Suppose the transition function K : (0,∞) × B[−∞,∞] →
[0, 1] satisfies (4.4.1) for a probability distribution G on [−∞,∞). If f is a stan-
dardization function satisfying (4.4.10), then the transition function Kf : (0,∞)×
B[0,∞]→ [0, 1] defined as
Kf (y , A) = K(y , f(A))
satisfies
Kf (t , t[0, x])⇒ G(Aϕ(x)) =: Gf ([0, x]) on [0,∞],
with Aϕ(x) as in (4.4.11). Conversely, suppose G([0,∞)) = 1, and
K(t , t[0, x])⇒ G([0, x]) on [0,∞]. (4.4.14)
Then, given ERV functions α > 0, β ∈ R on (0,∞), if f is a monotone func-
tion defined on (0,∞) satisfying (4.4.10), the transition function Kf : (0,∞) ×
B[−∞,∞]→ [0, 1] given by
Kf (y , A) = K(y , f
←(A))
satisfies
Kf
(
t , [−∞, α(t)x+ β(t)])⇒ G(Aϕ←(x)) =: Gf ([−∞, x]) on f([0,∞]),
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where
Aϕ←(x) =

[0, ϕ←(x)] f non-decreasing
[ϕ←(x),∞] f non-increasing
.
Proof. Assume (4.4.1) first, and let f be a non-decreasing standardization func-
tion satisfying (4.4.10). Then,
Kf
(
t , t[0, x]
)
= K
(
t , [−∞, f(tx)])
= K
(
t , α(t)
[
−∞, f(tx)− β(t)
α(t)
]
+ β(t)
)
⇒ G([−∞, ϕ(x)]).
On the other hand, if f satisfies (4.4.10) for α, β ∈ ERV, then inverting this relation
yields
f←(α(t)x+ β(t))
t
−→ ϕ←(x), x ∈ f((0,∞)).
Consequently, for non-decreasing f ,
Kf
(
t , [−∞, α(t)x+ β(t)]) = K(t , t[0, t−1f←(α(t)x+ β(t))])⇒ G([0, ϕ←(x)]).
The case for non-increasing f is similar.
Proposition 4.4.3 rephrases Das’s result [24, Proposition 2.3.3] on the exis-
tence of standardization functions in terms of conditional distributions rather than
joint distributions, Indeed, suppose K is a version of the conditional distribution
P[X ∈ · |Y = y], satisfying (4.4.1), where α, β ∈ ERVρ,k with (ρ, k) 6= (0, 0). If
FY is in the standardized domain of attraction, then (X, Y ) follows a CEVM by
Theorem 4.4.1. Furthermore, (X, Y ) can be standardized in the sense of (4.4.9)
[24, Proposition 2.3.3 (1)], and the standardization function f satisfies (4.4.10)
by Proposition 4.4.2. This standard CEVM could equally have been obtained by
applying Theorem 4.3.1 to the transition function Kf , a version of the conditional
distribution P[f←(X) ∈ · |Y = y], giving (4.4.9) directly. That (X, Y ) follow a
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(non-standard) CEVM would then follow by unstandardizing the limit measure
µ∗.
In Section 4.3.1 we discussed the properties of the limit measure µ in the
standard case. In particular, if X belongs to the standardized domain of attraction,
then G necessarily satisfies the moment condition 0 ≤ E ξ ≤ 1 (recall ξ ∼ G).
This is due to the fact that µ((1,∞] × (0,∞]) is bounded by x−1. Using the
standardization approach discussed above, we can derive necessary conditions on
G when X belongs to a general domain of attraction.
Suppose there exist normalizing functions c(t) > 0 and d(t) such that
tP
[
X − d(t)
c(t)
> x
]
−→ (1 + λx)−1/λ x ∈ Eλ, (4.4.15)
implying that c, d ∈ ERVλ,1 (see Section 4.2.2, p. 94). Das and Resnick [25, Propo-
sition 4.1] show that if (X, Y ) follow a CEVM and (4.4.15) holds, then the vector
(X, Y ) belongs to a multivariate domain of attraction provided limt→∞ α(t)/c(t) ∈
[0,∞).
For simplicity, we consider the case where the conditional distribution of X
given Y satisfies
K
(
t , [−∞, c(t)x+ d(t)])⇒ G([−∞, x]),
i.e., (4.4.1) holds under the same normalization as in (4.4.15). Then d is a stan-
dardization function satisfying (4.4.10), and
ϕ(x) =

λ−1(xλ − 1) λ 6= 0
log x λ = 0
(see (4.2.7), p. 95). Theorem 4.3.1 gives a standard CEVM for (d←(X), Y ), and
furthermore, d←(X) belongs to the standardized domain of attraction. Therefore,
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the distribution G must satisfy∫ ∞
0
P[ξ > ϕ(x)]dx ≤ 1.
Depending on λ, this reduces to
E ξ1/λ 1{ξ>0} ≤ λ−1/λ λ > 0
E(−1/ξ)1/|λ| 1{ξ<0} ≤ |λ|1/|λ| λ < 0
E eξ ≤ 1 λ = 0
.
Thus, we obtain a different condition for each class of extreme value distribution.
In the Fre´chet case, we have a bound on the 1/λ-th moment of the right tail. If
the domain of attraction is Weibull, this becomes an integrability condition near
0. Finally, in the Gumbel case, the right tail of ξ is exponentially bounded, so all
right-tail moments exist.
4.4.3 Relation to the Heffernan and Tawn Model
The CEVM of Theorem 4.4.1 is inspired by the statistical model proposed by
Heffernan and Tawn [45]. We now discuss some links between this work and the
CEVM.
Where Heffernan and Tawn’s model is based on the convergence of conditional
distributions, as in (4.4.1), the CEVM focuses on limits of joint distributions.
Theorem 4.4.1 shows that Heffernan and Tawn’s assumption [45, Equation (3.1)]
leads to a CEVM provided the normalization functions α and β are ERV. The
fact that the convergence (4.4.1) is required to hold at all points x suggests that
they are expecting a continuous limit. Instead, we have framed the assumption
in the more theoretically appealing context of weak convergence. Also, Heffernan
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and Tawn standardize the conditioning variable to a Gumbel domain of attraction
rather than Fre´chet, which is our condition (4.3.1), but this is a minor point.
Also, Example 4.3.7 demonstrates a theoretical disadvantage to working with
conditional distributions. A condition such as (4.4.1) is tacitly, if not explicitly,
assuming a particular version of the conditional distribution. This issue cannot be
ignored, since Example 4.3.7 shows that (4.4.1) holding for one particular version
does not imply that it holds for every version. This question of version is not
addressed by Heffernan and Tawn. However, it should not pose a problem if we
assume that the distributions are absolutely continuous, as is common in statistical
contexts.
Another interesting point concerns the normalization functions α and β. If
a non-degenerate CEVM holds, then these are necessarily ERV. It is not clear
whether Heffernan and Tawn recognized this as a theoretical result, but they do
assume a parametric form for these functions which is very similar to ERV. They
specify
α(y) = b|i(y) := yb|i = yρ
for some constant ρ < 1 and
β(y) = a|i(y) :=

ay 0 ≤ ρ < 1, with a ∈ [0, 1]
c− d log y ρ < 0 with a = 0, c ∈ R, d ∈ [0, 1]
.
Although more general models are possible, the form of the ERV limit function ψ
in (4.2.2) (p. 93) suggests that a parametric approach is indeed reasonable.
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4.5 General Normalizations for both X and Y
Up until now, we have been assuming that Y belongs to the standardized Fre´chet
domain of attraction: tP[Y > ty] → y−1 for y > 0. We wish to extend the result
of Theorem 4.4.1 to the case where Y belongs to a general domain of attraction:
tP[Y > a(t)y + b(t)] −→ (1 + γy)−1/γ y ∈ Eγ, (4.5.1)
where Eγ := {y : 1 + γy > 0}. See Section 4.2.2 (p. 94) for further details on
domains of attraction. We will assume that b(t) is given by (4.2.6).
An important consideration in the previous development is that convergence
results depend on properties of the particular choice of version K(y, ·) of the con-
ditional distribution P[X ∈ · |Y = y]. Because Y is now normalized according to a
and b, the condition (4.4.1) may no longer be sufficient to obtain a general CEVM
limit, as in (4.2.8) (p. 95).
If it were known that K
(
a(t)u+ b(t) , [−∞, α(t)x+ β(t)])→ ϕx(u) for u > 0,
then (4.2.8) should follow from arguments similar to those in Section 4.4.1. On
the other hand, Heffernan and Resnick [44] argue that (4.2.8) reduces to (4.4.5)
by standardizing Y using the transformation Y 7→ b←(Y ). Hence, if K∗, a specific
version of P[X ∈ · | b←(Y ) = y], satisfies (4.4.1), then (X, b←(Y )) follows a CEVM
under approriate normalization of X by Theorem 4.4.1, and (4.2.8) should follow
from (4.4.5) by untransforming. We now examine the consistency of these two
approaches.
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4.5.1 Kernel Asymptotics
The transition function K : (−∞,∞)×B[−∞,∞]→ [0, 1] will continue to denote
a specific version of the conditional distribution of X given Y , i.e., ,
K(y , ·) = P[X ∈ · |Y = y].
Moving towards the transformation approach described above, we first argue that
we can express a version of the conditional distribution of X given b←(Y ) in terms
of K.
First, recall that the convergence (4.5.1), where b is given by (4.2.6), implies
that a, b ∈ ERVγ,1. Hence, a ∈ RVγ, and
b(tx)− b(t)
a(t)
−→

xγ − 1
γ
γ 6= 0
log x γ = 0
, x > 0. (4.5.2)
Inverting (4.5.2) gives
b←(a(t)x+ b(t))
t
−→

(1 + γx)1/γ γ 6= 0
ex γ = 0
, x ∈ Eγ. (4.5.3)
Furthermore, recall that if b˜ is any function on (0,∞) satisfying
b˜(t)− b(t)
a(t)
−→ 0 as t→∞, (4.5.4)
then (4.5.1), (4.5.2), and (4.5.3) hold with b replaced by b˜. We now verify that we
can choose such a b˜ which is invertible.
Lemma 4.5.1. There exists a function b∗ satisfying (4.5.4) that is continuous and
strictly monotone.
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Proof. We consider cases on γ. If γ = 0, then b ∈ Π(a). Then we can find b¯
continuous, strictly increasing such that (b¯(t)− b(t))/a(t)→ 1 by [76, Proposition
0.16]. The choice b∗(x) = b¯(e−1x) satisfies (4.5.4). Otherwise, suppose γ > 0.
Then b ∈ RVγ, and b(t)/a(t) → γ−1 [33, Theorem B.2.2 (1)]. Consequently,
[77, Proposition 2.6 (vii)] gives a continuous, strictly increasing function b∗ ∼ b.
Writing
b∗(t)− b(t)
a(t)
=
b(t)
a(t)
[
b∗(t)
b(t)
− 1
]
shows that b∗ satisfies (4.5.4). Finally, if γ < 0, then b(∞) = limt→∞ b(t) exists
finite, b(∞) − b ∈ RVγ, and (b(∞) − b(t))/a(t) → −γ−1. Choose b¯ continuous,
strictly decreasing, with b¯ ∼ (b(∞)− b), and set b∗ = b(∞)− b¯.
Henceforth, b∗ will denote a continuous, strictly monotone function satisfying
(4.5.4). The advantage to working with b∗ is that b∗←(b∗(x)) = b∗(b∗←(x)) = x. By
(4.5.2), Y ∗ = b∗←(Y ) belongs to the standard domain of attraction when (4.5.1)
holds:
tP[Y ∗ > ty] = tP
[
Y − b∗(t)
a(t)
>
b∗(ty)− b∗(t)
a(t)
]
−→ y−1, y > 0.
We argue that when K(y, ·) = P[X ∈ · |Y = y], the transition function
K∗(y , ·) := K(b∗(y) , · ) (4.5.5)
is a version of the conditional distribution P[X ∈ · |Y ∗ = y].
Proposition 4.5.1. For measurable A and y > 0, we have
P[X ∈ A, Y ∗ > y] =
∫
(y,∞)
K(b∗(u) , A)P[Y ∗ ∈ du]. (4.5.6)
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Proof. Write
P[X ∈ A,Y ∗ > y] = P[X ∈ A, Y > b∗(y)] =
∫
(b∗(y),∞)
K(u , A)P[Y ∈ du]
=
∫
(b∗(y),∞)
K
(
b∗(b∗←(u)) , A
)
P[Y ∈ du],
using the fact that b∗(b∗←(u)) = u for all u, and change variables according to the
transformation T = b∗←. Since T−1(y,∞) = {x : b∗←(x) > y} = (b∗(y),∞), the
result follows.
Note that (4.5.6) is not necessarily true for the function b given by (4.2.6),
unless P[b(b←(Y )) 6= Y ] = 0.
Next, we show that the two approaches to the CEVM discussed at the beginning
of Section 4.5, the direct approach and the standardization approach, are indeed
consistent. That K∗ converges to a family of distributions under scaling of the
initial state, in the sense of (4.4.3) (p. 109), is equivalent to the same for K with
initial state normalized by a and b.
Proposition 4.5.2. Suppose Y is a random variable with distribution satisfying
(4.5.1), and let K∗ be given by (4.5.5). Given normalization functions α(t) > 0
and β(t) ∈ R, there exists a transition function φ∗ : (0,∞) × B[−∞,∞] → [0, 1]
such that, as t→∞,
K∗
(
tut , [−∞, α(t)x+ β(t)]
)⇒ φ∗(u , [−∞, x]) on [−∞,∞] (4.5.7)
whenever ut → u ∈ (0,∞), if and only if there exists a transition function
φ : Eγ × B[−∞,∞]→ [0, 1] such that, as t→∞,
K
(
a(t)ut + b(t) , [−∞, α(t)x+ β(t)]
)⇒ φ(u , [−∞, x]) on [−∞,∞] (4.5.8)
whenever ut → u ∈ Eγ. If these convergences hold, then
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(i) α, β ∈ ERV;
(ii) φ∗ = κG∗, a generalized tail kernel (4.4.2) with G∗ = φ∗(1, ·);
(iii) φ(u , A) = κG((1 + γu)
1/γ , A), where κG is a generalized tail kernel with
G = φ(0, ·); and
(iv) the two transition functions are related by G = G∗.
Proof. Abbreviate at = a(t) and bt = b(t). The convergences (4.5.2) and (4.5.3)
are in fact locally uniform on (0,∞) (see Section 4.2.1, p. 93). Since b∗ satisfies
(4.5.4), it follows that
b∗(tut)− bt
at
−→ u
γ − 1
γ
whenever ut → u ∈ (0,∞),
and
b∗←(atut + bt)
t
−→ (1 + γu)1/γ whenever ut → u ∈ Eγ.
Assuming (4.5.7), for ut → u ∈ Eγ we have
K
(
a(t)ut + b(t) , [−∞, α(t)x+ β(t)]
)
= K
(
b∗
(
t{t−1b∗←(atut + bt)}
)
, [−∞, α(t)x+ β(t)]
)
= K∗
(
t{t−1b∗←(atut + bt)} , [−∞, α(t)x+ β(t)]
)
⇒ φ∗((1 + γu)1/γ , [−∞, x]) =: φ(u , [−∞, x])
Conversely, if (4.5.8) holds, then for ut → u > 0,
K∗
(
tut , [−∞, α(t)x+ β(t)]
)
= K
(
at · a−1t (b∗(tut)− bt) + bt , [−∞, α(t)x+ β(t)]
)
⇒ φ(γ−1(uγ − 1) , [−∞, x]) =: φ∗(u , [−∞, x])
In either case, G := φ(0, ·) = φ∗(1, ·) =: G∗. Proposition 4.4.1 shows that α and β
are ERV and φ∗ = κG∗ . Consequently, φ(u , ·) = κG((1 + γu)1/γ , ·).
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Therefore, by Proposition 4.4.1 (p. 109), if there exists a non-degenerate dis-
tribution G on [−∞,∞) such that
K∗
(
t , [−∞, α(t)x+β(t)]) = K(b∗(t) , [−∞, α(t)x+β(t)])⇒ G([−∞, x]) (4.5.9)
with α, β ∈ ERV, then (4.5.8) holds.
How can we apply Proposition 4.5.2 starting from an assumption like (4.5.9)
on the kernel K rather than K∗? Because b∗(b∗←(t)) = t, (4.5.9) can be written as
K
(
t , [−∞, α ◦ b∗←(t)x+ β ◦ b∗←(t)])⇒ G([−∞, x]) as t→ y∗,
where y∗ denotes the upper endpoint of the distribution of Y , written as y∗ =
sup{y : FY (y) < 1}. Therefore, we require there to exist a non-degenerate distri-
bution G and normalization functions α˜ > 0 and β˜ such that
K
(
t , [−∞, α˜(t)x+ β˜(t)])⇒ G([−∞, x]) as t→ y∗, (4.5.10)
and α = α˜ ◦ b∗, β = β˜ ◦ b∗ ∈ ERV.
4.5.2 CEVM Properties
Using the standardization approach discussed in the previous section, we obtain a
CEVM when Y belongs to a general domain of attraction.
Theorem 4.5.1. Suppose (X, Y ) is a random vector on R2, where FY ∈ D(Gγ)
(4.5.1), and K(y, ·) = P[X ∈ · |Y = y] converges according to (4.5.10), for some
normalizing functions α˜ > 0 and β˜ ∈ R and non-degenerate limit distribution G
on [−∞,∞). Let b∗ be the function satisfying (4.5.4) given by Lemma 4.5.1, and
put α = α˜ ◦ b∗, β = β˜ ◦ b∗. Then, as t→∞,
tP
[(
X − β(t)
α(t)
,
Y − b(t)
a(t)
)
∈ ·
]
v−→ µ(·) in M+([−∞,∞]× Eγ), (4.5.11)
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where µ is a non-null Radon measure satisfying the conditional non-degeneracy
conditions (4.2.11), if and only if α, β ∈ ERVρ,k. In this case, the limit measure µ
is specified by
µ([−∞, x]× (y,∞]) =
∫ (1+γy)−1/γ
0
duP
[
ξ ≤ uρx+ ψ(u)], x ∈ R, y ∈ Eγ,
(4.5.12)
with ψ as in (4.2.2) (p. 93). The expression (4.5.12) is continuous in x and y if
(ρ, k) 6= (0, 0).
Proof. First, observe that Y ∗ = b∗←(Y ) ∈ D(G∗1). Defining the transition func-
tion K∗(y, ·) = P[X ∈ · |Y ∗ = y] as in (4.5.5), our hypotheses imply (4.5.9).
Therefore, if α, β ∈ ERVρ,k, then by Theorem 4.4.1, we have
tP
[(
X − β(t)
α(t)
,
Y ∗
t
)
∈ ·
]
v−→ µ∗(·) in M+([−∞,∞]× (0,∞]),
where µ∗ is defined by
µ∗([−∞, x]× (y,∞]) =
∫ y−1
0
duP
[
ξ ≤ uρx+ ψ(u)], x ∈ R, y > 0,
conditionally non-degenerate. Consequently, for x ∈ R and y ∈ Eγ,
tP
[
X − β(t)
α(t)
≤ x, Y − b(t)
a(t)
> y
]
= tP
[
X − β(t)
α(t)
≤ x, Y
∗
t
>
b∗←(a(t)y + b(t))
t
]
=
∫ (1+γy)−1/γ
0
duP
[
ξ ≤ uρx+ ψ(u)] = µ([−∞, x]× (y,∞]),
and the marginal transformation of Y does not affect conditional non-degeneracy
or continuity. Conversely, (4.5.11) implies that α, β ∈ ERV [44, Proposition 1].
Remark. Instead of standardizing Y , we could equally have used the convergence
(4.5.8), which holds under our assumptions by Propositions 4.4.1 and 4.5.2.
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Recalling the forms of the limit measure given in Section 4.4.1, we can express
the limit measure in (4.5.12) as
µ([−∞, x]× (y,∞]) =
1
ρ|x+ kρ−1|1/ρ
∫ |x+kρ−1|(1+γy)−ρ/γ
0
u(1−ρ)/ρ P
[
ξ ≤ u sgn(x+ kρ−1)− kρ−1]du
ρ 6= 0
1
|k|ex/k
∫ x sgn(k)−|k|γ−1 log(1+γy)
−∞
eu/|k| P
[
ξ ≤ u sgn(k)]du ρ = 0, k 6= 0
(1 + γy)−1/γ P[ξ ≤ x] ρ = 0, k = 0
where sgn(v) = v/|v|1{v 6=0}, and we read the measure as (1+γy)−1/γ P[ξ ≤ −kρ−1]
when x = −kρ−1 for the case ρ 6= 0.
In Example 4.4.1 (p. 112), we presented a transition function satisfying (4.4.1)
which did not lead to a CEVM when paired with Y ∈ D(G∗1). We now show
that a non-degenerate CEVM may be obtained if Y belongs to a non-standardized
domain of attraction.
Example 4.5.1. Consider Y ∼ Exp(1), and U ∼ Uniform(0, 1), independent of
Y . Put X = UeY . Note that Y ∈ D(G0) with a(t) ≡ 1, b(t) = log t, since for
y ∈ R,
tP(Y > y + log t) = te−y−log t = e−y.
A version of the conditional distribution is given by
K(y , [0, x]) = P[X ≤ x |Y = y] = P[U ≤ xe−y] = xe−y ∧ 1.
Taking α˜(t) = et, we saw in Example 4.4.1 that
K(t , α˜(t)[0, x])⇒ x ∧ 1 = G([0, x]),
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although α˜ is not regularly varying. Since b is continuous and strictly monotone,
set α(t) = α˜(b(t)) = t. Then
K∗(t , t[0, x]) = K(b(t) , α˜(b(t))[0, x])⇒ G([0, x]),
and α(t) ∈ RV1. Hence, K∗(tu , α(t)[0, x]) ⇒ xu−1 ∧ 1 = G(u−1[0, x]), and
K∗(y, ·) = P[X ∈ · | eY = y]. On the other hand, note that for u ∈ R,
K
(
a(t)u+ b(t) , α(t)[0, x]
)
= txe−u−log t ∧ 1 = xe−u ∧ 1 = G((eu)−1[0, x]).
This illustrates the equivalence presented in Proposition 4.5.2 (p. 124). Now, for
x > 0, y > 0, the joint distribution is given by
P[X ≤ x, Y > y] =
∫ ∞
log x∨y
xe−2udu+
∫ log x
y
e−udu1{y<log x} .
Therefore, for x > 0, y ∈ R, and large t, we have
tP[X ≤ tx, Y > y + log t] =

xe−2y
2
if log x ≤ y
e−y − 1
2x
if log x > y
 = µ([0, x]× (y,∞]),
and (X, Y ) follow a CEVM by Theorem 4.5.1.
4.6 Conclusions and Future Directions
Although dealing with conditional distributions in general raises certain issues
surrounding identifiability, in many statistical contexts a conditional formulation
such as (4.4.1) is convenient. For example, it may be appropriate to model X as
an explicit function of Y . Also, if we are working with distributions that have
continuous densities, the natural choice of version of the conditional distribution
is the absolutely continuous one, and other simplifications may be afforded.
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The above development suggests that in such cases, the approach of Heffernan
and Tawn [45] is reasonable, and will generally lead to a fairly parsimonious ex-
tremal model which can account for varying degrees of asymptotic independence.
Heffernan and Tawn propose a semiparametric model, where the limit distribution
G is estimated nonparametrically, and the normalization functions α and β belong
to a parametric family. The extended regular variation of α and β provides some
justification for this last assumption. Furthermore, the formulas for the limit mea-
sure derived above show that by modeling conditional distributions, we obtain a
simpler CEV model parametrized by the distribution G and the pair (ρ, k), along
with γ, the extreme value index of Y .
The question of fitting a bivariate CEV model has been considered by Das and
Resnick [26] and by Fouge`res and Soulier [38]. These authors discuss statistics for
detecting a CEV model and estimating the normalizing functions. However, many
open questions remain, such as the asymptotic distributions of such estimators,
and the appropriate method for nonparametric estimation of G. These problems
may presumably be simplified substantially through the use of standardization for
both X and Y .
Also, a natural extension of the bivariate model discussed above would be to
consider the conditional formulation for higher-dimensional vectors. Indeed, this
was the original intention of Heffernan and Tawn, who apply their methodology to a
five-dimensional air pollution dataset. It is not clear what would be the appropriate
formulation of a model conditioning on more than one extreme variable, nor the
connections between such a model and the usual multivariate domain of attraction.
In particular, cases where asymptotic independence is present between some pairs
of variables but not others would require careful treatment. However, a model
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based on conditional distributions as developed above should prove useful.
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APPENDIX A
TECHNICAL LEMMAS
Here we collect lemmas needed to prove convergence of integrals of the form∫
fn dµn, assuming that fn → f and µn → µ in their respective spaces. An
example is the Second Continuous Mapping Theorem [12, Theorem 5.5, p. 34]:
Lemma A.0.1. Assume E and E′ are complete separable (cs) metric spaces, and
for n ≥ 0, hn : E→ E′ are measurable. Define
A = {x ∈ E : hn(xn)→ h0(x) whenever xn → x}.
If Pn, n ≥ 0 are probability measures on E with Pn ⇒ P0, and hn → h0 almost
uniformly, in the sense that P (A) = 1, then Pn ◦ h−1n ⇒ P0 ◦ h−10 in E′.
This result provides a way to handle the convergence of a family of integrals:
Lemma A.0.2. In addition to the assumptions of Lemma A.0.1, require E′ = R
and {hn, n ≥ 0} is uniformly bounded, so that supn≥0 supx∈E |hn(x)| <∞.
(a) As n→∞, ∫
E
hn dPn −→
∫
E
h0 dP0.
(b) Suppose additionally that E is locally compact with a countable base (lccb),
and µn
v→ µ0 in M+(E) with µ0(Ac) = 0. If there exists a compact set
B ∈ K(E) with µ0(∂B) = 0 such that hn(x) = 0, n ≥ 0 whenever x 6∈ B
(i.e., B is a common compact support of the hn), then∫
E
hn dµn −→
∫
E
h0 dµ0.
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Proof. (a) If Xn ∼ Pn for n ≥ 0, then hn(Xn)⇒ h0(X0). The uniform bounded-
ness of the hn guarantees that Ehn(Xn)→ Eh0(X0).
(b) View B as a compact subspace of E inheriting the relative topology. Then,
assuming µ(B) > 0 to rule out a trivial case, define probabilities on B by Pn(·) =
µn( · ∩B)/µn(B), n ≥ 0. Since µn( · ∩ B) v−→ µ0( · ∩ B) by [37, Proposition 3.3],
and B is compact, we get Pn ⇒ P0. Denote by h′n, n ≥ 0, the restrictions of the hn
to B. Observe that for any x ∈ A ∩B, we have h′n(xn)→ h′(x) whenever xn → x
in B, and P (Ac ∩B) ≤ µ(Ac)/µ(B) = 0. Therefore, we can apply part (a) to get∫
E
hn dµn =
∫
E
hn 1B dµn = µn(B)
∫
B
h′n dPn
−→ µ0(B)
∫
B
h′0 dP0 =
∫
E
h0 dµ0.
A convenient specialization of Lemma A.0.2 (b) is the following.
Lemma A.0.3. Suppose E is lccb and µn
v→ µ in M+(E). If f : E → R is
continuous and bounded, and B ∈ E is relatively compact with µ(∂B) = 0, then∫
B
f dµn −→
∫
B
f dµ.
Take hn = f 1B for n ≥ 0. Since f 1B is continuous except possibly on ∂B, we
have µ(Ac) ≤ µ(∂B) = 0.
The next result is used to extend convergence of substochastic transition func-
tions to vague convergence of measures on a larger space.
Lemma A.0.4. Let E ⊂ [0,∞]m and E′ ⊂ [0,∞]m′ be two lccb spaces. Suppose
that {p(t), t ≥ 0}, are substochastic transition functions on E×B(E′). This means
p(t)(·, B) is a measurable function for any fixed B ∈ B(E′), p(t)(x, ·) is a measure
for any x ∈ E, and supt≥0 supu∈E p(t)(u,E′) ≤ 1. Assume there is a set A ⊂ E
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such that
p(t)(ut , · ) v−→ p(0)(u , · ) in M+(E′) (t→∞)
whenever ut → u in E and u ∈ A. Suppose also that {ν(t), t ≥ 0} are measures on
E such that ν(0)(Ac) = 0, and ν(t) v→ ν(0) in M+(E). Then, defining measures µ(t)
for t ≥ 0 on E× E′ as
µ(t)(du, dx) = ν(t)(du)p(t)(u , dx) ,
we have
µ(t)
v−→ µ(0) in M+(E× E′) (t→∞).
Proof. Let f ∈ C+K(E × E′); without loss of generality assume f is supported on
K ×K ′, where K ∈ K(E) and K ′ ∈ K(E′). We have∫
E×E′
µ(t)(du, dx) f(u, x) =
∫
E
ν(t)(du)
∫
E′
p(t)(u , dx) f(u, x).
For t ≥ 0, write
ϕt(u) =
∫
E′
p(t)(u , dx) f(u, x)
and suppose ut → u0 with u0 ∈ A; we verify that ϕt(ut) → ϕ0(u0). Writing
gt(x) = f(ut, x), t ≥ 0, we have gt(xt) → g0(x0) whenever xt → x0 ∈ E′ by
the continuity of f . Also, the gt are uniformly bounded by the bound on f , and
gt(x) = 0 for all t whenever x /∈ K ′. Furthermore, without loss of generality we
can assume that p(0)(u0, ∂K
′) = 0. By Lemma A.0.2 (b), we have
ϕt(ut) =
∫
E′
p(t)(ut , dx) gt(x) −→
∫
E′
p(0)(u0 , dx) g0(x) = ϕ0(u0).
Since the p(t) are substochastic, and ϕt(u) = 0 for all t whenever u /∈ K, the ϕt
are uniformly bounded by the bound on f . Assume similarly that ν(∂K) = 0, and
recall that ν(Ac) = 0. Apply Lemma A.0.2 (b) once more to conclude as t → ∞
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that ∫
E×E′
µ(t)(du, dx) f(u, x) =
∫
E
ν(t)(du) ϕt(u)
−→
∫
E
ν(0)(du) ϕ0(u) =
∫
E×E′
µ(0)(du, x) f(u, x).
We conclude this section with a result used to verify the existence of the ex-
tremal boundary.
Lemma A.0.5. Suppose Pt, t ≥ 0 are probability measures on a cs metric space
E such that Pt ⇒ P0, and let A ⊂ E be measurable. Then there exists a sequence
of sets At ↓ A such that Pt(At)→ P0(A).
Remark. Note that if P (∂A) = 0 then we can take At = A. In the case of
distribution functions Ft ⇒ F on Rm, taking A = (−∞,x] and metric ρ = ρ∞
shows that for any x ∈ Rm there exists xt ↓ x such that Ft(xt)→ F (x).
Proof. Let ρ be a metric on E, and consider sets Aδ = {x : ρ(x,A) ≤ δ}. Recall
that P0(∂Aδ) = 0 for all but a countable number of choices of δ, since F (δ) =
P0(Aδ) − P0(A) is a distribution function. First choose {δk : k = 1, 2, . . . } such
that 0 < δk+1 ≤ δk ∧ 1/(k + 1) and P0(∂Aδk) = 0 for all k. Next, let s0 = 0 and
take sk ≥ sk−1 +1, k = 1, 2, . . . , such that Pt(Aδk) > P0(A)−1/k whenever t ≥ sk;
this is possible since Pt(Aδk)→ P0(Aδk) ≥ P0(A) for all k. Finally, for t > 0 set
A(t) = Aδ1 1(0,s1)(t) +
∞∑
k=1
Aδk 1[sk,sk+1)(t).
We claim that A(t) ↓ A and that Pt(A(t)) → P0(A) as t → ∞. It is clear that
A(t) ⊃ A(t′) for t ≤ t′, and ∩tA(t) = ∩k Aδk = A. On the one hand, for large t we
have A(t) ⊂ Aδk for any k, so
lim sup
t→∞
Pt(A(t)) ≤ lim sup
t→∞
Pt(Aδk) ≤ P0(Aδk).
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Letting k → ∞ shows that lim supt→∞ Pt(A(t)) ≤ P0(A). On the other hand, if
k(t) denotes the value of k for which sk ≤ t < sk+1, then
Pt(A(t)) = Pt(Aδk(t)) > P0(A)− 1/k(t),
so lim inft Pt(A(t)) ≥ P0(A). Combining these two inequalities shows that
Pt(A(t))→ P0(A).
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