Let G be graph on n vertices and G (t) its blow-up graph of order t. In this paper, we determine all eigenvalues of the Laplacian and the signless Laplacian matrix of G (t) and its complement G (t) .
Introduction
Let G be a graph on n vertices with degree sequence d 1 , d 2 , . . . , d n in non-incresing order. We denote the complement of G by G . Write A = A(G) for the adjacency matrix of G and let D = D(G) be the diagonal matrix of the row-sums of A, i.e., the degrees of G. The Laplacian L(G) and signless Laplacian Q(G) of G are defined as L(G) = D − A and Q(G) = D + A. The eigenvalues of A(G), L(G) and Q(G) arranged in non-increasing order are denoted by λ 1 , . . . , λ n , µ 1 , . . . , µ n and q 1 , . . . , q n .
For any graph G and integer t ≥ 1, write G (t) for the graph obtained by replacing each vertex u of G by a set V u of t independent vertices and every edge {u, v} of G by a complete bipartite graph with parts V u and V v . Usually G (t) is called a blow-up of G. See Figure 1 for a blow-up example of order 2 and 3.
The blow-up of a graph G has a useful algebraic characterization: if A is the adjacency matrix of G, then the adjacency matrix A G (t) of G (t) is given by
where ⊗ is the Kronecker product and J t is the all ones matrix of order t. This observation yields the following fact. 
Proposition 1
The eigenvalues of
For the complements of graph blow-ups, one can easily check the following fact.
Proposition 2 The eigenvalues of
The goal of this paper is to determine the spectra of L(G (t) ), Q(G (t) ), and Q(G (t) ), which is a more difficult task than for the adjacency matrix. We also note that the spectrum of L(G (t) ) is obtained immediately from our results as µ n−i (G) = n − µ i (G), for i = 1, . . . , n − 1, (see e.g. [1] ).
Main Results
In this section, we prove the main results of the paper.
Theorem 3 If G is a graph on n vertices, the Laplacian eigenvalues of G (t) are tµ 1 , . . . , tµ n and td 1 , . . . , td n , where each td i has multiplicity (t − 1) for i = 1, . . . , n.
Proof The Laplacian matrix of G (t) can be written as
where L(G) + (t − 1)D is the matrix of order n and D is the diagonal matrix of the vertices degree. Let {x i } be an orthogonal basis of eigenvectors to L(G), such that for each i = 1, . . . , n, x i is an eigenvector to µ i . Consider the tn−vector y i such that
So y i is an eigenvector to tµ i . It easy to see that y
and we get L(
Theorem 4 If G be is a graph on n vertices, the signless Laplacian eigenvalues of G (t) are tq 1 , . . . , tq n and td 1 , . . . , td n , where each td i has multiplicity (t − 1) for i = 1, . . . , n.
Proof The signless Laplacian matrix of G (t) can be written as
where Q(G) + (t − 1)D is the matrix of order n and D is the diagonal matrix of the vertices degree. The proof follows analogously to Theorem 3 taking the same eigenvectors
, y i is an eigenvector to q i for i = 1, . . . , n, and also
for each i = 1, . . . , n and k = 1, . . . , t − 1, and the result follows.
Theorem 5 If G is a graph on n vertices, the signless Laplacian eigenvalues of G (t) are tq 1 + 2(t − 1), . . . , tq n + 2(t − 1) and tn − td 1 − 2, . . . , tn − td n − 2, where each tn − td i − 2 has multiplicity (t − 1) for i = 1, . . . , n.
Proof With a convenient labeling of the blow-up graph G (t) , we can write the signless Laplacian of the complement of G (t) as the following
Considering the tn−vectors E i k for each k = 1, . . . , n we get
. , E i t−1 are eigenvectors to tn − 2 − td i for all i = 1, . . . , n. Since the set {E i 1 , E i 2 , . . . , E i t−1 } is linearly independent, the eigenvalue tn − 2 − td i has multiplicity at least t−1. Therefore, nt−n eigenvalues of Q(G (t) ) are known and we need to find the remaining n. One can easily rewrite Q(G (t) ) in a such way that the block matrix Q(G) + (t − 1)nI n − (t − 1)D appears in the main diagonal and A(G) + I n in the remaining positions. Let {x i } be an orthogonal basis of eigenvectors to Q(G), such that for each i = 1, . . . , n, x i is an eigenvector to q i . Consider the tn−vectors y i such that So y i is an eigenvector to tq i + 2(t − 1). It easy to see that y T i y j = 0, since x T i x j = 0, for all i = j, 1 ≤ i, j ≤ n and the result follows.
