Abstract. Lie solvable restricted enveloping algebras were characterized by Riley and Shalev except when the ground field is of characteristic 2. We resolve the characteristic 2 case here which completes the classification. As an application of our result, we obtain a characterization of ordinary Lie algebras over any field whose enveloping algebra is Lie solvable.
Introduction
Let A be an associative algebra over a field F. Then A can be regarded as a Lie algebra by means of the Lie bracket defined by [x, y] = xy − yx, for every x, y ∈ A. The algebra A is said to be Lie solvable if it is solvable as a Lie algebra.
Lie solvable algebras have been extensively studied over the years. There has been a special attention to group algebras. Let F G be the group algebra of the group G over a field F. Recall that G is said to be p-abelian if p > 0 and G ′ , the commutator subgroup of G, is a finite p-group. Moreover, in the zero characteristic case we say that G is 0-abelian if it is abelian. Passi, Passman and Sehgal in [15] proved that a group algebra F G is Lie solvable if and only if either char F = 2 and G is p-abelian or char F = 2 and G has a 2-abelian subgroup of index at most 2.
Restricted Lie algebras and p-groups enjoy similar properties and so it was of interest to find an analogue of Passi-Passman-Sehgal's result for restricted Lie algebras. Let L be a restricted Lie algebra over a field of positive characteristic p and denote by u(L) the restricted (universal) enveloping algebra of L. Riley and Shalev in early 1990s proved that if p = 2 then u(L) is Lie solvable if and only if L ′ (the derived subalgebra of L) is finite-dimensional and p-nilpotent. However, they left out the even characteristic case. The purpose of the present paper is to fill this gap, thereby completing the classification. Our main result shows that the analogue of group ring case in p = 2 fails for restricted Lie algebras and indeed, as we shall see below, the characterizations in p = 2 case are significantly different.
A polynomial identity (PI) is called non-matrix if it is not satisfied by the algebra M 2 (F) of 2 by 2 matrices over F. Note that Lie solvability is a non-matrix PI provided that char F = 2. Indeed, if char F = 2 then M 2 (F) is Lie center-by-metabelian. The non-matrix varieties of algebras have been extensively studied, see for example [10, 12, 13, 20] , and enveloping algebras have received special attention in this respect [3, 4, 23] . Using the standard PI-theory, like Posner's Theorem, one can deduce that if R is an associative algebra that satisfies a non-matrix PI over a field F of characteristic p then [R, R]R is nil. If we further assume that R is Lie solvable and p = 2, then [R, R]R is nil of bounded index (see [20] ). Moreover, if we restrict ourselves to R = u(L) then R satisfies a non-matrix PI if and only if [R, R]R is nil of bounded index (see [23] ). However, if u(L) is Lie solvable and p = 2 then L ′ may not be even nil as we shall see below in our main result.
In order to state the main result, we recall a few definitions. A subset S of L is said to be p-nilpotent if there exists m > 0 such that S [p] m = {x [p] m | x ∈ S} = 0. We denote by Z(L) the center of L. Following [7] , we say that a restricted Lie algebra is strongly abelian if it is abelian and its power mapping is zero. In analogy with group rings, we say that a restricted subalgebra H of L is p-abelian if H ′ is finite-dimensional and p-nilpotent. For a subset X of L we denote by X F the vector subspace spanned by X. Our main result is the following: = h [2] , for every h ∈ H.
In Example 5.5 we show that the extension of the ground field is necessary in the statement of our main theorem. Furthermore, note that the cases (ii)-(v) can occur only when L ′ is finite-dimensional. In other words, if u(L) is Lie solvable and L ′ has infinite dimension, then L has a 2-abelian restricted ideal of codimension at most 1.
In the last two decades there has been some interest on the derived length of Lie solvable group algebras and enveloping algebras (see [6, 22, 26, 27, 30, 31, 33] ), and small characteristics have been considered separately, see for example [11, 24, 29] . It is also worth mentioning that besides the interest on their own, restricted enveloping algebras occur naturally in the study of graded group rings (see e.g. [18, 25] ). For instance, by using this approach, in [25] Shalev showed that a graded group ring of a finitely generated group ring over a field of characteristic p > 0 satisfies a polynomial identity if and only if the pro-p completion of G has the structure of a p-adic Lie group.
Finally, let L be a Lie algebra over an arbitrary field F and let U (L) denote the ordinary universal enveloping algebra of L. Necessary and sufficient conditions for U (L) to satisfy a polynomial identity have been found in [1] . Moreover, it is known that if F has characteristic different from 2, then U (L) is Lie solvable only when L is abelian (see [21, §6, Corollary 6.1] ). This is no longer true in characteristic 2. As an application of our main theorem, in the concluding section a description of Lie solvable enveloping algebras in characteristic 2 will be obtained, thereby completing the characterization also in the ordinary case.
Preliminary results and Notation
An important tool in the proof of our main result is the following theorem, obtained by Passman in [16] and Petrogradsky in [17] which characterizes restricted enveloping algebras satisfying a polynomial identity: The next theorem will also play a crucial role in the sequel. It was proved by Zalesskii and Smirnov in [32] and, independently, by Sharma and Srivastava in [28] .
Theorem 2.2. Let R be a Lie solvable ring of Lie derived length t ≥ 2. Then the two-sided ideal of R generated by [[R, R], [R, R]], R] is associative nilpotent of index bounded by a function of t.
Let S be a subset of linear transformations on a finite-dimensional vector space V over a field F. Then S is called triangularizable if there exists a chain of S-invariant subspaces 0 = V 0 ⊆ V 1 ⊆ . . . V n = V with dim F V i = i for every i = 0, 1, . . . , n. In the sequel we will use the following result (see Theorem 1.3.2 of [19] Let L be a restricted Lie algebra over a field F of characteristic p > 0. For a subset S of L we denote by S p the restricted ideal of L generated by S. Moreover, C L (S) will denote the centralizer of S in L. We use the symbols ζ j (L) (j ≥ 0) and γ i (L) (i ≥ 1), respectively, for the terms of the ascending series and descending series of L. An element x of L is said to be p-algebraic if dim F x p < ∞; an element which is not p-algebraic is called p-transcendental. Since we shall deal with the case p = 2, our notation adjusts accordingly, that is we shall use the term 2-nilpotent, the symbol
Finite-dimensional derived subalgebra
In this section we consider the case of restricted Lie algebras having a finitedimensional derived subalgebra. 
where the elements x i are p-transcendental and the elements y i are p-algebraic. Let H = h i=1 x i p and T = k i=1 y i p . Then u(H) is isomorphic to a polynomial F-algebra in h indeterminates. Moreover, as L ha no nonzero p-nilpotent elements, by [36, Chapter 4, Theorem 4.5.8] we have that T is a torus and therefore, by a result due to Hochschild (see [8] ), the algebra u(T ) is commutative semisimple. As u(L) ∼ = u(H) ⊗ F u(T ), the claim follows at once. 
Proof. Suppose that L does not contain any 2-abelian restricted ideal of codimension 1. We proceed by a series of reductive steps:
Lie solvable,L ′ is finite dimensional and not 2-nilpotent, andL does not contain any 2-abelian restricted ideal of codimention 1. Now suppose that we are able to prove thatL contains a 2-abelian restricted idealĪ such that Z(L/Ī) has codimension 3 inL/Ī. Then we haveĪ = I/J for a suitable restricted ideal of L containing J. Clearly, I is finite-dimensional and 2-nilpotent, and Z(L/I) has codimension 3 in L/I.
Step 2. We can assume that L ′ 2 is free of nonzero 2-nilpotent elements. Let V be the subspace spanned by all z ∈ L ′ such that z is 2-nilpotent. Note that V 2 is a central restricted ideal of L. Since V 2 is finite-dimensional and 2-nilpotent, by the previous step we can replace L with L/ V 2 . Now, by Theorem 2.1 there exists a 2-abelian restricted ideal of L of finite codimention. Let A be such an ideal of minimal codimension. Then dim L/A ≥ 2. By the previous step we can replace L with L/ A ′ 2 and thereby assume that A is abelian. Moreover, we have
Step 3. We can assume that dim A/Z(L) = 1. Let N be the subspace spanned by all a ∈ A such that [z, a] is 2-nilpotent. Note that dim A/N is finite as L ′ is finite-dimensional, and N is in fact a restricted ideal of L. Let x ∈ L and b ∈ N and consider
By Theorem 2.2 the element u is nilpotent and one has
2 has no nonzero 2-nilpotent elements, this forces [x, b] = 0 and so N is central in L. Thus, it will be enough to prove that dim A/N = 1. Suppose otherwise and let a be an arbitrary element in A such that y and a are linearly independent modulo N . Let x ∈ L such that x and z are linearly independent modulo A. Consider the element
Then w is nilpotent by Theorem 2.2, and Lemma 3.1 applied to L ′ 2 implies that w = 0. Therefore one has
By symmetry and switching y and a, we deduce that 
, then L contains an abelian restricted ideal of codimension at most 1, which is not possible. Suppose now that there exist x 1 , x 2 , x 3 , x 4 ∈ L that are linearly independent modulo Z(L). Let z ij = [x i , x j ] for all i, j and consider the element Hence, by Lemma 3.1 again, we deduce that z 12 z 34 + z 13 z 24 + z 14 z 23 = 0.
(1)
By
Step 4 we see that z 14 , z 24 and z 34 are linearly independent. As a consequence, by Equation (1) for some α, β, γ ∈ F. Now put
Then we have [y 1 , y 2 ] = 0, which contradicts Step 4.
Lemma 3.3. Let L be a restricted Lie algebra over an algebraically closed field F of characteristic 2 such that L ′ is finite-dimensional and not 2-nilpotent. If u(L) is Lie solvable then L has a finite-dimensional 2-nilpotent restricted ideal I such that L = L/I satisfies one of the following conditions:
Proof. First observe that, by arguing as in Step 1 in the proof of Lemma 3.2, if J is a finite-dimensional and 2-nilpotent restricted ideal of L then we can replace L with L/J. In particular,
We replace L with L/ A ′ 2 and thereby assume that A is abelian. For every x ∈ L, let J x denote the restricted ideal generated by [x, L]. Let J = J x , where the sum runs over all x ∈ L for which J x ⊆ Z(L) and J x is 2-nilpotent. Since L ′ is finite-dimensional, it is easy to see that J is a finite-dimensional and 2-nilpotent restricted ideal of L. Thus we can replace L with L/J. Let I be the subspace consisting of all z ∈ L ′ ∩ Z(L) such that z is 2-nilpotent. Since I 2 is a finitedimensional and 2-nilpotent restricted ideal of L, we can assume that I = 0. Now, we consider two cases: 3 ∈ L and consider the following elements: 
In view of Theorem 2.3, this entails that the linear Lie algebra ρ(L) is triangularizable.
In particular, L ′ is abelian and then, as [x 1 , x 2 , x 3 ] and [y, x 1 , x 3 ] commute and the elements w and [y, x 1 , x 3 ] are both nilpotent, relation (2) forces that [x 1 , x 2 , x 3 ] is nilpotent. As a consequence, the restricted ideal generated by γ 3 (L) is finite-dimensional and 2-nilpotent. Hence, we can replace L with L/ γ 3 (L) 2 and assume that L is nilpotent of class two. Then Lemma 3.2 allows us to conclude that L satisfies condition (i) or (ii) of the statement.
and so L is nilpotent of class at most 2. The result then follows from Lemma 3.2. Now
Clearly, N is a restricted ideal of L and L = Fy ⊕ N. Now we consider two subcases: Subcase 2.1: assume [z, N] = 0. Note that z 2 is indeed a restricted ideal of L. If z is 2-nilpotent then we can replace L with L/ z 2 , so that the new L has smaller triangularization length and the result follows from the induction hypothesis. Hence, we assume that z is not 2-nilpotent.
Since u is nilpotent and z is not 2-nilpotent, the element [x 1 , x, b] must be 2-nilpotent. Since A is abelian and
In particular, z 2 +A is a 2-abelian restricted ideal of L and so, by the minimality of the codimension of A, we must have z ∈ A. Now, let b ∈ A, x ∈ N and consider
Since v is nilpotent and z is not, the element [b, x] must be nilpotent. As a consequence, the restricted ideal A + N is 2-abelian, which implies N = A. We conclude that dim L/A = 1, and condition (i) of the statement holds.
, we deduce by the remarks prior to Case 1 that [x, z] cannot be 2-nilpotent.
Since, by Theorem 2.2, u is nilpotent and [
As v is nilpotent and [x, z] is not 2-nilpotent, also in this case [v 1 , v 2 , w] must be 2-nilpotent. As a consequence, the restricted ideal [N ′ , L] 2 is finite-dimensional and
is finite-dimensional, we see that ker f = 0 and dim N /Z(L) < ∞. Also, since [z, y + y [2] ] = 0 we have y + y [2] ∈ N. It follows that f = f 2 and then, as ker f = 0, f acts the identity map on N /Z(L).
We have N = k ⊕Z(L), where k denotes the subspace of N consisting of the fixed points of ad y. Of course, we can assume that [k, a] = 0 for every a ∈ k, a = 0, otherwise we can replace z with a and conclude by Subcase 2.1 that condition (i) of the statement holds. Consider
Hence we can replace L with L/J.
Then η is not nilpotent, which is not possible by Theorem 2.2. This proves the claim.
Claim 2: There exists no 3-dimensional subspace P of k with the property that for every basis {x 1 , x 2 , x 3 } of P one has [x i , x j ] = 0 whenever i = j. Suppose otherwise and consider the element
Then ξ is nilpotent by Theorem 2.2. Note that by the remarks prior to Claim 1, the restricted Lie algebra [
is free of nonzero 2-nilpotent elements. Thus, by Lemma 3.1, ξ 2 = 0. Note that
has degree 3 and so, by the PBW Theorem, ξ 2 = 0, a contradiction. This proves Claim 2.
Claim 3: C N (x) is abelian for every x ∈ k, x = 0. Suppose otherwise. Then there exist 
Since [x 1 , x 2 ] = 0, we deduce by Claims 1 and 4 that
Claim 6: Suppose that there exists
Then either condition (iv) or condition (v) of the statement holds. Note that, by
which is a contradiction. Thus, dim N/C N (x 1 ) = 1. Now we take H = k ∩C N (x 1 ). Let x ∈ k \H and h ∈ H such that h and x 1 are not proportional. Now consider
Then ζ is nilpotent by Theorem 2.2. Now we apply Lemma 3.1 to the restricted Lie algebra [x, 
1 and h [2] are linearly independent. Since ζ 2 = 0, for some β ∈ F, β = 0, we must have [2] .
We replace x with αx to assume that [x, h] [2] = h [2] , and condition (v) of the statement holds. 
Infinite-dimensional derived subalgebra
In this section we handle restricted Lie algebras with derived subalgebra of infinite dimension. 
Then we have
and so
By the PBW Theorem, for every even integer N there exists a nonzero element
Therefore we conclude by Theorem 2.2 that u(L) is not Lie solvable.
Note that the just considered subcase occurs in particular when y = βx [2] modulo I, for some β ∈ F, β = 0. Moreover, as x and y are linearly independent modulo I and y [2] ∈ I, it is not possible to have y = αx + βx [2] modulo I for some α, β ∈ F. Therefore in the next subcase we can assume that x [2] ∈ I, as well. ], 1 ≤ i, j ≤ k, has dimension 2k. Let k be an even integer. Let i be an odd integer in the range 1 ≤ i ≤ k and consider
Notice that all monomials in the product
Consequently, by the PBW Theorem we have C 1 C 3 · · · C k−1 = 0 and then, by Theorem 2.2, u(L) cannot be Lie solvable.
1.2.2: Suppose that 1.2.1 fails.
Let n be the largest integer such that 1.2.1 holds. Then there exists a 1 , . . . , a n ∈ I such that the subspace S spanned by all of the [y, a i ] and [x, a j ], 1 ≤ i, j ≤ n, has dimension 2n. Since 1.2.1 fails for n + 1, for every b ∈ I\ a 1 , . . . , a n F there exists α b ∈ F such that 
where w i is a linear combination of PBW monomials that each involve at least an element of S. Now consider the product C = C 1 · · · C 4i · · · C 4t . We observe that C = α[x, b 1 ] · · · [x, b 4t ] + w, where 0 = α ∈ F and each PBW monomial involved in w either has degree less than 4t or involves at least an element of S. From the PBW Theorem it follows that C = 0, and by Theorem 2.2 we conclude that u(L) is not Lie solvable.
Case 2. [[I, x], y] is infinite dimensional. Notice that [[I, x], y] is contained in Z(L).
For every n positive integer n pick a 1 , a 2 , . . . , a n ∈ [I, y] and b 1 , b 2 , . . . , b n ∈ [I, x] such that the set {[a i , x], [b j , y] | 1 ≤ i, j ≤ n} is linearly independent. Since y and the a i commute, we have
By the PBW Theorem we have D 1 D 2 · · · D n = 0, thus Theorem 2.2 forces that u(L) is not Lie solvable. This finishes the proof. 
By the PBW Theorem, for every even integer N there exists a nonzero element 
Then the PBW Theorem yields that B 1 B 3 · · · B 2k+1 = 0 for every k > 0, contradicting Theorem 2.2. 
By the PBW Theorem we have that C 1 C 2 · · · C n = 0 for every n > 0, therefore u(L) is not Lie solvable by Theorem 2.2, yielding the claim.
Lemma 4.3. Let L be a restricted Lie algebra over an algebraically closed field F of characteristic 2. Suppose that u(L) is Lie solvable and let
We replace L with L/ I ′ 2 to assume that I is abelian. Case 1. There exists x ∈ L\I such that dim[I, x] is finite. By the maximality of I we see that [x, a] is not 2-nilpotent, for some a ∈ I. As L ′ is infinite dimensional, there exists y ∈ L such that [y, I] is infinite-dimensional. By Theorem 2.2 there 
Lemma 4.4. Let L be a restricted Lie algebra over an algebraically closed field F of characteristic 2 such that L ′ is infinite-dimensional. If u(L) is Lie solvable then L has a 2-abelian restricted ideal of codimension 1.
Proof. Note that if J is a finite-dimensional and 2-nilpotent restricted ideal of
is finite-dimensional and 2-nilpotent by Theorem 2.2, we can assume that L ′′ is central in L. Moreover, by Theorem 2.1 there exists a 2-abelian restricted ideal of L of finite codimention. Let I be a such restricted ideal of L of minimal codimension. In view of Lemma 4.3, in order to prove the statement it is enough to show that L ′ ⊆ I. Suppose the contrary. We can replace L with L/ I ′ 2 and thereby assume that I is abelian.
is a nilpotent transformation on L ′ for all x, y ∈ L. Thus, by Theorem 2.3, the linear Lie algebra ρ(L) is triangularizable. Consequently, there exists a chain of ideals of
. . , n. In particular, there exists a 1-dimensional ideal of L/I of the form M = (F z + I)/I for a suitable z ∈ L ′ . Also, by Theorem 2.2, there exists a positive integer n such that
Now we consider two cases: 
Therefore we must have u 1 u 2 · · · u n = 0. But this contradicts the PBW Theorem. 
Then we must have u 2 u 4 · · · u 2n = 0, contradicting the PBW Theorem. 
Thus u 1 u 2 · · · u n = 0, which contradicts the PBW Theorem, again. Proof. If I = L then u(L) is Lie solvable by [21] . Suppose then that I has codimension 1 in L and put A = I/ I ′ 2 . Then A is an abelian restricted ideal of L/ I ′ 2 and u(L/ I ′ 2 ) is a free left u(A)-module of rank 2. As a consequence, it follows easily that u(L/ I ′ 2 ) embeds in a matrix algebra M 2 (u(A)). Moreover, as u(A) is commutative and F has characteristic 2, the algebra 
as a Lie algebra and put Z = u(Z(L)). We will prove that g is solvable. For this purpose, consider
Observe that [H, g] ⊆ H. Since g / H is abelian, it is enough to prove that H is solvable. Now let
We have
At this stage, a simple calculation shows that [e i , e j ] ∈ k, for all 1 ≤ i, j ≤ 3. We conclude that n ′′ = 0, yielding the claim.
, and the power mapping is arbitrary. Then u(L) is Lie solvable.
Proof. We can suppose that x 1 , x 2 , y are linearly independent (otherwise L contains an abelian restricted ideal of codimension at most 1 and the claim follows from Lemma 5.1). Consider g = u(L) as a Lie algebra and put Z = u(Z(L)). We will prove that g is solvable. For this purpose, consider
Note that x 2 1 , x 2 2 , [x 1 , x 2 y] ∈ Z, [x 1 y, x 2 y] = 0, and y [2] = y modulo Z(L). It follows that [H, g] ⊆ H. Since g / H is abelian, it is enough to show that H is solvable. One has that
It is easy now to see that H ′′ ⊆ Z. Hence, H is solvable, as required.
restricted Lie algebra over a field F of characteristic 2 that satisfies either condition (iv) or (v) of the Main Theorem. Then u(L) is Lie solvable.
Proof. We can suppose that x and y are linearly independent (otherwise u(L) is Lie solvable by Lemma 5.1). Note that x [2] ∈ H + Z(L) and y [2] = y modulo Z(L). Let us evaluate the commutators. Let h 1 , . . . , h n be a basis of H. Set Z = u(Z(L) and R = u(H + Z(L)). Note that elements of R are linear combinations of PBW monomials of the form zh Since J is a solvable ideal of g, it is enough to prove that g /J is solvable. Now, for all monomials v, w ∈ R, we have
where z ∈ Z and α = 1 if deg H (vw) ∈ Z 0 and α = 0 otherwise. It follows from Equation (4) that [g, g] ⊆ m + J, where
Now, by using Equation (3) one can observe that [k, m] ⊆ k +J and
Hence, k +J is a solvable ideal of m +J and it is enough to prove m +J/ k +J is solvable. But (m +J)/(k +J) = (H +J)/(k +J), where Example 5.5. Let F be a field of characteristic 2 containing two elements α, β such that the following condition holds: If λ 1 , λ 2 , λ 3 are in F and λ 2 1 + λ 2 2 α + λ 2 3 β = 0 then λ 1 = λ 2 = λ 3 = 0. For instance, one can consider the field K(X, Y ) of rational functions in two indeterminates over any field K of characteristic 2, and α = X and β = Y . Let L be the F-vector space having the elements x, x 1 , x 2 , x 3 , z 1 , z 2 , z 3 as basis . We define a restricted Lie algebra structure on L by setting [x,
has codimension 4 in L and it is free of 2-nilpotent elements. In particular, as L is nilpotent, Z(L) has nontrivial intersection with every nonzero ideal of L. As a consequence, B = 0 is the only 2-nilpotent restricted ideal of L, and every 2-abelian restricted ideal of L is indeed abelian. Note also that, as L is nilpotent, none of the condition (iii), (iv), (v) holds for L. We claim that every abelian restricted ideal of L has codimension at least 2. Indeed, if L has an abelian restricted ideal of codimension 1 then, by a similar argument as in Lemma 5.1, we can embed u(L) into M 2 (C), for some commutative F-algebra. It follows that u(L) is Lie center-by-metabelian. However, one can easily
Now, let α 1 and β 1 denote, respectively, the square root of α and β in the algebraic closureF of F. Then v = α 1 z 1 +z 2 and w = β 1 z 1 +z 3 are central 2-nilpotent elements of L = L ⊗ FF , and J =Fv +Fw is a 2-nilpotent restricted ideal of L. Let I be the restricted ideal generated by the images of x, αx 1 + x 2 , βx 1 + x 3 in L /J. Then I is abelian and has codimension 1 in L /J, so that condition (i) of the Main Theorem assures that u(L) is Lie solvable.
The ordinary case
In this section we will use the Main Theorem in order to characterize Lie solvable universal enveloping algebras of Lie algebras over arbitrary fields. Proof. If char F = 2 then the assertion is proved in Corollary 6.1 of [21] . Then we assume that the ground field has characteristic 2 and L is not abelian. Suppose first that U (L) is Lie solvable. LetL be the restricted Lie algebra consisting of all primitive elements of the F-Hopf algebra U (L). Then one haŝ
where L 2 k is the F-vector space spanned by all x 2 k , where x ∈ L. Moreover,L is the universal p-envelope of L and one has U (L) = u(L) (see [ 
