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ABSTRACT 
Thermodynamic Efficacy of Irreversible Magnetocaloric Effect Cycles 
 
Tyler Buffington 
Department of Mechanical Engineering 
Texas A&M University 
 
Research Advisor: Dr. Patrick Shamberger 
Department of Material Science and Engineering 
 
The discovery of the Giant Magnetocaloric Effect (GMCE) has led to a renewed interest in the 
prospect of magnetic refrigeration as a more environmentally friendly and efficient alternative to 
vapor-compression cooling. This effect is observed when certain materials with coupled thermal 
and magnetic properties undergo a magnetostructural first-order phase transition (FOPT). GMCE 
materials can exhibit large adiabatic temperature changes (Δ𝑇𝑎𝑑) and isothermal entropy changes 
(Δ𝑆𝑚) near 300 K, which provide a basis for refrigeration cycles near room temperature. 
However, the presence of thermal hysteresis associated with the FOPT has been a major obstacle 
to the use of GMCE materials for commercial refrigeration. In this paper, a methodology is 
presented for evaluating the thermodynamic efficacy of GMCE-based Brayton refrigeration 
cycles. This approach combines a Preisach hysteresis model with the experimentally observed 
thermal and magnetic properties of a Ni45Co5Mn36.6In13.4 alloy. This methodology predicts that a 
complete  adiabatic FOPT results in a large temperature change in excess of 50 K; however, the 
full transition requires the application of an unreasonably large magnetic field in excess of 40 T. 
The model shows that Brayton refrigeration cycles are still possible with the application of a 
more feasible 5 T magnetic field, but with only a partial FOPT. For these Brayton cycles, we 
show the effect of varying amounts of rate-independent thermal hysteresis on two 
2 
 
thermodynamic figures of merit: fractional Carnot efficiency and the amount of heat removed 
from a cold reservoir per cycle. We also present the operational parameters, 𝑇ℎ𝑜𝑡 and 𝑇𝑐𝑜𝑙𝑑, that 
optimize these figures of merit under different amounts of thermal hysteresis.  
 
. 
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CHAPTER I  
INTRODUCTION 
 
Background 
Cooling processes are a significant component of the global energy demand, accounting for an 
estimated 15% of worldwide energy consumption [1]. In the United States, refrigeration 
processes constitute 25% of the residential electrical power demand and 15% of commercial 
power demand [2]. It is estimated that magnetic refrigeration can offer a 20-30% efficiency 
advantage over vapor compression refrigeration processes [3]. In addition, magnetic refrigeration 
operates without the use of greenhouse gases [4].  
 
Magnetic refrigeration takes advantage of the magnetocaloric effect (MCE) [5]. This effect is 
most strongly observed in magnetic materials whose thermal and magnetic properties are highly 
coupled over a specific temperature range [6]. When an MCE material is placed in the presence 
of a magnetic field, 𝐵, it undergoes an entropy change Δ𝑆𝑚 under isothermal conditions, or a 
temperature change, Δ𝑇𝑎𝑑, under adiabatic conditions [7]. These have been used as figures of 
merit to quantify a material’s suitability as a magnetic refrigerant. In conventional 
magnetocaloric effect materials, these figures of merit are maximized at the material’s curie 
temperature [5]. Although refrigeration cycles based on MCE were useful for cryogenic cooling, 
the prospect of commercial magnetic refrigeration was limited in part due to the rarity of MCE 
materials with sufficiently large Δ𝑆𝑚 and Δ𝑇𝑎𝑑 values near 300 K. Gd metal was viewed as an 
ideal near room temperature refrigerant because of its curie temperature of 293 K and Δ𝑇𝑎𝑑 of 14 
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K; however achieving this temperature change requires the application of a large magnetic field 
(~7 T), which is commercially unfeasible [8]. 
 
The discovery of the Giant Magnetocaloric Effect (GMCE) in  Gd5(Ge,Si)4 in 1997 [9] led to a 
renewed interest in the prospect of near room temperature magnetic refrigeration. The GMCE 
describes the extremely large MCE observed in magnetocaloric effect materials as they undergo 
a first-order phase transition (FOPT) [10]. In GMCE Gd5(SixGe1-x)4 alloys, where 0 ≤ x ≤ 0.5, it 
was found that the Δ𝑆𝑚 is 100-400% and the Δ𝑇𝑎𝑑 is 25-100% higher than all previous MCE 
materials [11]. 
 
Despite the promising discovery of the GMCE,  the thermal hysteresis losses of the FOPT have 
been shown to be a critical barrier to successful GMCE based refrigeration cycles [12, 13]. The 
presence of these losses have refined the search for potential magnetic refrigerants. In addition to 
maximizing Δ𝑆𝑚 and Δ𝑇𝑎𝑑, researchers have sought ways to minimize hysteresis losses in 
GMCE materials. For example, it has been shown that the introduction of C and H atoms in 
NaZn13-type La(Fe, Si)13 compounds is linked with a reduction in hysteresis loss [14].  
 
In addition to the materials-based approaches to improving magnetic refrigeration cycles, some 
have explored thermodynamic path-based improvements. For example, it has been shown that 
Ericsson and Brayton cycles with parallel T-S curves during their constant field legs are ideal for 
conventional MCE refrigeration cycles [15]. Also, it has been shown that active magnetic 
refrigerator (AMR) cycles offer several advantages [16]. These cycles include regenerative legs 
in which the MCE material is simultaneously used as the refrigerant and as the regenerator [3]. 
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In addition to efficiency improvements, AMR cycles allow for temperature spans that exceed the 
Δ𝑇𝑎𝑑 of the material [17].  
 
Objectives 
The work described in this paper lies at the intersection of material and cycle based 
improvements to magnetic refrigeration. It is well understood that the presence of hysteresis 
corresponds to thermodynamic irreversibility [18] and ideally ought to be minimized. Because of 
this, material scientists are actively searching for methods to reduce hysteresis associated with 
the FOPT in GMCE materials. However, quantifying the dependence of thermodynamic 
performance on hysteresis is difficult because of the difficulty of varying the hysteretic response 
of a material with all other parameters held constant. Furthermore, investigating a wide range of 
cycles is impractical through experimentation. By combining the experimentally determined 
magnetothermal properties of a Ni45Co5Mn36.6In13.4 alloy with a Preisach based hysteresis model, 
this paper predicts the effect of varying hysteresis amounts on the thermodynamic performance 
of GMCE based Brayton cycles. Furthermore, this paper seeks to determine the set of hot and 
cold reservoir temperatures (𝑇𝐻 and 𝑇𝐶) that optimizes the thermodynamic performance of the 
Brayton cycles. In this paper, thermodynamic performance refers to two figures of merit: the 
fractional Carnot coefficient of performance (𝜂) and the amount of heat removed from the cold 
reservoir (𝑄𝐶). By meeting these objectives, this paper seeks to help researchers quantitatively 
understand how a given change in a material’s hysteresis affects its utility as a Brayton cycle 
refrigerant. Furthermore, understanding the optimal operating conditions (𝑇𝐻 and 𝑇𝐶) to run 
GMCE based Brayton cycles is vital for system design. 
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Adaptation of conventional thermodynamic cycles to magnetic systems 
This project involves an examination of GMCE based Brayton cycles. Since these cycles are 
typically designated for gases, it is necessary to establish analogous thermodynamic properties 
for magnetocaloric systems. Internal magnetic field is established to be analogous to pressure 
and magnetization is analogous to volume. In conventional gas cycles, Brayton, Carnot, and 
Ericsson cycles consist of isothermal, adiabatic, and isobaric processes. These correspond to 
isothermal, adiabatic, and iso-field processes in magnetic systems, respectively. Isochoric 
processes are analogous to constant magnetization processes; however, controlling the 
magnetization in the material is difficult, so these processes are generally impractical. A 
summary of  relevant MCE cycles is shown in Table 1.  
 
Table 1: A summary of the relevant MCE refrigeration cycles 
Cycle Type 𝚫𝑩 (Field) Heating/Cooling 
Carnot Adiabatic  Isothermal 
Ericsson Isothermal Iso-field1 
Brayton Adiabatic Iso-field 
Stirling Isothermal Iso-magnetic 
Otto Adiabatic Iso-magnetic 
 
 
                                                 
1 Note, the Ericcson cycle is regenerative. Heating and cooling also occur along the isothermal Δ𝐵. 
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CHAPTER II 
METHODS 
 
Simulation framework and rationale 
Hysteresis refers to the path dependent branching of a system’s output based on its history of 
inputs [19]. Specifically, this paper explores thermal hysteresis associated with the FOPT in a 
Ni45Co5Mn36.6In13.4 alloy. In this alloy, the FOPT occurs between a low entropy/temperature 
phase, 𝛼 and a high entropy/temperature phase, 𝛽. The 𝛼 → 𝛽 transition can be induced by a 
sufficient increase in temperature or magnetic field and the 𝛽 → 𝛼 transition can be induced by a 
sufficient overall reduction of these parameters. An increase in magnetic field drives the 𝛼 → 𝛽 
FOPT which leads to a temperature decrease under adiabatic conditions or an entropy increase 
under isothermal conditions. Therefore, Ni45Co5Mn36.6In13.4 alloy is referred to as an inverse 
magnetocaloric effect material because conventional MCE materials exhibit adiabatic 
temperature increases or isothermal entropy reductions [20].  The thermal hysteresis explored in 
this paper manifests as a separation between the 𝛼 → 𝛽 and 𝛽 → 𝛼 phase transitions.  
 
A primary objective of this paper is to understand how different amounts of thermal hysteresis 
affect the thermodynamic performance of the refrigerant.  Varying the hysteresis width, Δ𝑇ℎ𝑦𝑠𝑡, 
while keeping all other material parameters fixed is very difficult to achieve experimentally [7]. 
However, this experiment can be reasonably simulated using a computational model. Though it 
is held constant at 2 K in the results reported in this paper, the model also allows for varying the 
elastic width, Δ𝑇𝑒𝑙𝑎𝑠𝑡. This parameter describes the width of the range of equivalent driving force 
temperatures (𝜃). Both Δ𝑇𝐻𝑦𝑠𝑡 andΔ𝑇𝐸𝑙𝑎𝑠𝑡 are illustrated in Figure 1. 
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All modeling was done using MATLAB R2014a. The model implemented experimentally 
observed thermal and magnetic properties of both the 𝛼 and 𝛽 phases of a  Ni45Co5Mn36.6In13.4 
alloy. A Debye temperature model was used to fit entropy values for both phases over the span 
of 0 to 500 K and from 0 to 7 T. A Brillouin model was also used to fit magnetization values 
over the same range of temperatures and magnetic fields. The curie temperatures of the 𝛼 and 𝛽 
phases were set to 70 and 388 K respectively, and the Debye temperatures were set to 426 and 
340 K respectively. The saturated magnetizations were 12 and 155 Am2/kg for the 𝛼 and 𝛽 
phases respectively, and the spin moment indices were 18.5 and 2.5 respectively. The 
Sommerfield constants were set to zero for both phases.  
 
Assumptions 
Equivalence of temperature and magnetic field as driving forces 
The key assumption of the model is that temperature and magnetic fields are treated as 
equivalent driving forces for phase changes. This arises from the experimental observation that 
the fundamental driving force for a FOPT is a difference in the Gibbs free energy of the 𝛼 and 𝛽 
phases. The Gibbs free energy for a magnetic material is defined in equation (1) 
 
 𝐺 =  𝑈 − 𝐵𝑀 − 𝑇𝑆 (1)  
 
where 𝑈 is the internal energy of the material, 𝐵 is the magnetic field, 𝑀 is the magnetism, 𝑇 is 
the temperature and 𝑆 is the entropy. Expressing equation (1) in differential form gives 
 
 𝑑𝐺 = 𝑑𝑈 − 𝑀𝑑𝐵 − 𝐵𝑑𝑀 − 𝑇𝑑𝑆 − 𝑆𝑑𝑇 (2)  
10 
 
From the first law of thermodynamics for a magnetic system, 
 
 𝑑𝑈 = 𝑇𝑑𝑆 + 𝐵𝑑𝑀 (3)  
 
Substituting equation (3) into (2) yields equation (4). 
 
 𝑑𝐺 =  −𝑀𝑑𝐵 − 𝑆𝑑𝑇 (4)  
 
Because the driving force for the FOPT is the difference in Gibbs free energy between the 𝛼 and 
𝛽 phases, constant driving force contours are calculated using the condition that 𝑑𝐺𝛼 =  𝑑𝐺𝛽. 
This yields the magnetic Clausius-Clapeyron equation (5), which describes the slope of a 
constant driving force contour in T-B space.  
 
 𝑑𝐵
𝑑𝑇
|
Δ𝐺
= −
𝑆𝛽 − 𝑆𝛼
𝑀𝛽 − 𝑀𝛼
  
(5)  
 
These contours allow for the expression of the driving force from any temperature-field pair as 
an equivalent driving force at zero field. This equivalent driving force temperature at zero field 
(𝜃) is simply the intercept of point’s contour with the temperature axis. An illustration of this 
concept is shown in Figure 1.  
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Figure 1: An illustration of the constant driving force assumption. 
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Along the blue lines, calculated from equation (5),  Δ𝐺 is constant. For any point in T-B space, a 
constant driving force contour can be drawn from the point to the temperature axis. The intercept 
with the temperature axis (𝜃) represents a condition in which Δ𝐺 will be the same, but at zero 
field. Although the fraction of the 𝛽 phase (𝜙) during the 𝛼 → 𝛽 transition is a function of both 
temperature and field, from this assumption, it can be said to be a function of only 𝜃. Figure 1 
also shows three different paths that induce the 𝛼 → 𝛽 FOPT, but they all are equivalent paths in 
the 𝜙 vs 𝜃 plot.  
 
The main advantage of this assumption is that it allows the hysteresis width to be generalized in 
terms of a driving force separation between the forward and reverse phase transitions. . The 
hysteretic response of the material is equivalent in terms of Gibbs free energy for temperature 
and field induced transformations. Previous experimental work validates this assumption [21].  
Based on this, hysteresis is modeled as the width between the 𝛼 → 𝛽 and 𝛽 → 𝛼 transformation 
lines in a 𝜙 vs 𝜃 plot. This illustration is shown in Figure 2. 
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Figure 2: An illustration of how hysteresis is modeled. 
 
The red line shows the 𝛼 → 𝛽 transformation as the driving force is increased. Once the FOPT is 
complete, the driving force is lowered along the blue line. However, due to the presence of 
hysteresis, it occurs over a different range of 𝜃 values than the 𝛼 → 𝛽 transition. The width 
between the lines is defined as the hysteresis width, Δ𝑇𝐻𝑦𝑠𝑡. Also, the phase fraction is assumed 
to change linearly with 𝜃 for both the 𝛼 → 𝛽 and 𝛽 → 𝛼 phase transitions. The size of the 
interval of 𝜃 values over which each linear transformation occurs is defined as the elastic width 
(Δ𝑇𝐸𝑙𝑎𝑠𝑡). It is fixed at 2 K for all results reported in this paper.  
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Thermodynamic irreversibility 
This paper only considers the thermodynamic irreversibility associated with the thermal 
hysteresis of the FOPT. In reality, there is thermodynamic irreversibility due to magnetic 
hysteresis and temperature gradients within the system. These irreversibilites are not considered 
in this paper because they are generally much smaller than those due to FOPT hysteresis 
Furthermore, this paper assumes that the 𝛼 → 𝛽 FOPT is reversible and all thermodynamic 
irreversibility is assumed to arise from the 𝛽 → 𝛼 FOPT. Although in reality, both transitions 
would likely exhibit irreversibility from hysteresis, this assumption has a minimal effect on the 
results outlined in this paper because all figures of merit are based on analysis of the full cycle. 
An analysis of a full cycle will capture the total irreversibility of both transitions, so the 
distribution of the total irreversibility between the transitions does not affect the determination of 
the cycle’s performance.  
 
Thermodynamic analysis 
Refrigeration cycles involve transferring heat from a low temperature reservoir to a high 
temperature reservoir. By the second law of thermodynamics, this process requires a work input 
to the system. By the first law of thermodynamics,  
 
 𝛿𝑄 − 𝛿𝑊 = 𝑑𝑈 (6)  
 
where 𝑄 and 𝑊 represent heat and work transfer across the system boundary, and 𝑈 is the 
internal energy of the refrigerant. In magnetic refrigeration cycles, the only work transfer is 
magnetic work, shown in equation (7). 
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 𝛿𝑊 = −𝐵𝑑𝑀 (7)   
 
The entropy balance for closed systems is shown in equation (8). 
 
 
𝑑𝑆 =
𝛿𝑄
𝑇𝐵
+ 𝑑𝑆𝑖𝑟𝑟 
(8)  
 
where 𝑑𝑆 is the differential change in system entropy, 𝑇 is the boundary temperature of the 
system, and 𝑆𝑖𝑟𝑟 is the irreversible entropy generation during a process. It should be noted that in 
conventional irreversible thermodynamics, the entropy generation is due to spatial property 
gradients within the system [18]. This usually leads to an analysis with the system defined such 
that its boundary is at ambient conditions. This ensures a uniform boundary temperature where 
𝑇𝐵 = 𝑇0, where 𝑇0 is the ambient temperature [22]. This is done because a non-uniform 
boundary temperature introduces great mathematical difficulty in using equation (8) to quantify 
energy flows. However, in this paper, the entropy generation is due to the inherent irreversibility 
of thermal hysteresis rather than spatial gradients.   Multiplying both sides of equation (8) by 𝑇 
and solving for 𝛿𝑄 gives equation (9). 
 
 𝛿𝑄 = 𝑇𝑑𝑆 − 𝑇𝑑𝑆𝑖𝑟𝑟 (9)  
 
Then, substituting equations (7) and (9) into equation (6) gives equation (10). 
 
 𝑇𝑑𝑆 − 𝑇𝑑𝑆𝑖𝑟𝑟 + 𝐵𝑑𝑀 = 𝑑𝑈 (10)   
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Integrating around a cycle gives equation (11).  
 
 
∮ 𝑇𝑑𝑆 − ∮ 𝑇𝑑𝑆𝑖𝑟𝑟 + ∮ 𝐵𝑑𝑀 =  ∮ 𝑑𝑈 
(11)   
 
Because 𝑈 is a state variable, for any complete cycle, ∮ 𝑑𝑈 = 0. Thus equation (11) simplifies to  
 
 
∮ 𝐵𝑑𝑀 =  − ∮ 𝑇𝑑𝑆 +  ∮ 𝑇𝑑𝑆𝑖𝑟𝑟 
 
(12)  
Each term in equation (12) holds a physical meaning. ∮ 𝐵𝑑𝑀 represents the net work input into 
the refrigeration system. − ∮ 𝑇𝑑𝑆 represents the net available refrigeration work done to transfer 
heat from the cold reservoir to the hot reservoir [7]. ∮ 𝑇𝑑𝑆𝑖𝑟𝑟 represents the irreversible energy 
dissipation during a refrigeration cycle. Thus, equation (12) can be stated as  
 
 𝑊𝑖𝑛 = 𝑊𝑟𝑒𝑓 + 𝐼 (13)  
 
Equation (13) is useful for understanding the energy flows in the system. In order for a 
refrigerator to transfer heat from a cold reservoir to a hot reservoir, it requires a work input, 𝑊𝑖𝑛. 
Some of this work is used as refrigeration work (𝑊𝑟𝑒𝑓) and some is “lost” as the result of 
thermodynamic irreversibility. These energy flows are shown in Figure 3. 
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Figure 3: An illustration of the energy flows of the refrigeration system [23]. Image used with permission. 
 
Given the driving force equivalence of temperature and magnetic field and the assumption that 
all irreversibility is due to hysteresis, 𝐼 depends only on the hysteresis width for any cycle that 
involves a full 𝛼 → 𝛽 and 𝛽 → 𝛼 transition.   
 
Modeling adiabatic paths 
Method 
The simulation of irreversible Brayton cycles required modeling both reversible and irreversible 
adiabatic field changes. Given the previously stated assumptions, all thermodynamic 
irreversibility is expected to occur along the 𝛽 → 𝛼 transition, and all other paths are assumed to 
be reversible. Any path that is both adiabatic and reversible is isentropic based on equation (8). 
Therefore, any path that is either in a single-phase region or along the 𝛼 → 𝛽 can be modeled 
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simply finding a set a points with the same entropy. So, for any two points A and B that lie on an 
adiabatic reversible path, it can be said that  
 
 𝑆𝐴 = 𝑆𝐵 (14)  
 
If point A is known, the model can iterate to the correct point B that satisfies equation (14) using 
the secant method (see Secant method). 
 
Along the 𝛽 → 𝛼 path, entropy must increase because it is irreversible. In order to quantify this 
entropy increase, a cycle consisting of three paths is considered. Figure 4 shows an illustration of 
this cycle in T-B space.  
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Figure 4: The cycle used to determine the entropy generation along an irreversible adiabatic path with 𝛥𝑇𝐻𝑦𝑠𝑡 = 2𝐾  and 
𝛥𝑇𝐸𝑙𝑎𝑠𝑡 = 2𝐾. 
 
The first path is an adiabatic magnetization during which the full 𝛼 → 𝛽 transition is induced 
with a magnetic field (black line). Then the field is reduced to zero, returning the material to the 
𝛼 phase (orange line). By the Clausius inequality for irreversible cycles (∮
𝛿𝑄
𝑇
<  0), a final zero 
field reversible heat rejection leg is required to complete the cycle (yellow line). The material 
begins in the 𝛼 phase at zero field at point 1. From point 1 to 2, the field increased in the pure 𝛼 
phase. Point 2 represents the beginning of the 𝛼 → 𝛽 phase transition which completes at point 3. 
The field is then lowered, but because of hysteresis, the material remains in the pure 𝛽 phase 
from point 3 to point 4. The irreversible 𝛽 → 𝛼 transition occurs between points 4 and 5. The 
field is further lowered from point 5 to point 6 as the material is in the pure 𝛼 phase. Because of 
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the entropy generation that occurs between points 4 and 5, point 6 is at a higher temperature than 
point 1. To complete the cycle, a reversible heat rejection leg is required from point 6 to point 1.  
 
Since the demagnetization from point 4 to point 5 is the only irreversible process in this cycle, it 
follows that  
 
 
∫ 𝑇𝑑𝑆 = 𝐼(Δ𝑇𝐻𝑦𝑠𝑡) = ∫ 𝑇𝑑𝑆𝑖𝑟𝑟
5
4
5
4
 
(15)   
 
Because 𝜙 decreases linearly with a decreasing driving force,  the energy dissipated along the 
irreversible transition also linearly increases with decreasing 𝜙. For a given phase fraction 
decrease (Δ𝜙) between two points along the 𝛽 → 𝛼 transition A and B,  
 
 
∫ 𝑇𝑑𝑆 = Δ𝜙𝐼(Δ𝑇𝐻𝑦𝑠𝑡) = ∫ 𝑇𝑑𝑆𝑖𝑟𝑟
𝐵
𝐴
𝐵
𝐴
 
(16)   
 
Equation (16) describes how points along the irreversible phase transition are defined for a given 
phase fraction step (Δ𝜙). The size of Δ𝜙 depends on the user specified resolution of the path. 𝐼 is 
calculated based on the hysteresis width, Δ𝑇𝐻𝑦𝑠𝑡. Point A represents a point along the path that is 
defined, and using the secant method, the model iterates to a point B that satisfies equation (16). 
The right side of this equation is evaluated using the built in trapezoidal integration function in 
MATLAB. 
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Validation 
To ensure the internal consistency of the irreversible adiabatic path methodology, a test has been 
conducted on the cycle shown in Figure 4 based on the path independence of state variables 
 
Internal energy is a state variable, around any complete cycle it must follow that 
 
 
∮ 𝑑𝑈 = 0 
(17)  
 
From equations (6) through (8), for any two thermodynamic states A and B, whose path consists 
only of magnetic work and reversible heat transfer (𝛿𝑊𝑖𝑛 = 𝐵𝑑𝑀 and 𝛿𝑄𝑟𝑒𝑣 = 𝑇𝑑𝑆) 
 
 
∫ 𝑑𝑈
𝐵
𝐴
= ∫ 𝐵𝑑𝑀
𝐵
𝐴
+ ∫ 𝑇𝑑𝑆
𝐵
𝐴
  
(18)  
 
In Figure 4, the path from points 1 to 6 are adiabatic, and therefore consists only of magnetic 
work (𝛿𝑄 = 0),  
 
 
∫ 𝑑𝑈
6
1
=  ∫ 𝐵𝑑𝑀
6
1
 
(19)  
 
The path from 6 to 1 is done at zero field, so the magnetic work is zero. Therefore, this path 
consists only of reversible heat transfer, 
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∫ 𝑑𝑈
1
6
=  ∫ 𝑇𝑑𝑆
1
6
 
(20)  
 
Combining equations (17) through (20), it must follow that  
 
 
∫ 𝐵𝑑𝑀
6
1
+ ∫ 𝑇𝑑𝑆
1
6
=  0  
(21)  
 
This means that the magnetic work input along the adiabatic legs must equal the heat output 
along the zero field leg to return the material to its initial internal energy. Furthermore, based on 
equations (12) and (13), it must follow for any cycle that 
 
 
∮ 𝐵𝑑𝑀 =  − ∮ 𝑇𝑑𝑆 + 𝐼  
(22)  
 
Using MATLAB’s trapezoidal integration function, the cycle in Figure 4 is consistent with 
equation (21) and (22) within .1 Joules, indicating that the adiabatic path methodology is 
consistent with the rest of the modeling framework.  
 
The secant method 
Description 
The secant method is used to iterate to desired points along adiabatic paths. It makes an initial 
guess of the next point along a given adiabatic path. In both the reversible case and the 
irreversible case, the left side of the equation is defined (equations (14) and (16)). The right side 
depends on the “guessed” point B. The error associated with the guess can then be calculated by 
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evaluating the difference between the left and right side of the equation. Then, another point is 
selected with a slightly lower magnetic field than the original guess. This allows the model to 
quantify how much the right side of the equation changes with respect to a change in the 
magnetic field. It then can generate a new guess at a new magnetic field based on the error of the 
first guess and the slope of the right side of the equation with respect to magnetic field.  
 
Example 
An isentropic leg during a constant phase fraction is computed with an iterative secant method to 
evaluate points at which both the entropy, 𝑆, and the phase fraction, 𝜙. Input arguments are the 
initial field and temperature (𝐵𝑙𝑜𝑤 and 𝑇𝑙𝑜𝑤), and the final field, Bhigh. The entropy is evaluated at 
Blow and Tlow. All subsequent data points are generated so that their entropy remains equal to this 
initial entropy. In other words, 
 
 𝑆0 = 𝑆1 = 𝑆𝑛 (23)   
 
The solver then determines a new magnetic field, B1 based on the specified resolution and the 
magnetic field range, Bhigh – Blow shown below, 
 
 
Δ𝐵 =
𝐵ℎ𝑖𝑔ℎ − 𝐵𝑙𝑜𝑤
𝐵𝑟𝑒𝑠
 
 
(24)   
 
 𝐵1 = 𝐵𝑙𝑜𝑤 + Δ𝐵 (25)   
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Where Δ𝐵 is the field step, and 𝐵𝑟𝑒𝑠 is the field resolution. Then the solver generates a new 
entropy,  
 
 𝑆1 = 𝑆(𝑇𝑙𝑜𝑤, 𝐵1) (26)   
 
This increase in field reduces the overall entropy, which requires a compensating temperature 
increase. The solver calculates the error,  
 
 𝐸𝑟𝑟𝑜𝑟 = 𝑆0 − 𝑆1 (27)   
 
The solver then estimates the derivative of the entropy with respect to temperature at a constant 
field, B1. This is done by evaluating a secant line over a small temperature span, Δ𝑇, 
 
 
(
𝜕𝑆
𝜕𝑇
)
𝐵
 ≈
𝑆1 − 𝑆(𝑇𝑙𝑜𝑤 − Δ𝑇, 𝐵1)
Δ𝑇
 
(28)   
 
Then the new temperature 𝑇1 is estimated through the following adaption of the secant method, 
 
 𝑇1 = 𝑇𝑙𝑜𝑤 −
𝑒𝑟𝑟𝑜𝑟
(
𝜕𝑆
𝜕𝑇)𝐵
 
(29)   
 
The solver then repeats the process replacing 𝑇𝑙𝑜𝑤 with 𝑇1 until error is below a specified 
convergence tolerance.  
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CHAPTER III 
RESULTS 
 
Adiabatic paths at different hysteresis widths 
Cycle similar to the one shown in Figure 4 were generated for several different hysteresis widths. 
The results are shown in Figure 5.  
 
 
Figure 5: Adiabatic magnetization and demagnetizations between 𝜙 = 0 and 𝜙 = 1  at different hysteresis widths 
 
Because the 𝛼 → 𝛽 transition is reversible, the refrigerant follows the black line for all three 
hysteresis widths. The path along the black line ends when 𝜙 = 1. Note that a magnetic field in 
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excess of 45 T is required to complete the phase transition through an adiabatic magnetization. 
Because of different amounts of hysteresis, different paths are taken during the demagnetization. 
As the hysteresis width is increased, the temperature at the end of the demagnetization is 
increased. As a result, a heat rejection leg (not shown) at zero field would be required to 
complete each cycle. This is consistent with the Clausius inequality for irreversible cycles 
(∮
𝛿𝑄
𝑇
<  0). Furthermore, as the hysteresis width (Δ𝑇𝐻𝑦𝑠𝑡) increases, more work is required to 
complete the 𝛼 → 𝛽 and 𝛽 → 𝛼 transitions, which requires more heat rejection to complete a 
cycle (equation (21)). 
 
Brayton cycle example 
Combining adiabatic field changes with iso-field heating/cooling legs produces Brayton 
refrigeration cycles (Table 1). An example of a Brayton cycle in T-B space from 0-5 T is shown 
in Figure 6. Because of the extremely large magnetic fields (> 45 T) required to complete a full 
𝛼 → 𝛽 transition, Brayton cycles at more reasonable fields involve only partial phase 
transformation.  
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Figure 6: An example of a Brayton cycle in T-B space with 𝛥𝑇𝐻𝑦𝑠𝑡 = 2𝐾 
 
An adiabatic magnetization occurs along the green line at a constant phase fraction of 𝜙 = .35. 
When the refrigerant reaches the phase boundary, a partial phase transformation occurs from 
𝜙 = .35 to 𝜙 =  .4029. The magnetization process ends at 5 T because of an assumed practical 
magnetic field limit. The temperature of the material is now below 𝑇𝐶 and can absorb heat from 
the cold reservoir at a constant 5 T field until 𝑇 = 𝑇𝐶. This process occurs along the blue line. 
Once the heat absorption from the cold reservoir is complete, the material is demagnetized along 
the orange line. The material remains in the pure 𝛽 phase as the field is reduced until it reaches 
the phase boundary. A partial 𝛽 → 𝛼 transformation then occurs and continues until the material 
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is at zero field. The material is then above the temperature of the hot reservoir (𝑇𝐻) and can reject 
heat until 𝑇 = 𝑇𝐻 along the red line, completing the cycle. The net result of this cycle is that the 
refrigerant absorbed heat from a cold reservoir and rejected it to a hot reservoir, thereby 
satisfying the requirements of a refrigerator. 
 
Figure 7 shows the same Brayton cycle in 𝜙-𝜃 space. Note, that the cycle does not involve a full 
transition between the 𝛼 and 𝛽 phases.  
 
 
Figure 7: The phase fraction evolution during each leg of the example Brayton cycle. 
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This same cycle is shown in S-T space in Figure 8. 
 
 
Figure 8: An entropy vs. temperature diagram for the same Brayton cycle shown in Figure 6. 
 
The red and blue lines shown iso-field contours in Figure 8. The green line shows the 
magnetization process. Since this process is reversible and adiabatic, it is isentropic. The orange 
line includes the adiabatic demagnetization, which is irreversible. Although the orange line 
appears isentropic, there is a small entropy increase along this path. However, it is difficult to see 
because the amount of phase transformation is quite small. This concept is shown in equation 
𝑄𝑐 
𝑄𝐻 
𝑇𝐶 𝑇𝐻 
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(16), in which a small Δ𝜙 leads to a small energy dissipation, and therefore small entropy 
generation. Finally, this cycle is shown in 𝐵-𝑀 space in Figure 9. 
 
 
Figure 9: A magnetism vs. field plot for the example Brayton cycle. 
 
Effect of hysteresis on fractional Carnot coefficient of performance 
Overview 
A useful figure of merit for the thermodynamic performance of a refrigeration cycle is the 
fractional Carnot coefficient of performance. The coefficient of performance is defined as the 
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amount of heat removed from the cold reservoir divided by the net work input of the cycle, 
shown in equation (30). 
 
 
𝐶𝑂𝑃𝐵𝑟𝑎𝑦𝑡𝑜𝑛 =
𝑄𝐶,𝑟𝑒𝑚𝑜𝑣𝑒𝑑
𝑊𝑖𝑛
 
(30)  
 
By the second law of thermodynamics, the highest achievable coefficient of performance is the 
Carnot coefficient of performance, described in equation (31). 
 
 
𝐶𝑂𝑃𝐶𝑎𝑟𝑛𝑜𝑡 =
𝑇𝐶
𝑇𝐻 − 𝑇𝐶
 
(31)  
 
𝑇𝐻 and 𝑇𝐶 are defined to maximize 𝑄𝐶 and 𝑄𝐻 therefore, they are defined as the temperatures at 
the end of the cooling and heating legs, respectively. This is shown in Figure 6 and Figure 8. 
Then, the coefficient of performance of any refrigeration cycle can be compared to the Carnot 
coefficient of performance by the fractional Carnot coefficient of performance (𝜂), described in 
equation (32). 
 
 
𝜂 =
𝐶𝑂𝑃𝐵𝑟𝑎𝑦𝑡𝑜𝑛
𝐶𝑂𝑃𝐶𝑎𝑟𝑛𝑜𝑡
   < 1 
(32)  
 
𝜂 was evaluated for Brayton cycles at different hysteresis widths over a range of 𝑇𝐶 and 𝑇𝐻 
values with a magnetic field limit of 1.5 T and 5 T.  
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𝐶𝑂𝑃𝐶𝑎𝑟𝑛𝑜𝑡 of Brayton cycles from 0-1.5 T 
Figure 10, Figure 11, and Figure 12, show contour plots of the fractional Carnot coefficient of 
performance of Brayton cycles operating over magnetic fields between 0 and 1.5 T at Δ𝑇𝐻𝑦𝑠𝑡 
values of .5, .75, and .1 K, respectively.  
 
  
Figure 10: A contour plot of the fractional Carnot efficiency of Brayton cycles simulated from 0-1.5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = .5 𝐾. 
 
𝜂𝑚𝑎𝑥 =  . 5356 
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Figure 11: A contour plot of the fractional Carnot efficiency of Brayton cycles simulated from 0-1.5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = .75 𝐾. 
 
𝜂𝑚𝑎𝑥 =  . 4137 
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Figure 12: A contour plot of the fractional Carnot efficiency of Brayton cycles simulated from 0-1.5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = 1 𝐾. 
 
Fractional Carnot COP of Brayton cycles from 0-5 T 
Figure 13, Figure 14, and Figure 15 show contour plots of the fractional Carnot COP over the 
viable range of 𝑇𝐶 and 𝑇𝐻 values for cycles from 0-5 T at Δ𝑇𝐻𝑦𝑠𝑡 values of 1, 2, and 4 K 
respectively. 
 
𝜂𝑚𝑎𝑥 =  . 2817 
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Figure 13: A contour plot of the fractional Carnot efficiency of Brayton cycles simulated from 0-5 T  with 𝛥𝑇𝐻𝑦𝑠𝑡 = 1 𝐾. 
 
 
 
 
Figure 14: A contour plot of the fractional Carnot efficiency of Brayton cycles simulated from 0-5 T  with 𝛥𝑇𝐻𝑦𝑠𝑡 = 2𝐾. 
 
𝜂𝑚𝑎𝑥 =  . 6975 
𝜂𝑚𝑎𝑥 =  . 5068 
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Figure 15: A contour plot of the fractional Carnot efficiency of Brayton cycles simulated from 0-5 T with  𝛥𝑇𝐻𝑦𝑠𝑡 = 4 𝐾. 
 
Figure 16 shows a plot of the highest observed fractional Carnot COP at each of the hysteresis 
widths for Brayton cycles ran from 0-5 T.  
 
Summary of results 
Figure 16 shows the highest calculated fractional Carnot COP vs. hysteresis width. 
𝜂𝑚𝑎𝑥 =  . 1977 
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Figure 16: The highest calculated fractional Carnot COP vs. hysteresis width 
 
Brayton cycles that maximize 𝜂 
Figures 10-15 show that there is a set of 𝑇𝐶 and 𝑇𝐻 values that optimize 𝜂 for all hysteresis 
widths and both field limits. In all cases, this occurs when 𝑇𝐻 is equal to 𝜃𝑓,𝛽→𝛼, the temperature 
at which the 𝛽 → 𝛼 transition completes at zero field. An example of one of these “optimal” 
Brayton cycles is shown in T-B space in Figure 17 and in 𝜙-𝜃 space in Figure 18. 
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Figure 17: A T-B diagram of the Brayton cycle with the highest fractional Carnot COP at 𝛥𝑇𝐻𝑦𝑠𝑡 = 2𝐾 from 0-5 T. 
  
 
Figure 18: A 𝜙 vs 𝜃 diagram of the Brayton cycle with the highest fractional Carnot COP at 𝛥𝑇𝐻𝑦𝑠𝑡 = 2𝐾 from 0-5 T. 
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Effect of hysteresis on heat absorbed from a cold reservoir 
Overview 
Another figure of merit for a cycle’s thermodynamic performance is the amount of heat it 
absorbs from the cold reservoir.  
 
Heat removed of Brayton cycles from 0-1.5 T 
Figure 19, Figure 20, and Figure 21 show the amount of heat removed over the viable range of 
𝑇𝐻 and 𝑇𝐶 values for Brayton cycles ran from 0-1.5 T with Δ𝑇𝐻𝑦𝑠𝑡 values of .5, .75, and 1 K 
respectively.  
 
 
Figure 19: A contour plot of the heat removed from a cold reservoir with Brayton cycles simulated from 0-1.5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 =
.5 𝐾. 
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Figure 20: A contour plot of the heat removed from a cold reservoir  with  Brayton cycles simulated from 0-1.5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 =
.75 𝐾. 
 
 
 
Figure 21: A contour plot of the heat removed from a cold reservoir with Brayton cycles simulated from 0-1.5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = 1 𝐾. 
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Heat removed of Brayton cycles from 0-5 T 
Figure 22, Figure 23, and Figure 24 show the amount of heat removed from the cold reservoir for 
Brayton cycles ran from 0-5 T with Δ𝑇𝐻𝑦𝑠𝑡 values of 1, 2, and 4 K respectively.  
 
 
Figure 22: A contour plot of the heat removed from a cold reservoir with Brayton cycles simulated from 0-5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = 1 𝐾. 
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Figure 23: A contour plot of the heat removed from a cold reservoir with Brayton cycles simulated from 0-5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = 2𝐾. 
 
 
 
Figure 24: A contour plot of the heat removed from a cold reservoir with Brayton cycles simulated from 0-5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = 4 𝐾. 
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Effect of hysteresis on the net work input of Brayton cycles 
Net magnetic work of Brayton cycles from 0-1.5 T 
Figure 25, Figure 26, and Figure 27 show the net magnetic work input for Brayton cycles 
simulated from 0-1.5 T with hysteresis widths of .5, .75, and 1 K respectively. 
 
 
Figure 25: A contour plot of the net work input with Brayton cycles simulated from 0-1.5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = .5 𝐾. 
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Figure 26: A contour plot of the net work input with Brayton cycles simulated from 0-1.5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = .75 𝐾. 
 
 
 
 
Figure 27: A contour plot of the net work input with Brayton cycles simulated from 0-1.5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = 1 𝐾. 
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Net magnetic work of Brayton cycles from 0-5 T 
Figure 28, Figure 29, and Figure 30 show the net magnetic work input for Brayton cycles 
simulated from 0-5 T with hysteresis widths of 1, 2, and 4 K respectively.  
 
 
Figure 28: A contour plot of the net work input with Brayton cycles simulated from 0-5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = 1 𝐾. 
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Figure 29: A contour plot of the net work input with Brayton cycles simulated from 0-5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = 2 𝐾. 
 
 
 
Figure 30: A contour plot of the net work input with Brayton cycles simulated from 0-5 T at 𝛥𝑇𝐻𝑦𝑠𝑡 = 4 𝐾. 
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CHAPTER IV 
CONCLUSIONS AND FUTURE WORK 
 
Conclusions 
As shown in Figures 10-15, increasing the hysteresis width has several consequences on the 
thermodynamic performance of Brayton cycles ran from both 0-1.5 T and 0-5 T. Increasing the 
hysteresis width reduces the highest fractional Carnot COP that can be achieved ( 𝜂max).  
Furthermore, it also reduces the range of 𝑇𝐶 and 𝑇𝐻 values for which viable Brayton cycles are 
possible, represented by the decreasing size of the contour plots in Figures 10-15. 
 
The results indicate that there is a linear decrease in the maximum observed fractional Carnot 
COP with increasing Δ𝑇𝐻𝑦𝑠𝑡.  Extrapolating from the regression lines in Figure 16, it appears that 
successful Brayton cycles are not possible when the hysteresis width exceeds 1.6 K for cycles 
limited to 1.5 T fields or when the hysteresis width exceeds 5.2 K for cycles limited to 5 T fields. 
Figure 16 can also be used to estimate the hysteresis width limit for a desired fractional Carnot 
COP. For example, if a designer requires 50 % of Carnot COP for a refrigerator with a field limit 
of 1.5 T, the hysteresis width should not exceed 2 K. It should also be noted that the regression 
lines do not predict a 100% Carnot COP when there is no hysteresis. This is because 𝑇𝐶 and 𝑇𝐻 
have been selected to maximize heat absorption and rejection, rather than the COP.  
 
Figures 19-24 show that an increasing hysteresis width also reduces the amount of heat that can 
be removed from a cold reservoir for Brayton cycles simulated from 0-1.5 T and 0-5 T. Also, for 
a given hysteresis width, the 𝑇𝐻 that maximizes the heat removed from the cold reservoir is the 
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same 𝑇𝐻 that maximizes the fractional Carnot COP. However, the 𝑇𝐶 that maximizes the heat 
removed from the cold reservoir is different from the 𝑇𝐶 that maximizes the fractional Carnot 
COP. This is shown with a comparison of Figures 10-15 and 19-24. This is because the fractional 
Carnot coefficient of performance takes into account the temperature span (𝑇𝐻 − 𝑇𝐶). Although 
raising 𝑇𝐶 allows the material to absorb more heat from the cold reservoir before reaching 𝑇𝐶 it 
also raises the possible COP (equation (31)). This in turn reduces the fractional Carnot COP. 
Furthermore, a comparison of Figures 19-24 and 25-30 shows that the work input is maximized 
when the heat removed from the cold reservoir is maximized. This offers another reason why 
maximizing the heat removed from the cold reservoir does not necessarily maximize the 
fractional Carnot COP.   
 
Based on these results, it is recommended that GMCE based Brayton cycles be ran at 𝑇𝐻 =
𝜃𝑓,𝛽→𝛼, but the choice of 𝑇𝐶 is dependent on the relative importance of a large temperature span 
over a large quantity of heat removed per cycle.  
 
Future Work 
Our research team has already developed models for Ericsson cycles [7], so there is room to 
compare the computational results of Ericsson and Brayton cycles. Furthermore, we plan to add 
regenerative legs to the existing Brayton cycle methodology. This would include changing how 
𝑇𝐻 and 𝑇𝐶 are defined. There are also other cycles that we would like to consider, including one 
that involves constant driving force legs. Lastly, we would like to apply this modeling 
methodology to other materials, including “direct” GMCE materials, which exhibit adiabatic 
49 
 
temperature increases or isothermal entropy reductions when placed in a magnetic field that 
induces an 𝛼 → 𝛽 transition.  
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