ABSTRACT Mobile computing systems have generated many concerns. Numerous studies have been performed to model and analyze these systems. This paper focuses on the existing modeling and corresponding analyses methods for mobile computing systems based on formal methods, particularly Petri nets. First, this paper refines the characteristics of mobile computing systems into the three dimensions of concurrency, interaction, and mobility and presents several existing formal methods for each dimension. Second, the existing methods for mobile computing systems based on Petri nets are investigated and divided into two categories: models with fixed structures and models with variable structures. To reflect the mobility and dynamic interactions in systems, the former introduces the hierarchy and some special labels, whereas the latter introduces the dynamic structure (concept) to Petri nets. A model of each method is constructed for a single example system, and a detailed discussion and comparison of all discussed methods are provided in terms of their capabilities and related analysis techniques. Finally, ideas are introduced for future directions of modeling and analysis research of mobile computing systems based on Petri nets. This paper provides a comprehensive review of models and analysis techniques for mobile computing systems based on formal methods, especially Petri nets.
With the rapid development of broadband wireless access and mobile terminal technology, people expect access to information and service from the Internet anytime and anywhere. Thus, the mobile Internet and new computing fields such as the Internet of Things (IoT) and Cloud Computing have emerged [1] [2] [3] [4] [5] [6] [7] . The advent and rapid development of the mobile Internet has changed not only the lives of people but also the understanding of computing.
Prior to the emergence of the Internet, people were concerned with sequential computing. In this mode, computing was regarded as a function from input to output. After the emergence of the Internet, interest in concurrent computing, in which computational entities (components) accomplish an assigned task by constantly interacting with the external environment, increased. As the mobile Internet emerged and developed, users of computing devices introduced to diverse mobile or fixed devices that feature diverse interfaces and can be employed in diverse environments. Because concurrent computing could not fulfill the increasing needs, mobility was added to the computing mode.
Two different notions of mobility exist: code mobility and device mobility [4] . Code mobility is also referred to as ''soft'' mobility and is informally defined as the capability of dynamically changing the bindings between code fragments and the location where they are executed [5] . This type of mobility has an extensive range of applications, such as information retrieval, remote control, and active documents. Device mobility may also be termed ''strong'' mobility and is more common in our daily lives. The mobile phone, which can provide computing service for people on the move, can be regarded as a suitable application of device mobility. The application areas of these two types of mobility are different and almost disconnected. However, the border between them is fuzzy, and thus we have to treat both in a uniform manner [4] .
In recent years, the ''third wave of computing'' has emerged-a step towards the realization of a ubiquitous computing paradigm, in which specialized devices outnumber users [1] . Mobile computing and computation (collectively referred to as mobile computing) comprise a computing mode that is endowed with mobility in the ubiquitous computing paradigm. Mobile computing is a booming new technology that is accompanied by the development of wireless communication, distributed computing and databases and considered to be one of the most influential future technologies [1] , [2] .
In mobile computing, the external environment with which the computational entity interacts dynamically changes, which differs from sequential and concurrent computing. Different viewpoints on mobile computing exist. In a broad sense, mobile computing indicates the existence of mobile devices, users or applications in distributed systems, and the relevant computing mode should support this entity mobility. In a narrow sense, a user can carry a mobile device and use it to access information services anywhere with any movement behavior [6] , [7] .
With the popularity of mobile computing, mobile computing systems with the characteristics of concurrency, interaction and mobility have attracted a considerable amount of interest. Mobile robots, mobile agents and mobile nodes are practical applications of this type of systems. A mobile computing system is a system composed of several distributed and independent components with a dynamic structure. In the execution of this system, components can move and communicate (interact) with each other to accomplish an expected task, and the movement of components and environmental change will cause uncertainty in the interactions among components. Thus, the system behaviors are very complex.
Due to characteristics such as mobility, frequent disconnection, diversity of network conditions, large scale and limitation of sources, verification of the correctness and safety of mobile computing systems is difficult; thus, the possibilities of system faults and attacks increase, which can produce counterproductive results and considerable losses [1] , [2] .
Thus, understanding mobile computing systems and establishing strict mathematical models for the design and analysis of actual systems are challenging. Formal methods seem to be a reasonable solution to this problem. A formal method is a software development method that has solid mathematical bases, such as logic, graph theory, category theory and algebra [8] . It has a well-defined syntax and specific semantics, is often supported by a reasoning tool, and aims to achieve higher credibility and correctness of systems and ensure that systems have excellent structures and maintainability to satisfy users' needs.
In previous years, numerous formal models, particularly Petri net models, have been introduced by researchers; they remain reasonable and have satisfactory reference values. Thus, a review of these classic methods, which can be a reference for the study of modeling and analysis of mobile computing systems, workflow systems and adaptive systems, is needed.
This paper focuses on existing classic modeling and the corresponding analysis methods of mobile computing systems based on formal methods, especially Petri nets. The main contributions of our work are detailed as follows:
1) First, we introduce the three main characteristics of mobile computing systems as concurrency, interaction and mobility, and present some existing formal methods for each characteristic.
2) Then, we consider many studies with existing methods for mobile computing systems based on Petri nets and divide them into two categories. The first category has a fixed structure and uses the hierarchy and net execution to represent system features; the second category has a variable structure and employs this dynamic structure to reflect the mobility and dynamic interactions in systems. All models are constructed for a single example to provide an intuitive comparison.
3) Finally, we present a detailed discussion and compare the methods according to their capabilities and the related analysis techniques. Some suggestions are provided for future directions of modeling and analysis for mobile computing systems based on Petri nets.
The remainder of the paper is organized as follows. The next section provides an overview of three characteristics of mobile computing systems and introduces some formal methods for each characteristic. Section 3 provides a simple example of mobile computing systems. Sections 4 and 5 describe the existing models with fixed structures and models with variable structures based on Petri nets for mobile computing systems. Section 6 discusses and compares all reviewed methods. Section 7 presents our ideas about future directions, and the last section concludes the paper.
II. MODELING CONCURRENCY, INTERACTION AND MOBILITY
In a mobile computing system, components in the environment can concurrently execute, and some of them are mobile and can have dynamic interactions with the external environment. The locations of some components and the interactions between two components can be dynamically changed. Thus, mobile computing systems have not only concurrency and interactions as common distributed systems but also the unique characteristic of mobility. Therefore, the formal methods for mobile computing systems can be modified or extended versions of the methods for traditional concurrent and distributed systems. To model a mobile computing system, the three important characteristics of concurrency, interaction and mobility must be considered.
Many methods have been proposed to model and analyze the concurrency, interaction and mobility. Here we give a brief overview.
A. CONCURRENCY MODELS
Concurrency is a fundamental characteristic of distributed systems and mobile computing systems. Subsystems (components) in concurrent systems independently execute and cooperate via communication. Concurrency has been a criterion for measuring the running efficiency in many systems and programs, which can help these systems fully utilize resources and be more competitive [9] . Concurrency is increasingly needed in the environments of many systems and programs to achieve greater effects. VOLUME 6, 2018 In concurrent systems, many features, including flexibility, nondeterminism, safety and fairness, need to be verified or guaranteed. Thus, modeling and analyzing these features is not an easy task. There are two types of concurrency: interleaving and true concurrency [10] [11] [12] . Many researchers have focused on them and proposed some related models.
1) INTERLEAVING CONCURRENCY MODEL
Interleaving concurrency can be regarded as concurrency only from the macroscopic point of view. It reduces concurrency to the sequential nondeterminism on an abstract level, and emphasizes the atomicity of the system actions [11] . It simplifies the concurrency feature to some extent, and thus the related methods have been well developed. The typical interleaving model is the process algebra (model), such as Calculus of Communicating (CCS) and Communicating Sequential Processes (CSP) [13] [14] [15] .
CCS was proposed by Milner [13] , and CSP was proposed by Hoare [14] . Both CCS and CSP are used to describe concurrency and communication. In CCS and CSP, the computation entity (component) is called a process and can communicate with the environment or other entities according to input/output actions. In CCS, a synchronization tree is used to denote a process, and operational semantics (bisimulation semantics) are used to explain the equivalence of processes. In CSP, the failure set and the denotational semantics (failure semantics) have similar usages. CCS and CSP have excellent algebraic properties, and provide useful specifications that can describe and reason the system behaviors [15] .
However, an interleaving concurrent model such as a process algebra method has a distinct weakness: it considers concurrency as the nondeterministic choice of the ordering of actions (events) and thus offers an unfaithful viewpoint of true concurrency [11] .
2) TRUE CONCURRENCY MODEL
True concurrency literally means a real sense of the concurrency. It emphasizes that there exist no uniform clock inside system and no causality relationship between concurrent events.
A Petri net is a typical true concurrent model. It was introduced by C. A. Petri in 1962 and has been developed for more than 50 years [16] [17] [18] . There are two main elements in a Petri net: places and transitions. Places are used to represent the conditions, resources (storage), locations and channels; and transitions are used for events, actions and execute statements. Flow relations exist between places and transitions. Tokens (black dots) in places represent the available resources or data. Executing (firing) transitions can result in tokens being produced, consumed or transferred in places. Petri nets are equipped with various analysis methods.
The Petri net is an excellent concurrent model due to its natural concurrency features. In a Petri net, if there is no causal or conflict relation between two events (transitions), they can be fired concurrently (Fig. 1) . Although Petri nets do not have calculus systems as in CCS, they provide useful models that can naturally describe the execution (evolution) of a system and thoroughly reflect different types of concurrency phenomena, such as concurrency, conflict and contact [19] . To model concurrency, many studies based on (high-level) Petri nets have been presented, typically for concurrent systems and programs.
The concurrent systems that have been modeled by Petri nets primarily include database systems and concurrent manufacturing systems [85] , [86] . Jenson proposed a definition of Coloured Petri net (CPN) in 1981 [20] . The CPN is an outstanding formal graphic model based on ordinary Petri nets. It simplifies the ordinary Petri net by using the graphics categorization, folding and adding data type definition and operation [21] . Mukhin and Mikolajczak [22] combined object-oriented techniques and CPN to construct a model for concurrent systems. Concurrent systems are considered to be systems that are composed of objects among which cooperation exists. Thus, modeling of concurrency can be simplified as modeling objects and then combining them. Chatain and Jard [23] proposed a new model based on Time Petri nets (TPN) for the time supervisor of concurrent systems. This model explicitly defines the concurrency relations among observable events produced by the system under supervision at different points of observation. The (modelbased) supervision is formulated by means of hidden-state history reconstruction from event observations.
Modeling and verification for concurrent programs based on Petri nets have undergone considerable development. Ding and Jiang [24] introduced the temporal Petri net for the verification of concurrent programs. The net structure describes the basic framework and guarantees the atomicity of statements, and the temporal logical formula reflects the changes of value assignments and temporal relations of the shared variables. Based on the analysis technology of Petri nets and the temporal logic, the safety and liveness properties of concurrent programs can be analyzed. Voron et al. [25] presented a method to generate an advanced intrusion-detection system from C sources targeting multithreaded programs. The reference behavior model for a program is constructed based on Petri nets, and then enhanced with additional security constraints to address new attacks. Liu et al. [26] proposed a decomposition method to decompose the Petri net model of concurrent programs into multiple process nets. Based on the deadlock property and static structure of process nets, the decision condition of deadlocks of an entire concurrent program is proposed.
B. INTERACTION MODELS
In a mobile computing system, components need to constantly interact with each other or the environment via some channels to accomplish their tasks. The interaction among components or between components and the environment can also be regarded as communication. During the interaction, a component can not only receive an output message from the outside environment but also send a message that can be input to the outside environment.
Interactions fall into two categories-synchronous and asynchronous interactions-according to the behaviors of components. Synchronous interaction indicates that the message sender (component) and message receiver (component) both must wait and stop executing internal actions until the receiver receives a message, whereas asynchronous interaction indicates that the message sender can execute operations without the need to wait for the receipt of the message receiver [27] , [28] .
To simulate and analyze the interaction among components, many formalisms or specifications, such as CCS, automaton and Petri nets, have been investigated. 1) PROCESS ALGEBRA: CCS AND CSP [13] , [14] CCS and CSP are typical methods for modeling interactions; they have been widely applied to specify the behaviors of distributed systems [13] [14] [15] . In standard CCS and CSP, interaction indicates a synchronous communication mode. The interaction among processes is conducted by a handshakes, i.e., the message sender must send a message to the receiver when the receiver is ready to receive the message. Otherwise, the sender cannot send the message. During the communication of two processes, the external environment is not allowed to interfere.
Fundamental theories have been comprehensively explored. Some practical tools for the verification of properties such as safety and liveness have been developed, such as the Concurrency Workbench and the model checker FDR [29] , [30] . Many extension versions and branches of the original process algebras also have been introduced [84] .
2) AUTOMATON [31]-[33]
The automaton is a useful formal model that has undergone substantial development. Several types of automata, such as I/O Automata [31] , Interface Automata [32] and Component Interaction Automata [33] , have been proposed to model systems. These models are usually supported by automated verification tools and can be employed to specify and analyze component behaviors and interactions in distributed systems, and mobile computing systems.
Input/output (I/O) Automaton is a typical model that was proposed by Lynch and Tuttle [31] to describe the dynamic behaviors of distributed discrete event systems, in which components can interact with each other or the environment.
It distinguishes actions under the control of the environment from those under the control of an automaton, and thus divides actions into three disjoint types: input action, output action, and internal action. Input and output actions reflect interactions with the environment, whereas internal actions are visible only to the automaton. Components in a system can be modeled as I/O Automatons in which transitions are labeled as actions. A complete automaton for the system can be obtained by the composition of component automata, considering their interactions.
3) PETRI NET [18] , [19] The Petri net is another powerful method for modeling and analyzing interactions in distributed systems. Although the ordinary Petri net has a fixed structure and is less flexible, several high-level Petri nets such as CPN have been proposed to describe interactions and interactive systems [20] .
In most models for interactions in systems based on Petri nets, the components are modeled as Petri nets, and their interactions are performed by message channels (interfaces), which are places and transitions (Fig. 2) . Liu et al. [34] [35] used the hierarchy CPN to give a detailed description of the behavior specification of interactive systems. The hierarchy contains two levels: usecase level and scenario level. In the former, use cases and interactions are abstracted as places and guard conditions of transitions, respectively, whereas colours are used to maintain the independence of the integrated scenario in the latter level. Yang et al. [87] designed a CPN-based model to describe complex biological processes and identify the type of mutation. The model can simulate the various stages of protein synthesis and display the interactions among DNA, mRNA, bases, amino acids and proteins during protein synthesis.
In some practical systems such as interorganizational workflows and reactive systems, interaction is a crucial feature. Captarencu [36] proposed a Petri net model to depict VOLUME 6, 2018 and verify interorganizational workflows. This model explicitly describes each component workflow, the shared use of resources and the security constraints. Based on it, a property of soundness of the interorganizational workflow is defined and proven to be decidable. Hammal [37] proposed an active semantic model for reactive systems. Components in a system are modeled as Petri nets, and interaction channels among them are modeled as the interface places and transitions. With the firing of interface transitions, the event flows can be transferred from one interface place to another. The model can clearly express the interactions and the system behaviors.
C. MOBILITY MODELS
Distinct from concurrency and interactions as the common characteristics of distributed concurrent systems, mobility is a unique characteristic of mobile computing systems. In a mobile computing system, the location of a component can change dynamically. That can directly lead to the frequent connections and disconnections among components, i.e., the dynamicity and uncertainty of interaction.
The notion of mobility has attracted a considerable amount of interest in many fields. Numerous specifications and formal methods have been applied to systems with the characteristic of mobility. Typical approaches include temporal logical methods such as Mobile UNITY [39] , process algebra methods such as π -calculus [3] , and computing theory models such as Petri net [18] . [39] Mobile UNITY [39] is a model based on standard UNITY [38] for specifying and reasoning concurrent systems that contain dynamically reconfiguring components. It focuses on the ad hoc network, and introduces a new programming notation that captures the movement (mobility) and interaction mechanism among mobile nodes.
1) MOBILE UNITY
In Mobile UNITY, movement is captured by augmenting the program state with a location attribute. That is, the change of the locations of a program (component) can be reflected and controlled by the location attribute. Mobile UNITY has two types of transient communication (interaction) mechanisms-transient variable sharing and transient action synchronization-to express the frequent disconnection and loose coupling of mobile components.
Mobile UNITY extends the proof logic of standard UNITY to the verification of mobile computing. It describes the mobility explicitly and enables us to address the important issue of dependability in mobile applications.
2) π -CALCULUS [3] π -calculus is a formal method that was proposed by Robin Milner in 1989 for concurrent distributed systems [3] , [40] . It is an extension of CCS, and focuses on the communication among basic computing entities called processes. In π -calculus, communication channels are identified by names, and the communication among processes is performed by name passing. The communication channels (names) can be passed to a receiving process when this process has the receiving ability. π -calculus can be analyzed by the Mobility Workbench [90] .
Channels in π -calculus are mobile, and thus the mobility in π -calculus is reflected as the mobility of channels, i.e., the connection and disconnection of processes. For example, in Fig. 3 , the channel name z of A can be transferred to C using channel y between A and B and channel x between B and C; then the connection between A and C can be constructed based on channel z. The movement of the channel can be reflected by dynamic communication among processes. Thus, π -calculus focuses on the essence of mobility, i.e., the connection and disconnection among components, and does not describe external appearances such as locations.
3) PETRI NET
A Petri net is not only appropriate to model concurrency and interaction but also useful in the description of mobility. To increase the mature modeling capacity, Petri net theory and application has undergone substantial development in the process from ''lower'' Petri nets (such as C/E nets and P/T nets) to ''high-level'' Petri nets (such as predicate/transition (PrT) nets and CPN).
Various Petri net models have been applied in specific mobile systems, such as mobile robots [41] [42] [43] , mobile agents [44] [45] [46] and mobile ad hoc networks [47] , [48] . The viewpoints of mobility considered in these methods differ. Some methods consider the direct physical meaning of mobility, i.e., changes in location, whereas some methods consider the essence of mobility only.
Methods for modeling the mobility of methods also differ. Some methods implicitly describe mobility, whereas other methods explicitly describe mobility; i.e., some methods employ net execution and new labels to denote mobility, whereas others employ the variable (changed) structures to denote mobility.
D. A SMALL SUMMARY
On the basis of the above summary, we note that Petri net is a prominent formal method that is appropriate to model concurrency, interaction and mobility, which are the main features of mobile computing systems. Modeling studies on mobile computing systems based on Petri nets have continued for more than 30 years.
Therefore, we investigated and chose several classic models from the existing formal models for mobile computing systems based on Petri nets. These methods have distinctive features and play important roles in Petri net modeling for many types of systems, especially mobile computing systems. We divided them into two classifications: models with fixed structures and models with variable structures.
III. A SIMPLE PRACTICAL MOBILE COMPUTING SYSTEM
Before introducing various formal models, we present a simple practical example of a mobile computing system, which is also a simplified version of an example for π -calculus [40] . To provide a more intuitive comparison of all Petri net models introduced in this paper, we will construct the corresponding formal model for Example 1 based on each introduced method in the following sections.
IV. MODELS WITH FIXED STRUCTURE
In this section, we introduce several formal models based on Petri nets for mobile computing systems. These models are hierarchical and have fixed structures, in which mobility and other features are reflected by the net execution and some newly introduced concepts.
A. NETS-WITHIN-NETS FORMALIZATION
The formalization of the ''nets-within-nets'' approach was proposed by Valk [50] [51] [52] based on the former work of task-flow nets [49] and has undergone considerable development [58] [59] [60] [61] [62] [63] . The ''nets-within-nets'' formalization, as the name implies, is a hierarchical Petri net in which tokens can be Petri nets instead of black dots. Specifically, objects (components) are modeled as Petri nets named object nets (ONs), which are packed as tokens of a Petri net for a system called a system net (SN). This approach is useful for describing mobile computing systems. ONs have unique states and actions, which may evolve and disappear during the execution of an SN. The nesting of ONs into an SN can reflect the locations of objects, and thus the mobility of objects.
Here we introduce the basic model and a branch of the nets-within-nets formalization.
1) ELEMENTARY OBJECT SYSTEM [50]-[52]
Inspired by the development of Petri nets and several examples, the model of an Elementary Object System (EOS) was introduced [50] , [51] . This model is hierarchical and provides a direct and clear description of real complex systems in the manner of object-oriented modeling.
First, we introduce the definition and firing rule of a unary EOS. An Elementary Net System (ENS) is defined by an ordinary Petri net N = (P, T , F, M ), where P is a set of places, T is a set of transitions,
is a flow relation and M is the initial marking. Then, an ENS designated as SN, an ENS designated as ON, and the interaction relation ρ between the transitions in ON and in SN form a unary EOS EOS = (SN, ON, ρ). The pair of a marking of SN and a marking of ON is called a bi-marking of a unary EOS. Fig. 5 shows a unary EOS including an SN, an ON and an interaction relation < λ > between transitions t 1 in SN and a in ON. As shown in Fig. 5(b) , ON can be moved from place S 1 to place S 2 by firing transition t 1 in SN, and meanwhile transition a is fired because it has a relation with t 1 . These figures directly reflect the mobility of objects in Petri nets. Second, based on the bi-marking, there are three types of transition's firing: 1) object-autonomous behavior: a transition is fired in the ON without others being fired in the ON or SN; 2) system-autonomous behavior: a transition is fired in the SN without others being fired in the ON or SN; 3) interaction behavior: a transition in the SN and a transition in the ON are fired synchronously.
Thus, EOSs can describe three types of behaviors that correspond to the previous cases: The first type indicates that an ON, as the token of a place in the SN, executes an action to change its state without moving to another place; the second indicates that an ON, as the token of a place in the SN, is transferred to another place without performing an action; the third means that the SN and ON execute a pair of actions to interact. Cases 2) and 3) can reflect the changes of locations of objects. VOLUME 6, 2018 However, it has been proven that bi-markings cannot describe the copies of ONs correctly by vectors, and remain inadequate for unary EOSs according to some counterexamples [50] . Based on the notion of process in an ordinary Petri net, a more general notion called process-marking (p-marking) is introduced to give a new representation for states in unary EOSs. A p-marking is a function that maps places to a set of processes, i.e., a process instead of black tokens is used to denote the state of a place in a p-marking [51] , [52] . The process in a p-marking has the net structure that can partially record the execution of ONs and present clear copies of ONs, which prevents the problem of bi-markings. Hence, p-markings can clearly represent states of ONs and are sufficient for EOSs.
Unary EOSs are only applied to systems that have one type of component and are useless when different types of ONs move in an SN and interact with the SN and other ONs. Hence, a unary EOS was extended as a complete version called an EOS by extending the types of ONs and considering the interactions between two ONs and between ONs and SN [51] , [52] .
We can construct an EOS for Example 1, as shown in Fig. 6 . In Fig. 6 , an SN for the system environment and three ONs exist: C for Car, S 1 for Base Station 1 and S 2 for Base Station 2. Places A and B in the SN represent locations A and B; transitions t 1 (c 1 ) with label λ 1 denotes the movement of C from B to A and t 2 (c 3 ) with label λ 2 denotes the movement of C from A to B. C can communicate with S 1 or S 2 by using the transition c 2 (s 1 ) with label α 1 or c 4 (s 3 ) with label α 2 . In the state illustrated,C is in A and can move to B by firing the transition t 2 . When C reaches B, it communicates with S 2 by the transition c 4 . Then, C can move to A. This mobile process can be executed repeatedly. EOS provides a direct method for modeling mobile computing systems on the level of classical Petri nets [81] . It enables the concurrency, interaction and mobility of various components (objects). Interactions can be reflected by the synchronization of transitions in object (system) nets. An EOS can have the location notion, i.e., mobility can be reflected as the movement of ONs from one place to another place in an SN. However, it is noted that the EOS describes only the synchronization between objects and cannot be easily analyzed and verified due to its complex structure.
In following work, it was additionally found that an EOS remains insufficient for mobile computing systems. Thus, Köhler and Rölke [54] proposed mobile object net systems (MONS) and mobile elementary object systems (MEOS) [55] based on EOSs and the nets-within-nets paradigm.
An MONS generalizes an EOS by allowing an arbitrary number of net types and nesting levels of nets. It was designed based on CPNs and consists of a set of ONs, in which each can be regarded as the place colour for other nets. Notions of concurrency, synchronization and locality are concerned and highlighted in MONS. Thus it is well suited to model mobile computing systems. An MEOS studies mobile agent systems in which agents act in distributed namespaces. It subsumes the value and reference semantics in Valk's work [52] to a new semantic that allows defining namespaces that are larger than one place but do not necessarily comprise of the entire net. It can express mobility clearly and is strictly more expressive than an EOS.
Furthermore, a tool named RENEW was proposed as an extensible editor and simulation engine for Petri nets. It supports the concepts of nets-within-nets, and can be used to implement and analyze the previously mentioned models [56] , [57] .
2) NESTED PETRI NET [58] The Nested Petri net (NPN), which was proposed by Irina A. Lomazova [58] , can be considered as another branch of the nets-within-nets paradigm. It owns a hierarchy structure that consists of an SN and multi ONs, and has clearer semantics than an EOS. It is useful to model and analyze mobile computing systems.
Tokens in NPNs can be nets called object (element) nets (ONs or ENs), and tokens in those nets can also be nets, and so on. Thus, there may be any number of levels in an NPN and the number of ONs can be unlimited.
An NPN distinguishes the interactions (synchronization) between objects from that between objects and a system, and thus defines four types of steps: 1) A transfer step. Similar to the system-autonomous behavior in an EOS;
2) An object-autonomous step. Similar to the objectautonomous behavior in an EOS;
3) A horizontal synchronization (step). Two objects located in the same place of an SN execute an action (interaction) simultaneously; 4) A vertical synchronization (step). An SN fires (executes) together with its objects ''involved'' in this firing simultaneously.
We introduce the definition of the two-level NPN. An NPN is a hierarchical net that is defined as a tuple
, SN , ) including a set of atoms A, a set of labels L, a partial function , several ONs (with initial markings) and an SN. A includes variables and constants to denote the (token) net names, place names and arc expressions. L contains two subsets of labels for transitions representing the vertical and horizontal synchronization between transitions, respectively. is the transition labeling function that assigns labels in L to transitions in SN and all ONs. Each ON is an ordinary Petri net, and SN is an extended PrT net without transition guards. In SN, tokens in places can be token nets (i.e., ONs with individual execution and internal tokens) or black tokens, and arcs are labeled by the arc expressions formed by constants and variables.
In the arc expressions, a constant can represent the number of black tokens or (the name of) a token net with the initial marking, and a variable can be assigned as a token net by a binding function (a function to assign constants (data) to some variables (types)). Thus tokens (or token nets) can be consumed, produced or transferred from one place to another place according to the arc expressions. A marking of an NPN is defined as a marking of its SN. Then, the firing rule can be defined corresponding to the previously described four steps [58] .
If some ONs in an NPN are allowed to be two-level NPNs, three-level NPNs can be obtained. All definitions are easily generalized to this case, with the exception of a few special cases. Further, this extension approach can be easily generalized to any number of levels.
We can construct a two-level NPN for Example 1 as shown in Fig. 7 . It is similar to the EOS model except for some marks. One SN and three ONs exist. Variables x and y are used to denote the variety of ONs, and can be valued as C. Two types of interactions are described: labelsl 1 (l 2 ) and l 1 (l 2 ) denote the vertical synchronization between SN and C, and labelsλ 1 (λ 2 ) and λ 1 (λ 2 ) denote the horizontal synchronization between C and S 1 (S 2 ). Although NPN describes two types of interactions, it describes the synchronization between objects only. NPN enables ordinary Petri nets to be hierarchical by using Petri nets as tokens, and can construct clear semantics and structures for mobile systems. It still maintains some significant properties and merits of Petri nets. In the following work on NPNs [59] - [60] , the decidability and undecidability of properties for NPNs are discussed and analyzed. The decidability of NPNs is analyzed based on well-structured transition systems (WSTS). According to the theory of WSTS and further analysis [61] , some properties, such as termination and inevitability, remain decidable in NPNs.
It is also proved that NPNs can simulate Petri nets with reset arcs [62] . Petri nets with reset arcs extend the basic model with special ''reset'' arcs, which denote that the firing of some transitions resets (empties) the corresponding places. From the verification results of Petri nets with reset arcs, some properties such as reachability and boundedness are undecidable for these nets, and thus are undecidable in NPNs. In addition, NPNs can be edited and analyzed by using NPNtool [63] .
In a recent study [75] , the place invariants used for the algebraic analysis are proposed for NPNs. This method can avoid the state explosion caused by the common graph analysis techniques and verify the behavioral properties of systems, such as system restrictions.
An NPN is a useful formalization for the modeling of mobile systems. The characteristics of systems can be reflected in four steps in an NPN. However, the verification problem for NPNs remains challenging due to their complex structures.
3) DISCUSSION
In conclusion, with constant development, the nets-withinnets formalization is becoming an increasingly attractive and mature approach for a complete representation of mobile computing systems. This formalization intuitively describes the hierarchy of a system using the net execution in its hierarchical structure and the interactions in a system using the (horizontal or vertical) interaction behaviors.
However, its structures and semantics are becoming more complicated than an ordinary Petri net, which hinders the analysis of the properties.
• Concurrency The basic concurrency feature of Petri nets is retained in both levels of nets (SN and ONs), and can be reflected by use of concurrent transitions.
• Interaction Interactions between ONs (objects) or between ONs (objects) and the SN (environment) are limited to the synchronization activity between them, and are reflected by use of the same or a couple of parameters (labels) on the transitions in models.
• Mobility The mobility of ONs (objects) can be regarded as their nesting in the places (locations) of the SN (environment) and the changes of their locations.
B. LAM MODEL
To formally model and verify mobile computing (agent) systems and its logical agent mobility (LAM), Xu et al. proposed a two-level approach using PrT nets [64] , [65] .
1) LAM MODEL
In the LAM model, a mobile agent system is abstracted as a group of spaces (components) that are connected with external connectors. Each component has a location and includes VOLUME 6, 2018 an environmental part and an internal connector that binds agents with the environment. Based on PrT nets, system nets, agent nets, and (internal or external) connector nets are constructed to model the environment parts, agents, and connectors, respectively. Agent nets are packed as parts of tokens in system nets, and can be transferred from a system net to another by transitions' firings.
This study provided the definition of PrT nets, which is the foundation of the entire model. The PrT net defined in this study simplifies the old PrT net and complies with the concurrent semantics of Petri nets. A PrT net is a tuple
is a structure consisting of some sorts of constants, some operations and relations, L is a labeling function on arcs which mapping each arc to a tuple of constants and variables, ϕ is the guard function for transitions, and M 0 is the initial marking. Details of the definition and firing rule of PrT nets can be found in [65] and [66] . Based on PrT nets, an LAM model can be constructed step by step.
As a mobile program, an agent owns its states, actions, methods and interfaces, can interact with the environment in the space (location) and move to another space. Based on PrT nets, each agent is modeled as an agent net AN.
In an AN, markings denote the states, transitions denote the actions, the net execution denotes the methods, and two specific predicates p in and p out denote the interfaces. Distinct from the ON in the nets-within-nets formalization, AN in the LAM model is deactivated during its movement and disconnection with the environment, and activated when it arrives at the destination.
The environmental part of a space that provides facilities for agent mobility, such as execution place, activation, and deactivation, is modeled as a system net SN based on PrT nets. In an SN, there are four specific predicates: internal predicates p in−in and p in−out are interfaces that are used for the interactions between agents in this space, while external predicates p ex−in and p ex−out are interfaces that reflect the interactions between it and system nets in other spaces.
The agent identifier and correspondent AN are packed up as a token in a specific place p w of the SN, and can be transferred by the transitions' firing. That is, an AN as a token can move away from one SN via p ex−out and move into another SN via p ex−in . Moreover, a general input message in p ex−in can be represented by a tuple <sl, sa, da, mh, mb>, where sa is the source agent as the message sender, sl is its location, da is the destination agent in the current component that receives the message, mh is the message head and mb is the message body. Similarly, an output message is a tuple <sa, dl, da, mh, mb>, where dl is the destination location of agent da that receives the message.
The dynamic connection between an agent and the environment can be modeled as an internal connector net (ICN). This net binds the interfaces of AN and SN and depends on them. It consists of two independent PrT nets: the first net performs the information transfer from the SN to the ANs, and the second net performs the information transfer for the reverse direction. Depending on the change of the state of the SN, an ICN can be updated. The structure of an ICN is shown as Fig. 8 . Its initial marking is ICN. M (p syn ) = {<c | >} (a black token), and t I −A and t O−A are transitions for the connection between an agent A and a system net SN.
FIGURE 8. Internal connector net (ICN).
Space is modeled as a component with a location (CM) containing an SN and an ICN. The component can interact (transfer the agent) with others via the connectors. A connector is modeled as a connector net (CN), which is a marked PrT net with input/output predicates. Then, based on all submodels, the LAM model can be constructed as follows.
A LAM model I = (COMP, CONN) is defined by a finite set of components COMP = { (CM 1 , SN 1 , ICN 1 ) , (CM 2 , SN 2 , ICN 2 ), . . . } and a finite set of connectors CONN = {CN 1 , CN 2 , . . . }, where CM i is the identifier (location), SN i is the system net modeling the environment for agent migration, ICN i is the internal connector net, and CN i is the (external) connector net. Fig. 9 is a schematic diagram for the LAM model of a system including two components. The LAM model for Example 1 is shown in Fig. 10 . The model I = (COMP, CONN ), where COMP = { (A, SN 1 ,  ICN 1 ), (B, SN 2 , ICN 2 )} and a connector CONN = {CN 1 }. AN 1 is the agent net for Car (agent ca), which can move between SN 1 (location A) and SN 2 (B), and communicate with agent net AN 2 for Base Station 1 (agent bs1) and agent net AN 3 for Base Station 2 (agent bs2) by ICN 1 and ICN 2 (Fig. 8) .
Firstly, we introduce the initial state of I . In the initial marking, AN 1 and AN 2 are in SN 1 (location A), AN 3 is in SN 2 (location B), and thus SN 1 Fig. 10(b) .
Then we explain the running process of I . In the current state, AN 1 Note that LAM can describe the location of the agents and the interaction among agents. Based on the proposed LAM model, the structure of a mobile computing system can be presented.
2) ANALYSIS
The LAM model is a hierarchical model composed of several PrT nets, and thus can be transformed to be an entire PrT net using some transformation rules.
This transformation yields a clearer and more understandable LAM model, and helps develop the related analysis technique for the LAM model based on the analysis methods of PrT nets [66] . Several properties about location, state, connection and mobility of the LAM model facilitate the verification and analysis of the model based on the theoretical analysis [65] , [66] .
3) DISCUSSION
The LAM model is a two-level formal model for mobile computing (agent) systems based on PrT nets. It uses several submodels (nets) to describe each part of a system and constructs a suitable infrastructure for the system. This study applies the PrT nets to construct the models without proposing a new Petri net as in other models, and thus is more understandable and has mature analysis methods. However, the LAM-based modeling process is cumbersome, and the majority of its analysis techniques remain at the theoretical level and have not been applied in actual systems.
• Concurrency PrT nets are the further folding of CPNs and conform to the natural features of ordinary Petri nets. Thus, they are concurrent models and reflect concurrent events in all submodels, especially ANs (agents) and SNs (environment).
• Interaction Interactions between ANs (agents) and SN (environment) or SNs (environment) are different from the synchronous interactions in nets-within-nets and can be VOLUME 6, 2018 asynchronous. They are reflected as message transfer between some output and input interfaces in those nets through the intermediation ICN (internal connectors).
• Mobility The mobility of the AN(agent) is represented by its location change, i.e., AN (agent) is packed as a token that can move from an SN (environment) to another through CN (connectors).
C. MOBILE SYNCHRONIZING PETRI NET
Rosa-Velardo et al. proposed a formal method named the Mobile Synchronizing Petri Net (MSPN) for ubiquitous systems [67] . Although the MSPN primarily focused on ubiquitous systems, it can be applied to mobile computing systems and address some basic properties of mobile computing systems especially interactions and mobility because the notion of mobile computing is an important part of ubiquitous systems.
Ubiquitous systems are considered to be a collection of components (devices and software) that can offer or request services, and move from one location to another. Components are modeled as MSPNs, which are located in specific locations. The movements and interactions of components can be reflected by specific transitions.
1) MSPN MODEL
An MSPN is a variant of the CPN. In MSPNs, there are two different colour types-one for localities and a standalone one for black tokens-and two types of transitions: 1) Autonomous transitions. These transitions are divided into two classes: ordinary and movement transitions. Ordinary transitions are equal to transitions in ordinary Petri nets; movement transitions are special cases of autonomous ones that can change the locations of the involved (component) nets according to locality tokens. Thus, black tokens can be utilized only for control, whereas locality tokens are also employed to set the destinations of nets by firing a movement transition.
2) Synchronizing transitions. These transitions always exist in pairs, one of which is offering a service while the other is requesting this service. They are fireable only when they are in the same location. When a pair of transitions are fireable meanwhile each of them is fireable according to the ordinary firing rule, they can be fired simultaneously.
In the following, A denotes the set of autonomous transition labels, and the special label go ∈ A denotes movement transitions. Tokens = L ∪ {}, where L is a token colour to denote the locality names. Then, we introduce the definition of an MSPN for each component. An MSPN is a labeled CPN with two functions λ and C, which are denoted as (P, T , F, λ, C). The first function λ: T → A ∪ S! ∪ S? is the type function for transitions where S denotes services, S! = {s! |s ∈ S} and S? = {s? |s ∈ S} denote offers and requests of services, respectively; the second function C: P →{, L} is a function for colouring places (distinguishing black-token places and locality-token places). Every arc in an MSPN is labelled with a variable: the special variable ε is used to label every arc that is adjacent to an ordinary black-token place, and other variables are used to distinguish the occurrence of different locality tokens in a locality-token place.
The marking of an MSPN is a function that maps each place to the finite set of locality tokens and black tokens. An MSPN system is a set of disjoint MSPNs. A marking M of an MSPN system N is a pair (M , loc) , where M is a group of a marking of each MSPN and loc is a function that maps each MSPN to a location. That is, a marking of an MSPN system for the whole system contains not only the marking for each component net but also the location of each net. The firing of an autonomous transition t should be divided into two aspects due to λ(t) = go or = go. When λ(t) = go, t is fired as the ordinary transition in CPNs without location change. Otherwise, the firing of t changes not only the marking but also the location of the component according to the locality token in the precondition (input place) of t. The firing of synchronous transitions indicates that a pair of transitions (λ(t)?, λ(t)!) fire together according to the firing rule of ordinary autonomous transitions.
The MSPN system for Example 1 is shown in Fig. 11 . In Fig. 11 , three component nets (MSPNs) C, S 1 and S 2 are constructed for Car, Base Stations 1 and 2, respectively. Two locality tokens A and B are assigned in two locality-token places P 1 and P 2 . The firings of transitions t 1 and t 3 with go labels denote the movement of C to locations A and B, and the pair of transitions t 4 (t 2 ) and s 1 (s 3 ) with labels λ!(β!) and λ?(β?) denote the interaction between C and S 1 (S 2 ). C and S 1 are in location A and S 2 is in location B, and C has interacted with S 1 . C can move to B by firing t 1 and interact with S 2 by firing t 2 . Then, C can move to A again. Thus an MSPN has the location notion and describes synchronous interactions. Although the MSPN does not address some security issues such as authentication, it can be easily extended to a new MSAPN model by using a local identification mechanism. In an MSAPN, a new colour for identifiers, which correspond to natural numbers, is introduced. This colour can guarantee that locality names cannot be forged and addresses authentication issues.
2) ANALYSIS
Research has proven that MSPNs can be simulated faithfully by ordinary Petri nets [67] . Thus, the analysis difficulty of any characteristic of an MSPN is the same as the corresponding one of Petri nets, i.e., some decidability and undecidability problems in MSPNs can be determined by those in Petri nets.
Based on the analysis methods of Petri nets, such as the reachability tree, reachability and coverability have been proven decidable for MSPN systems [68] . In addition, the expressiveness of the MSPNs is between Petri nets and Turing machines.
3) DISCUSSION
Above all, an MSPN and its extension MSAPN are both flexible and hierarchical formalizations. They innovatively propose new types of tokens and transitions, which are referred to as locality tokens and movement transitions, to model the mobility of components. They focus on not only basic properties such as interactions and mobility aspects but also security issues, which render them more powerful for the specification of mobile systems.
• Concurrency An MSPN is an extension of a CPN, and thus can use the net execution to denote concurrency.
• Interaction A synchronous interaction between two components is reflected by the firing of a pair of synchronous transitions in an MSPN.
• Mobility Locality tokens and movement transitions in an MSPN are used to model mobility. The firing of the movement transition moves the component to a location determined by the locality token.
V. MODELS WITH VARIABLE STRUCTURE
The previously mentioned models based on Petri nets do not own dynamic structures and describe mobility by using their extended marks, denotations and net execution. This leads to the problem that some classic analysis methods in Petri net theory cannot directly apply to these models, and the uncertainty and dynamicity of the interaction among components cannot be expressed.
Therefore, regarding mobility and dynamic interactions, some methods that use their dynamic structures to model and analyze mobile computing systems have been proposed.
A. MOBILE PETRI NET
Inspired by the π-calculus and the related join calculus, Asperti et al. proposed the notions of Mobile Petri nets (MPN) and the further version-Dynamic Petri nets (DPN) [69] . These methods add mobility to Petri nets and offer a direct way to express systems with changing structures in which components (processes) can be dynamically linked to others, possibly depending on previous communications.
1) MPN
The MPN is a variation of the CPN, in which the colours of the tokens are tuples of names. It combines the strengths of Petri nets and process algebra (π -calculus).
Similar to the formal parameters used for channel names in π -calculus, formal parameters are used to represent the ''possible'' consumed (produced) token names in an MPN. It is noted that the transitions, arc (flow relation) and arc expression are separate in ordinary Petri nets. Conversely, the transition representation in an MPN presents the adjacent places and adjacent arc expressions of transitions. It is denoted as t = (I , O) , where I (called the preset) contains each input place and the related (consumed) arc expression between the place and the transition, and O (called the postset) contains each output place and the (produced) arc expression between the place and the transition. Arc expressions in I and O both may include formal parameters.
That is, in MPN, (consumed) token names in the preset of a transition are formal parameters and initialized as the actual token name (actual parameter) when firing the transition, whereas the postset is not static and depends on the initialized formal parameters (token names in the preset).
Because the transition representation can reflect the flows, an MPN is defined as a 3-tuple N = (P, T , M 0 ), where P and T are the sets of places and transitions, M is the marking that maps the places to the multiset over a set of colours (each colour is a tuple of actual parameters), and M 0 is the initial marking. Hence, in a marking, each place can have several tokens each of which is a tuple of names (constants).
To generate the new marking when firing a transition, formal parameters that exist in the preset (postset) of the transition need to be initialized. Similar to the binding function in other models, the ρ substitution in an MPN is defined as a function to initialize formal parameters to actual parameters (names). Based on the ρ substitution, the firing rule of an MPN can be defined. Firing an enabled transition t results in changing M into M , represented by M [t > ρ M , where M is the new marking computed by subtracting the instantiation of the preset from M and then adding the instantiation of the postset to M using ρ substitution. With the firing of some transitions, the instantiation of the formal parameters in the preset may decide the same formal parameters that are also output place names in the postset. This is also the most prominent feature of MPN.
However, depicting the structure of MPN is difficult due to its uncertainty. Hence, we just give the definition of the MPN for Example 1. Its MPN is N = (P, T , M 0 ), where Stor 2 (RE, DATA) ; VOLUME 6, 2018
In N , t 1 − t 2 are used to describe the actions of Car (C), t 3 denotes the interaction between C and Base Stations 1 and 2 (S 1 and S 2 ), and t 4 − t 5 describe the actions of S 1 and S 2 . Se iis the sending place of C, and Re 1 and Re 2 are the receiving places of S 1 and S 2 . Place SendFin indicates that the message has been sent by C, and Stor 1 -Stor 2 store the interaction information of C. The postset of t 3 has a formal parameter RE and will be decided by the consumed token (RE) in the preset (place Se) when firing t 3 , which shows the dynamic interaction between C and S 1 or S 2 . When RE is initialized as Re 2 (Re 1 ) by the ρ substitution, C sends the message d 2 (d 1 ) to S 2 (S 1 ) (Fig. 12) . Currently, C has interacted with S 1 . Then it will send a message to S 2 by using t 2 and t 3 , and thus the postset of t 3 is Re 2 and SendFin. The changed interaction between C and S 1 or S 2 reflects the movement of C. The MPN has no location notion and can describe uncertain interactions. Based on MPNs, Asperti et al. further proposed the more flexible model named Dynamic Petri Nets (DPN). In a DPN, the firing of some transitions can create a new net instead of producing new tokens, and thus the set of places and transitions may increase during the execution, which strengthens the capability of modeling the mobility and interactions of systems.
A DPN can be encoded into an MPN, and then encoded into an ordinary Petri net. Thus, it can be analyzed by some analysis methods of Petri nets.
2) DISCUSSION
The study is a recast in the context of net theory and the notions originated in the π -calculus (join calculus). It introduces mobility to Petri nets and provides a reasonable modeling experience for mobile computing systems. Distinct from the interactions described in the models above, the uncertainty and dynamicity of interaction, i.e., the essence of mobility, are primarily concerned and reflected by the uncertainty of the postset in this work. However, some concepts in it are unclear or incomplete, and verification is difficult due to the uncertain and complex structure.
• Concurrency An MPN is an extension or folding of a CPN; concurrency can be presented by the net execution.
• Interaction The preset and postset of a transition can be interfaces for (channel) names passing between two components. The uncertain postset in MPN reflects the uncertainty of the receiving interface in a component, and describes the uncertain interaction among components.
• Mobility An MPN considers only the essence of mobility, i.e., the change of interaction from the mobility. Physical movement and the concept of location are not considered.
B. RECONFIGURABLE PETRI NETS
In this section, we introduce a class of Petri nets that can reconfigure their structures based on the rewriting rules or graph transformation theory in net execution. Here we collectively call this class Reconfigurable Petri nets (RPN).
1) RN AND ELRN
Self-Modifying Nets described by Valk [70] are natural extensions of Petri nets that provides a reasonable and powerful attempt to add mobility to Petri nets. In Self-Modifying nets, the flow relations between places and transitions are linear functions that can vary at runtime. Inspired by SelfModifying Nets, Badouel and Javier [71] proposed a class of high-level Petri nets, called Reconfigurable Nets (RN). RNs that can dynamically modify their own structures by rewriting some of their components according to rewriting rules. Thus, they can model systems that change their structures dynamically. Related tools to analyze RNs have also been developed, e.g., MCReNet [76] .
Based on RNs, Kahloul et al. [72] put forward Coloured Reconfigurable Nets (CRN), Labeled Reconfigurable Nets (LRN) [73] and Extended Labeled Reconfigurable Nets (ELRN) [74] . These models combine CPNs and RNs, and employ variable (changed) structures to denote mobility. Here we introduce only the latest one-ELRN-which was proposed to model mobile computing systems and an extension of CPN. In this model, the firing of some transitions will produce a change of the net structure and thus denote the essence of mobility.
To denote the rewriting rules, transitions in an ELRN are divided into two classes: 1) Ordinary-transitions (OT). These transitions are the same as the transitions in ordinary Petri nets.
2) Reconfigure-transitions (RT). The firing of these transitions can change not only the markings but also the structure of nets by adding or deleting nodes (places, arcs and transitions). Each reconfigure-transition has a label to represent the rewriting rule that can expand, reduce, or destroy the structure of the net. Each label is defined as a tuple, which contains a set of values for nodes to be added or deleted (denoted by a negative sign '' − ''), which is defined as:
• (place name ( − ), initial making of the place, the input transition with the input expression, the output transition with the output expression) If adding (or deleting) the place;
• (transition name ( − ), guard function, the input place with the input expression, the output place with the output expression) If adding (or deleting) the transition;
• (arc name ( − ), its arc expression, the input node, the output node) If adding (or deleting) the arc; An ELRN is defined as an extended CPN, denoted by ( , P , T , A , C, G, E, I , L) where , P , T and A are sets of colours (including constants and variables), places, transitions and arcs, respectively, C is a colour function that maps each place to a unique colour in , G is a guard function with each transition, E is an arc expression function that maps each arc a to a multiset of G(p) where p is the preset of a, I is an initial state and L is a labeling function. L associates a label (rewriting rule) with each transition in RT according to the previous rules. The tuple of a marking M and a net structure S constitutes a state I = (M , S) of an ELRN.
The firing rule of an ELRN can be defined based on the states. After firing an enabled transition t, a state I 0 =< M 0 , S 0 > transforms to the new one I 1 =< M 1 , S 1 >. The marking M 1 can be computed by the firing rule of CPN. If t ∈ OT, then S 1 = S 0 . If t ∈ RT, then S 0 will transform to S 1 , and S 1 can be obtained by adding/deleting nodes to/from S 0 according to the rewriting rule (label) defined by t.
The ELRN for Example 1 is shown in Fig. 13 . In this figure, three component nets C, S 1 and S 2 are constructed, and there exist two reconfigure-transitions rt 1 and rt 2 with labels L 1 = {< (t 3 , I 2 ) − , t 3 , I 2 , y >, < (t 2 , I 1 ), t 2 , I 1 , x >} and L 2 = {< (t 3 , I 2 ), t 3 , I 2 , y >, < (t 2 , I 1 ) − , t 2 , I 1 , x >}. The initial state I 0 =< M 0 , S 0 >, where M 0 = {P 3 (d 1 ), P 6 (d 2 ), P 4 (·), P 11 (·), P 21 (·)} and S 0 is the structure of Fig. 13 . The firing of rt 1 can cause a disconnection between C and S 1 , and a connection (data transfer) between S 2 and C, whereas the firing of rt 2 is contrary to rt 1 . Currently, C has interacted with S 1 and will interact with S 2 by rt 2 . Note that the ELRN has no notion of location, and can use the increase and decrease of nodes (places, transitions and arcs) to describe the disconnection and connection among components following the movement of components.
Let us discuss the analysis techniques of ELRNs. Although the direct transformation from an ELRN to a CPN or PN is a difficult task, this study has claimed the existence of an encoding from an ELRN to a DPN. The DPN, as an intermediary, can be translated into a CPN. As a result, the analysis of ELRNs can be performed by analyzing its equivalent models using automatic verification tools, such as PIPE 3 [88] and CPN tools [89] . However, the details of the analysis are not mentioned in this study or related studies, and thus the conclusions seem unconvincing.
2) RECONFIGURABLE P/T NETS BASED ON GRAPH TRANSFORMATION
There exists another branch of Petri net extensions that provides the reconfiguration of their structures. In contrast from the rewriting rules, this branch has ''graph transformation theory'' as its basic mechanism. We term this branch ''Reconfigurable P/T nets based on graph transformation''. The reconfiguration of these nets expands the application of Petri nets to several systems with the dynamic structures [79] . Hence, this branch has been extensively applied in mobile computing systems [80] .
Specifically, Prange et al. [80] present the formal foundations for the graph transformation theory of nets. This theory comprises many results that concern the applicability of rules, the embedding and extension of transformations, and the concurrency of rule applications. Hence, the theory provides precise notions for concurrent or conflicting situations in reconfigurable P/T systems. This work is illustrated by an example in the area of mobile emergency scenarios (mobile ad hoc networks).
Then we introduce a typical model of this branch, which is named Reconfigurable Object Nets (RON) [76] . As the name suggests, this model combines nets-within-nets formalization (object PNs) and reconfigurable P/T nets based on graph transformation. RONs are high-level PNs in which the tokens can be nets or token rules. The token rules called reconfiguration rules whose usage can change the structure of the token nets are given based on graph transformation theory. Graph transformation theory enables the formulation of two basic constructions on Petri nets: Union and Transformation. Informally, Union takes two nets and yields another net, and Transformation takes one net and yields another net. In the RONs formalism, these two constructions are two basic reconfigurable techniques (token rules) for nets.
The RONs formalism has two advantages: 1) It owns the well-founded theory (graph transformation theory) as its mathematical background [77] , [78] ;
2) It has been implemented in some automatic tools such as RON-tool [82] and ReConnect [83] , which allow the simulation of a system and the verification of some properties. VOLUME 6, 2018 3) DISCUSSION ELRN and RON are two formal models that can be used to model mobile computing systems. Both of them creatively introduce the notion of reconfiguration into modeling. An ELRN employs a class of transitions called reconfigurable transitions to reflect the reconfigurable (rewriting) rules, whereas a RON provides the reconfiguration rules as tokens (token rules) based on graph transformations. The change of interactions can be reflected by the change of the net structures according to the firing of some reconfigurable transitions or the usage of the token rules.
However, the targeted property analysis for an ELRN is insufficient due to various reconfigurable transitions, and the representation of the token rules of a RON is complex due to its algebraic property.
• Concurrency ELRNs and RONs are the consequence of Petri nets combined with the ''reconfiguration'' thought, and thus can denote concurrency naturally as ordinary Petri nets.
• Interaction ELRNs and RONs primarily focus on the deconstruction and construction of interactions among components and use reconfigurable rules (reconfigurable transitions and token rules) to change the net structure to represent these cases.
• Mobility ELRNs and RONs only concern themselves with the essence of mobility, i.e., the disconnection and connection of components. The physical mobility and the notion of locations are not mentioned or discussed in ELRNs and RONs.
VI. DISCUSSION AND COMPARISON
In the past twenty years, researchers have developed many theories and techniques for mobile computing systems based on formal methods, especially Petri nets. In the previous four sections, we introduced several formal methods and divided the methods based on Petri nets into two categories according to their structures. Each model has unique characteristics, i.e., advantages and disadvantages.
In this section, we provide a comprehensive discussion and comparison of these models.
A. MODELING CAPABILITIES OF MODELS
Because an ordinary Petri net has a fixed and rigorous structure, some new features should be added to Petri nets to model mobile computing systems. We have constructed various formal models for Example 1 based on the previously discussed Petri net models, from which we can determine that these models either introduce the special labels to the net or use the changed net structures to model various features of mobile computing systems. This result generates different capabilities of each model.
1) CONCURRENCY
Concurrency is the most prominent characteristic of Petri nets. Although the models that we discussed have extended ordinary Petri nets and have complex or hierarchical structures, they are based on Petri nets and maintain many important features and merits. Thus they all can be used to represent concurrency.
The internal actions (operations) that are executed concurrently in the components of mobile computing systems can be reflected by the concurrent transitions in system models.
2) INTERACTION
The interactions, including synchronous and asynchronous communication, can occur among components or between components and the environment. Specifically, the interactions among components or between components and the environment in mobile computing systems can be changed by the movement of certain components, and thus are dynamic and uncertain. Therefore, the interaction is closely associated with mobility. The details of the process and the dynamicity (uncertainty) of interactions should be considered when modeling interactions.
The models with fixed structures primarily focus on the details of the interaction process. The net-within-nets model describes the synchronous interactions between two components (objects) and between components and the environment using some synchronous labels, such as λ 1 in Fig. 6 and λ 1 andλ 1 in Fig. 7 , but do not consider the specific message transfer or asynchronous communication. The LAM model considers the interactions between components (agents) or components and the environment as the processes of sending and receiving messages, and uses the internal/external connectors and specific interfaces, such as Fig. 8 and Fig. 10 , to denote synchronous/asynchronous message exchange. An MSPN regards the interaction between components (processes) as the synchronization of the requesting service and receiving service in two components, and uses synchronous transitions, such as λ! and λ? in Fig. 11 , to denote this synchronization.
The models with variable structures are more concerned with the dynamic and uncertain interactions that occur from movement. Thus, the construction and deconstruction of interactions instead of interaction processes are the focus and are described specifically by variable structures. MPN can represent the interaction between two components (processes) by name passing and the uncertainty of the interaction by the uncertainty of postsets, such as transition t 3 in Fig. 12 . RPNs (ELRN and RON) can describe the disconnection and connection of two components by use of some reconfiguration rules, such as reconfigurable transitions rt 2 and rt 1 in Fig. 13 .
These two types of models have different emphases on interactions, and thus can be used to describe the different features of interaction and solve the related problems. However, they also have certain limitations. The former omits the ''uncertainty'' and ''dynamicity'' of interaction in systems, whereas the latter omits the details of the interaction process. A model that can provide a complete description for interactions in mobile computing systems may be needed. 
3) MOBILITY
Mobility, as the key feature of mobile computing systems, is linked to the interaction and discussed from different perspectives regarding the previously mentioned models.
Some models explicitly discuss the physical meaning of mobility, i.e., the changes of locations, such as the LAM model (SN 1 in location A and SN 2 in B in Fig. 10(a) ) and MSPN (locality token A(B) in Fig. 11 ). These models present the notion of location, introduce the net hierarchy (nesting) and represent the change of locations by the transfer or consumption of tokens (token net or locality token) in the net execution.
Other models are implicitly concerned with the essence (potential meanings) of mobility, i.e., the dynamicity and uncertainty of interactions, such as MPN (t 3 in Fig. 12 ), and ELRN (rt 2 , rt 1 in Fig. 13 ). In these models, the notion of location (also the environment) is not mentioned, and the change of interactions is regarded as mobility.
Note that mobility in mobile computing systems can cause frequent disconnections and changes in the environment. These two types of models emphasize different aspects of mobility, and thus can be used to solve different mobility problems. However, they both have limitations and cannot provide a comprehensive description of mobility.
4) EVALUATIONS
TABLE 1 compares several methods involved in this paper in terms of some characteristics in the modeling and analysis processes of mobile computing systems. Existing formal methods have apparent features and different focuses and can be used in some applications of mobile computing systems.
Some of the above Petri net models have undergone recent development and improvement, such as the nets-within-nets formalization (including EOS, NPN and other branches) and Reconfigurable Petri nets based on rewriting rules or graph transformation. Both models have richer semantics and powerful modeling capacity and have been applied in various systems, such as Reconfigurable flexible systems (RMSs) [79] and workflow systems [81] .
However, current formal models emphasize certain characteristics of mobile computing systems and lack a complete unified description of three main characteristics: concurrency, interaction and mobility. Additionally, the uncertainty of interactions following the movement of components, which is an essential factor in mobile computing systems, has not received sufficient attention in those models. Thus, a formal model with a more powerful modeling capability for mobile computing systems is worthy of research.
B. ANALYSIS TECHNIQUES
We discuss the analysis and verification techniques based on Petri nets for mobile computing systems.
Some methods, such as MPN and ELRN, give more attention to the models for mobile computing than the analysis methods and techniques and have presented only the modeling method and process. The transformations between them and ordinary PNs or CPNs are discussed. Thus they may be analyzed based on the existing methods and tools of ordinary PNs or CPNs.
Other methods have developed studies of simple property analysis based on net theory. The LAM model can provide some analysis methods for mobility and specific properties based on PrT nets, and an MSPN can provide an analysis for reachability and coverability based on the state-space (enumeration) method, and even the security analysis using some extended labels. In addition, some analysis and verification tools have been proposed and have provided some properties (reachability and deadlock) analysis, such as RENEW and NPNtool for nets-within-nets formalization and RON tools and ReConnect for RPN.
However, these existing studies are mostly based on the state enumeration method, which can easily cause some serious problems such as state explosion. Moreover, current models do not adequately address system behaviors, and cannot effectively analyze the behavioral mechanisms of mobile computing systems. Therefore, the analysis and verification techniques based on previous models for mobile computing systems are lacking, which substantially diminishes their practical applied values.
VII. SUGGESTIONS FOR FUTURE DIRECTIONS
From the study of existing methods, we summarize five aspects of possible future directions for modeling and analysis of mobile computing systems based on Petri nets:
A. BASIC MODEL
The majority of the basic Petri nets in the existing models, such as CPN and PrT net, are qualitative. However, as the complexity and need for the accuracy of systems increase, Petri nets that provides both qualitative and quantitative analysis, such as TPN and Stochastic Petri net (SPN) [91] , are needed to construct the system models in future research.
B. MODELING METHOD
A complete and hierarchical Petri net model with a strong modeling capacity and a specific construction method for the architecture of the mobile computing systems is the main point in this research field. In addition, the synthesis, decomposition and refinement of the model are additional research directions in the modeling.
Because of the changeability, dynamicity and complexity of mobile computing systems, the evolution, adaptation, learning and some rising features should be added to the Petri net-based models for systems in future studies [92] . In addition, the environmental (contextual) elements and some quantitative parameters, such as the locations, network conditions and sources, should also be considered and described in the modeling process.
C. ANALYSIS METHOD
The analysis methods based on Petri net models for mobile computing systems are weak and need to be enriched. In future studies, the state analysis for systems based on graphic and algebraic methods can be developed to obtain the change rules of states and provide more control to confirm the system safety (correctness). Some behavior analysis and identification methods can be provided to verify the (interaction) behaviors of systems.
Moreover, mobile computing systems have higher request on reliability, fault-tolerance and security. Thus the specific analysis for the reliability and efficiency of data transmission and the detection of attacks and insecure elements are both important in some critical systems. Meanwhile, the prediction of (uncertain) system states and behaviors is also a hot issue.
D. KILLER APPLICATIONS
Although there exist various modeling methods for mobile computing systems, killer applications of these models are lacking. Identifying one or more killer applications to verify the modeling and analysis method is imperative for ongoing study.
E. TOOLS
Several mature tools for (high-level) Petri nets, such as PIPE 3 and CPN tools, have been proposed and developed to construct and verify these Petri nets. Hence, to model and analyze mobile computing systems automatically, a tool based on the theoretical (modeling and analysis) results for systems would be indispensable in future research. In addition, the automation level of tools should be raised to speed up the modeling and analysis processes and thus better meet the needs of industrial requirements.
VIII. CONCLUSION
This paper investigates existing models for mobile computing systems based on formal methods, especially Petri nets. First, this study identifies three basic characteristics of mobile computing systems-concurrency, interaction and mobility-and briefly introduces some related formal methods. The Petri net, as an appropriate model for the three key characteristics, is determined to be a useful and well-understood method for mobile computing systems. Therefore, the paper presents a detailed introduction of several formal models based on Petri nets for mobile computing systems. The models are divided into two categories according to their structures and then introduced. Based on the details of the methods and the related models for a common example, this paper provides an analysis and comparison of these methods from the aspects of modeling capacity and related analysis techniques. Moreover, the paper introduces our ideas for future directions.
In future research, we will focus on the dynamicity and uncertainty of mobile computing systems and then propose a more comprehensive hierarchical modeling and analysis method.
