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Abstract
In this paper we use Conway’s surreal numbers to define a refinement of the box-
counting dimension of a subset of a metric space. The surreal dimension of such a subset is
well-defined in many cases in which the box-counting dimension is not. Surreal dimensions
refine box-counting dimensions due to the fact that the class of surreal numbers contains
infinitesimal elements as well as every real number. We compute the surreal dimensions of
generalized Cantor sets, and we state some open problems.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Let S be a non-empty subset of a metric space. Suppose that for each real
ρ > 0, there is a minimal finite number N(ρ) of closed balls of radius ρ needed
to cover S. This will be the case, for example, if the closure of S is compact. The
box-counting dimension of S compares the rate of growth of the function
x→N1(x)=N(1/x)
as x→+∞ to that of the function
x→ xd
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when d is a positive real number. Define
d−(S)= lim inf
x→∞
log(N1(x))
log(x)
and d+(S)= lim sup
x→∞
log(N1(x))
log(x)
, (1.1)
where these limits may be +∞. Following [3, Chapter 3], we will call d−(S)
(respectively d+(S)) the lower (respectively upper) box-counting dimension of S.
If d−(S) = d+(S), then their common value d(S) is called the box-counting
dimension of S; otherwise d(S) is not well-defined.
The object of this paper is to generalize the box-counting dimension by
associating to S a surreal number dλ(S). We will see that dλ(S) is well defined
in many cases in which d(S) is not, i.e., in which d−(S) < d+(S). When both
dλ(S) and d(S) are well-defined, dλ(S) will in general measure more precisely
than d(S) the growth of N1(x) as x→+∞.
We recall in Section 2 Conway’s definition of the class No of surreal numbers.
(The name “surreal numbers” was coined Knuth [5].) The surreal numbers form
a field, i.e., a field whose domain is a proper Class (cf. [1, p. 4]). Members of No
include the real numbers and a vast collection of elements which are infinitesimal
or infinitely large in comparison to every positive real number. (An element a of
No is infinitesimal with respect to another element b if 0 < na < b for all positive
integers n; one then says b is infinitely large in comparison to a.)
We will use surreal numbers to label the elements of well ordered sets of
test functions. There are two degrees of freedom involved in doing this. One
can choose different well ordered sets of test functions, and one can label these
using different collections of surreal numbers. We call a labeling λ of this kind a
yardstick; a formal definition is given in Definition 2.3 of Section 2.
To use a yardstick λ to measure the rate of growth of the function x→N1(x),
one lets L (respectively R) be the set of test functions used in the definition of
λ which are asymptotically less than (respectively greater than) x → N(1/x).
Since surreal numbers are defined as generalized Dedekind cuts, there is a unique
surreal number dλ(S) defined by the sets of surreal numbers λ(L) and λ(R). This
dλ(S) is the surreal dimension of S with respect to λ; a formal definition is given
in Definition 2.4 of Section 2.
One can think of dλ(S) as the ‘simplest’ compromise, in the sense of [1, Theo-
rem 2.11], between the lower and upper bounds on the dimension of S provided
by λ(L) and λ(R). Because surreal numbers make such a compromise by virtue
of their definition, dλ(S) is well-defined even when d−(S) < d+(S), i.e., even
when d(S) is not defined. This approach to defining dimensions can be viewed
as a form of Occam’s razor, since it consists of choosing the ‘simplest’ (surreal)
number consistent with data one has concerning S. In Example 4.1 we construct
examples of S for which d−(S) < d+(S).
To illustrate how surreal numbers can be used to measure growth rates,
consider the function x → xn of positive real x when n is a fixed non-negative
integer. This is the similarity ratio of n-dimensional Euclidean volume. The
606 T. Chinburg, A. Ovetsky / Advances in Applied Mathematics 29 (2002) 604–619
number most readily associated to the growth rate of this function is the integer n.
It is less obvious which (surreal) numbers should be associated to the growth
rates of functions such as x→ ex . Since n is the exponent appearing in x→ xn,
a naive approach would be to look for a surreal number α such that xα = ex
for all sufficiently large real x . Unfortunately, no such α exists, so one must
simply choose a plausible α to associate to the rate of growth of x → ex .
Clearly this α should be greater than every integer. In [2, p. 299], Conway and
Guy propose using for α the ‘simplest’ surreal number ω greater than every
integer. The laws of exponents now suggest that since x = x1 = log(exp(x)),
we should let the growth rate of x → log(x) correspond to 1/ω, since formally
(xω)1/ω = x . Similarly, the function x→ log(log(x)) should correspond to 1/ω2,
since formally one has (x1/ω)1/ω = x1/ω2 . These choices lead to the logarithmic
yardsticks discussed in Section 3. The nth logarithmic yardstick associates to the
growth rate of
x→ xa0 · (log(x))a1 · · · (log(n)(x))an
as x→+∞ the surreal number
a0 + a1/ω+ · · · + an/ωn
if a0, . . . , an are real numbers and the smallest index i for which ai = 0 has the
property that ai > 0.
The logarithmic yardstick λ0 defined by setting n= 0 in the above discussion
involves only the test functions x → xa0 when a0 is a positive real number.
It yields the ordinary dimension when d−(S) = d+(S), but will give a surreal
number which is a dyadic rational number when d−(S) < d+(S). Indeed, we
show in Theorem 3.3 the particular compromise dλ0(S) makes between the
classical box-counting dimensions d−(S) and d+(S). The nth yardstick for n > 0
allows a refinement of dimension with respect to a wider asymptotic class,
in addition to resolving cases in which lower dimension is unequal to upper
dimension.
In Section 4 we show that the surreal dimension of the union of two sets
may be strictly larger than the surreal dimension of either set. In Section 5 we
determine the surreal dimension of various generalized Cantor sets with respect
to the logarithmic yardsticks defined in Section 3. Generalized Cantor sets arise
in harmonic analysis in the study of sets of uniqueness [4,6], and it would be
interesting to investigate the relevance of surreal dimensions to the study of sets
of uniqueness.
We should emphasize, though, that there are many other possible yardsticks
than the logarithmic ones studied in Sections 3–5. Instead of using iterates of
log(x), for example, one could have used iterates of some other increasing
function of x which tends to +∞ as x →+∞ more slowly than any positive
power of x . More generally, one could have used several functions and their
various compositions, provided the growth rates of these functions with x are
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well-ordered in a suitable sense. One also has a great deal of freedom in
choosing which surreal numbers to associate to each test function. For example, in
discussing logarithmic yardsticks, 1/ω could have been replaced by any positive
surreal number less than every positive real number.
The problem of how to choose natural yardsticks arises whenever one would
like to assign a numerical size to the growth rate of a function. This problem is
related to the question of how to assign a precise meaning to sums of asymptotic
series, which has recently been studied using surreal numbers by Kruskal [1,
pp. 225–228]. In Section 6 we discuss one specific question having to do with
yardsticks constructed from the functions x → xr for real r and x → log(x).
There is a large literature concerning the box-counting dimensions of various
sets S (cf. [3] and its references), and it seems natural now to consider the surreal
dimensions of these S with respect to various yardsticks.
2. Surreal numbers and dimensions
Recall that a surreal number α = {L |R} and an ordering on surreal numbers
may be defined inductively in the following way [1]. Let L and R be (possibly
empty) collections of surreal numbers. Suppose that for each αL ∈ L and αR ∈ R
one has αR  αL, meaning that it is not the case that αR  αL. Then the
pair α = {L | R} is defined by induction to be a surreal number. One defines
α  β = {L′ | R′} if and only if no βR ∈ R′ satisfies βR  α and no αL ∈ L
satisfies β  αL. One says α is identical to β if L= L′ and R =R′; if α  β and
β  α then α is said to be equal to β . For further details, see [1]. In particular, one
can define the addition and multiplication of surreal numbers in such a way that
they form totally ordered field containing the real numbers.
Definition 2.1. LetR>c be the set of real numbers greater than the real constant c.
Define Mc to be the set of all non-decreasing functions f :R>c → R>0, and let
M be the union of Mc over all c > 0. Define C to be the subset of f ∈M
which are continuous, monotonically increasing and have limx→∞ f (x)=+∞.
Define an equivalence relation ≡ on M by saying f ≡ g if f (x) = g(x) for
all sufficiently large real x . Let [f ] be the equivalence class of f . Define
E = {[f ]: f ∈M} and EC = {[f ]: f ∈ C}. Say [f ]  [g] if f (x)  g(x) for
all sufficiently large x .
If f ∈ C , the inverse function g(y) to f (x) is well-defined and continuous for
all sufficiently large y . The following Lemma is now clear.
Lemma 2.2. Composition of functions gives the set E (respectively EC) the
structure of a partially ordered semigroup (respectively group), with identity
element [f1] when f1(x)= x for all x > 0.
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Definition 2.3. A yardstick is an order preserving bijection λ :T → λ(T ) between
a totally ordered subset T of E and a subset λ(T ) of the class of surreal numbers.
Suppose now that S is a non-empty subset of a metric space, and that for each
ρ > 0 there is a finite minimal number N(ρ) of closed balls of radius ρ > 0
needed to cover S. Define N1(x)=N(1/x) for all x > 0. We can now define the
surreal dimension dλ(S) of S with respect to the choice of yardstick λ :T → λ(T ).
Definition 2.4. Let T−(S) (respectively T+(S)) be the set of all [f (x)] ∈ T such
that limx→+∞ f (x)/N1(x) = 0 (respectively limx→+∞N1(x)/f (x) = 0). The
surreal dimension dλ(S) of S relative to λ is the surreal number{
λ
(
T−(S)
) ∣∣ λ(T+(S))}.
We now prove some simple properties of the surreal dimension. For a discus-
sion the corresponding properties for other notions of dimension, see [3, p. 37].
Theorem 2.5. Suppose S and S′ are non-empty subsets of a fixed metric space
M , and that for each x > 0 there is a minimal finite number N1,S(x) (respectively
N1,S ′(x)) of closed balls of radius 1/x needed to cover S (respectively S′). Let
λ :T → λ(T ) be a fixed yardstick such that
lim
x→∞f (x)=+∞ for each
[
f (x)
] ∈ T . (2.1)
(a) (Normalization) If S is finite, then dλ(S)= {∅ | λ(T )} is the simplest surreal
number less than each element of λ(T ).
(b) (Monotonicity) If S′ ⊂ S then dλ(S′) dλ(S).
(c) (Weak Stability) max(dλ(S), dλ(S′)) dλ(S ∪ S′), with equality if one of S
or S′ is a finite set.
(d) (Lipschitz invariance) Suppose M = Rn with the Euclidean metric, and that
h :M →M is a bi-Lipschitz map. Then dλ(S)= dλ(h(S)). In particular, this
is the case if h is a translation, a rotation or an affine transformation.
(e) (Open sets) Suppose M is a smooth real manifold of dimension n, that S is
a non-empty open subset of M . Then
T−(S)=
{[
f (x)
] ∈ T : lim
x→∞f (x)/x
n = 0} and
T+(S)=
{[
f (x)
] ∈ T : lim
x→∞x
n/f (x)= 0}.
Proof. If S is finite, then (2.1) implies T−(S) = ∅ and T+(S) = T , which
gives (a). Property (b) is clear from the fact that N1,S ′(x) N1,S(x) for all x if
S′ ⊂ S. The inequality max(dλ(S), dλ(S′)) dλ(S ∪ S′) in part (c) follows from
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part (b). Suppose S is a finite set. To prove max(dλ(S), dλ(S′)) = dλ(S ∪ S′),
part (b) implies it will suffice to show
dλ(S
′)= dλ(S ∪ S′). (2.2)
Since S is finite, we have
N1,S ′(x)N1,S∪S ′(x)N1,S ′(x)+ |S|. (2.3)
Assumption (2.1) together with (2.3) imply T−(S′) = T−(S ∪ S′) and T+(S′) =
T+(S ∪ S′), from which (2.2) is clear. To prove part (d), observe that since h is
bi-Lipschitz, there is a positive constant c independent of x > 0 such that each
closed ball B of radius 1/x in M = Rn has the property that h(B) and h−1(B)
can be covered by at most c closed balls of radius 1/x . It follows that
N1,S(x) cN1,h(S)(x) and N1,h(S)(x) cN1,S(x).
Hence (2.1) implies T−(S) = T−(h(S)) and T+(S) = T+(h(S)), so (d) holds.
Part (e) is clear from the fact that under the hypotheses in (e), there is a positive
real constant c such that xn/cN1(x) cxn. ✷
Remark 2.6. In Proposition 4.4, we show that equality in (c) need not hold for
arbitrary S and S′. In defining dλ(S), one could proceed slightly differently by
letting T˜−(S) (respectively T˜+(S)) be the set of all [f (x)] ∈ T such that f (x) <
N1(x) (respectively N1(x) < f (x)) for all sufficiently large x . Let d˜λ(S) be the
surreal number {λ(T˜−(S)) | λ(T˜+(S))}. The constant d˜λ(S) is less stable in S than
dλ(S), in the following sense. Even if one of S or S′ are finite, one need not have
max(d˜λ(S), d˜λ(S
′))= d˜λ(S ∪ S′). This is because the inequalities in (2.3) are not
sufficient in general to imply T˜−(S′) = T˜−(S ∪ S′) and T˜+(S′) = T˜+(S ∪ S′).
Similarly, one cannot conclude under the hypotheses of part (d) of Theorem 2.5
that d˜λ(S)= d˜λ(h(S)).
3. Logarithmic yardsticks
In this section we define yardsticks using products of real powers of x and of
finite iterations of log(x), and we discuss how to compute the associated surreal
dimensions.
For any integer n 0 let Ωn be the set of positive surreal numbers of the form
a =
n∑
i=0
aiω
−i (3.1)
in which ai ∈R and ω= {0,1,2, . . .}. By [1, p. 12],
ω−1 = {0|1,1/2,1/4,1/8, . . .}
is the ‘simplest’ number between 0 and every positive real number, in the sense
of [1, Theorem 2.11]. Let Ω∞ =⋃∞n=0 Ωn.
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Let log(0)(x) = x for all x > 0. By induction on integers i  0, define
a function log(i)(x) for sufficiently large x by log(i+1)(x) = log(log(i)(x)).
Since the surreal number ω is transcendental over R, we have an injective map
πn :Ω → EC defined by πn(a) = [πn(a)(x)], where πn(a)(x) is the function
defined for sufficiently large real x by
πn(a)(x)=
n∏
i=0
(
log(i)(x)
)ai . (3.2)
Let π∞ :Ω∞→ EC be the function defined by the πn for all n. Let Tn be the image
of πn for all n∞. Since πn defines an order preserving bijection between Ωn
and Tn, we can make the following definition:
Definition 3.1. Suppose n  0 is an integer or that n =∞. The nth logarithmic
yardstick is the set theoretic inverse function λn :Tn→Ωn to πn :Ωn→ Tn.
Thus Tn for finite n consists of all equivalence classes of finite products (3.2)
of real powers of iterated logarithm functions, in which some ai = 0, and the
smallest index i for which ai = 0 has ai > 0. The nth logarithmic yardstick λn
associates to the equivalence class [πn(a)(x)] of the function πn(a)(x) in (3.2)
the surreal number
a = a0 + a1/ω+ · · · + an/ωn.
For n=∞we define λ∞ :T∞→Ω∞ to be take the union of all the λj for positive
integers j .
When n = 0, T0 is simply {[xr]: 0 < r ∈ R}, and the yardstick λ0 sends [xr ]
to the real number r . The surreal dimension dλ0(S) of a set S compares to the
classical box-counting dimensions d±(S) of (1.1) in the following way.
Definition 3.2. Suppose the classical upper dimension d+(S) defined just after
(1.1) is finite. Let I (S) be the union of the (possibly empty) open real interval
(d−(S), d+(S)) with one, both or none of the sets {d−(S)} and {d+(S)}, according
to the following rule. One should not include d−(S) (respectively d+(S)) in I (S)
if and only limx→∞ xd−(S)/N1(x)= 0 (respectively limx→∞N1(x)/xd+(S) = 0).
Theorem 3.3. If the classical box-counting dimension d(S) exists, then dλ0(S)=
d(S). Suppose now that d(S) does not exist and d+(S) is finite. Then dλ0(S)
equals the minimal integer in I (S), if there is one, and otherwise it equals the
unique rational number in Z[1/2] ∩ I (S) having minimal denominator.
Proof. By Definition 2.4, dλ0(S)= {L | R} when L (respectively R) is the set of
real r >0 for which limx→∞ xr/N1(x)=0 (respectively limx→∞N1(x)/xr = 0).
By the definition of d−(S), one has
d−(S)= sup
{
r(c): c > 0
}
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where
r(c)= inf{log(N1(x))/ log(x): c x ∈R}.
Thus 0 < r < r(c) implies r ∈ L, while r ∈ L implies r  r(c) for some c > 0. It
now follows from the definition of I (S) in Theorem 3.3 that L is the set of positive
real numbers which are less than every element of I (S). Similarly, R is the set of
positive real r greater than every element of I (S). Theorem 3.3 now follows from
this and the fact that the recipe in the theorem describes the ‘simplest’ surreal
number, in the sense of [1, Theorem 2.11], which is greater than every element
of L and less than every element of R. This recipe is well-known; one can prove
it using [1, Theorems 2.11, 2.12, 2.13]. ✷
Remark 3.4. The surreal dimension dλ0(S) represents a compromise between
d−(S) and d+(S) which is different, in general, from the average of d−(S)
and d+(S). One heuristic reason for preferring dλ0(S) is that if d−(S) < d+(S),
then these numbers alone do not provide enough information to justify taking any
particular weighted average of d−(S) and d+(S). Instead, by Occam’s razor, one
should take the ‘simplest’ number consistent with the range determined by d−(S)
and d+(S) (or more precisely, by the interval I (S) appearing in Theorem 3.3). It
would be interesting to have a probabilistic rationale for the choice of ‘simplest’
dimension resulting from Conway’s theory, e.g. one based on some notion of
randomly chosen S having given values for d±(S).
One can extend the analysis of dλ0(S) in Theorem 3.3 to one of dλn(S) for
arbitrary n ∞. The first step is to define the appropriate generalization In(S)
of I (S). One then must compute the simplest real number which is greater
(respectively less) than all surreal numbers in Ωn which are less than (respectively
greater than) every element of In(S). We will need only the following special case
in Section 5.
Hypothesis 3.5. Suppose n is either a non-negative integer or n=∞. Let {bi}ni=0
be a sequence of real numbers with the following properties.
(i) The surreal number b =∑ni=0 biω−i is non-negative.
(ii) For all integers j such that 0  j  n and all ordered sets of real numbers
{ai}ji=0 the following is true. Write a =
∑j
i=0 aiω−i . If 0 < a < b as surreal
numbers then
lim
x→∞
πj (a)(x)
N1(x)
= 0 (3.3)
where πj (a)(x)=∏ji=0 log(i)(x)ai . If b < a as surreal numbers, then
lim
x→∞
N1(x)
πj (a)(x)
= 0. (3.4)
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Theorem 3.6. Hypothesis 3.5 implies dλn(S) = b and that the box-counting
dimension d(S) of S exists and equals b0.
4. First examples
In this section we present two examples to illustrate how Theorem 3.3 can be
applied. The first example shows how the interval I (S) appearing in Theorem 3.3
can be a point, an open interval, a closed interval or a half-open interval. The
second example shows how the surreal dimension of the union of two sets may be
strictly larger than the surreal dimension of either set.
Example 4.1. Let a = {ai}∞i=1 be a sequence of 0’s and 1’s. For m  1, let
Sm = Sm(a) ⊆ [0,1] consist of the real numbers b =∑∞i=1 bi2−i whose base 2
digits bi ∈ {0,1} satisfy
bi = 0 if 1 i m and ai = 0.
Thus Sm is the union of 2t (m) distinct closed intervals of the form [c/2m,
(c + 1)/2m] with c ∈ Z and 0  c < 2m, where t (m) is the number of elements
of {ai}mi=1 equal to 1. Each of these intervals contains an element of the closed
non-empty set
S = S(a)=
∞⋂
i=1
Sm.
If 2m  x < 2m+1, then a closed interval of length 1/x can intersect at most 2
distinct intervals of the form [c/2m, (c+ 1)/2m]. This leads to the inequalities
2t (m)−1 N1(x)=N(1/x) 2t (m+1)  2t (m)+1 (4.1)
where, as before, N(1/x) is the number of closed intervals of length 1/x needed
to cover S. Hence
t (m)− 1
m+ 1 
log(N1(x))
log(x)
 t (m)+ 1
m
. (4.2)
Letting x and m tend to ∞, we see from (1.1) and (4.2) that
d−(S)= lim inf
m→∞
t (m)
m
and d+(S)= lim sup
m→∞
t (m)
m
. (4.3)
Since t (m) =∑mi=1 ai , we can choose the original sequence a = {ai}∞i=1 of 0’s
and 1’s in such a way that m→ t (m) is any prescribed integer valued function for
which t (1) ∈ {0,1} and t (m) t (m+ 1) t (m)+ 1 for all m 1. This implies
the following result:
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Proposition 4.2. Suppose α and β are any real numbers such that 0 α  β  1.
One can choose a = {ai}∞i=1 so that
d−(S)= lim inf
m→∞
t (m)
m
= α and d+(S)= lim sup
m→∞
t (m)
m
= β. (4.4)
We now observe that Theorem 3.3 determines dλ0(S) from d−(S) = α and
d+(S) = β unless α = β and one of α or β is a dyadic rational number of the
form l/2h. In the latter case, one must decide whether α or β lie in the interval
I (S) defined in Theorem 3.3, and this depends on finer information concerning
the sequence {ai}∞i=1. Suppose, for example, that α = β and that α = l/2h. Then
α /∈ I (S) if and only
lim
x→∞x
α/N1(x)= 0. (4.5)
Choosing m so that 2m  x < 2m+1 as before, we see from (4.1) that
2mα
2t (m)+1
 x
α
N1(x)
 2
(m+1)α
2t (m)−1
. (4.6)
The upper and lower bounds in (4.6) go to 0 as x →∞ if and only if mα −
t (m)→−∞ as m→∞. We have thus shown the following result concerning
I (S).
Proposition 4.3. Suppose α < β . If α is a dyadic rational number then
α /∈ I (S) if and only if lim
m→∞
(
mα − t (m))=−∞. (4.7)
Similarly, if α < β and β is a dyadic rational number, then
β /∈ I (S) if and only if lim
m→∞
(
mβ − t (m))=+∞. (4.8)
One can use (4.7) and (4.8) to construct examples in which I (S) is any one of
the four possible intervals (α,β), [α,β), [α,β], and (α,β].
We now show that equality in part (b) of Theorem 2.5 need not hold for
arbitrary S and S′, using the fact that the classical upper and lower box-counting
dimensions need not behave well under unions.
Proposition 4.4. There are subsets S and S′ of the real line such that
dλ0(S ∪ S′) > max
(
dλ0(S), dλ0(S
′)
)
.
Proof. We can choose sequences a = {ai}∞i=1 and aˆ = {aˆi}∞i=1 of 0’s and 1’s with
the following property. When S = S(a) and Ŝ = S(aˆ) are as in Example 4.1, one
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has I (S)= {2/3} while I (Ŝ) is the open interval (1/5,4/5). Thus
d−(S) = lim inf
x→∞
log(N1,S(x))
log(x)
= 2/3= d+(S)
= lim sup
x→∞
log(N1,S(x))
log(x)
(4.9)
while
d−
(
Ŝ
)= lim inf
x→∞
log(N1,Ŝ(x))
log(x)
= 1/5 and
d+
(
Ŝ
)= lim sup
x→∞
log(N1,Ŝ(x))
log(x)
= 4/5. (4.10)
Let
S′ = 2+ Ŝ = {2+ s: s ∈ Ŝ}
so that S′ is a subset of the interval [2,3]. From the calculations in Example 4.1
and Theorem 2.5(d), we have
dλ0(S)= 2/3 and dλ0(S′)= dλ0
(
Ŝ
)= 1/2.
Consider dλ0(S ∪ S′). For x > 1, the function N1,S∪S ′(x) equals N1,S(x) +
N1,Ŝ(x), since no closed ball of radius 1/x can intersect both S and S′, and
N1,S ′(x)=N1,Ŝ(x). It follows from this, (4.9) and (4.10) that
d−(S ∪ S′) = lim inf
x→∞
log(N1,S∪S ′(x))
log(x)
= lim inf
x→∞
log(N1,S(x)+N1,Ŝ (x))
log(x)
 2/3 (4.11)
and
d+(S ∪ S′)= lim sup
x→∞
log(N1,S∪S ′(x))
log(x)
= 4/5. (4.12)
Theorem 3.3 now implies that dλ0(S∪S′) is either 4/5 or a dyadic rational number
in the interval [2/3,4/5]. In either case, we find
dλ0(S ∪ S′) > 2/3=max
(
dλ0(S), dλ0(S
′)
)= max(2/3,1/2), (4.13)
which proves the proposition. ✷
5. Generalized Cantor sets
In this section we compute the logarithmic surreal dimensions of some
generalized Cantor sets (cf. [4, Chapter I], [6]).
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Let r1, r2, . . . be a sequence of real numbers with 0 < rm < 1/2. Construct for
each non-negative integer m a set Em as follows. Let E0 be the closed interval
[0,1]. Suppose by induction that m  0 and that Em is the disjoint union of 2m
closed intervals, each of length ρm = r1 · r2 · · · rm. Form Em+1 by removing an
open interval from the middle of each subinterval of Em in such a way that all of
the resulting closed intervals have length ρm+1 = r1 · r2 · · · rm+1. The set
E∞ =Em(r1, r2, . . .)=
∞⋂
m=0
Em
is a generalized Cantor set associated to {ri}∞i=1. When r = r1 = r2 = · · · , then
one simply writes E∞ =E∞(r). These sets are also called symmetric perfect sets
and have relevance to harmonic analysis and sets of uniqueness, see [4] and [6].
Since E∞ contains the endpoints of each of the 2m closed intervals form-
ing Em, and these intervals have length ρm, we see that the minimal number
N(ρm) of closed balls of radius ρm needed to cover E∞ is exactly
N(ρm)= 2m. (5.1)
We now consider the surreal dimension of E∞ with respect to the yardstick
λn :Tn→Ωn of Definition 3.1, where n is either a non-negative integer or n=∞.
Proposition 5.1. Let S = E∞ in Theorem 3.6. We can replace condition (3.3) by
the requirement that if 0 < a < b then
lim
m→∞
πj (a)(1/ρm)
2m
= 0. (5.2)
We can replace condition (3.4) by the requirement that if b < a then
lim
m→∞
2m
πj (a)(1/ρm)
= 0. (5.3)
Proof. As before, let N1(x)= N(1/x), and let a, j and b be as in Theorem 3.6.
Suppose 0 < a < b and that (5.2) is true. We wish to show that condition (3.3)
holds. Choose a surreal number a′ of the form
∑j
i=0 a′iω−i in which the a′i are
real and a < a′ < b. Since 1/ρm > 2m we have 1/ρm →∞ as m→∞. Hence
for each x 0 we can find an m such that
1
ρm
 x < 1
ρm+1
. (5.4)
Since (5.2) holds when a is replaced by a′, for all sufficiently large x we will have
πj (a
′)
(
1
ρm+1
)
< 2m+1 (5.5)
when m is chosen as in (5.4). For large x we now deduce from (5.5) and (5.1) that
πj (a
′)(x) πj (a′)
(
1
ρm+1
)
< 2m+1 = 2N1
(
1
ρm
)
 2N1(x). (5.6)
616 T. Chinburg, A. Ovetsky / Advances in Applied Mathematics 29 (2002) 604–619
Since a < a′, we have
lim
x→∞
πj (a)(x)
πj (a′)(x)
= 0. (5.7)
Thus (5.6) and (5.7) implies condition (3.3) holds. The proof that (5.3) for all a
such that b < a implies (3.4) is similar. ✷
Example 5.2. The classical Cantor set is simply E∞(1/3). We claim that
dλn
(
E∞(1/3)
)= log(2)/ log(3) (5.8)
for all n∞ in this case. To show this, let b = log(2)/ log(3) in Proposition 5.1
and Theorem 3.6. For all integers m 1 and j  0 one has
ρm = 3−m and πj (b)
(
1
ρm
)
= 3mb = 2m.
Since conditions (5.2) and (5.3) hold, (5.8) now results from Proposition 5.1.
Example 5.3. Suppose ri = exp(−2i ) for all i . Then
ρm =
m∏
i=1
exp
(−2i)= exp(−2m+1 + 2).
Thus for all j  1,
πj
(
ω−1
)( 1
ρm
)
= log
(
1
ρm
)
= 2m+1 − 2.
Proposition 5.1 now implies dλn(E∞) = ω−1 for all 1  n  ∞, while
dλ0(E∞)= d−(E∞)= d+(E∞)= 0.
Proposition 5.4. Suppose n is a positive integer or n = ∞, and that b =∑n
i=0 biω−i is a surreal number such that the bi are real and 0 b  1. There is
a choice of r1, r2, . . . such that dλn(E∞)= b.
Proof. Suppose first that n < ∞. If b = 0, we can choose the ri to decrease
sufficiently rapidly to 0 so that (5.3) holds for all a > 0, where 1/ρm =∏mi=1 r−1i .
Proposition 5.1 then shows dλn(E∞) = 0. Suppose now that 0 < b  1. For
sufficiently large x , the function x → πn(b)(x) is a continuous, monotonically
increasing function of x . For y  1 define
f (x, y)= πn(b)(yx)
πn(b)(x)
=
n∏
i=0
log(i)(yx)bi
log(i)(x)bi
= yb0 ·
n∏
i=1
log(i)(yx)bi
log(i)(x)bi
.
If x is sufficiently large, then because 0 < b  1, the function of a real variable
y  2 defined by y → f (x, y) is continuous and increases monotonically to ∞,
with f (x,2) 2. Thus for sufficiently large x ,
(2,∞)⊂ {f (x, y): y > 2}. (5.9)
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We now choose M  1 and any values of r1, . . . , rM in (0,1/2) so that (5.9) is
true provided x  ρM . For mM we have
1
ρm+1
= 1
ρm
· 1
rm+1
where y = 1/rm+1 can be chosen to be any real number in (2,∞). Thus (5.9)
implies that we can choose the rm for mM so that 0 < rm < 1/2 and
f
(
1
ρm
,
1
rm+1
)
= πn(b)(1/ρm+1)
πn(b)(1/ρm)
= 21+2−m.
This equality for all mM implies that
c0 < πn(b)
(
1
ρm
)
· 2−m < c2 (5.10)
for some positive constants c0 and c1 independent of m. From (5.10) we see that
conditions (5.2) and (5.3) hold, so dλn(E∞) = b. If n =∞, a similar argument
leads the existence of a sequence r1, r2, . . . of the required kind, but one must use
π∞(
∑n′
i=0 biω−i )(x) for a suitable sequence of integers n′ tending to ∞ because
π∞(b)(x) is not defined in general. ✷
Remark 5.5. Note that Hypothesis 3.5 and Theorem 3.6 imply that d−(E∞) =
d+(E∞) = b0. In particular, this is true for the E∞ constructed in the proof of
Proposition 5.4. However, there may be other generalized Cantor sets E∞ for
which dλn(E∞)= b but for which Hypothesis 3.5 does not hold.
6. Choosing yardsticks
A basic problem in studying surreal dimensions is to choose a yardstick
λ :T → λ(T ) which is appropriate for a given set S. Let π :λ(T )→ T ⊂ E be
the inverse function of λ, so that π takes surreal numbers to equivalence classes
of functions. One can consider π which are maximal, in a suitable sense, among
all choices satisfying various axioms. For example, suppose one wishes to view
π(α) for a surreal number α ∈ λ(T ) as the equivalence class of a function x→ xα ,
the latter just being a heuristic notation at this point. Then one might require the
axioms
π(α1 + α2)= π(α1) · π(α2) (6.1)
and/or
π(α1 · α2)= π(α1) ◦ π(α2). (6.2)
On the right in (6.1) one has what we will call the ordinary product of elements
of E , arising from the usual multiplication of functions. The binary operation
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on the right in (6.2) arises from composition of functions. However, since
multiplication of surreal numbers is commutative, one sees that (6.2) forces
π(α1) ◦ π(α2)= π(α2) ◦ π(α1) (6.3)
which strongly limits the possibilities for π . One could weaken (6.2) by requiring
it to hold only when α2 is in certain sets, e.g. for α2 ∈ {αi1}∞i=0, or for
α2 ∈ {αi1}∞i=−∞.
A different approach is to decide on some subset W of E which contains test
functions that would be appropriate to study the dimension of a set S. One can
then try to pick out a large totally ordered subset T ofW together with a labeling
of this subset via a yardstick λ :T → λ(T ). Recall from Section 1 that EC is the
subset of E represented by continuous, monotonically increasing functions f (x)
for which limx→∞f (x)=+∞. As noted in Section 1, EC becomes a group under
composition of functions.
Definition 6.1. SupposeW0 is a subset of EC . The envelope ofW0 is the smallest
subset W of EC which contains W0 and is closed under taking compositions,
inverse functions and ordinary products of elements ofW .
To extend the yardsticks used in Section 3, we will ask the following question:
Question 6.2. LetW be the envelope in EC of the set
W0 =
{[
xr
]
: 0 < r ∈R} ∪ {[log(x)]}.
IsW a totally ordered subset of EC?
The setW defined in this question contains a great many useful test functions,
e.g. exp(
√
log(x)), beyond the ones arising from the logarithmic yardsticks of
Section 3. Rather than considering all of W , it may be useful to consider those
subsets of W which can be reached by a given number of ordinary products,
compositions and inverse function operations. One then still has the problem of
how to label totally ordered subsets T of W by yardsticks λ :T → λ(T ). Such
yardsticks could be useful in many problems in which one needs a numerical
measure of the rate of growth of a function.
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