ABSTRACT
INTRODUCTION
Wavelet transforms have received significant attentions in the field of signal and image processing, because of their capability to signify and analyse more efficiently and effectively. For image compression scheme, data can be compressed and its stored in much less memory space than in original form.Early 1990's many researchers have shown energetic interests in adaptive wavelet image compression. Recently research worked on wavelet construction called lifting scheme, has been established by Wim Sweldens and Ingrid Daubechies [1] . This construction will be introduced as part our new algorithm. This method [2] has been shown to be more efficient in compressing fingerprint images. The properties of wavelets are summarized by Ahuja et al. [3] to facilitate mother wavelet selection for a chosen application. However, it was very limited in terms of the relations between mother wavelet and outcomes of wavelet compression, which will be one of our major contributions in this paper. The JPEG2000 standard [4] presents the result of image compression for different mother wavelets. It can be concluded that the proper selection of mother wavelet is one of the very important parameters of image compression. In fact, selection of mother wavelet can seriously impact on the quality of images [5] .
In this paper, we have used the technology called lifting based on CDF 9/7 and different mother wavelet families to compress the test images by using Set Partition in Hierarchical Trees (SPIHT) algorithm [6] . We have also proposed a new image quality index for selection of mother wavelets and image compression over BrainWeb: Simulated Brain Database [7] . This new image quality index with highlighting shape of histogram will be introduced to assess image qualities. The image intensity histogram expresses a desired shape. In statistics, a histogram is a graphical representation showing a visual impression of the data distribution. It is used to show the frequency scattering of measurements. The total area of the histogram is equal to the number of data. The axis is generally specified as continuous, non-overlapping intervals of brightness values. The intervals must be adjacent and are chosen to be of the same size. A graphical representation of image histogram displays the number of pixels for each brightness value in a digital image. Figure 1 shows the frequency at which each grey-level occurs from 0(black) to 255(white).Histogram is given as ℎሺ‫ݎ‬ ሻ = ݊ ܰ ൗ , where ‫ݎ‬ is the intensity value , ݊ is the number of pixels in image with intensity ‫ݎ‬ and N is the total number of samples in the input image respectively.
In recent years, many IQA methods have been developed. Video quality experts group (VQEG) and International Telecommunication Union (ITU) are working for standardization [8] [9] . Laboratory for image and video engineering (LIVE) is also working for developing the objective quality assessment of an image and video [10] .
We integrate the shape of histogram into the Universal Image Quality Index metric. The index is the fourth factor added to existing Universal Image Quality Index (UIQI) to measure the distortion between original images and distorted images. Hence this new image quality index is a combination of four factors. The UIQI index approach does not depend on the image being tested and the viewing conditions of the individual observers. The targeted image is normally a distorted image with reasonable high resolution. We will consider a large set of images and determine a quality measurement for each of them. Image quality indexes are used to make an overall quality assessment via the proposed new image quality index. In this paper the performance evaluation of the proposed index and compressed image will be tested on open source "BrainWeb: Simulated Brain Database (SBD)" .The proposed image quality index will be compared with other objective methods. The image quality assessment has focused on the use of computational models of the human visual system [11] . Most human vision system (HVS)-based assessment methods transform the original and distorted images into a "perceptual representation" that takes into account near-threshold psychophysical properties. Wang et al. [12] and [13] measured structure based on a spatially localized measure of correlation in pixel values structural similarity (SSIM) and in wavelet coefficients MS-SSIM. Visual signal to noise ratio (VSNR) [14] is a wavelet based for quantifying the visual fidelity of distorted images based on recent psychophysical findings reported by authors involving near -threshold and super threshold distortion. This paper is structured as follows. Section 2 describes our proposed algorithm, including wavelet logical transform, CDF 9/7 wavelet transform, the selections of mother wavelet and SPIHT coding algorithm. Section 3 shows proposed image quality index. Section 4 demonstrates the simulation results and discussion. Finally in Section 5, a conclusion is presented.
PROPOSED ALGORITHM
We first consider the FIR-based discrete transform. The input image x is fed into a ℎ ෨ (low pass filter) and ݃ (high pass filter) separately. The outputs of the two filters are then subsampled. The resulting low-pass subband ‫ݕ‬ and high-pass subband ‫ݕ‬ ு are shown in Fig. 1 . The original signal can be reconstructed by synthesis filters h and g which take the upsampled ‫ݕ‬ and ‫ݕ‬ ு as inputs [15] . An analysis and synthesis system has the perfect reconstruction property if and only if x ' = x .
The mathematical representations of ‫ݕ‬ and ‫ݕ‬ ு can be defined as
where ܰ and ܰ ு are the lengths of ℎ ෨ and ݃ respectively. In order to achieve perfect reconstruction of a signal, the two channel filters shown in Fig. 1 must satisfy the following conditions [1] :
) (
Figure 1: Discrete wavelet transform (or subband transform) analysis and synthesis system: the forward transform consists of two analysis filters ℎ ෨ (low pass) and ݃ (high pass) followed by subsampling, while the inverse transform first up samples and then uses two synthesis filters ℎ (low pass) and ݃ (high pass).
In the lifting scheme, the impulse response coefficients h and g are expressed in Laurent polynomial representation of filter h & g can be defined as
where m and n are positive integers. The analysis and synthesis filters as shown in Fig.1 are further decomposed into the polyphase representations which are expressed as
where
The two polyphase matrices of the filter is defined as
Where ℎ ܽ݊݀ ݃ contain even coefficients, and ℎ ܽ݊݀ ݃ contain odd coefficients.
The polyphase representations are derived using Z-transform and the subscript e and o denote the even and odd sub-components of the filters. These are reduced the computation time. The wavelet transform now is represented schematically in Figure 2 .The perfect reconstruction properties is given by
where I is 2 × 2 identity matrix. The forward discrete wavelet transform using the polyphase matrix [1] [23] is represented as
and the inverse discrete wavelet transform
Finally, the lifting sequences are generated by employing Euclidean algorithm which factorizes the polyphase matrix for a filter pair, reader read reference [16] . Cohen-Daubechies-Feauveau 9/7(CDF 9/7) Wavelet Transform is a lifting scheme based a wavelet transform. The lifting-based WT consists of splitting, lifting, and scaling modules and the WT itself can be treated as prediction-error decomposition. From Fig.3 we can find that it provides a complete spatial interpretation of WT. In Fig.3 , let ܺ denote the input signal and ܺ ଵ and ܺ ுଵ be the decomposed output signals where they are obtained through the following three modules (A, B, and C) of lifting base inverse discrete wavelet transform (IDWT), which can be described as below:
Module Splitting: In this module, the original signal ܺ is divided into two disjoint parts, i.e., samples ܺሺ2݊ + 1ሻ and ܺሺ2݊ሻ that denotes all odd-indexed and even-indexed and oddindexed samples of ܺ , respectively [17] . 
Module Scaling: A normalization factor is applied to ݀ሺ݊ሻ and ‫ݏ‬ሺ݊ሻ, respectively. In the even-indexed part ‫ݏ‬ሺ݊ሻ is multiplied by a normalization factor K e to produce the wavelet sub band ܺ ଵ . Similarly in the odd-index part the error signal ݀ሺ݊ሻ is multiplied by ‫ܭ‬ to obtain the wavelet sub band ܺ ுଵ .
Figure 3:
The lifting-based WT [17] .
The Lifting scheme of the wavelet transform Cohen-Daubechies-Feauveau wavelets with the lowpass filters of the length 9 and 7 (CDF 9/7) goes through of four steps: two prediction operators ('ܽ' and 'ܾ') and two update operators ሺ'ܿ' and '݀') as shown it Figure. 7.The analysis filter ℎ ෨ has 9 coefficients, while the synthesis filter has 7 coefficients. Both high pass filters ݃ , ݃ ̃ have 4 vanishing moments. We chose the filter with 7 coefficients filter because it gives rises to a smoother scaling function than the 9 coefficients one. In this fact, we run the factoring algorithm starting from the analysis filter [1] :
The coefficients of the remainders are computed as:
Since the 9/7 tape wavelet filter is symmetric we can present h and g in the z-domain .Hence, a poly-phase matrix ܲ ෨ ሺ‫ݖ‬ሻ presents the filter pair ሺℎ, ݃ሻ:
then the factorization is given by
We have found four "lifting" steps and the two "scaling" steps from 
Figure 4: Lifting scheme of the analysis side of the CDF 9/7 filter bank.
The synthesis side of the CDF9/7 filter bank simply inverts the scaling, and reverses the sequence of the lifting and update steps. Fig.5 shows the synthesis side of the filter bank using lifting structure to reconstruct of the signal or image. Selection of Mother Wavelets-the choice of wavelets is crucial and determines the image compression performance. The choice of wavelet functions depends on the contents and resolution image. The best way for choosing wavelet function is based on the quality of objective picture and the quality of subjective picture. In this paper, we have considered MR images only and the major mother wavelets are including most popular wavelets such as Daubechies Wavelet, Coiflets Wavelet, Biorthogonal Wavelet, Reverse Biorthogonal Wavelet , Symlets Wavelet, Morlet Wavelet, and Discrete Mayer Wavelet. The different mother wavelets are studied on different classes of images based on the performance measurements, including novel proposed image quality index which are normally used for quality of images . These performances are computed for the cases of above six mother wavelets for compressing the images of different classes. [6] is the most popular image compression method. It provides such kind of features like as the highest image quality, progressive image transmission, fully embedded coded file, simple quantization algorithm, fast coding/decoding, completely adaptive, lossless compression, and exact bit rate coding and error protection. It makes use of three lists: (i) the List of Significant Pixels (LSP), (ii) List of Insignificant Pixels (LIP) and (iii) List of Insignificant Sets (LIS). These are coefficient location lists that contain their coordinates in this algorithm. After the initialization, the algorithm takes two stages for each level of threshold -the sorting pass (in which lists are organized) and the refinement pass (which does the actual progressive coding transmission). The result is showed in the form of a bit stream. It is capable of recovering the image perfectly by coding all bits of the transform.
Set Partition in Hierarchical Trees (SPIHT)

PROPOSED IMAGE QUALITY INDEX
The quality index proposed by Wang-Bovik [18] has been proven very efficient on image distortion performance evaluation. It considers three factors for image quality measurement. They consider two pixel gray level real-value sequences ‫ݔ‬ = ሼ‫ݔ‬ ଵ , … … … ‫ݔ‬ ሽ and ‫ݕ‬ = ሼ‫ݕ‬ ଵ , … … … ‫ݕ‬ ሽ. They are obtained by the following expressions:
Where ‫̅ݔ‬ is the mean of ‫,ݔ‬ ‫ݕ‬ ത is the mean of ‫ݕ‬ ߪ ௫ ଶ is variance of x, ߪ ௬ ଶ is variance of y and ߪ ௫௬ is the covariance of x, y Then, we can compute a quality factor, Q:
Q can be decomposed into three components as
In equation (20), the first component is the correlation coefficient between ‫ݔ‬ and ‫ݕ‬ , which measures the degree of linear correlation between ‫ݔ‬ and ‫.ݕ‬ The second component measures how close the mean luminance is between ‫ݔ‬ and ‫.ݕ‬ The third component measures how similar the contrasts of the images are as ߪ ௫ and ߪ ௬ can be viewed as estimation of the contrasts of ‫ݔ‬ and ‫.ݕ‬ Hence, we have three components for a quality factor, Q which can be rewrite as:
The values of the three components are in the range of [0, 1]. Therefore, the quality metric is normalized between[0, 1].
Besides these three factors, many studies show that in human visual system (HVS), histogram of image information plays a very important role, when human subjective judges the quality of an image. It does work by redistributing the gray-levels of the input image by using its probability distribution function. Although its preserves the brightness in the output image with a significant contrast enhancement. It may produce images which do not look as natural as the input ones. To take the advantages of known characteristics of human perception, we introduce the shape of histogram with the Universal Image Quality Index metric. This proposed image quality of index will be tested throughout standard database of images.
We use the statistical differences to develop a novel image quality index. To find out the shape of histogram from distorted image, we computed its kurtosis and skewness. Skewness, indicating a degree of asymmetry of a histogram, is given by the following equation:
Kurtosis quantifies a degree of histogram peakiness and tail weight. That is, data sets with high kurtosis tend to have a distinct peak near the mean and have a heavy tail. Data sets with low kurtosis tend to have a flat top near the mean. It can be described by the following equation
The formula for modified skewness is:
where ݊ is the number of pixels at image distortion value ‫ݕ‬ , ‫ݕ‬ ത is the mean value of image distortion, ‫ݏ‬ is the standard deviation.
The proposed new image quality index Q can be expressed by the four components as below:
The 4 th component in the above equation measures how similar the shape of histogram of the images is. As ‫ܭ‬ ௫ and ‫ܭ‬ ௬ can be viewed as estimation of the shape of ‫ݔ‬ and ‫,ݕ‬ the values of the four components is normalized so this is still in the range of [0, 1]. The value of ‫ܭ‬ ௫ and ‫ܭ‬ ௬ are computed into three different way using equation (21), (22) & (23). Therefore the Q can be expressed by the following four factors:
The new quality index will be applied to local regions using a sliding window for objective image quality analysis. For example starting from the top-left corner of the image, a sliding window with the size of ‫ܤ‬ × ‫ܤ‬ is moving pixel by pixel horizontally and then vertically through all pixels of the image. We assume that at the position of ሺ݅, ݆ሻ in the target image, the local quality index ܳ can be computed as equation (25). Here, the row number and column number of the image are ݊ and ݉, then the overall normalized quality index is:
The overall performance of the proposed image quality index is based on shape of histogram with UIQI [18] can be further described in Figure 6 . In order to show the efficiency of this image quality index, the open source "BrainWeb: Simulated Brain Database (SBD) [7] is used for testing, which will be discussed in the next section. 
RESULTS AND DISCUSSION
For the simplicity, we have chosen MR images size 512x512 (grayscale) from BrainWeb: Simulated Brain Database (SBD) (Fig.17(a) as an example with specifications T1 AI msles2 1mm pn3 rf20). The algorithms and proposed image quality index are implemented in MATLAB.
In our experiment, we have used mother wavelet families: Haar Wavelet (HW), Daubechies (db), Symlets (Sym), Coiflets (Coif), Biorthogonal (bior), Reverse Biorthogonal (rbior) & discrete Meyer (dmey).
The quality of compressed image depends on the number of decompositions. We have used 3 rd level decomposition for these experiments.
The proposed image quality index metric is generally competitive with the image compression over the Simulated Brain Database (SBD). Here, the four metrics, peak signal to noise ratio (PSNR), VSNR [14] , UIQI [18] , structural similarly(SSIM) [8] , , were applied .The results of PSNR, VSNR, SSIM , UIQI were computed using their default implementation. Table 1-5, have shown the simulation results of our proposed image quality index and other IQA methods. We consider three different cases such as image quality index Q (Skewness) for shape of histogram using skewness equation (21), image quality index Q (Abs-Skewness) for shape of histogram using absolute skewness equation (23), and image quality index Q (Kurtosis) for shape of histogram using kurtosis equation (22). It can be seen that the proposed method performs quite well for image compression with selection of mother wavelet by image quality indexes. Table 2 and Fig.9&10 , it appears that the wavelet Coiflet 1 has the highest compression ratio(CR) and Coiflet 5 has the highest PSNR 49.13dB and % and proposed image quality index ,Q (Kurtosis) value 0.9323, Q (Skewness) value 0.9323& Q (AbsSkewness) value 0.9220 for Coiflet 2. However, when comparing the proposed index and other IQA aspects, the top results are of Coiflet 2 in this family. Table 3 and Fig.11&12 , it appears that the wavelet Symlet 3 has the highest PSNR value as 48.3830 dB and Symlet 2 has the highest Compression ratio(CR) 34.78% and. and proposed image quality index ,Q (Kurtosis) value 0.9323, Q (Skewness) value 0.9323& Q (Abs-Skewness) value 0.9220 for Coiflet 2. However, when comparing the proposed index and other IQA aspects, the top results are of Symlet 8 in this family. Table 4 and Figure. Wavelet versus proposed Q and other IQA methods (Biorthogonal family).
Daubechies family and CDF 9/7 wavelet with SPIHT-Based on the
Coiflet Family with SPIHT-From
Symlet Family with SPIHT-The result shown in
Figure 10: Wavelet versus PSNR,VSNR and Compression ratio (CR) (Coiflet family).
Biorthogonal Family with SPIHT-
Wavelet versus PSNR, VSNR and Compression ratio(CR).
Reverse Biorthogonal Family with SPIHT-The results were shown in To show the performance for the better selection of wavelet with SPIHT, we made a comparison in terms of highest values of image quality by proposed image quality indexes and other IQA methods represented in Fig.17 . We have seen our compression technique found good result compressed image quality and also achieve higher compression ratio for MR images. We are deeply investigated into the Table 1-5 and Figures 7-16 , the lifting based wavelet transforms produced high PSNR around 97dB and high compression ratio 88% and proposed image quality index ,Q (Kurtosis) value 0.9887, Q (Skewness) value 0.9887 & Q (Abs-Skewness) value 0.9827 which keeps the image quality well. The overall performance of different mother wavelets has shown in this experiment produced highest PSNR around 46.4341dB and compression ratio 38.58 % produced by Biorthogonal 3.1. We have seen lifting based CDF 9/7 coupled with SPIHT is a better choice for wavelet image compression.CDF9/7 has the highest PSNR, VSNR SSIM value and highest value of proposed image quality index because of the filters was subsampled and thus avoids computing samples that was subsampled immediately .Lifting is only one idea is a whole tool bag of methods to improve the speed of fast wavelet transform. From the above discussion, it is evident the lifting based wavelets outperform the traditional or mother wavelets. This compression technique can save time in medical image transmission and achieving process. So this simple and efficient compression technique an proposed image quality index can very useful in the field of medical image processing and transmission. Table 1 ,2,3,4,5 and show the best wavelet for image compression in Table 6 . 
CONCLUSIONS
In this paper, a comparative study of different wavelet families and lifting based CDF 9/7 with SPIHT on the basis of MR images has been done with new image quality index and other IQAs, as well as compression ratio. 
