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Introduction
La découverte de la magnétorésistance géante (GMR) à la fin des années 80 a permis d’augmenter de
plusieurs ordres de grandeur les capacités de stockage d’information de nombres de dispositifs électro-
niques couramment utilisés aujourd’hui. L’introduction des effets magnétorésistifs tunnel (TMR) au mi-
lieu des années 90 et le développement de mémoires non volatiles MRAM qui en découle devraient éga-
lement marquer une rupture technologique par rapport aux dispositifs actuels à base de semi-conducteurs
tels que les S-RAM ou D-RAM. Ces deux domaines d’applications sont basés sur des propriétés liées au
transport dépendant du spin des électrons, caractéristique de la spintronique et qui ne se manifestent que
pour des dimensions nanométriques.
Mon sujet de thèse s’inscrit dans un des développements actuels les plus importants de la spintro-
nique qui concerne l’étude des interactions entre un courant polarisé en spin (idéalement un courant de
spin pur) et un moment magnétique. Cet effet, appelé transfert de spin, proposé par J. Slonczewski et
L. Berger au milieu des années 90, permet de compenser les pertes associées à la relaxation magnétique
et ainsi de générer, dans des nanostructures spintroniques, des précessions entretenues de l’aimantation,
à des fréquences se situant typiquement dans la gamme du GHz. Par ailleurs, les propriétés magnétoré-
sistives de ces dispositifs permettent ensuite de convertir cette dynamique d’aimantation en une tension
alternative radio-fréquence. Ces nano-dispositifs constituent donc un nouveau type d’auto-oscillateur,
appelé « Spin Transfer Nano-Oscillator » (STNO), dont le transfert de spin constitue la source d’énergie.
Les caractéristiques intrinsèques de ces oscillateurs i.e. leur rapidité, leur accordabilité (fréquence variant
avec le champ et/ou le courant, dans des gammes comprises entre 100MHz et 65GHz) et leur très fort
niveau d’intégration, font que ces composants rf spintroniques pourraient révolutionner le domaine des
technologies de l’information (applications en télécommunications pour les sources de signaux rf, pour
la détection hétérodyne, ou encore pour le développement de nouveaux types de détecteurs de fréquence)
comme l’effet GMR l’avait fait pour le domaine du stockage d’information.
Des progrès scientifiques importants tant sur le plan expérimental que théorique ont été obtenus
au cours de la dernière décennie depuis la première observation expérimentale réalisée en fin 2003 à
l’Université de Cornell aux USA. Au début de ma thèse à l’Unité Mixte de Physique CNRS-Thales en
septembre 2009, les effets de dynamique d’aimantation par transfert de spin, avaient été étudiés principa-
lement dans des nanostructures ayant une configuration d’aimantation quasi-uniforme. Outre la difficulté
à bien comprendre et donc prédire l’évolution des modes dynamiques quasi-uniformes en fonction du
courant injecté, plusieurs verrous technologiques n’avaient pas encore été levés, en particulier, les faibles
puissances (limitées à quelques nanoWatts) et les fortes largeurs de raie (largeurs de raie du signal de
quelques MHz) obtenues pour un STNO.
Pour répondre à ces défis, un des objectifs de mon travail de thèse a été d’étudier les mécanismes phy-
siques du transfert de spin, et la réponse dynamique associée, pour des systèmes d’oscillateurs magné-
tiques couplés, dans le but d’augmenter fortement la cohérence de ces nano-oscillateurs hyperfréquence.
Dans ce but, nous avons opté pour une approche innovante qui a été de sélectionner une configuration
magnétique en forme de vortex magnétique. Cette configuration, d’aimantation moyenne quasi-nulle à
l’équilibre, est aisément stabilisée dans une nanostructure magnétique. Elle se caractérise par un enrou-
lement très rapide des moments magnétiques autour d’un centre de rotation, et d’une zone de quelques
dizaines de nanomètres au centre du vortex pour laquelle l’aimantation pointe hors du plan, appelée le
« cœur » du vortex.
Un des avantages du vortex par rapport aux autres configurations magnétiques est qu’il possède un
mode dynamique à basse fréquence (typiquement entre 100MHz et 2GHz) très éloigné des autres modes
magnétiques, qui apparaissent à plus haute fréquence. Ce mode dit « gyrotropique » correspond à un
mouvement de giration du cœur du vortex autour de sa position d’équilibre. Cette propriété fait du vortex
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une configuration magnétique idéale pour étudier l’hybridation des modes dans des systèmes de deux
vortex ou plus.
La démonstration en 2007 par V.S. Pribiag et al. de l’uiversité de Cornell, de l’excitation du mode
gyrotropique de vortex par transfert de spin a ouvert la voie à l’étude des « Spin Transfer Vortex Oscilla-
tors » (STVO). Ces premiers résultats ont pu mettre en avant une pureté spectrale améliorée par rapport
aux oscillateurs à aimantation quasi-uniforme, ainsi que la possibilité d’observer de telles excitations à
champ nul, suscitant un engouement tout particulier pour ces nouveaux oscillateurs. Un important travail
reste néanmoins à faire pour comprendre et modéliser les mécanismes en jeu dans ce type de dispositifs.
La configuration magnétique vortex est en effet une configuration modèle pour étudier les mécanismes
de transport polarisé en spin et de transfert de spin dans des structures à aimantation fortement non-
homogène.
Une autre piste grandement explorée ces dernières années pour améliorer la qualité spectrale des
oscillations est de multiplier le nombre d’oscillateurs, tout en permettant une interaction entre ceux-ci.
L’apparition de phénomènes de verrouillage de phase, ou « synchronisation », entre les oscillateurs peut
alors permettre d’augmenter significativement la cohérence des oscillations. Dans le meilleur des cas, on
prévoit pour une assemblée de N oscillateurs couplés et synchronisés une réduction de la largeur de raie
d’un facteur N. Cette solution est également envisagée pour augmenter la puissance totale du signal issu
de ces oscillations. Les recherches sur le sujet ont fait l’objet de plusieurs publications théoriques, propo-
sant diverses méthodes de couplages entre des oscillateurs à transfert de spin, mais peu de démonstrations
expérimentales du phénomène peuvent être trouvées.
Mon manuscrit se divise en quatre parties. Une première partie sera consacrée à un état de l’art des
connaissances théoriques et des démonstrations expérimentales qui définissent le contexte de notre étude,
et seront indispensables pour une bonne compréhension de nos résultats. Les différents phénomènes
physiques en jeu dans un oscillateur à transfert de spin : magnétorésistance, dynamique d’aimantation,
et transfert de spin seront décrits dans le chapitre 1. Le chapitre 2 nous permettra d’introduire en détail les
propriétés statiques et dynamiques de l’état vortex. Enfin, le chapitre 3 fera une revue des travaux connus
à ce jour sur le comportement des oscillateurs couplés, et la synchronisation d’oscillateurs à transfert
de spin. Nous nous concentrerons dans la mesure du possible sur des oscillateurs à base de vortex,
mais ne manqueront pas de citer quelques travaux pionniers appuyés sur l’étude d’autres oscillateurs
magnétiques.
La deuxième partie contient une présentation des échantillons mesurés durant ce travail de thèse, ainsi
que du banc de mesure utilisé. Nous y introduirons les méthodes de fabrication des échantillons, ainsi
qu’une rapide description de leurs propriétés magnétiques. L’ensemble des dispositifs mesurés sont des
nano-piliers gravés dans un empilement de type vanne de spin : Cu/NiFe(15nm)/Cu(10nm)/NiFe(4nm)/Au.
Les études menées sur ces échantillons se divisent ensuite en deux grandes parties.
Dans la partie III, nous exposerons l’étude d’un oscillateur à transfert de spin basé sur l’oscillation
de deux vortex couplés. Le chapitre 5 introduit tout d’abord les moyens de contrôle et de détection de la
configuration magnétique dans chacune des couches NiFe de la vanne de spin. Grâce aux influences d’un
champ magnétique extérieur et du champ induit par le courant traversant le pilier, il est possible d’ob-
server des transitions entre des configurations magnétiques quasi-uniformes et vortex. Un contrôle des
paramètres de polarité et chiralité des vortex est également démontré. Du point de vue des propriétés de
transport polarisé en spin dans la structure, nous traiterons la complexité des phénomènes de relaxation
de spin associés à des configurations magnétiques fortement non-homogènes. Les deux chapitres suivants
s’intéressent aux propriétés dynamiques du système sous l’influence du transfert de spin, dans la confi-
guration magnétique pour laquelle un vortex est nucléé dans chacune des couches magnétiques. Un des
objectifs des études analytiques et numériques (chapitre 6) est de démontrer l’importance du couplage
dipolaire entre les deux vortex pour comprendre les propriétés dynamiques du système. Tout d’abord,
nous développons le calcul de l’action du transfert de spin sur la dynamique gyrotropique du vortex dans
vla cas spécifique qui nous intéresse, i.e. le cas d’un polariseur en spin ayant une configuration vortex. En-
suite grâce aux simulations micro-magnétiques, nous résolvons également les dépendances théoriques
des propriétés dynamiques avec le courant Idc et le champ perpendiculaire H⊥. Enfin, ces prédictions
seront comparées aux résultats expérimentaux, présentés dans le chapitre 7. Nous verrons également que
les mesures expérimentales démontrent une très forte réduction de la largeur de raie des oscillations as-
sociée à l’excitation de modes de vortex couplés, avec des largeurs de raie records d’environ 200kHz
à champ nul, voire même de 50kHz sous champ magnétique, correspondant à des facteurs de qualité
dépassant 15000. La partie III est conclue par le chapitre 8 qui décrit une étude des mécanismes de
renversement des cœurs des vortex sous l’influence combinée d’un champ magnétique extérieur perpen-
diculaire au plan des couches et du transfert de spin. L’évolution des champs critiques de renversement
des polarités est étudiée expérimentalement en fonction du courant Idc circulant dans le pilier. Grâce à
une reproduction qualitative des résultats expérimentaux par des simulations micro-magnétiques, nous
identifions deux mécanismes, « statique » et « dynamique », pouvant être responsable du renversement
d’un cœur de vortex en fonction des conditions imposées.
La dernière partie est consacrée à l’étude du phénomène de synchronisation entre deux oscillateurs
à transfert de spin à base de vortex. Nous présentons une étude combinant un modèle analytique (cha-
pitre 9), des simulations numériques (chapitre 10), et enfin nos premiers résultats expérimentaux très
encourageants (chapitre 11). Le système considéré est simplement constitué de deux piliers identiques
à ceux étudiés dans la partie III, gravés à une faible distance l’un de l’autre pour favoriser les interac-
tions magnétiques entre voisins. Dans le chapitre 9, nous présentons une modélisation de l’interaction
dipolaire entre deux oscillateurs à transfert de spin à base de vortex, afin par la suite de proposer des
modèles analytiques pour la résolution des phénomènes de verrouillage de phase, premièrement dans le
cas de deux piliers strictement identiques, puis dans le cas de deux piliers de diamètres différents. Le pre-
mier cas est appuyé par des simulations micro-magnétiques, présentées dans le chapitre 10. Tout comme
dans le cas de deux vortex couplés dans un même nanopilier (partie III), les paramètres relatifs des deux
oscillateurs vortex revêtent une importance particulière. Enfin nous conclurons en présentant dans le
chapitre 11 les premières observations expérimentales de synchronisation entre oscillateurs à transfert de
spin par couplage dipolaire. Ces résultats expérimentaux montrent un très bon accord qualitatif avec les
prédictions théoriques obtenues aux deux chapitres précédents.
Note au lecteur : l’ensemble des formules et des calculs introduits dans ce manuscrit emploient systématiquement le
système d’unités internationales (S.I.), et ce bien que certains graphes ou tables de valeurs utilisent parfois les unités du système
C.G.S. plus usuelles.
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1

Chapitre 1
Oscillateurs à transfert de spin - Les
phénomènes en jeu
A l’origine des nano-oscillateurs à transfert de spin, deux des phénomènes majeurs de la spintro-
nique : la magnéto-résistance et le transfert de spin. Dans ce chapitre, nous introduirons ces deux concepts
et leur origine physique, en nous concentrant toutefois principalement sur le cas des structures purement
métalliques, correspondant au type d’échantillons que nous étudierons dans ce manuscrit. Nous conclu-
rons ensuite ce chapitre par une introduction des premiers travaux expérimentaux qui ont marqué le début
des recherches sur les STNOs pour travailler à comprendre pleinement et améliorer ces oscillateurs in-
novants.
1.1 La magnétorésistance géante (GMR)
Au cœur de la spintronique se pose la question de l’influence des caractéristiques de l’électron, i.e.
son spin, sur ses propriétés de transport, i.e. sa mobilité dans un matériau, notamment lorsqu’il traverse
un matériau magnétique. L’influence du spin des électrons sur le transport dans un matériau ferromagné-
tique a été étudié théoriquement par N. Mott en 1936, bien qu’il n’ait été démontré expérimentalement
qu’à la fin des années 60. Cette propriété de transport dépendant du spin est au cœur du phénomène de
magnétorésistance géante (GMR). Cette découverte, faite conjointement par A. Fert et P. Grünberg [1, 2]
en 1988, a été le point de départ du développement d’un nombre important de technologies, parmi les-
quelles nous nous devons de citer les têtes de lectures des disques durs, qui ont permis la croissance
fulgurante de la densité de données que l’on peut aujourd’hui y stocker.
Pour une revue complète sur la magnétorésistance, le lecteur pourra consulter la référence [3].
1.1.1 Concepts de base du transport dans les matériaux magnétiques
Les métaux de transition tels que le fer, le cobalt, le nickel ou leurs alliages sont les matériaux clés
à la base des composants spintroniques. Ces matériaux sont en effet ferromagnétiques à température
ambiante et ont ainsi une structure de bande qui diffère des métaux classiques. Au niveau de Fermi, deux
bandes de conduction sont présentes, remplies respectivement par les électrons 3d et les électrons 4s.
Dans ces matériaux magnétiques, l’interaction d’échange entre les moments magnétiques des électrons
(leur spin) encourage les électrons à avoir une direction de spin identique à leurs voisins. Ainsi, l’énergie
d’un électron dont le moment magnétique est aligné dans la direction de l’aimantation locale sera plus
faible que celle d’un électron de spin opposé. Ceci nous amène à diviser chaque bande de conduction en
deux sous-bandes, chacune associée à une direction du spin. Dans la suite de ce manuscrit, nous nous
réfèrerons aux électrons dont le moment magnétique est aligné avec l’aimantation locale par « up » (↑)
et ceux opposés à l’aimantation locale par « down » (↓).
Les électrons délocalisés de la bande 4s restent dans une situation similaire aux métaux normaux,
avec autant d’électrons (↑) et (↓) ; les deux sous-bandes sont au même niveau d’énergie. La particularité
des métaux de transition s’observe dans la structure de la bande 3d, remplie par des électrons plus lo-
calisés. Les deux sous-bandes 3d↑ et 3d↓ sont décalées énergétiquement, générant au remplissage de la
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bande une asymétrie dans le nombre d’électrons de chaque orientation de spin. Ceci se résume par une
différence dans les densités d’états pour chaque orientation de spin au niveau de Fermi (niveau occupé
de plus haute énergie) : D↑(EF) 6= D↓(EF) (voir figure 1.1(a)).
Figure 1.1 – (a) Représentation de la structure de bande d’un métal de transition ferromagnétique, tel
que le cobalt ou le nickel. (b) Circuit équivalent dans le modèle à deux courants.
Dans la limite d’une température nulle, il est possible de considérer que le spin est conservé durant
la totalité des évènements de diffusion des électrons. On peut alors considérer que la conduction par les
électrons s’effectue de façon indépendante dans deux canaux parallèles (figure 1.1(b)) associés chacun
à un type d’électron. A chaque canal est associé une résistivité ρ↑ ou ρ↓. En première approximation,
ce sont les électrons d’orbitales 4s, plus légers et délocalisés dans le métal, qui sont responsables de la
conduction, alors que les électrons d’orbitales 3d, localisés sont responsables des propriétés magnétiques
du métal.
Etant donné le recouvrement entre les bandes d et s, les électrons porteurs de courant vont diffuser
à la traversée du métal sur les états localisés, à la condition qu’ils aient la même énergie et la même
orientation de spin. On comprend alors aisément que la différence des densités d’états au niveau de
Fermi va impliquer une différence de probabilités de diffusion des électrons de conduction, et donc une
différence de résistivités entre les deux canaux de spin.
La figure 1.1(a) illustre l’exemple du cobalt ou du nickel, matériaux à forte aimantation. Pour ces
matériaux, le remplissage des bandes est tel que le niveau de Fermi se trouve au dessus de la sous-bande
3d↑. L’exemple apparait alors très simple, car l’absence d’électrons (↑) au niveau de Fermi empêche
toute diffusion des électrons de conduction 4s↑, contrairement aux électrons 4s↓. Une fois l’ensemble
des processus de diffusion considéré, ceci résulte en une résistivité plus grande pour les électrons (↓) que
les électrons (↑) : ρ↓> ρ↑. En l’absence de processus de retournement de spin (« spin-flip »), la résistivité
totale du matériau ferromagnétique est alors donnée par l’expression :
ρ=
ρ↑ρ↓
ρ↑+ρ↓
(1.1)
La prise en compte de la température impose de prendre en considération l’excitation thermique
d’ondes de spin (ou « magnons »), par lesquelles les électrons de conduction peuvent être diffusés avec
une probabilité non-nulle de retournement de leur spin. L’introduction d’un nouveau terme de résistivité
est alors nécessaire pour traduire le mélange entre les deux canaux de conduction : ρ↑↓. Ce terme est
également le principal vecteur de la dépendance des propriétés de magnéto-transport avec la température.
La résistivité s’écrit alors :
ρ=
ρ↑ρ↓+ρ↑↓(ρ↑+ρ↓)
ρ↑+ρ↓+4ρ↑↓
(1.2)
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Deux définitions peuvent être données du coefficient d’asymétrie de spin d’un métal ferromagné-
tique : α= ρ↓/ρ↑ ou β= (ρ↓−ρ↑)/(ρ↓+ρ↑). Une conséquence importante de la différence de résistivité
entre les deux canaux de conduction est que la majorité du courant circule à travers le canal de faible
résistivité (↑). L’asymétrie entre les amplitudes des courants de spin (↑) et (↓) nous amène à dire que le
courant est polarisé en spin. On notera j↑ et j↓ les courants associés aux canaux de spin (↑) et (↓), et on
décrira la polarisation en spin du courant par le paramètre p= ( j↑− j↓)/( j↑+ j↓). On démontre aisément
qu’en l’absence de température p = β.
1.1.2 Un modèle simple pour décrire la GMR : le modèle à deux courants
Le modèle à deux courants, proposé par Fert et Campbell [4, 5], permet d’anticiper de façon rela-
tivement simple l’effet de Magnéto-Résistance Géante (GMR) dans les multicouches à base de maté-
riaux magnétiques. Nous considérons le cas d’un empilement modèle consistant en une superposition de
couches de métaux magnétiques, séparées par des couches de métaux non-magnétiques, une alternance
de couches de fer et de chrome par exemple. Nous supposerons également dans cette section que les
dimensions (extension latérale et épaisseur) de ces couches sont telles que les aimantations sont uni-
formes dans chacune des couches magnétiques. On pourra, par l’intermédiaire d’un champ magnétique
extérieur, modifier la configuration magnétique de l’empilement, passant typiquement d’un état pour le-
quel les aimantations des couches successives sont anti-parallèles (AP) à un état pour lequel toutes les
aimantations sont parallèles et alignées selon le champ extérieur (P) (voir figure 1.2).
Pour plus de simplicité, le système peut se ramener au système équivalent de deux couches mé-
talliques magnétiques (FM), séparées par une couche de métal non magnétique (NM). Le modèle est
basé sur deux hypothèses : 1) Les électrons (↓) de moments magnétiques opposés à l’aimantation locale
(spins minoritaires) sont plus diffusés que les électrons (↑) (spins majoritaires), soit α > 1, et 2) le spin
des électrons est conservé durant la diffusion. Ces deux hypothèses sont vérifiées à basse température.
Deux géométries peuvent être considérées (cf. figure 1.2) : soit le courant circule dans la direction du
plan des couches (« Current In Plane, CIP-GMR ») [6, 2, 1], ou le courant circule perpendiculairement
au plan des couches (« Current Perpendicular to the Plane, CPP-GMR »). Tant que les épaisseurs des
couches restent faibles devant des longueurs caractéristiques de conservation du spin 1, un même modèle
peut être employé pour introduire les deux situations.
1. Pour le cas CIP-GMR, la longueur caractéristique est le libre parcours moyen λ. Pour le cas CPP-GMR, la longueur
caractéristique est la longueur moyenne de retournement de spin ls f
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Figure 1.2 – Illustration du modèle à deux courants : parcours d’un électron dans un empilement
FM/NM/FM, dans les cas de la CIP-GMR et de la CPP-GMR. Les électrons de conduction dont le
moment magnétique est opposé à l’aimantation locale subissent plus de diffusions que ceux dont le
moment magnétique est aligné à l’aimantation locale. Le circuit résistif équivalent est présenté pour
les deux configurations magnétiques : parallèles ou anti-parallèles.
La figure 1.2 présente le schéma résistif équivalent associé à chacune des configurations magnétiques.
En négligeant la diffusion des électrons dans le métal normal, on peut faire l’hypothèse simple que les
électrons passent la moitié de leur parcours dans chacune des couches magnétiques. On note alors r/2 la
résistance pour le canal de spin majoritaire, et R/2 la résistance pour le canal de spin minoritaire, avec
r < R. La résistance équivalente dans le cas parallèle, où les électrons (↑) et (↓) sont respectivement
majoritaires et minoritaires dans toutes les couches magnétiques, s’exprime alors par : rP = rR/(r+
R) ≈ r. Dans le cas d’aimantations anti-parallèles, les électrons d’un canal donné sont alternativement
majoritaires et minoritaires dans les couches qu’ils traversent, aboutissant à une résistivité moyenne
identique, et la résistance équivalente s’exprime alors par : rAP = (r+R)/4 > rP.
La différence de résistance entre les deux configurations magnétiques correspond au phénomène de
« Magnéto-Résistance Géante » (GMR). Cet effet est caractérisé par le rapport GMR défini par :
GMR =
rAP− rP
rP
=
(R− r)2
4Rr
(1.3)
Pour des structures limitées à une simple tricouche (structures dites « vannes de spin »), il est à noter
que les rapports GMR communément observés en géométrie CIP ne sont que de l’ordre de 1% alors
qu’ils sont de l’ordre de 10% pour la géométrie CPP à température ambiante.
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1.1.3 Le concept d’accumulation de spin
Dans le cas de la géométrie CPP, où les électrons traversent successivement chacune des couches
magnétiques et des interfaces, l’effet de magnéto-résistance géante peut être vu comme un équilibre
entre les effets d’accumulation de spin (due à l’injection asymétrique d’électrons de spin (↑) et (↓) après
la traversée d’une couche magnétique) et les effets de relaxation de spin [7].
Prenons pour illustrer ce phénomène le cas simple de deux couches semi-infinies, un métal ferro-
magnétique et un métal normal accolés (voir figure 1.3). Comme décrit précédemment, dans le ferro-
magnétique et loin de l’interface, la différence de résistivité pour les deux canaux de spin implique une
asymétrie dans les amplitudes des deux courants : le courant de spin (↑) est plus élevé que le courant
de spin (↓). A l’opposé, dans le métal normal, loin de l’interface, les deux amplitudes de courants sont
égales, la polarisation en spin du courant est nulle.
Il existe donc un processus de relaxation de la polarisation en spin à l’interface. Cependant, ce pro-
cessus n’est pas immédiat à la traversée de l’interface, et se traduit par une zone d’accumulation de spin
autour de celle-ci. Dans un premier temps, plus d’électrons (↑) vont arriver autour de l’interface que
d’électrons (↑) qui vont en partir. On observe alors une accumulation d’électrons de spin (↑) accompa-
gnée d’une déplétion en électrons (↓), phénomène appelé « accumulation de spin ».
Cette accumulation est contre-balancée par un processus de relaxation, correspondant à la diffu-
sion des électrons aboutissant au retournement du spin (médiés par des phonons, magnons, collisions
électron-électron ou défauts du matériau). La relaxation se fait des deux côtés de l’interface sur des dis-
tances caractérisées par la longueur de diffusion de spin ls f , longueur définie comme la distance moyenne
parcourue par un électron de conduction entre deux collisions menant au retournement du spin (toutes
les collisions n’aboutissent pas au retournement du spin). La longueur ls f est dépendante du matériau, et
vaut par exemple quelques centaines de nanomètres dans le cuivre et quelques dizaines de nanomètres
dans le cobalt à température ambiante. Un état stationnaire est atteint lorsque la relaxation compense
l’injection de spin par le courant. On cherchera à connaître le profil de concentration des électrons de
spin (↑) et (↓) associé à cet état stationnaire.
1.1.4 Le modèle de Valet & Fert
L’étude et la compréhension des phénomènes d’accumulation et de relaxation du spin vont être indis-
pensables pour prévoir avec exactitude le transport dans les structures GMR à injection perpendiculaire.
T. Valet et A. Fert ont développé dans ce but un modèle en 1993 [8, 7], basé sur l’intégration des équa-
tions de Boltzmann du transport, et valable dans le cas de deux aimantations colinéaires. Ce modèle
s’appuie sur l’introduction d’un pseudo champ électrique dépendant du spin. L’accumulation de spin
est décrite par deux potentiels chimiques : µ↑ et µ↓ associés respectivement aux électrons de spin (↑)
et (↓). Le modèle aboutit ensuite à un ensemble d’équations de dérive-diffusion couplées permettant de
résoudre le transport polarisé en spin, et notamment les courants associés à chaque orientation du spin,
dans une structure multicouche quelconque.
On considère un courant de densité j traversant un ensemble de couches magnétiques Fi, séparées par
des couches non magnétiques Ni, dans la direction perpendiculaire aux couches. Les deux aimantations
sont orientées (parallèles ou anti-parallèles) selon un axe qui sera pris comme axe de quantification pour
le spin. On associera les symboles (+) et (−) à la direction absolue du spin des électrons de conduction
selon cet axe (s = ±1/2), et (↑) et (↓) aux directions de spin respectivement majoritaire et minoritaire
relativement à la direction de spin locale. On reportera de même cette notation aux densités volumiques
d’électrons : n+ et n−.
La densité de courant de spin est définie par js =− h¯2e( j+− j−), avec j+ et j− les densités de courant
associés respectivement aux électrons (+) et (−). L’asymétrie en spin des densités de porteurs est carac-
térisée par l’accumulation de spin, définie par ∆s = h¯2(n+− n−), ainsi que le potentiel électrochimique
d’accumulation de spin ∆µ= (µ+−µ−). Ces derniers sont liés par la relation ∆µ= 2h¯ ∆sN(EF ) , où N(EF) est
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Figure 1.3 – (a) Illustration de l’effet d’accumulation de spin à une interface ferromagnétique/non
magnétique, pour un courant d’électrons allant de la gauche vers la droite. (b) Potentiels chimiques de
spin µ+ et µ− par unité de densité de courant en fonction de la distance z à l’interface Co/Cu, calculés
par le modèle de Valet et Fert. (c) Polarisation en spin du courant correspondante.
la densité d’état des porteurs au niveau de Fermi. On notera enfin ρFi et ρNi les résistivités des couches Fi
et Ni.
On déduit alors les équations de transport suivantes :
j↑(↓) =
1
eρ↑(↓)
∂µ↑(↓)
∂x
(1.4)
j↑+ j↓ = j (1.5)
∂( j↑− j↓)
∂x
=
eN(EF)∆µ
τs f
(1.6)
L’équation (1.4) n’est autre que la loi d’Ohm généralisée. Les équations (1.5) et (1.6) traduisent
respectivement la conservation de la charge et la conservation du spin. Grâce à ces équations, on peut
déduire l’expression du courant de spin en fonction de l’accumulation de spin dans les deux types de
métaux :
js =− h¯2e
(
β j+
1
2eρ∗F
∂∆µ
∂x
)
dans les couches ferromagnétiques (1.7)
js =− h¯2e
(
1
2eρN
∂∆µ
∂x
)
dans les couches non-magnétiques (1.8)
où ρ∗F est défini comme la résistivité moyenne dans un matériau ferromagnétique ρ∗F =
ρ↑+ρ↓
2 , et β est
le coefficient d’asymétrie défini dans la section 1.1.1. On s’aperçoit ainsi que la polarisation en spin du
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courant est issue de deux sources : 1) un terme correspondant à l’asymétrie issue de la différence de ré-
sistivité, qui n’existe que dans les matériaux ferromagnétiques, et 2) un terme de diffusion correspondant
au courant de spin induit par un gradient d’accumulation (autour des l’interfaces). On notera que ces cou-
rants de diffusion peuvent être observés dans l’ensemble des matériaux (magnétiques ou non), illustrant
la possibilité d’injecter, grâce à l’accumulation, des courants de spin dans un métal non-magnétique.
L’évolution du potentiel d’accumulation se déduit également des équations précédentes :
∂2∆µ
∂2x
− ∆µ
l2s f
= 0 (1.9)
Une illustration du phénomène est présentée sur la figure 1.3 pour le cas de l’interface Co/Cu. On
constate que la zone d’accumulation de spin est plus importante dans le métal non-magnétique, pour
lequel la longueur de diffusion de spin est la plus grande. Sur la figure 1.3(b), on a représenté la variation
des potentiels chimiques associée à l’accumulation de spin. Les deux potentiels sont égaux loin de l’in-
terface et prennent des valeurs différentes autour de l’interface. Sur la figure 1.3(c) on représente enfin la
polarisation en spin du courant p = ( j↑− j↓)/ j. On remarquera que cette polarisation prend une valeur
légèrement inférieure à β au niveau de l’interface, puis décroit exponentiellement au fur et à mesure que
l’on s’en éloigne.
Dans le cas d’une tricouche FM/NM/FM, lorsque la couche séparatrice a une épaisseur bien infé-
rieure à sa longueur ls f , un équilibre entre les polarisations induites par chacune des couches va se créer.
Le profil d’accumulation de spin est alors plus complexe. On retiendra néanmoins que, tant qu’elles
sont faiblement séparées, chacune des couches sera traversée par un courant dont la polarisation sera en
partie gouvernée par la configuration d’aimantation de la seconde. Ainsi, on peut envisager divers effets
d’interactions entre les deux couches magnétiques à travers le courant, parmi lesquels le transfert de spin.
1.2 Dynamique d’aimantation et transfert de spin
Nous décrirons dans cette section l’équation de Landau-Lifshitz-Gilbert, équation différentielle dé-
crivant le mouvement précessionnel de l’aimantation dans les matériaux magnétiques. Puis nous intro-
duirons le phénomène de transfert de spin, qui permet d’agir sur l’aimantation d’une couche magnétique
grâce à l’interaction avec un courant polarisé en spin qui la traverse. Nous verrons alors comment inclure
ce phénomène à l’équation de la dynamique, et conclurons sur les possibilités qu’offre cette nouvelle
propriété.
1.2.1 Dynamique d’aimantation : L’équation de Landau-Lifshitz-Gilbert
Lorsque l’aimantation d’un matériau magnétique est écartée de son équilibre, on observe alors lo-
calement une précession amortie de l’aimantation autour du champ effectif local, jusqu’à s’aligner avec
celui-ci. Introduite par L. Landau et E. Lifshitz, puis modifiée par T.L. Gilbert, l’équation dite « de
Landau-Lifshitz-Gilbert », ou équation LLG, décrit cette dynamique de l’aimantation :
d ~M
dt
=−γ
(
~M×µ0~He f f
)
+
α
MS
(
~M× d
~M
dt
)
(1.10)
Le premier terme de droite est un terme de précession autour du champ magnétique effectif ~He f f ,
champ résultant de la prise en compte du champ extérieur, des champs d’anisotropie, des champs de
couplage, d’un éventuel champ d’excitation, etc. Le paramètre γ est le rapport gyromagnétique. Le se-
cond terme est un terme phénoménologique décrivant la dissipation associée à la précession, et qui tend
à ramener l’aimantation vers sa position d’équilibre. Il est caractérisé par le facteur α appelé « constante
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d’amortissement de Gilbert », qui dépend du matériau (de l’ordre de 0.01 dans le Permalloy Ni80Fe20
par exemple).
1.2.2 Principe de l’effet de transfert de spin
L’effet de transfert de spin a été proposé théoriquement par J. Slonczewski et L. Berger en 1996 [9,
10]. Considérons deux couches ferromagnétiques FM1 et FM2 séparées par une couche métallique non
magnétique NM et traversées par un courant s’écoulant perpendiculairement aux plans des couches.
Lorsque les électrons traversent la structure, la polarisation en spin du courant va évoluer pour suivre
la direction locale d’aimantation lorsqu’ils traverseront les couches magnétiques. En effet, lorsqu’ils
pénètrent une couche ferromagnétique, le spin des électrons de conduction s’aligne rapidement avec la
direction de spin locale (en raison de la forte interaction existant entre les électrons de conduction (4s) et
les électrons localisés (3d) responsables de l’aimantation locale).
Dans un modèle de transport balistique, si les aimantations ~M1 et ~M2 ne sont pas colinéaires, la direc-
tion de polarisation en spin des électrons de conduction devra tourner durant leur trajet 2. Ce phénomène
a lieu via la relaxation de la composante transverse de la polarisation aux interfaces FM/NM. Lorsque
les électrons traversent la structure depuis la couche FM1 vers la couche FM2 (cas de la figure 1.4), le
courant devient polarisé après son passage dans FM1, polarisation qui va se propager dans la couche
non-magnétique (cf. équation (1.8)). Après avoir traversé la première interface FM1/NM, et subit un pre-
mier processus de relaxation, la polarisation ~p est orientée dans une direction intermédiaire entre celles
de ~M1 et ~M2.
En se concentrant sur le second processus de relaxation, à l’interface NM/FM2, les électrons inci-
dents possèdent donc une composante de leur polarisation qui est transverse à l’aimantation ~M2. Quand
ils pénètrent dans la couche FM2, leur spin s’aligne rapidement avec la direction de spin locale, sur une
très courte distance (typiquement moins d’un nanomètre). Ce phénomène de relaxation de la compo-
sante transverse du moment angulaire est un effet d’interface. Il est important de noter que la longueur
caractéristique associée à la relaxation de la composante transverse de la polarisation est différente de la
longueur de diffusion de spin ls f , qui décrit la relaxation de sa composante longitudinale [11, 12].
Les électrons perdent donc leur composante de spin transverse ~p⊥ quand ils traversent FM2. Dans
cette interaction néanmoins, le moment angulaire de spin total doit être conservé, et la composante ~p⊥
est en fait absorbée et transférée à la couche FM2. Pour une couche très épaisse, dont l’aimantation est
très stable, ce transfert de spin aura un effet insignifiant. Mais si l’on considère une couche magnétique
fine, ce transfert de spin va tendre à modifier l’aimantation locale. En conséquence, ce transfert de
spin va tendre à aligner l’aimantation ~M2 selon la direction de la polarisation du courant (et donc selon
l’aimantation ~M1).
Puisque cet effet tend à faire tourner l’aimantation, il agit comme un couple~τST T exercé sur l’ai-
mantation, et on parlera de couple de transfert de spin. Il est bien entendu évident que l’augmentation
de la densité de courant, induisant une augmentation du nombre d’électrons traversant l’interface par
unité de temps, augmentera d’autant l’amplitude du transfert de spin. Pour observer ce phénomène, il est
typiquement nécessaire de réduire les épaisseurs des couches à quelques nanomètres, et d’augmenter la
densité de courant au delà de 107A.cm−2.
2. On décrira désormais la polarisation en spin par son amplitude Pspin et sa direction ~p.
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Figure 1.4 – (a) Schéma d’un empilement de type FM1/NM/FM2 traversé par un courant, illustrant
le concept du couple de transfert de spin. Les flèches représentent la direction de l’aimantation dans
les couches magnétiques, supposées uniformes, et la direction de la polarisation du courant dans la
couche intermédiaire. (b) Illustration de la composante transverse cédée à l’aimantation ~M2.
Analytiquement, le couple de transfert de spin~τST T est égal au courant de spin transverse à ~M2, qui
est absorbé :
(
d~m2
dt
)
ST T
=~τST T = courant de spin transverse absorbé = Pspin
J
2te
gµB (~m2× (~m2×~p)) (1.11)
où g est le facteur de Landé, µB est le magnéton de Bohr, e la charge de l’électron, t l’épaisseur de
la couche, J la densité de courant injectée, Pspin l’amplitude de la polaristation en spin à l’interface
NM/FM2, et où on aura posé ~mi = ~Mi/MSi les directions locales d’aimantations. On notera dans cette
formule que le double produit vectoriel correspond simplement à la composante transverse ~p⊥ de ~p par
rapport à ~m2.
On peut alors inclure l’action du couple de transfert de spin sur la dynamique de l’aimantation en
ajoutant simplement~τST T aux autres couples de l’équation de Landau-Lifschitz-Gilbert (LLG). En posant
aJ = PspingµB/(2te) :
d ~M
dt
=−γ
(
~M×µ0~He f f
)
+
α
MS
(
~M× d
~M
dt
)
+
aJJ
MS
(
~M×
(
~M×~p
))
(1.12)
En première approximation, on supposera que la polarisation du courant incident sur la couche FM2
est colinéaire à ~M1 : ~p=−~M1/MS 3. La prédiction exacte de la direction de la polarisation en fonction de
la direction relative des deux aimantations est très complexe, et dépendra particulièrement du choix des
matériaux. Dans les structures simples, telles que celles que nous étudierons, la dépendance angulaire du
transfert de spin s’éloigne peu d’une dépendance sinusoïdale ((~m2× (~m2×~p)) = sinθ, où θ est l’angle
entre les deux directions d’aimantation), mais peut s’en éloigner fortement dans d’autres structures bien
choisies [13, 14].
Précisons également que le phénomène de transfert de spin est identiquement présent aux deux in-
terfaces. En inversant le système, nous obtenons pour le couple appliqué sur l’aimantation ~M1 a une
expression similaire, aux signes près. Il faudra prendre garde néanmoins à la valeur de Pspin qui peut
différer aux deux interfaces. Dans la majorité des systèmes étudiés jusqu’à aujourd’hui, il a été systéma-
tiquement choisi de considérer des épaisseurs de couches très dissymétriques de façon à ce que seule la
couche la plus fine soit sensible au transfert de spin.
3. On rappelle que par définition, les directions du spin des électrons et de l’aimantation sont opposés : ~Mi =−gµB/(h¯Vi)~Si
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Pour comprendre comment le couple de transfert de spin agit sur l’aimantation, il est instructif de
considérer le cas particulier où ~He f f et ~M1 sont alignés : ~He f f =He f f ~m1. En négligeant les termes d’ordre
2 en α, on peut réécrire (1.12) sous la forme :
−1
γ
d~m2
dt
= ~m2×µ0~He f f + α˜~m2×~m2×µ0~He f f (1.13)
avec un amortissement effectif α˜ = α+ aJJ MsHe f f . Dans ce cas, le couple de transfert de spin a la même
direction que le couple d’amortissement, mais s’y oppose ou s’y ajoute suivant la direction du courant.
Figure 1.5 – Représentation schématique des différents couples s’exerçant sur l’aimantation ~m dans le
cas ~p ~He f f .
Ceci est illustré sur la figure 1.5. Pour un signe du courant (J > 0 dans notre convention de signe),
le couple agit sur l’aimantation de la couche libre de manière à amplifier l’effet de l’amortissement,
renforçant la stabilité de l’aimantation autour du champ effectif. Pour l’autre signe du courant (J < 0), le
couple de transfert de spin s’oppose à l’amortissement, et déstabilise l’équilibre autour du champ effectif.
Pour un courant suffisamment important, il est possible d’aboutir à α˜ < 0, condition pour que l’état
d’équilibre initial devienne instable. Suivant les conditions, notamment l’existence ou non d’un second
état d’équilibre stable, l’aimantation peut soit évoluer jusqu’à atteindre un nouvel état stable statique,
soit se stabiliser sur une orbite de précession autour de l’ancien état d’équilibre, devenu instable.
Le premier cas a été grandement illustré par son application dans des composants mémoires de types
STT-MRAM 4, où le transfert de spin est employé pour retourner l’aimantation d’une couche magnétique
libre dans laquelle est stockée l’information [15, 16]. Le second cas correspond aux applications qui nous
ont intéressés durant cette thèse : la réalisation d’auto-oscillateurs magnétiques, dits STNOs, pour Nano-
Oscillateurs à Transfert de Spin.
1.3 Introduction au cas d’une jonction tunnel
Les échantillons que nous avons étudiés durant cette thèse sont uniquement composés de matériaux
métalliques, mais il est cependant important d’esquisser une rapide introduction du cas des jonctions
tunnel. Dans ces dispositifs, la couche séparant les deux couches magnétiques est une couche isolante,
suffisamment fine pour laisser passer les électrons par effet tunnel.
Nous n’entrerons pas dans les détails du phénomène, mais il est également observé dans ces systèmes
une dépendance de la résistance en fonction de l’aimantation relative des deux couches. On parle de
Magnéto-Résistance Tunnel (TMR). Les rapports T MR = (rAP− rP)/rP qu’il est possible d’atteindre
sont bien plus grands que les rapports GMR, atteignant même plusieurs centaines de pourcents.
4. Mémoire Magnétique à Accès Aléatoire à Transfert de Spin
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Identiquement, un transfert de spin est observé au passage du courant à travers les jonctions tunnel.
Cependant, le terme de transfert de spin se résume cette fois par un couple dit « de Slonczewski » (ou
« in-plane torque ») proportionnel à ~m× (~m×~p), correspondant au couple introduit pour les jonctions
métalliques (1.11), complété par un second couple dit « field-like torque » (ou « hors plan ») proportion-
nel à ~m×~p. Le rapport d’amplitude entre les deux couples est une fois encore défini par les propriétés
des matériaux utilisés pour fabriquer la jonction, et sujet à beaucoup de débats.
1.4 Nano-oscillateurs à transfert de spin : Principe et premiers travaux
1.4.1 Le principe
Le principe des oscillateurs à transfert de spin s’appuie sur les deux phénomènes que nous venons
de décrire : le transfert de spin, et la magnétorésistance. Considérons une structure tricouche à travers de
laquelle circule un courant continu Idc. Pour des conditions bien choisies, le transfert de spin va induire
des oscillations entretenues de l’aimantation dans au moins une des couches magnétiques. Alors, toute
variation d’aimantation relative entre les deux couches magnétiques associée à ces oscillations va induire
une variation de la résistance. Puisque la structure est parcourue par un courant uniforme, les oscillations
de résistance sont directement converties en une oscillation de la tension à ses bornes (voir illustration
figure 1.6). Nous avons donc à disposition des dispositifs permettant par simple application d’un courant
continu Idc d’obtenir une tension oscillante Vac, dont la fréquence d’oscillation est directement définie
par les propriétés magnétiques de la structure.
Figure 1.6 – Illustration du principe d’un nano-oscillateur à transfert de spin (STNO).
Dans la grande majorité des structures utilisées pour observer des oscillations d’aimantation par
transfert de spin, une dissymétrie entre l’épaisseur des couches magnétiques est volontairement intro-
duite. Une couche épaisse (d’une épaisseur typique de plusieurs dizaines de nanomètres) peut être consi-
dérée insensible à l’effet de transfert de spin, tandis l’aimantation d’une seconde couche fine (d’une
épaisseur de quelques nanomètres) y est très sensible. La couche épaisse sera dite « couche polarisa-
trice », et la couche fine dite « couche libre ». Différentes géométries sont communément utilisées pour
réaliser un oscillateur à transfert de spin, chacune permettant d’obtenir les densités de courant nécessaires
à l’excitation d’oscillations d’aimantation par transfert de spin :
– La géométrie « nano-pilier » pour laquelle l’ensemble de l’empilement est entièrement gravé (fi-
gure 1.7(a)). Le masque de gravure est généralement réalisé par lithographie électronique pour
obtenir des dimensions typiques de 100 à 500nm.
– La géométrie « nano-contact » pour laquelle le courant est injecté dans une structure en multi-
couche étendue via un contact de dimensions réduites (figure 1.7(b)), réalisé par lithographie élec-
tronique (diamètre minimum de l’ordre de 100nm) ou par nano-indentation (diamètre minimum
de 10nm environ).
– La géométrie « hybride » pour laquelle seule une des couches magnétiques est gravée, la seconde
étant laissée étendue (figure 1.7(c)).
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Figure 1.7 – Illustration des géométries (a) nano-pilier (b) nano-contact, et (c) hybride.
1.4.2 Les premiers travaux expérimentaux
La première expérience mettant en évidence la dynamique de l’aimantation induite par transfert de
spin a été réalisée en 1998 par M. Tsoi et al. [17], grâce à des mesures de résistance différentielle dV/dI.
La première mesure directe du signal hyperfréquence émis par un oscillateur à transfert de spin n’a
cependant été effectuée qu’en fin 2003, par Kiselev et al. de Cornell University [18], sur un nano-pilier
elliptique constitué d’un empilement Co(40nm)/Cu(6nm)/Co(2.5nm). La précession de l’aimantation
uniforme est observée à travers les oscillations de tensions mesurées à l’aide d’un analyseur de spectre.
Dans le cas des vannes de spin en géométrie nano-pilier, les fréquences des modes excités correspondent
à des fréquences allant de quelques centaines de MHz à quelques dizaines de GHz, pour des largeurs de
raies typiques de plusieurs dizaines de MHz. Depuis 2003, de nombreux efforts ont été accomplis dans
le but d’améliorer les caractéristiques des émissions hyperfréquences des oscillateurs à transfert de spin.
Les premières mesures hyperfréquences pour une géométrie nanocontact ont été réalisées en début
2004 par W. Rippard et al. [19, 20]. Les puissances et fréquences observées sont similaires à celles
obtenues avec une géométrie nanopilier, et des largeurs de raie de quelques MHz ont pu être atteintes. Ce
résultat est justifié par le fait que la largeur de raie est inversement proportionnelle au volume magnétique
excité, qui est d’évidence plus important dans le cas d’une couche étendue. Des champs magnétiques
intenses (de 1 kOe à quelques 10 kOe) sont cependant nécessaires à ces observations.
Plusieurs solutions ont été proposées pour permettre d’observer des précessions de l’aimantation uni-
forme induites par transfert de spin en l’absence de champ magnétique externe. La première, proposée
par O. Boulle et al., consiste à réaliser une vanne de spin dont les profils d’accumulation et de relaxation
de spin permettent de modifier la variation angulaire du couple de transfert de spin [13]. En jouant sur les
rapports entre longueurs de diffusion de spin et épaisseurs des couches, il est possible de modifier cette
dépendance angulaire afin que le transfert de spin déstabilise l’état d’équilibre et excite ainsi des oscilla-
tions d’aimantation à champ nul. Houssameddine et al. ont proposé d’utiliser un empilement magnétique
dont la couche polarisatrice a une aimantation perpendiculaire au plan de la couche, l’aimantation de la
couche libre restant à l’équilibre orientée dans son plan [21]. Pour cette configuration, il a été prédit un
régime de précession hors du plan de l’aimantation de la couche libre à champ nul. De la même façon,
T. Devolder et al. ont observé des signaux hyperfréquences à champ nul au sein de nanopiliers pour les-
quels les couches magnétiques sont préparées de façon à ce que leurs aimantations à l’équilibre, bien que
toutes deux confinées aux plans des couches, soient orientées perpendiculairement l’une à l’autre. [22].
Nous avons pu introduire dans ce chapitre les phénomènes de magnétorésistance et de transfert
de spin, qui combinés permettent d’aboutir à la réalisation d’oscillateurs à transfert de spin. Nous
avons noté particulièrement qu’il est nécessaire d’avoir connaissance de l’évolution de la polarisa-
tion du courant à travers la structure afin d’anticiper les effets du transfert de spin. A travers la
présentation du modèle analytique de Valet-Fert, nous avons montré que ce type d’étude est bien
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maîtrisé dans le cas de couches magnétiques à aimantation uniforme. Ces travaux de thèse nous
amènerons à nous interroger sur le devenir des profils d’accumulation et de polarisation dans des
structures à aimantation non-homogène, particulièrement dans le cas de configurations magné-
tiques de type vortex.
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Chapitre 2
Oscillateurs à base de vortex
Les choix des fréquences et des propriétés des oscillateurs à transfert de spin découlent avant tout de
la configuration magnétique qui est mise en oscillation. Nous présentons dans ce chapitre la configuration
magnétique « vortex », qui a suscité ces cinq dernières années un attrait particulier dans la réalisation de
STNO. Après avoir décrit précisément la distribution d’aimantation, nous introduirons tout d’abord les
propriétés statiques du vortex magnétique, sous l’influence d’un champ magnétique ou d’un courant.
Puis, nous nous intéresserons à ses propriétés dynamiques, et notamment au mode qui sera au centre de
notre étude : le mode « gyrotropique ».
2.1 Description et stabilité de l’état magnétique « vortex »
La distribution de l’aimantation dans une structure ferromagnétique dépend entre autres de la forme et
de la taille de celle-ci. Ces distributions stables résultent de compétitions entre l’énergie magnétostatique
et l’énergie d’anisotropie. Nous nous intéresserons dans ce travail de thèse à des structures magnétiques
confinées à des géométries réduites, typiquement des nano-disques ferromagnétiques d’épaisseur et de
rayon de l’ordre ou inférieur au micron. Pour des rapports d’aspects bien choisis, la distribution de
l’aimantation observée est non uniforme, et associée à une aimantation moyenne quasi-nulle : c’est l’état
vortex magnétique.
2.1.1 La configuration magnétique vortex
Nous considérerons des nano-disques ferromagnétiques de rayon R et d’épaisseur L (voir figure 2.1).
Le vortex consiste en un cœur (pour ρ ≤ b), dans lequel l’aimantation sort du plan de la couche ma-
gnétique, et d’une partie plus importante où l’aimantation est contrainte dans le plan de la couche, et
s’enroule de façon à n’avoir aucun champ de fuite (distribution à flux fermé). Seul le cœur crée des
charges magnétiques de surface (en raison de mz 6= 0).
Figure 2.1 – (a) Schéma du nano-disque magnétique. La partie centrale de rayon b correspond au
cœur. (b) Distribution typique de l’aimantation d’un état vortex magnétique. En échelle de couleur est
représentée la composante de l’aimantation hors du plan.
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2.1.2 Distribution d’aimantation
Plusieurs configurations sont possibles pour les vortex, correspondant à des états énergétiquement
dégénérés : nous les caractériserons par leur polarité P et leur chiralité C. La polarité est associée à la
direction de la composante de l’aimantation du cœur du vortex hors du plan : P=mz(0)=±1. La chiralité
est associée à la direction de rotation de l’aimantation dans le plan de la couche : soit arbitrairement C =
+1 dans le sens trigonométrique, soit C =−1 dans le sens des aiguilles d’une montre (voir figure 2.2).
 
Han Hn 
-Hn -Han 
Figure 2.2 – Quatre configurations (C,P) possibles pour la distribution d’aimantation dans l’état vor-
tex : (1,1),(1,-1), (-1,1), (-1,-1)
Pour un disque magnétique de faible épaisseur, on pourra supposer que la distribution d’aimantation
est invariante selon l’épaisseur. Usov et Peschany [23] ont proposé un modèle simple pour obtenir la
distribution d’aimantation associée au vortex magnétique, en faisant appel à la méthode variationnelle
pour minimiser l’énergie magnétostatique.
Energie d’échange et modèle de Usov
En accord avec la symétrie du problème et avec les premiers résultats de simulations micro-
magnétiques [24], est pris pour base le modèle d’Aharoni [25] selon lequel en un point~r(ρ,χ) les
composantes de l’aimantation en coordonnées cylindriques ~m(~r) = ~M(~r)/MS = (mρ,mχ,mz) sont
de la forme :
mρ = 0 , mχ =
√
1− f (ρ)2 , mz = f (ρ) (2.1)
Il s’agit ensuite de résoudre la fonction f (ρ) décrivant la distribution de l’aimantation grâce au
principe variationnel. L’hypothèse mρ= 0 implique l’absence de charges de surface sur la périphérie
du disque. Des charges de surface sont uniquement présentes sur les faces inférieure et supérieure du
cylindre, dans le cœur du vortex. Ainsi, quelle que soit la valeur de l’aimantation à saturation MS, la
valeur de l’énergie magnétostatique est relativement faible, et l’on peut supposer que la distribution
magnétique est gouvernée par le terme d’énergie d’échange. Pour des matériaux magnétiques doux,
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dont la constante d’anisotropie K1 est telle que
K1
MS2
est suffisamment faible, on peut également
négliger le terme d’énergie d’anisotropie.
On pose pour la résolution f (ρ) = cos(Θ(ρ)), oùΘ est l’angle entre ~m et l’axe zˆ (voir figure 2.3).
L’énergie d’échange Ech =
∫
V
[A
2 (∇~m)
2
]
d3~r s’exprime alors sous la forme :
Ech = 2piL
∫ R
0
ρ
[
A
2
((
dΘ
dρ
)2
+
sin2Θ
ρ2
)]
dρ (2.2)
où A est la constante d’échange du matériau, liée à sa longueur d’échange par la formule : LE =√
2A
µ0MS2
.
Annuler la dérivée fonctionnelle de Ech par rapport à Θ(ρ), avec comme conditions aux limites
Θ(0) = 0 et Θ(ρ)→ pi/2 pour ρ>> LE , permet d’obtenir l’équation différentielle suivante :
−1
ρ
d
dρ
(
ρ
dΘ
dρ
)
+
sinΘ · cosΘ
ρ2
= 0 (2.3)
L’intégration de cette équation aboutit à l’expression : tanΘ/2 = ρ/K, où K est la constante
d’intégration. On note que pour ρ = K, on a Θ = pi/2, ce qui correspond au rayon du cœur de
vortex : K = b, et que Θ ne varie que dans le cœur du vortex. Ainsi, on peut résumer l’expression de
la fonction f (ρ) par :
f (ρ) =
{
b2−ρ2
b2+ρ2 si 0≤ ρ≤ b
0 si b≤ ρ≤ R
(2.4)
Figure 2.3 – Schéma de la description de l’aimantation dans les coordonnées sphériques. Cas du vortex
centré : l’aimantation planaire est orthoradiale.
Une fois la distribution de l’aimantation dans le cœur du vortex déterminée, il est possible d’obtenir
sa taille b en minimisant l’énergie totale du disque, en incluant cette fois l’énergie magnétostatique (com-
pétition entre l’apparition du cœur pour diminuer l’énergie d’échange et sa disparition pour minimiser
les charges de surface) [23]. Pour les dimensions typiques des nano-disques considérés, soit un rayon
compris entre 100nm et 1µm, et une épaisseur de quelques nm, le rayon du cœur est de l’ordre de 1 à
2 fois la longueur d’échange du matériau (b ≈ 2LE), i.e. de l’ordre de la dizaine de nanomètres dans le
NiFe par exemple.
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On introduira très facilement dans ces expressions la polarité (P) et la chiralité (C) du vortex. Par
symétrie, les calculs effectués précédemment restent valables :
mρ = 0,
{
mχ =C
2bρ
b2+ρ2 ; mz = P
b2−ρ2
b2+ρ2 si 0≤ ρ≤ b
mχ =C ; mz = 0 si b≤ ρ≤ R
(2.5)
D’autres formes analytiques ont été proposées pour la forme du cœur, parfois plus précises, ou plus
simples à intégrer dans un modèle numérique. Sur la figure 2.4, Gaididei et al. [26] ont fait une com-
paraison de l’ensemble de ces modèles avec des résultats issus de simulations micromagnétiques. De
ces données, nous pouvons conclure que le modèle introduit par Usov est trop simpliste, mais qu’on
peut raisonnablement ajuster la distribution mz par une simple gaussienne de type : mz = cosΘ(ρ) =
P× exp(− ln2(2ρ/b)2) (modèle de Feldtkeller). On constate par ailleurs qu’un halo se forme autour du
cœur où l’aimantation devient légèrement négative, mais que seuls des modèles complexes prennent en
compte, et qui pourra être raisonnablement négligée.
Figure 2.4 – Distribution de l’aimantation hors plan mz. Les lignes pointillées correspondent aux mo-
dèles analytiques : (1) Usov, (2) gaussien (Feldtkeller), (3) Höllinger et (4) le modèle par transformée
de Fourier. Les lignes continues correspondent aux résultats des simulations micro-magnétiques : (5)
avec le logiciel OOMMF pour un disque de Py de rayon R = 100nm et d’épaisseur L = 20nm, et (6)
avec le logiciel SLASI. Figure issue de [26].
2.1.3 Vortex décentré
Pour décrire l’évolution de la distribution magnétique du vortex en fonction des conditions exté-
rieures ainsi que ses propriétés dynamiques, il est nécessaire d’introduire une description analytique du
vortex hors de sa position d’équilibre. Le cœur n’est alors plus situé au centre du disque, mais à une
position décrite par le vecteur ~X(ρc,χc).
Dans les modèles habituellement utilisés pour les calculs analytiques ou numériques, la distribution
d’aimantation hors du plan reste décrite par l’un des modèles présentés précédemment, typiquement une
simple gaussienne. La principale modification vient de la direction locale de l’aimantation planaire ~m,
qui n’est alors plus orthoradiale en tout point. On caractérisera cette direction par la donnée de l’angle Φ
entre l’axe xˆ et ~m (cf figure 2.5).
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Figure 2.5 – Schémas pour la description de l’aimantation dans les coordonnées sphériques. Cas
du vortex décentré : la position du cœur est repéré par les coordonnées ~X(ρc,χc), et la direction de
l’aimantation planaire ~m est caractérisée par l’angle Φ.
On notera que lorsque le cœur du vortex est en mouvement, on observe également une déformation de
la distribution de l’aimantation hors du plan, qui peut devenir non négligeable aux fortes vitesses [27, 28].
2.1.3.1 Le modèle du vortex rigide (« Single vortex ansatz » - SVA)
Dans ce modèle, appelé également dans la littérature « Travelling Wave Ansatz » (TWA), le vortex
est déplacé tout en conservant la forme de sa distribution d’origine, selon un mouvement de translation.
La distribution de l’aimantation est donnée par :
cosΘ(~r) = P f
(∥∥∥~r−~X∥∥∥) (2.6)
Φ= arg
(
~r−~X
)
+C
pi
2
(2.7)
où f (ρ) est la fonction utilisée pour décrire la distribution d’aimantation mz du vortex centré (Usov,
Feldtkeller, etc.).
Dans cette approche, l’aimantation n’est plus tangente à la surface sur les bords du disque. Le dépla-
cement du vortex s’accompagne alors de la formation de charges magnétiques sur le côté du cylindre.
Cette distribution de l’aimantation ne correspond alors plus à une minimisation de l’énergie magnétique
du disque. Ce modèle est donc d’autant moins valable que le déplacement du cœur du vortex est grand.
Il permet cependant de réaliser de premiers calculs simples mais dont les résultats sont à prendre avec
précaution.
2.1.3.2 Le modèle à deux vortex (« Two vortex ansatz » - TVA)
Un modèle de déformation du vortex permettant de minimiser l’énergie d’échange tout en n’intro-
duisant pas de charges de surface sur le côté du cylindre a été proposé. Ce calcul [29, 30] aboutit au
modèle à deux vortex. Analytiquement, l’expression correspond à la superposition de deux vortex selon
le modèle précédent, dont les centres sont décalés : l’un est centré sur la position réelle du vortex, l’autre
est situé à l’extérieur du disque, de façon à ce que la superposition des deux aimantations soit telle que
~M ·d~S = 0 sur la périphérie du disque (où d~S est le vecteur surface élémentaire).
Pour un vortex dont le cœur se situe à la coordonnée ~X(ρc,χc), l’aimantation en un point ~r(ρ,χ)
s’exprime par :
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cosΘ(~r) = P f
(∥∥∥~r−~X∥∥∥) (2.8)
Φ= arg
(
~r−~X
)
+ arg
(
~r− ~XI
)
−pi−χc+Cpi2 (2.9)
où ~XI
(
R2
ρc ,χc
)
est la coordonnée du vortex image : ~XI = R
2
ρ2c
~X .
Figure 2.6 – Distribution de l’aimantation correspondant à un vortex déplacé avec ρc = R/4 (distance
du centre du vortex au centre du disque). Seule la projection de ~M dans le plan du disque est tracée.
Les flèches plus petites indiquent que l’aimantation hors du plan est non nulle.
On vérifie alors très facilement qu’en ρ = R, on a toujours Φ = χ+C pi/2 : aux bords de la couche
magnétique, l’aimantation est bien orthoradiale (cf figure 2.6). Nous préfèrerons alors utiliser ce modèle
plus réaliste dans les calculs impliquant la distribution de l’aimantation hors équilibre.
Astuce de calcul
On remarquera pour la suite des calculs l’astuce suivante :
Φ(~r,~X , ~XI) = arg
(
ρeiχ−ρceiχc
)
+ arg
(
ρeiχ− R
2
ρc
eiχc
)
−pi−χc+Cpi2
= arg
(
ρei(χ−χc)−ρc
)
+ arg
(
ρei(χ−χc)− R
2
ρc
)
−pi+χc+Cpi2
Φ(~r,~X , ~XI) = g(ρ,ρc,χ−χc)+χc+C pi2 (2.10)
Ce qui permettra d’écrire :
∂Φ
∂χc
= 1− ∂Φ
∂χ
(2.11)
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On notera également :
∂g(ρ,ρc,X)
∂X
=
ρ(ρ−ρc cos(X))
ρ2−2ρρccos(X)+ρc2 +
ρ
(
ρ− R2ρc cos(X)
)
ρ2−2ρR2ρc cos(X)+ R
4
ρc2
(2.12)
2.1.4 Stabilité de l’état vortex en fonction de la géométrie des échantillons magnétiques
En l’absence de forte anisotropie, les propriétés magnétiques des nano-aimants sont gouvernées par
l’énergie d’échange et l’énergie magnéto-statique. Lorsque l’on réduit les dimensions des disques magné-
tiques, l’énergie d’échange prend un rôle de plus en plus important. La distribution magnétique devient
alors de plus en plus uniforme, jusqu’à un état en domaine unique. Cependant, on observe pour des di-
mensions intermédiaires l’apparition de l’état vortex. Cet état apparait comme l’état de plus basse énergie
pour des tailles supérieures à la longueur d’échange du matériau, et peut être stable pour des gammes
importantes, allant de quelques dizaines de nanomètres jusqu’à plusieurs dizaines de microns.
En l’absence de champ magnétique extérieur, trois paramètres sont à prendre en compte pour ca-
ractériser complètement la structure magnétique d’un nano-aimant. Ces paramètres sont : le rayon du
nano-aimant R, son épaisseur L, et la longueur d’échange LE .
Le diagramme de phase magnétique a été tracé sur la base d’une comparaison de calculs de l’énergie
de l’état vortex [23] et des énergies des états en domaine unique, avec l’aimantation pointant dans le
plan ou hors du plan. On déduit ainsi un rayon limite REQ(L) pour lequel, pour une épaisseur du disque
magnétique donnée, l’état uniforme et l’état vortex ont une énergie identique [23]. Cependant, il est
envisageable de trouver une zone de métastabilité dans laquelle on pourra trouver des vortex pour des
disques de rayon R<REQ. Il existe donc un autre rayon caractéristique RS(L) en dessous duquel le vortex
est instable, et donc strictement interdit. Sa valeur a tout d’abord été évaluée pour le vortex rigide [23, 31],
puis en utilisant le modèle à deux vortex » [29]. Le diagramme de phase obtenu est présenté sur la
figure 2.7.
Ce diagramme est universel pour les matériaux ferromagnétiques doux lorsqu’il est tracé en nor-
malisant les paramètres géométriques des nano-aimants par la longueur d’échange LE . Pour le Permal-
loy (Py) : MS = 8× 105A/m, A = 13× 10−12J/m (1.3× 10−6erg/cm), soit une longueur d’échange
LE =
√
2A/(µ0MS2) = 5.7nm.
En résumé, pour s’assurer d’avoir un état rémanent vortex, il faut :
– R grand pour minimiser l’effet de l’énergie d’échange, et permettre une aimantation non homo-
gène.
– L grand pour ne pas contraindre l’aimantation dans le plan de la couche.
Précisons que l’état magnétique vortex n’est pas stable uniquement pour des plots de forme circulaire,
mais également pour des plots de forme elliptique, carrée, etc.
2.1.5 Déplacement d’un vortex soumis à un champ magnétique extérieur
Lorsqu’on applique un champ magnétique dans le plan du disque, le centre du vortex s’éloigne du
centre du disque (voir figure 2.8). Il cherche en effet à aligner son aimantation moyenne dans le sens
du champ appliqué afin de minimiser l’énergie magnétique totale (énergie magnétostatique + énergie
d’échange + énergie Zeeman). L’évolution de la stabilité de l’état vortex sous champ magnétique exté-
rieur a été étudiée analytiquement [33, 34], par simulations micromagnétiques [35, 30] et expérimenta-
lement [36, 37, 38].
La figure 2.9 montre la courbe d’hystérésis
〈
M(H)〉/MS pour un nano-disque magnétique. On
trace l’aimantation planaire moyenne
〈
M(H)〉 en fonction du champ H appliqué dans la direction du
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Figure 2.7 – Diagramme de phase pour des cylindres magnétiques de tailles nanométriques, de rayon
R et d’épaisseur L. Trois états magnétiques peuvent être stables : état vortex, et états quasi-uniformes
dans et hors du plan. Les lignes solides montrent les frontières où les énergies des deux états sont
égales. La ligne pointillée à gauche correspond à la frontière de stabilité de l’état vortex. La ligne
mixte en bas correspond à la taille du cœur du vortex. En rouge, la zone de bistabilité du vortex et de
l’état uniforme. LE est la longueur d’échange du matériau. (Figure extraite de [32])
plan du disque. Le nano-disque considéré est tel qu’à champ nul, l’état vortex soit le seul état stable. Pour
des champs appliqués suffisamment forts, l’aimantation est néanmoins quasiment parallèle au champ
externe (figure 2.9, états a, e). Lorsque le champ magnétique décroit, l’aimantation reste quasi-uniforme.
Puis à l’approche du champ dit « de nucléation » (Hn), la distribution d’aimantation va commencer à
perdre son homogénéité. A H = Hn, le vortex va finalement se former (état c), et on pourra observer un
saut soudain de l’aimantation moyenne. Il a été montré que le passage de l’état quasi-uniforme à l’état
vortex se fait via le passage par un état métastable intermédiaire [34]. Suivant la taille de l’échantillon, cet
état peut être un état « C » (état b) ou un état « S ». Lorsque le champ est réduit à zéro, le vortex retrouve
progressivement une position centrée dans le nano-disque. Si l’on augmente alors le champ dans l’autre
direction, le vortex est forcé de se décentrer (état d). Le centre du vortex bouge perpendiculairement au
champ de façon à obtenir une aimantation moyenne dans la direction du champ (cf. figure 2.8). Plus le
cœur du vortex se rapproche du bord de l’échantillon, et plus son énergie magnétostatique augmente.
Lorsque le champ dit d’« annihilation » (Han) est atteint, le vortex devient instable et le nano-disque
retrouve une aimantation uniforme. C’est le second saut observé sur la courbe d’hystérésis.
Les valeurs des champs de nucléation, d’annihilation, et de la susceptibilité magnétique sont iden-
tiques pour des nano-disques ayant un même rapport d’aspect. La connaissance de ces courbes d’aiman-
tation permet de déduire la susceptibilité magnétique statique χ(0) des nano-disques :
〈
~M〉 = χ(0)~H.
L’étude analytique [33] aboutit aux expressions du déplacement du vortex et de l’aimantation moyenne
~M, en fonction du rapport d’aspect β = L/R. En effectuant le calcul en se basant sur le modèle à deux
vortex (TVA) [39], on obtient le résultat suivant :
χ(0)−1 =
9,98
4pi
β≈ 5
2pi
β (2.13)
En première approximation, on pourra supposer une augmentation linéaire de l’aimantation planaire
moyenne dans la direction ~h du champ avec le déplacement du vortex :
〈
~M〉/MS = ξρcR~h. Le choix
d’une description par le modèle SVA correspond à prendre ξ= 1 mais le calcul plus réaliste s’appuyant
sur une description par le TVA aboutit à ξ= 2/3, en excellent accord avec les simulations micromagné-
tiques [39]. Le déplacement induit par un champ extérieur s’écrit alors :
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Figure 2.8 – Distribution de l’aimantation d’un vortex
soumis à un champ magnétique extérieur. Le vortex se dé-
place perpendiculairement au champ de façon à aligner
son aimantation moyenne.
Figure 2.9 – Boucle typique d’hystérésis et modifications
de l’aimantation dues à la nucléation, le déplacement et
l’annihilation du vortex, issue de simulations microma-
gnétiques, pour un nano-disque isolé avec R = 0.1µm et
L = 30nm. (Figures adaptées de [34])
~X
R
=C
χ(0)
ξMS
~ez× ~H (2.14)
Une approximation (par excès) du champ d’annihilation peut être déduite en supposant une dépen-
dance linéaire de l’aimantation jusqu’à la saturation, aboutissant à la relation : χ(0)Han = MS.
2.1.6 Influence du courant sur la stabilité de la configuration vortex
Le champ magnétique induit par un courant traversant un fil, communément appelé champ d’Oers-
ted (ou champ d’Ampère), a une forme bien connue : il est orienté selon une direction ortho-radiale et
son amplitude augmente linéairement depuis le centre du pilier jusqu’à son extrémité, puis décroit en
hyperbole en dehors, selon la formule :

~B =
µ0I
2piR2
r ~uθ, si r < R (2.15a)
~B =
µ0I
2pir
~uθ, si r > R (2.15b)
Ce champ a la même symétrie circulaire qu’un vortex. Les spins ayant tendance à s’aligner selon le
champ magnétique local, on devine alors que le champ d’Oersted aura pour effet de stabiliser un vortex
qui aura une chiralité de même direction. Cet effet a été étudié expérimentalement et théoriquement
par Urazdhin et al. [40], et est résumé dans la figure 2.10. Par convention, le courant positif est celui
favorisant l’état vortex de chiralité C = +1, et le courant négatif est celui favorisant l’état vortex de
chiralité C =−1.
Notons les principales conclusions de ce diagramme qui seront importantes pour la suite. Pour des
couches fines (typiquement inférieures à 10 nm d’épaisseur) pour lesquelles la configuration magnétique
initiale serait quasi-uniforme, il est possible en augmentant l’amplitude du courant de nucléer un vortex
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Figure 2.10 – Diagramme de stabilité calculé pour un disque de Py (MS = 800G, Le = 18nm) de rayon
R = 100nm et d’épaisseur L. L’état de chiralité C = −1 est stable pour I < IC+, l’état de chiralité
C = +1 est stable pour I > IC−, et l’état quasi-uniforme est stable pour |I| < IUni f orme. Les trois états
sont stables dans la région hachurée. Figure adaptée de [40].
(en sortant de la zone de bistabilité) 1. Si l’épaisseur est suffisante, le vortex sera ensuite stable même
à courant nul. A forte amplitude du courant, seul le vortex dont la chiralité est identique à celle du
champ d’Oersted est stable. Néanmoins, une fois formé, il est possible d’appliquer un courant de signe
opposé sans forcement renverser la chiralité du vortex. Pour renverser la chiralité d’un vortex, il sera
alors nécessaire d’appliquer un courant d’autant plus grand que l’épaisseur de la couche est grande.
On remarque enfin qu’en augmentant le rayon de la couche, on réduira pour un courant donné l’am-
plitude du champ d’Oersted. La stabilité du vortex étant également renforcée, on réduira la zone de
stabilité de l’état uniforme, tout en augmentant la gamme de bistabilité des deux chiralités pour l’état
vortex.
Nous retiendrons que grâce à l’action du courant et du champ magnétique, il est ainsi possible dans
un même plot magnétique d’observer les états magnétiques soit uniforme, soit vortex. Nous pourrons
alors envisager de comparer leurs caractéristiques statiques et/ou dynamiques dans une seule et même
structure.
2.1.7 Dépendance avec un champ perpendiculaire
L’application d’un champ perpendiculaire H⊥ sur le disque va également modifier la distribution d’ai-
mantation. Principalement, l’aimantation dans le corps du vortex va progressivement sortir du plan pour
suivre l’augmentation du champ H⊥. On peut en première approximation assimiler son comportement à
celui d’une aimantation uniforme, et prédire une augmentation linéaire de mz avec le champ [41] :
mz|corps =
H⊥
HS
(2.16)
La figure 2.11 présente les résultats de simulations micro-magnétiques pour un disque de diamètre550nm et d’épaisseur 4.8nm [42], et pour différentes valeurs du champ h=H⊥/HS, où HS est le champ
1. La nucléation du vortex est un processus complexe facilité par les fluctuations de l’aimantation, et les défauts de la
couche. Ceci dépasse le cadre de ce manuscrit, et nous resterons sur des considérations de stabilité.
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de saturation de l’échantillon au delà duquel l’aimantation est entièrement perpendiculaire au plan de la
couche. Ceci confirme la validité de la relation mz = h dans la majeure partie du corps du vortex, et
le modèle d’Usov montre toujours un bon accord avec la distribution d’aimantation. On note toutefois
une augmentation plus forte de la composante mz à proximité des bords du disque, qui pourra devenir
conséquente dans la cas de disques de plus faibles diamètres. Enfin, les résultats de ces simulations nous
indiquent une légère augmentation de la taille du cœur avec le champ.
Figure 2.11 – Distribution de la composante perpendiculaire de l’aimantation pour un vortex soumis
à différents champs h = H⊥/HS. Figure extraite de [42].
2.2 La dynamique gyrotropique du vortex
Les propriétés dynamiques de l’état vortex magnétique dans des disques ferromagnétiques doux de
différents diamètres et épaisseurs ont été largement étudiées. Plusieurs types de modes d’oscillations du
vortex magnétique ont ainsi été différenciés, parmi lesquels notamment :
– Le mode « gyrotropique » ou « translationnel », de plus basse fréquence.
– Les modes hautes-fréquences, qui correspondent à des oscillations de l’aimantation du vortex à
symétrie radiale ou azimutale, principalement en dehors du cœur.
Le mode gyrotropique est le mode le plus étudié pour les vortex. Nous nous consacrerons dans cette
section à sa présentation. Pour ce mode, la dynamique de l’aimantation correspond à une rotation du
cœur autour de sa position d’équilibre. Dans le cas d’un film infini, ce mode correspond à une simple
translation circulaire de la distribution d’aimantation, c’est pourquoi on le désigne également par « mode
translationnel ». Cette dynamique collective de l’aimantation a amené à reformuler les équations de la dy-
namique en fonction uniquement de la position du cœur du vortex (cf. « Collective-variable approach »).
Cette approche de calcul de la dynamique du vortex a été proposée par Thiele dans les années 70 [43, 44]
dans le cas de films minces étendus, puis adaptée au cas de systèmes de dimensions latérales finies (plots
magnétiques).
2.2.1 Introduction à l’équation de Thiele
On considère un échantillon magnétique de forme cylindrique, d’épaisseur L de l’ordre de la longueur
d’échange LE du matériau (10 à 20 nm), ce qui permet de négliger la dépendance de l’aimantation selon
l’axe du cylindre et de considérer une distribution 2D de l’aimantation. Les modèles employés pour
décrire le vortex sont ceux décrits dans les sections précédentes : modèle du vortex rigide (SVA) ou
modèle à deux vortex (TVA). L’encadré qui suit présente la démonstration permettant d’aboutir, à partir
de l’équation LLG en chaque point, à une unique équation décrivant la dynamique du cœur du vortex.
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Démonstration de l’équation de Thiele
En chaque point, l’aimantation obéit à l’équation LLG, dans laquelle le terme de transfert de
spin est pris en compte :
d ~M
dt
=−γ
(
~M×µ0 ~He f f
)
+
α
MS
(
~M× d
~M
dt
)
+
aJJ
MS
(
~M×
(
~M×~p
))
(2.17)
où le champ effectif ~He f f est défini par ~He f f =− 1µ0 δEδ~M , avec E la densité locale d’énergie volumique.
L’aimantation reste de norme constante, et on choisit naturellement de décrire ~M dans un repère
sphérique : ~M(MS,Θ,Φ) = MS (sinΘcosΦ ~ex+ sinΘsinΦ ~ey+ cosΘ ~ez) (voir figure 2.5). L’idée
est de sommer l’ensemble des contributions à la variation d’énergie locale E de l’aimantation. Pour
cela, nous projetons l’équation dans le repère sphérique, dans la base (~ur, ~uΘ, ~uΦ), puis nous isolons
les termes énergétiques :
~M = MS~ur
d ~M
dt
= MS~˙ur
= MS
[
Θ˙~uΘ+ Φ˙sin(Θ)~uΦ
]
~M× d
~M
dt
= MS2
[
Θ˙~uΦ− Φ˙sin(Θ)~uΘ
]
~M×µ0 ~He f f = MS~ur×
[
− 1
MS
δE
δΘ
~uΘ− 1MS sin(Θ)
δE
δΦ
~uΦ
]
= −δE
δΘ
~uΦ+
1
sin(Θ)
δE
δΦ
~uΘ
~M×
(
~M×~p
)
= MS2~ur× (~ur×~p)
= MS2 [(~ur ·~p)~ur−~p]
= −MS2 [pΘ ~uΘ+ pΦ ~uΦ]
Ce qui permet d’aboutir à :

δE
δΘ
=
MS
γ
[
Φ˙sinΘ−αΘ˙+aJJpΦ
]
(2.18a)
δE
δΦ
=−MS sinΘ
γ
[
Θ˙+αΦ˙sinΘ+aJJpΘ
]
(2.18b)
Suivant l’approche de Thiele, on construit une équation d’équilibre de forces. On obtient cela en
multipliant l’équation 2.18a par ~∇Θ, l’équation 2.18b par ~∇Φ, en sommant le tout, et en intégrant
sur tout le volume :
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∫
V
(
δE
δΘ
~∇Θ+
δE
δΦ
~∇Φ
)
d3~r =
MS
γ
∫
V
sinΘ
(
Φ˙ ~∇Θ− Θ˙ ~∇Φ
)
d3~r
−αMS
γ
∫
V
(
Θ˙ ~∇Θ+ sin2Θ Φ˙ ~∇Φ
)
d3~r
+aJJ
MS
γ
∫
V
(
pΦ~∇Θ− pΘ sinΘ~∇Φ
)
d3~r (2.19)
L’hypothèse forte dans l’approche de Thiele est celle du « vortex rigide » : le vortex se déplace
en conservant la forme de son aimantation initiale ~M0. On considère donc dans un premier cas le
modèle du simple vortex en translation (SVA), pour lequel on peut écrire, avec ~X la position du cœur
du vortex :
~M(~r) = ~M0
(
~r−~X
)
⇒
Θ(~r) =Θ0
(
~r−~X
)
Φ(~r) =Φ0
(
~r−~X
) (2.20)
⇒
{
Θ˙= dΘ
d~X
· d~Xdt =−dΘd~r · d
~X
dt =−~∇Θ · ~˙X
Φ˙= dΦ
d~X
· d~Xdt =−dΦd~r · d
~X
dt =−~∇Φ · ~˙X
(2.21)
On peut dans ce cas reporter dans la formule (2.19), factoriser le double produit vectoriel, et
factoriser chacun des termes par ~˙X :
−
∫
V
(
δE
δΘ
~∇Θ+
δE
δΦ
~∇Φ
)
d3~r =
[
MS
γ
∫
V
sinΘ
(
~∇Φ×~∇Θ
)
d3~r
]
× ~˙X
−α
[
MS
γ
∫
V
((
~∇Θ
)2
+ sin2Θ
(
~∇Φ
)2)
d3~r
]
~˙X
+aJJ
MS
γ
∫
V
(
pΦ~∇Θ− pΘ sinΘ~∇Φ
)
d3~r (2.22)
Ce qui fait apparaître deux nouvelles quantités que nous définirons : le gyrovecteur ~G et le
coefficient de dissipation (ou d’amortissement ) D tels que :
~G =
MS
γ
∫
V
sinΘ
(
~∇Φ×~∇Θ
)
d3~r (2.23)
D(~X) = α
MS
γ
∫
V
((
~∇Θ
)2
+ sin2Θ
(
~∇Φ
)2)
d3~r (2.24)
Puisque nous considérerons uniquement les variations d’énergie locale E correspondant aux
déplacements du vortex, on pourra également reprendre le terme de gauche sous la forme :
∫
V
(
δE
δΘ
~∇Θ+
δE
δΦ
~∇Φ
)
d3~r =−
∫
V
δE
δ~X
d3~r =−∂E
∂~X
(2.25)
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où E est l’énergie magnétique totale de la couche. On reprend alors finalement l’équation (2.22)
sous la forme :
~G× ~˙X−D(~X)~˙X +~FST T (~X)− ∂E
∂~X
=~0 (2.26)
On remarquera pour terminer cette démonstration que la formule (2.26) a été obtenue sous l’hy-
pothèse forte du vortex rigide. Il sera possible d’étendre la démonstration au cas du modèle à deux
vortex (TVA), en répétant l’ensemble des calculs pour le vortex image et en sommant les deux contri-
butions. Cependant, la factorisation par ~˙X ne sera possible que sous l’hypothèse d’un mouvement à
ρc constant, et la généralisation devra être prudente.
Seul le calcul du gyrovecteur, pour lequel le terme dans l’intégrale n’est non nul que dans le
cœur du vortex, sera peu modifié et bien approché par le vortex rigide. On notera également que
dans la démonstration générale de l’équation de Thiele, la constante D prend en fait la forme d’un
tenseur Dˆ. On fait généralement l’hypothèse d’une dissipation isotrope, et on remplace l’opérateur
Dˆ par une constante D.
Dans la démonstration, nous avons également considéré que le vortex ne se déforme pas sous
l’influence de sa vitesse. D’autres calculs choisissent d’introduire un modèle plus complexe de la
forme : ~M = ~M
(
~r−~X , ~˙X , ~¨X
)
, aboutissant à des termes supplémentaires dans l’équation (2.26) de la
formeM ~¨X , oùM est la « masse » du vortex et qui traduit l’inertie de celui-ci, et ~G3×
...
~X , où ~G3 est
appelé gyrovecteur d’ordre 3. On pourra trouver plus de détails sur ce point dans la référence [45].
Notons que l’on peut citer plusieurs travaux récents où ces termes complémentaires sont introduits
pour aider à la compréhension de phénomènes observés expérimentalement [46, 47].
L’équation (2.26) sera très utile pour décrire la trajectoire du vortex. Cependant, on pourra éga-
lement proposer d’utiliser les équations (2.18a) et (2.18b) pour calculer directement la puissance
dissipée sur une trajectoire déterminée :
E˙ =
∫
V
E˙ d3~r =
∫
V
(
δE
δΘ
Θ˙+
δE
δΦ
Φ˙
)
d3~r (2.27)
E˙ =
MS
γ
∫
V
[−α(Θ˙2+ Φ˙2 sin2Θ)+aJJ (Θ˙pΦ− Φ˙pΘ sinΘ)]d3~r (2.28)
On remarquera que les termes associés à la précession de l’aimantation autour du champ effectif,
non dissipatifs, se sont simplifiés. A l’équilibre, où E˙ = 0, cette équation traduit l’équilibre entre
dissipation d’énergie et énergie apportée au système par l’effet de transfert de spin.
La dynamique du vortex est donc décrite à partir des coordonnées de son cœur par l’équation dite
« de Thiele » [43] :
~G× ~˙X−D(~X)~˙X +~FST T (~X)− ∂E
∂~X
=~0 (2.29)
Le premier terme correspond à la « gyroforce », spécifique à la forme du vortex, et qu’on peut assi-
miler à la force de Magnus en dynamique des fluides. C’est cette force qui entraine le vortex dans une
rotation autour de son point d’équilibre. Le second terme, proportionnel à α et opposé à la vitesse du
cœur correspond à une force d’amortissement visqueux traduisant la dissipation associée au mouvement
du vortex. Les termes de transfert de spin sont repris sous la forme d’une force ~FST T (~X) que nous dé-
taillerons plus loin dans ce chapitre. Pour finir, le quatrième terme contient les contributions réversibles,
notamment les forces de confinement géométrique ainsi que les forces d’interaction de l’aimantation avec
un champ magnétique, qui tendent à ramener le vortex à sa position d’équilibre. Dans le cas général, la
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densité d’énergie E considère les contributions de l’énergie d’échange, de l’énergie magnétostatique,
de l’énergie Zeeman, et de l’énergie d’anisotropie. L’énergie totale E est ainsi une fonctionnelle de la
distribution de l’aimantation ~m(~r,~X).
Les différentes contributions sont reprises sur la figure 2.12 lorsque le vortex est hors de sa position
équilibre. Suite à notre démonstration, nous retiendrons que l’équation (2.29) n’est strictement valable
que pour un mouvement de rotation à rayon constant, mais restera cependant une bonne approximation
dans le cas d’un rayon lentement variable.
Figure 2.12 – Bilan schématique des forces qui s’appliquent sur le cœur de vortex dans le modèle de
Thiele.
2.2.2 Relaxation du vortex hors équilibre - Fréquence de résonance
Une perturbation place le vortex hors de sa position d’équilibre et on souhaite étudier la trajectoire
de retour à l’équilibre, au travers des différentes contributions au mouvement. Nous considérons dans un
premier temps un vortex dans un simple disque magnétique isolé, sans transfert de spin.
2.2.2.1 La gyroforce
Pour le modèle simple décrit par Usov et al., on peut calculer facilement les expressions du gyrovec-
teur ~G à l’aide de la formule (2.23) et du SVA :
~G =−2piPLMS
γ
~ez =−P.G ~ez (2.30)
avec G = 2piL MSγ et P la polarité du vortex.
Nous noterons que le calcul n’implique que la distribution d’aimantation dans le cœur du vortex. Il
reste ainsi valable dans le cas d’un vortex décentré.
2.2.2.2 La force de confinement
En l’absence de champ magnétique, et pour un disque magnétique sans anisotropie, le déplacement
du vortex se répercute, en première approximation, en une augmentation de l’énergie magnétostatique.
Le terme −∂Ems/∂~X se résume alors à une force de confinement dirigée vers le centre du disque :
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−∂Ems/∂~X = −kms~X . Une expression simple peut être obtenue à partir d’un développement limité de
Ems, dans le cas de déplacements du cœur du vortex limités devant le rayon du disque :
Ems(~X) = Ems(0)+
1
2
kms~X2+
1
4
k′ms
~X4
R2
+O
(
~X6
R4
)
(2.31)
Le terme de premier ordre pour la constante de rappel kms peut s’exprimer très facilement à partir de
la susceptibilité χ(0) déjà étudiée :
1
2
kms~X2 =
1
2
µ0V
〈
~M〉 · ~H = 12χ(0)µ0V 〈~M〉2 = 12χ(0)µ0V MS2ξ2~X2R2
=⇒ kms = µ0Vχ(0)ξ
2 MS
2
R2
= µ0(piR2L)
5
2pi
(
L
R
)(
2
3
)2 MS2
R2
kms =
10
9
µ0MS2
L2
R
(2.32)
Gaididei et al. ont récemment calculé avec précision (en intégrant l’ensemble des termes énergé-
tiques) la dépendance exacte de l’énergie avec le déplacement du vortex pour le modèle du TVA [26], ce
qui permet d’aboutir pour le cas de disques à faible rapport d’aspect à :
∂E
∂~X
= kms ~X
1
1− (ρc/2R)2 ≈ kms
~X
(
1+
1
4
(ρc/R)2
)
(2.33)
soit un coefficient ams = k′ms/kms = 1/4.
Le champ magnétique d’Oersted créé par un courant circulant perpendiculairement au plan des
couches va également apporter une contribution, non négligeable, à la variation d’énergie totale de la
couche en fonction de la position du vortex [48]. Cette contribution a été calculée par intégration de
l’énergie Zeeman EOe = −
∫
V
~HOe(~r) · ~M(~r,~X)d3~r, puis ajustée par une formule polynomiale [49]. On
obtient ainsi :
EOe(~X) =
1
2
kOe C J ~X2+
1
4
k′Oe C J
~X4
R2
+O
(
~X6
R4
)
avec
{
kOe = 0.85µ0MSRL
aOe = k′Oe/kOe =−1/2
(2.34)
où C est la chiralité du vortex et J la densité de courant traversant le pilier. Le signe relatif de J et C est
donc très important 2.
L’ensemble de ces coefficients ont récemment été comparés et ont montré un bon accord avec des
résultats obtenus par simulations micro-magnétiques [42], étude issue de la thèse d’Antoine Dussaux
réalisée à l’UMϕ. Pour la suite de ce manuscrit, nous poserons : k = kms + kOeCJ et k′ = k′ms + k′OeCJ,
ainsi que a = k′/k, de façon à écrire :
k(ρc) = k(J)
(
1+a(J)
(ρc
R
)2)
(2.35)
Bien que, pour des soucis de clarté, la dépendance de k et a avec la densité de courant J ne soit
pas toujours explicitement notée, il faudra garder en mémoire que celle-ci est toujours inévitablement
présente.
2. Nous rappelons que dans toute la suite du manuscrit, nous définirons la direction de chiralité positive par la direction du
champ d’Oersted induit par un courant positif
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2.2.2.3 La force d’amortissement
Les premiers calculs ont été effectués à l’aide de la formule (2.24) pour le modèle simple du vortex
rigide d’Usov et al., aboutissant à la valeur :
D = αL
MS
γ
pi ln
(
R
b
)
(2.36)
Cependant, comme nous l’avons précisé, ce modèle n’est pas approprié au cas de disques de faible
rayon, ou aux trajectoires de grandes amplitudes. Il est donc nécessaire de reprendre ce calcul en utilisant
le modèle à deux vortex. La méthode employée diffère quelque peu de l’approche de Thiele, en se basant
sur un calcul de la dissipation d’énergie. De cette façon, nous ne sommes pas obligés de limiter le calcul
en faisant l’hypothèse de mouvement de translation circulaire du vortex, mais nous pouvons considérer
un mouvement de rotation du cœur autour du centre du disque, fidèle à la réalité physique. On fait
l’hypothèse d’une trajectoire circulaire faiblement amortie, et on calcule alors la puissance dissipée pour
un déplacement à rayon constant.
Calcul du coefficient d’amortissement
E˙damp =−αMSγ
∫
V
(
Θ˙2+ Φ˙2 sin2Θ
)
d3~r (2.37)
On choisit pour simplifier le calcul de négliger la contribution du cœur du vortex, dans la mesure
où ses dimensions sont faibles devant le rayon du disque. En dehors du cœur, on aura alors Θ= pi/2,
ce qui permet de simplifier le calcul :
E˙damp =−αMSγ
∫
V\Vc
Φ˙2d3~r =−αMS
γ
∫
V\Vc
(
∂Φ
∂χc
χ˙c+
∂Φ
∂ρc
ρ˙c
)2
d3~r (2.38)
Soit avec l’hypothèse de la trajectoire à rayon contant, ρ˙c = 0 :
E˙damp =−αMSγ
∫
V\Vc
(
∂Φ
∂χc
)2
d3~r (χ˙c)2 (2.39)
Le reste de ce calcul est purement mathématique. On pourra trouver en annexe A une feuille
Mathematica réalisée pour l’occasion. Une fois l’expression de E˙damp obtenue, on assimilera la
puissance de dissipation à l’expression classique du travail dissipé par une force de frottement vis-
queux qui aurait la forme ~Fdamp =−D~˙X , pour retrouver l’expression de η :
E˙damp = ~Fdamp · ~˙X =−D~˙X2 =−Dρc2χ˙2c (2.40)
Pour le modèle à deux vortex, sous l’hypothèse d’une trajectoire circulaire et en effectuant un déve-
loppement limité à l’ordre 2, on obtient [42] :
D(ρc) = α
MS
γ
piL
[
ln
(
R
2b
)
− 1
4
+
1
6
(ρc
R
)2
+O
((ρc
R
)4)]
(2.41)
Pour simplifier par la suite les équations, on pose :
D(ρc) = 2piαL
(
η+η′
(ρc
R
)2)MS
γ
= αGη(ρc), avec : (2.42)
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
η=
1
2
ln
(
R
2b
)
− 1
8
(2.43a)
η′ =
1
12
(2.43b)
2.2.2.4 Oscillations amorties - fréquence propre
A partir de l’équation de Thiele, on pourra déduire la trajectoire des oscillations gyrotropiques amor-
ties du vortex. Nous considèrerons ici que l’amplitude des oscillations est suffisamment faible pour né-
gliger les ordres supérieurs de η(ρc) et k(ρc) :
−P G ~ez× ~˙X−αηG~˙X− k~X = 0 (2.44)
Mouvement gyrotropique amorti
Pour une résolution plus simple et se débarrasser des opérateurs vectoriels, on préfère utiliser
une description de la position du vortex dans le plan complexe, où on notera X l’affixe du cœur.
L’équation de Thiele se réécrit alors :
−P G iX˙ −αηGX˙ − kX = 0 (2.45)
ou encore :
X˙ =− k
G
1
iP+αη
X =
k
G
iP−αη
1+(αη)2
X (2.46)
Soit en notant que (αη)2 << 1 :
X = X 0 exp
(
iP
k
G
t−αη k
G
t
)
(2.47)
On retrouve un mouvement circulaire du vortex faiblement amorti, confirmant l’hypothèse du mou-
vement quasi-circulaire et l’utilisation de l’équation de Thiele, aboutissant à une trajectoire en spirale
autour de la position d’équilibre. Le sens de rotation du vortex est défini par le signe de sa polarité. On
notera particulièrement l’expression de la fréquence propre associée au mode gyrotropique :
ω= Pω0 avec ω0 =
k
G
=
kms+ kOeCJ
G
= ωms+CωOeJ (2.48)
avec :
{
ωms = 59piγµ0MS
L
R
ωOe = 0.852pi γµ0R
(2.49)
On notera que ωms est proportionnelle au rapport d’aspect de la couche β= L/R, alors que la contri-
bution du champ d’OerstedωOeJ est proportionnelle, pour une densité de courant donné, à R et ne dépend
pas de l’épaisseur de la couche. La figure 2.13 compare l’évolution ωms(β) obtenue par simulations nu-
mériques avec les résultats analytiques, incluant les variations d’ordres supérieurs en β, et montre qu’une
très bonne concordance est obtenue pour les calculs avec le TVA.
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Figure 2.13 – Calculs micromagnétiques (symboles) et analytiques (lignes) des fréquences propres du
mode translationnel du vortex en fonction du rapport d’aspect β= L/R. (a) Modèle du vortex rigide et
(b) modèle à deux vortex. (Figure issue de [39])
2.2.2.5 Dépendance avec le champ magnétique
La fréquence propre du mode translationnel peut être modifiée par l’application d’un champ magné-
tique dans le plan du disque ou hors du plan.
Pour un champ magnétique appliqué dans le plan, on observe que la fréquence propre varie avec la
forme du potentiel local. Les simulations micromagnétiques ont montré que le comportement observé est
gouverné par le profil du puits d’énergie potentielle vu par le cœur du vortex dans son déplacement [50,
51].
Plus récemment, l’influence d’un champ appliqué perpendiculairement au vortex a été étudiée par
microscopie MRFM [41]. Les propriétés qui apparaissent sont notamment reliées à la bistabilité de la
polarité du vortex. Lorsqu’un champ magnétique est appliqué dans la direction opposée à la direction
du cœur du vortex, celui va se déformer, jusqu’à se retourner à un champ Hr. La déformation de la
distribution d’aimantation du vortex induite par l’application d’un champ magnétique perpendiculaire, et
notamment l’apparition d’une composante hors du plan dans le corps du vortex, va modifier les propriétés
dynamiques du vortex en modifiant l’expression de son gyrovecteur et des constantes de confinement.
On poseraΘ0 l’angle polaire entre l’aimantation et la normale (cf. figure 2.5) dans le corps du vortex.
On reconnait alors que dans le corps du vortex, la composante planaire est proportionnelle à sinΘ0, et
la composante perpendiculaire à cosΘ0. Nous avons vu dans la section 2.1.7 qu’il est possible d’estimer
Θ0 par la relation simple : cosΘ0 =H⊥/HS. En reprenant les calculs, on arrive alors aux expressions [41,
52] :

G(H⊥) = G(0)(1−PcosΘ0) (2.50a)
kms(H⊥) = kms(0)sin2Θ0 (2.50b)
kOe(H⊥) = kOe(0)sinΘ0 (2.50c)
et on aboutit alors à l’expression de la fréquence angulaire, ω(H⊥) = ωms(H⊥)+ωms(H⊥)J, avec :

ωms(H⊥) =
kms(H⊥)
G(H⊥)
= ωms(0)
(
1+P
H⊥
HS
)
(2.51a)
ωOe(H⊥) =
kOe(H⊥)
G(H⊥)
= ωOe(0)
√
1+P(H⊥/HS)
1−P(H⊥/HS) (2.51b)
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On constate que la fréquence évolue linéairement avec le champ appliqué, en augmentant lorsque
le champ appliqué est parallèle à l’aimantation du cœur et en diminuant lorsque le champ est opposé à
l’aimantation. La pente d f/dHperp est d’autant plus grande que le volume de la couche est faible. Le
tracé de la fréquence en fonction du champ montre ainsi la bistabilité du vortex à travers l’apparition
d’un hystérésis (voir figure 2.14). Au delà du champ Hs, le vortex devient instable et l’aimantation du
nano-disque devient uniforme dans la direction du champ. L’évolution de la fréquence est alors modifiée,
et suis l’évolution classique prédite par Kittel pour un mode uniforme.
Figure 2.14 – Fréquence du mode gyrotropique en fonction du champ magnétique perpendiculaire
appliqué pour des disques magnétiques de rayons : (a) R1=130nm et (b) R2=520nm. Les points bleus
(resp. rouges) sont des points expérimentaux correspondant à la variation du champ en commençant
depuis de forts champs positifs (resp. négatifs). Les lignes sont les prédictions théoriques. (Figure issue
de [41])
2.2.3 La contribution du transfert de spin : effet d’un courant de polarisation en spin
uniforme perpendiculaire
On introduit dans cette section les contributions du transfert de spin à la dynamique gyrotropique du
vortex. Au commencement de ces travaux de thèse, les différents travaux visant à réaliser des oscillateurs
à transfert de spin à base de vortex (STVO) ont été basés sur des structures à polariseur uniforme.
Les premiers calculs de la force de transfert de spin ont ainsi été effectués pour le cas d’un courant
polarisé uniformément [26, 53, 54, 49]. Pour obtenir son expression, le principe de calcul est le même
que pour la force d’amortissement. Pour éviter d’avoir à faire l’hypothèse de mouvement de translation
circulaire du vortex, on calcule la puissance associée à l’effet de transfert de spin, sous les hypothèses
d’un mouvement de rotation du cœur autour du centre du disque [54, 49, 26] 3.
Une des conclusions est que l’influence d’un courant continu polarisé uniformément dans une di-
rection du plan des couches se répercute sous la forme d’une force constante qui va déplacer le point
d’équilibre du vortex, mais ne peut pas induire la dynamique gyrotropique entretenue du vortex. Seule
une composante de polarisation hors du plan crée une force qui peut s’opposer, pour un signe du courant
bien choisi, à la force d’amortissement tout au long du mouvement gyrotropique, tel que représenté sur
la figure 2.12.
3. Attention, une erreur de calcul abouti à un résultat erroné dans la référence [54]
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Nous nous contenterons ici de reprendre l’expression de la force ~FST T . Le lecteur désireux de plus
de détails trouvera le développement complet du calcul dans l’annexe B. Un vortex soumis à un courant
dont la polarisation en spin est uniforme et dans la direction perpendiculaire zˆ est soumis à une force
résultante de la forme :
~FST T = κ⊥pzJ(~ez×~X) avec κ⊥ = aJMSγ piL (2.52)
où pz =±1 indique la direction de la polarisation 4, aJ est l’efficacité du transfert de spin tel que décrite
à la section 1.2, MS est l’aimantation à saturation de la couche, et L son épaisseur.
On remarque notamment que cette force est proportionnelle au rayon d’orbite du cœur, et qu’elle
reste de même signe quelles que soient la polarité et la chiralité du vortex. En fonction du signe de la
polarité, et donc du sens de giration du vortex, la force de transfert de spin pourra être opposée à la
force d’amortissement (E˙ST T > 0, de l’énergie est apportée à la couche) et contrer l’amortissement pour
entretenir le mouvement, ou dans le même sens que la force d’amortissement (E˙ST T < 0, le transfert de
spin augmente la dissipation au cours du mouvement).
Nous intégrons cette nouvelle contribution à l’équation de Thiele, et calculons de nouveau la trajec-
toire prédite pour le cœur du vortex.
Mouvement gyrotropique entretenu - polariseur perpendiculaire
−P G iX˙ −αηGX˙ − kX + iκ⊥pzJX = 0 (2.53)
X˙ =− k− iκ⊥pzJ
G(iP+αη)
X =
1
G
(k− iκ⊥pzJ)(iP−αη)X
=
(
i
Pk+αηκ⊥pzJ
G
− αηk−κ⊥PpzJ
G
)
X
=⇒ X = X 0 exp
(
i
(
Pω0+αηpz
κ⊥
G
J
)
t
)
exp
(
−
(
αηω0−Ppzκ⊥G J
)
t
)
(2.54)
On note particulièrement l’influence du terme de transfert de spin sur la fréquence. Cette contribution
va venir se rajouter au terme d’Oersted pour contribuer à la variation de la fréquence avec le courant.
ω= Pω0(J)+αηpz
κ⊥
G
J (2.55)
avec P la polarité du vortex.
La condition pour que la force de transfert de spin compense la force d’amortissement nous donne
l’expression de la densité de courant critique, et la condition de signe pour que le transfert de spin
compense l’amortissement (correspondant à la condition pour que la position ρc = 0 ne corresponde plus
à une position d’équilibre stable) :
Ppzκ⊥J = αηGω0 = αη(kms+CkOeJ) =⇒ |Jcr|= αηkmsκ⊥−CαηkOe et Jcr.P.pz > 0 (2.56)
4. On considère ici le cas d’un polariseur d’aimantation purement perpendiculaire.
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Cependant, dans un modèle linéaire, l’orbite de giration diverge dès que le courant appliqué dépasse
le courant critique. Il sera donc nécessaire de tenir compte de la non linéarité du confinement (second
ordre pour k(ρc)) pour déduire le rayon de l’orbite stable. En prenant pz = P =+1 et J > 0 :
κ⊥J = αηk(J)
(
1+a(J)
(ρc
R
)2)
=⇒ ρc = R
√
1
a(J)
(
κ⊥
αηk(J)
−1
)
= R
√
κ⊥J−αη(kms+CkOeJ)
αη(k′ms+Ck′OeJ)
(2.57)
On note qu’à J = Jcr, on a ρc = 0 et que l’orbite augmente ensuite avec le courant (au moins dans
un premier temps). Il est également possible de moduler le courant critique en jouant sur le signe de la
chiralité du vortex.
2.3 Les STVO : premiers travaux expérimentaux
Les premiers travaux expérimentaux sur les oscillateurs à transfert de spin à base de vortex datent de
2007. L’équipe de V.S. Pribiag et al. à Cornell University (New York, USA) a pu observer des oscilla-
tions de vortex excitées par transfert de spin dans des piliers métalliques elliptiques, constitués d’un em-
pilement Py(60nm)/Cu(40nm)/Py(5nm), et de dimensions 160nm×75nm, sous l’application d’un champ
magnétique extérieur perpendiculaire au plan des couches (en accord avec la nécessité d’une polarisa-
tion en spin du courant hors du plan) [55]. Grâce à la magnétorésistance, des oscillations de la tension
à des fréquences de 1 à 2GHz sont observées, correspondant aux oscillations gyrotropiques du vortex.
Ces résultats, repris en partie sur la figure 2.15, ont rapidement suscité un vif intérêt de la communauté
car les largeurs de raies du signal, bien que fluctuant avec les paramètres extérieurs, présentent un mi-
nimum à ∆ f = 280kHz, bien inférieur à ce qui avait pu être jusque là observé pour des oscillations
uniformes. La densité de puissance maximale du signal obtenu restait toutefois très faible, aux alentours
de 0.1nW/GHz.
Figure 2.15 – (a) Spectre hyperfréquence en fonction du courant Idc pour H⊥ = 1600Oe. Insert :
largeur de raie (cercles) et fréquence (triangles) en fonction de Idc. (b) Spectre mesuré pour H =
480Oe et Idc = 9mA, et ajustement par une courbe lorentzienne. On mesure ∆ f = 280kHz et f/∆ f =
4.0× 103. A gauche : schéma de l’échantillon. Insert de droite : Pic observé pour Idc = 10mA et
H = 6Oe. (Figure adaptée de [55])
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Résultats plus surprenants, ces premières mesures ont permis de mettre en évidence des oscillations
entretenues sans appliquer de champ perpendiculaire, voire à champ nul (voir insert figure 2.15(b)), alors
que le courant n’est pas donc pas polarisé perpendiculairement. Ceci laisse supposer qu’il est néanmoins
possible d’exciter le mode gyrotropique par un courant dont la direction de polarisation en spin est limitée
au plan des couches.
Plus tard, des oscillations entretenues de vortex ont été observées pour des structures de type « nano-
contact » [53]. Récemment, en vue d’augmenter la puissance du signal relevé aux bornes du STVO, de
nouvelles expériences ont été réalisées pour des jonctions magnétiques tunnel [51]. Cette étude a été
menée par A. Dussaux à l’UMϕ. Dans des piliers circulaires constitués d’un empilement (SAF)/MgO/-
NiFe(15nm), de rayon R = 85nm, le fort rapport TMR (14%) a permis de convertir les auto-oscillations
du vortex en une tension oscillante de grande amplitude. Ainsi, des signaux de puissance intégrée de
5nW, de largeur de raie limitées à 1MHz ont pu être observées. Cette étude a également permis de
confirmer la condition J.P.pz > 0 nécessaire à l’excitation d’oscillations auto-entretenues par un courant
de polarisation en spin perpendiculaire.
2.4 Vitesse critique et retournement du cœur
Lorsque le vortex est excité continuellement dans son mode gyrotropique, celui-ci oscille autour du
centre de l’échantillon, tout en conservant dans un premier temps sa polarité. Cependant, il a été montré
qu’au delà d’une certaine vitesse critique du cœur du vortex, on observe un retournement de celui-ci, un
changement de la polarité. Ces résultats ont été obtenus expérimentalement [56, 57], et appuyés par des
calculs analytiques [27] et des simulations micromagnétiques [58, 57].
Le changement de polarité se fait par un processus de déformation du cœur du vortex. La variation
temporelle d’aimantation se répercute sur le système par une contribution au champ effectif, appelée
champ gyrotropique ou « gyrochamp », localisé près du cœur du vortex et dont l’amplitude augmente
avec la vitesse du cœur. Sous son influence, la distribution d’aimantation est progressivement déformée
(voir figure 2.16). Au delà d’une vitesse critique, la déformation est telle qu’il se crée un nouveau vortex,
de polarité opposée, accompagné d’un antivortex qui va s’annihiler avec le vortex initial. Une estimation
de la vitesse critique est donnée par vcri ≈ γMSb ≈ 1.66γ
√
A [27, 58], ou b est le rayon du cœur du
vortex et A la constante d’échange du matériau. Elle est estimée à environ 320m/s pour le Permalloy par
exemple.
Figure 2.16 – Distribution de la composante d’aimantation mz (ligne continue rouge) et du gyrochamp
hz (ligne pointillée verte) selon un diamètre du disque magnétique passant par le cœur du vortex.
Le profil « statique » appliqué au vortex décentré est tracé pour comparaison (ligne pointillée noire).
(Figure issue de [27])
La figure 2.17 illustre que la vitesse critique est une constante du matériau dans lequel est formé
le vortex. Des simulations micro-magnétiques ont été réalisées pour un vortex dont on excite le mode
gyrotropique grâce à un champ magnétique oscillant de pulsationΩ et d’amplitude H0 [58]. Indépendam-
ment du choix du couple (Ω,H0), le retournement du vortex à toujours lieu lorsque le rayon de giration
ρc atteint une valeur telle que ρcΩ= vcri. Le changement de signe de la polarité modifie l’orientation du
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gyrovecteur, et donc le sens de rotation du vortex. Si l’excitation est maintenue, on observe que le vortex
oscille successivement à la fréquence ω et à la fréquence −ω, en changeant régulièrement de polarité.
Figure 2.17 – Vitesse instantanée du cœur du vortex v(t) dans le disque de Py avec R=150nm et
L=20nm pour différentes valeurs du champ d’excitation H0 et du rapport ω/ωD (ω est la fréquence
d’excitation et ωD est la fréquence propre associée au mode gyrotropique). L’encadré montre la vitesse
instantanée en fonction du temps pour différents disques faits de Fe, Co, et Ni. (Figure issue de [58])
2.5 Modes hautes-fréquences
Les dynamiques rapides de l’aimantation, au delà du mode translationnel, correspondent aux ex-
citations d’ondes de spin dans la structure ferromagnétique. Il a été montré qu’au dessus de 1 GHz
apparaissent plusieurs modes dynamiques de l’aimantation, localisés à l’extérieur du cœur du vortex.
On peut les scinder en deux catégories : les modes radiaux et les modes azimutaux. Ces modes ont été
détectés en premier lieu par des techniques de diffusion Brillouin [59, 60], puis étudiés analytiquement
et numériquement [61, 60, 62].
Nous retiendrons simplement ici que pour des rapports d’aspect raisonnablement faibles, l’ensemble
des modes autres que le mode gyrotropique apparaissent à des fréquences environ 10 fois supérieures.
Aussi, il sera possible lorsque l’on s’intéresse à la dynamique gyrotropique de faire abstraction de ces
autres modes.
Ce chapitre nous a permis d’introduire l’ensemble des éléments qui nous permettront de com-
prendre et prévoir les comportements statiques et dynamiques des vortex magnétiques en fonc-
tion des paramètres extérieurs (champ et courant). Grâce à l’introduction de l’équation de Thiele,
nous disposons d’un modèle simple pour étudier le mode gyrotropique du vortex, mode auquel
nous nous intéresserons exclusivement dans ces travaux de thèse. L’étude du transfert de spin a
démontré qu’il est possible de réaliser des auto-oscillateurs à transfert de spin à base de vortex,
avec de premiers résultats expérimentaux prometteurs. Ces travaux de thèse s’inscrivent dans la
continuité de ces résultats. Ceux-ci ont néanmoins laissé des zones d’ombre, telles que l’incompré-
hension de la possibilité d’observer des auto-oscillations sans polarisation perpendiculaire. Nous
nous intéresserons ainsi à compléter l’étude de la force de transfert de spin au delà du simple pola-
riseur uniforme, avec l’objectif que la meilleure compréhension de ces phénomènes nous permette
d’optimiser encore la cohérence des oscillations.
Chapitre 3
Premiers travaux sur les oscillateurs
vortex couplés
Dans son mode gyrotropique, le vortex a un comportement très proche d’un simple oscillateur har-
monique. Ainsi, de nombreux groupes intéressés par le comportement dynamique d’objets magnétiques
couplés se sont penchés sur l’étude de plusieurs vortex en interaction.
Après une brève introduction permettant d’établir clairement la différence entre la mise en résonance
d’oscillateurs couplés et le phénomène de synchronisation d’auto-oscillateurs, nous proposerons dans ce
chapitre une revue des travaux effectués dans ces deux domaines. Dans un premier temps, nous nous
concentrerons sur les modèles analytiques et les premières observations pour l’étude de la résonance
de systèmes de plusieurs vortex couplés, dans diverses configurations. Puis dans un second temps, nous
évoquerons les expériences pionnières sur la synchronisation d’oscillateurs à transfert de spin : synchro-
nisation à une source externe tout d’abord, puis synchronisation mutuelle d’oscillateurs. Bien que les
travaux sur les oscillateurs à base de vortex soient peu nombreux, nous ne manquerons pas d’y consa-
crer une attention particulière. Enfin, nous évoquerons quelques travaux très récents sur l’excitation par
transfert de spin de couches magnétiques couplées dans une unique vanne de spin.
3.1 Résonance ou synchronisation ?
Il est important de préciser la différence entre le phénomène de synchronisation de deux oscillateurs
indépendants, et la mise en résonance d’un système de deux oscillateurs couplés. Dans les deux cas, il
existe un couplage entre les deux oscillateurs (unidirectionnel ou bidirectionnel), et le résultat est que
les deux oscillateurs oscillent à la même fréquence. La règle pour différencier ces deux phénomènes est
simple : il n’y a pas de synchronisation si le système ne montre pas d’oscillations auto-entretenues.
Prenons un pendule simple, dont le poids serait remplacé par un aimant. En plaçant notre pendule
à côté d’une bobine, qui serait alimentée par un courant alternatif à la fréquence f , alors le pendule
va se mettre à osciller également à la fréquence f , forcé par le champ magnétique crée par la bobine.
L’amplitude d’oscillation du pendule sera alors d’autant plus grande que la fréquence f sera proche de
la fréquence propre f0 de celui-ci. Bien que le pendule oscille à la même fréquence que la source de
courant, ce que nous décrivons ici est un phénomène de résonance et non de la synchronisation. En effet,
si l’on sépare les deux parties du circuit, alors les oscillations du pendule ne perdurent pas.
Dans l’exemple historique décrit par Huygens [63], deux horloges sont capables d’entretenir leurs
oscillations même lorsqu’elle sont séparées, découplées, et ce à leurs fréquences naturelles respectives.
Lorsqu’elles sont par contre couplées par l’intermédiaire d’un support commun, alors la fréquence de
leurs oscillations s’ajustent pour devenir égales : c’est la synchronisation.
A l’opposé de cet exemple se trouve le cas de deux pendules simples couplés (toujours sur le même
support), sans aucune source d’énergie. Si l’on perturbe le système, par exemple en écartant l’un des
pendules de son équilibre, nous observons alors que les deux pendules oscillent, avec des amplitudes
variables, et à un rythme commun. Une analyse spectrale des oscillations des deux pendules laisse alors
apparaître deux fréquences, identiques pour les deux pendules. Bien que les pendules oscillent à des
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fréquences communes, il ne s’agit encore une fois pas de synchronisation. Les deux fréquences qui ap-
paraissent sont les deux fréquences propres d’un nouveau système formé par les deux pendules couplés.
Prenons un dernier exemple qui peut mener à confusion : le cas d’une horloge (pendule + contrepoids)
et d’un simple pendule couplés. En reprenant les recommandations précédentes, on se rend compte im-
médiatement qu’il ne s’agit pas de synchronisation, car si l’on prend les deux systèmes indépendamment,
alors seul un des deux dispose d’une source d’énergie permettant d’entretenir ses oscillations. Si les os-
cillations de l’horloge cessent, les oscillations du pendule cessent également. Pourtant lorsqu’ils sont
couplés, les deux systèmes oscillent à la même fréquence, et les oscillations sont auto-entretenues par la
source d’énergie de l’horloge. Ce cas ressemble en fait au cas de l’oscillateur simple mis en résonance par
un autre oscillateur. Cependant, à la différence du cas présenté précédemment, du pendule magnétique
et de la bobine, la fréquence f0 à laquelle l’horloge oscille lorsqu’elle est seule sera modifiée lorsqu’elle
sera couplée au pendule. En effet, le couplage est cette fois symétrique : l’échange d’énergie peut se faire
dans les deux sens, et les oscillations du pendule peuvent perturber les oscillations de l’horloge.
On retiendra finalement que pour parler d’un phénomène de synchronisation entre plusieurs oscilla-
teurs, il est d’abord nécessaire de s’assurer que chacun de ces oscillateurs dispose de sa propre source
d’énergie permettant d’assurer la survie de ses oscillations s’il était isolé des autres oscillateurs.
Pour finir, la synchronisation correspond à l’ajustement en fréquence d’oscillateurs comme consé-
quence d’une faible interaction entre eux. Une interaction forte, qui contraindrait les oscillateurs à ne
pouvoir osciller qu’à une fréquence commune, ne correspond pas à ce que nous appellerons « synchro-
nisation ». Ce serait le cas si l’on reliait les pendules de deux horloges par une barre rigide. L’ajustement
des fréquences des oscillateurs auto-entretenus faiblement couplés n’apparaitra à l’opposé que pour des
conditions bien particulières, et notamment lorsque la différence entre les oscillateurs (différence entre
les fréquences d’oscillation des chaque oscillateur isolé) sera limitée dans une gamme donnée. Unique-
ment dans cette gamme, une fois les oscillateurs synchronisés, si la fréquence de l’un des oscillateurs
change lentement, la fréquence du second oscillateur suivra alors cette variation. Il est parfois complexe
de déterminer la frontière entre couplage « faible » et « fort », et d’ainsi déterminer si l’on est en train
d’étudier la synchronisation de deux systèmes couplés ou un nouveau système unique.
3.2 Résonance de systèmes de vortex couplés
La configuration vortex a la particularité de correspondre à une aimantation rémanente quasi-nulle.
Ainsi, deux couches magnétiques placées à proximité et dont la configuration de l’aimantation est en
vortex n’interagissent que de façon a priori négligeable. L’interaction entre les deux vortex n’apparait
alors que lorsque ceux-ci sont extraits de leurs positions d’équilibre. On pourra parler d’un couplage
« dynamique » entre les deux vortex.
Cette propriété et le modèle analytique très simple du vortex en ont fait ces dernières années un
système modèle pour étudier le couplage de modes magnétiques. Ainsi, plusieurs travaux ont été publiés
sur l’étude de la résonance de systèmes de deux vortex, dans des couches magnétiques superposées ou
placées côte à côte, voire de chaines ou de réseaux de vortex couplés. On trouve également quelques
travaux pour lesquels plusieurs vortex sont nucléés dans une même couche magnétique.
Les modèles proposés sont basés sur l’étude des deux équations de Thiele régissant la dynamique
gyrotropique des deux vortex, auxquelles est ajouté un terme de couplage. Ces modèles ne considèrent
que les interactions associées à la partie planaire de l’aimantation du vortex, la partie perpendiculaire liée
aux cœurs étant évaluée comme trop faible pour induire des interactions conséquentes pour la dynamique
couplée. Les couplages peuvent être de type dipolaire, couplage d’échange, ou couplage RKKY dans le
cas de couches magnétiques superposées. Nous écrirons alors l’énergie totale du système sous la forme :
Wtot(~X1,~X2) =
1
2
k1~X21 +
1
2
k1~X22 +Wint(~X1,~X2) (3.1)
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où ~X1,2(t) décrivent respectivement la position du cœur de chacun. On résout alors les équations de
Thiele couplées pour trouver les nouvelles fréquences propres. Etant considéré que l’équation de Thiele
est assimilable à l’équation d’un quelconque oscillateur harmonique, ce modèle et les résultats associés
sont comparables au cas bien connu de la recherche des modes propres de deux pendules liés par un
ressort.
3.2.1 Cas de deux vortex superposés
3.2.1.1 Modèle analytique
Le premier modèle théorique pour l’étude de deux vortex en interaction a été proposé par Guslienko
et al., dans le cas de tricouches circulaires de type F/N/F [64]. Les interactions entre les vortex, nu-
cléés dans chacune des couches magnétiques, peuvent être de type dipolaire, ou couplage d’échange. En
considérant que l’aimantation planaire moyenne est proportionnelle au déplacement du cœur du vortex,
et étant donné la symétrie du système, on peut résumer les interactions par un terme, venant s’ajouter à
l’énergie totale du système, de la forme Wint(~X1,~X2) = µ C1C2(~X1 ·~X2) (µ > 0 dans le cas d’un couplage
dipolaire). Les équations de Thiele peuvent alors être mises sous la forme :
~G1,2× ~˙X1,2− k1,2~X1,2−αηG~˙X1,2−µ~X2,1 =~0 (3.2)
Nous reprenons dans l’encadré suivant la mise en équations associée dans le cas le plus général.
Résonance de vortex couplés
Par simplicité, nous proposons d’utiliser les équations de Thiele sous leur forme complexe, où
X 1,2 sont les affixes des cœurs de vortex.
{ −iP1G1 X˙ 1− k1 X 1−αηG1X˙ 1−µC1C2 X 2 = 0 (3.3a)
−iP1G1 X˙ 2− k1 X 2−αηG2X˙ 2−µC1C2 X 1 = 0 (3.3b)
On peut alors mettre les équations couplées sous une forme matricielle :
X˙ 1
X˙ 2
=−

k1
iP1G1+αηG1
µC1C2
iP1G1+αηG1
µC1C2
iP2G2+αηG2
k2
iP2G2+αηG2

X 1
X 2
 (3.4)
De l’opération de diagonalisation de la matrice sont déduit les vecteurs propres X a,b et valeurs
propres associées λa,b qui permettent alors de déduire les propriétés des modes couplés :
X a,b = X 0a,be
λa,bt = X 0a,be
−αηa,bteiωa,bt (3.5)
A chaque mode est ainsi associé une fréquence propre, mais également un facteur d’amortis-
sement qui est affecté par les paramètres de couplage. Les fréquences propres obtenues ont pour
expression :
ωa,b =
P1ω10 +P2ω20
2
±
√(
P1ω10−P2ω20
2
)2
+P1P2
µ2
G1G2
(3.6)
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respectivement associés aux vecteurs propres :
C1C2
µ
G1
P2ω20−P1ω10
2 ±
√(
P2ω20−P1ω10
2
)2
+P1P2
µ2
G1G2
 (3.7)
Pour comprendre l’évolution des fréquences propres en fonction du couplage, concentrons nous sur le
cas simple de deux couches identiques (de même rayon et même épaisseur) couplées. En posant µ˜= µ/G
et ω10 = ω20 = ω0, les deux nouvelles fréquences propres s’expriment par :
{
ωa,b = P(ω0± µ˜) , si P2 = P1 = P (3.8a)
ωa,b =±
√
ω02− µ˜2, si P2 =−P1 = P (3.8b)
associées respectivement aux vecteurs propres :

X a,b =C1C2X 1±X 2, si P1 = P2 = P (3.9a)
X a,b =C1C2X 1+
Pω0±
√
ω02− µ˜2
µ˜
X 2, si P1 =−P2 = P (3.9b)
Cela signifie par exemple, lorsque polarités et chiralités sont identiques, que les mouvements gyrotro-
piques des vortex isolés sont remplacés par des oscillations du barycentre des cœurs X a = (X 1+X 2)/2
à la fréquence ωa = ω0+ µ˜ et de la différence X b = (X 1−X 2)/2 à la fréquence ωb = ω0− µ˜ (voir illus-
tration sur la figure 3.1). Le mouvement total se résume ainsi à une rotation en phase des deux vortex
autour d’un centre de rotation qui lui aussi oscille autour du centre du pilier.
Figure 3.1 – Illustration des trajectoires des vortex couplés dans le cas de vortex de mêmes polarités
et chiralités, dans des couches magnétiques identiques.
Le cas général est à assimiler à l’approche de la molécule diatomique. Les fréquences propres isolées
peuvent être soit positives, soit négatives. Lorsque les modes gyrotropiques sont couplés, deux nouveaux
modes apparaissent, s’écartant d’autant plus des fréquences initiales que le couplage est grand. On notera
que le signe du couplage n’influe pas directement sur la valeur des fréquences, mais sur leur association
avec l’un ou l’autre des modes. Les différents cas sont illustrés sur la figure 3.2.
Les résultats issus de simulations micro-magnétiques montrent un accord raisonnable avec cette théo-
rie [64, 65]. On précisera néanmoins pour cette approche que l’excitation simultanée de plusieurs modes
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Figure 3.2 – Illustration de l’évolution des fréquences propres de deux vortex lorsqu’ils sont placés en
interaction. Les cas de vortex de polarités identiques ou opposées sont comparés.
et le mouvement complexe qui en résulte éloigne le système de l’hypothèse de mouvement purement
circulaire nécessaire à la complète validité des équations de Thiele.
3.2.1.2 Observations expérimentales
Bien qu’expérimentalement l’observation indépendante des mouvements des deux vortex soit com-
plexe, S. Wintz et al. ont proposé l’utilisation de la microscopie de rayons X pour observer le mouvement
couplé de deux vortex dans des couches superposées, dans des systèmes de types Co/Cu/NiFe et Co/-
Ru/NiFe gravés en piliers circulaires ou carrés [66]. Grâce à la différence de matériaux entre les deux
couches magnétiques, il est ainsi possible de sonder par des rayonnements de différentes énergies les
aimantations de deux couches indépendamment. Seule l’étude de la réponse statique de ces systèmes a
pour l’instant été publiée [67, 66, 68], mais le dispositif expérimental permet également une observation
de la dynamique en temps réel, suite à une perturbation de leur équilibre par une impulsion de champ,
étude qui a été récemment initiée.
3.2.2 Cas général - couplage latéral
3.2.2.1 Modèle analytique
Le cas de deux vortex nucléés dans deux couches magnétiques placées côte-à-côte est le cas le plus
souvent étudié expérimentalement. Cependant, la symétrie du système étant brisée, il est nécessaire de
reconsidérer l’expression de l’énergie d’interaction. L’étude analytique de ce cas a été présentée dans
plusieurs références [69, 70, 71], en considérant l’expression de l’énergie d’interaction sous la forme :
Wint(~X1,~X2) =C1C2 (a x1x2+b y1y2) (3.10)
où ~X1,2 = (x1,2,y1,2). Nous ne rentrerons pas dans les détails de l’évaluation des coefficients a et b,
mais il est facile de préciser intuitivement que pour des plots magnétiques circulaires séparés d’une
distance D selon l’axe xˆ (voir figure 3.3), on aura a < 0, b > 0, et que b > |a|. Il n’est alors plus possible
de considérer un simple système d’ordre 2, mais il sera nécessaire de travailler avec les 4 équations
issues de la projection des équations de Thiele sur les axes xˆ et yˆ. Le détail des équations obtenues
est présenté dans l’encadré suivant. Pour simplifier les calculs, nous négligerons dans cette partie les
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termes d’amortissement. Nous nous limitons ainsi à la résolution des fréquences de résonance du système
couplé.
Figure 3.3 – Paire de plots magnétiques contenant chacun un vortex, liés par un couplage dipolaire.
Les deux plots sont séparés d’une distance D selon l’axe xˆ. Figure extraite de [71]
Résonance de vortex couplés - couplage latéral
La projection des équations de Thiele aboutie, en posant Z = (x1,y1,x2,y2)t , au système :
Z˙ = i

P1k1/G1 0 P1C1C2a/G1 0
0 P1k1/G1 0 P1C1C2b/G1
P2C1C2a/G2 0 P2k2/G2 0
0 P2C1C2b/G2 0 P2k2/G2
Z (3.11)
Cette fois encore, la résolution des valeurs et vecteurs propres de la matrice permettront d’ob-
tenir les fréquences et modes propres associés du système. Bien que la matrice soit d’ordre 4, elle
ne possède que deux valeurs propres dégénérées, correspondant aux deux fréquences propres du
système couplé.
Nous ne rentrerons pas dans les détails de la résolution, mais reprendrons simplement les principaux
résultats. La dissymétrie introduite va avoir pour effet de modifier la forme des modes, les orbites n’étant
plus circulaires mais elliptiques, l’ellipticité étant d’autant plus importance que l’écart entre |a| et |b| est
important. L’évolution du rapport entre les deux coefficient |a|/b a été étudié numériquement dans la
référence [71], en fonction de la distance séparant les deux plots. Les résultats, repris sur la figure 3.4,
montrent que le rapport évolue entre 2 et 3, et augmente lorsque la distance séparant les plots diminue.
On constate également que ce rapport est indépendant du rapport d’aspect des plots magnétiques.
La figure 3.5 reprend l’évolution, calculée par Shibata et al., dans le cas de deux plots identiques des
fréquences de résonance du système couplé, en valeur absolue, en fonction de la distance séparant les
plots et de la configuration relative des vortex [72]. On constate ainsi que l’écart aux fréquences isolées
induit par le couplage est plus fort dans le cas de deux vortex de polarités opposées que dans le cas des
polarités identiques.
Les simulations micro-magnétiques réalisées sur ce type de système [73, 69] aboutissent à des ten-
dances très similaires, confirmant la bonne validité de ce modèle. Les écarts observés posent cependant
la question de l’influence des termes de plus hauts ordres dans l’expression de l’interaction (interaction
dipôle-quadrupôle ou quadrupôle-quadrupôle) [71].
3.2.2.2 Observations expérimentales
Plusieurs dispositifs expérimentaux ont été réalisés pour observer les oscillations de deux vortex
couplés[74, 75, 76, 77, 78]. A la base de tous ceux-ci, deux plots magnétiques, de dimensions bien choi-
3.2 Résonance de systèmes de vortex couplés 47
Figure 3.4 – Rapport des coefficients de couplage dipolaire pour des déplacements des cœurs de vortex
selon les directions xˆ et yˆ. Figure adaptée de [71]
Figure 3.5 – Estimation analytique des fréquences propres ωP1,P2 et ω
∗
P1,P2 en fonction de la distance
normalisée d=D/R entre les centres des plots magnétiques. Les paramètres utilisés sont les valeurs
typiques pour le Permalloy, et R = 0.1µm. Figure adaptée de [72]
sies, sont lithographiés à proximité. Deux dispositifs expérimentaux se distinguent ensuite pour observer
la réponse du système.
Dans le premier, l’un des plots est lithographié sur une ligne microruban. En faisant passer une im-
pulsion de courant dans cette ligne, un champ magnétique est créé au niveau du plot, et l’on vient ainsi
écarter le système de son équilibre. La relaxation du système est ensuite observée par microscopie op-
tique de rayons X (XMCD [76, 78], XPEEM [75], ou MOKE [74]), et on relève en temps réel l’évolution
de la position des cœurs des deux vortex.
La seconde méthode employée est de type diode de spin. Par le biais de deux électrodes, un courant
alternatif de fréquence variable traverse l’un des plots, et agit par le biais du transfert de spin pour exciter
le système. Lorsque la fréquence du courant croise une fréquence de résonance du système, la dynamique
de l’aimantation qui est induite entraine alors une variation de la résistance à cette même fréquence.
Ainsi, cela se traduit par une variation de la tension dc aux bornes des électrodes. Les dispositifs et un
échantillon des résultats obtenus sont présentés sur la figure 3.6
L’ensemble des expériences confirment les résultats attendus : augmentation de l’écart des fréquences
propres avec le couplage, indépendance des fréquences avec les chiralités des vortex, et augmentation de
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Figure 3.6 – Dispositifs expérimentaux et résultats associés pour l’observation de la dynamique de
vortex couplés. (a) Plots de Py (D = 2.4µm) et ligne microruban, pour observation de la dynamique
par microscopie XMCD. Les images obtenues permettent de déduire l’évolution de la position du
cœur de chaque vortex en fonction du temps. Ces évolutions sont comparées à des simulations micro-
magnétiques. Figure adaptée de [76]. (b) Plots de Py (D = 1µm) et dispositif de type diode de spin.
Une diminution de la tension dc est obervée à l’approche des fréquences de résonance du systèmes.
Figure adaptée de [77].
l’écart pour le cas des polarités opposées. On notera que certaines publications choisissent de présenter
ces résultats sous la forme d’une analyse du transfert d’énergie (et par extension d’« information ») d’un
vortex à l’autre [76, 73]. En effet, dans le mouvement couplé, on remarquera que l’amplitude de giration
d’un vortex diminue lorsque l’amplitude du second vortex augmente, ce qui correspond au transfert
d’énergie d’un vortex à l’autre.
Enfin, le cas de deux vortex formés dans un même plot magnétique elliptique a également été étudié
expérimentalement par l’équipe de V. Novosad et al. [79, 80]. Dans ce système, bien que le couplage
des deux vortex à travers l’interaction d’échange soit beaucoup plus complexe à modéliser, les propriétés
observées sont très similaires. L’intensité du couplage permet particulièrement d’observer de forts écarts
entre les fréquences propres couplées.
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3.2.3 Chaines et réseaux de vortex
Au delà de l’étude de l’interaction de deux vortex, certains groupes se sont intéressés au comporte-
ment d’un plus grand nombre d’oscillateurs couplés, sous forme de chaines de plots magnétiques, ou de
réseaux 2D de plots.
L’étude de chaînes de plots magnétiques suscite notamment un vif intérêt vis à vis de la transmission
d’un signal d’un bout de la chaîne à l’autre [81, 82]. En excitant les oscillations d’un vortex à un bout de
la chaîne, il a pu être observé que le choix des polarités relatives de vortex modifie de façon conséquente
l’amplitude d’oscillation induite pour le vortex à l’autre bout de la chaîne. Ainsi, un concept de porte
logique basé sur une chaîne de trois vortex a pu être récemment proposé [83].
Etant donné l’importance apparente des paramètres relatifs des vortex dans la dynamique gyrotro-
pique couplée, l’étude de réseaux de plots magnétiques dans lesquels sont nucléés des vortex s’avère
complexe. L’équipe du Pr. Y. Otani a proposé une description analytique d’un réseau de N×N plots,
aboutissant à ses relations de dispersion, en se plaçant dans le cas de vortex de chiralités identiques, pour
différentes configurations particulières de polarités relatives des vortex voisins [72, 84]. L’étude est si-
milaire au calcul des états électroniques dans un réseau d’atomes. Dans chacun des cas, le calcul prévoit
que l’ensemble des fréquences de résonance forment une bande, dont la largeur dépend de la répartition
de polarités, de la taille du réseau ainsi bien entendu de l’écart entre les plots [84].
Plusieurs études expérimentales de résonance ferromagnétique ont été proposées sur des réseaux de
vortex [85, 86, 87]. Il a notamment pu être constaté un élargissement du pic d’absorption correspondant
aux modes gyrotropiques avec l’augmentation de la taille du réseau [87].
3.2.4 De l’importance de la contribution des cœurs
Dans l’ensemble des modèles et interprétations que nous venons de mentionner, il aura été fait abs-
traction de l’influence que peut avoir le cœur des vortex sur l’interaction. Au delà du simple fait qu’ils
modifient le sens de rotation, lorsqu’ils sont suffisamment proches l’interaction dipolaire peut devenir
non-négligeable et perturber la dynamique.
En étudiant, par simulations micro-magnétiques, la relaxation d’un système de deux vortex couplés
dans une structure de type Ferromagnétique/Séparateur/Ferromagnétique, il a été par exemple observé
pour des vortex de polarités identiques que, pour des épaisseurs suffisamment faibles de la couche sépa-
ratrice (typiquement inférieures à 20nm), l’attraction mutuelle entre les cœurs accélère la vitesse de re-
laxation, en augmentant d’une certaine façon le rappel à l’équilibre [65]. Pour un couplage fort (d=5nm),
et lorsque la distance entre les cœurs est amenée à varier au cours de la dynamique, il a même été observé
que la variation de l’intensité, voire du signe, de la résultante des interactions provoque des comporte-
ments chaotiques au cours de la relaxation.
Une étude très complète de la résonance d’un système de deux vortex incluant un fort couplage cœur-
cœur a été récemment publiée par S.S. Cherepov et al. [47]. Il s’agit de piliers elliptiques contenant deux
couches de Py(6nm) séparées par une couche de TaN d’environ 1nm. En incluant dans le calcul de
l’énergie d’interaction un terme décrivant l’interaction entre les deux cœurs (illustrée sur la figure 3.7),
fonction de la distance les séparant, il a été possible de décrire la forme des modes susceptible d’être
excités, et de prévoir avec précision les fréquences de résonance observées expérimentalement. Pour
décrire l’ensemble des mouvement possibles des vortex et ne pas se limiter aux modes correspondant
à un mouvement purement circulaire des cœurs de vortex, l’introduction des termes de masse et de
gyrovecteur d’ordre 3 sont nécessaires dans l’équation de Thiele. Il a ainsi été démontré qu’en fonction
de la distance séparant les deux cœurs à l’équilibre, la fréquence mode de plus basse fréquence peut varier
d’un ordre de grandeur. Il apparait par ailleurs pour des vortex de même polarités fortement couplés, des
modes associés à un mouvement de « vibration », correspondant à une oscillation de la distance inter-
cœurs, non prévu par l’équation de Thiele dans sa forme simple.
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Figure 3.7 – Evolution (en unités arbitraires) de l’énergie d’interaction totale en fonction de la distance
inter-cœurs pour deux vortex de chiralités opposées et de polarités identiques (ligne pointillée rouge)
ou opposées (ligne continue noire), pour des faibles distances. Dans le cas des polarités opposées,
l’équilibre des forces d’interaction cœur-cœur et des forces de confinement correspond à une distance
inter-cœurs de 18nm. Figure adaptée de [47].
Citons enfin une étude de F. Boust et N. Vukadinovic, qui ont étudié grâce à des simulations micro-
magnétiques l’évolution de la réponse fréquentielle d’un système de deux vortex dans le cas de deux
disques magnétiques de Permalloy d’épaisseurs 2.5nm et 10nm, au sein d’un pilier circulaire de rayon
R = 75nm, en fonction de la distance δz séparant les deux couches et des paramètres relatifs des deux
vortex [88]. Cette fois, l’importance de l’interaction cœur-cœur est mise en avant dans le cas des polarités
opposées. Dans cette configuration, la répulsion entre les cœurs a pour effet de réduire le confinement
autour de l’équilibre, entrainant une réduction de la fréquence de résonance la plus basse avec la distance
δz. En dessous d’une distance critique d’environ 15nm, la répulsion modifie les positions d’équilibre des
vortex, qui s’éloignent du centre des couches. La fréquence de résonance basse disparait alors et une
unique fréquence de résonance gyrotropique est observée.
3.3 Synchronisation d’auto-oscillateurs à une source externe
Avant de se tourner vers l’étude de la synchronisation mutuelle d’auto-oscillateurs à transfert de spin,
il est nécessaire de comprendre les phénomènes qui vont jouer en faveur de l’adaptation de la fréquence
d’oscillation d’un unique oscillateur. Pour cela, on étudie la réponse d’un auto-oscillateur à une excitation
périodique provenant d’une source externe. Tel un thermostat, la source n’est pas perturbée par le signal
de l’auto-oscillateur, et on suppose ainsi un couplage unidirectionnel. On pourra notamment grâce à ces
études extraire un ordre de grandeur des amplitudes minimales des signaux d’excitation nécessaires à la
synchronisation de l’auto-oscillateur avec la source.
3.3.1 Présentation du système - Modes et symétrie d’excitation
On considère un auto-oscillateur à transfert de spin, alimenté par un courant continu, et oscillant
lorsqu’il est isolé à une fréquence f0 définie par les seules caractéristiques du système. Une excitation
extérieure peut ensuite être introduite sous différentes formes.
La première consiste à placer une ligne micro-ruban à proximité de l’auto-oscillateur (généralement
au-dessus ou en-dessous de l’oscillateur), ligne à travers laquelle on fera circuler un courant alternatif
grâce à une source externe. Un champ magnétique alternatif hr f approximativement planaire est ainsi
créé au niveau des couches magnétiques, agissant comme une force périodique sur l’aimantation.
Une seconde, qui ne réclame pas d’étape de lithographie supplémentaire, consiste à faire circuler
le courant alternatif ir f directement dans le pilier, en le superposant au courant continu. L’action sur
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l’aimantation peut alors avoir deux origines : celle due au champ d’Oersted induit, et celle due à l’action
oscillante du transfert de spin associée.
De façon générale, une condition essentielle doit être respectée pour que l’action de la source soit
efficace pour la synchronisation. Elle doit avoir la même symétrie spatiale que le mode que l’on cherche à
synchroniser 1 (de façon à briser la symétrie des oscillations). En ce qui concerne l’action du transfert de
spin, une polarisation du courant aboutissant pour un courant continu au démarrage des auto-oscillations
de l’aimantation aura une action résultante nécessairement nulle pour un courant alternatif à une fré-
quence f ≈ f0, et inversement. Cette affirmation peut être expliquée par un simple argument de symétrie.
Pour permettre d’exciter des auto-oscillations, l’action du transfert de spin sur une période doit rester
positive, de façon à fournir constamment de l’énergie au système. Pour une même configuration d’ai-
mantation, un courant alternatif aura alors une action par transfert de spin tantôt positive, tantôt négative,
aboutissant à une action résultante nulle sur une période (travail de la force de transfert de spin nul sur
une période).
3.3.2 Premiers résultats - synchronisation de modes uniformes
Les premiers travaux sur la synchronisation de STNO à une source externe ont été réalisés en 2005
par l’équipe du NIST (Colorado, USA) [89] par injection d’un courant alternatif dans un STNO de
type nano-contact. Ces premiers résultats ont alors démontré la possibilité de synchroniser les auto-
oscillations du système au signal de source pour des écarts fsource− f0 inférieurs à 50MHz environ, au-
tour d’une fréquence initiale f0≈ 10GHz. Parmi les principales propriétés attendues, il a pu être confirmé
l’augmentation de l’efficacité de synchronisation, soit de la plage de verrouillage de fréquence, en aug-
mentant l’amplitude du courant alternatif injecté. Quelques années plus tard, B. Georges et al. à l’UMϕ
ont pu reproduire ces observations dans le cas d’un courant ir f injecté dans un STNO de type nano-
pilier [90]. L’influence des différents paramètres intrinsèques du STNO, tels que la puissance, la largeur
de raie, ou encore son agilité, sur l’efficacité de synchronisation ont montré un très bon accord avec la
théorie, en comparaison au modèle d’Adler [91, 63].
La condition de symétrie a pu être vérifiée récemment dans le cas d’auto-oscillateurs à transfert
de spin basés sur une configuration d’aimantation uniforme. Dans cette étude, réalisée en collaboration
entre l’Umϕ et l’équipe du SPEC au CEA Saclay, des STNO de type nano-piliers ont été préparés de
façon à pouvoir comparer l’influence d’un courant ir f et d’un champ magnétique hr f alternatifs. Un fort
champ magnétique est appliqué perpendiculairement au plan des couches magnétiques, de façon à saturer
perpendiculairement l’aimantation. Par transfert de spin, des oscillations de l’aimantation selon un mode
à forte symétrie peuvent être excitées, correspondant à une précession de l’aimantation autour de l’axe
de l’empilement. Il a alors été démontré [92, 93] par des mesures de microscopie à force de résonance
magnétique (MRFM), qu’un courant alternatif ir f a une action inexistante sur les auto-oscillations du
système, alors qu’il est possible de synchroniser celles-ci à la source externe lorsque son action se traduit
par un champ alternatif hr f uniforme dans le plan des couches. Une faible modification de l’angle du
champ magnétique externe permet de briser la symétrie du mode excité, et on retrouve alors la possibilité
de synchroniser les auto-oscillations à un courant ir f .
Plus récemment, Urazdin et al. et Quinsat et al. ont démontré la possibilité d’observer la synchro-
nisation du mode uniforme pour des relations fractionnelles de la fréquence d’auto-oscillation avec la
fréquence source [94, 95] : n f0 = m fsource. Une fois de plus, la symétrie de l’action de la source est
primordiale quant à la possibilité de réaliser la synchronisation.
1. Le recouvrement entre le profil d’excitation et le profil du mode permet de connaître l’efficacité du couplage entre
l’excitation et les auto-oscillations, et donc la possibilité de synchroniser ou non ces oscillations à la fréquence de la source.
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3.3.3 Synchronisation du mode gyrotropique
Plusieurs travaux se sont récemment concentrés sur la possibilité de synchroniser les auto-oscillations
de vortex induites par transfert de spin à un signal externe [96, 97, 98, 46]. L’ensemble de ces travaux se
sont intéressés au cas de la synchronisation à un courant alternatif parcourant le pilier.
La figure 3.8 issue de la référence [96] résume bien l’ensemble des propriétés observées lors de ces
travaux. Ici, les oscillations d’un vortex unique sont excitées grâce à l’action du transfert de spin induite
par un courant polarisé majoritairement perpendiculairement. La synchronisation des auto-oscillations
du vortex autour de la fréquence de la source, fsource = f0, a été démontrée particulièrement efficace,
permettant d’atteindre des fenêtres de synchronisation au delà de 200MHz, pour de faibles amplitudes
du courant ir f (0.5mA), soit plus de 30% de la fréquence d’auto-oscillation (voir première partie de la
figure 3.8(a)). Un paramètre clef définissant la capacité de l’oscillateur à se synchroniser à la source
est son accordabilité ∂ f/∂Idc. En effet, plus celui-ci est capable de réagir à une variation de courant,
plus l’action de la source sera efficace. Dans le cas présenté, de telles capacités de synchronisation sont
atteintes pour une accordabilité de 160MHz/mA. Il a pu également être constaté l’augmentation au départ
linéaire de la fenêtre de synchronisation avec l’amplitude du courant ir f , jusqu’à une amplitude d’environ
0.2mA marquant le début d’un comportement non linéaire du couplage (voir fig. 3.8(c)). Ce n’est qu’au
dessus de cette amplitude critique qu’ont pu être observées les synchronisations fractionnelles autour de
f0 = 3/2 fsource et f0 = 2 fsource.
Sur la figure 3.8(b) est reportée l’évolution de la largeur de raie du signal de l’oscillateur en fonction
de la fréquence source. Lorsque la synchronisation est réalisée, il est très intéressant d’observer l’évolu-
tion de la cohérence du signal, et donc des oscillations gyrotropiques. Cela n’est cependant pas possible
autour de la synchronisation à f0 = fsource, pour lequel le signal de l’oscillateur est superposé au signal de
la source. On se place donc en un point de synchronisation fractionnelle, et on relève alors une très forte
diminution de la largeur de raie, accompagnée par une augmentation de l’amplitude maximale de densité
de puissance 2. Une largeur de raie minimale de 3kHz a pu être observée lorsque l’oscillateur est syn-
chronisé. Cette forte diminution de la largeur de raie confirme que la cohérence observée pour un STNO
isolé est loin de la cohérence maximale intrinsèque qu’il est possible d’atteindre, et nous encourage à
penser que la synchronisation de plusieurs oscillateurs nous permettra d’avancer vers une amélioration
de cette cohérence.
Nous renvoyons à la thèse d’A. Dussaux pour une étude détaillée de l’influence de l’ensemble des
paramètres de non-linéarité de la dynamique du vortex sur la synchronisation à un signal source. La réfé-
rence [97] présente une étude dans laquelle le polariseur est quasi-uniforme et dans le plan, démontrant
alors une fenêtre de synchronisation fortement réduite (environ 30MHz autour de f0 = 1.5GHz). Dans
la référence [46], S.Y. Martin et al. s’interrogent sur la nécessité de réintroduire un terme de masse dans
l’équation de Thiele pour décrire la synchronisation autour de 2 f0 = fsource. Ce terme introduit en effet
la dépendance de la forme du vortex avec sa vitesse, ce qui peut contribuer en partie à l’adaptation de la
fréquence nécessaire à la synchronisation.
3.4 Synchronisation mutuelle d’auto-oscillateurs à transfert de spin
La cohérence d’un oscillateur à transfert de spin est nécessairement limitée par les fluctuations de
phase et d’amplitude des oscillations induites par l’agitation thermique [99]. Dans le cas d’un oscil-
lateur unique, il a été démontré que sa largeur de raie peut être directement déduite des propriétés
non-linéaires intrinsèques de l’oscillateur [100]. La synchronisation mutuelle de plusieurs oscillateurs
à transfert de spin est envisagée en réponse à la nécessité d’augmenter la cohérence des oscillations,
de diminuer la largeur de raie du signal. Il est en effet prédit qu’un ensemble de N oscillateurs couplés
permet d’aboutir dans le meilleur des cas à une réduction de la largeur de raie, qui est multipliée par un
2. la puissance totale du STNO ne peut pas diminuer, elle est donc concentrée dans une gamme de fréquence plus restreinte
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Figure 3.8 – (a) Cartographie du spectre de puissance pour un STVO de fréquence isolée fosc, en
fonction de la fréquence fsource du courant ir f parcourant le pilier. Le graphe est obtenu pour un champ
perpendiculaire Hperp = +5.76kOe, un courant Idc = 3.5mA, et une amplitude du courant alternatif
Ir f = 0.80mA. La fréquence fsource est balayée de 450MHz à 1650MHz. Les lignes pointillées guident le
lecteur en illustrant l’évolution de 2/3 fsource et 1/2 fsource. (b) Largeur de raie du pic fondamental du
signal mesuré aux bornes de l’oscillateur en fonction de fsource. (c) Fenêtre de verrouillage en fonction
de l’amplitude du courant ir f , et ajustement linéaire associé pour Ir f < 0.25mA. Figure adaptée de [96].
facteur 1/N [101, 102, 103]. Cette réduction maximale ne peut être obtenue que dans le cas d’un cou-
plage purement dissipatif (qui agit directement sur la phase des oscillations), et est plus limitée s’il existe
également un couplage de type réactif (qui agit sur l’amplitude des oscillations).
3.4.1 Différents types de couplage
Plusieurs moyens ont été envisagés pour introduire un couplage entre plusieurs STNOs.
– A.N. Slavin et V.S. Tiberkevich ont introduit en 2005 les premiers calculs démontrant la possibilité
d’observer un phénomène de synchronisation dans un réseau de STNOs couplés à travers le champ
dipolaire induit par chacun [104].
– Peu de temps après, J. Grollier et al. ont proposé la réalisation de réseaux de STNOs couplés
électriquement [105]. Un courant Idc commun traverse les N oscillateurs, auquel se superpose
une somme de composantes alternatives induites par les oscillations de résistance respectives de
chacun des oscillateurs. Il est démontré que pour une amplitude d’oscillation de la résistance suf-
fisante, les oscillateurs aboutissent alors à un état synchronisé, et ce malgré une dispersion des
fréquences propres des oscillateurs. Ce travail a ensuite été étendu aux cas d’oscillateurs connec-
tés en parallèle, ou de façon plus complexe [106], afin notamment de maximiser la puissance du
signal obtenu aux bornes du circuit total. Dans ce type de circuit, le déphasage entre les oscillations
de chaque STNO, défini par la connexion entre les STNOs, apparait être un paramètre important
dans la définition des propriétés de synchronisation [107, 108].
– Enfin, plusieurs dispositifs ont été envisagés dans lesquels plusieurs STNOs de type nano-contacts
sont réalisés à partir d’un même empilement étendu [109], de façon à ce que les oscillations d’ai-
mantation aient lieu dans une même couche magnétique. Lorsque les contacts sont placés à faible
54 3 Premiers travaux sur les oscillateurs vortex couplés
distance l’un de l’autre, un couplage entre les deux oscillateurs apparait alors. Le couplage entre
les oscillateurs est de type interaction d’échange (par ondes de spin), et peut se faire si la distance
est grande via la propagation d’ondes de spin dans la couche magnétique.
3.4.2 Résultats expérimentaux
On trouve dans la littérature peu de travaux expérimentaux sur la synchronisation mutuelle d’oscilla-
teurs à transfert de spin, tous à l’exception d’un étant réalisés pour des oscillateurs à base d’oscillations
uniformes.
3.4.2.1 Synchronisation d’oscillations uniformes
Les premières démonstrations expérimentales de synchronisation de deux oscillateurs à transfert de
spin de type nano-contacts ont été publiées simultanément par S. Kaka et al. [110] et F. Mancoff et
al. [111] en 2005. Dans les deux expériences, un courant Idc est injecté dans la structure via deux nano-
contacts, comme illustré sur la figure 3.9(a) et le phénomène de synchronisation est étudié en fonction
de la distance les séparant. Ce phénomène est observé par la transition de l’observation de deux pics
d’émission indépendants vers un unique pic correspondant aux oscillations couplées. Cette transition
est également accompagnée d’une augmentation de puissance du signal observé, ce qui correspond à
l’augmentation attendue pour les deux signaux de tension qui interfèrent constructivement.
Dans l’expérience de F. Mancoff, le même courant est injecté dans les deux contacts. La synchronisa-
tion est observée pour des contacts de diamètre 80nm séparés de 120nm et 150nm, mais disparait pour
une distance de 800nm. Les auteurs prédisent une distance critique de 200nm environ. Dans l’expérience
de S. Kaka, les contacts, de diamètre 40nm, sont cette fois séparés de 500nm, seule distance testée. Le
dispositif, propose néanmoins un contrôle indépendant des courants injectés dans les deux nano-contacts,
permettant de faire varier l’écart en fréquence entre les deux oscillateurs. Durant l’expérience, le courant
injecté dans le contact A est fixé, tandis que l’on fait varier le courant injecté dans le contact B. Le spectre
d’émission relevé est présenté sur la figure 3.9(b). La synchronisation des deux oscillateurs est observée
dans une zone entre 9 et 11mA, zone où les deux pics ne sont plus distinguables et où la puissance
augmente fortement et la largeur de raie du signal diminue. Plus tard, en 2006, la même équipe et al.
a mis en évidence le rôle prédominant du couplage par ondes de spin entre les deux oscillateurs devant
le couplage dipolaire, car la réalisation d’une tranchée dans l’échantillon séparant la couche magnétique
étendue entre les deux contacts a pour effet de faire disparaître la synchronisation [112].
Figure 3.9 – (a) Dispositif expérimental pour l’observation de la synchronisation dans les références
[110] et [111]. Deux nano-contacts de diamètres d identiques et séparés par une distance r permettent
d’injecter un courant dans la tricouche vanne de spin. (b) Spectres de puissance de la tension aux
bornes du circuit en fonction du courant IB injecté dans le contact B. Le courant IA dans le contact A
est fixe durant l’expérience. Les signaux associés au contact A et au contact B sont fléchés, ainsi que le
signal correspondant aux oscillations synchronisées. Figures issues de [110].
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3.4.2.2 L’unique résultat de synchronisation pour les vortex
L’unique résultat obtenu pour des oscillateurs à transfert de spin à base de vortex a été obtenu en 2009
à l’UMϕ par A. Ruotolo et al. [113]. Une matrice carrée de quatre nanocontacts séparés par une distance
d = 500nm ont été réalisées sur des échantillons d’empilement magnétique Ta(5nm)/Co(40nm)/Py(4nm)/
Au(6nm)/Co(15nm)/Au(100nm) (cf. figure 3.10(a)). Les nanocontacts sont réalisés avec une technique
basée sur un microscope à force atomique (AFM). Cette méthode originale permet d’obtenir des contacts
avec un diamètre d’environ 20nm.
Des simulations numériques (avec le logiciel OOMMF) ont été réalisées afin de déterminer la confi-
guration magnétique du système. A champ nul, quatre vortex de même chiralité et polarité sont nucléés
au niveau des nanocontacts (figure 3.10(b)). La configuration magnétique est complétée par un vortex de
chiralité opposée au centre du système ainsi que de quatre antivortex de polarités opposés sur les côtés
de la matrice carrée. Le tout est stabilisé par l’action de confinement associé au champ d’Oersted au
niveau de chaque nano-contact. Le couplage prédominant entre les vortex dans ce système est associé à
l’interaction d’échange.
L’évolution de la densité spectrale de la puissance en fonction du courant injecté est présentée sur
la figure 3.10(c). Quatre pics sont observés à faible courant. En augmentant le courant, les quatre pics
se joignent pour ne former plus que deux pics puis un seul pic pour Idc > 22.5mA. L’apparition du pic
unique est accompagnée d’une augmentation de la puissance (P = 88nW pour Idc = 22.5mA, 44nW
pour Idc = 18.5mA) et d’une réduction de la largeur de raie avec une valeur minimum de 0.9MHz. Ces
observations sont associées à la synchronisation de vortex magnétiques dont les oscillations autour des
nanocontacts sont induites par transfert de spin.
Figure 3.10 – (a) Illustration de la géométrie à 4 nano-contacts employée pour observer la synchroni-
sation d’oscillations de vortex. Les nano-contacts sont séparés par une distance d = 500nm. (b) Confi-
guration magnétique obtenue par simulations micromagnétiques, pour un champ magnétique extérieur
nul et un courant total Idc = 40mA injecté dans les 4 nano-contacts. Les symboles colorés indiquent la
direction de polarité des vortex et anti-vortex. (c) Evolution du spectre de puissance de la tension aux
bornes de l’échantillon en fonction du courant total Idc injecté dans les 4 nano-contacts. Figures issues
de [113].
56 3 Premiers travaux sur les oscillateurs vortex couplés
3.5 Couches magnétiques couplées dans une vanne de spin - Oscillations
synchrones excitées par transfert de spin
La plupart des études d’auto-oscillations magnétiques induites par transfert de spin ont été menées
sur le concept d’un empilement de type vanne de spin (FM/NM/FM) dont l’une des couches, souvent plus
épaisse ou bloquée par couplage d’échange (cf. antiferromagnétique synthétique, SAF), identifiée comme
la couche fixe (PL pour « Pinned Layer »), est considérée non perturbée par le transfert de spin, tandis
que la seconde, identifiée comme la couche libre (FL pour « Free Layer »), est susceptible d’osciller sous
l’effet du transfert de spin.
Jusqu’à récemment (2012), très peu de publications envisageaient la possibilité que les deux couches
puissent osciller simultanement [114]. Différentes sources de couplage entre les deux couches magné-
tiques sont susceptibles d’induire une hybridation des modes, voire des phénomènes de synchronisation
entre les oscillations des deux couches qui peuvent s’avérer très intéressant dans le but d’améliorer la co-
hérence des oscillations. K. Kudo et al. [115], D. Gusakova et al. [116], ainsi que S.C. Lee et al. [117] se
sont ainsi intéressés aux couplages entre la couche libre et l’empilement SAF jouant le rôle de polariseur.
En introduisant un couplage de type dipolaire entre les couches, K. Kudo et al. [115] ont démontré
que les modes excités par transfert de spin sont les modes couplés de la structure et non les modes isolés.
Plutôt que d’exciter les précessions de la couche libre pour un signe du courant, et du SAF pour l’autre
signe du courant, ce sont respectivement le mode majoritairement associé à la couche libre ou le mode
majoritairement associé à la couche épaisse qui sont excités. Les auteurs démontrent ainsi que par le
choix des conditions de champ et de courant, il est possible d’exciter soit le mode couplé acoustique,
soit le mode couplé optique (voir figure 3.11). Notamment, lorsque le champ planaire est balayé, une
transition apparait au champ H∗ auquel les deux dépendances f (H) se croisent. Or l’expérience montre
que les propriétés dynamiques des deux modes diffèrent, le mode optique excité par transfert de spin
ayant une bien meilleure cohérence que le mode acoustique.
Figure 3.11 – Modes propres (points noirs) du système couplé formé par la
couche libre (FL) et la couche ferrimagnetique synthétique (SyF) dans un système
PtMN/[CoFe(2.5)/Ru(0.85)/CoFeB(2)]/Mgo(1)/CoFeB. Pour comparaison, les modes propres
des couches isolées sont également reportés : FL (croix bleues) et SyF (carrés rouges). La cartogra-
phie en niveau de gris représente la densité de puissance relevée expérimentalement à très faible
courant et correspond aux excitations thermiques des modes propres. Figure adaptée de [115].
D. Gusakova et al. [116] ont proposé un modèle dans lequel le couplage dipolaire entre les couches
magnétiques est négligé, mais démontrent que le transfert de spin mutuel introduit également un couplage
entre ces couches, qui a également pour effet de faire apparaître une hybridation de leurs modes. En ba-
layant le champ magnétique extérieur, il est observé qu’au croisement des modes, lorsque l’hybridation
est la plus forte, on peut observer une forte diminution de la largeur de raie du signal. Ce phénomène est
interprété, grâce à des simulations micromagnétiques incluant une source de bruit, comme une réduction
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du coefficient de couplage non-linéaire entre amplitude et phase de l’oscillation, responsable de l’aug-
mentation de la largeur de raie du signal [118, 100] 3. Cette diminution est associée à une augmentation
dans la gamme de champ correspondante de la fréquence de relaxation de l’amplitude fp.
S.C. Lee et al. [117] apportent d’autres précisions sur le comportement des oscillations autour du
champ de transition H∗. Les auteurs ont étudié l’évolution des modes propres sous l’influence du cou-
plage dipolaire et du couplage par transfert de spin mutuel. Ils ont notamment calculé numériquement
l’évolution avec le champ magnétique de l’amortissement effectif des modes couplés sous l’effet du
transfert de spin. Ils démontrent alors une forte variation de l’amortissement effectif de ces modes cou-
plés lorsque l’hybridation est forte (autour de H∗).
Les premières observations des propriétés des modes couplés ont également incité d’autres groupes
à étudier des systèmes comportant deux couches libres en plus du SAF jouant le rôle de polariseur [119,
120].
Ce chapitre nous a permis de dresser un portrait complet du contexte dans lequel s’est déroulé
cette thèse. Une attention particulière est donnée à l’étude de vortex en interaction, système modèle
pour comprendre les comportements d’objets magnétiques couplés. Egalement, un vif intérêt est
porté à la réalisation de synchronisation entre plusieurs oscillateurs à transfert de spin dans le but
d’augmenter la cohérence finale des oscillations d’aimantation. Enfin, quelques travaux récents
laissent percevoir la possibilité d’augmenter la cohérence des oscillateurs à transfert de spin en
s’appuyant sur l’excitation de modes couplés au sein d’une seule et même vanne de spin.
3. Il est en effet démontré que le bruit d’un oscillateur est issu de deux contribution : le bruit de phase et le bruit d’amplitude.
Les fluctuations de l’amplitude contribuent alors d’autant plus au bruit de phase que le couplage amplitude-phase est important.
Il est possible d’exprimer la largeur de raie des oscillations par la formule : 2∆ ftot = 2∆ f0(1+ν2), où 2∆ f0 est déterminée par les
propriétés statistiques du bruit thermique, et ν est le coefficient de couplage non-linéaire amplitude-phase (cf. références [118]
et [100]). On notera finalement que plus la fréquence de relaxation de l’amplitude est élevée, plus le coefficient ν sera faible.
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Deuxième partie
Présentation des systèmes étudiés
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Chapitre 4
Systèmes étudiés et techniques
expérimentales
Cette thèse a pour but l’étude du comportement de nano-oscillateurs à transfert de spin à base de
vortex (STVO) et de l’effet du couplage entre plusieurs oscillateurs sur leurs propriétés dynamiques. Les
différents échantillons fabriqués pour mener à bien cette étude sont constitués de multicouches de métaux
magnétiques et non-magnétiques. Bien que je n’aie pas pris part à leur fabrication, je décrirai dans ce
chapitre les étapes de fabrication des échantillons étudiés, ainsi que leurs spécificités. Après avoir décrit
les propriétés essentielles des empilements magnétiques, j’aborderai la description du banc de mesure
ainsi que les moyens logiciels mis en place durant cette thèse, notamment pour traiter les nombreuses
données de spectres hyperfréquences.
4.1 Nanopiliers de vannes de spin
4.1.1 Etape de nanofabrication
Deux ensembles d’échantillons ont été réalisés, en collaboration avec G. Faini et C. Ulysse au Labo-
ratoire de Photonique et Nanostructures (LPN) à Marcoussis. La géométrie retenue est de type « nano-
pilier ». La fabrication de ces oscillateurs emploie une combinaison des techniques de lithographie op-
tique (réalisées à l’UMϕ) pour la définition des électrodes, et de lithographie électronique (réalisées au
LPN) pour la définition du masque de gravure pour les nano-piliers. Les différentes étapes de la fabrica-
tion des piliers sont décrites sur la figure 4.1 1.
– La fabrication débute à l’UMϕ par le dépôt de la multi-couche par pulvérisation cathodique (étape
1). L’empilement métallique choisi pour l’ensemble des échantillons étudiés est toujours le même :
SiO2//Cu(60nm)/Py(15nm)/Cu(10nm)/Py(4nm)/Au(25nm).
– une résine est déposée et une ouverture est réalisée par lithographie électronique (étape 2).
– Un pilier composé de Au/Ti est déposé sur l’empilement par lift-off (étapes 3 et 4), définissant le
masque de gravure du nano-pilier.
– La multicouche est gravée sous forme de pilier par gravure à faisceau d’ion (IBE pour « Ion Beam
Etching ») (étape 5).
– Une résine isolante (Su-8) est ensuite déposée, qui va recouvrir tout le pilier (étape 6).
– La partie de l’isolant au dessus du pilier et le masque de gravure sont éliminés par gravure ionique
réactive (RIE pour « Reactive Ion Etching ») afin de dégager la tête du pilier. C’est l’étape dite « de
planarisation » (étape 7).
– Le contact électrique électrique est ensuite repris sur le pilier en déposant l’électrode supérieure,
qui est définie par lithographie UV. (étape 8).
– Une seconde étape de lithographie UV est enfin nécessaire pour reprendre le contact avec l’élec-
trode inférieure (non présentée sur la figure).
Une fois le circuit d’injection de courant dans le pilier réalisé, une nouvelle couche d’isolant est dé-
posée pour isoler celui-ci, afin de fabriquer un second circuit (voir figure 4.2). A la verticale du pilier,
1. Le lecteur se réfèrera à la thèse d’O. Boulle réalisée à l’UMϕ pour plus de détails sur la fabrication des échantillons
nano-piliers.
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Figure 4.1 – Méthode de fabrication d’un nano-pilier par gravure.
une piste métallique de largeur 100nm est réalisée par lithographie électronique, pour définir une an-
tenne, et connectée à deux électrodes définie par lithographie UV. En faisant passer un courant alternatif
hyperfréquence dans la piste, le champ d’Oersted induit au niveau des couches magnétiques pourra être
assimilé à un champ planaire hyperfréquence. Nous utiliserons ce circuit pour étudier l’influence d’un
champ magnétique extérieur oscillant sur les oscillations gyrotropiques des vortex.
Notre convention de courant est définie telle qu’un courant désigné comme positif correspond aux
électrons traversant d’abord la couche épaisse, puis la couche fine. Dans le cas d’aimantations uniformes,
avec cette convention, un courant positif donne lieu dans la couche fine à des précessions dans le cas
où les aimantations sont antiparallèles, et qu’un courant négatif donne lieu à des précessions pour des
aimantations parallèles.
Figure 4.2 – (a) Image par microscopie (vue de dessus) des deux circuits d’excitation indépendants :
en rouge le circuit permettant l’injection d’un courant (Idc et/ou ir f ) à travers le nano-pilier ; en bleu
le circuit permettant la génération d’un champ magnétique hr f planaire par injection d’un courant al-
ternatif. Le nano-pilier est au centre de la mire jaune. (b) Représentation schématique de l’empilement
en section selon l’axe A-A. Figure adaptée de [93]
4.1.2 Les différents échantillons
Deux séries d’échantillons ont été réalisées. Un premier ensemble d’échantillons, dans lesquels ont
été préparés des dispositifs ne comportant qu’un unique pilier. Trois dimensions de piliers ont été prépa-
rées (cf fig. 4.3) : deux de forme circulaire, de diamètre 100nm et 200nm, et un de forme elliptique
de dimensions 50nm×150nm. Le comportement de ces trois types d’échantillons a été caractérisé, bien
que nous nous limitons principalement dans ce manuscrit à décrire le comportement des piliers de forme
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circulaire. Les épaisseurs des deux couches magnétiques sont choisies de façon à pouvoir observer des
effets du transfert de spin sur les deux couches. De plus, la couche séparatrice, d’épaisseur 10nm est suf-
fisamment fine pour que les aimantations dans les deux couches puissent interagir par couplage dipolaire.
Ainsi, dans ces échantillons qui ne comportent qu’un seul pilier, nous serons particulièrement attentifs à
la dynamique d’aimantation couplée des deux couches magnétiques.
Figure 4.3 – Forme des piliers étudiés.
Un second ensemble d’échantillons a été réalisé durant la seconde année de cette thèse pour les-
quels le masque de lithographie électronique a été modifié de façon à préparer pour chaque échantillon
plusieurs piliers, tous circulaires, gravés à faible distance les uns des autres : deux piliers de100nm sé-
parés d’une distance δ= 100nm bord à bord, deux piliers de200nm séparés d’une distance δ= 100nm
ou δ = 200nm bord à bord, des lignes de quatre piliers de 100nm ou 200nm séparés d’une dis-
tance δ = 100nm bord à bord, et pour finir une ligne de dix piliers de 100nm séparés d’une distance
δ = 100nm bord à bord. Etant donné le temps limité, et devant la complexité apparente à l’étude des
échantillons à deux piliers, nous nous sommes limités à l’étude de ceux-ci. L’alimentation en courant
de l’ensemble des piliers se fait en parallèle, et on pourra supposer que le courant qui traverse un pi-
lier est complètement indépendant des effets dynamiques qui pourraient apparaître dans un pilier voisin.
Encore une fois, les distances choisies sont telles qu’il existera un couplage non négligeable entre les
couches magnétiques des piliers voisins. On pourra alors étudier l’influence de ce couplage sur le po-
tentiel établissement d’un accord de phase entre les auto-oscillations de vortex qui pourraient apparaître
dans chacun des piliers (phénomène de synchronisation).
4.1.3 Configuration magnétique et propriétés
Le choix des dimensions des piliers n’est pas anodin. En effet, si l’on se reporte au diagramme de
phase précédemment étudié (voir figure 2.7), les dimensions de chacun des disques magnétiques se si-
tuent à la frontière entre les zones de stabilité des états vortex et uniforme. Il sera alors possible de jouer
sur la stabilité des différentes configurations magnétiques par l’application d’un courant ou d’un champ
magnétique extérieur uniforme, comme nous l’avons décrit dans les sections 2.1.6 et 2.1.5, permettant
une observation de l’ensemble des configurations : deux aimantations uniformes, deux aimantations vor-
tex, une aimantation vortex uniquement dans la couche épaisse, etc. Rappelons qu’à travers l’énergie
d’interaction avec l’aimantation (terme de Zeeman), un champ magnétique extérieur aura tendance à
stabiliser un état uniforme, tandis que le champ d’Oersted créé par le courant stabilisera par sa symétrie
un état magnétique vortex. Etant donnée la différence d’épaisseur entre les deux couches, les champs et
courants caractéristiques de transition entre les états uniforme et vortex seront différents.
Nous souhaitons dans ce manuscrit étudier le comportement dynamique de vortex lorsqu’ils sont
excités dans une dynamique couplée et apporter des éléments de comparaison par rapport au cas où ils
seraient seuls. Pour cela il est important avant de présenter nos observations de s’arrêter sur les propriétés
attendues que nous pourrons déduire des éléments résumés dans les chapitres précédents.
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Les constantes magnétiques des différentes couches ont pu être déduites grâce à deux études de
résonance ferromagnétique dans l’état magnétique uniforme sous fort champ perpendiculaire au plan
des couches. Une première étude a été réalisée en collaboration avec H. Hurdequint au Laboratoire de
Physique du Solide de l’Université Paris-Sud, où les constantes ont été déduites par résonance ferro-
magnétique en cavité sur des couches non gravées. La seconde étude, décrite en détail dans la réfé-
rence [93] a été réalisée en collaboration avec O. Klein et G. De Loubens au Service de Physique de
l’Etat Condensé (SPEC) au CEA Saclay. Sur les mêmes échantillons que ceux étudiés durant cette thèse
(piliers de100nm) les modes uniformes ont été étudiés sous fort champ perpendiculaire, par la méthode
de microscopie résonante à force magnétique (MRFM). Ces deux méthodes ont aboutie à des résultats
très similaires que nous résumons dans le tableau 4.1. On constatera que l’aimantation à saturation est
fortement réduite pour la couche de NiFe la plus fine, vraisemblablement en raison de diffusion du cuivre
dans cette couche au moment du recuit durant la fabrication. Autre point important pour la suite, l’étude
sur les piliers de100nm ont démontré que le diamètre nominal de ces piliers est plus proche de 120nm.
On peut en effet s’attendre pour de telles dimensions à ce que la lithographie n’aboutisse pas à une sec-
tion du pilier parfaitement circulaire, et à ce que le pilier ne soit pas parfaitement cylindrique mais plutôt
conique.
µ0MS4nm (T) α4nm µ0MS15nm (T) α15nm γ (rad s−1 T−1)
FMR en cavité 0.82 0.015 0.96 0.009 1.87×1011
MRFM 0.80 0.014 0.96 0.0085 1.87×1011
Tableau 4.1 – Paramètres magnétiques des couches fines (4nm) et épaisse (15nm) de Py mesurées par
résonance ferromagnétique en cavité sur les couches de référence (ligne du haut) et par microscopie
résonante à force magnétique sur le nano-pilier (ligne du bas). Tableau issu de [93]
Grâce à ces paramètres magnétiques, nous avons directement accès aux fréquences de résonance théo-
riques pour un vortex dans les couches isolées (d’après l’équation (2.49)) :
120nm 200nm
L=4nm 280 MHz 170 MHz
L=15nm 1260 MHz 760 MHz
Tableau 4.2 – Fréquence gyrotropique pour un vortex dans des disques magnétiques isolés de diamètres120nm et 200nm.
On pourra également estimer les susceptibilités magnétiques associées, ainsi que les champs d’annihila-
tion :
χ(0) 120nm 200nm
L=4nm 18.8 31.4
L=15nm 5.0 8.4
Tableau 4.3 – Susceptibilités magnétiques associées dans l’état vortex pour des disques magnétiques
isolés de diamètres 120nm et 200nm.
4.2 Banc de mesure
Deux types de mesures sont effectuées simultanément sur les piliers magnétiques : des mesures de
transport, où l’on relève l’évolution de composante continue de la tension aux bornes du pilier, ainsi que
des mesures de son spectre hyperfréquence. L’ensemble des mesures est effectué à température ambiante.
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Han 120nm 200nm
L=4nm 420 Oe (3.4×104 A/m) 250 Oe (2.0×104 A/m)
L=15nm 1910 Oe (15.2×104 A/m) 1150 Oe (9.1×104 A/m)
Tableau 4.4 – Champ d’annihilation d’un vortex dans des disques magnétiques isolés de diamètres120nm et 200nm.
L’échantillon est placé dans un support, et connecté à une ligne coaxiale par des fils d’or ou d’alumi-
nium (voir figure 4.4), l’ensemble étant placé au centre des pôles d’un électroaimant. L’échantillon est
ensuite connecté aux instruments de mesures à l’aide de câbles coaxiaux hyperfréquences de type SMA
via un « bias tee » (diplexeur comportant un canal basse fréquence (BF) et un canal haute fréquence
(HF)). Le port basse-fréquence nous permet d’imposer la polarisation du pilier (courant dc), et de me-
surer la composante continue de la tension, tandis que le port haute-fréquence permet de mesurer son
spectre hyperfréquence, ou d’injecter dans le pilier un courant hyperfréquence (voir circuit fig. 4.5). La
polarisation est assurée par une source de courant commandée (Keithley 6221), l’évolution de la tension
moyenne étant mesurée à l’aide d’un nano-voltmètre (Keithley 2182). Le signal HF est quant à lui ampli-
fié de 20 à 30 dB puis envoyé vers un analyseur de spectre (Agilent E4440A, 3Hz-26.5GHz). L’ensemble
des appareils est interfacé avec un ordinateur via le logiciel LabView R©, permettant une commande auto-
matique du courant et du champ magnétique extérieur.
L’ensemble des lignes coaxiales utilisées dans le circuit possèdent une impédance de 50Ω. Le circuit
est ainsi adapté en impédance jusqu’au support, où l’échantillon est connecté. Cependant, l’impédance de
l’échantillon et de la connexion est susceptible d’être différente de 50Ω, variant notamment en fonction
des types de matériaux utilisés, et des dimensions du pilier. On est alors confronté à un problème de
désadaptation d’impédance, qui aura pour conséquence de limiter la puissance du signal transmise depuis
l’échantillon au circuit. De plus, l’apparition d’ondes stationnaires dans le circuit a pour effet de moduler
le coefficient final de transmission avec la fréquence du signal. Ce phénomène est complexe à corriger,
et il sera nécessaire d’être prudent lors de l’interprétation de courbes d’évolution de la puissance lorsque
la fréquence des auto-oscillations varie.
Figure 4.4 – Photographie de l’échantillon fixé sur son support et relié aux instruments de mesures via
un câble coaxial.
Les mesures effectuées, en faisant varier courant et champ magnétique extérieur aboutissent très
rapidement à plus d’un millier de relevés de spectres de puissance qu’il faut traiter puis tracer, sans ja-
mais les dissocier de l’évolution de la résistance du pilier. Il est ensuite nécessaire d’ajuster chacun des
spectres par des courbes lorentziennes afin de recueillir les caractéristiques de chacun des pics d’émis-
sion du pilier. Afin de garantir la clarté des résultats et d’accélérer le traitement des données, du temps
a été consacré à la programmation de routines automatiques sur le logiciel Matlab réalisant le tracé d’un
grand nombre de données. La complexité de certains spectres observés m’a également amené à program-
mer une routine permettant d’ajuster rapidement de nombreux spectres pouvant présenter plusieurs pics
éventuellement corrélés.
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Figure 4.5 – Schéma de câblage du circuit de mesure.
Troisième partie
Etude d’un nano-pilier unique
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Chapitre 5
Configurations magnétiques et transport
dans un nano-pilier unique
Dans ce chapitre, nous présentons l’évolution de l’état magnétique d’un nano-pilier unique en fonc-
tion des paramètres extérieurs : champ magnétique et courant dc. Nous verrons qu’il est très facile et
efficace de suivre l’état magnétique grâce à l’évolution de la résistance moyenne Rdc. Nous soulignerons
enfin que l’apparition d’un vortex et le fort gradient d’aimantation qui lui est associé viennent perturber
fortement le phénomène d’accumulation de spin, et qu’il n’est alors plus possible de raisonner avec la
vision classique des aimantations uniformes.
Dans la suite, nous associerons, respectivement aux vortex nucléés dans la couche épaisse et la
couche fine, les notations C15nm et C4nm pour la chiralité et P15nm et P4nm pour la polarité. Dans notre
convention, une chiralité positive C = +1 est définie par la direction du champ d’Oersted pour un cou-
rant Idc positif, et une polarité positive P =+1, ou « up » (resp. P =−1, ou « down »), est définie par la
direction d’un champ magnétique perpendiculaire Hperp positif (resp. négatif). Rappelons qu’un courant
positif correspond aux électrons traversant de la couche magnétique épaisse vers la couche fine.
5.1 Nucléation des vortex et contrôle de la chiralité par le courant
Les dimensions d’un plot magnétique déterminent la stabilité des différentes configurations magné-
tiques rémanentes (vortex ou quasi-uniforme). Pour un diamètre de 120nm, à champ nul, l’état ma-
gnétique quasi-uniforme est l’état le plus stable dans les deux couches, tandis que pour un diamètre
de 200nm, c’est la configuration vortex qui est plus stable dans la couche d’épaisseur 15nm (voir
figure 2.7).
Dans le cas de multicouches magnétiques, il est également nécessaire de tenir compte de l’inter-
action existant entre les couches. Dans le cas d’une interaction purement dipolaire, l’interaction sera
de type anti-ferromagnétique. Dans le cas d’aimantations uniformes par exemple, à l’état rémanent, les
aimantations des deux couches tendent à s’aligner dans des directions opposées.
Dans le cas des STNOs, le courant, à l’origine de l’effet de transfert de spin, a également une in-
fluence sur la configuration magnétique des couches à travers le champ d’Oersted (voir section 2.1.6).
Nous avons pu vérifier cet effet sur les différents échantillons mesurés.
5.1.1 Piliers 120nm : 1 ou 2 vortex
La stabilité de l’état vortex face à l’état uniforme est particulièrement bien illustrée dans le cas d’un
pilier de petit diamètre. Pour suivre l’évolution de l’état magnétique, nous enregistrons l’évolution de
la résistance Rdc quand l’amplitude du courant Idc est augmentée. Nous présentons sur la figure 5.1 la
mesure d’un pilier circulaire de diamètre nominal 120nm, à H = 0, pour un courant I > 0.
A champ nul et courant très faible, l’état stable est un état où les configurations magnétiques des
deux couches sont quasi-uniformes, et de directions opposées (U-AP). Cette configuration correspond
à un état où la résistance est maximale (voir section 1.1), en accord avec le fait que l’état de départ est
l’état de plus forte résistance.
69
70 5 Configurations magnétiques et transport
Figure 5.1 – Variation de résistance en fonction du courant injecté dans un pilier 120nm, pour un
courant I > 0. Les schémas représentent les états magnétiques : quasi-uniforme AP à courant nul,
puis un vortex dans la couche épaisse (1V) et un vortex dans chaque couche (2V). L’état relatif des
polarités dans l’état 2V est également représenté. Pour la clarté de lecture, l’augmentation parabolique
de résistance associé à l’effet Joule a été soustraite. Les courbes rouge et noire correspondent aux deux
chemins possibles relevés lors de la répétition de l’expérience, aboutissant à des états 2V à polarités
parallèles (ligne continue noire) ou anti-parallèles (pointillés rouge)
En augmentant Idc, une première brusque diminution de résistance est observée à Idc = 2mA, associée
à la formation du vortex dans la couche la plus épaisse (15nm), où il est plus stable. Une fois le vortex
formé (état 1V), et quelle que soit sa polarité, son cœur vient se placer proche du centre de la couche,
uniquement légèrement décentré par le champ rayonné par la couche fine. Dans l’état d’aimantation
résultant, on peut décrire de façon simplifiée que sur la moitié de la section du pilier les aimantations
relatives sont alignées, et que sur l’autre moitié elles sont opposées. Nous aboutissons alors à un état de
résistance intermédiaire entre les états de résistance quasi-uniformes parallèles et anti-parallèles.
Une seconde brusque diminution est observée aux alentours de Idc = 6mA : c’est la formation du
second vortex (état 2V), dans la couche fine (4nm). Formés grâce à l’influence du champ d’Oersted, les
deux vortex ont une chiralité identique : C15nm =C4nm = +1. Etant à champ nul, la position d’équilibre
des cœurs est proche du centre des plots (éventuellement légèrement perturbées par l’interaction dipolaire
entre les deux aimantations). L’état de résistance résultant est inférieur aux deux états précédents, ce
qui est attendu en analogie au cas des aimantations uniformes pour lequel les deux aimantations sont
parallèles (U-P).
En l’absence de champ perpendiculaire, chaque vortex est susceptible d’être nucléé avec une polarité
« up » ou « down ». Etant donné la symétrie du système, aucune discrimination ne peut être faite sur
l’état de résistance Rdc à champ nul pour un vortex unique de polarité « up » ou « down ». De même dans
l’état à deux vortex, aucune différence ne peut apparaître entre les configurations « up-up » et « down-
down », tout comme entre les configurations « up-down » et « down-up ». Une différence entre les états de
résistance associés aux configurations 2V de polarités parallèles (P) ou anti-parallèles (AP) peut toutefois
être envisagée.
En jouant sur le caractère aléatoire de la polarité des vortex à leur nucléation, nous avons répété
l’expérience (balayage en courant, de 0 à 15mA et vice-versa) un grand nombre de fois afin d’observer
l’ensemble des configurations de polarités relatives. Ce procédé mène à l’observation de deux courbes
R(I) possibles. Les deux courbes (lignes continue noire et pointillée rouge sur la figure 5.1), parfaitement
superposables dans les états U-AP et 1V, diffèrent dans l’état 2V. Nous verrons par la suite que cette levée
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de dégénérescence ne peut être associée qu’aux polarités relatives des deux vortex : l’état de polarités
parallèles « 2V-P » et l’état de polarités anti-parallèles « 2V-AP ».
La discrimination précise des deux états sera faite par l’étude du comportement sous champ perpen-
diculaire (voir sections 5.6). Cependant, une bonne indication est donnée par la reproduction des courbes
sous champ perpendiculaire, qui favorise deux polarités dans la même direction, et qui aboutit avec une
plus grande probabilité à la courbe noire, suggérant que l’état de plus basse résistance correspond à l’état
2V-P. La courbe en pointillés rouge, et donc le second état de résistance un peu plus élevé, correspondent
donc à l’état 2V-AP.
La bistabilité des vortex et de l’état quasi-uniforme est clairement illustrée lors de la réduction de
l’amplitude du courant, où l’on constate que les deux vortex restent stables en dessous de leur courant
de nucléation. La discrimination des états 2V est corroborée par la plus faible stabilité du vortex de
la couche fine dans l’état 2V-AP. En effet, il existe une interaction de type dipolaire non-négligeable
entre entre les deux cœurs des vortex lorsqu’ils sont proches, qui sera attractive si P15nmP4nm = +1,
et répulsive si P15nmP4nm = −1. Précisons enfin que le vortex de la couche fine est systématiquement
annihilé à Idc = 0mA, et que le vortex de la couche épaisse survit si le courant est rétabli suffisamment
rapidement.
Dernier point observé, mais qui sera par la suite d’une grande importance : on remarque sur la
figure 5.1 que lorsque le courant décroit, à 4.5mA, la résistance de l’état 2V-AP chute pour rejoindre la
résistance de l’état 2V-P. Cet effet s’est montré réversible, et ne peut donc refléter un changement d’état,
comme un renversement de polarité. Bien que nous n’ayons pas encore abordé la question de la possible
excitation de la dynamique magnétique par l’effet de transfert de spin, nous pouvons faire l’hypothèse
que cette variation reflète un changement de l’état dynamique du système. Nous reviendrons sur ce point
dans les chapitres suivants.
5.1.2 Piliers 200nm : le contrôle des chiralités
Sur la figure 5.2 est présentée l’évolution de l’état magnétique d’un pilier de diamètre 200nm, à
H = 0, à travers la mesure de la résistance Rdc, pour un courant traversant le pilier balayé entre Idc =
30mA et Idc = −30mA. Elle révèle la possibilité de contrôler indépendamment la chiralité de chaque
vortex grâce au courant et au champ d’Oersted [121]. La plus grande stabilité des vortex, associée au
plus grand diamètre, permet d’observer des vortex dont la chiralité est opposée au champ d’Oersted.
A Idc = +30mA, les deux chiralités sont identiques et positives dans notre convention : C15nm =
C4nm = +1 (état (a)). Lorsque décroit l’amplitude du courant, l’état de faible résistance associé est
conservé jusqu’à Idc =−3mA, bien que la direction du champ d’Oersted se soit inversée avec le signe du
courant. Sous cette valeur seuil, l’amplitude du champ d’Oersted est suffisamment grande pour retourner
la chiralité du vortex de la couche fine, le moins stable (état (b), C15nm =+1,C4nm =−1). Cette transition
de chiralités identiques à chiralités opposées s’associe d’un brusque saut de résistance. L’amplitude de ce
saut est environ égale à 80% de la variation de résistance mesurée entre les états magnétiques uniformes
U-P et U-AP (∆RGMR = 22mΩ). Le fait que cela ne corresponde pas à 100% de la magnétorésistance
est dû à un phénomène de perte d’accumulation de spin entre les états uniformes et les états vortex [40].
Nous y reviendrons plus en détails dans la section 5.4. La configuration magnétique de chiralités oppo-
sées est observé entre −3 et −18mA, courant auquel le vortex de la couche épaisse retourne finalement
sa chiralité. On retrouve alors l’état de basse résistance associé aux vortex de chiralités identiques (état
(c), C15nm =C4nm =−1).
Lorsque le courant Idc est balayé dans l’autre sens, de −30 vers 30mA (courbe rouge et flèches
simples sur la figure 5.2), on retrouve les retournements de chiralité et les sauts de résistance associés.
Les transitions apparaissent néanmoins plus progressives, en raison de l’effet du transfert de spin sur
la configuration statique d’équilibre. En effet, en fonction du signe du courant, le transfert de spin peut
entrainer la déstabilisation de l’un des états de chiralité dans la couche fine, où le vortex est moins stable
et l’effet du transfert de spin plus important [122]. Dans notre convention de courant, le transfert de
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Figure 5.2 – Variation de résistance en fonction du courant injecté dans le pilier200nm. Les schémas
indiquent les quatre configurations de chiralités accessibles. Pour la clarté de lecture, l’augmentation
parabolique de résistance associée à l’effet Joule a été soustraite.
spin agit de façon à déstabiliser : pour un courant négatif, la configuration pour laquelle les vortex sont
de chiralités identiques (état (c)) ; pour un courant positif, la configuration pour laquelle les vortex sont
de chiralités opposées (état (d)). Ainsi, dans ces deux états, la configuration magnétique vortex dans la
couche fine est déformée 1. Le retournement de la chiralité du vortex de la couche fine entre ces deux
états se fait alors indirectement, par le passage à Idc = 0mA par un état intermédiaire quasi-uniforme (cf.
le plateau intermédiaire autour de Idc = 0 sur la figure 5.2), avant d’être de nouveau nucléé dès que l’on
applique un courant positif.
Nous retiendrons que la détermination de la stabilité des configurations magnétiques à double vor-
tex résulte de la compétition entre les effets du champ d’Oersted, qui tend à stabiliser deux vortex de
chiralités identiques, et du transfert de spin, qui tend à stabiliser des chiralités identiques pour I > 0 et
opposées pour I < 0. Remarquons alors que le seul état qui est stabilisé par les deux effets est l’état
C15nm = C4nm = +1 à courant positif. C’est la raison pour laquelle c’est la seule configuration à deux
vortex qui a pu être observée dans les piliers 100nm, où les vortex sont déjà à l’origine moins stables.
Dans la suite de notre étude, nous nous concentrerons quasi-exclusivement sur cet état.
5.2 Méthode pour le contrôle des polarités
Il est important pour la suite de l’étude de pouvoir contrôler le signe de la polarité de chacun des
vortex. Nous présentons dans cette section une routine de préparation de l’état magnétique basé sur
nos précédentes observations, et l’emploi d’un champ magnétique extérieur perpendiculaire au plan des
couches. Elle s’appuie sur la différence de stabilité des vortex dans les deux couches :
1) Se placer à un champ Hperp positif (pour l’exemple) d’amplitude « suffisante » (typiquement 2000Oe)
2) Augmenter le courant Idc de façon à nucléer un vortex dans chacune des couches, de chiralités iden-
tiques. Les deux vortex vont alors se former avec une polarité orientée dans le sens du champ :
(P15nm = P4nm =+1).
1. Lorsque l’échantillon est connecté sur un analyseur de spectre, nous avons détecté une augmentation significative du
plancher de bruit, sur toute la gamme de fréquence mesurée, dans ces deux états « instables » lorsqu’on augmente l’amplitude
du courant.
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3) Réduire puis renverser le signe du champ magnétique Hperp jusqu’à une valeur telle qu’elle n’im-
plique aucun retournement de polarité, mais suffisant pour que l’interaction dipolaire entre les cœurs
soit insignifiante (typiquement −1000Oe).
4) Réduire le courant jusqu’à une valeur qui va annihiler le vortex de la couche fine (pour le cas200nm
il est nécessaire d’aller jusqu’à un courant négatif pour renverser la chiralité).
5) En gardant la valeur du champ magnétique constante, augmenter de nouveau Idc de façon à nucléer de
nouveau un vortex de chiralité positive dans la couche fine. Ce vortex va se nucléer avec une polarité
dans le sens du champ, donc négative : on obtient (P15nm =+1,P4nm =−1)
Cette routine présente l’avantage de pouvoir être facilement automatisée dans les programmes de
mesures.
5.3 Comportement sous l’influence d’un champ planaire : configuration
magnétique et résistance
Nous présentons une comparaison des états de résistance pour les différentes configurations : quasi-
uniforme (U), un vortex dans la couche épaisse (1V ), et un vortex dans chaque couche (2V ). Pour cela,
nous étudions l’évolution de la résistance d’un pilier 120nm en fonction d’un champ extérieur Hplan
appliqué dans le plan des couches. Cette mesure nous permettra d’accéder à des états de résistance
synonymes d’une forte influence du vortex sur le profil de polarisation en spin, et nous étudierons en
détail ce phénomène par la théorie et les simulations micromagnétiques.
5.3.1 Balayage du champ Hplan, évolution avec le courant
Tout comme le champ d’Oersted permet de stabiliser la configuration vortex, l’application d’un
champ extérieur uniforme Hplan va permettre de stabiliser l’état uniforme. L’objectif de cette partie est
de faire varier ces deux paramètres afin de nous permettre l’observation de l’ensemble des configurations
magnétiques accessibles dans un pilier de 120nm. Sur la figure 5.3 est présentée l’évolution de la ré-
sistance et de l’état magnétique pour différentes amplitudes du courant en fonction de Hplan. Ces quatre
valeurs du courant illustrent bien les limites de stabilité des différentes configurations.
Pour la clarté de l’étude, la résistance à fort champ (RU−P ≈ 10Ω), correspondant à la configuration
parallèle uniforme dans les deux couches (U-P), a été soustraite de l’ensemble des courbes. Dans ce
qui suit, seule la courbe noire correspondant à un champ balayé dans le sens croissant sera commentée ;
l’expérience symétrique pour un balayage du champ dans le sens décroissant est également présenté par
une courbe pointillée rouge (figure 5.3).
L’évolution de la résistance à Idc = 1mA 2 (Fig. 5.3(a)) est caractéristique d’une vanne de spin GMR
dans un nano-pilier, avec un fort couplage dipolaire entre les deux couches magnétiques. En partant de
l’état parallèle uniforme à fort Hplan, tandis que la couche épaisse reste alignée dans la direction du
champ externe, son champ dipolaire permet à la couche fine de se renverser dès Hplan = 650Oe, les
aimantations s’alignant alors anti-parallèles. La différence de résistance correspond à l’amplitude de la
GMR de la vanne de spin : ∆RGMR = 70mΩ. La symétrie de la courbe confirme l’absence d’axe facile
d’aimantation, ce qui est attendu pour un pilier circulaire. On relie la diminution de résistance observée
autour de Hplan = 0 à la déstabilisation de l’état uniforme. Cette chute de résistance est trop faible pour
correspondre à la nucléation d’un vortex, mais peut être interprétée comme l’apparition d’un état de type
« C-state » [35], typiquement dans la couche épaisse 3.
2. Jdc = 8.84×106A/cm2
3. On peut noter que cette chute de résistance apparait également pour un courant 10 fois plus faible, de 100µA et ne semble
pas lié à l’influence du champ d’Oersted.
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Figure 5.3 – Pour un pilier de diamètre 120nm, ∆Rdc vs Hplan pour (a) Idc = 1mA, (b) Idc = 2mA,
(c) Idc = 7mA et (d) Idc = 9mA, pour un champ croissant (ligne continue noire) et un champ décroissant
(ligne pointillée rouge). Pour chacune des courbes, on a soustrait la valeur de la résistance à fort
champ magnétique, correspondant à l’état uniforme parallèle, représentée par la ligne pointillée verte.
Les indications et symboles présentent l’état magnétique, et si-besoin la direction, des couches épaisse
(en bas) et fine (en haut). La polarité des vortex n’est ici pas considérée.
En augmentant le courant Idc à 2mA (Fig. 5.3(b)), la configuration à 1 vortex devient stable à champ
nul dans la couche de 15nm. En balayant le champ depuis les valeurs négatives, on observe tout d’abord
une évolution vers l’état uniforme anti-parallèle, puis un vortex est nucléé dans la couche épaisse dès
que l’on passe par un champ nul. La diminution quasi-linéaire de la résistance avec le champ qui résulte
est classique du déplacement du cœur du vortex vers le bord de la couche, afin d’aligner son aimantation
moyenne dans le sens du champ ressenti [33], jusqu’à son annihilation vers 700Oe. La diminution sup-
plémentaire de résistance aux alentours du champ nul témoigne de l’apparition d’un état non-uniforme
« C-state » dans la couche fine, sans néanmoins observer de nucléation d’un vortex.
Les plus forts courants illustrent la stabilisation de l’état 2-Vortex. A Idc = 7mA (Fig. 5.3(c)), en aug-
mentant le champ depuis les négatifs, les deux chutes de résistance à −430Oe et −200Oe correspondent
à la nucléation des vortex respectivement dans les couches épaisse et fine. A Idc = 9mA (Fig. 5.3(d)),
la configuration uniforme non-parallèle n’est plus stable, et on observe une transition directe de l’état
uniforme parallèle vers l’état 1V vers −960Oe.
Si l’on transpose le modèle de la magnétorésistance décrit dans la section 1.1, dans le cas d’aiman-
tations uniformes, au cas d’aimantations de type vortex, on prédira alors que :
– la résistance moyenne du pilier sera Rdc = RU−P+ ∆RGMR2 quand un seul vortex est nucléé et centré,
– la résistance moyenne du le pilier sera Rdc = RU−P quand deux vortex sont nucléés et centrés.
Cependant, on observe sur ces courbes que chaque nucléation d’un vortex est accompagnée d’une chute
supplémentaire de résistance par rapport aux niveaux prédits, permettant d’observer des niveaux de ré-
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sistance inférieurs à RU−P. Cette observation illustre l’influence du gradient d’aimantation associé au
vortex sur les propriétés de magnéto-transport.
Figure 5.4 – R(Hplan) obtenue à faible courant (Idc = 100µA) pour un pilier de200nm. La résistance
à fort champ (4.32Ω) a été soustraite.
Pour comparaison, on présente sur la figure 5.4 la courbe R(Hplan) obtenue à faible courant Idc =
100µA pour un pilier de diamètre 200nm. On retrouve depuis les forts champs la transition de la confi-
guration uniforme parallèle vers la configuration uniforme anti-parallèle, à partir de Hplan = 500Oe.
Cependant, comme attendu, cet état n’est plus stable à champ nul et un vortex se nuclée dans la couche
épaisse. On observe ainsi une courbe très similaire à la courbe relevée à Idc = 2mA pour le pilier120nm.
On notera au passage l’amplitude de la GMR : ∆RGMR = 20mΩ.
5.3.2 Cas des plus forts courants
Nous avons vu dans la section 5.1.1 qu’à fort courant les états 2V-P et 2V-AP se distinguent (voir
figure 5.1). Nous avons alors reproduit les balayages en champ pour des courants plus élevés, et finale-
ment relevé deux évolutions possibles pour la résistance. Sur la figure 5.5, nous présentons le cas observé
à Idc = 15mA.
Le comportement est très similaire à celui de la figure 5.3(d), mais cette fois deux états apparaissent
accessibles lors de la nucléation du second vortex, tous deux inférieurs au niveau de résistance RU−P.
De même que précédemment, il n’est pas possible de discriminer directement les deux états par cette
expérience, mais nous verrons (section 5.6) que l’état de plus basse résistance correspond à l’état 2V-P de
polarités parallèles et l’état de plus forte résistance correspond à l’état 2V-AP de polarités anti-parallèles.
On retrouve la plus grande stabilité associée à l’état 2V-P, dont le champ d’annihilation du vortex de
la couche fine est plus élevé. Notons également que les deux états ont un comportement en champ qui
diffère. L’évolution de la résistance dans l’état 2V-P est régulière, présentant un minimum à champ nul
quand les deux vortex sont centrés dans leur position d’équilibre. Alors que l’évolution de résistance dans
l’état 2V-AP n’est ni symétrique, ni monotone, et ne semble ainsi pas refléter un déplacement simple et
progressif des cœurs des vortex dans leur couche respective.
Afin d’extraire la statistique d’apparition de chacun des états, nous avons reproduit 80 fois le ba-
layage en champ. La distinction se fait très facilement par une mesure de la résistance à champ nul, étant
considéré l’écart de résistance de 7mΩ entre les deux états (voir figure 5.6). Dans le cas présenté ici, les
probabilités relevées sont :
– Pour Hplan =−2kOe→ Hplan =+2kOe :P2V−P ≈ 67% pour l’état parallèle etP2V−AP ≈ 33%
pour l’état anti-parallèle.
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Figure 5.5 – Résistance en fonction du champ magnétique Hplan appliqué dans la direction du plan des
couches pour un courant Idc = 15mA, pour un champ croissant uniquement. La courbe noire représente
un passage par l’état 2V-P et la courbe rouge un passage par l’état 2V-AP. On a soustrait par souci de
clarté la valeur de la résistance à fort champ magnétique, correspondant à l’état uniforme parallèle.
Les schémas représentent les états magnétiques associés.
– Pour Hplan =+2kOe→ Hplan =−2kOe :P2V−P ≈ 12% pour l’état parallèle etP2V−AP ≈ 88%
pour l’état anti-parallèle.
Deux influences peuvent déterminer la polarité du second vortex (dans la couche fine) lors de la
nucléation. Tout d’abord, le champ dipolaire issu du cœur du vortex déjà nucléé dans la couche épaisse,
aura tendance à influer pour la nucléation d’un vortex de polarité identique. Ensuite, les défauts de la
couche à l’endroit où se nuclée le cœur du vortex ont une grande importance [123]. Il faut en effet noter
que contrairement au cas d’une nucléation à champ nul par augmentation du courant, où le cœur du
vortex peut se nucléer « n’importe où » dans la couche, ici le vortex n’a d’autre choix que de se nucléer
de façon à avoir son aimantation plane moyenne dans le sens du champ. Pour un signe de champ donné,
la nucléation se fait donc toujours au même point du bord du pilier, à la perpendiculaire de la direction du
champ appliqué, à gauche ou à droite en fonction de la chiralité. Le potentiel local (pouvant être associé
à un défaut de bord par exemple) pourra alors favoriser l’une ou l’autre des polarités. C’est ce que l’on
retrouve ici, avec deux statistiques totalement différentes pour deux points de nucléation, associés aux
deux sens de balayage du champ.
Notons qu’un comportement similaire est également observé pour des plus faibles courants jusqu’à
8mA. De même pour un balayage du champ dans l’autre direction, avec cependant une petite différence
dans les champs de nucléation, renforçant l’illustration du rôle des défauts et du potentiel local dans le
processus de nucléation.
5.4 Vortex et accumulation de spin
L’ensemble des prédictions faites jusqu’ici pour le transport se sont basées sur une extension ap-
proximative du phénomène de magnétorésistance tel que modélisé dans le cas particulier de deux aiman-
tations uniformes et colinéaires. Cependant, la formation dans les couches magnétiques de distributions
d’aimantations non-homogènes, et tout particulièrement les vortex, rend ces raisonnements insuffisants
pour comprendre et prédire l’ensemble des phénomènes qui peuvent apparaître. La chute de résistance
observée à la nucléation des vortex, et l’apparition d’un état de résistance inférieure à la résistance de
l’état uniforme parallèle en sont de bons exemples.
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Figure 5.6 – Relevé de l’état de résistance à champ nul pour 80 répétitions du balayage en champ Hplan.
On a distingué les cas des champs croissants et des champs décroissants. L’état de haute résistance
correspond à des polarité relatives anti-parallèles (2V-AP) et l’état de basse résistance à des polarités
relatives parallèles (2V-P).
Nous verrons dans cette section que l’extension du modèle de transport à deux dimensions permet
d’expliquer ces nouveaux phénomènes. Puis face à la complexité du problème, nous présenterons des
simulations 3D de transport polarisé en spin à trois dimensions.
5.4.1 Prédictions théoriques : la magnétorésistance d’interface
Reprenons le cas de l’interface entre un métal ferromagnétique F et un métal non-magnétique N, dont
les épaisseurs sont très supérieures aux longueurs de diffusion de spin respectives. Pour une aimantation
uniforme, la résistance d’interface RB entre ces deux matériaux, associée à l’accumulation de spin autour
de l’interface peut s’exprimer par [124] :
ARB =
(2α−1)2lNs f lFs f
σN lFs f +4α(1−α)σF lNs f
(5.1)
où A est l’aire de l’interface, σF,N sont les conductivités dans les matériaux, lF,Ns f sont les longueurs de
diffusions de spin (ls f ≈ 4.5nm pour le NiFe, ls f ≈ 50nm pour le Cu à température ambiante), et α est un
coefficient d’asymétrie de spin défini par : σ↑ = ασF et σ↓ = (1−α)σF .
On s’aperçoit alors que l’augmentation de la relaxation de spin, i.e. la réduction de la longueur de
diffusion de spin ls f , dans l’un ou l’autre des matériaux, implique une réduction de la résistance d’inter-
face. Pour des matériaux donnés (et des ls f fixées), il est également possible d’augmenter la relaxation en
introduisant une non-homogénéité de l’aimantation à l’échelle de ls f . Cette non-homogénéité va en effet
entrainer une relaxation du spin par diffusion latérale. Pour le cas du vortex par exemple, deux nouveaux
canaux de relaxation sont à envisager (illustrés sur la figure 5.7) :
– (a) Après une diffusion orthoradiale, correspondant à un déplacement d’un angle ϕ, la polarisation
d’un électron est alors non-colinéaire à l’aimantation locale.
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– (b) Après une diffusion radiale, deux électrons issus de points de chaque côté du cœur auront des
polarisations opposées qui vont se compenser à leur rencontre au centre du disque.
Figure 5.7 – Illustration de la relaxation topologique de spin dans l’état vortex (a) par diffusion ortho-
radiale, et (b) par diffusion radiale vers le centre du disque.
Il y aura donc relaxation du spin par diffusion. Urazhdin et al. [40] appellent ce phénomène « relaxa-
tion de spin topologique », car elle est liée directement à la topologie du vortex, et est indépendante des
paramètres de relaxation de spin intrinsèques aux matériaux. Dans le cas où il est possible de faire varier
l’homogénéité de l’aimantation avec le champ magnétique (passage d’un vortex à une aimantation uni-
forme par exemple), et donc la résistance, on peut alors parler d’effet de magnéto-résistance d’interface
(IMR) [125].
Reprenons les équations du transport polarisé en spin, dans le cas simple d’une direction unique de
polarisation :

~∇2µ0 = 0 (5.2a)
~∇2∆µ =
∆µ
l2s f
(5.2b)
où µ0 = αµ↑+(1−α)µ↓ et ∆µ= µ↑−µ↓, et où l’on a négligé dans un premier temps pour la simplicité la
diffusion dépendante du spin à l’interface. Dans le cas d’une aimantation non-homogène, deux problèmes
viennent se poser :
– Le modèle scalaire à deux potentiels µ↑ et µ↓ ne décrit plus la distribution des électrons car la
direction de l’aimantation varie dans l’espace.
– La distribution de polarisation des électrons varie à la fois dans les directions perpendiculaire et
parallèle à l’interface.
Ainsi, il est nécessaire de considérer un modèle plus complexe, afin notamment de résoudre les
courants de spin induits par la diffusion. L’encadré suivant propose quelques bases de ces calculs.
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Calculs de transport pour une aimantation non-homogène
Dans le cas d’un vortex centré, pour lequel on négligera le cœur (l’aimantation reste dans le plan),
la distribution locale des électrons peut être décrite par un spineur de rang 2. En tout point, selon
l’axe local de polarisation, ce spineur s’exprime par :
µˆ =
[
µav+∆µ/2 0
0 µav−∆µ/2
]
(5.3)
avec µav =
µ↑+µ↓
2 et ∆µ = µ
↑−µ↓. On choisit de prendre pour référence l’axe de polarisation corres-
pondant à ϕ = 0. Pour les points à ϕ 6= 0, il est alors nécessaire de réaliser une rotation de l’axe de
quantification (voir annexe A de la ref. [124]) pour exprimer le spineur selon l’axe de référence :
µˆ(ϕ= 0) =
[
µav+∆µ/2 0
0 µav−∆µ/2
]
µˆ(ϕ) = tUˆ(ϕ)µˆ(0)Uˆ(ϕ)
Uˆ(ϕ) =
[
cos(ϕ/2) −sin(ϕ/2)
sin(ϕ/2) cos(ϕ/2)
] (5.4)
Etant donné la symétrie du système, µav et ∆µ sont indépendants de ϕ. A ρ donné, on peut alors
réécrire l’équation de diffusion de spin, en incluant le nouveau processus de relaxation latérale, qui
se traduit par un gradient de potentiel µˆ non nul selon la coordonnée ϕ :
jˆϕ = σˆ
(
1
ρ
∂µˆ
∂ϕ
)
6= 0ˆ (5.5)
où ρ est la distance à l’axe du pilier, et σˆ est le spineur de conductivité. D’après (5.5), il existe un
courant jˆϕ circulant selon la circonférence du disque. L’équation de diffusion (5.2b) doit alors être
complétée pour tenir compte de ce nouveau courant par le terme suivant :
~∇2ϕµˆ =
1
ρ2
∂2µˆ(ϕ)
∂ϕ2
=
∆µ
2ρ2
[−1 0
0 1
]
(5.6)
Ce qui aboutit à l’équation :
~∇2∆µ =
(
1
l2s f
+
1
ρ2
)
∆µ (5.7)
L’équation (5.2a) reste quant à elle inchangée.
Par analogie avec l’équation (5.2b), on peut définir une longueur de diffusion de spin équivalente
λ(ρ), dépendante de la position dans le pilier :
1
λ(ρ)2
=
1
l2s f
+
1
ρ2
(5.8)
avec λ(ρ)< ls f : on a bien augmenté la relaxation de spin, et ce d’autant plus qu’on est proche du centre
du vortex.
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La résolution analytique de ces équations reste complexe, et dépasse le cadre de ce manuscrit.
Nous nous contenterons dans un premier temps de montrer l’influence de ces termes à travers les ré-
sultats obtenus par Urazhdin et al.. La figure 5.8(a) présente ainsi la distribution de courant de spin
~js = (h¯/2e)(~j ↑−~j ↓) dans l’état vortex selon une coupe longitudinale, pour le cas de l’interface Py/Cu
dans le cas d’un pilier de100nm. Les courants de spin topologiques orthoradiaux (selon la coordonnée
ϕ) n’apparaissent pas ici mais sont pris en compte dans les calculs. On peut clairement voir apparaître
sur cette figure des courants de spin radiaux dirigé vers le cœur du vortex, qui se compensent à ρ = 0,
comme attendu par les raisonnements qualitatifs.
Figure 5.8 – (a) Distribution de courant de spin js de chaque côté de l’interface Py/Cu. Les plus
grosses flèches correspondent à jS = 0.12(h¯/2e) j. (b) « Magnétorésistance d’interface » pour les in-
terfaces Py/Cu (ligne continue) et Py/Au (ligne pointillée) causées par la transition entre les états uni-
forme et vortex. Pour un rayon de 100nm, on observe ∆R = 5.4mΩ et ∆R = 5.4mΩ pour les interfaces
respectives.
Une fois résolue l’accumulation de spin en fonction de la position, il est alors simple de calculer la
résistante d’interface total RB. La figure 5.8(b) montre la différence de résistance, appelée précédemment
« magnéto-résistance d’interface », entre les états uniforme et vortex, en fonction du rayon du pilier, pour
le cas des interfaces Py/Cu et Py/Au. Cette différence de résistance augmente exponentiellement lorsque
le rayon r décroit, signe que l’essentiel de la perte d’accumulation se fait à proximité du cœur du vortex.
Pour donner un ordre de grandeur, des variations de résistance de 5mΩ peuvent être obtenues pour un
rayon de 100nm, ce qui devient non négligeable par rapport à l’amplitude de la GMR.
Néanmoins, il est également important de noter les limitations de ce modèle. Tout d’abord, il n’est
pas tenu compte de la distribution d’aimantation au cœur du vortex. C’est la raison de la divergence de la
magnéto-résistance d’interface présentée sur la figure 5.8(b) aux faibles rayons. L’erreur est donc d’autant
plus grande que le pilier est de faible diamètre. Ensuite, ce modèle ne considère qu’un vortex centré, ce
qui limite nos conclusions. Pour finir, ce modèle considère que l’accumulation due à l’interface F/N est
seule responsable de l’effet de magnéto-résistance, ce qui n’est bien sûr pas le cas dans les multicouches
magnétiques telles que nous étudions. Notamment, l’effet de magnéto-résistance d’interface se verra
fortement diminué si une autre interface à une distance inférieure à ls f vient perturber la relaxation.
Pour aller au delà et considérer l’ensemble des effets, nous avons décidé de nous tourner vers des
simulations de transport 3D polarisé en spin.
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5.4.2 Simulations micromagnétiques 3D pour le calcul de la polarisation en spin
5.4.2.1 Présentation
Pour comprendre complètement l’évolution de la résistance avec le champ Hplan pour le nano-pilier
de 120nm présentée à la figure 5.5, nous avons réalisé des simulations en utilisant le logiciel Spin-
Flow3D, une plateforme permettant de résoudre en trois dimensions la configuration magnétique ainsi
que le transport polarisé en spin de façon couplée, en se basant sur une méthode à éléments finis. La
structure est simulée dans son ensemble, en tenant compte des dimensions exactes des couches ainsi
que des contacts métalliques. On résume dans les trois tableaux suivants (5.1 à 5.3)les paramètres ma-
gnétiques et de transport utilisés pour la simulation. Les paramètres magnétiques pour les deux couches
sont extraits d’une étude effectuée au CEA SPEC (Saclay) sur la caractérisation des états uniformes (cf.
section 4.1.3, p.63) Les paramètres de transport utilisés sont issus des valeurs classiques trouvées dans
la littérature [126]. L’amplitude de la magnétorésistance calculée par les simulations est très proche de
la valeur observée expérimentalement (70mΩ).
Figure 5.9 – Géométrie du système simulé grâce au logiciel Spinflow3D.
La figure 5.9 présente la géométrie du système que nous avons simulée. La taille du maillage diffère
en fonction des couches, de façon à limiter le nombre de nœuds tout en respectant une taille de maille
inférieure aux longueurs d’échange et de diffusion de spin des différents matériaux. Le pilier est constitué
de la tricouche Py/Cu/Py, et de deux couches de Cu et Au de 40nm aux extrémités. Les électrodes sont
modélisées par deux plots cubiques de 70nm d’épaisseur prolongeant ces deux couches.
ρ (µΩ.cm) ls f (nm)
Cu 3.0 170.
NiFe 12.0 5.
Au 5.2 10.
Tableau 5.1 – Paramètres de transport dans les matériaux
82 5 Configurations magnétiques et transport
r∗b (Ω.µm
2) γ g↑,↓ (Ω−1.µm−2)
Cu/NiFe 5×10−4 0.55 390
Au/NiFe 5×10−4 0.77 1000
Tableau 5.2 – Paramètres de transport aux interfaces
LE 2 (nm2) µ0MS (T) α β
NiFe (4nm) 39.22 0.80 0.014 0.76
NiFe (15nm) 27.27 0.96 0.0085 0.76
Tableau 5.3 – Paramètres magnétiques des matériaux
En prenant comme point de départ la configuration à deux vortex à champ nul, le champ Hplan est
augmenté progressivement dans une direction perpendiculaire à l’axe du pilier, et on résout à chaque
pas la configuration magnétique stable associée, grâce à la résolution de l’équation de Landau-Lifshitz-
Gilbert statique (qui ne tient pas compte des effets de transfert de spin) à T = 0K, puis pour chacune on
calcule le transport 3D polarisé en spin associé dans tout le pilier. La simulation est prolongée jusqu’aux
forts champs pour lesquels les aimantations des deux couches se retrouvent uniformes.
5.4.2.2 Comparaison à l’expérience : R(Hplan)
Sur la figure 5.10, on reporte à gauche les résultats de la simulation, et à droite les résultats expéri-
mentaux, à la même échelle, pour les deux configurations magnétiques de départ : 2V-P (courbe noire) et
2V-AP (courbe rouge). Pour indication, en pointillés verts est également reporté le cas d’une simulation
pour un état de départ avec un unique vortex dans la couche épaisse 4.
Figure 5.10 – A gauche : résultats de la simulation SpinFlow3D R© pour Idc = 15mA, et à droite :
courbe R(Hplan) expérimentale pour Idc = 15mA (cf. figure 5.5). Pour les deux figures, la courbe noire
correspond à un départ dans l’état 2V-P, et la courbe rouge à un départ dans l’état 2V-AP. Sur la figure
de droite, la courbe en pointillés verte correspond au cas hypothétique d’un départ dans l’état 1V à
champ nul.
4. En raison de la bistabilité du vortex dans la couche fine, renforcée par l’absence d’imperfection dans la simulation, il est
possible de choisir artificiellement l’état magnétique de départ : 1V ou 2V.
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La courbe issue des simulations montre un bon accord avec la courbe expérimentale. A faible Hplan,
dans les configurations à deux vortex, la simulation prédit une faible augmentation de la résistance avec
le champ, ce qui est en bon accord avec le comportement expérimental dans la configuration de polarités
identiques (2V-P). En revanche, l’évolution expérimentale dans la configuration de polarités opposées
(2V-AP) est éloignée de la prédiction des simulations. Pour les deux courbes, le champ d’annihilation du
vortex de la couche fine, marqué par une brusque augmentation de la résistance, est plus faible lorsque
les polarités sont opposées que lorsqu’elles sont identiques. Au delà de ce champ, une évolution linéaire
de la résistance est observée, cohérente avec le déplacement du vortex de la couche épaisse vers le bord
du plot sous l’influence de Hplan. Lorsque le champ d’annihilation du vortex de la couche épaisse est
atteint, la résistance du système varie de nouveau brusquement pour alors rejoindre une valeur proche de
sa valeur à fort champ, associée à une configuration d’aimantations uniformes et parallèles.
Deux conclusions peuvent être tirées de ces simulations :
(1) Le comportement en résistance de l’état 2V-P est bien reproduit par les simulations micromagné-
tiques statiques. Ceci nous amène à conclure qu’expérimentalement, dans cette configuration, les
deux vortex restent également à leur position d’équilibre, et qu’aucune dynamique n’est excitée.
(2) La différence de résistance entre les états 2V-P et 2V-AP (≈ 7mΩ) n’est pas expliquée par des
simulations statiques. Nous pouvons alors envisager que l’augmentation de résistance soit due expé-
rimentalement à l’apparition, lorsque les polarités sont opposées, d’une dynamique de l’aimantation
qui aurait pour effet de séparer les deux cœurs de vortex.
Nous travaillerons dans la suite de notre étude à confirmer ces hypothèses, grâce à la caractérisation
expérimentale des propriétés dynamiques du système.
5.4.2.3 Cartographies de l’accumulation de spin
Le résultat des simulations nous permet également d’accéder aux cartographies de nombreuses don-
nées, en plus des configurations magnétiques et de la résistance totale du pilier : le potentiel, l’accumu-
lation de spin, ou encore les densités de courants de charge et de spin. Ces données nous permettront
notamment de localiser les effets de perte d’accumulation de spin dans la multicouche.
Des cartographies de la norme du potentiel d’accumulation de spin ∆µ 5 sont présentées sur la
figure 5.11 correspondant aux différentes configurations magnétiques associées aux champs Hplan =
1300Oe, 700Oe, 600Oe et 0Oe. Le plan de coupe choisi contient l’axe du pilier et les cœurs de vortex
(plan perpendiculaire à la direction d’application).
Comparons les cartographies à Hplan = 1300Oe, où les aimantations sont uniformes et strictement
parallèles, et Hplan = 0Oe, où les aimantations sont strictement parallèles mais en vortex. Dans le cas
d’une configuration magnétique vortex centré, nous avons vu que la longueur de diffusion de spin équi-
valente λ s’éloigne de ls f . Dans le cuivre par exemple, en reprenant l’équation (5.8) et en notant que la
longueur de diffusion de spin dans ce matériau est très grande (ls f = 170nm), on peut alors écrire que
λCu(ρ) ≈ ρ << ls f , et que la relaxation de spin topologique devient le phénomène de relaxation princi-
pal. Pour nous en convaincre, nous reprenons sur la figure 5.12 l’évolution comparée de l’accumulation
de spin pour les configurations magnétiques uniformes parallèles et vortex parallèles selon des chemins
parallèles à l’axe du pilier. Cette évolution est bien sur indépendante de la distance à l’axe pour le cas uni-
forme, mais on constate que le profil d’accumulation est modifié au fur et à mesure que l’on se rapproche
de l’axe du pilier dans le cas vortex.
5. Le potentiel de spin tel qu’il est résolu par le logiciel est un champ de vecteurs, dont la norme correspond à l’amplitude
de l’accumulation de spin ∆µ, et la direction indique la direction locale des spins.
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Figure 5.11 – Cartographie de l’amplitude du potentiel de spin dans une coupe longitudinale du pi-
lier, pour les configurations magnétiques obtenues à Idc = 15mA, et Hplan = 0Oe, 600Oe, 700Oe, et
1300Oe, correspondants à quatre points de la figure 5.10. La coupe passe par l’axe du pilier et est
faite dans la direction perpendiculaire au champ appliqué. Sous l’influence du champ, les vortex se
déplacent vers la gauche.
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Figure 5.12 – Evolution du potentiel d’accumulation de spin ∆µ en fonction de la coordonnée z dans un
nano-pilier. En ligne continue pour une configuration magnétique uniforme parallèle, et en ligne poin-
tillée pour une configuration à deux vortex de chiralités et polarités parallèles à 45nm (ligne noire)
et 15nm (ligne bleue) de l’axe du pilier. Les lignes verticales délimitent les différentes couches métal-
liques.
Au sein de l’empilement Py/Cu/Py, l’accumulation de spin est très peu modifiée. En effet, les épais-
seurs des couches ne permettent pas une relaxation topologique conséquente au delà d’une région d’une
vingtaine de nm autour du centre. Pour cette raison, la différence de résistance entre les états 2V de
chiralités identiques ou opposées est très proche de la différence observée entre les états uniformes pa-
rallèles ou anti-parallèles, et ce d’autant plus que le rayon du pilier est grand. Cela correspond bien à
l’observation faite sur la figure 5.2, où la variation de résistance entre les états de chiralités parallèles et
anti-parallèles atteint 80% de ∆RGMR.
Au deux interfaces externes Py/Cu et Py/Au par contre, où les métaux non-magnétiques s’étendent
sur une épaisseur bien plus grande que les longueurs de relaxation de spin, on observe une différence
conséquente des profils d’accumulation de spin. Cette différence apparait très clairement à l’interface
entre la couche épaisse de Permalloy et le contact de cuivre. A Hplan = 1300Oe, lorsque l’aimantation est
uniforme, l’accumulation de spin est maximale à l’interface, et décroit lentement lorsque l’on s’éloigne
de l’interface (voir ligne continue sur la figure 5.12), selon une loi de décroissance de la forme e−d/ls f , où
d est la distance à l’interface. A Hplan = 0 par contre, lorsque le vortex est centré dans la couche épaisse,
la relaxation augmente fortement et on observe alors une décroissance de l’accumulation de spin dans la
couche de cuivre plus rapide, de la forme e−d/ρ, où ρ représente la distance radiale au cœur du vortex
(voir lignes pointillées sur la figure 5.12). L’accumulation de spin est relaxée d’autant plus rapidement
qu’on se trouve proche du cœur du vortex. En conséquence, l’accumulation de spin à l’interface est
également sensiblement réduite : à ρ = 45nm (soit à 15nm du bord du pilier), on observe ainsi que
l’accumulation à l’interface est réduite de moitié par rapport au cas de la configuration uniforme. La
réduction de l’accumulation de spin autour des interfaces externes est à l’origine de la chute de résistance
observée entre les états de configuration uniformes parallèles et vortex parallèles.
Lorsque le champ Hplan augmente (voir Hplan = 600Oe sur la figure 5.11), le cœur du vortex dans
la couche épaisse est progressivement décentré. On observe alors une augmentation de l’accumulation
de spin dans le Cu au niveau du bord le plus éloigné du cœur (à droite sur la figure), tandis que celle-
ci diminue de l’autre côté. La magnétorésistance d’interface varie alors peu. La faible augmentation de
résistance observée entre Hplan = 0 et 600Oe est due à la séparation progressive des cœurs de vortex,
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en raison de la différence de susceptibilité des deux couches. Entre les deux cœurs, une zone où les
aimantations relatives sont anti-parallèles apparait, associée à une augmentation de l’accumulation dans
la couche de Cu intermédiaire de l’empilement Py/Cu/Py.
A Hplan = 700Oe, le vortex de la couche fine est annihilé, et la couche retrouve une configuration
uniforme dans la direction du champ. Sur une portion du pilier (à gauche du cœur du vortex restant),
les aimantations relatives des deux couches sont anti-parallèles, et une forte accumulation de spin est
de nouveau observée dans la couche de Cu intermédiaire (voir Hplan = 700Oe sur la figure 5.11). Ceci
explique la brusque augmentation de résistance associée à l’annihilation du vortex. lorsque la couche fine
reprend une configuration uniforme à 700Oe.
5.4.2.4 Conséquences sur l’effet de transfert de spin
Bien que peu modifiée, il est important de noter que toute réduction de l’accumulation de spin dans
l’empilement Py/Cu/Py, et notamment aux interfaces, aura une influence directe sur l’amplitude du trans-
fert de spin dans les couches respectives. Pour estimer avec exactitude les profils des forces de transfert
de spin, il sera intéressant par la suite de se reporter à ces simulations pour extraire les profils exacts de
la polarisation du courant, et les inclure dans nos calculs.
5.5 Evolution de la résistance avec la distance inter-cœurs
Comme nous avons pu l’introduire précédemment, la résistance dans la configuration à deux vortex
augmente lorsque les deux cœurs se séparent. Nous avons souhaité quantifier cette augmentation et éva-
luer sa dépendance avec la distance inter-cœurs δ12. Grâce au logiciel SpinFlow3D, nous avons évalué
pour un ensemble de 1000 positions aléatoires la valeur de la résistance du nano-pilier en fonction de
δ12. Les résultats sont présentés sur la figure 5.13. La différence entre les configurations de polarités
parallèles ou anti-parallèles est négligeable.
Figure 5.13 – Résistance d’un nano-pilier de 120nm dans la configuration à deux vortex en fonction
de la distance inter-cœurs.
Nous observons que la résistance peut être décrite comme une simple fonction de la distance δ12, et ne
dépend quasiment pas de la position absolue des cœurs de vortex. Elle augmente d’abord lentement avec
δ12 jusqu’à ≈ 15nm, avant d’augmenter linéairement avec δ12. Cette courbe nous permet par exemple
d’évaluer pour l’état « 2V-AP » observé à Idc = 15mA sur le pilier 120nm (cf. figure 5.10(b)) que
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l’augmentation de résistance d’environ 8mΩ correspond à une distance inter-cœurs moyenne d’environ
50nm, cohérent avec l’excitation d’une dynamique gyrotropique par transfert de spin.
5.6 Stabilité avec le champ perpendiculaire et contrôle des polarités
Nous avons distingué dans les précédentes sections deux états à deux vortex, qui diffèrent par les
polarités relatives des vortex : « 2V-P » pour P15nmP4nm =+1, et « 2V-AP » pour P15nmP4nm =−1. Nous
avons déjà évoqué dans la section 5.2 la possibilité d’utiliser un champ Hperp pour influencer la polarité
des vortex lors de leur nucléation, et nous intéressons maintenant à son influence sur les vortex stabilisés.
Bien que la littérature théorique et expérimentale à ce sujet [127, 128, 129, 130, 131] n’évoque au-
cune dépendance du champ de retournement du cœur avec l’épaisseur de la couche 6, nous démontrons
expérimentalement dans cette section qu’il est également possible grâce à Hperp de renverser indépen-
damment chacune des polarités afin de contrôler leur signe relatif.
Pour observer les renversements, nous avons réalisé une mesure de la résistance Rdc en fonction
de Hperp. La différence de résistance qui existe entre les deux configurations 2V-P et 2V-AP (voir sec-
tion 5.3.2) nous permet alors de facilement les différencier.
5.6.1 Résultats expérimentaux
Figure 5.14 – (a) Résistance mesurée à Idc = 11mA sur un pilier de120nm, à Hplan nul, en fonction du
champ perpendiculaire Hperp. La ligne continue noire représente l’évolution pour un champ croissant,
tandis que la ligne pointillée rouge représente un cycle mineur où le sens de balayage est inversé à
Hperp =+2500Oe. Les lignes pointillées verticales indiquent les champ de retournement des polarités.
Les schémas représentent la configuration de polarité des deux vortex (en haut : couche 4nm, en bas :
couche 15nm. La zone grisée correspond à la zone de bistabilité où les états 2V-P et 2V-AP sont
observables. (b) Simulation SpinFlow3D R© pour deux vortex de polarités identiques P15nm =P4nm =−1
pour un champ Hperp variant de 0 à−5000Oe. Les deux courbes (a) et (b) sont présentées avec la même
échelle.
La figure 5.14(a) présente une mesure réalisée sur un pilier de 120nm à Idc = 11mA. A ce courant,
le seul état stable dans chacune des couches est un vortex. Appliquer un champ de Hperp = −6000Oe
6. A notre connaissance, seuls A. Thiaville et al. [131] mentionnent une diminution du champ de retournement de la
polarité pour des plots magnétiques isolés pour une épaisseur diminuée à partir de 15nm, suite à une communication privée
avec T. Okuno.
88 5 Configurations magnétiques et transport
permet d’imposer systématiquement les polarités dans le sens du champ : P15nm = P4nm = −1, ce qui
constituera l’état de départ. Puis, alors que le champ est augmenté vers les champs positifs (suivre la
courbe noire), à Hperp = 2430Oe, la polarité de l’un des vortex se retourne. Ce retournement est associé
à une brusque augmentation de résistance. De la même façon, si l’on continue à augmenter le champ,
à Hperp = 2800Oe, un second retournement se produit, accompagné d’une brusque diminution de la
résistance : on arrive alors dans l’état P15nm = P4nm =+1.
Il devient alors évident de faire la discrimination entre les deux états de résistance : l’état 2V de plus
faible résistance correspond à l’état de polarités parallèles 2V-P, et celui de résistance plus élevée à l’état
de polarités anti-parallèles 2V-AP. La continuité apparente de l’évolution de la résistance entre les états
P15nm = P4nm =−1 et P15nm = P4nm =+1 contribue à indiquer que ces deux états sont bien équivalents.
Un raisonnement rapide, appuyé par les observations expérimentales d’autres groupes (voir note 6),
nous amène à supposer que c’est vraisemblablement la polarité de la couche fine (dans laquelle le vortex
est moins stable) qui se retourne à un champ plus faible, et la polarité de la couche épaisse qui se retourne
en second. On observe donc sur cette courbe l’état (P15nm =−1,P4nm =+1). L’état (P15nm =+1,P4nm =
−1) est observable en réalisant l’expérience symétrique à champ décroissant.
Sur la figure 5.14(a), on présente également une boucle mineure (suivre la courbe pointillée rouge) :
après le premier retournement (P4nm = +1) la direction de balayage du champ est inversée, de façon
à finalement retourner de nouveau la polarité de la couche fine (P4nm = −1) à Hperp = −1200Oe. On
peut ainsi mettre en avant une large zone de bistabilité des deux états, qui nous permettra dans les cha-
pitres suivant de comparer leurs propriétés. La différence entre les deux champs de retournement de la
couche fine est relativement importante (1200Oe), et ne peut pas être simplement expliquée par l’in-
fluence du champ dipolaire du cœur de la couche épaisse. Cet écart laisse envisager que les processus de
renversement de la polarité sont complexes, et peuvent notamment être influencés par le comportement
dynamique de l’aimantation, et donc par les effets de transfert de spin.
5.6.2 Simulation
L’évolution quasi-parabolique de la résistance dans l’état 2V-P a pu être fidèlement reproduite par
des simulations de transport 3D grâce au logiciel SpinFlow3D R©, dans le cas où les deux polarités sont
orientées dans le sens du champ. Elle est présentée pour comparaison sur la figure 5.14(b) avec une
échelle identique. Il apparait que cette augmentation de résistance est due à la différence de réponse des
deux aimantations au champ perpendiculaire, en raison de la différence d’aimantation à saturation MS
entre les deux couches. Dans le corps du vortex, sous l’action d’un champ magnétique perpendiculaire
au plan des couches, les moments magnétiques ont tendance à sortir du plan, ce qui se résume par
une aimantation hors du plan miz =
Hperp
4piMiS
. Ainsi, alors que Hperp augmente, l’angle entre les spins des
deux couches au niveau du corps du vortex augmente également, et par l’effet de magnétorésistance, la
résistance globale augmente.
Nous avons pu voir dans ce chapitre que l’étude des courbes de transport Rdc(Idc) et Rdc(H)
permet un suivi précis de la configuration magnétique du nano-pilier. Grâce à cela, nous avons pu
démontrer que nous somme capables de contrôler précisément les transitions entre les différents
états dans chacune des couches : quasi-uniforme et vortex, ainsi que de contrôler les paramètres
chiralité et polarité des vortex une fois nucléés. L’accès à ces différentes configurations magnétiques
nous permettra dans la suite de notre étude de comparer leur propriétés magnétiques.
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Ce chapitre nous a également amené à introduire la complexité des phénomènes de transport
polarisés en spin dans des structures à aimantation vortex. Nous avons vu que les forts gradients
associés à cette configuration d’aimantation introduisent de nouveaux canaux de relaxation qui
modifient fortement les profils d’accumulations de spin par rapport aux modèles que nous pou-
vions utiliser dans le cas d’aimantation quasi-uniformes. Lors de futurs calculs impliquant les pro-
fils de polarisation en spin du courant, notamment les effets de transfert de spin, il sera important
d’évaluer l’importance de ces modifications.
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Chapitre 6
Propriétés hyperfréquences : les
prédictions
L’objectif dans ce chapitre est d’étudier les effets du transfert de spin dans un système à deux vortex.
Après avoir présenté les calculs de la force de transfert de spin en nous concentrant sur le cas d’un polari-
seur planaire non-homogène, nous analyserons la forme de la force résultante dans le cas d’un polariseur
vortex. Nous complèterons ensuite ces prédictions analytiques par des simulations micro-magnétiques du
système de vortex couplés, qui nous permettrons d’étudier l’influence des différentes contributions à l’in-
teraction dipolaire. Nous présenterons enfin une étude numérique du signal magnétorésistif associé aux
auto-oscillations des vortex couplés pour différentes géométries du système. Le but étant de comprendre
l’origine du signal détecté.
6.1 Effets d’un polariseur plan non-homogène
Nous avons introduit dans la section 2.2.3 le calcul de la contribution du transfert de spin pour un
polariseur uniforme dirigé perpendiculairement au plan des couches. Le calcul de l’effet du transfert de
spin sur le vortex dans le cas d’un polariseur dont l’aimantation est uniforme et orientée dans le plan
aboutit à une force ne contribuant pas au mouvement gyrotropique entretenu. Cependant, l’observation
expérimentale d’oscillations gyrotropiques de vortex excitées par transfert de spin dans le cas d’un cou-
rant polarisé par une couche magnétique dont l’aimantation est confinée dans son plan nous ont amené à
s’intéresser au cas d’un polariseur planaire non homogène [132].
6.1.1 Calcul de la force de transfert de spin
Nous considérons un couche magnétique contenant un vortex, parcourue par un courant polarisé en
spin dont la polarisation ~p est supposée dirigée dans le plan de la couche, et peut être non homogène selon
la section. Tout comme dans la section 2.2.3, la force de transfert de spin sera déduite par la méthode du
calcul de sa puissance, à partir de la formule (2.28). On supposera une dépendance angulaire classique
du transfert de spin. Les détails du calculs sont repris dans l’encadré qui suit.
Calcul de la force de transfert de spin : polariseur planaire
L’expression de la puissance associée au transfert de spin est :
E˙ST T =
aJJMS
γ
∫
V
(
Θ˙pΦ− Φ˙pΘ sinΘ
)
d3~r (6.1)
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avec dans le cas d’un courant polarisé dans la direction du plan de la couche ~p = px~ex+ py~ey (pΦ =
−px sinΦ+ py cosΦ et pΘ = cosΘ(px cosΦ+ py sinΦ)), ce qui permet de réécrire :
E˙ST T =
aJJMS
γ
∫
V
[
(−px sinΦ+ py cosΦ)Θ˙− sinΘcosΘ(px cosΦ+ py sinΦ)Φ˙
]
d3~r (6.2)
L’angle Θ est compris entre 0 et pi/2 dans le cœur du vortex, mais est constant et égal à pi/2
partout ailleurs, donc l’expression dans l’intégrale s’annule partout sauf au niveau du cœur. On
choisira d’utiliser pour décrire la distribution d’aimantation hors du plan dans le cœur le modèle
d’Usov (2.5). La composante planaire de l’aimantation, dans la région cœur, est convenablement
décrite par le modèle du vortex rigide (SVA), et nous avons choisi de nous limiter à celui-ci. Soit en
posant P la polarité du vortex, et~r′(ρ′,χ′) =~r−~X , on obtient :
tan(Θ/2) = P
ρ′
b
=⇒
sinΘcosΘ= P
2bρ′
b2+ρ′2
b2−ρ′2
b2+ρ′2
Θ˙= ∂Θ
∂~X
· ~˙X =−P 2bb2+ρ′2
(
~r′
ρ′ · ~˙X
)
=−P
(
2b
b2+ρ′2ρc sinχ
′
)
χ˙c
(6.3)
Φ= arg
(
~r′
)
+C
pi
2
= χ′+C
pi
2
(6.4)
Φ˙=
∂Φ
∂~X
· ~˙X = ∂Φ
∂χc
χ˙c =−
(
ρc
ρ′
cosχ′
)
χ˙c (6.5)
On peut sans perte de généralité effectuer une rotation du repère d’un angle χc, et choisir comme
variables d’intégration les nouvelles coordonnées ~r′(ρ′,χ′) qui prennent leur origine au cœur du
vortex, ce qui permet de mettre l’intégrale sous la forme :
E˙ST T =
aJJMSL
γ
PC
∫ ρ′=b
ρ′=0
2b
b2+ρ′2
∫ χ′=2pi
χ′=0
(
px cosχ′+ py sinχ′
)
~r′ dχ′ dρ′ · ~˙X
−aJJMSL
γ
PC
∫ ρ′=b
ρ′=0
2bρ′
(
b2−ρ′2)
(b2+ρ′2)2
ρc
ρ′
∫ χ′=2pi
χ′=0
(
px sinχ′− py cosχ′
)
cosχ′ dχ′ dρ′ χ˙c
On supposera pour simplifier la suite du calcul que la polarisation du courant au niveau du cœur est
constante et égale à p, ce qui est d’autant plus vrai que le rayon de giration est grand, et que le cœur
du vortex en rotation est éloigné du centre du polariseur. La principale contribution est apportée par
la première intégrale, que l’on se contentera de calculer ici a :∫ χ′=2pi
χ′=0
(
px cosχ′+ py sinχ′
)(
ρ′ cosχ′~ex+ρ′ sinχ′~ey
)
dχ′ = piρ′ (px~ex+ py~ey) = piρ′ ~p
E˙ST T =
aJJMSL
γ
PCpib
∫ ρ′=b
ρ′=0
2ρ′
b2+ρ′2
dρ′ ~p · ~˙X
=⇒ E˙ST T = aJJMSLγ PCpib ln2 ~p · ~˙X = ~FST T · ~˙X (6.6)
a. Addendum : il apparait après calcul complet que le second terme apporte également une contribution, plus faible
mais toutefois non négligeable.
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Dans le cas d’un courant polarisé dans une direction contenue dans le plan des couches, on obtient
une expression de la force de transfert de spin sous la forme [132] 1 :
~FST T =
aJJMSL
γ
PCpib ln2 ~p (6.7)
où ~p est la direction de polarisation du courant, supposée constante dans toute la région du cœur du
vortex. On notera que ce résultat est valable quel que soit le mouvement du cœur (et non limité à un
mouvement à orbite constante).
Deux remarques importantes :
(1) Le transfert de spin agit ici uniquement sur le cœur du vortex. Ainsi, la direction de la force change
de sens avec le signe de la polarité, ce qui n’était pas le cas pour le polariseur perpendiculaire.
(2) L’amplitude de cette force ne dépend pas directement de la position du cœur dans le disque.
Si l’on considère le cas d’un polariseur planaire uniforme, la force est toujours orientée dans la
même direction. Cette force aura alors pour effet de décaler la position d’équilibre statique du vortex,
mais ne contribuera pas à entretenir des oscillations gyrotropiques en compensant l’amortissement. Il est
nécessaire pour cela que la force de transfert de spin change de direction avec la position du vortex. Il
faut donc introduire une variation spatiale ou temporelle de la force.
(a) Une première possibilité est d’appliquer un courant alternatif à la fréquence de giration, ce qui per-
met d’avoir une force orientée selon une direction pendant une demi-période, et selon la direction
opposée durant l’autre demi-période. Cette solution a été mise à contribution dans la référence [96]
pour agir sur le vortex en giration afin de le synchroniser à une source de courant alternatif.
(b) Une seconde solution est de se placer dans une structure dans laquelle on observe une dépendance
angulaire asymétrique du transfert de spin. V. Sluka et al. ont montré qu’une telle dépendance aboutit
dans le cas d’un polariseur parfaitement homogène à une action non-nulle du transfert de spin [133].
(c) Une dernière solution est de considérer un polariseur non-homogène, de façon à ce que la polarisation
suive l’évolution de la direction de la vitesse du cœur de vortex. Le polariseur non-uniforme idéal
que nous décrivons ici serait un polariseur circulaire, dont l’aimantation serait partout orthoradiale 2 :
~p =−Cpol~eχ, en notant Cpol la chiralité de la couche polarisatrice.
Dans ce troisième cas, la force de transfert de spin prend alors la forme :
~FST T =−aJJMSLpibγ PCCpol ln2 ~eχ =−λPCCpolJ ~eχ (6.8)
où λ = aJMSLpib/γ, et b est le rayon du cœur du vortex.
Pour un courant constant, l’amplitude de la force est alors constante. Il est important de noter que
cette expression n’est pas valable pour des rayons de giration faibles, cas pour lesquels l’approximation
de polarisation en spin du courant incident constante dans la région du cœur n’est plus valable (le cœur du
vortex est proche du centre du polariseur circulaire). On pourra néanmoins avoir une idée de l’évolution
globale de la force en évaluant numériquement l’intégrale pour une distribution de polarisation circulaire,
en faisant apparaître une polarisation équivalente pcirc.(ρc) :
~FST T =−aJJMSLγ PCCpolpib ln2 pcirc.(ρc) ~eχ
où pcirc.(ρc) =
1
pi ln2
∫ ρ′=b
ρ′=0
2ρ′
b2+ρ′2
∫ χ′=2pi
χ′=0
ρc+ρ′ cosχ′√
ρ2c +ρ′2+2ρcρ′ cosχ′
cos2χ′ dχ′ dρ′ (6.9)
1. Attention, les conventions de signe pour le courant sont inversées entre les références [49] et [132], mais sont les mêmes
dans ce manuscrit : pour un courant positif, les électrons circulent de la couche polarisatrice vers la couche dont on étudie les
oscillations du vortex
2. ...ce qui est très proche (au cœur près) d’une couche polarisatrice dont l’aimantation prendrait une configuration vortex.
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Figure 6.1 – Evolution de l’amplitude normalisée de la force du transfert de spin avec la position du
vortex dans le cas d’un polariseur circulaire (ligne noire) et vortex centré (ligne pointillée rouge). Le
calcul est effectué pour un rayon des cœurs b = 15nm.
Le résultat de ce calcul est présenté sur la figure 6.1 pour un rayon du cœur des vortex b = 15nm,
pour les cas d’un polariseur circulaire idéal et d’un polariseur circulaire dont la composante planaire est
réduite au niveau du cœur (pour imiter la polarisation induite par un vortex). On peut y voir que pour
un rayon de giration supérieur à b, l’amplitude de la force atteint pratiquement son maximum, et qu’une
réduction de polarisation au niveau du cœur a une influence minime. Aux plus faibles rayons d’orbite,
la force retrouve une dépendance quasi-linéaire avec le rayon d’orbite. On pourra par analogie avec les
calculs effectués dans le cas du polariseur perpendiculaire écrire la force sous la forme :
~FST T =−aJJMSLγ PCCpolpi ln2
(
~ez×~X
)
=−κPCCpolJ(~ez×~X) avec κ = λb (6.10)
Soit au final :
~FST T =−λPCCpolJ

1
b
(
~ez×~X
)
si
∥∥∥~X∥∥∥< b
~eχ si
∥∥∥~X∥∥∥> b (6.11)
Pour ρ> b, cas pour lequel FST T est constante, il est intéressant de calculer les caractéristiques de la
trajectoire du vortex déduites à partir de l’équation de Thiele.
Mouvement gyrotropique entretenu - polariseur planaire circulaire
−P G iX˙ −αηGX˙ − kX − iλPCCpolJeiχc = 0 (6.12)
La résolution de la dynamique transitoire est possible mais complexe, on se contentera de ré-
soudre cette équation en régime stationnaire en substituant X = ρceiχc , et en considérant que le rayon
de giration ρc est constant.
−G(iP+αη) iρcχ˙ceiχc− kρceiχc− iλPCCpolJeiχc = 0 (6.13)
Ce qui permet d’aboutir à (plus besoin d’aller nécessairement chercher l’ordre 2 en k(ρc) pour
obtenir le rayon d’orbite) :
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
χ˙c = Pω0 (6.14a)
ρc =−
λCCpolJ
αηk
à la condition : C.Cpol.J < 0 (6.14b)
On notera que du fait que la force de transfert de spin est constante avec la position du vortex, la
fréquence de giration ne varie plus avec l’amplitude de transfert de spin, celle-ci restant alors simplement
égale à ω0 = k/G 3. La seule dépendance avec le courant est alors celle due à l’interaction avec le champ
d’Oersted. Si la polarité du vortex est inversée, le signe de la force de transfert de spin change également.
Ainsi, le fait que la force de transfert de spin s’oppose ou non à l’amortissement est uniquement déterminé
par le signe du courant, et est indépendant du signe de la polarité. Il n’y a donc plus de condition sur la
polarité pour obtenir des oscillations entretenues. La condition se rapporte cette fois au signe relatif des
chiralités des vortex, et du courant : J.C.Cpol < 0 4.
L’expression de la densité de courant critique est obtenue en étudiant la condition pour que la position
d’équilibre du système devienne instable. Il est donc nécessaire d’étudier le comportement du système
autour de l’équilibre, c’est à dire ici en considérant la dépendance linéaire de la force avec la position.
Par analogie avec les calculs effectués dans la section précédente, on pourra en donner une expression :
|Jcr|= αηkmsκ−αηkOe =
αηbkms
λ−αηbkOe (6.15)
On trouve que l’ordre de grandeur du courant critique obtenu est comparable à celui des courants
critiques calculés pour le cas d’un polariseur perpendiculaire, i.e. quelques 106 A.cm−2. Une composante
perpendiculaire de la polarisation en spin du courant n’est donc pas indispensable pour exciter une dyna-
mique gyrotropique du cœur de vortex. Ce résultat justifie les précédentes observations expérimentales
d’oscillations gyrotropiques de vortex en l’absence de champ magnétique [55].
6.1.2 Simulations
Pour compléter les calculs analytiques, nous avons également réalisé des simulations micromagné-
tiques de ce système modèle avec le logiciel SpinPM [132] 5, pour étudier notamment les effets d’un
polariseur circulaire, dans le cas où polariseur et vortex libre ont la même chiralité. La fréquence et le
rayon de giration relevés en fonction du courant sont reportés sur la figure 6.2.
Cette étude numérique a permis de confirmer la possibilité d’exciter des oscillations gyrotropiques
d’un vortex grâce à une polarisation planaire non-uniforme. La mise en évidence d’un courant critique
JC confirme également la non validité de l’expression d’une force constante à proximité de l’équilibre.
On pourra à l’opposé rapprocher l’augmentation quasi-linéaire de la fréquence aux plus forts courants
à notre prédiction que, lorsque le rayon de giration est grand devant le rayon du cœur, la fréquence ne
dépend plus alors que de l’augmentation du champ d’Oersted. Nous avons également confirmé qu’il est
possible d’observer des oscillations auto-entretenues indépendamment de la polarité du vortex excité.
Aussi, pour des chiralités de vortex prises identiques, seul un signe du courant permet d’observer ces
oscillations, tel que cela a été déduit des calculs analytiques.
On mentionnera enfin une étude récemment publiée, que nous avons mené en collaboration avec F.
Abreu Araujo (ICMN, Louvain), dans laquelle des calculs micro-magnétiques ont été effectués dans le
3. Toutefois, pour un rayon de giration inférieurs à b, pour lequel la force de transfert de spin dépend encore du rayon de
giration, la fréquence de giration sera inférieure à ω0 = k/G.
4. Rappelons qu’à cette étape de l’étude, nous considérons l’effet du transfert de spin sur la couche fine, un courant positif
étant défini tel que les électrons traversent la couche épaisse, puis la couche fine. Par symétrie, la condition pour l’excitation
d’un vortex dans la couche épaisse sera opposée (voir 6.2.2).
5. On prendra garde au changement de convention de courant entre ce manuscrit et la référence [132]
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Figure 6.2 – Résultats des simulations numériques pour des oscillations gyrotropiques de vortex in-
duites par transfert de spin dans les cas d’un polariseur circulaire, pour un pilier de 200nm et pour
un courant positif. Pour les densités de courant où des oscillations sont observées, on donne la fré-
quence (en noir, axe de gauche) et l’orbite de giration (en rouge, axe de droite).
cas d’un polariseur de type « C-state » [134]. Bien que la densité de courant critique soit supérieure,
et que la trajectoire s’écarte d’une trajectoire parfaitement circulaire, il a été démontré que ce type de
polariseur permet également d’exciter des oscillations gyrotropiques du vortex.
6.2 Cas d’un polariseur vortex
Intéressons nous maintenant au cas d’un polariseur vortex. La polarisation du courant comporte alors
une composante planaire et une composante perpendiculaire, toutes deux non homogènes. Nous ver-
rons dans cette section comment prendre en considération ces deux contributions, et étudierons la force
résultante sur le cœur du vortex excité.
6.2.1 Polariseur vortex fixe
Considérons dans cette première section le cas d’un vortex soumis à l’influence d’un courant polarisé
par une couche dont la configuration magnétique est également un vortex mais que l’on supposera fixe,
et reprenons l’ensemble des contributions résultantes. Cette étude s’inspire du travail de V. Sluka et al.
introduit dans la référence [135].
6.2.1.1 La force de transfert de spin
Nous avons calculé dans les sections 2.2.3 et 6.1 les différentes forces résultantes de l’effet de trans-
fert de spin sur la dynamique du cœur de vortex. Dans le cas d’un polariseur vortex, il est nécessaire
de sommer les contributions de la polarisation planaire, issue du corps du vortex polariseur, et de la
polarisation perpendiculaire, issue du cœur du polariseur.
Pour considérer les variations exactes des deux composantes, nous reprendrons les expressions des
forces et réaliserons une intégration numérique, en nous basant sur le TVA pour la description du corps
des vortex, et le modèle Gaussien (modèle de Feldtkeller) pour la description du cœur des vortex : mz =
P.exp
(
− ln2(2ρ/b)2
)
. Par simplicité, nous considèrerons que les dimensions des cœurs des vortex dans
la couche polarisatrice et la couche libre sont identiques : b = 15nm.
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En résumant les deux contributions, la force totale de transfert de spin peut être mise sous la forme 6 :
~FST T = −PaJJMSLγ
[
CCpol f

ST T (ρc)−PPpol f⊥ST T (ρc)
]
~eχ (6.16)
= −PaJJMSL
γ
fST T (ρc)~eχ (6.17)
Les expressions des forces réduites fST T et f⊥ST T sont issues des calculs présentés dans les précédentes
sections :
fST T (ρc) =
∫ ρ=R
ρ=0
∫ χ=2pi
χ=0
∣∣p(ρ,χ)∣∣ dΘdχ cos2(χ′)ρ dχ dρ (6.18)
f⊥ST T (ρc) =
1
ρc
∫ ρ=R
ρ=0
∫ χ=2pi
χ=0
|pz(ρ)|sin2Θ(ρ,χ)dΦdχ ρ dχ dρ (6.19)
Figure 6.3 – Evaluation des valeurs des forces réduites de transfert de spin induites par les contribu-
tions : (a) polarisation planaire du corps du vortex polariseur, et (b) polarisation perpendiculaire du
cœur du vortex polariseur, calculées par intégration numérique. Le modèle utilisé pour la distribution
d’aimantation du cœur est le modèle gaussien (de Feldtkeller), avec un rayon b = 15nm 7. Le rayon de
la couche est R = 100nm.
Les dépendances de chacune des forces réduites, issues de l’intégration numérique, sont présentées
sur les figures 6.3(a) et (b). On constate que les deux contributions ont des ordres de grandeur similaires.
La contribution f⊥ST T est particulièrement non-négligeable pour les faibles rayons d’orbites, et va ainsi
fortement contribuer à la définition du courant critique pour le démarrage des auto-oscillations.
En reprenant l’équation (6.16), on constate alors que non seulement le signe des chiralités relatives,
mais également le signe des polarités relatives des deux vortex revêtent une importance dans l’amplitude
totale de la force de transfert de spin, et ce notamment lorsque le vortex libre est à sa position d’équilibre
au centre de la couche. On rappelle que c’est la pente de la force autour de l’équilibre dFST T/dρc qui
déterminera l’expression du courant critique. Sur la figure 6.4, nous reportons la dépendance en fonction
du rayon d’orbite de la force réduite totale fST T (ρc) dans les deux cas : polarités parallèles ou anti-
parallèles, les deux vortex ayant des chiralités identiques. On constate alors que les deux dépendances
sont très différentes.
6. Addendum : Après vérification des calculs, il apparait que les deux contributions se somment au lieu de se soustraire
l’une à l’autre : fST T (ρc) = CCpol f

ST T (ρc)+PPpol f
⊥
ST T (ρc). Le lecteur est invité à considérer ce point et à se référer aux
travaux publiés ultérieurement.
7. Les valeurs retenues pour les paramètres de dimension du cœur sont issues d’ajustements d’après des simulations numé-
riques effectuées avec le logiciel SpinFlow3D R©
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Figure 6.4 – Dépendances en fonction du rayon d’orbite de la force réduite totale fST T (ρc) dans la
configuration à 2 vortex dans les cas : polarités parallèles (courbe rouge) ou anti-parallèles (courbe
noire), calculées par intégration numérique. Le modèle utilisé pour la distribution d’aimantation est le
modèle de Feldtkeller (gaussien), avec un rayon b = 15nm7. Le rayon de la couche est R = 100nm.
On note que, par rapport à la contribution de la polarisation planaire seule, la force de transfert de
spin à proximité de l’équilibre est augmentée dans la configuration de polarités opposées, impliquant
une plus grande efficacité du transfert de spin pour démarrer des oscillations du vortex. A l’opposé,
lorsque les vortex ont des polarités identiques, la force de transfert de spin devient quasi-nulle autour
de l’équilibre. Une telle différence va se répercuter en une forte différence des courants critiques entre
les deux configurations. On peut notamment prédire que le démarrage d’auto-oscillations gyrotropiques
dans la configuration de polarités parallèles sera fortement compromis.
Nous relèverons enfin que le signe de la force totale n’est pas modifié par rapport au simple polariseur
circulaire, et qu’ainsi dans l’ensemble des cas et pour notre convention, seul un courant négatif pourra
exciter les oscillations d’un vortex s’il a une chiralité identique au polariseur.
Pour généraliser l’ensemble de ces conclusions aux différents cas de chiralités et de polarités, les
conditions pour que le transfert de spin soit susceptible d’exciter les oscillations gyrotropiques du vortex
sont :
{ CCpolJ < 0 (6.20a)
CCpolPPpol =−1 (6.20b)
Enfin, nous avons choisi de reprendre le calcul numérique en y intégrant des profils de polarisation
issus des simulations avec le logiciel SpinFlow3D (voir chapitre 5), tenant compte des réductions de
polarisation dus aux forts gradients d’aimantation associés aux vortex. Nous aboutissons alors aux résul-
tats présentés sur la figure 6.5. La réduction de la polarisation perpendiculaire a pour effet d’adoucir la
différence entre les deux configurations. Il persiste néanmoins un ordre de grandeur entre les courants
critiques prédits pour chacune.
6.2.2 Le cas de deux couches libres : un polariseur vortex oscillant
Les échantillons étudiés comportent deux couches magnétiques libres. Dans la configuration magné-
tique a deux vortex, nous devons alors envisager des oscillations dans l’une, l’autre, ou les deux couches.
Nous adopterons donc un point de vue où chacune des couches agit comme un polariseur pour la seconde.
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Figure 6.5 – (a), (b) Profils de polarisation en spin du courant dans la configuration à 2 vortex issus de
simulations de transport avec le logiciel SpinFlow3D : (a) polarisation planaire p, et (b) polarisation
perpendiculaire pz. (c) Dépendance en fonction du rayon d’orbite de la force réduite totale fST T (ρc)
dans la configuration à 2 vortex dans les cas : polarités parallèles (courbe rouge) ou anti-parallèles
(courbe noire), calculées par intégration numérique en tenant compte des profils de polarisation en
spin (a) et (b).
6.2.2.1 Prédictions théoriques
Lorsque les deux vortex ont des chiralités identiques CCpol =+1, nous avions déduit que le transfert
de spin générait dans la couche libre des oscillations dans le cas d’un courant négatif, c’est à dire pour les
électrons traversant la couche « libre » puis la couche « polarisatrice ». Par symétrie, il suffira d’inverser
le signe du courant pour considérer les effets du transfert de spin sur la couche « polarisatrice » par les
électrons polarisés par la couche « libre ».
Considérons un système, correspondant au système expérimental, de deux couches magnétiques (1 :
Py15nm) et (2 : Py4nm) dans lesquelles sont nucléés un vortex, séparées par une distance suffisante pour
négliger tout effet de couplage entre celles-ci. Le courant positif est défini tel que les électrons traversent
d’abord la couche épaisse (1), puis la couche fine (2).
Analytiquement, dans le cas où les vortex dans les deux couches seraient mis en mouvement, il est
possible d’étendre la formulation de la force de transfert de spin. Les forces réduites ne sont plus alors
fonction de la distance ρc du cœur du vortex au centre de la couche, mais de la distance entre les deux
cœurs δ12 =
∥∥∥~X1− ~X2∥∥∥. Il faudra alors également remplacer le vecteur ~eχ par le vecteur~e12 = ~ez×(~X1−~X2)δ12
orthogonal au vecteur liant les deux cœurs. Ce qui donne :
~FST T,1→2 =−P2 aJJMSLγ
[
C2C1 f

ST T (δ12)−P2P1 f⊥ST T (δ12)
]
~e12 (6.21)
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~FST T,2→1 = P1
aJJMSL
γ
[
C2C1 f

ST T (δ12)−P2P1 f⊥ST T (δ12)
]
~e21 (6.22)
Avec l’ensemble des configurations de chiralités, de polarités et de courant, les effets du transfert de
spin sont résumés dans le tableau 6.1. On notera particulièrement que la condition C1C2P1P2 = −1 doit
être vérifiée pour observer des auto-oscillations gyrotropiques quel que soit le cas, et qu’en fonction du
signe de C1C2J le vortex de la couche fine ou la couche épaisse sera excité.
I>0 I<0
C1C2=+1 P1P2=+1 × ×
P1P2=-1 épaisse fine
C1C2=-1 P1P2=+1 fine épaisse
P1P2=-1 × ×
Tableau 6.1 – Tableau résumant les prédictions des effets du transfert de spin sur les vortex. Sont
indiquées, pour les deux signes du courant et en fonction des paramètres de chiralité et polarité des
deux vortex, les couches dans lesquelles le transfert de spin sera favorable à l’excitation du mode
gyrotropique. Les croix signifient que le transfert de spin est sans effet pour ces symétries.
La possibilité d’exciter, en inversant le signe du courant, le vortex dans l’une ou l’autre des couches
a été confirmé expérimentalement par Sluka et al. pour des piliers de diamètre 210nm, gravés dans
un empilement Ag(150nm)/Fe(25nm)/Ag(6nm)/Fe(15nm)/Au(25nm) [135]. Nous retiendrons que dans
l’ensemble des configurations, au moins pour une dépendance angulaire « classique » du transfert de
spin et dans le cas de couches magnétiques non couplées, seul un des vortex peut être excité à la fois, le
second restant fixe.
6.3 Simulations pour un système de deux vortex couplés
Nous avons réalisé des simulations micromagnétiques avec le logiciel SpinPM, en considérant cette
fois, pour les deux vortex, l’effet mutuel du transfert de spin. Le système considéré correspond au sys-
tème expérimental, comprenant deux couches de Py, de 15nm et 4nm respectivement, séparées par
une distance de 10nm. Les paramètres magnétiques sont ceux du Py : µ0Ms15nm = 0.88T (Ms15nm =
700emu/cm3), µ0Ms4nm = 0.75T (Ms4nm = 600emu/cm3), et des constantes d’échange A15nm = 12fJ/m
(A15nm = 1.2 µerg/cm) et A4nm = 11fJ/m (A4nm = 1.1 µerg/cm), pour un même paramètre d’amortissement
α = 0.01. Etant donnée la faible distance séparant les deux couches magnétiques (10nm), le couplage
dipolaire peut s’avérer non négligeable entre les deux vortex, et ceci est donc également pris en compte
dans les simulations. Ces simulations sont réalisées en considérant la situation courant positif et chira-
lités toutes deux positives (définies par le champ d’Oersted). Nous avons concentré notre étude sur la
dynamique du système dans l’état à deux vortex de chiralités identiques C1 =C2 =+1, à courant Idc > 0.
6.3.1 Excitation de modes couplés
Comme nous l’avons introduit dans la section 3.2, lorsqu’il existe un couplage entre les deux vortex,
les modes propres du système couplé diffèrent alors des modes des vortex isolés. Chaque mode couplé
est associé la rotation d’une combinaison linéaire des deux rayons vecteurs : ~Xa,b = αa,b~X1 + βa,b~X2.
En raison de la dissymétrie d’épaisseur entre les deux couches, les deux modes isolés sont relativement
éloignés, et on pourra raisonnablement considérer que chaque mode couplé est majoritairement associé
à l’un des vortex (voir illustration sur la figure 6.7).
Dans le cas des vortex non couplés, nous avons prédit que pour une configuration magnétique et
un signe du courant donnés, seul un des deux modes gyrotropiques pourra être excité par le transfert
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de spin (cf. tableau 6.1). Dans le cas C1 = C2 = +1, à courant Idc > 0, nous avons notamment prédit
que c’est le mode gyrotropique principalement associé à la couche épaisse qui sera excité. Dans le cas
des vortex couplés, un unique mode couplé sera alors excité par transfert de spin [115, 116] : le mode
majoritairement associé à la couche épaisse (voir figure 6.7). A l’opposé, l’effet sur le second mode sera
un sur-amortissement.
6.3.2 Premiers résultats : 200nm
Les résultats de simulations obtenus pour des piliers de diamètre 200nm sont reportés sur la fi-
gure 6.6. En fonction du courant injecté, nous étudions la présence ou non d’oscillations entretenues, et
relevons la fréquence des oscillations le cas échéant. Nous comparons les deux configurations de pola-
rités : identiques ou opposées. On retrouve comme attendu une différence drastique de comportement,
avec un courant critique élevé dans le cas de polarités identiques (≈ 6mA), et au contraire des oscillations
à faible courant lorsque les polarités sont opposées.
Figure 6.6 – Simulations numériques pour des oscillations gyrotropiques de vortex induites par trans-
fert de spin dans un système de deux vortex libres, pour un pilier de200nm et pour un courant positif.
Fréquence en fonction du courant Idc dans les deux cas de polarités relatives : identiques (courbe noire)
et opposées (courbe rouge). L’échelle en haut indique la densité de courant correspondante.
Lorsque des auto-oscillations sont stabilisées, une seule fréquence est relevée dans la dynamique
auto-entretenue des vortex couplés, proche de la valeur attendue pour la fréquence propre du vortex dans
la couche épaisse isolée, évaluée à environ 760MHz (voir figure 6.6 et tableau 4.2). Ceci confirme notre
précédente hypothèse. Les deux cœurs de vortex tournent à la même fréquence et dans le même sens de
giration, ce qui peut être au premier abord contre-intuitif pour des vortex de polarités opposées. Comme
nous avions pu l’observer par l’étude des modes à la résonance, le couplage se traduit par une fréquence
plus élevée dans les cas des polarités parallèles.
Le second mode étant amorti, la relation ~Xb =αb~X1+βb~X2 =~0 aboutit à une double relation d’ampli-
tude et de phase entre les deux rayons vecteurs. Cette relation est définie par le rapport et le signe relatif
des coefficients αb et βb, et donc des polarités relatives des deux vortex 8. En effet, lorsqu’on observe
le mouvement des cœurs des vortex, il apparait que lorsque les polarités sont identiques (configuration
« P »), les rayons vecteurs sont en phase, tandis que lorsque les polarités sont opposées (configuration
« AP »), les rayons vecteurs sont en opposition de phase (voir figure 6.7). La symétrie des modes revêt
une importance primordiale, car nous avons vu que l’amplitude de l’effet de transfert de spin dépend
très fortement de la distance inter-cœurs. En effet, dans le mode associé à la configuration (P), les cœurs
8. Pour les détails, se reporter à la section 3.2.1.1
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restent proches, et l’amplitude du transfert de spin pourra en être limitée. Au contraire, les cœurs oppo-
sés par le centre dans le cas (AP) permettent d’accéder rapidement à l’amplitude maximale de l’effet de
transfert de spin (cf. figure 6.5(c)).
Figure 6.7 – Illustration des modes couplés et identification des modes excités par le transfert de spin,
et accords de phase associés entre les deux rayons de giration.
6.3.3 Un courant critique nul ?
En effectuant une étude détaillée aux très faibles courants dans la configuration AP, nous avons
constaté que des oscillations gyrotropiques peuvent être observées à tout courant. La fréquence des os-
cillations diminue alors rapidement avec le courant pour atteindre f = 0 à courant nul. Cette prédiction
numérique s’oppose aux prédictions que nous avions pu faire dans la section 6.2.
Les propriétés prédites par les simulations sont particulièrement intéressantes d’un point de vue ap-
plicatif. En plus de réduire la consommation d’énergie nécessaire au démarrage des oscillations, on peut
voir que la plage de fréquence balayée aux faibles courants (0 à 2mA environ) démarre de zéro pour at-
teindre une fréquence proche de la fréquence propre de la couche épaisse. Ces simulations prédisent donc
un oscillateur extrêmement accordable, qui permettrait de balayer à lui seul un grand nombre de bandes
de fréquences de télécommunications. Ces résultats nous ont ainsi amené à déposer un brevet concer-
nant des oscillateurs spintroniques basés sur l’excitation de deux vortex couplés dans des empilements
magnétiques classiques [136].
Il est ainsi intéressant de cerner les origines de ce phénomène, et de compléter ces premiers résultats
par des simulations pour des piliers d’autres diamètres.
6.3.4 L’importance de l’interaction cœur-cœur
La position d’équilibre au centre des couches, lorsque les deux vortex sont superposés, correspond
à une position où l’effet de transfert de spin est nul (cf. figures 6.4 et 6.5(c)). Il est alors nécessaire
d’atteindre un courant minimum (courant critique) afin de déstabiliser cette position d’équilibre et de dé-
marrer les oscillations. Pour que des auto-oscillations puissent apparaître dès l’application d’un courant,
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si petit soit-il, il faut que dès la position d’équilibre l’effet de transfert de spin apporte de l’énergie au
système. Autrement dit, il faut que la force soit non nulle. Ceci est envisageable dans le cas où les deux
cœurs de vortex sont décalés à l’équilibre.
Nous avons fait le choix jusqu’à présent de négliger dans nos calculs la contribution du cœur des
vortex au couplage dipolaire entre les deux vortex. En effet, lorsque le mouvement de ceux-ci démarre,
l’interaction dipolaire associée aux corps des vortex (aimantations planaires moyennes) prend rapidement
le dessus sur toutes les autres contributions au couplage. Cependant, si l’on s’intéresse à la position
d’équilibre, lorsque les deux cœurs sont aux centres des couches et donc proches l’un de l’autre, le
couplage entre ceux-ci peut devenir conséquent, et justement influer sur la position d’équilibre [88].
Nous exprimons cette interaction par une simple approximation dipolaire entre deux dipôles placés
au centre de chacun des cœurs. L’énergie d’interaction prend alors la forme (en approximant la forme du
cœur par un modèle gaussien) :
Wint =
µ0
4pi
P1P2
MS1MS2pib2
4ln2
δ122−2δz2(
δ122+δz2
)3/2 (6.23)
où δz est l’épaisseur de la couche séparatrice, et δ12 est défini par δ12 =
∥∥∥~X1− ~X2∥∥∥.
Sur la figure 6.8(a), l’évolution de la force résultante Fint = − ∂Wint∂δ12 est présentée. Dans le cas où les
vortex ont des polarités identiques, cette interaction correspond à une attraction, ce qui aura pour effet
d’augmenter le confinement en encourageant les cœurs à rester superposés. En conséquence, l’équilibre
est renforcé, et le courant critique nécessaire pour démarrer les excitations sera augmenté. Par contre,
dans le cas où les deux vortex ont des polarités opposées, l’interaction est répulsive. Ainsi, si l’éner-
gie d’interaction est suffisamment importante par rapport au potentiel de confinement, alors la position
d’équilibre stable des cœurs à courant nul peut être modifiée, comme illustré sur la figure 6.8(b).
Figure 6.8 – (a) Evolution de l’amplitude de la force d’interaction dipolaire cœur-cœur en unités ar-
bitraires entre les cœurs des deux vortex, évaluée pour une épaisseur de 10nm entre les deux couches
magnétiques. (b) Représentation schématique des équilibres des cœurs des vortex dans les configura-
tions (P) et (AP).
La simulation du système de diamètre 200nm à courant nul a confirmé ce fait : une distance inter-
cœurs d’environ 15nm est relevée lorsque les polarités sont opposées. Le confinement dans la couche
fine étant moins fort que dans la couche épaisse, c’est le vortex de la couche fine qui est le plus décentré.
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Ainsi, on constate en se rapportant à la courbe 6.4, que la force de transfert de spin sera non nulle dès
qu’un courant sera appliqué.
Sur la figure 6.9, on a reporté les évolutions avec le courant, extraites des simulations, de la fréquence
f et de la distance inter-cœurs δ12 dans la configuration (AP). On note que la région aux faibles courants,
où la fréquence évolue rapidement, est également la région où la force d’interaction cœur-cœur est im-
portante. Lorsque l’on augmente le courant depuis zéro, δ12 diminue dans un premier temps, avant de
croître. Lorsque δ12 devient supérieure à 20nm, la contribution des cœurs à l’interaction devient négli-
geable, et la fréquence retrouve une évolution linéaire avec le courant, uniquement liée à l’augmentation
du champ d’Oersted.
Figure 6.9 – Fréquence (points rouges) et distance inter-cœurs (carrés noirs) en fonction du courant
Idc dans la configuration(AP) issus des simulations micro-magnétiques.
On peut dresser un portrait simple de l’évolution du système en nous basant sur un raisonnement
énergétique. A l’équilibre à courant nul, les deux cœurs de vortex sont décentrés, leurs positions étant
opposées par le centre. Il existe pour eux une infinité de positions d’équilibres en raison de la symétrie
circulaire du système. Autrement dit, le mouvement de giration sur la « trajectoire d’équilibre », qui
conserve l’accord de phase, ne dissipe aucune énergie, et correspond à un mouvement à fréquence nulle.
Lorsqu’un courant est appliqué, le transfert de spin va apporter de l’énergie au système, qu’il va devoir
dissiper en oscillant à son mode gyrotropique. A tout courant, les orbites des deux vortex vont s’équilibrer
de façon à respecter l’équilibre énergétique.
Cet équilibre est régi par les dépendances avec δ12 des forces de transfert de spin et de la force
de rappel à l’équilibre. C’est ainsi qu’il aboutit dans un premier temps à une diminution des rayons
d’orbites 9. Dans une seconde phase, la distance inter-cœurs δ12 augmente également quasi-linéairement
avec le courant, signe que l’interaction cœur-cœur est devenue négligeable, et que la force de transfert
de spin est indépendante de δ12.
Il est enfin important de remarquer que la prédiction d’un courant critique nul est intimement liée à
la parfaite symétrie du système. Ainsi, toute dissymétrie de forme, ou tout défaut structurel des couches
qui altéreront le confinement local vont rétablir un courant critique non nul. Il sera également important
de considérer l’apport d’énergie thermique à température ambiante, qui pourra également contribuer au
démarrage des oscillations.
6.3.5 Dépendance en fonction du diamètre du pilier
Le rapport entre énergie de confinement et énergie d’interaction cœur-cœur va bien entendu changer
en fonction des dimensions du pilier. Rappelons en effet que la constante de confinement magnétostatique
9. Nous avons pu établir que l’influence du champ d’Oersted n’est pas la cause de ce comportement, en supprimant sa
contribution dans des simulations complémentaires.
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augmente lorsque le rayon des couches diminue. Les simulations ont été répétées dans la configuration
anti-parallèle pour des diamètres de 150nm et 120nm. On a reporté sur la figure 6.10 les évolutions
pour les trois diamètres simulés de la fréquence et des rayons d’orbite des deux cœurs en fonction de la
densité de courant J.
Figure 6.10 – Evolutions en fonction de la densité de courant Jdc, issues des simulations micromagné-
tiques, de : (a) la fréquence, (b) le rayon de giration du cœur dans la couche fine, et (c) le rayon de
giration du cœur dans la couche épaisse. On compare les résultats pour trois diamètres de piliers :120nm en rouge, 150nm en vert, et 200nm en bleu.
On constate alors que pour les plus petits diamètres, l’interaction cœur-cœur induit toujours un déca-
lage des positions d’équilibre à courant nul. A l’application du courant, comme pour le pilier de200nm,
une diminution des rayons de giration est tout d’abord observée. Cependant, très rapidement le système
se replace dans un état statique stable pour lequel les deux cœurs prennent position aux centres de leur
couche respective. Il apparait alors une région pour laquelle aucune orbite stable d’auto-oscillation n’est
prédite. Les auto-oscillations apparaissent de nouveau au delà d’une densité de courant critique qui est
d’autant plus élevée que le diamètre est faible, démarrant cette fois à une fréquence proche de la fré-
quence propre gyrotropique couplée.
Nous pouvont également remarquer qu’à faible courant, les oscillations couplées sont dominées par
le vortex de la couche fine (plus grand rayon d’orbite), tandis qu’aux plus forts courants, ce sont les os-
cillations du vortex de la couche épaisse qui dominent. La transition entre les deux régimes d’oscillations
se fait par une diminution des deux orbites, avant d’augmenter de nouveau.
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En résumé, nous prédisons qu’il est possible de réduire très sensiblement le courant critique
des STVO à deux vortex, à condition de respecter plusieurs critères précis :
– L’épaisseur de la couche séparatrice doit être suffisamment faible pour induire un décalage
des cœurs à l’équilibre dans la configuration (AP) en raison de l’interaction inter-cœurs.
– Le diamètre du pilier doit être suffisamment grand, typiquement supérieur à 200nm, afin
de garantir la continuité des auto-oscillations lorsque le courant est augmenté.
6.3.6 Evolution de la fréquence avec un champ perpendiculaire
Dans le cas d’un unique vortex, nous avons déjà pu voir que la fréquence propre évolue linéairement
avec un champ perpendiculaire. Dans le cas des deux vortex couplés, chaque vortex apporte une contribu-
tion à la définition de la fréquence d’auto-oscillation couplée, et il sera difficile de prédire l’évolution de
cette dernière avec H⊥. Cela est particulièrement le cas pour deux vortex de polarités opposées, dont les
fréquences propres respectives vont évoluer dans des sens opposés. Néanmoins, on peut raisonnablement
envisager qu’aux forts courants, lorsque la fréquence d’auto-oscillations est très proche de la fréquence
propre du vortex de la couche épaisse, la fréquence couplée évoluera à l’identique avec le champ Hperp.
Figure 6.11 – Evolution de la fréquence en fonction du champ magnétique perpendiculaire Hperp pour
une configuration magnétique à deux vortex de chiralités identiques et de polarités opposées. Le sys-
tème est un pilier Co(7nm)/Cu(13nm)/Co(24nm) de diamètre 80nm, pour un courant appliqué de
6mA. Figure adaptée de [134]
La confirmation de cette prédiction a été apportée grâce à une étude que nous avons faite en collabo-
ration avec l’ICMN à l’Université Catholique de Louvain, menée par Flavio Abreu Araujo [134]. Pour
un système très similaire 10, dans la configuration de polarités anti-parallèles, le champ perpendiculaire
est varié de façon quasi-statique, et la fréquence d’oscillations extraite en chaque point. Les résultats sont
présentés sur la figure 6.11, et confirment la quasi-linéarité de la fréquence avec le champ Hperp sur une
large plage de champs.
10. Les matériaux et épaisseurs sont différents, ce qui est sans conséquence sur les conclusions qualitatives qui peuvent être
faites
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Un pilier circulaire est un système qui présente par définition... une symétrie circulaire ! Alors,
lorsque les vortex auto-oscillent dans un mouvement purement circulaire, quelles que soit leurs pola-
rités et chiralités, aucune variation relative d’aimantation n’est observée. Pour s’en convaincre, il suffit
d’observer le système dans un référentiel tournant à la vitesse gyrotropique, dans lequel les deux aiman-
tations seront fixes. La question s’est alors posée de savoir quelles sont les conditions expérimentales
pour que les oscillations d’aimantation induites par transfert de spin se traduisent effectivement par une
oscillation de résistance via l’effet GMR, et qu’ainsi on puisse observer une oscillation de tension aux
bornes du pilier.
Nous avons ainsi réalisé une étude de l’effet d’imperfections de forme du pilier sur la dynamique des
vortex couplés. Cette étude, dont les résultats sont en partie publiée dans la référence [137], a été réalisée
en collaboration avec P.N. Skirdkov au A.M. Prokhorov General Physics Institute de Moscou. Plusieurs
types d’imperfections ont été étudiées (voir figure 6.12) : (a) un déplacement des centres des couches, (b)
un pilier présentant des encoches à son bord (défauts de gravure), (c) un pilier de forme pyramidale (qui
se rapporte à une possible anisotropie de gravure, la couche épaisse ayant alors un diamètre légèrement
plus grand que la couche fine), (d) une forme elliptique ou (e) une forme ovoïde. Les simulations sont
réalisées à fort courant, pour des vortex de chiralités identiques, et les deux cas d’oscillations à polarités
identiques ou opposées ont été étudiés. Le pilier a un diamètre nominal de 200nm. Dans chaque cas, on
étudie les évolutions temporelles des aimantations et d’une évaluation de la magnéto-résistance totale du
pilier.
Figure 6.12 – Représentation schématique (vue de haut) des différentes imperfections simulées : (a)
décalage des centres des couches, (b) défauts de bord, (c) forme pyramidale, (d) forme elliptique, et (e)
forme ovoïde.
Nous avons vu précédemment que la phase entre les rayons vecteurs est une constante du mouve-
ment. Grâce à l’étude de la section 5.5, p.86, nous avons pu relier les variations de la magnétorésistance
aux variations de la distance inter-cœurs δ12 (cf. figure 5.13). En comparant les transformées de Fourier
de leurs évolutions temporelles, leur grande corrélation nous ont permis de confirmer cette hypothèse.
Partant de ce constat, et toujours appuyés par les simulations, nous pouvons facilement évaluer les oscil-
lations de tension qui découleront des trajectoires des vortex pour chacune des formes considérées.
Seules les imperfections brisant la symétrie circulaire du système sont à même de permettre une
apparition d’oscillations GMR. Les oscillations gyrotropiques d’un vortex étant très peu sensibles aux
conditions aux bords des couches, les fluctuations de résistance impliquées par l’ajout de défauts sont
négligeables. On se concentrera donc sur la conséquence de défauts de forme du pilier.
Un décalage des centres des trajectoire par exemple (cas (a)) aboutit à l’apparition d’oscillations de
tension à la fréquence gyrotropique. On peut montrer que l’amplitude de ces oscillations est directement
proportionnelle au décalage δ. Cependant, il est difficile de trouver une correspondance expérimentale à
ce genre de défaut.
Comparons les cas des formes de pilier elliptique et ovoïde (cas (d) et (e)). Les évolutions de l’aiman-
tation planaire moyenne Mx, de la GMR et de la distance inter-cœurs ∆X sont reportées sur la figure 6.13.
Les fréquences gyrotropiques relevées sont respectivement f = 750MHz et f = 650MHz. Dans le cas
d’un pilier elliptique (cas (d)), la trajectoire des cœurs est également elliptique, et la distance inter-cœurs
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oscille alors à une fréquence double de la fréquence gyrotropique. Le signal GMR résultant ne présente
alors une composante significative dans son spectre uniquement à la seconde harmonique. Au contraire
dans le cas d’une forme ovoïde où l’on a brisé une symétrie supplémentaire, on retrouve des variations
de la distance inter-cœurs également à la fréquence gyrotropique, effet qui se répercute sur les variations
de la GMR.
Figure 6.13 – (a) Evolution en fonction du temps de la magnétorésistance du système pour des oscilla-
tions gyrotropiques des vortex couplés dans les cas d’un pilier de forme elliptique (en haut) ou ovoïde
(en bas), et (b) Spectres associés. En encart de (b), les spectres des variations temporelles de l’aiman-
tation moyenne planaire, qui permettent de lire les valeurs des fréquences gyrotropiques. (c) Evolution
en fonction du temps (encart) et spectres associés de la distance inter-cœurs durant l’oscillation gyro-
tropique.
Ainsi, bien qu’on ne puisse prédire un signal alternatif de grande intensité, les imperfections de forme
de pilier devraient nous permettre d’observer les oscillations d’aimantation du système à deux vortex via
la magnétorésistance aux bornes du pilier. En fonction de la forme de celui-ci, on pourra s’attendre à
observer des intensités d’ordre de grandeur similaire au fondamental et second harmonique.
Ce chapitre nous a permis de décrire les processus de transfert de spin dans le cas d’une po-
larisation en spin planaire et non-homogène, ce qui nous a amené à étudier le cas d’un polariseur
vortex. L’analyse des contributions du corps et du cœur du vortex à la polarisation en spin, et à
la force de transfert de spin, a abouti à l’établissement de conditions sur les paramètres relatifs
de chiralité et polarités de vortex pour observer des auto-oscillations de vortex. Les simulations
micro-magnétiques ont complété cette étude en démontrant l’importance des différentes contribu-
tions à l’interaction dipolaire entre les deux vortex. L’étude de l’excitation par transfert de spin de
modes gyrotropiques couplés a notamment pu mettre en avant une diminution du courant critique
vers une valeur théoriquement nulle pour les nano-piliers de 200nm.
6.4 Détection de la dynamique de vortex couplés 109
Nous avons pu dans ce chapitre présenter les évolutions théoriques des propriétés dynamiques
en fonctions des paramètres extérieurs Idc et H⊥. Une étude numérique nous a enfin permis de
prédire l’observation d’un signal associé à la dynamique gyrotropique couplée. Nous comparerons
dans le chapitre suivant l’ensemble de ces prédictions numériques aux relevés expérimentaux.
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Chapitre 7
Propriétés hyperfréquences : les
observations expérimentales
Les modèles analytiques de l’effet de transfert de spin ainsi que les simulations présentés dans le
chapitre précédent ont suggéré que dans un état magnétique à deux vortex, la configuration relative des
vortex, i.e. chiralités et polarités, est très importante quant à la possibilité de générer des oscillations
d’aimantation, et ainsi d’observer un signal hyper-fréquence.
Dans ce chapitre, étant donné les considérations de stabilité des vortex, nous avons concentré la
majeure partie notre travail sur l’état à courant positif et chiralités identiques (positives), déjà bien décrit
dans le chapitre 5. Nous étudierons en détail pour cette configuration les dépendances des propriétés
dynamiques avec le champ magnétique et le courant.
7.1 Influence de la configuration relative - Polarités
Dans la configuration à deux vortex (C15nm = +1,C4nm = +1) à courant positif, nous avons pu dé-
montrer qu’il est possible, grâce à un champ extérieur perpendiculaire au plan des couches, de contrôler
les polarités relatives. C’est la seule configuration de chiralités où ce contrôle est possible et nous nous y
concentrerons. De plus, c’est l’état pour lequel le signal de plus grand facteur de qualité a été observé.
L’écart de résistance qui existe entre les configurations P15nmP4nm = +1 et P15nmP4nm = −1 permet
de les distinguer avec certitude, et la bistabilité des deux états (cf. section 5.6) sera idéale pour comparer
leurs propriétés à champ nul. Nous présenterons ici les résultats obtenus sur les piliers circulaires de
diamètres 120nm et 200nm. Il faut noter que des résultats similaires ont été obtenus pour la mesure
de piliers elliptiques de dimensions 50×150nm.
7.1.1 Comparaison des spectres mesurés à champ nul
Nous comparons les spectres des tensions aux bornes du pilier à champ nul pour les deux configura-
tions de polarités relatives. Sur la figure 7.1, nous présentons les deux spectres obtenus dans le cas d’un
pilier 120nm pour un courant Idc = 15mA.
Aucune oscillation à haute fréquence de la tension n’est observée lorsque les polarités sont parallèles
(P), tandis qu’un signal de grande pureté spectrale est observé lorsque les polarités sont anti-parallèles
(AP). La symétrie du système est vérifiée : les mêmes propriétés sont observées dans les états (P15nm =
+1,P15nm = −1) et (P15nm = −1,P15nm = +1), ainsi que dans les états (P15nm = +1,P15nm = +1) et
(P15nm =−1,P15nm =−1).
Les fréquences gyrotropiques mesurées dans la configuration (AP) sont de 1133.5MHz pour le pilier120nm à Idc = 11mA, et de 714.8MHz pour le pilier 200nm à Idc = 20mA. Dans les deux cas, la
fréquence mesurée est inférieure aux fréquences propres calculées analytiquement pour un vortex dans
la couche épaisse seule (voir tableau 4.2). Ceci confirme à priori que le mode associé au signal observé
correspond à un mode couplé des deux vortex, majoritairement associé à la couche épaisse.
Le signal observé dans la configuration (AP) est dominé par son fondamental et son premier harmo-
nique, à la fréquence gyrotropique et au double de celle-ci. Ceci est en accord avec les prédictions que
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Figure 7.1 – Spectres de la tension mesurée aux bornes de piliers de diamètre 120nm à Idc = 11mA,
et de diamètre 200nm à Idc = 20mA, pour les configurations de polarités parallèles (en haut) ou
anti-parallèles (en bas).
nous avions pu faire dans la section 6.4. La largeur de raie de la composante fondamentale est respecti-
vement de 370kHz et 170kHz pour les piliers de 120nm et 200nm (voir figure 7.1).
7.1.2 Discussion
Nous confirmons expérimentalement la principale prédiction que nous avions pu faire : le compor-
tement dynamique diffère entre les configurations de polarités (P) et (AP). Cependant, bien qu’à fort
courant il soit attendu que l’on puisse observer des auto-oscillations des vortex couplés dans les deux
configurations, un signal a uniquement pu être observé dans la configurations (AP). Ceci reste cohérent
avec la prédiction que le démarrage des auto-oscillations a lieu a plus bas courant dans cette configura-
tion. Il est raisonnable de supposer que les simulations réalisées avec le logiciel SpinPM ont fortement
sous-évalué la valeur du courant critique dans la configuration (P), en raison de l’approximation effectuée
sur les profils de polarisation en spin. Cette dernière remarque nous incite à nous tourner vers des simu-
lations micro-magnétiques plus complètes, pour lesquelles la résolution de la dynamique est couplée à la
résolution du transport polarisé en spin (avec le logiciel SpinFlow3D).
La largeur de raie mesurée à champ nul est à notre connaissance la plus faible largeur de raie mesurée
à ce jour sans application d’un champ magnétique extérieur. Ce résultat est particulièrement intéressant
d’un point de vue applicatif. En comparaison avec les largeurs de raie habituellement observées pour des
STVO à vortex unique, de l’ordre du MHz, cette forte cohérence semble être associée au fait que le mode
excité correspond à un mode couplé.
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Nous confirmons également que malgré la symétrie cylindrique théorique du pilier, nous sommes
capables d’observer un signal magnéto-résistif lorsque la dynamique gyrotropique est excitée. L’obser-
vation de pics dont les amplitudes au fondamental et au second harmonique sont du même ordre de
grandeur semblent indiquer une brisure de symétrie de la forme du pilier. Néanmoins, la puissance inté-
grée du signal mesurée reste faible, de l’ordre du femtoWatt, et nous verrons que dans certains cas nous
pourrons faire face à des problèmes de détection du signal.
L’absence de signal dans la configuration de polarités parallèles ne doit néanmoins pas être interpré-
tée ici comme due à un signal magnéto-résistif de trop faible puissance pour être détecté, mais bien d’une
absence de dynamique excitée. Les observations que nous avons pu faire d’après les courbes de transport
vont également dans ce sens. Rappelons en effet les figures 5.10 et 5.14 (pages 82 et 87). La compa-
raison des courbes R(Hplan) et R(H⊥) issues des simulations numériques aux courbes expérimentales,
nous engageait également à conclure que l’aimantation est statique dans le cas « 2V-P » alors qu’un
comportement dynamique est nécessaire à expliquer les variations de résistance dans la configuration
« 2V-AP ».
Nous avions notamment mis en évidence au chapitre 5 un écart de résistance entre les deux confi-
gurations « 2V-P » et « 2V-AP », écart que nous avons pu expliquer par une augmentation de la distance
inter-cœurs (cf. section 5.5). L’absence de signal dans l’état « 2V-P » corrobore le fait qu’à champ nul
les deux cœurs sont centrés et superposés, état correspondant à la résistance minimum pour le système.
Dans l’état « 2V-AP », le mode excité est tel que les deux cœurs s’éloignent de part et d’autre du centre
des couches, permettant alors une hausse de la résistance moyenne. Cette hausse de résistance moyenne
est ainsi indicative de l’amplitude des oscillations.
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Les simulations micro-magnétiques nous ont permis de prédire dans la configuration anti-parallèle
un courant critique très faible, voire nul dans le cas des plus grands diamètres. En accord avec le modèle
analytique, nous avons également prédit une dépendance linéaire de la fréquence d’oscillation avec le
courant Idc, tout au moins aux forts courants. Nous étudions dans cette section l’évolution des propriétés
statiques (Rdc) et dynamiques (fréquence du signal) des deux systèmes afin de confirmer ces prédictions.
7.2.1 L’évolution de la résistance moyenne, image de l’orbite de giration
Sur la figure 7.2 nous reprenons l’évolution avec Idc, entre 3 et 15mA, de la résistance Rdc dans les
deux configurations « 2V-P » et « 2V-AP », mesurée sur le pilier de 120nm 1. Dans la configuration
« 2V-P », la résistance reste constante sur toute la gamme de courant, confirmant que la configuration
magnétique n’est pas modifiée, les deux cœurs de vortex restant dans leur position d’équilibre stable
aux centres des disques. Cet état correspond à la résistance la plus faible accessible. Aux forts courant, la
résistance dans la configuration « 2V-AP » est par contre augmentée de 5mΩ. Cette différence correspond
à une augmentation de la distance inter-cœurs que nous évaluons à environ 40nm.
Lorsque l’on décroit l’amplitude du courant, une brusque diminution de la résistance « 2V-AP » est
mesurée à Idc = 4.4mA. Elle rejoint alors le niveau de résistance de la configuration « 2V-P ». Ce brusque
changement est réversible, et n’est donc pas lié à un changement de configuration, comme un retourne-
ment de polarité. Il s’agit donc du courant en dessous duquel la giration couplée des vortex s’arrête,
les cœurs regagnant le centre des disques respectifs, c’est à dire le courant critique. Cette hypothèse est
confirmée par l’étude, en parallèle, du spectre des oscillations de tension, qui montre au même courant
une disparition brusque du signal hyper-fréquence.
Cette mesure permet de repérer avec exactitude la valeur du courant critique de la configuration
« 2V-AP », ce qui correspond à une densité de courant critique JC = 3.9× 107A.cm−2. Cette valeur est
1. Cette figure correspond à une partie de la figure 5.1 présentée page 70
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Figure 7.2 – Résistance en fonction du courant Idc à H = 0 pour un pilier de diamètre 120nm : en
rouge dans la configuration de polarités anti-parallèles, et en noir pour la configuration de polarités
parallèles. La contribution de l’effet Joule a été soustraite.
un ordre de grandeur supérieure à la valeur prédite par les simulations. Cette observation peut remettre en
question les valeurs des paramètres choisies pour les simulations, notamment les profils de polarisation
en spin du courant. Nous retenons une fois encore l’importance de la prise en compte des phénomènes
de relaxation de spin topologique dans la détermination du courant critique.
Autre remarque : dès que les auto-oscillations démarrent dans l’état « 2V-AP », l’augmentation de
résistance prend une valeur qui restera constante malgré l’augmentation du courant. Il semble ainsi que
la distance inter-cœur moyenne, et par extension les rayons de giration des deux vortex sont des constants
avec le courant.
Terminons cette discussion par la mesure des piliers de200nm. L’écart de résistance entre les deux
configurations est malheureusement trop faible, et il n’a pas été possible d’obtenir une courbe similaire.
Une observation attentive de l’évolution de résistance n’a montré aucune variation brusque de résistance
qui aurait pu correspondre au démarrage des oscillations. Ainsi, bien que rien n’infirme l’hypothèse d’un
courant critique nul pour les piliers de 200nm dans la configuration « 2V-AP », il n’a pas été possible
non plus de la confirmer.
7.2.2 Evolution de la fréquence avec le courant dans l’état à 2 vortex
Sur la figure 7.3 nous présentons la dépendance de la fréquence avec Idc dans le cas d’un pilier de120nm. La fréquence est linéaire avec le courant sur toute la gamme de courant pour lequel un signal
est observé. La largeur de raie reste également optimale sur toute cette gamme. Cette observation est
cohérente avec l’observation faite à la section précédente, que l’amplitude de giration des vortex est
maximale dès que le courant est supérieur au courant critique, et n’évolue plus ensuite.
Les simulations micromagnétiques ont prévu, pour un pilier de 200nm, une augmentation rapide
de la fréquence à faible courant, puis une évolution quasi-linéaire de la fréquence avec le courant. Sur la
figures 7.4(a) et (b), nous présentons l’évolution avec le courant Idc de la fréquence fondamentale et de
la largeur de raie associée, dans la configuration « 2V-AP », pour le pilier de diamètres 200nm.
Pour des courants supérieurs à 17mA, la variation de la fréquence avec Idc est particulièrement li-
néaire, et associée à une largeur de raie minimale de 200kHz. En dessous de ce courant, la variation de
la fréquence avec le courant est plus rapide, synonyme d’une forte augmentation de la largeur de raie.
Il n’a malheureusement pas été possible d’observer de signal en dessous de Idc = 7mA, en raison d’une
trop faible puissance. Contrairement au cas d’un pilier de 120nm, pour lequel le signal disparait bruta-
lement, ici l’amplitude du signal diminue avec le courant pour se perdre dans le bruit. Il n’est donc pas
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Figure 7.3 – Fréquence du mode gyrotropique couplé excité par transfert de spin en fonction de Idc
pour un pilier de diamètre 120nm.
Figure 7.4 – (a) Fréquence du mode gyrotropique couplé excité par transfert de spin en fonction de Idc
et (b) largeur de raie associée, pour un piliers de diamètre 200nm.
possible d’observer le comportement à faible courant sans trouver un moyen d’augmenter la puissance
du signal ou d’améliorer les capacités de détection du banc de mesure. Mentionnons néanmoins que nous
avons pu observer un signal aux bornes du pilier de 200nm jusqu’à une densité de courant minimum
de 2.23× 107A.cm−2 inférieure à la densité de courant critique identifiée pour le pilier de 120nm :
JC = 3.54×107A.cm−2.
Notons enfin que ces propriétés de linéarité sont particulièrement intéressantes pour des applications
potentielles comme dispositifs de modulation/démodulation de signal rf.
7.2.3 Piliers 120nm - Comparaison des signaux dans les états 1V et 2V
Profitons de la possibilité que nous avons dans les piliers 120nm d’observer une transition entre
les états à 1 et 2 vortex pour comparer les signaux obtenus dans les deux configurations. Nous balayons
pour cela le courant à partir de 0mA vers les courant croissants, sous un faible champ appliqué dans
le plan des couches Hplan = +340Oe afin d’augmenter la stabilité de l’état « 1V » face à l’état « 2V ».
A ce champ, la transition (nucléation du second vortex) « 1V » → « 2V » se fait à Idc = 12mA. Nous
présenterons uniquement la transition vers l’état « 2V » de polarités anti-parallèles (AP).
La figure 7.5(a) présente l’évolution du spectre avec le courant jusqu’à Idc = 15mA. La fréquence
et la largeur de raie sont reportées sur les figures 7.5(b) et 7.5(c). Dès 2mA, on note l’apparition d’un
signal associé aux oscillations gyrotropiques excitées par transfert de spin d’un vortex unique, situé dans
la couche épaisse. En l’absence de champ perpendiculaire au plan des couches, nous nous trouvons dans
le cas d’un polariseur (la couche fine) planaire non-homogène. En même temps que le courant augmente,
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Figure 7.5 – (a) Evolution du spectre du signal mesurée pour Idc croissant aux bornes d’un pilier
de diamètre 120nm, pour une transition de la configuration à un vortex « 1V » à la configuration à
deux vortex de polarités anti-parallèles. (b) Fréquence fondamentale et (c) largeur de raie associée en
fonction de Idc.
la distribution d’aimantation dans la couche fine évolue, et on observe ainsi une dépendance fortement
non-linéaire de la fréquence avec le courant. La largeur de raie mesurée fluctue alors entre 1.5 et 12MHz.
A la transition vers la configuration à deux vortex « 2V-AP », on note un saut de fréquence relativement
faible, mais un changement drastique de qualité spectrale du signal.
L’évolution de la fréquence devient beaucoup plus linéaire, mais surtout la largeur de raie est réduite
de plus d’un ordre de grandeur. Elle atteint à Idc = 14.5mA une valeur de ∆ f = 257kHz, pour une fré-
quence f = 1203MHz, ce qui correspond à un facteur de qualité Q = f/∆ f de près de 5000. Ce facteur
de qualité fait partie des plus forts observés dans la littérature, avec la particularité non-négligeable qu’il
est obtenu à champ nul, propriété bien entendu extrêmement intéressante en vue de potentielles applica-
tions intégrées, pour lesquelles il est complexe et peu rentable en terme de consommation d’énergie de
placer une source de champ magnétique !
7.3 Dépendance des excitations avec un champ perpendiculaire H⊥
7.3.1 Evolution de la fréquence avec H⊥
Il est également intéressant d’étudier l’évolution de la dynamique avec Hperp, afin de confirmer l’évo-
lution linéaire prédite par les simulations micro-magnétiques (section 6.3.6). Les caractéristiques expé-
rimentales R(H⊥) sont reportées sur les figures 7.6 pour le pilier de120nm à un courant Idc =+11mA,
et 7.7(a) pour le pilier de 200nm à un courant Idc =+20mA.
On observe pour les deux piliers une évolution linéaire de la fréquence. Deux branches symé-
triques de pentes opposées sont observées, pour les configurations (P15nm =−1,P4nm =+1) et (P15nm =
+1,P4nm =−1). Les deux branches se croisent exactement à champ nul, confirmant la symétrie du sys-
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Figure 7.6 – Fréquence en fonction du champ H⊥ pour un pilier de diamètre120nm, à Idc =+11mA.
Les symboles illustrent la polarité des vortex de la couche épaisse Py15nm (en bas) et fine Py4nm (en
haut). Les deux branches correspondent à la configuration (P15nm = +1,Py4nm = −1) (cercles pleins)
et (P15nm =−1,Py4nm =+1) (cercles vides).
tème entre les deux configurations magnétiques. Le signe de la pente d f/dH⊥ correspond au signe de la
polarité P15nm du vortex de la couche épaisse, ce qui confirme une fois de plus que, bien que correspon-
dant à un mode couplé, la dynamique reste proche de celle de ce vortex seul [41].
Dans le cas du pilier120nm un signal a pu être observé pour toutes les valeurs du champ comprises
entre les champs critiques de retournement des polarités (indiqués par des lignes pointillées rouge sur la
figure 7.6). Pour le pilier 200nm, l’application d’un champ de direction opposée à la polarité du vortex
de la couche épaisse réduit trop fortement la puissance du signal, et celui-ci tombe sous le plancher de
bruit et ne peut plus être mesuré.
Notons que sous l’application d’un champ magnétique H⊥, des largeurs de raie minimum d’environ
50kHz ont pu être mesurées, comme en témoigne le pic présenté sur la figure 7.7(b) mesuré pour un
champ de H⊥ = 658Oe appliqué sur le pilier 200nm, correspondant à un facteur de qualité record de
f/∆ f ≈ 15000. De manière générale, l’évolution de la puissance et de la largeur de raie du signal avec
H⊥ est complexe, et il ne nous a pas été possible de dégager de tendance globale.
Il sera pourtant intéressant d’étudier l’évolution de l’orbite de giration des vortex avec le champ H⊥.
N’ayant démontré aucune corrélation entre l’amplitude de giration et la puissance du signal observé, il
ne nous est cependant pas possible de faire une quelconque conclusion à partir de l’étude des propriétés
dynamiques.
7.3.2 Evolution de la résistance moyenne avec H⊥
Un moyen d’étudier l’évolution de l’amplitude de giration des vortex avec le champ est de se référer
à l’évolution de la résistance moyenne Rdc. La figure 7.8(a) reprend les évolutions, à Idc = 11mA, de Rdc
en fonction de H⊥ dans les deux configurations « 2V-P » et « 2V-AP »(P15nm = −1,P4nm = +1) 2. Cette
mesure de résistance correspond à la mesure de la branche décroissante de la caractéristique f (H⊥)
(points noirs sur la figure 7.6).
En utilisant l’évolution de résistance dans la configuration statique « 2V-P » comme référence, on
reporte sur la figure 7.8 l’évolution de l’augmentation de résistance dans l’état « 2V-AP » en fonction
de Hperp. Cette augmentation de résistance est un bon indicateur de la distance entre les cœurs des deux
2. Pour les détails de l’obtention de cette courbe, se reporter à la section 5.6.
118 7 Propriétés hyperfréquences : les observations expérimentales
Figure 7.7 – (a) Fréquence en fonction du champ H⊥ pour un pilier de diamètre 200nm, à Idc =
+20mA. Les symboles illustrent la polarité des vortex de la couche épaisse Py15nm (en bas) et fine
Py4nm (en haut). Les deux branches correspondent à la configuration (P15nm =+1,Py4nm =−1) (cercles
pleins) et (P15nm = −1,Py4nm = +1) (cercles vides). (b) Pic de plus faible largeur de raie, mesuré à
H⊥ =−658Oe, au point indiqué par une flèche verte sur (a).
Figure 7.8 – (a) (b) Différence de résistance moyenne entre les états « 2V-AP » (P15nm =−1) et « 2V-P »
en fonction du champ H⊥.
vortex, et ainsi un bon indicateur de l’orbite de giration des vortex dans l’état « 2V-AP ». On constate
alors que l’écart entre les deux cœurs augmente avec le champ H⊥ appliqué dans la direction de la polarité
P15nm, synonyme d’une augmentation de l’amplitude de giration.
Une tendance similaire est également observée pour le pilier de 200nm. Nous concluons donc que
l’augmentation de la fréquence est accompagnée d’une augmentation de l’amplitude de giration.
7.4 Discussions sur la diminution de la largeur de raie
L’étude de la dynamique excitée par transfert de spin de deux vortex couplés nous a permis d’observer
des oscillations de tension présentant une très faible largeur de raie. Ce résultat rejoint les observations
récentes de Gusakova et al., montrant que l’excitation de modes fortement couplés (couche libre et
couche du SAF) permet d’observer la réduction de la largeur de raie des oscillations. En fait, deux
contributions peuvent être mises en avant pour expliquer l’origine de la largeur de raie dans les STNOs :
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la non-linéarité du système autour de son orbite d’auto-oscillations, ainsi que la fréquence de relaxation
des fluctuations d’amplitude autour de l’orbite, définissant le facteur de conversion du bruit d’amplitude
en bruit de phase.
L’étude des variations de fréquence avec le courant et le champ H⊥, appuyés par les modèles ana-
lytiques, nous ont permis de démontrer que notre système à base de vortex couplés représente en fait
un oscillateur quasiment linéaire. L’évolution de la fréquence semble n’être affectée que par la variation
des paramètres de confinement (augmentation du champ d’Oersted) ou par la variation des paramètres
intrinsèques aux vortex (variation des gyrovecteurs par application d’un champ perpendiculaire).
Cependant, l’évolution expérimentale des propriétés hyperfréquences avec le courant nous a parti-
culièrement interpellés par l’absence de variation des orbites de giration (cf. fig. 7.2 p.114). Ce dernier
point soulève un doute quant à nos conclusions sur la linéarité du système autour de son orbite. En effet,
alors que dans la majorité des STNOs il est possible de déduire par la mesure de f (Idc) les variations de
la fréquence avec l’amplitude des oscillations [138, 139], notre mesure s’effectue à amplitude constante.
Néanmoins, cette stabilité particulière de la distance inter-cœurs lors de la giration nous amène à
considérer qu’il existe dans le système un mécanisme qui tend à l’imposer et la stabiliser. Notre hypothèse
est que ce phénomène est lié au comportement du second mode des deux vortex couplés sous l’effet du
transfert de spin. En effet, nous avons vu jusqu’à présent que le transfert de spin agit sur le mode couplé
majoritairement associé à la couche épaisse comme un contre-amortissement, par contre il agit sur le
second mode comme un sur-amortissement. Nous avions vu précédemment (cf. section 6.3) que l’accord
de phase et d’amplitude des deux rayons de giration durant le mouvement est lié à l’annulation de ce
second mode. Nous postulons alors que la relaxation des fluctuations d’amplitude pour le mode excité
est au moins en partie associée à la relaxation du mode sur-amorti par le transfert de spin. Alors, en
fonction de la valeur du courant Idc la fréquence de relaxation des fluctuations sera modifiée, jusqu’à
atteindre un régime où les fluctuations d’amplitude seront gelées grâce à l’action du transfert de spin.
Dans ce régime, la cohérence de nos oscillateurs couplés est fortement augmentée avec un minimum de
largeur de raie, associé uniquement aux fluctuations de la phase des oscillations.
Par nos observations expérimentales, nous avons pu confirmer que l’excitation d’une dyna-
mique de vortex couplés permet d’atteindre des largeurs de raies particulièrement faibles. Nous
démontrons notamment une réduction d’un ordre de grandeur par rapport aux oscillations de vor-
tex unique. Nous interprétons ce résultat par l’importance des modes couplés dans les mécanismes
de relaxations définissant les propriétés de l’auto-oscillateur face aux fluctuations d’amplitude.
En raison d’une puissance de signal trop faible pour être mesurée à l’analyseur de spectre, nous
n’avons pas pu confirmer le comportement du pilier de200nm à faible courant. Néanmoins, nous
avons confirmé la dépendance très linéaire de la fréquence avec Idc à fort courant, ainsi qu’avec
H⊥, propriétés particulièrement intéressantes en vue de potentielles applications.
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Chapitre 8
Mécanismes de renversement des polarités
et influence du transfert de spin
Dans ce chapitre, notre objectif est d’étudier par quels mécanismes et quelles valeurs du champ per-
pendiculaire H⊥ et du courant Idc le cœur d’un vortex peut être renversé. L’observation des renversements
de polarités a été menée sur des piliers de120nm et200nm, à différents courants Idc, puis interprétées
à l’aide de simulations micro-magnétiques.
Les simulations ont été réalisées en partenariat avec A.E. Ekomasov et E.G. Ekomasov de la Bashkir
State University (Ufa, Russie) ainsi qu’A.V. Khvalkovskiy et K.A Zvezdin de l’A.M. Prokhorov General
Physics Institute of RAS (Moscou, Russie)
8.1 Contexte
Un des aspects intéressants encore non discuté est qu’en raison de leur grande stabilité, les vortex
magnétiques, en plus d’être des oscillateurs rf performants, sont des candidats sérieux à une utilisation
comme nouvelle base à des mémoires non-volatiles, les données étant stockées soit dans leur polarité,
soit dans leur chiralité (ou les deux) [140, 141, 142, 143]. Pour concevoir ce nouveau genre de mémoire,
il est cependant nécessaire de bien comprendre et maîtriser les mécanismes en jeu dans les processus
de renversement du cœur de vortex, ainsi que les différentes façons de les induire. De plus, nous avons
pu voir dans notre étude que les polarités relatives des vortex jouent un rôle crucial pour l’observation
d’oscillations gyrotropiques. Il est important de maitriser le renversement des polarités pour contrôler
l’excitation ou non d’auto-oscillations gyrotropiques.
Les premiers travaux se sont concentrés sur l’influence de l’application d’un champ externe statique,
perpendiculaire au plan des couches et de direction opposée à la polarité du vortex, augmenté jusqu’à
déclencher le renversement du cœur [128, 129, 130]. Dans ce cas, le retournement s’initie depuis le cœur
du vortex, et s’effectue par nucléation et déplacement d’un point de Bloch [131]. Les champs de renver-
sement alors typiquement observés sont supérieurs à 0.2T (2000Oe), ce qui confirme la grande stabilité
de la polarité d’un vortex à l’équilibre, mais rend le renversement impossible dans le cas d’architectures
mémoires intégrées [143, 144, 57]. Le défi de renversement sélectif est aujourd’hui largement étudié, par
diverses approches :
– Par l’application locale d’un champ haute fréquence, orienté dans le plan de la couche, à la fré-
quence de résonance gyrotropique du vortex [145, 146, 147, 58, 148, 149, 150, 151, 152, 153] 1.
– Par l’action d’une force de transfert de spin haute fréquence, sous l’application d’un courant haute
fréquence, à la fréquence de résonance gyrotropique du vortex [156, 157, 158, 146, 57].
– Par l’action du transfert de spin sous l’application d’un courant continu [159, 140, 26, 160, 49,
132, 161, 162, 163].
– Par l’application d’un champ local pulsé orienté dans le plan de la couche [164, 127, 165, 56, 166,
167, 168, 143, 169] ou d’un courant pulsé [162, 170, 171, 172, 173].
1. ...ou à une autre fréquence de résonance de la configuration magnétique [154, 155] : ici l’excitation d’onde de spin
correspondant à un mode radial, à beaucoup plus haute fréquence et permettant des temps de renversement plus rapides
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Ces méthodes de retournement sont basées sur l’excitation de la dynamique gyrotropique du vortex
à forte amplitude. La déformation du cœur du vortex induit par le gyrochamp lorsque celui-ci atteint
une grande vitesse peut être suffisant pour entrainer la création d’une paire vortex-antivortex, qui par
recombinaison avec le vortex initial aboutissent à un vortex de polarité opposée [132, 158, 58].
Dans cette étude, nous allons mettre en avant les deux types de processus, auxquels nous nous réfè-
rerons par « renversement statique » et « renversement dynamique ».
Rappelons rapidement les principales propriétés dynamiques du système soumis à l’effet de transfert
de spin. En raison du couplage fort existant entre les deux vortex, chacun ne peut pas être considéré
comme un oscillateur indépendant, mais il est nécessaire de considérer un système de deux vortex cou-
plés [64, 121]. Nous avons en effet vu à la section (6.3) que lorsqu’une dynamique gyrotropique est exci-
tée par le transfert de spin, c’est un mouvement couplé des deux vortex qui est observé. Les deux vortex
tournent dans le même sens de rotation, avec des rayons de giration différents, mais à la même fréquence.
Les modèles analytiques ainsi que les simulations micro-magnétiques ont mis en avant que lorsque les
vortex ont des polarités identiques (configuration (2V-P)) ils oscillent en phase, alors que lorsque les
polarités sont anti-parallèles (configuration (2V-AP)) ils oscillent avec un déphasage de pi [64].
8.2 Résistance en fonction de H⊥ à différents courants Idc
Pour chaque courant Idc > 0, dans la configuration C15nm = C4nm = +1, nous reproduisons un ba-
layage du champ H⊥ à Idc fixe, depuis un fort champ négatif, dont l’amplitude (typiquement −6000Oe)
garantie que les deux polarités soient alignées dans le sens du champ : P15nm = P4nm =−1. En balayant
jusqu’aux forts champs positifs, nous observons alors le renversement successif des deux polarités.
Pour suivre ces renversements, nous avons vu que l’existence d’une dynamique couplée de forte am-
plitude dans la configuration « 2V-AP » se traduit par une différence de résistance moyenne entre les
deux configurations de polarités relatives : R(2V−P) < R(2V−AP). Lorsque le champ H⊥ est augmenté de-
puis les forts champs négatifs, on observe tout d’abord une variation quasi-parabolique réversible de la
résistance moyenne dans la configuration (2V-P), liée à la variation de l’élévation hors du plan des corps
de vortex sous l’influence du champ (comme nous avons pu le décrire dans la section 5.6.2). Le premier
renversement de l’un des cœurs de vortex sera ensuite associé à une brusque augmentation de résis-
tance moyenne (état (2V-AP)), qui persistera jusqu’au second retournement. Celui-ci est marqué par une
brusque chute de résistance, et la résistance retrouve alors sa variation quasi-parabolique caractéristique
de l’état (2V-P). Des courbes parfaitement similaires ont été mesurées pour les piliers de 200nm.
Nous allons montrer l’existence de deux régimes à courant « faible » et courant « fort », pour lesquels
nous présenterons des courbes typiques dans les deux sections suivantes. La caractérisation de l’évolution
de la fréquence gyrotropique en fonction du champ perpendiculaire H⊥ dans la configuration (2V-AP)
nous permettra de différentier les deux états (P15nm = +1,P4nm = −1) et (P15nm = −1,P4nm = +1) : la
fréquence augmente lorsque le champ est augmenté dans le sens de la polarité de la couche épaisse :
P15nm = signe(d f/dH⊥). En relevant l’évolution de fréquence entre les deux renversements, on peut
ainsi très facilement déterminer dans quelle couche a eu lieu le premier retournement de polarité.
8.2.1 Courants faibles
Nous débutons par le régime dit « de faible courant ». Sur la figure 8.1, nous présentons la courbe
R(H⊥) mesurée sur un pilier de 120nm à Idc = 11mA.Un premier renversement est détecté à Hperp =
2450Oe, puis un second à Hperp = 2770Oe.
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Figure 8.1 – Variation de résistance en fonction du champ magnétique perpendiculaire pour un pilier
de 120nm à un courant Idc = 11mA. Les schémas indiquent l’état des polarités : couche fine en haut,
couche épaisse en bas. Les lignes pointillées verticales marquent les champs de renversements des
polarités des vortex de la couche fine puis de la couche épaisse.
Figure 8.2 – Evolution caractéristique de la fréquence gyrotropique en fonction du champ H⊥ pour les
deux configurations de polarités relatives. Sur cette caractéristique est mise en évidence l’évolution de
fréquence relevée lors du balayage de champ présenté dans la figure 8.1
Nous reprenons sur la figure 8.2 la caractéristique de fréquence en fonction du champ perpendi-
culaire, en fonction de la configuration relative de polarités. Sur cette courbe, nous avons reporté en
rouge l’évolution de la fréquence qui a été relevée durant notre expérience, entre les deux renversements.
Ainsi, juste après le saut de résistance associé au premier renversement, à H⊥ = 2450Oe, un pic hyper-
fréquence associé au mode gyrotropique est relevé sur l’analyseur de spectre à environ f = 780MHz. Ce
pic correspond à la branche décroissante de la caractéristique f (Hperp), indiquant que l’état magnétique
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correspond à (P15nm = −1,P4nm = +1). Par conséquent, nous concluons que c’est la polarité du vortex
de la couche fine qui s’est renversée.
Ce comportement est reproduit pour une gamme de courants « faibles » jusqu’à une limite : Idc ≤
14mA pour les piliers 120nm et Idc ≤ 23mA pour les piliers 200nm.
8.2.2 Courants forts
Nous relevons un comportement différent pour des courants « forts » : Idc ≥ 16mA pour les piliers120nm et Idc ≥ 33mA pour les piliers 200nm. Sur la figure 8.3, nous présentons la courbe R(H⊥)
mesurée sur un pilier de 200nm pour un courant Idc = 35mA. La variation de résistance dans l’état
(2V-P) est toujours quasi-parabolique, et on retrouve également un saut et une chute de résistance, res-
pectivement à Hperp = 700Oe et 930Oe qui correspondent aux deux renversements des polarités.
Figure 8.3 – Variation de résistance en fonction du champ magnétique perpendiculaire pour un pilier
de 200nm à un courant Idc = 35mA. Les schémas indiquent l’état des polarités : couche fine en haut,
couche épaisse en bas. Les lignes pointillées verticales marquent les champs de renversements des
polarités des vortex de la couche épaisse puis de la couche fine.
La première différence avec le comportement relevé aux faibles courants est l’évolution de la fré-
quence en fonction du champ dans l’état (2V-AP). Cette fois la fréquence relevée, ainsi que son sens
d’évolution, correspondent à la branche croissante de la caractéristique f (Hperp), ce qui indique que c’est
le cœur du vortex de la couche épaisse qui s’est renversée en premier. La seconde différence concerne
l’amplitude du saut de résistance est plus grande. Comme nous avons déjà pu le préciser dans la section
7.3, ceci signifie que l’amplitude de giration des cœurs de vortex est plus élevée.
Nous conclurons finalement simplement que : L’amplitude des oscillations ayant la même variation
que la fréquence, on conclura simplement qu’à l’apparition de l’état (2V-AP) :
– Dans le cas à « faible » courant, le cœur du vortex de la couche fine se renverse le premier. A
l’apparition de l’état (2V-AP), l’amplitude et la fréquence sont faibles, puis diminuent lorsque le
champ continue d’augmenter. Enfin, le cœur du vortex de la couche épaisse se renverse à plus fort
champ.
– Dans le cas à « fort » courant, le cœur du vortex de la couche épaisse se renverse le premier.
A l’apparition de l’état (2V-AP), l’amplitude et la fréquence sont plus élevées, puis augmentent
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Figure 8.4 – Champs critiques de renversements expérimentaux des polarités des vortex de la couche
fine 4nm (ronds noirs) et de la couche épaisse 15nm (carrés rouges) en fonction du courant Idc, pour
les piliers de diamètres (a) 120nm et (b) 200nm.
lorsque le champ continue d’augmenter. Enfin, le cœur du vortex de la couche épaisse se renverse
à plus fort champ.
8.3 Dépendance des champs de renversement avec le courant
Pour chaque mesure à différents courants Idc, l’expérience est reproduite et les valeurs des deux
champs de renversement de polarité sont extraites, et associés au renversement du cœur de vortex de la
couche épaisse, ou de la couche fine. Sur les figures 8.4 (a) et (b), nous reportons les dépendances des
deux champs de renversements avec le courant Idc, pour chacune des deux tailles de piliers.
Les nano-piliers des deux diamètres montrent un comportement très similaire, avec deux régimes
bien distincts à « faible » et « fort » courant. A « faible » courant, la polarité de la couche fine se renverse à
un champ plus faible que celle de la couche épaisse (Idc ≤ 14mA pour les piliers120nm et Idc ≤ 23mA
pour les piliers 200nm), tandis qu’à « fort » courant le comportement est inversé et la polarité de la
couche épaisse se renverse en premier (Idc ≥ 16mA pour les piliers 120nm et Idc ≥ 33mA pour les
piliers 200nm). Dans chacune des deux régions, le champ de renversement du cœur de la couche
fine ne varie pas avec Idc, tandis que le champ de renversement du cœur de la couche épaisse décroit
rapidement avec Idc. On observe également une forte diminution des deux champs de renversement dans
le régime à « fort » courant par rapport au régime à « faible » courant.
Dans la gamme intermédiaire, aucun saut de résistance n’est relevé durant le balayage en champ, in-
diquant que les deux cœurs se renversent en même temps à l’échelle de temps de la mesure. On interprète
que dans cette gamme, les deux champs de renversement sont suffisamment proches pour que le renver-
sement d’un des cœurs déclenche immédiatement le renversement du second. En effet, le renversement
d’un cœur de vortex s’accompagne de l’émission d’ondes de spin dans la couche magnétique [174], qui
par couplage entre les couches peut venir déstabiliser la configuration de la configuration magnétique de
l’autre couche.
Il est également important de noter que les deux renversements ne s’effectuent pas dans les mêmes
conditions. En effet, le premier renversement a lieu alors que le système est dans l’état (2V-P), pour
lequel, selon les observations expérimentales, les deux vortex sont au repos, tandis que le second ren-
versement a lieu alors que le système est dans l’état (2V-AP) et que le mode gyrotropique couplé des
vortex est excité. Ainsi, il est également à envisager qu’après le premier renversement dans l’état (2V-P),
le champ appliqué est déjà supérieur au second champ de renversement dans l’état (2V-AP).
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8.4 Simulations et interprétations
Pour confirmer et comprendre ce comportement, nous avons effectué des simulations numériques
à l’aide du logiciel SpinPM, pour le cas des piliers circulaires de 200nm. Les résultats de ces simu-
lations nous ont permis de mettre en évidence l’existence de deux régimes, et d’associer les processus
correspondant à chacun des renversements.
8.4.1 Conditions de simulation
Dans les simulations, l’aimantation des deux couches est laissée libre, avec notamment comme
conséquence que chaque couche magnétique agit à la fois comme polariseur et comme couche libre
lorsqu’on considère l’action du transfert de spin. La densité de courant est supposée uniforme dans toute
la section du pilier. Le couple de transfert de spin est calculé pour une polarisation en spin du courant P=
0.1. Les paramètres magnétiques utilisés sont les suivants : µ0Ms15nm = 0.88T (Ms15nm = 700emu/cm3)
pour la couche épaisse de 15nm, et µ0Ms15nm = 0.75T (Ms4nm = 600emu/cm3) pour la couche fine
de 4nm, des constantes d’échange A15nm = 12fJ/m (A15nm = 1.2µerg/cm) et A4nm = 11fJ/m (A4nm =
1.1µerg/cm), et un amortissement de Gilbert α= 0.01. La taille de maille choisie est 2×2×5nm3.
Les simulations micro-magnétiques sont réalisées par intégration numérique par une méthode de
Runge-Kutta au 4me ordre de l’équation de Landau-Lifshitz-Gilbert, avec un pas temporel adaptatif.
Bien qu’ayant une très faible amplitude au centre du pilier, et ainsi une influence faible sur le processus
de renversement du cœur 2, le champ d’Oersted est pris en compte dans les simulations. A noter qu’un
champ constant Hx = 50Oe dans le plan des couches est introduit pour briser la symétrie du système,
sans toutefois influencer sensiblement les propriétés dynamiques du système.
Pour chaque valeur de H⊥, les deux couches sont initialisées dans l’état vortex C15nm =C4nm = +1
et P15nm = P4nm = −1. La configuration magnétique est laissée libre de relaxer sans courant, ce qui
aboutit à une configuration initiale où les cœurs des deux vortex sont centrés dans leur couche respective.
Cette configuration est ensuite utilisée comme état initial pour chaque valeur du courant. Cette procédure
est répétée pour des valeurs de champ croissantes dans le but de trouver pour chaque courant le champ
critique induisant un renversement de polarité. De la même façon, pour trouver la valeur du second champ
critique, le système est initié dans la configuration (2V-AP) correspondante, et le courant est appliqué à
partir de la configuration relaxée.
8.4.2 Résultats
Les résultats des simulations sont présentés sur la figure 8.5. Nous retrouvons les deux régimes à
« faibles » et « forts » courants, avec l’inversion de l’ordre des renversements. Aux « faibles » courants,
le champ de renversement du cœur dans la couche fine est indépendant de Idc, tandis que celui associé
à la couche épaisse diminue très lentement avec Idc. Au « forts » courants, le champ de renversement
associé à la couche épaisse est toujours négatif, et décroit rapidement avec Idc, tandis que le champ de
renversement du cœur dans la couche fine reste indépendant de Idc, à une valeur légèrement inférieure au
régime des « faibles » courants. Ces simulations montrent ainsi un bon accord qualitatif avec les résultats
expérimentaux.
Les simulations indiquent néanmoins que les deux cœurs se renversent toujours indépendamment, ce
qui peut être une conséquence de l’absence d’imperfections dans le système simulé.
2. ...mais une influence certaine sur la fréquence des oscillations gyrotropiques, ce qui peut modifier la vitesse de déplace-
ment du cœur...
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Figure 8.5 – Champs critiques de renversements simulés des polarités des vortex de la couche fine 4nm
(ronds noirs) et de la couche épaisse 15nm (carrés rouges) en fonction du courant Idc, pour les piliers
de diamètres (a)120nm et (b)200nm. Les valeurs des champ critiques expérimentaux sont reportés
en symbôles creux pour comparaison.
8.4.3 Deux processus de renversement
L’observation des mécanismes de renversements laisse apparaître deux types de processus, que nous
désignerons par « renversement statique » et « renversement dynamique ».
Le renversement « dynamique » se produit après la déformation du cœur de vortex durant sa rotation
dans le mouvement gyrotropique, sous l’influence du gyro-champ : un creux se forme à proximité du
cœur [27, 175], à l’intérieur de sa trajectoire, où l’aimantation Mz est opposée à la polarité. Lorsque le
cœur atteint une vitesse critique, ce creux se sépare du cœur, menant à la création d’une pair vortex-
antivortex de polarités opposées [27, 166, 176, 132, 177]. L’anti-vortex s’annihile alors avec le premier
vortex, et reste un vortex de polarité opposée.
Il a été prédit que la vitesse critique pour le renversement à champ perpendiculaire nul est une
constante, définie par les propriétés du matériau [58] : vcri ≈ 1.66γ
√
A. Pour l’échantillon considéré,
cette formule mène à des valeurs de 306m/s et 320m/s pour les couches de 4nm et 15nm respective-
ment. Il a également été prédit [132] que lorsqu’un vortex est soumis à un champ magnétique opposé
à sa polarité, la vitesse critique de renversement peut être fortement réduite, observant une dépendance
linéaire avec H⊥. En conséquence, une extrapolation de cette dépendance prévoit une valeur de champ
pour laquelle la vitesse de renversement devient nulle : H0(vcri = 0), champ parfois assimilé à un champ
de renversement statique.
Cependant, ce processus ne doit pas être confondu avec un renversement dit « statique », correspon-
dant à un effondrement du cœur du vortex par propagation d’un point de Bloch [131], et lié à l’instabilité
d’un cœur de polarité opposée au champ. Ce processus est souvent aidé par les défauts ou les imperfec-
tions dans les couches magnétiques [123]. Ce mécanisme de renversement peut apparaître à des champs
plus faibles que H0, particulièrement pour des plots magnétiques fins pour lesquels le vortex est moins
stable [29, 131].
Dans les simulations présentées, des renversements « dynamiques » sont observés lorsque les vortex
tournent à grande vitesse, et on observe alors que le processus s’initie dans le corps du vortex, hors du
cœur. A l’opposé, des renversements « statiques » sont observés quand le cœur est fixe, ou se déplace à
très faible vitesse, et dans ce cas le processus de renversement s’initie depuis le centre même du cœur du
vortex.
128 8 Mécanismes de renversement des polarités et influence du transfert de spin
Figure 8.6 – (a) Diagramme schématique d’évolution de la vitesse du cœur du vortex de la couche
épaisse en fonction du champ magnétique, pour deux valeurs du courant Idc = 25mA et Idc = 35mA,
face à l’évolution de la vitesse critique et aux champ critiques de renversement « statiques » des deux
cœurs. (b) Vitesse des cœurs des vortex des couches fine (ronds noirs) et épaisse (carrés rouges), issues
des simulations et relevée juste avant le renversement.
8.4.4 Interprétation des résultats
Pour tous les couples de paramètres Idc et H⊥, ainsi que la polarité des vortex, les simulations in-
diquent que le cœur du vortex de la couche épaisse a toujours le plus grand rayon de giration. Ainsi,
c’est toujours ce cœur qui a la vitesse la plus grande, et est donc le premier (et le seul) susceptible de se
renverser par un processus dynamique.
Trois influences en compétition sont alors à prendre en considération lorsque le courant et le champ
perpendiculaire sont balayés :
1) Comme détaillé dans le chapitre 7, la dynamique du système est définie par le vortex de la couche
épaisse. Ainsi, lorsque la dynamique est excitée par le transfert de spin, le rayon de giration des deux
vortex, la fréquence de giration, et donc leurs vitesses vont décroitre lorsque le champ augmente dans
la direction opposée à la polarité du vortex de la couche épaisse [41, 121].
2) La vitesse critique des deux cœurs va diminuer tandis que le champ est augmenté dans la direction
opposée à leur polarité [132].
3) Pour un H⊥ donné, la fréquence gyrotropique augmente avec le courant, augmentant ainsi la vitesse
des cœurs des deux vortex.
L’évolution relative de ces trois dépendances va être d’importance primordiale pour savoir si l’on atteint
ou non une situation de renversement « dynamique » avant que le champ de renversement « statique »
soit atteint. Ces trois influences sont résumées sur la figure 8.6(a).
Dans la région à « faible » courant, les vitesses sont lentes, et la vitesse critique de renversement n’est
jamais atteinte, quel que soit le champ. Les renversements des deux cœurs interviennent par effondre-
ment du cœur, à faible vitesse (voir figure 8.6(b)), lorsque le champ critique « statique » est atteint. Cette
observation correspond bien avec le fait que l’on relève pour ces deux champs de renversements quasi-
ment aucune variation avec le courant (cf. fig. 8.5). En raison de l’absence de défauts dans le système
simulé, on peut s’attendre à ce que les champs critiques soient un peu surestimés. Expérimentalement
cependant, on observe une diminution du champ critique pour la couche épaisse lorsque le courant aug-
mente (cf. fig. 8.4). Particulièrement pour le pilier120nm, une fois dans l’état (2V-AP), la vitesse avant
le renversement devient significative et peut raisonnablement réduire le champ auquel le cœur s’effondre
de par l’influence du gyro-champ [27].
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Finalement à 30mA, dans la couche de 15nm, l’évolution de la vitesse du cœur avec H⊥ croise celle
de la vitesse critique, avant que H⊥ atteigne la valeur du champ critique statique (voir figure 8.6(a)).
Alors, c’est le cœur de la couche épaisse qui se renverse en premier, « dynamiquement » (voir figure 8.6(b)).
Si l’on augmente le courant au delà de 30mA, la vitesse du cœur dans la couche 15nm augmente encore,
et le renversement a lieu à des champs de plus en plus faibles. Nous avons été surpris d’observer, à la fois
expérimentalement et dans les simulations, que le renversement peut avoir lieu pour des valeurs néga-
tives de H⊥, ce qui correspond à un champ dans la même direction que le cœur. Ceci se produit lorsque le
cœur atteint une très grande vitesse, au delà des vitesses critiques calculées à champ nul. C’est pourquoi
il n’est possible d’observer un renversement à H⊥ < 0 que pour les piliers 200nm où la vitesse est plus
grande, et non pour les piliers 120nm. Il est intéressant de noter qu’il est donc possible de provoquer
un renversement à champ nul, simplement par l’action du transfert de spin. Après le premier renverse-
ment, le cœur dans la couche 4nm n’atteint quant à lui jamais sa vitesse critique, et le champ critique
de renversement « statique » est inévitablement atteint en premier. Une fois encore, quasiment aucune
dépendance du champ critique n’est alors observée avec le courant (cf. fig. 8.5).
Notons que la valeur observée du champ critique pour le renversement de polarité de la couche
fine est différente dans les régions de « faibles » et « forts » courants, tout particulièrement dans le cas
expérimental (cf. fig. 8.4). Nous pouvons faire l’hypothèse que l’interaction entre les deux cœurs soit à
l’origine de ce changement : lorsque le renversement se fait depuis l’état (2V-P) (à « faible » courant),
les deux cœurs sont proches, alors que lorsque le renversement se fait depuis l’état (2V-AP) (à « fort »
courant), les cœurs sont éloignés (cf. la rotation en opposition de phase) en plus d’être de directions
opposées. Une autre hypothèse possible est la dépendance du champ de renversement « statique » de
polarité de la couche fine avec la vitesse du cœur. En effet, en fonction de la direction de polarité du
vortex de la couche épaisse, la fréquence gyrotropique à un champ donné s’avère grandement modifiée
(elle est supérieure si la direction du champ et de la polarité du vortex de la couche épaisse coïncident).
On envisage alors qu’une plus grande vitesse, bien que très inférieure à la vitesse critique, aide à la
déstabilisation du vortex.
Malgré l’absence de preuve de la présence d’excitations gyrotropiques dans la configuration (2V-P),
cette étude comparative soutient la possibilité de l’apparition expérimentale d’auto-oscillations dans cet
état. Comme discuté dans les précédents chapitres 6 et 7, il est envisageable que le courant critique d’ex-
citation dans la configuration (2V-P) soit sous-évalué par les simulations, et repoussé aux forts courants.
Vu les résultats que nous venons de présenter, au moins pour des courants supérieurs à 33mA dans le
cas des piliers 200nm, l’action du transfert de spin à champ nul est nécessairement suffisante pour dé-
marrer les auto-oscillations dans la configuration (2V-P). Nous pouvons alors faire l’hypothèse que dès
le départ des oscillations, l’amplitude suffisamment grande pour que la vitesse critique soit atteinte, et
qu’un renversement du cœur du vortex de la couche épaisse se produise.
En résumé, ces expériences, soutenues par une étude numérique, ont démontré que même
lorsque le mode gyrotropique est excité, deux sortes de processus de renversements de polarités
peuvent être observés : « statique » ou « dynamique ». Les champs critiques de renversement asso-
ciés à un effondrement du cœur ne montrent pas de forte dépendance aux paramètres dynamiques,
mais diminuent avec l’épaisseur des couches magnétiques. Au contraire, les renversements « dyna-
miques » qui ont lieu à grandes vitesses montrent une forte dépendance au courant.
Cette étude introduit la possibilité de renverser le cœur du vortex de la couche épaisse de 15nm
simplement en appliquant un courant continu à champ magnétique nul, laissant alors le système
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dans un état (2V-AP) stable dans lequel un signal hyper-fréquence est mesuré. Elle propose égale-
ment la possibilité d’effectuer un renversement sélectif de polarité par une combinaison ingénieuse
du champ et du courant.
Conclusion et perspectives
Conclusion de la partie III :
Nous avons envisagé le système de deux vortex, et en particulier le mode gyrotropique du cœur de
vortex, comme un système modèle pour l’étude de l’excitation par transfert de spin de couches magné-
tiques couplées. Nous avons présenté une étude approfondie des courbes de transport R(Idc) et R(H),
permettant d’une part, de mettre en évidence la possibilité de contrôler l’état magnétique de chacune
des couches (uniforme, 1 vortex, 2 vortex) mais aussi de démontrer la complexité des phénomènes de
relaxation de spin dans des structures à aimantation fortement non-homogène.
Un des objectifs était d’analyser les propriétés dynamiques du système à deux vortex couplés. Dans
ce but, nous avons calculé l’expression de la force de transfert de spin dans le cas d’une couche polarisa-
trice en vortex, permettant de prédire les règles sur les signes relatifs de chiralités et polarités des deux
vortex, ainsi que sur le signe du courant pour exciter des oscillations gyrotropiques de large amplitude
par transfert de spin. Ces prédictions ont été validées par des simulations micro-magnétiques. Un des
résultats importants est qu’un seul des deux modes couplés du système est susceptible d’être excité par
l’effet de transfert de spin. Celui correspond au cas pour lequel les deux cœurs de vortex tournent à une
fréquence commune, mais soit en phase ou en opposition de phase en fonction des signes de polarité.
Enfin, nous avons pu prédire en tenant compte de toutes les composantes de l’interaction dipolaire
entre les deux vortex que le courant critique est plus élevé dans la configuration de polarités parallèles
que dans la configuration de polarités anti-parallèles. De plus, dans le cas de nanopiliers de diamètre
supérieur à 200nm, un résultat particulièrement intéressant est que la réduction du courant critique
mène à une valeur théoriquement nulle, associé à une très forte accordabilité de la fréquence aux faibles
courants. Ce résultat a abouti au dépôt d’un brevet [136] en raison de son grand potentiel applicatif, dans
le domaine des télécommunications par exemple.
D’un point de vue expérimental, nous avons observé des excitations uniquement dans la configuration
de polarités anti-parallèles, aussi bien pour un pilier de diamètre 120nm que 200nm. Les signaux
rf associés aux auto-oscillations ont notamment pu être observés à champ nul, ce qui représente une
caractéristique très importante en vue des applications. Les largeurs de raies de ces modes couplés sont
particulièrement faibles (≈ 200kHz à champ nul, et jusqu’à ≈ 50kHz sous l’application d’un champ
magnétique) ce qui correspond à une réduction d’environ un ordre de grandeur par rapport aux auto-
oscillations d’un vortex unique.
Le contrôle de la configuration relative des cœurs de vortex est un des paramètres critiques pour la
maîtrise des propriétés dynamiques et donc de l’émission hyperfréquence. Nous avons présenté une étude
des mécanismes de renversement des cœurs des vortex sous les influences d’un champ perpendiculaire
et du transfert de spin. A faible courant, le renversement est « statique » et correspond à un effondrement
du cœur, tandis qu’à fort courant, l’influence du transfert de spin permet d’observer des renversements
« dynamiques », lorsque la vitesse du cœur du vortex de la couche épaisse atteint sa vitesse critique. A
notre connaissance, il s’agit d’un premier résultat expérimental mettant en évidence le retournement de
polarité par transfert de spin associé à l’injection d’un courant continu. Au-delà des aspects oscillateurs,
ces résultats sont très importants pour des perspectives de mémoires non volatiles 4 états à base de vortex.
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Perspectives :
Dans notre étude sur le système à deux vortex, nous avons mis en évidence les limites du modèle
couramment employé pour le calcul de l’effet du transfert de spin, qui suppose une polarisation en spin du
courant P constante sur toute la section du pilier. Pour prédire avec précision le comportement dynamique
d’aimantations fortement non-homogènes, il sera nécessaire de coupler les calculs micro-magnétiques
avec une résolution du profil de polarisation en spin du courant dans la structure.
Dans le but de combiner cohérence des oscillations et puissance du signal, mais également dans l’es-
poir de pouvoir confirmer la réduction du courant critique à zéro, une nouvelle génération d’échantillons
a été préparée en collaboration avec le groupe de S. Yuasa (AIST, Tsukuba, Japon). Ces nano-piliers sont
conçus en accolant à la tricouche spin-valve une jonction tunnel magnétique, pour aboutir à un empi-
lement de type : Py/Cu/Py/MgO/SAF. Ainsi, les oscillations des vortex couplés dans les couches de Py
vont induire de fortes variations de la résistance tunnel au niveau de la jonction sans toutefois dégrader
les propriétés de cohérences de celles-ci.
Ce travail de thèse ainsi que plusieurs autres travaux récents [115, 116, 117] ont permis de démontrer
que l’excitation par transfert de spin de modes couplés permet de diminuer grandement la largeur de
raie des oscillations. Nous avons alors émis l’hypothèse que la considération des modes couplés non
excités, mais néanmoins affectés par le transfert de spin, est importante dans le calcul de la sensibilité
des oscillateurs aux fluctuations. Le lecteur pourra trouver dans l’annexe C (p.183) quelques figures
présentant des résultats surprenant d’observation de signaux issus des oscillations à des fréquences sub-
harmoniques de la fréquence gyrotropique excitée ( f/2, f/3, etc.). Bien qu’encore inexpliquées, ces
observations suggèrent l’existence de phénomènes de synchronisation entre les différents modes couplés
du système.
Un important travail reste pourtant à faire dans le but de confirmer ces hypothèses. Notamment, il
sera nécessaire d’étudier précisément la validité des modèles de calculs de la largeur de raie des os-
cillateurs à transfert de spin dans le cas spécifique des oscillateurs à base de vortex. Un développement
nécessaire sera d’inclure dans de prochaines simulations micro-magnétiques l’influence d’un champ fluc-
tuant permettant de prendre en considération les fluctuations thermiques dans le système, afin d’identifier
spécifiquement les phénomènes à l’origine de la réduction de largeur de raie et en particulier les corré-
lations entre les bruits de phase et d’amplitude dans les STVO. Jusqu’à présent, les systèmes étudiés ne
comportent que deux couches magnétiques mais il est possible d’envisager de multiplier le nombre de
couches libres couplées dans l’espoir de diminuer encore plus la largeur de raie.
D’un point de vue applicatif, la cohérence des oscillations peut être un excellent atout pour étudier
les caractéristiques de ce système en tant que détecteur rf. Un schéma possible serait de connecter le
pilier directement à une antenne, pour étudier la réponse de la tension dc à ses bornes en fonction de la
fréquence reçue par l’antenne.
Quatrième partie
Phénomènes de synchronisation de deux
oscillateurs
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synchronisation
Figure 8.7 – Dessin original de C. Huygens illustrant son expérience avec deux horloges placées sur
un support commun.
Le phénomène de synchronisation a été observé pour la première fois en 1665 par le savant Christiaan
Huygens. Alors qu’il réalisait une étude sur la longévité des horloges, il fut surpris en observant deux
horloges accrochées au même support de voir que les mouvements des deux pendules s’accordaient pour
osciller à une seule et même fréquence, dans son cas toujours en opposition de phase. Au delà, il remarqua
que si une quelconque interférence dérangeait cet accord, celui-ci était rétabli dans un temps très court.
Depuis cette découverte du phénomène de « synchronisation mutuelle » de deux auto-oscillateurs, de
nombreux autres exemples ont pu être observés : non seulement en science, mais également dans la
nature, dans notre vie sociale, etc [91, 63].
Lorsque deux auto-oscillateurs, par définition autonomes, interagissent par un biais quelconque, ils
sont alors susceptibles de se synchroniser. Il n’est cependant pas toujours évident d’identifier ni l’origine,
ni l’amplitude de l’interaction, ainsi que les capacités des différents oscillateurs à modifier leur fréquence
pour s’adapter à son voisin. Ce qui est particulièrement intéressant est que lorsque plusieurs oscillateurs
sont synchronisés, on peut dans certains cas observer une plus grande stabilité des oscillations synchrones
par rapport aux oscillations des auto-oscillateurs isolés [101].
C’est ce phénomène qui retient l’attention de la communauté travaillant à l’optimisation des oscil-
lateurs à transfert de spin. Nous avons justement pu décrire au chapitre 3.2 que deux plots magnétiques
placés à proximité l’un de l’autre interagissent par le biais du champ dipolaire induit par chacun. Alors
que nous nous sommes intéressés dans la partie III à l’optimisation des propriétés d’un unique auto-
oscillateur à transfert de spin, nous proposons dans cette partie d’étendre l’étude au comportement de
plusieurs nano-piliers placés à proximité. Nous chercherons notamment, tout comme Huygens et ses
deux horloges, à déterminer s’il est possible d’observer un phénomène de synchronisation mutuelle entre
les oscillations de deux STVOs.
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Chapitre 9
Synchronisation de deux oscillateurs :
modèles analytiques de la dynamique de
synchronisation
Ce chapitre est consacré à l’élaboration de modèles analytiques pour l’étude de la synchronisation
entre deux oscillateurs vortex à transfert de spin (STVO). Nous étudierons le comportement de deux
piliers dans lesquels sont excitées des oscillations entretenues d’un vortex par transfert de spin (voir
figure 9.1). Les deux piliers sont séparés d’une distance faible et interagissent par couplage dipolaire.
Après avoir pris soin de décrire et modéliser l’interaction entre les deux vortex, nous nous concentrerons
dans un premier temps sur l’établissement d’un accord de phase entre deux oscillateurs identiques. Puis
nous ébaucherons un modèle nous permettant de prédire les conditions de synchronisation de deux piliers
de diamètres légèrement différents.
Figure 9.1 – Représentation schématique de deux oscillateurs à transfert de spin à base de vortex.
Les flèches rouges indiquent la direction de la polarisation en spin du courant issue du polariseur. Les
piliers ont un diamètre D et sont séparés d’une distance L. Les affixes X 1 = (x1,y1) et X 2 = (x2,y2)
définissent les positions des deux cœurs dans chaque couche.
9.1 Modélisation de l’interaction dipolaire
La modélisation complète de l’interaction dipolaire entre les deux vortex est complexe. Il serait en
effet nécessaire de prendre en compte les interactions corps-corps, cœur-cœur, et corps-cœur. Cependant,
étant donné la distance séparant les deux cœurs, ainsi que leurs dimensions réduites, il est raisonnable de
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négliger les deux derniers termes pour ne considérer que l’interaction entre les composantes planaires de
l’aimantation du vortex.
Nous considérerons un modèle analytique simple : celui de deux macro-dipoles, concentrés au centre
des couches. Dans ce cas simple, l’énergie d’interaction peut être exprimée par :
W mdint =V
2
(
~M1 · ~M2
D 312
− 3(
~M1 ·~D12)( ~M2 ·~D12)
D 512
)
(9.1)
où ~D12 est le vecteur reliant les positions des deux cœurs et V est le volume d’une couche magnétique.
L’aimantation planaire ~M1,2 pour le vortex est perpendiculaire au rayon vecteur de la position du cœur,
et on peut ainsi écrire µ0 ~M1,2 = C1,2ξ(~X1,2×~ez), où ξ est une constante déterminée numériquement 1 :
ξ= 0.56mT/nm. L’équation (9.1) peut alors être mise sous la forme :
W mdint =C1C2
(
µ(+)~X1 ·~X2+µ(−)X1X2 cos(ϕ1+ϕ2)
)
(9.2)
où µ(+) = − ξ
2V 2
2D 312
< 0, µ(−) = 32
ξ2V 2
D 312
> 0 et µ(−) = −3µ(+) [178]. On associera par la suite aux rayons
vecteurs leurs affixes complexes : ~X1(X 1), ~X2(X 2). En posant le vecteur ~X∗1 (X 1
∗) symétrique de ~X1 par
rapport à l’axe xˆ de référence des phases, la formule (9.2) peut enfin être réécrite sous la forme :
W mdint = C1C2
(
µ(+)~X1 ·~X2+µ(−)~X∗1 ·~X2
)
(9.3)
= C1C2
(
µ(+)Re(X 1X 2
∗)+µ(−)Re(X 1X 2)
)
(9.4)
Nous allons nous intéresser à l’apparition d’un accord de phase entre les oscillations des vortex dans
les deux piliers. La dynamique de synchronisation est étudiée à travers l’équation différentielle modéli-
sant l’évolution de la différence de phase entre les deux oscillateurs. Nous retrouverons particulièrement
dans cette équation les différents termes de couplage. La synchronisation est un processus lent par rap-
port à la fréquence d’auto-oscillation des deux systèmes. Ainsi nous pourrons, pour étudier la dynamique
de verrouillage de phase, ne considérer que les termes correspondants à des variations à basse fréquence,
et négliger les termes oscillants à haute fréquence.
En remplaçant dans l’expression (9.3) : X 1 = X1eiP1ω1t+ϕ10 et X 2 = X2eiP2ω2t+ϕ20 , on révèle alors que
le premier terme de l’expression est un terme oscillant à la fréquence P1ω1−P2ω2, tandis que le second
oscille à une fréquence P1ω1+P2ω2. Nous considèrerons par la suite deux cas :
1) Le cas où les deux vortex ont des polarités parallèles, et tournent donc dans la même direction :
P1P2 > 0. Le second terme de l’expression (9.3) oscille alors au double de la fréquence gyrotropique
des vortex. Nous le négligerons donc et retiendrons Wint |BF = µ(+)~X1 ·~X2.
2) Dans le cas où les vortex ont des polarités anti-parallèles, les deux vortex tournant alors dans des
directions opposées (sgn(ω1) =−sgn(ω2)), c’est le premier terme de l’énergie d’interaction Wint
(équation (9.3)) qui oscille à haute fréquence et sera moyenné pour ne garder que le second terme
correspondant à des oscillations lentes. Nous retiendrons ainsi Wint |BF = µ(−)~X∗1 ·~X2 = µ(−)~X1 ·~X∗2 .
9.2 Verrouillage de phase de deux oscillateurs identiques
Considérons tout d’abord le cas « simple » de deux auto-oscillateurs identiques qui, s’ils étaient
isolés, auraient strictement la même fréquence d’oscillation. Afin de se synchroniser, il n’est ainsi pas
1. On trace pour cela l’évolution de l’aimantation moyenne en fonction de la position du cœur, qui est relativement linéaire
pour un rayon faible.
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nécessaire pour les oscillateurs d’adapter leurs fréquences d’auto-oscillations respectives. C’est pourquoi
plutôt que de synchronisation nous parlerons de verrouillage de phase. L’accord de phase, point central
de la synchronisation peut toujours être étudié : les deux oscillateurs démarrent en effet avec une phase à
priori décorrélée et atteindront, grâce à l’influence de leur interaction mutuelle, un état pour lequel leurs
phases sont accordées, ou « verrouillées ».
Nous proposons un modèle analytique basé sur les équations de Thiele [43] décrivant la dynamique
des deux vortex, auxquelles nous ajoutons un terme supplémentaire de couplage correspondant à l’inter-
action dipolaire [29, 35, 31].
9.2.1 Cas des polarités parallèles
Les deux équations de Thiele décrivant la dynamique des cœurs des vortex, dans le cas de vortex
de chiralités identiques C1,2 = +1, et des polarités parallèles P1,2 = +1, intégrant le transfert de spin et
l’interaction dipolaire s’écrivent :
−G(~ez× ~˙X1,2)− k1,2(X1,2)~X1,2−αηG~˙X1,2+~FST T +~Fint =~0 (9.5)
Pour la constante de rappel k1,2, on introduira la dépendance au second ordre avec l’orbite de gi-
ration : k1,2(X1,2) = ω0G
(
1+a(X1,2/R)
2
)
[54, 179]. En effet, en plus d’être nécessaire à l’existence
dans les équations d’une trajectoire d’auto-oscillations stable, le coefficient a définit, à courant constant,
la dépendance de la fréquence avec l’orbite de giration. Sans cela, les auto-oscillateurs ainsi modélisés
seraient isochrones et alors inaptes à se synchroniser. Il est donc très important d’en tenir compte dans
ce modèle. Nous choisirons par contre de considérer un coefficient d’amortissement η constant.
Nous exprimerons la force de transfert de spin sous la forme :
~FST T = κJ1,2(~ez× ~X1,2)
Cette forme correspond avant tout au cas d’un polariseur uniforme perpendiculaire, mais il sera facile de
considérer un cas plus complexe en introduisant une dépendance du type κ(X) (la direction reste quant à
elle inchangée). Dans cette section, nous considèrerons que les deux auto-oscillateurs sont alimentés par
un même courant : J1 = J2 = J. Finalement, le terme d’interaction s’exprime par :
~Fint =−∂Wint |BF (~X1,~X2)/∂ ~X1,2 =−µ(+) ~X2,1
L’encadré suivant propose la mise en équation de la dynamique de verrouillage de phase à partir des
équations de Thiele couplées.
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Verrouillage de phase : cas des polarités parallèles
Pour plus de simplicité, il est pratique de reprendre ces équations en utilisant la notation complexe
et les affixes X 1 et X 2 associées aux rayons vecteurs :{
−(iG+D)X˙ 1− (k1(X1)− iκJ)X 1−µ(+)X 2 = 0 (9.6a)
−(iG+D)X˙ 2− (k2(X2)− iκJ)X 2−µ(+)X 1 = 0 (9.6b)
Ces équations peuvent être réécrites en utilisant les coordonnées polaires X 1 =X1eiϕ1 et X 2 =X2eiϕ2 ,
en séparant partie réelle et partie imaginaire et en introduisant le déphasage ψ= ϕ1−ϕ2 :{
−GX˙1−DX1ϕ˙1+κJX1+µ(+)X2 sinψ= 0 (9.7a)
−DX˙1+GX1ϕ˙1− k1(X1)−µ(+)X2 cosψ= 0 (9.7b){
−GX˙2−DX2ϕ˙2+κJX2−µ(+)X1 sinψ= 0 (9.8a)
−DX˙2+GX2ϕ˙2− k2(X2)−µ(+)X1 cosψ= 0 (9.8b)
que l’on peut réécrire, en séparant les variables et en considérant que (αη)2 << 1 :
X˙1
X1
=
κJ−αηk1(X1)
G
+
µ(+)
G
X2
X1
(sinψ−αηcosψ) (9.9a)
X˙2
X2
=
κJ−αηk2(X2)
G
− µ(+)
G
X1
X2
(sinψ+αηcosψ) (9.9b)
ϕ˙1 =
k1(X1)
G
+αη
κJ
G
+
µ(+)
G
X2
X1
(αηsinψ+ cosψ) (9.9c)
ϕ˙2 =
k2(X2)
G
+αη
κJ
G
+
µ(+)
G
X1
X2
(−αηsinψ+ cosψ) (9.9d)
On obtient ainsi deux équations couplées décrivant les dynamiques de la différence d’amplitude et
de la différence de phase des deux oscillateurs. En posant µ˜(+) =
µ(+)
G :
X˙1
X1
− X˙2X2 =−αηω0a
(
X21−X22
R2
)
+ µ˜(+)
(
X1
X2
+ X2X1
)
sinψ+ µ˜(+)αη
(
X1
X2
− X2X1
)
cosψ
ψ˙= ω0a
(
X21−X22
R2
)
+αη
(
X˙1
X1
− X˙2X2
)
− µ˜(+)
(
X1
X2
− X2X1
)
cosψ
(9.10)
On posera pour la suite la variable ε= X1−X2X1+X2 . On peut raisonnablement faire l’hypothèse que la dif-
férence d’amplitude reste faible par rapport aux amplitudes elles-mêmes et ainsi effectuer quelques
développements limités à l’ordre 1 :
ε˙=
1
2
(
X˙1
X1
− X˙2
X2
)
; (X21 −X22 )≈ 4X20 ε
(
X1
X2
− X2
X1
)
≈ 4ε ;
(
X1
X2
+
X2
X1
)
≈ 2
En posant la variable réduite r0 = X0/R, on obtient finalement les deux équations couplées :{
ε˙= 2αη
(
µ˜(+) cosψ−ω0ar02
)
ε+ µ˜(+) sinψ (9.11a)
ψ˙= 4
(
ω0ar02− µ˜(+) cosψ
)
ε+2αηε˙ (9.11b)
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La dynamique de verrouillage de phase est décrite par un système de deux équations différentielles
non-linéaires couplées, l’une associée à l’écart relatif des amplitudes et la seconde à la différence de
phase :
{
ε˙= 2αη
(
µ˜(+) cosψ−ω0ar02
)
ε+ µ˜(+) sinψ (9.12a)
ψ˙= 4
(
ω0ar02− µ˜(+) cosψ
)
ε+2αηµ˜(+) sinψ (9.12b)
Le paramètre a, représentant la possibilité pour un oscillateur de modifier sa fréquence en modifiant
son orbite et le paramètre µ˜(+), représentant l’amplitude de l’interaction, vont définir la capacité des
deux auto-oscillateurs à se verrouiller. On remarquera que la forme du polariseur (polariseur perpendicu-
laire, planaire, etc.), à travers le coefficient κ, n’intervient pas dans ces équations. Nous proposons dans
les deux paragraphes suivants deux exploitations possibles de ces équations, basées sur des hypothèses
différentes : une faible différence de phase entre les deux oscillateurs ou un faible couplage.
9.2.2 Faibles déphasages - système linéaire
La description de la dynamique de verrouillage de phase dans son ensemble (et notamment la phase
d’accrochage avant que les phases commencent à s’accorder) est relativement complexe. Pour commen-
cer, nous nous concentrons sur le seconde régime où le déphasage est borné et converge alors vers sa
valeur d’équilibre. Considérons alors le cas des faibles déphasages (ψ << 1), afin de linéariser le sys-
tème d’équations obtenu :
{
ε˙= 2αη
(
µ˜(+)−ω0ar02
)
ε+ µ˜(+)ψ (9.13a)
ψ˙= 4
(
ω0ar02− µ˜(+)
)
ε+2αηµ˜(+)ψ (9.13b)
La dynamique est alors régie par les valeurs propres de ce système :
λ1,2 =−αη
(
ω0ar02−2µ˜(+)
)±√(αη)2ω20 (ar02)2−4µ˜2(+)+4µ˜(+)ω0ar02 (9.14)
9.2.2.1 Régime quasi-périodique : λ1,2 ∈ C
Le régime quasi-périodique correspond au cas
∣∣µ˜(+)∣∣ > 1/4ω0ar02 (αη)2. Pour deux oscillateurs
fortement couplés, leur déphasage converge en oscillant une fois leurs phases accrochées. On peut alors
mettre les valeurs propres sous la forme λ1,2 = −1/τ± iΩ, où 1/τ est le temps de décroissance associé
au verrouillage de phase et Ω est la fréquence de battement de la différence de phase. Par identification,
on obtient les deux paramètres 2 :

1/τ= αη
(
ω0ar02−2µ˜(+)
)
(9.15a)
Ω= 2ω0
√(
µ˜(+)
ω0
)2
−ar02
(
µ˜(+)
ω0
)
− 1
4
(αη)2 (ar02)2 (9.15b)
Grâce à ces deux formules (9.15a) et (9.15b), nous sommes capables de relier les temps caractéris-
tiques du verrouillage de phase aux paramètres des oscillateurs et notamment au paramètre de couplage
µ˜(+). On constate alors que, comme attendu intuitivement, le temps caractéristique de convergence du
2. Pour rappel : µ˜(+) < 0.
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déphasage τ va diminuer lorsque µ˜(+) augmente. De même, plus a est grand, i.e. plus l’auto-oscillateur
peut faire varier sa fréquence en modifiant son rayon d’orbite et plus la convergence sera rapide.
En renversant le problème, il est également possible de déterminer l’énergie d’interaction moyenne
à partir de la connaissance des temps caractéristiques. On retiendra pour cela que :
〈Wint〉(L) = µ(+)X20 =
G
2
(√
1
(αητ)2
−Ω(L)2− 1
αητ
)
X20 < 0 (9.16)
9.2.2.2 Régime apériodique : λ1,2 ∈ R
Dans le cas d’oscillateurs très faiblement couplés,
∣∣µ˜(+)∣∣<ω0ar02 (αη)2 /4, les deux valeurs propres
sont réelles : λ1,2 < 0. On peut alors identifier deux temps caractéristiques de la dynamique, τ1 associé
principalement à la relaxation des amplitudes et τ2 caractérisant la relaxation du déphasage :

1/τ1 = αη
(
ω0ar02−2µ˜(+)
)
+
√
(αη)2 (ω0ar02)2+4µ˜(+)ω0ar02−4µ˜2(+) (9.17a)
1/τ2 = αη
(
ω0ar02−2µ˜(+)
)−√(αη)2 (ω0ar02)2+4µ˜(+)ω0ar02−4µ˜2(+) (9.17b)
On retrouve ainsi que lorsque les oscillateurs sont isolés (µ˜(+)→ 0), les deux valeurs propres prennent
les valeurs limites :

lim
µ˜(+)→0
1/τ1 = 2αηω0ar02 (9.18a)
lim
µ˜(+)→0
1/τ2 = 0 (9.18b)
Confirmant l’intuition, les phases des deux oscillateurs restent décorrélées (τ2→ ∞), tandis que les
deux amplitudes convergent indépendamment vers leur valeur d’équilibre commune.
9.2.3 Faible couplage - dynamique non linéaire du déphasage
Le modèle précédent est limité à la description du système lorsque le déphasage est déjà faible, ce
qui correspond à la fin de la dynamique de synchronisation. Il est cependant possible d’aboutir à une
unique équation décrivant la dynamique du déphasage si l’on se limite au cas de deux STVO faiblement
couplés : µ˜(+) << ω0ar02. Sous cette hypothèse, il est possible de simplifier le système d’équations :
{
ε˙=−2αηω0ar02ε+ µ˜(+) sinψ (9.19a)
ψ˙= 4ω0ar02ε+2αηµ˜(+) sinψ (9.19b)
Par substitution, la dynamique du déphasage s’écrit alors :
ψ¨+2αηω0ar02ψ˙−4µ˜(+)ω0ar02 sinψ= 0 (9.20)
Il nous sera possible, grâce à cette équation, de prévoir le comportement du déphasage pour dif-
férentes conditions initiales. Un exemple d’intégration numérique de cette équation est présenté sur la
figure 9.2, pour un déphasage initial proche de pi. Au temps courts, le déphasage reste quasi-constant,
ψ = pi étant une position d’équilibre instable, puis il s’écarte de cette valeur pour converger vers une
valeur nulle. Proche de l’équilibre, on observe des oscillations du déphasage autour de ψ= 0, en accord
avec le modèle de la section 9.2.2.
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Figure 9.2 – Evolution temporelle du déphasage pour obtenu par intégration numérique de l’équa-
tion (9.20). Le déphasage initial est pris égal à pi−10−12.
9.2.4 Cas des polarités anti-parallèles
Pour deux vortex de polarités anti-parallèles (P1 =+1,P2 =−1), les deux vortex tournent dans des
directions opposées, mais à la même fréquence absolue 3. Nous nous sommes donc intéressés également
à la possibilité de synchroniser deux auto-oscillateurs dans cette configuration. La configuration magné-
tique et les signes des courants sont choisis tels que le transfert de spin excite les auto-oscillations du
vortex à des fréquences identiques dans les deux piliers 4. Dans le cas de deux couches polarisatrices
perpendiculaires et de même direction, il sera nécessaire de prendre J1 =−J2 = J. Pour conserver la sy-
métrie du système (et des fréquences d’auto-oscillations identiques dans les deux piliers), on considèrera
enfin que les deux chiralités sont définies par le champ d’Oersted : C1 =+1, C2 =−1.
Dans cette configuration, le terme basse fréquence de l’énergie d’interaction Wint devient Wint |BF =
−µ(−)X ∗1 ·X 2 =−µ(−)X 1 ·X ∗2. Voyons alors les changements impliqués dans les équations :
Synchronisation - cas des polarités anti-parallèles
Dans l’équation de Thiele concernant le vortex du second pilier, le gyrovecteur et la force de
transfert de spin changent de signe :{
−(iG+D)X˙ 1− (k1(X1)− iκJ)X 1+µ(−)X 2∗ = 0 (9.21a)
(iG−D)X˙ 2− (k2(X2)+ iκJ)X 2+µ(−)X 1∗ = 0 (9.21b)
On remarque que l’équation (9.21b) est tout simplement l’expression conjuguée de l’équa-
tion (9.21a). On peut alors choisir de mettre ces équations sous la forme :{
−(iG+D)X˙ 1− (k1(X1)− iκJ)X 1+µ(−)X ∗2 = 0 (9.22a)
−(iG+D)X˙ 2∗− (k2(X2)− iκJ)X 2∗+µ(−)X 1 = 0 (9.22b)
On retrouve alors exactement le cas des polarités parallèles (équations (9.6a) et (9.6b)), avec
µ(+) 
 −µ(−) et X 2 
 X ∗2 (et donc ϕ2 
 −ϕ2). Le signe du facteur de couplage reste le
même (couplage attractif), µ(−)C1C2 < 0, et la position d’équilibre du « déphasage » reste la même :
ϕ1+ϕ2 = 0.
3. Les oscillations d’aimantation induiront donc des oscillations de tension à la même fréquence
4. On rappelle comme vu dans la section 2.2.3, que la condition d’auto-oscillation par transfert de spin est donnée par
PpzJ > 0.
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En posant Ψ = ϕ1 + ϕ2, on obtient des équations strictement similaires aux équations (9.13a) et
(9.13b) :
{
ε˙=−2αη(µ˜(−)+ω0ar02)ε− µ˜(−)Ψ (9.23a)
Ψ˙= 4
(
ω0ar02+ µ˜(−)
)
ε−2αηµ˜(−)Ψ (9.23b)
On peut alors reprendre les expressions (9.15a) et (9.15b) pour les paramètres de synchronisation, en
substituant simplement −µ˜(−) à µ˜(+) :

1/τ= αη
(
ω0ar02+2µ˜(−)
)
(9.24a)
Ω= 2ω0
√(
µ˜(−)
ω0
)2
+ar02
(
µ˜(−)
ω0
)
− 1
4
(αη)2 (ar02)2 (9.24b)
L’incidence sur les paramètres de synchronisation (Ω,τ) n’a à priori pas de conséquence directe. Par
contre, l’énergie d’interaction moyenne 〈Wint〉 = µ(−)X02 est trois fois supérieure au cas des polarités
parallèles (car µ(−) = 3
∣∣µ(+)∣∣).
Figure 9.3 – (a) Evolution de l’aimantation moyenne planaire pour les deux vortex, dans les deux cas de
configuration de polarités : parallèles et anti-parallèles, lorsque les vortex sont verrouillés et du signe
de l’énergie d’interaction Wint associé. On a considéré ici des chiralités identiques. (b) Représentation
de Wint(t) et de la valeur moyenne correspondante.
Cette différence d’« efficacité » de synchronisation entre les configurations de polarités parallèles et
anti-parallèles est relativement intuitif. On représente sur la figure 9.3(a) la direction de l’aimantation
moyenne des vortex sur une période après verrouillage de phase, ainsi que l’évolution associée de Wint .
On voit alors que dans le cas parallèle, l’énergie d’interaction oscille entre des valeurs positives et néga-
tive, sa valeur moyenne étant alors trois fois plus faible (en valeur absolue) que dans le cas des polarités
anti-parallèles, pour lequel Wint reste toujours de même signe.
Généralisation
De façon générale, pour les différents paramètres des vortex, on s’intéressera à la convergence
de Ψ= P1ϕ1−P2ϕ2. Dans le cas d’un couplage attractif, si P1P2C1C2 > 0, on observera un équilibre
stable en Ψ = 0, tandis que pour un couplage répulsif, si P1P2C1C2 < 0, on observera un équilibre
stable en Ψ= pi.
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9.3 Piliers de diamètres différents : Synchronisation de deux oscillateurs
Dans le cas de deux oscillateurs identiques, nous avons vu que le système aboutit à un état syn-
chronisé quelle que soit l’amplitude du couplage. Le cas de deux auto-oscillateurs différents est plus
complexe, principalement car les deux fréquences des oscillateurs isolés sont différentes. Pour atteindre
un état synchronisé, les deux oscillateurs vont donc devoir adapter de façon permanente leurs fréquences
d’oscillation, en adaptant leur orbite d’équilibre.
Nous proposons dans cette section de reprendre les équations dans le cas de deux piliers de diamètres
légèrement différents. Nous considérons, sur le même modèle que précédemment, deux auto-oscillateurs
à base de vortex excités par transfert de spin. On considèrera que les couches magnétiques contenant
les vortex sont d’épaisseurs identiques. Ainsi, les amplitudes des gyrovecteurs G des deux vortex sont
égales, ainsi que les coefficient d’efficacité de transfert de spin κ 5. De plus, étant donné la variation
logarithmique du coefficient d’amortissement η avec le diamètre, nous considérerons qu’il est le même
pour les deux vortex.
Nous nous limiterons au cas de deux vortex de polarités et chiralités identiques : P1 = P2 = C1 =
C2 = +1, pour des courants tous deux positifs. Nous considèrerons que les deux piliers sont parcourus
par une même densité de courant : J1 = J2 > 0. Ainsi, seules les fréquences isolées diffèrent entre les
deux oscillateurs.
L’idée est de reprendre les équations de Thiele couplées afin d’aboutir à une équation différentielle
décrivant la dynamique du déphasage. Ce développement suit celui proposé par Pikovsky et al. dans l’ou-
vrage [91] (pp227-230). Ces calculs ébauchent la recherche d’une condition sur les différents paramètres
pour pouvoir observer la synchronisation entre les auto-oscillations des deux vortex.
Synchronisation - Piliers de diamètres différents
Reprenons les équations de base pour l’amplitude et la phase dans le cas d’oscillateurs différents :
X˙1
X1
=
κJ1
G
−αηω10
(
1+a
(
X1
R1
)2)
+
µ(+)
G
X2
X1
(sinψ−αηcosψ) (9.25a)
X˙2
X2
=
κJ2
G
−αηω20
(
1+a
(
X2
R2
)2)
− µ(+)
G
X1
X2
(sinψ+αηcosψ) (9.25b)
ϕ˙1 = ω10
(
1+a
(
X1
R1
)2)
+αη
κJ1
G
+
µ(+)
G
X2
X1
(αηsinψ+ cosψ) (9.25c)
ϕ˙2 = ω20
(
1+a
(
X2
R2
)2)
+αη
κJ2
G
+
µ(+)
G
X1
X2
(−αηsinψ+ cosψ) (9.25d)
La combinaison des deux dernières équations permet d’obtenir l’équation de la dynamique du dé-
phasage ψ = ϕ1−ϕ2, véritable point de départ de notre développement. Nous réécrivons alors les
équations en utilisant les variables réduites r1,2 = X1,2/R1,2 et en posant µ˜(+) = µ(+)/G :
r˙1 =
[
κJ1
G
−αηω10
(
1+ar12
)]
r1+ µ˜(+)
R2
R1
r2 (sinψ−αηcosψ) (9.26)
r˙2 =
[
κJ2
G
−αηω20
(
1+ar22
)]
r2− µ˜(+)
R1
R2
r1 (sinψ+αηcosψ) (9.27)
5. La forme du polariseur n’est pas considérée et on se limitera à écrire la force de transfert de spin sur le modèle du
polariseur perpendiculaire.
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ψ˙= ∆ω0 + a
(
ω10r1
2−ω20r22
)
+ αηµ˜(+)
(
R2
R1
r2
r1
+
R1
R2
r1
r2
)
+ µ˜(+)
(
R2
R1
r2
r1
− R1
R2
r1
r2
)
(9.28)
Nous supposerons que l’écart des rayons d’orbites à leur valeur d’origine en l’absence de couplage
est faible. Nous écrirons donc ri = ri0(1+δi) avec δi << 1, où ri0 est facilement déduit des équations
(9.26) et (9.27) :
αηωi0
(
1+ar2i0
)
=
κ(ri)Ji
G
(9.29)
En première approximation, nous ferons l’hypothèse, à priori raisonnable, que les rayons d’orbite
réduits en l’absence de couplage sont identiques : r10 ≈ r20 . En substituant alors dans les équations
(9.26) et (9.27), en tenant cette fois compte du couplage, on obtient les équations de la dynamique
des déviations d’amplitude :
δ˙1 =−2αηar02ω10δ1+ µ˜(+)
R2
R1
(sinψ−αηcosψ) (9.30a)
δ˙2 =−2αηar02ω20δ2− µ˜(+)
R1
R2
(sinψ+αηcosψ) (9.30b)
En posant ∆ω0 = ω10−ω20 et en linéarisant l’équation (9.28) au premier ordre en δ1,2 :
ψ˙= ∆ω0
(
1+ar02
)
+ 2ar02(ω10δ1−ω20δ2)
+ αηµ˜(+)
[
R22+R12
R1R2
+2
(
R2
R1
δ2+
R1
R2
δ1
)]
sinψ
+ µ˜(+)
[
R22−R12
R1R2
+2
(
R2
R1
δ2− R1R2 δ1
)]
cosψ (9.31)
Les perturbations des amplitudes sont fortement amorties et on pourra donc supposer δ˙1,2 ≈ 0 pour
obtenir les expressions de δ1,2 à l’équilibre. En substituant ces valeurs dans l’équation du déphasage :
ψ˙ = ∆ω0
(
1+ar02
)
+
µ˜(+)
αη
(
R2
R1
+
R1
R2
)
sinψ− µ˜(+)
(
R2
R1
− R1
R2
)
cosψ
+αηµ˜(+)
[
R22+R12
R1R2
+
µ˜(+)
αηar02
(
1
ω10
− 1
ω10
)
sinψ
− µ˜(+)
ar02
(
1
ω10
+
1
ω10
)
cosψ
]
sinψ
+µ˜(+)
[
R22−R12
R1R2
− µ˜(+)
αηar02
(
1
ω10
+
1
ω10
)
sinψ
+
µ˜(+)
ar02
(
1
ω10
− 1
ω10
)
cosψ
]
cosψ (9.32)
Pour simplifier ces expressions, nous poserons enfin ω0 = (ω10 +ω20)/2, avec ∆ω0 << ω0 et défi-
nirons un coefficient de disparité σ tel que R1 = R(1+σ), R2 = R(1−σ) et σ<< 1, pour finalement
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aboutir à :
ψ˙ = ∆ω0
(
1+ar02
)
+
2µ˜(+)
αη
sinψ+2σµ˜(+) cosψ
+αηµ˜(+)
[
2− µ˜(+)∆ω0
αηar02ω02
sinψ− 2µ˜(+)
ar02ω0
cosψ
]
sinψ
+µ˜(+)
[
−4σ− 2µ˜(+)
αηar02ω0
sinψ− µ˜(+)∆ω0
ar02ω02
cosψ
]
cosψ (9.33)
De nombreux termes interviennent dans la dynamique du verrouillage de phase (équation (9.33)) et
dans le cas de forte disparité entre les oscillateurs, il sera nécessaire de vérifier l’influence de chacun
des termes. Cependant, pour une disparité limitée (σ < 10%, ∆ω0/ω0 < 10%) et un couplage « faible »
(
∣∣µ˜(+)∣∣/ω0 < 10%), en ne retenant que les termes significatifs, on pourra résumer l’équation du dépha-
sage à :
ψ˙= ∆ω+
2µ˜(+)
αη
sinψ (9.34)
Cette équation est assimilable à l’équation d’Adler bien connue dans ce genre de problème. Ici µ˜(+)<
0, ce qui correspond bien aux cas de phases qui s’attirent. Cette équation nous donne directement la
condition d’existence d’une différence de phase stable, correspondant à l’existence d’une solution à
l’équation ψ˙= 0. Il n’est possible d’observer la synchronisation qu’à la condition :
∆ω<
2
∣∣µ˜(+)∣∣
αη
(9.35)
On retrouve bien la condition intuitive que plus la différence des fréquences isolées est grande, plus il
est nécessaire d’avoir un fort couplage pour que la synchronisation soit possible. Dans le cas d’une confi-
guration de polarités anti-parallèles, on pourra simplement remplacer le coefficient µ˜(+) par le coefficient
µ˜(−).
Nous avons envisagé dans ce chapitre la synchronisation de deux STVOs par couplage dipo-
laire. L’étude de l’interaction en fonction des paramètres des deux STVOs a montré que la confi-
guration de polarités anti-parallèles maximise le coefficient d’interaction. Nous avons avec succès
introduit un terme de couplage dans les équations de Thiele couplées afin de déterminer la dyna-
mique de la différence de phase dans les cas de deux STVOs de diamètres identiques, puis de deux
STVOs de diamètres différents. Dans les deux cas, notre modèle analytique prédit qu’il est pos-
sible d’accéder à un état synchronisé des deux auto-oscillateurs. Concernant le cas de deux STVOs
de différents diamètres, donc de différentes fréquences des oscillateurs isolés, nous prévoyons un
désaccord de fréquences critiques en dessous duquel les deux oscillateurs se synchronisent.
Nous confronterons dans les chapitres suivant ces modèles aux prédictions numériques et aux
observations expérimentales que nous réaliserons.
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Chapitre 10
Verrouillage de phase de deux oscillateurs
identiques : simulations
micro-magnétiques
Afin de confirmer nos prédictions analytiques et d’étudier plus en détail les mécanismes de syn-
chronisation et le couplage entre les vortex, nous avons réalisé des simulations micro-magnétiques du
système couplé grâce au logiciel SpinPM. Nous avons choisi de concentrer tout d’abord nos efforts sur
le comportement de deux oscillateurs identiques couplés. Cette étude a été réalisée en partenariat avec le
groupe de K.A. Zvezdin du A. M. Prokhorov General Physics Institute de Moscou et F. Abreu Araujo de
l’UCL de Louvain [178].
10.1 Présentation du système simulé
Le système étudié est formé par deux piliers identiques de diamètres 2R = 200nm, chacun composé
d’une couche libre, d’une couche intermédiaire non-magnétique et d’une couche à aimantation perpen-
diculaire fixe qui joue le rôle de polariseur pour le courant et séparés latéralement d’une distance L bord
à bord (voir figure 9.1). L’espace libre autour des piliers est également inclus dans la simulation afin de
résoudre en tout point le champ magnétique induit par les aimantations, de façon à prendre en compte
l’influence d’un pilier sur le second. Le champ d’Oersted est également inclus. Dans les simulations, on
considèrera les deux couches polarisatrices uniquement à travers la valeur de la polarisation en spin du
courant Pspin, considérée uniforme et dirigée selon la direction perpendiculaire pz = ±1. On négligera
l’influence du champ magnéto-statique induit par ces couches 1.
La couche libre a une épaisseur h = 10nm et est composée de Permalloy (Ni80Fe20). Elle est initia-
lisée dans un état magnétique vortex de chiralité et polarités positives. Les paramètres magnétiques uti-
lisés pour cette couche sont : l’aimantation à saturation µ0MS = 1.0T (MS = 800emu/cm3), la constante
d’échange A15nm = 13 f J/m (A = 1.3× 106 erg/cm) et le facteur d’amortissement α = 0.01. Le cou-
rant Idc > 0 appliqué, supérieur à la valeur critique, est tel que la densité de courant dans le pilier est
J = 7× 106 A/cm2, avec une polarisation Pspin = 0.2. La simulation micromagnétique est effectuée
grâce au logiciel SpinPM, avec une taille de maille de 2.5×2.5 nm2
On prend comme point de départ des simulations l’état d’équilibre après relaxation à courant nul, les
deux vortex sont alors centrés dans leur couche respective. Lorsqu’un courant est appliqué, la dynamique
va démarrer dans chacun des piliers. Le déphasage initial est défini par l’influence du champ d’Oersted :
le champ induit par le courant circulant dans un pilier au niveau du second est quasi-uniforme, décalant
ainsi la position d’équilibre (et le centre de rotation) du vortex. Puis au fur et à mesure que les deux vortex
approcheront leur trajectoire d’équilibre respective, l’interaction prendra une importance croissante pour
finalement synchroniser les deux oscillations.
1. Les assemblages de couches formant les anti-ferromagnétiques synthétiques (SAF), communément utilisés dans ce type
d’oscillateurs, sont en effet tels que la couche résultante a un champ magnéto-statique résultant quasi-nul.
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10.2 Cas des polarités parallèles
Nous débutons par l’étude du cas de deux vortex de polarités et chiralités parallèles. On étudie la dy-
namique du déphasage en fonction de la distance L séparant les piliers. Des simulations ont été réalisées
pour les distances L= (50,100,200,500)nm et les résultats analysés pour extraire l’évolution des rayons
de giration des vortex dans chaque pilier X1,2, ainsi que le déphasage ψ en fonction du temps.
10.2.1 Résultats des simulations
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Figure 10.1 – Résultats des simulations micro-magnétiques de la dynamique de verrouillage de phase
pour une distance inter-piliers L = 50nm : évolution en fonction du temps (a) des rayons d’orbites des
cœurs X1 et X2 et (b) de la différence de phase ψ. Sur (c), un zoom ψ correspondant à la gamme de
temps dans laquelle l’évolution de la différence de phase est ajustée par l’équation (10.1).
Sur la figure 10.1, le résultat obtenu pour une distance L= 50nm est présenté. On constate que la dy-
namique transitoire se divise en deux régimes. A t = 0s (à l’allumage du transfert de spin) les rayons des
deux trajectoires augmentent vers l’orbite d’équilibre durant les premières 300ns (fig. 10.1(a)). Durant
cette période, le déphasage entre les deux rayons vecteurs, montré sur la figure 10.1(b), reste constant et
égal à sa valeur initiale ψ = −pi 2. Le second régime démarre quand les deux cœurs ont presque atteint
leur rayon d’orbite d’équilibre X0. A partir de ce moment, la différence de phase ainsi que la distance
inter-cœurs (fig. 10.1(a) et (b)) montrent de fortes oscillations, indiquant le début du verrouillage de
phase. L’équilibre s’établie lorsque les deux oscillateurs sont en phase (ψ= 0), ce qui correspond bien à
un couplage attractif (µ(+)C1C2 < 0).
Nous nous concentrerons dans la suite sur le second régime, lorsque les deux rayons moyens ont
atteint leur valeur finale commune X0 (voir encadré fig. 10.1(b) et fig. 10.1(c)). Durant cette gamme de
2. Ce déphasage initial est induit par la faible interaction répulsive entre les deux cœurs des vortex, qui avant que le transfert
de spin soit introduit, implique un léger décalage des cœurs par rapport au centre des couches.
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temps, on peut identifier l’évolution de la différence de phase ψ comme une oscillation à basse fréquence
amortie, selon l’expression :
ψ= e−t/τ+C1 sin(Ωt+C2) (10.1)
Sur les figures 10.1(c) et 10.2, les évolutions pour les distances L = 50, 100, 200 et 500nm sont
reprises et ajustées selon la formule (10.1). Les fréquences Ω et les temps de verrouillage τ obtenus pour
chacune des distances sont reportés dans le tableau 10.1, ainsi que les rayons d’orbite à l’équilibre X0.
On notera que le rayon d’équilibre varie peu avec la distance L.
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Figure 10.2 – Evolution de la différence de phase ψ en fonction du temps pour des distances inter-
piliers différentes (a) L = 100, (b) L = 200nm et (c) L = 500nm.
L (nm) Ω (MHz) τ (ns) X0 (nm)
50 40.134 82.59 63.59
100 28.305 85.28 62.46
200 17.183 89.57 61.82
500 7.018 90.13 61.53
Tableau 10.1 – Valeurs obtenues par l’ajustement de la différence de phase selon la formule (10.1) : fré-
quence Ω, temps de verrouillage τ et rayon d’équilibre des trajectoires X0 pour les différentes distances
inter-piliers L dans le cas de vortex de polarités parallèles.
Notons qu’une fois l’état d’équilibre atteint, une faible oscillation du déphasage en fonction du temps
perdure. On relève que la fréquence de ces oscillations est égale au double de la fréquence gyrotropique,
indiquant qu’elles sont liées aux oscillations à haute fréquence de l’interaction que nous avions préala-
blement négligées. Expérimentalement, on peut craindre que ces oscillations de phase se répercutent par
une augmentation de la largeur de raie du signal.
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10.2.2 Etude de l’énergie d’interaction
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Figure 10.3 – Valeurs absolues de l’énergie d’interaction 〈Wint〉 en fonction de la distance inter-piliers
D12 = 2R+L extraites des simulations micro-magnétiques (carrés bleus), ajustées par une évolution
en D12−3.6 (ligne continue rouge) pour des vortex de polarités parallèles. La courbe obtenue par le
modèle macro-dipole est ajoutée pour comparaison en pointillés.
Selon la formule (9.16), nous pouvons évaluer la valeur de µ(+) et ainsi de 〈Wint〉= µ(+)X02, grâce aux
coefficients obtenus par l’ajustement de la dynamique de verrouillage de phase aux faibles déphasages.
On présente sur la figure 10.3 l’évolution de 〈Wint〉 en fonction de la distance entre les centres de piliers
D12 = 2R+L.
Comme attendu, l’énergie d’interaction décroit rapidement avec la distance inter-piliers. Le meilleur
ajustement est obtenu pour une loi de décroissance en D12−3.6, proche des prédictions par le modèle
macro-dipôles (dépendance en D12−3, voir 9.1). Le modèle macro-dipôles s’écarte de façon significative
des résultats des simulations d’autant plus que la distance inter-piliers est faible, démontrant sa limitation
pour modéliser l’interaction de deux aimantations fortement inhomogènes.
Selon le modèle analytique que nous avons développé, il existe toujours un temps, même très long,
au bout duquel on pourra obtenir le verrouillage de phase. Mais c’est sans compter avec les fluctuations
d’aimantation, le « bruit », dans le système. Un moyen simple de s’en rendre compte est de comparer
les valeurs de l’énergie d’interaction avec l’énergie thermique kBT . Sa valeur est reportée sur la courbe
de la figure 10.3 et on s’aperçoit clairement que les deux énergies deviennent comparables dès que la
distance L séparant les piliers devient comparable aux rayons de ceux-ci. Ce modèle et ces simulations
sont donc vraisemblablement optimiste et il sera nécessaire dans l’avenir de considérer l’introduction des
fluctuations thermiques dans de telles simulations. Une solution pour renforcer l’interaction par rapport
aux fluctuations sera d’augmenter l’épaisseur des couches magnétiques.
10.3 Comparaison au cas des polarités anti-parallèles
Les prédictions analytiques nous ont indiqué qu’un moyen d’augmenter l’énergie d’interaction est
de considérer la synchronisation de deux vortex de polarités anti-parallèles, tournant donc dans des di-
rections opposées. Pour confirmer cette prédiction, nous avons reproduit les simulations en considérant
cette fois la condition P1 = +1 = −P2. Afin de conserver la symétrie du système et d’induire les auto-
oscillations dans les deux piliers, nous nous plaçons dans les conditions : J1 = J =−J2, C1 =+1=−C2,
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et pz = +1. Le comportement du système reste bien le même, et on peut extraire de nouveau les para-
mètres de synchronisation Ω et τ par l’ajustement de la dynamique de verrouillage de phase aux faibles
déphasages, valeurs que l’on résume dans le tableau 10.2.
L (nm) Ω (MHz) τ (ns) X0 (nm)
50 67.381 71.38 64.44
100 48.438 76.72 62.32
200 30.127 84.19 60.80
500 12.442 92.10 59.94
Tableau 10.2 – Valeurs obtenues par l’ajustement de la différence de phase selon la formule (10.1) :
fréquence Ω, temps de verrouillage τ, et rayon d’équilibre des trajectoires X0, pour les différentes
distances inter-piliers L dans le cas de vortex de polarités anti-parallèles.
Les paramètres relevés sont sensiblement modifiés par rapport au cas des polarités parallèles. On no-
tera notamment que pour les faibles distances, le temps de synchronisation est réduit, à priori synonyme
d’une meilleure efficacité de synchronisation. Nous reprenons la formule (9.16) pour évaluer la valeur
de µ(−), et ainsi de 〈Wint〉=−µ(−)X02. Sur la figure 10.4, nous comparons les énergies obtenus pour les
configurations de polarités parallèles (P) et anti-parallèles (AP).
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Figure 10.4 – Comparaison des valeurs absolues de l’énergie d’interaction moyenne 〈Wint〉 en fonction
de la distance inter-piliers D12 = 2R+L extraites des simulations micro-magnétiques pour des vortex
de polarités parallèles (en bleu) ou anti-parallèles (en rouge).
Ces résultats confirment une énergie d’interaction moyenne plus grande, d’à peu près un facteur
3, dans le cas où les vortex tournent en sens opposés. On retiendra particulièrement que la distance
maximale bord à bord entre les deux piliers pour que l’énergie d’interaction reste supérieure à l’énergie
thermique passe de 200nm à 350nm.
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Ce chapitre nous a permis de confirmer la validité du modèle analytique établi dans le chapitre
précédent. Bien que l’étude micro-magnétique de la synchronisation de deux STVO de diamètres
différents reste à faire, cette étude pour des diamètres identiques a montré l’importance des pa-
ramètres relatifs des vortex dans le signe mais également et surtout l’amplitude du coefficient de
couplage µ entre les deux oscillateurs vortex. Or, nous avons vu que dans le cas d’oscillateur de
fréquences différentes, ce paramètre est de première importance dans la définition de la taille de
la fenêtre de synchronisation : ∆ω < 2 |µ|/αηG. Expérimentalement, on préfèrera se placer dans
la configuration de polarités anti-parallèles pour observer une synchronisation efficace, cas où le
couplage est le plus fort. On retrouve une fois de plus l’importance primordiale de la maîtrise
expérimentale des paramètres des vortex.
Chapitre 11
Expériences de synchronisation de 2 piliers
par couplage magnétique dipolaire
Nous présentons dans ce chapitre les premières mesures de synchronisation de deux oscillateurs à
transfert de spin à base de vortex par couplage dipolaire.
Dans une première partie, nous complèterons l’étude des piliers uniques, en nous intéressant à la
réponse de l’auto-oscillateur à une stimulation par un champ ou un courant alternatif issue d’une source
externe. Nous verrons notamment que le système se synchronise facilement aux oscillations d’un champ
externe oscillant. Ce résultat nous amènera dans une seconde partie à remplacer la source externe par un
second oscillateur.
Nous présenterons les premières mesures réalisées sur les systèmes de deux piliers. Après avoir intro-
duit le système et discuté de l’état magnétique, nous envisagerons l’étude du phénomène de synchroni-
sation par la variation des différents paramètres extérieurs et les difficultés que nous pouvons rencontrer.
Puis nous introduirons les résultats des mesures spectrales dans les différents échantillons mesurés, met-
tant en évidence l’existence d’une synchronisation entre les deux oscillateurs. Nous analyserons enfin
ces expériences à la lumière des prédictions théoriques que nous avons développées dans les chapitres
précédents.
Les résultats que nous présentons dans ce chapitre sont le fruit d’une étroite collaboration avec
l’équipe d’O. Klein du SPEC au CEA Saclay. Les mesures des divers échantillons effectuées dans les
deux laboratoires convergent vers des résultats similaires. Nous sélectionnerons parmi toutes ces mesures
les plus significatives.
Cette étude représente en partie l’aboutissement des études effectuées sur les piliers uniques. A ce
titre, l’ensemble des échantillons utilisés pour étudier le phénomène de synchronisation sont basés sur
une structure identique : Py(15nm)/Cu(10nm)/Py(4nm).
11.1 Synchronisation à une source externe
Une démarche classique dans l’étude d’un auto-oscillateur est l’étude de sa réponse à une excitation
rf externe. Une première étape a donc été d’étudier la possibilité de synchroniser les auto-oscillations
gyrotropiques couplées à une stimulation extérieure. Deux types d’excitations ont été envisagés :
– Un champ uniforme alternatif hr f , délivré par l’antenne placée au dessus du pilier.
– Un courant alternatif ir f superposé au courant Idc circulant à travers le pilier.
Un courant Idc constant est appliqué et la fréquence de la source fs est balayée autour de la fréquence
des auto-oscillations gyrotropiques. On étudie alors la déviation de la fréquence f du signal associé aux
oscillations gyrotropiques par rapport à la fréquence naturelle des auto-oscillations, isolées du signal
extérieur : f0. Les expériences sont réalisées à H = 0 et à température ambiante.
11.1.1 Pilier unique avec antenne rf
Comme introduit au chapitre 4, une antenne a été lithographiée au dessus des échantillons constitués
d’un unique pilier, permettant ainsi d’appliquer au niveau des couches magnétiques un champ alternatif
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quasi-uniforme (voir figure 11.1). Le circuit d’antenne est isolé du circuit d’injection et connecté à une
source de courant hyper-fréquence permettant d’injecter dans l’antenne un courant de puissance et de
fréquence contrôlable 1.
Figure 11.1 – Illustration du dispositif nano-pilier + antenne rf découplée du circuit d’injection.
11.1.2 Synchronisation par application d’un courant rf
Dans nos mesures, nous avons constaté que l’application du courant alternatif à travers le pilier ne
permet pas de synchroniser les auto-oscillations du vortex à ce signal externe. Aucune modification
de la fréquence d’auto-oscillation n’est en effet relevée lorsque la fréquence du signal source fs est
balayée autour de la fréquence d’auto-oscillation f0. Ce résultat est cohérent avec les prédictions que
nous pouvions faire étant donné la symétrie du système (cf. section 3.3). Pour influer sur la dynamique
de phase du système, l’influence d’un signal extérieur doit résulter en une force à variations lentes ~F
∣∣∣
BF
dans le référentiel tournant à la fréquence gyrotropique.
Les actions du champ d’Oersted, ainsi que de la force de transfert de spin associée à l’aimantation
vortex, sur la dynamique gyrotropique sont uniquement liées au signe du courant. Celles-ci seront donc
moyennées sur une période d’oscillation du courant et donc sans effet sur la dynamique de verrouillage
de phase de l’auto-oscillateur :
~FST T−ac = −λJ0 cos(ωst+ϕs)~eχ =⇒ ~FST T−ac∣∣∣
BF
=~0 (11.1)
~FOe−ac = −12kOeJ0 cos(ωst+ϕs)
~X =⇒ ~FOe−ac
∣∣∣
BF
=~0 (11.2)
Ce résultat est très différent de celui obtenu dans le cas d’un STVO à vortex unique et polariseur perpen-
diculaire [96].
11.1.3 Synchronisation par application d’un champ rf
Nous avons démontré expérimentalement que l’application d’un champ uniforme alternatif ~hr f =
hr f cos(ωst+ϕs)~ex délivré par l’antenne permet de synchroniser la dynamique gyrotropique auto-entretenue
sur la fréquence source. On constate en effet que la force associée à l’interaction du vortex avec le champ
possède dans le repère tournant une composante à basse fréquence :
1. Par couplage capacitif, le passage du courant dans l’antenne induit un faible courant alternatif à travers le pilier. Nous
profiterons de ce courant pour visualiser l’évolution du signal source directement sur le spectre de la tension aux bornes du
pilier.
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~Fhr f = µ0MSξ(~ez×~hr f )
= µ0MSξhr f cos(ωst+ϕs)~ey
= µ0MSξhr f cos(ωst+ϕs)
(
cos(ω0t)~eρ+ sin(ω0t)~eχ
)
~Fhr f
∣∣∣
BF
=
1
2
µ0MSξhr f
(
cos((ωs−ω0)t+ϕs)~eχ− sin((ωs−ω0)t+ϕs)~eρ
)
(11.3)
où ξ est le facteur liant l’aimantation planaire moyenne
〈
~M〉 au déplacement du cœur du vortex ~X :〈
~M〉/MS = ξ(~ez×~X) [39].
Sur la figure 11.2(a), nous présentons une mesure effectuée au SPEC sur un pilier de diamètre200nm, pour Idc = 20mA. Le courant est Idc = +15mA et l’état magnétique a été préalablement pré-
paré de façon à ce que soient nucléés deux vortex de chiralités identiques et de polarité opposées. Pour
rappel, seule cette configuration permet d’observer l’excitation d’une dynamique couplée par transfert
de spin. Lorsque la source est éteinte, la fréquence des auto-oscillations observée est f0 = 685MHz.
L’oscillateur est alors soumis à un champ magnétique alternatif~hr f , d’amplitude hr f = 2.5Oe. Lorsque
la fréquence de la source fs est éloignée de la fréquence f0, le système n’est pas perturbé et on continue
d’observer des oscillations gyrotropiques à la fréquence f = f0. Puis au fur et à mesure que la source
fs se rapproche de f0, on observe une déviation de la fréquence d’oscillation à la fréquence naturelle
(phénomène dit de « pulling »), indiquant que sous l’action du champ alternatif, la phase de l’oscilla-
teur ralentit progressivement de façon à se rapprocher de la fréquence d’oscillation du champ. Lorsque
fs atteint 670MHz, on n’observe plus qu’une seule fréquence sur le spectre, signifiant que les auto-
oscillations se sont synchronisées sur la fréquence du champ alternatif : f = fs. A ce moment, il n’est
plus possible de distinguer le signal issu des oscillations gyrotropiques et celui induit par la source. Cet
état perdure jusqu’à environ fs = 700MHz, fréquence à laquelle la fréquence du signal gyrotropique f
diffère de nouveau de la fréquence source fs. Ensuite, tandis que fs continue d’augmenter, la fréquence
d’auto-oscillations f rejoint progressivement sa fréquence naturelle f0.
Figure 11.2 – (a) Evolution de la fréquence gyrotropique en fonction de la fréquence source dans
le cas d’un champ alternatif d’amplitude hr f = 2.5Oe. On a représenté sur la figure la fenêtre de
synchronisation ∆. Remarque : les parallèles au signal source sont des artefacts de mesure dus à la
source de courant. (b) Fenêtre de synchronisation en fonction de l’amplitude du champ hr f applique.
Dans les deux cas, un courant continu Idc =+15mA circule dans le pilier.
Pour une amplitude de champ hr f ≈ 2.5Oe, la fenêtre de synchronisation (« locking range ») mesurée
est de ∆≈ 30MHz . L’expérience a été répétée pour différentes amplitudes hr f du champ magnétique al-
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ternatif pour aboutir à la dépendance de la fenêtre de synchronisation ∆ en fonction de hr f , présentée sur
la figure 11.2(b). On constate alors que, pour des amplitudes de champ faibles, la fenêtre de synchroni-
sation augmente quasi-linéairement avec l’amplitude du champ. On atteint ainsi une synchronisation sur
environ 80MHz pour un champ alternatif d’amplitude 7Oe, ce qui reste très faible. Ce résultat confirme la
relation directe entre l’amplitude du signal source et l’efficacité de synchronisation. Ces premiers résul-
tats indiquent que le phénomène de synchronisation dans ce type de système peut être raisonnablement
décrit par une équation de type « Adler » (cf. chapitre précédent et la référence [91]).
Il est intéressant de faire un parallèle entre cette expérience et le cas que nous présenterons ensuite
pour lequel deux oscillateurs interagissent pour synchroniser leurs oscillations. En se plaçant du point
de vue de l’un des oscillateurs, le champ alternatif source est remplacé par le champ dipolaire alternatif
induit par les oscillations de l’aimantation vortex dans le pilier voisin. Sur la figure 11.3, nous reportons
l’amplitude moyenne du champ dipolaire tournant induit par la giration d’un vortex ressentie par le
vortex voisin, calculée dans le cas de deux piliers de 200nm séparés de δ = 100nm. Nous retrouvons
le résultat, déjà introduit à la section 9.1, que l’amplitude du champ tournant moyen ressenti lorsque les
vortex tournent dans des directions différentes (polarités opposées (AP)) est trois fois plus grand que
lorsqu’ils tournent dans le même sens (polarités identiques (P)).
Figure 11.3 – Amplitude du champ dipolaire tournant ressenti par un vortex, induit par la giration de
son voisin dans le cas où les deux vortex tournent dans la même direction (cas des polarités identiques,
courbe bleue) ou dans des directions opposées (cas des polarités opposées, courbe rouge). On considère
le cas de deux piliers de diamètres 200nm séparés d’une distance δ= 100nm bord à bord.
Nous pouvons alors évaluer dans chacune des configurations l’écart critique ∆ entre les fréquences
naturelles f1 et f2 qui permettra d’observer la synchronisation des deux STVO’s. En faisant l’hypothèse
d’un rayon de giration de 50nm (en accord avec les simulations micro-magnétiques), on prédit un champ
dipolaire d’amplitude hr f ≈ 1.75Oe dans le cas (P) et un champ hr f ≈ 5.0Oe dans le cas (AP). En nous
rapportant à la figure 11.2, ces amplitudes correspondent respectivement à une synchronisation pour des
différences de fréquences f1− f2 . 15MHz et f1− f2 . 63MHz.
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11.2 Synchronisation de deux STVOs par couplage dipolaire
Nous nous intéresserons dans cette section à la dynamique de deux STVO couplés et chercherons à
mettre en évidence la synchronisation des deux auto-oscillateurs.
Dans cette partie, la préparation de l’état magnétique du système ne sera pas détaillée. Nous nous
plaçons à fort courant pour assurer des chiralités identiques et positives. Ensuite, nous balayons le champ
magnétique extérieur perpendiculaire H⊥ selon des cycles mineurs successifs afin de faire basculer les
polarités des différents vortex. On se concentre ensuite sur les situations où l’on observe deux signaux
indépendants, autour desquels nous ferons varier le champ H⊥ ou le courant Idc afin de contribuer à
obtenir un état où les deux auto-oscillateurs se synchronisent.
11.2.1 Echantillons avec doubles piliers
Une seconde série d’échantillons a été fabriqué, avec l’aide de C. Ulysse du Laboratoire de Photo-
nique et Nanostructures (LPN à Marcoussis), dans lesquels deux piliers à priori identiques, séparés par
une faible distance, ont été gravés dans la multicouche et sont connectés par des électrodes communes.
Nous nous concentrerons dans ce chapitre sur la présentation des résultats obtenus grâce à l’étude de
deux échantillons, constitués de deux piliers de diamètres d ≈ 200nm séparés d’une distance δ= 100nm
bord à bord (voir figure 11.4), auxquels nous nous réfèrerons simplement par « EDP1 » (pour « Echan-
tillon Double Piliers 1 ») et « EDP2 ». Des résultats similaires ont pu être obtenus pour un échantillon
constitué de deux piliers de diamètres d ≈ 100nm séparés d’une distance δ= 100nm bord à bord. Dans
ces échantillons, les deux piliers sont alimentés en parallèle. Par conséquence, il n’est pas possible de
contrôler l’amplitude ni le signe du courant dc circulant dans chacun des piliers séparément. Nous pour-
rons néanmoins supposer que la différence de résistance entre les deux piliers est négligeable et qu’ainsi
le courant est divisé équitablement entre les deux oscillateurs.
Figure 11.4 – Illustration des échantillons double piliers
Les comportements statique et dynamique dans chacun des piliers s’apparentent aux comportements
observés sur les simples piliers. La nucléation d’un vortex est assuré dans chacune des couches, de
chiralités identiques et positives (orientées selon le champ d’Oersted), par l’application d’un courant
supérieur à 20mA dans chacun des piliers. Cependant, notons qu’il est nécessaire de tenir compte du
champ induit au niveau de chacun des piliers par le courant circulant dans son voisin. L’amplitude de ce
champ est typiquement comprise entre 100 et 200Oe 2 pour un courant de 20mA dans le cas de piliers
de 200nm séparés de δ = 100nm. Au vu de l’étude de la stabilité des vortex avec le champ planaire
présentée au chapitre 5, ce champ n’est pas suffisant pour annihiler le vortex dans aucune des couches.
2. Le champ n’est pas uniforme car varie avec la distance au pilier voisin.
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Il induira néanmoins un décalage conséquent de la position d’équilibre des vortex et donc du centre de
giration lorsque la dynamique sera excitée.
Nous avons confirmé la stabilité de l’état double vortex, ainsi que les décalages des équilibres, grâce
à des simulations micro-magnétiques avec le logiciel SpinFlow3D R©. Dans le cas considéré (C1 =C2 =
+1), les centres d’équilibre et de giration seront rapprochés par rapport à la distance entre les axes des
piliers. L’étude expérimentale des courbes de transport en fonction d’un champ planaire R(H) nous a
permis de confirmer la présence des deux piliers et de renforcer l’hypothèse de la configuration magné-
tique double vortex dans chaque pilier.
11.2.2 De la difficulté de mettre en évidence la synchronisation
Nous montrerons dans cette section les premières courbes mettant en évidence le phénomène de syn-
chronisation dans ce système, mais il est nécessaire de commencer par présenter les quelques difficultés
expérimentales auxquelles nous avons dû faire face.
Les deux piliers étant alimentés en parallèle, il n’est pas possible d’accéder indépendamment aux si-
gnaux issus de chacun des piliers. Pourtant, étant donné la complexité des conditions d’auto-oscillations
en fonction des paramètres de chaque oscillateur (chiralités, polarités), nous ne pouvons pas être cer-
tains que ces conditions sont réalisées dans les deux piliers sans observer indépendamment les signaux
issus de chacun. Lorsqu’un unique pic est observé sur le spectre de puissance, il nous est alors à priori
impossible de déterminer si les deux oscillateurs oscillent à une fréquence commune, ou si un seul des
deux oscillateurs est excité. Pour mettre en évidence le phénomène de synchronisation, nous aurons l’ob-
jectif d’observer la transition d’un état où les oscillateurs oscillent indépendamment, pour lequel deux
pics hyper-fréquence sont mesurés sur le spectre du signal, vers un état pour lequel les oscillateurs sont
synchronisés et pour lequel un unique pic est détecté.
Il faut alors envisager un moyen d’influer sur les paramètres des deux oscillateurs de façon à entrer
et sortir de la condition de synchronisation. Plusieurs solutions s’offrent à nous pour cela.
La première sera de faire varier l’écart entre les fréquences d’auto-oscillations dans chaque pilier
f1− f2. Nous pourrons compter sur une faible disparité et une pente d f/dH⊥ ou d f/dIdc différente entre
les deux piliers, qui nous permettra d’agir sur cet écart. Le cas de vortex de polarités opposées est de ce
fait idéal, car les variations d f/dH⊥ sont alors de signes opposées (cf. section 7.3). L’application d’un
champ perpendiculaire nous permettra alors aisément de modifier l’écart entre leurs deux fréquences
propres.
Une seconde solution est de modifier le couplage entre les deux oscillateurs. La réduction des rayons
de giration des deux vortex aura pour effet de réduire l’énergie moyenne d’interaction, réduisant ainsi la
stabilité de la synchronisation vis-à-vis de l’agitation thermique. En augmentant le courant Idc, on peut
alors envisager modifier légèrement les rayons de giration et observer une transition d’un état désynchro-
nisé vers un état synchronisé.
Il sera enfin particulièrement intéressant de comparer la synchronisation d’oscillateurs vortex de
polarités parallèles et de polarités anti-parallèles, cas pour lesquels nous avons prédit une forte différence
du coefficient de couplage µ.
11.2.3 Etat magnétique du système et interactions
Comme nous avons pu le décrire en détail dans la partie III, le mode gyrotropique excité dans la
configuration double vortex est un mode couplé, pour lequel les deux vortex ont un mouvement de gira-
tion à une fréquence commune. Ainsi le couplage entre les deux oscillateurs s’avère à priori complexe,
car il fait intervenir l’interaction dipolaire entre les différentes couches les unes avec les autres. Pour-
tant, il sera raisonnable dans nos interprétations de limiter notre raisonnement à des considérations sur
les oscillations de la couche épaisse. En effet, une couche d’épaisseur 4nm ne permettra pas d’atteindre
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une énergie d’interaction dipolaire suffisante par rapport à l’agitation thermique. Et, de plus, l’énergie
d’interaction entre les deux couches de 15nm sera de toute évidence le terme dominant du couplage.
Second argument, nous avons pu voir que pour les forts courants, le rayon de giration du vortex dans la
couche épaisse est plus de trois fois supérieur au rayon de giration dans la couche fine (cf résultats des
simulations micromagnétiques, section 6.3).
Alors, nous considérerons les couches fines comme de simples couches polarisatrices et négligerons
l’influence de leurs oscillations d’aimantation sur le couplage entre les deux auto-oscillateur. Nous nous
rapprochons ainsi des modèles analytiques et des simulations présentées précédemment, en considérant
la synchronisation entre les oscillations des vortex dans les couches épaisses.
Dans les modèles présentés au chapitre 9, nous avions vu que la configuration magnétique de la
couche polarisatrice ne revêt pas d’importance dans le phénomène de synchronisation, dans la mesure où
les amplitudes des forces de transfert de spin sont similaires. Cette hypothèse est encore plus raisonnable
dans le cas d’un polariseur vortex, car la force de transfert de spin varie très peu avec le rayon de giration.
Ainsi nous pourrons considérer que les effets du transfert de spin sont identiques dans les deux piliers et
ne contribuent pas à une dissymétrie du système.
11.2.4 Mise en évidence du phénomène de synchronisation par variation du champ per-
pendiculaire
Par balayage du champ H⊥ à courant constant, nous modifions l’état des polarités des différents vor-
tex du système jusqu’à observer simultanément deux signaux indépendants. Lorsque deux signaux sont
observés, issus respectivement des oscillations gyrotropiques dans les deux oscillateurs, il est alors rela-
tivement simple de caractériser l’état relatif des polarités des vortex dans les couches épaisses des deux
piliers. Pour cela, nous faisons varier légèrement le champ H⊥ et traduisons simplement les variations
associées des fréquences : Pi = signe(d fi/dH⊥).
11.2.4.1 Résultats
La figure 11.5 présente ainsi l’évolution de la fréquence de deux signaux observés simultanément
sur le spectre de tension, entre 1300Oe et 660Oe, pour un courant Idc = 50mA. Ces premiers résultats,
obtenus pour l’échantillon « EDP1 », correspondent à un état magnétique tel que les vortex des couches
épaisses ont des polarités opposées P1.P2 < 0. On peut alors facilement extrapoler la dépendance f (H⊥)
de chacun des piliers. Bien que le masque de lithographie ait été préparé de façon à obtenir deux piliers
strictement identiques, il est raisonnable de s’attendre à de légères disparités de forme ou de dimensions
entre ceux-ci. Ces différences aboutissent à une faible différence de fréquences propres (≈ 25MHz) entre
les deux auto-oscillateurs, ainsi qu’à des pentes d f/dH⊥ légèrement différentes.
Comme nous avons pu le discuter précédemment, cette configuration est la plus « confortable » car la
fréquence naturelle d’un STVO augmente avec H⊥ quand l’autre décroit. Cela permet donc par la simple
variation du champ H⊥ de contrôler directement l’écart entre les fréquences naturelles. A partir de cet
état magnétique, nous avons alors étudié l’évolution du spectre des oscillations lorsque le champ H⊥ est
diminué et que les deux fréquences se rapprochent (figure 11.6(a)).
Les deux fréquences évoluent linéairement avec H⊥ jusqu’à environ H⊥ = 700Oe (cf. fig 11.6(b)),
champ en dessous duquel les deux fréquences s’éloignent progressivement de leur évolution linéaire. Fi-
nalement, à H⊥= 580Oe, les oscillations se synchronisent et un unique signal est observé (cf. fig 11.6(c)).
On mesure un écart de fréquence critique d’environ 80MHz juste avant la synchronisation, soit plus de
10% de la fréquence moyenne. Pour écarter la possibilité que cette transition soit associée à un chan-
gement d’état magnétique (renversement d’une polarité par exemple), nous nous sommes assurés de la
réversibilité de la transition. La transition entre les états désynchronisé et synchronisé a toujours été ob-
servée réversible et aucun phénomène d’hystérésis n’a pu être mis en évidence dans la mesure dans cette
gamme de champs.
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Figure 11.5 – Fréquence des deux pics apparaissant sur le spectre du signal relevé pour un champ H⊥
décroissant, entre 1300Oe et 660Oe, à Idc = 50mA. Les symboles illustrent la polarité du vortex dans
la couche épaisse identifié grâce à la pente d f/dH⊥. Les lignes pointillées sont l’extrapolation de la
caractéristique f (H⊥) pour chacun des piliers.
Dans cette mesure, la fréquence des oscillations synchronisées est très proche de la fréquence du
« STVO1 », la plus basse (voir fig 11.6(a)). Il semble ainsi que le « STVO2 » se synchronise sur les
oscillations du « STVO1 », tandis que ce second n’adapte quasiment pas sa fréquence. Il est surprenant
de constater que ce sont ici les oscillations correspondant au signal de plus grande amplitude qui se
synchronisent sur celles de faible amplitude. Enfin, nous n’avons pas observé de diminution significative
de la largeur de raie du signal synchronisé par rapport aux signaux indépendants, ni de dégradation. Tous
les trois présentent une largeur de raie d’environ 500kHz.
La même expérience a été reproduite pour un second échantillon similaire, « EDP2 », mesuré au
SPEC, et nous avons également pu observer le phénomène de synchronisation dans le cas de vortex de
polarités anti-parallèles (voir fig 11.7(a)), pour un courant Idc =+38mA. Cependant, la synchronisation
s’effectue cette fois sur la fréquence la plus élevée des deux oscillateurs. L’oscillateur dont le signal est
le plus fort est celui qui adapte le moins sa fréquence dans le processus de synchronisation.
Nous avons également pu mettre en évidence, en mesurant « EDP2 », la synchronisation des deux
auto-oscillateurs lorsque les polarités des vortex des couches épaisses de Py sont parallèles (voir fig 11.7(b)),
pour un même courant Idc = +38mA. Dans cette configuration magnétique, les pentes des deux dépen-
dances d fi/dH⊥ sont de même signes. De la même façon que précédemment, nous observons, en ba-
layant le champ H⊥, sur le spectre de puissance une transition réversible de deux pics correspondant aux
oscillations indépendantes vers un unique pic correspondant aux oscillations synchronisées.
Nous avons ainsi pu constater que les écarts en fréquence critiques avant synchronisation diffèrent
dans les deux cas. Dans la configuration de polarités anti-parallèles, nous mesurons un écart critique
∆AP = 49MHz, tandis que nous mesurons dans la configuration parallèle ∆P = 17MHz.
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Figure 11.6 – (a) Cartographie du spectre de puissance du signal aux bornes des deux piliers couplés
parcourus par un courant Idc = 50mA pour un champ H⊥ décroissant, pour un dispositif constitué de
deux piliers de 200nm séparés par 100nm. Les lignes pointillées extrapolent la dépendance linéaire
de la fréquence des oscillateurs isolés avec H⊥. Spectres mesurés à (b) H⊥= 700Oe et (c) H⊥= 500Oe.
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Figure 11.7 – Cartographie du spectre de puissance du signal en fonction du champ H⊥, pour un
dispositif constitué de deux piliers de 200nm séparés par 100nm parcourus par un courant Idc =
+38mA, dans les cas pour lesquels les polarités des vortex dans la couche épaisse de Py sont (a)
anti-parallèles, (b) parallèles.
11.2.4.2 Discussion
Bien que les échantillons étudiés ont été fabriqués avec la volonté d’étudier la synchronisation d’os-
cillateurs identiques, nous avons pu voir qu’il existe une disparité entre les propriétés des deux auto-
oscillateurs. De plus, nous nous sommes concentrés sur la transition entre les régimes non-synchronisé
et synchronisé. Ceci nous a amené à nous placer dans des conditions telles que les fréquences des deux
auto-oscillateurs sont éloignées. Ainsi, nous ne pourrons pas nous limiter au modèle de deux oscilla-
teurs parfaitement identiques, mais devons considérer la synchronisation de deux auto-oscillateurs de
fréquences différentes. Nous avons vu dans ce cas que le modèle développé dans le cas de piliers de
différents diamètres s’adapte parfaitement (cf. section 9.3).
En répétant les expériences de synchronisation sur différents échantillons et dans différentes condi-
tions de courant et de champ, nous observons que la synchronisation s’effectue tantôt sur la fréquence
la plus basse, tantôt sur la fréquence la plus élevée. Dans les deux expériences présentées pour le cas de
polarités anti-parallèles, nous avons également noté la synchronisation peut s’effectuer sur la fréquence
de l’oscillateur au signal le plus faible, ou sur la fréquence de l’oscillateur au signal le plus élevé. Ce-
pendant, au cours de notre étude des piliers uniques, nous avons pu mettre en évidence qu’il n’existe pas
de corrélation directe entre l’amplitude des oscillations de tension aux bornes du pilier et l’amplitude
des oscillations (cf. section 6.4). Dans le cas d’oscillateurs aux propriétés identiques, nous pourrions à
priori nous attendre à ce que les deux oscillateurs se synchronisent sur une fréquence intermédiaire, ce
qui n’est pas le cas ici. il est alors nécessaire d’envisager une différence entre les deux oscillateurs :
– Une différence des amplitudes d’oscillations, qui définira une action plus forte d’un oscillateur
sur le second. Soumis à un champ dipolaire plus fort, l’oscillateur de plus faible amplitude sera
contraint à une modification de fréquence plus grande que le second.
– Une différence dans les capacités, pour chacun des oscillateurs, de modifier sa fréquence en modi-
fiant son amplitude d’oscillation. Ce coefficient, déterminé par la non-linéarité du système autour
de l’orbite d’équilibre, mais également par la forme du polariseur, est très susceptible d’être dif-
férent pour les deux piliers. Ainsi, pour une même déviation de l’orbite, la déviation de fréquence
sera plus faible pour l’un des piliers.
Ajoutons que ces propriétés sont susceptibles de varier avec les conditions extérieures (champ, courant)
et qu’il est envisageable d’observer les deux cas (synchronisation sur le mode de plus haute ou plus basse
fréquence) pour un même échantillon.
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Il est également important de comprendre que la transition entre l’état non-synchronisé et l’état syn-
chronisé est assimilable à une apparition progressive d’un couplage entre les deux oscillateurs et a for-
tiori des deux modes. Lorsque les fréquences des deux auto-oscillateurs sont très éloignées, les deux
oscillateurs n’échangent alors pas d’énergie. Les deux fréquences observées sont alors très proches de
celles des auto-oscillateurs isolés, ainsi que leurs dépendances avec le champ ou le courant. Lorsque les
deux fréquences se rapprochent suffisamment, alors celles-ci dévient progressivement de leur fréquence
« isolée », signe d’un échange d’énergie entre les deux auto-oscillateurs. Lorsque la synchronisation est
établie, les deux oscillateurs oscillent alors à la même fréquence et échangent alors un maximum d’éner-
gie. Le mode d’oscillations synchronisées correspond alors à un mode couplé des deux oscillateurs. Il
est donc envisageable que sa fréquence soit inférieure aux fréquences isolées des deux auto-oscillateurs.
Il est enfin intéressant de comparer les écarts critiques en fréquence dans les deux configurations :
polarités parallèles ou polarités anti-parallèles. Nous avions vu dans les deux chapitres précédents (9 et
10) que le coefficient d’interaction moyen dans le cas anti-parallèle (AP) est trois fois plus grand que
dans le cas parallèle (P). Ceci nous a amené (section 9.3) à prédire un écart critique en fréquence trois
fois plus grand dans le cas AP que dans le cas P. Expérimentalement, le rapport ∆AP/∆P ≈ 2.88 est très
proche de la valeur prédite. Ce résultat est encourageant quant à la validité du modèle que nous avons
développé.
11.2.5 Evolution de la synchronisation avec le courant
L’augmentation du courant a pour effet d’augmenter l’orbite de giration des vortex dans chacun des
piliers, augmentant ainsi l’amplitude du champ dipolaire ressenti par le pilier voisin et par là l’énergie
moyenne d’interaction entre les deux auto-oscillateurs. Ainsi, le rapport de l’énergie thermique à l’éner-
gie d’interaction est diminué et l’influence du bruit sur la synchronisation sera donc réduite. Pour cerner
l’influence du courant sur la synchronisation des oscillateurs, nous avons observé l’évolution du système
à champ constant lorsque le courant Idc est balayé.
11.2.6 Résultats
Reprenons l’échantillon « EDP1 » et préparons l’état magnétique tel que les polarités des vortex de
la couche épaisse de Py soient anti-parallèles. Nous fixons le champ à la valeur H⊥ = 660Oe, proche de
la limite de synchronisation (voir fig. 11.6) et augmentons progressivement le courant. La cartographie
du spectre de puissance en fonction de Idc est présentée sur la figure 11.8.
Entre Idc = 30mA et Idc = 40mA, les deux oscillateurs auto-oscillent indépendamment. L’augmenta-
tion de la fréquence avec le courant est identique pour les deux STVOs et l’écart entre les deux fréquences
« isolées » reste donc constant. Au delà de Idc = 40mA, une déviation de la fréquence du STVO 2 est
observée, qui se rapproche progressivement de la fréquence du STVO 1. A Idc = 47mA, une transition
apparait finalement, réversible, vers un état synchronisé pour lequel un unique pic est observé sur le
spectre de puissance.
11.2.6.1 Discussion
L’influence du courant et de l’amplitude de giration des vortex a ainsi pu être démontrée. La dépen-
dance linéaire des deux fréquences, identique dans les deux STVOs, est très similaire à la dépendance
que nous avons pu observer dans le cas d’un pilier unique. Cela nous amène à penser que les deux auto-
oscillateurs se trouvent dans un même état magnétique à deux vortex, pour lequel la fréquence ainsi que
le rayon d’orbite évoluent linéairement avec le courant.
Cette expérience met en évidence les limitations du modèle que nous avons établi, qui ne tient pas
compte de l’importance des rayons d’orbite. On pourra envisager dans un futur modèle de tenir compte de
l’influence du bruit sur le système. En effet, les déviations progressives des fréquences à l’approche de la
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Figure 11.8 – Cartographie du spectre de puissance du signal en fonction du courant Idc pour un champ
H⊥ =+660Oe, mesurée pour un dispositif constitué de deux piliers de 200nm séparés par 100nm.
synchronisation traduisent l’influence des fluctuations qui empêchent les oscillateurs de se synchroniser
lorsque leurs fréquences sont trop éloignées et que l’énergie moyenne d’interaction est trop faible.
Nous avons présenté dans ce chapitre nos premières observations du phénomène de synchroni-
sation d’oscillateurs à base de vortex par couplage dipolaire. Ces résultats constituent également à
notre connaissance la première démonstration de synchronisation d’oscillateurs à transfert de spin
par couplage dipolaire. Bien que la modélisation du système demande encore quelques efforts sup-
plémentaires, les premiers accords qualitatifs avec le modèle simple que nous avons développé nous
encouragent à prolonger cette étude. Notamment, il sera intéressant de comparer les résultats ob-
tenus pour des systèmes de deux piliers plus éloignés (ont également été fabriqués des échantillons
à deux piliers de200nm séparés par δ= 200nm), ou de piliers de plus faible diamètres (cf. piliers
de 100nm).
Conclusion et perspectives
Conclusion de la partie IV :
Dans cette seconde partie de mon travail de thèse, nous nous sommes intéressés au phénomène de
verrouillage de phase, ou synchronisation entre deux oscillateurs à transfert de spin à base de vortex.
Une étape importante était de comprendre et modéliser les mécanismes de couplage par champ di-
polaire entre deux vortex oscillants dans deux plots magnétiques séparés par une faible distance. Nous
avons ainsi pu mettre en évidence que l’amplitude du couplage entre les deux vortex dépend de leurs po-
larités relatives, avec notamment un couplage trois fois plus important lorsque les deux cœurs de vortex
tournent dans des sens différents (polarités opposées) par rapport au cas où ils tournent dans le même
sens (polarités identiques).
En introduisant un nouveau terme, correspondant à l’influence dipolaire du vortex voisin, dans les
équations de Thiele décrivant la dynamique de chacun des vortex, nous avons pu aboutir à la modélisa-
tion de la dynamique du déphasage entre les oscillations de deux STVOs. Ce modèle permet de décrire
le phénomène de verrouillage de phase lorsque les deux oscillateurs sont identiques et celui de synchro-
nisation pour le cas où les deux STVO ont des diamètres différents.
Pour ce dernier cas, nous prédisons l’existence d’un seuil pour l’écart en fréquence entre les oscilla-
teurs au delà duquel la synchronisation n’est pas observée. De plus, ce modèle nous a permis de montrer
que cet écart critique augmente théoriquement linéairement avec le coefficient de couplage dipolaire µ.
En nous basant sur notre modèle analytique pour interpréter les résultats de simulations micro-
magnétiques faites pour différentes distances inter-piliers, nous avons pu déterminer les évolutions des
énergies moyennes d’interaction en fonction de la distance, pour les deux configurations de polarités.
Ces résultats ont confirmé que l’énergie d’interaction est en moyenne environ trois fois plus importante
lorsque les vortex tournent dans des directions différentes, atteignant des valeurs suffisamment élevées
pour permettre l’observation à température ambiante d’une synchronisation entre oscillateurs séparés
d’une distance comprise entre une et deux fois le diamètre des piliers.
Du point de vue expérimental, notre approche a été d’étudier tout d’abord la réaction d’un oscillateur
unique à un signal rf externe (un courant ou un champ rf) ayant une fréquence proche de la fréquence
gyrotropique f0. Un résultat intéressant est que l’oscillateur se synchronise seulement sous l’action d’un
champ rf et absolument pas sur un courant rf injecté dans le pilier. A partir de ces mesures, nous avons
pu extraire l’évolution de la fenêtre de synchronisation en fonction de l’amplitude du champ hr f .
L’étape suivante a été de mesurer expérimentalement un système contenant deux STVOs séparés
de 100nm dans différentes configurations de polarités des vortex. Ces résultats constituent la première
démonstration expérimentale à température ambiante de synchronisation d’oscillateurs à transfert de spin
par couplage dipolaire. Conformément à nos prédictions, la synchronisation s’est montrée être beaucoup
plus efficace dans la configuration de polarités opposées, pour laquelle nous avons pu observer une
synchronisation pour un écart en fréquence d’environ 70MHz, soit 10% de la fréquence d’oscillation
gyrotropique. Ce résultat extrêmement prometteur conclut en quelque sorte ce travail de thèse et a été
rendu possible par l’ensemble des résultats expérimentaux et théoriques présentés auparavant.
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Perspectives :
La principale limitation des modèles analytiques développés au cours de cette thèse est qu’ils ne
prennent pas en compte l’influence des fluctuations d’aimantation dues à l’agitation thermique. Cette
limitation peut être levée grâce aux simulations micro-magnétiques. Il sera intéressant dans un avenir
proche de reprendre les simulations en incluant une source de bruit, afin notamment de comparer la
stabilité de l’état synchronisé à celle de l’état non synchronisé. Il sera également intéressant de mener
une étude précise sur l’évolution de la largeur de raie des oscillations pour un pilier unique et deux piliers
synchronisés.
L’étude numérique du cas de deux STVOs de diamètres différents, qui représente le système pouvant
être comparés aux expériences, a débuté récemment au A. M. Prokhorov General Physics Institute à Mos-
cou. Même si nous n’avons pas eu l’occasion d’étudier expérimentalement en détail les caractéristiques
rf de l’état synchronisé (fréquence, stabilité de la phase, agilité etc.), les premiers résultats ont d’ores et
déjà permis d’observer des évolutions complexes de la fréquence d’oscillation des STVOs synchronisés.
Notamment, il apparait que la synchronisation s’effectue soit sur la fréquence la plus haute ou bien la
plus basse des deux oscillateurs couplés en fonction des conditions expérimentales (champ, courant) uti-
lisées pour parvenir à cet état. Une fois encore, des simulations micro-magnétiques devraient permettre
de comprendre ces comportements complexes.
Ces résultats ouvrent la voie à la synchronisation d’un grand nombre d’oscillateurs. Ce développe-
ment devrait permettre l’observation d’une réduction significative de la largeur de raie, ce qui constituait
au début de ma thèse et constitue toujours un objectif très important. Dans cette perspective, une colla-
boration avec l’équipe du Pr. L. Piraux à l’ICMN de l’Université Catholique de Louvain, a été engagée
avec pour objectif de fabriquer et analyser des réseaux contenant un grand nombre d’oscillateurs grâce
à la croissance d’assemblées de nano-fils de vannes de spin dans des membranes nano-poreuses [180].
Cependant, il est important de ne pas bruler les étapes, et de nouvelles séries d’échantillons « plus conven-
tionnels » comportant entre deux et dix nano-piliers ont été réalisées durant ces derniers mois. A suivre...
Conclusion générale
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Les interactions entre un courant de spin et une aimantation via le transfert de spin sont devenues
en quelques années un domaine très important de la spintronique. Le développement d’une nouvelle
génération de MRAM utilisant cet effet physique pour l’écriture de l’information et leur prochaine com-
mercialisation par plusieurs acteurs industriels majeurs (Toshiba, Samsung, Everspin...) devrait permettre
de supplanter les technologies actuelles S-RAM et D-RAM à base de semi-conducteurs (cf. Internatio-
nal Technology Roadmap for Semiconductors 2011). Le prochain domaine de la spintronique apportant
une rupture technologique aussi importante que les effets GMR et TMR dans les années 90 concerne la
génération de dynamique ultrarapide par transfert de spin et les dispositifs rf spintroniques qui en dé-
coulent. Depuis la première observation en laboratoire en fin 2003 de la possibilité de convertir, grâce au
transfert de spin dans une nanostructure spintronique, un courant dc en une tension rf, des progrès très
importants ont été obtenus dans la compréhension et le contrôle de ce phénomène. Cependant, des points
fondamentaux concernant les mécanismes microscopiques à l’origine des effets de génération et/ou de la
détection d’ondes hyperfréquences restent encore à comprendre. Les résultats connus à ce jour sont toute-
fois suffisants pour stimuler, dans de nombreux laboratoires, un effort de recherche fondamentale en vue
d’applications très prometteuses dans le domaine des nano-dispositifs radiofréquences i.e. nano-sources
hyperfréquence, nano-détecteurs et/ou mélangeurs de fréquence.
Un des objectifs principaux de mon travail était d’étudier l’excitation par le couple de transfert de
spin de modes dynamiques collectifs, associés à des couches magnétiques couplées d’un même nano-
pilier. Pour atteindre ce but, nous avons concentré notre effort sur un mode dynamique particulier associé
à la configuration magnétique vortex : le mouvement gyrotropique de cœur de vortex.
Ce mode gyrotropique peut être excité par transfert de spin dès l’application d’une faible densité
de courant, et possède une fréquence dans la gamme 100MHz-2GHz, avec des largeurs de raie (signe
de la cohérence) de l’ordre du MHz. Nous nous sommes alors concentrés sur l’étude du comportement
sous l’effet du transfert de spin d’oscillateurs interagissant par couplages magnétiques (couplage dipo-
laire et couplage par transfert de spin mutuel). L’apparition d’accord de phase entre les oscillations des
différentes couches magnétiques est alors susceptible de venir renforcer la cohérence du nouvel auto-
oscillateur constitué par cet assemblage.
Un des premiers résultats importants obtenus sur des systèmes à deux vortex couplés au sein de deux
couches magnétiques d’un unique nano-pilier a été de mesurer des signaux présentant un facteur de qua-
lité record de 5000 à champ nul (une largeur de raie de 200kHz, pour une fréquence de 1GHz), soit une
amélioration d’un ordre de grandeur par rapport aux observations faites jusqu’ici sur des oscillations de
vortex uniques [121]. Ce résultat est le fruit d’une étude expérimentale détaillée, complété par un travail
théorique (modèle analytique et simulations micro-magnétiques) important pour comprendre l’action du
transfert de spin sur des aimantations dans un mouvement couplé [132]. Par ailleurs, nous avons pu
clairement mettre en évidence le rôle des fortes relaxations de spin au niveau du cœur de vortex pour
comprendre les modifications à la fois du couple de transfert de spin et du signal magnétorésistif dans
les nanostructures à base de vortex, configuration d’aimantation fortement non-homogène. Ces modèles
nous ont permis de prévoir et confirmer les principales caractéristiques expérimentales de ces nano-
oscillateurs ; par exemple, les dépendances linéaires de la fréquence d’auto-oscillation avec le courant et
le champ extérieur. Ces propriétés, auxquelles nous pouvons associer un contrôle et une modulation très
simple de la fréquence d’oscillation, permettent d’envisager ces composants rf spintroniques comme de
bons candidats à des applications comme synthétiseur de fréquence, ou détecteur de champ magnétique.
Enfin, nous avons pu montrer la possibilité de contrôler indépendamment le retournement des cœurs
de vortex dans ces structures à deux vortex. Ce résultat est important car nous avons démontré le rôle
crucial joué par la configuration relative des polarités pour comprendre les propriétés dynamiques de ces
échantillons.
Un autre résultat important de mon travail a été de prédire analytiquement et par simulations micro-
magnétiques que les différentes composantes du couplage dipolaire entre les vortex peuvent permettre
de placer le système dans un état tel que les oscillations pourront être excitées dès l’application d’un
courant non-nul à travers le dispositif. Au-delà de l’intérêt évident de la réduction du courant critique
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nécessaire au démarrage des oscillations pour la réduction de l’énergie consommée par ces oscillateurs,
cette propriété est associée à la possibilité d’accéder à une très large gamme de fréquences, allant de zéro
à environ 1GHz, i.e. une très forte agilité en courant. Un seul de ces dispositifs pourrait ainsi remplacer
les multiples composants actuellement utilisés pour atteindre les différentes bandes de fréquences dans
les appareils de télécommunications. Ces dispositifs et les deux principales propriétés qui en font leur
potentiel ont ainsi fait l’objet du dépôt d’un brevet [136].
Au début de ma thèse, il avait été démontré à la fois théoriquement et expérimentalement l’intérêt
majeur pour l’amélioration des propriétés hyperfréquences (puissance émise, facteur de qualité, etc)
de parvenir à synchroniser plusieurs oscillateurs à transfert de spin. Dans la dernière partie de mon
travail, nous nous sommes concentrés sur des dispositifs plus complexes avec pour objectif d’étudier
la synchronisation d’oscillations de vortex excitées indépendamment dans deux nano piliers séparés de
100nm, distance à laquelle le couplage dipolaire entre les deux oscillateurs peut être fort. Un modèle
analytique permettant de décrire l’énergie d’interaction dipolaire en fonction de la distance entre deux
oscillateurs à transfert de spin à base de vortex a été développé et comparé à des simulations micro-
magnétiques. Ce résultat nous a ensuite permis de prédire l’évolution de la différence de phase, menant
à la synchronisation entre les deux oscillateurs [178].
Enfin, nous avons pu observer expérimentalement la synchronisation de précessions d’aimantation
excitées par transfert de spin avec une gamme de verrouillage en fréquence et en phase des deux nano-
oscillateurs pouvant atteindre environ 10% de leur fréquence libre. Ces résultats extrêmement intéres-
sants ouvrent la perspective de la fabrication de réseaux d’oscillateurs spintroniques couplés, qui per-
mettront de renforcer la puissance et la cohérence des signaux dont ils seront à l’origine.
A plus long terme...
Le concept de base de la spintronique est de générer, de manipuler et de détecter des courants po-
larisés en spin. Dans la spintronique « classique », telle que nous l’avons considérée dans cette thèse,
un courant de spin est créé en faisant passer un courant de charge au travers d’une couche magnétique
(le polariseur), dont la direction de l’aimantation (et donc de la polarisation) peut être contrôlée par un
champ magnétique ou même le transfert de spin. Très récemment, une voie alternative est apparue pour
contrôler une configuration magnétique qui est basée sur des couples de transfert de spin associés à des
courants purs de spin dus aux effets spin-orbite i.e. l’effet Hall de spin (SHE) [181, 182] et/ou l’effet
Rashba [183, 184]. Plusieurs expériences dont celles de I. Miron et al. à Spintec [185, 186, 187, 188]
ont d’ores et déjà démontré l’intérêt important de ces effets spin-orbite pour renverser l’aimantation d’un
nano-aimant. Leur utilisation pour générer une dynamique entretenue d’aimantation vient juste d’être
démontrée [189, 190], ouvrant ainsi de multiples perspectives. La configuration vortex et en particulier
le mode gyrotropique du cœur pourrait là encore constituer un système modèle extrêmement intéressant
pour identifier les conditions de symétrie optimales pour ces couples spin-orbite. Par ailleurs, une des
particularités de ces effets spin-orbite est que l’accumulation de spin qui donne naissance aux courants
de spin purs n’est pas uniquement localisée au niveau de l’interface avec le matériau magnétique mais sur
la totalité de la surface du métal normal à fort spin-orbite. Par conséquent, il est envisageable d’utiliser
ce courant de spin pur comme moyen simple et efficace pour coupler un grand nombre d’oscillateurs, à
base de vortex par exemple, et les synchroniser.
Enfin, au-delà des perspectives déjà exposées, les résultats obtenus dans cette thèse pour les vortex,
qui sont des solitons topologiques magnétiques, sont encourageants pour ouvrir de nouvelles recherches
vers d’autres types de configurations magnétiques, par exemple, d’autres solitons magnétiques à aiman-
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tation fortement non-homogène tels que les skyrmions [191, 192]. Les tailles très réduites de ces objets
magnétiques (les skyrmions peuvent être localisés sur quelques mailles atomiques) en font de très sérieux
candidats notamment pour des applications de stockage à extrêmement haute densité. Il sera intéressant
de considérer la possibilité de décrire leur comportement par des modèles similaires à l’équation de
Thiele, et d’imaginer utiliser le transfert de spin pour les déplacer, les renverser ou même générer une
dynamique entretenue...
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Annexe A
Calcul du coefficient d’amortissement
pour l’équation de Thiele
Nous présentons dans cet annexe le calcul des différentes contributions au coefficient d’amortissement,
grâce au logiciel Mathematica. La distribution d’aimantation est décrite dans le calcul par le modèle du
Two-Vortex Ansatz (TVA).
A.1 Contribution du terme sin2(T heta) · (dPhi/dChiv)2
g :=ArcTan[(r ∗Sin[X ])/(r ∗Cos[X ]− rc)]+ArcTan[(r ∗Sin[X ])/(r ∗Cos[X ]−R∧2/rc)]
dgdX :=Simplify[D[g,X ]]
dPhidChi :=1−dgdX
A.1.1 Intégration sur la région comprise entre 0 et rc-b (rc : orbite du cœur, b : rayon du
cœur)
Dans cette région : sin(T heta) = 1
A = Integrate[dPhidChi∧2,{X ,0,2∗pi},Assumptions→{r > 0, rc > 0,R > 0,r < R, rc < R,r < rc}]
pi(−2r6rc2−2R6rc2+r4(R4+rc4)+r2R2(R4+rc4))
(r2−R2)(r4rc2+R4rc2−r2(R4+rc4))
A = Apart[A]
−pi(r2+R2)r2−R2 + pir2(−r+rc) − pir2(r+rc) − piR
2
2(−R2+rrc) +
piR2
2(R2+rrc)
AA = Integrate[r ∗A,{r,0, rc−b},Assumptions→{b > 0,b < rc,b+ rc < R, rc > 0,R > 0, rc < R}];
A.1.2 Intégration sur la région comprise entre rc+b et R (R : rayon du disque magné-
tique)
Dans cette région, on a Sin[Theta]=1
B = Integrate[dPhidChi∧2,{X ,0,2∗pi},Assumptions→{r > 0, rc > 0,R > 0,r < R, rc < R,r > rc}]
pi(r2−R2)2rc2(R2+rc2)
(r2−rc2)(R2−rc2)(R4−r2rc2)
B = Apart[B]
− pir2(−r+rc) + pir2(r+rc) + piR−R+rc − piRR+rc − piR
2
2(−R2+rrc) +
piR2
2(R2+rrc)
BB = Integrate[r ∗B,{r, rc+b,R},Assumptions→{b > 0, rc > 0,R > 0,b < rc,b+ rc < R, rc < R}];
A.1.3 Résultats intermédiaires
Développement en série à l’ordre 1 en b et à l’ordre au moins 4 en rc (pour récupérer le terme de second
ordre)
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AAA = Simplify[Series[AA,{b,0,1},{rc,0,8}],{b > 0, rc > 0,R > 0,b < rc,b+ rc < R, rc < R}];
BBB = Simplify[Series[BB,{b,0,1},{rc,0,8}],{b > 0, rc > 0,R > 0,b < rc,b+ rc < R, rc < R}];
Res = Simplify[AAA+BBB,{b > 0, rc > 0,R > 0,b < rc,b+ rc < R, rc < R}]
(−14(pi(1+Log[16]+4Log[b]−4Log[R]))rc2+ pirc
4
6R2 +O[rc]
6)+(−pirc+O[rc]5)b+O[b]2
On obtient donc en négligeant les termes proportionnels à b et ses ordres supérieurs :
Pdissip = pi
(
−1
4
+Log
[
R
2b
])
rc2+
pi
6
rc4
R2
(A.1)
A.1.4 Intégration des termes associés au vortex principal (non image) dans la région du
cœur
Reprenons l’expression de sin2(T heta) (dg/dChi)2, et faisons un changement de variable pour se placer
autour de la position du cœur : (r,X)→ (rr,XX)
On substitue : 2 · r · cos(X) = (−rr2+ r2+ r2c)/rc = 2(rc+ rr · cos(XX))
On substitue : r2 = rr2+ rc2+2rr · rc · cos(XX)
On substitue : r · sin(X) = rr · sin(XX)
Cette fois on ne prend plus sin(T heta) = 1
Puis on intègre sur la région du cœur :
g :=ArcTan[(r ∗Sin[X ])/(r ∗Cos[X ]− rc)]
dgdX = Simplify[D[g,X ]]
dPhidChi :=1−dgdX;
dgdX = Simplify[ReplaceAll[dgdX,Cos[X ]→ (rc+ rr∗Cos[XX])/r]];
dgdX = Simplify[ReplaceAll[dgdX,r∧2→ rr∧2+ rc∧2+2∗ rr∗ rc∗Cos[XX]]];
sin2Theta :=Sin[2∗ArcTan[rr/b]]∧2
Co = Simplify[TrigExpand[rr∗ sin2Theta∗ (dPhidChi)∧2],{rr > 0,b > 0, rr < b}];
CC = Integrate[Co,{XX,0,2∗pi},{rr,0,b}]
pirc2
L’intégration des autres termes dans la région du cœur vont amener des contributions proportionnelles à
la surface du cœur, soit de l’ordre de b2 négligeable.
A.1.5 Résultats pour cette partie :
Développement en série à l’ordre 1 en b et à l’ordre au moins 4 en rc
Res = Simplify[Series[AA+BB+CC,{b,0,1},{rc,0,8}],{b > 0, rc > 0,R > 0,b < rc,b+ rc < R, rc < R}]
(−14(pi(−3+Log[16]+4Log[b]−4Log[R]))rc2+ pirc
4
6R2 +O[rc]
6)+(−pirc+O[rc]5)b+O[b]2
On obtient alors en négligeant les termes proportionnels à b et ses ordres supérieurs :
Pdissip = pi
(
3
4
+Log
[
R
2b
])
rc2+
pi
6
rc4
R2
(A.2)
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A.2 Contribution du terme (dT heta/dt)2
Theta :=2∗ArcTan[Sqrt[(r ∗Cos[X ]− rc)∧2+(r ∗Sin[X ])∧2]/b];
dThetadX = Simplify[D[Theta,X ]];
dThetadChi :=−dThetadX;
On fait le changement de variable pour se placer autour de la position du cœur : (r,X)→(rr,XX)
On substitue : 2 · r · cos(X) = (−rr2+ r2+ r2c)/rc = 2(rc+ rr · cos(XX))
On substitue : r2 = rr2+ rc2+2rr · rc · cos(XX)
On substitue : r · sin(X) = rr · sin(XX)
dThetadX = Simplify[ReplaceAll[dThetadX,Cos[X ]→ (rc+ rr∗Cos[XX])/r]];
dThetadX = Simplify[ReplaceAll[dThetadX,Sin[X ]→ rr/r ∗Sin[XX]]];
dThetadX = Simplify[ReplaceAll[dThetadX,r∧2→ rr∧2+ rc∧2+2∗ rr∗ rc∗Cos[XX]],{rr > 0}];
Puis on intègre sur la région du cœur :
DD = Integrate[rr∗dThetadChi∧2,{XX,0,2∗pi},{rr,0,b}]
pirc2
A.3 Dissipation totale, somme des contributions :
Simplify[Series[AA+BB+CC+DD,{b,0,1},{rc,0,8}],{b > 0, rc > 0,R > 0,b < rc,b+ rc < R, rc < R}]
(−14(pi(−7+Log[16]+4Log[b]−4Log[R]))rc2+ pirc
4
6R2 +O[rc]
6)+(−pirc+O[rc]5)b+O[b]2
On obtient finalement en négligeant les termes proportionnels à b et ses ordres supérieurs :
Pdissip = pi
(
7
4
+Log
[
R
2b
])
rc2+
pi
6
rc4
R2
(A.3)
Soit un coefficient d’amortissement :
D = pi
(
7
4
+Log
[
R
2b
])
+
pi
6
rc2
R2
(A.4)
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Annexe B
Calcul de la force de transfert de spin pour
un courant polarisé uniformément dans la
direction perpendiculaire
Nous proposons dans cette annexe le développement complet du calcul de la force de transfert de
spin appliquée sur le cœur du vortex résultant des contributions locales de transfert de spin, dans le cas
d’un courant polarisé uniformément dans la direction perpendiculaire. Ce calcul est similaire à celui de
la force d’amortissement. Pour se démarquer de l’hypothèse de mouvement de translation du vortex,
on calcule la puissance associée à l’effet de transfert de spin, sous les hypothèses d’un mouvement de
rotation :
Calcul de la force de transfert de spin
On reprend l’expression de la puissance associée au transfert de spin :
E˙ST T =
aJJMS
γ
∫
V
(
Θ˙pΦ− Φ˙pΘ sinΘ
)
d3~r (B.1)
avec dans le cas d’un courant polarisé uniquement selon la direction verticale ~p= pz~ez =±~ez (pΦ =
0 et pΘ =−pz sinΘ), ce qui permet d’obtenir :
E˙ST T =
aJJMS
γ
pz
∫
V
(
Φ˙sin2Θ
)
d3~r (B.2)
On choisit pour simplifier le calcul de négliger la contribution du cœur du vortex, dans la mesure où
ses dimensions sont faibles devant le rayon du disque. En dehors du cœur, on aura alors Θ = pi/2,
ce qui permet de simplifier le calcul :
E˙ST T =
aJJMS
γ
pzL
∫ ρ=R
ρ=0
ρ
(∫ χ=2pi
χ=0
Φ˙ dχ
)
dρ (B.3)
Soit avec l’hypothèse de la trajectoire à rayon contant : Φ˙= ∂Φ∂χc χ˙c, et en utilisant l’astuce (2.11) :
E˙ST T =
aJJMS
γ
pzL
∫ ρ=R
ρ=0
ρ
[∫ χ=2pi
χ=0
(
1− ∂Φ
∂χ
)
dχ
]
dρ χ˙c
=
aJJMS
γ
pzL
∫ ρ=R
ρ=0
ρ
[
2pi−
∫ χ=2pi
χ=0
∂Φ
∂χ
dχ
]
dρ χ˙c (B.4)
L’intégrale sur χ est très simple à évaluer sans calcul. Il suffit de considérer la distribution d’ai-
mantation du vortex décalé, et de suivre l’évolution de l’angle Φ sur un tour géométrique à rayon
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contant. On constate que si ρ > ρc alors l’angle Φ effectue une rotation complète, ce qui n’est pas
le cas si ρ< ρc :
∫ χ=2pi
χ=0
∂Φ
∂χ
dχ=
{
0 si ρ< ρc
2pi si ρ> ρc
(B.5)
On pourra au passage noter que le résultat serait exactement le même si on effectue le calcul avec le
modèle du SVA. On aboutie finalement au résultat :
E˙ST T =
aJJMS
γ
pzL (piρ2c) χ˙c (B.6)
Une fois l’expression de E˙ST T obtenue, on assimilera la puissance de dissipation à l’expression
classique du travail dissipé par une force orthoradiale qui aurait la forme ~FST T = κ⊥pzJ(~ez×~X),
pour retrouver l’expression de κ⊥ :
E˙ST T = ~FST T · ~˙X = κ⊥pzJ ρ2c χ˙c (B.7)
On aboutit ainsi à une force résultante, que l’on pourra intégrer à l’équation de Thiele, de la forme :
~FST T = κ⊥pzJ(~ez×~X) avec κ⊥ = aJMSγ piL (B.8)
Annexe C
Observations surprenantes de signaux
sub-harmoniques
Dans cette annexe sont rassemblées un ensemble de mesures effectuées sur les différents nano-piliers
uniques qui n’ont à ce jour pas trouvées d’explications. Il s’agit de l’apparition dans le spectre de puis-
sance mesuré aux bornes du nano-pilier, dans certaines conditions de champ et de courant, de signaux à
des fréquences sub-harmoniques de la fréquence gyrotropiques observée par ailleurs. L’origine de cette
composante dans le spectre de la dynamique d’aimantation n’a pas été clairement interprétée, mais ces
observations soulèvent la question très intéressante de la synchronisation fractionnelle des modes couplés
dans une multicouche magnétique.
C.1 Signaux sub-harmoniques
Nous avons été amenés lors de l’étude des propriétés dynamiques des nano-piliers à observer la
dépendance du spectre d’émission avec les différents paramètres Idc, H et H⊥. Nous nous sommes alors
concentré dans le manuscrit à présenter l’évolution de la fréquence fondamentales avec les différents
paramètres. Pourtant, pour des combinaisons bien choisies de ces paramètres, nous avons pu relever
sur les spectres l’apparition de signaux ne correspondant pas à l’un des harmoniques de la fréquence
gyrotropique.
Sur la figure C.1 nous présentons la cartographie complète des pics relevés sur les spectres de la ten-
sion aux bornes d’un nano-pilier de 120nm, pour un courant Idc =+11mA, en fonction du champ H⊥.
On y retrouve les deux branches associées au deux configurations de polarités (P15nm =+1,P4nm =−1)
et (P15nm = −1,P4nm = +1), à la fréquence gyrotropique f0, ainsi qu’aux second et troisième harmo-
niques de cette fréquence. En plus de ces signaux, nous observons en dessous de H⊥ =−1000Oe dans la
configuration (P15nm =−1,P4nm =+1) l’apparition de pics dans le spectre aux fréquences 4 f/3 et 5 f/3.
Les signaux à ces fréquences sont généralement de plus faible puissance que les signaux associés à
la dynamique gyrotropique, et de largeurs de raie beaucoup plus grandes (≈ 50MHz, voir figure C.2(a)).
Il n’a malheureusement pas pu être clairement déterminé si l’observation de ces pics est corrélée à une
diminution de la largeur de raie du signal gyrotropique.
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Figure C.1 – Cartographie des pics relevés sur les spectres de la tension aux bornes d’un nano-pilier
de 120nm, pour un courant Idc = 11mA, en fonction du champ H⊥, pour les deux configurations de
polarités : (P15nm =+1,P4nm =−1) (points gris) et (P15nm =−1,P4nm =+1) (points noirs).
Figure C.2 – Spectres de puissance relevées aux bornes d’un pilier de diamètre 120nm pour un
champ H = 211Oe et un courant (a) Idc =+11mA et (b) Idc =+15mA.
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C.2 Evolution du phénomène avec le courant
Ces observations ont pu être reproduites en appliquant plutôt qu’un champ perpendiculaire un champ
dans le plan. A Idc =+11mA et H = 211Oe, nous retrouvons une fois encore des signaux à 4 f/3, 5 f/3
ainsi que f/3 (figure C.2(a)). Nous avons étudié l’évolution de ce phénomène avec le courant Idc. Entre
8mA et 13.5mA, nous mesurons simplement une évolution linéaire de l’ensemble des fréquences relevées
(voir figure C.3). Mais aux alentours de Idc = 14mA, une transition peut être observée : les signaux aux
multiples de la fréquence f/3 disparaissent et sont remplacés par un signal à la fréquence 3 f/2 (voir
figure C.2(b)).
Figure C.3 – Cartographie des pics relevés sur les spectres de puissance aux bornes d’un pilier de
diamètre 120nm pour un champ H = 211Oe en fonction du courant Idc.
Pour finir, nous avons également pu observer à Idc =+7mA et un champ H⊥≈−800Oe la superposi-
tion à la fréquence gyrotropique de deux signaux : un pic de très faible largeur de raie, qui est également
accompagné d’un pic au second harmonique lui aussi de faible largeur de raie, et un pic de grande largeur
de raie, similaire à ceux que l’on pouvait précédemment observer à 4 f/3 ou 3 f/2.
Des observations similaires ont pu être faites sur les piliers de diamètres 200nm.
C.3 Interprétations possibles
L’observations de signaux de largeurs de raie non corrélées nous fait supposer que ces deux signaux
sont associés à des dynamiques d’aimantation correspondant à deux modes différents. Nous pouvons
alors faire l’hypothèse que le second mode observé sur les spectres correspond au second mode des deux
vortex couplés. Si tel est le cas, on observe alors un phénomène de synchronisation des deux modes
couplés de la forme n ∗ f2 = f1, avec n pouvant prendre les valeurs n = 1 à n = 3. En fonction des
conditions extérieures, et notamment le champ H⊥ et le courant Idc, nous faisons varier les fréquences
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Figure C.4 – Spectres de puissance relevées aux bornes d’un pilier de diamètre 120nm pour un
champ H⊥ =−783Oe et un courant Idc =+7mA.
propres des deux modes gyrotropiques associés respectivement aux vortex de la couche fine et de la
couche épaisse. Nous faisons ainsi varier le rapport entre les deux fréquences des modes couplés, et la
synchronisation s’effectue alors avec des rapports différents.
Annexe D
Tables des symboles
Constantes fondamentales :
Symbole Quantité représentée Valeur
(en unités S.I.)
Unité S.I.
µ0 Perméabilité du vide 4pi 10−7 T.m.A−1
e Charge élémentaire 1.602 10−19 C
γ Rapport gyromagnétique de l’électron
(valeur absolue)
1.761 1011 rad.s−1.T−1
g Facteur de Landé 2
h¯ Constante de Planck 1.055 10−34 J.s
µB Magnéton de Bohr 9.274 10−24 A.m2
Propriétés des matériaux :
Symbole Quantité représentée Unité S.I.
σ(↑,↓) Conductivité (dépendante du spin) Ω−1.m−1
ρ(↑,↓) Résistivité (dépendante du spin) Ω.m
µ(↑) Potentiel électrochimique (de spin) V
∆µ Potentiel d’accumulation de spin V
ls f Longueur de diffusion de spin m
α= ρ↓/ρ↑ Coefficient d’asymétrie de spin
β= (ρ↓−ρ↑)/(ρ↓+ρ↑) Coefficient d’asymétrie de spin
A Constante d’échange J.m−1
LE =
√
2A/(µ0MS2 Longueur d’échange m
MS Aimantation à saturation A.m−1
α Constante d’amortissement de Gilbert
χ(0) Susceptibilité magnétique statique
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Propriétés des interfaces :
Symbole Quantité représentée Unité S.I.
r∗b Produit RA (résistance-aire) Ω.m
2
g↑↓ Spin mixing conductance Ω−1.m−2
γ Coefficient d’asymétrie de spin interfacial
Magnétisme :
Symbole Quantité représentée Unité S.I.
~B Induction magnétique T
~H Champ magnétique A.m−1
~He f f Champ magnétique effectif A.m−1
H⊥ Composante du champ magnétique perpendiculaire au plan de la
couche
A.m−1
~M Aimantation locale A.m−1
~m(m) Aimantation normalisée
~m Aimantation planaire normalisée
~mz Aimantation perpendiculaire normalisée
~HOe Champ magnétique d’Oersted A.m−1
E Densité locale d’énergie volumique J.m−3
E Energie totale de la couche magnétique J
Transport et transfert de spin :
Symbole Quantité représentée Unité S.I.
I Courant A
J Densité de courant A.m−2
~j Vecteur densité de courant A.m−2
~js =− h¯2e(~j+−~j−) Vecteur densité de courant de spin J.m−2
~p Polarisation du courant
Pspin Amplitude de polarisation du courant
aJ =
PspingµB
2te Efficacité du transfert de spin m.s
−1
pz =±1 Direction de la polarisation perpendiculaire
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Géométrie et repères spatiaux :
Symbole Quantité représentée Unité S.I.
R Rayon du disque magnétique m
L Epaisseur du disque magnétiques m
V Volume du disque magnétique m3
β= L/R Rapport d’aspect
(~ex,~ey,~ez) Base de coordonnées cartésienne
(~eρ, ~eχ,~ez) Base de coordonnées cylindriques pour la description de la position
~r(ρ,χ,z)
(~ur, ~uΘ, ~uΦ) Base de coordonnées sphérique pour la description de l’aimantation
locale
~M(MS,Φ,Θ)
Vortex magnétique : paramètres statiques et dynamiques :
Symbole Quantité représentée Unité S.I.
P Polarité du vortex
C Chiralité du vortex
b Rayon du cœur de vortex m
Vc Volume du cœur de vortex m3
~X(ρc,χc) Position du cœur du vortex m
X Affixe complexe associée à la position du cœur de
vortex
ρc Rayon de giration du vortex m
~˙X Vitesse du cœur de vortex m.s−1
~G =−P.G.~ez, G = 2piL MSγ Gyrovecteur N.m−1.s
~F =− ∂E
∂~X
=−
(
k+ k′ ~X2R2
)
~X Force de rappel conservative dérivant des énergies
magnéto-statiques et Zeeman
N
k = kms+ kOeCJ Constante de rappel à l’ordre 0 J.m−2
k′ = k′ms+ k′OeCJ Constante de rappel à l’ordre 2 J.m
−2
a = k′/k
190 D Tables des symboles
kms = 109 µ0MS
2 L2
R Constante de rappel du vortex issue de l’énergie
magnéto-statique
J.m−2
k′ms = ams.kms = kms/4 Constante de rappel du vortex d’ordre 2 issue de
l’énergie magnéto-statique
J.m−2
kOe = 0.85µ0MSRL Constante de rappel du vortex issue de l’énergie
Zeeman associée au champ d’Oersted
J.A−1
k′Oe = aOe.kOe =−kOe/2 Constante de rappel du vortex d’ordre 2 issue de
l’énergie Zeeman associée au champ d’Oersted
J.A−1
~Fdamp =−D(~X)~˙X Force d’amortissement N
D = αL MSγ pi ln
(R
b
)
Coefficient de dissipation à l’ordre 0
(Calcul vortex rigide)
N.m−1.s
η= D/(αG) = 12 ln
( R
2b
)− 18 Coefficient d’amortissement à l’ordre 0
(Calcul modèle à deux vortex)
η′ = 112 Coefficient d’amortissement au second ordre
(Calcul modèle à deux vortex)
~FST T Force de transfert de spin N
κ⊥ = aJMSγ piL Coefficient de transfert de spin associé à un courant
polarisé perpendiculairement à la couche magnétique
N.A−1.m
λ = aJMSLpib/γ Coefficient de transfert de spin associé à un courant
polarisé circulairement dans le plan de la couche
N.A−1.m2
ω= Pω0 = P(ωms+CωOeJ) Pulsation propre rad.s−1
ωms = 59piγµ0MS
L
R Contribution de l’énergie magnéto-statique à la
pulsation propre
rad.s−1
ωOe = 0.852pi γµ0R Contribution du champ d’Oersted à la pulsation
propre
rad.s−1
vcri Vitesse critique de retournement du cœur de vortex m.s−1
Deux vortex en interaction :
Symbole Quantité représentée Unité S.I.
Wtot Energie totale du système de deux vortex J
Wint(~X1,~X2) = µC1C2(~X1 ·~X2) Energie d’interaction dipolaire J
µ Coefficient d’interaction dipolaire N.m−1
µ˜ = µ/G Coefficient d’interaction dipolaire normalisé
~Fint Force d’interaction dipolaire N
δ12 Distance inter-cœurs m
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Conversion unités S.I. et C.G.S. :
Bien que dans ce manuscrit l’ensemble des formules soient présentées en unités du système interna-
tional, il reste indispensable d’être en mesure de faire la conversion avec le système anglo-saxon...
Quantité Symbole Unité S.I. Unité C.G.S. Facteur de conversion
Induction
magnétique
B T (Tesla) G (Gauss) 1 T = 104 G
Champ magnétique H A.m−1 Oe (Oersted) 1 A.m−1 = 4pi.10−3 Oe
Aimantation M A.m−1 emu.cm−3 1 A.m−1 = 10−3 emu.cm−3
Susceptibilité
magnétique
χ(0) Sans unité Sans unité 4pi (S.I.) = 1 (cgs)
Perméabilité du vide µ0 A.m2 Sans unité 4pi.10−7 (S.I.) = 1 (cgs)
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Summary :
 My PhD work is dedicated to the spin transfer induced self-sustained dynamics of two coupled vortices, in nano-
pillars spin-valves structures (Py/Cu/Py). 
	 A	first	objective	was	to	understand	the	spin-polarized	transport	processes	as	well	as	spin	transfer	mechanisms	
associated	to	highly	non-homogeneous	magnetic	configurations.	This	study	allows	me	to	identify	and	then	precisely	tune	
the	vortex	based	magnetic	configurations,	and	notably	to	observe	the	influence	of	spin	transfer	on	reversal	mechanisms	
of the vortex core. 
	 Combining	 analytical	 calculations	 and	 micro-magnetic	 simulations,	 we	 determine	 the	 conditions	 on	 relative	
parameters	for	the	two	vortices	(chiralities	and	polarities)	necessary	to	obtain	self-sustained	gyrotropic	oscillations	of	the	
coupled vortices in a single pillar. A very interesting case is predicted for the pillars with larger diameters (typically over 
200nm)	for	which	the	critical	current	is	reduced	to	zero.	The	experimental	results	confirm	the	predictions	that	a	coupled	
dynamics	exists	with	linewidths	as	narrow	as	200kHz,	that	is	a	record	at	zero	field	(corresponding	to	a	quality	factor	Q	≈ 
5000,	an	order	of	magnitude	over	the	self-sustained	oscillations	of	a	single	vortex),	and	even	down	to	50kHz	under	external	
field.
	 A	second	objective	was	 to	 investigate	 the	synchronization	of	 two	vortex	based	spin	 transfer	oscillators.	We	
demonstrate	 theoretically	 that	 the	phase	 locking	 through	dipolar	 coupling	of	 two	 identical	oscillators	 can	be	achieved	
for any parameters of the two vortex. However, the coupling is three times stronger when vortices have opposite core 
polarities.	From	an	experimental	point	of	view,	the	synchronization	capability	for	two	oscillators	having	a	frequency	mismatch	
reaching	up	to	10%	of	the	auto-oscillation	frequency	has	been	demonstrated.	
	 This	work,	being	part	of	the	research	effort	made	to	improve	the	rf	properties	of	spin	transfer	nano-oscillators	
emphasizes	how	the	excitation	of	coupled	magnetizations	modes	is	important	to	reach	lower	and	lower	linewidths.
Retrouvez	cette	thèse	sur	:	 
http://www.trt.thalesgroup.com/ump-cnrs-thales/
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Résumé :
 Le	sujet	de	cette	thèse	concerne	la	dynamique	auto-entretenue	excitée	par	transfert	de	spin	de	vortex	couplés,	
dans des structures de type nano-piliers vannes de spin (Py/Cu/Py).  
	 Un	premier	objectif	a	été	de	comprendre	 les	processus	de	transport	polarisé	en	spin	et	de	transfert	de	spin	
associés	 à	 des	 configurations	 d’aimantation	 fortement	 non-homogènes.	 Cette	 étude	 a	 permis	 d’identifier	 et	 ainsi	 de	
précisément	contrôler	les	configurations	magnétiques	à	base	de	vortex,	et	en	particulier	d’observer	l’influence	du	transfert	
de	spin	sur	les	mécanismes	de	renversement	du	cœur	de	vortex.		
	 En	combinant	des	calculs	analytiques	et	des	simulations	micro-magnétiques,	nous	avons	également	pu	déterminer	
les	conditions	sur	les	paramètres	relatifs	des	deux	vortex	(chiralités	et	polarités)	pour	obtenir	des	oscillations	gyrotropiques	
couplées	auto-entretenues	de	deux	vortex	dans	un	pilier	unique.	Un	cas	très	intéressant	est	prévu	pour	les	piliers	de	plus	
grands	diamètres	(typiquement	supérieurs	à	200nm)	pour	lesquels	le	courant	critique	est	réduit	potentiellement	à	zéro.	Les	
résultats	expérimentaux	confirment	les	prédictions	sur	l’existence	d’une	dynamique	couplée	de	vortex,	avec	des	largeurs	
de	raies	atteignant	200kHz,	un	record	à	champ	nul	(soit	un	facteur	de	qualité	Q	≈ 5000, un ordre de grandeur plus grand 
que	pour	les	auto-oscillations	de	vortex	unique)	et	diminuant	même	jusqu’à	50kHz	sous	champ	extérieur.	
	 Un	second	objectif	de	ce	travail	a	été	l’étude	de	la	synchronisation	de	deux	auto-oscillateurs	à	transfert	de	spin	à	
base	de	vortex.	Nous	avons	démontré	que	le	verrouillage	des	phases	par	couplage	dipolaire	de	deux	oscillateurs	identiques	
peut	être	théoriquement	obtenu	indépendamment	des	paramètres	des	deux	vortex.	Toutefois	un	couplage	trois	fois	plus	
important	est	prévu	dans	le	cas	de	vortex	de	polarités	opposées.	Du	point	de	vue	expérimental,	des	premiers	résultats	
ont	permis	de	démontrer	une	faculté	de	synchronisation	de	deux	oscillateurs	présentant	un	écart	en	fréquence	atteignant	
jusqu’à	10%	de	leurs	fréquences	d’auto-oscillation.	
	 Ce	travail	de	thèse,	qui	s’inscrit	dans	l’effort	de	recherche	mené	pour	améliorer	les	performances	rf	des	nano-
oscillateurs	à	transfert	de	spin,	a	permis	d’illustrer	que	l’excitation	de	modes	d’aimantations	couplées	est	une	voie	à	poursuivre	
dans	le	but	d’aboutir	à	des	largeurs	de	raies	de	plus	en	plus	faibles.
