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Abstract 
Applying neural networks, genetic and immune algorithms enable solving tasks of computed-aid diagnosis. In this paper we 
describe a system for medical data processing that mainly uses neural networks and genetic algorithms. The article provides the 
results achieved by processing different data including databases of children with perinatal neural system damage. It reveals the 
profits of using bionic algorithms not only from a medical point but also includes comparison of neural networks architectures 
and training method variations and their influence on percentage of correctly classified inputs. 
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1. Introduction 
One of the main biomedical problems lies in detecting dependencies in semi-structured data. The solution 
includes biomedical system and the algorithms (integral rating health criteria, multidimensional data visualization 
methods, intellectual data analysis). Biomedical system allows to process diagnostic and research data in parallel 
mode using Microsoft System Center 2012, Windows HPC Server cloud technologies. The service does not allow 
user to see the internal calculations, but provides practical interface instead. When the data is sent for processing, the 
user may track status of task and receive the results as soon as the calculation is completed. The service includes its 
own algorithms and allows diagnosing and predicating medical cases. Approved methods are based on neural 
networks and genetic algorithms. Modern biology and medicine rush away from verbal description towards 
formalized processes, mathematical models and information technologies. The significant difficulties in researching 
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quantitative biomedical systems are based on their features, including structural and functional complexity, 
variability of expository indexes, nonlinear curves, and fuzziness of research objects. Diagnostic and prognostic 
tasks cannot be solved without creation of appropriate informative environment. It enables settling the problems of 
data and knowledge representation, seeking dependencies, creating decision rules.  
One of the most intensive bioinformative environment design process is seeking dependencies in data arrays. It is 
not always successful due to the fact that the database contains various types of contradictory and incomplete 
information. Each scale has its own way of mathematical processing. There are procedures for cases where features 
are measured in different scales. This field of science is constantly evolving, new data is rapidly streaming, and new 
algorithms are developed to obtain information. But most of the existing biomedical systems are designed for 
solving limited amount of tasks, these systems are complex, expensive and narrow, which makes them inapplicable 
for common use in hospitals. Therefore, for diagnostic and prognostic studies in polytypic information processing 
the medical system was developed that includes such important services as search for hidden patterns, estimation of 
functional reserves, adaptive capacity, human body tension degree, as well as diagnosis and prognosis of disease. 
When service system based on the original algorithm was created, it was taken into the fact that the human body is a 
complex dynamic biological system, which contains all the elements necessary for sustainable operation in ambient 
conditions. In order to exist, it needs to communicate with the outside by means of information, energy and matter 
exchange. Metabolic processes in the body are subject to the fundamental laws of science and its operation can be 
considered as a change in the internal state of the internal and external forces. 
 
2. Service structure 
 
Service is developed as .NET project under Microsoft Visual Studio 2010. This will allow project to be released 
as standalone PC version and be modified for cloud and high-performance platforms (Azure, HPC) 
Aside from the data analysis the user interface provides such functions as: 
1. Import and export of data (idx, xls, txt) 
2. Presentation of data in time, frequency, phase spectrum. 
3. Plot constructors and multidimensional visualization. 
Developed bioinformatics medical system will allow parallel processing of diagnostic and scientific medical data 
on the basis of a private cloud using software Microsoft System Center 2012 and Windows HPC Server. The 
implementation of such service will hide from the end user portal internal logic processing, providing a convenient 
interface to use. Sending data to the account, the user can monitor the status of the problem and get them by the end 
of the treatment process.  
Parallel data processing mode provides high load of computational resources by distributing a complex task to 
multiple computing nodes, and cloud computing moving towards running multiple workloads on a single server as a 
virtual machine. Virtualization, by separating the logic level from the physical, solves a lot of problems. Programs 
and data are permanently stored in the remote user from data center, and access to a computing service is transparent 
to the user via the Internet and personal computer. Thus, the parallel processes based on the private cloud will 
include all the benefits of parallel and cloud computing complementing each other. 
Creating a cloud processing system of health diagnostic information allows a large number of interested people to 
gain access to the models and methods, without resorting to developing their own computing platform and software. 
With modern operating systems enabling to create their own cloud solutions, and the widespread adoption of 
broadband connections in hospitals, a remote cloud service can be a convenient way to aid in diagnosis for 
physicians without the use of additional hardware and software. Application of Neural Network Technology in 
conjunction with the use of parallelized computing (with accelerators such as nVidia Tesla or without them), 
together with the accumulated experience in the diagnosis of various diseases now makes it possible to create an 
information and diagnostic platform, the access to which is available from any health care provider if only there is 
access to the Internet. 
 
3. Neural nework 
 
To carry out diagnostic and prognostic studies the portal service provides a constructor of a neural network. A 
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neural network is a set of neurons interconnected in some way.  Neurons and interneuron communication are set 
programmatically.  Computing of a neuron resembles the work of the biological neuron. The functioning of a formal 
neuron is as follows: at the current time through dendrites a neuron receives input signals from other neurons. The 
signal from each input is multiplied by a weighting factor of the input and added to other signals multiplied by a 
weighting factor corresponding inputs as well. Depending on the measured value an output signal transmitted to 
other neurons is calculated by: 
 





where n - number of inputs of the neuron; xi - the value of ith input neuron; wi - weight of the ith synapse. Thus, 
the neural network takes some signal as input after it passes neurons the network becomes available to output the 
definite answer that depends on the weights of all neurons. Network learning is the process of finding the neural 
weights that minimize the error. Choosing the correct number of neurons in the hidden layers is very important. A 
small number of neurons may lead to problems with learning, too much will make learning process too time-
consuming. The number of neurons in the hidden layer was calculated by: 
 
        
 
where Nin, Nout – dimension of the input, output signals; 
Q – number of elements in the training set[1]. 
The number of neurons in the input layer is determined by the number of input factors, the output layer - the 
number of output factors.  
Hyperbolic tangent function was used as the activation function. 
f(x)=sinhx/coshx =(e^x-e^(-x))/(e^x+e^(-x) ) 
  
 
Fig. 1 Hyperbolic tangent 
 
Hyperbolic tangent function has much in common with sigmoid function. But it ranges outputs between -1 and 1, 
as seen in Fig. 1. Taking it as activation function was based on output range and it shows better results in terms of 
both performance and accuracy [2]. 
4. Genetic algorithm 
 
Genetic algorithm is iterative, and gives only an approximate solution offset its area of application and 
computational speed with limited computational resources. It can be used to adjust the weights of hidden and output 
layers of a fixed set of connections and is widely used in optimization and training of neural networks. 
In terms of mathematical model – an algorithm aims to find the global extremum of multiple-function, which 
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features parallel processing of solutions. 
The algorithm uses the following definitions:  
• gene – a weight neural network; 
• chromosome - a set of genes (weights of the neural network to be read in a specific order from top to 
bottom, right to left), each chromosome is a possible solution (such a set of weights that are better 
minimize MSE); 
• population – the set of chromosomes, the options set of weights; 
• epoch – the iteration corresponding to a new generation of chromosomes. 
Chromosomes are the main entities over which in a certain order within a period, the following operations: 
• cross – creating a certain level of probability of a new chromosome of the genes of the other two and add 
it to the population; 
• mutation – a change with some degree of probability values of any arbitrary gene chromosome and add it 
to the population; 
• adaptation – removal from the population of chromosomes (sets of weights), which showed the worst 
result for recognition. [3] 
Fig. 2 shows the neural network weights which (loops through from top to bottom, right to left) are filled 
chromosome. Thus, the chromosome is a set of gene-weighting [4]. 
 
 
Fig. 2 Three layer neural network with weights-genes 
Training of the neural network using genetic algorithm is presented in Fig. 3. 
Since the genetic algorithm is not strictly deterministic, it is possible to produce crossover and mutation in a 
random order within the same period. [5] In this task, the most effective was the order in which the first is crossing 
(Fig. 4), then the mutation (Fig. 5) of the population. 
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Fig. 3 Genetic algorithm for training neural network 
 
 
Fig. 4 Crossover procedure 
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Fig. 5 Mutation procedure 
 
5. Computer – aid diagnosis  
 
Data set includes 168 children; each of them is described with two vectors. Input vector – includes nerve growth 
factor (NGF), vascular endothelial growth factor (VEGF), neuron-specific enolase (NSE) and gestation period. 
Output vectors determines what severity group does the child belongs to. 64 of 168 are healthy children while the 
rest possess neural system damage of various severities.  
Differential diagnosis of ischemic and haemorrhagic perinatal nervous system damage is proposed to be solved by 
combining two networks: 
1. First network was trained to classify children into two groups: healthy and sick. 
2. Second network was aimed to work with sick children only, and determines which severity group input 
vector belongs to. 
Results of two network classification are presented in Table I. 
 
Considering computer-aid diagnosis as classification task brings us to importance of presenting not only accuracy 
but sensitivity and specificity of method. 
Second neural network works with sick children only. These children possess two types of neural damage: 
periventricular hemorrhage and periventricular edema. Each group of children is also divided into 3 severity 
subgroups.  
First group of output vectors was organized in such way that network classified children with periventricular 
hemorrhage in one group and periventricular edema in another. In case of child having both hemorrhage and edema 
he will be classified as member of second group. 
Second group of output vectors made network classify children with periventricular hemorrhage and 1st degree of 
severity of periventricular edema in one group; second group included 2nd, 3rd and 4th severity edema. Such grouping 
 
Table 1.Units for Magnetic Properties 
 
Task Training set Training Testing Sensitivity Specificity 
Healthy or sick 168 100 % 95,2% 92,3% 100% 
Severity group (1st group of 
output vectors) 
104 86,5% 80,8% 87,1% 80,2% 
Severity group (2nd group of 
output vectors) 
104 95,6% 83,9% 92,8% 95,9% 
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Neural network classification abilities using medical data proved to meet the doctors’ requirements. Expert 
knowledge in conjunction with modern information technologies allows performing computer-aid diagnosis for 
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