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Abstract—Statistical multiplexing of video contents aims
at transmitting several variable bit rate (VBR) encoded
video streams over a band-limited channel. Rate-distortion
(RD) models for the encoded streams are often used to
control the video encoders. Buffering at the output of
encoders is one of the several techniques used to smooth
out the fluctuating bit rate of compressed video due to
variations in the activity of video contents. In this paper,
a statistical multiplexer is proposed where a closed-loop
control of both video encoders and buffers is performed
jointly. First, a predictive joint video encoder controller
accounting for minimum quality, fairness, and smoothness
constraints is considered. Second, all buffers are controlled
simultaneously to regulate the buffering delays. This delay
is adjusted according to a reference delay constraint.
The main idea is to update the encoding rate for each
video unit according to the average level of the buffers,
to maximize the quality of each program and effectively
use the available channel rate. Simulation results show
that the proposed scheme yields a smooth and fair video
quality among programs thanks to the predictive control.
A similar buffering delay for all programs and an efficient
use of the available channel rate are ensured thanks to
the buffer management and to the predictive closed-loop
control.
Index Terms—Buffer storage, Video codecs, Predictive
control, Multiplexing, Digital video broadcasting
I. INTRODUCTION
Video services on communication networks, such as
video-on-demand, digital television, video streaming,
or video conferencing, have emerged in the last few
years. For example, Digital Video Broadcasting-Satellite
Handheld (DVB-SH) [1] or Multimedia Broadcast Mul-
ticast Services (MBMS) [2] targets the delivery of video
programs to a large audience over a broadcast channel
from the service providers to mobile users.
Due to limited bandwidth resources, video programs
are compressed using efficient video encoders such as
MPEG 4 [3], H.264/AVC [4], or H.264/SVC [5]. The
compressed programs are then multiplexed with other
contents. Two encoding modes may be considered,
leading to two types of multiplexing. Constant Bit Rate
(CBR) encoding leads to an equal distribution of the
channel rate between programs without any consider-
ation about their respective complexity. This scheme
is simple, but the quality may vary significantly with
time within a single program and between programs.
Encoding with Variable Bit Rate (VBR) [6] allows a
simpler program to be encoded with a low rate leaving
additional rate to other programs with more complex
contents, e.g., action motion pictures. The purpose of
statistical multiplexing (SM) [7] is then to share effi-
ciently the channel rate between programs via a dynamic
adjustment of the coding rate of each program.
Apart from the optimal use of the available channel
rate, SM systems may target the satisfaction of sev-
eral constraints linked to the quality-of-service (QoS)
of the delivered programs, including video quality and
transmission delay. For example, SM systems may be
designed in such a way that
• programs are encoded with a minimum quality
(minimum quality constraint [8]),
• programs are encoded with similar quality (fairness
constraint [9]),
• the quality of each decoded program varies
smoothly with time (smoothness constraint [10]),
• latency at the receiver side, including switching
between programs, is minimized [11].
Finding a SM system able to satisfy simultaneously all
these constraints in the context of video broadcasting is
still a challenging task. This is mainly due to the non-
stationary content of each program. Variations may be
due, e.g., to scene change or to high activity within a pro-
gram. In this paper, we propose a SM system that allows
transmission of several video programs over a broadcast
channel while taking into account the minimum quality,
the fairness, and the smoothness constraints as well as
the transmission delay constraint.
A. Related works
The availability of well-tuned Rate-Distortion (RD)
or complexity models for each program is very useful
to satisfy the previously-mentioned constraints. These
models can be obtained using the feedback approach,
2SM Constraints Buffer control Long term Solution
Channel rate Min quality Fairness Smoothness Bits VU control
[11] X X Analytical
[12] X X X NLO
[13] X X Stochastic optimization
[8], [10] X (X) X X ALO
[14] X (X) (X) X Analytical
[15] X (X) Numerical
[16] X (X) X X Analytical
[17] X (X) (X) X X Numerical
Here X X X X X X NLO and ALO
Table I
SUMMARY OF THE PROPERTIES OF VARIOUS SM SYSTEMS, NLO (LAGRANGE OPTIMIZATION WITH NUMERICAL SOLUTION), ALO
(LAGRANGE OPTIMIZATION WITH ANALYTIC SOLUTION)
where RD statistics generated by the encoder are used
to control the future bit-rate allocation, or using the
look-ahead approach, where RD statistics computed by
a preprocessor are used to adjust the bit rate prior to
coding the frames in question. These two approaches
are discussed in [18].
The RD trade-off of encoded streams may be adjusted
by selectively discarding frames as in [19], [20] or via
the encoding parameters as in [17], [21]. In the case of
scalable video encoders, e.g., H.264/SVC, this control
may be replaced by some packet filtering process [22],
[23]. In this case, the number of transmitted enhance-
ment layers for each frame is the control parameter. RD
models, detailed in Section III, are instrumental in all
cases.
Once the RD characteristics are available, one can
control the encoding parameters (QP, number of skipped
frames, inter-frame prediction parameter, etc.), using a
rate control algorithms. Various algorithms have been
proposed in the context of single and multiple video
encoding. The rate control problem for single video is
addressed in [24] by comparing the quality of previously
encoded frames to that of the current frame in order
to interpolate the RD characteristics and to determine
the appropriate encoding parameters. However, this
technique accounts only for the past and may lead to
violation of quality constraints. In [16], a joint encoder
and statistical multiplexer of video programs is proposed.
The proposed control system allows decreasing the end-
to-end delay and improving the average quality of com-
pressed video by dynamically distributing the available
bitrate between the video sources according to their
relative complexity. A smooth video quality is achieved
by allowing only small variations of the current frame
quality compared to the average PSNR of previously
encoded frames and by using a low-pass filter to smooth
the QP variations. This method may lead, however, to
difficulties in case of scene change or high motion in the
video programs.
To handle the complicated inter-frame dependency
problem, the RD characteristics of the frames next to the
one that has to be encoded are exploited in [17]. This
look-ahead approach in a SM context allows getting the
RD characteristics of future uncoded video frames within
the look-ahead window with a moderate computational
complexity. Good smoothness over frames and fairness
are obtained with the proposed control system, however,
these two constraints are not considered explicitly in
the optimization problem which makes them difficult to
be achieved with other system conditions (channel rate,
scene change, etc).
Among all constraints, the smoothness is the most
difficult to satisfy due to the non-stationary content of
video programs. This constraint has been considered in
the context of single-source video coding, e.g., in [25]–
[27], and in a SM context e.g., in [8], [10]. The SM
system proposed in [10] aims at minimizing the variance
of the distortion of the encoded frames. This allows
getting a better video quality in average. The encoding
rate is adjusted so that the rate constraint is updated
according to the level of a shared buffer achieving the
target smoothness distortion constraint. However, such
shared buffer hinders the control of the buffering delay
for each individual multiplexed program.
The buffer control is another important issue to ensure
a good use of the available channel rate and to limit the
video delivery delay. Buffer control has been considered,
e.g., in [28]–[32]. For example, in [30] and [32], several
streams are multiplexed and their transmission rates are
adapted based on buffer occupancy information. This
method allows a simultaneous adjustment of the rate and
of the buffer occupancy, however, the buffer occupancy
is controlled at a bit level which does not allow to control
the transmission delay. The rate allocation method
3proposed in [12] minimizes the allocated resource while
guaranteeing some QoS requirements. QoS is related to
both buffer load and delay (probability of buffer overflow
and delay violation). Rate control and buffering delay are
also addressed in [11] where a technique for performing
SM in conjunction with time slicing in DVB-H, imple-
mented in the IP encapsulator is proposed. This method
achieves a satisfactory use of the channel rate and a
minimum buffering delay for all multiplexed programs.
Nevertheless, in both [11] and [12], no constraint on the
video quality is considered.
A summary of previous results concerning SM sys-
tems with the considered constraints is provided in
Table I where (X) means that the constraint is exper-
imentally achieved with the considered scenario but not
explicitly targeted.
B. Main contributions
In this paper, we introduce a SM system which
performs a joint closed-loop control of video encoders
and buffers. The control is performed at a video unit
(VU) level to provide at any time instant a smooth quality
between the VUs of a given program and bounded
quality differences between the VUs of the multiplexed
programs. The channel rate constraint and similar trans-
mission delays for all programs are also targeted.
The parameters of all video encoders are adjusted
for each VU using a predictive control over a window
containing the previous, current, and several future VUs.
This technique allows a better satisfaction of the quality
constraints compared to short-term control. For that
purpose, the RD characteristics of the current and future
VUs have to be estimated.
The level of the buffers is adjusted via the transmission
rate of each program to fully use the available channel
rate and limit the buffering delay. This control is
performed at the VU level contrary to most of previous
works, where it is done at the bit level. Delivery and
program switching delay are thus better managed. The
closed-loop is obtained using a Proportional-Integral-
Derivative (PID) feedback of the buffer level information
to the controller of the video encoders, which allows the
encoding rate constraint to be dynamically updated.
The paper is organized as follows. Section II in-
troduces some notations and the architecture of the
proposed SM system. Several state-of-art RD models are
recalled in Section III before presenting the one used in
the proposed system. Section IV presents the way all
constraints are involved to reach good SM performance
in terms of channel rate, quality, and buffering delay
constraints. Section V discusses the complexity of the
proposed SM system as well as implementation issues.
Section VI presents the performance of the proposed
system in various scenarios before concluding this work
in Section VII.
Table II summarizes the notations used in this paper.
II. ARCHITECTURE OF THE PROPOSED SM SYSTEM
Figure 1 presents the proposed architecture to perform
SM of N video programs encoded and transmitted in
parallel over a broadcast channel. Programs are assumed
to be transmitted over a unidirectional broadcast channel.
In this context no receiver feedback is considered, and
the level of the buffers of the receivers are not available.
Vij is the j-th VU in the i-th video program. All
VUs are assumed to have the same duration T . The
frame rate F as well as the number of frames per VU is
Nf are assumed constant with time and identical for all
multiplexed programs. The QP Qij is the main control
parameter used by each encoder to compress Vij .
The regulation process provides one QP per VU,
which is then fed to the video encoder or transcoder.
When the VU is a Group of Pictures (GoP), the encoder
may use the same QP for each frame in the GoP, which
provides a more or less constant quality. It may also
perform an adjustment of QP for each frame around the
provided value to perform a RD optimization, using the
rate control algorithm, e.g., the results in [27].
At each time instant j, the encoder controller deter-
mines Qij so that the encoding rates Reij , i = 1 . . . N of
the N encoders satisfy some dynamically updated rate
constraint Rj , defined later, while satisfying the quality
constraints. At each encoder output, the i-th buffer
stores temporarily NV Uij encoded VUs. The draining
(transmission) rate Rtij from the i-th buffer is determined
to satisfy the channel rate constraint Rcj and to control
the buffer delay τij around some reference τ0, expressed
in seconds. The differences τij − τ0 averaged over the
N programs denoted by ∆τj is fed back to the encoder
controller. ∆τj is used to get the rate constraint Rj+1.
Buffers and video encoders are thus controlled in a
closed loop, see Figure 1.
To control the video quality, several objective and
subjective video quality measurement techniques are
available, see, e.g., [33]–[35] and the references therein.
Here, as in most of existing works [15], [17], [22],
we use the Peak-Signal-to-Noise Ratio (PSNR) of the
luminance component. The PSNR of the j-th frame in
the i-th program is Pij = 10 log10
(
2552
Dij
)
where Dij is
the average distortion of the luminance (considering a
quadratic distortion measure).
4Notation Definition Notation Definition
N Number of multiplexed programs Rj Encoding rate constraint at time j
Nf Number of frames per VU Sj Channel state at time j
T Video unit duration NVUij Number of VU in buffer i at time j
i Index of the video program Bij Bit level of the i-th buffer at time j
j Time index τij Buffer delay in the i-th buffer at time j
Vij Video unit of the i-th program at time j τ0 Reference delay
Fi Frame rate of program i ∆τj Average delay deviation among programs at time j
Qij Quantization parameter of the i-th program at time j ∆P sij Smoothness constraint
Reij Encoding rate of the i-th program at time j ∆P fij Fairness constraint
Pij PSNR of the i-th program at time j Kp Proportional gain in the control system
Rtij Transmission rate of the i-th program at time j Ki Integral gain in the control system
Rcj Channel rate at time j Kd Derivative gain in the control system
Table II
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Figure 1. Proposed closed-loop statistical multiplexing system
III. RATE AND DISTORTION MODELS
Parametric RD models of the encoded VUs are very
useful to perform an efficient rate control in the context
of QoS-constrained SM. First RD models were proposed
in the context of video encoding, see, e.g., [21], [36]–
[42]. Different encoding parameters are considered such
as frame rate, QP, number of skipped frames, inter-frame
prediction parameters, or size of the GoP. These models
may be readily used in the context of SM.
RD models may be grouped into independent and
dependent models. In the first family, the RD charac-
teristic of each VU is assumed independent of that of
the other VUs. A simple model with few parameters
is usually obtained, where the rate and distortion are the
logarithm [38], the power [39], or the exponential [42] of
some input parameters. Such models are quite efficient
to represent the RD characteristics of a VU which
consists of a whole GoP, or of INTRA-coded frames
when a VU is a frame. The dependent RD models
account for the impact of the RD characteristics and
coding parameters of a given VU on the VUs taking
the latter as reference, see [24], [43], [44]. Dependent
RD models require usually more RD measurements to
fit their parameters than independent RD models. A
better accuracy is obtained at a higher computational
complexity.
In what follows, a VU represents a GoP and thus, we
focus on independent RD models.
A. Previous results
Most independent RD models are parametric with
parameter values estimated from several encoding trials
for each frame as in [36], [37] or each GoP as in [40],
[41].
Linear [45] and quadratic [46] models are proposed
to evaluate the rate as a function of ρ, the proportion of
null coefficients of a quantized block in the transform
domain. To be used, these models require the depen-
dence of ρ with the value of the encoding parameters,
as shown in [16].
5Inspired from [47], [48] proposed the following model
for H.264/AVC at the Macroblock (MB) level
R(Qstep) =
(
a1
Qstep
+
a2
Q2step
+ a3
)
(a4M + a5) (1)
D(Qstep) = a6Qstep (2)
where a =(a1 . . . a6) is the vector of parameters, Qstep
indicates the quantization step obtained from the QP
Q as Qstep = 2
(Q−4)/6 and S is the Mean Absolute
Difference (MAD) of the collocated MB in the previous
frame. This model requires a large number of encoding
trials to be accurately tuned.
In [21] and [49], the following models have been
proposed
P (Q) = aPQ+ bP, (3)
R(Q) = aR exp(−bRQ), (4)
for the PSNR (in dB) and the rate as a function of the
QP Q. This model provides a good fit at a GoP level as
illustrated in [49], and its parameters (aP, bP, aR, bR) may
be updated recursively to limit the number of encoding
trials required to get an accurately tuned model.
Due to its moderate complexity, the model (4)-(3) has
been considered in what follows.
IV. FORMULATION OF THE JOINT CONTROL AS AN
OPTIMIZATION PROBLEM
As introduced in Section II, the aim of the pro-
posed SM system is at each time instant j to provide
quantization parameters Qij to the video encoders and
transmission rate Rtij to the buffers for all programs,
while satisfying some QoS constraints. Due to variations
of the RD characteristics of video contents, some short-
term decisions taken at time j, considering only the state
of the system at time j, may lead to violations of the
constraints at some time instant j ′ > j.
The solution proposed for this problem is to perform at
each time instant j the control of the video coders taking
into account the past control decisions, and the impact
the current decision may have on future VUs in each
program. For that purpose, a control window of W VUs
is considered for each program. This windows allows
to take into account decisions taken for the encoding of
the j − 1-th (past) VU and decisions to be taken for the
W −2 next VU (from j+1 to j+W −2), see Figure 2.
When W = 1, only the current VU is involved in the
optimization problem .
At time j and for each program i, the encoder con-
troller evaluates a vector Q(j)i =
(
Q
(j)
ij . . . Q
(j)
ij+W−2
)
.
Only the parameter Q(j)ij evaluated for VU j is applied
VU
1
Video sequence
W WVUs (1 past, 1 current, 2 future)-
VU
j-1
VU
j+W-2
VU
j+W-1
VU
j+1
VU window for the control of VU j
VU
j
VU window for the control of VU j+1
Figure 2. Predictive control involving W VUs
at time j, the parameters Q(j)ij+k evaluated for future VUs,
k = 1 . . . W − 2, are not applied but updated at the next
time steps. This foresighted control allows choosing a
value for the control parameters Q(j)i that satisfies the
constraints at time j and for which one knows that there
exists values Q(j)ij+k such that the constraints are also
satisfied for the future time instants considered in the
control window.
No predictive control is performed for the buffers
following the encoders, but their level is fed back to
the video encoder controller, see Figure 1.
In the following sections, the joint encoder and buffer
control problem is formulated as a constrained optimiza-
tion problem.
A. Cost function
The aim of the proposed SM system is to maximize
the average quality of the broadcasted video programs.
The considered cost function(
Q̂
(j)
1 . . . Q̂
(j)
N
)
= arg max
Q
(j)
1 ...Q
(j)
N
j+W−2∑
k=j
γk−j
N∑
i=1
Pik
(
Q
(j)
ik
)
(5)
allows performing the maximization of a discounted sum
of PSNRs over the control window of W VUs. The
discount factor 0 < γ 6 1 provides more weight to the
PSNR of current VUs for which the channel conditions
and the buffer levels are well known, contrary to future
PSNRs for which they are less precisely determined.
B. Rate constraints
Several rate constraints have to be satisfied, as in-
troduced in Section II. To be stated, they require the
introduction of a channel model.
1) Channel model: In the considered scenario, the
bandwidth (and rate) allocated to the broadcast channel
may vary with time, as in [50]. These variations may
be due to concurrent services, which may leave more or
less resources to the broadcast service and are readily
6considered via the Orthogonal Frequency Division Mul-
tiple Access (OFDMA) technique proposed, e.g., in the
Long Term Evolution (LTE) standard [51].
The state of the broadcast channel is assumed to vary
slowly with time and to be represented by a first-order
Markov sequence {Sj} [52], [53] with values between
1 and n corresponding to n channel rates R1 . . . Rn
(these rates are before channel coding). Sj = k
means that the available transmission rate between time
j and j + 1 is Rk. The state transition probabilities
ph,k = p(Sj = h |Sj−1 = k), as well as the values of
the rates are assumed known a priori, they may also be
estimated on-line. When performing the control at time
j, the realization of Sj is also assumed to be known.
2) Encoder rate constraints: In average, the sum
of the encoding rates should be equal to the available
transmission rate on the channel (channel rate in what
follows). Thanks to the buffers, some rate variations may
be tolerated. In the proposed scheme, at time j, a dy-
namically updated encoder rate constraint Rj is provided
by the buffer controller to the encoder controller, leading
to
(1− ε)Rj 6
N∑
i=1
Reij(Q
(j)
ij ) 6 (1 + ε)Rj. (6)
where ε is a parameter that allows relaxing the encoder
rate constraint. Having ε = 0 leads to an equality con-
straint. When ε > 0, the encoder rate constraint becomes
an inequality, which facilitates the satisfaction of other
constraints. Since it is rather difficult to accurately antic-
ipate the future buffer levels, the encoder rate constraints
for VUs between time j + 1 and j +W − 2 are taken
as the expected value of the channel rate, knowing the
current channel state Sj . Thus, the following constraints
are introduced when performing the predictive control at
time j (1− ε)E
(
Rcj+k|Sj
)
6
∑N
i=1R
e
ij+k(Q
(j)
ij+k)∑N
i=1 R
e
ij+k(Q
(j)
ij+k) 6 (1 + ε)E
(
Rcj+k|Sj
) (7)
for k = 1 . . . W − 2, with Rcj = RSj . Satisfying (7) re-
quires at time j the availability of the RD characteristics
of VUs at time j + k, k = 1 . . . W − 2. This introduces
a constant additional transmission delay (W − 2) T due
to the buffering of W − 2 future VUs.
3) Transmission rate and delay constraints: For each
buffer, the transmission rates Rtij at time j are chosen to
fully use the channel rate and provide an equal buffering
delay to the N programs. The latter constraint leads to
an average switching delay between programs (at least
for what concerns the time to get a new INTRA-coded
frame) independent of the target program1, and to control
the delivery delay.
At time j, the transmission rates Rtij have thus to be
such that
N∑
i=1
Rtij = R
c
j (8)
and having equal delays among programs leads to
τij+1 = τi′j+1, i, i
′ = 1 . . . N. (9)
The delay τij+1 in buffer i at time j + 1 is difficult
to determine accurately in general, since the buffers are
drained bit-by-bit. Assuming that at time j, the bits of
the encoded VU are regularly fed to the buffer with a
rate Reij and that it is regularly drained with rate Rtij ,
the buffer level in bits Bij+1 at time j + 1 is
Bij+1 = Bij +
(
Reij −R
t
ij
)
T. (10)
One gets the following estimate of τij+1
τij+1 =
Bij+1
R¯eij
(11)
where R¯eij is an estimate of the average rate at which
the VUs remaining in the buffer have been encoded. It
may be evaluated, e.g., using a moving average
R¯ei1 = R
e
i1 (12)
R¯eij = αR
e
ij + (1− α)R¯
e
ij−1, (13)
where α < 1 is some forgetting factor.
Combining (8), (9), (10), and (11), one obtains
Rtij = R
e
ij+
Bij
T
+
R¯eij∑N
k=1 R¯
e
kj
(
Rcj −
N∑
k=1
Rekj −
1
T
N∑
k=1
Bkj
)
.
(14)
for i = 1 . . . N .
With (14), one gets similar delays among programs.
In practice, these delays are not strictly equal due to the
approximations of the average encoding rate considered
in (13). This average delay has to remain close to some
reference delay τ0, which is chosen not too large to limit
the global delivery delay, but not too small to mitigate the
variations with time of the RD characteristics of video
programs and of the channel rate.
At time j, the average delay deviation ∆τj of each
buffering delay τij from τ0 is
∆τj =
1
N
N∑
i=1
(τij − τ0) . (15)
1MBMS service requires less than 1 second delay when switching
between two video programs [54].
7When ∆τj > 0, the buffering delays are in average
higher than the reference level τ0 and the encoding rate
of the next VUs should be reduced. When ∆τj < 0, the
buffers are draining too fast and the encoding rate may
be temporarily increased. We propose here to evaluate
an updated encoding rate constraint Rj at the buffer
controller using a Proportional Integral Derivative (PID)
control [55]
Rj = R
c
j(1−Kp∆τj−Ki
j∑
k=1
∆τk−Kd(∆τj−∆τj−1)),
(16)
and to feed it back to the encoder controller. In (16), Kp
is the Proportional (P) gain, Ki the Integral (I) gain, and
Kd is the Derivative (D) gain. It is well known that P
control cannot eliminate steady-state error. Usually, the
steady-state error decreases when Kp increases. How-
ever, a large Kp may lead to instability. The contribution
from the I term is proportional to accumulated errors, and
aims at canceling the steady-state error. The D term is
used to reduce the magnitude of the overshoot produced
by the I term and to improve the closed-loop stability.
Various methods have been proposed to tune the PID
parameters, see, e.g., [56].
The control in (16), allows a regulation of the incom-
ing flow by updating the encoding rate constraint. Such
a regulation is similar to that used in the back-pressure
mechanism [57]. We assume that the feedback signal
(∆τj or Rj) is available instantaneously at the encoder
controller and used to select the appropriate QPs for the
next VUs.
C. Minimum PSNR constraint
To keep an acceptable visual quality, the PSNR within
a VU has to be larger than Pmin, the minimum tolerated
PSNR. This leads to the constraints
Pij+k(Q
(j)
ij+k) > Pmin, i = 1 . . . N, k = 0 . . . W − 2
(17)
where Pij+k is the PSNR of the (j + k)-th VU in the
i-th program. Since the future W − 2 VUs required
to formulate the constraints for k > 0 have already
been stored to satisfy the constraint presented in (7), no
additional delay is introduced.
D. Smoothness constraint
Large PSNR variations between VUs may be visually
annoying. The problem of providing video sequences
with smooth quality variations has already been ad-
dressed in a single video encoding context in [25], [26],
and in a SM context by [8], [10]. Here, our aim is
to provide some smoothness between successive VUs,
considered as GoPs. To obtain smoothness within a GoP,
we refer to the works of [25], [26].
Our aim is to bound PSNR variations between succes-
sive VUs. This constraint may be relaxed in presence of
scene changes, according to the results in [58]: in case of
high video activity, the bitrate (and thus the quality) may
be reduced to save some bitrate for parts of the video
with less activity. We assume that VUs in which a scene
change occurs have been detected using the methods
presented, e.g., in [59], [60].
At time j, the absolute value of the PSNR difference
between two consecutive VUs is constrained to be less
than the PSNR variation bound ∆P sij . This bound is
updated when scene changes occur as follows
∆P sij =
+∞∑
k=−∞
Scij−kh
s
k +∆P
s
min (18)
with
hsk = (∆P
s
max −∆P
s
min) exp(−λk) if j ≥ 0
hsk = 0 else
(19)
with Scij = 1 if a scene change is detected in VU at time
j and Scij = 0 else. ∆P smax and ∆P smin are respectively
the maximum and the minimum PSNR variation bounds
and λ is some decay rate.
Predictive control at time j takes into account the
PSNR of one past (at time j − 1), the current, and
W − 2 future VUs. The smoothness constraint for the
i-th program translates into
|Pij(Q
(j)
ij )− Pij−1(Q̂
(j−1)
ij−1))| 6 ∆P
s
ij, (20)
between time j − 1, at which the control output Q̂(j−1)ij−1)
has already been applied, and time j. Moreover, for
k = 1 . . . W − 2, the smoothness constraint becomes
|Pij+k(Q
(j)
ij+k)− Pij+k−1(Q
(j)
ij+k−1)| 6 ∆P
s
ij+k, (21)
with i = 1 . . . N for the future VUs.
E. Inter-program fairness constraint
Our aim is to provide multiplexed programs with
quality levels of the same order of magnitude. For
that purpose, the absolute value of the PSNR differ-
ence between two programs i and i′ is constrained to
be less than some PSNR discrepancy bound ∆P f(i,i′)j .
These bounds are such that ∆P f(i,i′)j = ∆P
f
(i′,i)j for all
i, i′ ∈ {1 . . . N}. Since at scene changes, the smoothness
8constraint is relaxed, it is necessary to update ∆P f(i,i′)j
accordingly
∆P f(i,i′)j =
+∞∑
k=−∞
max
(
Scij−k, S
c
i′j−k
)
hk +∆P
f
min
(22)
with
hfk = (∆P
f
max −∆P
f
min) exp(−λk) if j ≥ 0
hfk = 0 else
(23)
where ∆P fmax and ∆P fmin are respectively the maximum
and the minimum PSNR discrepancy bounds. Then, the
fairness constraint at time j translates into N (N − 1) /2
inequality constraints
|Pij+k(Q
(j)
ij+k)− Pi′j+k(Q
(j)
i′j+k)| 6 ∆P
f
(i,i′)j+k, (24)
with k = 0 . . . W − 2 and i, i′ ∈ {1 . . . N}.
F. Summarized constrained optimization problem
Considering the cost function (5) and the constraints
related to the rate (6) and (7), the minimum PSNR (17),
the smoothness (20) and (21), and the fairness (24), one
gets the following constrained optimization problem to
solve at time j(
Q̂
(j)
1 . . . Q̂
(j)
N
)
= arg max
Q
(j)
1 ...Q
(j)
N
j+W−2∑
k=j
γk−j
N∑
i=1
Pik
(
Q
(j)
ik
)
(25)
subject to
(1− ε)Rj 6
∑N
i=1 R
e
ij(Q
(j)
ij ) 6 (1 + ε)Rj
(1− ε)E
(
Rcj |Sj
)
6
∑N
i=1R
e
ij+k(Q
(j)
ij+k)∑N
i=1R
e
ij+k(Q
(j)
ij+k) 6 (1 + ε)E
(
Rcj |Sj
)
Pij+h(Q
(j)
ij+h) > Pmin
|Pij+h(Q
(j)
ij+h)− Pi′j+h(Q
(j)
i′j+h)| 6 ∆P
f
(i,i′)j+h,
|Pij(Q
(j)
ij )− Pij−1(Q̂
(j−1)
ij−1)
)| 6 ∆P sij ,
|Pij+k(Q
(j)
ij+k)− Pij+k−1(Q
(j)
ij+k−1)| 6 ∆P
s
ij+k
with h = 0 . . . W − 2, k = 1 . . . W − 2
and (i, i′) ∈ {1 . . . N}
(26)
where Q̂j−1j−1 contains the QP obtained from step j − 1
for VU j − 1.
The control of the transmission rate and buffering
delay is described in Section (IV-B3).
V. COMPLEXITY AND IMPLEMENTATION ISSUES
A. Complexity
To analyze the complexity of the proposed SM algo-
rithm, several aspects have to be considered.
First, at each time instant j, RD models have to be
obtained for each VU to encode (or transcode) and for
the W − 2 VUs in the control window. In fact, only the
models for the VUs at time j+W−2 have to be evaluated
or updated from the models previously available at time
j−1 (going up to the VUs at time j+W−3). Assuming
that high-quality encoded streams are provided to the SM
system, approximate RD characteristics may easily be
obtained using transcoders such as that described in [61].
Then, the constrained optimization step is probably the
most complex operation. The complexity depends on the
number of multiplexed programs N and of the size of
the control windows W . The cost function, as well as
inequality constraints are linear in the QPs. Only the
rate constraint (6) is nonlinear, which make the problem
much more complicated to solve. In the experimental
part, see Section VI, Matlab’s fmincon has been used,
leading for N = 8 programs to an average optimization
time of 0.16 s for W = 2 and of 0.8 s for W = 4, on
an Intel Core 2 Duo at 2.26 Ghz with 1.94 Gb RAM.
Using a linear approximation of (6) would allow the use
of linear programming tools, which would drastically
reduce the computational complexity of this part.
Finally, the evaluation of the transmission rates as well
as the total encoding rate constraint are provided by
close-form expressions. Their complexity is negligible
compared to the numerical constrained optimization.
The latency introduced is equivalent to the duration
of W − 1 VUs. Thus requires to buffer W − 1 uncoded
VUs in case of encoding within the SM or high-quality
encoded VUs, when considering transcoding.
Alternatively, scalable video coders (SVC) [5] may
be considered. With a SVC, the RD characteristic for
some rate values is easily obtained (they may be stored
in packet headers). The price to be paid is an increased
difficulty to satisfy accurately the fairness constraints
between streams. Moreover, buffering all quality layers
for W − 1 encoded VUs is still necessary.
B. Application context
A typical application scenario for SM is the Mobile
TV service delivery over evolved MBMS standard [2].
Here, we briefly describe the functional architecture
of the multiplexing functions. Detailed implementation
issues are not addressed.
MBMS is a point-to-multipoint interface specification
for 3GPP cellular networks, which is designed to provide
efficient delivery of broadcast and multicast services.
For broadcast transmission, a single frequency network
configuration is introduced in 3GPP LTE (Long Term
Evolution) specifications which enables a time synchro-
9nization between a set of eNBs (base stations) using the
same resource block.
The MBMS architecture is composed of three main
entities: BM-SC, MBMS-GW and MCE. The Multi-
cast/Broadcast Service Center (BM-SC) is a node that
serves as an entry point for the content providers deliv-
ering the video sources, used for service announcements,
session management.
The MBMS-GW is an entity responsible for distribut-
ing the traffic across the different eNBs belonging to the
same broadcast area. It ensures that the same content is
sent from all the eNBs by using IP Multicast.
The Multi-cell/multicast Coordination Entity (MCE)
is a logical entity, responsible for allocation of time and
frequency resources for multi-cell MBMS transmission.
As in [15], we assume that the MBMS-GW periodically
notifies the MCE about the resource requirements of
video streams so that the resources at eNBs can be
re-allocated accordingly. Therefore, the BM-SC should
ensure that the encoding rate of the multiplex does not
violate the already allocated resources. This is obtained
thanks to the proposed SM scheme.
VI. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the
proposed joint encoder and buffer controller involving
the solution of the constrained optimization problem (25)
and (26).
Several video sequences are encoded with the
H.264/AVC encoder in baseline profile and at the same
frame rate F = 30 frames/s. The first frame in the GoP
is an I frame and the remaining frames are P frames.
Other encoding profiles as well as other GoP structures
may be considered without changing in the optimization
process. However, as mentioned in Section V, estimating
the parameters of the RD model for each VU of each
video based on encoding trials is more time consuming
with enhanced profiles or considering B frames than with
the baseline profile with I and P frames only.
In Scenario 1, N = 4 video programs are multiplexed
and transmitted. Each program displays a succession
of video sequences among: Soccer (V1), Container
(V2), Coastguard (V3), and Hall (V4), taken from the
commonly used video test sequences in CIF format.
Scene changes correspond to a change of the video
transmitted by a given program, see Figure 3. For
example, Program 1 displays Hall (V4) till GoP 30,
then switches to Container (V2), before switching to
Soccer (V1) at GoP 200. GoPs of Nf = 15 frames are
considered, thus the VU (GoP) duration is T = 0.5 s.
In Scenario 2, N = 8 video sequences extracted
from real soccer game, film trailer, interview, video
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Figure 3. Videos transmitted over the four multiplexed programs
clips, game shows, weather forecasts, and cartoons are
multiplexed and transmitted. GoPs of Nf = 30 frames
are considered in this case, thus the VU (GoP) duration
is T = 1 s.
In both scenarios, each encoder receives some QP
from the rate controller. The evaluation of QP for each
frame of the GoP around the provided value, to get, e.g.,
smooth quality variations, is assumed to be managed
by the RD controller at frame level implemented in the
video coder.
A. Scenario 1: Statistical multiplexing using four stan-
dard video sequences in CIF format
In the first set of experiments, we focus on the video
encoder control process described in (25) and (26) in
the context of Scenario 1.
The predictive control is performed using a control
window of W = 4 GoPs, including the previous, current,
and two future GoPs, and is compared to a reference
scenario without predictive control (W = 2), but for
which the smoothness constraint is still imposed between
the previous and the current GoPs. The RD models,
presented in Section III, are evaluated in advance for
W − 1 GoPs with two encoding trials for each GoP.
Using predictive control, an encoding delay (W − 1)T
is introduced. When W = 4, this delay is 1.5 s in this
case.
Scene changes are assumed known in advance for
each program. The minimum tolerated PSNR is Pmin =
30 dB. The PSNR variations and discrepancy bounds are
∆P smax = 2.5 dB, ∆P smin = 1 dB, ∆P fmax = 5 dB, and
∆P fmin = 2 dB. The damping ratio is λ = 1.25, leading
to a negligible relaxation of the PSNR bounds after 2
to 3 VUs. In this set of experiments, ε = 0, leading to
an the encoder rate equality constraint. The size of the
buffers is taken large enough to support the large bit level
variations, occurring, e.g., during scene changes. Here,
their size in bits is Bmax = 4 Mbits. The reference
delay is taken as τ0 = 1 s. Two cases are considered:
(i) constant channel rate as in [11] and (ii) time-varying
channel rate as in [15].
In what follows, the solutions of (25) and (26) in-
volved in the control process are obtained numerically
using Matlab’s fmincon.
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1) Constant channel rate: The available channel rate
is taken as Rcj = 1 Mbit/s for all time j. The
parameters of the PID controller for the feedback from
the buffer controller to the encoder controller are set
to (Kp,Ki,Kd) = (0.2, 0.01, 0.01) for W = 2 and
(Kp,Ki,Kd) = (0.2, 0.01, 0.05) for W = 4, see Sec-
tion VI-A1b for more details on the tuning of the PID
controller.
a) Rate and quality control: Figure 4 shows the
encoding rates Reij for each program, the total encoding
rate Rej =
∑4
i=1R
e
ij and the total transmission rate
Rtj =
∑4
i=1 R
t
ij for W = 2 (a) and W = 4 (b). In
both cases, the transmission rates for each program is
appropriately chosen so that Rtj is equal to the channel
rate Rcj . However, one sees that the jitter of the encoding
rate is higher when W = 2 than with W = 4.
Using W = 4 allows an improved management of the
complexity variations of the contents of video programs.
This has also an impact on the variations of the buffer
level, see Section VI-A1b.
The PSNR Pij of each program is represented in
Figure 5 for W = 2 (a) and W = 4 (b). One sees that
the minimum quality constraint is satisfied in both cases.
One also notices that again, the PSNR jitter is higher
when W = 2 than with W = 4, especially between
GoP 200 and GoP 300. This is closely connected to the
rate jitter observed in Figure 4.
To evaluate whether the smoothness constraint is
satisfied, the differences between successive PSNRs
(Pij − Pij−1) for each program are represented in Fig-
ure 6 in three cases: (i) without imposing any smooth-
ness constraint with W = 1, (ii) with W = 2, leading to
a smoothness constraint involving only the past VU, and
(iii) with W = 4, leading to a smoothness constraint
involving both past and future VUs. The smoothness
constraint is less frequently violated when W = 2
(2.75 % of time) or when W = 4 (1.8 % of time)
than without smoothness constraint (this case is denoted
W = 1) (4 % of time). When W = 4, most of
the violations are due to the discrepancy between the
estimated RD characteristics used in the control process
and the actual RD characteristics of each video sequence.
As expected, taking into account previous (and future)
VUs improves the smoothness of the video sequence.
Introducing the smoothness constraint reduces the
amplitude of PSNR variations, see also Figure 7, where
the standard deviation of the PSNR is represented for
several values of the channel rate. In the three considered
cases, the standard deviation decreases with the increase
of the channel rate. Taking W > 4 with the same
values of ∆P fij and ∆P sij does not provide any additional
benefit in terms of variations of the PSNR.
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Figure 7. Standard deviation of the PSNR without imposing
any smoothness constraint W = 1, with smoothness constraint
when W = 2 and W = 4 for different channel rates
b) Performance of the buffering delay control:
This section illustrates the performance of the buffer
management. The transmission rates Rtij are obtained
analytically as shown in Section (IV-B3). The actual
buffering delay τij for each buffer is represented in
Figure 8 for W = 2 (a) and W = 4 (b), using the
P, PI, and PID controllers. The parameters Kp, Ki,
and Kd have been tuned to minimize e = (∆τ)2 + σ2τ
where ∆τ is the average delay discrepancy and σ2τ
is the average delay variance considering the actual
programs, see Section VI-A1c. The closed-loop control
allows the buffering delays to be of the same order of
magnitude for the four multiplexed programs, even when
they display different videos with their own contents and
characteristics. Although the constrained problem in (8)
does not involve the reference delay τ0, thanks to the
PID encoding rate control, the buffering delay in the
four considered buffers remains around τ0. Moreover,
independently of the choice of the controller for the
encoding rate, Figure 8 shows that the delay jitter is
smaller for W = 4 than for W = 2. This is again a
consequence of the smaller rate jitter for W = 4 than
for W = 2. The foresighted encoding rate adaptation
obtained with W = 4 to better satisfy the quality
constraints has thus a direct impact on the jitter of the
buffering delay.
This result is confirmed by Table III. One sees that
PI encoding rate controller reduces ∆τ compared to the
P controller. The D term reduces slightly σ2τ .
The forgetting factor in (13) has been set to α = 0.7,
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Figure 4. Evolution of the total transmission rates as well as individual and total encoding rates for the four multiplexed
programs when W = 2 (a) and W = 4 (b)
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Figure 5. Evolution of the PSNR of the four multiplexed programs when W = 2 (a) and W = 4 (b)
Kp, Ki, Kd W = 2 Kp, Ki, Kd W = 4
∆τ σ2τ e ∆τ σ
2
τ e
0.2, 0, 0 0.02 0.05 0.05 0.2, 0, 0 0.01 0.013 0.014
0.2, 0.01, 0 0.01 0.04 0.04 0.2, 0.01, 0 0.003 0.016 0.016
0.2, 0.01, 0.01 0.01 0.04 0.04 0.2, 0.01, 0.05 0.003 0.015 0.015
Table III
SYSTEM PERFORMANCE IN TERMS OF ∆τ AND σ2τ WHEN USING P, PI, AND PID CONTROLLERS FOR W = 2 AND W = 4 USING
CONSTANT CHANNEL RATE
which corresponds to the smallest average relative dis-
crepancy (less than 2%) between the estimated delay
using (11) and the actual buffer delay represented in
Figure 8.
c) Tuning of the P, PI, and PID controllers: Several
techniques are available to tune PID controllers, see, e.g.,
[55]. Here, the parameters of the PID controller have
been tuned manually using first a simplified scenario
where the 4 multiplexed programs display only the first
GoP of each video in a loop. Moreover, buffers have
been assumed to be initially empty. This helps to
get some steady-state after a transient behavior. The
evolution of the buffer delays for different values of the
PID parameters and W = 4 is presented in Figure 9.
Kp is tuned first to maximize the rise speed to some
equilibrium while having no overshoot. In Figure 9(a),
the choice Kp = 0.3 appears to be a good compromise.
Ki is adjusted to eliminate the offset and to minimize
12
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Figure 6. PSNR differences and bounds for the smoothness constraint, when W = 2 and W = 4
the overshoot. Figure 9(b) shows that Ki = 0.01
provides the best results. Finally Kd should provide
some additional stability to the system. In Figure 9(c),
Kd = 0.2 is a reasonable choice. Figure 9 shows
some oscillating behavior after the transient phase. This
is due (i) to the discrepancy between the model and
the actual RD characteristics and (ii) to the fact that
the QPs provided by the optimization process have to
be rounded before being used by the video encoders.
This type of oscillatory behavior due to quantized inputs
has been considered in [62] and [63]. Using scalable
video coders, such as H.264/SVC, combined with layer
filtering instead of transcoding or encoding at various
QPs would probably enhance the oscillating behavior.
Scalable video coders based on allowing layer filtering
do not provide a very fine rate adaptation, leading to
an effect similar to a coarse quantization of the QPs,
depending on the number of scalability layers.
2) Variable channel rate: This section considers a
variable rate of the broadcast channel. The rate variations
are modeled as a three-state Markov chain, each state
representing a rate belonging to Rc = {800, 1000, 1200}
kbits/s. The channel state transition probabilities are
given in the following transition matrix
P =
 0.95 0.05 00.025 0.95 0.025
0 0.05 0.95
 . (27)
Notice that even when performing a predictive control,
only the channel rate at time j is assumed to be known
and expected rates at future time instants are evaluated,
see (7).
a) Rate and quality control: Figure 10 shows the
encoding rates Reij for each program, the total encoding
rate Rej =
∑4
i=1R
e
ij , and the total transmission rate
Rtj =
∑4
i=1R
t
ij for W = 2 (a) and W = 4 (b). In
both cases W = 2 and W = 4, the encoding rate is
efficiently updated to allow an full use of the available
channel rate. The same values for the PID parameters
as in Section VI-A1b have been used.
The proposed control system is robust to variations
of the characteristics of the video contents and of the
channel rate. When the channel rate varies, the system
is able to update the encoding parameters so that the
13
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Figure 8. Buffering delay evolution of the 4 multiplexed programs using P, PI, and PID controller with W = 2 (a) and W = 4
(b) in the encoder control process with constant channel rate
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Figure 9. Tuning of the parameters of the PID controller: (a) P controller, (b) PI controller, (c) PID controller
total encoding rate satisfies the updated rate constraint
and the smoothness and fairness constraints are satisfied.
As in the constant channel rate case, W = 4 provides a
much lower jitter of the encoding rate than W = 2.
The PSNR variations resulting from the encoder con-
trol process are represented in Figure 11 for the four
multiplexed programs for W = 2 (a) and W = 4 (b). As
in the constant channel rate case, the predictive control
(W = 4) reduces the PSNR standard deviation from
2.15 dB without predictive control to 1.8 dB. As already
mentioned, the jitter in rate has a direct impact on the
jitter in PSNR.
The performance in terms of ∆τ , σ2τ , and e for
the buffer control are provided in Table IV, showing a
good robustness of the PID parameters with respect to
variations of the channel rate. The buffering delays in
each buffer are represented in Figure 12 for W = 2 (a)
and W = 4 (b) using P, PI, and PID controllers. Channel
variations lead in this case to less differences between the
P, PI, and PID controllers when W = 2 and W = 4 than
in the constant channel rate case. Nevertheless, Figure 12
shows that the delay remains closer to the reference delay
when W = 4 than with W = 2.
B. Scenario 2: Statistical multiplexing using eight video
programs in 4CIF format
This section considers a typical application context
presented in Section V-B concerning mobile TV service
delivery over evolved MBMS standard. Eight video
programs, each of 100 s long, extracted from real
TV programs in 4CIF format are multiplexed. Video
sequences correspond to a weather forecast, a soccer
game, a video clip, a cartoon, a TV show, an interview,
an extract of the trailer of Harry Potter. The videos are
already encoded using MPEG-4 have been converted to
14
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Figure 10. Evolution of the total transmission rates as well as individual and total encoding rates for the four multiplexed
programs when W = 2 (a) and W = 4 (b) with variable channel rate
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Figure 11. Evolution of the PSNR of the four multiplexed programs when W = 2 (a) and W = 4 (b) with variable channel
rate
Kp, Ki, Kd W = 2 Kp, Ki, Kd W = 4
∆τ σ2τ e ∆τ σ
2
τ e
0.2, 0, 0 0.03 0.08 0.08 0.2, 0, 0 0.01 0.03 0.03
0.2, 0.01, 0 0.001 0.13 0.13 0.2, 0.01, 0 0.001 0.04 0.04
0.2, 0.01, 0.01 0.001 0.06 0.06 0.2, 0.01, 0.05 0.001 0.03 0.03
Table IV
SYSTEM PERFORMANCE IN TERMS OF ∆τ AND σ2τ WHEN USING P, PI, AND PID CONTROLLERS FOR W = 2 AND W = 4 USING
VARIABLE CHANNEL RATE
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Figure 12. Buffering delay evolution of the four multiplexed programs using P, PI, and PID controller with W = 2 (a) and
W = 4 (b) in the encoder control process with variable channel rate
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Figure 13. Total transmission rate, individual and total encoding rates for the eight multiplexed programs when W = 1 (a)
and W = 2 (b)
YUV format using ffmpeg [64]. The eight videos are
then processed with the proposed SM system.
For each program, video sequences are concatenated
in loop at different time index. These time index
correspond to abrupt scene changes and are assumed
known in advance for each program. In addition, the
considered video sequences contain a lot of variation
over the time. These variations are not detected in
our simulation. Thus, in order to better satisfy the
smoothness constraint, the encoder rate constraint is set
with ε = 0.1 allowing larger variation in the encoder
rate and less variation in the PSNR.
The minimum tolerated PSNR is Pmin = 30 dB. The
PSNR variation and discrepancy bounds are ∆P smax =
2.5 dB, ∆P smin = 1 dB, ∆P fmax = 3 dB, and ∆P fmin =
2 dB. The damping ratio is λ = 1.25, leading to a neg-
ligible relaxation of the PSNR bounds after 1 to 2 VUs.
The maximum buffer size in bits is Bmax = 2 Mbits.
The reference delay is taken as τ0 = 0.5 s since
MBMS service shall add no more than 1 second delay
when switching between different TV streams [54]. The
rate variations are modeled as a three-state Markov
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Figure 14. PSNR of the eight multiplexed programs when W = 1 (a) and W = 2 (b)
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Figure 15. PSNR differences of the eight multiplexed programs when W = 1 (a) and W = 2 (b)
chain, each state representing a rate belonging to Rc =
{4, 5, 6} Mbits/s. These rates are of the same order as
those considered in [15]. The channel state transition
probabilities are those of (27).
We compare the case when the video quality smooth-
ness constraint is addressed W > 1 and when the
smoothness constraint is not taken into account (this case
is again denoted as W = 1). We observed that in these
simulations, taking W > 2 with the same values of ∆P fij
and ∆P sij does not provide additional benefit in terms of
variations of the PSNR. This is due to the high and rapid
activity variation in the considered video sequences. In
this section we compare the case where the smoothness
constraint is not addressed W = 1 and the case when the
video quality smoothness constraint is addressed using
previously encoded GoPs W = 2.
Again, only the channel rate at time j is assumed to
be known. The parameters of the PID controller for
the feedback from the buffer controller to the encoder
controller are set to (Kp,Ki,Kd) = (0.35, 0.2, 0.3)
leading to a minimum difference between the measured
delay and the targeted delay and small variations as
shown in Table V.
Figure 13 shows the encoding rates Reij for each
program, the total encoding rate Rej =
∑8
i=1 R
e
ij , and
the total transmission rate Rtj =
∑8
i=1R
t
ij for W = 1
(a) and W = 2 (b) using a PID controller. In both cases
W = 1 and W = 2, the encoding rate is efficiently
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Figure 16. Buffering delay evolution of the eight multiplexed programs with W = 1 (a) and W = 2 (b)
Kp, Ki, Kd W = 1 W = 2
∆τ σ2τ ∆τ σ
2
τ
0.35, 0, 0 0.260 0.005 0.226 0.006
0.35, 0.2, 0 0.030 0.003 0.062 0.007
0.35, 0.2, 0.3 0.025 0.002 0.048 0.005
Table V
SYSTEM PERFORMANCE IN TERMS OF ∆τ AND σ2τ WHEN USING P, PI, AND PID CONTROLLERS FOR W = 1 AND W = 2 USING EIGHT
VIDEO PROGRAMS
updated to allow an full use of the available channel
rate.
The PSNR variations resulting from the encoder con-
trol process are represented in Figure 14 for the eight
multiplexed programs for W = 1 (a) and W = 2 (b)
using PID controller. In Figure 15, the PSNR difference
between successive GoPs is represented. Due to the high
activity level of the considered video sequences, the 1 dB
smoothness constraint is satisfied 68 % of the time. As
in the previous scenario, using the smoothness constraint
reduces the PSNR standard deviation from 6.38 dB when
the smoothness constraint is not considered to 5.21 dB.
The buffering delays in each buffer are represented in
Figure 16 for W = 1 (a) and W = 2 (b). Relaxing the
encoder rate constraint, leads to more fluctuations of the
encoding rate, which results in fluctuations of buffering
delay. The use of the integral term allows reducing the
discrepancy between the delay in the buffers and the
reference delay, see Table V.
VII. CONCLUSIONS
A predictive controller for a SM system using
H.264/AVC video encoders has been presented in the
context of video broadcasting. The proposed system
performs a closed-loop regulation of the encoders and the
buffers using a PID feedback. Control accounts for the
channel rate variations by distributing the available chan-
nel rate among the encoders while satisfying minimum
quality, smoothness, and fairness constraints. A similar
and small buffering delay for all multiplexed programs
is also targeted.
The performance of the proposed system has been
evaluated via simulations at GoP level and compared
with a reference control scheme where only regulation
with respect to the past GoP is performed. Experimental
results with constant and variable channel rate show that
thanks to the predictive and to the closed-loop control of
the encoders and of the buffers, the channel is efficiently
used, the video quality constraints are satisfied as well
as the constraints on the buffering delays. Moreover,
predictive control decreases the intra-program quality
variations compared to the non-predictive control.
The adaptation of the proposed SM at the frame
level, as in [17], will be addressed in future work. A
closed-loop rate and buffer control at the frame level
requires dependent RD models, such as those described
in [24], [65], or [44]. Such models Rij(Qij , Qij−1)
and Dij(Qij, Qij−1) take into account the impact of
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the chosen QP in the reference frame on the rate and
the distortion of its corresponding predicted frame. The
price to be paid is a much increased modeling complexity
than with a GoP-level control.
Extensions to scalable video coders may also be
considered. This would facilitate the obtention of the RD
model for each video sequence. Using layer filtering, an
easy rate and quality adaptation is possible. The price
to be paid is a quite large granularity of the control
input, which may lead to increased oscillation behavior
of the buffering delays, as already noticed when the QPs
are rounded before being provided to the encoders or
transcoders.
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