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Abstract
A 4-cycle in a tripartite graph with vertex partition {V1; V2; V3} is said to be gregarious if it
has at least one vertex in each Vi, 16 i6 3. In this paper, necessary and su5cient conditions
are given for the existence of an edge-disjoint decomposition of any complete tripartite graph
into gregarious 4-cycles. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction and necessary conditions
The existence of a complete graph decomposition, or a complete partite graph de-
composition, into 4-cycles is a straightforward matter, provided no extra conditions are
imposed. The complete graph must have order congruent to 1 (modulo 8) [5], and
the complete partite graph must have all parts of the same parity, which, if odd, must
number 1 (modulo 8) (Section 5 of [3]). Moreover, when all parts are even in size,
the existence of a 4-cycle decomposition of a complete partite graph is also a trivial
consequence of Sotteau’s result for bipartite graphs [7].
The answer to the existence question changes when extra conditions are imposed
on the 4-cycles. Lindner and Rosa [6] consider decompositions of complete bipartite
graphs into 4-cycles which satisfy: if (a; x; b; y) and (a; u; b; v) are 4-cycles of the
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Fig. 1. The three types of gregarious 4-cycles.
decomposition, then {x; y} = {u; v}. They call such decompositions monogamous, since
any pair of vertices a; b; in the same one part, occur together in at most one 4-cycle.
In this paper we deal with 4-cycle decompositions of complete tripartite graphs,
with the extra requirement that each 4-cycle is gregarious. That is, every 4-cycle must
have at least one vertex in each of the three parts of the complete tripartite graph. So
no 4-cycle is allowed to have its four vertices in only two of the three parts. (The
word gregarious is also used to describe the decomposition, provided all the 4-cycles
are gregarious.) We give necessary and su5cient conditions for the existence of a
decomposition of a complete tripartite graph into gregarious 4-cycles.
For simplicity we introduce some notation. Let |V1|= r, |V2|= s and |V3|= t. We
shall denote the complete tripartite graph by K(r; s; t) rather than Kr; s; t .
There are clearly three possible types of gregarious 4-cycles: type I has two vertices
in V1, type II has two vertices in V2 and type III has two vertices in V3; see Fig. 1.
Let there be  4-cycles of type I,  of type II and  of type III. Then counting
edges between Vi and Vj for 16i¡j63 yields:
2+ 2 = rs;
2 + 2 = st;
2+ 2 = rt: (1)
Hence we have
4 = r(s+ t)− st;
4 = s(t + r)− tr;
4 = t(r + s)− rs: (2)
Clearly ;  and  are non-negative integers. So from (2) we have
t¿
rs
r + s
; s¿
rt
r + t
; r¿
st
s+ t
: (3)
Now for convenience we henceforth assume r6s6t. Then if r¡s6t with r = s, from
(3) we have t bounded:
t6
rs
s− r : (4)
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However, if r= s6t then t is unbounded.
We can obtain a further necessary condition.
Lemma 1.1. If any one of ;  and  is strictly positive, then it is at least 2.
Proof. First suppose that =1, and let this one cycle of type I be (a1; b; a2; c) where
a1; a2 ∈V1; b∈V2; c∈V3. Consider edges from vertex a1 to vertices in V2. One, a1b,
has occurred in this cycle of type I. There remains an odd number of edges from a1
to vertices in V2. However, cycles of type II all involve 0 or 2 such edges a1x where
x∈V2, while cycles of type III involve no such edges. Hence we cannot have =1.
A similar argument shows that  =1 and  =1.
Note that r6s6t means that
r(s+ t)− st6s(r + t)− rt6t(r + s)− rs:
Hence, 66. Moreover, we cannot have all the 4-cycles of type III (or else edges
between V1 and V2 are not covered), so we certainly have 266. Then from (2)
and Lemma 1.1 we have:
Corollary 1.2. t(r+ s)− rs¿s(r+ t)− rt¿8, and r(s+ t)− st in either 0 or at least 8.
In this paper we shall prove the following main result.
Main Theorem. There exists a decomposition of the complete tripartite graph
K(r; s; t), r6s6t, into gregarious 4-cycles, if and only if the following all hold:
(i) r≡ s≡ t≡ 0 (mod 2);
(ii) s(r + t)− rt¿8;
(iii) r(s+ t)− st¿8 or r(s+ t)− st=0.
The necessity of the above three conditions follows from the preceding discussion;
in the remaining sections we deal with the su5ciency. However, we consider 3rst an
essential example.
Example 1.3. There exists a gregarious 4-cycle decomposition of K(4; 6; 6).
Let the vertex partition be {{a1; a2; a3; a4}, {b1; b2; : : : ; b6}, {c1; c2; : : : ; c6}}. Then
(from (2)) =3, = =9, and 4-cycles may be taken as follows:
(a1; c1; a2; b4); (a1; c2; a3; b5); (a2; c3; a3; b6);
(b1; c6; b4; a4); (b2; c5; b5; a4); (b3; c4; b6; a4);
(b1; c1; b2; a1); (b3; c1; b6; a1); (b1; c2; b2; a2);
(b3; c2; b5; a2); (b1; c3; b2; a3); (b3; c3; b4; a3);
(b1; c4; a1; c5); (b2; c4; a2; c6); (b3; c5; a3; c6);
(b4; c1; a3; c4); (b4; c2; a2; c5); (b5; c1; a4; c4);
(b5; c3; a1; c6); (b6; c2; a4; c5); (b6; c3; a4; c6):
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Remark 1.4. There exist gregarious 4-cycle decompositions of K(4; 6; 6), K(4; 6; 8) and
K(4; 6; 12) but not of K(4; 6; 10). This follows from the fact that =3 when t=6, =2
when t=8, and =0 when t=12. But when t=10 we would have =1 which is
forbidden by Lemma 1.1.
In Section 2 we suppose that at least two of the three parts have size 0 (mod 4).
We halve the size of each part and show existence of a gregarious path decomposi-
tion, which then doubles back to the original problem, with twice as many gregarious
4-cycles as gregarious paths. However, the method we use in this case does not apply
when at most one of the three parts has size 0 (mod 4). So in Section 3 we introduce
a new method involving a latin representation of the edges in the complete tripartite
graph.
In Section 4 we use trades in the latin representations, and revisit the case dealt
with in Section 2. Then Section 5 uses latin representations to complete the case when
at most one part has size 0 (mod 4). Section 6 concludes the paper, and Appendix A
deals with cases too small to be dealt with generally.
2. When at least two parts have size 0 (mod 4)
If at least two of the three vertex parts have size 0 (mod 4), then when we halve the
size of each part, at least two of the three parts will still be of even size. With this in
mind, the following lemma is extremely useful. First we need some notation. Let P3
denote a path on three vertices, with two edges. We shall call P3 a gregarious path in
a tripartite graph if each vertex of P3 lies in a di-erent part of the vertex set. Such a
path P3 on the vertex set {x; y; z} with edges xy; yz we shall denote by x–y–z.
Lemma 2.1. If there exists a decomposition of K(; ; ) into gregarious paths P3,
then there exists a decomposition of K(2; 2; 2) into gregarious 4-cycles.
Proof. For each vertex x in K(; ; ) we form new vertices x1; x2 in K(2; 2; 2),
where x1; x2 belong to the same part that x did. Then for each path x–y–z we obtain
the two gregarious 4-cycles:
(x1; y1; z1; y2); (x2; y1; z2; y2):
(See Fig. 2.) Now where an edge xy occurred in some gregarious path P3, we have
the four edges x1y1; x1y2; x2y1; x2y2 occurring in gregarious 4-cycles.
Fig. 2. Two gregarious 4-cycles from one P3.
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Fig. 3. Gregarious paths.
As a consequence of Lemma 2.1, we now answer the easier question: when can
K(; ; ) be decomposed into gregarious paths P3? This will yield gregarious 4-cycle
systems when the tripartite graph has at least two parts of size 0 (mod 4), and so in
half of the cases we need.
First note that the number of edges in K(; ; ), namely  +  + , must be
even, so that at least two of ; ;  must be even. Following the previous section, we
have three types of gregarious paths P3 (Fig. 3).
Similar to before, we have 2(+  + )=  + + , and
2 = ( + )− ;
2 = (+ )− ;
2 = (+ )− : (5)
Now ¿0; ¿0; ¿0 imply (3) and (4) with r; s; t replaced by ; ; , respectively.
We need the following lemma.
Lemma 2.2. If a; b and c are non-negative integers with c6ab, then there exists a
simple bipartite subgraph of Ka;b with c edges such that the degrees of the vertices
in the part of size a di2er from each other by at most 1, and the degrees of the
vertices in the part of size b di2er from each other by at most 1.
Proof. Let the vertex set be V1 ∪V2 where V1={x1; x2; : : : ; xa} and V2={y1; y2; : : : ; yb},
and let the degrees of the vertices in V1 be di; 16i6a, where
∑a
i=1 di = c and |di −
dj|61 for 16i; j6a. De3ne s(i)=
∑i
‘=1 d‘, and s(0)= 0, so s(a)= c. We de3ne c
edges e1; e2; : : : ; ec: let ek = xiyj if and only if s(i− 1)¡k6s(i) and k ≡ j (mod b).
We shall say that such a bipartite graph with degrees in each part di-ering by at
most 1 is “degree-balanced”.
We are now able to prove the following result about gregarious paths, which, when
taken with Lemma 2.1, deals with half the cases of tripartite gregarious 4-cycle de-
compositions.
Theorem 2.3. There exists a decomposition of K(; ; ) into gregarious paths P3,
where 66, if and only if
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(i) at least two of ; ;  are even;
(ii) ¿ + .
Proof. Since the number of edges in K(; ; ) is  + + , which must be even
for a P3-decomposition, (i) is necessary.
By counting edges, we 3nd (similarly to (1) and (2)) that
2= ( + )− ;
2= (+ )− ;
2= (+ )− :
Also, 0626262. Hence (ii) is necessary.
For su5ciency we use Lemma 2.2. Let the vertex partition of K(; ; ) be V1; V2; V3
where |V1|= ; |V2|=  and |V3|= . We shall colour the edges of type I paths red,
the edges of type II paths blue and the edges of type III paths green. Then there will
be  red edges and  blue edges between V1 and V2, and  + = . Considering
3rst the red edges, since 6, we may use Lemma 2.2 and take a degree-balanced
red-edged bipartite graph between V1 and V2. The red degrees in V1 are 	 
 and  .
Colouring the remaining edges between V1 and V2 blue, the blue degrees are   and
	 
. Moreover, we claim that⌊


⌋
+
⌈


⌉
=  and
⌈


⌉
+
⌊


⌋
= ; (6)
and that if e is given by
e
⌊


⌋
+ (− e)
⌈


⌉
= ; (7)
then
e
⌈


⌉
+ (− e)
⌊


⌋
= : (8)
In other words, if e of the vertices in V1 have red degree 	 
, then e of them have
blue degree  , leaving − e vertices with red degree   and blue degree 	 
.
It remains to verify (6) and (8).
First, since + = , we have (=) + (=)=  and (6) follows.
Next, (6) and (7) imply
e
{
 −
⌈


⌉}
+ (− e)
{
 −
⌊


⌋}
= ;
and since  − =, Eq. (8) follows.
Finally, a similar argument holds for red and green edges between V1 and V3, and
for blue and green edges between V2 and V3.
This gives a decomposition of K(; ; ) into gregarious paths P3 (coloured red, and
blue, and green); so the theorem is complete.
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Fig. 4. Latin representation for K(; ; ).
Corollary 2.4. There exists a decomposition of K(r; s; t) into gregarious 4-cycles
whenever at least two of r; s; t are 0 (mod 4), provided that r≡ s≡ t≡ 0 (mod 2), and
either r(s+ t)− st¿8 or r(s+ t)− st=0.
Note that (ii) of the Main Theorem (stated in Section 1) automatically holds in
this case; for s(r + t) − rt= sr + t(s − r)¿sr¿8, since at least one of r and s is
0 (mod 4) and so is at least 4, and r¿2.
3. Latin representation for a tripartite graph
Let the vertex set of K(; ; ) be {V1; V2; V3} where V1 = (a1; a2; : : : ; a}, V2 =
{b1; b2; : : : ; b}, V3 = {c1; c2; : : : ; c}. We use ideas from [1] and [2] to represent edges
of K(; ; ):
We depict the edges in this tripartite graph using a Latin representation as follows
(Fig. 4), where as usual 66.
The entries in the  + ( − ) + ( − ) cells of A; B and C are from the set
{1; 2; : : : ; }. Each row of [A|C] is latin; each column of
[
A
B
]
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is latin. Each entry x in A, in row ‘ and column m, corresponds to the three edges
{a‘; bm}, {a‘; cx}, {bm; cx}.
Entries in C are row latin, but not necessarily column latin; entries in B are column
latin but not necessarily row latin. Also each entry y in row ‘ of C corresponds to
the edge {a‘; cy}.
And each entry z in column m of B corresponds to the edge {bm; cz}.
The row latin property of [A|C] ensures that all edges between V1 and V3 are rep-
resented; the column latin property of[
A
B
]
ensures that all edges between V2 and V3 are represented, while edges between V1 and
V2 are represented by the  cells in A.
4. Gregarious paths revisited
We now de3ne what we shall refer to loosely as “trades”, between entries in the
above latin representation, and paths P3. (The terminology “trade” is used as in, for
example, [4].) The trades we use are shown in Fig. 5.
E.J. Billington, D.G. Ho2man /Discrete Mathematics 261 (2003) 87–111 95
Fig. 5. Trades from the latin representation, and their corresponding gregarious paths.
Trade T1 shows that any one entry in the submatrix A in the latin representation,
together with any one entry from B, in the same column, corresponds to two gregarious
paths of types II and III. Trade T2 (and “transpose” T ′2 ) shows that any two entries in
the same column (or row) of the submatrix A in the latin representation correspond to
three gregarious paths, of types I, II and III. Trade T3, using an entry from C and the
same entry from somewhere in B, gives rise to a gregarious path of type III.
In order to illustrate our methods in the case that at most one of the three partite
sets has order divisible by 4, we apply the same method, using latin representations
and trades, to prove Theorem 2.3 again.
So we take K(; ; ) with 66 and represent all its edges by means of a latin
representation, as given in Fig. 4. Note that at least two of ; ;  are even.
Let e(A); e(B); e(C) denote the number of entries in A; B; C, respectively. Referring
to Fig. 4, we have e(B)¿e(C) because
(− )− (− )= ( − )¿0
and
e(A)− (e(B)− e(C)) =  − ( − )
= ( + )− 
= 2
¿ 0:
(See the proof of Theorem 2.3.)
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Fig. 6. Latin representation when y is even.
Now we divide (− ) by , and 3nd
(− )= x + y; 06y¡; (9)
so x=(( − )=) − y=. Note that ( − ) is even, because at least two of ; ; 
are even. We have two cases, depending on the parity of y.
Case (i): y is even.
We partition the latin representation L as in Fig. 6.
When we do this, recalling that B is only column latin, and so its rows can be
rearranged, we can ensure that the (− ) entries in C are the same, collectively, as
the entries in B1 ∪B2; there are x(−y=2)+(x+2)(y=2)= x+y= (−) such entries.
This is straightforward to achieve, while still retaining the row latin property for A∪C
and the column latin property for A∪B, although in “small” cases, changes involving
entries in A and C may be necessary; thus the original choice of latin representation
needs to be carefully made.
We now use trades T3 on the (− ) entries in C and in B1 ∪B2, to give (− )
type III paths P3. This “Pattening out” of B by taking B1 and B2 from it in this way,
to use with C in trades of type T3, ensures that after the rest of B, in B3 and B4, is
used with A3 and A4 in trades of type T1, we still have a non-negative, even, number
of entries left in A1 and A2 for use in trades of type T2 or T ′2 .
Now B3 contains (− − x)(− y=2) entries and B4 contains (− − x− 2)(y=2)
entries. Take A3 to contain the same number of entries as B3, so (noting a and b in
Fig. 6)
a= − (− − x)= 2− + x: (10)
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Also A4 contains the same number of cells as B4, so
b= − (− − x − 2)=2− + x + 2= a+ 2: (11)
We must have a¿0 for this construction to work:
Here
a = 2− + x
= 2− + − 

− y

from (9)
=
( + )− 

− y

¿− y

(from (5))
¿− 1 (since 06y¡):
So a¿0, since a is an integer.
Now entries in A3 and B3, and in A4 and B4, are used in trades of type T1. These
give ( − ) paths of type II and of type III.
Entries in A1 and A2 remain; the number of these is
a( − y=2) + b(y=2) = a( − y=2) + (a+ 2)(y=2)
= a + y
= (2− + x) + y
= 2 − + x + y
= 2 − + (− ) (from (9))
= ( + )− 
= 2¿0; and this is even:
Hence trades of type T2, T ′2 can be used on these entries in A1 and A2, yielding  paths
of each type I, II and III.
We summarise the number of paths in Table 1.
Case (ii): y is odd.
Since (−)= x+y where 06y¡, and since (−) is even (because at least
two of ; ;  are even), with y odd it follows that  and  are even.
This time we partition the latin representation as follows (Fig. 7) (noting that  and
y are both odd).
Here, B1 contains (x− 1)(−y)=2 entries and B2 contains (x+1)(+y)=2 entries,
so B1 ∪B2 contains x + y= (− ) entries, the same as C. Again, we organise the
entries in the latin representation so that collectively the entries in C are the same as
those in B1 ∪B2. Thus we can use trades T3 and obtain (− ) type III paths P3.
Next, B3 and A3 both contain (−− x+1)(−y)=2 entries (so here a, de3ned in
Fig. 7, is given by a=2−+x−1), while B4 and A4 both contain (−−x−1)(+y)=2
entries (here, b= a+ 2).
These entries in A3 and B3, and in A4 and B4, are used in trades of type T1, yielding
( − ) paths of types II and III.
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Table 1
Path numbers and types, and corresponding latin representation parts
Path types Parts of latin
representation
I II III
(− ) C; B1 ∪B2
( − ) ( − ) A3; B3; A4; B4
1
2{( + )− }=  12{( + )− }=   A1; A2
Total no.   
of paths:
Fig. 7. Latin representation when y is odd.
Note that
a = 2− + x − 1
= 2− + (− )

− y

− 1
=
( + )− 

− y

− 1
¿
−y

− 1
¿−2:
E.J. Billington, D.G. Ho2man /Discrete Mathematics 261 (2003) 87–111 99
But since  is even, x is odd, and a=2 −  + x − 1, we know that a is an even
integer. Hence a¿0. Thus the number of entries in A1 is non-negative. Moreover,
A1 ∪A2 contains a( − y)=2 + (a + 2)( + y)=2= ( + ) − =2 entries
(an even number), so trades of type T2 yield  paths each of types I, II
and III.
The previous summary in Table 1 applies also here, in the case y odd.
This completes the decomposition of K(; ; ) into gregarious paths P3, and thus
completes the alternative proof of Theorem 2.3.
Examples
(i) K(5; 6; 8). Here, =5, =6, =8, x=1, y=4.
A possible latin representation is given by the following (see also Fig. 6). Note that
A4 =B4 = ∅ here.
The B2 columns here are in columns 3 and 4; the B1, B3 columns are in columns
1, 2, 5, 6. Entries in B1 and B2 are in bold; these entries are the same as the
set C.
(ii) K(8; 11; 16). Here, =8, =11, =16, x=3, y=7.
A possible latin representation is given by the following:
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5. When at least two parts have size 2 (mod 4)
Once again, we deal with K(; ; ) rather than K(r; s; t), and take r=2, s=2,
t=2. But this time the number of edges in K(; ; ) is odd. We instead consider
the graph K(; ; )\K(2; 3; 3), and decompose this into gregarious paths. For, upon
doubling up all the vertices, the “hole” K(4; 6; 6) may be 3lled with gregarious 4-
cycles from our essential Example 1.3. So we take ¡6 (with at least two of
; ;  odd); and ¿6. The cases 66 we consider later, in Appendix A; the cases
=  and =  we consider at the end of this section.
This time, with the K(2; 3; 3) “hole”, we 3nd that the number of gregarious paths
of type I, II, III in K(; ; )\K(2; 3; 3) is ; ;  (respectively), where
+  =  − 6;
+  = − 6;
 +  = − 9: (12)
Hence
2 = ( + )− − 3¿0;
2 = (+ )− − 9¿0;
2 = (+ )−  − 9¿0: (13)
So, in particular, 6( − 3)=( − ).
Since ¿6, we can always 3nd a latin square of side , based on symbols {1; 2; : : : ;
}, with a 3× 3 latin subsquare on {1; 2; 3}. So we take a latin representation of
the edges of K(; ; )\K(2; 3; 3) as follows in Fig. 8 (where the completed entries are
the subsquare on {1; 2; 3}, forming the hole K(2; 3; 3); these nine entries cannot be
used in any trade).
Here, C contains (− ) entries, and B contains (− )− 3 entries. Now e(B)−
e(C)¿0 because (− )− 3− (− )= (− )− 3, and ¿¿6, with also ¡
assumed.
Moreover
e(A)− (e(B)− e(C)) = ( − 6)− ( − ) + 3
= ( + )− − 3
¿ 0 (by (13)); and this is even:
As before (see (9)), we take x and y so that
(− )= x + y; 06y¡:
It is straightforward to choose a latin representation so that the entries in C form a
subset of the entries in B, and, moreover, so that these entries in B are “Pattened” out
across the  columns, as subsequent 3gures suggest. (Remember that C is row latin
but not column latin, and likewise B is column latin but not row latin.)
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Fig. 8. Latin representation for K(; ; )\K(2; 3; 3).
Recalling that in this section at least two of ; ;  are odd, we deal with two cases,
split as follows:
Case (1): − x is odd.
First suppose that 06y6− 3. We partition the latin representation as follows (see
Fig. 9).
See Fig. 9 for the values a; b; c and k.
Since 3 + k + (k + y)= , we have k =(− 3− y)=2, and so y6− 3. Moreover,
a= b=(− 2)− (− − 1− x)= 2− + x− 1, which is even. Also c= a+ 2. We
need to check that a¿0.
a=2− + x − 1 = 2− + (− )

− y

− 1
=
( + )− 

− 1− y

¿
3

− 1− y

(from (13))
¿−2 + 6

since y6 − 3
¿−2:
Hence a¿0 since a is even.
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Fig. 9. Partition of latin representation, Case (1), 06y6 − 3.
Fig. 10. Partition of latin representation, Case (1), y=  − 1.
Next suppose that − 3¡y¡. In this case, since y and  have opposite parity, it
follows that y=  − 1. So e(C)= (− )= x + y= (x + 1)− 1, where C is as in
Fig. 4. See Fig. 10 for a suitable partition of a latin representation.
E.J. Billington, D.G. Ho2man /Discrete Mathematics 261 (2003) 87–111 103
Here
a=(− 2)− (− − 1− x)= 2− + x − 1;
b= − (− − (x + 2))=2− + x + 2= a+ 3
and
c= − (− − (x + 1))=2− + x + 1= a+ 2:
We require a; b; c all non-negative; also a and c are even, while b is odd. We check
that a¿0:
Now
a=2− + x − 1 = ( + )− 

− 1− y

¿
3

− 1− y

=
3

− 1−  − 1

=
4

− 2¿− 2:
Hence (since a is even) a¿0 as required.
Although b is odd, we can use trades of type T ′2 in the fourth and 3fth columns, in
the 3rst b rows of the latin representation in Fig. 10.
We also check that b6, so that the latin representation in Fig. 10 is indeed achievable:
− b= − (2− + x + 2)= ( − )

− 1

− 1;
using y=  − 1 and x= (−)−y . Since ¿, we have
− b¿ 

− 1

− 1= −  − 1

¿− 1

¿− 1:
Hence − b¿0, as required.
Case (2): − x is even.
First suppose that 36y¡. We partition the latin representation as follows
(see Fig. 11).
In Fig. 11, y=2k + 3, so y¿3 is necessary. Moreover, a= b= c − 2= ( − 2) −
(− − 2− x)= 2− + x. We require this to be non-negative; note that it is even.
2− + x = 2− + 

− − y

=
( + )− 

− y

¿
3

− y

=
3− y

¿
3− 

=
3

− 1¿− 1:
Hence a=2− + x¿0.
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Fig. 11. Partition of latin representation, Case (2), 36y¡.
Fig. 12. Partition of latin representation, Case (2), y=1.
Next suppose that 06y¡3. Since y is odd, this means that y=1. Fig. 12 gives a
partition of a latin representation.
In this case, a=(− 2)− (− − 1− x− 1)=2− + x. And b=(− 2)− (−
− 1− (x− 1))= 2− + x− 2, and c= − (− − x)= a. We require all of a; b; c
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to be non-negative; we check b¿0.
b=2− + x − 2 = ( + )− 

− y

− 2
¿
3

− 1

− 2
=
2

− 2¿− 2:
So (since b is even), a; b; c are all non-negative.
Let A; B and C refer to the parts of the latin representation as depicted in Fig. 4.
We may take C to contain symbols { + 1;  + 2; : : : ; }, each  times. These are
taken in the lower part of B, below the heavy lines in each of Figs. 9–12, and used
in ( − ) trades of type T3. The rest of the entries in B are then used with entries
from A in trades of type T1. Finally, the sections of A with a; b and c rows are used
in trades of type T2. Thus we have:
Lemma 5.1. The graph K(; ; )\K(2; 3; 3), where ¡6; ¿6, and when at least
two of ; ;  are odd, with (13) holding, has a gregarious path decomposition.
The case = ¡: Here both  and  are odd (or else we are back in Section 4,
with no K(2; 3; 3) hole). We have e(B)= e(C) − 3. So when we use ( − ) − 3
trades of type T3, there remain three entries in C to use. Possible partitions of a latin
representation are given in Fig. 13.
The symbols x in Fig. 13 denote three trades of type T ′1 , the transpose of T1. Then
there remain even blocks of entries in A for use in trades of types T2 and T ′2 . So we
have
Lemma 5.2. When =  and both are odd, there exists a gregarious path decompo-
sition of K(; ; )\K(2; 3; 3) where 6¡¡.
Fig. 13. Case = , both odd.
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(Note that Eqs. (13) automatically hold here, since ¿7 here, as throughout this
section we have ¿6.)
Examples
= =9, =10.
= =7, =10.
The case ¡= ≡ 1 (mod 2) (See Fig. 14.): Here we 3rst use trades of type T1,
and then trades of types T2 and T ′2 ; there are no trades of types T3 or T
′
1 because in the
Fig. 14. Case ¡= ;  and  both odd.
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Fig. 15. Latin representation for K(; ; )\K(2; 3; 3) with 3 paths removed.
latin representation, matrix C is not there. Regardless of whether  is even or odd, a
possible latin representation is given in Fig. 14. In that 3gure, a=2−−1¿0, and a is
even (see (13)). Also b= −3¿0, which is even. So we use 3(−−1)+(−3)(−)
trades of type T1, and then a=2 trades of type T2 and b=2 trades of type T ′2 . So we
have
Lemma 5.3. When ¡=  and  is odd, ¿6, there exists a gregarious path de-
composition of K(; ; )\K(2; 3; 3), provided ¡2.
Note that (13) with =  means that ¡2.
Finally, we consider the case = = , all odd. Note that K(; ; )\K(2; 3; 3) con-
tains 32 − 21 edges. We take a point x in the part with hole of size 2, and remove
three gregarious paths, centred at x, with their six ends at the six vertices in the other
two holes of size three.
There remain 32 − 27 edges, to decompose into gregarious paths. This time the
latin representation is a ×  matrix with a 3× 3 hole entirely in the matrix. For
¿6 we have such a matrix with a 3× 3 hole, and since − 3 is even, we may take
3(−3)=2 trades of type T ′2 and (−3)=2 trades of type T2. (See Fig. 15.) This yields
9(− 3)=2+ 3(− 3)=2 gregarious paths, which, together with the 3 paths centred at
x, totals 3(2 − 9)=2 + 3 paths, as required.
So we have
Lemma 5.4. For ¿6;  odd, there exists a gregarious path decomposition of
K(; ; )\K(2; 3; 3).
Now, together with the results in Appendix A, as a consequence of Theorem 2.3,
Lemmata 5.1–5.4, and Example 1.3 to 3ll the hole, we have:
Main Theorem. There exists a decomposition of the complete tripartite graph
K(r; s; t), r6s6t, into gregarious 4-cycles, if and only if the following all
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hold:
(i) r≡ s≡ t≡ 0 (mod 2);
(ii) s(r + t)− rt¿8;
(iii) r(s+ t)− st¿8 or r(s+ t)− st=0.
6. Concluding remarks
One may ask a similar, and perhaps more natural, question in the case of a partite
graph with four parts: when can K(r; s; t; u) be decomposed into gregarious 4-cycles,
with each 4-cycle having one vertex in each of the four parts? This is quite immediate
and straightforward, and we leave the reader to show the next result.
Proposition 6.1. There exists a gregarious 4-cycle decomposition of K(r; s; t; u) if and
only if r= s= t= u≡ 0 (mod 2).
However, we remark that the same problem for 3ve parts is considerably harder than
either the 3- or 4-partite case!
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Appendix A
Cases with ¡¡6, at least two of ; ;  odd.
Since we have a bound on  arising from (13), there are the following 12 cases to
consider.
For cases (vi)–(xi), we give a latin representation which works in each case. For
cases (i)–(v), and case (xii), we give a gregarious path decomposition of K(; ; )\K
(2; 3; 3). (Case (xii) works for all ¿4.)
(i) K(3; 4; 5)\K(2; 3; 3): Vertex set {ia | 16i63}∪ {ib | 16i64}∪ {ic | 16i65},
with holes {1a; 2a}∪ {1b; 2b; 3b}∪ {1c; 2c; 3c}.
4b − 1a − 4c 3a − 1b − 4c 1a − 5c − 1b 2a − 5c − 2b 3a − 3c − 4b
4b − 2a − 4c 3a − 2b − 4c 3a − 4c − 4b 3a − 5c − 3b
3a − 3b − 4c 3a − 4b − 5c 3a − 1c − 4b 3a − 2c − 4b
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(ii) K(3; 4; 7)\K(2; 3; 3): Vertex set {ia | 16i63}∪ {ib | 16i64}∪ {ic | 16i67},
with holes {1a; 2a}∪ {1b; 2b; 3b}∪ {1c; 2c; 3c}.
3a − 1b − 5c 3a − 2b − 7c 3a − 3b − 6c 1a − 4b − 4c 2a − 4b − 1c
1c − 3a − 4b 3a − 2c − 4b 3a − 3c − 4b 3a − 4c − 1b 3a − 5c − 2b
3a − 6c − 4b 3a − 7c − 3b 1a − 4c − 2b 1a − 5c − 3b 1a − 6c − 1b
1a − 7c − 4b 2a − 4c − 3b 2a − 5c − 4b 2a − 6c − 2b 2a − 7c − 1b
(iii) K(3; 4; 9)\K(2; 3; 3): Vertex set {ia | 16i63}∪ {ib | 16i64}∪ {ic | 16i69},
with holes {1a; 2a}∪ {1b; 2b; 3b}∪ {1c; 2c; 3c}.
3a − 4b − 8c 3a − 1b − 5c 3a − 2b − 6c 3a − 3b − 7c 1a − 4b − 4c
2a − 4b − 9c 3a − 4c − 1b 3a − 5c − 4b 3a − 6c − 4b 3a − 7c − 4b
3a − 8c − 1b 3a − 9c − 1b 3a − 1c − 4b 3a − 2c − 4b 3a − 3c − 4b
1a − 4c − 2b 1a − 5c − 2b 1a − 6c − 1b 1a − 7c − 1b 1a − 8c − 2b
1a − 9c − 2b 2a − 4c − 3b 2a − 5c − 3b 2a − 6c − 3b 2a − 7c − 2b
2a − 8c − 3b 2a − 9c − 3b
(iv) K(3; 5; 5)\K(2; 3; 3): Vertex set {ia | 16i63}∪ {ib | 16i65}∪ {ic | 16i65},
with holes {1a; 2a}∪ {1b; 2b; 3b}∪ {1c; 2c; 3c}.
3a − 2b − 4c 2a − 4b − 2c 3a − 2c − 5b 2a − 4c − 1b 1b − 3a − 1c
3a − 3b − 5c 2a − 5b − 4c 3a − 3c − 5b 2a − 5c − 4b
3a − 4b − 1c 1a − 4b − 3c 3a − 4c − 4b 1a − 4c − 3b
3a − 5b − 1c 1a − 5b − 5c 3a − 5c − 1b 1a − 5c − 2b
(v) K(3; 5; 6)\K(2; 3; 3): There are no type I paths; all are centered in the parts of
size 5 or 6. We leave this straightforward case for the reader.
In the subsequent latin representations, subscript i means used in trade Ti, and a
prime means used in trade T ′i .
(vi) K(4; 5; 7)\K(2; 3; 3):
(vii) K(4; 5; 9)\K(2; 3; 3):
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(viii) K(4; 5; 11)\K(2; 3; 3):
(ix) K(4; 5; 13)\K(2; 3; 3):
(x) K(4; 5; 15)\K(2; 3; 3):
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(xi) K(4; 5; 17)\K(2; 3; 3):
(xii) K(5; 5; )\K(3; 3; 2): where ¿4. Vertex set {ia | 16i6}∪ {ib | 16i65}∪ {ic
| 16i65}, with holes {1a; 2a}∪ {1b; 2b; 3b}∪ {1c; 2c; 3c}.
1c − 3a − 1b 1a − 4b − 1c 1a − 5b − 1c 1a − 4c − 4b 1a − 5c − 5b
2c − 3a − 2b 2a − 4b − 2c 2a − 5b − 2c 2a − 4c − 1b 2a − 5c − 1b
3c − 3a − 3b 3a − 4b − 3c 3a − 5b − 3c 3a − 4c − 2b 3a − 5c − 2b
1c − 4a − 1b 4a − 4b − 5c 4a − 5b − 4c 4a − 4c − 3b 4a − 5c − 3b
2c − 4a − 2b
3c − 4a − 3b
together with the following, for 56x6:
1c − xa − 1b 2c − xa − 2b 3c − xa − 3b 4c − xa − 4b 5c − xa − 5b
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