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1 Introduction
LetM be a compact metric space, equipped with a Borel measure µ and the corresponding Borel-sigma
field. Let Lp := Lp(M, µ), p ≥ 1 denote the space of p-integrable real functions defined on M with
respect to µ.
In this paper we investigate rates of contraction of posterior distributions for nonparametric models
on geometrical structures such as
1. Gaussian white noise on a compact metric space M, where, for n ≥ 1, one observes
dX(n)(x) = f(x)dx +
1√
n
dZ(x), x ∈ M,
where f is in L2 and Z is a white noise on M.
2. Fixed design regression where one observes, for n ≥ 1,
Yi = f(xi) + εi, 1 ≤ i ≤ n.
The design points {xi} are fixed onM and the variables {εi} are assumed to be independent standard
normal.
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3. Density estimation on a manifold where the observations are a sample
(Xi)1≤i≤n ∼ f,
X1, . . . , Xn are independent identically distributedM-valued random variables with positive density
function f on M.
Although an impressive amount of work has been done using frequentist approachs to estimation on
manifolds, see [21] and the references therein, we focus in this paper on the Bayes posterior measure.
Works devoted to deeply understanding the behaviour of Bayesian nonparametric methods have recently
experienced a considerable development in particular after the seminal works of A. W. van der Vaart,
H. van Zanten, S. Ghosal and J. K. Ghosh [12], [27]. Especially, the class of Gaussian processes forms
an important family of nonparametric prior distributions, for which precise rates have been obtained
[29], see also [6] for lower bound counterparts. In [31], the authors obtained adaptive performance up
to logarithmic terms by introducing a random rescaling of a very smooth Gaussian random field. These
results have been obtained on [0, 1]d, d ≥ 1. Our point in this paper is to develop a Bayesian procedure
adapted to the geometrical structure of the data. Among the examples covered by our results, we can
cite directional data corresponding to the spherical case and more generally the case of data supported
by a compact manifold.
We follow the illuminating approach of [29] and [31] and use a fixed prior distribution, constructed
by rescaling a smooth Gaussian random field. In our more general setting, we show how the rescaling is
made possible by introducing a notion of time decoupled from the underlying space. Another important
difference brought by the geometrical nature of the problem is the underlying Gaussian process, which
now originates from an harmonic analysis of the data space M, with the rescaling naturally acting on
the frequency domain.
We suppose that M is equipped with a positive self-adjoint operator L such that the associated
semi-group e−tL, t > 0, the heat kernel, allows a smooth functional calculus, which in turn allows the
construction of the Gaussian random field. Our prior can then be interpreted as a randomly rescaled
(random) solution of the heat equation.
We also took inspiration on earlier work by [1], where the authors consider a symmetry-adaptive
Bayesian estimator in a regression framework. Precise minimax rates in the L2-norm over Sobolev spaces
of functions on compact connected orientable manifolds without boundary are obtained in [11]. We also
mention a recent development by [2], where Bayesian consistency properties are derived for priors based
on mixture of kernels over a compact manifold.
Here is an outline of the paper. We first detail in Section 2 the properties assumed on the structure
M and the associated heat kernel allowing our construction and give examples. We then construct
the associated Gaussian prior in Section 3 and prove some approximation and concentration properties
typically needed to obtain rates of contraction of posterior distributions in Sections 4 and 5. We then
prove in Section 6 upper-bound rates in the three statistical examples detailed above. Lower bounds are
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considered in Section 7. The Appendices in Sections 8, 9 and 10 contain respectively the definition of
Besov spaces, the proofs of entropy results and a property of measure of balls on compact Riemannian
manifolds.
The notation . means less than or equal to up to some universal constant. For any sequences of
reals (an)n≥0 and (bn)n≥0, the notation an ∼ bn means that the sequences verify c ≤ lim infn(bn/an) ≤
lim supn(bn/an) ≤ d for some positive constants c, d, and an ≪ bn stands for limn(bn/an) = 0. For any
reals a, b, we denote min(a, b) = a ∧ b and max(a, b) = a ∨ b.
2 The geometrical framework
The squared-exponential covariance kernel introduced in [31], which gives rise to a particular Reproducing
Kernel Hilbert Space (RKHS) see [30] and Section 3 below, has in fact a natural extension to more general
metric spaces.
Suppose L2 = ⊕k≥0Hk, where the Hk are supposed to be finite-dimensional subspaces of L2 consisting
of continuous functions on M, and orthogonal in L2. Then, the projector Pk on Hk is actually a kernel
operator Pk(x, y) :=
∑
1≤i≤dim(Hk) e
i
k(x)e
i
k(y), where {eik} is any orthonormal basis of Hk; so it is
obviously a positive-definite kernel. Also, given ϕ : N → (0,+∞) and under a uniform convergence
assumption, Kϕ(x, y) =
∑
k≥0 ϕ(k)Pk(x, y) is a positive definite kernel which is the covariance kernel of
a Gaussian process.
Here, we will focus on the case where the subspaces Hk =: Hλk are the eigenspaces of a self-adjoint
positive operator L and ϕ(k) = e−λkt, t > 0, so that
∑
k e
−λktPk(x, y) is actually the kernel of the
associated semi-group e−tL.
This construction, under the following appropriate conditions, yields a natural generalisation of the
squared-exponential covariance kernel on the real line.
2.1 Compact metric doubling space
The open balls of radius r centered in x ∈ M are denoted by B(x, r) and to simplify the notation we
put µ(B(x, r)) =: |B(x, r)|. The metric is denoted by ρ. For simplicity, we can impose, in the abstract
proofs that µ(M) = 1 = diam(M). But of course, this is not the case in practical situations: the metric
and the measure on a Riemannian compact manifold is not normalized (see below 2.5). We assume that
M has the so called doubling property: i.e. there exists a constant 0 < D <∞ such that:
for all x ∈ M, 0 < r, 0 < |B(x, 2r)| ≤ 2D|B(x, r)| (1)
Remark 1 As a simple consequence of (1) we have :
for all x, y ∈ M, for all 0 < r ≤ R, |B(x,R)| ≤ (2R
r
)D(1 +
ρ(x, y)
R
)D|B(y, r)| (2)
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Moreover as M = B(x, 1), we have 1 = |B(x, 1)| ≤ (2δ )D|B(x, δ)|. Hence,
for all x ∈ M, for all 0 < δ < 1 1|B(x, δ)| ≤ (
2
δ
)D (3)
If M is connected one can prove additionally (see [9]) that there exist c > 0, β > 0, such that :
for all x ∈M, for all 0 < δ < 1 c(1
δ
)β ≤ 1|B(x, δ)| ≤ (
2
δ
)D (4)
2.2 Heat kernel
For this section, we follow standard expositions for heat kernel theory: for more details see [22], [26],
[15]. We suppose that there exists a self adjoint positive operator L defined on a domain D ⊂ L2 dense
in L2. Then −L is the infinitesimal generator of a self adjoint positive semigroup e−tL.
We suppose in addition that e−tL is a Markov kernel operator i.e. there exists a non negative kernel
Pt(x, y) (’the heat kernel’) such that :
e−tLf(x) =
∫
M
Pt(x, y)f(y)dµ(y) (5)
Pt(x, y) = Pt(y, x), (6)∫
M
Pt(x, y)dµ(y) = 1, (7)
Pt+s(x, y) =
∫
M
Pt(x, u)Ps(u, y)du (8)
The following additional assumptions are central in our setting: there exist C1 > 0, c1 > 0, α > 0,
such that for all t ∈]0, 1[,
0 ≤ Pt(x, y) ≤ C1√
|B(x,√t)||B(y,√t)|
e−
c1ρ
2(x,y)
t (9)
|Pt(x, y)− Pt(x, y′)| ≤
[
ρ(y, y′)√
t
]α
C1√
|B(x,√t)||B(y,√t)|
e−
c1ρ
2(x,y)
t (10)
One can easily prove (see [9]) that under the assumptions above, necessarily there exists positive constants
C1, C
′
1 such that
C′1
|B(x,√t)| ≤ Pt(x, x) ≤
C1
|B(x,√t)| (11)
Remark 2 Under mild additional conditions on the space M, see [22], Section 7.8, one can actually
prove that there exist C1, C2 > 0, c1, c2 > 0, α > 0, such that for all t ∈]0, 1[,
C2√
|B(x,√t)||B(y,√t)|
e−
c2ρ
2(x,y)
t ≤ Pt(x, y) ≤ C1√
|B(x,√t)||B(y,√t)|
e−
c1ρ
2(x,y)
t .
On the last display, one can actually see that the heat kernel has a behaviour of square-exponential type.
Furthermore, it is a positive definite kernel, see below.
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2.3 Spectral decomposition
The assumptions above have, as a consequence ([9], Proposition 3.20) that the spectral decomposition
of L is discrete: there exists a sequence 0 = λ0 < λ1 < λ2 < . . . of eigenvalues of L associated with finite
dimensional eigenspaces Hλk such that :
L
2 = ⊕kHλk .
Necessarily Hλk is a subset of C(M) the space of continuous functions on M. More precisely, the
projectors PHλk are kernel operators Pk(x, y) with the following description:
Pk(x, y) =
∑
1≤l≤dim(Hλk )
elk(x)e
l
k(y),
as soon as {elk, 1 ≤ l ≤ dim(Hλk)} is an orthonormal basis of Hλk . The Markov kernel Pt writes:
Pt(x, y) =
∑
k
e−tλkPk(x, y) (12)
Moreover, e−tL is a trace class operator. Using Mercer theorem, one can prove in addition that the
convergence in the series is uniform.
2.4 Smooth functional calculus and ‘sampling-father-wavelets’
More generally for any (very regular) Φ ∈ D(R) and 0 < δ ≤ 1, Φ(δ√L) is a kernel operator described
using the spectral decomposion, via the following formula:
Φ(δ
√
L)(x, y) =
∑
k
Φ(δ
√
λk)Pk(x, y) (13)
Our previous assumptions have the following consequences which will be important in the sequel, see [9]:
Localization: ([9], Section 3) There exists a constant C(Φ) such that
for all 0 < δ ≤ 1, ∀ x, y ∈ M, |Φ(δ
√
L)(x, y)| ≤ 1|B(x, δ)|
C(Φ)
(1 + ρ(x,y)δ )
D+1
. (14)
From (14) one can easily deduce the symmetrical bound |Φ(δ√L)(x, y)| ≤ 1√|B(x,δ)||B(y,δ)|
C(Φ)
(1+
ρ(x,y)
δ )
D+1
.
Father wavelet: ([9], Lemmas 5.2 and 5.4) There exist 0 < C0 < ∞, 0 < γ structural constants such
that for any 0 < δ ≤ 1 , for any Λγδ maximal γδ−net, there exists a family of functions : (Dδξ)ξ∈Λγδ
such that
|Dδξ(x)| ≤
1
|B(x, δ)|
C0
(1 + ρ(x,ξ)δ )
d+1
, ∀ x ∈ M (15)
and if we define the ‘low frequency’ functions
Σt =
⊕
λ≤√t
Hλ,
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we have the following wavelet-type representation:
∀ ϕ ∈ Σ1/δ, ϕ(x) =
∑
ξ∈Λγδ
ϕ(ξ)|B(ξ, δ)|Dδξ (x), (16)
∀ (αξ)ξ∈Λδ , ‖
∑
ξ∈Λδ
αξ|B(ξ, δ)|Dδξ (x)‖∞ . sup
ξ∈Λδ
|αξ| (17)
We see on the formulae (16) and (17) that the functions |B(ξ, δ)|Dδξ behave like father-wavelets, with
coefficients directly obtained by sampling. We will see in Appendix B that these functions play an
important role for instance to bound the entropy of various functional spaces.
In the same spirit, we can also define an analogue of the mother wavelet. Notice that this construction
will not appear explicitely in our Bayesian setting but will be used in the proof, see Section 9.3.2. Let
us fix Φ ∈ D(R), 0 ≤ Φ, 1 = Φ(x), for |x| ≤ 1/2, supp(Φ) ⊂ [−1, 1], and let us define also :
Ψ(x) = Φ(
x
2
)− Φ(x).
So
0 ≤ Ψ(x) ≤ 1, supp(Ψ) ⊂ {1
2
≤ |x| ≤ 2}; for all δ > 0, 1 ≡ Φ(δx) +
∑
j≥0
Ψ(2−jδx).
So
f = Φ(δ
√
L)f +
∑
j≥0
Ψ(2−jδ
√
L)f,
Φ(δ
√
L)f(x) =
∫
M
Φ(δ
√
L)(x, y)f(y)dµ(y); Ψ(δ2−j
√
L)f(x) =
∫
M
Ψ(δ2−j
√
L)(x, y)f(y)dµ(y)
Φ(δ
√
L)f ∈ Σ 1
δ
; Ψ(2−jδ
√
L)f ∈ Σ 2j+1
δ
∩ [Σ 2j+1
δ
]⊥
2.5 Examples.
Torus case. Let M = S1 be the torus equipped with the normalized Lebesgue measure. M is parame-
terised by [−π, π] with identification of π and −π. The spectral decomposition of the Laplacian operator
∆ gives rise to the classical Fourier basis, with
H0 = span{1}; Hk = span{eikx, e−ikx} = span{sinkx, cos kx}
Hence,
dim(H0) = 1; for all k > 1, dim(Hk) = 2 and Pk(x, y) = 2 cosk(x− y).
et∆(x, y) = 1 +
∑
k≥1
e−k
2t2 cosk(x− y) =
√
π
t
∑
l∈Z
e−
(x−y−2lpi)2
4t .
Clearly, for all t > 0, et∆(x, x) ≥ 1. It holds
for all 0 < t < 1, x, y ∈ [−π, π], C′ 1√
t
e−c
′ ρ(x,y)2
t ≤ et∆(x, y) ≤ C 1√
t
e−c
ρ(x,y)2
t .
Here we have, for any x, y in [−π, π],
ρ(x, y) = |x− y| ∧ (2π − |x− y|); for all 0 < r ≤ π, |B(x, r)| = r
π
.
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Jacobi case. Let us now take M = [−1, 1] equipped with the measure ω(x)dx with ω(x) = (1− x)α(1 +
x)β , α > −1, β > −1.
If σ(x) = (1− x)2, then τ := (σω)′ω is a polynomial of degree 1, we put :
−L(f) = DJ(f) = (σωf
′)′
ω
= σf ′′ + τf ′
The operator L is a nonnegative symmetric (in L2(ω(x)dx)) second order differential operator (here and
in the sequel, u′ denotes the derivative of u).
Using Gram Schmidt orthonormalisation (again, in L2(ω(x)dx)) of {xk, k ∈ N} we get a family of
orthonormal polynomials {πk, k ∈ N} called Jacobi polynomials, which coincides with the spectral
decomposition of DJ . It holds
DJπk = [k(k − 1)σ”
2
+ kτ ′]πk := λkπk = −k(k + 1 + α+ β))πk
Then, for any k ∈ N, Hλk = span{πk}, dim(Hλk) = 1 and
Pk(x, y) = πk(x)πk(y); λk = −k(k + α+ β + 1).
e−tL(x,y) = cα,β +
∑
k≥1
e−tk(k+1+α+β))πk(x)πk(y), c2α,β
∫
M
ω(x)dx = 1.
If
ρ(x, y) = | arccosx− arccos y| = arccos(xy +
√
1− x2
√
1− y2)
then
C′
1√
|B(x,√t)||B(y,√t)|
e−c
′ ρ2(x,y)
t ≤ e−tL(x,y) ≤ C 1√
|B(x,√t)||B(y,√t)|
e−c
ρ2(x,y)
t
But
for all x ∈ [−1, 1], 0 < r ≤ π, |B(x, r)| ∼ r((1 − x) ∨ r2)α+1/2((1 + x) ∨ r2)β+1/2.
Sphere case. Let now M = Sn−1 ⊂ Rn. The geodesic distance on Sn−1 is given by
ρ(x, y) = cos−1(〈x, y〉), 〈x, y〉 =
n∑
i=1
xiyi.
There is a natural measure σ on Sn−1 which is rotation invariant. There is a natural Laplacian on
Sn−1, ∆Sn−1 = ∆, which is a negative self-adjoint operator with the following spectral decomposition.
If Hk is the restriction to Sn−1 of polynomials of degree k which are homogeneous (i.e. P (x) =∑
|α|=k aαx
α, α = (α1, . . . , αn), |α| =
∑
αi, αi ∈ N) and harmonic (i.e. ∆P =
∑n
i=1
∂2P
∂x2i
= 0,) we
have,
P ∈ Hλk(Sn−1) =⇒ −∆Sn−1P = k(k + n− 2)P := λkP
Moreover dim(Hk(Sn−1)) = 2k+n−2n−2 Ckn+k−3 = Nk(n). The space Hk is called the space of spherical har-
monics of order k, (and with a slight abuse of notation Hk is our ’former’ Hλk). Moreover, if (Yki)1≤i≤Nk
is an orthonormal basis of Hk, the projector writes
Pk(x, y) =
∑
1≤i≤Nk
Yki(x)Yki(y).
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Actually :
(x, y) ∈ Sn−1 × Sn−1, Pk(x, y) = 1|Sn−1| (1 +
k
ν
)Gνk(〈x, y〉);
ν =
d
2
− 1; |Sn−1| = 2π
n/2
Γ (n/2)
,
and Gνk is the Gegenbauer polynomial of index ν and degree k, defined for instance by its generating
function :
(1− 2xt+ t2)−ν =
∑
k
Gνk(x)t
k.
Also, it holds
|B(x, r)| = |Sn−2|
∫ r
0
(sin t)n−2dt,
so at least for 0 ≤ r ≤ π/2
(
2
π
)n−2
|Sn−2|
n− 1 r
n−1 ≤ |B(x, r)| ≤ |S
n−2|
n− 1 r
n−1
and clearly
for all 0 ≤ r ≤ π = diam(Sn−1), c1rn−1 ≤ |B(x, r)| ≤ c2rn−1.
Now for all 0 ≤ t ≤ 1, it holds
C′
t(n−1)/2
e−c
′ ρ(x,y)2
t ≤ et∆(x, y) =
∑
k
e−tk(k+n−2)Pk(x, y) ≤ C
t(n−1)/2
e−c
ρ(x,y)2
t .
Ball case. Let M = Bd be the unit ball of Rn. Let us consider the measure :
W (x)dx, W (x) = (1 − ‖x‖2)µ−1/2, µ > 0.
Further define the operator
Lf(x) = ∆f(x) − x.∇(x.∇f(x)) − (2µ+ d− 1)x.∇f(x)
=
1
W (x)
div[(1 − ‖x‖2)W (x)∇f(x)] + 1
2
∑
i6=j
D2i,jf(x), with Di,jf(x) = (xj∂i − xi∂j)f(x).
One can verify that:∫
Bd
L(f)(x)f(x)W (x)dx = −
∫
Bd
(1 − ‖x‖2)|∇f |2(x)W (x)dx − 1
2
∑
i6=j
∫
Bd
[Di,jf ]
2(x)W (x)dx.
Let Πk(Bd) be the space of polynomials of degree at most k on the unit ball of Rd and define Vk(Bd) by
Πk(M) = Vk(Bd)
⊕
Πk−1(Bd); then
L
2(Bd) =
∞⊕
k=0
Vk(Bd).
The space Vk(Bd) is an eigenspace of L. More precisely,
f ∈ Vk(Bd)⇐⇒ L(f) = −k(k + d)f.
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The projector on Vk is given by the following formula (see [10], [23]), with λ = µ+ d−12 ,
Pn(x, y) = c(d, µ)
n+ λ
λ
∫ 1
−1
Gλn
(
〈x, y〉+ u
√
1− |x|2
√
1− |y|2
)
(1 − u2)µ−1du.
e−tL(x, y) =
∑
n≥0
etn(n+λ)Pn(x, y),
The natural associated metric is
ρM(x, y) = arccos(〈x, y〉+
√
1− ‖x‖2
√
1− ‖y‖2).
Moreover, it holds
|etL(x, y)| ≤ C(c) 1
rd(r +
√
1− ‖x‖2)µ(r +√1− ‖y‖2)µ e−c ρ
2
M(x,y)
t .
But
|B(x, r)| ∼ rd(r +
√
1− ‖x‖2)2µ ∼ rd(r2 + (1 − ‖x‖2))µ ∼ rd(r2 ∨ (1− ‖x‖2))µ.
Clearly,
|B(x, 2r)| ≤ 2δ|B(x, r)|, δ = d+ 2µ.
Compact Riemannian manifold, without boundary. LetM be a compact Riemannian manifold of dimen-
sion n. Associated to the Riemannian structure we have a measure dx, a metric ρ, and a Laplacian ∆.
One has : ∫
M
∆f(x)g(x)dx = −
∫
∇(f)(x).∇(g)(x)dx
So −∆ is a symmetric non negative operator. Now the associated semigroup et∆ is a positive kernel
operator verifying :
C′
1√
|B(x,√t)||B(y,√t)|
e−c
′ ρ2(x,y)
t ≤ et∆(x, y) ≤ C 1√
|B(x,√t)||B(y,√t)|
e−c
ρ2(x,y)
t
The main property is that, see the appendix in Section 10,
∃0 < c1 < c2 <∞, such that , for all r ≤ diam(M), c1rn ≤ |B(x, r)| ≤ c2rn
3 RKHS and heat kernel Gaussian process
It is well known that for any t > 0, Pt(x, y) is associated to a RKHS Ht and there is a Gaussian centered
process (W t(x))x∈M such that E(W t(x)W t(y)) = Pt(x, y) for any x, y in M. For instance, W t(x) can
be built in the following way :
W t(x) =
∑
i
Xiϕi(x),
where ϕi(·) is any orthonormal basis of Ht, and {Xi, i ∈ N} is a family of independent Gaussian
variables with mean 0 and variance 1. Also, Ht is the isometric image of L
2 by P
1/2
t = Pt/2. So the
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family {e−λkt/2elk, k ∈ N, 1 ≤ l ≤ dim(Hλk)} is a ‘natural’ orthonormal basis of Ht. Hence, we have the
following description of Wt:
W t(x) =
∑
k
∑
1≤l≤dimHk
e−λkt/2X lke
l
k(x),
where X lk is a family of independent Gaussian variables with variance 1.
The RKHS Ht has also the following description:
Ht = {ht =
∑
k
∑
1≤l≤dim(Hk)
alke
−λkt/2elk(x),
∑
k,l
|alk|2 < +∞},
equipped with the inner product
〈
∑
k
∑
1≤l≤dim(Hk)
alke
−λkt/2elk,
∑
k
∑
1≤l≤dim(Hk)
blke
−λkt/2elk〉Ht =
∑
k
∑
1≤l≤dim(Hk)
alkb
l
k.
Hence, if we denote by H1t the unit ball of Ht:
f ∈ H1t ⇐⇒ f =
∑
k
∑
1≤l≤dim(Hk)
alke
−λkt/2elk(x),
∑
k,l
|alk|2 ≤ 1.
3.1 Entropy of the RKHS
Let (X, ρ) be a metric space. For ε > 0, we define, as usual, the covering number N(ε,X) as the smallest
number of balls of radius ε covering X . The entropy H(ε,X) is by definition H(ε,X) = log2N(ε,X).
An important result of this section is the link between the covering number N(ε,M, ρ) of the space
M, and H(ε,H1t ,Lp) for p = 2, ∞ where H1t is the unit ball of the RKHS defined in the subsection
above. More precisely we prove in appendix B, the following theorem:
Theorem 1 Let us fix µ > 0, a > 0. There exists ε0 > 0 such that for ε, t with ε
µ ≤ at and 0 < ε ≤ ε0,
H(ε,H1t ,L
2) ∼ H(ε,H1t ,L∞) ∼ N(δ(t, ε),M). log
1
ε
where
1
δ(t, ε)
:=
√
1
t
log(
1
ε
).
Remark 3 Theorem 1 gives the precise behaviour up to constants, from above and below, of the entropy
of the RKHS unit ball H1t . The constants involved depend only on M, a, µ. The mild restriction on the
range of t arises from technical reasons in the proof of the upper-bound. As an examination of the proof
reveals, this restriction is not needed in the proof of the lower bound.
3.2 Uniform polynomial control for the measures of the balls
In Appendix B, the general case is considered, but for sake of simplicity, in the sequel, we will concentrate
on the following case where the entropy of M has an exact polynomial control.
As a matter of fact, in number of examples, for instance for compact Riemannian manifolds without
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boundary, see Appendix C, the bounds in (4) are the same and we have the following uniform polynomial
control (Ahlfors condition, see for instance [17]). There exist c1 >, c2 > 0, d > 0 such that
for all x ∈M, for all 0 < r ≤ 1, c1rd ≤ |B(x, r)| ≤ c2rd (18)
Necessarily, d ≤ D since using (3), we have |B(x, r)| ≥ (r/2)D.
In this case, Theorem 1 takes the following form.
Proposition 1 In the case (18), we have
1
c2
(
1
ε
)d ≤ N(ε,M) ≤ card(Λε) ≤ 2
d
c1
(
1
ε
)d (19)
H(ε,H1t ,L
2) ∼ H(ε,H1t ,L∞) ∼ (
1
δ(t, ε)
)d log
1
ε
. (20)
For all 0 < ε ≤ ε0; if we suppose that for some µ > 0, a > 0, εµ ≤ at.
Indeed, let (B(xi, ε))i∈I be a minimal covering of M; we have
1 = |M| ≤
∑
i∈I
|B(xi, ε)| ≤ N(ε,M)c2εd.
Now if Λε is any maximal ε−net, we have:
1 = |M| ≥
∑
ξ∈Λε
|B(ξ, ε/2)| ≥ card(Λε)c1(ε/2)d.
4 Geometrical Prior: concentration function
For the Bayesian results in the next four sections, it is assumed that the compact metric space (M, ρ)
is as in Section 2.1, that the polynomial estimate (18) for volume of balls holds and that there exists a
heat-kernel operator with the properties listed in Section 2.2.
4.1 Prior, definition
We consider a prior on functions constructed hierarchically as follows. First draw a positive random
variable T according to a density g on (0, 1]. Suppose that (18) holds and assume there exists a real
a > 1 and positive constants c1, c2, q such that, with d defined in (18),
c1t
−ae−t
−d/2 logq(1/t) ≤ g(t) ≤ c2t−ae−t−d/2 logq(1/t), t ∈ (0, 1]. (21)
We show below that the choice q = 1 + d/2 leads to sharp rates. The choice of this particular form for
the prior on t is related to the form taken by the entropy of H1t . For more discussion on this, see Section
7. Also, note that we do not consider large values of t. This correspond to the fact that the trajectories
of the processW t are already very smooth (in fact, infinitely differentiable almost surely). So, to capture
rates of convergence for typical smoothness levels such as Sobolev or Besov indexes, we only need to
make the paths ‘rougher’, which corresponds to t small.
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Given T = t, generate a collection of independent standard normal variables {X lk} with indexes
k ≥ 0, 1 ≤ l ≤ dim(Hλk) and set, for x in M,
W t(x) =
∑
k
∑
1≤l≤dimHk
e−λkt/2X lke
l
k(x). (22)
In the following the notation W t refers to the Gaussian prior (22) for a fixed value of t in (0, 1]. One can
check that W t defines a Gaussian variable in various separable Banach spaces B, see [30] for definitions.
More precisely, we focus on the cases B = (C0(M), ‖ · ‖∞) and B = (L2(M, µ), ‖ · ‖2). To do so, apply
Theorem 4.2 in [30], where almost sure convergence of the series (22) in B follows from the properties of
the Markov kernel (12).
The full (non-Gaussian) prior we consider is WT , where T is random with density g given by (21).
Hence, this construction leads to a prior Πw, which is the probability measure induced by
WT (x) =
∑
k
∑
1≤l≤dimHk
e−λkT/2X lke
l
k(x). (23)
4.2 Approximation and small ball probabilities
The so-called concentration function of a Gaussian process defined below turns out to be fundamental to
prove sharp concentration of the posterior measure. For this reason we focus now on the detailed study
of this function for the geometrical prior.
In this paper, the notation (B, ‖ · ‖B) is used for anyone of the two spaces
(B, ‖ · ‖B) = (C0(M), ‖ · ‖∞) or (B, ‖ · ‖B) = (L2, ‖ · ‖2).
Any property stated below with a ‖ · ‖B-norm holds for both spaces.
Concentration function. Consider the Gaussian process (22) W t, for a fixed t ∈ (0, 1]. Its concentration
function within B is defined, for any function w0 in B, as the sum of two terms
ϕtw0(ε) = infht∈Ht, ‖w0−ht‖B<ε
‖ht‖2Ht
2
− logP(‖W t‖B < ε)
:= Atw0(ε) + S
t(ε).
Notice that the approximation term quantifies how well w0 is approximable by elements of the RKHS
Ht of the prior while keeping the ‘complexity’ of those elements, quantified in terms of RKHS-norm, as
small as possible. The term Atw0(ε) is finite for all ε > 0 if and only if w0 lies in the closure in B of Ht
(which can be checked to coincide with the support of the Gaussian prior, see [30], Lemma 5.1.) It turns
out that for the prior W t this closure is B itself, as quite directly follows from the approximation results
below.
In order to have a precise calibration of Atw0(ε), we will assume regularity conditions on the function
w0, which in turn will yield the rate of concentration. Namely we shall assume that w0 belongs to a
regularity class Fs(M), s > 0 taken equal to a Besov space
Fs(M) = Bs∞,∞(M) if B = C0(M) (resp. Bs2,∞(M) if B = L2).
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The problem of the regularity assumption in a context like here is not a simple one. We took here
a natural generalization of the definition of usual spaces on the real line, by means of approximation
property. For more details we refer to Appendix A. It holds if Φ is a Littlewood-Paley function (i.e.
verifies the conditions (47) of Appendix A) and w0 ∈ Fs(M),
‖Φ(δ
√
L)w0 − w0‖B ≤ Cδs =: ε.
Approximation term Atw0(ε)-regularity assumption on M. For any w0 in the Banach space B, consider
the sequence of approximations, for δ → 0 and L defined above, using (13), with a function Φ having
support in [0, 1],
Φ(δ
√
L)w0 =
∑
λk≤δ−2
Φ(δ
√
λk)PHλkw0,
where PHλk is the projector onto the linear space spanned by the kth-eigenspace Hλk defined above. For
any δ > 0, the sum in the last display is finite thus Φ(δ
√
L)w0 belongs to Ht.
On the other hand, making use of the previous choice δs =: ε,
‖Φ(δ
√
L)w0‖2Ht =
∑
λk≤δ−2
|Φ(δ
√
λk)|2eλkt‖PHλkw0‖22
≤ C
∑
λk≤δ−2
eλkt‖PHλkw0‖22
≤ Cetε−2/s‖w0‖22.
Note that ‖w0‖2 ≤ 1 if we suppose that w0 is in the unit ball of Fs(M) (since necessarily ‖w0‖B is
bounded by 1 and, for the case of the infinity norm, since M is compact with µ-measure 1). Hence, we
proved
Atw0(ε) ≤ Cetε
−2/s
, if w0 ∈ Fs(M). (24)
Note that this is precisely the place where the regularity of the function plays a role.
Small ball probability St(ε). Let us show in successive steps that the following upper-bound on the small
ball probability of the Gaussian process W t viewed as a random element in B holds.
Proposition 2 Fix A > 0. There exists a universal constant ε0 > 0, and constants C0, C1 > 0 which
depend on d,A,B only, such that, for any ε ≤ ε0 and any t ∈ [C1εA, 1],
− logP (‖W t‖B ≤ ε) ≤ C0( 1√
t
)d (
log
1
ε
)1+ d2
. (25)
The steps follow the method proposed by [31]. The starting point is a bound on the entropy of the
unit ball H1t of Ht with respect to the sup-norm, which is a direct consequence of (20) and is summarized
by the following:
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There exists a universal constant ε1 > 0, and constants C2, C3 > 0 which depend on d,A only, such
that, for any ε ≤ ε1 and any t ∈ [C2εA, 1],
logN(ε,H1t , ‖ · ‖B) ≤ C3
(
1√
t
)d(
log
1
ε
)1+ d2
. (26)
Step 1, crude bound. Let ut be the mapping canonically associated to W
t considered in [20] and,
as in this article, set
en(ut) := inf {η > 0, N(η,H1t , ‖ · ‖B) ≤ 2n−1}
≤ inf{0 < η < t, logN(η,H1t , ‖ · ‖B) ≤ (n− 1) log 2}.
By definition, the previous quantity is smaller than the solution of the following equation in η, where we
use the bound (26),
Ct−
d
2 log1+
d
2
1
η
= n
that is η = exp{−Cn 22+d t d2+d }. Thus
en(ut) ≤ exp{−Cn 22+d t d2+d }, n ≥ 1.
The first equation of [28], page 300 can be written
sup
k≤n
kαek(u
∗
t ) ≤ 32 sup
k≤n
kαek(ut).
We have, for any k ≥ 1 and any m ≥ 1,
k2mek(ut) ≤ k2m exp{−Ck 22+d t d2+d }
≤ t−md(k2td)m exp{−C(k2td) 12+d }
≤ t−mdVm(k2td),
where Vm : x → xme−Cx
1
2+d
is uniformly bounded on (0,+∞) by a finite constant cm (we omit the
dependence in d in the notation). It follows that for any n ≥ 1,
n2men(u
∗
t ) ≤ sup
k≤n
k2mek(u
∗
t )
≤ 32 sup
k≤n
k2mek(ut)
≤ 32cmt−md.
We have obtained ek(ut) ≤ 32cmt−mdk−2m for any k ≥ 1. Lemma 2.1 in [20], itself cited from [24], can
be written as follows. If ℓn(ut) denotes the n-th approximation number of ut as defined in [20] p. 1562,
ℓn(ut) ≤ c1
∑
k≥c2n
ek(u
∗
t )k
−1/2(1 + log k).
From the bound on ek(u
∗
t ) above one deduces, for some constant c
′
m depending only on m, for any n ≥ 1,
ℓn(ut) ≤ c′mt−dn1−2m.
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Consider the definitions, for any ε > 0 and t > 0,
nt(ε) := max{n : 4ℓn(ut) ≥ ε}, σ(W t) = E
[‖W t‖]1/2 .
A sufficient condition for nt(ε) to exist is 4σ(W
t) ≥ ε, since ℓn(ut) ≤ ℓ1(ut) = σ(W t). So, provided
ε ≤ 4σ(W t), the bound on ℓn implies nt(ε) ≤ Cm(ε−1t−d)1/(2m−1).
The following result makes Proposition 2.3 in [20] precise with respect to constants involving the
process under consideration. This is important in our context since we consider a collection of processes
{Wt} indexed by t and need to keep track of the dependence in t.
Proposition 3 Let X be centered Gaussian in a real separable Banach space (E, ‖ · ‖). Define n(ε) and
σ(X) as above. Then for a universal constant C4 > 0, any ε ≤ 1 ∧ (4σ(X)),
− logP [‖X‖ < ε] ≤ C4n(ε) log
[
6n(ε)(σ(X) ∨ 1)
ε
]
.
Explicit upper and lower bounds for σ(W t) are given in Appendix B, see (58)-(59). In the ‘polynomial
case’, see (18), these bounds imply, uniformly in the interval of t’s considered, that 1 . σ(W t) . ε−B
for some B > 0,
Combining this fact with Proposition 3 and the previous bound on nt, we obtain that for some positive
constants C7, ε3, ζ, for any ε ≤ ε3 and t ∈ [C2εA, 1]
St(ε) = − logP (‖|W t‖B ≤ ε) ≤ C7ε−ζ . (27)
Step 2, general link between entropy and small ball. According to Lemma 1 in [18], we have,
if G is the distribution function of the standard Gaussian distribution (see their formula (3.19), or (3.2)),
St(2ε) + logG(λ+G−1(e−S
t(ε))) ≤ logN
( ε
λ
,H1t , ‖ · ‖B
)
.
Lemma 4.10 in [31] implies, for every x > 0,
G(
√
2x+G−1(e−x)) ≥ 1/2.
Take λ =
√
2St(ε) in the previous display. Then for values of t, ε such that (26) holds,
St(2ε) + log
1
2
≤ C
(
1√
t
)d(
log
St(ε)
ε
)1+ d2
.
Finally combine this with (27) to obtain the desired Equation (25) that is
St(ε) ≤ C
(
1√
t
)d (
log
1
ε
)1+ d2
.
under the conditions ε ≤ ε3 and C2εA ≤ t ≤ 1.
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5 General conditions for posterior rates
A general theory to obtain convergence rates for posterior distributions relative to some distances is
presented in [12] and [14]. The object of interest is a function f0 (e.g. a regression function, a density
function etc.). In some cases, for instance density estimation with Gaussian priors, one cannot directly
put the prior on the density itself (a Gaussian prior does not lead to positive paths). This is why we will
parametrize the considered statistical problem with the help of a function w0 in some separable Banach
space (B, ‖ · ‖B) of functions defined over (M, ρ). In some cases (e.g. regression) w0 and f0 coincide, in
others not (e.g. density estimation), see examples below. As before, B is either C0(M) or L2.
In this Section we check that there exist Borel measurable subsets Bn in (B, ‖ · ‖B) such that, for some
vanishing sequences εn and ε¯n, some C > 0 and n large enough,
P(‖WT − w0‖B ≤ εn) ≥ e−Cnε2n (28)
P(WT /∈ Bn) ≤ e−(C+4)nε2n (29)
logN(ε¯n, Bn, ‖ · ‖B) ≤ nε¯2n (30)
In Section 6, we show how this quite directly implies posterior concentration results. In [31], the authors
also follow this approach. One advantage of the prior considered here is that, contrary to [31], the RKHS
unit balls are precisely nested as the time parameter t varies, see (33). This leads to slightly simplified
proofs.
Prior mass. For any fixed function w0 in B and any ε > 0, by conditioning on the value taken by the
random variable T ,
P(‖WT − w0‖B < 2ε) =
∫ 1
0
P(‖W t − w0‖B < 2ε)g(t)dt.
The following inequality links mass of Banach-space balls for Gaussian priors with their concentration
function in B, see [30], Lemma 5.3,
e−ϕ
t
w0
(ε) ≤ P(‖W t − w0‖B < 2ε) ≤ e−ϕ
t
w0
(2ε),
for any w0 in the support of W
t. We have seen above that any f0 in F
s(M) belongs to the support of
the prior. It is not hard to adapt the argument to check that in fact any f0 in B can be approximated
in B by a sequence of elements in the RKHS Ht and thus belongs to the support in B of the prior by
Lemma 5.1 in [30]. Then
P(‖WT − w0‖B < 2ε) ≥
∫ 1
0
e−ϕ
t
w0
(ε)g(t)dt
≥
∫ 2t∗ε
t∗ε
e−ϕ
t
w0
(ε)g(t)dt,
for some t∗ε to be chosen.
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The concentration function is bounded from above, under the conditions ε ≤ ε3 and t in [C2εA, 1],
by
ϕtw0(ε) ≤ C
[
eε
−2/st +
(
1√
t
)d (
log
1
ε
)1+ d2 ]
Set t∗ε = δε
2
s log 1ε with δ small enough to be chosen. This is compatible with the above conditions
provided A > 2/s. Then for ε small enough and any t ∈ [t∗ε , 2t∗ε],
ϕtw0(ε) ≤ C
[
ε−2δ + δ−dε−
d
s
(
log
1
ε
)]
.
Set δ = d/(4s). One obtains, for any t ∈ [t∗ε, 2t∗ε],
ϕtw0(ε) ≤ Cdε−
d
s
(
log
1
ε
)
.
Inserting this estimate in the previous bound on the prior mass, one gets, together with (21), for ε small
enough and q ≤ 1 + d/2,
P(‖WT − w0‖B < 2ε) ≥ t∗εe−Cε
−d
s (log 1ε )
[
inf
t∈[t∗ε ,2t∗ε ]
g(t)
]
≥ Ct∗ε1−ae−t
∗
ε
− d
2
(
log 1
t∗ε
)q−Cε− ds (log 1ε )
≥ Cε2(1−a)/s(log 1
ε
)1−ae−Cε
− d
s (log 1ε )
q− d
2−Cε− ds (log 1ε )
≥ Ce−C′ε−
d
s (log 1ε ). (31)
Condition (28) is satisfied for the choice
εn ∼
(
n
logn
)− s2s+d
. (32)
Sieve. The idea is to build sieves using Borell’s inequality. Recall here that H1r is the unit ball of the
RKHS of the centered Gaussian process W r, viewed as a process on the Banach space B. The notation
B1 (as well as H
1
r) stands for the unit ball of the associated space.
First, notice that from the explicit form of the RKHS of W t, we have
If t2 ≥ t1, then H1t1 ⊂ H1t2 . (33)
Let us set for M =Mn, ε = εn and r > 0 to be chosen later,
Bn =MH
1
r + εB1,
Consider the case t ≥ r, then using (33)
P(W t /∈ Bn) = P(W t /∈MH1r + εB1)
≤ P(W t /∈MH1t + εB1)
≤ 1−G(G−1(e−St(ε)) +M). (34)
where the last line follows from Borell’s inequality.
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Choices of ε, r and M . Let us set ε = εn given by (32) and
r−
d
2 ∼ nε
2
n
(logn)1+
d
2
and M2 ∼ nε2n. (35)
First, one checks that r belongs to [C2ε
A, 1]. This is clear from the definition since we have assumed
A > 2/s. Then any t ∈ [r, 1] also belongs to [C2εA, 1] so we can use the entropy bound and write
St(ε) ≤ Ct− d2
(
log
1
εn
)1+ d2
≤ Cr− d2
(
log
1
εn
)1+ d2
=: S∗n.
Now the bounds −√2 log(1/u) ≤ G−1(u) ≤ − 12√log(1/u) valid for u ∈ (0, 1/4) imply that
1−G(G−1(e−St(ε)) +M) ≤ 1−G(G−1(e−S∗n) +M) ≤ e−M2/8,
as soon as M ≥ 4√S∗n and e−S∗n < 1/4.
To check e−S
∗
n < 1/4 note that S∗n ≥ Sr(ε) which can be further bounded from below using Equation
(3.1) in [18] which leads to, for any ε, λ > 0,
Sr(ε) ≥ H(2ε, λH1r)−
λ2
2
≥ Cr− d2 (log λ
ε
)1+
d
2 − λ
2
2
.
Here we have used the bound from below of the entropy see (20). Then take λ = 1 to obtain S∗n(ε) ≥ log(4)
for ε small enough.
The first inequality M ≥ 4√S∗n is satisfied if
M2 ≥ 16r− d2
(
log
1
εn
)1+ d2
,
and this holds for the choices of r and M given by (35). Hence for large enough n,
P(W t /∈ Bn) ≤ e−M2/8
≤ e−Cnε2n .
Then we can write, if q ≥ 1 + d/2,
P(WT /∈ Bn) =
∫ 1
0
P(W t /∈ Bn)g(t)dt
≤ P(T < r) +
∫ 1
r
P(W t /∈ Bn)g(t)dt
≤ Cr−ce−C′r−d/2 logq( 1r ) + e−M2/8
≤ e−Cnε2n .
Entropy. It is enough to bound from above
logN(2εn,MH
1
r + εnB1, ‖ · ‖B) ≤ logN(εn,MH1r, ‖ · ‖B)
≤ r−d/2
(
log
M
εn
)1+ d2
≤ Cnε2n,
where we have used (26) to obtain the one but last inequality.
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6 Posterior rate, main results
In the next paragraphs, we recall the definition of the Bayes posterior measure, in a dominated setting
where the posterior is given by Bayes’ formula, and state a general rate-Theorem. We then prove the
announced results in the three considered statistical settings. We study the convergence of the posterior
measure in a frequentist sense in that we suppose that there exists a ‘true’ parameter, here an unknown
function, denoted f0. That is, we consider convergence under the law of the data under f0, and denote
the corresponding distribution P
(n)
f0
. The expectation under this distribution is denoted Ef0 .
For any densities p, q with respect to a measure µ, denote
K(p, q) =
∫
p log
p
q
dµ, V (p, q) =
∫
p log2
p
q
dµ.
6.1 Bayesian framework and general result
Let F be a metric space equipped with a σ-field T .
Data. Consider a sequence of statistical experiments (Xn,An, {P (n)f }f∈F ) indexed by the space F .
We assume that there exists a common (σ-finite) dominating measure µ(n) to all probability measures
{P (n)f }f∈F , that is
dP
(n)
f (x
(n)) = pf(x
(n))dµ(n)(x(n)).
We also assume that the map (x(n), f) → pf (x(n)) is jointly measurable relative to An ⊗ T . Prior. We
equip the space (F , T ) of a probability measure Π that is called prior. Then the space Xn ×F can be
naturally equipped of the σ-field An ⊗ T and of the probability measure
P (An × T ) =
∫ ∫
An×T
p
(n)
f (x
(n))dµ(n)(x(n))dΠ(f).
The marginal in f of this measure is the prior Π . The law X | f is P (n)f .
Bayes formula. Under the preceding framework, the conditional distribution of f given the data X(n) is
absolutely continuous with respect to Π and is given by, for any measurable set T ∈ T ,
Π(T |X(n)) =
∫
T pf (X
(n))dΠ(f)∫
pf (X(n))dΠ(f)
.
Let εn → 0 be a rate of convergence such that nε2n → +∞. Define a Kullback-Leibler neighborhood
of the element f0 in F by
BKL(f0, εn) =
{
K(p
(n)
f0
, p
(n)
f ) ≤ nε2n, V (p(n)f0 , p
(n)
f ) ≤ nε2n
}
Next we state a general result which gives sufficient conditions for the convergence of the posterior
measure. It is a slight variation on Theorem 1 in [14]. A first key ingredient is the existence of a distance
dn enabling testing on the set of objects f of interest. Suppose that for some (semi-)distance dn on F ,
there exist K > 0, ξ > 0, such that for any ε > 0 and any f1 ∈ F with dn(f0, f1) ≥ ε,
P
(n)
f0
ψn ≤ e−Knε2 (36)
sup
f : dn(f,f1)≤ξε
P
(n)
f (1− ψn) . e−Knε
2
. (37)
19
Theorem 2 (Thm. 1 in [14]) Suppose there exists tests ψn as in (36)-(37), measurable sets Fn and
C, d > 0, such that, for some εn → 0, ε¯n → 0 and nε2n → +∞, nε¯2n → +∞,
(N) logN(ε¯n,Fn, dn) ≤ dnε¯2n
(S) Π(F\Fn) ≤ e−(C+4)nε2n
(P) Π(BKL(f0, dεn)) ≥ e−Cnε2n
Set ε∗n = εn ∨ ε¯n. Then for large enough M > 0, as n→ +∞,
Ef0Π(f : dn(f, f0) ≤Mε∗n|X(n))→ 1.
6.2 Applications
Let us recall that we assume that the compact metric space M satisfies the conditions of Section 2
together with the polynomial-type growth (18) of volume of balls.
Application, Gaussian white noise. One observes
dX(n)(x) = f(x)dx+
1√
n
dZ(x), x ∈M. (38)
In this case we set (B, ‖ · ‖) = (L2, ‖ · ‖2). The prior WT , see (23), here serves directly as a prior on f
(so w = f here).
Here the testing distance is simply dn = ‖ · ‖2 the L2-norm in L2. Consider the test
ϕn = 1{2 ∫M{f1(x)−f0(x)}dX(n)(x)>‖f1‖2−‖f0‖2}.
Then (36)-(37) follow from simple computations. Also, one can check using Girsanov’s formula that for
model (38), the neighborhood BKL(f0, εn) coincides with an L
2-ball of the same radius. Recall that the
definition of Besov spaces is given in Appendix A.
Theorem 3 (Gaussian white noise on (M, ρ)) Let us suppose that f0 is in Bs2,∞(M) with s > 0
and that the prior on f is WT given by (23). Let q = 1 + d/2 in (21). Set εn ∼ ε¯n ∼ (logn/n)2s/(2s+d).
Then Equations (28), (29) and (30) are satisfied with the choice (B, ‖ · ‖B) = (L2, ‖ · ‖2). For M large
enough, as n→ +∞,
Ef0Π(‖f − f0‖2 ≥Mεn | X(n))→ 0.
Application, Fixed design regression. The observations are
Yi = f(xi) + εi, 1 ≤ i ≤ n. (39)
The design points {xi} are fixed on M and the variables {εi} are assumed to be i.i.d. standard normal.
The prior WT , see (23), here serves directly as a prior on f (so w = f here).
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Let us introduce the following semi-distance dn. For f1, f2 in F , let us set
dn(f1, f2)
2 =
∫
(f1 − f2)2dPtn =
1
n
n∑
i=1
(f1 − f2)2(xi). (40)
Let ϕn be the likelihood ratio-type test defined by
ϕn = 1{ 2n
∑
n
i=1(f1−f0)(xi)Yi> 1n
∑
n
i=1(f
2
1−f20 )(xi)}.
This test satisfies,
P
(n)
f0
ϕn ≤ G(−
√
n
2
dn(η0, η1)),
sup
f∈F , dn(f,f1)<dn(f0,f1)/4
P
(n)
f (1 − ϕn) ≤ G(−
√
n
4
dn(η0, η1)).
Also, simple calculations show that for model (38), the neighborhood BKL(f0, εn) coincides with an
L2(Ptn)-ball of the same radius, which itself contains a sup-norm ball of that radius.
Theorem 4 (Fixed design regression on (M, ρ)) Let us suppose that f0 is in Bs∞,∞(M), with s > 0,
and that the prior on f is WT given by (23). Let q = 1 + d/2 in (21). Set εn ∼ ε¯n ∼ (logn/n)2s/(2s+d).
Then Equations (28), (29) and (30) are satisfied with (B, ‖ · ‖B) = (C0(M), ‖ · ‖∞). For M large enough,
as n→ +∞,
Ef0Π(dn(f, f0) ≥Mε∗n | X(n))→ 0.
Application, Density estimation. The observations are a sample
(Xi)1≤i≤n i.i.d. ∼ f, (41)
for a density f on M. The true density f0 is assumed to be continuous and bounded away from 0 and
infinity on M. In order to build a prior on densities, we consider the transformation, for any given
continuous function w :M→ R,
fΛw (x) :=
Λ(w(x))∫
M Λ(w(u))dµ(u)
, x ∈ M,
where Λ : R → (0,+∞) is such that logΛ is Lipschitz on R and has an inverse Λ−1 : (0,+∞) → R.
For instance, one can take the exponential function as Λ. Here, the function w0 is taken to be w0 :=
Λ−1f0. The prior WT , see (23), here serves as a prior on w’s, which induces a prior on densities via
the transformation fΛw . That is, the final prior Π on densities we consider is f
Λ
WT . In this case we set
(B, ‖ · ‖) = (C0(M), ‖ · ‖∞), the Banach space in which the function w and the prior live.
– Testing distance. It is known from [3] and [19] that for any two convex sets P0 and P1 of probability
measures, there exist tests ϕn such that, with h the Hellinger distance,
sup
P∈P0
Pnϕn ≤ exp(n log{1− 1
2
h2(P0,P1)}) (42)
sup
P∈P1
Pn(1− ϕn) ≤ exp(n log{1− 1
2
h2(P0,P1)}) (43)
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where h(P0,P1) is the infimum of h(P0, P1) over P0 ∈ P0 and P1 ∈ P1. So, setting dn = h, with the
help of the inequality log(1 − x) ≤ −x, we get that (36)-(37) hold.
– The following is a slight extension of [31], Lemma 3.1
Lemma 1 For any measurable functions v, w, and a positive function Λ on R such that logΛ is a
L-Lipschitz function on R, there exists a universal constant C such that
h2(fΛv , f
Λ
w ) ≤ L‖v − w‖∞e‖v−w‖∞/2
K(fΛv , f
Λ
w ) ≤ CL‖v − w‖∞e‖v−w‖∞/2(1 + 2L‖v − w‖∞)
V (fΛv , f
Λ
w ) ≤ CL‖v − w‖∞e‖v−w‖∞/2(1 + 2L‖v − w‖∞)2.
With this lemma we see that properties (30)-(29)-(28) automatically translate up to multiplicative
constants into properties (N), (S), (P) where dn is Hellinger’s distance.
Proof The Hellinger distance between fΛv and f
Λ
w can be written
h(fΛv , f
Λ
w ) = ‖
√
Λ(v)
‖√Λ(v)‖2 −
√
Λ(w)
‖√Λ(w)‖2 ‖2 ≤ 2‖
√
Λ(v)−√Λ(w)‖2
‖√Λ(w)‖2 .
The inequality ex ≤ 1 + xex for x ≥ 0 implies√
Λ(v)−
√
Λ(w) =
√
Λ(w)
[
e(logΛ(v)−logΛ(w))/2 − 1
]
≤
√
Λ(w)
[
eL‖v−w‖∞/2 − 1
]
≤ L
2
√
Λ(w)‖v − w‖∞e‖v−w‖∞/2.
This leads to the first inequality. By Lemma 8 in [13], for any densities p, q
K(p, q) . h(p, q)
(
1 + log ‖p
q
‖∞
)
, V (p, q) . h(p, q)
(
1 + log ‖p
q
‖∞
)2
.
Since logΛ is L-Lipschitz, we have that
e−L‖v−w‖∞
∫
Λ(w)dµ ≤
∫
Λ(v)dµ ≤ eL‖v−w‖∞
∫
Λ(w)dµ.
Inserting this into the following chain of inequalities,
log ‖f
Λ
v
fΛw
‖∞ ≤ ‖ log f
Λ
v
fΛw
‖∞
≤ ‖Λ(v)− Λ(w)− log
∫
Λ(v)dµ∫
Λ(w)dµ
‖∞
≤ 2L‖v − w‖∞.
This proves the Lemma. ⊓⊔
Theorem 5 (Density estimation on (M, ρ)) Suppose the true density f0 is a continuous function
bounded away from 0 and +∞ over M. Let the prior Π be the law on densities induced by fΛWT , with WT
defined by (23). Let q = 1 + d/2 in (21) and Λ be a positive invertible function with logΛ Lipschitz on
R. Let us suppose that Λ−1f0 is in Bs∞,∞(M), s > 0. Set εn ∼ ε¯n ∼ (logn/n)s/(2s+d). Then Equations
(28), (29) and (30) are satisfied with (B, ‖ · ‖B) = (C0(M), ‖ · ‖∞). For M large enough, as n→ +∞,
Ef0Π(h(f, f0) ≥Mε∗n | X(n))→ 0.
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Proofs. The proofs of Theorems 3 and 4 directly follow from the results in Section 5. Indeed, for the
white noise case, apply Theorem 2 with F = L2, dn = ‖ · ‖2, Fn the set Bn defined in Section 5 and
f0 = w0 ∈ Bs2,∞. The regression case is similar with F = C0(M) equipped with the sup-norm and
f0 = w0 ∈ Bs∞,∞.
In the density case, the key property is the following inclusion, for some c > 0 and any small enough
ε > 0 (recall that w0 = Λ
−1f0 so that f0 = fΛw0)
{fΛw : ‖w − w0‖B ≤ ε} ⊂ {f : dn(f, f0) ≤ cε} ∩BKL(f0, cε). (44)
This means that the testing distance dn on densities and the KL-divergence properly relate to the Banach
space distance ‖ · ‖B on the set of w’s. Now the inclusion property (44) is clear in view of the definition
of BKL and Lemma 1. Therefore, the inequalities (28)-(29)-(30) of Section 5 related to functions w
automatically translate into the properties (N), (S), (P) for functions f needed for Theorem 2. The
remainder of the proof is as for the white noise and regression case. ⊓⊔
In the case that M is a compact connected orientable manifold without boundary, minimax rates of
convergence have been obtained in [11], where Sobolev balls of smoothness index s are considered and
data are generated from a regression setting. In particular, in this framework, our procedure is adaptive
in the minimax sense for Besov regularities, up to a logarithmic factor.
We have obtained convergence rates for the posterior distribution associated to the geometrical prior
in a variety of statistical frameworks. Obtaining these rates does not presuppose any a priori knowledge
of the regularity of the function f0. Therefore our procedure is not only nearly minimax, but also nearly
adaptive.
Note also that another attractive property of the method is that it does not assume a priori any
(upper or lower) bound on the regularity index s > 0. This is related to the fact that approximation is
via the spaces Ht, which are made of (super)-smooth functions.
7 Lower bound for the rate
Works obtaining (nearly-)adaptive rates of convergence for posterior distributions are relatively recent
and so far were obtained for density or regression on subsets of the real line or the Euclidian space. Often,
logarithmic factors are reported in the (upper-bound) rates, but it is unclear whether the rate must
include such a logarithmic term. We aim at giving an answer to this question in our setting by providing
a lower bound for the rate of convergence of our general procedure. This lower bound implies that the
rates obtained in Section 6 are, in fact, sharp. One can conjecture that the same phenomenon appears
for hierarchical Bayesian procedures with randomly rescaled Gaussian priors when the initial Gaussian
prior has a RKHS which is made of super-smooth functions (e.g. infinitely differentiable functions), for
instance the priors considered in [31], [25].
For simplicity we consider the Gaussian white noise model
dX(n)(x) = f(x)dx+
1√
n
dZ(x), x ∈M.
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We set (B, ‖ · ‖) = (L2(M), ‖ · ‖2). As before, for this model the prior sits on the same space as the
function f to be estimated, so w = f .
Theorem 6 (Gaussian white noise on (M, ρ), lower bound) Let εn = (logn/n)s/(2d+s) for s > 0
and let the prior on f be the law induced by WT , see (23), with q > 0 in (21). Then there exist f0 in the
unit ball of Bs2,∞(M) and a constant c > 0 such that
Ef0Π(‖f − f0‖2 ≤ c(log n)0∨(q−1−
d
2 )εn | X(n))→ 0.
As a consequence, for any prior of the type (23) with any q > 0 in (21), the posterior convergence
rate cannot be faster than εn above. If q is larger than 1 + d/2, the rate becomes even slower than εn.
Remark 4 More generally, an adaptation of the proof of Theorem 6 yields that, for any ‘reasonable’
prior on T , in that, for εn ∼ (log n/n)s/(2d+s), it holds
Π [‖f − f0‖2 ≤ εn] ≥ e−Cnε2n ,
then Π [‖f − f0‖2 ≤ cεn|X ] → 0 for small enough c > 0. This condition is the standard ‘prior mass’
condition in checking upper-bound rates, see (28). Note that the previous display is automatically implied
if the prior satisfies Π [‖f − f0‖2 ≤ ε∗n] ≥ e−Cnε
∗
n
2
for ε∗n = n
−s/(2d+s), or more generally for any rate at
least as fast as εn. For instance, this can be used to check that taking a uniform prior on (0, 1) as law
for T leads to the same lower bound rate.
Proof We use a general approach to prove lower bounds for posterior measures introduced in [6] (see
[6], [7] for examples). The idea is to apply the following lemma (Lemma 1 in [14]) to the sets {f ∈
B, ‖f − f0‖B ≤ ζn}, for some rate ζn → 0 and f0 in Bs2,∞, with s > 0.
Lemma 2 If αn → 0 and nα2n → +∞ and if Bn is a measurable set such that
Π(Bn)/Π(BKL(f0, αn)) ≤ e−2nα2n ,
then Ef0Π(Bn | X(n))→ 0 as n→ +∞.
In our context this specializes as follows. Let αn → 0 and nα2n → +∞. Suppose that, as n→ +∞,
Π(‖f − f0‖2 ≤ ζn)
Π(‖f − f0‖2 ≤ αn) = o(e
−2nα2n).
Then ζn is a lower bound for the rate of the posterior in that, as n→ +∞,
Ef0Π(‖f − f0‖2 ≤ ζn) | X(n))→ 0.
We first deal with the case where q ≤ 1 + d/2. In this case let us choose αn = 2εn, where εn =
(logn/n)2s/(2s+d). In Section 5, we have established in (31) that, for the prior WT with q ≤ 1 + d/2 in
(21), there exists C > 0 with
Π(‖f − f0‖2 ≤ εn) = P(‖WT − w0‖B ≤ εn) ≥ e−Cnε2n .
24
So it is enough to show that, for some well-chosen ζn → 0,
Π(‖f − f0‖2 ≤ ζn)) = o(e−(8+C)nε2n). (45)
We would like to take ζn = cεn, for some (small) constant c > 0. In order to bound from above the
previous probability, we write
Π [‖f − f0‖2 ≤ ζn] =
∫ 1
0
Π [‖W t − f0‖2 ≤ ζn]g(t)dt
≤
∫ 1
0
exp
[−ϕtf0(ζn)] g(t)dt.
We separate the above integral in two parts. The first one is T1 := {µn ≤ t ≤ Bt∗n}, where t∗n is a similar
cut-off as in the upper-bound proof t∗n = ζ
2/s
n log(1/ζn). On T1, one can bound from below ϕtf0 (ζn) by
its small ball probability part ϕt0(ζn). Moreover, thanks to relation (3.1) in [18], we have, for any λ > 0
and t ∈ (0, 1],
ϕt0(ζn) = − logP[‖W t‖2 < ζn] ≥ H(2ζn, λH1t , ‖ · ‖2)−
λ2
2
.
Set λ = 1 and recall from Remark 3 that the lower bound on the entropy can be used for any t regardless
of the value of ε. This yields, for large enough n, if ζn = o(1),
ϕt0(ζn) ≥ C(Bt∗n)−d/2 log1+d/2(1/ζn)−
1
2
≥ CB−d/2ζ−d/sn log(1/ζn).
Thus we obtain ∫ Bt∗n
0
exp
[−ϕtf0(ζn)] g(t)dt ≤ e−CB−d/2ζ−d/sn log(1/ζn) ∫ Bt∗n
0
g(t)dt
≤ e−CB−d/2ζ−d/sn log(1/ζn).
This is less than e−(8+C)nε
2
n provided ζn = κεn and κ > 0 is small enough.
It remains to bound the integral from above on T2 := {Bt∗n ≤ t ≤ 1}. Here we bound ϕtf0 (ζn) from
below by its approximation part. For any t ∈ T2,
ϕtf0(ζn) ≥
1
2
· inf
h∈Ht, ‖h−f0‖2<ζn
‖h‖2
Ht
.
We prove in Appendix B, see Theorem 7, that there exist constants c, C and f0 in B
s
2,∞(M) such that
ϕtf0(ζn) ≥ Cζ2necζ
−2/s
n t. (46)
Now, under (46) for the previous fixed function f0, taking ζn = κεn for small (but fixed) enough κ,
it holds, when t belongs to T2,
ϕtf0 (ζn) ≥ C(κεn)aecκ
−2/sB log(1/ζn).
For κ small enough, this is larger that any given power of εn. In particular, it is larger than (8+C)nε
2
n if the
(upper-bound) rate εn is no more than polynomial in n, which is the case here since εn = (logn/n)
s/(2s+p).
We have verified that (45) is satisfied, which gives the desired lower bound result when q ≤ 1+d/2 using
Lemma 2.
In the case that q > 1 + d/2, the proof is the similar, except that the exponent of the logarithmic
factor in (31) has now the power q − d/2, due to the assumption on the prior density g, and that εn is
now replaced by ε˜n = (logn)
q−1− d2 εn.
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8 Appendix A: Besov spaces
We follow the paper [9] to introduce the Besov spaces Bspq in this setting with s > 0, 1 ≤ p ≤ ∞ and
0 < q ≤ ∞. To do so, let us introduce a (Littlewood-Paley) function Φ ∈ C∞(R+) such that
suppΦ ⊂ [0, 2], Φ ≥ 0 for ν ≥ 1, |Φ(λ)| = 1 for λ ∈ [0, 1], (47)
Set Φj(λ) := Φ(2
−jλ) for j ≥ 1.
Definition 1 Let s > 0, 1 ≤ p ≤ ∞, and 0 < q ≤ ∞. The Besov space Bspq = Bspq(L) is defined as the
set of all f ∈ Lp(M, µ) such that
‖f‖Bspq :=
(∑
j≥0
(
2sj‖Φj(
√
L)f(·)− f(·)‖Lp
)q)1/q
<∞. (48)
Here the ℓq-norm is replaced by the sup-norm if q =∞.
Remark 5 This definition is independent of the choice of Φ. Actually if Et(f)p denotes the best approx-
imation of f ∈ Lp from Σt, that is,
Et(f)p := inf
g∈Σt
‖f − g‖p.
(here L∞ is identified as the space UCB of all uniformly continuous and bounded functions on M) then
Bspq := {f ∈ Lp /‖f‖Aspq := ‖f‖p +
(∑
j≥0
(
2sjE2j (f)p
)q)1/q
<∞}.
9 Appendix B: Entropy properties
9.1 Covering number, entropy, ε−net.
Let (X, ρ) be a metric space. For ε > 0 the covering number N(ε,X) is the smallest number of balls of
radius ε covering X . The entropy H(ε,X) is by definition H(ε,X) = log2N(ε,X).
An important result of this section paper is the link between the covering number N(ε,M, ρ) of the
space M, and H(ε,B,Lp) the entropy number of the unit ball B of some functional space, computed in
the Lp metric.
An ε−net Λ ⊂ X is a set such that ξ 6= ξ′, ξ, ξ′ ∈ Λ implies ρ(ξ, ξ′) > ε. A maximal ε−net Λ, is a an
ε−net such that for all x ∈ X \Λ, Λ∪ {x} is no more an ε−net. So, for a maximal ε− net, Λ we have :
X ⊂ ∪ξ∈ΛB(ξ, ε), ξ 6= ξ′, ξ, ξ′ ∈ Λ⇒ B(ξ, ε/2) ∩B(ξ′, ε/2) = ∅.
Hence, for Λε a maximal ε− net we have :
N(ε/2, X) ≥ card(Λε) ≥ N(ε,X).
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Now if (X, ρ) is a doubling metric space then we have the following property : If x1, . . . , xN ∈ B(x, r)
are such that, ρ(xi, xj) > r2
−l (l ∈ N) clearly B(x, r) ⊂ B(xi, 2r) = B(xi, 2l+2(r2−l−1)) and the balls
B(xi, r2
−l−1) are disjoint and contained in B(x, 2r). so :
N2−(l+2)D|B(x, r)| ≤
N∑
i=1
|B(xi, r2−l−1)| ≤ B(x, 2r)| ≤ 2D|B(x, r)| (49)
If Λr2−l is any r2
−l−net then : Card(Λr2−l) ≤ 2(l+3)dN(X, r). So if Λε is any maximal ε−net and for
l ∈ N, Λ2lε is any maximal 2lε−net then :
N(X, ε2l) ≤ N(X, ε) ≤ Card(Λε) ≤ 2(l+3)DN(X, 2lε) ≤ 2(l+3)DCard(Λ2lε). (50)
For l = 0
2−3DCard(Λε) ≤ N(X, ε) ≤ Card(Λε).
So for any ε > 0, and for any maximal ε−net Λε, Card(Λε) and N(X, ε) are of the same order.
Moreover clearly, taking r = 1 in (49), so that B(x, 1) =M, we get:
N(δ,M) ≤ 4D(1
δ
)D (51)
Remark 6 In number of examples (for instance for compact Riemannian manifolds) there exist absolute
constants : c1 >, c2 > 0, d > 0 such that
for all x ∈ M, for all 0 < r ≤ 1, c1rd ≤ |B(x, r)| ≤ c2rd.
Necessarily, d ≤ D since using (3) |B(x, r)| ≥ (r/2)D; so c1rd ≥ (r/2)D, 0 < r ≤ 1,.
Let (B(xi, ε))i∈I be a minimal covering of M; we have
1 = |M| ≤
∑
i∈I
|B(xi, ε)| ≤ N(ε,M)c2εd.
Now if Λε is any maximal ε−net, we have :
1 = |M| ≥
∑
ξ∈Λε
B(ξ, ε/2) ≥ card(Λε)c1(ε/2)d
As a conclusion, in the case (18):
1
c2
(
1
ε
)d ≤ N(ε,M) ≤ card(Λε) ≤ 2
n
c1
(
1
ε
)d. (52)
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9.2 Dimension of spectral spaces, covering number, and trace of Pt.
Let us now use the ’heat kernel’ assumptions. The following proposition gives the link between the
covering number N(δ,M) of the underlying spaceM, the behavior of the trace of e−tL and the dimension
of the spectral spaces. Let us define:
Σλ = ⊗√λk≤λHλk .
Clearly the projector PΣλ is a kernel operator and
PΣλ(x, y) =
∑
√
λk≤λ
Pk(x, y)
Then one can prove the following bounds (see [9], Lemma 3.19): For any λ ≥ 1, and δ = 1λ ,
∃C2, C′2, such that
C′2
|B(x, δ)| ≤ PΣλ(x, x) ≤
C2
|B(x, δ)| (53)
Let us recall that Tr(e−tL) =
∑
k e
−λktdim(Hk). In addition we have
∫
M Pt(x, x)dµ(x) = Tr(e
−tL).
Moreover , as
Pt(x, x) =
∫
M
Pt/2(x, u)Pt/2(u, x)dµ(u) =
∫
M
(Pt/2(x, u))
2dµ(u)
we have :
Tr(e−tL) =
∫
M
Pt(x, x)dµ(x) =
∫
M
∫
M
(Pt/2(x, u))
2dµ(u)dµ(x) = ‖e− t2L‖2HS .
where ‖ ‖HS stands for the Hilbert-Schmidt norm.
Proposition 4 1. For λ ≥ 1, δ = 1λ ,
C′2
∫
M
1
|B(x, δ)|dµ(x) ≤ dim(Σλ) =
∫
M
PΣλ(x, x)dµ(x) ≤ C2
∫
M
1
|B(x, δ)|dµ(x) (54)
2.
2−2DN(δ,M) ≤ 2−2Dcard(Λδ) ≤
∫
M
1
|B(x, δ)|dµ(x) ≤ 2
Dcard(Λδ) ≤ 24DN(δ,M) (55)
where Λδ is any δ−maximal net.
3.
C′1
∫
M
1
|B(x,√t)|dµ(x) ≤ Tr(e
−tL) ≤ C1
∫
M
1
|B(x,√t)|dµ(x)
Proof of the Proposition: 1. is a consequence of (53). Let us prove 2. :
Let Λδ be any δ−maximal net.∑
ξ∈Λδ
∫
B(ξ,δ/2)
1
|B(x, δ)|dµ(x) ≤
∫
M
1
|B(x, δ)|dµ(x) ≤
∑
ξ∈Λδ
∫
B(ξ,δ)
1
|B(x, δ)|dµ(x)
But :
x ∈ B(ξ, δ/2) =⇒ B(x, δ) ⊂ B(ξ, 2δ), so 1|B(x, δ)| ≥
2−2D
|B(ξ, δ/2)|
and in the same way :
x ∈ B(ξ, δ) =⇒ B(ξ, δ) ⊂ B(x, 2δ), so 1|B(x, δ)| ≤
2D
|B(ξ, δ)|
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This implies :
2−2Dcard(Λδ) ≤
∫
M
1
|B(x, δ)|dµ(x) ≤ 2
Dcard(Λδ)
3. is a consequence of (11).
⊓⊔
The former results can be summarized in the following corollary:
Corollary 1
Trace(e−δ
2L) ∼ dim(Σλ) ∼ N(δ,M); δ = 1
λ
9.3 Connection between covering number of M and entropy of H1t .
In this section we establish the link between the covering number N(ε,M) of the space M, and
H(ε,H1t ,L
p) for p = 2, ∞ stated in Theorem 1, which we recall here.
Let us suppose that for some µ > 0, a > 0, εµ ≤ at. Then there exists ε0 > 0, such that for all
0 < ε ≤ ε0,
H(ε,H1t ,L
2) ∼ H(ε,H1t ,L∞) ∼ N(δ(t, ε),M) · log
1
ε
where
1
δ(t, ε)
=
√
1
t
log(
1
ε
).
Notice, of course, that one can replace N(δ(t, ε),M) at any place by card(Λδ(t,ε)), where Λδ(t,ε) is a
maximal δ(t, ε)−net. Also, since µ(M) = 1, we have
H(ε,H1t ,L
2) ≤ H(ε,H1t ,L∞).
So the proof will be done in two steps:
We prove the lower bound for H(ε,H1t ,L
2) in the next subsection, using Carl’s inequality.
We prove next the upper bound for H(ε,H1t ,L
∞).
9.3.1 Proof of the theorem: Lower estimates for H(ε,H1t ,L
2).
Let us recall some classical facts: see the following references [4], [5]. For any subset X of a metric space,
we define , for any k ∈ N
ek(X) = inf{ε ≥ 0, ∃ 2k balls of radius ε, covering X.}.
Clearly
ε < ek(X) =⇒ H(ε,X) > k
Now for the special case of a compact positive selfadjoint operator T : H 7→ H we have the following Carl
(cf [4] ) inequality relating ek(T (B)) where B is the unit ball of H and the eigenvalues 0 ≤ µ1 ≤ µ2, . . .
(possibly repeated with their multiplicity order) of T :
for all k ∈ N∗, n ∈ N∗, ek(T (B)) ≥ 2− k2n
n∏
i=1
µ
1/n
i (56)
29
In our case, let us take : T = Pt/2, µi = e
−t/2λi , T (B) = H1t . Let us fix :
λ =
√
1
t
log
1
ε
=
1
δ
=
1
δ(t, ε)
n = dim(Σλ); k ∼ n log 1
ε
1
log 2
Carl’s inequality gives:
ek ≥ 2− k2n e
− 1n
∑
tλi≤log 1√ε
t/2λi ≥ ε
So
H(ε,H1t ,L
2) ≥ k ∼ n log 1
ε
1
log 2
∼ dim(Σλ) log 1
ε
but by (1 ) dim(Σλ) ∼ N(δ,M), δ = 1λ . So :
H(ε,H1t ,L
2) & log
1
ε
N(δ,M), 1
δ
= λ =
√
1
t
log
1
ε
.
9.3.2 Proof of the theorem: Upper estimate for H(ε,H1t ,L∞).
We recall the notations introduced in Section 2 (especially 2.4). Let us suppose : εµ ≤ at, µ > 0, a > 0.
First, we prove that for all ε > 0, small enough, there exists δ (∼ δ(t, ε) :=
√
1
t log
1
ε ) such that
for all f ∈ H1t , ‖Φ(δ
√
L)f − f‖∞ ≤ ε
2
.
In a second step we use (16) to expand on the |B(ξ, δ)|Dδξ ’s:
Φ(δ
√
L)f(x) =
∑
ξ∈Λγδ
Φ(δ
√
L)f(ξ)|B(ξ, δ)|Dδξ (x).
In a third step, we use a family of points of Σ 1
δ
as centers of balls of radius ε/2 covering Φ(δ
√
L)(H1t )
so that the balls centered in these points is an ε− covering in L∞ norm of H1t .
The next lemma gives evaluations of ‖Φ(δ√L)f − f‖∞ and ‖Φ(δ
√
L)(H1t )‖∞.
Lemma 3 for all f ∈ H1t
1.
‖Φ(δ
√
L)f‖∞ . 1
tD/4
2.
‖Ψ(δ
√
L)f‖∞ . e− t8δ2 1
δD/2
3.
‖Φ(δ
√
L)f − f‖∞ ≤
∑
j≥0
‖Ψ(2−jδ
√
L)f‖∞ . 1
δD/2
e−
A
4 A−1, A =
t
8δ2
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Proof of the lemma:
First, f ∈ H1t so f =
∑
k
∑
l a
l
ke
l
k(.)e
−λkt/2,
∑
k
∑
l |alk|2 ≤ 1. As Φ(δ
√
L)(x, y) =
∑
k Φ(δ
√
λk)Pk(x, y),
Φ(δ
√
L)f(x) = 〈Φ(δ
√
L)(x, .), f(.)〉 =
∑
k
∑
l
Φ(δ
√
λk)a
l
ke
l
k(x)e
−λkt/2, hence
|Φ(δ
√
L)f(x)| ≤ (
∑
k
∑
l
|alk|2)1/2(
∑
k
e−λktΦ2(δ
√
λk)
∑
l
(elk(x)
2)1/2
≤ (
∑
k
e−λktΦ2(δ
√
λk)Pk(x, x))
1/2
≤ (
∑
k
Φ2(δ
√
λk)Pk(x, x))
1/2 ∧ (
∑
k
e−λktPk(x, x))1/2
= [Φ2(δ
√
L)(x, x) ∧ Pt(x, x)]1/2
≤
√
C(Φ2)√|B(x, δ)| ∧
√
C1√
|B(x,√t)|
.
1
tD/4
using (11), (14) and (3).
In the same way :
Ψ(δ
√
L)f(x) = 〈Ψ(δ
√
L)(x, .), f(.)〉 =
∑
k
∑
l
Ψ(δ
√
λk)a
l
ke
l
k(x)e
−λkt/2, hence
|Ψ(δ
√
L)f(x)| ≤ (
∑
k
∑
l
|alk|2)1/2(
∑
k
e−λkt Ψ2(δ
√
λk)
∑
l
(elk(ξ))
2)1/2
≤ e− 14δ2 t/2(
∑
k
Ψ2(δ
√
λk)Pk(x, x))
1/2
= e−
t
8δ2 [Ψ2(δ
√
L)(x, x)]1/2
≤ C(Ψ2)e− t8δ2 1|B(x, δ)|1/2
≤ 2D/2C(Ψ2)e− t8δ2 1
δD/2
. e−
t
8δ2
1
δD/2
.
So ∑
j≥0
‖Ψ(2−jδ
√
L)f‖∞ . 1
δD/2
∑
j≥0
e−2
2j t
8δ2 2jD/2.
Put A = t8δ2 ; as: ∫ 2j+1
2j
xD/2e−
A
4 x
2 Dx
x
≥ 2D2 je−A22j log 2
∞∑
j=0
2
D
2 je−A2
2j ≤ 1
log 2
∫ ∞
1
xD/2e−
A
4 x
2 Dx
x
=
1
log 2
1
2
(
4
A
)D/4
∫ ∞
A/4
uD/4e−u
Du
u
as
for all a ∈ R, X > 0,
∫ ∞
X
ta−1e−tdt ≤ 2e−XXa−1, if X ≥ 2(a− 1)
∞∑
j=0
2
d
2 je−A2
2j ≤ 4
log 2
e−
A
4 A−1, if A ≥ 8(D − 2)
So ∑
j≥0
‖Ψ(2−jδ
√
L)f‖∞ ≤ Ct−d/4(A
4
)d/4e−
A
4 (
A
4
)−1.⊓⊔
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First step : Fix δ such that ‖f − Φ(δ√L)f‖∞ < ε2
Using the previous lemma, we need to choose δ so that
ε
2
> Ct−D/4(
t
32δ2
)D/4e−
A
4 (
A
4
)−1,
A
4
=
t
32δ2
. (57)
Let us take :
A
4
=
t
32δ2
= α log
1
ε
then, as εµ ≤ at.
Ct−D/4(
A
4
)D/4e−
A
4 (
A
4
)−1 = Ct−D/4(α log
1
ε
)D/4−1εα ≤ C(aεµ)−D/4(α log 1
ε
)D/4−1εα ≤ ε
2
if α is suitably chosen. So for 1δ ∼
√
1
t log
1
ε ,
‖f − Φ(δ
√
L)f‖∞ < ε
2
Second step : ε− covering of H1t .
Now if f ∈ H1t , using lemma 3, ‖Φ(δ
√
L)f‖∞ . 1tD/4 . Moreover Φ(δ
√
L)f ∈ Σ1/δ, so, using (16)
Φ(δ
√
L)f(x) =
∑
ξ∈Λγδ
Φ(δ
√
L)f(ξ)|B(ξ, δ)|Dδξ (x).
Let us consider the following family :
f(k.) = C
∑
ξ∈Λγδ
kξε|B(ξ, δ)|Dδξ (x)), kξ ∈ N, |kξ| ≤ K ∈ N, KCε ≤
1
tD/4
Certainly for all f ∈ H1t , there exists (kξ) in the previous family such that
‖Φ(δ
√
L)f −
∑
ξ∈Λγδ
kξC
ε
2
|B(ξ, δ)|Dδξ (x))‖∞ = ‖
∑
ξ∈Λγδ
(Φ(δ
√
L)f(ξ)− Ckξε)|B(ξ, δ)|Dδξ (x)‖∞
. sup
ξ∈Λγδ
|Φ(δ
√
L)f(ξ)− Ckξε| < ε
2
As ‖Φ(δ√L)f − f‖∞ ≤ ε2 , one can cover H1t by balls centered in the f(k.) of radius ε.
The cardinality of this family of balls is : (2K + 1)card(Λγδ). As γ is a structural constant, εµ ≤ at
and δ ∼ δ(t, ε), clearly
H(ε,H1t ,L
∞) . N (δ(t, ε),M). log 1
ε
9.4 Bounds for E(‖W t‖2
B
)
In this section, we prove the following proposition with respect to the sup-norm. Similar bounds in the
L2 norm are obtained along the way (even slightly more precise).
Proposition 5 There exist universal constants C1 and C2 such that
C1N(
√
t,M) ≤ E‖W t‖2∞ ≤ C2N(
√
t,M) sup
x∈M
1
|B(x,√t)| . (58)
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We recall that W t writes
W t(x) =
∑
k
∑
1≤l≤dimHk
e−λkt/2X lke
l
k(x)
where X lk is a family of independent N(0, 1) Gaussian variables. Clearly since M is supposed to have
measure 1,
E(‖W t‖22) ≤ E(‖W t‖2∞).
As ‖W t‖22 =
∑
k e
−λkt∑
1≤l≤dimHk(X
l
k)
2, we get
E(‖W t‖22) =
∑
k
e−λkt dimHk = Trace(e−tL) =
∫
M
Pt(u, u)dµ(u).
Hence using Proposition 4
C′12
−2dN(
√
t,M) ≤ E(‖W t‖22) =
∫
M
Pt(u, u)dµ(u) ≤ C′224dN(
√
t,M). (59)
Now, let us first observe, using again Proposition 4, that
E(‖W t‖2∞) = E( sup
x∈M
|W t(x)|2)
≥ sup
x∈M
E(|W t(x)|2)
= sup
x∈M
E(|
∑
k
∑
1≤l≤dimHk
e−λkt/2X lke
l
k(x)|2
= sup
x∈M
∑
k
∑
1≤l≤dimHk
e−λkt(elk(x))
2
= sup
x∈M
∑
k
e−λktPk(x, x)
= sup
x∈M
Pt(x, x) ∼ sup
x∈M
1
|B(x,√t)|
On the other side, using Cauchy-Schwarz inequality,
|W t(x)|2 = |
∑
k
∑
1≤l≤dimHk
e−λkt/2X lke
l
k(x)|2
≤ {
∑
k
∑
1≤l≤dimHk
e−λkt/2(X lk)
2}{
∑
k
∑
1≤l≤dimHk
e−λkt/2(elk(x))
2}
= {
∑
k
∑
1≤l≤dimHk
e−λkt/2(X lk)
2}{
∑
k
e−λkt/2Pk(x, x)}
= {
∑
k
∑
1≤l≤dimHk
e−λkt/2(X lk)
2}Pt/2(x, x).
So
E(‖W t‖2∞) ≤ E{
∑
k
∑
1≤l≤dimHk
e−λkt/2(X lk)
2}. sup
x∈M
Pt/2(x, x)
= Trace(e−t/2L) sup
x∈M
Pt/2(x, x)
= (
∫
M
Pt/2(u, u)dµ(u))( sup
x∈M
Pt/2(x, x)).
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Hence, we get
sup
x∈M
1
|B(x,√t)| ∼ supx∈MPt(x, x) ≤ E(‖W
t‖2∞) ≤ (
∫
M
Pt/2(u, u)dµ(u))( sup
x∈M
Pt/2(x, x))
∼ N (√t,M) sup
x∈M
1
|B(x,√t)| .
And we have in addition: N(
√
t,M) ∼ ∫M 1|B(x,√t)|dµ(x)≪ supx∈M 1|B(x,√t)| .
9.5 Lower bound for Atf (ε)
Theorem 7 For s > 0 fixed, there exists f ∈ Bs2,∞(M), (the unit ball of the Besov space ) with ‖f‖22 = 1
and constants c > 0, C > 0 such that :
for all 1 ≥ t > 0, for all 1 > ε > 0, inf
‖f−h‖2≤ε
‖h‖2
Ht
≥ Cε2ectε−2/s
Let us take f such that
‖f‖2 = 1 > ε > 0.
We are interested in :
inf
‖f−Pt/2g‖2=ε
‖g‖22.
Let us put
Φ(g) = ‖f − Pt/2g‖22 = ‖f‖22 − 2〈Pt/2f, g〉+ 〈Ptg, g〉 = ε2, Ψ(g) = ‖g‖22. (60)
We have,
DΦ(g) = −2Pt/2f + 2Pt(g), DΨ(g) = 2g
So, inf
Φ(g)=ε2
Ψ(g) = Ψ(g0) =⇒ DΨ(g0) = −µDΦ(g0)
with g0 = −µPt(g0) + µPt/2f.
Necessarily µ 6= 0, otherwise g0 = 0 and Φ(g0) = ‖f‖22 ≫ ε2. Let us put λ = 1µ . We necessarily have
λg0 = Pt/2f − Pt(g0), hence (λ+ Pt)(g0) = Pt/2f , so
g0 = (λ+ Pt)
−1Pt/2f.
Let us now write the constraint :
ε2 = ‖f − Pt/2g‖22 = ‖f − Pt/2(λ+ Pt)−1Pt/2f‖22 = ‖f − (λ+ Pt)−1Ptf‖22 = ‖λ(λ+ Pt)−1f‖22.
Clearly :
λ 7→ ‖λ(λ+ Pt)−1f‖22
is increasing from 0 to ‖f‖22. As well,
λ 7→ ‖(λ+ Pt)−1Pt/2f‖22
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is decreasing . On the other way : if L =
∫
xdEx, and
‖λ(λ+ Pt)−1f‖22 =
∫ ∞
0
(
λ
λ+ e−tx
)2d〈Exf, f〉 ≥ ε2
and
‖g0‖22 = ‖(λ+ Pt)−1Pt/2f‖22 =
∫ ∞
0
(
1
λ+ e−tx
)2e−txd〈Exf, f〉.
Let us recall the following result from [9], Lemma 3.19.
Theorem 8 There exists b > 1, C”1 > 0, C”2 > 0, such that for all λ ≥ 1, δ = 1λ , then
(dim(Σbλ)− dim(Σλ) = dim(Σbλ ⊖Σλ) =
∫
M
PΣbλ(x, x)dµ(x) −
∫
M
PΣλ(x, x)dµ(x) 6= 0
and more precisely:
C”1
∫
M
1
|B(x, δ)|dµ(x) ≤ dim(Σbλ ⊖Σλ) ≤ C”2
∫
M
1
|B(x, δ)|dµ(x). (61)
As PΣ√a = Ea, one can built a fonction f ∈ L2 such that :
‖f − PΣ√af‖22 =
∫ ∞
a
〈Exf, f〉 = ‖f‖22 − ‖Eaf‖22 = ‖f − Eaf‖22 = a−s
for a = b2j, and j ∈ N. It is enough to have :
‖PΣbj+1⊖Σbj (f)‖22 = b−2js − b−2(j+1)s
and this could be done by the previous theorem.
Let us choose for ε > 0, b−2js ≥ 4ε2 ≥ b−2(j+1)s. So∫ ∞
b2j
〈Exf, f〉 = b−2js ≥ 4ε2 ≥ b−2(j+1)s =
∫ ∞
b2(j+1)
〈Exf, f〉
so, if λ = e−ta, a = b2j,∫ ∞
0
(
λ
λ+ e−tx
)2d〈Exf, f〉 ≥
∫ ∞
a
(
λ
λ+ e−tx
)2d〈Exf, f〉
≥
∫ ∞
a
(
e−ta
e−ta + e−tx
)2d〈Exf, f〉 = 1
4
∫ ∞
a
d〈Exf, f〉 ≥ ε2.
But
‖g0‖22 ≥ ‖(λ+ Pt)−1Pt/2f‖22 =
∫ ∞
0
(
1
λ+ e−tx
)2e−txd〈Exf, f〉
= eta
∫ ∞
0
(
1
e−ta + e−tx
)2e−tae−txd〈Exf, f〉 = eta
∫ ∞
0
(
e−t/2xe−t/2a
e−ta + e−tx
)2d〈Exf, f〉
= eta
∫ ∞
0
(
1
e−t/2(a−x) + e−t/2(x−a)
)2d〈Exf, f〉
≥ eta 1
4
∫ ∞
0
e−t|a−x|d〈Exf, f〉 ≥ eta 1
4
∫ a
a
b2
e−t(a−x)d〈Exf, f〉 ≥ et ab2 1
4
∫ a
a
b2
d〈Exf, f〉
= et
a
b2
1
4
∫ b2j
b2j−2
d〈Exf, f〉 = et ab2 1
4
(b−(2j−2)s − b−2js)
= et
a
b2
1
4
b−2js(b2s − 1) ≥ ε2(b2s − 1)etb2j−2 ≥ ε2(b2s − 1)etcε−2/s ; c = 4−1/sb−4.
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10 Appendix C: Compact Riemannian manifold.
Let M be a compact Riemannian manifold without boundary. Let D(M) be the algebra of infinitly
differentiable functions. Associated to the Riemannian metric ρ, one defines a measure dx, a gradient
operator ∇ on D(M) and the Laplace operator ∆. It holds
for all f, g ∈ D(M),
∫
M
∆f(x)g(x)dx = −
∫
M
|∇(f(x))|2dx.
Thus −∆ is a positive symmetric operator. So actually
L
2 = ⊕λkHλk , λ0 = 0 < λ1 < λ2 < ...
dim(Hλk) <∞, Hλk ⊂ D(M), f ∈ Hλk ⇐⇒ ∆f = −λkf
One can prove (see [15]) that the semi-group et∆ is a kernel operator:
et∆(x, y) =
∑
e−tλkPHλk (x, y).
Moreover this kernel verifies: there exist positive C1, C2, C, c, such that
for all u, v ∈M, C2√
|B(u,√t)||B(v,√t)|
e−C
ρ2(u,v)
t ≤ etL(u, v) ≤ C1√
|B(u,√t)||B(v,√t)|
e−c
ρ2(u,v)
t
and moreover the property of doubling measure is verified. In fact we have a better result:
Proposition 6 Let M be a compact Riemannian manifold of dimension n. Then there exist 0 < c ≤
C <∞ such that :
for all x ∈M, for all 0 < r < Diam(M), crn ≤ |B(x, r)| ≤ Crn.
Proof :
Let µ and ρ be the (non normalized) Riemannian measure and metric on M. The proposition is a
consequence of the Bishop-Gromov comparison Theorem, see [16] and [8].
As M is compact, clearly
∃κ ∈ R, such that : for all x ∈M, Riccx ≥ (n− 1)κgx
where Ricc is the Ricci tensor and g is the metric tensor. Let Vκ(r) be the volume of the (any) ball of
radius r in the model space of dimension n and constant sectional curvature κ. Let Vn be the volume of
the unit ball of Rn.
1. For κ > 0, the model space is the sphere 1√
κ
Sn of R
n+1 of radius 1√
κ
and
Vκ(r) = nVn
∫ r
0
(
sin
√
κt√
κ
)n−1dt; so (
2
π
)n−1Vnrn ≤ Vκ(r) ≤ Vnrn
2. For κ = 0, the model space is Rn and
Vκ(r) = Vnr
n
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3. For κ < 0 the model space is the hyperbolic space of constant sectional curvature κ.
Vκ(r) = nVn
∫ r
0
(
sinh
√|κ|t√|κ| )n−1dt; so Vnrn ≤ Vκ(r) ≤ Vnrne(n−1)
√
|κ|r
as s ≤ sinh(s) ≤ ses.
Moreover by the Bishop-Gromov comparaison comparison Theorem: r 7→ |B(x,r)|Vκ(r) is non increasing. So if
0 < ε < r < s ≤ R = diam(M) :
µ(M)
Vκ(R)
=
|B(x,R)|
Vκ(R)
≤ |B(x, s)|
Vκ(s)
≤ |B(x, r)|
Vκ(r)
≤ |B(x, ε)|
Vκ(ε)
7→ 1, when ε 7→ 0.
So
Vκ(s)
Vκ(r)
≤ |B(x, r)||B(x, s)| ; µ(M)
Vκ(r)
Vκ(R)
≤ |B(x, r)| ≤ Vκ(r)
So
A(
r
s
)n ≤ |B(x, r)||B(x, s)| (doubling); cr
n ≤ |B(x, r)| ≤ CVnrn, ; (homogenity)
for κ > 0, C = 1, c = (
2
π
)n−1
µ(M)
Rn
. A = (
2
π
)n−1.
for κ = 0, C = 1, c =
µ(M)
Rn
. A = 1.
for κ < 0, C = e(n−1)
√
|κ|R; c =
µ(M)
Rne(n−1)
√
|κ|R
. A =
1
e(n−1)
√
|κ|R
.
Remark 7 If (M, µ, ρ) is a compact metric space with a Borel measure µ, then if we have the doubling
condition :
0 < r < s =⇒ |B(x, s)| ≤ 1
A
(
s
r
)m|B(x, r)|
then
for all r ≤ R = diam(M), Crm ≤ |B(x, r)|, with C = A|M|
Rm
.
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