Abstract-This paper presents a role-based agent teamwork language called RoB-MALLET (Role-Based Multi-Agent Logic Language for Encoding Teamwork). Roles have been used to form multi-agent theories and guide the construction of multi-agent architectures and systems. Different from the most existing agent teamwork models that emphasize practical reasoning based on beliefs, desires and intentions (BDI), a role-based teamwork language stresses the concept of organization and thereby cooperation. RoB-MALLET is able to handle unexpected uncertainties and allow for the conceptual specification of teamwork knowledge for reuse. Finally, we present several experiments that explore plan reusability of RoB-MALLET, show that it is flexible in supporting simultaneity of invocation and evaluate its efficiency in supporting teamwork.
I. INTRODUCTION
Teamwork has recently become increasingly important in many disciplines, such as virtual training [1] , internetbased information integration [16] , Robocup soccer [17] and interactive entertainment [19] . A great amount of research has been done to facilitate multiple agents to work closely as a team in complex and dynamic domains, in which agents are autonomous, heterogeneous distributed over various platforms [29, 27, 7, 34] . However, ensuring that agents work as an effective team remains a very difficult challenge [28] .
Teamwork theories, such as Cohen and Levesque's joint intention theory [10] , Grosz and Kraus' shared plan theory [14] and Jennings' joint responsibility [15] , have explored the critical mental states underlying teamwork driving agents to act together as a team and the interactions leading their individual actions to team efforts. The critical mental states include operators, mutual beliefs, shared goals, team plans, and joint intentions. Through interactions, agents transform their team mental states (such as joint goals, joint intentions and team plans) to individual mental states (such as individual goals, individual intentions and individual operator/plan); and the evolution of mental states eventually leads to the individual actions.
To apply these teamwork theories to simulate teamwork, a teamwork language is demanded to explicitly express the mental states underlying teamwork. Particularly in complex and dynamic domains, many unexpected uncertainties could occur, such as dynamic changes in team's goals, team members' unexpected failures to fulfill their responsibilities, dynamic decisionmaking in dynamic environment, and dynamically backing up other team members. The decisions on handling these uncertainties are tightly related to the mental states underlying teamwork. To specify the knowledge about handling these uncertainties, it is more important for the teamwork language to explicitly express the mental states underlying teamwork. Considering the perspective of software engineering, the teamwork language would better allow to specifying teamwork knowledge conceptually for being reused, particularly, team plans are better specified in terms of abstract entities, instead of specific agents, so as to be reused by different teams of agents.
Roles are increasing recognized as a valuable abstraction for meeting the above requirements. STEAM (Shell for TEAMwork) uses roles to deal with the case that an individual defects from the group [28] . Stone and Veloso introduced roles as a mechanism for specifying an agent's internal and external behaviors and decomposing team tasks [26] . JACK Teams introduced the team reasoning entity, which encapsulates team behaviors through roles and team plans [6] . In ROPE (Role Oriented Programming Environment), invocation consists of passing an agent a role and an execution environment, and it is up to the agent to carry out the role in that context [4] . TOP (Team-Oriented Programming) focuses on defining the notions of joint team mental states [30, 25] , and OMNI (Organizational Model for Normative Institutions) define the social structures and interactions within a group of agents [11, 32] .
In this paper, we propose a teamwork language called RoB-MALLET (Role-Based Multi-Agent Logic Language for Encoding Teamwork), an extension of MALLET [12] , which has rich expressivity to specify the critical mental states underlying teamwork explicitly and allows dynamic team structures. Our approach is to first develop a team organization that maintains a team process. The team organization is a hierarchy of shared goals, the role-based plans to achieve the goals, and the This paper is based on "Achieving flexible task delegation in rolebased agent teams", by Yu Zhang which appeared in the proceedings of the IEEE International Conference on Systems, Man, and Cybernetics (SMC'07). ©2007 IEEE *Corresponding author.
team structures for agents to execute the plans (i.e., the team assignments and role variable selections for executing the plans). A team process is distributed among the team of agents by each agent maintaining a team organization and their own individual process; the individual processes are complementary to each other; and the overlapping of shared mental states is only in the agents' team organization. Using team organization can dramatically reduce the communication for maintaining shared mental models, increase the concurrency of executing team processes, and further improve team performance. Second, we define three formal concepts, position, role and role variable, so that team plans, called role-based plans, are specified in terms of these concepts instead of specific agents. Unlike the informal concept of role used in other teamwork architectures, such as the roles used in STEAM [28] and TOP [30] and the variant of role (agent variable) used in MALLET [12] , the concepts of position, role and role variable are formalized based on the classificatory concepts in role theory literature that capture the behavioral aspects of role [33] . A particularly important construct in RoB-MALLET is the role-based plan. This is specified in terms of a virtual team of roles and a set of role variables. The actions associated with roles and role variables are specified in the process of the role-based plan. The temporal ordering on the actions is specified by the constructs of flow control. Moreover, a role-based plan contains a set of constraints on delegating the roles in the plans to agents. Before a team of agents actually executes a role-based plan, each role in the plan needs to be delegated to an agent; and the delegations of all roles to the agents must satisfy the constraints on delegating the roles in the plans to agents. During the plan execution, a role is dynamically selected to fill a role variable; and the selected role must satisfy the constraints on the selection. We use a CSP (Constraint Satisfaction Problem) algorithm [18] to search an admissible team assignment for a team of agents to execute a role based plan and to select a role for a role variable selection. In addition, we show how role-based plans could be used as actions together with individual operators in planning algorithms (either forward or backward state-space search), and give a simple version of planning algorithm that just searches a role-based plan for a team of agents, without decomposing a goal to a sequence of states and using operators.
Third, we develop the mechanisms for task decomposition and task delegation, which are compatible with the evolution of mental states and practically lead to individual actions, based on role-based plans. Without loss of generality, a task of a team of agents is that the agents invoke a role-based plan. To enable our mechanisms of task decomposition and task delegation, we define a notion of responsibility in terms of what a responsibility contains and how a responsibility impacts the mental states of the agent(s) taking the responsibility. The team responsibility of all the roles in a role-based plan contains all temporally ordered actions associated with the roles and their impact on the mental states of the agents taking the team responsibility. The individual responsibility of a role (or role variable) contains the temporally ordered actions associated with the role (or role variable) and their impact on the mental states of the agent taking the responsibility.
II. TEAM ORGANIZATION
A team organization is a tree structure, showed in Fig  1, representing the hierarchy of shared goals, the plans to achieve the goals, and the team assignments for executing the plans. Each node in the tree structure is a tuple (A, G, P, S), where A is a team of agents, G is a shared goal of A, P is a role-based plan (described in Sec. III) to achieve G, and S is the team structure of A invoking P. The agents may be working on multiple goals at the same time. To accommodate this, a special node is used as the Root of the tree structure which points to simultaneous goals at the top level. In Fig. 1 , the agents are involved in a set of simultaneous goals G1, G2, …, Gi.
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Fig. 1 An Example of Team Organization
The tuple (A, G, P, S) is used to record two critical team mental states: 1) a shared goal (note: a shared goal in our teamwork architecture is similar to joint persistent goal in [10] ), and 2) a joint intention, denoted JIntend(G, VT, TA, P), where VT (Virtual Team) is the set of roles in P (described in Sec. III), TA is the part of the team assignment in team structure S. To achieve their shared goal G, the agents in A jointly intend to perform plan P by delegating the roles in P to them according to team assignment TA. Moreover, the relationships between goals and their sub-goals are maintained. In Fig. 1 , goal G1j consists of sub-goals G1j1 and G1j2.
Each agent has a copy of the team organization. However it is not necessary that all copies be identical. Each agent may maintain its team organization in one of two different modes: 1) relevant, i.e., it just maintains the goals in which it is involved and the role-based plans and team structures to achieve these goals of performing the plans, and 2) full tracking, i.e., it maintains all goals, no matter whether it is involved in them, and the role-based plans and team structures to achieve these goals of performing the plans. These two modes result in different overlapping on the copies of team organization. With the relevant mode, any two copies of team organization may be different from each other, and less synchronization to maintain a team is required. With the full tracking mode, all agents have identical copies of a team organization, and more synchronization to maintain a team is required. To make the agents accomplish their teamwork, the agents at least maintain the goals which they involve and corresponding role-based plans and team structures.
III. ROLE-BASED PLAN
In their role theory, Biddle and Thomas concluded that roles can be defined based on partitioning concepts for persons and their behaviors [5] . They also pointed out that pre-association with roles is too restrictive, i.e. the determination of which role actually performs which action being determined dynamically in a specific situation. Based on it, we define a position as all entities that can perform a set of primitive operations, and use this to characterize a collectively recognized category of persons who are able to exhibit a set of behaviors. We define a role as an entity of a position associated with a bag of temporally ordered actions. We define a role variable as an entity which is dynamically selected from a set of roles to be associated with a bag of temporally ordered actions. Generally speaking, a role variable stands for some role out of a set of roles. Depending on concrete situation, one role from the set is dynamically selected to fill the role variable. When this happens, the bag of operations of the assuming role is dynamically expanded.
A. Position
We define a concept of position to refer a collectively recognized category of entities (persons) that exhibit a set of behaviors.
Definition 1.
An entity is an abstraction of any performer (e.g., agent or person) that is able to perform operations.
Definition 2.
A position is a named set of all entities that are able to perform a set of primitive operations, denoted by operators. Given a set of operations O, a position based on the operations is (1) where e represents an entity and Capable(e, o) means that e is able to perform operation o, assuming the preconditions of o are true.
The purpose of defining position is to capture the capability requirements on agents. Every entity of a position is required to be capable to do the operators defined in the position. For example, (POSITION sniffer (talk move movein randmove sense selectTarget)).
A position sniffer is defined by a set of operators, including talk, move, movein, randmove, sense, and selectTarget. Suppose e is an entity that takes on the position sniffer; e should be able to perform the above operators.
B. Role
We base our definition for a role on a position. In other words, any action (i.e., primitive operation) associated with the role must be in the operation set of the position. Let O be a bag of operations that must be performed by the same entity of a position, COND be a bag of conditional operators where each action is contingent on a conjunction of conditions, and C O be a bag of ordering constraints that impose a "temporal order" on O and the evaluation of the conditions in COND. We define a role r as an abstraction of the entity of position P that satisfies the constraints.
Definition 3.
A role is an abstraction of an entity that performs a specific bag of operations and includes temporal constraints on the order in which the operations may be performed:
where id is the name of r and refers to the entity of position P that must perform the operations in O. 
, where k 2. This does not mean a temporal conflict. Rather, it means that the operators may be executed more than once in accordance with the temporal orders.
An important characteristic of our notion of role is that it includes the specific operations that an agent filling the role must perform in a specific setting as well as their ordering constraints. The operations associated with a role will be derived as a plan. Thus, the specific operations and constraints in O and C O are dynamically determined as the execution of system progresses. Roles are thus dynamically determined. However, the static nature of the position underlying a role allows constraints to be imposed that assure that any agent taking on a role will be capable of performing the operations of the role.
C. Role Variable
A role variable is similar to a role except that the role variable is dynamically selected from a set of roles. So, in the definition of a role variable, we do not explicitly require it to belong to any specific position. Rather, we require a selection constraint whose satisfaction will select one out of a set of roles to perform the operations of the role variable in accordance with the specified order.
Definition 4.
A role variable is an abstraction of an entity that is dynamically selected from a set of roles to be associated with a bag of temporally ordered actions:
where id is the name of role variable rv, RS is the selection scope, i.e., a set of roles, SC is the selection constraint, < rv is the ordering constraints.
D. Role-Based Plan
In RoB-SMM, processes are the place to specify team activities in terms of roles or role variables. 
The difference between the actions associated with roles and actions associated with role variables is that action associations by roles are static (or direct) while action associations by role variables are dynamic (or indirect). In this way, the process of a role-based plan allows both static and dynamic action association. Moreover, the actions associated with role variables are dynamically associated with the roles which fill the role variables. Thus, even though there are both static and dynamic action associations, a role-based plan still can be viewed as being composed by roles, and role variables can be viewed as an intermediate to express dynamic action associations. We call the aggregation of the roles in a role-based plan the virtual team of the plan, denoted by VT. We call the aggregation of the role variables in a role-based plan the role variable set of the plan, denoted by RVS. We note that roles in VT may form a sub-team to invoke a sub-plan and the sub-plan contains a virtual team too.
To delegate roles to agents, the agents must be "qualified" to fill the roles (we call this process role assignment, see Sec. IV for detail). A necessary condition for this is that the agent must be able to perform operations required by the role. As well as the qualification of the roles, there can be a set of social norms (i.e., conditions) which specify the selection of agents for roles. The social norms may exist for different kinds of reasons, such as geographical reasons, workload balance, and cooperation requirement. We define social norms as a set of constraints on delegating roles to agents and denote these constraints by .
Definition 6. A role-based plan is defined as P = ( , , , VT, , RVS, Proc)
where is a set of preconditions, is a set of effects, is a set of termination conditions, VT is a virtual team, is a set of constraints specifying social norms on delegating roles to agents, RVS is a set of role variables to specify non-predetermined actions, and Proc is the process of actions of VT achieving the pursuing goal (i.e., effects) under similar situations (i.e., preconditions). By this means, team plans are reusable for different agents, i.e. they are to achieve the effects in any situation in which the preconditions are satisfied, independent of the agents executing the plan. Fig. 2 shows an example role-based plan. It is a multi-agent version of the classic wumpus world problem [24] (see Sec. V for details). It defines a rolebased plan scanandkill and two positions (sniffer and fighter). The virtual team consists of three roles, r 1 , a sniffer, and r 2 and r 3 , fighters. Also, a role variable ?fi is selected from r2 and r3 and the one closest to the wumpus to be killed is selected. The constraints on delegating agents to roles also are specified. To fill r 2 and r 3 , agents must have arrows, and r 2 and r 3 must be filled by different agents. 
IV. TASK DECOMPOSITION AND TASK DELEGATION

A. Generating Team Responsibility Graph for Role-Based Plan
A responsibility is an obligation by an agent or a team of agents to perform actions, which forms an intention to do the actions. When an agent ag takes the responsibility of a role r, the agent forms an intention, denoted by Intend(ag, r, P), to execute the plans P associated with the role r. We define Intend(ag, r, P) on Cohen and Levesque's persistent goal (PG) [10] as follows:
Agent ag has a PG relative to the negation of the termination condition of P of having done all the actions associated with role r (denoted by Resp(r, P)) in accordance with the temporal orders on the actions. Agent ag believes throughout that it is doing the actions in Resp(r, P) until all the actions are done or the termination condition of P is satisfied.
When a team of agents T takes the responsibility of the virtual team VT in a role-based plan P with a team assignment TA, the agents in T form a joint intention (denoted by JIntend(T, VT, TA, P)) to execute the actions associated with the roles (denoted by Resp(VT, P)). We define JIntend(T, VT, TA, P) based on Cohen and Levesques' joint persistent goal (JPG) as follows:
(1) The agents in T have a JPG, relative to the negation of the termination condition of P, of having done all actions in Resp(VT, P) in accordance with the temporal orders on the actions. (2) Until all the agents in T mutually believe that all actions in Resp(VT, P) are done or that the termination condition of P is satisfied, the agents in T mutually believe that: a) they are doing the actions in Resp(VT, P) in accordance with the temporal orders on the actions; and b) agent ag in T takes the responsibility of the role r delegated to it. Responsibility is represented as a graph G(V, E). G is directed bipartite graph, where V is a set of nodes and E is a set of directed links connecting nodes. The nodes represent the entrance and exit of a plan P, the evaluation of conditions, operations, cooperation among roles, and flow control. The links represent various kinds of relations among nodes, including dependencies between two nodes, coordination connections, sub-plan connections, goal connections, and connections among roles for the selection of role variables. A graphical language has been developed to visualize actions and their temporal orders in a responsibility (either an individual or team responsibility). Moreover, a representation in this language facilitate translating the process of a role-based plan into a graph of a team responsibility based on the algorithm shown in Fig. 3 , and decomposing the graph of the team responsibility to graphs of individual responsibilities (described later in Sec. III.B). We note that redundant connector nodes may be used for easy translations the algorithms in Fig. 3 . The redundant connector nodes can be reduced. The details, however, are beyond the scope of this paper. Fig. 4 shows team responsibility graph of the plan scanandcollect (shown in Fig. 2 ) after reducing redundant connector nodes. 
B. Decomposing A Team Responsibility Graph to Individual Responsibility Graphs
We decompose a team responsibility graph into individual responsibility graphs by ownerizing the nodes and links in the team responsibility graph to the roles and role variables in the role-based plan. As a result, the individual responsibility graph of a role (or role variable) contains the nodes and links ownerized to the role (or role variable).
The decomposition needs to ensure two things: 1) every action in team responsibility is included into the responsibility of the role (or role variable) with which the action is associated; and 2) the temporal orders on the actions in team responsibility can be preserved so that the joint intention to the actions in the team responsibility can be realized by individual intentions to the actions in the individual responsibilities.
As described in previous Sec. III.A, when we translate a role-based plan into a team responsibility graph, we translate the actions in the process into corresponding nodes and ownerize the nodes to the roles or role variables with which the actions are associated. If an action is an invocation of an individual operator, the action is translated into an operator node and the operator node is ownerized to the role (or role variable) which invokes the operator. If an action is an invocation of a team operator, the actions are translated into individual operators corresponding to the team operator and one of the individual operators is ownerized to each involved role (or role variable). If an action is a complex action other than a team operator, such as a role selection, a sub-plan invocation, or a goal achievement, the action is translated to a set of nodes corresponding to the action and one of the nodes is ownerized to each involved role (or role variable).
Because a link connects two nodes and represents the relationship between two nodes, the owner of the link depends on what the owners of the two nodes are. If the owners of the two nodes are the same role or role variable, the owner of the link is consequently the same role or role variable. Otherwise, if the owners of the two nodes are different, the link implies communication between the owners of the two nodes and the source of the link is the initiator of the communication. It is thus very natural to let the owner of the link be that of the source node.
decomposeTeamResponsibility (Resp,
Start, End) 1: create array visitedList; 2: forwardOwnerize(Resp, Start); 3: reset visitedList to empty; 4: backwardOwnerize(Resp, End); Fig. 5 Decomposing A Team Responsibility To Individual Responsibility Fig. 5 is the algorithm for decomposition. Resp is the team responsibility graph of P with entrance node, Start, and exit node, End. The algorithm visits the graph of team responsibility using Depth-First Search from two directions, following the directions of links and starting from the node Start, and following the reverse direction of links and starting from the node End. An array, VisitedList, is used to keep track of visited nodes.
V. ROLE-AGENT ASSIGNMENT
Our mechanism of task delegation is realized by delegating individual responsibilities to agents. Our mechanism of task delegation contains two levels of responsibility delegations. The first level is delegating the team responsibilities of all the roles in a role-based plan to the agents invoking the role-based plan before the agents start executing the role-based plan. The second level is dynamically delegating the responsibilities of role variables during the execution of the role-based plan. If a role is selected to fill a role variable, the responsibility of the role variable is dynamically included into the responsibility of the role. Given that a certain agent has intended to the responsibility of the role in the first level, the responsibility of the role variable is implicitly and dynamically delegated to the agent. Therefore, key issues in our mechanism of task delegation are the determining a team assignment for invoking a role-based plan and selecting a role for a role variable.
A. Role-Agent Assignment and Admissibility
We define a role-agent assignment to be a delegation of a role r to an agent ag, denoted by Assign(r, ag). Once a role r is delegated to an agent ag, agent ag commits to the responsibility of role r. Consequently, agent ag intends to perform the actions in the responsibility of role r, i.e. Intend(ag, r, P).
To actually execute the actions in the responsibility of role r, agent ag must be capable of the actions. Otherwise, agent ag is not "qualified" for role r, or Assign(r, ag) is not feasible. We use a notion of admissibility of role-agent assignment to characterize feasible role-agent assignments.
Definition 7. Assign (r, ag) is admissible iff oprequirement(r) capability(ag),
where oprequirement(r) is the qualification of role r, and capability(ag) is the set of operators of which agent ag is capable. One may argue that a role in a plan may not perform all operations in the qualification of its position. The reason why we require the agent capable of all operations in the qualification of the position is that, we want to separate role-agent assignment from the detail of the process of a plan. This is consistent with the way that people employ in reality. For example, to fill a job position, a manager makes offer decision based on its qualification and applicant's skills. The manager does not need to consider the details about what is going to be done by this position. For most tasks, the employee for this position only use part of skills required by the qualification of this position.
B. Team Assignment and Admissibility
Suppose that a team of agents T wants to invoke a role-based plan P with virtual team VT. We define a team assignment for T invoking the role-based plan P to be the aggregation of role-agent assignments of all roles in VT to the agents in T, denoted by Assign(VT, T). It could happen that more than one role is delegated to a single agent. Once the roles in VT are delegated to the agents in T, the agents jointly commit to the team responsibility of VT. Consequently, the agents jointly intend to perform the actions in the team responsibilities of VT, i.e., JIntend(T, VT, Assign(VT, T), P). To perform the actions in the team responsibility of VT, every agent ag in T intends to perform the actions in the responsibility of role r delegated to the agent ag according to Assign(VT, T), i.e., Intend(ag, r, P).
Similarly, admissibility is required for team assignment.
Definition 8. Assign(VT, T) is admissible iff it satisfies the following conditions: 1. For every Assign(r, ag) in Assign(VT, T), Assign(r, ag) is admissible; 2. Every constraint in the constraint set of plan P is satisfied under Assign(VT, T);
3. For every sub-plan invocation, there is an admissible team assignment.
We note that, the above formalism is only to search for an admissible team assignment for T invoking P, and it occurs when the execution reach the point when T invokes P. The statements inside P, including condition evaluations and sub-plan invocations, have not been reached yet. Checking condition 3 is to ensure that with the found admissible team assignment for T invoking P, there will be admissible team assignments for sub-plan invocations of P during the future execution of P (the team assignment searching for sub-plan invocations occurs when the execution reach them).
One may question why not just decide which role is delegated to which agent during the execution of a rolebased plan (i.e., at the first moment when a role invokes an action). The reason why we search for an admissible team assignment before actually executing a role-plan is that, we want to not only decide which role is delegated to which agent, but also have agents form a joint intension to enforce the execution of the role-based plan to be a team effort; moreover, the joint intension ensures that every action in P will be executed in accordance with the temporal ordering on them unless the termination conditions of the role-based plan are satisfied.
C. CSP Algorithm of Searching for Admissible Team Assignments
Suppose a team of agents T wants to invoke a rolebased plan, P. The virtual team VT of plan P is a set of roles, and the constraints of plan P is C O . In the process of P, there is a set of sub-plan invocations Inv. The problem of searching for an admissible team assignment for T invoking P can be formalized as a constraint satisfaction problem (CSP) [18] :
The set of variables of the CSP is VT of plan P. The nonempty domain of the CSP is T. The possible values for each variable (role) are the agents in T. The set of constraints of the CSP includes three types of constraints: 1) qualification for delegating roles to agents, i.e. for any role r i in VT, oprequirement(r i ) Capability(ag), where ag is the agent assigned to r i ; 2) the constraints in C O ; and 3) an admissible team assignment for each sub-plan invocation in Inv.
Various algorithms, including backtracking search, local search and distributed search, have been developed to resolve CSP. Backtracking search functions as a depth-first search to choose values for a variable at a time and backtrack when a variable has no legal value left. An algorithm of backtracking search has been developed to search for an admissible team assignment for agents invoking a role-based plan.
D. Role Selection
A role selection is the select of a role r to fill a role variable ?r, denoted by Select(?r, r). By Definition 4, role variable declaration includes the selection scope RS and the selection constraints SC. On the other hand, the capability requirement of every role in RS must include all actions associated with the ?r. However, the capability requirement may not include all actions associated with ?r. Correspondently, if role r is selected to fill ?r, the agent to whom r delegated may not be capable to do some action(s) associated with ?r. To prevent this oddity, a plan can be statically checked to make sure all role variables in the plan are well defined. Also, the agents to whom the selected roles are delegated must be able to execute the actions associated with the role variables. For this reason, we only consider the selection constraints but not the capability issue when resolving role selections. Fig. 6 is the algorithm for role selection. VI. EXPERIMENT We choose an extension of the wumpus world described in [24] , a multi-agent wumpus world, as the domain for our experiments. Agents have different capabilities, such as sense, kill wumpuses, and collect gold. There are three roles including r 1 , sniffer, r 2 , fighter, and r 3 , carrier. Table 1 lists operators and their durations. A sniffer can perform sense, a fighter can perform shoot, and a carrier can perform collect. They all can perform move. The goal of the team is to kill wumpuses and collect gold. Before an agent moves to a square, a sniffer needs to sense that square and to decide if there is a wumpus in the square, and a fighter needs to shoot toward that square if there is. Before a carrier collects a piece of gold, a sniffer needs to sense a square and decide if there is a piece of gold in the square. We collect three data: 1) the number of wumpuses killed, 2) the amount of gold collected, and 3) time performance by the absolute execution time of a plan.
We report three experiments. The first explores plan reusability of RoB-MALLET. The second shows its flexibility in supporting simultaneity of invocation. The third evaluates its efficiency in supporting teamwork.
A. Evaluating plan reusability
Experiment 1 evaluates that RoB-MALLET is flexible enough to allow reuse of role-based plans by running a role-based plan with different formation of agents. Table 2 defines five teams of agents that could invoke a role-based plan in the wumpus world. The randomly generated world is 10 10 squares and contains 20 wumpuses and 20 pieces of gold. Agents initially have no knowledge of the squares. Table 3 shows that all five teams have successfully completed the teamwork. Even though they have different time performances of accomplishing the teamwork, our model is flexible for different formations of teams to invoke the plan. We note that, each of teams T2, T3, and T4 consists of two agents, however, the two agents in different teams play different roles. The workload of the agent taking r 1 (sniffer) directly decides team performance. The faster that agent finds wumpuses and gold, the faster the team finishes the teamwork. In T2, the agent taking r 1 did not take another role. In T3 and T4, the agents taking r 1 also took another role (r 2 in T3 and r 3 in T4). Consequently, the team performance of T2 is better than T3 and T4. For the similar reasons, T3 killed wumpuses slower than T4 because the agent taking r 2 did not take other role in T3 while the agent taking r 2 took r 1 ; and T3 collected gold faster than T4 because the agent taking r 3 did not take other role in T3 while the agent taking r 3 took r 1 . 
B. Evaluating simultaneity of invocations
Simultaneity of invocation means that an agent may be involved in multiple plan invocations (at the top level) dynamically and simultaneously. In experiment 2, we use a world of 20 20 squares which contain 40 wumpuses and 60 pieces of gold. Rather than randomly generate the world, it has been specifically constructed to contain more difficult scenarios therefore need close cooperative behaviors. These are 25 pieces of unreachable gold in the wumpus world. For example, a piece of gold in the corner is surrounded by two wumpuses. Such gold is unreachable unless a path is opened by killing one of the surrounding wumpus. Again, agents initially have no knowledge of the squares.
We define two teams pursuing different top level goals. Team T1 consists of two agents, ag 1 and ag 2 , who scan a wumpus world and collect the gold found respectively. Team T2 only consists of agent ag 3 who is able to kill wumpuses but has a separate goal that is irrelevant to the main point of this example. We represent it simply by random motion through the world. Three plans, randommove, scancollect and kill, are separate team processes for T1 and T2. Two teams start plans scancollect and randommove simultaneously (at the top level). With proactive communication from ag 1 [4, 18] , ag 3 dynamically finds plan kill for a goal and builds and executes a script to start it many times to help ag 2 while ag 3 is still involved in plan randommove. The team collects 54 pieces of gold finally. Fig. 7 shows the distribution of the number of pieces of gold collected over the execution time.
We note that T2 was considered a separate team from T1, rather than as a second sub-team of a larger team, to show the more general situation with separate teams. The entire scheme works within sub-teams of a team as well. 
C. Evaluating Efficiency in Supporting Teamwork
Experiment 3 evaluates the efficiency of RoB-MALLET in supporting teamwork by comparing it with MALLET. We define a team consists of three agents which scan a wumpus world, kill wumpuses found, and collect gold found. The performance of the team is compared with that of a logically equivalent team supported by MALLET. We have run a set of experiments in four configurations: 1) distributed mode and operators with durations, 2) centralized mode and operators with durations, 3) distributed mode and operators without durations, and 4) centralized mode and operators without durations.
According to Fig. 8 , we found that, to kill various numbers of wumpuses, the time cost in RoB-MALLET is consistently much less than that in MALLET. The time cost is somewhat proportional to the number of wumpuses killed in both, however, the slope for RoB-MALLET is much smaller than that for MALLET. 
Ti me v s K i l l e d Wu mpus, C o nf i gur a t i on 1 ( D i s t r i b u t e d & W i t h D u r a t i o n s
VII. RELATED WORK
A.Phychological Interpretation of Roles
The concept of role is generally but loosely understood as: a character assigned or assumed, a socially expected behavior pattern usually determined by an individual's status in a particular society, a part played by an actor or singer, a function or part performed especially in a particular operation, or an identifier attached to an index term to show functional relationships between terms (from Webster's Dictionary). This understanding implies an attractive property of roles: a role stands for a functional abstraction, independent of the specific person who plays it.
In their role theory, Biddle and Thomas [5] discussed the properties of role and the relationships among roles from behavioral, social, cognitive, normative and legislative perspective. They also gave classificatory concepts of role, which deal with a limited set of phenomenal referents, by using partitioning conceptual operations and a criterion for subclass operation. The referents applied to partitioning conceptual operation include behaviors, persons, and persons and their behaviors. Their classificatory concepts of roles capture various behavioral aspects of role by the referent of behaviors and the referent of persons and their behaviors, while the referent of persons is not related to the behaviors aspects of role.
We ground our concepts related to role on Biddle and Thomas' role theory. Our interest is to define a formalism of role amenable to computation, particularly specifying team activities at abstract level independent of the specific agents that will execute them, decomposing team activities into individual tasks, and delegating the individual tasks to actual agents.
B.Roles Revlevent to Organizing Team Activities
Ferber et al. [13] proposed a generic meta-model of organizations based on the concepts of roles, groups and organizations. The meta-model uses organizational reflection to describe the relationships between interaction and organization. Moreover, a formal specification was proposed to define role behavior and interaction requirements. In some teamwork architectures described earlier in Sec. I, including STEAM [28] , RETSINA [27] and JACK [6] , team plans specify team activity in terms of roles. In these teamwork architectures, when a team of agents invokes a team plan to achieve a certain goal, the agents fill the roles in the team plan according to their skills and the capability requirements of the roles. In STEAM, agents can monitor and repair failures through team operators and roles. In RETSINA, agents can dynamically drop roles and other agents can reselect the dropped roles as necessary.
While the BDI (Belief, Desire and Intention) model [23] emphasizes practical reasoning based on beliefs, desires and intentions, Chainbi [9] proposed a BeliefGoal-Role theory (BGR) to stress the concept of organization and thereby cooperation. Chainbi divided actions into four categories: physical actions (i.e., interactions between agents and the environment), communicative actions (i.e., interactions between agents), private actions (i.e., internal functions of agents), and decision actions (i.e., actions that generate communicative, physical and private actions). A role is defined as a sequence of actions. Chainbi gave a set of formalization about the condition under which an action of a role can be taken, and the belief changes of agents according to the category of the action. However, many issues remain unsolved, for example, how to specify a role, how to delegate roles to agents, how the delegation of a role to agent impacts on the agent's mental states. So his BGR is quite preliminary and no multi-agent architecture based on BGR has been seen.
Researchers in Australian Artificial Intelligence Institute, including Rao, Sonenberg, Tidhar, Georgeff, and et al, developed a team-oriented programming language [30, 25] (with different terms, including TeamOriented Programming, Planned Team Activity and Social Plans), which semantics is formally defined on shared mental states, mutual beliefs, joint goals and joint intentions. For simplicity, we refer their team-oriented programming language as TOP. TOP is an implementation of BDI. In TOP, team activities are organized, in terms of roles, by a plan description language based on plan graphs. A plan graph contains START, AND, OR and END nodes representing synchronization. Social structures in TOP specify the levels of authority and responsibility that each team member possesses. To invoke a team plan, agents, guided by skills and capabilities, fill roles in the social structure of the plan. Our concepts of roles are distinguished from the roles in TOP and other teamwork architectures discussed later in this section in these aspects: 1) while their delegation of roles to agents is made based the agents' capabilities, our delegation of roles to agents is made based on the social norms (i.e., constraints) on delegating the roles to agents, as well as the agents' capabilities; 2) our roles and role variables distinguish static (by roles) and dynamic (by role variables) action associations; and 3) when delegating roles and role variables in a plan to agents, we have the agents form a mental state (joint intention) to enforce the execution of the plan as a team effort, particularly the sub-actions in the plan will be executed coherently. The feature of (2) and (3) are not provided by roles in existing teamwork architectures.
C.Roles Revlevent to Task Decomposition and Delegation
Stone and Veloso [26] used roles to decompose tasks for Robocup soccer team. In [26] , a role consists of the specification of an agent's internal behaviors (i.e., update the agent's internal state based on its current internal state, the world state, and the agreement among team) and external behaviors (i.e., the agent's interaction with the world). Roles are defined in terms of positions in the field of soccer game, such as midfielder. Team tasks then are decomposed to sub-tasks for the roles. Rather than being fixed to certain positions, robots coordinate and dynamically decide the team formation by role assignments.
Vail and Veloso [31] continue the efforts on dynamic role assignment in robot soccer games. They develop an approach for sharing sensed information and effective coordination through the introduction of shared potential fields. The potential fields were based on the roles of the other robots on the team. The robots are assigned roles by following the gradient to a minimum of the potential field.
Castelfranchi and Falcone [8] defined delegation and adoption based on the relationships between agents: "in delegation an agent A needs or likes an action of another agent B and includes it in its own plan"; and "in adoption an agent B has a goal since and until it is the goal of another agent A". The action in delegation and adoption is viewed as a task. Castelfranchi and Falcone viewed a role as a social relation regarding to a task. If agent A delegates task t to agent B (i.e., Delegate(A, B, t)), A is a role client and B is a role contractor. Then, a task delegation is a creation of a role. Further, they extended a role to be an abstract agent with goals and plans for those goals. The tasks in the plans are delegated through the role delegation.
D.Roles Relevent to Coordination Among Individuals
Barbuceanu et al. [3] have developed a coordination language, called COOL, which specifies coordination among individuals in terms of roles. At the organization level, roles specify social constraints on agent behaviors, in particular, the obligation of an agent filling a role to another agent with respect to performing actions to achieve a goal. At the individual agent level, obligations and interdictions were viewed as mental states much like beliefs, desires, and intentions. Being more specific, an obligation is defined as a generic rule, which specifies the condition under the obligation becomes active (:condition clause), the role being obligated (:obligated clause), the role that obligates (:authority clause), and the goal of the obligation (:goal clause). The control architecture of COOL selects obligations and goals, and further coordination plans according to beliefs and generic obligation rules.
Ashforth [2] models an individual's role transactions in an organization. Such transactions include role entry, role exit, role learning, role innovations, role occupation and the attributes of role transitions. This process is similar to our dynamic role-agent assignment mechanism in terms of an individual agent can fit in different roles along with their teamwork processes.
Neale and Griffin [20] model individual role perceptions in the perspective of sitting the individual in an organization. The model is composed of three components: system requirements, which represent the demands made of the individual by the employing organization; role schemas, defined as individual perceptions of how the role is typically enacted within the broader society; and a role-specific self-concept. This model helps individuals adjust their perception, behavior, and abilities. This adjustment helps people change their working positions smoothly and adapt the new roles quickly.
E. Dynamic Role-Agent Assignment
Zhu and Zhou [35] formalize the problem of roleagent assignment as a matching between an agent's availability and capability and a number of ranges of a role. For each role, they classify the possible agents who can play the role into two types -current agent and potential agent. The current agent means the agent who is currently playing that role, and the potential agent possesses the ability to play that role but is not currently playing it. All roles have an upper bound and a low bound to the number of agents that can be accommodated by this role. A team is workable if all roles in it have been filled by an appropriate number of agents.
Odell et al. [21] discuss a similar aspect of dynamic role assignment in modeling methodologies. In their work, they emphasize that dynamic role assignment reflects dynamic classification and activation. Classification affects the instantiation of agents and activation affects the current behaviors of agents. The concept of activation is similar to the concepts of converting potential roles into current ones in Zhu and Zhou's paper.
Dastani et al. [11] formalize the role assignment in a formal language 3APL for multi-agent systems. In their method, agents temporarily take up roles. This creates the need to define precisely what it means that an agent "takes up" a role and "enacts" it. They define possible relations between roles and agents and discuss architectural and functional changes that an agent must undergo when it enters an open agent system by playing different roles.
VIII. CONCLUSION We have defined role and role variable and accommodated them to complex actions. Based on these conceptual notations, the knowledge of team processes can be specified without having to specific agents and agent variables. This will allow joint mental states to be formed and the teamwork knowledge to be reused by different teams of agents. Based on roles and role variables, we have developed mechanisms of task decomposition and task delegation, by which the knowledge of a team process is decomposed into the knowledge of a team process for individuals and then delegate it to agents. We have developed an efficient representation of joint mental states by which agents only maintain individual processes complementary with others' individual process and a low level of overlapping for team organizations.
In the future, RoB-MALLET can be extended to the area of team planning. In this paper, we have explained how role-based plans, together with operators, can be used in planning algorithms. However, we just presented an algorithm to search for a role-based plan to achieve a goal without considering operators or decomposing the goal to a sequence of states. In the future research, we can extend this algorithm to include operators and goal decomposition as forward/backward planning algorithms do. Moreover, planning with existing team plans (i.e., existing role-based plans in our case) is essentially related to new research issue emerging with multi-agents systems: planning for a team of agents, instead just for a single agent as traditional planning algorithms do. The search space in traditional planning algorithms for a single agent is just one dimension: the set of operators. However, the search space in planning algorithms that use role-based plans becomes two dimensions: 1) the set of operators and role-based plans, and 2) the set of agents that execute operators/plans. Consequently, the total search space becomes the multiplicity of these two dimensions and thus its complexity increases dramatically.
Other future work is to extend RoB-MALLET to express the knowledge related to time, including when actions are taken and how long they last. For example, duration (or a range of duration) can be included in the specification of an operator to specify how long the execution of the operator takes. The hardest part of this issue is we need investigate all kinds of process knowledge related to time and then develop a set of constructs which allows us to express all the kinds of process knowledge related to time. As long as the syntax and semantics of the constructs are decided, corresponding extension of RoB-MALLET can be made to represent knowledge about time in individual process, such as by using Time Petri Nets and Timed Petri Nets [22] .
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