Abstract. BP neural network is wildly used because of its strong nonlinear processing ability, self-learning capability, fault tolerance capability. Therefore, the structure and parameters of artificial neural network determine the performance of neural networks. The performance of a BP neural network is not only affected by the network structure, but also affected by its parameters. In this article we will discuss the learning rate and momentum parameters matching relationship and its impact on network performance. The experimental results show that for the curve fitting problem there will be an optimal structure and parameters for the BP neural network.
(1) Somebody else has considered the impact of training samples [5] . When the number of inputs (2) Some scholars continue to consider the impact of the total connection weights of the BP neural network and give a boundary formula as follow.
In which tr N is the number of training samples, out N is the output layer nodes and w N is total weights of the BP network. Some scholars give a suggestion for the number of the hidden layer units based on the particular problem [6] . For example, according to the given character recognition problem raise the empirical equation as Ep.4.
In addition, we also can set a random number of the hidden layer units at first, and then adjust it by some methods. The methods include Trial-error method [7] , Cross-validation method [8] , increased method, decreased method [9] , GA method [10] or even PSO method [11] etc. The methods above try to build a best network from a different viewpoint. But the performance of a BP neural network is not only affected by the network structure, but also affected by its arguments. In this article we will discuss the learning rate and momentum parameters matching relationship and its impact on network performance.
BP Neural Networks Construction and Parameter Selection for Curve Fitting Problem
Curve to Be Fitted. In this experiment, we use curve fitting problem as an example. The curve to be fitted is a higher-order function as Ep.5.
(5) It is sampled once every 0.01 in the function definition, a total of 301 sample points sequence is get. One point is chosen in every 15 sampling points, a training set consists of 20 sampling point is build. Then we randomly selected 15 points from 301 sample points to build a test set. Because the neural network convergence curve can reflect the convergence speed and the ultimate convergence error, so we can compare the performance of the network by comparing different network convergence curve and fitting results.
Determine the Number of Hidden Layer Units. First, we should determine the topology of the BP neural network. According to the previous analysis, we use single hidden layer network architecture. The number of hidden units can be from 10 to 100 according to the formula above. We set the network parameters for the learning rate at 0.1 and the momentum at 0.5 to compare how the different number of hidden layer units impact on network performance. After 1000 times training the network convergence curves and time-consumings are as follows. From the Fig. 1 and Table 1 we can find that when a smaller number of hidden units, the network topology are fewer complexes and less time-consuming, but the error is larger. As the increase of the number of hidden units, network topology complexity increases, time-consuming increases too, but in the while the convergence error decreased. However, when the number of hidden layer units exceeds a certain threshold the network will not converge, and time-consuming will be significantly increased.
Select the Optimal Parameters of the Learning Rate and Momentum. Then we set the number of hidden layer unit at 60 and analysis how the different learning rate and momentum impact on the performance of network. We make 81 different BP neural networks with different learning rate and momentum and then train and test them with same set. A few representative convergence curves, fitting accuracy and time-consuming are selected and showed as follows. As can be seen at the same learning rate, enhanced momentum parameters can speed up network convergence. But in the same time it increased the dither which may make it easier fall into the local minimum in the complex problems. As can be seen at the same momentum, enhanced learning rate can speed up network convergence. But in the same time it increased the dither or even makes the network divergence. NaN NaN NaN NaN NaN NaN NaN 1.2598e-010 1.3446e-010 0.4 NaN NaN NaN NaN NaN NaN NaN NaN 1.5019e-010 0.5 NaN NaN NaN NaN NaN NaN NaN NaN 1.9501e-008 0.6 NaN NaN NaN NaN NaN NaN NaN NaN NaN 0.7 NaN NaN NaN NaN NaN NaN NaN NaN NaN 0.8 NaN NaN NaN NaN NaN NaN NaN NaN NaN 0.9 NaN NaN NaN NaN NaN NaN NaN NaN NaN From the Fig. 4 and Table 2 , 3 we can find that the BP neural network with different learning rate and momentum has different performance. For curve fitting problem a bigger momentum with a smaller learning rate has a better performance on time-consuming and fitting accuracy.
