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Abstract
For a finite not necessarily compact metric graph, one considers the dif-
ferential expression − d
2
dx2
on each edge. The boundary conditions at the
vertices of the graph yielding quasi–m–accretive as well as m–accretive op-
erators are completely characterized.
1 Introduction
The subject of Laplacians on metric graphs has attracted a lot of attention in
the last decades. Without going into details the author refers to [3] and the
articles [15, 14] and the references given therein, where also a brief overview on
the history of the different branches of the development and their applications
can be found. The present paper is devoted to the characterization of quasi–m–
accretive Laplacians on finite metric graphs.
Recall that an operator T in a Hilbert space H with scalar product 〈·, ·〉 is
called quasi–accretive if there exists a real constant C such that
Re 〈u, Tu〉+ C〈u, u〉 ≥ 0, for all u ∈ Dom(T ),
and T is called accretive if C can be chosen to be zero. The operator T is called
(quasi–)m–accretive if it is closed and has no proper (quasi–)accretive extension. In
this sense (quasi–)m–accretive operators are maximal (quasi–)accretive. A closed
operator T is m–accretive if and only if it obeys the estimate
‖(T − λ)−1‖ ≤ (Reλ)−1 for Reλ > 0,
compare [10, Chapter V, §3.10]. An operator L is called (quasi–)m–dissipative if
the operator T = −L is (quasi–)m–accretive. Let be C ∈ R. Then the operator T
is called sectorial with vertex C, if
|Im 〈u, Tu〉| ≤ Re 〈u, Tu〉+ C〈u, u〉, for all u ∈ Dom(T ).
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An operator T is called sectorial if it is sectorial with some vertex C. Furthermore
a sectorial operator T is called m–sectorial if it is also quasi–m–accretive. These
definitions are compatible with those given in [10, Chapter V, §3.10]. Recall that
these notions refer to the numerical range of a closed operator T rather than to
its spectrum. In general the numerical range can be larger than the convex hull
of the spectrum.
It is known that a semigroup S(t) is strongly continuous and quasi–contractive
if and only if its generator L is quasi–m–dissipative and then S(t) = eLt, see for
example [7, Chapter II Corollary 3.6]. Recall that a strongly continuous semigroup
S(t) is called quasi–contractive if ‖S(t)‖ ≤ eωt for appropriate ω ∈ R, compare for
example [7, Chapter II Corollary 3.6]. If ‖S(t)‖ ≤ 1, for t ≥ 0, then S(t) is called
contractive.
The scope of this work is the heat conduction equation on finite metric graphs
with initial conditions. Let −∆˜ be a Laplace operator, which acts in the space of
square integrable functions on a finite metric graphs. Then one considers(
∂
∂t
− ∆˜
)
ψ(x, t) = 0, ψ(·, 0) = ψ0, for t ≥ 0. (1)
The quasi–m–accretive Laplace operators−∆˜ give exactly the quasi–m–dissipative
generators ∆˜ of strongly continuous and quasi–contractive semigroups. Hence for
−∆˜ quasi–m–accretive the solution of (1) in the L2-space is given in terms of
semigroups as
ψ(·, t) = e∆˜tψ0, where ‖e∆˜t‖ ≤ eωt,
for appropriate growth bound ω ∈ R. In particular this has applications to stochas-
tic processes on networks. For further information on this subject especially on
Brownian motions on metric graphs, see [12, 13].
The present work can be understood as an extension of the results obtained by
V. Kostrykin and R. Schrader in [12], where a sufficient criterion for m–accretive
boundary conditions has been derived. In particular in [12] it has been stated that
all m–accretive Laplacians can be parametrized in terms of boundary conditions.
The main result of this work is the characterization of all quasi–m–accretive Lapla-
cians on finite metric graphs in terms of boundary conditions. The proof shows
that these operators are even m–sectorial, and the real parts of such m–sectorial
Laplacians are self-adjoint Laplace operators. Combining the main result with re-
sults from [2], one obtains a complete characterization of all m–accretive boundary
conditions, too.
The subject of Laplacians on metric graphs lies - from the mathematical point
of view - in the intersection of different branches of mathematics. Here it is worth
mentioning spectral theory and the theory of ordinary differential equations or
systems of them. One approach is to put the question of appropriate boundary
conditions into the framework of extension theory.
In the most general context of extension theory many results characterizing m–
accretive extensions of non–negative closed symmetric operators and m–sectorial
extensions with vertex zero have been obtained by Y. Arlinskii, Y. Kovalev and
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È. R. Tsekanovski˘ı, compare the recent work [1] and the references therein. In
the particular context of boundary triples V. A. Derkach, M. M. Malamud and
È. R. Tsekanovski˘ı, see [5] and M. M. Malamud, see [16] obtained characterizations
earlier. Some of the results proven here have been obtained already in the above
mentioned works. Some are more specific due to the special structure of the prob-
lem. In general the techniques used here are very explicit, because the situation
discussed is very explicit. Thus the proofs are more transparent than those given
in the above mentioned works, which have been obtained in a long term process.
It is not completely clear how the general theory can be applied effectively to the
problem stated here.
The content of this note is part of the author’s PhD thesis, see [9, Chapter 1].
The work is organized as follows: in the subsequent section the different types
of boundary conditions are discussed and the starting point of the study is de-
scribed. This is followed by the formulation of the main results and the discussion
of examples. The proofs are given separately in the last section.
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2 Basic structures
The notation is as in [12, Section 2] and it is summarized here briefly. A graph is
a 4-tuple G = (V, I, E , ∂), where V denotes the set of vertices, I the set of internal
edges and E the set of external edges, where the set E ∪ I is summed up in the
notion edges. The boundary map ∂ assigns to each internal edge i ∈ I an ordered
pair of vertices ∂(i) = (v1, v2) ∈ V × V , where v1 is called its initial vertex and
v2 its terminal vertex. Each external edge e ∈ E is mapped by ∂ onto a single, its
initial, vertex. A graph is called finite if |V |+ |I|+ |E| <∞ and a finite graph is
compact if E = ∅.
The graph is endowed with the following metric structure. Each internal edge
i ∈ I is associated with an interval [0, ai] with ai > 0, such that its initial vertex
corresponds to 0 and its terminal vertex to ai. Each external edge e ∈ E is
associated to the half line [0,∞), such that ∂(e) corresponds to 0. The numbers
ai are called lengths of the internal edges i ∈ I and they are summed up into the
vector a = {ai}i∈I ∈ R|I|+ . The 2-tuple consisting of a finite graph endowed with
a metric structure is called a metric graph (G, a). The metric on (G, a) is defined
via minimal path lengths.
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Given a finite metric graph (G, a) one considers the Hilbert space
H ≡ H(E , I, a) = HE ⊕HI , HE =
⊕
e∈E
He, HI =
⊕
i∈I
Hi, (2)
where Hj = L2(Ij) with
Ij =
{
[0, aj], if j ∈ I,
[0,∞), if j ∈ E .
ByDj with j ∈ E∪I denote the set of all ψj ∈ Hj such that ψj and its derivative
ψ′j are absolutely continuous and ψ
′′
j is square integrable. Let D0j denote the set
of all elements ψj ∈ Dj with
ψj(0) = 0, ψ
′(0) = 0, for j ∈ E ,
ψj(0) = 0, ψ
′(0) = 0, ψj(aj) = 0, ψ
′(aj) = 0, for j ∈ I.
Let ∆ be the differential operator
(∆ψ)j (x) =
d2
dx
ψj(x), j ∈ E ∪ I, x ∈ Ij
with domain D and ∆0 its restriction on the domain D0, where
D =
⊕
j∈E∪I
Dj , and D0 =
⊕
j∈E∪I
D0j .
One can check easily that the operator ∆0 is a closed symmetric operator with
deficiency indices (d, d), where d = |E| + 2|I|, and its Hilbert space adjoint is
(∆0)∗ = ∆. The aim of this note is to discuss extensions −∆˜ of the Laplacian
−∆0 with
−∆0 ⊂ −∆˜ ⊂ −∆,
that is lying between the minimal and the maximal operator. In the context of
extension theory extensions with this property are called quasi–self–adjoint, see
for example [1]. In the situation considered here these extensions can be discussed
in terms of boundary conditions. For this purpose one defines the auxiliary Hilbert
space
K ≡ K(E , I) = KE ⊕ K−I ⊕K+I
with KE ∼= C|E| and K(±)I ∼= C|I|. For ψ ∈ D one defines the vectors of boundary
values
ψ =
{ψe(0)}e∈E{ψi(0)}i∈I
{ψi(ai)}i∈I
 and ψ′ =
 {ψ′e(0)}e∈E{ψ′i(0)}i∈I
{−ψ′i(ai)}i∈I
 .
One sets
[ψ] := ψ ⊕ ψ′ ∈ K ⊕K
and denotes by the redoubled space K2 = K ⊕K the space of boundary values.
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3 Boundary conditions
Let A and B be linear maps in K. By (A, B) one denotes the linear map from
K2 = K ⊕K to K defined by
(A, B)(χ1 ⊕ χ2) = Aχ1 +Bχ2,
for χ1, χ2 ∈ K. Set
M(A,B) := Ker(A, B). (3)
With any subspace M ⊂ K2 one can associate an extension −∆(M) of −∆0,
which is the restriction of −∆ to the domain
Dom(−∆(M)) = {ψ ∈ D | [ψ] ∈M}.
If M is of the form given in (3) an equivalent description is that Dom(−∆(M))
consists of all functions ψ ∈ D that satisfy the boundary conditions
Aψ +Bψ′ = 0.
In this case one also writes equivalently −∆(M) = −∆(A,B).
In [12, Theorem 2.3] it has been shown that each m–accretive extension of −∆0
can be represented as −∆(A,B), for some A,B satisfying the following necessary
Assumption 3.1 ([12, Assumption 2.1]). Let A and B be maps in K. Assume
that the map (A, B) : K2 → K is surjective, that is, it has maximal rank equal to
d = |E|+ 2|I|.
The statement of [12, Theorem 2.3] admits a straight forward generalization
to quasi–m–accretive Laplacians.
Proposition 3.2. Any quasi–m–accretive extension of −∆0 can be represented by
−∆(A,B), for some A and B satisfying Assumption 3.1.
For the discussion of boundary conditions it is important to note that A,B
and A′, B′ define the same operator −∆(A,B) = −∆(A′, B′) if and only if the
corresponding subspaces M(A,B) and M(A′, B′) agree. This gives rise to
Definition 3.3 ([12, Definition 2.2]). Boundary conditions defined by A,B and
A′, B′ satisfying Assumption 3.1 are called equivalent if the corresponding sub-
spaces M(A,B) and M(A′, B′) agree.
Note that boundary conditions defined by A,B and A′, B′ satisfying Assump-
tion 3.1 are equivalent if and only if there exists an invertible operator C in K
such that A′ = CA and B′ = CB, compare [12].
The question if an operator is quasi–accretive or even sectorial is closely re-
lated to the sesquilinear form defined by the operator, and here one defines the
sesquilinear form δM by
δM[ψ, ϕ] := 〈ψ,−∆(M)ϕ〉H, ψ, ϕ ∈ Dom(∆(M)).
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Integration by parts gives a more practical representation for the associated
quadratic form
δM[ψ] := δM[ψ, ψ] =
∫
G
|ψ′|2 + 〈ψ, ψ′〉K, (4)
where ∫
G
|ψ′|2 =
∑
i∈I
∫ ai
0
|ψ′(xi)|2dxi +
∑
e∈E
∫ ∞
0
|ψ′(xe)|2dxe.
It turns out that in the class of boundary conditions which satisfy Assump-
tion 3.1, there are two types of boundary conditions. These are related to a certain
block-decomposition of the matrices A and B, where M = M(A,B). Following
[15, Section 3.1] one introduces two decompositions ofK. Denote byQ the orthogo-
nal projector onto the subspace (RanB)⊥, byQ⊥ = 1−Q the orthogonal projector
onto RanB and by P the orthogonal projector onto KerB and by P⊥ = 1 − P
the orthogonal projector onto (KerB)⊥. With this one is able to write the map
(A, B) as the block-operator matrix
(A, B) =
(
Q⊥AP⊥ Q⊥AP Q⊥BP⊥ 0
QAP⊥ QAP 0 0
)
. (5)
The domains of A and B have the orthogonal decomposition K = RanP ⊕RanP⊥
and the target set of both A and B is K = RanQ ⊕ RanQ⊥. From this one sees
that the rank condition in Assumption 3.1 is equivalent to the fact that
QA =
(
QAP⊥ QAP
)
considered as a map from K to RanQ is surjective.
As remarked above the choice of the matrices A and B is not unique. Similar
to the case of self-adjoint Laplace operators on metric graphs one can parametrize
M =M(A,B) at least in an “almost unique” way. Notice that from the definitions
of P and Q it follows that dimRanP = dimRanQ. Therefore there exists an
isomorphism
U : RanQ→ RanP.
Multiplying both A and B from the left with the matrix
C =
(
(Q⊥BP⊥)−1 0
0 U
)
,
gives A′ = CA and B′ = CB. These A′, B′ define equivalent boundary conditions,
in the sense of Definition 3.3, that is M(A′, B′) =M(A,B), but one has achieved
the normalization B′ = P⊥. This gives the block-operator matrix
(A′, B′) =
(
P⊥A′P⊥ P⊥A′P P⊥ 0
PA′P⊥ PA′P 0 0
)
(6)
One observes that the boundary conditions separate into
PA′u = 0 and P⊥A′u+ P⊥u′ = 0.
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Similar considerations have been used in the discussion of boundary conditions that
define self-adjoint Laplace operators as well as in the analysis of the corresponding
quadratic forms, see [15]. This motivates the notation
L := (Q⊥BP⊥)−1Q⊥AP⊥ (7)
or equivalently L = P⊥A′P⊥. After this preparatory work one can formulate
also the sufficient assumption on boundary conditions to define quasi–m–accretive
realisations of −∆0. In addition to the necessary Assumption 3.1 one needs
Assumption 3.4. Let A and B be maps in K. Denote by Q be the orthogonal
projector in K onto (RanB)⊥ and by P the orthogonal projector in K onto KerB.
Assume that
QAP⊥ = 0.
Remark 3.5. Assuming both Assumption 3.1 and Assumption 3.4 it follows that
QAP , as a map from RanP to RanQ is invertible. With this the block decompo-
sition given in (6) can be simplified to
(A′, B′) =
(
P⊥A′P⊥ P⊥A′P P⊥ 0
0 P 0 0
)
. (8)
Surprisingly the block P⊥A′P has no influence on the numerical range of the
operator −∆(A′, B′), since Pψ = 0 for all ψ ∈ Dom(−∆(A′, B′)). Hence it is
even sufficient to consider
(A′′, B′′) =
(
L 0 P⊥ 0
0 P 0 0
)
.
4 Results and examples
The main result of this note is
Theorem 4.1.
1. The operator −∆(A,B) is quasi–m–accretive if and only if A,B satisfy both
Assumption 3.1 and Assumption 3.4.
2. All quasi–m–accretive realizations −∆(A,B) are even m–sectorial.
Note that for any positive closed symmetric operator there exists an extension
that is m–accretive, but not sectorial with vertex zero, see [18, Theorem 1]. In
the particular situation considered here Theorem 4.1 exhibits that there is at least
some vertex for which the m–accretive operator −∆(A,B) is sectorial.
Claim (2) of Theorem 4.1 is of importance because any m–sectorial operator
−∆(A,B) has a well–defined real part Re (−∆(A,B)). This is the unique self–
adjoint operator that is associated to the real part of the closure of the form defined
by the m-sectorial operator −∆(A,B), compare [10, Chapter VI, §3.1]. It turns
out that Re (−∆(A,B)) is itself a Laplace operator. Together with results from [2]
Theorem 4.1 yields also a characterization of all m–accretive boundary conditions.
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Theorem 4.2. 1. Let A,B satisfy Assumption 3.1 and Assumption 3.4. Then
Re (−∆(A,B)) = −∆(A′, B′),
is self–adjoint with
A′ = P +ReL and B′ = P⊥,
where P denotes the orthogonal projector onto KerB, P⊥ = 1−P and L is
given by equation (7).
2. The operator −∆(A,B) is m–accretive if and only if the following two con-
ditions are satisfied
(a) Assumption 3.1 is fulfilled and
(b) Re (AB∗) +BM0(a)B
∗ ≤ 0 with M0(a) =
0 0 00 − 1a 1a
0 1a − 1a
 ,
where 1a is the |I| × |I|–matrix with entries
{
1
a
}
ij
= δija
−1
i , i, j ∈ I.
This theorem improves the result obtained in [12, Theorem 2.4], where it
has been stated that boundary conditions satisfying Assumption 3.1 define an
m–accretive Laplace operator −∆(A,B) whenever Re (AB∗) ≤ 0. This follows
now already from the inequality Re (AB∗) + BM0(a)B∗ ≤ Re (AB∗), which uses
BM0(a)B
∗ ≤ 0.
Note that condition (b) for the statement (2) in Theorem 4.2 assures that
Assumption 3.4, which is needed to apply Theorem 4.1 is satisfied. When quasi–m–
accretive Laplacians are important for the generation of strongly continuous quasi–
contractive semigroups, m–accretive Laplacians are relevant for the generation of
strongly continuous contractive semigroups. The statement of Theorem 4.2 follows
also from the more general results obtained in [5, Theorem 2].
Remark 4.3. Quasi–m–accretive operators −∆(A,B) generate strongly continu-
ous quasi–contractive semigroups
S(t) = et∆(A,B) with growth estimate ‖S(t)‖ ≤ e−tω,
where the growth bound ω can be chosen as
ω = minRe {〈ψ,−∆(A,B)ψ〉 | ψ ∈ Dom(−∆(A,B))}.
This follows from [7, Chapter II Corollary 3.6] and [10, Chapter V, §10]. Therefore
the growth bound ω can be computed, according to Theorem 4.2, as the bottom of
the spectrum of the self–adjoint operator −∆(A′, B′),
ω = minσ(−∆(A′, B′)).
Estimates for the lowest eigenvalue of self-adjoint Laplacians on finite metric
graphs are discussed in [11, Theorem 3.10], [15, Corollary 10] and [9, Chapter
2].
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Examples of quasi–m–accretive operators are obtained by imposing boundary
conditions that satisfy both Assumption 3.1 and Assumption 3.4. Note that this is
the case for all boundary conditions with KerB = 0, as then L = B−1A and P ≡ 0.
Separated boundary conditions on intervals satisfy these assumptions as well as
the conditions given in Example 4.5. The next example gives quasi–m–accretive
boundary conditions with P 6= 0.
Example 4.4 (Complex δ-interaction). Assume that the boundary conditions are
local and for deg(ν) ≥ 2, up to equivalence the boundary conditions at vertex ν are
defined by
Aν =

1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
0 0 1 · · · 0 0
...
...
...
...
...
0 0 0 · · · 1 −1
0 0 0 · · · 0 γν

, Bν =

0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
...
...
0 0 0 · · · 0 0
1 1 1 · · · 1 1

,
where γν ∈ C. For real γν the Assumptions 3.1 and 3.4 are satisfied, that is
one can represent the boundary conditions equivalently by A′ν = Lν + Pν and
B′ν = P
⊥
ν , where P
⊥
ν is a rank one projector and Lν =
−γν
deg(ν)P
⊥
ν , compare [15,
Section 3.2.1]. This carries over to the case of complex coupling parameters γν and
the Assumptions 3.1 and 3.4 are satisfied. For a connected star graph with complex
δ-interaction at the vertex with coupling constant γν the operator −∆(Aν , Bν) is
associated with the quadratic form defined by∫
G
|ψ′|2 − γν
deg(ν)
|ψ|2, where ψ ∈ {ψ ∈ W | Pψ = 0},
and hence Re (−∆(Aν , Bν)) is the self–adjoint Laplace operator with real
δ–interaction and coupling parameter Re γν at the vertex.
Example 4.5 (Complex δ′-interaction). Complex δ′-potentials are locally given
for γν ∈ C \ {0} by Aˆν = Bν and Bˆν = Aν , where Aν and Bν are taken from the
above Example 4.4. Since Bˆν is invertible these boundary conditions define quasi–
m–accretive Laplace operators. Note that Lν is a rank one operator and one has
that Re −∆(Aˆν , Bˆν) is the operator with δ′–couplings and real coupling constants
Re γν .
An example for which Assumption 3.1 is satisfied, but Assumption 3.4 is vio-
lated is the following
Example 4.6. Let G = (V, ∂, E) be a graph consisting of two external edges E =
{e1, e2} and one vertex ∂(e1) = ∂(e2). Consider the boundary conditions defined
by
Aτ =
(
1 −eiτ
0 0
)
and Bτ =
(
0 0
1 −e−iτ
)
,
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for τ ∈ [0, pi/2]. Assumption 3.1 is clearly satisfied for all τ ∈ [0, pi/2]. Explicit
computations give
RanBτ = span
{(
0
1
)}
, (RanBτ )
⊥ = span
{(
1
0
)}
,
KerBτ = span
{(
e−iτ
1
)}
, (KerBτ )
⊥ = span
{(
1
−e−iτ
)}
and therefore
QτAτP
⊥
τ =
1√
2
(
2 −2eiτ
0 0
)
6= 0.
The case τ = 0 has been discussed in [6, Example XIX.6.c] already. The function
ψ(k, ·) defined by
ψ(k, x) =
{
eikx, if x ∈ e1,
eikx, if x ∈ e2
satisfies the boundary conditions defined by A0, B0 for any k. For Im k > 0 one
has
−∆(A0, B0)ψ(k, ·) = k2ψ(k, ·)
and hence the operator −∆(A0, B0) has empty resolvent set. Identifying the graph
G with the real line the operator −∆(A0, B0) corresponds to the operator
− sign(x) ddx sign(x) ddx
with its natural domain in L2(R), which is self–adjoint in an appropriate Krein
space, see for example [9, Chapter 4, Section 1].
5 Proofs of the main results
The proofs of the characterizations consist of two directions. For the “if-part”
one requires both Assumptions 3.1 and 3.4. Denote by Wj , j ∈ E ∪ I the set
of all functions ψj ∈ Hj which are absolutely continuous with square integrable
derivative. One sets
W =
⊕
j∈E∪I
Wj .
Inserting the representation (8) into the quadratic form given in (4) one obtains
δM[ψ] =
∫
G
|ψ′|2 − 〈LP⊥ψ, P⊥ψ〉K. (9)
Recall that a form t is called sectorial if there exists a C ∈ R such that
|Im t[u, u]| ≤ Re t[u, u] + C〈u, u〉, for all u ∈ dom(t).
From (9) one deduces
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Lemma 5.1. Under the Assumptions 3.1 and 3.4 the form δM given in (4) is
sectorial. The form domain of its closure is
dom clo(δM) = {ψ ∈ W | Pψ = 0}.
This result gives reason to the definition of the quadratic form δ¯L,P given by
δ¯L,P [ψ] :=
∫
G
|ψ′|2 − 〈P⊥ψ,LP⊥ψ〉K (10)
with the form domain dom(δ¯L,P ) = {u ∈ W | Pu = 0}. Obviously δM ⊂ δ¯L,P ,
for M = Ker(A, B), where P is the orthogonal projector onto KerB and L is
computed from A,B by formula (7).
The proof of Lemma 5.1 uses the following elementary but important trace
estimate, which is borrowed from [15].
Lemma 5.2 (Trace estimate, [15, Lemma 8]). Let f ∈ H1([0, a)]. Then
|f(0)|2 ≤ 2
l
‖f‖2L2([0,a]) + l‖f ′‖2L2([0,a]),
holds for any 0 < l ≤ a, where H1([0, a)] ⊂ L2([0, a]) denotes the Sobolev space of
first order.
The statement of the lemma remains valid for f ∈ H1([0,∞)) with 0 < l <∞.
Proof of Lemma 5.1. The first step is to prove that the quadratic form δ¯L,P is
sectorial with some vertex C. The operator L is bounded in the finite dimensional
space K and therefore it is even sectorial, as well as −L. Hence for sufficiently
large C > 0 there exists a γ > 1 such that the inequality
|Im 〈ψ,Lψ〉K| ≤ −γRe 〈ψ,Lψ〉K + C〈ψ, ψ〉K,
holds for all ψ ∈ K. Adding the positive quantity 0 ≤ ‖ψ′‖2H on the right hand
side gives
|Im 〈ψ,Lψ〉K| ≤ −γRe 〈ψ,Lψ〉K + C〈ψ, ψ〉K + ‖ψ′‖2H,
for all ψ ∈ W . The trace estimate in Lemma 5.2 gives for sufficient small l > 0
with l ≤ mini∈I ai,
C〈ψ, ψ〉K + ‖ψ′‖2H ≤ (1 + 2Cl) · ‖ψ′‖2H + 2
2C
l
‖ψ‖2H,
where the trace estimate has been applied to all endpoint of the edges. This leads
to the inequality
|Im 〈ψ,Lψ〉K| ≤ −γRe 〈ψ,Lψ〉K + (1 + 2Cl) · ‖ψ′‖2H +
4C
l
‖ψ‖2H, ψ ∈ W .
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Choosing l > 0 so small that (1 + Cl) ≤ γ for a fixed C > 0 one can estimate the
right hand side of the above inequality and one arrives at
|Im 〈ψ,Lψ〉K| ≤ γRe δ¯P,L[ψ] + 4C
l
‖ψ‖2H, ψ ∈ W .
Therefore the form δ¯P,L is sectorial even in the larger domainW . From the domain
inclusions
Dom(−∆(A,B)) ⊂ dom(δ¯P,L) ⊂ W
it follows that δM is sectorial, too. From Proposition 3.2 it follows that −∆(A,B),
where M = M(A,B), is quasi–m–accretive and therefore even m–sectorial. It
remains to determine the closure of the form associated with −∆(A,B).
As δM is sectorial there exists a constant C > 0 such that
‖ψ‖δM :=
(
Re δM[ψ] + C‖ψ‖2H
)1/2
defines a norm in Dom−∆(A,B). This norm ‖·‖∆M is equivalent to the Sobolev
norm ‖·‖W , which is given by the formula
‖ψ‖2W = ‖ψ‖2H + ‖ψ′‖2H.
The proof is analogue to the proof of the sectoriality of δM. By the same reasoning
it follows that there exists a C > 0 such that for all ψ ∈ W
0 ≤ Re 〈ψ,−Lψ〉K + 12‖ψ′‖H + 12‖ψ‖H + (C − 1)‖ψ‖H
holds. Adding the positive term 12‖ψ′‖H + 12‖ψH‖ on both sides one gets
1
2‖ψ‖2W ≤ ‖ψ‖2δM .
On the other hand applying Lemma 5.2 one has for a constant C′ > 0
Re 〈ψ,−Lψ〉K + ‖ψ′‖H + C‖ψ‖H ≤ C′‖ψ‖W .
Hence ‖·‖δM and ‖·‖W are equivalent inWP = {ψ ∈ W | Pψ = 0}. For the closure
of Dom(∆(A,B)) with respect to the norms ‖·‖δM and ‖·‖W one obtains
Dom(−∆(A,B))‖·‖δM = Dom(−∆(A,B))‖·‖W .
Note that Dom(−∆(A,B)) is a dense subset of dom(δ¯P,L) and dom(δ¯P,L) is a
closed subspace of W . Therefore one arrives at the conclusion that the closure of
the form δM is δ¯L,P .
To prove the “only-if” part it is sufficient to show that assuming Assumption 3.1
and QAP⊥ 6= 0 gives that the numerical range of operator −∆(A,B) contains the
whole real line and therefore it cannot be quasi-accretive.
Lemma 5.3. Let one of the Assumptions 3.1 and 3.4 be violated. Then −∆(A,B)
fails to be quasi–m–accretive.
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Proof. Let Assumption 3.1 be violated. Then by Proposition 3.2 the operator
−∆(A,B) fails to be quasi–m–accretive. Therefore, suppose that Assumption 3.1
holds and Assumption 3.4 is violated.
Consider for simplicity the parametrization (6) instead of the parametriza-
tion (5). Inserting the boundary condition (6) into the quadratic form (4) yields
δM[ψ] =
∫
G
|ψ′|2 − 〈P⊥ψ, P⊥A′ψ〉K + 〈Pψ, Pψ′〉K,
whereM(A,B) =M(A′, B′) and P is the orthogonal projector onto KerB′. Since
QA is surjective by Assumption 3.1 also PA′ is surjective, and one has that
dimKerPA′ = dimRanP⊥.
Therefore QAP⊥ 6= 0 implies PA′P⊥ 6= 0 which delivers KerPA′ 6= RanP⊥. This
in turn implies that there is a vector α such that
PA′ α = 0, but P α 6= 0. (11)
Using this vector one constructs explicitly a sequence un ∈ Dom(−∆(A′, B′)) such
that Re 〈un,−∆(A′, B′)un〉 → −∞, for n → ∞. For simplicity suppose that G is
a finite star graph, that is I = ∅ and |E| = m.
First one defines an auxiliary matrix-valued function on the half-line. Let
0 < a < b < c be positive numbers, H ∈ End(K) an arbitrary matrix and p(H ;x)
and q(H ;x) functions in x and H . One defines
ΦH [p, q; a, b, c] : [0,∞)→ End(K),
by
ΦH [p, q; a, b, c](x) =

eHx, x ∈ [0, a],
p(H ;x), x ∈ (a, b),
q(H ;x), x ∈ [b, c),
0, x ∈ [c,∞).
Consider for n ≥ 1 the sequence of matrices
Hn = −
(
P⊥A′P⊥ P⊥A′P
0 nP
)
and note that
2ReHn =
(
2ReP⊥A′P⊥ P⊥A′P
(P⊥A′P )∗ 2nP
)
and that
2ImHn =
(
2ImP⊥A′P⊥ P⊥A′P
−(P⊥A′P )∗ 0
)
.
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In order to analyse these bounded block operator matrices the concept of the
quadratic numerical range is helpful, for further information on this topic see the
book [17] and the references therein. As the numerical ranges of the diagonal
blocks are contained in the numerical range of the whole block operator matrix
one obtains that ‖ReHn‖ ∼ n for large n. Therefore also
‖Hn‖ =
(‖ReHn‖2 + ‖ImHn‖2)1/2 ∼ n for n large.
Define now for sequences (an), (bn), (cn) with 0 < an < bn < cn for n ≥ 1 the
polynomial pn(Hn; ·) in x by
pn(Hn;x) = βn
(x− bn)n+1
n+ 1
+ γn
with coefficients
βn =
Hne
Hnan
(an − bn)n and γn =
[
1− (an − bn)
n+ 1
Hn
]
eHnan .
This assures that
pn(Hn; an) = e
Han , ddxpn(Hn; an) = Hne
Hnan ,
pn(Hn; bn) = γn and ddxpn(Hn; bn) = 0.
Furthermore choose qn to be a polynomial in x such that
qn(Hn; bn) = γn,
d
dxqn(Hn; bn) = 0,
qn(Hn; cn) = 0 and ddxqn(Hn; cn) = 0
hold for all n ≥ 1. This gives that the function ΦHn [pn, qn; an, bn, cn] is a function
in the Sobolev space H2([0,∞),End(K)) for all n ∈ N, and by construction it is
even compactly supported.
Now with the vector α chosen above, compare (11), one sets
{un}e(x) :=
{
ΦHn [pn, qn; an, bn, cn](x)α
}
e
, for e ∈ E .
This defines functions un : G → C for n ∈ N. By construction one has un ∈ D .
One proves now that un ∈ Dom(−∆(A′, B′)). Indeed,
ΦHn [pn, qn; an, bn, cn](0)α = α and
d
dx
ΦHn [pn, qn; an, bn, cn](·)α
∣∣∣
x=0
= Hnα.
Therefore
un =
(
P⊥α
Pα
)
and un′ = −
(
P⊥A′P⊥ P⊥A′P
0 nP
)(
P⊥α
Pα
)
for all n ∈ N. From un = α,
(
PA′P⊥ PA′P
)
α = 0 and (11) it follows that
A′un +B
′un
′ =
(
P⊥A′P⊥ P⊥A′P
PA′P⊥ PA′P
)(
P⊥un
Pun
)
+
(
P⊥ 0
0 0
)(
P⊥un
′
Pun
′
)
= 0.
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This implies that un ∈ Dom(−∆(A′, B′)) for all n ∈ N. Inserting un into the
quadratic form (4) gives
〈un,−∆(A′, B′)un〉 =
∫
G
|u′n|2 + 〈un, un′〉K
=
∫
G
|u′n|2 − 〈P⊥α, P⊥A′α〉K − n〈Pα, Pα〉K.
The term −〈P⊥α, P⊥A′α〉K is bounded. Chose now
an =
e−2‖Hn‖
‖Hn‖2 , bn = 2
e−2‖Hn‖
‖Hn‖2 and cn = constant,
for n sufficiently large. With this one obtains∫ bn
an
∣∣ d
dx (pn)(Hn;x)α
∣∣2 dx ≤ m ‖Hn‖2|bn − an|2n ‖eHn‖2‖α‖2
∫ bn
an
|x− bn|2ndx
≤ m‖Hn‖
2e2‖Hn‖‖α‖2
(2n+ 1)
|an − bn| → 0, for n→∞,
where m = |E|. Furthermore one has∫ an
0
|HneHnxα|2dx ≤ m‖α‖2‖Hn‖2
∫ an
0
e2‖Hn‖xdx
=
m
2
‖α‖2‖Hn‖
(
e2‖Hn‖an − 1
)
→ 0, for n→∞.
Since ‖γn‖ → 1 for n → ∞ and ddxpn(H ; bn) = 0, there exist constants C, c > 0
such that
c ≤
∫ c
bn
| ddx(qn(Hn;x))α|2dx ≤ C (12)
holds for all n ∈ N. Together this gives that ∫
G
|u′n|2 is uniformly bounded whereas
Re 〈un, un′〉 → −∞ and therefore
Re 〈un,−∆(A′, B′)un〉 → −∞, for n→∞.
Now one estimates the L2–norm of un. Since un ∈ H2([0, cn],End(K)), un(cn) = 0
and cn = constant for n sufficiently large it follows that a Poincaré inequality can
be applied to un and hence there is a constant C > 0 which is uniform in n such
that ∫
G
|un|2 ≤ C
∫
G
|u′n|2 for all n ∈ N.
At the same time one has that
0 <
∫ cn
bn
|qn(Hn;x)α|2 <
∫
G
|un|2 for all n ∈ N.
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Hence ‖un‖ is uniformly bounded from below and from above. Consequently the
operator −∆(A,B) = −∆(A′, B′) is not quasi–accretive. This proves Lemma 5.3
for the case of star graphs. The construction of ΦHn [pn, qn; an, bn, cn](·) has been
done only for simplicity on the half line. Actually only the locality of the boundary
conditions is needed. Restricting the functions un to small neighbourhoods of
the vertices carries the proof over to arbitrary finite metric graphs. Locality of
the boundary conditions can be achieved always by collapsing all vertices into
one single vertex. This method of “localisation” has been used frequently in the
literatur, for example recently in [4].
Proof of Theorem 4.1. If both Assumptions 3.1 and 3.4 are satisfied then by
Lemma 5.1 the operator −∆(A,B) is quasi–m–accretive and even m–sectorial. If
one of the assumptions is violated it follows from Lemma 5.3 that −∆(A,B) fails
to be quasi–m–accretive.
Lemma 5.4. Under the Assumptions 3.1 and 3.4 the operator −∆(A,B) is m–
sectorial and the symmetric form Re (clo δM) with M =M(A,B) corresponds to
the self-adjoint Laplace operator −∆(A′, B′) with A′ = P + ReL and B′ = P⊥,
where P is the orthogonal projector onto KerB, P⊥ = 1− P and L is computed
from A,B by formula (7).
Proof. The form Re clo (δM) = Re δ¯P,L is symmetric and closed. Hence according
to the first representation theorem, compare for example [10, Theorem VI.2.1],
it corresponds to a self-adjoint operator. All forms of this type and their cor-
responding self-adjoint operators has been described in [15, Theorems 6 and 9].
Since Re δ¯P,L = δ¯P,ReL the operator defined by Re clo (−∆M) agrees with the
Laplace operator −∆(P +ReL, P⊥).
Proof of Theorem 4.2. The first statement follows immediately from Lemma 5.4.
By [2, Theorem 1] a self-adjoint Laplace operator −∆(Asa, Bsa) is non-negative if
and only if
AsaB
∗
sa +BsaM0(a)B
∗
sa ≤ 0,
whereM0(a) is the matrix given in Theorem 4.2. Therefore the operator−∆(A,B)
is m–accretive if and only if the Assumptions 3.1 and 3.4 are satisfied and the form
Re δ¯(P,L) is non-negative. According to Lemma 5.4 this is the case if and only if
−∆(A′, B′) ≥ 0 with A′ = P + ReL and B′ = P⊥. Using the cited result this is
equivalent to the condition
ReAB∗ +BM0(a)B
∗ ≤ 0.
It remains to show that ReAB∗ + BM0(a)B∗ ≤ 0 implies that Assumption 3.4
holds. Let Assumption 3.1 be satisfied. Then one can assume without loss of
generality B = P⊥. The decomposition of A with respect to P and P⊥ gives
AB∗ =
(
P⊥AP⊥ P⊥AP
PAP⊥ PAP
)(
P⊥ 0
0 0
)
=
(
P⊥AP⊥ 0
PAP⊥ 0
)
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and, hence,
Re (AB∗) =
1
2
(
2Re (P⊥AP⊥) (PAP⊥)∗
PAP⊥ 0
)
and
BM0(a)B
∗ =
(
P⊥M0(a)P
⊥ 0
0 0
)
.
The numerical range of such block-matrix operators is discussed in the following
elementary lemma. It covers a particular case of the problem of the positive
completion of diagonal block-operator matrices, see [8] and the references therein,
where the general problem is discussed.
Lemma 5.5. Let M be a bounded self-adjoint block-matrix operator of the form
M =
(
A B∗
B 0
)
, where A = A∗.
Then M ≤ 0 ( M ≥ 0) if and only if A ≤ 0 (A ≥ 0) and B ≡ 0.
The proof of this lemma makes use of the concept of the quadratic numerical
range. For further references on this topic the author highly recommends the book
[17].
Applying Lemma 5.5 to the boundary conditions defined by (A, B) gives that
Re (AB∗) + BM0(a)B
∗ ≤ 0 if and only if PAP⊥ ≡ 0, which is nothing but
Assumption 3.4.
Proof of Lemma 5.5. The numerical range of A is included in the numerical range
of M therefore a necessary condition for M to be negative definite is that A is
negative definite. Assume now that B 6= 0. Then there exists u and v such that
b = 〈Bu, v〉 6= 0. Consider the 2× 2–matrix
M(u, v) =
[ 〈Au, u〉 〈Bu, v〉
〈B∗v, u〉 0
]
=
[
a b
b∗ 0
]
with a = 〈Au, u〉, which has the two eigenvalues
λ+ =
1
2
a+
1
2
√
a2 + 4|b|2 and λ− = 1
2
a− 1
2
√
a2 + 4|b|2.
The number λ− is negative whereas λ+ is positive and hence the numerical range
of M takes positive as well as negative values. The endpoints of the numerical
range are in the spectrum of the self–adjoint operator M , which means that M is
indefinite. Assuming the other way around that A ≤ 0 and B ≡ 0 the statement
follows. For M ≥ 0 the proof is analogue.
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