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Molti problemi in analisi e nelle sue applicazioni possono essere ricondotti
allo studio dell’insieme delle soluzioni di una equazione della forma
f(x) = p
in uno spazio appropriato. Scopo di questa tesi è lo studio della teoria del
grado e delle sue applicazioni alle equazioni differenziali ordinarie che ammet-
tono soluzioni periodiche. In effetti, la teoria del grado fornisce informazioni
sull’esistenza di soluzioni, il loro numero e la loro natura.
Nel primo capitolo presentiamo appunto la nozione di grado topologico di




f ∈ C(Ω̄,R) |p /∈ f(∂Ω)
}
.
a valori interi. La proprietà piú importante del grado è sicuramente l’inva-
rianza per omotopia che permette, in particolare, di dimostrare il teorema di
punto fisso di Brouwer. Un’importante conseguenza di questa teoria è il co-
siddetto teorema della palla pelosa il quale implica che non esiste un campo
vettoriale continuo e non nullo tangente alla sfera.
Nel secondo capitolo ci poniamo il problema di definire il grado topologico
anche per spazi di dimensione infinita. Sapendo che in tali spazi si perde la
compattezza della sfera, definiremo la nozione di grado solo per perturba-
zioni dell’identità mediante le mappe compatte che trasformano sottoinsiemi
limitati in spazi compatti. Questa nozione si dice grado di Leray-Schauder
3
ed è definita sull’insieme
K(Ω) =
{
(I − T ) : Ω̄ −→ X | T compatta e p /∈ (I − T )(∂Ω)
}
.
Essa verifica le stesse proprietà del grado di Brouwer tra le quali, di maggior
interesse, l’invarianza omotopica. In particolare la nozione di punto fisso è
alla base di teoremi di esistenza e unicità di equazioni non lineari.
Nel terzo e ultimo capitolo infatti, applichiamo gli strumenti acquisiti per
trovare soluzioni periodiche per equazioni differenziali ordinarie.
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In questo capitolo diamo la nozione di grado di Brouwer. Si tratta di una
nozione topologica che ci permetterà di enunciare un teorema di punto fisso
per funzioni definite su uno spazio di dimensione finita. La definizione viene
fornita in R, poi generalizzata in Rn. In questo setting viene dato dapprima
per funzioni di classe C1 senza punti critici, poi usando un teorema di rappre-
sentazione integrale viene rimossa l’ipotesi sui punti critici, e infine la nozione
viene data per funzioni continue, usando un teorema di approssimazione.
1.1 Grado di Brouwer in R
Definizione 1.1. Sia f ∈ C[a, b]∩C1(a, b). Si dice che f ha uno zero semplice
in x0 ∈ (a, b) se
f(x0) = 0 e f
′(x0) 6= 0.
Definizione 1.2 (Grado di Brouwer). Siano f ∈ C[a, b] ∩C1(a, b) e p ∈ R.
Supponiamo f−1(p) = {x1, ...., xm} e che x1, .., xm siano zero semplici per f .
Se f(a) 6= p 6= f(b) definiamo




dove sgn denota il segno della funzione e con la convenzione che la somma
sia 0 quando f−1(p) = .
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Esempio 1. Calcoliamo il grado di Brouwer per f(x) = sen(x) in p = 0, in
due diversi intervalli.































), 0) = 0
Osservazione 1. Se si suppone p = 0 si avrà:
deg(f, (a, b), 0) =

0 se f(a)f(b) > 0;
1 se f(a) < 0 e f(b) > 0;
−1 se f(a) > 0 e f(b) < 0.
1.2 Definizione di grado in Rn
Adesso possiamo estendere la precedente definizione ad una funzione a
piú variabili. Nel seguito consideremo funzioni f : Ω̄ −→ Rn dove Ω è un
sottoinsieme aperto e limitato di Rn. Se f ∈ C1(Ω) indichiamo con det Jf (x)
lo jacobiano di f nel punto x. Si dice che x ∈ Ω è un punto critico di f se
det Jf (x) = 0, altrimenti x è un punto regolare per f. Denoteremo quindi
con Zf l’insieme dei punti critici di f in Ω.
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Definizione 1.3. Sia f ∈ C(Ω̄) ∩C1(Ω) e tale che p /∈ f(∂Ω) e




sgn det Jf (xi)
dove {x1, ..., xm} = f−1(p).
Se f−1(p) =  definiamo deg(f,Ω, p) = 0.
Il seguente lemma ci permetterà di dare una nuova rappresentazione del
grado in Rn.
Lemma 1.2.1. Sia f ∈ C(Ω̄) ∩C1(Ω). Se f−1(p) ∩Zf =  allora f−1(p) è
finito.
Dimostrazione. Indichiamo con D(A) l’insieme dei punti di accumulazione
dell’insieme A. Supponiamo per assurdo che esista x∗ ∈ D(f−1(p)); poichè
x∗ ∈ Ω̄ e f ∈ C(Ω̄), allora
∃ {xn}n∈N ∈ f
−1(p)− {x∗} tale che xn −→ x∗
Per cui f(xn) = p ∀p, da cui segue f(x∗) = p. Quindi x∗ ∈ Ω perchè
p /∈ f(∂Ω); dall’ipotesi che x∗ sia un punto regolare segue allora l’esistenza di
un intorno U∗ di x∗, U∗ ⊂ Ω, tale che f|U∗ è un omeomorfismo di U∗ su f(U∗),
per il teorema di invertibilità locale; ma allora il solo punto di U∗ in cui f ha
il valore p è proprio x∗, contrariamente all’ipotesi che x∗ ∈ D(f−1(p)).
Definizione 1.4. Indichiamo con Fε l’insieme delle funzioni
Φ : [0,+∞] −→ R continue,
∫
Rn Φ(||x||)dx = 1 e tali che
(i) Φ(t) = 0 per t in un intorno dello zero,
(ii) Φ(t) = 0 per t ≥ ε > 0.
Teorema 1.2.2. Sia Ω ⊂ Rn aperto e limitato e sia f : Ω̄ −→ Rn,









Φ(||f(x)− p||) det Jf (x)dx. (1.2.1)
Dimostrazione. Sia f−1(p) = ; allora per la definizione 1.3, deg(f,Ω, p) = 0.
Inoltre ||f(x)− p|| > 0 ∀x ∈ Ω̄, cos̀ı preso ε > 0 tale che sia
ε < infΩ̄ ||f(x)− p||, risulta Φ(||f(x)− p||) = 0 ∀x ∈ Ω, perchè Φ soddisfa
le proprietà (i) e (ii) della definizione 1.4; per cui anche il secondo membro
di 1.2.1 è nullo.
Supponiamo ora f−1(p) 6=  e f−1(p) è costituito da punti regolari e
f−1(p) = {x1, ..., xm} che sono in numero finito per il lemma 1.2.1. Per
i = 1, 2, ....,m det Jf (xi) 6= 0, ma f ∈ C1(Ω) pertanto ∀ i ∃Ui tale che
sgn det Jf (x) = sgn det Jf (xi) ∀x ∈ Ui
Restringendo opportunamente si ha Ui ⊂ Ω, Ui ∩ Uj =  ∀ i 6= j e per il
teorema di invertibilità locale si ha che:
f|Ui : Ui −→ f(Ui)
è un omeomorfismo. Quindi per i = 1, 2, ....,m (f−p)(Ui) risulta un intorno
dello zero e pertanto ∃ε > 0 tale che B(0, ε) ⊂
⋂m
i=1(f − p)(Ui),
e poichè ε < inf∂Ω ||f(x)− p||, ne segue che Φ(||f(x)− p||) = 0 per
x ∈ Ω−
⋃n
i=1 Ui, (per le proprietà (i) e (ii) della definizione 1.4) e quindi∫
Ω





Φ(||f(x)− p||) det Jf (x)dx.
Poichè per i = 1, 2, ...,m sgn det Jf (x) = sgn det Jf (xj) ∀x ∈ Uj, allora
l’ultimo integrale è uguale a
m∑
i=1
sgn det Jf (xi)
∫
Uj
Φ(||f(x)− p||)| det Jf (x)|dx;
posto y = f(x), x ∈ U , si ha x = f−1(y) ma detJf−1(x) = 1detJf (x) perciò
l’ultimo integrale scritto diventa∫
f(Uj)
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ma B(0, ε) ⊂ (f − p)(Uj) e quindi, poichè suppΦ ⊂ [0, ε], l’ultimo integrale
scritto è uguale a 1. In conclusione si ha:
m∑
i=1
sgn det Jf (xi) =
∫
Ω
Φ(||f(x)− p||) det Jf (x)dx.
Osservazione 2. La precedente definizione è indipendente dalla scelta di Φ
(la quale soddisfa le proprietà (i) e (ii)).
Osservazione 3. La definizione 1.3 si applica al caso in cui




Φ(||f(x)− p||) det Jf (x)dx
ha senso nelle ipotesi che f ∈ C(Ω̄) ∩ C1(Ω) con p /∈ f(∂Ω). Possiamo
quindi estendere la definizione di grado ad ogni funzione che verifichi queste
proprietà.
Teorema 1.2.3. Sia Ω ⊂ Rn aperto e limitato e siano f, g ∈ C1(Ω)∩C(Ω̄).
Siano p ∈ Rn e ε > 0 tali che
1. ||f(x)− p|| ≥ 7ε ∀x ∈ ∂Ω
2. ||f(x)− g(x)|| < ε ∀x ∈ Ω̄
Allora:
deg(f,Ω, p) = deg(g,Ω, p).
Dimostrazione. Sia γ ∈ C1([0,+∞],R), 0 ≤ γ(t) ≤ 1 tale che
γ(t) = 1 per 0 ≤ t ≤ 2ε, γ(t) = 0 per t ≥ 3ε
Poniamo: h(x) =
(
1 − γ(||f(x) − p||)
)
f(x) + γ(||f(x) − p||)g(x). Risulta
h ∈ C1(Ω) ∩C(Ω̄) e:
· ||h(x)− f(x)|| = γ(||f(x)− p||)||f(x)− g(x)|| < ε ∀x ∈ Ω̄
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||f(x)− g(x)|| < ε ∀x ∈ Ω̄
· ||h(x)− p|| ≥ ||f(x)− p|| − γ(||f(x)− p||)||f(x)− g(x)|| > 7ε− ε = 6ε.
Inoltre h(x) = f(x) se ||f(x) − p|| ≥ 3ε, h(x) = g(x) se ||f(x) − p|| ≤
2ε. Prendiamo Φ1 ∈ F5ε, Φ1(t) = 0 per 0 ≤ t ≤ 4ε e questa soddisfa









dove Φ2 ∈ Fε. Osserviamo che
Φ1(||h(x)− p||) det Jh(x) = Φ1(||f(x)− p||) det Jf (x);
infatti se ||f(x) − p|| ≥ 3ε è h(x) = f(x), mentre se ||f(x) − p|| ≤ 3ε allora
||h(x) − p|| ≤ ||f(x) − p|| + ||f(x) − h(x)|| < 3ε e quindi Φ1(||h(x) − p||) =








Φ1(||f(x)− p||) det Jf (x)dx = deg(f,Ω, p).
È anche
Φ2(||h(x)− p||) det Jh(x) = Φ2(||g(x)− p||) det Jg(x);
infatti se ||f(x) − p|| ≤ 2ε è h(x) = g(x) mentre se ||f(x) − p|| ≥ 2ε è
||g(x) − p|| ≥ ||f(x) − p|| − ||f(x) − g(x)|| > ε e quindi Φ2(||g(x) − p||) = 0
e ||h(x) − p|| ≥ ||f(x) − p|| − γ(||f(x) − p||) − ||f(x) − g(x)|| > ε e quindi








Φ2(||g(x)− p||) det Jg(x) = deg(g,Ω, p).
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1.3 Grado di Brouwer: generalizzazione
In questo paragrafo si vuole eliminare la restrittiva condizione f ∈ C1(Ω).
Iniziamo con un esempio.
Esempio 2. Sia Ω = (−1, 1) e f(x) = |x|. Sicuramente f ∈ C[−1, 1] ma





si ha che fn ∈ C1(−1, 1) e quindi possiamo calcolare, es-
sendo nelle giuste ipotesi della definizione, deg(fn, (−1, 1)). Inoltre, abbiamo
che {fn} converge uniformemente ad f in [−1, 1] e quindi è ben definito:
deg(f, (−1, 1)) = lim
n→∞
deg(fn, (−1, 1)) = 0
Teorema 1.3.1 (Teorema di approssimazione di Weiestrass). Sia f ∈ C(Ω̄).
Allora esiste una successione di funzioni polinomiali {fn}∞n=1 tale che
sup
x∈Ω̄
||f(x)− fn(x)|| −→ 0 n→∞
quindi fn converge uniformemente ad f in Ω̄.
Definizione 1.5. Sia Ω ⊂ Rn un insieme aperto e limitato e sia f ∈ C(Ω̄).
Sia poi {fn}∞n=1 ⊂ C(Ω̄) ∩ C
1(Ω̄) tale che {fn}∞n=1 converge uniformemente
ad f in Ω̄. Se p /∈ f(∂Ω) possiamo definire:
deg(f,Ω, p) = lim
n→∞
deg(fn,Ω, p).
Osservazione 4. Il teorema 1.2.3 assicura che deg(fm,Ω, p) è definito, che
esiste m0 tale che deg(fm,Ω, p) = deg(fm0 ,Ω, p) ∀m ≥ m0 e che il
limm→∞ deg(fm,Ω, p) è indipendente dalla particolare successione {fm}m∈N
approssimante (nel senso specificato) la f .
Dimostrazione. Per ipotesi f(x) 6= p ∀x ∈ ∂Ω allora




Si ha inoltre che fm −→ f uniformemente quindi arbitrariamente si avrà che
||f − fm|| ≤ ε2 ≤ 7ε ∀m ≥ m0.
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(i) ||fm − p|| ≥ ||f(x) − p|| − ||f − fm|| ≥ minx∈∂Ω ||f(x) − p|| − 7ε ≥
14ε− 7ε = 7ε,




Dunque, le ipotesi del teorema 1.2.3 sono state verificate.
Inoltre, il teorema di Weierstrass ci assicura che è sempre possibile calco-
lare il grado di qualsiasi funzione continua.
Esempio 3. Sia Ω = {(x, y) ∈ R2|x2 + y2 < 1} e sia f(x, y) = (x2 − y2, 2xy).
L’origine è un punto critico di f , quindi possiamo approssimarlo con una
successione di punti regolari che si trovanno sull’asse delle x. Sia {εn}∞n=1
una successione decrescente tale che 0 < εn < 1 ∀n ∈ N e εn −→ 0, e si
ponga yn = (εn, 0). Allora {yn}∞n=1 è una successione di valori regolari che
converge all’origine. Se definiamo fn(x) = f(x)− εn, si ha deg(fn,Ω, 0) = 2
e quindi
deg(f,Ω, 0) = 2.
Lemma 1.3.2 (Lemma di Sard). Se f ∈ C1(Ω) allora f(Zf ) ha misura di
Lebesgue nulla. In particolare, intf(Zf ) = .
Teorema 1.3.3. Sia Ω ⊂ Rn aperto e limitato. ∀ f ∈ C(Ω) e ∀ p /∈ f(∂Ω),
il grado è un numero intero.
Osservazione 5. Dalla definizione 1.3 segue immediatamente che deg(f,Ω, p)
è intero se f−1(p) ∩ Zf = . Verifichiamo che tale proprietà vale anche
quando viene rimossa l’ipotesi f−1(p) ∩ Zf =  (si veda l’osservazione 3).
Dimostrazione. Per quanto visto precedentemente, esiste g : Ω̄ −→ Rn,
g ∈ C(Ω̄)∩C1(Ω), p ∈ Rn− g(∂Ω), tale che deg(f,Ω, p) = deg(g,Ω, p). Se p
è regolare per g allora, per la definizione 1.3, segue che deg(g,Ω, p), e quindi
deg(f,Ω, p), è un numero intero. Supponiamo che p non sia regolare per g.
Per il lemma di Sard abbiamo che int(g(Zg)) = , ovvero g(Zg) non ha punti
interni. Poichè ora p ∈ g(Zg), esiste una successione {pk}k∈N tale che
lim
k→∞
pk = p e pk /∈ g(Zg).
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Sia ||pk − p|| < ε ∀ k ∈ N, ||g(x)− p|| ≥ 8ε ∀x ∈ ∂Ω. Allora
||g(x)− pk|| ≥ ||g(x)− p|| − ||p− pk|| ≥ 7ε ∀x ∈ ∂Ω
e quindi ||(g(x) + p− pk)− p|| ≥ 7ε.
Ora: ||(g(x) + p− pk)− g(x)|| = ||p− pk|| < ε e per il teorema 1.2.3 (relativo
alle funzioni g + p − pk e g) segue che deg(g,Ω, p) = deg(g + p − pk,Ω, p);
d’altra parte quest’ultimo è uguale a∫
Ω




Φ(||g(x)− pk||)Jg(x)dx = deg(g,Ω, pk),
(Φ ∈ Fε, soddisfacente (i) e (ii) della definizione). Dunque deg(g,Ω, p) è un
numero intero.
Osservazione 6. Sia Ω ⊂ Rn un insieme aperto e limitato e si ponga
V(Ω, p) =
{
f ∈ C(Ω̄,Rn)|p /∈ f(∂Ω)
}
Allora la mappa deg(·,Ω, p) : V(Ω) −→ Z è ben definita.
1.4 Proprietà del grado di Brouwer
Osservazione 7. Sia Ω ⊂ Rn insieme aperto e limitato e p /∈ f(∂Ω). Allora
deg(f,Ω, p) soddisfa le seguenti proprietà :
Normalizzazione Se p ∈ Ω allora deg(I,Ω, p) = 1, dove I denota la mappa
identità in Ω̄;
Additività Se Ω1 e Ω2 sono due sottoinsiemi aperti di Ω tali che
Ω1 ∩ Ω2 =  e p /∈ f(Ω̄− (Ω1 ∪ Ω2)) allora:
deg(f,Ω, p) = deg(f,Ω1, p) + deg(f,Ω2, p).
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Proposizione 1.4.1 (Invarianza per Omotopia). Siano f, g ∈ V(Ω) e sia
h : [0, 1]× Ω̄ −→ Rn una omotopia da f a g. Se si suppone che
p /∈ h(t, ∂Ω) ∀ t ∈ [0, 1] allora:
deg(f,Ω, p) = deg(g,Ω, p).
Dimostrazione. Non è restrittivo supporre p = 0. Esiste ε > 0 tale che
||h(t, x)|| > 8ε ∀x ∈ ∂Ω, ∀t ∈ [0, 1]
ed esiste δ > 0 tale che
||h(t1, x)− h(t2, x)|| <
ε
3
∀x ∈ Ω, ∀t1, t2 ∈ [0, 1], |t1 − t2| < δε.















che approssimano h(t1, ·) e h(t2, ·) uniformemente; allora esiste k0 tale che
per k ≥ k0 è
||f (2)k (x)|| ≥ 7ε ∀x ∈ ∂Ω
e
||f (1)k (x)− f
(2)




k ,Ω, 0) = deg(f
(2)
k ,Ω, 0) k ≥ k0
e quindi al limite per k −→∞,
deg(h(t1, ·),Ω, 0) = deg(h(t2, ·),Ω, 0).
Per l’arbitrarietà di t1 e t2 segue la tesi.
Osservazione 8. D’ora in poi considereremo solo omotopie h : [0, 1]×Ω̄ −→ Ω̄
ammissibili. Questo vuol dire che h(t, x) 6= p ∀x ∈ ∂Ω o equivalentemen-
te ||h(t, x)− p|| > 0 ∀x ∈ ∂Ω.
Osservazione 9. L’invarianza per omotopia è sicuramente la proprietà piú
importante del grado di Brouwer. Significa che se deformiamo con continuità
una funzione f ∈ V(Ω) in un’altra funzione g ∈ V(Ω) il grado di Brouwer
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Le funzioni f e g sono omotope
rimane lo stesso. Questo risultato dipende dal fatto che deg(h(t, •),Ω) non
dipende da t. L’assunzione che nessuno zero appaia su ∂Ω durante l’omotopia
è necessaria. In conclusione, se si definisce una mappa D : V(Ω) −→ Z che
soddisfa le proprietà precedenti allora D(·) = deg(·,Ω, p).
Esempio 4. Sia Ω = (−1, 1) e si consideri la mappa
h(t, x) = (1− t)x+ tx3.
Questa mappa soddisfa le seguenti proprietà:
1. h è continua in [0, 1]× Ω̄;
2. h(0, x) = x e h(1, x) = x3;
3. Per ogni t ∈ [0, 1], la funzione h(t, x) non si annulla agli estremi {−1, 1}
Pertanto, conoscendo il grado dell’identità e avendo visto che le due
funzioni sono omotope, risulta deg(f, (−1, 1), 0) = deg(I, (−1, 1), 0) = 1.
Proposizione 1.4.2 (Esistenza). Nelle ipotesi precedenti, il grado di Brou-
wer soddisfa la seguente proprietà:
Se deg(f,Ω, p) 6= 0 allora esiste x ∈ Ω tale che f(x) = p.
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Dimostrazione. Non è restrittivo supporre p = 0.
Supponiamo f(x) 6= 0 ∀x ∈ Ω; poichè anche sul bordo non esitono zeri
di f allora ∃ ε > 0 tale che ||f(x)|| > 2ε ∀x ∈ Ω̄. Sia poi {fm}m∈N una
successione di funzioni, fk : Ω̄ −→ Rn fk ∈ C1(Ω)∩C(Ω̄) tale che fm −→ f
uniformemente su Ω̄ e tale che 0 /∈ fm(∂Ω) ∀m.




Φ(||fm(x)||)detJfm(x)dx = 0 ∀m ≥ m0
(Φ soddisfa le proprietà (i) e (ii) della definizione). Ne segue che:
deg(f,Ω, 0) = lim
m→∞
deg(fm,Ω, 0) = 0.
Questo è assurdo.
Teorema 1.4.3 (Rouché). Sia Ω ⊂ Rn aperto e limitato. Siano
f, g : Ω̄ −→ Rn continue e tali che ||f(x) − g(x)|| < ||f(x) − p|| ∀x ∈ ∂Ω.
Allora
deg(f,Ω, p) = deg(g,Ω, p).




, t ∈ [0, 1] una
omotopia tra f e g. Poichè h è ammissibile allora
||h(t, x)− p|| > 0⇔
⇔ ||f(x)− p|| − ||g(x)− f(x)|| > 0 ∀x ∈ ∂B 0 ≤ t ≤ 1.
Quindi vale la tesi per l’invarianza omotopica.
Corollario 1.4.4 (Dipendenza dal bordo). Sia Ω ⊂ Rn aperto e limitato.
Se f, g ∈ V(Ω) sono tali che f|∂Ω = g|∂Ω allora:
deg(f,Ω, p) = deg(g,Ω, p).
Corollario 1.4.5 (Escissione). Nelle ipotesi precedenti, se Ω1 ⊂ Ω è un
sottoinsieme aperto tale che p /∈ f(Ω̄− Ω1) allora:
deg(f,Ω, p) = deg(f,Ω1, p).
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Proposizione 1.4.6. Sia Ω ⊂ Rn aperto e limitato e sia f : Ω̄ −→ Rn conti-
nua. Sia A una delle componenti connesse di Rn−f(∂Ω). Allora deg(f,Ω, p)
è costante per p ∈ A.
Dimostrazione. Siano p, q ∈ A. Poichè A è una componente connessa di
Rn − f(∂Ω) e f(∂Ω) è compatto, esiste γ : [0, 1] −→ A continua tale che
γ(0) = p, γ(1) = q e ||γ(t)− f(x)|| > 0 ∀ t ∈ [0, 1] e ∀x ∈ Ω. Quindi esiste
ε > 0 tale che ||γ(t)− f(x)|| ≥ ε ∀ t ∈ [0, 1] e ∀x ∈ ∂Ω.
Sia 0 = t0 < t1 < ... < tk = 1 una partizione finita dell’intervallo [0, 1] tale
che sia ||γ(tj)−γ(tj−1)|| < ε per j = 1, 2, ..., k. Si pone g1(x) = f(x)+p−γ(t1)
e si ha
||f(x)− g1(x)|| = ||p− γ(t1)|| < ε ≤ ||f(x)− p|| ∀x ∈ ∂Ω
e quindi, per il teorema di Rouché , deg(f,Ω, p) = deg(g1,Ω, p) = deg(f,Ω, γ(t1)).
Ripetendo lo stesso procedimento k volte si ha
||deg(f,Ω, γ(t1))|| = ||deg(f,Ω, γ(tk))||.
Dunque deg(f,Ω, p) = deg(f,Ω, q).
Osservazione 10. Tra le componenti connesse di Rn−f(∂Ω) ne esiste una, ed
una sola, non limitata: sia A∞ (questa contiene Rn − S dove S è l’arbitraria
sfera di Rn contente f(∂Ω)) allora ∀ p ∈ A∞ risulta deg(f,Ω, p) = 0.
Teorema 1.4.7 (Teorema del punto fisso di Brouwer). Sia B ⊂ Rn la sfera
aperta n-dimensionale. Se f : B̄ → B̄ è continua allora f ha un punto fisso
in B̄ ovvero ∃x ∈ B̄ tale che f(x) = x.
Dimostrazione. Supponiamo per assurdo che f(x) 6= x,∀x ∈ B̄. Sia
h : [0, 1]× B̄ −→ B̄ h(t, x) = x− tf(x), t ∈ [0, 1]
una omotopia ammissibile. Infatti h non ammette zeri su ∂B ∀x ∈ B̄.
∀x ∈ ∂B risulta ||h(t, x)|| ≥ ||x||− t||f(x)|| ≥ 1− t > 0 e ∀ t ∈ [0, 1[. D’altra
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parte ||h(1, x)|| = ||x−f(x)|| > 0 per ipotesi. Allora per il teorema di Rouché
si ha
deg(h(1, ·), B, 0) = deg(h(0, ·), B, 0).
Poichè deg(h(0, ·), B, 0) 6= 0, per la proprietà di esistenza del grado ∃x0 ∈ B
tale che f(x0) = x0, che è assurdo.
Teorema 1.4.8 (Teorema del punto fisso di Brouwer). Sia Ω ⊂ Rn un in-
sieme aperto, limitato e convesso, e sia f ∈ C(Ω̄) tale che f(Ω̄) ⊂ Ω̄. Allora
f ha un punto fisso in Ω̄.
Lemma 1.4.9 (Teorema di estensione di Tietze). Sia F ⊂ Rn un insieme
chiuso e sia f : F −→ Rn una mappa continua. Allora esiste f̄ : Rn −→ Rn
continua tale che f̄|F = f .
Lemma 1.4.10. Sia Ω ⊂ Rn un insieme aperto e limitato. Se 0 ∈ Ω allora
la mappa −I definita come (−I)(x) = −x soddisfa deg(−I,Ω, 0) = (−1)n.
Dimostrazione. Poichè 0 è l’unico zero di -I in Ω, abbiamo che








da cui la tesi.
Teorema 1.4.11 (Teorema della palla pelosa). Sia n ∈ N fissato e denotiamo
Sn−1 = ∂B, dove B è la palla unitaria in Rn. Se f : Sn−1 → Rn−{0} è una
mappa continua allora esiste λ 6= 0 e x ∈ Sn−1 tale che f(x) = λx.
Dimostrazione. Per il lemma, esiste una mappa continua f̄ : B −→ Rn tale
che f̄|Sn−1 = f . Supponiamo per assurdo che non esista una coppia (λ, x) tale
che f̄(x) = λx in Sn−1. Adesso consideriamo le seguenti funzioni continue:
h1(t, x) = (1− t)f̄(x) + tx, h2(t, x) = (1− t)f̄(x)− tx.
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Pertanto h1 e h2, nelle condizioni precedenti, sono due omotopie ammissibili
rispettivamente tra: I e f̄ , −I e f̄ . Quindi per la proprietà sopra abbiamo
che:
1 = deg(I, B, 0) = deg(f̄ , B, 0) = deg(−I, B, 0) = −1
che porta ovviamente ad un assurdo.
Osservazione 11. Il teorema precedente può essere formulato nel seguente
modo: non esiste un campo vettoriale continuo e non nullo tangente alla
sfera. Questo vuol dire che è impossibile pettinare una sfera senza creare dei
vortici.
Corollario 1.4.12. Sia n ∈ N, n ≥ 3 e sia f : Sn−1 −→ Sn−1 una mappa
continua. Allora f ha un punto fisso oppure un punto antipodale.
Dimostrazione. Per il teorema della palla pelosa, esiste λ 6= 0 e x ∈ Sn−1 tale
che f(x) = λx. ∀x, f(x) ∈ Sn−1 e quindi abbiamo che 1 = ||f(x)|| = |λ|, da
cui si ha che x è un punto fisso se λ = 1, oppure f(x) = −x se λ = −1.
Corollario 1.4.13. Sia n fissato, n ≥ 3, e sia f : Sn−1 −→ Sn−1 una mappa
continua tale che 〈x, f(x)〉 = 0 ∀x ∈ Sn−1. Allora ∃x0 ∈ Sn−1 tale che
f(x0) = 0.
Dimostrazione. Supponiamo per assurdo che f(Sn−1) ∩ {0} = . Quindi,
per le ipotesi del teorema della palla pelosa, abbiamo che ∃λ 6= 0 e x ∈ Sn−1
tale che f(x) = λx. Risulta:
〈x, f(x)〉 = 〈x, λx〉 = λ||x||2 6= 0,
che è ovviamente una contraddizione.
Enunciamo e dimostriamo infine il seguente teorema.
Teorema 1.4.14 (di Riduzione). Sia Ω ⊂ Rn un insieme aperto e limitato.
Sia poi m ∈ N, m < n e identifichiamo Rm con il sottospazio
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{x = (x1, ...., xm, 0, ...., 0)} di Rn. Sia poi f : Ω̄ −→ Rm continua e sia
g : Ω̄ −→ Rn definita ponendo
g(x) = x+ f(x), x ∈ Ω̄.
Allora se p ∈ Rm − g(∂Ω) si ha
deg(g,Ω, p) = deg(g|Rm∩Ω̄,Ω ∩ Rm, p).
Dimostrazione. Si può denotare f(x) = (f1(x), f2(x), ...., fm(x), 0, ....0) e quin-
di g(x) = (x1 +f1(x), ...., xm+fm(x), xm+1, ...., xn) e quindi g(Rm∩ Ω̄) ⊂ Rm;
perciò ha senso scrivere
deg(g|Rm∩Ω̄,Ω ∩ Rm, p).
È sufficiente dimostrare il teorema nell’ipotesi che sia f ∈ C(Ω̄) ∩ C1(Ω) e
che i punti di g−1(p) siano regolari.
Se g(y) = y+ f(y) = p allora y = p− f(y) ∈ Rm e quindi g−1(p) ⊂ Rm ∩Ω;
perciò {y ∈ Ω | g(y) = p} =
{
y ∈ Ω ∩ Rm | g|Rm∩Ω̄ = p
}
. Ora








. . . ∂f1(x)
∂xn
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∂fm(x)
∂x1




. . . ∂fm(x)
∂xn
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. . . ∂f1(x)
∂xm
. . . . . . . . . . . . . . . . . . . . . . .
∂fm(x)
∂x1
. . . 1 + ∂fm(x)
∂xm

e qui è da porre x = (x1, ...., xm, 0, ...., 0) se g(x) = p; d’altra parte
g|Rm∩Ω̄ : Rm ∩ Ω̄ −→ Rm
è del tipo (x1 + f1(x1, ..., xm, 0, ..., 0), ...., xm + fm(x1, ..., xm, 0, ..., 0)) e quindi




. . . ∂f1(x1,...,xm,0,...,0)
∂xm
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∂fm(x1,...,xm,0,...,0)
∂x1
. . . 1 + ∂fm(x1,...,xm,0,...,0)
∂xm

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Pertanto ∑
y,g(y)=p
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Capitolo 2
Grado di Leray-Schauder
2.1 Problemi in spazi di dimensione infinita
In questo paragrafo vogliamo estendere la nozione di grado di Brouwer
per spazi infinito-dimensionali. Tuttavia non è possibile costruire una mappa
che verifichi le proprietà del grado nell’insieme delle funzioni continue. Per
fare vedere questo assumiamo che una tale mappa esista e cos̀ı otteniamo
una contraddizione.




n <∞} che è uno spazio





Sia B la palla unitaria in l2 e definiamo T : B̄ −→ B̄ come:
x = (x1, x2, ...) 7−→ Tx = (
√
1− ||x||22, x1, x2, ....)
Cos̀ı definita, T è una mappa continua e (I−T )(∂B)∩{0} = . Prendo poi
la funzione h(t, x) = x− tTx. Questa è una omotopia ammissibile, nel senso
del capitolo precedente, tra le mappe I − T e I, quindi:
deg(I − T,B, 0) = deg(I, B, 0) = 1
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Comunque, T non ha punti fissi in B. Infati se x fosse un punto fisso di T,
poichè ||Tx|| = 1 otteniamo:
Tx = (0, x1, x2, ...) = x = (x1, x2, ...)
e quindi x = 0. Ma T0 = (1, 0, 0, ...) 6= 0, ed è una contraddizione.
Osservazione 12. Negli spazi di dimensione infinita, il teorema del punto
fisso di Brouwer fallisce perchè in questi spazi la palla unitaria chiusa non
è compatta. Infatti dall’esempio precedente si può facilmente dedurre che
esiste una mappa f : B̄ −→ B̄ che non possiede punti fissi. Questo implica
l’esistenza di una retrazione
r : B̄ −→ ∂Ω
il che significa: in uno spazio vettoriale normato di dimensione infinita, il
bordo della palla è sempre retratto della palla chiusa. Si consideri adesso
l’omotopia:
h : [0, 1]× B̄ −→ B̄, h(t, x) = tr(x) + (1− t)x
Se x ∈ ∂B, h(λ, x) = x quindi 0 /∈ h([0, 1]× ∂B).
D’altra parte h(0, ·) = Id =⇒ deg(h(0, ·), B, 0) = 1 per la proprietà di
normalizzazione; mentre h(1, ·) = r e poichè r(x) = 0 non ha soluzione
in B̄ allora per definizione deg(h(1, ·), B, 1) = 0. Quindi l’omotopia non
ha conservato il grado. È proprio per questo che, negli spazi vettoriali di
dimensione infinita, non può esistere una teoria del grado che goda delle
buone proprietà viste nel caso finito dimensionale. Infatti, per estendere
la nozione di grado negli spazi a dimensione infinita, abbiamo bisogno di
introdurre le mappe compatte.
Definizione 2.1 (Mappa Compatta).
Sia X uno spazio di Banach e Ω ⊂ X. Diciamo che la mappa T : Ω −→ X
è compatta se T è continua e T (D) è compatta per ogni insieme limitato
D ⊂ Ω.
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Definizione 2.2. Sia X uno spazio di Banach e Ω ⊂ X. Diciamo che
T : Ω −→ X ha rango finito se dim(Rango(T )) <∞, ovvero se 〈Im(T )〉 è
un sottospazio di dimensione finita di X.
Osservazione 13. Si può vedere che, se X e Y sono spazi di Banach, ogni
mappa T : X −→ Y continua, limitata e di rango finito è una mappa com-
patta.
Inoltre il limite uniforme di mappe compatte è compatto. D’altra parte,
un operatore lineare compatto tra spazi di Banach non è, in generale, ap-
prossimabile in norma con operatori lineari di rango finito (questo è vero ad
esempio se lo spazio di arrivo è uno spazio di Hilbert).
2.2 Definizione del grado di Leray-Schauder
Nella sezione precedente abbiamo visto che non si può avere una nozione
di grado per mappe continue, ma lo si fa per mappe compatte. La definizione
è quindi basata su un teorema di approsimazione di queste mappe compatte
con funzioni a rango finito, per le quali, invece, il grado di Brouwer è ben
definito. Enunciamo quindi il teorema di approssimazione.
Teorema 2.2.1. Sia X uno spazio di Banach e sia Ω ⊂ X limitato. Se
T : Ω −→ X è una mappa compatta allora esiste una successione {Tn}∞n=1 di
mappe continue con rango finito tale che Tn ⇒ T in X.
Quindi adesso possiamo definire il grado di Leray-Schauder per la seguen-
te classe di funzioni:
K(Ω) =
{
(I − T ) : Ω̄ −→ X | T compatta e p /∈ (I − T )(∂Ω)
}
.
Il teorema precedente ci suggerisce la seguente definizione:
Definizione 2.3. Data una mappa compatta T tale che p /∈ (I − T )(∂Ω),
possiamo approssimarla con una successione di mappe {Tn}∞n=1 continue e di
rango finito. ∀n ∈ N, consideriamo il sottoinsieme









è finito-dimensionale, possiamo consi-
derare Ωn come sottoinsieme di uno spazio finito-dimensionale e quindi siamo
in grado di calcolare deg(I−Tn,Ωn, p). Possiamo finalmente definire il grado
di Leray-Schauder di I − T come:
deg(I − T,Ω, p) = lim
n→∞
deg(I − Tn,Ωn, p)
Osservazione 14. Tale limite esiste ed è indipendente dalla particolare coppia
di successioni {Ωn}n∈N e {Tn}n∈N. La definizione è quindi univoca.




||T (x)− x|| ≥ r (2.2.1)
Supponiamo infatti che sia infx∈∂Ω ||T (x) − x|| = 0; allora esiste una suc-
cessione {xn}n∈N in ∂Ω tale che limn→∞ ||T (xn) − xn|| = 0; poichè ∂Ω
è limitato, la successione {xn}n∈N è limitata e quindi esiste una sua sot-
tosuccessione, che per semplicità supponiamo essere la successione stessa,
tale che la successione dei trasformati attraverso T è convergente; allora
limn→∞ xn = limn→∞ T (xn) = T (limn→∞ xn) = T (x0) e quindi T (x0) = x0;
ciò contraddice le ipotesi che sia T (x) 6= x ∀x ∈ ∂Ω. Dal teorema 2.2.1
sappiamo che
∃ {Tn}n∈N , tale che Tn ⇒ T.
In particolare, dalla stima 2.2.1 segue l’esistenza di n̄ tale che
||Tn(x)−x|| ≥ r2 ∀x ∈ ∂Ω e ∀n ≥ n̄. Indichiamo con Xn il sottospazio di X
generato dai vettori x
(n)
1 , ...., x
(n)
νn , esso è un insieme di generatori di Tn(Ω) ed
è munito della norma di X; esso è quindi uno spazio di Banach di dimensione
finita. Indicato Ωn = Xn ∩ Ω, Ωn 6= , questo insieme è aperto e limitato
e risulta ∂Ωn ⊂ ∂Ω. Poichè (I − Tn)(Ω̄n) ⊂ Xn e infx∈∂Ω ||Tn(x) − x|| ≥ r2
(almeno per n > n̄), resta definito degXn(I − Tn,Ωn, 0).
Sia n∗ tale che risulti ||T (x) − Tn(x)|| < r2 ∀x ∈ Ω̄ e n ≥ n
∗. Siano
m,n > n∗, m 6= n; sia Xp il sottospazio di X generato dai vettori di Xm e di
Xn. Per il Teorema di Riduzione si ha:
deg(I − Tn,Ωn, 0) = deg(I − Tn,Ωp, 0)
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deg(I − Tm,Ωm, 0) = deg(I − Tm,Ωp, 0).
Consideriamo ora l’omotopia
H(t, x) = t(I − Tn)(x) + (1− t)(I − Tm)(x), t ∈ [0, 1]
Per x ∈ ∂Ω si ha
||t(I − Tn)(x) + (1− t)(I − Tm)(x)− (I − T )(x)|| ≤
≤ t||(I − Tn)(x)− (I − T )(x)||+ (1− t)||(I − Tm)(x)− (I − T )(x)|| =




pertanto ∀x ∈ Xp ∩ ∂Ω e ∀ t ∈ [0, 1] si ha
||H(x, t)|| = ||(I − T )(x) +H(x, t)− (I − T )(x)|| ≥






e quindi, poichè l’omotopia è ammissibile, per il Teorema di Invarianza
omotopica del grado di Brouwer otteniamo
deg(I − Tn,Ωn, 0) = deg(I − Tm,Ωm, 0).
Ciò prova che esiste limn→∞ deg(I − Tn,Ωn, 0).
Teorema 2.2.2. Sia X uno spazio di Banach, Ω ⊂ X aperto e limitato. Sia
poi T : Ω̄ −→ X compatta e T (x) 6= x ∀x ∈ ∂Ω.
Se deg(I − T,Ω, 0) 6= 0 allora ∃x0 ∈ Ω tale che T (x0) = x0.
Dimostrazione. Esiste n0 e un r opportuno tale che ||Tn(x)− x|| ≥ r2
∀x ∈ ∂Ωn e ∀n ≥ n0 e deg(I − Tn,Ωn, 0) = deg(I − T,Ω, 0) 6= 0. Allora per
la proprietà di normalizzazione del grado di Brouwer, ∃xn ∈ Ωn tale che
(I − Tn)(xn) = 0, n ≥ n0. Poniamo (I − T )(xn) = yn; allora
||yn|| = ||(I − T )(xn)|| = ||(I − Tn)(xn) + (Tn − T )(xn)||
= ||(Tn − T )(xn)|| −→ 0 n→∞
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(perchè limn→∞ ||Tn(x)− T (x)|| = 0 uniformemente su Ω̄).
Poichè xn −→ 0 xn ∈ Ω ∀n ∈ N ed è limitata e T è compatto, allora esiste
una sottosuccessione {xkn}n∈N di {xn}n∈N tale che {T (xkn)}n∈N è convergente;
sia y = limn−→∞ T (xkn). Dal fatto che ykn = xkn − T (xkn), e per la stima




T (xkn) = T ( lim
n−→∞
xkn) = T (y).
Ma xkn ∈ Ω ∀n e quindi y ∈ Ω̄; d’altra parte per ipotesi sappiamo che
T (x) 6= x ∀x ∈ ∂Ω, dunque y ∈ Ω.
2.3 Proprietà del grado di Leray-Schauder
Premettiamo due definizioni che serviranno per dimostare, anche in spazi
infinito-dimensionali, l’invarianza omotopica del grado di Leray-Schauder.
Definizione 2.4. Sia X uno spazio topologico. X si dice relativamente
compatto se la sua chiusura è compatta.
In particolare, sottoinsiemi chiusi in uno spazio compatto sono relativa-
mente compatti.
Definizione 2.5. Sia X spazio di Banach e sia Ω ⊂ X un insieme aperto e
limitato. Sia poi T (t) ∀ t ∈ [0, 1] una applicazione T : Ω̄ −→ X compatta.
Diremo che {T (t) | t ∈ [0, 1]} è una omotopia di applicazioni compatte
su Ω̄ se ∀ ε > 0 ∃ δε > 0 tale che t, t′ ∈ [0, 1],
|t− t′| < δε =⇒ ||T (t)(x)− T (t′)(x)|| < ε ∀x ∈ Ω̄
Per semplicità enunciamo e dimostriamo il teorema nel caso p = 0.
Proposizione 2.3.1 (Invarianza per omotopia). Sia X uno spazio di Banach
e sia Ω ⊂ X un aperto limitato. Se {T (t) | t ∈ [0, 1]} è una omotopia di
applicazioni compatte su Ω̄ e se T (x) 6= x ∀x ∈ ∂Ω e ∀ t ∈ [0, 1], allora
esiste deg(I − T (t),Ω, 0) ∀ t ∈ [0, 1] ed è costante.
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Dimostrazione. Anzitutto, ∃ r > 0 tale che
||(I − T (t))(x)|| ≥ r ∀t ∈ [0, 1] e ∀x ∈ ∂Ω
Infatti, in caso contrario, esistono una successione {xn}n∈N in ∂Ω e una




yn = xn − T (tn)(xn).




xνn t0 ∈ [0, 1]
Poichè {T (t0)(xνn)|n ∈ N} è relativamente compatto, esiste una sottosuc-
cessione {xµn}n∈N di {xνn}n∈N tale che {T (t0)(xνn)}n∈N è convergente; indi-
chiamo con y il limite. Poichè ||T (t)(x) − T (t′)(x)|| < ε ∀ t′ ∈ [0, 1] con
|t− t′| < δε e ∀x ∈ Ω̄, poichè per ipotesi
yn = xn − T (tn)(xn) −→ 0 e T (t0)(xµn) −→ y e tµn −→ t0
si ha che limn→∞ xµn = y; dopo di ciò, per la continuità di T ,
si ha y − T (t0)(y) = 0. D’altra parte xn ∈ ∂Ω ∀n e quindi y ∈ ∂Ω; ma
allora esistono t0 ∈ [0, 1] e y ∈ ∂Ω tali che y = T (t0)(y), contrariamente
all’ipotesi. Fissiamo ora t1 ∈ [0, 1] e siano Tn, Xn,Ωn come dichiarato nella
definizione, relativamente a T (t1). Esiste n̄ tale che
||Tn(x)− T (t1)(x)|| <
r
4
∀x ∈ Ω̄, se n > n̄;
esiste δ1 > 0 tale che
||T (t)(x)− T (t1)(x)|| <
r
4
∀ t ∈ [0, 1], |t− t1| < δ1, ∀x ∈ Ω̄.
Perciò
||T (t)(x)− Tn(x)|| <
r
2
∀x ∈ Ω̄, t ∈ [0, 1], ||t− t1|| < δ1, n > n̄.
Per n > n̄, t ∈ [0, 1], |t− t1| < δ1 e ∀x ∈ ∂Ω risulta
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Pertanto per tali valori di n e t si ha
deg(I − T (t),Ω, 0) = deg(I − Tn,Ωn, 0).
Ciò prova che deg(I−T (t),Ω, 0) esiste ed è costante su ]t1−δ1, t1 +δ1[∩[0, 1].
Ora, per il teorema di Borel, esistono punti di [0, 1], in numero finito, t1, t2, ...., tk,
tali che, avendo δj il significato di δ1 relativamente a tj anzichè a t1, posto
{]tj − δj, tj + δj[∩[0, 1]; j = 1, 2, ...., k}, questo è un ricoprimento aperto re-
lativamente a [0, 1]. Per quanto precede, si conclude che deg(I − T (t),Ω, 0)
è costante su [0, 1].
Proposizione 2.3.2. Sia X uno spazio di Banach e sia Ω ⊂ X aperto e
limitato. Il grado di Leray-Schauder soddisfa le seguenti proprietà:
Normalizzazione Se p ∈ Ω allora deg(I,Ω, p) = 1;
Additività Siano Ω1,Ω2 ⊂ Ω aperti e tali che Ω1 ∩ Ω2 = .
Se p /∈ (I − T )(Ω̄− (Ω1 ∪ Ω2)) allora
deg(I − T,Ω, p) = deg(I − T,Ω1, p) + deg(I − T,Ω2, p);
Esistenza Se deg(I − T,Ω, p) 6= 0 allora ∃x ∈ Ω tale che (I − T )x = p;
Dipendenza dai valori al bordo Se I−T1, I−T2 ∈ K(Ω) e sono tali che
(I − T1)|∂Ω = (I − T2)|∂Ω allora:
deg(I − T1,Ω, p) = deg(I − T2,Ω, p);
Escissione Se Ω1 ⊂ Ω è un insieme aperto tale che p /∈ (I − T )(Ω̄ − Ω1)
allora:
deg(I − T,Ω, p) = deg(I − T,Ω1, p)
Teorema 2.3.3 (Teorema del punto fisso di Schauder). Sia X uno spazio di
Banach e B ⊂ X la palla unitaria. Se T : B̄ −→ B̄ è una mappa compatta
allora ∃x ∈ B̄ tale che Tx = x.
Dimostrazione. La dimostrazione è come quella del Teorema di Brouwer.
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Teorema 2.3.4. Sia X uno spazio di Banach e sia Ω ⊂ X un insieme aperto,
convesso e limitato. Se T : Ω̄ −→ Ω̄ è una mappa compatta, allora ∃x ∈ Ω̄
tale che Tx = x.
Dimostrazione. Sia Tn : Ω̄ −→ X una successione di mappe continue tali che
Tn(Ω̄) ⊂ Xn dove Xn è un sottospazio vettoriale di dimensione finita di X e
||Tn − T ||⇒ 0. Possiamo anche assumere per ipotesi che
Tn(Ω̄) ⊂ convT (Ω̄) ⊂ conv(Ω̄) = Ω̄.
Quindi Tn manda il convesso Ω̄∩Xn in sè stesso, e dato che Xn ha dimensione
finita, per il teorema di Brouwer la mappa Tn ha un punto fisso xn ∈ Ω̄∩Xn.
Dato che T è compatta, a meno di sottosuccessioni, T (xn) −→ x ∈ Ω̄.
Poichè Tn converge uniformemente a T anche xn = Tn(xn) converge a x, da
cui T (x) = x.
Osservazione 15. Come nel grado di Brouwer, anche qui si estende facilmente
il teorema ad insiemi aperti, convessi e limitati. Inoltre esiste la generaliz-
zazione del teorema precedente ai domini non limitati. Questo teorema sarà
essenziale nel prossimo capitolo.
Teorema 2.3.5 (Generalizzazione del teorema di punto fisso di Schauder).
Sia X uno spazio di Banach e sia F ⊂ X un insieme chiuso non necessaria-
mente limitato. Se T : F −→ F è una mappa continua e tale che T (F ) è
relativamente compatto in X, allora T ha un punto fisso.
Teorema 2.3.6. Sia X spazio di Banach e sia Ω ⊂ X un sottoinsieme aperto
e limitato, con p ∈ Ω. Se T : Ω̄ −→ X è una mappa compatta allora vale
una delle seguenti condizioni:
(i) T ha un punto fisso in Ω;
(ii) Esiste λ > 1 e x ∈ ∂Ω tale che Tx = λx.
Dimostrazione. Se è valida la (ii) allora non c’è nulla da provare.
Altrimenti, possiamo definire l’omotopia:
H(t, x) = tTx, t ∈ [0, 1].
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Cos̀ı definita, H(t, ·) è una mappa compatta e H(0, x) = 0 e H(1, x) = Tx.
Si assuma inoltre che H(t, x0) = x0 per qualche t ∈ [0, 1] e x0 ∈ ∂Ω. Quindi




x0 per qualche t ∈ (0, 1),
e quindi abbiamo (ii).
Altrimenti, otteniamo deg(I − T,Ω, p) = deg(I,Ω, p) = 1 e quindi T ha un




Come applicazione della teoria del grado, presentiamo qui un teorema
di esistenza e unicità per soluzioni periodiche alle equazioni differenziali
ordinarie.
Consideriamo l’equazione differenziale del primo ordine
dx
dt
= f(x, t, λ) = A(t)x+ λg(x, t, λ) (3.0.1)
dove x ∈ Rn, A è una matrice n×n i cui termini sono funzioni continue su R
e periodiche di periodo T , λ ∈ [0, 1] e g ∈ C1(Rn × R× [0, 1];Rn) periodica
in t di periodo T.
È noto il teorema di di esistenza e unicità per il seguente problema di
Cauchy: dxdt = f(x, λ, t)x(0, a, λ) = x(T, a, λ). (3.0.2)
Teorema 3.0.7. Comunque si fissino h, k ∈ R+ e λ ∈ [0, 1], la funzione
x −→ f(x, t, λ) sull’insieme {(x, t) ∈ Rn × R; ||x|| ≤ h, |t| ≤ k} è Lipschi-
tziana (nella x) uniformemente rispetto a t e allora 3.0.2 ammette una ed
una sola soluzione che soddisfa le condizioni inziali.
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Indichiamo con t −→ x(t, a, λ) la soluzione del problema 3.0.2 tale che
x(0, a, λ) = a dove a ∈ R, λ ∈ [0, 1]. Essa è funzione continua nelle variabili
a e λ.
Definizione 3.1. Si dice che x è una soluzione periodica di 3.0.1 se
x(0, a, λ) = x(T, a, λ).
A causa della periodicità di A e g, x(·, a, λ) è periodica anch’essa di perio-
do T . Quindi, ricerchiamo valori di a per cui x(·, a, λ) è periodica di periodo
T .
Proposizione 3.0.8. Se g ∈ C1(Rn × R × [0, 1],Rn) è periodica in G di
periodo T, allora ∃ ε > 0 tale che ∀λ ≤ ε esiste una soluzione periodica di
3.0.1.




cioè G(t) è una matrice n× n invertibile ∀ t ∈ R e
dG(t)
dt
= A(t)G(t) ∀ t ∈ R, G(0) = 1.
Il metodo della variazione delle costanti ci permette di trovare la soluzione
che è:
x(t, a, λ) = G(t)a+G(t)
∫ t
0
[G(s)]−1λg(x(s, a, λ), s, λ)ds = 0. (3.0.4)




[G(s)]−1λg(x(s, a, λ), s, λ)ds = 0. (3.0.5)
Supponiamo che 3.0.3 non abbia soluzioni periodiche di periodo T (oltre,
ovviamente, alla soluzione nulla). Indicato con F (a, λ) il primo membro
della 3.0.5, si può scrivere F (a, λ) = 0. Inoltre F (0, 0) = 0 e poichè G(T )− 1
è invertibile, per il teorema sulle funzioni implicite esiste a(λ) in un intorno
dello zero tale che F (a(λ, λ)) = 0. Da cui la tesi.
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Proposizione 3.0.9. Sia g ∈ C1(Rn×R× [0, 1],Rn) e supponiamo esistano
C0, c ∈ R+ con 0 ≤ c ≤ 1 tali che risulti
||g(x, t, λ)|| ≤ C0(1 + ||x||)1−c ∀ t ∈ [0, T ] e ∀λ ∈ [0, 1]. (3.0.6)
allora ∀λ ≤ 1 esiste una soluzione periodica di 3.0.1.
Dimostrazione. Proviamo anzitutto che, posti
La = (G(T )− 1)a, M(a, λ) = G(T )
∫ T
0
[G(s)]−1g(x(s, a, λ), s, λ)ds,
esiste c > 0 ed una costante opportuna C5 tale che
||M(a, λ)|| ≤ C5(1 + ||a||)1−c.
La 3.0.5 si scrive cos̀ı:
La + λM(a, λ) = 0.
L è un operatore lineare da Rn a Rn invertibile, mentre M(·, λ) è un operatore





||M(a, λ)|| ≤ C1(1 + α(a))1−c
per una opportuna costante positiva C1. Dalla 3.0.4 si deduce
||x(t, a, λ)|| ≤ C2||a||+ C3
∫ t
0
(1 + ||x(s, a, λ)||)1−cds (3.0.7)
≤ (C2||a||+ C3t) +
∫ t
0
C3||x(s, a, λ)||ds (3.0.8)
e quindi per il lemma di Gronwall
||x(t, a, λ)|| ≤ C2||a||+ C3t+
∫ t
0
(C2||a||+ C3τ) expC3(t−τ) dτ ;
dunque
α(a) ≤ C4(1 + ||a||);
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ne segue
||M(a, λ)|| ≤ C5(1 + ||a||)1−c
dove C2, C3, C4, C5 sono costanti opportune.
Ciò premesso, proviamo che 3.0.1 ha una soluzione periodica di periodo
T ∀λ ∈ [0, 1]. Si tratta di provare che l’equazione
fλ(a) = a+ λL−1M(a, λ) = 0
ha una soluzione ∀λ ∈ [0, 1]. Se supponiamo che a sia una soluzione, allora
si ha:
||a|| ≤ λ||L−1||C5(1 + ||a||)1−c;
se ||a|| > 1 allora ||a|| ≤ λ||L−1||C521−c||a||1−c e quindi ||a||c ≤ λ||L−1||C521−c;
dunque esiste una costante K tale che, se x(·, a, λ) è una soluzione di 3.0.1
periodica di periodo T , allora ||a|| = ||x(0, a, λ)|| < K. Sia B la sfera di Rn
di centro l’origine e raggio K. Evidentemente
deg(f0,Ω, 0) = 1.
Per ||a|| = K non esiste nessuna soluzione di 3.0.1 periodica di periodo T
∀λ ∈ [0, 1]; ciò vuol dire che fλ(a) 6= 0 per ||a|| = K. Allora per il Teorema
dell’Invarianza Omotopica del grado, risulta
deg(fλ, B, 0) = deg(f0, B, 0) = 1 ∀λ ∈ [0, 1].
Dunque ∀λ ∈ [0, 1] esiste una soluzione di 3.0.1 periodica di periodo T .
Diamo ora una generalizzazione del teorema precedente, rimuovendo l’i-
potesi che il secondo membro della 3.0.1 sia una perturbazione polinomiale
di una trasformazione lineare. Premettiamo prima un lemma.
Lemma 3.0.10. Consideriamo l’equazione
dx
dt
= f(x, t) (3.0.9)
con x ∈ Rn e f ∈ C1(Rn × R,Rn). Sia Ω ⊂ Rn e sia:
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(i) f(x, 0) 6= 0 ∀x ∈ ∂Ω,
(ii) x(t, 0, a) (soluzione di 3.0.9 tale che x(0, 0, a) = a) è definita per a ∈ Ω̄
e 0 ≤ t ≤ T ,
(iii) ∀ a ∈ ∂Ω risulta x(t, 0, a) 6= a per 0 < t ≤ T .
Allora, posto Vt(a) = x(t, 0, a)− a e F (x) = f(x, 0), risulta
deg(VT ,Ω, 0) = deg(F,Ω, 0).
Dimostrazione. Anzitutto, deg(F,Ω, 0) e deg(Vt,Ω, 0) con 0 ≤ t ≤ T sono
bene definiti. Per il Teorema dell’Invarianza Omotopica deg(Vt,Ω, 0) è indi-
pendente da t per 0 ≤ t ≤ T (perchè 0 /∈ Vt(∂Ω) per 0 ≤ t ≤ T ). Sia φ(t)
una componente di x(t, 0, a); poichè φ è di classe C2 si ha




= F (a) + o(1) per t −→ 0,
uniformemente per a ∈ Ω̄. Ne segue che è λVt(a)+(1−λ)F (a) 6= 0 ∀a ∈ ∂Ω
e 0 ≤ λ ≤ 1 purchè t sia sufficientemente piccolo. Allora
deg(F,Ω, 0) = deg(Vt,Ω, 0) = deg(VT ,Ω, 0).
Da ciò che abbiamo dimostrato si ha il seguente teorema.
Teorema 3.0.11. Se f soddisfa le ipotesi precedenti ed è periodica in t di
periodo T , e deg(F,Ω, 0) 6= 0, allora la 3.0.9 ha una soluzione periodica di
periodo T .
Dimostrazione. Poichè 0 6= deg(F,Ω, 0) = deg(VT ,Ω, 0) esiste a tale che
x(t, 0, a) = a e quindi x(·, 0, a) è una soluzione di 3.0.9 periodica di periodo
T.
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