Abstract. In this article, we study the local behaviour of the multiple zeta functions at integer points and write down a Laurent type expansion of the multiple zeta functions around these points. Such an expansion involves a convergent power series whose coefficients are obtained by a regularisation process, similar to the one used in defining the classical Stieltjes constants for the Riemann zeta function. We therefore call these coefficients multiple Stieltjes constants. The remaining part of the above mentioned Laurent type expansion is then expressed in terms of the multiple Stieltjes constants arising in smaller depths.
Introduction
Throughout the paper, a natural number will mean a non-negative integer and their set will be denoted by N. Let r be a natural number. The multiple zeta function of depth r is the holomorphic function defined in the open set which converges normally on any compact subset of U r . In particular, the multiple zeta function of depth 0 is defined by ζ(∅) := 1. The meromorphic continuation of the multiple zeta functions is now well known. This was first established by Zhao [11] . The exact set of singularities was identified by Akiyama, Egami and Tanigawa [1] ; the polar hyperplanes are simple and given by the following equations : s 1 + · · · + s i = i − n, for all integers n, i such that n ≥ 0 and 3 ≤ i ≤ r.
In this paper, we define for each (a 1 , . . . , a r ) ∈ Z r , and (k 1 , . . . , k r ) ∈ N r , a regularised value γ (a 1 ,...,ar) k 1 ,...,kr for the (not necessarily convergent) series (2) n 1 >···>nr>0 log k 1 n 1 · · · log kr n r n a 1 1 · · · n ar r .
When (a 1 , . . . , a r ) ∈ U r , the above series converges absolutely and its sum is (−1) k 1 +···+kr D (k 1 ,...,kr) ζ(a 1 , . . . , a r ).
In this case γ (a 1 ,...,ar) k 1 ,...,kr is defined to be this sum. For the general case, we consider the truncated finite series and we show that, as a function of the integer N, it has the form P (log N, N) + o(1) when N → ∞, where P is a polynomial in two indeterminates with coefficients in Q. This polynomial is uniquely determined by (a 1 , . . . , a r ) and (k 1 , . . . , k r ), and γ (a 1 ,...,ar) k 1 ,...,kr is defined to be its constant term. In the special case (a 1 , . . . , a r ) = (1, . . . , 1), we simply denote this number by γ k 1 ,...,kr . Remark 1. If (a 1 , . . . , a r ) ∈ ∂U r , then the above polynomial is in fact a polynomial in log N only (see Remark 6 below).
Remark 2.
In fact, we shall prove that there exists a Laurent series F = n F n (L)X n ∈ Q[L]((X)) (where F n = 0 for sufficiently small n), such that (3) has an asymptotic expansion n≤A F n (log N)N −n + o(N −A ), as N → ∞, for any A ∈ N.
The numbers γ (a 1 ,...,ar) k 1 ,...,kr are called the multiple Stieltjes constants (of order (k 1 , . . . , k r ) at the point (a 1 , . . . , a r ), when this needs to be specified), as they are nothing but the classical Stieltjes constants
in the particular case when r = 1, a 1 = 1, k 1 = k. More detailed discussion about these constants is given in Section 2.
It is a classical result (due to Stieltjes (1885), see [3, Letter 75] ) that the Riemann zeta function has the following Laurent series expansion around 1 :
and moreover the series on the right hand side converges on the whole of C. Our goal in this paper is to find a similar Laurent type expansion for ζ(s 1 , . . . , s r ) around any integer point (a 1 , . . . , a r ) ∈ Z r , and to explicitly express its coefficients in terms of the multiple Stieltjes constants. For this purpose we consider the following formal power series (5) k 1 ,...,kr≥0
(−1)
(a 1 ,...,ar) k 1 ,...,kr (s 1 − a 1 ) k 1 · · · (s r − a r ) kr .
We prove that it converges in a neighbourhood of (a 1 , . . . , a r ) and extends to a meromorphic function in the whole of C r . We call this meromorphic function the regularised multiple zeta function around (a 1 , . . . , a r ) and denote it by ζ Reg (a 1 ,...,ar) (s 1 , . . . , s r ). Of course, when (a 1 , . . . , a r ) ∈ U r , (5) is the Taylor expansion of ζ(s 1 , . . . , s r ) at the point (a 1 , . . . , a r ) and hence in this case (6) ζ(s 1 , . . . , s r ) = ζ Reg (a 1 ,...,ar) (s 1 , . . . , s r ), as meromorphic functions on C r . But this is no more true in general. As an example, formula (4) can be restated as
(1) (s). In this paper, we extend to all multiple zeta functions and all integer points this type of relation between the multiple zeta functions and their regularised counterparts.
Remark 3.
There have been numerous research on assigning suitable values to multiple zeta functions at integer points outside the domain of convergence, for example see [1, 2, 9] . Our approach allows us to understand completely the local behaviour of these functions near those points, and to recover such results. This paper is organised according to the increasing level of difficulty : we treat the case when (a 1 , . . . , a r ) = (1, . . . , 1) in Section 3 (see Theorem 2) . In Section 4, we consider a more general case of boundary points of U r of a particular form (see Theorem 3) . For instance, Theorem 3 is applicable for boundary points of U r with positive integral coordinates. In both Theorems 2 and 3, we give explicit expressions of the multiple zeta function ζ(s 1 , . . . , s r ) in terms of the regularised multiple zeta functions ζ Reg (a i ,...,ar) (s i , . . . , s r ) for 1 ≤ i ≤ r. In Section 6, we consider the case of general boundary points of U r with integral coordinates. In this case, it appears to be more natural and convenient to express the regularised multiple zeta function ζ Reg (a 1 ,...,ar) (s 1 , . . . , s r ) in terms of ζ(s i , . . . , s r ) for 1 ≤ i ≤ r (see Theorem 5). We then need an inversion process, explained in Section 6.3, to get a Laurent type expansion of ζ(s 1 , . . . , s r ) around (a 1 , . . . , a r ) and thereby we also recover the previous results (see Theorem 6) .
Finally, in Section 8, we extend these results to all integer points (a 1 , . . . , a r ) ∈ Z r (see Theorem 8) .
Each of the Theorems 2, 3, 5 and 8 of course implies the preceding ones. But since their formulation varies and also the proofs get more involved and require more machinery as we go along, we have included independent proofs to keep our exposition reader friendly.
Multiple Stieltjes constants
In this section, we prove the existence of the asymptotic expansions of the type described in Remark 2 and from this we deduce the definition of the multiple Stieltjes constants. To do this we use the language of asymptotic expansions of sequences of complex numbers relative to a comparison scale, in the sense of Bourbaki [5, Chap V, §2] .
The set E of sequences
where l ∈ N and m ∈ Z, is a comparison scale on the set of natural numbers N, filtered by the Frechet filter (see [5, Chap V, §2, Def. 1]). We say that a sequence of complex numbers (u n ) n∈N has an asymptotic expansion to arbitrary precision relative to E if it has an asymptotic expansion to precision n −A for any integer A (see [5, Chap V, §2, Def. 2]). This means that there exists a formal Laurent series
the indeterminate X, with coefficients in the polynomial ring C[L], such that for any integer A, we have
as n → ∞. Definition 1. When the above condition is satisfied, the Laurent series F is unique and we call it the formal asymptotic expansion of the sequence (u n ) n∈N (relative to E). The constant term λ (0,0) is then called the regularised value of the sequence (u n ) n∈N (relative to E).
Remark 4.
Note that, by definition of the ring C[L]((X)), the coefficients of F have the following properties : there exists m 0 ∈ Z such that λ (l,m) = 0 if m < m 0 , and for any m ∈ Z, the set of integers l ∈ N such that λ (l,m) = 0, is finite. When F = m∈Z F m (L)X m = 0, the smallest m for which F m = 0 is denoted by ord X (F ) and called the order of F . We then have u n = O((log n) l n −m ) where m = ord X (F ) and l = deg(F m ). For F = 0, we define ord X (F ) to be ∞.
If two sequences differ by only finitely many terms and one of them has an asymptotic expansion to arbitrary precision relative to E, then the other one also has such an expansion and their formal asymptotic expansions are the same. This observation allows us to extend Definition 1 to sequences (u n ) which are only defined for n large enough.
The set S of sequences of complex numbers which have an asymptotic expansion to arbitrary precision relative to E is a unitary subalgebra of C N and the map which associates to such a sequence its formal asymptotic expansion, is a C-algebra homomorphism from S to C[L]((X)).
Proposition 1. Let (v n ) n∈N be a sequence of complex numbers which has an asymptotic expansion to arbitrary precision relative to E. Then the sequence (u n ) n∈N defined by u n := n−1 m=0 v m also has such an expansion.
Proof. It is enough to show that the sequence (u n ) n∈N has an asymptotic expansion to precision n −A relative to E, for any integer A ≥ 1. By the hypothesis, the sequence (v n ) n∈N has an asymptotic expansion
to precision n −A−1 relative to E, as n → ∞. Hence it is enough to prove Proposition 1 in the following two cases :
Note that derivatives and primitives of the functions on (1, ∞) of the form f (l,m) (t) = (log t) l t −m , for l ∈ N and m ∈ Z, are finite Q-linear combinations of functions of the same form. Hence, Euler-Maclaurin summation formula yields asymptotic expansions of (u n ) n∈N to arbitrary precision in case a). Next note that if v n = o(n −A−1 ) with A ≥ 1, the series ∞ m=0 v m is absolutely convergent, and if s denotes its sum, then u n = s+o(n −A ). This completes the proof of Proposition 1.
Remark 5. The proof also yields the following result : if a is the order of the formal asymptotic expansion of the sequence (v n ), then the order of the formal asymptotic expansion of the sequence (u n ) is at least min(0, a − 1).
defined by
has an asymptotic expansion to arbitrary precision relative to E.
Proof. We prove this theorem by induction on r. It is clear for r = 0. Now we assume r ≥ 1. Let (v n ) n≥1 denote the sequence defined by
2 · · · n ar r and (w n ) n≥1 denote the sequence defined by w n = log k 1 n n a 1 . By definition of E, (w n ) n≥1 has an asymptotic expansion to arbitrary precision relative to E. The sequence (v n ) n≥1 also has such an expansion by the induction hypothesis. Since u N = n<N v n w n , we get that (u N ) N ≥1 has such an expansion by Proposition 1.
Remark 6. Using Remark 5, we get that the order of the formal asymptotic expansion relative to E of the sequence (u N ) considered in Theorem 1 is at least min(0, a 1 − 1, . . . , a 1 + · · ·+a r −r). In particular, when (a 1 , . . . , a r ) belongs to the closure U r of U r , this order is nonnegative, and therefore there exists a polynomial P ∈ C[L] such that u N = P (log N) + o(1) as n tends to ∞. Definition 2. For any (a 1 , . . . , a r ) ∈ Z r and any (k 1 , . . . , k r ) ∈ N r , the regularised value of the sequence (u N ) N ∈N where (−1)
kr converges in a neighbourhood of the point (1, . . . , 1) of C r . It extends to a meromorphic function on C r , denoted by ζ Reg (1,...,1) (s 1 , . . . , s r ) and we have the following equality between meromorphic functions on C r :
Note that in (8) , the term of index 0 in the sum is ζ . Example 1. We have, in a neighbourhood of (1, 1), the following Laurent type expansion of ζ(s 1 , s 2 ) :
Proof of Theorem 2. We prove this theorem by induction on the depth r. When r = 0, we just have ζ(∅) = 1 and ζ Reg (∅) (∅) = 1, hence the theorem is true. Next let r ≥ 1. It is enough to prove that the power series (7) converges in a neighbourhood of (1, . . . , 1) to a function satisfying (8) in this neighbourhood. The meromorphic continuation will then follow from the induction hypothesis. To do this we use the following general lemma. Lemma 1. Let a = (a 1 , . . . , a r ) be a point in C r and D denote a polydisc around a. Let (u N ) be a sequence of holomorphic functions on D which converges uniformly on D to a function u. Assume that for all integers k 1 , . . . , k r ≥ 0, the (k 1 , . . . , k r )-th coefficient of the Taylor expansion of u N at a has the form P k 1 ,...,kr (N, log N) + o(1) as N → ∞, where P k 1 ,...,kr is a polynomial in two indeterminates with complex coefficients. Then P k 1 ,...,kr is a constant polynomial. If this constant is α k 1 ,...,kr , then the function u, in the polydisc D, is the sum for (z 1 , . . . , z r ) ∈ D of the convergent power series
Proof of Lemma 1. Since (u N ) converges uniformly to u, u is holomorphic in D and hence given by its Taylor expansion at a. Furthermore, for any fixed integers k 1 , . . . , k r ≥ 0, the sequence of (k 1 , . . . , k r )-th coefficient of the Taylor expansion of (u N ) at a converges to (k 1 , . . . , k r ) coefficient of the Taylor expansion of u at that point. Since the (k 1 , . . . , k r )-th coefficient of the Taylor expansion of u N at a has the form P k 1 ,...,kr (N, log N) + o(1) as N → ∞, P k 1 ,...,kr must be a constant polynomial. This constant is then nothing but the (k 1 , . . . , k r )-th coefficient of the Taylor expansion of u at the point a. This completes the proof of the lemma. Now we start with the following series expansion which is valid for any integer n 1 ≥ 2 and complex number s 1 :
where for s ∈ C and k ≥ 0,
For any (s 1 , . . . , s r ) ∈ C r and any integer N ≥ 1, let us define
Let ξ N denote the meromorphic function ζ(s 1 , . . . , s r ) − ζ(s 1 , . . . , s r ) <N on C r , which on U r is given by the absolutely convergent series
When we multiply both sides of (9) by n −s 2 2 · · · n −sr r and sum for n 1 > · · · > n r > 0 with n 1 ≥ N ≥ 2 and (s 1 , . . . , s r ) ∈ U r , we get
The interchange of summations on the right hand side is justified as the family
is normally summable on any compact subset of U r (see [8, Proposition 2] ). We now prove the following general lemma. For a real number x and (a 1 , . . . , a r ) ∈ C r , let τ x ((a 1 , . . . , a r ))
denote the point (a 1 + x, a 2 , . . . , a r ) ∈ C r . For a set X and a complex valued bounded
Lemma 2. Let K be a compact subset of C r and A be a non-negative integer. Suppose k 0 is the smallest non-negative integer such that
Then the family
is summable and its sum is o(N −A ) as N tends to ∞.
Proof of Lemma 2. We have
Since K is compact, we can in fact find ǫ > 0 such that
is summable. On the other hand, if M : Let D be an open polydisc with center (1, . . . , 1) and polyradius (ρ 1 , . . . , ρ r ) such that ρ 1 + · · ·+ ρ r < 1. We deduce from formula (12) and Lemma 2 (for K = D, A = 0 and k 0 = 1) that, for N ≥ 2, the function
is holomorphic in D, and that it converges uniformly to 0 as N tends to ∞. This implies that the meromorphic function
is holomorphic in D and the sequence of holomorphic functions (u N ) N ≥2 defined by
converges uniformly to u on D.
Let
kr be the Taylor expansion of u N at (1, . . . , 1). We deduce from Theorem 1 and Remark 6 that a k 1 ,...,kr (N) is of the form
Hence by Lemma 1, P k 1 ,...,kr must be a constant polynomial, which is a k 1 ,...,kr , where
The number a k 1 ,...,kr , being the constant term of P k 1 ,...,kr , can be directly read from (14) : it is the sum of the (k 1 , . . . , k r )-th Taylor coefficients of the functions 
By the induction hypothesis we further have the following equality of meromorphic functions
.
Thus we get
on D and this completes the proof of Theorem 2.
Remark 7. Formula (8) allows us to express the multiple zeta functions in terms of their regularised counterparts at (1, . . . , 1). Conversely we can also deduce from (8) an expression of these regularised multiple zeta functions in terms of the multiple zeta functions themselves as follows :
A proof together with more details about this inversion process, will be given in Section 6. 
and ζ(s 1 , s 2 ) has simple poles along the hyperplanes with equation s 1 = 1 and
, it has no polar singularities along the hyperplanes with equation s 1 = 1 and s 1 + s 2 = 2. But it has simple poles along each of the hyperplanes with equation
For r ≥ 3, we encounter a new feature. When r = 3 we have Formula (8) is a generalisation of formula (4) for any depth r ≥ 1. We therefore consider it as a Laurent type expansion of ζ(s 1 , . . . , s r ) around the point (1, . . . , 1). For such an expansion, we have the following unicity property. 
where
Proof. We argue by contradiction. Let j denote the largest natural number ≤ r such that h j = 0. We then multiply (16) by (s 1 − 1) · · · (s 1 + · · · + s j − j) and then restrict this equality to a point of the form (1, . . . , 1, s j+1 , . . . , s r ), with (s j+1 , . . . , s r ) ∈ D r−j (ρ). We get that h j (s j+1 , . . . , s r ) = 0, which is a contradiction.
Proof of Theorem 3. The proof is by induction on l (for arbitrary r). When l = 0, (17) is nothing but (6) . The induction then carries out mutatis-mutandis with (1, . . . , 1) in C r replaced by (1, . . . , 1, a l+1 , . . . , a r ) in the proof of Theorem 2.
A combinatorial formula
We need a general combinatorial formula (see (22) below) satisfied by the multiple zeta functions, to explain their local behaviour at any integral point in the closure of the domain of convergence.
For r ≥ 0, the multiple zeta-star function of depth r is defined on U r by the series expression
which converges normally on any compact subset of U r . In particular, the multiple zeta-star function of depth 0 is defined by ζ ⋆ (∅) := 1. The multiple zeta-star function of depth r has a meromorphic extension to C r , as can be seen by expressing it in terms of the multiple zeta functions of depth ≤ r.
Recall that in (10) we have defined a holomorphic function on C r by
for any integer N ≥ 1. Similarly for any integer N ≥ 1, we define on C r a holomorphic function by
For (s 1 , . . . , s r ) ∈ U r , we also consider the tails
In depth 0, we use the conventions that ζ( 
Proof. It is enough to prove (22) as an equality between holomorphic functions in the open set
We have, for 0 ≤ i ≤ r,
and for 0 ≤ i ≤ r,
Then A i is the disjoint union of B i and B i+1 for 0 ≤ i < r and is equal to B r for i = r. Now by (23), the right hand side of (22) is
This completes the proof of Theorem 4.
Similarly one can also obtain the formula
By taking N = 1 in (22), we recover the well known formula
The case of general integral points in U r
For a general point (a 1 , . . . , a r ) ∈ Z r ∩ U r , the Laurent type expansion of ζ(s 1 , . . . , s r )
around the point (a 1 , . . . , a r ), does not have a simple form as (8) and (17) in general (see Example 4 below). But in that case we are able to give a different but elegant expression, from which (8) and (17) can be deduced as special cases.
converges in a neighbourhood of (a 1 , . . . , a r ) and extends to a meromorphic function in the whole of C r , denoted by ζ 
between meromorphic functions on C r , where I = I(a 1 , . . . , a r ) denotes the set of indices i such that 0 ≤ i ≤ r and a 1 + · · · + a i = i.
Example 3. When (a 1 , . . . , a r ) = (1, . . . , 1), (26) is nothing but (15).
Example 4. When r = 2 and (a 1 , a 2 ) = (2, 0), we have
, which implies that
in a neighbourhood of (2, 0). Note that the rational function
has a pole along the line given by the equation s 2 = 1, whereas ζ(s 1 , s 2 ) has no such pole. Hence the meromorphic function ζ Reg (2,0) (s 1 , s 2 ) (which is holomorphic around (2,0)) has a pole along this line.
6.2. Proof of Theorem 5. For our proof we use the combinatorial formula (22) and therefore we need to estimate ζ ⋆ (s r , . . . , s 1 ) ≥N around a point (a 1 , . . . , a r ) ∈ U r .
Note that when (s r , . . . , s 1 ) ∈ U r , we can deduce a translation formula satisfied by ζ ⋆ (s r , . . . , s 1 ) ≥N , starting with (9). This reads as follows : for r = 1,
and for r > 1,
Formulas (27), (28) can be extended to whole of C r as equalities between meromorphic functions. In fact, for any given point (a 1 , . . . , a r ) ∈ C r , there exists a natural number k 0 such that (a r + k 0 , a r−1 , . . . , a 1 ) ∈ U r and hence there exists a polydisc D with center (a 1 , . . . , a r ) such that for all k ≥ k 0 , ζ ⋆ (s r + k, s r−1 , . . . , s 1 ) ≥N is holomorphic in D. Moreover, Lemma 2
shows that the sum
exists and it is o(1) as N tends to ∞. Using this we now prove the following lemma, which constitutes an important step in our proof of Theorem 5.
Lemma 3. Let r ≥ 0 be an integer and (a 1 , . . . , a r ) ∈ C r such that a 1 + · · · + a r ≥ r. There exists a non-zero polynomial P (s 1 , . . . , s r ) which is a multiple of (s r − 1) · · · (s r + · · · + s 1 − r) and a polydisc D with center (a 1 , . . . , a r ) such that a) for any N ≥ 2, the function u N is holomorphic in D, where
Proof. We prove this by double induction, firstly on the depth r and then on the smallest integer k 0 ≥ 0 such that (a r + k 0 , a r−1 , . . . , a 1 ) ∈ U r . The case when r = 0 is easily done as in this case we are in the case b) and therefore we have the desired result with P (∅) := 1. Now for r ≥ 1, from our discussion above we know that the sequence of meromorphic functions (v N ) N ≥2 with
is holomorphic in a neighbourhood D of (a 1 , . . . , a r ) and converges uniformly to 0 on D, as N tends to ∞. It is therefore enough to prove our result for the functions ζ ⋆ (s r + s r−1 − 1, s r−2 , . . . , s 1 ) ≥N and ζ ⋆ (s r + k, s r−1 , . . . , s 1 ) ≥N for each k = 1, . . . , k 0 − 1. Since a 1 + · · · + a r + k > r for each k = 1, . . . , k 0 − 1, by the induction hypothesis for depth r and k 0 − k, we have a desired polynomial Q(s 1 , . . . , s r ) such that 
converges uniformly to 0 as N tends to ∞. Note that for i ∈ I, the Taylor expansion of
Hence Lemma 1 applies to the sequence of functions (u N ) N ≥2 and we get that the formal power series P (s 1 , . . . , s r )v, where v is the formal power series (5), converges on D and is equal to 6.3. An inversion process. In this section, we discuss inversion of an upper triangular matrix of rational functions which we have encountered in the previous section. This inversion process is going to play an important role in deriving a Laurent type expansion of ζ(s 1 , . . . , s r ) around any integral point in U r (see Section 6.4).
For that let r ≥ 0 be an integer and I be a subset of {0, 1, . . . , r}. Let A = (a i,j ) i,j∈I be the upper triangular matrix of type I × I, with entries from the field of rational functions Q(X 1 , . . . , X r ), defined as follows :
Note that for any positive real numbers x 1 , . . . , x r and i ≤ j, we have
There exists a unique rational function b i,j in Q(X 1 , . . . , X r ) such that for any positive real numbers x 1 , . . . , x r , we have Proof. Since our matrices are upper triangular, we only have to prove that, for i ≤ k in I, i≤j≤k j∈I
In order to prove this equality between rational functions, it is enough to prove it after replacing the indeterminates X 1 , . . . , X r by any positive real numbers x 1 , . . . , x r . We can therefore prove it by using the respective integral representations of a i,j (x 1 , . . . , x r ) and a 
Define I 0 = I 0 (i, k) := {j ∈ I : i ≤ j ≤ k and |I ∩ {j + 1, . . . , k}| is even}.
Similarly let I 1 = I 1 (i, k) := {j ∈ I : i ≤ j ≤ k and |I ∩ {j + 1, . . . , k}| is odd}.
Since i = k, I 0 , I 1 are non-empty. Note that the elements of I 0 and I 1 are interlacing as elements of I, i.e. for any ǫ ∈ {0, 1}, between any two consecutive elements j 1 , j 2 ∈ I ǫ , there is a unique element j 3 ∈ I 1−ǫ such that j 1 < j 3 < j 2 . Thus if j, j ′ are distinct elements of some I ǫ (with ǫ ∈ {0, 1}), the sets
Now we claim that, modulo the sets of measure zero, ⊔ j∈I 0 (A i,j ×B j,k ) ≡ ⊔ j∈I 1 (A i,j ×B j,k ), i.e. the symmetric difference between these two sets is a set of measure zero. Our claim now follows from the following lemma and this will complete the proof of Proposition 3.
Lemma 4. Let t = (t i+1 , . . . , t k ) be an element of [0, 1] k−i such that its coordinates are
Proof of Lemma 4. Let j ∈ I be such that i ≤ j ≤ k. If j = k, we denote j + to be the element in I next to j. If j = i, we denote j − to be the element in I preceding j. Note that when j ∈ I ǫ , we have j − , j
and to A i,j − × B j − ,k when t j < t j+1 . This completes the proof of Lemma 4.
6.4. Laurent type expansion for general integral points in U r . We recall that for a general point (a 1 , . . . , a r ) ∈ Z r ∩ U r , I = I(a 1 , . . . , a r ) denotes the set of indices i such that 0 ≤ i ≤ r and a 1 + · · · + a i = i. Note that the points of the form (a i+1 , . . . , a r ) belong to Z r−i ∩ U r−i for i ∈ I. Writing Theorem 5 for these points, we get a triangular system expressing the regularised multiple zeta functions around them, in terms of the multiple zeta functions themselves. This triangular system has to be inverted to get a Laurent type expansion of ζ(s 1 , . . . , s r ) around (a 1 , . . . , a r ).
Theorem 6. Under the hypotheses of Theorem 5, we have
where for i ∈ I, I i = I ∩ {1, . . . , i} and f i is the rational function is Q(X 1 , . . . , X i ) defined by the following property : for any positive real numbers x 1 , . . . , x i ,
where ∆ i := {(t 1 , . . . , t i ) ∈ [0, 1] i : for 0 < j < i, t j > t j+1 if j / ∈ I and t j < t j+1 if j ∈ I}.
Note that in the above theorem I 0 = ∅ and f 0 = 1.
Proof of Theorem 6. For the proof we rewrite (26) as
Now these identities for all points of the form (a i+1 , . . . , a r ) with i ∈ I can be written as the matrix identity respectively. We have seen in Section 6.3 that the matrix A is invertible and the entries of A −1 are given in (32). So we get
Comparing the first entries of these two column matrices, we get
. . , X r ), hence the theorem follows.
So Theorem 6 yields a Laurent type expansion of ζ(s 1 , . . . , s r ) around any integer point (a 1 , . . . , a r ) in U r and (6), (8) and (17) can be considered as special cases of Theorem 6. Generally the rational functions f i do not have simple expressions as in Theorem 3. This is shown by the following example.
Example 5. When r = 3 and (a 1 , a 2 , a 3 ) = (2, 0, 1), we have I = {0, 2, 3} and
We therefore have,
Note that for i ∈ I,
6.5.
Stuffle product formula for regularised multiple zeta functions. We begin with the notion of shuffling and stuffling of two non-negative integers p, q. We define a stuffling of p and q to be a triple (r, A, B) of sets such that |A| = p, |B| = q and A ∪ B = {1, . . . , r}.
We then have max(p, q) ≤ r ≤ p + q. We call r to be the depth of the stuffling. Such a stuffling is called a shuffling when A and B are disjoint, i.e. when r = p + q. Since in case of shuffling, r is uniquely determined by |A| and |B|, we shall denote such a shuffling just by (A, B) . Let (a 1 , . . . , a p ) and (b 1 , . . . , b q ) be two sequences of complex numbers and (r, A, B) be a stuffling of p and q. Let σ and τ denote the unique increasing bijections from A → {1, . . . , p} and B → {1, . . . , q} respectively. Let us define a sequence of complex numbers (c 1 , . . . , c r ) as follows :
We call (c 1 , . . . , c r ), the sequence deduced from (a 1 , . . . , a p ) and (b 1 , . . . , b q ) by the stuffling (r, A, B).
It is well known that the multiple zeta functions satisfy the stuffle product formula, i.e. product of two multiple zeta functions can be expressed as sum of other multiple zeta functions, where the sum runs over all possible stufflings of the coordinates of the initial two multiple zeta functions. The simplest example of this phenomenon can be given as the following equality of meromorphic functions on C 2 :
which is due to Euler. Using Theorem 5, we now prove that the regularised multiple zeta functions around integral points in the closure of the domain of convergence also satisfy the stuffle product formula. More precisely, we have the following theorem.
Theorem 7. Let p, q ≥ 0 be integers and For the purpose of the proof, it is convenient to first prove two combinatorial lemmas.
Lemma 5. Let p, q ≥ 0 be integers and X 1 , . . . , X p , Y 1 , . . . , Y q be indeterminates. Then we have the following equality of rational functions :
where the sum is over the shufflings (A, B) of p and q, and (Z 1 , . . . , Z p+q ) is the sequence deduced from (X 1 , . . . , X p ), (Y 1 , . . . , Y q ) by this shuffling.
Proof. It suffices to prove that this equality holds when we replace the indeterminates X 1 , . . . , X p , Y 1 , . . . , Y q by positive real numbers x 1 , . . . , x p , y 1 , . . . , y q . The proof then follows from the integral representation given in formula (30), as it is well known [10] that the product of iterated integrals satisfy shuffle product formula.
Lemma 6. Let p, q ≥ 0 be integers and
denote the set of quadruples (i, j, (I, J), (t, I ′ , J ′ )) satisfying the following conditions :
is a shuffling of i and j,
is a stuffling of (p − i) and (q − j). (39)
belongs to F , and ϕ is a bijection from E to F .
. . , i + j + t}. Now since (I, J) is a shuffling of i and j and (t, I ′ , J ′ ) is a stuffling of (p − i) and (q − j), we get that
) is a stuffling of p and q.
Now suppose (c 1 , . . . , c i+j+t ) is the sequence deduced from (a 1 , . . . , a p ) and (b 1 , . . . , b q ) by this stuffling. Since (I, J) is a shuffling of i and j with a 1 + · · · + a i = i and let ((r, A, B), k) ∈ F and (c 1 , . . . , c r ) be the sequence deduced from (a 1 , . . . , a p ) and (b 1 , . . . , b q ) by the stuffling (r, A, B) . Set C = A ∩ {1, . . . , k}, D = B ∩ {1, . . . , k}. We first prove that (C, D) is a shuffling of |C| and |D|. Clearly, C ∪ D = {1, . . . , k}. We show that C ∩ D = ∅. Let σ and τ denote the unique increasing bijections from A → {1, . . . , p} and B → {1, . . . , q} respectively. Then σ |C : C → {1, . . . , |C|} and τ |D : D → {1, . . . , |D|} denote the unique increasing bijections. We then have, for 1 ≤ i ≤ k,
This completes the proof of Lemma 6.
Proof of Theorem 7. We expand both the sides of (36). Firstly, from Theorem 5 we get that
Then using the stuffle product formula for multiple zeta functions and Lemma 5 we get that
where E is as in Lemma 6 and (u 1 , . . . , u i+j , u i+j+1 , . . . , u i+j+t ) is the sequence deduced from (s 1 , . . . , s p ) and (t 1 , . . . , t q ) by the stuffling
Secondly, by Theorem 5,
where F is as in Lemma 6. Now we conclude the theorem by Lemma 6.
Theorem 7 shows that the Q-subspace of R, generated by the multiple Stieltjes constants γ (a 1 ,...,ar)   k 1 ,...,kr , for integers r, k 1 , . . . , k r ≥ 0, (a 1 , . . . , a r ) ∈ U r ∩ Z r , is a unitary Q-subalgebra of R.
We denote it by Γ. Its Q-subspace generated by the multiple Stieltjes constants γ (a 1 ,...,ar) k 1 ,...,kr , for integers r, k 1 , . . . , k r ≥ 0, a 1 , . . . , a r ≥ 1 is a Q-subalgebra of Γ. We denote it by Γ + .
Corollary 1. Let Γ ++ be the Q-subalgebra of Γ + generated by the elements of the form
..,kr , where r, k 1 , . . . , k r ≥ 0 are integers and either all a i 's are equal to 1, or r, a 1 , . . . , a r are positive integers with a 1 ≥ 2. Then Γ ++ = Γ + .
Proof. Let a 1 , . . . , a r be any positive integers. If all a i 's are not equal to 1, let l = l(a 1 , . . . , a r ) be the integer such that (a 1 , . . . , a r ) = (1, . . . , 1, a l+1 , . . . , a r ) with a l+1 ≥ 2. We prove this corollary by induction on l. When l = 0 or l = r, this is clear. When 0 < l < r, we deduce from Theorem 7 that the product
and of other multiple Stieltjes constants that belong to Γ ++ by the induction hypothesis. This completes the proof of Corollary 1.
Remark 9. Let Γ ′ be the Q-subalgebra of Γ, generated by the multiple Stieltjes constants Remark 10. A statement formally equivalent to Corollary 1, has also been stated in [7, Theorem 1.3] . But it does not imply Theorem 7.
Asymptotic expansions of sequences of germs of holomorphic and meromorphic functions
This is a preparatory section where we set up the language required to give a succinct proof of Theorem 8, which extends Theorem 5 for any general points with integral coordinates. Let T = (T 1 , . . . , T r ) be a sequence of r indeterminates. The map f → k∈N r c k (f )T k is an isomorphism of C-algebras from O a to the algebra of convergent power series with coefficients in C in the indeterminates T.
We recall from Section 2 that the set E of sequences
, where l ∈ N and m ∈ Z, is a comparison scale on the set of natural numbers N, filtered by the Frechet filter. Let A ∈ Z be an integer. We say that a sequence (f n ) n∈N of elements of O a has an asymptotic expansion to precision n −A relative to the comparison scale E if the following conditions are satisfied : a) for each k ∈ N r , the sequence of complex numbers (c k (f n )) n∈N has an asymptotic expansion to precision n −A relative to E of the form . We call it the formal asymptotic expansion to precision n −A relative to E of the sequence of germs (f n ) n∈N .
Remark 11. As in Section 2, we can extend these definitions to sequences of germs (f n ), defined only for n large enough.
Remark 12. Unlike in Remark 4, for a given m ∈ Z, m ≤ A, the set of integers l ∈ N such that g (l,m) = 0 can be infinite. However, condition a) in Section 7.1 implies that the order at a of g (l,m) goes to ∞ as l tends to ∞.
Example 6. Let (f n ) n∈N be a sequence of elements of O a satisfying the following property :
there exists an open neighbourhood D of a and a sequence (F n ) n∈N of holomorphic functions on D, such that f n is the germ of F n at a and F n D = o(n −A ) for some integer A, as n tends to ∞. Then (f n ) n∈N has an asymptotic expansion to precision n −A relative to E and its formal asymptotic expansion to precision n −A is the Laurent polynomial 0.
Indeed, for each k ∈ N r , there exists a constant α k such that, for any bounded holomorphic function F on D, the k-th Taylor coefficient of F at a is bounded by α k F D . Hence the hypothesis implies that c k (f n ) = o(n −A ) as n tends to ∞.
We say that a sequence (f n ) n∈N of elements of O a has a complete asymptotic expansion relative to E if it has an asymptotic expansion to precision n −A for all A ∈ Z. In this case there exists a unique Laurent series
in the indeterminate X with coefficients in the formal power series ring O a [[L]] such that the Laurent polynomial obtained by truncating G to degree ≤ A in X is the formal asymptotic expansion of (f n ) n∈N to precision n −A . We call G the formal complete asymptotic expansion of the sequence of germs (f n ) n∈N (relative to E). In this case we also get that for all k ∈ N r , the formal asymptotic expansion of the sequence of complex numbers (c k (f n )) n∈N (relative to E) is given by
The set F of sequences of elements of O a having a complete asymptotic expansion relative to the comparison scale E is a unitary O a -subalgebra of O N a . The map that associates to such a sequence its formal complete asymptotic expansion is a unitary homomorphism of
Example 7. Let us take r = 1 and a be an integer. For each n ≥ 2, let f n denote the germ at a of the holomorphic function s → n 1−s . The sequence (f n ) n≥2 has a complete asymptotic expansion, and its formal complete asymptotic expansion is
where g (l,m) = 0 if m = 1 − a and g (l,1−a) is the germ at a of the holomorphic function
Indeed, for each k ≥ 0 and n ≥ 2, we have
Lemma 7. Let (f n ) n∈N be a sequence of elements of O a and f be a non-zero element in O a . If the sequence (f f n ) n∈N has an asymptotic expansion to precision n −A , for a given integer A (resp. a complete asymptotic expansion) relative to the comparison scale E, then the same holds for the sequence (f n ) n∈N .
Proof. It is sufficient to prove the first statement. For this we first show that for each k = (k 1 , . . . , k r ) ∈ N r , the sequence of complex numbers (c k (f n )) n∈N has an asymptotic expansion to precision n −A . We do this by induction on d = |k| := k 1 + · · · + k r . We know by the induction hypothesis that the result holds for the components of f n of order < d.
By removing these components from f n , we can assume that all f n are of order ≥ 
This, in particular, applies to the germs f n . Since the sequences (c j (f f n )) n∈N have asymptotic expansions to precision n −A , the sequence (c k (f n )) n∈N also has one.
From the above argument we also get that if the formal asymptotic expansion to precision n −A of the sequence of germs (f f n ) n∈N does not have terms of degree < m 0 in X, the same is true for the formal asymptotic expansion to precision n −A of the sequence of complex numbers (c k (f n )) n∈N . Now if we denote byÔ a the completion of O a relative to the m-adic topology, where m is its unique maximal ideal,Ô a is isomorphic to the algebra of formal power series with coefficients in C and indeterminates T. Hence we get a Laurent series
]((X)) such that for each k ∈ N r , the formal asymptotic expansion to precision n −A of the sequence of complex numbers (c k (f n )) n∈N (relative to E) is given by
called the formal complete asymptotic expansion of the sequence of germs of meromorphic functions (f n ) n∈N relative to E. Now suppose k 0 ≥ 1. Consider the following identity (see [8, Eq. (9) ]), which is valid for any integer n ≥ 2 and complex number s :
Summing this for n > N, we deduce that
as an equality between holomorphic functions in ℜ(s) > 1. The interchange of summation on the right hand side is justified by Lemma 2, more simply by [8, Prop. 2] . The equality in (42) extends as an identity of meromorphic functions on the whole of C. Note that ζ(s+k) >N is holomorphic on D for any k > 1 − a. Then from Lemma 2, we get that the sum
exists and it is o(N −A ) as N tends to ∞. Using Examples 6 and 7, we therefore get that the sequence of germs at a of meromorphic functions
has an asymptotic expansion to precision N −A , with the same formal asymptotic expansion to precision N −A as that of the sequence (N 1−s ) N ≥2 .
For 1 ≤ k ≤ k 0 −1, the sequence of germs (ζ(s) >N ) N ≥2 at a+k has an asymptotic expansion to precision N −A , by the induction hypothesis. Thus for 1 ≤ k ≤ k 0 −1, the sequence of germs at a of meromorphic functions (ζ(s + k) >N ) N ≥2 has an asymptotic expansion to precision N −A , and hence the same holds for the sequence of germs (ζ(s) >N ) N ≥2 at a from the above observation.
We shall now write down this expansion. Following above arguments we get that for 0 ≤ j < k 0 , the sequences of germs at a of meromorphic functions (N 1−s−j ) N ≥2 and
have the same formal asymptotic expansion to precision N −A . This can be summarised by the following matrix identity :
where V, W are column vectors whose entries are the formal asymptotic expansions at a to precision N −A of the column vectors
respectively, and A is the square matrix, whose entries are the germs at a of the following rational functions of s :
The matrix A is invertible (see [8, p. 494-495] ) and its inverse matrix B consists of the germs at a of the following rational functions of s :
where for n ≥ 0, B n 's are the Bernoulli numbers, defined by the following generating series :
So we can rewrite (43) as
The first entry of this matrix identity yields that the formal asymptotic expansion at a to precision N −A of (ζ(s) >N ) N ≥2 is same as that of
From Example 7, we know that for k ≥ 0, the formal complete asymptotic expansion of the sequence of the germs at a of functions ( Proof. We prove this by induction on r. The case r = 1 has been treated in Proposition 4. So we assume r ≥ 2. Now we choose a positive integer A, and as in Proposition 4, first prove that the sequence (ζ(s 1 , . . . , s r ) >N ) N ≥2 has an asymptotic expansion to precision N −A .
For an integer k ∈ Z, let τ k (a) denote the point (a 1 + k, a 2 , . . . , a r ) ∈ Z r . Now let k 0 be the smallest non-negative integer such that τ k 0 (a) ∈ τ A (U r ) and D has an asymptotic expansion to precision N −A , by Example 6.
We now argue by induction on k 0 and suppose k 0 ≥ 1. Starting from (41), we deduce that has an asymptotic expansion to precision N −A , and that the associated formal asymptotic expansion to precision N −A is same as that of (ζ(s 1 + s 2 − 1, s 3 , . . . , s r ) >N ) N ≥2 .
For 1 ≤ k ≤ k 0 −1, the sequence of germs (ζ(s 1 , . . . , s r ) >N ) N ≥2 at τ k (a) has an asymptotic expansion to precision N −A , by the induction hypothesis (for k < k 0 ). Thus for 1 ≤ k ≤ k 0 − 1, the sequence of germs at a of meromorphic functions (ζ(s 1 + k, . . . , s r ) >N ) N ≥2 has an asymptotic expansion to precision N −A , and hence the same holds for the sequence of germs (ζ(s 1 , . . . , s r ) >N ) N ≥2 at a from the above observation.
We shall now write down this expansion. Arguments as above show that for 0 ≤ j < k 0 , the sequences of germs at a of meromorphic functions (ζ (s 1 + s 2 − 1 + j, s 3 respectively, and A is the square matrix, whose entries are the germs at a of the rational functions in (44), with s replaced by s 1 . We have already seen that the matrix A is invertible and its inverse matrix B consists of the germs at a of rational functions in (45), with s replaced by s 1 . So we can rewrite (50) as
The first entry of this matrix identity yields that the formal asymptotic expansion at a to precision N −A of (ζ(s 1 , . . . , s r ) >N ) N ≥2 is same as that of .
By the induction hypothesis (for depth r − 1) and Remark 14, we get that for k ≥ 0, the formal complete asymptotic expansion of the sequence (ζ(s 1 + s 2 − 1 + k, s 3 , . . . , s r ) >N ) N ≥2 of the germs at a is From this we therefore get the desired conclusion. 
