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Abstract
Consumer-generated reviews have become an invaluable source of information which
benefit both the online market and customers. Consumer purchase decisions are heav-
ily influenced by online reviews. Meanwhile, businesses can gain competitive advan-
tage by exploiting this new source of market intelligence. However, the information
overload problem caused by the explosion of review data provides a lot of challenges
to understanding and making use of such content. Therefore, review selection systems
are a useful tool to tackle this issue.
The goal of the review selection task is to find a compact body of useful reviews
from a review collection of overwhelming size. However, this new rising research cur-
rently suffers from three major problems. First, since review quality evaluation heavily
relies on utilising information related to the product for review content analysis, there
is a lack of accurate product profile which can facilitate this task. Second, traditional
supervised review quality prediction methods are hard to be employed in practice due
to numerous restrictions. Thus, how to benchmark review quality in an unsupervised
manner is a significant topic to explore. At last, as both individual review quality and
v
extracted review set utility are two important factors that have a deep impact on the
performance of review selection, existing studies fail to generate a satisfactory result
due to the overlook of either factor in the selection process.
In response to these problems, this thesis investigates the distinct features of
textual reviews and explores a novel approach to create a precise product profile called
feature taxonomy from texts for more effective review quality formulation. In addition,
the proposed review quality measurement is employed to obtain optimal selection
results by taking both individual review quality and review set utility into consider-
ation. The proposed new feature taxonomy, the review quality measurement and the
review selection approach have been evaluated through comprehensive experiments.
Verification of the effectiveness of the methods was conducted on a number of real
world review datasets collected from the Amazon.com website. The experimental
results indicate that the proposed methods are effective and outperform current state-
of-the-art benchmark models.
This thesis contributes to solving the information overload problem in consumer-
generated reviews through providing more accurate product profiles for review quality
analysis. It also contributes to effective usage of effective review quality prediction to
optimise review selection performance.
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Chapter 1
Introduction
1.1 Overview
The advent of Web 2.0, which is considered the most significant evolution of the
world wide web, has profoundly changed the way people use internet. One prominent
feature of Web 2.0 is that it provides considerable facilities for collaborative user-
generated content creation and distribution [Daugherty et al., 2008, Murugesan, 2007].
Specifically, compared to previous ways of using the Internet in which people view
the web as an information portal only for passively receiving information, Web 2.0
acts as a platform which provides users with many controls to participate in content
contribution [Aghaei et al., 2012]. Inspired by such an idea, numerous technologies
and services such as blogs, wikis, folksonomy and tags [Djuana et al., 2011, Liang
et al., 2009] have been developed, which makes users’ opinions and ideas creation,
sharing and exchange more convenient.
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In recent years, with the growing availability and popularity of web-based opin-
ion platforms driven by the development of Web 2.0, consumer-generated reviews
which provide personal experiences of products, services, events, etc. are playing
an increasingly important role in people’s lives [DesAutels, 2011, Dhar and Chang,
2009]. More specifically, the value of online product reviews has been realised by
both businesses and customers. From a business point of view, online reviews have the
potential to shape consumer attitudes toward a product and, ultimately, influence sales
to a large extent [Moghaddam et al., 2011]. For instance, according to Chevalier and
Mayzlin [2006], a book’s sale will increase accordingly with an improvement in its
online reviews. On the other hand, the valuable information on products provided by
online reviews including opinions of existing users or consumers of the products helps
potential customers to make an informed purchase decision.
Due to such considerable benefits, online reviews are now an emerging market
phenomenon that is significantly influencing the development of online markets. The
option to post a review has become a common feature of most e-commerce web sites
today [Chen et al., 2004]. For example, since Amazon customers were able to leave
their evaluative comments on products in 1995, these textual reviews have made a great
contribution to the success of Amazon’s online shopping business expansion [Zhang
et al., 2010c].
Meanwhile, as more and more people tend to read and write textual reviews
with the aid of fast growing opinion platforms, the amount of online review data is
exploding [Brody and Elhadad, 2010]. This enormous amount of review data brings
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Figure 1.1: Amazon Customer Reviews
much more information and choices to online users. However, it also increases the
burden of understanding and making use of such data by retrieving useful information
from them. For instance, it is common for a user to face an overwhelming volume
of review data consisting of hundreds or even thousands of reviews accumulated for
a single product. E-commerce web sites do not provide the functionality of a search
engine system which is designed to solve the traditional information retrieval problem,
as keyword lookups are not suitable to effectively retrieve data from this review type
data. Instead, review sorting has been widely adopted to allow the user to retrieve
reviews ordered by different parameters such as date/time entered or product ranking
score, etc. However, the lack of an effective way to extract review information makes
it extremely difficult for users to find useful information.
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Therefore, the strong demand to help customers deal with such information over-
load issues has attracted researchers’ attention to the subject of online review selection
[Zhu and Zhang, 2010]. In the past few years, a great number of studies have been
proposed to tackle this problem. Existing studies focus on two major tasks: first of all,
researchers attempt to find useful information buried in reviews to build knowledge to
assist in review content analysis, which aims to measure review quality. The derived
information is usually twofold: (1) related to the statistics about the review text such
as review length; and (2) relevant information about the reviewed products. As for the
second task, researchers aim to estimate the quality or utility of reviews based upon
established knowledge so that a small number of relevant reviews can be identified and
presented to the user. However, as yet, neither task has been addressed well.
In light of this situation, this thesis proposes exploring how to utilise existing data
mining techniques, to extract useful information from textual reviews and enhance
the performance of the review selection task and thus assist users in tackling the
information overload problem.
1.2 Research Problem and Objectives
1.2.1 Research Problem
Compared to other forms of user-generated content, consumer-generated reviews have
a number of distinct advantages:
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• Online reviews are better organised and provide numerous functions. Compared
to blogs and forums, online reviews follow a certain fixed format, which is easier
to collect and analyse.
• Compared to commonly used explicit rating information, reviews provide more
reliable evidence of opinion feedback from existing customers. If a user gives
a positive rating score to a product, it is very likely that he/she will share the
satisfactory first-person experience, and vice versa. Therefore, online reviews
are preferred and trusted by people during the purchase decision-making process
[Ante, 2009].
• Reviews contain rich information about the reviewed objects. Unlike the tech-
nical specifications from manufactures, consumer-generated reviews describe
products in the user’s own language, which is usually easy to understand.
Due to these advantages, consumer-generated reviews are commonly available
and have great potential for further use. They have become an invaluable source of
information which can be used for various purposes such as feature extraction, user
opinion identification, review summarisation or even making recommendations [Aciar
et al., 2006, 2007, Ganu et al., 2009, Leino and Ra¨iha¨, 2007]. However, since there
is no restrictions on publishing review data, numbers of online reviews have become
overwhelming, which provides obstacles to understanding and making use of the re-
view data. Therefore, studies on review selection have drawn considerable attention
in recent years. But such studies indicate that current review selection methods suffer
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from three primary problems:
• The review quality or utility analysis relies heavily on established knowledge of
the review textual information. Recently, more and more research has turned to
utilising product information identified from reviews for evaluating the useful-
ness of the actual review content [Li and Zhan, 2011, Ngo-Ye and Sinha, 2012].
As textual reviews are highly relevant to the reviewed products, a more detailed
and accurate product profile is able to facilitate the analysis of review quality.
However, existing product feature identification methods such as the method
proposed by Hu and Liu [2004a] are still rough and fail to provide a precise
product model.
• The question of how to utilise the relevant product information for predicting
review quality has not yet been answered well. Existing supervised classification
or regression approaches that dominate in the field of review quality prediction
have a number of drawbacks. First, as the popular supervised approaches mainly
focus on extracted statistical information related to writing styles [Kim et al.,
2006, Liu et al., 2007, O’Mahony and Smyth, 2010b], the writing quality of the
retrieved review documents has been valued much highly than the information
buried in the reviews which is actually relevant to the reviewed product and has
been largely ignored. Moreover, the lack of training data has generated a lot of
restrictions on utilising such supervised methods in practice. Therefore, a more
effective way of automatically assessing review quality is required.
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• Individual review quality and the overall utility of a set of reviews are two
major factors that affect the performance of review selection systems [Yu et al.,
2013]. However, difficulties in the integration of existing supervised review
quality estimation methods and review set generation algorithms [Xu et al.,
2014], mean that one of these two factors would need to be sacrificed. The
results of this compromise are far from ideal. For instance, selecting reviews
based only upon predicted review quality without considering the utility of the
extracted reviews as a whole with respect to opinion distribution information
about features has a negative impact on the usefulness of extracted reviews.
Therefore, new approaches should be developed to improve the review selection
performance by optimising both individual review quality and review group
utility.
Based upon the discussion, the Research Problem to be addressed in this thesis
is: how to develop effective approaches to generate an accurate product profile from a
collection of reviews and based on that product profile to assess the quality of reviews
in order to find the most useful or helpful reviews for users?
1.2.2 Research Objectives
According to the research problem, the major Research Objectives of this thesis can
be described as:
• Objective 1: Generate the product profile from a collection of free text product
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reviews.
Online reviews possess rich information about users’ opinions toward different
product features. It is a valuable data source from which to gather detailed
information that is used by ordinary users to describe the product. Therefore, this
research objective is to develop novel approaches to learn a product profile from
the review data which reflects users’ view points of the product. The product
profile consists of product features and the relationship between the features. In
this thesis, the product profile is also referred to as the product feature taxonomy.
It provides the knowledge about the product learnt from users’ product review
data and can be useful for many different purposes such as marketing, product
analysis, customer services, etc.
• Objective 2: Develop novel approaches to measure the quality of reviews by
assessing the content about the reviewed product.
The second objective is to measure the quality of reviews. More specifically,
rather than analysing the statistics about the review text, this thesis work aims to
identify the review characteristics based on the information about product fea-
tures especially the structural relationships between features for more accurate
review quality estimation.
• Objective 3: Apply the proposed review quality measurement for review selec-
tion.
Review set generation according to group utility incorporating the proposed
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review quality measurement method will be investigated. The performance of
the revised review selection approach will be evaluated in the methodology of
experimentation. In particular, our proposed method will be compared with a
number of related state-of-the-art benchmark models. We will design a set of
experiments to validate the effectiveness of our method from different angles.
1.2.3 Research Significance and Contributions
Our research work makes a number of contributions that can be described as follows:
• This thesis proposed new approaches to generate accurate product profile from
textual reviews.
The lack of accurate product information is considered a key obstacle to un-
derstanding the review content which is highly relevant in determining review
quality. Online textual reviews contain rich information related to the product
such as features and opinions that describe the reviewed product from users’
points of view. Therefore, review data is an invaluable source to exploit. How-
ever, extracting useful information to create a product profile from consumer-
generated reviews is extremely challenging. In this thesis, we introduced a
product feature taxonomy learning approach based on frequent patterns and
association rules. We proposed two novel measures (sentiment sharing and
feature relatedness) to select useful association rules for feature relationship
identification.
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• This thesis proposed new measurements to measure review quality.
Compared to traditional supervised review quality prediction methods, this thesis
work aims to assess review quality based upon the information related to the
product buried in the text of the reviews. Two such measures for determining
review quality are proposed in this thesis. The feature comprehensiveness ex-
amines the feature relationships according to a given product feature taxonomy
to find high quality reviews in terms of feature coverage. Moreover, the feature
relevance provides a further evaluation of review quality based on information
related to each feature such as sentiment words that have been used to describe
the feature. The conducted experiment shows that our proposed review selection
approach improves the review quality assessment effectively.
• This thesis also proposed new methods for selecting more helpful product re-
views for the user.
As overwhelming amounts of review data have provided obstacles to the users
to understand and make use of the available data, existing research on review
selection attempted to address this information overload problem by finding a
small set of appropriate reviews for the users. Two major factors influence
the performance of review selection: individual review quality and the overall
utility of a set of reviews; however, existing works only consider one of the
two factors which leads to less than optimal results. For instance, the selected
reviews may be all well written but contain a lot of duplicated information; or the
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selected reviews may cover different aspects of the review product but be poorly
written. Therefore, this thesis work proposed new methods to generate a review
set by taking both factors into consideration. The evaluation has proven that our
method is able to achieve ideal review selection performance by optimising both
review quality and review set utility.
1.2.4 Publications
Several parts of this thesis work have been published in the proceedings of international
conferences. The complete list of publications is as follows:
• Tian, N., Xu, Y., Li, Y., & Pasi, G. (2013). Structured Feature Extraction Using
Association Rules. In Trends and Applications in Knowledge Discovery and
Data Mining (pp. 270–282). Springer Berlin Heidelberg.
• Tian, N., Xu, Y., Li, Y., Abdel-Hafez, A., & Josang, A. (2014). Product feature
taxonomy learning based on user reviews. In WEBIST 2014 10th International
Conference on Web Information Systems and Technologies.
• Tian, N., Xu, Y., Li, Y., Abdel-Hafez, A., & Josang, A. (2014). Generating
Product Feature Hierarchy from Product Reviews. In Web Information Systems
and Technologies (pp. 264–278). Springer International Publishing.
• Tian, N., Xu, Y., & Li, Y. (2014). A Review Selection Method Using Product
Feature Taxonomy. In Web Information Systems Engineering WISE 2014 (pp.
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408–417). Springer International Publishing.
• Tian, N., Xu, Y., Li, Y., & Pasi, G. (2015). Quality-aware review selection
based on product feature taxonomy. In Asia Information Retrieval Societies
Conference (AIRS 2015).
• Abdel-Hafez, A., Tang, X., Tian, N., & Xu, Y. (2014). A reputation-enhanced
recommender system. In Advanced Data Mining and Applications (pp. 185–
198). Springer International Publishing.
• Abdel-Hafez, A., Xu, Y., & Tian, N. (2014). Item reputation-aware recom-
mender systems. In Proceedings of the 16th International Conference on Infor-
mation Integration and Web-based Applications & Services (pp. 79–86). ACM.
1.2.5 Thesis Outline
The thesis consists of seven chapters and the remainder of the thesis is organised as
follows:
• Chapter 2 provides a critical and comprehensive review of the existing research
in three major areas that are relevant to our proposed research: feature extraction
in opinion mining, ontology learning, and user review selection. In particular, it
investigates and justifies the research context and research gap from which the
research question was derived, and identifies the drawbacks of existing related
works.
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• Chapter 3 introduces our proposed product feature taxonomy learning approach.
This chapter contains a description of how to construct a structural product
profile which contains both product features and relationships between features
from review text. In particular, we will discuss using association rules and topic
modelling for feature relationship identification.
• Chapter 4 first discusses two designed measures for review quality formula-
tion. Then, we propose two methods that utilise our review quality prediction
approach for improving the review selection performance.
• Chapter 5 presents the performance evaluation of our proposed review selec-
tion methods. We compare our review selection approaches with a number of
benchmark models to verify the effectiveness of our methods.
• Chapter 6 focuses on the evaluation of the proposed feature taxonomy learning
approach. The designed experiments aim to justify the effectiveness of the
generated product profile based on the accuracy of both feature extraction and
sub-feature relationship identification.
• Chapter 7 concludes the thesis by illustrating our contributions and suggesting
directions for future work.
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Chapter 2
Literature Review
Our work clearly has ties with a number of existing works in the domains of online
review selection, pattern mining, and opinion mining. In this chapter, we provide a
comprehensive review of studies in these three areas.
2.1 Review Selection
Consumer-generated reviews have become a hot research topic recently due to the
value of review data for both customers and businesses [Dellarocas et al., 2007, Duan
et al., 2008, Hu et al., 2008, Ye et al., 2009]. Today, online reviews play an increasingly
important role in shaping consumer attitudes and consequently, greatly influence the
decision-making process of consumers [Chatterjee, 2001, Chen et al., 2004, Chevalier
and Mayzlin, 2006, Hai et al., 2014b].
Meanwhile, the volume of online reviews proliferates, which provides challenges
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for users attempting to make use of review data. For instance, on amazon.com,
sought after products such as digital cameras can easily accumulate hundreds or even
thousands of reviews. The early work on review summarisation such as that by Hu
and Liu [2004a] tried to address this problem by creating a statistical summary of
useful information (e.g. features and corresponding opinions) from the review corpus.
However, such a solution sacrifices the immediacy of actual reviews, and users may
still prefer to read vivid and complete reviews themselves to help them make a wise
decision
However, without some kind of assistance, users have to face considerable ob-
stacles in making use of reviews in their raw form. For instance, the quality of online
reviews varies greatly and good quality reviews that provide helpful information and
useless reviews (e.g. spam reviews) are usually intermixed. Considering the sheer
size of review data available, it can be extremely difficult for users to find useful
reviews. Therefore, research on review selection has attracted significant attention
recently. This section focuses on two important problems in review selection: review
quality prediction and useful review set generation.
2.1.1 Review Quality Prediction
To help the user determine the quality of reviews, most e-commerce web sites allow
online users to indicate the quality/helpfulness of the reviews by voting each review
as helpful or unhelpful. However, it is common that a large number of reviews have
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a limited number of votes, or for instance, newly posted reviews or reviews of not so
popular products may receive very few or no votes at all from the customers to indicate
whether they are helpful or unhelpful [Kim et al., 2006]. Based on this fact, the utility
of such voting functionality is quite limited.
To address this problem, researchers have made significant efforts to find an
effective way to automatically measure the review quality. Most existing studies focus
on identifying data feature related review text, from which a review’s quality or help-
fulness can be learnt [Baek et al., 2012]. Therefore, review quality prediction can be
simply formulated as a supervised regression or classification problem.
In the following section, we discuss several aspects that have been considered
and utilised in review quality prediction by existing supervised methods.
2.1.1.1 Writing Quality/Style
A set of studies examined the writing style or quality of reviews with the aim to
identify good quality reviews [Liu et al., 2008a,b, O’Mahony and Smyth, 2010b]. More
specifically, the idea of such designs are to investigate a number of statistical features
related to review text in order to find those well-written reviews.
For instance, Liu et al. [2008a,b]calculated the word counts of different POSs
(Parts-of-Speech) to capture the characteristics of the writing style of online movie re-
views so that the proposed regression model which is based upon radial basis functions
could make a prediction on the quality of the review.
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In addition, O’Mahony and Smyth [2010b] defined a number of structural fea-
tures that affect the writing quality such as the ratio of uppercase and lowercase, the
number of complex words, and the number of sentences etc. They summarised several
readability features based upon derived structural features for assisting review quality
modelling. The proposed model made use of a set of reviews that had been labelled as
helpful to train a classifier in terms of identified text features. After that, the classifier
was employed to detect other reviews that have good writing quality.
Liu et al. [2007] followed the same strategy for review quality prediction as
O’Mahony and Smyth [2010b]. They proposed three more features at a paragraph
level for more precise description of the writing quality as follows:
• the number of paragraphs in the review;
• the average length of paragraphs;
• the number of paragraph separators.
Taking a different approach, Kim et al. [2006] designed lexical features to capture
the words found in the reviews to improve the performance of quality prediction.
They evaluated the impact of two types of variables on the helpfulness of reviews:
the unigram tf-idf statistic of each word occurring in a review and the bigram tf-idf
statistic of each bigram occurring in a review.
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2.1.1.2 Reviewer Information
In addition to writing quality, the reviewer personal information was also used for
predicting review quality [Connors et al., 2011]. For instance, Liu et al. [2008a,b]
proposed to consider reviewer expertise as they observed that reviewers who were fa-
miliar with particular movie genres were likely to produce good reviews for movies in
the same or similar genres. Therefore, the proposed approach measured the similarity
of a given movie (which can be represented by a set of genres) to all movies that have
been reviewed by the same user.
O’Mahony and Smyth [2009, 2010a] proposed to determine the helpfulness of
a hotel review from a user’s reputation with respect to all reviews that the user has
produced. Specifically, O’Mahony and Smyth [2009] designed three variables to rank
a user’s reputation:
• the mean of review helpfulness of all reviews written by the user;
• the standard deviation of review helpfulness of all reviews written by the user;
• the ratio between the number of reviews that have accumulated at least five
opinions (positive or negative) and the total number of reviews written by the
user.
Taking this concept further, Lu et al. [2010] proposed to exploit and utilise con-
textual information about each writer’s identity and their social networks to improve
the review helpfulness prediction. They defined a number of constraints from a social
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context (e.g. the author consistency hypothesis which assumes that reviews written by
the same author should be of similar quality) and incorporated derived social features
with an existing text-based linear regression model to improve the performance of the
review helpfulness estimation.
As the reviewer’s personal information is not always available or can be hard
to collect, it makes using reviewer information for review quality prediction not very
feasible.
2.1.1.3 Review Content
The examination of review writing quality/style and the reviewer’s information in fact
ignores the usefulness of information buried in the text of reviews. For instance, a
review written in a very professional style is still useless to other users if it lacks
comprehensive information about the discussed product. In other words, if the review
content contains sufficient relevant information it can have a great influence on a
review’s quality. With this idea in mind, a number of studies have investigated the
impact of review content on the helpfulness of reviews. Specifically, existing research
focuses on identifying the hidden relationship between two kinds of information: prod-
uct features [Liu et al., 2007] and review subjectivity (opinions) [Ghose and Ipeirotis,
2007] and review quality.
Zhang and Varadarajan [2006] proposed a supervised method to predict the help-
fulness of the reviews based upon sentiment information. They argued that a good
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product review should reflect both a subjective valuation and objective information
about the product. Therefore, the subjective words that express users’ opinions were
considered one factor to use in determining the helpfulness of the review.
According to Liu et al. [2007], the number of product features mentioned in the
review is one of the most important indicators of the quality of the review. They
employed Support Vector Machines (SVMs) as the model of classification to take
review content into consideration. A number of statistical features related to review
content were identified for determining review quality such as the number of product
features, the total frequency of product features, and the average frequency of product
features. Additionally, the proposed model calculated the percentage of subjective
sentences based upon the opinions (positive or negative) in the review as a determining
feature related to subjectiveness for quality prediction. The evaluation results show
that such a design is quite effective in filtering out low-quality reviews.
Tsur and Rappoport [2009] proposed using a set of dominant features to find
helpful reviews for books. There are three major steps involved in this process. First
of all, the proposed method identifies dominant features for the specific book. For this
purpose, a balanced corpus of general English is used to assess the level of dominance
of each term in order to find features. Then, based upon a set of dominant features
derived in step one, each book review can be mapped to a feature vector. Finally,
each review is assigned a ranking score by comparing the feature vector against the
number of words in the review. The evaluation has shown that the proposed method
demonstrates better performance in finding helpful book reviews compared to other
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competing models.
To predict the helpfulness of the review, Hai et al. [2014b] employed a revised
probabilistic topic modelling framework called SJASM which is able to infer the hid-
den aspects and sentiments found in a review. SJASM jointly detects the underlying
aspects and sentiments guided by review helpfulness voting information.
2.1.1.4 Review Meta-data
Online reviews also provide meta-data such as the date and time the review was posted
and the product rating score. Some researchers consider such information to be useful
in assisting in the review quality estimation task.
Timeliness
Liu et al. [2008a,b] observed a relationship between review timeliness and review
helpfulness, in which review helpfulness was seen to decline for older reviews. There-
fore, they compared the date and time a movie review was posted against the movie
release date in order to measure the impact of timeliness upon the helpfulness of the
review.
Product Rating Score
As product rating score (e.g. 1-5 stars) is commonly available in most reviews,
Kim et al. [2006] considered such information a potential factor which has an impact
on the helpfulness of reviews. Thus, in their proposed model, they particularly utilised
product rating score as well as the absolute value of the difference between the rating
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score and the average rating score derived from all reviews to determine the review
helpfulness.
To sum up, supervised review quality/helpfulness estimation approaches aim to
summarise a number of common characteristics shared by a group of reviews known to
be of good quality and consequently, make a prediction on the quality of other reviews
of unknown quality. Such a design relies heavily on the training data and emphasises
the quality of individual reviews, and usually fails to achieve satisfactory performance
in a review selection task.
2.1.2 Generating a Useful Review Set
As mentioned in the previous section, existing review quality prediction methods usu-
ally require considerable time and resources such as classifier training and review data
labelling. Moreover, selecting reviews according to predicted quality/helpfulness value
can only guarantee that each individual review is of an acceptable quality based upon
defined criteria. However, the information buried in each single review and the set of
extracted reviews may not very useful to the users. For instance, a selected review
may lack the discussion about one or several significant product features that the user
is interested in. Moreover, a generated set of reviews may contain a lot of duplicate
information (e.g. all extracted reviews may focus on several particular features or
one opinion of polarity, while a considerable amount of other information is omitted),
which fails to help a user make an unbiased purchase decision. In light of this, another
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set of studies [Iio, 2012, Lappas et al., 2012, Long et al., 2012, Tsaparas et al., 2011, Xu
et al., 2014, Yu et al., 2013] attempted to maximise the utility of the selected reviews
and overcome the drawbacks of the review selection methods that are only based upon
derived review quality. In the following section, we introduce two directions in the
research into useful review selection.
2.1.2.1 Selecting Useful Reviews based on a Single Feature
There may be one particular group of users who value one feature more than others for
decision making purposes when they read reviews. As reviews lack individual feature
ratings, it is difficult for such users to find their desired information from a review
dataset of overwhelming size. Therefore, the requirement is to find those reviews that
focus on the feature(s) that the user is particularly interested in.
In order to address this research problem, Long et al. [2009, 2012, 2010] proposed
a method to identify reviews that focus on a particular product feature. The proposed
method extracts a set of words (e.g. similar words according to semantic meaning
and sentiment words) related to a specific feature from the review collection as the
examined feature’s relevant information.
Derived related words are used to calculate an information distance between each
review and examined feature called the Kolmogorov Complexity proposed by Ming
and Vita´nyi [1997]. Specifically, for a review r, the information distance is calculated
based upon the frequency of co-occurrence between those related words that do not
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appear in r and the examined feature word in the review collection. Those reviews
with a minimum information distance value are extracted as the useful reviews for the
examined feature.
This design has been proven effective in finding those reviews that highly relevant
to a specified feature. However, according to Zhang et al. [2010a] and Lappas et al.
[2012], as a majority of online users prefer to compile a very thorough picture of the
product based upon information about different features, selecting reviews for a single
feature alone is not so useful in practice.
2.1.2.2 Review Corpus Representation
Meanwhile, another set of studies attempted to address the review selection problem
from a new angle. In order to preserve the completeness of useful information in
the original review corpus, they aim to select a small set of reviews as the corpus
representation. There are two obvious advantages to such a design. First, the integrity
and immediacy of actual reviews is preserved, which is better than prior review sum-
marisation [Lappas et al., 2012]. Secondly, it significantly saves users time and effort
by providing them a small set of reviews.
Such review set generation approaches focus on the overall utility of the selected
reviews as a whole. In the remainder of this section we discuss two methods for finding
a useful combination of reviews.
Selection based on Maximum Coverage
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Tsaparas et al. [2011] attempted to find a combination of reviews to provide
comprehensive information buried in the original review corpus. The idea is to assume
that the generated review set covers all product features in addition to both positive
and negative opinions about each feature, which is able to help the user better evaluate
the reviewed product. The proposed method was formulated as maximum coverage
problem, implemented based on the Greedy algorithm. In order to achieve maximum
utility with respect to maximum information coverage, at every iteration, the review
with the maximum information gain in terms of feature coverage and opinion coverage
will be selected.
With a similar approach to Tsaparas et al. [2011], Xu et al. [2014] proposed to
select a representative set of reviews based on maximum information coverage but
without identifying the size of the generated review set. In particular, they contributed
to improving the performance of the maximum coverage review selection task by em-
ploying a strategy to reduce the number of reviews selected. Xu et al. [2014] designed
a method to change the processing order of features during the review selection process
to achieve a balance between information coverage and review set size.
Selection based on Opinion Distribution
In contrast to Tsaparas et al. [2011] and Xu et al. [2014] who emphasise the
importance of covering all features and corresponding opinions, other researchers have
sought to provide a more accurate formulation by taking review corpus characteristics
into consideration. For instance, Lappas et al. [2012] proposed to find a subset of
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reviews that emulates the opinion distribution in the original review collection as accu-
rately as possible. They formulated this task as a combinatorial optimisation problem
using a Greedy algorithm based on opinion distribution. In every iteration, one review
is chosen which, if added to the existing review set, most closely matches the opinion
distribution in the generated set to that in the review corpus. In other words, the utility
of the generated review set is measured based on how the proportion of opinions in
the selected reviews closely match those of the original review corpus. Thus, the
selected reviews can reflect the proportions of both positive and negative opinions for
each feature in the original review corpus. Users, therefore, can read a compact body
of reviews to understand the strengths and weaknesses of the product without going
through the whole review corpus.
By way of conclusion, the utility of reviews varies and depends on how reviews
can be organised to reflect the information in the underlying review corpus from differ-
ent angles. However, the design of the existing review set generated based upon utility
has several significant defects, which we will further discuss in Chapter 4.
2.2 Pattern Mining
2.2.1 Overview
Pattern mining has been a hot research topic in data mining over the years. A huge
amount of studies have been undertaken such as sequential pattern mining, structural
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pattern mining, correlation mining, associative classification, and frequent pattern-
based clustering, as well as their broad applications.
Frequent pattern mining was first proposed by Agrawal et al. [1993], driven
by market analysis for understanding customer purchasing behaviour. According to
Goethals [2003], frequent itemset and association rule mining are two significant prob-
lems, which have received a great deal of attention during the past decade. These two
problems will be investigated in the following.
2.2.2 Frequent Patterns
Frequent patterns are defined as itemsets, subsequences, or substructures that appear in
a dataset with a frequency exceeding a specified threshold [Han et al., 2007, Kim et al.,
2009]. The task of discovering all frequent itemsets is critical for mining many inter-
esting relationships among data such as mining associations. However, generating fre-
quent itemsets is quite challenging especially when the volume of the database/dataset
is overwhelming. Therefore, numerous methodologies have been proposed to address
this problem. We particularly discuss two basic frequent itemset mining algorithms:
Apriori and FP-growth.
Apriori Algorithm
In order to find all frequent distinct single items and their combinations in a typ-
ical transaction database or dataset, Agrawal and Srikant [1994] proposed the Apriori
algorithm. According to the observation that if a n-itemset which consists of n distinct
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single items is frequent then all of its subsets are frequent. The proposed algorithm
first scans the database to find the frequent 1-itemsets (single item). Then, the derived
frequent 1-itemsets are used to generate frequent 2-itemsets as the candidates and they
are checked against the database to obtain frequent 2-itemsets. This process iterates
until no more frequent n-itemsets can be generated.
The Apriori algorithm has efficiency issues due to two major reasons: since it
relies on candidate generation, it may result in a huge number of candidate itemsets
being generated; and the method requires repeatedly scanning the database to obtain
valid matched candidates.
FP-growth
In response to the disadvantages of the Apriori algorithm, Han et al. [2000] pro-
posed an FP-growth method to improve the performance of the generation of frequent
itemsets. One significant strength of FP-growth is that it does not require candidate
generation as Apriori does. The process of FP-growth can be described as follows:
The proposed algorithm first scans the database to generate a list of frequent
items. The itemset list is ordered by frequent-descending order and is used to generate
a frequent pattern tree (FP-tree) so that the original database can be compressed. The
FP-tree also retains the association information between itemsets. In order to derive all
frequent patterns, the FP-tree is mined by starting from each frequent length-1 pattern
(as an initial suffix pattern), constructing its conditional pattern base (a sub-database,
which consists of the set of prefix paths in the FP-tree co-occurring with the suffix
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pattern), then constructing its conditional FP-tree, and performing mining recursively
on that tree.
2.2.3 Association Mining
The generation of all frequent itemsets has made obtaining useful associations or
correlations among items a reality. Association rule mining is now a popular and well
researched method in data mining, which has been widely used for business purposes
such as inferring information on shelving criterion and stock trends [Brin et al., 1997].
Association rule mining can be described as follows: Let I = {i1, i2, ..., in}, be
a set of items, and the dataset consists of a set of transactions D = {t1, t2, ..., tm}.
Each transaction t contains a subset of items from I . Therefore, an association rule r
represents an implication relationship between two itemsets which can be defined as
the form X → Y , where X , Y ⊆ I and X ∩ Y = ∅. The itemsets X and Y are called
antecedent and consequent of the rule, respectively.
Association rule mining means to find out those rules that satisfy a certain criteria
[Chakaravarthy et al., 2009]. Useful association rules can be found based on the
predefined minimum support and confidences, which are defined as follows:
1. The support of the association rule ru Supp(X ∪ Y ) indicates the proportion of
transactions in the dataset which contain both X and Y ;
2. The confidence of association rule ru is denoted asConf(X → Y ) which shows
the dependency between X and Y by calculating the percentage of transactions
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that contain X in the dataset which also contain Y . In short, Conf(X → Y ) =
Supp(X∪Y )
Supp(X)
.
In practice, association mining from a big database/dataset usually results in a
huge number of useless rules being generated. Under such circumstances, the use
of support and confidence still cannot guarantee the effective extraction of useful
association rules, which provides a lot of difficulties for further use.
Therefore, a number of studies have attempted to extract useful association rules
more effectively. For instance, Xu et al. [2011] contributed to use the certainty factor as
the criterion to measure the strength of the discovered association rules. The use of the
certainty factor helps to eliminate redundant rules to a large extent without sacrificing
the inference capacity of the remaining extracted non-redundant rules.
In addition, Shaw et al. [2014] proposed two measures called diversity and pe-
culiarity to assist in finding useful multi-level and cross-level rules. Their proposed
method made use of a tree structure which contains hierarchical relationships among
its items to analyse and determine the usefulness of association rules.
2.3 Opinion Mining
User-generated information promoted by the development of Web 2.0, such as online
reviews, comments, discussion forums, and blogs, contains rich information about
users’ opinions toward different objects. Such information is an invaluable source
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to exploit for both customers and businesses. However, the overwhelming volume of
such data makes it extremely difficult to read, extract, organise, and make full use of.
Therefore, there is a strong demand to find effective ways to extract useful information
from user-generated content.
2.3.1 Overview
According to Lau et al. [2009a], opinion mining which is also referred to as sentiment
analysis aims to identify people’s viewpoints about the subjects. It provides solutions
to help users identify useful information they are interested in from user generated
content such as online reviews. Due to its distinct benefits, opinion mining techniques
have been developed and are employed in numerous areas ranging from shopping and
marketing to education [Binali et al., 2009].
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Figure 2.1: The Development of Opinion Mining
Earlier work on opinion mining focused on document-level analysis which treats
a single document (e.g. a review) as a whole and classifies its overall orientation,
for example, as positive or negative [Das and Chen, 2001, Dave et al., 2003, Turney,
2002]. Then, researchers attempted to conduct sentiment analysis at a sentence level,
which aims to classify the opinion polarity of each sentence [Missen et al., 2009,
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Ta¨ckstro¨m and McDonald, 2011]. One major disadvantage of both document-level
and sentence-level approaches is that they fail to provide more finely grained infor-
mation by identifying user opinions for different features of the discussed object. For
instance, an overall negative opinion of a product summarised from a review does not
necessarily mean that the user dislikes every aspect of the product, and ditto for positive
opinions. Therefore, feature-based or feature-level opinion mining has been proposed
and developed for more accurate opinion information identification.
2.3.2 Feature-based Opinion Mining
Feature-based opinion mining has attracted significant attention in recent years. Ac-
cording to Liu [2010], three major tasks are required to be performed for a sentiment
analysis at feature level:
(1) Feature extraction aims to identify features mentioned by the reviewers from the
textual information.
(2) Sentiment words extraction is designed to collect those sentiment words that
have been used to modify the features.
(3) Sentiment orientation prediction typically focuses on determining the semantic
orientation of each identified sentiment so that the polarity (e.g. positive or
negative) of user’s opinion can be predicted.
The above three tasks rely heavily on each other, and the accuracy of each of
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them has a significant impact on the performance of feature-based opinion mining. In
the remainder of this section a comprehensive insight will be provided into these three
tasks.
2.3.2.1 Feature Extraction
Before determining orientation of opinions expressed by the user, the specific feature
that the opinion words relate to must be identified. Therefore, the extraction of features
is the most fundamental step of feature-based opinion mining. A significant number
of research studies have focused on effectively and accurately finding features buried
in textual information and researchers have developed several strategies to address this
problem.
Frequent Patterns
Hu and Liu [2004a,b] made the first significant contribution to feature-based
opinion mining by utilising pattern mining for feature extraction. According to their
observations, important product features are usually hot spots in review texts. In other
words, as such features have been mentioned and discussed by a lot of users and in
corresponding reviews, their frequency should be relatively high. For instance, picture
is usually one of most frequent terms found in online reviews of digital cameras due
to the importance existing users place on the camera’s picture quality. Based upon
this fact, Hu and Liu [2004a,b] employed a pattern mining algorithm to generate
frequent itemsets of nouns as the potential features. In addition, they also made another
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contribution by proposing two methods for itemset filtering, which aim to generate
more accurate features:
• The first compactness pruning examines potential feature phrases that contain
multiple words according to the distance between words in the original review
sentences in order to remove those words that are likely to be meaningless.
• The second redundancy pruning is to eliminate redundant features that contain
single words by comparing the frequency of the single word against the fre-
quency of the features phrases that contain that word.
Hu et al. [2010] improved the performance of pattern-based feature extraction by
inserting a pre-processing step, instead of directly pattern mining the review corpus
to generate frequent itemsets. They made use of SentiWordNet to assist in finding all
review sentences called opinionated sentences in which users’ opinions may be buried.
Then, pattern mining was applied to generate frequent itemsets of the explicit product
features based on identified opinionated sentences. In order to prevent missing some
implicit features that may be represented by sentiment words (e.g. expensive usually
indicates price), a mapping database was constructed to identify such features in the
review text.
The use of frequent patterns has been proven quite effective in extracting features.
However, review text written by humans always contains a lot of noise, which has
a negative impact on the accuracy of the feature extraction task. For instance, it is
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common words that are frequent but not relevant to the domain of the product may be
extracted as features of the reviewed product.
External Reference
In response to the limitations of pattern-based feature extraction, researchers tried
to find an effective way to filter out invalid features, including by utilising the external
reference method to tackle this problem.
Popescu and Etzioni [2005] proposed an unsupervised system called OPINE for
feature-based opinion mining. The proposed system improved the accuracy of feature
extraction by evaluating each noun phrase based upon the calculated Point-wise Mutual
Information (PMI) score from web search engine hit counts to identify those phrases
that are highly relevant to the product.
A search system called Red Opal which assists people to find desired products
based upon features was developed by Scaffidi et al. [2007]. In order to improve the
accuracy of feature extraction, they proposed an algorithm to identify valid features by
comparing the frequency of nouns in the reviews against their frequency in common
use of English. The basic idea is that those terms that appear frequently in both the
product reviews and the corpus of spoken and written conversational English (e.g.
news) are usually words incorrectly identified as features. Therefore, the proposed
model computed the total number of nouns or noun phrase occurrences in both the
reviews and in random English text. Those nouns that occur far more frequently in the
reviews than in the random English text are more likely to be genuine product features.
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A feature extraction evaluation conducted indicates that this design achieves higher
accuracy compared to the design by Hu and Liu [2004a].
A similar strategy was used by Tsur and Rappoport [2009] for their unsupervised
method to identify dominant features for online book reviews. There are two stages in
their feature extraction. In the first stage, all terms were ranked according to their
frequency in the review collection, indicating that more frequently used terms are
considered more dominant. In the second stage, an external balanced corpus of general
English was used to assist in finding valid dominant features. The terms were re-ranked
by their calculated frequency in the external corpus (e.g. the less frequently the terms
were used in general English, the more relevant they were to a specific book). This
ensured that those terms that are potentially important but are infrequent could gain a
higher level of dominance.
Hai et al. [2014a] extended the work on feature extraction by utilising the external
reference corpus. They designed a novel statistics-based approach for finding valid
features, which examines the domain relevance of a feature in order to improve the
accuracy. To achieve that, the proposed methodology exploits feature distribution
across different corpora (e.g. a domain-dependent review corpus such as cellphone
reviews and a domain-irrelevant corpus such as a culture article collection). Two
measures: intrinsic-domain relevance (IDR) and extrinsic-domain relevance (EDR)
have been proposed as a benchmark to determine if an examined potential feature is
related to a specific domain. Based upon the values of the two measures, the potential
features with low IDR and high EDR scores are considered to be invalid features.
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Linguistic Patterns
The linguistic pattern is considered to be another clue for finding features in
text. Zhang et al. [2010b] proposed a method to detect product features based on
two identified linguistic patterns:
• According to their observations, the part-whole pattern occurs very frequently
in text, which in fact indicates the relationship between different features. For
instance, camera lens contains the part-whole relation. If camera is the known
class concept word, then it can be inferred that lens is a feature of camera. There-
fore, Zhang et al. [2010b] summarised numerous lexico-syntactic structures in
phrases and sentences to discover new features based upon existing identified
features.
• In addition, the “no” pattern has been identified based on the observation that
no is followed by a noun/noun phrase which might be a potential feature. In
order to prevent some nouns from incorrectly being identified as features (e.g.
no problem), a list of words that belong to fixed “no” expressions was manually
created to prune invalid features from the extracted list of potential features.
Linguistic patterns can be used to capture some features, particularly those fea-
tures that are infrequently mentioned and cannot be identified from frequent patterns.
However, as the writing quality of online reviews varies greatly, this creates obstacles
to effectively finding features by using linguistic patterns.
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2.3.2.2 Sentiment Words Extraction
The sentiment lexicon plays a key role in existing opinion mining applications. By
using a sentiment lexicon, it is more convenient and easier to detect opinions and make
a prediction based on the polarity of users’ opinions. Therefore, building the sentiment
lexicon is crucial for feature-based opinion mining and the first step to building a
sentiment lexicon is the extraction of sentiment words.
Although opinions can sometimes be represented by words of different POS such
as nouns [Zhang and Liu, 2011] or verbs [Li et al., 2015], most studies focus only on
the extraction of adjectives and adverbs. According to observations and analysis of the
user-generated text, existing methods to extract sentiment information usually follow
two strategies: distance-based extraction and dependency relations-based extraction.
An investigation of these two approaches is presented below.
Distance-based Extraction
The distance-based method, the most common method for sentiment extraction, is
based on the assumption that adjectives or adverbs of a feature word should modify or
describe the feature. For instance, Hu and Liu [2004a,b] proposed to extract adjectives
that co-appear with a specific feature within a review sentence as the sentiments of this
feature.
In their proposed model for extracting opinion words, Lau et al. [2009b] em-
ployed the same strategy and improved on it. Specifically, they set a proximity factor
of five words for extracting sentiments related to features in order to enhance the
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extraction accuracy.
 
This laptop is very sleek, light, and portable. 
Figure 2.2: Missing Sentiment Word
The distance-based sentiment extraction is quite rough and consequently causes
a number of problems in practice. For example, the setting of the distance can lead to
potentially valid sentiments being missing or incorrect sentiments being selected. A
simple example is shown in Figure 2.2, where the sentiment word “portable” will be
omitted for the feature “laptop” because it is out of the range of 5 words.
Extraction based on Dependency Relations
Due to the disadvantages of the distance-based strategy, some researchers at-
tempted to examine the dependency relationships to find the sentiments which in fact
do have a relationship with the feature, in order to improve the performance of senti-
ment extraction. For instance, Popescu and Etzioni [2005] proposed to find potential
opinion phrases for each feature based upon syntactic dependencies in order to extract
more accurate sentiment information.
Similarly, Qiu et al. [2009] introduced a propagation method to find new features
and sentiments by using a syntactic method. Based on the relationships between words
identified from dependency grammar, the proposed approach expands both features
and sentiments by using a small set of seed words (e.g. features and sentiment words).
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For more accurate sentiment expression extraction, Jiang et al. [2010] made use
of syntactic parse tree to model a review sentence. Specifically, the proposed tree
kernels that encode both syntactic structure and sentiment information contribute to
more effective opinion mining.
2.3.2.3 Sentiment Orientation Prediction
After sentiment information for each feature has been collected, the semantic orien-
tation (e.g. positive or negative) of each sentiment word needs to be determined. A
considerable amount of work has been done to contribute to this challenging task.
Prediction based on WordNet
Hu and Liu [2004a,b] first proposed an unsupervised approach to sentiment po-
larity prediction based upon a seed word set and WordNet. The seed word set contains
a number of adjectives of identified semantic polarity (e.g. great usually indicates
a positive opinion) as existing knowledge for polarity prediction. Then, for each
sentiment word of unknown polarity, WordNet will be used to examine the synset
and antonym of seed words to determine its semantic orientation. For instance, if
a sentiment word appears in the synset of the word great, its polarity is considered
positive.
Prediction based on SentiWordNet
Meanwhile, a number of existing works made use of a list of opinion bearing
words called an opinion lexicon for polarity determination [Hu et al., 2010, Lau et al.,
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2009b]. For instance, Esuli and Sebastiani [2006] proposed a lexical resource called
SentiWordNet for opinion mining applications. SentiWordNet assigns three sentiment
values (positivity, negativity and objectivity) to each synset of WordNet. It has been
used by a number of studies on opinion mining to identify the semantic orientation.
Context-based Polarity Prediction
Making an accurate prediction of sentiment polarity is more complex in user
generated text. As sentiment orientation is usually context-sensitive, that is, highly
dependent on the context and the object [Kanayama and Nasukawa, 2006], polarity
prediction based on existing lexical resources in which polarity of each sentiment is
fixed is usually not very accurate. For instance, the same sentiment word may indicate
different semantic polarities when it is used to describe different features.
To tackle this problem, Ding et al. [2008] proposed to determine the sentiment
polarity by following three rules:
(1) The intra-sentence conjunction rule assumes that a sentence expresses only one
opinion polarity unless there is a negation word which changes the direction;
(2) The pseudo intra-sentence conjunction rule aims to determine the polarity of
an opinion word based upon another opinion word in the same sentence with a
known orientation. If there is no negation word between these opinion words,
the polarity should be consistent; otherwise, the orientation is opposite.
(3) The inter-sentence conjunction rule analyses the context of the previous or next
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sentence to assist in determining the semantic orientation of the opinion words in
the current sentence. For example, a sentiment word of unknown polarity should
be same as the ones in the previous sentence if there is no negation word (e.g.
however) between the two sentences.
These three rules provide clues to predict the sentiment polarity without the aid
of an opinion lexicon. Based upon the evaluation, the proposed method is able to deal
with context dependent opinion prediction by more effectively and accurately assessing
the sentiment polarity.
In an attempt to handle the context sensitivity problem, Lau et al. [2009a] pro-
posed a probability based model for sentiment polarity prediction. Their design is
based on the intuition that a positive review is more likely to contain positive sentiment
and feature pairs than a negative review does, and vice versa. Therefore, for a given
sentiment and feature pair, its polarity can be estimated from a number of reviews
that contain this pair. If the examined feature-sentiment pair appears in more positive
reviews, then it is more likely that the sentiment represents a positive opinion towards
the feature.
Li et al. [2015] were particularly interested in finding verb expressions which
imply negative opinions. Their proposed supervised model examined the probabilities
of verb expressions implying negative opinions. Their training data was automatically
constructed by extracting the verb expressions from the titles of the reviews that had a
negative or positive rating score, thus requiring no manual effort.
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The task of feature extraction, sentiment word extraction, and sentiment ori-
entation prediction identifies the useful information buried in reviews, which makes
undertaking sentiment analysis at a feature level a reality. The derived information
can be used as existing knowledge for various purposes such as review summarisation,
review content analysis, and review selection.
2.3.3 Relationship Identification
Relationship extraction from user-generated information is a rising research problem
which has attracted attention in recent years.
2.3.3.1 Ontology Learning from Tags
Ontology learning has been a widely studied area. However, as most existing ap-
proaches focus on the text of well-defined terms, some researchers seek to create a
hierarchical structure from user generated content such as user tags. Since tags are
authored freely, and therefore, lack standardisation and display semantic ambiguity,
an organised structure which contains relationships would be helpful to better un-
derstanding these tags. Based on this, Tang et al. [2009] exploited a probabilistic
topic model to model the social tags and their annotated documents to define four
divergence measures to evaluate the relationships between tags. Based upon identified
relationships, the proposed method constructed the hierarchical structure between tags.
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Djuana et al. [2012] also contributed to this research area by proposing a tag
ontology from folksonomy. The lexical database WordNet was used to capture the
semantics in order to more accurately identify the structural relationships between
different tags. The generated tag ontology could be used to profile the users, and
improve the performance of recommender system.
2.3.3.2 Feature Grouping/Clustering
Most of the existing work on feature extraction in opinion mining concentrates only
on finding the features without identifying the potential relationships between them.
But some researchers have made an effort to improve the feature extraction task by
grouping related features together, which provides a better result as compared to prior
work.
Zhai et al. [2011] proposed an approach to cluster relevant features. Given a list
of identified features/feature expressions, the proposed model undertakes two major
steps to cluster features:
• The model generates a set of components, where each component consists of
a number of features that are considered relevant based on the examination
of two constraints: sharing words and lexical similarity. Sharing words be-
tween feature expressions is an indicator of relevance between feature words
(e.g. customer support and customer service). In addition, WordNet is used to
find those features that are very similar according to lexical similarity. From all
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the components, a number of components of maximum size are selected as the
labelled data.
• The remaining features in the unselected components need to be assigned to a
component in the labelled data. To achieve this, the EM algorithm which is
based on Naive Bayesian classification is employed. Distributional information
is examined based on the assumption that feature expressions that never co-occur
in the same sentence are unlikely to belong to the same group.
Mukherjee and Liu [2012] utilised a topic modelling technique to group features.
The proposed LDA based system used a set of seed words to assist in grouping seman-
tically related terms in the same feature/aspect category.
Such grouping/clustering methods model some kind of relationship between ex-
tracted features. For instance, some feature words that may refer to the same attribute
will be put together. However, these designs are still too rough, and fail to provide an
accurate description about the relationships that exist between product features.
2.3.4 Chapter Summary
This chapter reviewed a number of research studies into opinion mining, pattern min-
ing, and review selection, respectively. As for feature-based opinion mining, as the ma-
jority of the existing work contributed to improving the accuracy of feature extraction
and sentiment polarity prediction, scarce attention has been paid to feature relationship
extraction from user text information. Pattern mining, especially association mining, is
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a useful tool for relationship detection. However, how to utilise existing pattern mining
techniques to extract more accurate information from review text needs to be further
investigated. Finally, as a new rising research topic, review selection currently suffers
from a number of challenges such as how to accurately evaluate review quality and
determine review utility.
In the following chapters, we will extend the existing work by proposing an effec-
tive approach to construct a product feature taxonomy from review textual information,
and use it for review quality evaluation and to further improve the performance of the
review selection task.
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Chapter 3
Product Feature Taxonomy Learning
User-generated content such as online reviews contains not only users’ opinions but
also provides rich information which can be used to depict the reviewed object. For
instance, the users usually discuss their personal experience of using a certain product
from different angles rather than simply saying if it is good or bad. Identifying fea-
tures or characteristics of the product from users’ points of view can be an important
addition to the product specification. However, identifying useful information from
user-generated subjective review data is extremely challenging.
Many methods have been proposed to extract product features from review data
[Hu and Liu, 2004a, Hu et al., 2010, Popescu and Etzioni, 2005, Scaffidi et al., 2007,
Tsur and Rappoport, 2009]. But most approaches focus only on finding the features
without considering the structural relationships between the identified features. As a
result, the information derived from existing methods is not sufficient to generate a
49
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precise product model since all extracted features are allocated in the same level and
are independent from each other. In this chapter, we will discuss how to profile prod-
ucts based upon review text information, and particularly the relationships between
different features.
3.1 Overview
3.1.1 The Relationship Between Features
A product usually has a number of features that are used to describe its different
attributes or characteristics; and these features are not isolated from each other. For
instance, macro and mode together can be used to represent a common feature of digital
cameras, in which macro expresses a specific concept for describing the more general
feature mode. This fact was observed by Qiu et al. [2009]; however, the authors did
not investigate further.
It is believed that different features are used to describe a certain object at differ-
ent abstract levels. In this thesis, we will study the hierarchical relationship between
features, i.e. the is-a relation which means that a sub feature is a more specific feature
than a higher level feature. As shown in Figure 3.1, instead of allocating three extracted
features at the same level, as existing feature extraction methods do, camera, mode, and
macro are allocated at different abstract levels. The identification of such relationships
can help us to understand and describe the product more accurately. In this thesis work,
we propose to find the sub-feature relationships by using association rules generated
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from the review data.
 
camera mode macro 
camera 
mode 
macro 
Figure 3.1: An Example of Sub-feature Relationship
3.1.2 Framework
Figure 3.2 provides the architectural overview of our proposed approach which consists
of two parts. First, the frequent pattern mining technique is used to generate potential
features for further relationship identification. Then, introduced in Section 3.3, an
association rule based approach is proposed to construct the feature taxonomy. Most
importantly, we propose three strategies to select the most appropriate rules via which
to construct the relationships between features.
The input data is a collection of user reviews for a certain product. The output is
a constructed product feature taxonomy which contains not only features but also the
sub-feature relationships between the features.
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Figure 3.2: Feature Taxonomy Learning Framework Overview
3.2 Potential Feature Generation
3.2.1 Transaction File Generation
We first construct a single document called an aggregated review document which
combines all the reviews in a collection of reviews, keeping each sentence in the
original reviews as one sentence in the constructed aggregated review document. In
order to extract useful information from the aggregated review document, a three-step
process is undertaken to process the review text data:
• First, we generate the part-of-speech (POS) tag for each word in the aggregated
review document. Each word is assigned a POS tag to indicate whether the word
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is a noun, adjective or adverb etc. For instance, the POS tagging would transfer
the sentence “The flash is very weak.” to the form “The/DT flash/NN is/VBZ
very/RB weak/JJ ./.”, where DT, NN, VBZ, RB, and JJ represent Determiner,
Noun, Verb, Adverb and Adjective, respectively.
• Second, we aim to extract useful words that may indicate potential features.
According to the rule of thumb suggested by Hu and Liu [2004a] that product
features are usually represented by nouns or noun phrases, we process each sen-
tence in the aggregated review document to keep only words that are nouns. All
the remaining nouns are also pre-processed by stemming and spelling correction.
Each sentence in the aggregated review document consists of all identified nouns
from the sentence in the original reviews.
 
 
 
 
 
 
 camera size battery price auto mode 
sentence 1 1 1 1 0 0 0 
sentence 2 0 0 0 1 0 0 
sentence 3 0 0 0 0 1 1 
 
𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 1: 𝑐𝑎𝑚𝑒𝑟𝑎, 𝑠𝑖𝑧𝑒, 𝑏𝑎𝑡𝑡𝑒𝑟𝑦 
𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 2: 𝑝𝑟𝑖𝑐𝑒 
𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 3: 𝑎𝑢𝑡𝑜, 𝑚𝑜𝑑𝑒 
Aggregated Review 
Document 
Transactional Dataset 
Figure 3.3: Example of Transactional Dataset Generation
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• Finally, a transactional dataset is generated from the aggregated review docu-
ment. Each sentence in the aggregated review document, which consists of a
sequence of nouns, is treated as a transaction in the transactional dataset, which
is shown in Figure 3.3.
3.2.2 Potential Features Identification
Our first task is to generate potential product features that are expressed by the iden-
tified nouns or noun phrases. According to the observation by Hu and Liu [2004a],
significant product features that consumers are interested in or concerned about are
usually discussed extensively in textual reviews. For instance, battery is a hot spot in
reviews of electronic products such as digital cameras, and the occurrence of this word
is relatively high due to a considerable number of comments from the users. Based on
this fact, we employed a pattern mining algorithm to generate frequent itemsets from
the review text in order to find those potential features.
An itemset is a set of items (i.e. words in review text) that appear together in
one or multiple transactions in a transactional dataset. Given a set of items, I =
{i1, i2, ..., in}, an itemset is defined as X ⊆ I . The support of an itemset X, denoted
as Supp(X), is the percentage of transactions in the dataset that contain X. All frequent
itemsets from a set of transactions that satisfy a user-specified minimum support will
be extracted as the potential features.
However, not all frequent itemsets are valid features as some of them may be
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just frequently used but meaningless words or phrases. Thus, we made use of the
compactness pruning method proposed by Hu and Liu [2004a] to filter the derived
frequent itemsets. After the pruning, we can get a list of the frequent itemsets that are
considered to be potential features, denoted as FP . The potential features will be used
as a starting point in the following rule selection for generating a feature taxonomy.
3.3 Product Feature Taxonomy Construction
3.3.1 Product Feature Taxonomy
In this section, we will discuss the proposed product feature taxonomy construction
process. First of all, we define several concepts related to our proposed product feature
taxonomy as follows:
Definition 3.1 (Feature Taxonomy): We formally define a feature taxonomy as a
set of features and their relationships, denoted as FT = {F,L}, F is a set of features
where F = {f1, f2, ..., fn} and L is a set of links.
resolution
mode
camera
picture
auto macro
sizebattery price
color movie
Figure 3.4: A Simple Example of Product Feature Taxonomy
A simple example of a feature taxonomy for a camera is shown in Figure 3.4.
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The feature taxonomy has the following constraints:
(1) The link which connects a pair of features represents the sub-feature relationship.
For fi, fj ∈ F , if fj is a sub feature of fi, then (fi, fj) is a link in the taxonomy
and (fi, fj) ∈ L, which indicates that fj is more specific than fi. fi is called the
parent feature of fj and denoted as P (fj).
(2) Except for the root, each feature has only one parent feature. This means that
the taxonomy is structured as a tree.
(3) The root of the taxonomy represents the product itself.
Definition 3.2 (Feature Existence): For a given feature taxonomy FT = {F,L}
and a potential feature g in FP , let W (g) represent a set of words that appear in
the potential feature g, let ES(g) =
{
ai|ai ∈ 2w(g), ai ∈ F
}
contain all subsets of
g which exist in the feature taxonomy, ES(g) is called the existing subsets of g, if⋃
ai∈ES(g)
W (ai) = W (g), then g is considered to exist in FT , denoted as exist(g),
otherwise ¬exist(g).
For instance, according to the definition of feature existence, a generated potential
feature camera, battery is considered to exist in the feature taxonomy in Figure 3.4.
Association rules are often used to identify interesting relationships between
different itemsets. Based on the analysis of the rules, it is possible to discover strong
relationships between potential features. Therefore, we propose to make use of asso-
ciation rules generated from the discovered potential product features to identify the
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sub-feature relationships in order to create a feature taxonomy.
Association rule mining can be simply described as follows: Let I = {i1, i2, ..., in},
be a set of items, and the dataset consists of a set of transactions D = {t1, t2, ..., tm}.
Each transaction t contains a subset of items from I . Every rule ru is composed of
two different frequent itemsets and represents an implication relationship between
them which can be defined in the form of X → Y , where X , Y ⊆ I and X ∩
Y = ∅, Supp(X) > a threshold, Supp(Y ) > threshold, and Conf(X → Y ) >
threshold. Conf(X → Y ) is the confidence of the rule which is defined as Supp(X ∪
Y )/Supp(X). The itemsets X and Y are called antecedent and consequent of the rule
ru, respectively.
3.3.2 Rule Selection
Traditional measurement of support and confidence can be utilised to identify useful
association rules. However, they are not able to detect potential sub-feature relation-
ships buried in the association rules. For instance, a relatively high value of support
and confidence can only indicate it is more likely that both itemsets X and Y are
important and have a strong relationship with each other. Whereas, it is hard to tell
which itemset is a more general feature or a more specific one. Thus, without more
fine-grained investigation of the rules, it is extremely difficult to identify appropriate
rules for identifying sub-feature relationship information. Therefore, we propose new
measures to evaluate and select association rules.
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Selecting appropriate rules for determining the sub-feature relationships between
features is the critical task for building the product feature taxonomy. To derive sub
features using association rules, we need to select a set of useful rules rather than using
all the rules. There are two difficulties in finding the right association rules to use:
• First, how to determine if a rule may represent a potential sub-feature relation-
ship;
• Second, how to justify if two features indicated by antecedent and consequent
belong to a genuine sub-feature relationship.
In order to address above two problems, we introduce the three following strate-
gies for assisting in rule selection:
1. A pre-selection method which compares the support of two itemsets to identify
those rules that can derive more specific features.
2. A method which examines the sharing of sentiments to validate the possibility
that two potential features belong to a sub-feature relationship.
3. A method which evaluates the relatedness between two potential features based
upon the typical topic model technique LDA [Blei et al., 2003].
3.3.2.1 Pre-selection for Candidate Rules
First of all, we undertake a pre-selection to find those candidate rules that may contain a
potential sub-feature relationship. LetRU = {ru1, ru2, ..., run} be a set of association
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rules generated from the potential features FP (pruned frequent itemsets in Section
3.2.2), each rule ru in RU has the form Xru → Yru, Xru and Yru are the antecedent
and consequent of ru, respectively.
Assuming that fe is a feature which has already been in the current feature taxon-
omy FT , to generate the sub features for fe, we first select a set of candidate rules,
denoted as RU cfe , which could contain the sub-feature relationship for further sub
feature generation:
RU cfe = {X → Y |X → Y ∈ RU,X = fe, Supp (X) > Supp (Y )} (3.1)
As defined in Equation 3.1, the candidate rules RU cfe should satisfy two constraints:
• The first constraint, X = fe, specifies that the antecedent of a selected rule must
be the same as the feature fe. Sub features represent specific cases of a feature,
they are more specific compared to the feature.
• The second constraint, Supp (X) > Supp (Y ), considers the support of a feature
in the rule to determine if this feature belongs to a general abstract level or a more
specific level. According to the hypothesis by Li et al. [2010], more frequent
itemsets usually represent more general concepts, and less frequent itemsets
usually represent more specific concepts. As a result, in a candidate rule, the
itemset which is more frequent is more likely to be a general feature; in contrast,
the one whose support is lower should be more specific.
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Observations of features also support this hypothesis. For instance, according to
the statistics collected from one camera review dataset published in the study by
Ding et al. [2008] which is also used for evaluation in Chapter 6, general features
have higher support values compared to specific features. For instance, a general
feature picture with a frequency of 62 appears more frequently than a specific
feature resolution with a frequency of only 9. Based on this, only those rules
which can derive more specific features will be selected.
However, not all selected candidate rules represent a valid sub-feature relation-
ship. For instance, mode → macro is more appropriate to describe a sub-feature
relationship rather than camera → macro. This is because macro is in fact a specific
option of the mode, which depicts the mode at a more specific level. In other words,
macro is more related to mode compared to camera. Therefore, the rule camera →
auto should not be considered when we generate the sub features for camera. Thus, we
aim to prune the unnecessary rules before generating sub features for each taxonomy
feature. In this research, we propose two measures to evaluate if two potential features
belong to the correct sub-feature relationship in order to filter out unnecessary rules.
3.3.2.2 Sentiment Sharing
Opinion mining is also referred to as sentiment analysis [Abbasi et al., 2008, Sub-
rahmanian and Reforgiato, 2008, Wright, 2009]. Adjectives or adverbs that appear
together with product features are considered to be the sentiment words in opinion
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mining. The following definition defines the sentiment words that are related to a
product feature.
Definition 3.3 (Related Sentiments): For a feature f ∈ F , let RS(f) denote a set
of sentiment words which appear in the same sentences as f in user reviews, RS(f) is
defined as the related sentiments of f . For instance, in the sentence “This camera is
very compact.”, the adjective word compact is a related sentiment word that is used to
describe camera.
 
“This camera is very compact.” 
Figure 3.5: Related Sentiment
Definition 3.4 (Sentiment Sharing): For features f1, f2 ∈ F , the sentiment shar-
ing between f1 and f2 is defined as SS (f1, f2) = |RS (f1) ∩RS (f2) |.
 
“The color of the picture is vivid.” 
compact.” 
Figure 3.6: Shared Sentiment
Sentiment sharing is one important aspect which can assist in determining if two
features belong to the sub-feature relationship. To be more specific, since a feature
and its sub feature both describe the same aspect of a product but at different abstract
levels, they should share similar sentiment words. For instance, as shown in Figure
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3.6, the sentiment word vivid can be use to describe both picture and color. Based on
this fact, we can examine the shared sentiment words between two features to help in
determining if they are related to each other. The more sentiment words two features
share, the more likely the features relate to the same aspect of the product.
In our research, we examine the sentiment words shared between antecedent
and consequent to assist in finding useful rules. Therefore, we should select rules
whose antecedent (representing the feature) and consequent (representing a possible
sub feature) share as many sentiment words as possible.
3.3.2.3 Feature Relatedness
n order to further determine whether two features in a rule are related to each other,
we also take the results from LDA into consideration. In order to explain the topic
modelling based method, we first define some related concepts.
Let RE = {r1, r2, ..., rM} be a collection of reviews, each review consisting
of nouns only, W = {w1, w2, ..., wn} be a set of words appearing in RE, and Z =
{Z1, ..., Zv} be a set of pre-specified hidden topics. LDA can be used to generate
topic models to represent the collection as a whole and also for each review in the
collection. At the collection level, the topic model represents the collection RE using
a set of topics each of which is represented by a probability distribution over words
(i.e. nouns in the context of this thesis) for topic. In this research, we will use the
collection level representation to determine the relatedness between words.
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At a collection level, each topic Zj is represented by a probability distribution
over words, φj = {p (w1|Zj) , p (w2|Zj) , ..., p (wn|Zj)},
∑n
k=1 ϕj,k = 1, p (wk|Zj)
is the probability of word wk being used to represent the topic Zj . Based on the
probability p (wk|Zj), we can choose the top words to represent the topic Zj .
Topic φ
Z1 picture: 13 , resolution:
1
5
, color: 1
6
, balance: 7
15
, ...
Z2 camera: 1115 , mode:
4
15
, auto: 2
15
, manual: 2
15
, ...
Z3 lens: 1115 , autofocus:
8
15
, aperture: 7
15
, zoom: 7
15
, ...
Table 3.1: Example Results of LDA: Topic Representation-Probability Distribution
Over Words
Definition 3.5 (Topic Words): Let φj = {p (w1|Zj) , p (w2|Zj) , ..., p (wn|Zj)} be
the topic representation for topic Zj produced by LDA and 0 ≤ δ ≤ 1 be a threshold,
a set of the topic words for Zj , denoted as TW (Zj), is defined as TW (Zj) = {w|w ∈
W, p (w|Zj) > δ}.
Definition 3.6 (Word Relatedness): We use word relatedness to indicate how
likely it is that two words have been used to represent a topic together. Let wi, wj ∈ W
be two words, and the word relatedness between two words with respect to topic z is
defined below:
WRz(wi, wj) =

1− |p(wi|z)− p(wj|z)| wi ∈ TW (z) and wj ∈ TW (z)
0 otherwise
(3.2)
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Definition 3.7 (Feature Topic Representation): For feature f ∈ F , let WD (f)
be a set of words appearing in f and TW (z) be the topic words of topic z. If
WD (f) ⊂ TW (z), the feature topic representation of feature f for topic z is defined
as FTP (f, z) = {(w, p (w|z)) |w ∈ WD (f)}.
Definition 3.8 (Feature Relatedness): For features fi, fj ∈ F , if both features
appear in a certain topic z, then the feature relatedness between fi and fj with respect
to z is defined as:
FRz(fi, fj) = min
wi∈WD(fi)
wj∈WD(fj){WRz(wi, wj)} (3.3)
The results generated from the typical model technique method LDA can help to
select association rules. If two potential features have been used to represent the same
topic together, it is more likely that there is a close relationship between them.
Let fX ,fY be two features and Z(fX ,fY ) be a set of topics that contains both
features, the feature relatedness between fX , fY with respect to all topics, denoted as
FRavg(fX , fY ), is defined as the average feature relatedness between the two features
over Z(fX ,fY ):
FRavg(fX , fY ) =
∑
z∈Z(fX,fY )
FRz(fX , fY )
|Z(fX ,fY )|
(3.4)
Based on proposed strategies, we propose the following equation to calculate a
score for each candidate rule X → Y in RU cfe :
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Weigh(X → Y ) = α(Supp(Y )× Conf(X → Y ))+
β
SS(X, Y )
|RS(X) ∪RS(Y )| + γFRavg(X, Y )
(3.5)
0 < α, β, γ < 1. The value of α, β, and γ is set to 0.8, 0.1, and 0.1, respectively
in our experiment described in Chapter 6. There are three parts in Equation 3.5:
1. The first part is used to measure the belief of the consequent Y by using this
rule since Conf (X → Y ) measures the confidence of the association between
X and Y and Supp(Y ) measures the popularity of Y .
2. The second part is the percentage of the shared sentiment words given by SS(X, Y )
over all the related sentiments for either X or Y .
3. The third part of the equation is the average feature relatedness between X and
Y .
Given a threshold σru, we propose to use the following equation to select the rules
from the candidate rules in RU cfe . The rules in Rfe will be used to derive sub features
for the features in FP . RUfe is called the rule set of fe.
RUfe = {X → Y |X → Y ∈ RU cfe ,Weigh(X → Y ) > σru} (3.6)
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3.3.3 Feature Taxonomy Generation
To generate a feature taxonomy, there are two steps involved. First of all, based on
selected candidate rules, we construct the taxonomy tree by adding sub features for
each feature in the FT . In addition, we also employ an expansion step to update the
feature taxonomy by adding those potential features that are not contained by candidate
rules.
Let FT = {F,L} be a feature taxonomy which could be an empty tree, FP be a
set of frequent itemsets generated from user reviews which are potential features, and
RU be a set of rules generated from user reviews. This task is to construct a feature
taxonomy if F is empty or update the feature taxonomy if F is not empty by using the
rules in RU . Let UF be a set of features on the tree which need to be processed in
order to construct or update the tree. If F is empty, the itemset in FP which has the
highest support will be chosen as the root of FT , it will be the only item in UF at the
beginning. If F is not empty, UF will be F , i.e. UF = F .
3.3.3.1 Sub Feature Creation
Without losing generality, assuming that F is not empty and is the set of features
currently on the tree, UF is the set of features which need to be processed to update or
construct the tree. For each feature in UF , let fe be a feature in UF , i.e. fe ∈ UF and
X → Y ∈ RUfe be a rule with X = fe, the next step is to decide whether or not Y
should be added to the feature taxonomy as a sub feature of fe. There are two possible
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situations that need to be considered:
• Y does not exist in the feature taxonomy;
• Y does exist in the taxonomy.
Feature Does Not Exist
If a feature has not been found in the taxonomy yet, it should be included in the
existing FT . Therefore, in the first situation, ¬exist(Y ), the feature taxonomy will
be updated by adding Y as a sub feature of fe, i.e., F = F ∪ {Y }, L = L ∪ (fe, Y ),
and Y should be added to UF for further checking. A simple example of this situation
is shown in Figure 3.7: button does not exist in FT, then it is added into FT as a sub
feature of camera.
camera
mode
auto
camera
mode
auto
buttoncamera → button
¬exist(button)
Figure 3.7: Feature Does Not Exist
Feature Does Exist
The second situation is more complex to deal with compared to the first. If Y
already exists in the taxonomy, exist(Y ), according to Definition 3.2, there are two
cases, Y /∈ ES(Y ) (i.e. Y is not in the tree) or Y ∈ ES(Y ) (i.e., Y is in the tree).
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camera
mode
auto
camera
mode
auto
camera,modecamera → camera,mode
exist(camera,mode) X
Figure 3.8: Feature Does Exist But Not an Exact Match
In the first case, Y is not an existing taxonomy feature in the FT . Instead, Y
can be represented by a path within the FT . Under such circumstances, no change
is required to the tree because we consider Y has been included by the FT and
consequently, Y is not a sub feature of fe. Figure 3.8 provides an example of such
a case.
In the second case, ∃fy ∈ F , fy is the parent feature of Y , i.e. P (Y ) = fy and
(fy, Y ) ∈ L. Now, we need to determine whether to keep fy as the parent feature of Y
or change the parent feature of Y to fe. That is, we need to examine fy and fe to see
which of them is more suitable to be the parent feature of Y .
camera
mode auto
camera
mode
auto
auto
mode → auto
exist(auto) X
𝐶𝑂𝑅 𝑓𝑚𝑜𝑑𝑒 ,𝑓𝑎𝑢𝑡𝑜  > 𝐶𝑂𝑅(𝑓𝑐𝑎𝑚𝑒𝑟𝑎 ,𝑓𝑎𝑢𝑡𝑜 ) 
Figure 3.9: Feature Feature Does Exist And Exact Match
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As aforementioned, if two features belong to a sub-feature relationship, they are
related to the same aspect of a product. Therefore, the basic strategy is to compare
fy and fe to see which of them has more sentiment sharing and feature relatedness
with Y . Let fP and fC be a potential parent feature and sub feature, respectively. We
propose a ranking equation to indicate how likely it is that fC is related to fP :
COR(fP , fC) =
SS(fP , fC)
RS(fC)
+ FRavg(fP , fC) (3.7)
According to Equation 3.7, if COR(fy, Y ) < COR(fe, Y ), the link (fy, Y ) will
be removed from the taxonomy tree, (fe, Y ) will be added to the tree, otherwise, no
change to the tree and fy is still the parent feature of Y . In the example shown in
Figure 3.9, the taxonomy FT is updated by using auto as the sub feature of mode due
to the relatedness between them.
3.3.3.2 Taxonomy Construction
The construction of the feature taxonomy is based on generating a feature tree by
finding all sub features for each feature. In this section, we will describe the algorithms
and the detailed process of building a feature taxonomy. As mentioned above, if the
tree is empty, the feature with the highest support will be chosen as the root. Therefore,
at the very beginning, F and UF contain at least one item which is the root. Algorithm
1 describes the method to construct or update a feature taxonomy. The construction
process follows a breadth-first method to build the taxonomy tree by identifying all
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potential sub features for each taxonomy feature.
Algorithm 1 Feature Taxonomy Construction
Input:
RU , FT = {F,L}, FP .
Output:
FT , RF //RF is the remaining features which are not added to FT after the construction
1: if F = ∅, then root := argmaxf∈FP {supp(f)}, F := UF := {root};
2: else UF := F ;
3: for each feature fe ∈ UF
4: if RUfe 6= ∅ //the rule set of fe is not empty
5: for each rule X → Y ∈ RUfe
6: if ¬exist(Y ) //Y does not exist on the tree
7: F := F ∪ {Y }, L := L ∪ (fe, Y ),
UF := UF ∪ {Y }, FP := FP − {Y };
8: else //Y exists on the tree
9: if Y ∈ ES(Y ) and COR(fy, Y ) < COR(fe, Y ) //fy is Y ′s parent feature
10: L := L ∪ (fe, Y ), L := L− (fy, Y ); //add (fe, Y ) and remove (fy, Y )
11: else //Y /∈ ES(Y ),Y is not on the tree
12: FP := FP − {Y };
13: endfor
14: endif
15: UF := UF − {fe}; //remove fe from UF
16: endfor
17: RF := FP
3.3.3.3 Taxonomy Expansion
After the taxonomy construction, some potential features may be left over in RF and
not get added to the taxonomy. The main reason is because these itemsets may not
frequently occur in the reviews together with the features that have been added in the
taxonomy. n order to prevent valid features from missing out on being added to the
taxonomy, we check those remaining itemsets in RF by examining the shared senti-
ment words and feature relatedness between the remaining itemsets and the features in
the taxonomy. We called this process feature taxonomy expansion.
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Let FT = {F,L} be the constructed feature taxonomy, RF be the set of remain-
ing potential features, for a potential feature g in RF , the basic strategy to determine
whether g is a feature or not is to examine the COR ranking between g and the features
in the taxonomy. Specifically, let Fg = {f |f ∈ F,COR(f, g) > 0} be a set of features
which are related to g, if Fg 6= ∅, which means that there is at least one taxonomy
feature that is related to g, so g is considered a feature. The most related feature of g
according to COR ranking is defined as fm = argmaxf∈Fg{COR(f, g)}. Therefore,
g will be added to the taxonomy with fm as its parent feature. Furthermore, sometimes
there might be multiple such features fm which share the highest ranking score with
g. In such a case, we are to choose the most general feature in fm as the parent feature
of g. In other words, the feature with the highest support will be chosen as the parent
feature of g.
Algorithm 2 formally describes the method mentioned above to expand the tax-
onomy by adding the remaining features.
Algorithm 2 Feature Taxonomy Expansion
Input:
FT = {F,L}, RF .
Output:
FT
1: for each feature g ∈ RF
2: if (Fg := {f |f ∈ F,COR(f, g) > 0}) 6= ∅
3: M := {a|a ∈ Fg and COR(a, g) = maxf∈Fg{COR(f, g)}}
4: fm := argmaxf∈M{supp(f)}
5: F := F ∪ {g}, L := L ∪ (fm, g)
6: RF := RF − {g}
After the expansion process, the features left over in RF are not considered as
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features for this product. We can obtain a completely updated feature taxonomy tree.
3.4 Chapter Summary
This chapter investigated the distinctive features of review text information and pro-
posed a novel approach to extract useful information about the product. The identifi-
cation of both product features and sub-feature relationship information contributes to
more accurate product profiling which leads us to represent product profiles as multi-
levels of features, rather than a single level as most other methods do. In particular, we
introduced a number of novel strategies that apply existing data mining techniques to
more precisely determine relationships between features.
The proposed product feature taxonomy generated purely from review textual
information can be used as established knowledge for different purposes. In the next
chapter, we will discuss how to make use of it to enhance the performance of review
selection where more accurate information related to the reviewed product is always
in demand for review quality evaluation.
Chapter 4
Quality-aware Review Selection
The advent of Web 2.0 has prompted the generation of a huge amount of user generated
information such as online reviews. This phenomenon has increased in recent years,
as more and more online users tend to write textual reviews to share their personal
experiences and opinions on the purchased products. Helpful reviews provide consid-
erable insight about many different aspects of a specific product, which helps readers
to recognise the advantages and flaws of the described product. Due to the great utility
they offer, online reviews are an invaluable information resource and have become
increasingly important in decision-making processes for consumers and also for the
promotion of businesses and products [Yu et al., 2012].
However, the overwhelming quantity of review data provides obstacles to people
being able to understand and make good use of it. For instance, in many cases, it
is impossible for a user to go through all reviews of the products he/she is interested
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in. In addition, for a sought after product, even reading only a small proportion of
its reviews is time-consuming. Therefore, finding a way to tackle this information
overload problem for users is critical and, consequently, research into review selection
has drawn significant attentions in recent years.
In this chapter, we will discuss our contribution to the review selection problem,
particularly via the use of the product feature taxonomy proposed in Chapter 3 to
optimise the performance of the review selection task.
4.1 Problem Definitions
The goal of review selection is to find a set of reviews from the original review collec-
tion to assist the customer to understand the reviewed product in order to make a wise
purchase decision. Thus, the key question is how to differentiate each review from
others and determine its utility.
Existing review selection research typically focused on two major problems:
• The researchers were concerned only about the helpfulness/quality of each indi-
vidual review. Therefore, they proposed methods to measure the review quality
and present the good quality reviews with to the users.
• The researchers were more concerned with the quality/utility of a set of reviews
as a whole instead of the quality of each individual review. In other words, their
aim was to select for the users a subset of reviews of maximum utility that reflect
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the useful information from the original review corpus.
In the remainder of this section, we provide a detailed discussion about these two
problems and introduce the motivation for our proposed review selection approach.
4.1.1 Individual Review Quality
The motivation of existing studies on this research problem was to find an effective
way to assess the quality of reviews in order to prevent low quality reviews from being
selected for the users. This low quality review data includes spam reviews and reviews
that lack useful information about the reviewed product [Mukherjee et al., 2011]. Since
helpful reviews and low quality ones are usually intermixed together, it is critical to
understand the difference between two groups of reviews so that the system is able to
find the good quality reviews for the users. In other words, such research believes that
if each review chosen is of good quality, then the set of selected reviews are considered
a good result as well.
Therefore, based on the analysis on a set of labelled reviews whose quality value
has been pre-identified (either manually annotated or using existing information, e.g.
review helpfulness voting), existing review quality prediction approaches attempted to
identify a number of features related to review text itself such as word count [Mudambi
and Schuff, 2010], and find the hidden relationships between these features and the
review quality.
However, the design of such a review selection has a number of drawbacks:
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First of all, as most approaches use supervised regression or classification meth-
ods, training data is required [Ngo-Ye and Sinha, 2012]. Without pre-identified review
quality information, the system cannot determine the difference between good quality
and bad quality reviews; and review helpfulness rating information is not always avail-
able. According to the investigation by Liu et al. [2008b], for not so popular products
or products with details only recently posted, it is quite common for their reviews to
lack helpfulness voting data. Moreover, human annotation costs a lot of time and effort,
which is often infeasible. Therefore, such a restriction makes it difficult to effectively
employ supervised approaches.
Another significant problem of selecting reviews based on individual quality is
that the utility of the generated review set as a whole has been ignored to a large
extent. Although each individual chosen review might be of good quality, the utility of
the generated review set is usually not that satisfactory. For instance, the reviews in the
generated set may all focus on one or several features and only mention one specific
opinion of polarity regarding the features noted. As a result, there is often a lot of
duplicated information contained in the generated review set which does not help the
user to gain an understanding of the breadth of information in the underlying review
collection. In other words, just because each review in a set of reviews is classified as
good quality does not necessarily mean that the review set as a whole is of great utility
to the users or is a preferred selection for the users.
Therefore, using individual review quality as the only criteria for selecting re-
views has been proven to not be an effective way to generate a review set of great
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utility.
4.1.2 Group Utility of Reviews
According to the above discussion, we argue that individual review quality/helpfulness
is just one factor that influences the performance of the review selection task. In other
words, it is necessary to also consider the set of selected reviews as a whole.
The research on the group utility of reviews aims to construct for the users a set
of reviews that comprises a combination of reviews from the original review corpus.
According to Tsaparas et al. [2011] and Lappas et al. [2012], the extracted reviews are
used as a summary for to represent the review corpus. Compared to early work on re-
view collection summarisation [Hu and Liu, 2004a,b] which simply provides statistical
information about the product (e.g. the number of different opinions for each feature),
one significant advantage of generating a review set as the corpus representation is
that it does not sacrifice the immediacy of actual reviews as users still prefer to read
detailed reviews to assist in their decision-making.
As features and corresponding opinions are the most useful information related
the product that buried in review texts [Kim et al., 2006, Liu et al., 2007], the utility
of selected reviews is determined by how the proposed approach organises the reviews
to present the information related features and opinions to make it accessible and most
useful from the perspective of the users. For instance, a combination of reviews about
a certain feature which cover both positive and negative opinions can help a potential
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customer obtain a comprehensive impression about the feature of interest.
Therefore, in contrast to the first problem which considers only the quality of
each individual review without examining other reviews when this review is selected
or rejected, the second problem aims to verify each review from a global perspective.
In other words, whether a review should be selected or not depends on other reviews
to achieve optimal utility.
In the following section, we will discuss two selection designs based on review
group utility.
4.1.2.1 Maximum Coverage
One direction of research aims to find a set of reviews that cover a maximum amount of
information about features and opinions. The hypothesis of such a design is that they
believe the users prefer to read the reviews that provide comprehensive information
about the product [Tsaparas et al., 2011, Xu et al., 2014]. Therefore, the utility of the
extracted reviews is simply assessed by whether or no all product features and both
opinions (at least one positive and one negative opinion, if both exist in the original
review corpus) have been included. In particular, the utility of each individual review
is measured not just by its quality but rather how this review could contribute to the
completeness of the information in generated review set.
Figure 4.1 provides an example of selection based upon maximum information
coverage. The chosen reviews {r2, r3, r4} are able to help users to see both positive and
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Figure 4.1: Maximum Coverage of Features and Opinions
negative feedback for each feature. However, there is a significant problem with this
approach as the proportion of opinion polarity for a certain feature is usually different
to that of other features. For instance, as shown in Figure 4.1, the majority of opinions
about f1 are negative (36 ), while only one review provides positive feedback (
1
6
). In
such a case, treating both opinion polarities equally will in fact mislead the user, which
has a negative impact on the utility of the generated review set.
As a result, extracting a set of reviews that simply covers all features and opinions
cannot guarantee good utility.
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4.1.2.2 Opinion Proportion
Aware of the disadvantages of review selection based on maximum coverage, another
set of studies respects the fact that the proportion of opinions about different features is
different in different review sets and attempt to generate a review set to more precisely
represent the original review corpus.
The review corpus can be seen as a poll of various users’ opinions about different
features of the reviewed product. If the statistics about the opinions are considered, the
corpus will have a characteristic regarding the opinion distributions. Such statistical
information reflects the feedback of a group of users about different product features,
which is critical to assist users to make an unbiased decision. For instance, if the
majority of opinions from existing users are negative regarding one feature or several
features that are valued most by the potential customer in the review corpus, it is
obviously a wise decision for them to avoid this product. Therefore, finding a set
of reviews that preserves this characteristic of the original review corpus can assist
potential consumers to compile a more accurate picture of the product based upon
only a small number of reviews, which makes the review selection results more useful.
As shown in Figure 4.2, supposing a given review corpus R consists of 6 reviews
and discusses 3 distinct features {f1, f2, f3}. If we were to select 3 reviews to represent
the corpus, R, {r2, r3, r4} can be one appropriate combination in which the opinion
distribution of each feature is the same as that in R.
By way of conclusion, both aforementioned review selection approaches focused
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Figure 4.2: Reflection of Opinion Distributions
on the utility of extracted reviews. In particular, the utility of each individual review
is measured based upon the contribution it makes to achieve maximum overall review
set utility. In contrast, the quality of individual reviews has been largely ignored. In
practice, this usually negatively affects the review selection performance. In next
section, we will introduce our contribution to addressing the problems of existing
review selection approaches.
4.2 The Proposed Review Selection Approaches
Based upon the discussion in the previous section, the objective of our research is
to improve the review selection performance by considering both individual review
quality and group utility. In this section, we first introduce our proposed measures
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of review quality. Then, we will discuss how to employ the individual review quality
ranking in the review set generation process in order to obtain better review selection
performance, which optimises both review quality and opinion distribution reflection.
4.2.1 Quality based Review Selection
Existing work has mostly employed supervised learning approaches such as classifi-
cation to estimate the quality of reviews based upon a number of defined data features
related to review writing style from labelled reviews [Liu et al., 2007, O’Mahony and
Smyth, 2009, 2010b]. One significant drawback of these approaches is that they do
not consider the content of the review, i.e. if the content of the review is indeed
relevant to some aspects of the reviewed product. For instance, a review written in
a very professional writing style is still useless to a user if it lacks a discussion of the
features of interest to the user. In contrast, a relatively compact review which provides
informative details about different product features is more likely to receive positive
feedback from other users. Therefore, the information related to the product itself has
a more significant impact on actual review quality than writing style and specific text
features do.
According to Liu et al. [2007] and Li and Zhan [2011], the review quality heavily
relies on two aspects:
1 Relevant comments on different features. Users may use different words to
comment or describe the same feature or to express similar opinions toward the
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same feature. For example, people may use different words (e.g. value and
cost) to refer to the same feature (e.g. price) of a digital camera, or use different
sentiment words (e.g. cheap and high) to modify the same feature (e.g. price).
All of these comments are relevant information about the feature price. The
more the relevant comments or opinion expressions in a review, the more helpful
the review is for customers to obtain a deep understanding to the quality of the
product.
2 The depth of discussion upon the reviewed product. Generally, people may
prefer reviews that not only present more features but also discuss specific fea-
tures. For instance, if a user describes vivid color and high resolution of the
pictures captured by a camera, the quality of picture is discussed in depth in this
review. Such a review provides more comprehensive information about picture
by depicting a few specific sub features of this higher level feature.
Thus, if a review provides sufficient information which covers the above two
aspects, it is more likely to be a review of good quality.
In this thesis, we propose two measures for assessing review quality: ‘feature
comprehensiveness’ which examines the depth of discussion based upon the relation-
ship information in a feature taxonomy; and ‘feature relevance’ which focuses on
the analysis of content based upon the relevant information (e.g. sentiments) about
examined features.
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4.2.1.1 Feature Relevance
According to Long et al. [2008] and Ye and Huang [2015], a feature’s relevant infor-
mation is made up of the terms that are related to it, and is usually twofold:
• A feature may be referred to by other nouns; this is quite common in textual
reviews. For instance, price is usually a significant feature of a product, but
instead of using price, people also use other nouns to refer to this particular
feature, such as value and cost.
• The sentiment words that have been used to modify those relevant nouns are
also considered relevant information pertaining to the examined feature, which
reflects opinions from the users towards this feature. As shown in Figure 4.3,
sentiments such as cheap, good, and high that modify price and similar nouns
should be considered related to price as well.
WordNet is a lexical ontology popularly used as a thesaurus for text analysis in
various text mining and artificial intelligence applications [Manna and Mendis, 2010].
In this thesis, for a given feature, WordNet is used to find nouns in the underlying
review corpus that share similar semantic meaning with the feature and the distance-
based sentiment word extraction approach used by Lau et al. [2009c] is utilised to find
all sentiment words that are related to the feature. The two groups of words identified
from review corpus are considered as relevant words to calculate the relevance of a
review to a feature. For a particular review, the entire relevant words in the collection
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Cost: it ain't cheap. 
This camera kit is a good value for what you get. 
The price is high for this camera, but I'm totally happy with my purchase. 
“cost”, “value”, and 
“price” are all 
referred to the same 
feature. 
“cheap”, “good”, and 
“high” are used to 
describe the feature. 
Figure 4.3: Feature’s Relevant Words
can be divided into two parts, the words in the review and the rest of the words which
are not in the review but in some other reviews in the collection. In order to easily
explain our proposed feature relevance measure, we first introduce several notations:
(1) RWR(f) is used to represent all relevant words of feature f extracted from a
collection R of reviews. RWr(f) is used to represent a set of relevant words that
appear in a certain review r. Thus, RWR(f) = ∪r∈RRWr(f);
(2) dfR(w) is defined as the document frequency of a word w in the review corpus
R (i.e. the number of reviews which contain the word w); while dfR(wi, wj) is
the document frequency of two words wi and wj co-occurring in R.
For a relevant word rw and a feature f , the relevance of rw to feature f can
be estimated by the conditional probability P (rw|f) = dfR(rw, f)/dfR(f). The
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conditional probability P (rw|f) measures the correlation between rw and f .
Generally, the more the relevant words in a review (on the other hand, the less the
relevant words in other reviews), the more relevant the review would be to the feature.
Similarly, the more relevant to the feature the words in the review, the more relevant
the review would be to the feature. If all the relevant words are regarded as the entire
information about the feature in the review corpus, the relevant words that are in the
corpus but not in the review are the extra information that the review needs in order to
cover all the information relevant to the feature f . In other words, the extra amount of
information about feature f that the review r needs is in fact the information distance
between the two word sets RWR(f) and RWr(f).
Long et al. [2009, 2010] proposed to utilise the Kolmogorov complexity to mea-
sure the information amount carried by a set of relevant words and select reviews based
on the information distance between the words in a review and the words in the entire
collection.
For an object o, the Kolmogorov complexity of o, denoted as K(o), indicates
the information contained in o [Long et al., 2010]. Theoretically, the Kolmogorov
complexity of o is defined as the length of the shortest effective binary description
that produces the object o as output. However, one problem is that the Kolmogorov
complexity is not computable in general. Therefore, Long et al. [2010] proposed to
use the word-feature co-occurrence to approximate the Kolmogorov complexity.
For a relevant word rw and a feature f , the Kolmogorov complexity value is
4.2. THE PROPOSED REVIEW SELECTION APPROACHES 87
derived as follows [Long et al., 2010]:
K(rw) = − logP (rw|f) = log dfR(rw)− log dfR(rw, f) (4.1)
Equation 4.1 shows that the higher the probability P (rw|f), the lower the Kol-
mogorow complexity. For a set S of relevant words, its Kolmogorov complexity is
defined as: K(S) =
∑
w∈SK(w).
For two sets of relevant words, Si and Sj , the information distance between the
two sets, denoted as K(Si|Sj), can be approximated by the Kolmogorow complexity
values of those words that are not in Si but in Sj:
K(Si|Sj) =
∑
w∈Si\Sj
K(w) (4.2)
Thus, Long et al. [2010] proposed to use the following equation to calculate the
information distance (called specialized score and denoted as SPE) between the two
sets of relevant words i.e. RWr(f) and RWR(f) and based on this distance to select
reviews.
SPEr,f = K(RWR(f)|RWr(f)) =
∑
rw∈RWR(f)\RWr(f)
K(rw) (4.3)
The lower the value of SPEr,f , the more relevant the review r is to the feature f .
In fact, the SPE [Long et al., 2012, 2010] is not always correct for measuring the
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relevance of the review to a feature, which can be illustrated by the following two sit-
uations. In the first situation, suppose that a review rA lacks more relevant words than
another review rB does, i.e. |RWrA(f)| < |RWrB(f)| thus |RWR(f)\RWrA(f)| >
|RWR(f)\RWrB(f)| . For the purpose of comparison, we assume that the conditional
probability P (rw|f) of each word rw in RWR(f) is exactly the same, the SPE value
of rA would be higher than the SPE value of rB according to Equation 4.3, which
means that rA would be ranked lower than rB. In such case, it is correct as rB contains
more relevant information due to the more number of relevant words. However, in
the second situation, where the number of relevant words that are in each of the two
reviews is the same but the probability of co-appearing with f can be different for
different words, the review which lacks those words with higher probability P (rw|f)
would be assigned with a lower score and thus ranked higher according to Equation
4.3. And this is incorrect because Equation 4.3 in fact leads to those reviews that
lack more important relevant words being selected. For instance, for a camera feature
size, review rA contains a relevant word good but does not contain a relevant word
compact and review rB contains compact but does not contain good. If compact is
more important to size due to the higher co-occurrence than good, it is obvious that
rB should be more relevant to size than rA because it contains more important word
compact. However, rA would be assigned with a lower score using Equation 4.3 and
thus is considered to be a more relevant review than rB. Therefore, we argue that the
probability P (rw|f) of each relevant word rw which is not in the examined review
should be as low as possible.
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In order to address above problems, our proposed relevance measure is different
from [Long et al., 2012, 2010] on two counts as follows:
• We take account of all relevant words to assess the relevance of a review r on a
feature f rather than only those words that are not included by r.
• A review r is considered relevant to a feature f if the probability P (rw|f) for
the words rw which are not in r are low.
Accordingly, we propose the following two measures to reflect the two consider-
ations.
Intrinsic Relevance: for those relevant words that appear in the review r, i.e.
RWr(f), its relevance to a feature, called intrinsic relevance, denoted as intrRelr,f is
measured by its conditional probability given f (i.e. the correlation between rw and
f ):
intrRelr,f =
∑
rw∈RWr(f)
P (rw|f) (4.4)
According to Equation 4.4, there are two factors that affect the intrinsic relevance.
First, the more the relevant words a review r contains, the higher the intrinsic relevance
value it would have. Second, the higher correlation with f that each word has may
also lead to a higher intrinsic relevance. Therefore, the intrinsic relevance is used to
measure a review’s relevance based upon the amount of the relevant information this
review holds.
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Extrinsic Relevance: as for the remaining relevant words that are not in r, i.e.
RWR(f)\ RWr(f), their relevance to a feature is called extrinsic relevance, denoted
as extrRelr,f , which is also computed based upon the conditional probability of each
word given f :
extrRelr,f =
∑
rw∈RWR(f)\RWr(f)
(1− P (rw|f)) (4.5)
According to Equation 4.5, for each relevant word which does not appear in r,
the less its correlation with feature f , the higher its extrinsic relevance. In other words,
the correlation with f of those relevant words that do not appear in r are expected to
be as low as possible.
Thus, for a given review r, we propose the following equation to calculate the
relevance of a review r to a feature f by considering the impact of two groups of
relevant words on feature relevance:
relevancer,f =
intrRelr,f + extrRelr,f
|RWR(f)| (4.6)
4.2.1.2 Feature Comprehensiveness
In addition to feature relevance, reviews vary in terms of feature coverage if we con-
sider the relationships between different product features. For instance, one review
talks about a number of unrelated features (e.g. battery, picture quality, and size, each
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of which indicates a different aspect of a digital camera), while another may focus on
one or a number of related features (e.g. mode and its different specific options like
auto, manual and movie). Even if both reviews cover the same number of features, the
depth of discussion in each one can be very different. And this indeed significantly
affects the users’ preference.
Therefore, we believe that a review’s helpfulness or quality can be better pre-
dicted if how it covers the product features is considered. For example, a review may
mention how decent the lens of a camera is by mentioning the fast autofocus and
reliable image stabilizer. The discussion of the specific feature lens provides more in-
depth information for potential customers who are interested in details about the lens
system. Based upon the analysis of relationships between multiple features, we can
formulate the characteristics of reviews with respect to comprehensiveness, which has
not been explored by prior work.
In order to measure comprehensiveness as a review characteristic, we first need
a structural profile of the product that provides sub-feature relationship information.
Product classifications or taxonomies are often available, provided by product manu-
facture organizations or companies for promotion or marketing purposes. In this work,
we use the product feature taxonomy proposed in Chapter 3 to assist in the analysis of
the review quality.
A product feature taxonomy provides a picture of the hierarchical relationships
between different features of a certain product, which can be used to formulate a
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review’s characteristics. If a user describes the pictures captured by a camera as vivid
color and high resolution, the quality of picture is discussed in depth in this review.
According to the observation by [Liu et al., 2007], we believe such review is of good
quality.
In order to measure how comprehensive a review is, we propose to examine the
coverage of the features in the review. The coverage of a feature can be determined
based on its sub features in the product feature taxonomy. In Definition 4.1 below,
a concept of maximum sub tree is defined. In this thesis, we propose to generate all
maximum sub trees from a review according to its identified features, then measure the
comprehensiveness of the review based on its maximum sub trees.
Definition 4.1 (Maximum Sub Tree): Let FT = {F,L} be a product feature
taxonomy, Fr ⊆ F be a set of features identified from review r and f ∈ Fr be
a specified feature. The maximum sub tree rooted at f is defined as MSTr,f =
{SFFr,f , SLFr,f} which satisfies the following constraints:
• f is the root of the sub tree, f ∈ SFFr,f ;
• SFFr,f ⊆ Fr, SLFr,f ⊆ L;
• ∀g ∈ SFFr,f , there must be a path < f, f1, f2, ..., fi, ..., fn, g > between f
and g in the feature taxonomy FT , fi ∈ SFFr,f , i = 1, ...n, and (f, f1) , ...,
(fj, fj+1) , ..., (fn, g) ∈ SLFr,f , j = 1, ..., n− 1;
• ∀g ∈ Fr and g /∈ SFFr,f , there is no path < f, f1, f2, ..., fi, ..., fn, g > between
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f and g in the feature taxonomy FT and fi ∈ SFFr,f , i = 1, ..., n.
These individual maximum sub trees are disjoint, i.e. there is no overlap between
any two sub trees. The features in one sub tree are considered related in terms of Fr
since they are linked within the sub tree, while the features from different sub trees are
not considered to be related since there is no path or linkage between these features.
 
𝑐𝑎𝑚𝑒𝑟𝑎 
Review 𝑟: “This camera is great. The 
color of pictures captured is vivid. Auto 
mode is easy to use. In addition, I can 
use movie mode to record decent 
video” 
𝑝𝑖𝑐𝑡𝑢𝑟𝑒 𝑠𝑖𝑧𝑒 𝑝𝑟𝑖𝑐𝑒 𝑚𝑜𝑑𝑒 𝑙𝑒𝑛𝑠 
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𝑭𝒓= {camera, picture, color, mode, auto, movie} 
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𝑎𝑢𝑡𝑜 𝑚𝑜𝑣𝑖𝑒 
Figure 4.4: Maximum Sub Tree Generation
Let MSTFr = {MSTFr,f1 , ...,MSTFr,fm} be a set of m maximum sub trees
generated for review r, f1, ..., fm ∈ Fr are the roots for the sub trees, respectively,
then SFFr,f1 ∩ SFFr,f2 ∩ ... ∩ SFFr,fm = ∅, that is, {SFFr,f1 , SFFr,f2 , ..., SFFr,fm} is
a partition to Fr. According to the example shown in Figure 4.4, if a review r contains
picture, color, mode, auto, macro; based upon the given feature taxonomy, we can
obtain two maximum sub trees:
• MSTFr,picture consists of picture and color;
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• the other MSTFr,mode consists of mode, auto and macro.
In this thesis, term comprehensiveness is used to indicate how comprehensively
a review discusses the features of the considered product. We make use of the sub-
feature relation of the feature taxonomy to measure the degree of comprehensiveness
of a review. Specifically, the more the sub features of a given feature covered in a
review, the more comprehensive the review is with respect to that feature. Therefore,
we calculate the ratio between the number of the feature’s sub features that appear in
the review and the total number of direct sub features in the feature taxonomy based
upon the generated maximum sub trees.
Let MSTF,f = {SFF,f , SLF,f} be a complete maximum sub tree of which
feature f is the root that contains all sub features and links for feature f . The compre-
hensiveness of f in r can be derived by the following equation:
compr,f =

|SFFr,f |
|SFF,f | |SFF,f | 6= 0
1 otherwise
(4.7)
As shown in Equation 4.7, some features in the feature taxonomy may not have
any sub features. In that case, the degree of comprehensiveness with respect to that
feature is 1.
The measure of comprehensiveness aims to evaluate the review based upon the
coverage of multiple features. Rather than considering each feature an individual
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attribute which is isolated from other features, our method utilises the relationships
between examined features to depict the review characteristic related to comprehen-
siveness. The more comprehensive a review, the better quality the review.
4.2.1.3 Review Quality Prediction
As for the quality of a review r, we calculate the feature comprehensiveness and feature
relevance of each feature in a list, e.g. F . The quality of a review r can be measured
based on the comprehensiveness and relevance of each feature in F to the review r.
The quality score is calculated using Equation 4.8 below:
Qr =
∑
f∈F
(compr,f + relevancer,f ) (4.8)
According to Equation 4.8, the derived quality score considers both compre-
hensiveness which indicates the depth of the feature coverage and relevance which
examines if detailed comments have been provided for the given features. The higher
the Qr, the better the review quality.
Algorithm 3 below is to identify relevant words in the review collection for each
feature. More specifically, for a collection of n reviews and a set of m features, the
algorithm aims to go through each review to identify all relevant words covered by
the review for each of the features based on some external knowledge base such as
WordNet or Google similarity. Meanwhile, the co-occurrence frequency between each
relevant word and the corresponding feature in the review collection will be computed.
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As the time required for extracting the relevant words and computing the frequency for
each word is limited, the computational complexity of Algorithm 3 is O(nm).
Algorithm 3 Feature Relevant Words Generation
Input: A collection of reviews R, a set of features F .
Output: A vector of relevant word setsRWR =< RWR(f1), ..., RWR(fm) > for each
feature in F , and a matrix of co-occurrence frequency DFR = [dfR(w, f)]W,F , W
is a set of all words in R.
1: for each feature f ∈ F
2: RWR(f) = ∅, all elements in DFR are set to 0
3: for each review r ∈ R
4: generate RWr(f)
5: if f ∈ r
6: dfR(rw, f) = dfR(rw, f) + 1 for each rw ∈ RWr(f)
7: // dfR(f) is in fact computed as dfR(f, f)
8: endfor
9: RWR(f) = ∪r∈RRWr(f)
10: endfor
11: return RWR and DFR
Algorithm 4 below formally describes the quality based review selection method,
denoted as QRS. For a collection of n reviews and a set of m features, Algorithm
4 consists of two major steps. Step 1 (line 2 to line 8) is to go through the review
collection to compute the review quality value of each individual review based on the
relevance and comprehensiveness of the examined features. Step 2 (line 9 to line 10)
sorts the review collection according to the derived review quality score and extract a
pre-identified number of top ranked reviews.
Similar to Algorithm 3, the computational complexity of QRS is O(nm) as well
in general. To be specific, the computational complexity of step 1 is O(nm), as the
time required for calculating the quality value of each review is relatively fixed. In
contrast, the running time of step 2 is negligible compared to step 1.
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Algorithm 4 QRS Algorithm for Review Selection
Input: A collection of reviews R, feature taxonomy FT = {F,L}, a given number
k, a set of examined features Fe ⊆ F , a vector of relevant word sets RWR for
each feature in F , and matrix of co-occurrence frequency DFR for each pair of a
relevant word and a feature.
Output: A set of selected reviews SR ⊆ R, |SR| = k.
1: SR = ∅
2: for each review r ∈ R
3: for each feature f ∈ Fe
4: compute relevancer,f based on RWR and DFR using Equation 4.6
5: compute compr,f based on FT using Equation 4.7
6: endfor
7: compute Qr using Equation 4.8
8: endfor
9: sort R based on Qr
10: extract top k reviews into SR
11: return SR
4.2.2 Sentiment Orientation based Selection
As discussed in Section 4.1, the statistical opinion distribution for each discussed
feature is the most significant characteristic of the underlying review corpus. Lappas
et al. [2012] argued that selecting a subset of reviews which preserves the opinion dis-
tribution information which helps to identify different proportions of opinion polarity
in the underlying review corpus brings a great balance between review summarisation
and review selection, which maximises the usefulness of the selected reviews for the
users.
Given a collection of reviews R and a list of features F, a feature-opinion vector
pi(R) is defined as:
pi(R) =< f1P , f1N , f2P , f2N , ..., fmP , fmN > (4.9)
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where fiP = #Positive fi|R| and fiN =
#Negative fi
|R| measure the proportion of positive and
negative opinion for each product feature in R.
pi(R) can be constructed by using existing sentiment analysis techniques such as
the method proposed by Ding et al. [2008] and Lau et al. [2009c]. To find the best set
of n reviews SR as the representation of the underlying review corpus R, the feature-
opinion vector in SR, i.e. pi(SR), should be as close to pi(R) as possible. In this thesis,
D(pi(SR), pi(R)) is used to indicate the distance between two feature-opinion vectors.
4.2.2.1 The Greedy Algorithm
Greedy algorithms have been widely used for implementing review selection methods
that focus on the group utility [Lappas et al., 2012, Nguyen et al., 2015, Tsaparas
et al., 2011, Xu et al., 2014]. A greedy algorithm is designed to obtain a global optimal
solution by making the locally optimal choice at each stage [Cormen et al., 1990,
Hazewinkel, 2001].
In the problem of review selection, a greedy strategy aims to yield a locally
optimal solution by choosing the most appropriate review based upon a designed utility
measure in order to generate a review set of optimal utility. It is ideal for such problems
that require a good result in reasonable time.
Opinion-Distribution based Greedy Selection
Lappas et al. [2012] employed a greedy algorithm for choosing a small set of
reviews according to opinion distributions. The review set as a whole reflects the
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characteristics of the original review corpus and also avoids redundant information as
other prior work does.
However, there are a number of obvious drawbacks for the above characteristic
review selection method:
First of all, the utility of a review is determined based only on whether it can
minimise the opinion distribution distance between the extracted review set SR and
the review corpus R, and the actual quality of the review is not examined. Therefore,
a low-quality review could be selected if it can make the SR obtain a smaller opinion
distribution distance value.
Secondly, when multiple reviews make the current SR achieve the same min-
imum D(pi(SR), pi(R)), this method fails to distinguish them to determine which
review should be the most appropriate one to choose. In such case, the review with
the top position according to the order of the reviews in the original corpus will be
selected. In other words, the same review dataset with a different order might lead to a
different result. For instance, as shown in Figure 4.5 below, if we were to extract three
reviews to represent the review corpus R, there are two combinations ({r2, r3, r4} and
{r3, r4, r5}) that result in the same opinion distribution as that in R.
By way of conclusion, it is obvious that both the quality of individual reviews and
the overall utility (e.g. opinion distribution distance) should be considered in order to
achieve a better performance during the review selection process.
100 CHAPTER 4. QUALITY-AWARE REVIEW SELECTION
 
 
 
 
 
𝑓1
+, 𝑓2
+,𝑓3
− 
𝑓1
+, 𝑓2
+, 𝑓3
+ 
𝑓1
−, 𝑓2
+, 𝑓3
− 
𝑓1
+, 𝑓3
− 
𝑓1
+, 𝑓2
+, 𝑓3
+ 
𝑟1 
𝑟2 
𝑟3 
𝑟4 
𝑟5 
𝑅 
𝑓1
−, 𝑓3
− 𝑟6 
(
4
6
,
2
6
,
4
6
,
0
6
,
4
6
,
4
6
) 
(
2
3
,
1
3
,
2
3
,
0
3
,
2
3
,
2
3
) {𝑟2, 𝑟3, 𝑟4} 
𝑟3,𝑟4 and 𝑟5: another optimal 
combination 
𝑅 
(
2
3
,
1
3
,
2
3
,
0
3
,
2
3
,
2
3
) {𝑟3, 𝑟4, 𝑟5} 
Figure 4.5: Result Consistency Issue of Opinion-Distribution based Greedy Algorithm
4.2.2.2 Quality-aware Opinion based Selection
To overcome the aforementioned shortcomings of the opinion-distribution based method,
we propose to select the reviews by taking both the review quality ranking score and
the opinion distribution into consideration.
Opinion Distribution Vector Generation
In this work we employ the sentiment analysis algorithm proposed by Lau et al.
[2009c] to identify all feature-sentiment pairs and to determine the orientation (positive
or negative) of each sentiment word of a feature so that the opinion distribution pi(R)
can be generated.
Then, in the ith iteration of the selection process, we aim to select one review to
form a set SR of ireviews that can make pi(SR) close to pi(R).
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Locally Candidate Reviews Identification
In each iteration, the strategy is to first find a set of candidate reviews, then from
the candidate reviews to select the most appropriate review. The number of candidate
reviews is dynamically determined based on the opinion distribution distance between
the all potential reviews set SR and the original review set R.
In the ith iteration, let SRi−1 be the current selected review set, for all remaining
reviews in R\SRi−1 , the minimum opinion distance between the all potential reviews
set SRi and the original review set R for the current iteration is defined as:
Dimin = minr∈R\SRi−1D(pi(SR
i−1 ∪ {r}), pi(R)) (4.10)
According to Dimin, we extract a number of reviews whose derived opinion dis-
tribution distance value is close to Dimin as the candidates for further selection. The
following equation is defined to measure how close the opinion distribution distance
D(pi(SRi−1 ∪ {r}), pi(R)) is to the minimum distance Dimin:
C(r, i) =
D(pi(SRi−1 ∪ {r}), pi(R))−Dimin
Dimin
(4.11)
C(r, i) is called the closeness of r in the ith iteration. Based on C(r, i), we can
generate a set of candidate reviews as defined below in the ith iteration:
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Candidatesi = {r|r ∈ R\SRi−1 and C(r, i) < σd} (4.12)
where σd is a threshold. In the experiments reported in Chapter 5, 0 <= σd <=
Dimin ∗ 5%.
Among the identified candidate reviews, we calculate their quality ranking value
based upon the measures of comprehensiveness and relevance, and choose the one
with the highest quality score as the best review to be added to the selected review set:
rselected = argmaxr∈Candidatesi{Qr}.
The following algorithm formally describes the proposed quality-aware opinion
based method.
Algorithm 5 QAS Algorithm for Review Set Generation
Input: A collection of reviews R, feature taxonomy FT = {F,L}, and a given
number n.
Output: A set of selected reviews SR ⊆ R, |SR| = n.
1: SR = ∅
2: for i = 1...n do
3: Dimin = minr∈R\SRi−1D(pi(SR
i−1 ∪ {r}), pi(R))
4: Candidatesi = {r|r ∈ R\SRi−1 and C(r, i) < σd}
5: rselected = argmaxr∈Candidatesi{Qr}
6: SR = SR ∪ {rselected}
7: R = R \ {rselected};
8: end for
9: return SR
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4.3 Chapter Summary
In this chapter, we made a contribution to research on consumer-generated review
selection. We addressed two significant problems with the aim to improve the review
selection performance.
First of all, we proposed two more effective review quality measures particularly
the feature comprehensiveness which utilises sub-feature relationship information for
review quality analysis. In addition, we also proposed the feature relevance for review
quality assessment based on the relevant information related to the product such as
similar words and sentiment words of the features.
Secondly, we applied the review quality assessment method to overcome the
drawbacks of the existing review selection algorithm [Lappas et al., 2012]. This
optimises the review selection results in terms of both individual review quality and
the overall utility of the generated review set.
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Chapter 5
Review Selection Experiments and Results
This chapter focuses on the evaluation of our proposed review selection approaches.
The design of experiments, the testing datasets, and the baseline models that were used
for comparison will first be introduced. Then, the results of three designed experiments
will be reported and discussed. Finally, we conclude this chapter with an overview of
the overall performance based upon the derived experimental results.
5.1 Experiment Design
In Chapter 4, we proposed two approaches for selecting reviews:
• We aim to assess the individual review quality more effectively based on review
content in order to select reviews that are of good quality;
• We also attempt to utilise our proposed review quality measures to facilitate
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the generation of an optimal review set in terms of both review set utility and
individual review quality.
To provide a comprehensive evaluation of the effectiveness of our work, the
following experiments were designed:
• The first experiment evaluates the performance of our proposed QRS algorithm
in selecting high quality reviews. The effectiveness of both feature relevance and
feature comprehensiveness will be verified in this experiment;
• The second experiment focuses on the problem of review set generation in terms
of review group utility. We examine the effectiveness of our proposed QAS
algorithm to find a subset of reviews, which can ensure both individual review
quality and the utility of the set of reviews as a whole.
In each experiment, we compare our work with several baseline models based
upon a number of evaluation metrics. The experimental environment which includes
the development environment and the computation environment is a local laptop com-
puter with a 3 GHZ Intel Core i7 CPU, 16 GB RAM and Windows 7 operating system.
All review selection algorithms were implemented and tested using the NetBeans
platform with JDK 1.7.
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5.2 Review Datasets
Our experiments are carried out using real data collected from one of the most popular
e-commerce websites: www.amazon.com. Six datasets of customer reviews are used
in the experiments, each of which contains reviews about one popularly sought after
digital camera.
It is now a common practice for e-commerce web sites to enable their customers
to provide feedback on the online reviews they read. As such information is the only
source for identifying the reviews’ quality, we also extracted user votes for each review,
if available. In addition, for each dataset, we filtered out the reviews which received
only one vote. The statistical information for each filtered review dataset is given in
Table 5.1 below:
No. of Reviews No. of Sentences No. of Words
AZN1 363 6443 100161
AZN2 373 5937 90083
AZN3 349 6512 99241
AZN4 404 4329 65981
AZN5 461 7336 116064
AZN6 494 5494 89106
Average 407 6009 93439
Table 5.1: Review Datasets for Testing
Each sentence in the review dataset is processed by POS (Part-of-Speech) tagging
and word stemming. Then the only words kept are nouns, adjectives, and adverbs,
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which will be used for review content analysis to determine review quality based upon
proposed measures.
5.3 Evaluation of the Quality based Selection Method
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Figure 5.1: Quality based Review Selection
Figure 5.1 provides an overview to our quality based review selection approach.
As the review quality assessment (highlighted in red in Figure 5.1) has a significant
impact on the performance of the QRS, the objective of this evaluation is to check if
our proposed measures (relevance and comprehensiveness) are effective in assessing
the review quality. In this section, we conduct two experiments as follows:
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• The first experiment is to particularly verify the effectiveness of the proposed
feature relevance based on comparison with a baseline model in [Long et al.,
2012, 2010].
• The second experiment is to evaluate the effectiveness of both proposed review
quality measures, especially the feature comprehensiveness based upon the per-
formance of our QRS selection method.
5.3.1 Gold Standard of Review Quality
As mentioned in Section 5.2, each review in the dataset contains user voting informa-
tion related to review content. Amazon users are able to vote each review as helpful
or unhelpful from their perspective. Therefore, we use the ratio between the number
of positive votes and the total number of votes as the value to measure the quality of
the review. The quality value indicates how much this review is preferred by users.
For instance, the quality value of a review is 0.8, if 80 out of 100 online users rate this
review as helpful.
In the remainder of this chapter, we make use of the review quality value (denoted
as Qazn(r)) derived from helpfulness voting information as the gold standard for the
performance evaluation. If a review obtains a higher Qazn(r), we believe this review
is of better quality from the users’ point of view than reviews with a lower Qazn(r).
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5.3.2 Evaluation on the Feature Relevance Measure
As discussed in Section 4.2.1.1, our proposed feature relevance measure is designed to
more accurately assess the relevance of the review to a specified feature compared to
the work in [Long et al., 2012, 2010]. Thus, in this experiment, we particularly verify
the effectiveness of the relevance measure by comparing with the specialised review
selection approach (SPE) in [Long et al., 2012, 2010]. More specifically, for a given
feature, we compute the relevance values (REL) of each review in order to select the
top ranked reviews as the most relevant reviews for this feature.
Table 5.2 shows 10 popular features in each review dataset. For each review
dataset, we employed both methods (SPE and REL) to select the top 10 reviews for
each of the 10 popular features.
Dataset f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
AZN1 picture mode battery body lens price focus auto size screen
AZN2 autofocus battery sensor picture exposure mode price video iso body
AZN3 lens memory body screen speed setting sharpness autofocus button color
AZN4 button flash aperture mode sensor autofocus battery iso speed menu
AZN5 image lens size focus screen exposure price shutter flash auto
AZN6 aperture iso picture memory color autofocus viewfinder speed range manual
Table 5.2: Feature List
Table 5.3 provides the comparison result in terms of the average quality value of
the top 10 selected reviews.
From the comparison in Table 5.3, we can see that the top 10 relevant reviews for
each of the examined features generated by REL always have better quality according
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Dataset Model f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 Avg Qazn
AZN1 SPE 0.840 0.856 0.850 0.832 0.849 0.817 0.829 0.813 0.833 0.817 0.834
REL 0.887 0.887 0.884 0.884 0.864 0.854 0.864 0.881 0.893 0.867 0.876
Model f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 Avg Qazn
AZN2 SPE 0.863 0.808 0.838 0.839 0.844 0.851 0.812 0.840 0.832 0.831 0.836
REL 0.877 0.852 0.863 0.849 0.849 0.858 0.859 0.870 0.868 0.834 0.858
Model f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 Avg Qazn
AZN3 SPE 0.730 0.729 0.733 0.708 0.729 0.708 0.642 0.721 0.768 0.762 0.723
REL 0.741 0.764 0.740 0.748 0.736 0.722 0.746 0.766 0.770 0.769 0.750
Model f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 Avg Qazn
AZN4 SPE 0.830 0.783 0.817 0.853 0.854 0.838 0.786 0.844 0.792 0.794 0.819
REL 0.879 0.866 0.848 0.866 0.887 0.847 0.897 0.906 0.908 0.875 0.878
Model f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 Avg Qazn
AZN5 SPE 0.853 0.824 0.849 0.853 0.817 0.806 0.839 0.828 0.806 0.778 0.825
REL 0.868 0.859 0.891 0.896 0.877 0.881 0.854 0.853 0.855 0.873 0.871
Model f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 Avg Qazn
AZN6 SPE 0.897 0.871 0.910 0.813 0.805 0.878 0.860 0.898 0.929 0.888 0.875
REL 0.953 0.944 0.920 0.858 0.818 0.931 0.908 0.908 0.936 0.894 0.907
Table 5.3: Quality Comparison of the Top 10 Reviews
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to the ground-truth data derived from user helpfulness ratings of Amazon reviews. It
is because that REL measures the reviews’ relevance to the feature more accurately
than SPE does. According to the investigation of the extracted reviews in the results,
the improvement is achieved for two reasons. First, the intrinsic relevance (Equation
4.4) more precisely reflects the contribution of those relevant words included by the
review which has been ignored by SPE. Thus, it promotes those reviews that contain
more relevant information about the examined feature. Second, the extrinsic relevance
(Equation 4.5) fixes the problem of SPE in computing the contribution of the relevant
words that are not in the review and thus prevents those reviews that lack significant
relevant information from being selected. Therefore, compared to SPE, REL always
extracts more appropriate relevant reviews to the feature, which are preferred by users.
Moreover, we also calculated the t-test values to verify the significance of the
improvement produced by the proposed relevance over the baseline method. A t-test
value can be used to assess how statistically different two sets are from each other.
Given two sets of data Q1 and Q2, the t statistic can be calculated as follows:
t =
Q¯1 − Q¯2√
s21
n1
+
s22
n2
(5.1)
where n1 and n2 are the size of Q1 and Q2, s1 and s2 are the standard deviation of
two sets, respectively. For each testing dataset, we calculate the t statistic and generate
corresponding p value based upon two sets of review quality scores of 10 different
features.
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Dataset AZN1 AZN2 AZN3 AZN4 AZN5 AZN6 Average
P-value 0.00000246 0.00167577 0.01867244 0.00003029 0.00005026 0.04754764 0.0113
Table 5.4: T-Test Results
Table 5.4 illustrates the p values derived from t-test results for six testing datasets.
We can see that on average, the p value close to 0.01, which indicates that the review
quality scores derived from our method are quite different from those derived from the
baseline model and the improvement is significant. Specifically, out of the 6 datasets,
the p values of 4 datasets are far less than the significant level of 0.01, while the p
values of the other 2 datasets are also less than the significant level of 0.05, which
indicates that the improvement for these 6 datasets is significant.
To sum up, based upon the above comparisons, it is evident that our proposed
feature relevance method is relatively more effective in evaluating review quality.
5.3.3 Review Selection for Multiple Features
In this section, we aim to verify the effectiveness of our review quality measurement
based upon the performance of selecting reviews for multiple features.
5.3.3.1 Review Selection Models
According to Lappas et al. [2012], Liu et al. [2007], Tsaparas et al. [2011], selecting
reviews that cover a variety of different features is quite useful for users in the decision
making process. Therefore, in this section, we conduct experiment to select reviews
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based upon multiple features to further verify the effectiveness of our proposed ap-
proach. The following existing methods are chosen as the baseline models.
• Baselines
Random: Randomised algorithms have been used by a number of works [Lappas
et al., 2012, Tsaparas et al., 2011] in review selection, and were able to provide a
solution in reasonable time. This selection method randomly chooses a pre-identified
number of reviews from the original review corpus. We used this as a baseline method
for selecting reviews.
MCG: The method proposed in [Tsaparas et al., 2011] is to generate a review
set which includes all features and corresponding opinions of different polarity (e.g.
positive and negative).
EffMCG: This method proposed in [Nguyen et al., 2015] was originally used for
generating a review set which covers all given tips (micro-reviews) while assuring the
number of irrelevant review sentences with tips in each review as less as possible. In
our experiment, we replaced the tips (micro-reviews) with feature and opinion pairs
(e.g. positive and negative). More specifically, the baseline model is employed to
select a set of reviews that include all features and corresponding opinions of both
positive and negative polarity and assure the proportion of sentences that are relevant
to feature and opinion pairs exceed a pre-identified threshold (0.5 claimed by Nguyen
et al. [2015]).
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• Proposed Methods
In order to examine the effectiveness of our proposed review quality measures,
particularly the feature comprehensiveness, we employ the proposed QRS algorithm
in three distinct runs:
QRSCompOnly: This run utilises the QRS algorithm to select reviews for multiple
features based only on the feature comprehensiveness measure without considering
feature relevance.
QRSRelOnly: This run uses the QRS algorithm to select reviews for multiple features
based only upon the feature relevance measure without considering feature comprehen-
siveness.
QRS: This run again uses the QRS algorithm, but this time both the relevance
and the comprehensiveness of examined features are taken into consideration.
For each dataset, we used all identified features of the product as the input. For
the same dataset, if the order of the reviews in the dataset is different, the same review
selection method could generate different results. For instance, at each iteration, when
the same maximum coverage gain is calculated for multiple reviews, the MCG algo-
rithm will select the review in the front position of the review set. Therefore, in order
to obtain fair and reliable evaluation results, we conducted 10 runs of experiments for
each of the methods with randomly ordered reviews in the dataset. Upon completion,
we calculated the average of the review quality scores of the 10 runs for each method
as the final quality score for that method.
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5.3.3.2 Evaluation based on Gold Standard of Quality
Similar to Section 5.3.2, we compare the performance of all models with respect to
review quality based upon the gold standard Qazn. If the average Qazn value of a set of
reviews selected by a particular model is higher, these selected reviews are considered
of better quality.
The objective of this evaluation is to check whether the selected reviews by the
proposed methods have higher Qazn value comparing to the reviews selected by other
models. The comparison results are provided in Table 5.5:
Dataset Random MCG EffMCG QRSCompOnly QRSRelOnly QRS
AZN1 0.588 0.555 0.370 0.847 0.867 0.884
AZN2 0.583 0.735 0.336 0.830 0.847 0.868
AZN3 0.573 0.626 0.467 0.742 0.765 0.789
AZN4 0.515 0.534 0.315 0.861 0.866 0.870
AZN5 0.644 0.783 0.368 0.875 0.868 0.888
AZN6 0.632 0.634 0.342 0.900 0.897 0.910
Avg Qazn 0.589 0.644 0.366 0.843 0.852 0.868
Table 5.5: Review Quality Comparison based on Gold Standard
Table 5.5 illustrates the average Qazn values of the selected reviews using the
randomised algorithm (Random), maximum coverage greedy algorithm (MCG), effi-
ciency maximum coverage greedy algorithm (EffMCG), selection based upon feature
comprehensiveness (QRSCompOnly), selection based upon feature relevance (QRSRelOnly),
and selection based upon both feature relevance and feature comprehensiveness (QRS),
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respectively. The comparison shows that the selected reviews based on our review
quality measurement always obtain better results than other baseline models in terms
of helpfulness votes. To be specific, both using the feature comprehensiveness and
the feature relevance can achieve much better performance in finding good quality re-
views compared to the baseline models, while using feature relevance obtains relatively
higher results on average. Particularly, the selection based upon both feature relevance
and feature comprehensiveness achieves the best average review quality scores. This
is because the combination of both measures is able to let each measure contribute to
evaluating the quality of the review content and thus help enhance the review selection
performance. On top of feature relevance, feature comprehensiveness particularly
examines the relationships between multiple examined features, which can assist in
identifying and assigning higher ranking values to those reviews that provide more in-
depth information about the product. In addition, from the results, we can see that the
performance of EffMCG is the worst among all testing models. The primary reason for
this is that the pre-identified efficiency threshold (0.5) prefers those reviews with short
length but low quality in the testing datasets. In contrast, the proportion of relevant
review sentences in the reviews with better quality is usually far less than 0.5.
5.3.3.3 Evaluation based on Expert Ranking List
In order to further prove the superiority of our proposed review selection method, we
further evaluate the quality of the selected reviews based upon existing expert ranking
lists.
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As Amazon has full access to various information related to reviews (e.g. helpful-
ness voting, reviewer information etc.), it provides a number of mechanisms for sorting
the reviews according to different criteria such as time created and product rating. In
particular, Amazon’s “Top reviews” sorting option which ranks reviews based upon
review helpfulness voting aims to present the best quality reviews to online users.
Therefore, we use the top ranked reviews in Amazon’s top review list as the ground
truth because they are expert’s approved ranking of reviews.
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Figure 5.2: Verification based on Comparison with Expert List
For this evaluation, we aim to justify the usefulness of our proposed methods
from two aspects:
• First, we are interested in the number of expert reviews which are selected by our
proposed method. The primary goal is to evaluate the accuracy of our proposed
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method in finding high quality reviews;
• Second, the accuracy can also be verified by checking if each selected expert
review has been allocated to the appropriate position (i.e., the same ranking
position as it is in the expert ranking list).
In the following tests, we compare the model QRS, Random and MCG with with
the expert ranking list to evaluate the accuracy of our method to identify reviews of a
high quality. The EffMCG model was not included in this evaluation because it obtains
0 in most cases due to its poor performance in selecting reviews with good quality.
The traditional precision, recall and F1 measures are used for measuring the
performance, which can be defined as follows:
Precision@tprop =
|Toptazn ∩ tprop|
|tprop| (5.2)
Recall@tprop =
|Toptazn ∩ tprop|
|Toptazn |
(5.3)
F1@tprop = 2× Precision@tprop ×Recall@tprop
Precision@tprop +Recall@tprop
(5.4)
where Toptazn is the set of top ranked reviews in the Amazon expert list, while
tprop is the review set generated from each of the comparison approaches. A higher
precision and recall means that more reviews in the expert list are included in the
120 CHAPTER 5. REVIEW SELECTION EVALUATION
examined review set, which indicates greater usefulness.
We calculate the precision, recall and F1 score of the review set generated by
each benchmark model and the proposed model based upon the comparison with the
top 10 and top 20 reviews in the expert ranking list.
AZN1 AZN2 AZN3 AZN4 AZN5 AZN6 Average
Random 0.02 0.02 0.03 0.02 0.02 0.03 0.023
MCG 0.14 0.17 0.07 0.19 0.18 0.21 0.16
QRS 0.5 0.2 0.3 0.3 0.5 0.5 0.38
Table 5.6: Top 10 Expert List Review Precision Comparison
AZN1 AZN2 AZN3 AZN4 AZN5 AZN6 Average
Random 0.04 0.04 0.08 0.05 0.04 0.04 0.055
MCG 0.15 0.27 0.11 0.20 0.19 0.26 0.197
QRS 0.6 0.5 0.4 0.5 0.6 0.7 0.55
Table 5.7: Top 20 Expert Review List Precision Comparison
AZN1 AZN2 AZN3 AZN4 AZN5 AZN6 Average
Random 0.02 0.02 0.03 0.02 0.02 0.03 0.023
MCG 0.14 0.17 0.07 0.19 0.18 0.21 0.16
QRS 0.5 0.2 0.3 0.3 0.5 0.5 0.38
Table 5.8: Top 10 Expert List Review Recall Comparison
Table 5.6 and 5.7 provide precision results for all models derived based on top
10 and top 20 expert reviews, Table 5.8 and 5.9 provide recall results for all models
derived based on top 10 and top 20 expert reviews, and Table 5.10 and 5.11 provide F1
scores for all models derived based on top 10 and top 20 expert reviews, respectively.
According to the comparison, we can see that the proposed review quality estimation
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AZN1 AZN2 AZN3 AZN4 AZN5 AZN6 Average
Random 0.02 0.02 0.04 0.025 0.02 0.02 0.024
MCG 0.075 0.135 0.055 0.10 0.095 0.13 0.098
QRS 0.3 0.25 0.2 0.25 0.3 0.35 0.275
Table 5.9: Top 20 Expert Review List Recall Comparison
AZN1 AZN2 AZN3 AZN4 AZN5 AZN6 Average
Random 0.02 0.02 0.03 0.02 0.02 0.03 0.023
MCG 0.14 0.17 0.07 0.19 0.18 0.21 0.16
QRS 0.5 0.2 0.3 0.3 0.5 0.5 0.38
Table 5.10: Top 10 Expert Review List F1 Score Comparison
AZN1 AZN2 AZN3 AZN4 AZN5 AZN6 Average
Random 0.027 0.027 0.053 0.033 0.027 0.027 0.032
MCG 0.1 0.18 0.073 0.133 0.127 0.173 0.131
QRS 0.4 0.333 0.267 0.333 0.4 0.467 0.367
Table 5.11: Top 20 Expert Review List F1 Score Comparison
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method outperforms the two baseline approaches. This indicates that the accuracy
of the review set generated using our method is much greater than that of the other
methods, which is a satisfactory result.
In addition, based upon the comparison with expert ranking list, another metric
called normalised discounted cumulative gain (nDCG) is also used to evaluate the
ranking quality of the generated review sets.
Discounted cumulative gain is a measure which aims to benchmark the ranking
quality [Al-Maskari et al., 2007] that been widely used in evaluating learning-to-rank
systems [Busa-Fekete et al., 2012, Ja¨rvelin and Keka¨la¨inen, 2002]. In this evaluation,
we adopt the DCG and nDCG metrics to determine the utility of a review set based
upon the position of each included expert review in the selected reviews. This measure
provides a more in-depth investigation into the ranking accuracy compared to the
precision and recall metric. For instance, as shown in Figure 5.3, although review set 1
and review set 2 contain the green and orange reviews in the expert list; it is considered
that review set 2 is more accurate because both the green and orange reviews appear
in the same positions in review set 2 as they do in the original expert ranking list.
Equation 5.5 shows the gain calculation details based on the comparison between
the expert ranking list and the list generated by another method Al-Maskari et al.
[2007].
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Figure 5.3: Impact of Review Ranking Position
Gr@t =

5× (1− |Ir,azn−Ir,prop|
t
) r ∈ Toptazn
0 r /∈ Toptazn
(5.5)
where Gr@t is the gain for review r, Ir,azn is the ranking position of the review r
on the expert ranked list, and Ir,prop is r’s rank in the list generated by another method.
According to Equation 5.5, for each examined review, its cumulative gain is determined
by the difference between its positions in each list. The closer the distance between
the ranked positions, the greater the gain value.
Calculation of the discounted cumulative gain (DCG) and the normalised DCG
(nDCG) are shown in Equation 5.6 and 5.7, respectively.
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DCGr@t =
t∑
x=1
2Gr@t − 1
log2(x+ 1)
(5.6)
nDCGr@t =
DCGr@t
IDCGr@t
(5.7)
According to Equation 5.6, the gain is accumulated from the top of the result
list to the bottom with the gain of each result discounted at lower ranks. The value
IDCGr@t in Equation 5.7 is the maximum possible cumulative gain that can be
obtained which indicates that the examined review set is exactly the same as the expert
list. Therefore, a good review set should perform well in both DCG and nDCG.
The results of the DCG and nDCG comparisons of the review sets from the
benchmark and proposed models against to top 10 expert reviews are illustrated in
Tables 5.12 and 5.13, respectively.
AZN1 AZN2 AZN3 AZN4 AZN5 AZN6 Average
Random 1.49 0.82 2.56 1.98 1.17 2.15 1.695
MCG 33.25 32.79 3.69 17.81 17.64 38.57 23.99
QRS 49.05 33.33 9.55 19.75 37.85 39.55 31.51
Table 5.12: Discounted Cumulative Gain Comparison
Based upon the comparisons in Table 5.12 and 5.13, we can see that the review
list generated by our proposed method always achieves much better performance than
baseline methods as demonstrated by both the discounted cumulative gain (DCG) and
normalised discounted cumulative gain (nDCG) measures. Thus, this reaffirms that
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AZN1 AZN2 AZN3 AZN4 AZN5 AZN6 Average
Random 0.011 0.006 0.018 0.014 0.008 0.015 0.012
MCG 0.236 0.232 0.026 0.126 0.125 0.273 0.169
QRS 0.348 0.237 0.068 0.140 0.269 0.281 0.224
Table 5.13: Normalised Discounted Cumulative Gain Comparison
our proposed review quality measurement is able to achieve a more accurate review
ranking in order to create a reliable review set.
To sum up, this section focuses on utilising our review quality prediction method
to rank reviews according to multiple product features. According to performance
comparisons using a number of measures such as average review quality score, preci-
sion and normalised discounted cumulative gain, the effectiveness of our approach has
been proven.
5.4 Evaluation of Quality-aware Opinion based Selection Method
The experiment conducted in this section focuses on the performance evaluation of our
proposed quality-aware opinion based selection method. Specifically, the performance
is verified in terms of the review quality and opinion sentiment orientation distribution.
5.4.1 Experiment design
Figure 5.4 provides an overview of our proposed QAS review selection approach. As
discussed in Chapter 4, the proposed QAS algorithm was designed to address a number
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Figure 5.4: Quality-aware Opinion based Review Selection Framework
of potential drawbacks of existing review selection algorithms [Lappas et al., 2012] by:
• employing the review quality prediction proposed in the QRS algorithm to assess
the individual review quality (highlighted in orange in Figure 5.4);
• considering both individual review quality and review set utility for performance
optimisation (highlighted in green in Figure 5.4).
In this section, we will conduct the evaluation experiments to verify the effective-
ness of our proposed approach from two main aspects: accuracy and efficiency.
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The accuracy evaluation aims to examine the performance of our method from
four different angles:
1. The proposed review quality estimation method can contribute to improving
review selection performance by assuring that reviews of better quality are being
selected;
2. The optimisation of individual review quality during the selection process also
makes a contribution to obtaining a consistent result so that our review selection
method always has more stable performance compared to baseline models;
3. The reviews generated from our proposed approach can also preserve the charac-
teristics of the original review corpus with respect to opinion distribution, which
does not sacrifice the utility of the extracted reviews as a whole;
4. The utility of the review set generated from our method is better based upon the
validation of product rating summarisation.
In addition to accuracy evaluation, the conducted efficiency test undertakes an
experiment on time complexity in order to verify whether our proposed method is
scalable and can be used for relatively large review datasets.
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5.4.2 Accuracy Evaluation
5.4.2.1 Experiment Setting
For the purpose of performance comparison, we employ three baseline models and our
proposed method to generate a review set.
• Baselines
(1) Random: As randomised algorithms are able to provide a solution in reasonable
time, they have been used by a number of works [Lappas et al., 2012, Tsaparas
et al., 2011] in review selection. Therefore, we use the randomised algorithm as
a baseline to select a pre-identified number of reviews from the original review
collection.
(2) ODG: The opinion-distribution based greedy algorithm proposed by Lappas
et al. [2012] is the state-of-the-art review selection method which focuses on
finding a small set of reviews that reflect the opinion proportion of different
features in the underlying review corpus. Different from other existing works
that focus on maximum coverage such as [Tsaparas et al., 2011] and [Xu et al.,
2014], ODG attempted to capture more accurate characteristic (opinion distribu-
tion) of the review corpus to enhance the usefulness of the generated review set.
Therefore, we use ODG as another baseline model for comparison.
(3) ODGQ: As ODG does not consider individual review quality, we also proposed
a revised greedy algorithm based upon ODG which also adopts an idea from Xu
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et al. [2014] to use the review length as an indicator of the quality of a review.
In other words, it is assumed that reviews with a longer body should be of better
quality. As a result, at each iteration of the selection process, if there are multiple
reviews with the minimum opinion distribution distance, the review with longer
content will be considered the most appropriate one and added into the existing
review set. In this experiment, we use the number of sentences to represent the
length of the review.
• Proposed Method
QAS: In our proposed review selection algorithm 5, both feature relevance and
feature comprehensiveness are calculated to assess the individual review quality in
order to optimise the review selection result.
Moreover, each benchmark model is employed to extract n reviews (n = 10, 20,
30) for 10 runs. After each run, we shuffle the review dataset to change the order of the
reviews. Experimental results are derived from the average of all runs for each model.
5.4.2.2 Experimental Results
According to the generated review sets from all models, we are to verify the effective-
ness of our proposed method through the analysis of the quality of the extracted reviews
according to Qazn, standard derivation calculated based on Qazn, opinion distribution
distance, and product rating score summarisation.
130 CHAPTER 5. REVIEW SELECTION EVALUATION
Review Quality
First, we examine if our proposed method could extract reviews of better quality
compared to baseline models. One distinct difference between our approach and
existing review selection algorithms is that we employ the unsupervised review quality
prediction based upon feature relevance and feature comprehensiveness to optimise the
quality of each chosen individual review. Therefore, if this design is effective, it should
make a significant contribution to generating a better review set consisting of reviews
of a higher quality.
We calculate the average Qazn values of each review set generated from four
benchmark methods based upon all runs. The higher the average Qazn value derived,
the more reviews of better quality have been selected. The experimental results are
reported in Table 5.14 below.
Table 5.14 illustrates the calculated averageQazn values of 10, 20, and 30 reviews
selected by the baseline models and by our proposed method. From the results, we
can see that the review set produced by our method always obtains a much better
quality value than the other baseline approaches. In particular, our method outperforms
the ODG method which is the most important baseline in this evaluation. For each
iteration of the review selection process in which a new review is to be added into the
existing review set, our method always chooses the review of best quality according
to the calculated quality score from a number of reviews, instead of the one with the
minimum opinion distribution distance, and this is why our approach outperforms the
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Model n = 10 n = 20 n = 30 Avg Qazn
AZN1 Random 0.625 0.590 0.591 0.602
ODG 0.613 0.614 0.623 0.617
ODGQ 0.614 0.615 0.645 0.625
QAS 0.699 0.686 0.679 0.688
AZN2 Random 0.638 0.630 0.622 0.63
ODG 0.516 0.498 0.462 0.492
ODGQ 0.500 0.490 0.456 0.482
QAS 0.772 0.635 0.669 0.692
AZN3 Random 0.519 0.563 0.540 0.541
ODG 0.410 0.463 0.548 0.474
ODGQ 0.401 0.459 0.545 0.469
QAS 0.654 0.600 0.591 0.615
AZN4 Random 0.468 0.529 0.507 0.501
ODG 0.395 0.462 0.489 0.450
ODGQ 0.397 0.459 0.485 0.447
QAS 0.500 0.528 0.597 0.542
AZN5 Random 0.754 0.687 0.674 0.705
ODG 0.674 0.633 0.661 0.656
ODGQ 0.696 0.644 0.669 0.670
QAS 0.730 0.691 0.719 0.713
AZN6 Random 0.592 0.605 0.617 0.605
ODG 0.587 0.689 0.674 0.65
ODGQ 0.609 0.700 0.688 0.666
QAS 0.717 0.748 0.696 0.720
Table 5.14: Review Quality Comparison
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ODG method.
Another thing we notice from the comparison is that the modified ODGQ method
which utilises review length as the review quality measure, in fact, does not select
reviews of better quality, and in some cases, the results obtained from the ODGQ
method are even worse than those from the original ODG method. This indicates
that review length is not a good indicator of review quality.
In conclusion, the comparison of the quality of the selected reviews proves that
our proposed method is quite effective in optimising our selection in order to choose
individual reviews of high quality.
Consistency
As discussed in Chapter 4, one significant drawback of the baseline model is
that it cannot produce consistent results if the order of the reviews in the review
dataset changes. Therefore, we also undertook an experiment to verify if our method
could tackle this problem to obtain a more stable and consistent review selection
performance.
In this test, we utilise standard deviation (SD) [Bland and Altman, 1996] to verify
the consistency of the results. To do this, we first calculate the standard deviation of
the average Qazn values of the generated review sets from all runs for each model. If
a derived standard deviation is close to 0, it indicates that the average Qazn value for
each run is very close to the mean (which is the average Qazn value based upon all
runs). This in turn indicates that the reviews returned in each run are likely to be the
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same. The derived results are provided in Table 5.15 below.
Model n = 10 n = 20 n = 30 Average
AZN1 Random 0.089 0.046 0.028 0.054
ODG 0.031 0.016 0.020 0.022
ODGQ 1.11E-16 1.11E-16 0.0 7.4E-17
QAS 1.11E-16 0.0 1.11E-16 7.4E-17
AZN2 Random 0.095 0.091 0.064 0.083
ODG 0.054 0.028 0.018 0.033
ODGQ 0.0 0.0018 0.0012 0.001
QAS 0.0035 0.0018 0.0012 0.002
AZN3 Random 0.043 0.053 0.039 0.045
ODG 0.037 0.019 0.012 0.023
ODGQ 0.0 5.5E-17 0.0 1.8E-17
QAS 1.1E-16 1.1E-16 1.1E-16 1.1E-16
AZN4 Random 0.091 0.068 0.056 0.072
ODG 0.066 0.043 0.034 0.048
ODGQ 5.5E-17 0.0 0.0 1.8E-17
QAS 0.0 1.1E-16 1.1E-16 7.3E-17
AZN5 Random 0.072 0.057 0.051 0.06
ODG 0.042 0.021 0.014 0.026
ODGQ 0.014 0.007 0.005 0.009
QAS 1.11E-16 0.0 1.11E-16 7.3E-17
AZN6 Random 0.086 0.079 0.055 0.073
ODG 0.025 0.013 0.014 0.017
ODGQ 1.11E-16 1.11E-16 1.11E-16 1.1E-16
QAS 1.11E-16 0.0 0.0 3.6E-17
Table 5.15: Standard Deviation Comparison
From Table 5.15 we can see that the standard deviation values derived by our
method and via the ODGQ mehtod are much lower than those of the baseline methods.
This indicates that the review sets generated by the ODG and Random methods are
quite different in different runs with reviews in different orders.For the ODG method,
this is because the proposed selection algorithm is strongly related to the review order
in the dataset. In contrast, the relatively low standard deviation scores of our method
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show that the selected reviews in each run tend to be quite similar, which indicates
that our method is not strongly related to the review order in the dataset. The ODGQ
method also obtains a relatively consistent performance due to consideration of review
quality based upon the review length. However, the utility of this design is limited as
it fails to optimise the selection to choose only the highest quality reviews.
Opinion Distribution
Another concern we have is whether the review set produced by our method
preserves the characteristics of the original review corpus with respect to opinion
distribution. To address this question, we calculate the opinion distribution distance
between the selected reviews and the review corpus for the proposed model and all the
baseline models. The experimental results are shown in Table 5.16. Note that as the
ODGQ method produces the same results as the ODG method, due to the use of the
same greedy algorithm, Table 5.16 lists only the results of the ODG method.
Our method aims to find a combination that optimises both review set quality and
utility with respect to opinion distribution. Based upon the comparison provided by
Table 5.16, we can see that our method selects reviews of much better quality without
sacrificing the characteristic opinion distribution from the original review collection,
which is a satisfactory result. Thus, it is evident that our method could achieve a great
balance between individual review quality of the selected reviews and optimising the
utility of the selected reviews as a whole.
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Model n = 10 n = 20 n = 30 Average
AZN1 Random 0.618 0.401 0.327 0.449
ODG 0.237 0.141 0.097 0.158
QAS 0.259 0.132 0.093 0.161
AZN2 Random 0.706 0.492 0.411 0.536
ODG 0.331 0.194 0.136 0.220
QAS 0.340 0.178 0.136 0.218
AZN3 Random 0.721 0.488 0.388 0.532
ODG 0.373 0.205 0.142 0.24
QAS 0.378 0.221 0.141 0.247
AZN4 Random 0.643 0.462 0.385 0.497
ODG 0.341 0.203 0.137 0.227
QAS 0.334 0.183 0.128 0.215
AZN5 Random 0.827 0.523 0.442 0.597
ODG 0.401 0.231 0.160 0.264
QAS 0.388 0.230 0.155 0.258
AZN6 Random 0.593 0.439 0.378 0.47
ODG 0.276 0.176 0.095 0.182
QAS 0.299 0.169 0.118 0.195
Table 5.16: Opinion Distribution Distance Comparison
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Product Rating
To further demonstrate the impact of our approach, we aim to justify the per-
formance with respect to product rating. This measure has been adopted by existing
research such as by Liu et al. [2007] to evaluate the utility of selected reviews. We
assume that a review set with a better selection of reviews should provide a more
accurate product rating, which is in accordance with the objective evaluation of the
products. Therefore, we seek to use the product rating scores provided by authors of
the reviews as the measurement in this regard.
In order to obtain objective ground truth data, we make use of two sources of
information in this experiment:
(1) We look for objective evaluation references from external authoritative sources.
Several websites provide a professional “expert review” for the products we test,
which gives a score in the range of 1-10 for each product. These scores are
collected to be used as the expert scores for the product rating;
(2) We select the top 10 reviews from Amazon’s “Top Review” ranking list and
calculate the average product rating score as another expert’s approved rating
score.
The gold standard for this test is calculated by taking the average value of all
collected product rating scores from the two above sources. As the product rating
score on Amazon is in the range of 1-5, we first rescale the derived average product
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rating scores into the range of 1-10 to make them compatible with expert scores from
the expert reviews.
Both our method and ODGQ method returned a consistent result in previous
consistency test. Therefore, in order to provide an objective evaluation, we compare
only these two approaches. We calculate the average product rating score of 30 selected
reviews generated by both models. The derived average scores will also be rescaled
into the range of 1-10 in order to compare with the gold standard.
Gold Standard QAS ODGQ
AZN1 9.5 9.4 9.1
AZN2 9.4 9.5 9.3
AZN3 8.2 7.8 8.8
AZN4 9 9.3 8.5
AZN5 8.1 8.3 8.5
AZN6 8.3 8.7 9.1
Average 8.75 8.83 0.88
Table 5.17: Average Product Rating Comparison
Table 5.17 provides a comparison between the baseline model and our proposed
method of product rating scores for the six considered products, respectively. Accord-
ing to the results, we can see that the average product rating scores obtained by our
proposed method are much closer to gold standard compared to those of the baseline
model for all products. This indicates that the review set produced by our approach
can obtain more reliable opinion summarisation results by providing product rating
scores that are consistent with rating scores provided by the experts. We infer that the
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improvement is caused by the inclusion, in the review set generated by our method, of
reviews of better quality in which more comprehensive information about the product
has been provided as compared to reviews returned by the baseline method.
5.4.3 Time Complexity Evaluation
In order to further evaluate the performance of our proposed approach, we aim to ex-
amine the time efficiency of the QAS algorithm in comparison to the ODG algorithm.
5.4.3.1 Datasets
As all six review datasets used in the previous accuracy evaluation are relatively small
(each review dataset consists of an average of 407 reviews), we downloaded two larger
review datasets from Amazon to use in the time complexity test. These two dataset
contain customer reviews for a certain digital camera; the first review dataset (AZN
BigSet 1) has 1916 reviews and the second one (AZN BigSet 2) has 1355 reviews.
5.4.3.2 Experiment Setup
For each review dataset, both review selection algorithms were used to generate a
review set of 30 reviews based on all features (37 features for AZN BigSet 1 and 41
features for AZN BigSet 2). In order to provide a more convincing investigation, each
method was run 20 times, and we calculated the average computation time of all runs
for comparison.
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5.4.3.3 Experimental Results and Discussion
Computation times for the benchmark model and our model are shown in Table 5.18.
AZN BigSet 1 AZN BigSet 2 Average
ODG 3659 ms 2973 ms 3316 ms
QAS 3806 ms 3649 ms 3728 ms
Table 5.18: Computation Time Comparison
From the results, we can see that both the QAS and ODG method display accept-
able performance with respect to computation time, to provide a result in a reasonable
time. It can be seen that the QAS method consumes slightly more time than the ODG
method does (3728ms versus 3316ms on average), which is in accordance with the de-
sign that the QAS method would require more time for its review quality computation.
Figures 5.5 and 5.6 provide an overview of how the QAS and ODG methods
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process a single review to construct a review set. Thus, it can be observed that for a
given review, the QAS method requires one further step which is to compute review
quality to determine if the review should be selected; while the computation time of
ODG is consumed only by the calculation of opinion distribution. Therefore, as our
designed program needs to rank the review quality based on the measures of feature
comprehensiveness and feature relevance, more time would be consumed undertaking
this step. However, the experimental results show that the extra time consumed is quite
minor, and does not affect the overall time efficiency. Therefore, the proposed QAS
method is capable of dealing with large review dataset.
5.5 Chapter Summary
In this chapter, we designed a number of experiments to evaluate our proposed method
in the task of review quality prediction and review set generation. The experimental re-
sults shows that the proposed review quality measures (feature comprehensiveness and
feature relevance) are effective in identifying reviews of good quality. Our proposed
review selection approach outperforms existing studies by providing a more useful
result which optimises both individual review quality and review set utility.
The evaluation of our proposed product feature taxonomy learning method will
be further discussed in the next chapter.
Chapter 6
Feature Taxonomy Learning Experiments and
Results
The aim of this chapter is to evaluate our proposed product feature taxonomy learning
method. More specifically, the testing datasets will be first introduced. Then, the
results of two different evaluations will be reported and discussed.
6.1 Datasets
We use three datasets in the experiments. One dataset (LB Dataset 1) was originally
used in a study by Hu and Liu [2004a], while the other two datasets (LB Dataset
2, LB Dataset 3) were used in a study by Ding et al. [2008]. Each dataset contains
user reviews for a certain type of digital camera. Each review in each of the datasets
has been manually annotated. More specifically, this required a human examiner
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to read each review sentence by sentence and if a sentence was considered to be
indicating the user’s opinions, such as positive or negative, all possible features in that
sentence that were modified by sentiment words were tagged. These annotated features
provide considerable facilities and are used as the golden standard for the performance
evaluation such as the accuracy of the feature extraction, and consequently, these
datasets have been widely used as benchmark datasets in a number of existing opinion
mining studies [Hu and Liu, 2004a, Hu et al., 2010, Popescu and Etzioni, 2005]. In
this experiment, we particularly use these annotated features to evaluate the feature
extraction performance of our proposed method. Information about each test dataset is
shown in Table 6.1.
Table 6.1: Testing Review Datasets for Taxonomy Learning
No. of Reviews No. of Annotated Features
LB Dataset 1 51 98
LB Dataset 2 34 75
LB Dataset 3 45 105
Since our proposed feature taxonomy captures both product features and relation-
ships between features, the evaluations are twofold: feature extraction evaluation and
structural relationships evaluation.
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6.2 Feature Extraction Evaluation
First of all, we evaluate the performance of our proposed approach by examining the
number of accurate features identified from the extracted user reviews.
6.2.1 Comparison Baseline for Feature Extraction
We use the feature extraction (FBS) method proposed by Hu and Liu [2004a] as the
baseline for comparison. Liu’s method finds features based upon frequent patterns. A
pattern mining algorithm is used to generate a collection of frequent itemsets and then
the derived itemsets are filtered in two steps (redundancy pruning and compactness
pruning).
6.2.2 Evaluation Metrics
In this experiment, the well known Precision, Recall and F1 metrics are used to bench-
mark the accuracy of the product features identified using the proposed approach.
FM consists of a set of manually annotated features which will be used as the
gold standard for comparison.
Recall and Precision
The recall and precision metrics which were proposed by Cleverdon et al. [1966]
are the most popular metrics for evaluating the performance of information retrieval
systems.
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Recall is the fraction of correct features that are identified. We use recall to
compare how many correct features are identified by our product profile against the
baseline.
RecallF =
|FM ∩ FGen|
|FM | (6.1)
In contrast, precision is the fraction of the identified features that are correct. For
feature extraction evaluation, we calculate precision to identify how many generated
features are correct according to the manually tagged correct feature list.
PrecisionF =
|FM ∩ FGen|
|FGen| (6.2)
F1 Measure
In addition, we adopt the F1 metric which combines the results of Precision and
Recall of the generated product features to provide a general overview of the overall
performance. F1 is calculated as follows:
F1 = 2× PrecisionF ×RecallF
PrecisionF +RecallF
(6.3)
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6.2.3 Experiment Setting
In our research, we have proposed two important measures for determining the sub-
feature relationships. Thus, in order to examine the effectiveness of using the sentiment
sharing measure, the feature relatedness measure, and the combination of the two, we
conduct our experiment in four distinct runs:
(1) Rule: we construct the feature taxonomy by utilising only the information from
the association rules (i.e. support and confidence values only) without using the
sentiment sharing and feature relatedness measures;
(2) SS: we construct the feature taxonomy by taking the information from the as-
sociation rules and the sentiment sharing measure without using the feature
relatedness measure;
(3) FR: we construct the feature taxonomy by taking the information from the as-
sociation rules and the feature relatedness measure without using the sentiment
sharing measure;
(4) Hybrid: in this run, both the sentiment sharing and the feature relatedness
measures in combination, together with the information from the association
rules, to construct the feature taxonomy.
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6.2.4 Experimental Results
Based on the design of the four runs, we generate the feature taxonomy for each camera
dataset. The results are shown below.
Table 6.2: Recall Comparison
LB Dataset 1 LB Dataset 2 LB Dataset 3 Average
FBS 0.57 0.63 0.57 0.59
Rule 0.38 0.52 0.45 0.45
SS 0.56 0.65 0.58 0.60
FR 0.56 0.67 0.58 0.60
Hybrid 0.56 0.68 0.58 0.61
Table 6.3: Precision Comparison
LB Dataset 1 LB Dataset 2 LB Dataset 3 Average
FBS 0.45 0.42 0.51 0.46
Rule 0.55 0.57 0.74 0.62
SS 0.62 0.57 0.63 0.61
FR 0.60 0.56 0.63 0.60
Hybrid 0.62 0.59 0.68 0.63
Tables 6.2, 6.3, and 6.4 illustrate the recall, precision, and F1 score results pro-
duced from the four runs, respectively. From the results, we can see that using the sen-
timent sharing and feature relatedness measures can achieve better feature extraction
performance than using information from the association rules only. In particular, the
hybrid method, which uses a combination of both the sentiment sharing and feature
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Table 6.4: F1 Score Comparison
LB Dataset 1 LB Dataset 2 LB Dataset 3 Average
FBS 0.50 0.50 0.54 0.51
Rule 0.45 0.54 0.56 0.52
SS 0.59 0.61 0.60 0.60
FR 0.58 0.61 0.60 0.60
Hybrid 0.59 0.63 0.63 0.62
relatedness measures, achieves the best results in most cases. However, the size of the
review dataset and the number of annotated features can affect precision and recall,
which makes the values of precision and recall vary over different ranges for different
datasets. For instance, LB Dataset 3 has higher precision values than LB Dataset
2 as LB Dataset 3 contains more reviews than LB Dataset 2, but LB Dataset 3 has
lower recall values than LB Dataset 2 due to LB Dataset 3 containing more manually
annotated features than LB Dataset 2.
6.3 Structural Relationships Evaluation
The sub-feature relationships identified by our proposed method are important factors
in the generated product profile. Therefore, in addition to evaluating feature extraction,
we will also benchmark the performance of identifying structural relationships.
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6.3.1 The Gold Standard
According to Tang et al. [2009], an evaluation of structural relationships requires the
standard taxonomy or expert knowledge. Since there is no existing standard taxonomy
available for comparison, we manually created three taxonomies for the three cam-
eras according to the product technical specifications provided online by the camera
manufacturers.
From the product specifications on these websites, it was found that each camera
has a number of attributes such as lens system and shooting modes. In addition, each
attribute may also have several sub attributes. For instance, the shooting modes of the
camera contain more specific attributes (e.g. intelligent auto and custom). Based on
this information, we created the product feature taxonomy for the three digital cameras
to use as the testing taxonomy, which we called the Manual Feature Taxonomy (MFT),
to evaluate the relationships within our proposed feature taxonomy.
Due to the difference between the technical specifications from domain experts
and the subjective reviews from online users, the words used to represent a feature in
user reviews are very often different from the words for the same feature specified by
domain experts in the product specification. For example, the feature lens system in the
testing taxonomy and the feature lens in our generated taxonomy should be the same
according to common knowledge even though they are not exactly matched with each
other. Because of this fact, we will determine matches between two features based on
overlap of the two features rather than exact matching.
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Let MFT = {FMFT , LMFT} be the testing taxonomy with FMFT being a set of
standard features given by domain experts and LMFT being a set of links in the testing
taxonomy. For a given link (fFp, fFc) ∈ L in the constructed product feature taxonomy
and two features fMp, fMc ∈ FMFT in the testing taxonomy, the link (fFp, fFc) is con-
sidered matched with (fMp, fMc) and therefore represent a correct feature relationship
if the following conditions are satisfied:
1. W (fMp) ∩W (fFp) 6= ∅ and W (fMc) ∩W (fFc) 6= ∅;
2. There exists a path in MFT , 〈fMp, f1, f2, ..., fn, fMc〉, (fMp, f1), (fi, fi+1),
(fn, fMc) ∈ LMFT , i = 1, ..., n− 1.
We examine the testing taxonomy and the constructed taxonomy to identify all
matched links in the constructed taxonomy. The traditional measures precision and
recall are used to evaluate the correctness of the feature relationships in the constructed
feature taxonomy. Let ML(FH) denote the matched links in the constructed taxon-
omy, then precision and recall are defined and calculated as follows:
PrecisionL =
ML(FH)
|L| (6.4)
RecallL =
ML(FH)
|LMFT | (6.5)
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Table 6.5: Recall and Precision of Relationship Evaluation
Relationships in MFT Relationships in FH Recall Precision
LB Dataset 1 75 97 0.40 0.46
LB Dataset 2 63 97 0.57 0.65
LB Dataset 3 71 102 0.51 0.57
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Figure 6.1: Generated Feature Taxonomy
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Figure 6.2: Testing Feature Taxonomy
6.3.2 Experimental Results and Discussion
Table 6.5 illustrates the evaluation results including the number of relationships within
the testing taxonomy, the number of relationships within our generated taxonomy, and
recall and precision for the three different cameras. From the results, we can see that
our generated feature taxonomy correctly captures around 50% of the relationships.
Figure 6.1 and Figure 6.2 show corresponding parts of the feature taxonomy (Figure
6.1) generated using our proposed approach and the testing taxonomy (Figure 6.2)
generated based on the product specification available online provided by domain
experts. From the comparison, it can be seen that our generated feature taxonomy
identifies a relationship between picture and resolution, whereas the testing taxonomy
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uses more technical terms, such as image sensor instead of picture, which in fact,
refers to the same attribute of the camera according to common knowledge. Similarly,
the (mode,auto) and (shooting modes,intelligent auto) indicate the same relationship
between the two features.
As mentioned previously, the online users and the experts may describe the same
feature by using totally different terms or words. This does negatively affect the
performance (both recall and precision) of our proposed approach in regard to feature
relationship identification. For instance, the user may prefer using manual to depict
a specific camera mode option. By contrast, the experts usually use the term custom
to describe this sub feature which belongs to shooting modes. In such a case, the two
relations: (mode, manual) and (shooting modes, custom) cannot match.
6.4 Chapter Summary
This chapter attempted to evaluate the effectiveness of the proposed product feature
taxonomy learning approach from two different angles.
First, the accuracy of the identified product features was validated based on a
comparison with the baseline model. The experimental results have proven that our
proposed strategies for feature taxonomy construction are able to improve the perfor-
mance of feature extraction.
Second, the evaluation of the feature relationship extraction was undertaken based
on a comparison with a standard taxonomy derived from expert information from the
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manufacturer. According to the results, it is evident that our proposed approach is
effective in capturing the correct sub-feature relationships between product features.
Chapter 7
Conclusions and Future Work
7.1 Conclusions
The development of Web 2.0 triggered the generation of a growing quantity of user-
generated content such as online reviews. As a type of typical Web 2.0 information,
consumer-generated reviews have a number of distinct advantages. They are widely
available for easy access, they provide rich user opinion and product information,
and they are easy to understand by ordinary users. Therefore, online reviews have
become an invaluable source of information whose value has been recognised by both
businesses and consumers.
In order to address the research question proposed in Section 1.2.1, this thesis
work achieves two primary research findings. First, we investigate the distinct features
of the review texts to generate a feature taxonomy which contains both product features
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and hierarchical relationships between them based upon the association rules derived
from textual reviews. Second, we investigated the hidden relation between the review’s
quality and textual information related to the product and proposed two measures:
feature relevance based upon relevant words and feature comprehensiveness with the
aid of the feature taxonomy to assess the review quality according to the review content
to select more helpful reviews for the users.
This thesis particularly aims to make contributions to tackling the information
overload problem in making use of review data. The proposed work provides solu-
tions to address two major problems: (1) extracting more accurate information from
consumer-generated reviews to create a product profile; and (2) assessing the review
quality based upon the review content with the aid of a generated product file to select
more helpful reviews for the users.
7.2 Contributions
Our research work makes a number of contributions that can be described as follows:
• This thesis contributes to accurate product profiling from textual reviews.
The lack of accurate product information about the product is considered a key
obstacle that impedes the understanding of the review content which is highly
relevant to review quality. Review data is an invaluable source to exploit to
identify product features and users’ opinion that have a significant impact on
7.2. CONTRIBUTIONS 155
reviews’ quality. However, extracting useful information to create a product
profile from consumer-generated reviews is extremely challenging. In this thesis,
we proposed a product feature taxonomy learning approach based on frequent
patterns and association rules. In particular, we introduced two novel measures
(sentiment sharing and feature relatedness) to select useful association rules for
feature relationship identification.
• This thesis contributes to more accurate review quality measurement.
Unlike existing supervised review quality prediction methods that focus on the
statistics about the review text, this thesis work aims to assess the review quality
based upon the information related to the product buried in review texts. Specifi-
cally, this thesis proposed two measurements for determining the review quality.
The feature comprehensiveness measure examines the feature relationships ac-
cording to a given product feature taxonomy to identify high quality reviews in
terms of feature coverage. Moreover, the feature relevance measure provides a
further evaluation to review quality based upon the information related to each
feature such as sentiment words that have been used to modify the feature. The
evaluation shows that both measurements are effective in assessing the review
quality.
• This thesis also contributes to the research of review selection.
In order to assist ordinary users to deal with the information overload problem
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associated with ever-growing quantities of review data, a number of state-of-
the-art review selection research studies have attempted to select a small set of
appropriate reviews for the users. Individual review quality and the overall utility
of a set of reviews are two major factors that have an impact on the performance
of review selection. However, as existing works consider only one of the two
factors, the overall results are not very satisfactory. Based upon this, this thesis
work proposed new methods to generate a review set by taking both factors into
consideration. The evaluation has proven that our method is able to achieve ideal
review selection performance by optimising both review quality and review set
utility as a whole.
7.3 Limitations and Future Work
7.3.1 Limitations
The proposed research work in this thesis has a number of limitations, as follows:
• Our feature taxonomy learning focuses on utilising existing data mining tech-
niques for useful product information extraction. Therefore, the proposed ap-
proach requires a certain amount of reviews, which is not applicable to the
situation where there is no review data. Moreover, the effectiveness of the
proposed taxonomy learning approach may be weaker when the review data is
sparse.
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• The proposed QAS selection method only optimises the individual review qual-
ity by choosing a review with the highest predicted quality from a number of
candidate reviews under the assumption that optimal opinion distribution has
been obtained in the review set. Therefore, the improvement in review quality
is limited by the quality of the candidate reviews. For instance, at a certain
iteration of the QAS selection process, if all candidate reviews are of a relatively
low quality, the optimisation of review quality will be hard to be achieved.
• Our work on review selection is customer-centric. The objective is to extract a
compact body of high quality reviews for the users in order to save them time and
effort in finding useful reviews. Therefore, other research problems associated
with online reviews such as spam review identification are not in the scope of
this thesis. This could be an area to be explored in future work.
• We conducted the experiments on a set of review datasets containing limited
categories of products. In addition, due to the lack of standard evaluations avail-
able and the restrictions of the testing datasets, some evaluations are not very
comprehensive. For instance, the review selection performance of the proposed
QRS method for a single feature was verified only by comparison of review
quality based upon Qazn.
7.3.2 Future Work
This research could be extended in a number of directions as follows:
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• First, the utility of our proposed feature taxonomy can be further investigated.
Review quality assessment and review selection is just one application and there
are a number of other potential areas in which the proposed feature taxonomy
could be utilised. For instance, as the performance of sentiment analysis relied
on the accuracy and effectiveness of feature extraction, our proposed product
profile could be used for the opinion mining task.
• Second, how to incorporate our proposed review quality prediction method with
new algorithms to improve review selection can be further researched. As our
proposed QAS selection algorithm, which is based upon a greedy algorithm,
values review set utility more than individual review quality, the optimisation
of review quality is not always satisfactory. Therefore, combining our review
quality prediction method with an algorithm that aims to achieve both optimal
review quality and review set utility could further enhance the review selection
performance.
• Finally, more comprehensive evaluations could be conducted to verify the pro-
posed review selection methods on a range of different datasets containing dif-
ferent categories of products.
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