Abstract-This paper presents a systematic approach for constructing reformulated radial basis function (RBF) neural networks, which was developed to facilitate their training by supervised learning algorithms based on gradient descent. This approach reduces the construction of radial basis function models to the selection of admissible generator functions. The selection of generator functions relies on the concept of the blind spot, which is introduced in this paper. This paper also introduces a new family of reformulated radial basis function neural networks, which are referred to as cosine radial basis functions. Cosine radial basis functions are constructed by linear generator functions of a special form and their use as similarity measures in radial basis function models is justified by their geometric interpretation. A set of experiments on a variety of datasets indicate that cosine radial basis functions outperform considerably conventional radial basis function neural networks with Gaussian radial basis functions. Cosine radial basis functions are also strong competitors to existing reformulated radial basis function models trained by gradient descent and feedforward neural networks with sigmoid hidden units.
I. INTRODUCTION

R
ADIAL basis function (RBF) neural networks are function approximation models that can be trained by examples to implement a desired input-output mapping [1] , [6] . In fact, radial basis function models are closely related to function approximation models used to perform interpolation [16] . Under certain mild conditions on the radial basis functions, the RBF neural networks are capable of approximating arbitrarily well any function [5] . The performance of an radial basis function neural network depends on the number and centers of the radial basis functions, their shapes, and the method used for learning the input-output mapping. Broomhead and Lowe [2] suggested that the centers of the radial basis functions can either be distributed uniformly within the region of the input space for which there is data, or chosen to be a subset of the training vectors by analogy with strict interpolation. Moody and Darken [17] proposed a hybrid learning process for training radial basis function neural networks with Gaussian radial basis functions, which employs a supervised scheme for updating the output weights, i.e., the weights that connect the radial basis functions with the output units, and an unsupervised clustering algorithm for determining the centers of the radial basis functions. The centers of the radial basis functions are often determined by the -means (or -means) clustering algorithm [15] . Poggio and Girosi [18] proposed a supervised approach for training radial basis function neural networks with Gaussian radial basis functions, which updates the radial basis function centers together with the output weights. Chen et al. [4] , proposed a learning procedure for radial basis function neural networks based on the orthogonal least squares (OLS) method, which is used as a forward regression procedure to select a suitable set of radial basis function centers. Cha and Kassam [3] proposed a stochastic gradient training algorithm for radial basis function neural networks with Gaussian radial basis functions, which uses gradient descent to update all their free parameters (radial basis function centers, widths of the Gaussian radial basis functions, and output weights). Whitehead and Choate [19] proposed an evolutionary training algorithm for radial basis function neural networks. In this approach, the centers of the radial basis functions are governed by space-filling curves whose parameters evolve genetically.
The training of radial basis function neural networks using gradient descent offers a solution to the tradeoff between performance and training speed and can make radial basis function neural networks serious competitors to feedforward neural networks (FFNNs) with sigmoid hidden units [8] - [10] , [12] - [14] . The convergence of gradient descent learning and the performance of the trained radial basis function neural networks are both affected rather strongly by the choice of radial basis functions. The search for admissible radial basis functions other than the Gaussian function motivated the development of an axiomatic approach for constructing reformulated radial basis function neural networks suitable for gradient descent learning [8] - [10] , [12] - [14] . This approach reduces the development of reformulated radial basis function models to the selection of admissible generator functions that determine the form of the radial basis functions.
This paper presents new results on the construction and training of reformulated radial basis function neural networks. The results of the analysis presented in this paper can be used for selecting generator functions according to their suitability for gradient descent learning. This paper also introduces a new family of reformulated radial basis function neural networks, which are constructed by linear generator functions of a special form. These radial basis functions are referred to as cosine radial basis functions because of an interesting geometric interpretation of their responses. Cosine radial basis functions are trained by gradient descent to perform a variety of classification tasks and their performance is compared with that of alternative radial basis function models and conventional FFNNs with sigmoid hidden units.
II. REFORMULATED RADIAL BASIS FUNCTION NEURAL NETWORKS
Consider the mapping implemented by the model
where is a nondecreasing, continuous and differentiable function. The model (1) describes an radial basis function neural network with inputs from , radial basis functions, and output units if , and are radial basis functions. In such a case, the response of the radial basis function neural network to the input vector is , , where , , and represents the response of the radial basis function located at the th prototype to the input vector , that is, , .
A. Axiomatic Requirements
Reformulated radial basis function neural networks were developed to facilitate the training of radial basis function models by learning algorithms based on gradient descent [8] - [10] , [12] - [14] . This was attempted by including the centers of the radial basis functions in the adjustable model parameters and searching for radial basis functions that improve the effectiveness of gradient descent learning. The construction of reformulated radial basis function neural networks relied on a set of intuitively appealing axioms, which guarantee that the resulting radial basis functions have some desirable properties [8] - [10] . The main motivation behind these axioms was the preservation of the localized nature of radial basis function models. This can be accomplished by constructing radial basis function models containing locally tuned radial basis functions, that is, radial basis functions sensitive to input vectors from certain regions of the input space.
In order for the model (1) to satisfy the desired properties mentioned above, any admissible radial basis function must satisfy the following three basic axiomatic requirements [8] 
for all , , such that . Consider the model described by (1) and let be the set of prototypes that determine the centers of the radial basis functions. Axiom 1 requires that the response of an admissible radial basis function to any be always positive. The second axiom guarantees that the response of an admissible radial basis function be localized by requiring that be a monotonically decreasing function of for any . Axiom 3 requires that be a monotonically decreasing function of . In a sense, the third axiom reinforces the localized nature of radial basis functions during the learning process by guaranteeing that there exists a region around any prototype where the norm of the gradient diminishes as increases. The three basic axiomatic requirements impose some rather mild mathematical restrictions on the search for admissible radial basis functions that can lead to reformulated radial basis function neural-network models [10] . In addition to these axiomatic requirements, the search for radial basis functions can be restricted even further by imposing other desirable conditions. For example, it is reasonable to require that the responses of all radial basis functions to all inputs be bounded. This suggests the following complementary axiomatic requirement for radial basis functions: Axiom 4:
for all , .
B. Admissibility Conditions for Radial Basis Functions
The selection of admissible radial basis functions can be facilitated by extending the theorem proposed in [10] .
Theorem 1: The model described by (1) represents an radial basis function neural network in accordance with all four axiomatic requirements if are continuous functions on ( ) with continuous first-order derivatives such that:
, where are finite numbers.
Proof: The proof of conditions 1-3 can be found in [10] . The proof of condition 4 is based on the fourth axiom, which requires that for all , . This condition is satisfied if is bounded for all . Since is a monotonically decreasing function of , is bounded for all if . A radial basis function is said to be admissible in the wide sense if it satisfies the three basic axiomatic requirements, that is, the first three conditions of Theorem 1 [8] - [10] . If a radial basis function satisfies all four axiomatic requirements, that is, all four conditions of Theorem 1, then it is said to be admissible in the strict sense.
Theorem 1 verifies the strong link between radial basis function neural networks and function approximation models used to perform interpolation. Such function approximation models attempt to determine a surface in a Euclidean space that provides the best fit for the data ( ), , where and for all . Micchelli [16] considered the solution of the interpolation problem , , by functions of the form
This formulation treats interpolation as a function approximation problem, with the function generated by the fitting procedure as the best approximation to this mapping. Given the form of the basis function , the function approximation problem described by , , reduces to determining the weights , , associated with the model (3). Micchelli [16] showed that the model described by eqn (3) 
C. Admissibility Conditions for Generator Functions
The search for admissible radial basis functions can be simplified by considering basis functions of the form , with each defined in terms of a generator function as , [8] - [10] . The selection of generator functions that lead to admissible radial basis functions can be facilitated by extending the theorem proposed in [10] , where .
Proof: The proof of conditions 1-3 can be found in [10] . [6] , [8] , [10] . Another useful generator function for practical applications can be obtained from by selecting and . For , . For this choice of parameters, the corresponding radial basis function is bounded by 1, which is also the bound of the Gaussian radial basis function.
III. SELECTING GENERATOR FUNCTIONS
The axiomatic requirements impose conditions on the response of the th radial basis function to the input vector and the norm of the gradient . Thus, the selection of generator functions suitable for gradient descent learning can be accomplished by focusing on:
1) the response of the th radial basis function to an input vector ; 2) the absolute sensitivity of with respect to , defined as . Since , the gradient can be obtained as , where and denotes the derivative of with respect to . The norm of the gradient is (6) For , . Since , is given by
For linear generator functions of the form , . For increasing exponential generator functions , .
A. Blind Spot
Axiom 3 requires that be a monotonically decreasing function of . However, the condition in (2) does not necessarily guarantee that the inequality (8) is valid if . This can easily be seen from the condition in (2) by considering that is fixed and approaches . This observation implies that there may exist a region around the prototype where the absolute sensitivity is an increasing function of even if Axiom 3 is satisfied. For all input vectors that satisfy , the norm of the gradient corresponding to the th radial basis function decreases as approaches its center that is located at the prototype . As far as gradient descent learning is concerned, the input vectors in the region are not "visible" by the radial basis function centered at the prototype . Accordingly, the blind spot of the radial basis function centered at the prototype is the hypersphere , defined as
According to (6) (10) For linear generator functions , the absolute sensitivity can be obtained using (6) and (7) as . If , the blind spot corresponding to is determined by , which can be obtained by solving as (11) Fig. 1(a) shows the response and the absolute sensitivity plotted as functions of for , with , and . In accordance with the analysis, the absolute sensitivity increases monotonically as increases from 0 to and decreases monotonically as increases above . For a fixed value of , decreases as increases. Thus, increasing the value of shrinks the blind spot of the corresponding radial basis function. Moreover, the peak value of the absolute sensitivity increases as increases. However, as the value of increases, the absolute sensitivity diminishes faster as increases above . For exponential generator functions , the absolute sensitivity can be obtained using (6) and (7) as . If , the blind spot corresponding to is determined by , which can be obtained by solving as (12) Fig. 1(b) shows the response and the absolute sensitivity plotted as functions of for , with , and . The absolute sensitivity increases monotonically as increases from 0 to and decreases monotonically as increases above . As the value of increases, decreases and the blind spot shrinks. Increasing the value of increases the peak value of the absolute sensitivity but the values of the response and the absolute sensitivity diminish faster for values of above .
B. Linear Versus Exponential Generator Functions
Linear and exponential generator functions can be compared and evaluated in terms of their suitability for gradient descent learning by employing a criterion based on the concept of the blind spot presented above. The update of the prototypes by gradient descent is mostly affected by neighboring training vectors located outside the blind spots of their corresponding radial basis functions. Training radial basis function neural networks by a learning procedure based on gradient descent requires that the response and the absolute sensitivity take substantial values outside the blind spot before they approach zero. In order to guarantee a certain degree of overlapping between the radial basis functions, it is also required that the response be sizable outside the blind spot even after the values of the absolute sensitivity become negligible. The application of this criterion relies on the peak value attained by the absolute sensitivity at and the rate at which and decrease as increases above . Comparison of Fig. 1(a) and (b) indicates that the absolute sensitivity corresponding to exponential generator functions reaches a higher peak value than that corresponding to linear generator functions when the values of and are the same. However, the absolute sensitivity corresponding to linear generator functions decreases at a much lower rate outside the blind spot compared with that corresponding to exponential generator functions. According to Fig. 1(a) and (b) , the response of radial basis functions corresponding to linear generator functions is sizable outside the blind spot even after the values of the absolute sensitivity become negligible. In contrast, the response of radial basis functions corresponding to exponential generator functions becomes negligible even before the absolute sensitivity approaches practically zero values.
C. Estimating the Free Parameters of Radial Basis Functions
Reformulated radial basis function neural networks can be trained by fixing the values of the free parameters that determine the shapes of the radial basis functions and updating only the output weights and the prototypes using gradient descent. In such a case, the free parameters of the radial basis functions can be estimated in the beginning of the learning process in such a way that all training vectors lie outside the blind spots of the radial basis functions. The training vectors lie outside the blind spot of the radial basis function centered at the prototype if
For linear generator functions of the form , and condition (13) holds as an equality if (14) For exponential generator functions of the form , and condition (13) holds as an equality if (15) The shapes of the radial basis functions can be determined in practice by fixing to an integer value between 2 and 4 and computing the values of their free parameters or according to (14) or (15) The resulting radial basis function (17) has some resemblance with the inverse multiquadratic radial basis function . However, the basis function defined in (17) satisfies . In contrast, the value of the multiquadratic radial basis function at the origin is a function of , as indicated by . According to the definition of the multiquadratic function (18) Thus, the proposed radial basis function (17) can also be seen as a normalized version of the multiquadratic radial basis function. The response of the radial basis function centered at the prototype to the input can be obtained according to (16) as (19) According to (19) , is a monotonically decreasing function of for any nonzero value of . In fact, approaches 0 as approaches infinity while if coincides with . For a fixed value of , is an increasing function of . As approaches zero, also Fig. 2 ). Using the definitions of , , and , and the response defined in (19) can be written as 
where is the angle between and . In general, the response of a radial basis function centered at the prototype to an input vector measures the similarity between this input vector and the prototype . The similarity between and is measured in this case by using as a reference for computing the cosine of the angle between and , which can also be obtained as (22) According to this interpretation, represents the distance of the reference point from the corresponding prototype or, simply, the reference distance.
A. Sensitivity Analysis of Cosine Radial Basis Functions
The mapping realized by cosine radial basis functions depends on the prototypes and the reference distances . Thus, a learning scheme relying on gradient descent would mainly depend on the gradient of with respect to , which can be measured by , and the rate at which changes with , which can be measured by . Since , the suitability of cosine radial basis functions for gradient descent learning can be investigated by focusing on the absolute sensitivity of with respect to inputs . This investigation can be facilitated by the concept of the blind spot, which was introduced in Section III.
The absolute sensitivity of cosine radial basis functions can be obtained as (23) The value of for which reaches its maximum value can be determined as . This implies that the blind spot of the cosine radial basis function centered at shrinks as decreases. However, reducing increases the rate at which the response diminishes when increases. The behavior of in a neighborhood centered at is shown in Fig. 3(a) , which plots together with as functions of for . If and is defined in (16), then it can be shown that (24) According to (24) , is an increasing function of for and a decreasing function of for . The behavior of in a neighborhood centered at is shown in Fig. 3(b) , which plots together with as functions of for . Fig. 3 indicates that there always exists a region of the input space where is a decreasing function of and takes substantial values, including its maximum value. Thus, training cosine radial basis function models by gradient descent implies that the adjustable parameters of the th radial basis function will be mostly sensitive to input vectors for which . The active region of the cosine radial basis function centered at the prototype is defined as
The active region of the th radial basis function depends exclusively on ; this reveals the critical role of the reference distance in the implementation of the desired input-output mapping. Training of a cosine radial basis function neural network by gradient descent requires that the active regions of the available radial basis functions cover completely the input space. The definition of the active region in (25) indicates that the likelihood of complete coverage of the input space by active regions of radial basis functions improves considerably as the values of increase. Thus, the training process can be facilitated by updating the reference distances based on the requirements of the desired input-output mapping. It is expected that updating during the learning process would allow the implementation of a desired input-output mapping by cosine radial basis function neural networks with a relatively small number of radial basis functions. This is due to the fact that the reduction of the number of radial basis functions can be compensated during learning by increasing the values of , which is expected to expand the active regions of the corresponding radial basis functions. Reducing the number of radial basis functions is expected to im-prove the generalization ability of the corresponding cosine radial basis function neural network. 
A. Batch Learning Algorithms
Reformulated radial basis function neural networks can be trained by batch learning algorithms, which can be developed by using gradient descent to minimize (26) An radial basis function neural network can be trained by a gradient descent algorithm in a sequence of adaptation cycles, where an adaptation cycle involves the update of all adjustable parameters of the network. An adaptation cycle begins by incrementing each weight vector , , by the amount as [10] (27) where is the learning rate and is the output unit error, given as (28) Following the update of these weight vectors, each prototype , , is incremented by an amount as [10] ( 29) where is the learning rate and is the hidden unit error, defined as Training of cosine radial basis function neural networks also involves updates of the reference distances , , which can be incremented by an amount as (32) where is the learning rate and is defined in (31).
B. Sequential Learning Algorithms
Reformulated radial basis function neural networks can also be trained "on-line" by sequential learning algorithms, which can be developed by using gradient descent to minimize (33) for
. After an example ( ), , is presented to the radial basis function neural network, the new estimate of each weight vector , , is obtained by incrementing its current estimate by an amount as (34) where is the learning rate and is the output unit error defined in (28). Following the update of all the weight vectors , , the new estimate of each prototype , , can be obtained by incrementing its current estimate by the amount as (35) where is the learning rate and is the hidden unit error defined in (30). The hidden unit error for cosine radial basis function neural networks is given in (31). Finally, the new estimate of each reference distance , , can be obtained by incrementing its current estimate by the amount as (36) An adaptation cycle is completed in this case after the sequential presentation to the radial basis function neural network of all the examples included in the training set.
VI. EXPERIMENTAL RESULTS
The performance of cosine radial basis function neural networks was evaluated and compared with that of FFNNs with sigmoid hidden units, conventional radial basis function neural networks with Gaussian radial basis functions, and reformulated radial basis function neural networks constructed by linear generator functions , . Conventional radial basis function neural networks were trained by a hybrid learning scheme similar to that proposed by Moody and Darken [17] . The centers of the radial basis functions were determined according to an unsupervised procedure relying on the -means algorithm. The output weights connecting the radial basis functions with the output units were updated according to a supervised procedure based on gradient descent. The widths of the Gaussian radial basis functions were computed according to the nearest prototype heuristic [15] . The centers of the radial basis functions were fixed during the supervised learning process. Reformulated radial basis function neural networks were trained by a fully supervised procedure based on gradient descent [12] . This procedure involved the update of the output weights and the centers of the radial basis functions. The free parameters were computed according to (14) in accordance with the procedure described in Section III. These parameters were kept fixed during the learning process to avoid substantial fluctuations of the error (26) that were observed in the early stages of the learning process when were included in the adjustable parameters of the network. Such fluctuations are undesirable since they may cause a premature termination of the learning process. Cosine radial basis functions were trained by the sequential gradient descent algorithm described in this paper. The learning rate used to update the reference distances was one order of magnitude lower than the learning rate used to update the output weights and the prototypes. All neural networks were trained using a normalized version of the input data produced by replacing each feature sample by , where and denote the sample mean and standard deviation of this feature over the entire dataset, respectively. The training of all neural-network models utilized in this experimental study was terminated according to the stopping criterion described below: Each adaptation cycle was followed by the calculation of the average classification error on the testing set over the previous adaptation cycles. The training was terminated when the average classification error on the testing set began to increase. The trained neural network was selected to be that obtained after the adaptation cycle corresponding to the lowest classification error within the window of length . The length of the window employed in this experimental study was . Note that the stopping criterion outlined above allows for some fluctuations of the classification error during the learning process. In fact, this stopping criterion becomes increasingly tolerant to fluctuations of the classification error as the length of the window increases. Finally, the performance of neural-network classifiers trained by employing this stopping criterion is influenced by both training and testing sets.
A. Pima Data
This database 1 is the result of a diagnostic study of diabetes in the adult women in the Pima Indian tribe [7] . There are eight features and two classes. A sample belongs to the first class if diabetes is present and to the second class if it is not. The labeled feature vectors from this dataset were used to form a training set and a testing set, each containing 384 randomly selected samples.
The training set formed from the Pima data was used to train conventional radial basis function neural networks, reformulated radial basis function neural networks constructed by , and cosine radial basis function neural networks trained by the sequential gradient descent algorithm described in this paper. The neural networks trained in these experiments consisted of eight inputs and one binary output unit, which is 1 if diabetes is present and 0 if it is not. All three radial basis function models were trained with two, four, six, and eight radial basis functions. The same data was also used to train conventional FFNNs with two, four, six, and eight sigmoid hidden units. The results of these experiments are summarized in Table I , which shows the number of adaptation cycles required on average in ten trials for training the neural networks mentioned above, and the percentage of classification errors produced on average by the trained neural networks on the training and testing sets. According to Table I , cosine radial basis function neural networks produced the smallest percentage of classification errors on both training and testing sets among all radial basis function models tested in the experiments. The performance differences among radial basis function models became more significant as the number of radial basis functions decreased. In fact, cosine radial basis function neural networks were strong competitors to conventional FFNNs, which outperformed considerably conventional radial basis function neural networks and reformulated radial basis function neural networks trained by gradient descent.
B. Glass Data
This dataset contains information on the chemical composition of various types of glass, represented by nine numeric features [7] . This set of experiments focused on the differentiation between float-processed glass and glass that was not float-processed. This is the problem often considered by users of this dataset. The labeled feature vectors from the Glass dataset were used to form a training set, containing 79 randomly selected samples, and a testing set, containing 84 randomly selected samples.
The training set formed from the Glass data was used for training conventional radial basis function neural networks, reformulated radial basis function neural networks constructed by linear generator functions , and cosine radial basis function neural networks. The neural networks trained in these experiments consisted of nine inputs and one binary output unit, which is 1 if the glass is float-processed and 0 if it is not. The number of radial basis functions varied in the experiments from two to five. The same dataset was also used to test the performance of conventional FFNNs with two, three, four, and five sigmoid hidden units. Table II shows the number of adaptation cycles required on average in ten trials to train the neural networks mentioned above and the average percentage of feature vectors from the training and testing sets classified incorrectly by the trained neural networks. The reformulated radial basis function neural networks and the proposed cosine radial basis function neural networks exhibited comparable performance on this dataset. In fact, their performance was very satisfactory even when they contained few radial basis functions. Moreover, reformulated radial basis function neural networks and cosine radial basis function models outperformed considerably conventional radial basis function neural networks of the same size and conventional FFNNs.
C. Dermatology Data
The Dermatology dataset provides the basis for determining the type of eryhemato-squamous disease based on 34 clinical and histopathological features. The samples of this dataset belong to six classes, which represent the following diseases: 1) psoriasis, 2) seboreic dermatitis, 3) lichen planus, 4) pityriasis rosea, 5) chronic dermatitis, and 6) pityriasis rubra pilaris. Each feature vector of this dataset contains 34 features. The first 11 features are clinical features. Each clinical feature takes a value in the range 0 to 3, which represents the degree to which this feature was present. More specifically, 0 indicates that the feature was not present, 3 indicates the highest degree of confidence that the feature was present, while 1 and 2 indicate relative intermediate values. The only exception is the family history, which takes the value of 1 if any of these diseases has been observed in the family and 0 otherwise. The next 22 features are histopathological attributes, which were determined by an analysis of the samples under a microscope. The histopathological features take the values 0, 1, 2, and 3. The last feature is the patient's age. After removing the samples with missing values, this dataset contained 358 labeled feature vectors that were used to form the training and testing sets.
The training set was used to train conventional radial basis function neural networks, reformulated radial basis function neural networks generated by linear generator functions , and cosine radial basis function neural networks. All radial basis function models were trained with two, four, six, and eight radial basis functions in ten trials. The same classification task was performed by training conventional FFNNs with two, four, six, and eight sigmoid hidden units. The neural networks trained in these experiments consisted of 34 inputs and six binary output units, each representing one of the six classes. Each input vector was assigned to the class represented by the output unit of the trained neural network with the maximum response. The results of these experiments are summarized in Table III , which shows the number of adaptation cycles required on average for training the neural-network models in ten trials and the percentage of classification errors produced on the training and testing sets by the trained neural networks mentioned above. The performance of all radial basis function neural networks tested improved considerably as the number of radial basis functions increased. The proposed cosine radial basis function neural networks outperformed considerably all radial basis function neural networks tested in the experiments. It is remarkable the cosine radial basis function neural networks achieved very satisfactory performance when the number of radial basis functions was as low as . Among all radial basis function models tested, only cosine radial basis function neural networks were comparable with FFNNs in terms of their performance on both the training and testing sets. On average, cosine radial basis function neural networks converged in fewer adaptation cycles than FFNNs.
VII. CONCLUSION
This paper presented a systematic approach developed for constructing reformulated radial basis function neural networks suitable for gradient descent learning. This approach reduces the development of admissible radial basis function models to the selection of admissible generator functions. The criteria proposed in this paper for selecting generator functions indicated that linear generator functions provide an attractive alternative to exponential generator functions when reformulated radial basis function neural networks are trained by gradient descent. Given that exponential generator functions lead to Gaussian radial basis functions, the comparison of linear and exponential generator functions indicated that Gaussian radial basis functions are not the only, and perhaps not the best, choice for constructing radial basis function neural models. This paper also introduced a new family of reformulated radial basis function neural networks constructed by cosine radial basis functions and investigated their training by gradient descent. The experiments evaluated and benchmarked cosine radial basis function neural networks on a variety of datasets, which were selected to differ considerably in terms of their dimensionality and structure. The outcome of this experimental study reinforced some widely popular beliefs regarding neural-network models. As an example, the experiments indicated that FFNNs achieved considerably higher accuracy than conventional radial basis function neural networks, which were trained fast but lagged all other models when tested on all datasets used in this study. FFNNs outperformed reformulated radial basis function neural networks when tested on two of the datasets, namely, the Pima and Dermatology data. On the other hand, reformulated radial basis function and cosine radial basis function neural networks outperformed FFNNs when tested on the Glass data. It is also remarkable that the proposed cosine radial basis function neural networks were strong competitors to the best performing model tested on all datasets employed in this study. In many cases, the performance differences between the best performing model and cosine radial basis function neural networks were not significant. As an example, FFNNs classified incorrectly 7.75% of the feature vectors from the Dermatology data compared with 8.10% of the same feature vectors classified incorrectly by the best cosine radial basis function neural network. The experiments indicated that the performance of cosine radial basis function neural networks remained satisfactory when the dimensionality of the feature space increased. Moreover, the consistent performance of cosine radial basis function neural networks when they were tested on a variety of structurally different datasets revealed the versatility of the proposed radial basis function model and the associated learning procedure. Another interesting observation is that the performance differences between cosine radial basis function neural networks and the other two radial basis function models became increasingly profound as the number of radial basis functions decreased. This verifies the results of the analysis and indicates that the use of the proposed cosine radial basis functions allows the implementation of a given input-output mapping by an radial basis function model of smaller size. In fact, the results of the sensitivity analysis presented in this paper can be used to develop procedures for determining the initial locations of cosine radial basis functions and the number of cosine radial basis functions required to implement a desired input-output mapping. This can be done by establishing criteria for eliminating unnecessary radial basis functions and/or creating necessary radial basis functions. As an example, the criteria used for the elimination and/or creation of cosine radial basis functions can be established by requiring that all input vectors from the training set belong to the active region of at least one of the cosine radial basis functions.
The versatility of cosine radial basis function neural networks was also revealed by their evaluation on applications other than pattern classification. These applications provided the basis for evaluating the ability of cosine radial basis function neural networks to perform function approximation. Such an example is a recent study, which evaluated cosine radial basis function neural networks and FFNNs on electric power load forecasting [13] . This was attempted by training FFNNs and cosine radial basis function neural networks to predict future power demand based on past power load data and weather conditions. This comparison indicated that both neural-network models exhibit comparable performance when tested on the training data but cosine radial basis function neural networks generalize better since they outperform considerably FFNNs on the testing data.
