Sensor networks in environmental monitoring applications aim to provide scientists with a useful spatiotemporal representation of the observed phenomena. This helps to deepen their understanding of the environmental signals that cover large geographic areas. In this paper, the spatial aspect of this data handling requirement is met by creating clusters in a sensor network based on the rate o f change of an oceanographic signal with respect to space.
1.
iNTRODUCTlON Clustering is a useful technique to adopt in sensor networks when collecting data. It prevents the sensor nodes from using a lot of energy to transmit their data over large distances to the base station and reduces the dependency on individual nodes that are prone to failure. Realizing these benefits involves deciding the number of dusters the nodes must be divided into, a question that has been tackled by wide variety of research efforts in different applications. This paper is concerned with the development of an algorithm that attempts to solve the problem in two ways. Firstly, the algorithm establishes the spatial variation of certain parameters extracted from the data collected. The clustering algorithm is applied to the Self-Organizing Collegiate Sensor Network (SECOAS) [1] , a project which is concerned with the task of oceanographic monitoring. The SECOAS aceanographic data served as a guide for the cluster formation. Secondly, the algorithm incorporates concepts from self-organizing biological systems that use distributed mechanisms amongst low level entities. to achieve a global goal. The algorithm was inspired mostly by quorum sensing (QS), a biological process used by bacterial cells to monitor when the cell density in their Lionel Sacks, Ian Marshall Electronic Engineering University College London London, UK vicinity exceeds a certain threshold that leads to a change in their behaviour. This concept helped with providing a way of forming clusters in a distributed fashion. The overall outcome is the emergence of clusters fiom the network without any user pre-determination or central management.
BACKGROUND

A. Parameter Extractionfrom SECOAS datu
The SECOAS sensor nehvork aims to obtain raw data containing oceanographic measurements of physical quantities such as pressure and temperature. In addition to producing this raw data, the data handling techniques used in the project need to allow the nodes to carry out the processing on the data. As a result, scientists can fully ascertain the spatio-temporal view of the environment and thus determine the coastal effects of a local windfarm [2]. By deploying many inexpensive sensor nodes that are each given limited memory, power and communication abilities, the disadvantages of current oceanographic tecbniques such as immobility and high cost can be overcome. individually, the nodes cannot achieve very much, but when they work together they can solve complicated sensing tasks. The nodes have an operating system called kOS which is a lightweight and stateless system that supports the distributed algorithms required for the collaboration between nodes [2]. The QS algorithm is one of these algorithms and it allows the nodes to share the workload by splitting the sensor network into clusters as-shown-in Figure 1 .
The QS a)gorithm requires a parameter called the Physical Phenomenon of Interest (PPI) that can be extracted from the raw data by a node-level compression agent also being developed in SECOAS [2], The PPI is a metric that can correspond to any of the physical quantities in the environment at a specific time, In this paper, the PP1 represents the mean hourly pressure value proportional to the wave height measured by a node The temporal variation of this PPI over a period of 100 hours was extracted from data from WaveNet [SI, a project that monitors areas at risk from flooding. WaveNet data from the planned location of the SECOAS trials in Scroby Sands, Great Yarmouth, was used to produce the graph in Figure. 2 and used for simulations in Section IV.
B. Spatial Clustering
In a sensor network, the data collected has a high degree of spatial dependence and requires spatial variables to explain or predict the phenomenon under investigation. Data mining techniques, like spatial clustering, are often used in spatial databases to extract patterns by grouping data objects with a high degree of spatial similarity [6] . If spatial clustering can be applied to a database containing data from a sensor network then the same technique can also be used during the operation of the scnsor network. The clusters can be formed by finding spatial similarity in the change of signal on-theThe development of the QS algorithm required experimentation with test data that showed not only the temporaI data in Figure 2 but also the concurrent spatial variation at multiple locations. Hence, the temporal data ti-om Figure 2 was applied to a wave model constructed on the assumption that the wave height decreases from the sea to the shore as the tide comes in [7] . Figure 3 gives a pictorial representation of this spatial variation. The QS algorithm assesses the change in the PPI over space by cafculating the gradient of the observed signal between nodes. fly. increases, the autoinducer accumulates to a threshold d u e of lOpg/ml which indicates to the cells that they need to start the transcription of the luminescent proteins needed for light production. This is shown in Figure 4 .
In this context, a quorum is the minimum population of bacterial cells required to perform light production which is sensed with the autoinducer concentration. This is applicable to clustering in SECOAS where the sensor nodes, like bacterial cells, are simple agents that interact on a local scale and cause global patterns to emerge. The sensor nodes need to determine when there are enough of them to form a cluster that monitors a change in the observed signal. Hence, the concepts of the process of QS were incorporated in the design of the QS algorithm. 
THE QS ALGORITHM
A.
The algorithm aims to allow the network to establish clusters based on the spatial changes in the observed signal by measuring the gradient of the signal between nodes. If the gradient of the observed phenomena does not stay constant over the whole area, the nodes measure different gradients and need to agree with their neighbours on how to group the gradients. They do this by averaging the range of gradients they observe so that eventually they agree on the range of gradients allowed in a cluster. Individual nodes can then decide for themselves on the boundaries for the gradients in the cluster that prevent an overlap in spatial changes observed by the clusters. They can also decide on the best cluster to belong to at any specific time which gives them the flexibility to change clusters whenever necessary. Thus the nodes operate in a fully distributed manner without having to consult a cluster-head.
E. Algori flim Control Packets
The nodes can transmit and receive two types of packet. The first is the Node Synchronization (NS) packet which is used to transmit the nodes' identification number and measured data to their neighbours. These packets allow the nodes to calculate the gradient of the observed phenomena between them and each of their neighbours and thus establish the range of gradients in that area. This allows averaging of the range of gradients discussed in the previous section to take place.
The second is the Group Synchronisation (GS) packet which is transmitted alternately with the NS packets by potential cluster-heads and cluster members. A potential cluster-head is a node that measures gradients with its Measuring the SignaI Spatial Changes neighbours that fall within the boundaries of a cluster. The GS packets allow inter-cluster communication to take place between neighbouring nodes in differing clusters. The GS packets also allow intra-cluster communication by carrying any changes to the cluster parameters or any user policies between cluster members.
When NS and GS packets are passed between nodes of the same cluster during intra-cluster communication, they act like autoinducers by allowing the nodes to extend the period before their next broadcast. When the period reaches a maximum the nodes know they are in a quorum cluster, the minimum number of sensors required to monitor a particular change in the environmental signal and transmit the cluster information to the base station. Until a cluster has nodes that reach this quorum status, it is known as temporary cluster that may only exist due to changes in the environmental signal that may not last very long.
IV. PERFORMANCE EVALUATION
The algorithm was simulated using Netlogo [9] on an evenly spaced grid of nodes that each observed the temporal data shown in Figure 2 . This data was scaled according to the position of each node in the spatial model shown in Figure 3 . The effects of varying the parameters of the algorithm were individually assessed in a grid network of 63 nodes by observing number of temporary clusters, the number of quorum clusters, the amount of communication between the nodes and the energy consumed by the network while running the algorithm.
The remote user ofthe sensor network can control the performance of the clustering algorithm with the sensitivity parameter. The sensitivity of the algorithm to the environment can be controlled by varying the number of broadcasts the nodes need to make before updating its neighbours with any changes in their measured data. These changes may lead to significantly altered gradients. The graph in Figure 5 shows the algorithm operating with the highest sensitivity when the nodes continuously update their neighbours. It shows the standard deviation of the samples of the environmental signal from all the nodes and the number of clusters formed by the network each minute. After the initialization of the algorithm, every time the standard deviation reached a maximum value, the number of clusters took around I80 minutes to respond by increasing to a maximum of 12 to 14 clusters. When the standard deviation was at its lowest value, all the nodes formed a single cluster.
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Fig. 5 :
The number ofclusters and standard deviation over time
The sensitivity of the algorithm was decreased by increasing the period before which a node would allow a neighbour to update the gradient. This period was measured by the nuniber of broadcasts made by the node. Figure 6 (a) shows the graph for the effect of this on the maximum number of clusters that represents the point where the standard deviation of the data by all the nodes i s the largest.
Temporary clusters become quorum clusters through the exchange of NS and GS packets between cluster members. These packets increase the period before the node's next broadcast, fh. Figure 6(b) shows how the increase in r h affects this proportion of quorum clusters to temporary clusters while keeping the number of broadcasts before a gradient update at a constant value o f
I .
As the number of broadcasts before a gradient update increases, the maximum number of clusters decreases showing that only the changes in the observed phenomena that occur when the node is ready to update its neighbours result in the formation of a cluster. Figure  6 (b) also shows that the increase in t h due to a NS/GS packet between cluster members is proportional to the percentage of temporary clusters that become quorum clusters. Large increases in rb make cluster members assume quorum cluster status quickly and since they broadcast less often they do not respond to changes for a long time.
The QS algorithm is concerned with mining spatial patterns as efficiently as possible. It does this by modulating the activity of the sensor nodes with the changes they observed by of the environmental signal which is achieved by increasing or decreasing tb. This i s demonstrated by the graph in Figure 7 where the increases in the number of broadcasts before a gradient update and the increases in th due to a G5 or NS packet are low. Initially, the number of broadcasting nodes is high as the nodes are not in any clusters. As the algorithm proceeds, the percentage of broadcasting nodes decreases as the nodes settle into their clusters. Subsequently the percentage varies at the same rate as the data. The effect of this kind of operation on the energy consumption of the network was observed by applying a simple first order energy mode1 to a set of calculations [IO] . The QS algorithm was compared to the DCA algorithm [I I ] as this could be modified to involve datadriven motives for clustering. The same parameters were used when running the DCA algorithm under the same conditions for comparison to the QS algorithm. The DCA algorithm requires that the nodes are allocated with weights, thus to make the algorithm dependent on the spatial data variation of the observed phenomena, the weights allocated were made equal to average of the gradients between each sensor node and their neighbours. The nodes that measure the largest gradient are observing the biggest change in that area making them good clusterheads in that region. The gradient dependent weights in the DCA algorithm allow the nodes to react to spatial signal changes by continuously changing the clusterheads like the QS algorithm. The QS and DCA algorithm were executed on square sensor networks that were increased in size from 9 to 169 nodes. In each case, the duster-heads select at random a node from their cluster to send aggregated data to a base station after forming clusters. Figure 8 shows the average energy dissipated after 3000 epochs at each node, the average percentage of cluster-heads and the average number of cluster-heads as the network size increases. the average iiumber of clustcr-heads when running the QS and DCA algorithm Figure Sfa ) and (b) shows that when the network uses QS algorithm it consumc's less energy as the number of nodes increase. This may be due to the decreasing proportion of cluster-heads. The opposite applies to the DCA algorithm; the amount of energy dissipated increases with network size as the number of clusterheads also increases. The reason for this is the restriction of the DCA algorithm on the nodes; they must be one hop away from cluster-head. The QS algorithm, on the other hand, allows the cluster to be as large as is necessary to reflect the change in the environmental signal. As the network size increases, the number of clusters created with the QS algorithm increases only slightly, as shown in Figure X(c) , which suggests that those clusters become larger to contain more nodes that observe similar spatial changes. It also suggests that for a range of networks of certain size approximatcly the same V. CONCLUSION The QS algorithm provides a method of clustering in sensor networks based on the spatial patterns in an environmental signal. The resutts show that the algorithm has two parameters that control the sensitivity of the clustering to the variation of the signal: the number of broadcasts before a gradient update and the t h increase due to NWGS packets passed between cluster members. Although energy is not used as a guide to forming the clusters, energy savings are gained by reducing the communication between nodes when the clusters were formed. The QS algorithm formed less clusters than the DCA algorithms regardless of the network size because of the environmental signal. This saved energy and allowed the algorithm to scale well with the increase in network size. Future work will involve the implementation of the algorithm on real sensor nodes in the SECOAS trials, an assessment of the effect of proccssing costs of the algorithm on the energy costs, and the experimentation on other types of spatial signals.
