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Abstract 
The modal p-calculi are extensions of propositional modal logics with least and greatest fix- 
point operators. They have significant expressive power, being capable to encode properly tem- 
poral notions alien to standard modal systems. We focus here on Kozen’s [21] p-calculi, both 
finitary and infinitary. Based on an extension of the classical modal duality to the case of positive 
modal algebras that we present, we prove a Stone-type duality for posifiue modal p-calculi which 
specializes to a duality for the Boolean modal p-logics. Thus we extend while also improving 
on results published in [3]. The main improvements are: (1) extension to the negation-free case, 
(2) a presentation of the algebraic models of the logics in a syntax-free manner, (3) an explicit 
duality for the case of the finitary p-calculus, missing in [3], and (4) a completeness result 
for the (negation-free or not) finitary modal p-calculus in Kripke semantics. The special case 
of completeness for the Boolean p-calculus is an improvement over that presented in [3] but 
weaker than the theorem of [35]. The duality presented here seems to be closer to Abramsky’s 
domain theory in logical form [l] as the latter is based on a more general duality for distributive 
lattices. And it has the potential to extensions for modal p-calculi on a non-classical (intuitionis- 
tic, relevant) propositional basis, yielding appropriate completeness theorems. @ 1998-Elsevier 
Science B.V. All rights reserved 
1. Introduction 
This report focuses on duality for the negation-free modal p-calculus of Kozen [2 11. 
For more motivation on the significance of fixpoint logics we refer the reader to 
[21-23,25,29]. A brief review on the p-calculus is given below. 
1.1. The p-cnlculus 
The language of Kozen’s infinitary p-calculus can be conveniently regarded as a sub- 
language of the full (infinitary) Hennessy-Milner logic HML,. The terms (types, for- 
mulae) of HML, are generated from a stock of primitive terms (constants, atoms) in 
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a set At to which we may add a stock of primitive items in a set I&r, to be called 
variables, by the syntax 
where Act is a set of program constants (basic actions). 
(u) are introduced in the usual way. The approximants 
the fixpoint terms of Kozen’s system can be defined in 
vxa.4 := tt PXO.4 := f f 
The operators tt,f f, vi,, and 
VX~.C$,~X”.C#J (a an ordinal) of 
HML, by 
vx”.c) := A {vxZ.qqa E J.} px1.4 := v {pxa.&! E 2) 
vx~+‘.c#x=t#[x:=vxQq px”+Q := cp[x := pxX.c)] 
The fixpoint terms can be introduced as ,ux.c$:= V,px’.$ and VX.~:=A, vx’.$. In 
the presence of classical negation one can define vx.&x) := -(px.-$[x := -xl). 
The infinitary p-calculus restricts to binary conjunctions and disjunctions, and intro- 
duces the approximants CJX’.~ (where o = p, v) as primitive, with a syntactic restriction 
that the quantified variable x in 4 may only occur within an even number of nega- 
tions (to ensure monotonicity of the interpretation). The finitary p-calculus drops the 
approximants OX%.@ and restricts to the fixpoint terms 0x.4. The resulting finitary sys- 
tem is decidable [21] and despite the restrictions in the language it has considerable 
expressive power. It has been shown, for example, to subsume PDL [21] and a number 
of temporal properties are expressible in the system (see [29] for an overview). 
The transition-system formal semantics of the finitary system is inspired from the 
Knaster-Tarski fixpoint theorem, interpreting fixpoint terms as intersections of pre- 
fixpoints and unions of post-fixpoints. For the infinitarty system Kozen also proposes 
to interpret the approximants ~x~.$(x), 3. a limit ordinal, as unions of the interpreta- 
tions of the approximants for CI E i, so that, for example, a process p has the property 
~x~.d, I a limit ordinal, just in case it has the property ,ux”.~ for some (x E ;1. These 
semantic options have caused notorious difficulties in proving a completeness theorem. 
Kozen [21] proves completeness by imposing syntactic restrictions on the language 
(he considers the fragment of so called “aconjunctive formulae”). Kozen [22] and 
Walukiewitz [34] modify the axiomatization, adding infinitary rules, to obtain com- 
pleteness. The completeness theorem of [3], given for the finitary system only and 
as axiomatized in [21], imposes restrictions on the frames along the lines of similar 
restrictions familiar from completeness problems of modal systems. Further, fixpoint 
terms are interpreted in [3] as meets and joins that need not be intersections and 
unions of pre- and post-fixpoints. An improvement of the completeness theorem of [3] 
can be derived from results obtained in [5]. Note however that the concluding theo- 
rem (Theorem 6.3) of [5] is incorrect. It was not known whether the finitary calculus 
(as axiomatized in [21]) is complete for Kozen’s semantics until Walukievicz [35] 
produced a modification of the completeness argument employed by Kozen in [21] 
without the restriction to aconjunctive formulae. The completeness argument of [35], 
however, makes essential use of classical negation and does not extend to the case 
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where negation is either altogether absent or comes in a form weaker than classical 
negation. 
The duality theory we develop here yields, as an application, a completeness theorem 
for classical or not p-calculi. Our completeness argument is weaker than that given 
in [35] but it has the advantage of applying to non-standard p-calculi as well. As we 
show, failure to obtain completeness in Kozen’s semantics via a duality argument is 
due to a definability problem. To be more precise, we need to relax the restriction on 
admissible interpretations in that we require that the interpretations of fixpoint terms 
be intersections (resp. unions) of definable pre-fixpoints (resp. post-fixpoints). 
The algebraic semantics for the p-calculus can be defined as modal p-algebras in 
which systems of modal equations are guaranteed to have solutions. Equivalently, 
they can be defined in terms of modal algebras in which certain (possibly) infinitary 
meets and joins (corresponding to the unfoldings of fixpoint terms, or to meets/joins 
of pre/post-fixpoints) are required to exist. The completeness problem with respect 
to the Kripke-type semantics we pursue here is then the problem of whether every 
p-algebra can be represented as a field (ring, in the negation-free case) of sets closed 
under certain (possibly) infinitary unions. Thus a Stone type representation and dual- 
ity for p-algebras can elucidate these problems. This discussion has been initiated by 
Ambler et al. [3] where some new insights on the completeness problem are brought to 
light. In terms of our own results in the present report completeness of the p-calculus 
in our intended semantics will follow if it can be shown, in the course of the duality 
argument, that the unions of certain families of clopen increasing sets are closed. We 
can prove here that this is indeed the case for the finitary modal ,u-calculus. It is not 
possible to prove a similar result, however, in the case of the infinitary system. Rather, 
we prove that the so-called defect sets (the set-theoretic difference between the closure 
of a union and that union itself) are never empty in this case. Incidentally, this point 
remains unclear in [3] as the authors seem to simply assume that the relevant defect 
sets are indeed nonempty. 
Negation in the system is a convenience but, with respect to expressive content, 
not a necessity. All of the commonly cited examples of interesting properties ex- 
pressible in the p-language can be expressed in the negation-free fragment. For ex- 
ample, allowing generalized modalities, of the form [K], (K) where K is a set of 
actions, liveness properties (something good eventually happens) fall under the format 
,ux.(& V ([K]x A (K)tt)), while safety properties (nothing bad ever happens) can be 
expressed in the form VX.(C#J A [r]x), where r is the silent/internal move. A complete- 
ness theorem for the negation-free system is not given in the literature and it certainly 
does not follow from the results of [21,35] or [3] and [5]. Further, extension of a logic 
by fixpoint operators is independent of the underlying signature of the propositional lan- 
guage and its attached axiomatization. In principle, every modal logic on a propositional 
calculus (perhaps intuitionistic as in [30], or relevant as in [6,7]) that has been success- 
fully used as a language of properties for programs can be extended to a p-calculus. 
This is why the positive modal p-calculus is a better base for discussion than its 
Boolean extension and why this report focuses on the negation-free modal p-calculus. 
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1.2. Modal dualities and extensions 
In [3] a duality for the Boolean p-calculus is reported, based on a classical duality 
between (Boolean) modal algebras and so called descriptive Kripke frames [ 11,271. 
The modal duality is itself an extension of Stone’s representation of Boolean algebras 
and it is foreshadowed in Lemmon’s [24]. Jonsson and Tarski [ 191 provided a general 
representation theory for Boolean algebras with operators which has shaped up a frame- 
work for further extensions. A full categorical duality for (Boolean) modal algebras is 
first presented by Goldblatt [ 111. Halmos [ 131 proposed modifications, sometimes held 
to be improvements on the Jonsson and Tarski representation framework which then 
inspired a new duality for modal algebras reported by Sambin and Vaccaro [27], which 
is the background modal duality of [3]. Kozen [20], building on the Stone duality for 
Boolean algebras, presented a duality between separable dynamic algebras (the alge- 
braic models of propositional dynamic logic) and certain topological Kripke frames. 
This duality does not yield a completeness theorem for the standard semantics of PDL 
but contributes in understanding the difficulties involved in the proof of such a com- 
pleteness result. Abramsky, on the other hand, has argued extensively in [l] for the 
significance of duality theory in theoretical computer science and presented a general 
framework for “computing”, via a duality argument, a program logic from the denota- 
tional semantics, see e.g. [2]. Abramsky’s work is based on the more general duality 
for distributive lattices and, as pointed out in [3], it then seems that a duality result for 
the positive p-calculus may lead to some connections established with this work. Our 
characterization of modal p-algebras in a syntax independent definition is necessary, 
we think, for such a connection to be carried out. The structure of some appropriate 
category of domains, e.g., a subcategory of the category of complete lattices, would 
have to be sufficient so that the algebra of compact elements of the domain model 
turns out to be a modal p-algebra as we define it here. 
Ambler et al. [3] deal with an extension of modal duality to the case of modal 
p-algebras based on a Boolean lattice. They define p-algebras as modal algebras in 
which the interpretations of fixpoint terms of the p-calculus exist ([3, Definition 5.11). 
p-frames are subsequently defined as those descriptive frames whose dual algebras 
of compact-opens are modal p-algebras ([3, Definition 6.11). This way of defining 
the algebras and frames leaves much to be desired and the need for improvement 
is pointed out in [3]. Removing syntax-dependence turns out to be a significant is- 
sue. In a nutshell, syntax dependence in the definition of the algebraic models of the 
p-calculi and definition of the Kripke models as those descriptive frames whose duals 
are p-algebras is responsible in [3] for obscuring issues and creating difficulties that 
did not allow the authors to derive better results. 
The object-duality follows in [3] from the corresponding duality for modal algebras 
of Sambin and Vaccaro [27] and from the fact that the Stone representation map is 
an isomorphism of ordered structures, hence if the modal algebra is a p-algebra then 
the isomorphism with its second dual (the family of compact-open sets of the space 
of ultrafilters of the algebra) preserves least/greatest fixpoints and/or their unfoldings, 
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depending on whether the logic considered is the finitary or the infinitary version of 
Kozen’s n-calculus. On the frame side, proving that every p-frame is isomorphic to its 
second dual follows in [3] from the underlying modal duality in a rather straighforward 
way, given the definition of p-frames as descriptive frames whose dual is a p-algebra. 
A characterization of the duals of p-algebra homomorphisms for the case of the finitary 
system is not given in [3]. For the infinitary system, where the homomorphisms on 
the algebras are required to preserve the (possibly) infinitary joins involved in the 
definition of the unfoldings of the fixpoint terms, the characterization of the duals 
of the p-algebra homomorphisms proves easier in [3], as it follows from established 
results on duality for complete Boolean algebras ([ 14, Section 21; 28, Theorems 22.2, 
22.31). 
1.3. Results and structure of this report 
We present a Stone type duality for positive modal p-algebras. The two major prob- 
lems in this project are (1) to provide a modal duality for positive modal algebras and 
(2) to extend this duality to the case of p-algebras. It may appear to the reader that 
the first problem has been solved, and in fact twice, by Hansoul [ 151 and then also by 
Goldblatt [12]. Their solutions differ in that Goldblatt used the Priestley representation 
whereas Hansoul built on Stone’s original representation for distributive lattices. In 
both cases, however, the duality theory developed is inappropriate for the semantics 
of positive modal logic. This is for the simple reason that the modalities cl and o are 
interpreted by dzjkrent relations in the representation. Naturally, in a transition system 
semantics we want to be sure that the transition relation -% provides the semantics of 
both [a] and (a). 
The second problem has been treated in [3] for the Boolean n-calculi. For the finitary 
p-calculus we provide here a complete duality since the results of [3] are somewhat 
lacking in this respect as the authors themselves acknowledge. The problem emerging 
in the case of the infinitary positive p-calculus is that the relevant duality theory for 
infinitary boolean algebras conveniently used in [3] is unavailable. To be more specific, 
Sikorksi’s theorem used in [3] is simply false in a merely distributive setting. 
From the duality for p-algebras corresponding to the finitary p-calculus we obtain 
a completeness theorem in Kripke frames (transition systems). The duality specializes 
to a duality for Boolean modal p-algebras, providing an improvement over the results 
of [3]. In the present report, the duals of weak and strong p-algebras are explicitly 
characterized in terms of their internal structure. The dualities (for the finitary and the 
infinitary p-calculus) presented in [3] are somehow incomplete, as the authors them- 
selves acknowledge ([3, p. 25, lines 3-71). For the finitary p-calculus, the category of 
Kripke frames dual to the category of p-algebras is not described in [3]. A duality 
“must exist”, by restriction of the underlying modal duality, but a clear result is not 
proven or stated in [3] despite the fact that the finitary system seems to be the focus 
of that report. We do this here, while also extending to the mere distributive case. For 
the infinitary system the dual category is explicitly described in [3], even though no 
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axiomatization is provided for Kozen’s infinitary system. In generalizing the duality 
to the case of weak and strong modal p-algebras based on a mere distributive lattice, 
rather than a Boolean algebra, we replace the syntax-dependent definition of p-algebras 
(depending on a set of interpretations of terms of the y-language) with a simple alge- 
braic characterization. Based on published results, our duality can be easily extended 
to such cases as fi-calculi on an intuitionistic or relevant propositional basis. Or to sys- 
tems in-between the Boolean p-calculus and its positive reduct, allowing for various 
forms of weak negation. 
Corresponding to Kozen’s finitary and infinitary p-calculi we define weak, respec- 
tively strong (positive) modal p-algebras (Definitions 2.1 and 2.2) as, roughly, positive 
modal algebras d with the property that for every monotone polynomial p(x) in the set 
of polynomials d[X], over a fixed set of indeterminates X, elements pn.p(x), vx.p(x) 
(or ~xX.p(n),vx”.p(x), c( an ordinal, for the infinitary case) should exist in ~2 sub- 
ject to natural axioms/rules. Since the axiomatization of weak p-algebras implies that 
meets/joins of pre/post-fixpoints of monotone polynomials should exist, we require of 
homomorphisms that they preserve them. This allows us to derive a complete duality 
statement, missing in [3]. 
On the dual side, that of the p-frames, we need first to work out a fresh modal 
duality for the negation-free case since the classical modal duality assumes a Boolean 
structure. p-frames are introduced here as triples (X, Y, &) (Definition 2.11), subject to 
conditions that allow us to recover, in a non-trivial way, an underlying structure of an 
ordered Stone space (Theorem 2.9). The fixpoint-structure on the frames is character- 
ized by requiring that the least closed increasing sets above certain unions of clopen 
increasing sets be open sets (Definitions 2.13 and 2.17). This can be shown to be 
equivalent to the direct requirement that their duals be p-algebras of the appropriate 
kind (Lemmas 2.16 and 2.18). For the case of weak p-algebras (corresponding to the 
finitary p-calculus) we prove that fixpoints can be computed by unions and intersec- 
tions, thus improving on the corresponding result of [3]. Similar improvement has been 
independently made in [5] where, however, the authors conclude their work with a the- 
orem (Theorem 6.3) which is unfortunately not correct. Morphisms of weak and strong 
positive modal frames are defined. The bounded morphisms of descriptive frames in 
the classical modal duality have to be given up. Instead, we weaken the definition of 
modal frame morphisms (Section 3.2.1) but in such a way that the classical modal 
duality is not affected. We then characterize explicitly morphisms of p-frames (Defini- 
tion 3.12). The key is the observation that p-algebra homomorphisms preserve the re- 
quired meets/joins iff their second duals commute with lower and upper quasi-boundary 
operators (delivering the set-theoretic difference between the least closed increasing set 
above a given set and the interior of that set, or the difference between the closure of 
the given set and its largest open increasing subset, Definition 3.10) applied to cer- 
tain unions (Theorem 3.11, Proposition 3.13). In the Boolean case quasi-boundaries 
coincide with ordinary boundaries and this fact underlies the proof of the well-known 
theorem that a Boolean algebra homomorphism preserves an infinite join just in case 
its dual takes, under inverse image, so-called defect sets to nowhere dense sets. 
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It should be pointed out that we do not have the convenience of an existing modal 
duality for the negation-free setting. Rather, we need to work out this duality so that we 
can then extend to the case of p-algebras. The duality presented here uses Priestley’s 
representation/duality for distributive lattices. It uses and extends known results on 
the representation of complete distributive lattices. And it uses the proof of a Henkin- 
style completeness theorem for positive modal logic recently reported by Dunn [lo]. 
Stone’s original representation/duality for ditributive lattices could of course have been 
alternatively used, together with the related results on the dual spaces for complete 
distributive lattices (cf. [4]). 
2. Modal p-algebras and p-frames 
Notation. We first fix the notation to be consistently used in the sequel: (1) d, g’, 2 
denote algebras, distributive lattices with additional operators. (2) X is a fixed set 
of indeterminates and &[X],B[X], etc. denote the sets of polynomials. We make no 
notational distinction between an algebra d and its carrier set. (3) a, b,c,d,e denote 
elements of an algebra, while p(X), q( j) or P(X), Q(.?) denote polynomials in the indi- 
cated (vectors of) indeterminates. (4) d,, B*, etc. denote the spaces of prime filters of 
the algebras d, 8, etc. We may also use %, CV/, etc. for these spaces. (5) X*, Y*, etc. 
denote the families of clopen increasing subsets of the ordered Stone spaces !X, ?V, etc. 
(6) p, q or P, Q denote prime filters and -p, -4, etc. their complements (prime ideals). 
(7) r,s denote binary relations on prime filters. (8) U, V, W denote sets of prime filters 
while A,& C, etc. denote clopen increasing sets. (9) H invariably denotes the repre- 
sentation map sending an element to the set of prime filters that contain it. (10) Greek 
lower-case letters cr,b, etc. denote ordinals, as usual. Unless otherwise specified we use 
i for a limit ordinal. Throughout this report we use cc for the class of ordinals. ( 11) 
Following Kozen’s convention [21], we write ax.p(x) for either px.p(x) or vx.p(x) 
and similarly for ox”.p(x). 
2. I. p-Algebras and homomorphisms 
A positive modal algebra (PMA) is a bounded distributive lattice (2, A, V,T, I, 
q , o) with the modalities q and o subject to the axioms for minimal modal logic: 
1. q (aAb)=oaAob and, dually, o(avb)= oav ob; 
2. UT = T and, dually, ol= I; 
3. oaAob<o(ar\b) and, dually, o(aVb)boaV ob. 
As usual, an inequality ad b is understood as the equation a = a A b. Any extension 
to be briefly discussed in the sequel (e.g. adding negation, an intuitionistic or rele- 
vant implication + and/or a concurrent composition operator *) will always yield an 
equational class of algebras. In particular, a modal algebra (MA) is assumed to have 
a boolean complementation operator 1, subject to the usual axioms. PMAs with modal- 
ities [a], (a) indexed in a set of basic actions are subject to the obvious modification of 
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the axiomatization given above. Since nothing in the representation or duality argument 
rests on the cardinality of the (nonempty) indexing set for modalities we will consider 
only the case of a single q and a single o. 
2.1.1. Modal p-algebras 
If 9 is a (positive) modal algebra what additional properties are required to ac- 
count for a suitable fixpoint structure? Roughly, the extra dressing needed is that finite 
systems of modal equations should be solvable in 9. By a modal equation we mean 
something like x = q a A (ox V b). We regard the expression on the right as a poly- 
nomial p over 9 with indeterminates in a fixed set X. To be more precise, given 
a system (xi = pi(X), i E n) we need to require of 9 that a solution as displayed below 
should exist 
x0 + POG), XI =+ Pl(O ... ,%-I * Pn-lG)> (1) 
where x + p(x) indicates least solution (least fixpoint of p(x)) and x + p(x) indicates 
largest solution. Systems like (1) can be always solved in a complete Boolean modal al- 
gebra by expressing largest fixpoints in terms of least fixpoints as in vx.p(x)= ~(px.1~ 
(TX)). It is not obvious at all, however, why even in the case of a complete (but not 
Boolean) modal algebra such systems should be solvable. 
For a monotone polynomial p(x, y) we write px.p(x, y) for the function on 9 such 
that for each d E 9, px.p(x,d) is the least fixpoint of p(x,d). Similarly for vx.p(x, y). 
If 9 is a PMA and X is a set of indeterminates (disjoint from 9) then let C be the 
operator domain C = {A, V, q , o, (,ux)~ E X, (vx)~ E X} and 9[W] the set of Z-polynomials 
over 9 with indeterminates in X. 9[X] is inductively defined in the standard way: 
if rr E 9[W] and x E X, then ore, orc,px.rr, vx.rc E 9[X] 
if rr, rr’ E 9[X], then both rc A n’, 71 V T-C’ E 9[X] 
If 9 is a Boolean modal algebra, then naturally we also require closure under 1, i.e. 
if rc E 9[X], then +r E 9[X]. 
The usual notion of occurence, free or bound (by one of the binding operators 
px, vx), of an indeterminate x in a polynomial rc is assumed. For explicitness, we write 
n = p(X) to indicate that the displayed indeterminates may occur free in rc. Given 
a polynomial p(x,Z) and a E 9 we let p(a,f) be the unique (by induction on the length 
of Z and the structure of p(x,Z)) polynomial resulting by simultaneous substitution of 
all free occurrences of x in p(x,Z) by a. Polynomials can be then regarded as functions 
p(y): 9” --) 9, assuming v E X” and each yi occurs free in p(J). Where all freely 
occurring indeterminates are as displayed, define p(X) <q(X) iff for all 5 E gn the 
inequality p(E)<q(ci) holds in 9. A polynomial p(x,Z) is monotone in x just in case 
adb in 63 implies p(a,F)<p(b,f). 
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Table 1 
Axioms for weak modal p-algebras 
(prefix) (postfix) vx.p(x,e)~p(~x.p(x,e),P) 
(jl-lnd) p(a,C)<a 
/cx.p(x,e)<a 
(v-Ind) 
Table 2 
Axioms for strong modal p-algebras 
Ml) jlxO.p(x) <I 
(j(2) jLP+ .P(X) = P(P”.P(X)) 
(P3) px”.p(x) < pcxii.p(x), for r </I 
(VI) T < vxO.p(x) 
(19) “P+‘.p(x) = p(vxn”.p(x)) 
(v3) ~~~x”.p(x)~~Jxx’.p(x), for r</I 
(A= limit ordinal) (jh = limit ordinal) 
Definition 2.1. A (P)MA 9 is a weuk (positive) modal p-algebra if and only if 
whenever p(x,Z) E 9[X] is monotone and positive in x (necessarily so in the negation- 
free case) and Z E X”, Z E 9”, then px.p(x, Z), vx.p(x, 2) E 9 and the axioms/rules in 
Table 1 hold. 
To define strong modal p-algebras consider the signature 
where 191 is the cardinality of 9 and define Gpolynomials as above. For simplicity, 
we state the definition for polynomials in a single free indeterminate x. 
Definition 2.2. 9 is a strong modul p-algebra iff for each polynomial p(x) E 9[X] 
that is monotone and positive in x and for each x < 191, px”.p(x), vx”.p(x) E 9 and 
the axioms/rules in Table 2 hold. 
Remark 2.3. Reference to monotonicity in the definition of strong p-algebras is redun- 
dant in the case of PMAs but it needs to be explicitly assumed if either a negation or 
an implication operator is present. In the sequel, we typically refer to polynomials in 
a single free indeterminate. The generalization is immediate but makes the exposition 
rather awkward. 
Lemma 2.4. A (P)MA is a weak modal p-algebra ifs the meet A {a E glp(a) <a} 
exists (in which case we simply define px.p(x) to be this meet) and, dually, the join 
V {a E glad p(a)) exists (in which case we define vx.p(x) to be equal to this join). 
In the above, p(x) E 9[X] is assumed to be monotone/positive in x. 
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Proof. The axioms imply that px.p(x) is the glb of the set of pre-fixpoints and, 
dually, that vx.p(x) is the lub of the set of post-fixpoints. The converse is known, by 
the Knaster-Tarski fixpoint theorem. 0 
Lemma 2.5. A (P)MA 9 is u strong modal p-algebra ifs for each limit ordinal 
A<191 the least upper bound in 9 of the px”.p(x) with a~2 (and where p(x) 
is monotone/positive in x) exists und px2.p(x) = v {px”.p(x)lct E 2) and, dually, the 
greatest lower bound of the vx”.p(x), with cx E 2, exists und vx”.p(x) = A {vx’.p(x)l~ 
E 2). 
Proof. The axioms clearly imply that the px”.p(x) are the lub’s of the approximants 
px”.p(x), CI E %, and similarly for the vx”.p(x). The converse follows from the theorem 
below, which is a rephrazing of a theorem due to Hitchcock and Park in a form more 
suitable for our purposes (see Proposition 2.20). 0 
Theorem 2.6 (Hitchcock-Park). Let 2’ be a lattice and f : 8 + 2 a monotone func- 
tion. Assume all the unfoldings f’(O) = 0, f”+‘(O) = f (f @(O)) and f A(O) = VNEn f”(0) 
exist in 9, where 2 is a limit or ;1= m. There exists an ordinal K such that for all 
5 b K f t(O) = f K(O) andfor c( E /? d K f “(0) <f b(O). Dually, assume all the unfoldings 
fo(l)=l,fZ+1(1)=f(fx(l)) and fl(l)=A\ac;.fz(l) exist, with A as above. There 
exists an ordinal K’ such that for all 5 3 IC’ ft( 1) = fKl( 1) and jbr CI E /3 < K’ fX( 1) > 
f/(1 ). 
f “(0) := ,ux.f is then the least fixpoint off and fKf( 1) := vx.f is its largest fixpoint. 
The statement implies of course that rc, JC’ < / 21. 
,u-Algebra homomorphisms. PMA,, PMA, (respectively, MA,, MA,) denote the 
classes of weak and strong positive (respectively, with a classical complementation 
operator) modal p-algebras. PMA,, PMA, (resp. MA,, MA,) are the respective cat- 
egories with the natural choice for morphisms as explained below. 
By induction, every homomorphism 0 : d --f 97 of the underlying modal algebras can 
be uniquely lifted to a function 6: d[X] + B[X] of the sets of polynomials so that 
6(x) =x and for a E d, &a) = O(a). We sometimes write 0 also for the extension, 
rather than 6. If P(x) := &p(x)), then an elementary notion of a PMA,-morphism 
6: d +W is to require that it is a PMA-morphism satisfying t!l(ax.p(x))= ax.P(x). 
This does not seem to be satisfactory, however, for two reasons. First, existence of 
meets of pre-fixpoints and joins of post-fixpoints is an integral part of the definition of 
a modal p-algebra. On the other hand, it seems unlikely that an elementary characteriza- 
tion of morphisms on the appropriate p-frames can be found to capture exactly this no- 
tion of a homomorphism. The reason is that we then have no way of providing a simple 
characterization of least and largest fixpoints in set-theoretic/topological terms. Thus we 
will impose that 8 preserves the relevant meets and joins, i.e. Q(l\{a~dlp(a)<a}) = 
A{e(a)laE ~2, p(a)<a} and similarly for the relevant joins. To regain fixpoint preser- 
vation we also require that Q(px.p(x)) d ,u_&p(x) and, dually, VX.~~(X) d @vx.p(x)). 
C. Hartonas I Theoretical Computer Science 202 (1998) 193-222 203 
For PMA,-morphisms (strong homomorphisms, corresponding to the smooth homo- 
morphisms of [3]) we require that all the unfoldings be preserved, namely Q(ox’.p(x)) 
= ox”.P(x). This suffices to guarantee that fixpoints are preserved, too. 
Definition 2.7 (Regular representability). A weak modal p-algebra 9 has a regular 
representation iff there is an isomorphism h: 9 Z 9’ with a weak modal p-algebra 
9’ of sets such that for any polynomial p(x)~g’[X] monotone and positive in x 
px.p(x)= n{aESY(p(a)Ca} and vx.p(x)= U(aE53’laC p(a)}. Similarly for a 
strong modal p-algebra. 
We will prove in the sequel that every weak modal p-algebra has a regular repre- 
sentation. We do not know if this is true for strong p-algebras. 
2.2. p-Frames 
2.2.1. Positive modal frames 
Recall first that an ordered Stone space is a compact, totally order-separated space, 
i.e. a triple (X, 6, p) where < is a partial order on X, p is a compact topology on 
X, and if p ifq, then there is a clopen increasing set A such that PEA but q 6 A. X* 
denotes the family of clopen increasing subsets of %. 
If X is a set and 9 is a family of subsets of X we let -9 abbreviate {-AIAE 9}. 
We also define the map G :X --+99(X) by G(~)={AE~]~EA}. The relation C is 
defined by p C q iff G(p) C G(q). 
Definition 2.8. A Priestley pair is a pair of the form (X, 9), where X is a set, 9 is 
a ring of subsets of X such that 
1. O,XE5? 
2. 9 U -63 generates (is a subbasis for) a compact topology p on X 
3. If G(p) = G(q), then p = q, for all p, q EX. 
A Priestley pair is a Stone pair iff the order 5 induced by 9 is discrete. 
Theorem 2.9. If X = (X, 6, z) is an ordered Stone space (where z is the topology) 
then (X,X*) is a Priestley pair and d coincides with the partial order 5 de$ned 
by! p 5 q iff G(p) C G(q). Conversely, if (X, 9%) is a Priestley pair, then (X, C, p) is 
an ordered Stone space and 9 coincides with the family X* of all clopen increasing 
subsets. 
Proof. In the statement, p is the topology generated by taking 9 U -53 as a sub- 
basis. Part (2) of Definition 2.8 implies that C is a partial order (this rules out 
some pathological examples such as 9 = {0,X}). It is immediate that every AELZ 
is clopen and L-increasing. The non-trivial part is that 9 is the collection of all such 
sets. 
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Notice first that 9 is a basis for total separation, i.e. p g q implies that there is a set 
AE 9 such that PEA and q #A. Suppose U is clopen increasing, U # (0,X) 2 9. If 
x E U and y E - U then x g y, since U is C-increasing. Let A,YY E 9 be such that x E A, 
and y E -A,. Hence, keeping x E U fixed, -U C U{ -A, 1 y E - U}. Since U is clopen, 
-U is closed, hence compact since p is a compact topology on X. Let yI , . . . , yn E - U 
such that -U C -A,YY, U . . U -A,!?. Setting A, := A,YJ, n . . n A,8, we thus have 
A, E 9 and -U C -A, for all x E U. Since for each x E U we have XE A, it follows 
that U C U{A,JXE U}. Use compactness again to conclude that U CA,, U . . U A,,,, 
for some XI,... ,xm6U. Let now A=A,, L_J... U A,x ,,,. Then A E 9 and U CA. Also, 
since -U G -A,,, for each i = 1,. . ., m, we obtain -UC-A. Thus U=AE~ and so 
9 =X* is the family of all clopen increasing subsets of X. 0 
Morphisms of Priestley pairs $ : (Y, 9’) 4 (X, 9) can be taken to be the functions 
$: Y -+X such that: (1) If AE58, then I+-‘AEG@’ and if AE - 9, then @-‘As - 9’. 
(2) if q L q’ in Y, then tj(q) & Ic/(q’) holds in X. Assuming the standard definition 
of morphisms of Ordered Stone Spaces (cf. [S]), Theorem 2.9 extends readily to a 
categorical equivalence. 
Proposition 2.10. The maps (X, d , z) H (X,X* ) and (X, 9) H (X, &, p) form an equiv- 
alence of categories between ordered Stone spaces and Priestley pairs. 
We can then make these pairs the base structures for (positive) modal frames. 
Definition 2.11. A descriptive positive modal frame (PMF) is a triple (X,r, 9) where 
(X, 63) is a Priestley pair and r C X2 is a binary relation on X such that 
1. If A E 9, then q A, oA E 9, where we define 
q A := {pIVp’~X(prp’ + P’EA)} (2) 
oA := {pI3p’EX(prp’& P’EA)} (3) 
2. r is closed under the rule: if for all A E 9 both p~oA + p’ EA and p @’ OA + 
p’ #A, then prp’. 
It is routine to verify that 
Lemma 2.12. If (X,r,g) is a PMF, then (9,n,U,&X,o, o) (where 9=X*, by 
Theorem 2.9) is a positive modal algebra (PMA), called the dual algebra of the 
f rame. 
2.2.2. Weak modal p-frames 
Given (X,r, 9) and a fixed set X of indeterminates we consider the set of poly- 
nomials 3[X]. For each (monotone/positive in x) P(x)ELB[X] let !$‘,Pi be defined 
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I$:={AE9~dBEqP(B)~B=L4~B)} (4) 
P,!:={A&IA~P(A)} (5) 
Thus P,’ is the set of post-fixpoints of P(x) in 9 and 5’ is the collection of all lower 
bounds of the set of pre-fixpoints of P(x) in 9. We write c for either I$’ or Pi. Strong 
and weak p-frames can be now defined. 
Definition 2.13. A PMF (X,r, 9) is a descriptive weuk positive modal u-frame (a 
PMF,) iff for every polynomial P(x) E 5?[X] that is monotone/positive in x the smallest 
closed increasing set containing the union UP,’ (for o = p, v) is open. 
Since we will often need to refer to the smallest closed increasing set above some 
set U we introduce the notation Ub for it. Dually, we let ub be the largest open 
increasing subset of U. We use in the sequel the characterization of the dual spaces of 
complete distributive lattices (see [8] on extremally order-disconnected spaces, quoted 
below as Theorem 2.14). 
Theorem 2.14. A distributive lattice 9 is complete @for every open increasing set 
U in its dual ordered Stone space the least closed increasing set Ub above it is open. 
The theorem is a small generalization of the corresponding fact about complete 
Boolean algebras (see Halmos [14, Section 21]), replacing “closed” by “closed in- 
creasing”, and its proof relies on the separation properties of the spaces. In fact, the 
following result is more convenient to use, as it makes direct reference to both meets 
and joins. 
Proposition 2.15. Let (X, &‘) be a Priestley pair and A; E d, for i E I. Then 
1. The meet A := &t Ai exists in .c9 iff the largest open increasing set Ab contained 
in A:= n;,, Ai is closed. 
2. The join B := v,,t Ai exists in d ifs the smallest closed increasing set Vb con- 
taining the union V := U,,, Ai is open. 
Proof. The proof is an adaptation of similar results for Boolean algebras. We give 
some details for the first part. 
If /Ib is closed then it is immediate that Ltb is the meet in question. Conversely, 
suppose the meet A exists. Since A 2 nlE, A, and A is open increasing it follows A 2 Ab. 
Suppose xE &\A. Given yE - /ib it must be that x g y, since !tb is increasing. By 
the order-separation property let A,YY be a clopen increasing set such that x E A,, y E - 
A,,.. Then -nb 5 U{-A_,\~E - A,} and by compactness -nb C_ -A,, U.. . U -A,,, 
for some yjE - &. Set A, = A.XY, n . n A., and notice that -nb C -A,, hence 
A, C Ab. Since A, is clopen increasing and a lower bound of all the Ai in & it must 
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be that A, CA. But XEA, and XE &\A, contradiction. Hence /Ib =A and it is therefore 
closed. 0 
For the purposes of the following theorem, let 8, = P,,! and & = {A E~IP(A) CA}. 
The theorem below underlies our completeness proof in standard Kripke frames for the 
finitary p-calculus, positive or otherwise. 
Theorem 2.16. The following are equivalent for a descriptive positive modal frame 
(Xr,g) 
1. (X, r, 9) is a weak u-frame (a PMF,); 
2. The dual algebra 9 of (X, r, 9) is a weak modal p-algebra (a PMA,); 
3. For every polynomial P(x) E 9[X] that is monotone/positive in x the unions U 4’ 
are closed in the topology induced by 9; 
4. For every polynomial P(x)E LB[X] that is monotone/positive in x the union UP, 
is closed and the intersection n Pp is open. 
Proof. (l)++(2). The condition of Definition 2.13 is tantamount to existence in 9 of 
the joins V p,‘. If cr = v then the join V{A E 9lA C P(A)} = V Pi = (U Pi)b is the largest 
fixpoint vx.P(x). For cr= p, the join delivers the least upper bound of 
the collection of lower bounds of the set of all pre-fixpoints of P(x) in 9, hence 
it is the meet of the set of pre-fixpoints, i.e. the least fixpoint ux.P(x) of P(x) in 9. 
Hence the dual algebra is a weak modal p-algebra. 
Conversely, if the dual algebra is a modal p-algebra then the meet of the set of pre- 
fixpoints and the join of the set of post-fixpoints have to exist in 9 and, by Theorem 
2.14, this means that the smallest closed increasing sets above the unions UP,“, for 
B = p, v, must be open. 
(l)++(2)-+(3). Enough to get (Up,‘)b CUP,‘. For (T=v, by hypothesis vx.P(x) ex- 
ists and it is equal to VP: = (U Pi)b. But vx.P(x) is itself a post-fixpoint, hence 
vx.P(x)~P~ so that vx.P(x) C UP:. Similarly, if a=~ then ,LLX.P(X)=(U$)~E$ 
hence p~.P(x) & UP,‘. Thus ox.P(x) = Ue and the union is closed, in fact a clopen 
increasing set. 
(3)+ 1). Immediate, since then the least closed increasing set above UPO’ is just 
this union of (cl)open (increasing) sets which must then be an open set. 
(3)~(4). Since Pi =P,, we only need to deal with the case B = p. Of course lJ$ 
= ne. (3) implies that ux.P(x) = Ucz( and so fl& is open. Conversely, given Propo- 
sition 2.15, (4) implies that p.x.P(x) = nlj’, and so Up,’ is closed. 0 
2.2.3. Strong modal u-frames 
We turn now to defining strong p-frames. Given a polynomial P(x)E~[X] and 
A ED clearly P(A) E 9 since P(X) is built from intersections, unions and the modal 
operations q , o, and 9 is closed under these operations. The sequence PO(B) = 0 and 
Pn+‘(0) = P(Pn(0)) . IS monotone and lies in 9. The least upper bound P”‘(0) of this 
chain, however, may fail to be in 9. This motivates the following definition: For a limit 
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ordinal 2 or for 3” = CC let Pi(@) be the least closed increasing set above every member 
of {P”(~)\xE ;}. Then the same facts as above guarantee that the unfoldings ~~x’.P(x) 
exist in 9 iff P’(0) is open, for each limit ordinal )b and for 3. = co. Dually, with 
PO(X) =X, P,+t (X) = P(P,J.Y)), we may define Pi(X) to be the least closed increasing 
set above every member of the set {A]YcxE L4 C Pz(X)}. We thus define, for 1. = CC or 
a limit ordinal 
$;, = {P”(0)(u E 3,) 
4;; = {A IVx E iA & P&Y)} 
We write P,“, for either of the above. 
(6) 
(7) 
Definition 2.17. A PMF (X,r,g) is a descriptive strong positive modal p-jkame (a 
PMF,) iff for every polynomial P(X) E 9[X] that is monotone/positive in x and every 
3, = CC or a limit ordinal the sets (U &)b are open. 
Lemma 2.18. A descriptive positive modal frame (_X,r, 9) is a strong p-frame (a 
PMF,) ifl its dual algebra is a strong modal p-algebra. 
Proof. Assume that 9 is a strong p-frame, i.e. (UC:‘,;)” is open, for r~ = p, v and 
for every monotone polynomial P(x). Verify by induction that for all ordinals IX, 
P(0) =p.P.P(x) and, dually, P&Y)= vx’.P(x). The argument reduces to the limit 
case. For example, for CJ = v, P;.(X) = (lJ&Jb = V$, by the hypothesis that the 
frame is a p-frame. Since, by induction, P%(X) = vx”.P(x), for LX E IL, this join is the 
join of all the clopen increasing sets A such that for all cx~ A, A C vx’.P(x). But this 
is simply the meet &, vx”.P(x), in other words P;.(X) = V e’; = vx”.P(x). The same 1 L 
argument shows that, for 3, = XI, Pm(X) = vx.P(x). A similar induction applies to the 
case CJ = ~1, hence the dual algebra is a strong p-algebra. The converse is immediate 
since existence of the approximants oxX.P(x) in 9 implies, by Theorem 2.14, that the 
sets (UP,‘;,)’ must be open. 0 
Remark 2.19. We cannot prove here that ax.P(x) = U c:;,, which would be the ana- 
logue of Theorem 2.16. This is because the sequence of approximants ox”.P(x) is 
strictly monotone up to the closure ordinal, which is why we restated the Hitchcock- 
Park theorem in the form given. Hence, for any limit IL at most as big as the closure 
ordinal the approximant ax’.P(x) is not in the set c;,. It appears then that the “defect” 
sets vet;, - u!$. may well be nonempty. 
We point out that all the relevant results in [3] would continue to hold if the defect 
sets were empty, since the empty set is trivially nowhere dense. But it is never verified 
in [3] that the defect sets are indeed nonempty, which is what makes the models 
non-standard. 
Proposition 2.20. Assume (X,r, 9) is a strong p-jiame and let P(x)E~[X] be 
monotone/positive in x. Let i be a limit ordinal at most as big as the closure ordinal 
208 C. Hartonas I Theoretical Computer Science 202 (I 998) 193-222 
of the unfolding (ox”.P(~)),~,. Then the defect sets ,u&.P(x) - IJ{,u.x”.P(x)~rx~~~} 
and, dually, n{ vx*.P(x)lccE;1} - vx’.P(x) are nonempty. 
Proof. In the case of least fixpoints, if the defect set is empty then {,ax”.P(x)~a~R} is 
an open cover of ,nx”.P(x) and since ux.P(x) is closed, hence compact, we can find a 
finite subcover. Let then xi E . E cc,, E ;1 be finitely many ordinals such that ,ux’.P(x) 
can be written as the union lJi:y px”.P(x). But this union is equal to px’“.P(x) and 
hence we obtain ,u_+~.P(x) = pxi.P(x) contradicting the fact that for a E 1 d K (where 
K is the closure ordinal) we must have ,nx”.P(x) < ,nx’.P(x). 
For 0 = v, if vx’.P(x) = nnEi, vx”.P(x), then -vx’.P(x) = lJIEl -vx”.P(x). Use com- 
pactness again to get that for some c( E 3, we would then have vx’.P(x) = vx’.P(x) which 
is impossible since below the closure ordinal the sequence is strictly decreasing. 0 
A direct proof is possible but we will be content to deduce from the preceding 
discussion the following: 
Corollary 2.21. Every strong u-frame is also a weak p-frame. 
3. The duality of p-algebras and p-frames 
We will define morphisms of p-frames in the course of the duality to be presented. 
We first verify that there are appropriate isomorphisms 92(9*)* and %“g(%*)*, 
i.e. that every p-algebra (of either kind) is isomorphic to its second dual and similarly 
for p-frames. 
3.1. Duality for objects 
3.1.1. The isomorphism of p-algebras with their second duals 
Since the argument for weak and strong ,u-algebras is roughly the same we may 
slightly abuse notation and write PMA, to indicate the class of either weak (PMA,) 
or strong (PMA,) modal p-algebras. 
Given d EPMA, let X = d* be the set of prime filters of d and H the Stone 
representation map: H(a) = {p~x(a~ p}. It is sometimes convenient to write H(d) 
rather than (d*)* (recall that X* is the family of clopen increasing subsets of X). 
With the topology r induced by the subbasis Y = {H(a)laEd} U {-H(a’)la’E&}, 
X=(X, 6, z) is a compact and totally order-separated space. The order d is set- 
theoretic inclusion. The family X* = (&‘* )* of clopen increasing subsets of X forms 
a distributive lattice and the representation map H is a 01-isomorphism (i.e. bound 
preserving isomorphism) of bounded distributive lattices. If the lattice is a Boolean 
algebra, then the order is discrete and the space is compact and totally separated, also 
known as a Stone (Boolean) space. The Boolean algebra is then isomorphic to the 
Boolean algebra of compact-opens via the same representation map. 
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To extend the representation to the case of classical modal algebras (furnished with a 
boolean complementation operator) one defines a binary relation r on X which induces 
the operators q , o defined on a subset U CX by Eqs. (2) and (3). We use the notation 
q , o, same as for the operators in the modal algebra, but context will always make it 
clear what the intended meaning is. There is a choice in defining r using either of the 
definitions 
pr,p’ iff tiaEd(oaEp * aEp’) 
pr,p’ iff VaEd(oa$p*a@p’) 
(8) 
(9) 
since in the presence of classical negation it is immediate that r. = rO. Aiming at re- 
gaining the classical modal duality we now define r = rg nr, , as in Dunn’s recent report 
[lo] of a Henkin-style completeness proof for positive modal logic. Strictly speaking 
Dunn defines r in a slightly different way since he prefers to work with maximally 
disjoint pairs of “theories” and “counter-theories”. In an algebraic setting these become 
pairs consisting of a prime filter and its complement and so we find no compelling 
reason to use pairs. Using the relation r we may then define the operators q and o 
on all subsets of X by (2) and (3). The non-trivial part is to verify that the clopen- 
increasing subsets are closed under these operations and that H is an isomorphism of 
positive modal algebras. The proof is given in Proposition 3.1. Our proof differs only 
slightly from that of [lo], but it is best to give details. 
Proposition 3.1. For any aEd, OH(a)= H(oa) and oH(a)=H(oa). 
Proof. Expand the two identities using definitions and observe that one direction of 
each is trivial. It suffices to show the following: 
0aEp * L!q(prq&aEq) (10) 
q a$p * lq(prq&a@q) (11) 
To show the first, assume oa~p and let F={blob~p} and J={b’lob’$!p}. 
Clearly F is a filter and J is an ideal. If they are not disjoint, let b dc, bc F, CE J. By 
choice of b, c and by hypothesis o a r\ob E p and o c # p. But if b < c, then a A b 6 b < c. 
Hence oa A q b < o(a A b) < o b < oc and thus oc E p, contradiction. Since by hypoth- 
esis a # J we now consider K = F U {a} and J. Then K and J are separated (the 
filter generated by K does not intersect the ideal I), essentially by the same argument 
that showed F I-T J = 8. Hence there is a prime filter q such that F U {a} = K C q and 
q n J = 0. From this it follows that a E q and prq. 
To show the second just dualize the argument. Assume q a @ p, let F, J be as above 
and suppose b <c, for some bc F and CEJ. Then b bc<a V c, hence q b bo(a V 
c) <oa v oc E - p, using our case assumption. Since -p is a (prime) ideal we get 
q bE - p, contradicting bEF. Now consider the pair (F,Z) where I = J U {a} and, by 
essentially the same argument that showed disjointness of F and J conclude that F 
does not intersect the ideal generated by I. Let then q be a prime filter such that F 5 q 
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and q n I = 0. Dualizing, I C -q and F fl (-4) = 0. It is immediate again that this is 
the q we need. 0 
Proposition 3.1 establishes a representation theorem for positive modal algebras. 
Since d !ZHH(d), there is a bijection ii: d[X] 21 H(d)[X]. Given a polynomial 
p(x)~d[X], g replaces every a~ d occurring in p(x) by H(a) and leaves the vari- 
ables alone while replacing the lattice and modal operators by their set-theoretic coun- 
terparts. If p : X -+ d is an assignment of values to indeterminates, then p gives rise 
(by induction) to an evaluation map (still denoted by p) p : sd[X] + d and then also 
to an evaluation map b : H(d)[X] + H(d) such that @p(X) = Hpp(X). Obviously 
then, b(x) =Hp(x), e.g. if x R a, then b(x) =H(a). 
Lemma 3.2. Let p(x) E &[X] be a polynomial, monotone and positive in the indeter- 
minate x. Then H(ax.p(x)) = ox.sp(x), for o = p or (T = v. 
Proof. Suppose a E.& is a fixpoint of p(x), i.e. a = p(a) and let p be an assignment 
such that px = a. Let also P(x)E H(&)[X] be P(X) = gp(x). Then by a = p(a) we have 
H(a) = Hp(a) = Hpp(x) = @p(x) = fiP(x) = P(H(a)), that is fixpoints are preserved 
by the representation map. Since H is order preserving least (greatest) fixpoints of 
p(x) are taken to least (respectively, greatest) fixpoints of P(x). 0 
Since H is an isomorphism it preserves all existing meets and joins. ’ Hence, if 
d is a strong modal p algebra, ~EPMA,, then so is H(d) and for each monotone 
polynomial pi d[X] the isomorphism H : d E H(d) preserves all the unfoldings: 
H(cr~~.p(x))=ax”.kp(x). Similarly, if d is a weak p-algebra. We conclude with the 
following, where we slightly abuse notation again and write PMF, for either the strong 
(PMF,) or the weak (PMF,) modal p-frames. In the statement of the corollary below 
(T is of course to be understood in the same way both on the algebra and on the frame 
side. 
Corollary 3.3. Zf d E PMA,, then sl* E PMF, and the representation map H is 
isomorphism H : d Z (d*)*. 
an 
Proof. That the duals of weak/strong p-algebras are, respectively, weak/strong IJ- 
frames follows by Theorem 2.16 and Lemma 2.18, given the isomorphism H : d 
“(d*)*. 0 
’ H embeds the original p-algebra in a complete lattice. By preservation of meets and joins we do not 
mean to say that an existing e.g. join in the p-algebra is taken to the corresponding join in the complete 
lattice. Such a property, called regularity of the embedding, is too strong. It is known that it is false that 
every distributive lattice can be regularly embeded in a complete distributive lattice, see [4]. What we mean 
rather is simply that the join exists in the original algebra iff it does in the image, under H, of that algebra. 
The join in the image may well of course fail to be the join in the complete lattice. This is indeed the case 
for strong n-algebras. For weak /c-algebras we obtain a regular representation in the sense of Definition 2.7, 
see Theorem 3.4. 
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Combining results we have already proven we obtain the following theorem. 
Theorem 3.4 (Regular representation for weak modal p-algebras). Every weak modal 
p-algebra has a regular representation. 
Proof. Given a weak modal p-algebra d its second dual (&‘* )* = H(d) is also a 
weak modal p-algebra. Theorem 2.16 tells us that for every polynomial P(X) E H(d) 
[X] that is monotone/positive in x the least and greatest fixpoints are then given by 
px.P(x) = n{A EH(Jz?)~P(A) c A} and vx.P(x) = U{A EH(S)IA C_ P(A)} 
Hence H delivers a regular representation for ~4, in the sense of Definition 2.7. 0 
We do not know whether strong modal p-algebras have regular representations. Our 
own argument has led to a non-regular representation in this case as we have already 
verified in Proposition 2.20. 
3.1.2. The isomorphism of p-frames with their second duals 
Given a frame 3 = (X, s, 9) E PMF,, by Theorem 2.16 and Lemma 2.18 it fol- 
lows that the dual algebra 9 = !Z* of the frame is in PMA,. We verify that there 
is an isomorphism, in the appropriate sense, G : ?X 2 (.X* )*. G must be an order- 
homeomorphism, that is both G and G-’ must be continuous and it must furthermore 
satisfy: 
(1) p C q in !Z iff G(p) C G(q) in (X*)*, and 
(2) psq in J iff G(p)rG(q) in (X*)*, where Y is defined as in the representation of 
PMAs. 
We adopt the term modal, order-homeomorphism for a map satisfying the above. 
Proposition 3.5. If(%,s, $9) is u PMF,, then ?l^* E PMA, and the map G : % + (ST”* )* 
defined by G(~)={AE~~~EA} 1s a modal order-homeomorphism G : X 2 (S* >*. 
Proof. We use p,q, etc. for points in ?Y and P, Q, etc. for points of its double 
dual (X*)*. For each pgX, G(p) is a prime filter of 5? =X* and G is an order- 
homeomorphism, by [26], given also Theorem 2.9. It remains to show that psp’ iff 
G( p)rG(p’). r is the binary relation defined on (X*)* as the intersection Y = rc: n rO , 
where 
Pr,Q iff VAECB(oAEP +AEQ) 
Pr,Q iff VAEg(AEQ + oAEP) 
We first verify that psp’ + G(p)r, G(p’). 
(12) 
(13) 
Assume psp’. The consequent is equivalent to VA E 2(oA E G(p) + A E G(p’)), by 
definition. By definition of G this is equivalent to VA E 9(p EDA + p’ EA). So let 
A E 9 be any increasing clopen such that p EDA. Since p~oA H ‘dp’(psp’ implies 
p’ EA) and since we assume psp’ the conclusion p’ EA follows. 
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To show psp’ + G(p)r, G(p’), assume psp’ and let AE 9, arbitrary. We need to 
show that A E G(p’) + OA E G(p) which is equivalent to p’ EA + pi oA and also, 
by contraposing, to p @ oA + p’ +T! A. If p 6 oA and since psp’ is assumed, it follows 
that if p’ E A then Llp’(pSp’ & p’ E A). Hence p E oA, contrary to hypothesis. Thus the 
conclusion p’ @A follows. Hence we may conclude that psp’ + G(p)rG(p’). 
The converse G(p)r, G(p’) & G( p)R, G( p’) + psp’ follows from the definitions 
of Ye, yO together with the closure rule (2.) in the Definition 2.11 of descriptive 
frames. 0 
Note that, regarding the ~-structure, given ~YEPMF, by Lemmas 2.16 and 2.18 its 
dual p-algebra is in PMA,. By Corollary 3.3, the double dual (X*)* of Z?.” is also in 
PMF,. Since the map G is a homeomorphism the smallest closed increasing sets above 
the relevant unions (Definitions 2.13 and 2.17) are open in 9” iff their images under 
G are open in (X*)*. This observation is the basis for our definition of morphisms of 
p-frames, given in the next section. 
3.2. Full duality results 
Since the duality for p-algebras and p-frames is based on the duality for positive 
modal algebras we begin with the base modal duality. 
3.2.1. Morphisms of positive modal frames and full duality 
A morphism $J : (Y, s, a) --+ (X, r, d) of descriptive positive modal frames (a PMF- 
morphism) is a morphism of the underlying Priestley pairs subject to some additional 
requirements. In detail, 4 is a PMF-morphism iff 
1. 4-‘(d) C 99 and 4-‘(-d) C -8 (continuity) 
2. q C, q’ implies $(q) LY d(q’) (monotonicity) 
3. qsq’ implies &q)r4(q’) (relation preservation) 
4. For any AEdU-d 
VqEYgq’E YvpEX([ti(q)rp&(qsq’ + &q’)EA)l + PEA) 
(quasi-boundedness) 
where recall that q C, q’ iff G(q) C G(q’) iff VB E.@(~E B + q’ EB) and similarly for 
C,i. The last condition (quasi-boundedness) has been written in this form for compar- 
ison with the condition for bounded morphisms of the classical modal duality. 
Remark 3.6 (Bounded morphisms). In the positive framework quasi-bounded mor- 
phisms replace the bounded morphisms of classical modal duality, where recall that 4 
is a bounded morphism just in case 
d44)rp * W(qsq’ & P = 4(d)) (14) 
Bounded morphisms are exactly the natural transition system morphisms when the latter 
are viewed as coalgebras for the functor Pow(Act x -) where Pow is the powerset 
functor on classes and Act is a fixed set of action labels. Relation preservation and 
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quasi-boundedness enforce that the dual @* := 4-l of a PMF-morphism respects the 
modalities, i.e. $*(oA) =@*(A) and 04*(A) = b*( oA). The inclusions left-to-right 
follow by relation preservation. The problematic directions are the converse, which we 
have rather directly enforced with the quasi-boundedness condition. A morphism is 
quasi-bounded just in case these inclusions obtain. In the Boolean case, a morphism 
is bounded if’ end on/y if’ its inverse image is a homomorphism of the dual modal 
algebras. This can be deduced from the classical modal duality (using of course the 
fact that the dual of a modal algebra homomorphism is a bounded morphism). 
In the positive algebra setting boundedness turns out to be too strong a requirement. 
Indeed suppose % : a2 + W is a PMA-morphism and let %* : a* + A!‘* be its dual. Let 
7,s be the relations defined on zI* and 8*, respectively. Assuming %*(q)rp and given 
the definition of the representation relations r and s we need to produce a prime filter 
q’ of ~9 which must at least contain the filter F = {b / q beq} and be disjoint from the 
ideal J = {b’l o b’ 6 q>. The requirements F C q’ and q’ n J = 8 are equivalent to qsq’. 
Of course we need to be concerned about getting p = %*(q’), which means that we at 
least want to augment F and J to F’ = F U B(p) and J’ = J U fI( -p). Before getting 
carried away, however, we must observe that there is no way to argue that F nJ = 8. 
For if b bc, where obeq, oc $4 then unless at least one of b, c is of the form %a for 
some a~_&, the hypothesis %*(q)rp cannot be used at all. 
In conclusion, relation preservation and quasi-boundedness are together equivalent 
to the requirement that the dual of the morphism be a modal homomorphism. In the 
Boolean case, relation preservation and boundedness are equivalent to the requirement 
that the dual of the morphism be a homomorphism of modal algebras. We can then 
be at least reassured that in changing the nature of the frame morphisms we do not 
risk disturbing the classical modal duality which can be still obtained as a special case 
(when the lattice is boolean). 
The proofs of the two lemmas below can be safely left to the reader, following from 
definitions by standard set-theoretic arguments. 
Lemma 3.7. Ij’ 0: d -+ 93 is u PMA-morphism, then its dual %* := 8%’ is u PMF- 
morphism. Similarly, the dual c$* := 4-l of a PMF-morphism c$ : (Y, s, 4?) + (X, r, L&) 
is u homomorphism of positive modul algebrus. 
Lemma 3.8. If 0 : d + 9 is a morphism of positive modal algebras then (%* )*H(a) = 
H(%a). Simihrly, if ~$1 VY + .F is u morphism of positive modal frames, then (I$*)* 
G(q) = G($q). 
Hence we may conclude with a duality theorem for positive modal algebras. 
Theorem 3.9. The functors (-)* : PMA --) PMF and (-)* : PMF + PMA form a 
duality of the categories of descriptive positive modal frames (PMF) with continuous, 
order-preserving, relution-preserving and quasi-bounded morphisms and positive modal 
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algebras (PMA) with the usual homomorphisms. Further, this duality restricts to the 
classical modal duality between MA and MF in the Boolean case. 
3.2.2. Morphisms of p-frames and full duality 
The following definition of upper and lower quasi-boundaries will be useful in stating 
conditions for the preservation of existing meets and joins. 
Definition 3.10 (Quasi-boundaries). For any subset U CX we define the upper quasi- 
boundary ab U as the set-theoretic difference between the least closed increasing set U b 
containing U and the topological interior of U: dbU = Ub\Int(U). The lower quasi- 
boundary dbU of U is defined dually as &U = cl(U)\&, i.e. as the difference between 
the topological closure of U and the largest open increasing subset of U. 
With discrete order upper and lower quasi-boundaries collapse to the usual topolog- 
ical boundary. 
Theorem 3.11. Let 4 : (Y, s, ii?) + (X, r, &‘) be a morphism of positive modal frames, 
A; E&, for ig I, and assume that A := viEI A; and A’:= AiEIA; exist in d. Then 
a necessary and suficient condition for c$* to preserve the above meet and join 
is that 4*ab(UiEl A;) = db4*(UiEl A;) and, dually, (h*ab(& A;) = ab4*<njEI A;). In 
the case of Boolean underlying spaces we can restrict to joins and the condition can 
be simplified to the requirement that the indicated boundaries be mapped to nowhere 
dense sets. 
Proof. The join ViE, A,, assuming it exists, coincides with the set (U;,--A;)b. Since 
(U;c,A;)b = ab(LJ;crA;) U (U;crA;) an inverse maps preserve unions, assuming that d 
4* commutes with the upper quasi-boundary we get that $*(V;,, A,) = ab(UiG1 4*A;)U 
(U;,, d*A;). Th e a 1 tt er is just (U;,, 4*A;)b which must be open, since $ is continuous. 
Therefore, by the proof of Proposition 2.15 it is equal to the join Vi,, 4*x4; and so 
4” preserves the join. 
Conversely, assume c$*(V;,~A;)= ViEI 4*A; and let A0 := UiEIAi and Bo := UiEI 
4*Ai. Thus A = ViEI Ai =A: and by hypothesis $*A; = Bh. Then, since inverse maps 
preserve set-theoretic difference, 4*dbAo = $*(Ai\Ao) = $*Ai\4*Ao = Bi\Bo = dbBo. 
In other words 4*ab(UiEl A;) = ab$*(UiE, A;). 
For the case of meets, if 4* commutes with the lower quasi-boundary as in the 
statement of the theorem, then use the fact that A-4; = (nA;)b = nA;\&(nA;) to 
conclude that the meet of the A; is preserved. For the converse, use the definition of 
the lower quasi-boundary &(nA;) = nAi\(nAi)b ( . since the intersection is a closed 
set) to conclude that if the meet is preserved, then 4*&(r)iEIA;)= ab$*(n;,,A;). 
In the Boolean case quasi-boundaries are usual boundaries and the result is known 
(cf. [14]). 0 
Recall that given a p-frame (X, r, ~2) and P(X) E d[X] the sets Pp, P, are defined by 
P,:={A&&lP(A)C:A}, P”:={AE&~ACP(A)} (15) 
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and define also Po,j,, Pt,,j,, where i, = cc or a limit ordinal, as follows: 
P,l,j, = {p_X”.P(X)lZ E L}, P,,., = {px”Iy.P(x)\x E >*}. (16) 
Morphisms of weak/strong p-frames can be now defined. 
Definition 3.12. 1. A map 4 : (Y, s. 9) 4 (X, Y, &) between weak p-frames is a mor- 
phism in PMF, iff it is a PMF-morphism and in addition, for every polynomial P(x) 
in .&‘[X] that is monotone/positive in x and where F(X) = $*P(x) 
n I$*P~ c n & and, dually, U FV c U rp*&, 
where q5*Pp = {4*AIA E Pp} and similarly for $*PV. 
2. If the frames are strong p-frames, then 4 is a morphism in PMF, iff it is a 
PMF-morphism and, in addition, for every monotone polynomial P(x) E &‘[X], 
4*@ (up,,;.) = ab4* (uk) and $*ab (nC:i) =abti* (n&i) 
that is to say 4* commutes with the appropriate quasi-boundaries. 
Proposition 3.13. If qb : (Y, s, B) -+ (X, r, A) 1s a morphism of weak/strong p-frames, 
then its inverse 4-l : d + &? is a morphism of weak/strong modal p-algebras. 
Proof. Suppose first that 4 is a morphism of strong p-frames, in the sense of Definition 
2.17. By Lemma 2.18 this is equivalent to the existence of all unfoldings for least and 
largest fixpoints of polynomials on the dual algebras. By Proposition 2.15 the approx- 
imants for ,I= 03 or a limit ordinal are px”.P(x) = (IJ P,,J,)~ and vx”.P(x) = (n P,,,;,)b. 
Then use Theorem 3.11 and the definition of morphisms for strong p-frames to con- 
clude that all the unfoldings are preserved and so 4 is a homomorphism of strong 
p-algebras. 
If 4 is a morphism of weak p-frames, then its inverse preserves the meet of pre- 
fixpoints and the join of post-fixpoints, since by Theorem 3.4 these are unions and 
intersections in this case, for any polynomial P(x) E &[X] that is monotone/positive in 
x. This implies the inclusions px.4*P(x) C cj*(px.P(x)) and $*(vx.P(x)) C vx.cj*P(x). 
The converse inclusions follow by preservation of intersection/unions under inverse 
maps. 0 
Proposition 3.14. Ij”8 : 92 + 9 is u morphism of weak modal p-algebras, then 8-l := c$ 
is a PMF,-morphism on their dual p-frames. Similarly for strong modal p-algebras. 
Proof. Combining Theorem 3.11 and Proposition 3.13 one gets the stronger state- 
ment that 4 is a weak/strong p-frame morphism iff its inverse is a homomorphism of 
weak/strong modal p-algebras. The rest follows from the fact that the representation 
map H is an isomorphism of a given algebra with its second dual (Corollary 3.3) using 
also Lemma 3.8. 0 
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Hence we have, again slightly abusing notation and writing PMF,, PMA, for both 
weak/strong ,u-frames/algebras. 
Theorem 3.15. The functors (-)* : PMA, ---f PMF, and (-)* : PMF, + PMA, form 
dualities between the categories of weak/strong p-algebras and weak/strong 
p-frames. Further, the duality restricts to a duality between MA, and MF, in the 
Boolean case. 
4. Further issues, applications and conclusions 
4.1. Boolean modal p-algebras 
Our duality for positive modal algebras specializes to the classical modal duality 
when the lattice structure is Boolean. This follows from (i) the fact that the repre- 
sentation relation r was defined as the intersection of two relations that coincide if 
the lattice is a Boolean algebra, (ii) the fact that the quasi-bounded morphisms of 
our positive modal frames reduce to the bounded morphisms in the Boolean case, and 
(iii) the fact that Priestley pairs, equivalent to ordered Stone spaces, become Stone 
spaces in the Boolean case. The duality for p-frames then also specializes to a duality 
for Boolean p-frames, a number of features becoming easier to describe in this case. 
The weak descriptive p-frames, in the Boolean setting, are the descriptive frames of 
Goldblatt [ 1 l] in which the unions UP, (P(x) a polynomial that is monotone/positive 
in x) are closed. And we have shown, rather than building it into the very defini- 
tion, that this is equivalent to the requirement that their dual algebras are weak modal 
p-algebras. Apart from a characterization of the spaces as such, the description of 
morphisms of weak p-frames is rather simple: they are (in the Boolean case) the 
bounded morphisms of classical modal duality that satisfy n @*PI C nf;( and, dually, 
Up,, & U $*P,,, where F(X) = ASP. We have thus provided an explicit duality for 
the Boolean case, missing in [3], while also extending to the mere distributive lat- 
tice setting. Further, by demonstrating that the defect sets in the weak p-frame case 
are empty we can prove completeness of the finitary p-calculus in a natural Kripke 
semantics. 
The situation with strong p-frames in the Boolean framework is similar. Our mor- 
phisms coincide with those of [3] while the duality has been improved by providing 
a characterization of these frames in terms of their intrinsic structure, rather than by 
directly appealing to the nature of their dual algebras. The duality for both weak 
and strong p-algebras is somewhat more complicated in the mere distributive lat- 
tice case, but this should be expected since the absence of complementation and 
the subsequent partial ordering of the spaces are bound to create additional 
difficulties. 
Finally, having removed syntax-dependence in the definition of p-algebras we have 
clarified and characterized in a simple manner the algebraic models for p-logics. 
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4.2. Extensions and completeness results 
4.2.1. Non-stundard modal p-calculi 
The negation-free calculi, finitary or infinitary, are of independent interest. As pointed 
out in the introduction, all the interesting examples usually given of properties of pro- 
cesses expressible in the p-language do not explicitly involve negation and can be 
expressed in a language that admits both least and largest fixpoint operators (or the 
appropriate approximants thereof) as primitive. Further, the greater significance of com- 
pleteness and duality for the positive n-calculi, as opposed to their classical extensions, 
lies in the fact that there is potential usefulness in connection with extensions with fix- 
point operators of other types of modal systems successfully used as logics of properties 
for processes. This includes, for example, the intuitionistic version of Hennessy-Milner 
logic studied by Stirling [30] and the relevant logic of programms studied by Dam 
[6.7]. Further, in-between the Boolean modal p-calculi and their positive reducts there 
is a number of possible systems admitting some form or other of weak negation that 
should prove useful in making more subtle distinctions. The duality (and subsequent 
completeness) results we have presented can be extended in these directions, using 
known results (duality for Heyting algebras, corresponding to intuitionistic logic, see 
[8], or for distributive lattices furnished with a relevant implication, see the Kripke se- 
mantics for relevance logic [9] and Urquhart’s duality [32], or for distributive lattices 
with weak negation, see [31]). It is further hoped that the duality presented here can 
be related to Abramsky’s work, since the latter is based on distributive, rather than 
Boolean, lattice duality. 
Needless to say, our results, have established soundness and completeness theorems 
for the finitary and infinitary modal p-calculi of Kozen [21] in algebraic and transition 
system semantics (Kripke frames). They have also established a strict equivalence 
between algebraic and transition system semantics, showing how to construct from 
every algebraic model a semantically equivalent transition system model and the other 
way round. In the rest of this section we make explicit the completeness results that 
can be derived from our duality arguments, restricting to the finitary p-calculus which 
appears to have a smoother semantics. 
4.2.2. Language and semantics for the finitary p-calculus 
Fix a set Var of variables, a set At of atoms disjoint from Var and a set Act of 
program constants (basic actions). The formulae of the negation-free finitary p-calculus 
include variables and atomic propositions and are inductively closed under the usual 
rules for A, V, (a), [a] and under the rule: if 4(x) is a formula, then both P.~(x) and 
VX.~(X) are formulae. The classical calculus includes a negation operator 1 and the 
set of formulae is closed under the obvious rule. A syntactic restriction is imposed on 
fixpoint terms ax.$(x), namely that x must occur positively (i.e. within an even scope 
of negations) in C#J. The operator CL- is a variable binding operator. 
The standard semantic structures for the language are transition systems over Act, 
i.e. structures of the form (X,(3) aEAcr), where 5 is a binary relation on X, for 
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each a E Act. Members of X are thought of as processes/agents and subsets of X 
as properties of processes. Thus sentences (closed formulae) of the p-language are 
interpreted as subsets. An interpretation I in (X, (3)a EAcf) is a map from variables 
and atomic sentences to subsets of X, recursively extended to all sentences by the 
schema: 
x1 = I(x) (x a variable) and 4’ = I(4) (4 an atom) 
((a)~)‘={PEXI3q(p~iqqqE’)} 
([a]f$)’ = {p EXIVq (p 3 q implies q E 4’)) 
(P--d(x)) = nw’l(4rx := IcII>’ c $9 
NMx>>’ = UW$’ c (4b := $I>‘> 
and if Boolean negation is present 
(7$)’ =X - qs 
A model J&’ is a pair consisting of a transition system X (an indexed Kripke frame) 
and an interpretation I. As usual, we write p k,,,, #J iff p E 4’ CX, and p k,- #I iff 
for every interpretation I in X we have p b,\.,, 4. Similarly, we say that 4 kY,, $ iff 
4’ s $’ C X, and 4 k,,. $ iff for every interpretation I in X we have 4 k,, $. Then 
4 b $ means that for every transition system (X, ($)aE~cf) we have 4 k, $. 
The positive finitary p-calculus Zz, semantically specified, is the set of all pairs 
(4, $) in the fragment of the language without negation such that $J + II/. 9; is the 
system with Boolean negation included. We write 4 <$ (instead of the more usual 
4 I- $) rather than using the ordered pair notation. 
Kozen [21] interprets a fixpoint term p.4 as the intersection of all pre-fixpoints, 
i.e. (p.4)” = n{U CXI@~rX’Cul (U) C U}, and similarly for vx.4. It should be clear 
that the interpretation defined by Kozen has the property that (P.c$)~- = n{$~iY 1(&x 
:= $1)” c. $,” } holds. H owever, the converse is not in general true. In other words, the 
interpretation we define in terms of definable pre-fixpoints will not in general coincide 
with the intersection of all pre-fixpoints. The duality argument we presented does not 
deliver a completeness theorem in the standard semantics just like Kozen’s duality 
for separable dynamic algebras [20] does not deliver a completeness for PDL in the 
standard semantics. On the completeness front they both serve to explicitate just what 
the subleties involved in the completeness proof are. 
Kozen proposes an axiomatization for 9’fi which, in the positive case 9; is the 
following: 
1. Axioms for distributive lattices (resp. Boolean algebras); 
2. Axioms for positive minimal modal logic, as in our axiomatization of PMAs; 
3. Axioms and induction rules for the fixpoint operators, as in Table 1. 
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4.2.3. Completeness proof 
It is immediate that the axioms and rules are sound in the standard models. To prove 
completeness for Kozen’s axiomatization in the semantics we have specified above we 
need to show that if 4 /= $ then 4 < $ follows by equational reasoning from the axioms 
and rules provided. We show that if $<$ is not derivable in the system, then there 
is a transition system (X,(3) oE~c,) and an interpretation I such that c$’ $ $‘. 
First we show that the Lindenbaum algebra of 9’; (resp. of Yil) is a weak positive 
(resp. Boolean) modal p-algebra. 
Lemma 4.1. If 4(x) has x as its sole free variable, then 
U~#x)ll =/Ma E ~l[rO)ll (a)Ga) and 
Evx.W)ll =V{a E 40 G II4(x>ll (a>} 
assuming x occurs positively in 4(x). 
Proof. The assumption that x occurs positively in 4(x) is only needed for the logic 
with negation, ZP. 
BY definition, E$(x)Il (ltcuc.~(x)1) = U~(cuc.~(x))ll. Since &ruc.$(x))<~.&x) it 
follows that iJ~.~(x)jl E {a E -“41[T&x)j (~)<a}, hence A{Q E &l[f+)jj (~)<a} d 
[Tp.$(x)& For the converse, if a = [$I is such that [4(x)JJ (a) <a, then &II/) d $ 
and so by the induction rule P.&X) d $. Thus [[p.&x)j < [1$jj = a. The obvious dual 
argument applies to the case of the largest fixpoint operator v. 0 
Lemma 4.2. (T&x)sJ E d[X] and every polynomial p(x) E d[X] is of this j&m. 
Proof. The first part is obvious. For the converse, proceed by induction on a polyno- 
mial p(x) E .vY[X], i.e. by induction on the formation of &[X]. 0 
Theorem 4.3. The Lindenbaum algebra of P’!F (resp. of Y,,) is a weak positive (resp. 
Boolean) modal p-algebra. 
Proof. Let .Ca be the Lindenbaum algebra of 9’: (or d;v,) and denote by I[$] the 
equivalence class of 4, under provability in 9: (resp. in _Y/,). Then S/ is a posi- 
tive (resp. Boolean) modal algebra with operations A, V, [a], (a) (and -) defined in 
the usual way on equivalence classes. The map 1-1 extends to all formulae in a 
standard way, by defining I[$(Z)jl(C) = [[&X)ne,,-:ZUl where X is an n-ary sequence of 
variables xi . .x,, E is similarly an n-tuple al . . . arr E.M’” and the maps [-]le, where 
e : X + A is a variable assignment (an environment), are defined by structural induc- 
tion: [$I, = I[$JJ if C$ is closed, [xl, = e(x) and then by the natural inductive clauses 
for compound formulae. In particular, given ax&x, j) and e such that e( yi) = [rc/ij 
we let [0x.&x, jqn, = [ax&(x, ~)[yi := &] 1. 
Given a polynomial p(x) E d[X], let p(x) = U&x)& for some 4. We have shown 
in Lemmas 4.1 and 4.2 that assuming x occurs positively [p.&x)n and [vx.$(x)]l are 
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the least and greatest, respectively, fixpoints of p(x) and they are, respectively, the 
meet of the set of pre-fixpoints and the join of the set of all post-fixpoints. Hence d 
is a weak positive (resp. Boolean) modal p-algebra. Cl 
We might as well list the following: 
Theorem 4.4 (Completeness in algebraic semantics). The positive (Boolean) modal 
p-calculus is sound and complete in weak positive (Boolean) modal p-algebras. 
Theorem 4.3, combined with earlier results of the present report, provides us with a 
completeness theorem. 
Theorem 4.5 (Completeness in Kripke semantics). Kozen’s axiomatization of the 
jinitary modal ~-calculus _YP as well as the obvious modi$ation jbr the negation-free 
calculus 2’: are both complete in the Kripke semantics CLS previously speci$ed. 
Proof. Let [E41 be the equivalence class of the sentence 4. We have shown (Theorem 
3.4) that every weak k-algebra has a regular representation, in the sense of Definition 
2.7. In fact, the Stone representation of weak p-algebras that we have presented is 
such. By Theorem 4.3 the Lindenbaum algebra of the finitary calculus is a weak p- 
algebra. Our frame then is simply the system (X,(3)nE~cr) where X is the set of prime 
filters of the Lindenbaum algebra d of the logic _I?:. Each relation is defined as in 
Section 3.1.1. The interpretation we choose is the composition of the representation 
map H with the map [[--]I, i.e. we set 4’ =H([T$J). Since both 1-1 and H respect 
the propositional and modal operators, so does I. Further, given that the Lindenbaum 
algebra d is a weak modal p-algebra, ~,u.x.~(x)~ is the meet in & of the set of pre- 
fixpoints of the polynomial function I[&)$ Hence H takes it to the intersection of the 
set of pre-fixpoints in the second dual of d. Similarly for the largest fixpoint operator 
v. This shows that I satisfies the recursive clauses required for interpretations. Hence 
we have constructed a model A. Since 4<$ is provable iff [@I <[41 holds in the 
Lindenbaum algebra, and since H is an isomorphism of d with its second dual, it 
follows that 4 < $ is provable iff 4’ C_ $‘. This establishes completeness. Needless to 
say, if the calculus includes Boolean negation, then the same argument applies since 
the representation we have presented specializes to the Boolean case. 0 
4.3. Conclusions 
We defined algebraic and Kripke semantics for both the finitary and infinitary modal 
p-calculus. Our duality argument for weak/strong (positive) modal p-algebras has 
resulted in a regular representation of weak algebras from which we derived a com- 
pleteness theorem for the finitary (negation-free or not) p-calculus improving and ex- 
tending the corresponding result of [3]. We verified that the Stone representation for 
strong p-algebras yields non-standard frames in the sense that the representations of 
the approximants ox”.p(x) are not unions/intersections. The Boolean case is derived 
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by specialization of our arguments, given for the more general mere distributive lattice 
case. This allows, combining with other published results, to have extensions of the 
results reported here to variants of the p-calculus on a propositional basis that may 
include a weaker form of negation (e.g. a pseudo-complementation operator, or a de 
Morgan negation). It also allows for extensions to cases where the propositional basis 
is not classical but perhaps intuitionistic or relevant. As far as the duality argument is 
concerned, our results extend and improve those published in [3]. Further, our com- 
pleteness argument for the finitary /L-calculus while it is weaker than that first proven 
by Walukievicz for the Boolean p-calculus it nevertheless has the advantage of apply- 
ing equally well to the negation-free fragment and to variants of the logic as indicated 
above. 
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