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Abstract: We derive an effective dimensionally reduced theory for the Standard Model
augmented by a real singlet scalar. We treat the singlet as a superheavy field and integrate
it out, leaving an effective theory involving only the Higgs and SU(2)L × U(1)Y gauge
fields, identical to the one studied previously for the Standard Model. This opens up
the possibility of efficiently computing the order and strength of the electroweak phase
transition, numerically and nonperturbatively, in this extension of the Standard Model.
Understanding the phase diagram is crucial for models of electroweak baryogenesis and for
studying the production of gravitational waves at thermal phase transitions.
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1 Introduction
1.1 Background
Quantitatively understanding the origin of the observed matter-antimatter asymmetry in
the present-day universe is one of the major open challenges in cosmology. A widely studied
scenario is that of electroweak baryogenesis [1, 2] (see Refs. [3, 4] for reviews). This assumes
that the excess in baryon density was generated during the electroweak phase transition
in the early universe, when the Higgs field obtained its nonzero vacuum expectation value
(VEV). While all of the main ingredients for generating a baryon asymmetry can be found
in the Standard Model (SM) — an electroweak phase transition as well as the breaking of
charge conjugation (C), parity (P), CP and baryon number symmetries — it unfortunately
turns out that purely SM electroweak baryogenesis fails to live up to its promise.
The problem originates on the one hand from the severe suppression of CP violation
at high temperatures [5–12], and perhaps even more importantly from the fact that the
electroweak phase transition within the Standard Model is not of first order, but merely
of the crossover type. This conclusion was reached in the mid-1990s after extensive efforts
to build a dimensionally reduced effective theory to describe the long-distance dynamics of
the SM close to the phase transition [13], and to subsequently study it via nonperturbative
lattice simulations [14–16]. Later studies also confirmed this result with four-dimensional
simulations [17–19].
As a result of these studies, alternative scenarios such as leptogenesis [20, 21] (see
Refs. [22, 23] for comprehensive reviews) and cold electroweak baryogenesis [24–27] have
been suggested to explain the observed baryon asymmetry. What is common to these
scenarios is that they involve degrees of freedom beyond the Standard Model, albeit some-
times at much higher energy scales. There are, however, many sound reasons to expect
new physics around the TeV scale, and a plethora of different scenarios have been proposed
to describe this new physics. It is clearly reasonable to investigate whether electroweak
baryogenesis might be viable within these models.
Given such a model of new physics at the TeV scale, the only degrees of freedom
requiring nonperturbative treatment at high temperatures are known to be the static modes
of the bosonic fields. Following the strategy taken in the original SM works [13–15], the
task therefore becomes to first derive three-dimensional effective theories for these modes,
and subsequently perform lattice studies of these dimensionally reduced theories.
The recent direct observation of gravitational waves [28] further strengthens the interest
in investigating high-energy phase transitions in the early universe. The gravitational waves
sourced by bubble collisions and the subsequent nonequilibrium dynamics of a first-order
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electroweak-scale phase transition may be within the sensitivity range of the space-based
detector eLISA [29–32], due for launch in 2034. Understanding the strength of such a
phase transition in extensions of the Standard Model makes the detection or absence of
such primordial gravitational waves a valuable source of information about particle physics;
information that is complementary to collider experiments (see e.g. Ref. [33] for a related
discussion). Indeed, eLISA may be able to probe new physics at temperatures above 10
TeV, a region beyond the reach of proposed colliders [32].
In this paper, we shall focus on one such model, the singlet-extended Standard Model
(SSM) [34–39], which has been studied in various different contexts including even infla-
tionary physics [40, 41]. This has, in its most general form, seven parameters in the scalar
sector, of which two are fixed by the experimental values of the Higgs mass and the Higgs
VEV. The remaining five-dimensional parameter space is a challenge to scan, which ex-
plains why no comprehensive attempt at a nonperturbative study has been made. The
common approach has been a semi-analytic daisy-resummed one-loop effective potential
treatment [42–51], which allows for a complete sampling of the parameter space and direct
comparison with experimental constraints. However, it is known that perturbative treat-
ments tend to over-estimate the strength of the phase transition [14, 15]. Hence we expect
that the region of (strongly) first order phase transitions is smaller than what has so far
been identified. In the present work, we derive the dimensionally reduced effective theory
for the SSM. This will be used in simulations, to be detailed in a companion paper [52].
Our main result here is a set of explicit matching relations, which allow us to relate a given
set of four-dimensional SSM parameters (and temperature) to the (fewer) parameters of
the three-dimensional theory.
We shall present our computation in a highly explicit manner, displaying most of the
intermediate results and presenting the final results in a such a form that the Standard
Model limit is simple to take. There are two reasons for this. First, the original derivation of
the dimensionally reduced effective theory of SM, carried out in the seminal paper [13], was
presented in a rather compact way, suppressing many calculational details. Second, apart
from the SSM, it is naturally very interesting and well-motivated to study baryogenesis in
a number of other beyond-SM models, which could be subjected to the same procedure
presented here. We hope that by providing more details of the calculations, our work will
be useful for a broader audience interested in the derivation or use of dimensionally reduced
effective theories either in the SM or in different beyond-SM scenarios.
A note of caution is, however, necessary. In our derivation of the dimensionally reduced
effective field theory, we work to one loop order for all the parameters of the effective theory
and only perform the matching to physical parameters at tree level. While this does not
match the accuracy of the original Standard Model calculation performed in Ref. [13], we do
not expect this to affect the phenomenological implications of our calculation. Nevertheless
we shall revisit this issue in Ref. [52].
This paper is organized as follows. In the remainder of this introductory section, we
explain the basic principles of dimensional reduction on a very general level. In Section 2, we
then introduce the SSM, including the forms of its four- and three-dimensional Lagrangians
as well as the associated parameters. The actual dimensional reduction of the model is
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performed in Section 3. In Section 4, we discuss our findings and investigate the extent
to which the inclusion of a scalar singlet improves the prospects for a first order phase
transition. Many details of the calculations, ranging from Feynman rules to the results for
individual graphs, are deferred to the appendices.
1.2 Dimensional reduction framework
Dimensional reduction is a generic physical principle governing the properties of quantum
field theories at high temperatures, stating that the low-energy behavior of static Green’s
functions can be determined through a lower-dimensional effective theory. In short, it
follows from the fact that in thermal equilibrium, four-dimensional fields can be reduced
to infinite towers of three-dimensional field modes – termed Matsubara modes – by means
of a Fourier series expansion in the imaginary time variable τ . The effective masses of the
three-dimensional fields become
M2boson = M
2
0 + (2npiT )
2, M2fermion = M
2
0 + [(2n+ 1)piT ]
2, (1.1)
where M0 denotes the field mass at zero temperature and n takes integer values. Conse-
quently, at high temperatures, that is for T & M0 for all fields, all modes except for the
bosonic zero modes (n = 0) obtain thermal masses at least of order piT , and thus decouple
from physics at length scales parametrically larger than 1/T .
Let us now follow the discussion of Ref. [13] and specialize to a model whose bosonic
sector can be described via a Euclidean Lagrangian density of the generic form
L =
1
4
FµνFµν +Dµφ
†Dµφ+ µ2φ†φ+ λ(φ†φ)2 + gY ψ¯φψ + δL , (1.2)
where Aµ (appearing inside Fµν and Dµ) is a gauge field, φ a complex scalar, ψ a fermion,
and δL corresponds to counterterms. We further assume that the Yukawa coupling gY
and the scalar self-coupling λ scale as gY ∼ g and λ ∼ g2 in terms of the gauge coupling
g. Then it can be verified that at one-loop order, interactions contribute to the masses of
the zero Matsubara modes of the φ, A0 and Ar fields
1 as
M2φ −M20 ∼ g2T 2, M2A0 ∼ g2T 2, M2Ar = 0, (1.3)
where the last of the relations is consistent with the fact that the dimensionally reduced
effective theory possesses three-dimensional gauge invariance.
From the above considerations, we see the emergence of a scale hierarchy in the system.
The thermal scale piT is canonically dubbed superheavy, while the mass scale of the A0
field, gT , is referred to as heavy. Finally, the mass of the φ field depends on the value of
the mass parameter M0: should M0 be comparable to piT , the corresponding field mode is
treated as superheavy, whereas for M0 of order gT , it is heavy. An exception may, however,
occur near a phase transition, where the O(g2T 2) one-loop correction to M2φ exactly cancels
the (negative) tree-level M20 . In this case, the mass of the n = 0 mode of the scalar field
1In order to avoid confusion with the isospin doublet index i, j, . . . , employed for the Higgs field and the
SM fermions, we use the letters r, s, . . . to label spatial vectors.
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becomes of order g2T and the field is referred to as light. The n = 0 component of the
spatial gauge fields Ar, which is protected by gauge invariance, is naturally light as well.
The formal procedure of dimensional reduction consists of successively integrating out
the superheavy and heavy energy scales from the system. This implies deriving effective
Lagrangians for the relevant field modes, which is most easily done with the following recipe
(see e.g. Ref. [53, 54]):
1. Determine the relevant light degrees of freedom of the effective theory.
2. Write down the most general local Lagrangian consistent with the symmetries of the
theory, including three-dimensional gauge invariance.
3. Order the operators in the Lagrangian in terms of their dimensions and discard terms
beyond a given order.
The essence of dimensional reduction is that the three-dimensional effective theory obtained
with the above procedure is capable of reproducing the long-distance — length scales
1/(gT ) and above — Green’s functions of the full four-dimensional theory. This can be
done to arbitrary accuracy, provided that operators of high enough dimension are included
in the corresponding Lagrangian density. In practice, this implies matching various Green’s
functions for the two theories, and deriving from them expressions for the parameters of
the effective theory.
Let us now specialize to the case of a high-temperature phase transition, and assume
that the thermal correction to the mass of the n = 0 scalar field mode exactly cancels its
negative zero-temperature mass parameter, so that the field becomes light. In this case,
dimensional reduction proceeds in two successive stages. In the first step, we integrate
out only the superheavy modes, leaving behind a three-dimensional superrenormalizable
effective theory for the spatial gauge field Ar, the massive temporal gauge field A0, and
the scalar φ. This theory is capable of describing physics at length scales 1/(gT ), but still
contains two distinct scales: the O(gT ) mass of A0 and the O(g2T ) mass of φ. The former
can then also be integrated out, leaving a theory for the light modes only, i.e. the fields Ar
and φ. The construction of the Lagrangians and the matching calculations needed for the
determination of the corresponding parameters are discussed at length in Ref. [13].
For the remainder of this paper, we take the basic principles of dimensional reduction as
given, referring the interested reader to Refs. [13, 53, 54]. These principles will be applied
to the study of the SSM, which is introduced in the next section. There, we shall also
write down the explicit forms of the effective Lagrangians corresponding to two different
scenarios where the new singlet scalar is treated as superheavy and heavy, respectively,
even though we shall only carry out the dimensional reduction in the superheavy case.
The matching calculations are then presented in the following section, which is dedicated
to the case where the extra singlet is superheavy.
2 Standard Model with singlet scalar in Euclidean space
In this section, we review the Standard Model coupled to a singlet scalar field. In addi-
tion, we present the form of the three-dimensional effective Lagrangians for two scenarios,
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in which the singlet is treated as superheavy and heavy, respectively. Throughout the
discussion, we shall work in a Euclidean spacetime of D = d+ 1 = 4− 2 dimensions.
2.1 Full four-dimensional theory
The classical Euclidean Lagrangian of our four-dimensional theory reads
L = Lgauge +Lghost +Lfermion +Lscalar +LYukawa + δL , (2.1)
where the gauge field, ghost, fermion, scalar and Yukawa sector Lagrangians are defined
as follows (the counterterm part δL will be discussed later):
Lgauge =
1
4
GaµνG
a
µν +
1
4
FµνFµν +
1
4
HαµνH
α
µν , (2.2)
Lghost = ∂µη
aDµη
a + ∂µξ∂µξ + ∂µζ
α
Dµζ
α, (2.3)
Lfermion =
∑
A
(
`A /D`A + eA /DeA + qA /DqA + uA /DuA + dA /DdA
)
, (2.4)
Lscalar = Dµφ
†Dµφ− µ2hφ†φ+ λh(φ†φ)2 +
1
2
(∂µσ)
2 +
1
2
µ2σσ
2 (2.5)
+ µ1σ +
1
3
µ3σ
3 +
1
4
λσσ
4 +
1
2
µmσφ
†φ+
1
2
λmσ
2φ†φ,
LYukawa =
∑
A,B
[
h
(e)
AB`AeBφ+ h
(d)
ABqAdBφ+ h
(u)
ABqAuBφ˜
]
+ h.c. (2.6)
We shall work in the Landau gauge. The theory includes the following fields:
• The SU(2)L, U(1)Y and SU(3)c gauge fields Aaµ, Bµ, and Cαµ appearing inside the
field strength tensors Gaµν , Fµν and H
α
µν . The associated gauge couplings are g, g
′,
and gs, and the corresponding ghost fields η
a, ξ, and ζα.
• The left-handed doublet and right-handed singlet lepton fields with a flavor index, `A
and eA, as well as the left-handed doublet quark fields qA and right-handed singlet
up- and down-type quark fields uA and dA.
• The Higgs field φi, with the charge-conjugated Higgs doublet φ˜ ≡ iτ2φ∗, where τ2 is
the second Pauli matrix.
• The extra real singlet scalar field σ.
The relation Q = I3 +
Y
2 between electric charge Q and isospin I3 defines the hyper-
charge of the fields as follows: Y` = −1, Ye = −2, Yq = 13 , Yu = 43 , Yd = −23 , Yφ = 1,
Yσ = 0. Finally, we shall for completeness write down explicit expressions for the covariant
derivatives and field strength tensors. The covariant derivatives read in different cases
Dµψ =
(
∂µ − ig~τ
2
· ~Aµ − igs
~λ
2
· ~Cµ − ig′Y
2
Bµ
)
ψ (for qA), (2.7)
Dµψ =
(
∂µ − ig~τ
2
· ~Aµ − ig′Y
2
Bµ
)
ψ (for `A, φ), (2.8)
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Dµψ =
(
∂µ − igs
~λ
2
· ~Cµ − ig′Y
2
Bµ
)
ψ (for uA, dA), (2.9)
Dµψ =
(
∂µ − ig′Y
2
Bµ
)
ψ (for eA, σ), (2.10)
where ~τ and ~λ denotes the vector of Pauli and Gell-Mann matrices, respectively. Finally,
the field strength tensors take the forms
Gaµν = ∂µA
a
ν − ∂νAaµ + gabcAbµAcν , (2.11)
Fµν = ∂µBν − ∂νBµ, (2.12)
Hαµν = ∂µC
α
ν − ∂νCαµ + gsfαβγCβµCγν . (2.13)
In the Yukawa part LYukawa, h
(e), h(d) and h(u) stand for the flavor-mixing matrices, while
h.c. represents hermitian conjugate. In the final stages of our calculation, we shall use
an approximation where only the top quark Yukawa coupling gY is nonzero. The Yukawa
sector then simplifies to
LYukawa = gY (q¯tφ˜t+ t¯φ˜
†qt) (if top-quark only). (2.14)
For the sake of convenience, the Feynman rules in the unbroken phase of this theory are
listed in Appendix A.
Since σ is a real singlet, we can choose2 the zero-temperature VEV, around which we
perturb, to be at σ = 0. This shift amounts to a redefinition of the parameters of the
potential, and since σ = 0 is defined to be a minimum, we have that µ2σ ≥ 0. Our choice
also imposes a relation between µ1 and µm in the vacuum where the Higgs field has a VEV,
given by 〈φ†φ〉 = v2/2,
µ1 = −µmv
2
4
. (2.15)
To start with, however, we will not impose this constraint, treating µ1 and µm as indepen-
dent parameters. Keeping the parameter µ1 explicit will allow us to see in Section 3.3.3
that the matching relations for the three-dimensional parameters are independent of the
renormalization scale of the four-dimensional theory; including the running of µ1 is essen-
tial to ensure this property. Later on, in Section 3.5, we shall impose the condition (2.15)
when we relate the MS scheme parameters to physical observables in the vacuum. We will
assume throughout that µ2σ > 0. As argued above, this represents no loss of generality.
2.1.1 Renormalization
All fields and couplings appearing in the above Lagrangian are the renormalized ones, while
the counterterms, given explicitly in Section 3.2, are included in δL . We use the following
conventions for the relations between the renormalized fields and couplings and their bare
counterparts, denoted by the subscript (b):
~Aµ(b) ≡ Z1/2A ~Aµ = (1 + δZA)1/2 ~Aµ, (2.16)
2A similar shift is not permitted for the Higgs field because of gauge invariance.
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Bµ(b) ≡ Z1/2B Bµ = (1 + δZB)1/2Bµ, (2.17)
φ(b) ≡ Z1/2φ φ = (1 + δZφ)1/2φ, (2.18)
σ(b) ≡ Z1/2σ σ = (1 + δZσ)1/2σ, (2.19)
for the fields, and
g(b) ≡ g + δg, g′(b) ≡ g′ + δg′, gY (b) ≡ gY + δgY , (2.20)
µ2h(b) ≡ Z−1φ (µ2h + δµ2h), λh(b) ≡ Z−2φ (λh + δλh), (2.21)
µ1(b) ≡ Z−1/2σ (µ1 + δµ1), µ2σ(b) ≡ Z−1σ (µ2σ + δµ2σ), (2.22)
µ3(b) ≡ Z−3/2σ (µ3 + δµ3), µm(b) ≡ Z−1φ Z−1/2σ (µm + δµm), (2.23)
λσ(b) ≡ Z−2σ (λσ + δλσ), λm(b) ≡ Z−1φ Z−1σ (λm + δλm), (2.24)
for the couplings. It is worth pointing out that at the one-loop level at which we work, the
singlet scalar does not receive any wavefunction renormalization, that is, Zσ = 1.
2.1.2 Scaling of parameters
We assume that the parameters of the theory obey the following parametric scaling relations
in terms of the SU(2)L coupling g:
• g′, gs, gY ∼ g,
• λh, λm, λσ ∼ g2,
• µh, µ3 ∼ gT ,
• µ1 ∼ gT 3,
• µm ∼ gnT , and µσ ∼ gmT ,
where we keep some freedom in the choice of the scaling power for the mass and cubic in-
teraction of the singlet scalar. To find a suitable choice for m and n, consider schematically
the tree-level contribution to the Higgs four-point function originating from a σ exchange
at vanishing external momenta,
 ' µ2mµ2σ ∼ g2(n−m). (2.25)
We require this contribution to be at least of order g2, so that it does not exceed the value of
the Higgs self-coupling λh. We therefore have two interesting and very distinctive options:
superheavy σ (corresponding to m = 0) combined with n = 1, and heavy σ (corresponding
to m = 1), combined with n = 2.
In the first case, even the zero mode of σ is superheavy and will therefore be inte-
grated out, together with the non-vanishing Matsubara modes. The three-dimensional
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effective theory is then, up to operators of order six and higher in the fields, the same
as in the Standard Model. However, the dimensional reduction step contains new tech-
nical aspects compared to the Standard Model case considered in Ref. [13], as one can-
not expand the superheavy σ mass term in the denominator of sum-integrals, but has to
consider massive sum-integrals instead, cf. Section B. Furthermore, in addition to the one-
particle-irreducible (1PI) diagrams usually sufficient for matching of the four-dimensional
and three-dimensional theories, one needs to include graphs which are one-σ-reducible.
When σ is itself heavy, it remains in the dimensionally reduced theory for the heavy
scale. Sum-integrals with σ propagators can then be expanded in the mass parameter,
which generates higher-order corrections analogous to those stemming from the Higgs mass
parameter. Moreover, in this case the contributions originating from the coupling µm are
highly suppressed.
We emphasize that our scaling relations above differ from those of Ref. [13]; we do not
assume g′ to be parametrically smaller than g. As a result, we have to retain the U(1)Y
gauge field, treating it on the same footing as the SU(2)L gauge field.
2.2 Effective three-dimensional theories
Unless explicitly stated otherwise, we choose to denote the fields of the effective theories
with the same symbols as those of the four-dimensional theory. However, the effective
theory gauge couplings are denoted by g3, g
′
3 and gs,3. The classical Lagrangian density of
the effective theory (again in the Landau gauge) then has the schematic form
L (3) = L (3)gauge +L
(3)
ghost +L
(3)
scalar +L
(3)
temporal + δL
(3). (2.26)
We include the SU(2)L and U(1)Y gauge fields in the gauge sector part
L (3)gauge =
1
4
GarsG
a
rs +
1
4
FrsFrs, (2.27)
where only spatial Lorentz indices are summed over. The explicit forms of L
(3)
ghost and
δL (3) are not relevant for the present discussion. The scalar and temporal gauge field
sectors are discussed below for our two different cases.
2.2.1 The superheavy σ case
As explained above, in this case the neutral scalar is completely integrated out in the
dimensional reduction step. To the order we are working, the three-dimensional Lagrangian
therefore coincides with that of SM, with the temporal gauge field part reading
L
(3)
temporal =
1
2
(DrA
a
0)
2 +
1
2
m2DA
a
0A
a
0 +
1
2
(∂rB0)
2 +
1
2
m′2DB
2
0 +
1
2
(DrC
α
0 )
2 (2.28)
+
1
2
m′′2D C
α
0 C
α
0 +
1
4
λ3(A
a
0A
a
0)
2 +
1
4
λ′3B
4
0 +
1
4
λ′′3A
a
0A
a
0B
2
0 + h3φ
†φAa0A
a
0
+ h′3φ
†φB20 + h
′′
3B0φ
† ~A0 · ~τφ+ δ3φ†φCα0 Cα0 ,
with the covariant derivatives of the adjoint fields reading DrA
a
0 = ∂rA
a
0 + g3
a
bcA
b
rA
c
0 and
DrC
α
0 = ∂rC
α
0 + gsf
α
βρC
β
r C
ρ
0 .
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Finally, the scalar part of the Lagrangian is
L
(3)
scalar = Drφ
†Drφ− µ2h,3φ†φ+ λh,3(φ†φ)2. (2.29)
In this case, the second step of dimensional reduction from the heavy to the light scale is
identical to that of SM, with the heavy temporal gauge fields Aa0, B0 and C
α
0 integrated
out. The results for the parameters of the effective theory for the light scale, denoted by
g¯3, g¯
′
3, µ¯h,3, λ¯h,3, can be taken from Ref. [13] (apart from the contribution of temporal
gluon fields Cα0 ), and are therefore only briefly reviewed in Section 3.4. In Ref. [13], gluons
were completely neglected from the three-dimensional theory, expecting the effect of this
omission to be subdominant in the final conclusions regarding the order and properties of
the electroweak phase transition. We have, however, included the leading order contribution
from temporal gluons for completeness.
2.2.2 The heavy σ case
When the σ field is heavy, the static (zero Matsubara) mode of the σ field appears in the
effective theory for the heavy scale, resulting in additional terms in the Lagrangian. The
scalar part L
(3)
scalar now includes the operators
1
2
(∂rσ)
2 + µ1,3σ +
1
2
µ2σ,3σ
2 +
1
3
µ3,3σ
3 +
1
4
λσ,3σ
4 +
1
2
µm,3σφ
†φ+
1
2
λm,3σ
2φ†φ, (2.30)
while L
(3)
temporal acquires the new terms
x3σA
a
0A
a
0 + x
′
3σB
2
0 + y3σ
2Aa0A
a
0 + y
′
3σ
2B20 + y
′′
3σφ
† ~A0 · ~τφ. (2.31)
The derivation of the effective theory for the light scale differs from the SM computation in
that one needs to integrate out the zero mode of σ. Although in principle straightforward,
this calculation is left for future work. For the remainder of this paper, we focus exclusively
on the superheavy σ case, where the singlet scalar is completely integrated out already in
the first dimensional reduction step.
2.2.3 Terms neglected from L (3)
Before we close this section, we will briefly list and discuss examples of operators that have
been discarded from the three-dimensional effective theory for various reasons:
• The effects of the SU(3)c gauge fields, i.e. gluons, are partially neglected, as we discard
the operators HαrsH
α
rs, (C
α
0 C
α
0 )
2, Aa0A
a
0C
α
0 C
α
0 and B
2
0C
α
0 C
α
0 from the effective theory
for the heavy scale. Spatial gluons do not couple to the scalar field, while the self
interactions of temporal gluons and their interactions with other adjoint fields would
have a very small contribution to our quantities of interest, such as the scalar mass
parameter of the effective theory for the light scale, cf. section 3.4.
• In the superheavy σ case, a momentum-dependent four-point self-interaction of the
Higgs doublet is generated through the σ-exchange diagram shown in Eq. (2.25). To
see this, simply expand the σ propagator in powers of momentum, or equivalently
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solve the equation of motion of σ including just its kinetic term and the µm coupling.
This yields an induced interaction for the Higgs,
Lind = −1
8
µ2m(φ
†φ)
1
−+ µ2σ
(φ†φ). (2.32)
From an expansion in powers of derivatives, one gets an infinite series of interactions.
Since µσ is of order g
0 while the momentum in the effective theory for the heavy scale
is of order g1, the expansion starts at order g2. Every power of  then adds an extra
factor of g2. The first operator containing derivatives, (φ†φ)(φ†φ), therefore comes
with an order-g4 coefficient, which is safe to neglect to the order at which we work.
• The first non-derivative self-coupling of the Higgs doublet, not included in our ef-
fective theory, namely (φ†φ)3, receives a contribution proportional to µ3µ3m ∼ g4,
generated by the tree-level diagram
 (2.33)
in the superheavy σ case. While this is dominant over the contributions to the same
operator from the SM superheavy fields, which only start at order g6, it will be
likewise neglected in our analysis carried out below.
3 Dimensional reduction in the superheavy σ case
In this section, we perform the dimensional reduction step for a superheavy singlet scalar.
This requires explicitly computing a set of Green’s functions in both the full and the effec-
tive theory, requiring that the results agree at distances of order 1/(gT ). The calculations
are divided into three parts: in Section 3.1, we list the results for the necessary two-
and four-point graphs; in Section 3.2, we review the explicit counterterms needed; and in
Section 3.3, we use these to derive results for the parameters of the effective theory.
The discussion of the present section follows closely that of the dimensional reduction
in the Standard Model performed in Ref. [13]. In the main text, we only highlight explicitly
contributions from Feynman diagrams that are new compared to the Standard Model, that
is, those that involve at least one σ propagator. For the sake of completeness, the results
for all SM Feynman diagrams contributing to the effective theory parameters are listed in
Appendix C. Note that, in contrast to Ref. [13], we do not make the scaling assumption
g′ ∼ g3/2. Consequently, we must consider a group of SM diagrams that were neglected in
that work.
3.1 Correlators for the dimensional reduction
We start by calculating a set of correlators in the full four-dimensional theory. The results
listed below are given in terms of a set of master sum-integrals introduced in Appendix B.
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Special attention is paid to subtleties related to the assumed superheavy nature of σ: apart
from having to deal with massive σ propagators, a major modification is that we also need
to include graphs which are one-σ-reducible. Led by practical convenience, we evaluate
the contributions to wavefunction renormalization and to the interaction vertices of the
temporal gauge fields by a direct diagrammatic analysis. The correlators in the scalar
sector, on the other hand, are determined afterwards using the effective potential.
3.1.1 Self-energy diagrams
We start by considering the two-point functions. In order to be able to extract the con-
tributions to both the kinetic terms and the mass parameters of the fields, we expand the
correlators to second order in the external momentum P .
SU(2)L gauge boson self-energy.
aµ bν= g2δab[−(d− 1)(2d− 1)I4b1 + 16(16− 3d+ 2d2)P 2I4b2 ] (3.1)
+ g2δab(d− 1)Nf (1 +Nc)
[
(22−d − 1)I4b1 − 16(24−d − 1)P 2I4b2
]
for µ = ν = 0,
= g2δab
[
1
6(31− 2d)− 13(24−d − 1)Nf (1 +Nc)
]
(δrsP
2 − PrPs)I4b2 (3.2)
for µ = r, ν = s.
U(1)Y gauge boson self-energy.
µ ν= g′2[(1− d)I4b1 − 23(1− d4)P 2I4b2 ]− 12g′2(d− 1)Nf (3.3)
× [2Y 2` + Y 2e +Nc(2Y 2q + Y 2u + Y 2d )]
[
(1− 22−d)I4b1 + 16(24−d − 1)P 2I4b2
]
for µ = ν = 0,
= −16g′2
{
1 + (24−d − 1)Nf [2Y 2` + Y 2e +Nc(2Y 2q + Y 2u + Y 2d )]
}
(3.4)
× (δrsP 2 − PrPs)I4b2
for µ = r, ν = s.
These two-point gauge-field correlators are not affected by σ at one-loop order. In an
analogous manner, we could determine the gluon Debye mass through the SU(3)c gauge
boson self energy, but instead we take it from the literature, cf. Section 3.3.1. The wave-
function renormalization of the temporal gluon fields is not needed at all, as the temporal
gluons do not couple to the Higgs field at tree level like the SU(2)L and U(1)Y gauge fields.
Higgs doublet self-energy. Here we only consider the contributions to wavefunction
renormalization, i.e. the P 2 part of the correlator. (The corrections to the mass parameter
12
will be extracted below from the effective potential.) In the Standard Model alone, there
are three different one-loop diagrams that contribute to wavefunction renormalization, cor-
responding to the exchange of Aaµ and Bµ and to the fermion loop, respectively. Altogether,
they give
δij
{
9
4g
2 + 34g
′2 − (24−d − 1) tr[h(e)h(e)† +Nch(u)h(u)† +Nch(d)h(d)†]}P 2I4b2 . (3.5)
In addition, there is one diagram containing a massive σ propagator:

A brief calculation shows that the P 2 piece of this diagram reads3
1
4µ
2
mδijP
2
∫∑
K
1
K2(K2 + µ2σ)
2
(
4
d
k2
K2 + µ2σ
− 1
)
= 14µ
2
mδijP
2
[
4
d J˜
4b
3/1,0,1(µσ)− J˜4b2/1(µσ)
]
.
(3.6)
Note that this sum-integral is manifestly finite and thus does not require any regularization.
Also, unlike the sum-integrals with SM propagators only, the zero mode is included here.
3.1.2 Correlators with gauge fields
We consider first the self-couplings of the temporal gauge fields. At one loop, these do not
receive any contributions from the σ field, and we therefore merely list the results.
The Aa0A
b
0A
c
0A
d
0 correlator.
 = 16(d− 1)(d− 3)
[
8d− 7 + (1− 24−d)Nf (1 +Nc)
]
(3.7)
× g4(δabδcd + δacδbd + δadδbc)I4b2 .
The B40 correlator.
 = 12(d− 1)(d− 3)
{
1 + 12(1− 24−d)Nf (3.8)
× [2Y 4` + Y 4e +Nc(2Y 4q + Y 4u + Y 4d )]}g′4I4b2 .
The Aa0A
b
0B
2
0 correlator.
 = 12(d− 1)(d− 3)
[
1 + (1− 24−d)Nf (Y 2` +NcY 2q )
]
δabg
2g′2I4b2 . (3.9)
3In our notation four-momenta are written K = (K0,k); see Appendix B.
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Next, we consider the four-point functions with two gauge field and two scalar legs.
Knowing the wavefunction renormalization factors of all the fields, the correlators with
temporal gauge fields determine the new couplings of these fields in the three-dimensional
effective theory, whereas the correlators with spatial gauge fields determine the gauge
couplings g3 and g
′
3. In principle, the same gauge couplings can also be extracted from
four-point gauge correlators, which are however somewhat more difficult to evaluate. The
correlators used here, albeit simpler to calculate, have a downside: they contain explicit
contributions from σ, which in the final expressions for g3 and g
′
3 have to cancel against sim-
ilar contributions coming from the Higgs field wavefunction renormalization4. We consider
this a nontrivial test of the correctness of our calculation.
The φ†iφjAaµAbν correlator. We first put together all 1PI diagrams without any σ prop-
agators, getting
δijδab
{
d(d− 258 )g4 + d8g2g′2 + 3(d− 3)λhg2 (3.10)
+ 12(2
4−d − 1)(2− d)g2 tr[h(e)h(e)† +Nch(u)h(u)† +Nch(d)h(d)†]}I4b2
for µ = ν = 0,
δijδabδrs
{−38g4 + 38g2g′2 − 12(24−d − 1)g2 tr[h(e)h(e)† +Nch(u)h(u)† +Nch(d)h(d)†]}I4b2
for µ = r, ν = s. (3.11)
In addition, there are two one-σ-irreducible (1σI) and two one-σ-reducible (1σR) diagrams
which can be grouped into two pairs according to the coupling of the external gauge legs
to the loop. The first pair reads
+ = −18δijδabδµνµ2mg2
∫∑
K
1
(K2)2
(
1
K2 + µ2σ
+
2
µ2σ
)
= −18δijδabδµνµ2mg2
[
J˜4b1/2(µσ) +
2
µ2σ
I˜4b2
]
. (3.12)
Note that both sum-integrals contain an infrared divergence due to the presence of the zero
Matsubara mode of a massless field. For diagrams without a σ propagator, such divergences
cancel straightforwardly in the matching against a contribution of the corresponding dia-
gram in the three-dimensional theory, and can thus be dropped immediately. The treatment
of diagrams with a σ propagator is, however, more subtle since σ is missing from the dimen-
sionally reduced theory. This is resolved thanks to the tree-level self-interaction of the Higgs
field, induced by a σ exchange, cf. graph (2.25) and Eq. (2.32). Its effect can be viewed as
a modification of the quartic Higgs coupling λh. When inserted in the diagram (C.32) in
the three-dimensional theory, this correction yields −3δijδabδµνµ2mg2/(8µ2σ)
∫
k
1
(k2)2
, which
is easily seen to cancel the infrared divergence in Eq. (3.12). It is important to keep in
4Since neither the two-point nor the four-point gauge correlators contain any σ propagators at one loop,
the effective theory gauge couplings are manifestly independent of σ.
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mind that as a result of nonzero µσ in the σ propagator, the zero mode contribution to
Eq. (3.12) contains a finite remainder even after the infrared divergence has been canceled,
which has to be taken into account.
The other pair of diagrams with a σ propagator reads
	+
 = 12δijδabµ2mg2
∫∑
K
KµKν
(K2)3
(
1
K2 + µ2σ
+
2
µ2σ
)
= 12δijδabµ
2
mg
2
[
J˜4b1/3,1,0(µσ) +
2
µ2σ
I˜4b3,1
]
(3.13)
for µ = ν = 0,
= 12dδijδabδrsµ
2
mg
2
[
J˜4b1/3,0,1(µσ) +
2
µ2σ
I˜4b3,0,1
]
for µ = r, ν = s.
The temporal part of this expression is infrared finite. The spatial part, however, has
an infrared divergence. This is canceled by the mechanism described above, namely by
inserting the σ-induced correction to λh into the diagram (C.36) in the three-dimensional
theory. Again, there is a finite leftover which must be evaluated properly.
The φ†iφjBµBν correlator. This correlator is calculated following the same steps as
above, albeit with different combinatorial factors. We first present the sum of all 1PI
diagrams without a σ propagator,
δij
(
3
8dg
2g′2 + d8g
′4 + 3(d− 3)λhg′2 − 12(24−d − 1)g′2 (3.14)
× tr{(d− 2)[(Y 2` + Y 2e )h(e)h(e)† +Nc(Y 2q + Y 2u )h(u)h(u)† +Nc(Y 2q + Y 2d )h(d)h(d)†]
− 2[YeY`h(e)h(e)† +NcYuYqh(u)h(u)† +NcYdYqh(d)h(d)†]})I4b2
for µ = ν = 0,
δijδrs
{
9
8g
2g′2 + 38g
′4 − 12(24−d − 1)g′2 (3.15)
× tr[(Ye − Y`)2h(e)h(e)† +Nc(Yu − Yq)2h(u)h(u)† +Nc(Yd − Yq)2h(d)h(d)†]}I4b2
for µ = r, ν = s.
In addition to these, there are again two pairs of diagrams with a σ propagator, which
differ from those with SU(2)L gauge boson lines just by replacing g with g
′ and removing
the overall factor δab. We collect the results here for completeness:
+ = −18δijδµνµ2mg′2
[
J˜4b1/2(µσ) +
2
µ2σ
I˜4b2
]
, (3.16)
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+ = 12δijµ2mg′2
[
J˜4b1/3,1,0(µσ) +
2
µ2σ
I˜4b3,1
]
for µ = ν = 0,
= 12dδijδrsµ
2
mg
′2
[
J˜4b1/3,0,1(µσ) +
2
µ2σ
I˜4b3,0,1
]
for µ = r, ν = s.
Upon subtracting the contribution of the three-dimensional theory, there is again a finite
leftover which must be carefully accounted for, and which expresses the contribution of the
zero mode of σ to the effective theory coupling.
The φ†iφjAaµBν correlator. Since the information about the gauge couplings in the
three-dimensional theory can be extracted from the above correlators with two Aaµ or two
Bµ fields, we only need the temporal correlators, µ = ν = 0, here. Putting first together
all the diagrams without any σ propagators gives
(τa)
ijI4b2
([
d
8g
3g′ + d8gg
′3 + (d− 3)λhgg′
]
+ 12(1− 24−d)gg′ (3.17)
× tr{[(d− 2)Y` − Ye]h(e)h(e)† −Nc[(d− 2)Yq − Yu]h(u)h(u)† +Nc[(d− 2)Yq − Yd]h(d)h(d)†}).
Next, we have to consider diagrams containing a σ propagator, and there is again a one-
to-one correspondence between the 1σI and 1σR graphs. First, we find
+ = −18µ2mgg′(τa)ij J˜4b1/2(µσ); (3.18)
the latter diagram vanishes thanks to the trace in the scalar doublet loop. The same is
true for the other 1σR diagrams, and we therefore only show here the 1σI graphs which
give a nontrivial contribution, namely
+ = 12µ2mgg′(τa)ij J˜4b1/3,1,0(µσ). (3.19)
The φ†iφjCα0 C
β
0 correlator.
 = 2(24−d − 1)(3− d)g2s tr
[
h(u)h(u)† + h(d)h(d)†]δijδαβI4b2 . (3.20)
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3.1.3 Effective potential for the scalars
The correlators in the scalar sector are comprised of a large number of diagrams even at
the one-loop level. It is therefore advantageous to obtain the corresponding operators in
the effective theory using the effective potential method. To that end, we shift the scalar
fields by their assumed expectation values,
〈φi〉 ≡ ϕi, 〈σ〉 ≡ ρ. (3.21)
The shift affects the Lscalar and LYukawa parts of the Lagrangian (2.1). For LYukawa, the
shift simply results in a number of mass terms for the fermions. On the other hand the
shift of the scalar fields has a twofold effect on Lscalar. First, it leads to a modification of
some of the couplings in the form µi → µ˜i, with5
µ˜2h = µ
2
h − 2λhϕ†ϕ−
1
2
µmρ− 1
2
λmρ
2, µ˜3 = µ3 + 3λσρ,
µ˜2σ = µ
2
σ + 2µ3ρ+ 3λσρ
2 + λmϕ
†ϕ, µ˜m = µm + 2λmρ.
(3.22)
Second, it produces a number of new operators that do not appear in the original La-
grangian. There are several new interaction vertices, encoded in
L newint =
1
4
(g2 ~Aµ · ~Aµ + g′2B2µ)(ϕ†φ+ φ†ϕ) +
1
2
gg′Bµ ~Aµ · (ϕ†~τφ+ φ†~τϕ)
+ 2λhφ
†φ(φ†ϕ+ ϕ†φ) +
1
2
λmσ
2(φ†ϕ+ ϕ†φ),
(3.23)
and in addition a number of new bilinear terms which introduce mixings between the fields.
Together with the already existing bilinear terms for the gauge fields and the scalars, these
can be written in the form
Lbilin =
1
4
GaµνG
a
µν +
1
4
FµνFµν +
1
4
(g2 ~Aµ · ~Aµ + g′2B2µ)ϕ†ϕ+
1
2
gg′Bµ ~Aµ · ϕ†~τϕ (3.24)
+ ∂µφ
†∂µφ− µ˜2hφ†φ+
1
2
(∂µσ)
2 +
1
2
µ˜2σσ
2 +
(
1
2
µm + λmρ
)
σ(φ†ϕ+ ϕ†φ)
+ λh(φ
†ϕ+ ϕ†φ)2 +
ig
2
~Aµ · (ϕ†~τ∂µφ− ∂µφ†~τϕ) + ig
′
2
Bµ(ϕ
†∂µφ− ∂µφ†ϕ).
Note that the last two operators are irrelevant as they vanish when contracted with a
gauge boson propagator in the Landau gauge. The bilinear part of the Lagrangian, Lbilin
– together with a similar bilinear Lagrangian for the fermions – completely determines the
effective potential at the one-loop level. Hence we only need to know the eigenvalues of
the mass matrix for all the fields. Clearly, the masses of gluons as well as of all the ghosts
are independent of ϕ and ρ, and these fields therefore do not contribute to the effective
potential (apart from its constant part, which does not play a role in the matching to the
three-dimensional effective theory). In the electroweak gauge boson sector, the squared
masses read
0, m2W =
1
2
g2ϕ†ϕ [2×], m2Z =
1
2
(g2 + g′2)ϕ†ϕ. (3.25)
5The modified linear coupling µ˜1 is not needed for the calculation of the effective potential, and thus is
not given here explicitly.
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In the scalar sector, we find three modes with mass squared−µ˜2h. The remaining component
of the Higgs doublet mixes with σ, and the mass eigenvalues have to be found by explicit
diagonalization,
m2± =
µ˜2σ − µ˜2h
2
+ 2λhϕ
†ϕ±
√(
µ˜2σ + µ˜
2
h
2
− 2λhϕ†ϕ
)2
+ 2ϕ†ϕ
(
1
2
µm + λmρ
)2
. (3.26)
The full one-loop effective potential of the four-dimensional theory then reads
Veff = dK˜
4b(mZ) + 2dK˜
4b(mW ) + 3K˜
4b(iµ˜h) + K˜
4b(m+) + K˜
4b(m−)− 4
∑
i
K˜4f (hi
√
ϕ†ϕ),
(3.27)
where the sum runs over all eigenvalues of the Yukawa coupling matrices,
hi ∈ spectrum
(√
h(e)h(e)†,
√
h(u)h(u)†,
√
h(d)h(d)†
)
(3.28)
including the Nc-fold degeneracy due to different colors.
3.1.4 Scalar correlators from the effective potential
The 1PI correlators at zero momentum can be determined from the effective potential (3.27).
As this is still an exact expression, we merely have to determine the scaling of individual
couplings. Together with the tree-level potential, the result can be written using the generic
notation
Veff = V0,0 +V2,0ϕ
†ϕ+V4,0(ϕ†ϕ)2 +V0,1ρ+V0,2ρ2 +V0,3ρ3 +V0,4ρ4 +V2,1ρϕ†ϕ+ · · · , (3.29)
where the relevant coefficients read
V2,0 = − µ2h +
(
3
4dg
2 + 14dg
′2 + 6λh
)
I4b1 − 2
∑
i
h2i I
4f
1 − 14µ2mJ˜4b1/1(µσ) + 12λmJ˜4b1 (µσ),
V4,0 = λh −
(
3
16dg
4 + 116dg
′4 + 18dg
2g′2 + 12λ2h
)
I4b2 +
∑
i
h4i I
4f
2
+ 32λhµ
2
mJ˜
4b
1/2(µσ)− 116µ4mJ˜4b2/2(µσ) + 14λmµ2mJ˜4b2/1(µσ)− 14λ2mJ˜4b2 (µσ),
V0,1 = µ1 + µmI
4b
1 + µ3J˜
4b
1 (µσ), (3.30)
V0,2 =
1
2µ
2
σ + λmI
4b
1 − 14µ2mI4b2 − µ23J˜4b2 (µσ) + 32λσJ˜4b1 (µσ),
V2,1 =
1
2µm − 3λhµmI4b2 + 12µ3µ2mJ˜4b2/1(µσ) + 18µ3mJ˜4b1/2(µσ)− λmµ3J˜4b2 (µσ)− λmµmJ˜4b1/1(µσ).
This is, however, not quite enough. In order to match to the three-dimensional theory,
we have to determine all one-φ-irreducible contributions to the Higgs correlators. These
include in particular diagrams that are 1σR.
We first consider the Higgs two-point function. The corresponding wavefunction renor-
malization was already found above, see Eqs. (3.5) and (3.6). The static two-point function,
on the other hand, consists of contributions of the forms
 + + · · · , (3.31)
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where the ellipsis stands for 1σR diagrams carrying contributing of orders gn, n > 2. Note
that the full circle denotes connected Green’s functions, whereas the shaded circle the 1PI
ones. To order g2, we therefore obtain
Π2 = − V2,0 + µm
2µ2σ
V0,1
= µ2h +
µ1µm
2µ2σ
− (34dg2 + 14dg′2 + 6λh)I4b1 + 2∑
i
h2i I
4f
1
+
µ3µm
2µ2σ
J˜4b1 (µσ) +
1
4µ
2
m
[
J˜4b1/1(µσ) +
2I4b1
µ2σ
]
− 12λmJ˜4b1 (µσ).
(3.32)
The one-φ-irreducible static four-point correlator is evaluated in a similar fashion.
Symbolically, it is given by
+++ + · · · , (3.33)
where the ellipsis now denotes contributions beyond order g4. To compute this, we need
to know the two-point function of σ. Fortunately, all the σ propagators in these diagrams
carry zero momentum so only the mass of σ is needed. This is given by
 +ff + · · · , (3.34)in a similar manner to Eq. (3.31). As we are calculating the Higgs four-point function to
order g4 and the σφ†φ vertex begins at order g, we need to know the σ mass to order g2.
Hence the one-point function of σ is only needed to order g and is given by V0,1. Putting
all the pieces together, we find the “renormalized squared σ mass” to be
µ2σ,ren = 2
(
V0,2 − µ3
µ2σ
V0,1
)
. (3.35)
The full static four-point correlator of the Higgs field, indicated in Eq. (3.33), then becomes
(δikδj` + δi`δjk)Π4, where
Π4 = − 2V4,0 +
V 22,1
µ2σ,ren
− 4
µ4σ
V0,1V2,1V2,2
= − 2λh + µ
2
m
4µ2σ
+
µ1µ3µ
2
m
2µ6σ
− µ1µmλm
µ4σ
+
(
3
8dg
4 + 18dg
′4 + 14dg
2g′2 + 24λ2h
)
I4b2
− 2
∑
i
h4i I
4f
2 −
3λhµ
2
m
µ2σ
[
I4b2 + µ
2
σJ˜
4b
1/2(µσ)
]
+
µ3µ
3
m
2µ6σ
[
I4b1 + µ
4
σJ˜
4b
2/1(µσ)
]
+
µ23µ
2
m
2µ6σ
[
J˜4b1 (µσ) + µ
2
σJ˜
4b
2 (µσ)
]− λmµ3µm
µ4σ
[
J˜4b1 (µσ) + µ
2
σJ˜
4b
2 (µσ)
]
(3.36)
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− 3λσµ
2
m
4µ4σ
J˜4b1 (µσ) +
µ4m
8µ4σ
[
I4b2 + µ
2
σJ˜
4b
1/2(µσ) + µ
4
σJ˜
4b
2/2(µσ)
]
− λmµ
2
m
2µ4σ
[
3I4b1 + 2µ
2
σJ˜
4b
1/1(µ
2
σ) + µ
4
σJ˜
4b
2/1(µσ)
]
+ 12λ
2
mJ˜
4b
2 (µσ).
3.2 Counterterms and β-functions
All the counterterms of the SSM are defined in Section 2.1.1. We use the modified minimal
subtraction (MS) scheme. When implemented in combination with dimensional regular-
ization and the definition of momentum integrals according to Eq. (B.1), finding the coun-
terterms then amounts to extracting the pole part of the corresponding correlators6. From
this point on, we make the substitution Nc = 3 in the main text. The field renormalization
counterterms can be extracted from the two-point correlators, obtained in Section 3.1.1,
giving
δZA =
g2
16pi2
[
25
6
− 4
3
Nf
]
,
δZB = − g
′2
96pi2
{
1 +Nf
[
2Y 2` + Y
2
e + 3(2Y
2
q + Y
2
u + Y
2
d )
]}
,
δZφ =
1
16pi2
{
9
4
g2 +
3
4
g′2 − tr[h(e)h(e)† + 3h(u)h(u)† + 3h(d)h(d)†]}.
(3.37)
The σ field receives no divergent contribution to wavefunction renormalization at one loop,
and hence Zσ = 1. The counterterms for the gauge and Yukawa couplings are not affected
by σ at one loop, and thus agree with the SM results. We list here the results, valid in
Landau gauge and assuming that only the top quark Yukawa coupling is nonzero [13],
δg = − g
3
32pi2
(
43
6
− 4
3
Nf
)
,
δg′ =
g′3
192pi2
(
1 +
40
3
Nf
)
,
δgY =
gY
16pi2
(
9
4
g2Y −
9
8
g2 − 17
24
g′2 − 4g2s
)
.
(3.38)
The counterterms for the couplings in the scalar sector can be found using the one-loop
effective potential, calculated in Section 3.1.3. We take Eq. (3.27) and expand the integrals
around the actual mass parameters of the fields in powers of the classical fields ϕ and ρ.
The individual counterterms are then readily identified as
δµ2h =
1
64pi2
(
24λhµ
2
h − µ2m − 2λmµ2σ
)
,
δλh =
1
256pi2
(
9g4 + 3g′4 + 6g2g′2 − 48g4Y + 192λ2h + 4λ2m
)
,
δµ2σ =
1
32pi2
(
4µ23 + µ
2
m + 6λσµ
2
σ − 4λmµ2h
)
,
6We note that the ultraviolet divergences are independent of temperature, hence the counterterms can
be extracted from correlators computed either at nonzero temperature or in the vacuum. We can, and will,
therefore make use of the previously calculated thermal correlators.
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δµ1 = − 1
16pi2
(
µ2hµm − µ2σµ3
)
, (3.39)
δµ3 =
3
32pi2
(
6λσµ3 + λmµm
)
,
δλσ =
1
16pi2
(
λ2m + 9λ
2
σ
)
,
δµm =
1
8pi2
[
3λhµm + λm(µ3 + µm)
]
,
δλm =
1
16pi2
λm
(
6λh + 2λm + 3λσ
)
.
The wavefunction renormalization factors together with the coupling counterterms deter-
mine, in the usual manner, the running of the couplings with renormalization scale Λ.
From the one-loop counterterms listed above, we obtain the one-loop β-functions of all the
couplings of the SSM:
Λ
d
dΛ
g2 = − g
4
8pi2
(
43
6
− 4
3
Nf
)
, (3.40)
Λ
d
dΛ
g′2 =
g′4
8pi2
(
1
6
+
20
9
Nf
)
, (3.41)
Λ
d
dΛ
g2Y =
1
8pi2
(
9
2
g4Y − 8g2sg2Y −
9
4
g2g2Y −
17
12
g′2g2Y
)
, (3.42)
Λ
d
dΛ
µ2h =
1
8pi2
[
− µ
2
m
4
− 1
2
λmµ
2
σ + µ
2
h
(
− 9
4
g2 − 3
4
g′2 + 6λh + g2Y,1
)]
, (3.43)
Λ
d
dΛ
λh =
1
8pi2
[
12λ2h +
1
4
λ2m +
9
16
g4 +
3
8
g2g′2 +
3
16
g′4 −
∑
i
h4i
− λh 3
2
(
3g2 + g′2
)
+ 2λhg
2
Y,1
]
, (3.44)
Λ
d
dΛ
µ2σ =
1
8pi2
(
2µ23 +
1
2
µ2m + 3λσµ
2
σ − 2λmµ2h
)
, (3.45)
Λ
d
dΛ
µ1 =
1
8pi2
(
µ3µ
2
σ − µ2hµm
)
, (3.46)
Λ
d
dΛ
µ3 =
3
8pi2
(
3λσµ3 +
1
2
λmµm
)
, (3.47)
Λ
d
dΛ
λσ =
1
8pi2
(
λ2m + 9λ
2
σ
)
, (3.48)
Λ
d
dΛ
µm =
1
8pi2
[
2λmµ3 + µm
(
− 9
4
g2 − 3
4
g′2 + 6λh + 2λm + g2Y,1
)]
, and (3.49)
Λ
d
dΛ
λm =
λm
8pi2
(
−9
4
g2 − 3
4
g′2 + g2Y,1 + 2λm + 6λh + 3λσ
)
. (3.50)
Note that the running of the strong coupling gs is not included here, as it is not needed
at the order of our calculation due to the fact that the parameter does not appear in any
tree-level results.
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3.3 Matching relations
Having considered above both the correlators needed for dimensional reduction as well as
all the required counterterms, we are ready to move to the explicit derivation of the effective
theory parameters. For the heavy scale effective theory, these are obtained by matching
the long-distance behavior of various static Green’s functions with the full theory. The
final step to the effective theory for the light scale is described below in Section 3.4.
3.3.1 Thermal masses and normalization of fields
We start with the mass parameters for the temporal gauge fields. These are forbidden in the
four-dimensional theory by gauge invariance, and therefore arise solely from integration of
the superheavy modes. To leading order in powers of the gauge couplings, they can simply
be read off the static limits of the two-point correlators, Eqs. (3.1) and (3.3),
m2D = g
2
[
(d− 1)(2d− 1)− 4Nf (d− 1)(22−d − 1)
]
I4b1
= g2T 2
(
5
6
+
Nf
3
)
, (3.51)
m′2D = g
′2(d− 1)
{
1− 1
2
Nf
[
2Y 2l + Y
2
e + 3(2Y
2
q + Y
2
u + Y
2
d )
](
22−d − 1)}I4b1
= g′2T 2
(
1
6
+
5Nf
9
)
. (3.52)
The gluon Debye mass m′′D can be taken from the literature, see e.g. Ref. [55]
m′′2D = g
2
sT
2
(
1 +
Nf
6
)
. (3.53)
For the evaluation of (most of) the other couplings of the effective theory, we need to
know the relation between the three-dimensional and the four-dimensional fields. Within
this section, these will be distinguished by the lower indices 3d and 4d, respectively. For a
generic field, the relation between the fields reads
ψ23d =
1
T
[
1 + Π′ψ(0)− δZψ
]
ψ24d, (3.54)
where Πψ(P ) is the self-energy of the field, a prime denotes a derivative with respect to
P 2, and δZψ is the field renormalization counterterm. We will now consider all the fields
of the three-dimensional effective theory one by one.
The SU(2)L gauge fields. Using the momentum-dependent parts of Eqs. (3.1) and (3.2)
as well as the counterterm from Eq. (3.37), the general relation (3.54) immediately leads
to
A23d,0 =
A24d,0
T
{
1 +
g2
(4pi)2
[
− 25Lb
6
+ 3 +
4Nf
3
(Lf − 1)
]}
, (3.55)
A23d,r =
A24d,r
T
[
1 +
g2
(4pi)2
(
− 25Lb
6
− 2
3
+
4Nf
3
Lf
)]
, (3.56)
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where we have followed Ref. [13] in defining
Lb ≡ 2 log
(
Λ
4piT
)
+ 2γ, Lf ≡ Lb + 4 log 2. (3.57)
Note that the divergences coming from the two-point correlators and the wavefunction
renormalization factors have to cancel each other in the final matching relations for the
fields. This is another nontrivial check that our calculation is correct.
The U(1)Y gauge fields. Here we analogously use the momentum-dependent parts of
Eqs. (3.3) and (3.4) in combination with the counterterm from Eq. (3.37) to get
B23d,0 =
B24d,0
T
{
1 +
g′2
(4pi)2
[
Lb
6
+
1
3
+
20Nf
9
(Lf − 1)
]}
, (3.58)
B23d,r =
B24d,r
T
[
1 +
g′2
(4pi)2
(
Lb
6
+
20Nf
9
Lf
)]
. (3.59)
The Higgs field. This is the first case where the effects of the new scalar σ contribute.
Following the same steps as for the gauge fields, we combine Eqs. (3.5) and (3.6) with the
counterterm from Eq. (3.37) to get
(
φ†φ
)
3d
=
(
φ†φ
)
4d
T
[
1− 3
4(4pi)2
(3g2 + g′2)Lb +
g2Y,1
(4pi)2
Lf − µ
2
m
4
J˜Φ
]
, (3.60)
where we have defined
J˜Φ ≡ 4
d
J˜4b3/1,0,1(µσ)− J˜4b2/1(µσ) =
4
3
J˜4b3/1,0,1(µσ)− J˜4b2/1(µσ), (3.61)
g2Y,1 ≡ tr
[
h(e)h(e)† + 3h(u)h(u)
†
+ 3h(d)h(d)†
] ≈ 3g2Y . (3.62)
Note that J˜Φ is finite and can be equivalently expressed as
J˜Φ = − 1
32pi2µ2σ
− T
2
12µ4σ
+
2pi2T 4
45µ6σ
+
J1(µσ)
µ4σ
+
J2(µσ)
µ2σ
− 4
3
[
J1,0,1(µσ)
µ6σ
+
J2,0,1(µσ)
µ4σ
+
J3,0,1(µσ)
µ2σ
]
.
(3.63)
3.3.2 Coupling constants
The couplings of the effective theory are obtained by matching the correlators computed
in the three-dimensional and the four-dimensional theory. The calculation involves the
correlators evaluated in Section 3.1 as well the wavefunction renormalization and coupling
counterterms listed in Section 3.2. Note that the correlators computed in Section 3.1 do
not include the effects of wavefunction renormalization, and hence are to be treated as
correlators of the bare four-dimensional fields.
The gauge couplings g3, g
′
3. Let us illustrate the procedure by considering the SU(2)L
coupling g3. We focus on the correlator with two Higgs legs and two spatial gauge field legs.
Putting together the tree-level vertices with the results of Eqs. (3.11), (3.12) and (3.13),
equating the correlators in the three- and four-dimensional theories amounts to setting
φ†i3dφ
j
3dA
a
3d,rA
b
3d,s
(
−1
2
g23δijδabδrs
)
23
=
1
T
φ†i4d(b)φ
j
4d(b)A
a
4d,r(b)A
b
4d,s(b)δijδabδrs (3.64)
×
{
−1
2
(g2 + δg2) +
[
−3
8
g4 +
3
8
g2g′2 − 1
2
(
24−d − 1)g2g2Y,1]I4b2 + µ2mg2[J˜ (1)ΦA + J˜ (3)ΦA]},
where we have defined
J˜
(1)
ΦA ≡ −
1
8
[
J˜4b1/2(µσ) +
2
µ2σ
I4b2
]
, (3.65)
J˜
(2)
ΦA ≡
1
2
[
J˜4b1/3,1,0(µσ) +
2
µ2σ
(
1− d
4
)
I4b2
]
, (3.66)
J˜
(3)
ΦA ≡
1
2d
[
J˜4b1/3,0,1(µσ) +
2
µ2σ
d
4
I4b2
]
. (3.67)
Note that the combination J˜
(1)
ΦA + J˜
(2)
ΦA entering the above matching relation is ultraviolet
finite. It is now a matter of simple algebra to put together the definitions of the bare
fields in terms of the wavefunction renormalization factors, the coupling counterterm and
the above-derived expressions for relations between the renormalized three-dimensional
and four-dimensional fields. One arrives then at the final result for the three-dimensional
coupling,
g23 = g
2(Λ)T
{
1 +
g2
(4pi)2
(
43
6
Lb +
2
3
− 4Nf
3
Lf
)
+
µ2m
4
J˜Φ − 2µ2m
[
J˜
(1)
ΦA + J˜
(3)
ΦA
]}
. (3.68)
Here we have indicated explicitly the dependence of the four-dimensional coupling g on
the renormalization scale Λ. However, it is easy confirm with the renormalization flow
equation (3.40) that g3 is independent of Λ. The same comment applies to all the other
three-dimensional couplings discussed below. Again, renormalization group independence
represents a nontrivial check of the correctness of our calculation.
The evaluation of the coupling g′3 proceeds along the same lines, and we therefore just
quote the final result,
g′23 = g
′2(Λ)T
{
1 +
g′2
(4pi)2
(
− 1
6
Lb − 20Nf
9
Lf
)
+
µ2m
4
J˜Φ − 2µ2m
[
J˜
(1)
ΦA + J˜
(3)
ΦA
]}
. (3.69)
An interested reader can easily check this expression themselves, using Eqs. (3.15) and
(3.16). We note that both g3 and g
′
3 depend on the same combination of massive master
integrals, which can be seen to vanish by an explicit manipulation,
1
4
J˜Φ− 2
[
J˜
(1)
ΦA + J˜
(3)
ΦA
]
=
1
µ2σ
{
J2(µσ)
4
− J3,0,1(µσ)
3
+
1
µ2σ
[
J1(µσ)
2
− J2,0,1(µσ)
3
]}
= 0. (3.70)
This is to be expected; we could have instead determined g3 and g
′
3 using four-point cor-
relators of the gauge fields, to which σ does not contribute at the one-loop level.
The temporal gauge field self-couplings λ3, λ
′
3, λ
′′
3. These couplings are forbidden
by gauge invariance in the four-dimensional theory. They are generated at nonzero tem-
perature by loop effects, and hence all appear at order g4. Since we do not require higher
24
precision in our setup, wavefunction renormalization does not contribute. Hence all the
couplings can be straightforwardly obtained from the correlators of Eqs. (3.7-3.9),
λ3 = T
g4
16pi2
17− 4Nf
3
, (3.71)
λ′3 = T
g′4
16pi2
[
1
3
− Nf
6
(
3Y 4d + Y
4
e + 2Y
4
` + 6Y
4
q + 3Y
4
u
)]
= T
g′4
16pi2
(1
3
− 380
81
Nf
)
, (3.72)
λ′′3 = T
g2g′2
16pi2
[
2− 2Nf
(
Y 2` + 3Y
2
q
)]
= T
g2g′2
16pi2
(
2− 8
3
Nf
)
. (3.73)
The Higgs-gauge field couplings h3, h
′
3, h
′′
3, δ3. These couplings are extracted from
the correlators with two Higgs legs and two temporal gauge field legs. Putting together
the results of Eqs. (3.10), (3.12) and (3.13), equating the three-dimensional and the four-
dimensional correlators amounts to setting
φ†i3dφ
j
3dA
a
3d,0A
b
3d,0 (−2h3δijδab)
=
1
T
φ†i4d(b)φ
j
4d(b)A
a
4d,0(b)A
b
4d,0(b)δijδab
{
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(g2 + δg2) + µ2mg
2
[
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(1)
ΦA + J˜
(2)
ΦA
]
(3.74)
+
[
d
(
d− 25
8
)
g4 +
d
8
g2g′2 + 3(d− 3)λhg2 + 1
2
(
24−d − 1)(2− d)g2g2Y,1]I4b2 }.
A straightforward calculation then leads to
h3 =
g2(Λ)T
4
(
1 +
1
(4pi)2
{[
43
6
Lb +
17
2
− 4Nf
3
(Lf − 1)
]
g2 +
g′2
2
− 2g2Y,1 + 12λh
}
+
µ2m
4
J˜Φ − 2µ2m
[
J˜
(1)
ΦA + J˜
(2)
ΦA
])
.
(3.75)
The coupling h′3 is obtained from the correlator with two external B0 legs, and its evaluation
proceeds in exactly the same fashion. Using Eqs. (3.14) and (3.16) yields
h′3 =
g′2(Λ)T
4
(
1 +
1
(4pi)2
{
3g2
2
+
[
− 1
6
(Lb − 1)− 20Nf
9
(Lf − 1)
]
g′2 +G2Y,1 + 12λh
}
+
µ2m
4
J˜Φ − 2µ2m
[
J˜
(1)
ΦA + J˜
(2)
ΦA
])
, (3.76)
where
G2Y,1 ≡
2
3
tr
[
15h(e)h(e)† + 17h(u)h(u)† + 5h(d)h(d)†
]
. (3.77)
Finally, the h′′3 coupling is obtained from the correlator with one Aa0 and B0 external leg,
h′′3 =
g′gT
2
{
1 +
1
(4pi)2
[
− g2 + 1
3
g′2 + Lb
(
43
12
g2 − 1
12
g′2
)
−Nf (Lf − 1)
(
2
3
g2 +
10
9
g′2
)
+ 4λh +G
2
Y,2
]
+ µ2m
(
1
4
J˜Φ − 2J˜ΦAB
)}
, (3.78)
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where we have defined
J˜ΦAB ≡ −1
8
J˜4b1/2 +
1
2
J˜4b1/3,1,0, (3.79)
G2Y,2 ≡ 2 tr[h(e)h(e)† + h(u)h(u)† − h(d)h(d)†]. (3.80)
Note that this coupling has a different sign compared to that of Ref. [13] due to our different
convention for the covariant derivative of the Bµ-field.
The combinations of massive master integrals that enter the above expressions for h3,
h′3 and h′′3 can be further simplified, as was the case for the g3 and g′3 couplings. A short
manipulation shows that
1
4
J˜Φ − 2
[
J˜
(1)
ΦA + J˜
(2)
ΦA
]
= H(µσ),
1
4
J˜Φ − 2J˜ΦAB = H(µσ)− 1
16pi2µ2σ
,
(3.81)
where the integral H(µσ) is defined by Eq. (B.39).
Finally, the coupling δ3 is obtained from the correlator with two external C
α
0 legs,
Eq. (3.20)
δ3 = −
2g2sG
2
Y,3T
(4pi)2
, (3.82)
where we defined
G2Y,3 ≡ tr[h(u)h(u)† + h(d)h(d)†]. (3.83)
The scalar couplings µh,3, λh,3. The mass parameter of the Higgs doublet is assumed
to be heavy, and one-loop corrections contribute to it at the same order. At this order,
g2, wavefunction renormalization of the Higgs field does not play a role and the squared
mass parameter in the three-dimensional theory can be extracted directly from Eq. (3.32),
to which we add the counterterm contributions δµ2h + δµ1µm/(2µ
2
σ), the result being
µ2h,3 = µ
2
h(Λ) +
µm(Λ)µ1(Λ)
2µ2σ(Λ)
− T 2
(
3
16
g2 +
1
16
g′2 +
λh
2
+
1
12
∑
i
h2i
)
+
1
64pi2
(2µ2σλm − 2µ3µm + µ2m)
[
1 + log
(
Λ2
µ2σ
)]
+
T 2
16
µ2m
µ2σ
+ J1(µσ)
(
− λm
2
+
µ3µm
2µ2σ
− µ
2
m
4µ2σ
)
. (3.84)
The scalar self-coupling λh,3 can be obtained in a similar fashion from Eq. (3.36). This
results in a lengthy expressions that is displayed in full in the overview of the matching
relations below.
3.3.3 Collected matching relations at one-loop order
For the reader’s convenience, we collect here all one-loop results for the parameters of the
effective theory for the heavy scale. The mass parameters are given to order g2, while the
26
couplings are given to order g4.
m2D = g
2T 2
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3
)
, (3.85)
m′2D = g
′2T 2
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1
6
+
5Nf
9
)
, (3.86)
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)
, (3.87)
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, (3.89)
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, (3.92)
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, (3.93)
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, (3.94)
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, (3.95)
δ3 = −
2g2sG
2
Y,3T
(4pi)2
,
µ2h,3 = µ
2
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µm(Λ)µ1(Λ)
2µ2σ(Λ)
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+
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2
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, (3.96)
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µ6σ
+
1
2
µmλmµ1(Λ)
µ4σ
+
1
16pi2
1
16
{
6g4 + 4g2g′2 + 2g′4 + Lf
(
16
∑
i
h4i − 32λhg2Y,1
)
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− 3Lb
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+
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+
3λm
2
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2
]]}
. (3.97)
In these expressions, we have used the following notation introduced earlier in this section:
Lb ≡ 2 ln
(Λ
T
)
− 2[ln(4pi)− γ], (3.98)
Lf ≡ Lb + 4 ln 2, (3.99)
g2Y,1 ≡ tr
[
h(e)h(e)† + 3h(u)h(u)† + 3h(d)h(d)†
] ≈ 3g2Y , (3.100)
G2Y,1 ≡
2
3
tr
[
15h(e)h(e)† + 17h(u)h(u)† + 5h(d)h(d)†
] ≈ 34
3
g2Y , (3.101)
G2Y,2 ≡ 2 tr
[
h(e)h(e)† + h(u)h(u)† − h(d)h(d)†] ≈ 2g2Y , (3.102)
G2Y,3 ≡ tr
[
h(u)h(u)† + h(d)h(d)†
] ≈ g2Y . (3.103)
The given approximate values apply when only the top quark Yukawa coupling gY is
nonzero. We also have
∑
i h
n
i ≈ 3gnY , since here the sum runs over the spectrum of Gram
matrices of the Yukawa couplings, including the three-fold degeneracy due to different
colors,
hi ∈ spectrum
(√
h(e)h(e)†,
√
h(u)h(u)†,
√
h(d)h(d)†
)
. (3.104)
The massive master integrals J1(m), J2(m) and H(m) are defined in Appendix B.
3.4 Integration over the heavy scale
The effective theory for the heavy scale is already identical to the SM case, only differing
by the contributions of the new scalar σ to the effective couplings. The next step, in
which heavy degrees of freedom are integrated out to leave an effective theory for the light
scale alone, therefore goes through without any modification. In particular, the matching
conditions that relate the couplings of the effective theories for the heavy and light scales
can be taken from Ref. [13]. However, in addition we include here the leading contribution
of the temporal gluons to the scalar mass parameter in the last term in Eq. (3.107). We
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list these matching conditions here for the reader’s convenience,
g¯23 = g
2
3
(
1− g
2
3
24pimD
)
, (3.105)
g¯′23 = g
′2
3 , (3.106)
µ¯2h,3 = µ
2
h,3 +
1
4pi
(3h3mD + h
′
3m
′
D + 8δ3m
′′
D), (3.107)
λ¯h,3 = λh,3 − 1
8pi
(
3h23
mD
+
h′23
m′D
+
h′′23
mD +m′D
)
. (3.108)
3.5 Relations to physical parameters
In this section, we have derived expressions for the parameters of the three-dimensional
effective theories of the SSM in terms of the running MS parameters of the original four-
dimensional theory. The ultimate aim is to translate the behavior of the effective theory
into physical insights concerning, amongst other things, the order of the electroweak phase
transition in the full theory. To do this, however, we need to express the MS parameters
in terms of measurable quantities such as pole masses and the Fermi constant. In this
article, we have worked only up to one-loop order in the scalar mass parameters (∼ g2) so
it suffices to perform this translation at tree level. However, if our matching results are
eventually generalised to two-loop order, providing g4 accuracy, then one would need the
MS parameters to be related to the physical ones at the same g4 order, requiring a one-
loop renormalization of the theory [13]. This rather tedious exercise is left to a forthcoming
paper.
For the gauge couplings, we use the Standard Model results of Ref. [13],
g2 = g20,
g′2 =
g20
m2W
(m2Z −m2W ),
(3.109)
where we have denoted g20 ≡ 4
√
2Gfm
2
W , with Gf being the Fermi constant. By inverting
the mass eigenvalues (cf. Section 3.1.3) for both of the physical scalars, the W boson
and the top quark, one can on the other hand obtain the desired tree-level relations for
the corresponding parameters. An important simplification can be achieved by fixing the
parameter µ1 as given in Eq. (2.15) such that singlet Vacuum Expectation Value vanishes,
ρ = 0, while the doublet VEV is the same as in the SM, i.e. ν = µh/
√
λh. As a result, we
obtain
µ2h =
1
4
m2− +m2+ ±
√
g40m
4
W
(
m2− −m2+
)2 − 4g20µ2mm6W
g20m
2
W
 , (3.110)
λh =
g20m
2
W
(
m2− +m2+
)±√g40m4W (m2− −m2+)2 − 4g20µ2mm6W
16m4W
, (3.111)
µ2σ =
1
2
m2− +m2+ − 4λmm4W ±
√
g40m
4
W
(
m2− −m2+
)2 − 4g20µ2mm6W
g20m
2
W
 , (3.112)
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where one must consistently take the same sign in all three equations. Identifying the Higgs
mass with m− requires us to take the positive sign for each.
It is easy to see that in the decoupling limit where the portal couplings vanish, the
above relations reduce to those of the SM. Here, it would have been possible to eliminate
one of the portal couplings in favor of the mixing angle of the two physical scalars, but for
practical reasons we have kept both portal couplings as input parameters. Furthermore,
the Yukawa coupling obeys the relation
g2Y =
g20
2
m2t
m2W
, (3.113)
which is same as in the SM.
To obtain the MS and effective theory parameters as functions of the renormalization
scale, the above relations are used as initial conditions at the scale Λ = mZ . We emphasize
that fixing µ1 in terms of µm and the doublet VEV at the initial scale – such that ρ = 0 there
– does not make this parameter vanish, in general. However, by solving ρ and ν in terms
of the coupling constants by requiring that they minimize the tree-level scalar potential,
and allowing these expressions to run with the renormalization scale, the changes in the
VEVs remain numerically small.
4 Discussion
In the present work, we have performed a high-temperature dimensional reduction of the
Standard Model augmented by a singlet scalar field coupled in the most general way to the
Higgs field. For our purposes, the singlet is treated as a superheavy degree of freedom and
integrated out of the theory altogether; the only light fields remaining in the 3D theory
correspond to the Higgs, SU(2) and U(1) zero modes. As a consequence, the presence of
the singlet in the 4D theory appears through the enlarged RG-system of couplings (Eq.
3.40-3.50); through the multiple occurrences of the non-SM couplings µ2σ, µm, µ1, µ3, λm
and λσ in the matching relations in Section 3.3.3 (and after integrating out the heavy scale
in Section 3.4); and through the matching to physical parameters as described in Section
3.5. The SM limit (taking λm and µm to zero) stands out clearly in the expressions of
Section 3.3.3, and we note that the singlet addition is a highly non-trivial generalisation of
these expressions.
We match to the exact same 3D theory as in the seminal papers [14, 15], where the
nonperturbative lattice simulations are phrased in terms of the dimensionless combinations
g¯23
T
, x =
λ¯3
g¯23
, y =
m¯23
g¯43
. (4.1)
It turns out that g¯23 varies very little for the parameter range considered, and one is left
with finding the position of the phase transition in x-y-space. This computation involves
only the 3D theory, and the result applies to any 4D theory that is matched to it. As
one might expect, the phase transition happens near y = 0, where the mass parameter m¯23
changes sign. The central result of [15, 16] is that there is a line 0 < x < xc, y ' 0, where
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Figure 1. The mH -T plane in the Standard Model. Overlaid, curves of constant x and y as defined
in the main text. The black dot denotes the critical point in the 3D theory. This can be compared
with Fig. 8 of Ref. [13], but note that we have chosen a different set of approximations in carrying
out the dimensional reduction, as explained in the main text.
the phase transition is first order. This line ends at a critical point xc ' 0.125, beyond
which the transition is a crossover.
In Fig. 1 we show the Higgs mass-temperature (T−mH) plane for the Standard Model.
Overlaid are curves of constant x and y as defined by the matching relations. We have
marked the point (xc, y = 0) with a black dot, and we see that it corresponds to a value of
mH much below the measured value of ' 125 GeV. The Fig. 1 can be compared with Fig. 8
of Ref. [13]. The difference between these two is due to a different set of approximations in
carrying out the dimensional reduction: While we have included order g′4 effect of U(1)Y
gauge field and the effect of temporal gluons, we have not included two-loop contributions
to the mass parameter of Higgs, nor the one-loop relations between MS parameters and
physical quantities. Major difference comes from the omission of two-loop contributions.
The familiar conclusion is that in the Standard Model, the transition is a crossover.
One may approximately recover the whole first order range by following the y = 0 line
from the black dot towards x = 0. Nonperturbative simulations give a slight deviation
from y = 0, but the conclusion is the same. We see that the physical point has xSM ' 0.25
at y = 0. This is one way of quantizing “how far” the Standard Model is from the first
order range.
The object of this work is to investigate whether adding a singlet allows for a first
order transition while insisting that mH = 125 GeV. The difference that the singlet makes
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Figure 2. The λm-T plane in the Z2-symmetric singlet-extended Standard Model, when mσ = 250
GeV and λσ = 1/4. Overlaid, curves of constant x and y as defined in the main text. The black
dot denotes the critical point in the 3D theory. In the shaded region the computation is unreliable
due to µh > µσ, which violates our assumption about scale hierarchy for mass parameters.
is that because the matching relations have changed, for a given set of 4D parameters in the
5-dimensional SM-singlet parameter space, varying the temperature over the electroweak
transition results in a different trajectory in {g¯23, g¯′23 , µ¯2h,3, λ¯2h,3}-space, and, in turn, in x-y-
space. The task is therefore to identify these trajectories and perform similar multicanonical
simulations [14, 15]. For a complete scan of the singlet model, this is a challenge, but not
impossible. Fortunately, comprehensive scans already exist employing perturbation theory
computations of the 4D effective potential which, together with experimental constraints,
may be used to guide non-perturbative searches [42–51]. A detailed numerical investigation
of this theory with the matchings presented here is underway [52].
For the present, we show in Fig. 2 a pencil in the 5-dimensional parameter space, where
we impose Z2-symmetry (µ3 = µm = 0). Guided by existing perturbative results, we choose
λσ = 1/4 and mσ = 250 GeV, and scan over the remaining parameter, the quartic portal
coupling λm. Overlaid are again curves of constant x and y, and we have again placed a
black dot at the point (xc, y = 0) corresponding to the critical point. Following the y = 0
line towards smaller x gives the first order range.
We see that the critical point requires λm ' 2. This is rather large, which jeopardizes
the validity of our perturbative matching relations. Another, more serious issue is that the
whole first order line is located in a region where µh > µσ, explicitly violating one of the
assumptions of we made about how the mass parameters scale, namely that the σ field is
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Figure 3. The µm-T plane in the singlet-extended Standard Model, when mσ = 500 GeV, λm = 0,
µ3 = 0 and λσ = 1/4. Overlaid, curves of constant x and y as defined in the main text. The black
dot denotes the critical point in the 3D theory. In the shaded region the computation is unreliable
due to µm > µσ, which violates our scaling assumptions.
superheavy. For more details, see Section 2.1.2. Hence although the new matching relations
numerically allow us to approach the first order region, we cannot go closer than x = 0.2
and still trust our computation. That large couplings are necessary in the Z2-symmetric
case is also true perturbatively (see for instance [51]).
However Z2-symmetry need not be imposed, and in Fig. 3 we show the case where
λm = 0, λσ = 1/4, µ3 = 0 and where we have chosen mσ = 500 GeV, while varying
the cubic portal coupling µm. We see that the critical point is within the scope of the
matching relations, but it turns out that another of our scaling assumptions µm < µσ is
not fulfilled. The closest we can go seems to again be x ' 0.2, and we have been unable to
find a parameter set that obeys all the assumptions of Section 2.1.2 while providing a first
order transition. We have however not systematically scanned the full parameter space in
the present paper.
We conclude that, within the limits of our current approximation, we cannot argue
that adding a singlet provides a first order electroweak phase transition. We do believe
that at least in the non-Z2-symmetric case, effort would be well spent on improving on this
approximation with the view of confirming the picture in Fig. 3. In the case of superheavy
σ, our current approximation can be improved by adding two-loop contributions to the
mass parameters in the dimensional reduction step. Another improvement would be to
give the relations between MS parameters and physical quantities to one-loop accuracy.
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With these improvements, one would obtain full g4 accuracy, analogous to Ref. [13] for the
Standard Model. This work is already underway.
There are many other generalisations of our results that deserve further consideration.
One could treat the singlet as a heavy rather than a superheavy field, which would still allow
us to integrate it out, and the theory would still reduce to the same 3D theory. Another
possibility is to include higher order operators (dimension 6 and above) in the 3D effective
theory. It is also possible to treat the singlet as a light field, permitting the (expectation
value of the) singlet to play an active role in the phase transition, with different values in
the high- and low-temperature phases. This is in contrast to the present case, where the
super-heavy singlet only acts as an additional spectator degree of freedom, impinging on
the Higgs effective potential through modified effective couplings. If the singlet was light, a
3D singlet-Higgs potential would come into play. Then the numerics would involve a whole
new 3D theory, with some additional work required for a consistent lattice implementation.
Other 4D theories also deserve investigation. A strong candidate for future study is
the Two-Higgs Doublet Model. This consists of two equivalent Higgs fields coupled to each
other and to gauge fields, and with one (Type I) or both (Type II) of the Higgs fields
coupled to fermions. Work on this is already underway. Several attempts have been made
on computing the strength of the 2HDM phase transition perturbatively [56–60], most
recently in [61]. However, the full 2HDM parameters space is 10-dimensional, posing an
even bigger numerical challenge than the singlet model addressed here. On the other hand,
the 2HDM readily allows for the inclusion of CP-violation, which the singlet model itself
does not7. From the point of view of baryogenesis, this is appealing, whereas it has no
relevance for sourcing observable gravitational waves.
Acknowledgments
TT has been supported by the Vilho, Yrjo¨ and Kalle Va¨isa¨la¨ Foundation and AV was sup-
ported by the Academy of Finland grant nos. 1273545 and 1303622. DJW was supported by
the People Programme (Marie Sk lodowska-Curie actions) of the European Union Seventh
Framework Programme (FP7/2007-2013) under grant agreement number PIEF-GA-2013-
629425. This research was supported by the Munich Institute for Astro- and Particle
Physics (MIAPP) of the DFG cluster of excellence “Origin and Structure of the Universe”.
The authors would like to thank Keijo Kajantie, Mikko Laine and Kari Rummukainen for
enlightening discussions.
A Feynman rules in the unbroken phase
In this appendix we list the Feynman rules valid in the high-temperature phase where the
expectation value of the Higgs field vanishes. Note that our list is not complete in that
we leave out the gluon sector, which is not needed for dimensional reduction at the order
considered here.
7One may remedy this by adding CP-violating higher dimensional operators.
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Projectors to specific polarization states.
Transverse projector: PT (K)µν ≡ δµν − KµKν
K2
Chiral projectors: PR ≡ 12(1 + γ5), PL ≡ 12(1− γ5)
(A.1)
A.1 Propagators in the Landau gauge
SU(2)L gauge bosons: = δ
abPT (K)µν
K2
U(1)Y gauge boson: =
PT (K)µν
K2
SU(3)c gauge bosons: = δ
αβPT (K)µν
K2
SU(2)L ghosts: = δ
ab 1
K2
fermions: = PL/R
i
/K
(left/right-handed)
Higgs doublet: = δ
ij 1
K2
neutral scalar: =
1
K2 + µ2σ
(A.2)
In the case of heavy σ, its propagator is to be expanded in powers of µ2σ.
A.2 Interaction vertices
For oriented lines, momentum is understood to flow in the given direction. For unoriented
lines, momentum flows into the interaction vertex.
Gauge self-interactions.
P
QK
bν
aµ
cλ = −igabc[(P −Q)µδνλ + (Q−K)νδλµ + (K − P )λδµν ] (A.3)
When cλ is an external line with Q = 0, this vertex reduces in the Landau gauge to
2igabcPλδµν = −2igabcKλδµν . (A.4)
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bν
aµ
cκ
dλ
= g2[δabδcd(δµκδνλ + δµλδνκ − 2δµνδκλ) (A.5)
+ δacδbd(δµνδκλ + δµλδνκ − 2δµκδνλ)
+ δadδbc(δµνδκλ + δµκδνλ − 2δµλδνκ)]


P
c
b
aµ = igabcPµ (A.6)
Gauge-matter interactions.

j
i
aµ =
i
2
g(τa)
ijγEµ (left-handed fermions) (A.7)
 µ =
i
2
g′Y γEµ (all fermions) (A.8)

ρ
β
αµ=
i
2
gs(λα)
βργEµ (all quarks) (A.9)
K
P
j
i
aµ = −1
2
g(τa)
ij(K + P )µ 
j
i
bν
aµ
= −1
2
g2δijδabδµν (A.10)
K
P
j
i
µ = −1
2
g′δij(K + P )µ 
j
i
ν
µ
= −1
2
g′2δijδµν (A.11)
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
j
i
aµ
ν
= −1
2
gg′(τa)ijδµν . (A.12)
Scalar self-interactions.

k
i
`
j
= −2λh(δikδj` + δi`δjk) (A.13)

j
i
= −1
2
µmδ
ij

j
i
= −λmδij (A.14)
 = −µ1  = −2µ3  = −6λσ (A.15)
Yukawa interactions. The family indices are indicated explicitly.
e
`
B
iA
j = −δijh(e)AB `
e
iA
B
j = −δijh(e)∗AB (A.16)
ffu
q
B
iA
j = −i(τ2)ijh(u)AB fid
q
B
iA
j = −δijh(d)AB (A.17)
flq
d
iA
B
j = −δijh(d)∗AB ffiq
u
iA
B
j = −i(τ2)ijh(u)∗AB (A.18)
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B Integrals for the dimensional reduction step
For spatial momentum integration, we use the shorthand notation∫
p
≡
(
eγΛ2
4pi
) ∫
dd p
(2pi)d
, (B.1)
where d ≡ 3 − 2. The Euclidean four-momentum is denoted as P = (ωn,p) for bosons,
where ωn ≡ 2npiT , and as P = (νn,p) for fermions, where νn ≡ (2n+ 1)piT . For the com-
bined Matsubara sum and spatial momentum integration, we use the following shorthand:
bosons:
∫∑
P
≡ T
∑
ωn
∫
p
,∫∑′
P
≡ T
∑
ωn 6=0
∫
p
(sum over nonzero modes), (B.2)
fermions:
∫∑
{P} ≡ T
∑
νn
∫
p
.
B.1 Massless bosonic sum-integrals
I4bα,β,δ ≡
∫∑′
P
(P 20 )
β(p2)δ
(P 2)α
=
(eγΛ2)
8pi2
Γ
(
α− d2 − δ
)
Γ
(
d
2 + δ
)
ζ(2α− 2β − 2δ − d)
Γ
(
1
2
)
Γ(α)Γ
(
d
2
) (B.3)
× (2piT )1+d−2α+2β+2δ,
I4bα,β ≡ I4bα,β,0 =
∫∑′
P
(P 20 )
β
(P 2)α
=
(eγΛ2)
8pi2
Γ
(
α− d2
)
ζ(2α− 2β − d)
Γ
(
1
2
)
Γ(α)
(2piT )1+d−2α+2β, (B.4)
I4bα ≡ I4bα,0 =
∫∑′
P
1
(P 2)α
=
(eγΛ2)
8pi2
Γ
(
α− d2
)
ζ(2α− d)
Γ
(
1
2
)
Γ(α)
(2piT )1+d−2α, (B.5)
I4b1 =
∫∑′
P
1
P 2
=
T 2
12
(
Λ
4piT
)2{
1 + 2
[
log 2pi + γ − ζ
′(2)
ζ(2)
]
+O(2)
}
,
(B.6)
I4b2 =
∫∑′
P
1
(P 2)2
=
1
16pi2
(
Λ
4piT
)2 [1

+ 2γ +O()
]
. (B.7)
Useful recursive relations among the sum-integrals:
I4bα+1,β+1 =
(
1− d
2α
)
I4bα,β, (B.8)
I4bα+1,β,δ+1 =
d
2 + δ
α
I4bα,β,δ, (B.9)
I4bα,β−1,δ+1 = −
d
2 + δ
1 + d2 − α+ δ
I4bα,β,δ. (B.10)
Occasionally, we need analogous sum-integrals including the zero Matsubara mode; these
are denoted by a tilde, e.g. I˜4bα,β,δ. Explicit expressions for these sum-integrals are not
needed, we merely note that they do not satisfy the above recursive relations.
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B.2 Massless fermionic sum-integrals
I4fα,β,δ ≡
∫∑
{P}
(P 20 )
β(p2)δ
(P 2)α
=
(
22α−2β−2δ−d − 1
)
I4bα,β,δ, (B.11)
I4fα,β ≡ I4fα,β,0 =
∫∑
{P}
(P 20 )
β
(P 2)α
, (B.12)
I4fα ≡ I4fα,0 =
∫∑
{P}
1
(P 2)α
, (B.13)
I4f1 =
∫∑
{P}
1
P 2
= −T
2
24
(
Λ
4piT
)2{
1 + 2
[
log pi + γ − ζ
′(2)
ζ(2)
]
+O(2)
}
,
(B.14)
I4f2 =
∫∑
{P}
1
(P 2)2
=
1
16pi2
(
Λ
4piT
)2 [1

+ 2γ + 4 log 2 +O()
]
. (B.15)
Due to the first of the above relations, the fermionic sum-integrals satisfy the same recursive
identities as their bosonic counterparts.
B.3 Massive sum-integrals
K˜4b(m) ≡ 1
2
∫∑
P
log(P 2 +m2), (B.16)
K˜4f (m) ≡ 1
2
∫∑
{P} log(P
2 +m2), (B.17)
J˜4bκ/α,β,δ(m) ≡
∫∑
P
(P 20 )
β(p2)δ
(P 2)α(P 2 +m2)κ
, (B.18)
J˜4bκ/α(m) ≡ J˜4bκ/α,0,0 =
∫∑
P
1
(P 2)α(P 2 +m2)κ
, (B.19)
J˜4bκ (m) ≡ J˜4bκ/0 =
∫∑
P
1
(P 2 +m2)κ
, (B.20)
and likewise for the version without the zero mode, J4bκ/α,β,δ(m). For β > 0, the two
integrals – with and without the zero mode – coincide. The two-index integrals satisfy the
recursive relation
J˜4bκ/α(m) = J˜
4b
κ−1/α+1(m)−m2J˜4bκ/α+1(m). (B.21)
It is straightforward to verify that the following relations hold:
J˜4b1/1(m) =
1
m2
[
I4b1 − J˜4b1 (m)
]
, (B.22)
J˜4b1/2(m) =
1
m2
I4b2 −
1
m4
[
I4b1 − J˜4b1 (m)
]
, (B.23)
J˜4b2/1(m) = −
1
m2
J˜4b2 (m) +
1
m4
[
I4b1 − J˜4b1 (m)
]
, (B.24)
J˜4b2/2(m) =
1
m4
[
I4b2 + J˜
4b
2 (m)
]− 2
m6
[
I4b1 − J˜4b1 (m)
]
, (B.25)
J˜4b1/3,0,1(m) =
1
m2
I4b3,0,1 −
1
m4
I4b2,0,1 +
1
m6
I4b1,0,1 −
1
m6
J˜4b1/0,0,1(m), (B.26)
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J˜4b1/3,1,0(m) = J˜
4b
1/2(m)− J˜4b1/3,0,1(m), (B.27)
J˜4b3/1,0,1(m) = −
1
m2
J˜4b3/0,0,1(m)−
1
m4
J˜4b2/0,0,1(m)−
1
m6
J˜4b1/0,0,1(m) +
1
m6
I4b1,0,1. (B.28)
Furthermore
J˜4b1 (m) = I
4
1 (m) + J1(m), (B.29)
J˜4b2 (m) = I
4
2 (m) + J2(m), (B.30)
J˜4b3/0,0,1(m) =
3− 2
4− 2
[
I42 (m)−m2I43 (m)
]
+ J3,0,1(m), (B.31)
J˜4b2/0,0,1(m) =
3− 2
4− 2
[
I41 (m)−m2I42 (m)
]
+ J2,0,1(m), (B.32)
J˜4b1/0,0,1(m) = −
3− 2
4− 2m
2I41 (m) + J1,0,1(m), (B.33)
where we have defined
I4α(m) ≡
(
eγΛ2
4pi
) ∫ dnp
(2pi)n
1
(p2 +m2)α
=
(
eγΛ2
4pi
) (m2)n2−α
(4pi)
n
2
Γ(α− n2 )
Γ(α)
, (B.34)
where n = 4− 2 and
J1(m) ≡
∫
d3 p
(2pi)3
nB(Ep)
Ep
, J1,0,1(m) ≡
∫
d3 p
(2pi)3
p2nB(Ep)
Ep
, (B.35)
J2(m) ≡
∫
d3 p
(2pi)3
nB(Ep)
2p2Ep
, J2,0,1(m) ≡
∫
d3 p
(2pi)3
3nB(Ep)
2Ep
, (B.36)
J3,0,1(m) ≡
∫
d3 p
(2pi)3
3nB(Ep)
8p2Ep
, (B.37)
where nB is the Bose-Einstein distribution function and Ep ≡
√
p2 +m2. These integrals
satisfy the simple relations
J2,0,1(m) =
3
2
J1(m), J3,0,1(m) =
3
4
J2(m). (B.38)
Thus, the only master integrals needed are actually just J1(m), J2(m) and J1,0,1(m). The
summary of the results in the case of superheavy σ only features explicitly J1(m), J2(m)
and the following particular combination of the three integrals:
H(m) ≡ − 3
32pi2m2
− 1
m4
[
T 2
12
+ J1(m)
]
+
1
m6
[
2pi2T 4
45
− 4J1,0,1(m)
3
]
. (B.39)
C Detailed results for the SM contributions to dimensional reduction
Below we provide a list of all one-loop diagrams in the SM that arise in the four-dimensional
theory, expressed in terms of the master sum-integrals introduced in Appendix B. New
contributions from the neutral scalar are discussed in Section 3.1. All the diagrams listed
below are given without the zero mode contribution, which at the one-loop level trivially
drops in the matching to the three-dimensional effective theory. Many of the diagrams
have already been calculated in Ref. [13], but some of the contributions of the U(1)Y sector
included here are new. The indicated values of the diagrams already include combinatorial
factors due to permutations of external lines.
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C.1 Self-energy diagrams
These are needed for the calculation of wave-function renormalization and of the Debye
masses of the gauge bosons. The diagrams with a single quartic vertex only contribute to
the latter. The wavefunction renormalization factors can be read off from the parts that
are quadratic in momentum, as detailed in Section 3.2.
SU(2)L gauge boson self-energy.
 = −dg2δabI4b1 (C.1)for µ = ν = 0,
= g2(1− 2d)δabδrsI4b1
for µ = r, ν = s,
 = 4g2δab[d(1− d2)I4b1 + 124(16− 3d+ 2d2)P 2I4b2 ] (C.2)for µ = ν = 0,
= 2dg2δabδrsI
4b
1 + g
2δab
[
1
6(31− 2d)δrsP 2 + 13(d− 17)PrPs
]
I4b2
for µ = r, ν = s,
 = g2δab[(d− 2)I4b1 + 16(4− d)P 2I4b2 ] (C.3)for µ = ν = 0,
= −g2δabδrsI4b1 + 16g2δab(δrsP 2 + 2PrPs)I4b2
for µ = r, ν = s,
 = g2(d− 1)δabNf (1 +Nc)[(22−d − 1)I4b1 − 16(24−d − 1)P 2I4b2 ] (C.4)for µ = ν = 0,
= 13g
2(24−d − 1)δabNf (1 +Nc)(PrPs − δrsP 2)I4b2
for µ = r, ν = s,
 = −g2δabδµνI4b1 , (C.5)
41
 = 2g2δab[(1− d2)I4b1 − 13(1− d4)P 2I4b2 ] (C.6)for µ = ν = 0,
= g2δab
[
δrsI
4b
1 +
1
6(PrPs − δrsP 2)I4b2
]
for µ = r, ν = s.
U(1)Y gauge boson self-energy.
 = −12(d− 1)g′2Nf [2Y 2` + Y 2e +Nc(2Y 2q + Y 2u + Y 2d )] (C.7)× [(1− 22−d)I4b1 + 16(24−d − 1)P 2I4b2 ]
for µ = ν = 0,
= 16(2
4−d − 1)g′2Nf [2Y 2` + Y 2e +Nc(2Y 2q + Y 2u + Y 2d )]
× (PrPs − δrsP 2)I4b2
for µ = r, ν = s,
 = −g′2δµνI4b1 , (C.8)
	 = 2g′2[(1− d2)I4b1 − 13(1− d4)P 2I4b2 ] (C.9)for µ = ν = 0,
= g′2
[
δrsI
4b
1 +
1
6(PrPs − δrsP 2)I4b2
]
for µ = r, ν = s.
Higgs doublet self-energy. Only diagrams contributing to wavefunction renormaliza-
tion are shown here; the mass parameter can be extracted from the effective potential.

 = 94g2δijP 2I4b2 , (C.10)
 = 34g′2δijP 2I4b2 , (C.11)
42
 = 2δij tr[h(e)h(e)† +Nch(u)h(u)† +Nch(d)h(d)†] (C.12)× [(22−d − 1)I4b1 − 12(24−d − 1)P 2I4b2 ].
C.2 Correlators for gauge fields
The various four-point correlators with two or four gauge field external legs are listed below
in the same order as in Section 3.1.2.
The Aa0A
b
0A
c
0A
d
0 correlator.
 = 16d(14 + d)g4(δabδcd + δacδbd + δadδbc)I4b2 , (C.13)
 = 12g4(δabδcd + δacδbd + δadδbc)I4b2 , (C.14)
 = 203 d(d− 4)g4(δabδcd + δacδbd + δadδbc)I4b2 , (C.15)
 = (d− 4)g4(δabδcd + δacδbd + δadδbc)I4b2 , (C.16)
 = 43d(4− d)(6− d)g4(δabδcd + δacδbd + δadδbc)I4b2 , (C.17)
 = −16(4− d)(6− d)g4(δabδcd + δacδbd + δadδbc)I4b2 , (C.18)
 = 16(1− 24−d)(d− 1)(d− 3)Nf (1 +Nc)g4 (C.19)× (δabδcd + δacδbd + δadδbc)I4b2 ,
43
 = 16(4− d)(6− d)g4(δabδcd + δacδbd + δadδbc)I4b2 . (C.20)
The B40 correlator.
 = 32g′4I4b2 , (C.21)
 = 3(d− 4)g′4I4b2 , (C.22)
 = 14(1− 24−d)(d− 1)(d− 3)Nf (C.23)× [2Y 4` + Y 4e +Nc(2Y 4q + Y 4u + Y 4d )]g′4I4b2 ,
 = 12(4− d)(6− d)g′4I4b2 . (C.24)
The Aa0A
b
0B
2
0 correlator.
 = 12g2g′2δabI4b2 , (C.25)
 = g2g′2δabI4b2 , (C.26)
ff =fi = −2(1− d4)g2g′2δabI4b2 , (C.27)
fl =ffi = (d− 4)g2g′2δabI4b2 , (C.28)
44
 + = 12(1− 24−d)(d− 1)(d− 3)Nf (Y 2` +NcY 2q ) (C.29)× g2g′2δabI4b2 ,
! +" = 12(4− d)(6− d)g2g′2δabI4b2 . (C.30)
The φ†iφjAaµAbν correlator.
# = 34dg4δijδabI4b2 (C.31)for µ = ν = 0,
=
(
d− 34
)
g4δijδabδrsI
4b
2
for µ = r, ν = s,
$ = 3λhg2δijδabδµνI4b2 , (C.32)
% = d8g4δijδabI4b2 (C.33)for µ = ν = 0,
= 38g
4δijδabδrsI
4b
2
for µ = r, ν = s,
& = d8g2g′2δijδabI4b2 (C.34)for µ = ν = 0,
= 38g
2g′2δijδabδrsI4b2
for µ = r, ν = s,
' = d(d− 4)g4δijδabI4b2 (C.35)for µ = ν = 0,
45
= −dg4δijδabδrsI4b2
for µ = r, ν = s,
( = 3(d− 4)λhg2δijδabI4b2 (C.36)for µ = ν = 0,
= −3λhg2δijδabδrsI4b2
for µ = r, ν = s,
) = 12(24−d − 1)(2− d)g2δijδab tr[h(e)h(e)† +Nch(d)h(d)†]I4b2 (C.37)for µ = ν = 0,
= −12(24−d − 1)g2δijδabδrs tr
[
h(e)h(e)† +Nch(d)h(d)†
]
I4b2
for µ = r, ν = s,
* = 12(24−d − 1)(2− d)g2δijδabNc tr[h(u)h(u)†]I4b2 (C.38)for µ = ν = 0,
= −12(24−d − 1)g2δijδabδrsNc tr
[
h(u)h(u)†
]
I4b2
for µ = r, ν = s.
The φ†iφjBµBν correlator.
+ = 3λhg′2δijδµνI4b2 , (C.39)
, = 38dg2g′2δijI4b2 (C.40)for µ = ν = 0,
= 98g
2g′2δijδrsI4b2
for µ = r, ν = s,
- = d8g′4δijI4b2 (C.41)
46
for µ = ν = 0,
= 38g
′4δijδrsI4b2
for µ = r, ν = s,
. = −12(1− d4)λhg′2δijI4b2 (C.42)for µ = ν = 0,
= −3λhg′2δijδrsI4b2
for µ = r, ν = s,
/ +0 = −12(24−d − 1)g′2δij tr[(Y 2` + Y 2e )h(e)h(e)† (C.43)+Nc(Y 2q + Y 2u )h(u)h(u)† +Nc(Y 2q + Y 2d )h(d)h(d)†]
× I4b2 ×
{
(d− 2) for µ = ν = 0,
δrs for µ = r, ν = s,
1 = (24−d − 1)g′2δijδµν tr[YeY`h(e)h(e)† (C.44)+NcYuYqh(u)h(u)† +NcYdYqh(d)h(d)†]I4b2 .
The φ†iφjAa0B0 correlator.
2 = λhgg′(τa)ijI4b2 , (C.45)
3 =4 = d16g3g′(τa)ijI4b2 , (C.46)
5 =6 = d16gg′3(τa)ijI4b2 , (C.47)
7 =8 = −2(1− d4)λhgg′(τa)ijI4b2 , (C.48)
47
9 =: = 14(1− 24−d)(d− 2)gg′(τa)ijI4b2 (C.49)× tr[Y`h(e)h(e)† +NcYqh(d)h(d)†],
; =< = −14(1− 24−d)(d− 2)NcYq tr[h(u)h(u)†] (C.50)× gg′(τa)ijI4b2 ,
= = −12(24−d − 1)NcYu tr[h(u)h(u)†]gg′(τa)ijI4b2 , (C.51)
> = 12(24−d − 1) tr[Yeh(e)h(e)† +NcYdh(d)h(d)†] (C.52)× gg′(τa)ijI4b2 .
The φ†iφjCα0 C
β
0 correlator.
? +@ = 2(24−d − 1)(2− d)g2s tr[h(u)h(u)† + h(d)h(d)†]δijδαβI4b2
(C.53)
A = 2(24−d − 1)g2s tr[h(u)h(u)† + h(d)h(d)†]δijδαβI4b2 .
(C.54)
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