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We show a quantum boost in the output power of a heat engine formed by a two-level system
coupled to a single-mode cavity. The key ingredient here is the nonstationary regime achieved when
some system parameter (atomic transition frequency, in our case) is subjected to a time-dependent
perturbative modulation that is precisely tuned at certain frequencies. We discuss how the extracted
power can lead to amplification of the external driving field. Quantum power boost is found both
in the nonstationary Jaynes-Cummings and Rabi models, indicating that our predictions can be
experimentally tested in circuit quantum electrodynamics setups.
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I. INTRODUCTION
The role of quantum coherences on the power of heat
engines is currently an open debate. Ref. [1] has shown
that the output power of a quantum heat engine is a key
quantum-thermodynamic signature, enabling the distinc-
tion between classical and quantum thermodynamic pro-
cesses. This brings the discussion on whether quantum
coherence can be beneficial or detrimental to the power
of a heat engine. Depending on the regime under con-
sideration, the output power can be enhanced by quan-
tum effects, as theoretically [1–3] and experimentally [4]
shown, or diminished [5, 6]. The purpose of the present
paper is to contribute to a better understanding of this
subject in a so far unexplored regime. Here, we theoret-
ically show how certain nonstationary regimes of cavity
Quantum Electrodynamics (cavity-QED) can boost the
power of a heat engine by means of quantum coherence.
Cavity-QED is the area that studies the interaction
between the quantized electromagnetic (EM) field and
few-level emitters, e.g., cold Rydberg atoms [7], quan-
tum dots and wells [8, 9], nitrogen-vacancy centers [10]
and Bose-Einstein condensates [11, 12]. The extension
of concepts of cavity-QED to superconducting circuits
originated the area of circuit Quantum Electrodynam-
ics (circuit-QED), where artificial superconducting atoms
are formed by Josephson Junctions and interact with the
EM field confined in microwave resonators on a chip [13–
17].
Nonstationary regimes of cavity QED englobe the sce-
narios in which one or several system parameters un-
dergo a time-dependent perturbation prescribed exter-
nally [18, 19], and can be readily implemented in several
circuit-QED architectures [8, 9, 20–31]. Here we focus on
weak (perturbative) harmonic modulations, whose fre-
quencies are accurately tuned to induce quantum tran-
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sitions between the system states that would be other-
wise insignificant. The dynamical Casimir effect, consist-
ing in the deterministic generation of quanta from the
initial vacuum field state, is an emblematic example of
the quantum dynamics that can be achieved in a non-
stationary cavity QED regime [18, 32–35]. Conversely,
in the antidynamical Casimir effect (ADCE), photons
can be coherently annihilated from a large class of non-
vacuum initial states [36–39]. Besides, excitations can
be deterministically transferred between the field and
a far-detuned atom using the sideband transitions, as
demonstrated in [29–31]. Such parametric amplification
and coupling mechanisms, together with the associated
quantum-coherent nature of the unitary dynamics, make
nonstationary cavity-QED regimes potentially useful for
the implementation of thermal machines with finite out-
put powers. In Ref. [40], for instance, we have recently
demonstrated that the ADCE can be used as a resource
for work extraction.
In this paper, we address the following problems. It
remained unclear whether the nonstationary cavity-QED
regimes could be actually employed in a full thermody-
namic cycle, due to the rather strict physical require-
ments that must be fulfilled. The question whether quan-
tum coherence would play a significant role in the out-
put power of a given cycle was also left open. Finally,
the operational meaning of the extracted work, in terms
of measurable external observables, has not been estab-
lished so far. Here we investigate the above issues for a
quite general cavity-QED setting and show:
(i) an Otto cycle for nonstationary cavity-QED;
(ii) a quantum boost in the output power of this cycle;
(iii) the mechanism of the driving field amplification.
This paper is organized as follows. Sec. II is devoted to
the analysis of the dynamics of a quantum heat engine in
nonstationary cavity-QED. Sec. II A introduces a non-
stationary regime of the Jaynes-Cummings model and
Sec. II B presents our nonstationary Otto cycle. In Sec.
II C we evidence that the quantum coherence lies at the
root of the output power of our heat engine and in Sec.
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2II D we discuss how the extracted work can amplify the
modulating field. Sec. III shows that the quantum power
boost is maintained in the nonstationary Rabi model for
the ADCE and Jaynes-Cummings regimes. Finally, the
conclusions are summarized in Sec. IV.
II. NONSTATIONARY CAVITY-QED
QUANTUM HEAT ENGINE
A. Nonstationary Jaynes-Cummings model
We begin our analysis with the simplified description
of nonstationary cavity-QED valid for weak atom-field
couplings and ‘low’ modulation frequencies (smaller than
the cavity natural frequency). The nonstationary Jaynes-
Cummings (JC) model [18, 41, 42] describes the interac-
tion of a two-level atom with a single-mode cavity as
H(t)/~ = ωa†a+
Ωt
2
σz + gt(aσ+ + a
†σ−). (1)
a (a†) is the cavity annihilation (creation) operator. σz =
σ+σ− − σ−σ+, σ+ = |e〉〈g| and σ− = σ†+ are the atomic
ladder operators, with the ground (excited) state |g〉(|e〉).
The cavity frequency is ω, the time-dependent atomic
transition frequency is Ωt and the time-dependent atom-
cavity coupling strength is gt (we assume gt  ω).
In the nonstationary regime we assume the external
modulations of the form
Ωt = Ω0 +  sin(ηt), (2)
where Ω0 is the bare atomic frequency, η is the mod-
ulation frequency and   Ω0 is the modulation am-
plitude. We also assume that the atom-cavity coupling
can be monotonically switched on, gt = 0 → g0 (and
off, g0 → 0). For our protocol we assume the dispersive
regime
|∆−|  2g0√nmax, (3)
where ∆− ≡ ω−Ω0 is the bare cavity-atom detuning and
nmax is the maximum number of system excitations. In
the stationary case (η = 0) the exchange of excitations
between the atom and the cavity is strongly inhibited
due to the energetic mismatch |~ω − ~Ω0|  ~g0. The
external modulation of Ωt can compensate for the energy
mismatch, and under the resonant condition [18, 34, 40,
41, 43, 44]
η =
√
∆2− + 4g20(n+ 1) ≈ |∆−| (4)
the system exhibits complete periodic (red-sideband)
transitions between the approximate states
|g, n+ 1〉 ←→ |e, n〉, (5)
where |n〉 is the cavity Fock state, defined by a†a|n〉 =
n|n〉 (see details in the Appendix A).
The open system dynamics of the atom-field density
operator ρ(t) is obtained by a numerical integration of
the microscopic Markovian master equation [44]
dρ
dt
= − i
~
[H(t), ρ] + La[ρ] + Lf [ρ]. (6)
La(f) is the Liouvillian superoperator describing the in-
teraction between the atom (field) with its respective
thermal reservoir (see details in Appendix B). The cou-
pling between the atom (cavity) and its thermal reservoir
is characterized by the decay rate Γ (resp. κ).
B. Otto cycle in nonstationary cavity-QED
Now we illustrate how the nonstationary cavity-QED
system, described by the JC Hamiltonian (1), can be
employed as the working medium of a thermal machine
(see Fig. 1(a)). A thermal machine is a device that oper-
ates cyclically between two thermal reservoirs, producing
useful work with the heat extracted from hot reservoir
[1, 45]. In our case, the thermal reservoirs of tempera-
tures Ta and Tf are respectively coupled to the atom and
to the cavity field. We assume Tf = 0 (cold bath) and
Ta = 2.8~Ω0/kB (hot bath), where kB is the Boltzmann
constant. We devise an Otto cycle, consisting of the four
strokes described below (see Fig.1(b)).
First stroke: hot isochoric. This process is respon-
sible for the thermalization of the atom. The working
medium is prepared initially in the ground state, |g, 0〉,
and one sets Ωt = Ω0 and gt = 0. In this stroke the atom
is coupled to the hot bath, Γ 6= 0, while the cavity is kept
isolated, κ = 0. The hot bath thermalizes the atom,
|g, 0〉 → p|g, 0〉〈g, 0|+ (1− p)|e, 0〉〈e, 0|, (7)
where p = 1/ (1 + exp(−~Ω0/kBTa)) ≈ 0.6. Figs. 1(c)
and (d) show that the increase of the system internal
energy, U(t) ≡ Tr(ρ(t)H(t)), is accompanied by an in-
crease of the system’s entropy, S(t) ≡ −Tr (ρ(t) ln ρ(t)),
since this stroke is a nonunitary process. The internal
energy variation, ∆U12 = U(t2) − U(t1), is exclusively
due to the heat supplied by the hot bath, Qin,
∆U12 = Qin > 0. (8)
t1 and t2 are, respectively, the initial and the final times
of the first stroke. The quantum thermodynamical defi-
nitions of work and heat are discussed in Appendix C.
Second stroke: isentropic work extraction.
The atom-field system is isolated from both the hot
and the cold baths (Γ = κ = 0). The atom-
cavity coupling is monotonically switched on as gt =
g0 (1− exp [−2g0(t− t2)]). The atomic transition fre-
quency also undergoes an external modulation, as de-
scribed by Eq. (2), with the modulation frequency
ηr ≡
√
∆2− + 4g20 . (9)
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Figure 1. (Color online) Otto cycle in nonstationary
cavity-QED. (a) Scheme of the cavity-QED quantum ther-
mal machine. Working medium: two-level atom (frequency
Ωt) interacts (coupling gt) with a cavity (frequency ω).
The atom interacts with a hot bath of temperature Ta =
2.8~Ω0/kB . The cavity interacts with a cold bath of tem-
perature Tf = 0. The decay rate is Γ for the atom and
κ for the cavity. (b) Four-stroke Otto cycle. Hot isochore
(1 → 2): Γ = 0.05ω, κ = 0. Isentropic work extraction
(2 → 3): κ = Γ = 0. Cold isochore (3 → 4): Γ = 0,
κ = 0.05ω. Isentropic reset (4 → 1): κ = Γ = 0. (c)
Entropy S(t) = −Tr[ρ(t) ln ρ(t)] of the atom-cavity system
through the Otto cycle as a function of time. (d) Internal en-
ergy U(t) = Tr[ρ(t)H(t)] of the atom-cavity system through
the Otto cycle as a function of time. Heat from the hot bath,
Qin, is partly converted into work, Wout, partly wasted as
heat to the cold bath, Qout, and the cycle reset consumes
Win = 0 of work. Parameters in (c) and (d): Ω0 = 1.8ω,
∆− ≡ ω − Ω0 = −0.8ω, η = ηr ≈ |∆−|, g0 = 0.05ω,
 = 0.144ω.
We set g0 = 0.05ω and ∆− = −0.8ω. The increase of gt
happens much faster than the time interval of the sec-
ond stroke, t3 − t2, so the dynamics is dominated by the
variation of Ωt. Since Ω0 > ω, the external modula-
tion extracts energy from the atom-cavity system via the
transition
|e, 0〉 → |g, 1〉. (10)
We adjust t3 in order to maximize the population of the
state |g, 1〉. This maximizes energy extraction, corre-
sponding to the output work
∆U23 = Wout < 0. (11)
The value of Wout is discussed in the following section.
Third stroke: cold isochoric. The atom-cavity sys-
tem is coupled to the cold bath, κ 6= 0 and Γ = 0. The
system parameters remain constant over time, Ωt = Ω0
and gt = g0. The cold bath (Tf = 0) thermalizes the cou-
pled atom-field system to the ground state of the time-
independent JC Hamiltonian,
ρ(t4) = |g, 0〉〈g, 0|, (12)
where t4 is the final time of the third stroke. During
this process energy ∆U34 is transferred from the working
medium to the cold bath in the form of heat,
∆U34 = Qout < 0. (13)
As shown in Fig. 1(d), |Qout| < |Qin|. This is expected,
since part of the heat provided in the first stroke was
converted into useful work.
Fourth stroke: isentropic reset. In the last stroke
the atom-cavity system is again decoupled from the two
baths, Γ = κ = 0. The atomic transition frequency re-
mains constant over time, Ωt = Ω0, while the atom-cavity
coupling is monotonically switched off,
gt = g0 exp [−2g0(t− t4)] . (14)
This temporal modulation of gt is unable to perform work
since the atom-cavity system remains in the ground state
during this stage,
|g, 0〉 → |g, 0〉. (15)
Therefore, the variation of the internal energy is
∆U41 = Win = 0, (16)
so the total amount of work of the Otto cycle coincides
with the work extracted during the second stroke. Fig.
1(d) evidences that
Qin +Wout +Qout +Win = 0, (17)
as the signature of the first law of thermodynamics.
C. Quantum power boost in nonstationary
Jaynes-Cummings model
Now we seek a quantum signature in the output power
from our thermal machine. The instantaneous quan-
tum power generated by a thermal machine is defined as
4P (t) = Tr
[
ρ(t)∂H∂t
]
. The work extracted during the sec-
ond stroke of the Otto cycle can, therefore, be obtained
as
W (t) = U(t)− U(t2) =
∫ t
t2
Tr
[
ρ(τ)
∂H
∂τ
]
dτ. (18)
Fig. 2(a) shows W (t) when η = ηr. As discussed
above, we have adjusted the value of final time t3 to
ensure the maximal work extraction: that happens at
t3 − t2 = pi/(2λ) ≈ pi|∆−|/(g0) (λ is the transition
rate between the involved states, see Appendix A). The
amount of work withdrawn from the system is then
W (t3) ≈ (1 − p) ~∆− ≈ −0.3~ω, since 1 − p ≈ 0.4,
as given below Eq. (7), and ∆− = −0.8ω. The fast oscil-
lations observed in Fig. 2(a) have frequency of the order
of the modulation frequency, ηr.
The average quantum power [5],
Pav ≡ 1
t− t2
∫ t
t2
(
Tr
[
ρ(τ)
∂H
∂τ
])
dτ, (19)
will be compared to the average classical power [5],
P cav ≡
1
t− t2
∫ t
t2
(∑
n
ρnn(τ)
∂En
∂τ
)
dτ, (20)
where ρnn(τ) = 〈En(τ)|ρ(τ)|En(τ)〉 and H(τ)|En(τ)〉 =
En(τ)|En(τ)〉, for the reason explained in the following.
According to Refs.[1, 5], the presence of quantum coher-
ence in a thermal machine can lead to increased output
power with respect to the power from the corresponding
classical thermal machine. Gain in the output power can
happen because, in the quantum case, two physical mech-
anisms are responsible for the work extraction. The first
one is associated with the variation of the energy levels
of the working medium, whereas the second mechanism
depends on the quantum coherence between the instan-
taneous energy eigenstates. In the classical case only the
first physical mechanism is responsible for the work ex-
traction, explaining why the signature of the quantum
boost in the output power appears as
Pav − P cav < 0. (21)
The more negative the difference, the larger is the quan-
tum boost in the output power.
Figs. 2(b)-(d) reveal the physical meaning of Pav−P cav
in the context of our thermal machine. The main mes-
sage here is: the closer η is to the resonance ηr, the more
energy can be extracted by means of a quantum coher-
ent process, surpassing classically available mechanisms
due to energy levels variation. In Fig. 2(b), we plot Pav
(black line) and P cav (red line) for the second stroke of
our Otto cycle, where η = ηr ≈ 0.806ω. P cav oscillates
around zero at frequency ∼ ηr, as a consequence of the
variation of energy levels due to Ωt, so the external mod-
ulation both supplies energy to the system and draws
energy from the system, with no net energy variation.
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Figure 2. (Color online) Quantum power boost in the
nonstationary Jaynes-Cummings model. (a) Quantum
work extracted during the second stroke of Sec. II B. Param-
eters: Ω0 = 1.8ω, g0 = 0.05ω,  = 0.144ω, ηr ≈ 0.806ω.
(b) Pav (black line) and P
c
av (red line) at resonance, η = ηr.
(c) Pav (black line) and P
c
av (red line) slightly off-resonance,
η ≈ 0.792ω. (d) Pav (black line) and P cav (red line) far from
resonance, η ≈ 0.717ω. The quantum boost in the output
power is evidenced by Pav < P
c
av, with Pav < 0. As η moves
away from ηr, Pav approaches P
c
av due to decrease in quantum
coherences.
On the other hand, despite the same fast oscillations due
to the variation of the energy levels, Pav assumes strictly
negative values. Therefore, the power generated by our
quantum thermal machine outperforms the power gen-
erated by the corresponding classical thermal machine,
5|Pav| > |P cav|. In Figs. 2(c) and (d), we plot Pav (black
line) and P cav (red line) for two different modulation fre-
quencies: η = ηr−16g20/(ω+Ω0) ≈ 0.792ω (panel c) and
η = ηr − 100g20/(ω + Ω0) ≈ 0.717ω (panel d). We find
that |η − ηr|  λ implies Pav ≈ P cav, since the external
modulation goes off-resonance and is no longer able to in-
duce transitions between the energy eigenstates. Hence
the only physical mechanism responsible for finite power
output is the variation of the energy levels, with no quan-
tum coherences being created in the energy basis.
D. Amplification of the driving field
We now answer the question: what happens to the
extracted work? Conservation of energy implies amplifi-
cation of the driving field, responsible for the variation of
Ωt. The mechanism behind the field amplification is the
stimulated transition between two eigenstates (dressed-
states) of the coupled atom-cavity system, from the pop-
ulated upper level |1,+〉 to the unpopulated lower level
|1,−〉 (see Appendix A). The frequency of the driving
field is tuned to resonance with this transition,
E1,+ − E1,− = ~ηr. (22)
The stimulated emission of a photon amplifies the driving
field by the amount
|Wout| ≈ (p1,+ − p1,−)(E1,+ − E1,−), (23)
where p1,± is the population of the state |1,±〉 at the
beginning of the work-extraction stroke. In the previous
sections, we have explored the case where |1,+〉 ≈ |e, 0〉,
|1,−〉 ≈ |g, 1〉, E1,+ − E1,− ≈ ~|∆−| = 0.8~ω, p1,+ ≈ 0.4
and p1,− = 0, yielding |Wout| ≈ 0.4 × 0.8~ω ≈ 0.3~ω, as
shown in Fig. 2(a).
Field amplification due to stimulated emission at the
single-photon level has been investigated both in the
steady-state [46, 47] and in the transient [48, 49] regimes.
Refs.[46–49] show that stimulated emission can be mon-
itored by an increase in the transmitted power T =
〈E†TET 〉. In the optical regime [46, 49], ET represents
the propagating electric field, whereas in the microwave
regime [47, 48], it represents an electric current in the
circuit. The increase of the transmitted power is due
to a constructive interference, ET = Ef + Eσ˜, between
the free field, Ef , and the field emitted by the two-level
system, Eσ˜ ∝ σ˜, as obtained from the Maxwell-Bloch
theory. Here, the ladder operator for the effective two-
level system is σ˜ = |1,−〉〈1,+|. This explains how the
extracted work amplifies the driving field by the stimu-
lated emission of a photon.
III. QUANTUM POWER BOOST IN THE
NONSTATIONARY RABI MODEL
In this section we show that the quantum power boost
discussed in Sec. II C for the JC model exhibits a similar
−0.3
−0.2
−0.1
0
0.1
−0.15
−0.1
−0.05
0
0.05
500 1000 1500
−2
−1
0
1
2
1 2 3 4 5
−1
−0.5
0
0.5
x 10−6
x 105
Av
.P
ow
er
W
or
k
(a) (b)
(d)
classical
quantum
classical
quantum
JC regime ADCE regime
at resonance at resonance
ADCE regimeJC regime−4x 10
200 220 240
−2
0
(c)2 −4x 10 1
Figure 3. (color online) Quantum power boost in the
nonstationary Rabi model. (a) WJC(t) at resonance,
ηJC = 0.8021ω. (b) WADCE(t) at resonance, ηADCE = 2.8041ω.
(c) Pav (black line) and P
c
av (red line) for the JC regime, at
resonance ηJC. (d) Pav (black line) and P
c
av (red line) for the
ADCE regime, at resonance ηADCE. Pav < P
c
av and Pav < 0
are attained in both regimes of the nonstationary Rabi model
(JC and ADCE), evidencing the quantum boosts in the out-
put powers. Inset: fast oscillations of Pav and P
c
av have period
∼ η−1. Parameters used in all plots: Ω0 = 0.2ω, g0 = 0.05ω,
 = 0.016ω.
behavior in the nonstationary Rabi model. The Rabi
Hamiltonian reads [18, 19, 40, 44, 50]
HR(t) = ωa
†a+
Ωt
2
σz + gt(σ+ + σ−)(a+ a†) (24)
and it differs from the Jaynes-Cummings Hamiltonian by
the presence of the counter-rotating terms (CRT) aσ−
and a†σ+. The existence of the counter-rotating terms
implies that the number of excitations of the system
is not a conserved quantity. Therefore the system can
undergo transitions between states |g, n〉 and |e, n + 1〉,
as well as the transition between the states |g, n〉 and
|e, n− 1〉 allowed by the JC Hamiltonian.
For g0  ω the effects of the counter-rotating terms
usually appear when a ‘high’ modulation frequency η ∼
2ω becomes resonant with some transition between the
dressed-states with different numbers of excitations. For
the transition |g, n + 1〉 ↔ |e, n〉 studied in Sec. II the
CRT simply shift the resonance frequency to [43, 44]
ηJC =
√
[∆− − 2δ+(n+ 1)]2 + 4g20(n+ 1), (25)
where δ+ = g
2
0/(ω + Ω0) is the standard Bloch-Siegert
shift. In this case, that we call JC regime, only transi-
tions between the states |g, n + 1〉 and |e, n〉 take place,
and the dynamics is (approximately) described by the
same effective Hamiltonian as discussed in Sec. II.
We have shown in our previous work [40] that addi-
tional transitions induced by the counter-rotating terms
6can be used to increase the amount of work extracted
from the atom-cavity system, by exploring the dynamic
variation of the total number of excitations. The ADCE
regime, for instance, promotes coherent annihilation of
two system excitations. By adjusting the modulation fre-
quency as [51]
ηADCE ≈ 3ω − Ω0 (26)
one can engineer an effective dynamics that couples the
(approximate) states [36, 37]
|g, n〉 and |e, n− 3〉, for n ≥ 3. (27)
To be able to reduce the number of system excitations it
is required the evident condition [40]
p(|g, n〉) > p(|e, n− 3〉), (28)
where p(|.〉) is the initial population of the state |.〉.
In the context of quantum thermal machines, the re-
quirement (28) can be achieved by an isochoric process
similar to that employed in the first stroke of our Otto
cycle (Sec. II B). The difference now is that the hot reser-
voir is coupled to the cavity (κ > 0 and Γ = 0), thermal-
izing the cavity field at a finite temperature, Tf > 0.
The atom remains in its ground state, since gt = 0 for
t1 < t < t2. The atom-cavity state at the beginning of
the work-extraction stroke is then given by
ρ(t2) = |g〉〈g| ⊗
∑
n
pn|n〉〈n|, (29)
where pn = n¯
n/(n¯ + 1)n+1 and n¯ is the average photon
number. The next step is to implement the work extrac-
tion process described in the second stroke of the Otto
cycle, using state ρ(t2) as the initial state.
Figs. 3(a) and (b), respectively, show work extracted
in the JC regime, WJC(t), and in the ADCE regime,
WADCE(t), of the nonstationary Rabi model. In both
regimes we set n¯ = 1.8 and Ω0 = 0.2ω (so now ∆− =
+0.8ω). We also set ηJC = 1.0026∆− to select the tran-
sition
|g, 3〉 → |e, 2〉, (30)
and ηADCE = 1.0015(3ω − Ω0), which induces transition
|g, 3〉 → |e, 0〉. (31)
Qualitatively, WJC(t) and WADCE(t) are equivalent. From
a quantitative point of view, however, the results show
that maximal work extraction in the ADCE regime can
be twice as large as in the JC regime, as allowed by the
reduction in the total number of excitations in the atom-
cavity system. Maximal work extraction in the ADCE
regime occurs when the population of the state |g, 3〉 at-
tains its minimum value, due to the transfer of population
to the state |e, 0〉. The time required to reach this stage
in the ADCE regime is significantly larger than in the JC
regime [40], hence the average quantum power extracted
in the JC regime (Fig. 3(c), black line) is much higher
than in the ADCE regime (Fig. 3(d), black line).
Figs. 3(c) and (d) illustrate quantum boosts in the
output powers for the JC and the ADCE regimes of the
nonstationary Rabi model. In both regimes P cav oscil-
lates around zero due to the modulation of energy levels
(red lines in panels c and d). These oscillations are char-
acterized by a very short period (∼ η−1), as illustrated
in the inset of Fig. 3(c). Moreover, in both regimes
Pav becomes strictly negative (see black lines in panels
c and d). Finally, we have confirmed the role of quan-
tum coherence on the quantum power boost by slightly
changing the modulation frequency η, thereby weakening
the transitions between the required dressed-states (data
not shown). Similarly to the results from Figs. 2(b)-(d),
we observed that in both the JC and ADCE regimes Pav
approaches P cav as the modulation frequency moves away
from resonance.
IV. CONCLUSIONS
We have shown how quantum coherences in nonsta-
tionary cavity-QED regimes can boost the output power
of a quantum heat engine. We have evidenced the quan-
tum boost by comparing the average quantum power,
Pav, with the average classical power, P
c
av, both as de-
fined in [5]. Pav captures two mechanisms: quantum
coherent transitions between energy levels and the time
variation of the energy levels themselves. P cav only cap-
tures the time variation of the energy levels, represent-
ing the average power of the equivalent classical ther-
mal machine [1], so the quantum boost in the extracted
power reveals itself as Pav < P
c
av, with Pav < 0. We
have shown that such quantum boost can be achieved
by adjusting the modulation frequency η to specific res-
onant frequencies that induce transition between specific
pairs of the system dressed-states. For the nonstation-
ary Jaynes-Cummings model, we devised a four-stroke
Otto cycle and explained the amplification of the driv-
ing field by means of stimulated emission at the single-
photon level. Finally, for the nonstationary Rabi model,
we demonstrated the quantum power boost in both the
JC and ADCE regimes.
Appendix A: Effective Hamiltonian
Under external driving (2) with modulation frequency
(4), the effective Hamiltonian for the nonstationary
Jaynes-Cummings model (1) is given by [36, 40, 43]
Heff/~ ' iλ|n+ 1,−〉〈n+ 1,+|+ h.c. , (A1)
where n ≥ 0 and
λ =
g0
2|∆−|
√
n+ 1. (A2)
7For m > 0
|m,+〉 = sin θm|g,m〉+ cos θm|e,m− 1〉 (A3)
|m,−〉 = cos θm|g,m〉 − sin θm|e,m− 1〉 (A4)
are the m-excitations eigenstates of the Hamiltonian (1)
with θm = arctan [(∆− + βm)/2g0
√
m], Ωt = Ω0 and
gt = g0. The respective eigenenergies are
Em,±/~ = ω(m− 1/2)± βm
2
, (A5)
with βm =
√
∆2− + 4g20m. In the dispersive regime
|m, s〉 ≈ |g,m〉 + (g0
√
m/∆−)|e,m − 1〉 and |m,−s〉 ≈
|e,m− 1〉 − (g0
√
m/∆−)|g,m〉, where s ≡ sgn(∆−).
Appendix B: Master Equation
In this paper we use the microscopic Markovian mas-
ter equation developed in Ref. [44], which takes into
account the influence of the atom-field interaction on the
description of the dissipative effects. The Liouvillian su-
peroperators read
Lf [ρ] =
∑
j,k>j
κjk (nf (∆kj , Tf ) + 1) D[|j〉〈k|]ρ
+
∑
j,k>j
κjk nf (∆kj , Tf ) D[|k〉〈j|]ρ (B1)
La[ρ] =
∑
j,k>j
Γjk (na(∆kj , Ta) + 1) D[|j〉〈k|]ρ
+
∑
j,k>j
Γjk na(∆kj , Ta) D[|k〉〈j|]ρ, (B2)
where D[O]ρ = (2OρO† − ρO†O − O†Oρ)/2 is the
Lindbladian superoperator and the shorthand notation
|k〉 stands for the eigenstates of the JC Hamiltonian,
where the index k increases with the eigenenergy Ek.
Other parameters are defined as κjk = κ(∆kj)|ajk|2 and
Γjk = Γ(∆kj)|σjkx |2, where κ($) and Γ($) are the dissi-
pation rates proportional to noise spectral densities (at
frequency $) for the cavity and the atom, respectively.
Moreover, ∆kj ≡ Ek − Ej , ajk ≡ 〈j|(aˆ + aˆ†)|k〉 and
σjkx ≡ 〈j|(σˆ+ + σˆ−)|k〉. We make the simplest assump-
tion that the dissipation rates are zero for $ < 0 and
take on constant values κ and Γ for $ ≥ 0. Finally,
na(f) denotes the mean number of excitations associated
with the thermal reservoir coupled to the atom (cavity
field) at temperatures Ta(f) and energy difference ∆kj .
It is worth mentioning that in cases where the system
of interest interacts with reservoirs at different tempera-
tures the microscopic approach is applicable, whereas the
phenomenological approach may lead to violation of the
second law of thermodynamics [52].
Appendix C: Quantum Thermodynamics
In quantum thermodynamics of open quantum sys-
tems, the internal energy U of the system of interest is
associated with its average energy, U(t) = Tr[ρ(t)H(t)],
where ρ(t) is the density operator and H(t) is the system
Hamiltonian. A thermodynamic process is represented
by the temporal evolution of the system from time ti up
to tf . The quantum version of the first law of thermody-
namics can be formulated as follows [1, 40, 45]
∆U = W +Q, (C1)
where
W =
∫ tf
ti
Tr[ρ(t)∂tH(t)] dt (C2)
is the quantum version of the work performed by an ex-
ternal agent during the thermodynamic process. For a
time-independent Hamiltonian, W = 0. The quantum
version of the heat is
Q =
∫ tf
ti
Tr[H(t)∂tρ(t)] dt. (C3)
The quantum heat depends on the temporal variation of
the system density operator, which is given by a master
equation as in Eq. (6).
In our case, using the Hamiltonians (1) and (24), for
gt = g0 the quantum work takes the form
W =
1
2
∫ tf
ti
∂tΩt 〈σz(t)〉 dt (C4)
(in the numeric simulations the time dependence of gt is
also taken into account, although its contribution is negli-
gible). Using Eq. (6) and that Tr {[H(t), ρ(t)]H(t)} = 0,
the quantum heat can be rewritten as Q = Qa + Qf ,
where
Qa(f) =
∫ tf
ti
Tr[La(f)ρH(t)] dt (C5)
is the heat transferred into the system by the thermal
reservoir coupled to the atom (cavity field).
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