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Abstract
This paper extends the intrinsic wavelet methods for curves of Hermitian positive definite ma-
trices of Chau and von Sachs (2017) to surfaces of Hermitian positive definite matrices, with
in mind the application to nonparametric estimation of the time-varying spectral matrix of a
locally stationary time series. First, intrinsic average-interpolating wavelet transforms acting
directly on surfaces of Hermitian positive definite matrices are constructed in a curved Rie-
mannian manifold with respect to an affine-invariant metric. Second, we derive the wavelet
coefficient decay and linear wavelet thresholding convergence rates of intrinsically smooth sur-
faces of Hermitian positive definite matrices, and investigate practical nonlinear thresholding
of wavelet coefficients based on their trace in the context of intrinsic signal plus noise mod-
els in the Riemannian manifold. The finite-sample performance of nonlinear tree-structured
trace thresholding is assessed by means of simulated data, and the proposed intrinsic wavelet
methods are used to estimate the time-varying spectral matrix of a nonstationary multivariate
electroencephalography (EEG) time series recorded during an epileptic brain seizure.
Keywords: Riemannian manifold, Hermitian positive definite matrices, Surface wavelet transform,
Time-varying spectral matrix estimation, Multivariate nonstationary time series, Affine-invariant
metric
1 Introduction
The Fourier spectral matrix of a second-order stationary multivariate time series can be interpreted
as a curve of complex covariance matrices across frequencies in the Fourier domain. More precisely,
the Fourier spectrum characterizes the variance-covariance structure of the multivariate time series
expanded in terms of sines and cosines (i.e., the Fourier basis functions) oscillating at a particular
frequency, and a non-degenerate Fourier spectral matrix therefore always constitutes a curve of
Hermitian positive definite (HPD) matrices. In Chau and von Sachs (2017), the authors investi-
gated intrinsic wavelet transforms and wavelet regression for curves of Hermitian positive definite
(HPD) matrices, with in mind the application to nonparametric spectral matrix estimation of a
stationary multivariate time series. In many real-world applications, however, the assumption of
stationarity of the time series may be too strict and one might relax the stationarity assumption
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to allow for more flexible modeling of spectral charactaristics that vary with time. For instance,
in neuroscientific experiments involving electroencephalogram (EEG) or local field potential (LFP)
time series recorded during a brain seizure, our aim is to analyze the Fourier spectra locally in
time to analyze the evolving spectral behavior during the experiment. There is not a unique way
to relax the assumption of stationarity to define a nonstationary time series process with a time-
dependent Fourier spectrum. In this paper, we focus on nonparametric spectral estimation for a
class of locally stationary time series as first defined in Dahlhaus (1997). The following definition
generalizes the Crame´r representation of a stationary time series (see e.g., (Brockwell and Davis,
2006, Section 11.8)) and is similar in definition to Guo et al. (2003), Guo and Dai (2006) and Li and
Krafty (2018) among others. This is a modified version of the locally time series model in Dahlhaus
(1997) or Dahlhaus (2012), where the original sequences of functions A0t,T (ω) in Dahlhaus (1997)
and Dahlhaus (2012) are replaced by a 2-dimensional surface A(ω, t/T ), typically assumed to be
smooth across frequency and time.
Definition 1.1. (Locally stationary vector-valued time series) Let {~Yt, t = 1, . . . , T} be a zero-mean
vector-valued time series observed at time points t = 1, . . . , T . The time series ~Yt is said to be locally
stationary if it admits the following representation with probability 1,
~Yt =
∫ pi
−pi
A(ω, t/T ) exp(itω) d~Z(ω).
Here, {~Z(ω),−pi ≤ ω ≤ pi} is a vector-valued zero-mean orthogonal increment process defined as in
(Brockwell and Davis, 2006, Section 11.8), with for −pi ≤ λ ≤ pi and 0 ≤ u ≤ 1,
E
[(∫ λ
−pi
A(ω, u) d~Z(ω)
)(∫ λ
−pi
A(ω, u) d~Z(ω)
)∗]
=
∫ λ
−pi
f(ω, u) dω,
such that the cumulants of d~Z exist and are bounded for all orders. Moreover, f(ω, u) is the time-
varying or evolutionary spectral density matrix at frequency ω ∈ [−pi, pi] and at time u = t/T ∈ [0, 1]
rescaled to live in the unit interval. In addition, the time-varying spectral density matrix can be
expressed in terms of the time-varying transfer function as f(ω, u) = A(ω, u)A(ω, u)∗.
Remark. In the original locally stationary time series model in Dahlhaus (1997), the true transfer
function A(ω, t/T ) is defined as the limit of a double-indexed sequence A0t,T (ω) in order to admit
some parametric time series models, such as multivariate time-varying autoregressive (AR) models,
not included in the class of locally stationary time series in Definition 1.1. However, this is not a
problem in this paper, as we study nonparametric estimation of the time-varying spectral density
matrix f(ω, u) and not estimation of parametric time series models. More precisely, assuming
that A0t,T (ω) = A(ω, t/T ), with a sufficiently regular limiting surface A(ω, u), we address time-
varying spectral density matrix estimation as a nonparametric 2-dimensional matrix-valued surface
estimation problem.
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In the nondegenerate case, the time-varying spectral density matrix f(ω, u) constitutes a surface of
HPD matrices across time and frequency and any spectral matrix estimator fˆ(ω, u) should preserve
these geometric constraints. This is important for several reasons: (i) interpretation of the time-
varying spectral matrix estimator as a surface of complex covariance matrices in the time-frequency
domain; (ii) well-defined transfer functions in the Crame´r representation of a locally stationary time
series above for the purpose of e.g., simulation of time series and bootstrapping; and (iii) sufficient
regularity to avoid computational problems in subsequent inference procedures, such as e.g., compu-
tation of the time-varying partial coherences, which require the inverse of the estimated spectrum.
This paper studies generalizations of the 1-dimensional (1D) intrinsic wavelet transforms for curves
of HPD matrices in Chau and von Sachs (2017) extended to 2-dimensional (2D) intrinsic wavelet
transforms for surfaces of HPD matrices, such as time-varying spectral density matrices.
Nonparametric estimation of the time-varying spectral density matrix of a multivariate time series
can be grouped in several different categories. In a standard Euclidean framework, straightfor-
ward nonparametric estimation of a sufficiently smooth time-varying target spectral matrix can be
performed by smoothing segmented (short-time) or localized periodograms across both time and
frequency via 2D kernel regression on surfaces of HPD matrices–extending 1D kernel regression as
in (Brillinger, 1981, Chapter 5)– or via localized multitaper spectral estimation as in Bayram and
Baraniuk (1996) and Xiao and Flandrin (2007) for univariate nonstationary time series. Another ap-
proach is to segment the nonstationary time series into approximately stationary blocks and to apply
traditional stationary spectral estimation methods (e.g., kernel- or projection-based periodogram
smoothing or multitapering) on the segmented blocks, see e.g., Adak (1998) for univariate nonsta-
tionary time series or Fiecas and Ombao (2016) for replicated multivariate nonstationary time series.
The work by Ombao et al. (2005) is based on similar ideas, but with the Fourier basis functions and
Fourier spectrum replaced by smooth localized exponential (SLEX) basis functions and its associ-
ated SLEX spectrum. We also mention the work by Park et al. (2014), in which the authors instead
consider nonstationary time series data from a vector-valued locally stationary wavelet processes,
where estimation of the local wavelet spectral matrix is achieved by kernel smoothing of the wavelet
periodogram matrices across wavelet locations. The disadvantage of estimation approaches that
equip the space of HPD matrices with the Euclidean metric, is that flexible nonparametric (e.g.,
wavelet- or spline-) periodogram smoothing across time and frequency generally does not a guaran-
tee positive definite spectral estimate, as such more flexible estimates easily surpass the boundary
of the space of HPD matrices, which lies at a finite Euclidean distance. Instead, Guo and Dai
(2006), Zhang (2016) and Li and Krafty (2018) equip the space of HPD matrices with the Cholesky
metric and propose both frequentist and Bayesian procedures to construct time-varying HPD spec-
tral matrix estimates as the square of an estimated surface of Cholesky square root matrices. This
allows for more flexible estimation of the time-varying spectrum, such as individual smoothing of
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Cholesky matrix components, however, the Cholesky metric and Cholesky-based smoothing are not
permutation-equivariant with respect to the components of the underlying time series. Essentially,
this means that if one observes a reordering of the time series components, the estimated spectrum
is not necessarily a rotated version of the estimate under the original ordering of the time series
components. The latter implies that the ordering of the time series matters as it has a nontrivial
impact on the estimated time-varying spectral matrix.
The intrinsic surface wavelet transforms in this paper are generalizations of the intrinsic wavelet
transforms for curves in Chau and von Sachs (2017) and are therefore defined independently of the
metric on the space of HPD matrices. However, our primary focus in the remainder of this paper is
on estimation in the space of HPD matrices equipped with the affine-invariant Riemannian metric
for the following reasons: (i) intrinsic 2D wavelet shrinkage of input HPD periodogram matrices
guarantees an output HPD spectral estimate as the space of HPD matrices equipped with the
affine-invariant metric is a complete metric space, (ii) intrinsic 2D wavelet shrinkage is equivariant
to matrix congruence transformation by any invertible matrix, which implies that the time-varying
spectral estimator does not nontrivially depend on the coordinate system of the multivariate time
series, and (iii) there is no swelling effect as with the Euclidean metric as detailed in Pasternak et al.
(2010), potentially leading to computational instability. Although we have in mind the application
of intrinsic 2D wavelet shrinkage to time-varying HPD spectral matrix estimation, we emphasize
that the estimation methods equally apply to other matrix-valued surface estimation or denoising
problems, where the target is a surface of symmetric or Hermitian PD matrices. For instance,
surface denoising of non-smoothly varying SPD diffusion covariance matrices in diffusion tensor
imaging (DTI) as discussed in e.g., Pennec et al. (2006) or Yuan et al. (2012).
The structure of the paper is as follows. In Section 2, we introduce the necessary geometric tools
and notions and consider natural generalizations of the intrinsic average-interpolation subdivision
scheme and forward and backward wavelet transforms in Chau and von Sachs (2017) for surfaces of
HPD matrices in a Riemannian manifold. In Section 3, we derive wavelet coefficient decay rates of
intrinsically smooth surfaces of HPD matrices and convergence rates of linear wavelet thresholding
in the manifold of HPD matrices equipped with the affine-invariant Riemannian metric. In Section
4, we consider intrinsic 2D nonlinear wavelet thresholding in the context of intrinsic i.i.d. signal plus
noise models, where the signal is a surface of HPD matrices, such as a time-varying spectral matrix.
In particular, we consider nonlinear tree-structured thresholding of the trace of the matrix-valued
wavelet coefficients. In Section 5, we first compare the finite-sample performance of intrinsic wavelet
regression to several nonparametric benchmark estimation procedures in the context of simulated
surfaces of HPD matrices corrupted by noise, and second we estimate the time-varying Fourier
spectrum of multivariate electroencephalography (EEG) time series data recorded during an epilep-
tic brain seizure based on automatic intrinsic 2D wavelet thresholding of localized periodograms.
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The technical proofs and additional derivations can be found in the supplementary material. The
accompanying R-code containing the tools to perform intrinsic 2D wavelet denoising in the space of
HPD matrices –and to reproduce all of the illustrations and simulations in this paper– is publicly
available in the R-package pdSpecEst on CRAN, Chau (2017).
2 Intrinsic 2D AI wavelet transforms
2.1 Geometric notions and tools
The space of (d× d)-dimensional Hermitian positive definite matrices Pd×d is an open subset of the
real vector space of (d×d)-dimensional Hermitian matrices Hd×d and as such it is an d2-dimensional
smooth manifold, see e.g., Boothby (1986), Lee (2003) or do Carmo (1992). In this work, our primary
focus is on the Riemannian manifold of HPD matrices equipped with the so-called affine-invariant
Riemannian metric according to Pennec et al. (2006), Boumal and Absil (2011b) or Boumal and
Absil (2011a). The space of HPD matrices equipped with the affine-invariant metric is a well-studied
Riemannian manifold and the affine-invariant metric also appears in the literature as the natural
invariant metric (Smith (2000)), the canonical metric (Holbrook et al. (2018)), the trace metric
(Yuan et al. (2012)), the Rao-Fisher metric (Said et al. (2017)) or simply the Riemannian metric
in (Bhatia, 2009, Chapter 6) or Dryden et al. (2009) among others. For ease of notation, in the
remainder of this paper we will denoteM := Pd×d. For every p ∈M, the tangent space Tp(M) can
be identified by H := Hd×d, and the affine-invariant Riemannian metric gR on the manifold M is
given by the smooth family of inner products:
〈h1, h2〉p = Tr((p−1/2 ∗ h1)(p−1/2 ∗ h2)), ∀ p ∈M, (2.1)
with h1, h2 ∈ Tp(M). Here and throughout this paper, y1/2 always denotes the Hermitian square
root matrix of y ∈M, and y ∗x is a short notation for the matrix congruence transformation y∗xy.
The Riemannian distance on M derived from the Riemannian metric is given by:
δR(p1, p2) = ‖Log(p−1/21 ∗ p2)‖F , (2.2)
where ‖ · ‖F denotes the matrix Frobenius norm and Log(·) is the matrix logarithm. The mapping
x 7→ a ∗ x is an isometry for each invertible matrix a ∈ GL(d,C), i.e., it is distance-preserving:
δR(p1, p2) = δR(a ∗ p1, a ∗ p2), ∀ a ∈ GL(d,C).
By (Bhatia, 2009, Prop. 6.2.2), the Riemannian manifold (M, gR) is a geodesically complete man-
ifold, i.e., for each p ∈ M, every geodesic through p can be extended indefinitely. Moreover, by
(Bhatia, 2009, Theorem 6.1.6), the geodesic segment joining any two points p1, p2 ∈ M is unique
and can be parametrized as,
η(p1, p2, t) = p
1/2
1 ∗
(
p
−1/2
1 ∗ p2
)t
, 0 ≤ t ≤ 1. (2.3)
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In the remainder of this paper we make extensive use of the so-called exponential and logarithmic
maps, i.e., diffeomorphic maps between the manifold and its tangent spaces, which can heuristically
be viewed as generalized notions of addition and subtraction on the Riemannian manifold. Since
(M, gR) is geodesically complete, for every p ∈ M the exponential map Expp and the logarithmic
map Logp are global diffeomorphisms with as domains Tp(M) and M respectively by the Hopf-
Rinow theorem. By (Pennec et al. (2006)), the exponential map Expp : Tp(M) → M is given
by,
Expp(h) = p
1/2 ∗ Exp
(
p−1/2 ∗ h
)
, ∀ h ∈ Tp(M), (2.4)
where Exp(·) denotes the matrix exponential. The logarithmic map Logp : M → Tp(M) is given
by the inverse exponential map:
Logp(q) = p
1/2 ∗ Log
(
p−1/2 ∗ q
)
. (2.5)
The Riemannian distance may now also be expressed in terms of the logarithmic map as:
δR(p1, p2) = ‖Logp1(p2)‖p1 = ‖Logp2(p1)‖p2 , ∀ p1, p2 ∈M, (2.6)
where ‖h‖p := 〈h, h〉p denotes the norm of h ∈ Tp(M) induced by the Riemannian metric.
Intrinsic means and averages Finally, an important tool that is used throughout this paper is
the notion of the mean or average of a sample or distribution of HPD matrix observations intrinsic
to the affine-invariant Riemannian metric. A manifold-valued random variable X : Ω → M is
defined to be a measurable function from a probability space (Ω,A, ν) to the measurable space
(M,B(M)), where B(M) is the Borel algebra in the complete separable metric space (M, δR).
By P (M), we denote the set of all probability measures on (M,B(M)) and Pp(M) denotes the
subset of probability measures in P (M) that have finite moments of order p with respect to the
Riemannian distance,
Pp(M) :=
{
ν ∈ P (M) : ∃ y0 ∈M, s.t.
∫
M
δ(y0, x)
p ν(dx) <∞
}
Note that if
∫
M δ(y0, x)
p ν(dx) <∞ for some y0 ∈ M and 1 ≤ p <∞, this is true for any y ∈ M,
which follows by the triangle inequality and the fact that δ(p1, p2) <∞ for any p1, p2 ∈M.
In the subsequent wavelet refinement scheme, the center of a random variable X ∼ ν is charactarized
by its intrinsic (also Karcher or Fre´chet) mean, see e.g. Pennec (2006). The set of intrinsic means
is given by the points that minimize the second moment with respect to the Riemannian distance,
µ = Eν [X] := arg min
y∈supp(ν)
∫
M
δ(y, x)2 ν(dx).
If ν ∈ P2(M), then at least one intrinsic mean exists and since the Riemannian manifold (M, gR)
is a space of non-positive curvature with no cut-locus (see e.g., Pennec et al. (2006) or Skovgaard
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Manifold: Pn×n := {p ∈ Cn×n : p = p∗ and ~z∗p~z > 0, for ~z ∈ Cn, ~z 6= ~0}
Tangent spaces: Tp(Pn×n) ∼= Hn×n := {h ∈ Cn×n : h = h∗}
Riemannian metric: 〈h1, h2〉p = Tr((p−1/2 ∗ h1)(p−1/2 ∗ h2))
Distance: δR(p1, p2) = ‖Log(p−1/21 ∗ p2)‖F
Exponential map: Expp(h) = p
1/2 ∗ Exp(p−1/2 ∗ h)
Logarithmic map: Logp(q) = p
1/2 ∗ Log(p−1/2 ∗ q)
Weighted average: Ave({Xi}i; {wi}i) =
{
µ ∈ Pd×d : µ = Expµ
(∑
i wiLogµ(Xi)
)}
Table 1: Geometric tools for the Riemannian manifold of HPD matrices equipped with the affine-
invariant Riemannian metric.
(1984)), by (Le, 1995, Proposition 1) the intrinsic mean µ is also unique. Recall that the cut-locus
at a point p ∈M is the complement of the image of the exponential map Expp, which is the empty
set for each p ∈M as the image of Expp is the entire manifoldM. By (Pennec, 2006, Corollary 1),
the intrinsic mean can also be represented by the point µ ∈M that satisfies,
µ = Expµ
(∫
M
Logµ(x) ν(dx)
)
. (2.7)
In general, the sample intrinsic mean of a set of observations {X1, . . . , Xn} ∈ M has no closed-form
solution, but it can be computed efficiently through a gradient descent algorithm as described in
e.g., Pennec (2006). Throughout this paper, we use the shorthand notation Ave({Xi}ni=1) for the
(unweighted) intrinsic sample mean of {X1, . . . , Xn} ∈ M. A weighted intrinsic sample mean of
{X1, . . . , Xn} ∈ M, with weights {w1, . . . , wn} ∈ [0, 1] summing up to one, will be denoted as
Ave({Xi}ni=1; {wi}ni=1) and is given by:
Ave({Xi}ni=1, {wi}ni=1) =
{
X¯n ∈M : X¯n = ExpX¯n
(
n∑
i=1
wiLogX¯n(Xi)
)}
Remark. The representation of the intrinsic mean in eq.(2.7) above has an intuitive interpretation if
we view the exponential and logarithmic maps as generalized notions of addition and subtraction on
the Riemannian manifold. In particular, if we equip the Riemannian manifold of HPD matrices with
the Euclidean metric, the exponential and logarithmic map correspond to ordinary matrix addition
and subtraction and the above representation reduces to the usual expectation of a random variable.
Table 1 above provides a quick overview of the different geometric tools used throughout this paper
in the Riemannian manifold of HPD matrices equipped with the affine-invariant metric.
2.2 Intrinsic 2D AI subdivision scheme
The aim of this section is to construct intrinsic 2D average-interpolation (AI) wavelet transforms for
surfaces in the space of HPD matrices as generalizations of the intrinsic 1D AI wavelet transforms
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in Chau and von Sachs (2017). Let γ : I →M be a surface of HPD matrices on a bounded domain
I ⊂ R2, and suppose that we observe an (n1 × n2)-dimensional discretized grid of local averages
MJ,k1,k2 = AveIJ,k1,k2 (γ) of the surface γ across equally-sized, non-overlapping, closed rectangles
(IJ,k1,k2)k1,k2 with 0 ≤ k1 ≤ n1 − 1 and 0 ≤ k2 ≤ n2 − 1, such that
⋃
k1,k2
IJ,k1,k2 = I. Here,
AveIJ,k1,k2 (γ) denotes the intrinsic mean of γ over the rectangle IJ,k1,k2 as described above, i.e.,
AveIJ,k1,k2 (γ) =
{
µ ∈M : µ = Expµ
(∫
I
Logµ(γ(x1, x2)) d(x1, x2)
)}
.
For instance, if I = [0, 1] × [0, 1], we may observe a (2J × 2J)-dimensional grid of local averages
across squares IJ,k1,k2 = [k12
−J , (k1 + 1)2−J ] × [k22−J , (k2 + 1)2−J ] for 0 ≤ k1, k2 ≤ 2J − 1. In
general, wavelet transforms are most straightforward to build in a dyadic framework, i.e., the sizes
n1 and n2 are both dyadic numbers. In the construction of the wavelet transforms below, we do not
impose dyadic constraints on n1 and n2. Instead, we assume that we are given (or have chosen) a
redundant refinement pyramid of closed rectangles (Ij,k1,k2)j,k1,k2 at resolution scales j = 0, . . . , J ,
satisfying the following set of constraints:
1. Shape condition: at each resolution scale j = 0, . . . , J , the union of a rectangle Ij,·,· and
its top-, bottom-, left- or right-connected neighboring rectangle –if existing– form again a
rectangle. This property ensures that we can assign unambiguous location indices (k1, k2) to
each rectangle in the refinement pyramid, as columns and rows of rectangles are well-defined.
2. Partitioning condition: at each scale j = 0, . . . , J , the collection of rectangles (Ij,k1,k2)k1,k2
covers the entire domain, i.e.,
⋃
k1,k2
Ij,k1,k2 = I, and their overlap has measure zero, i.e.,
λ2
(⋂
k1,k2
Ij,k1,k2
)
= 0, where throughout this paper λ2 denotes the Lebesgue measure on
R2.
3. Refinement condition: at each scale j = 0, . . . , J − 1, every coarser-scale rectangle Ij,k1,k2
can be expressed as the union of a non-empty set of finer-scale rectangles, i.e., Ij,k1,k2 =⋃
`1,`2
Ij+1,`1,`2 for some set of locations (`1, `2), such that Ij+1,`1,`2 ⊂ Ij,k1,k2 . In addition,
the number of rectangles is strictly increasing from coarser to finer scales, i.e., #(Ij,k1,k2)k1,k2 <
#(Ij+1,`1,`2)`1,`2 .
In the remainder, for convenience, it is assumed that the coarsest scale j = 0 contains a single
covering rectangle I0,0,0 = I, this is not a constraint as we can always add an additional resolution
scale in the refinement pyramid combining the rectangles at the coarsest scale into a single rectangle
covering the complete domain I. Figures 1a and 1b give two examples of valid rectangle pyramids
using both dyadic and non-dyadic refinement steps and Figures 1c and 1d give several examples of
invalid refinement partitions.
Midpoint pyramid Given the grid of local averages (MJ,k1,k2)k1,k2 at resolution scale J and the
refinement pyramid (Ij,k1,k2)j,k1,k2 with j = 0, . . . , J , we can build a redundant midpoint or scaling
8
I2,0,0 I2,0,1 I2,0,2 I2,0,3
I2,1,0 I2,1,1 I2,1,2 I2,1,3
I1,0,0 I1,0,1 I0,0,0
(a) Natural dyadic refinement pyramid (3)
I2,0,0 I2,0,1 I2,0,2
I2,1,0 I2,1,1 I2,1,2
I2,2,0 I2,2,1 I2,2,2
I0,0,0
I1,0,0 I1,0,1
I1,0,0 I1,0,0
(b) Non-dyadic refinement pyramid (3)
I2,0,0
I2,1,0
I2,1,1
I2,2,1
I2,0,0
(c) Invalid partitions (Shape condition 7)
I2,0,0 I2,0,1 I2,0,2 I1,0,0 I1,0,1
(d) Invalid refinement (Refinement condition 7)
coefficient pyramid associated to the rectangles (Ij,k1,k2)k1,k2 at each resolution scale j. Note that
the construction of the midpoint pyramid is similar to that in Chau and von Sachs (2017) for curves
of HPD matrices, except that the size of the grid is not necessarily dyadic. At the finest resolution
scale j = J , the local averages (MJ,k1,k2)k1,k2 are given. At the next coarser scale j = J − 1, with
indices (`1, `2) such that Ij+1,`1,`2 ⊂ Ij,k1,k2 , compute the weighted intrinsic average,
Mj,k1,k2 = Ave
(
{Mj+1,`1,`2}`1,`2 ;
{
λ2(Ij+1,`1,`2)
λ2(Ij,k1,k2)
}
`1,`2
)
, (2.8)
where the ratio λ2(Ij+1,`1,`2)/λ2(Ij,k1,k2) corresponds to the relative size of the finer-scale rectangle
Ij+1,`1,`2 in the coarser-scale rectangle Ij,k1,k2 . In particular, by the refinement condition above,
the weights in the intrinsic averages always sum up to one. The above weighted averaging operation
is iterated up to the coarsest scale j = 0, which contains a single grand average M0,0,0 over the
domain I, as I0,0,0 = I by assumption.
Intrinsic polynomial surfaces In Chau and von Sachs (2017), intrinsic polynomial curves of
degree k in the Riemannian manifold (M, gR) are defined as manifold-valued curves with vanishing
k-th and higher-order covariant derivatives. For the construction of the intrinsic 2D AI subdivision
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scheme, we need the notion of intrinsic polynomial surfaces, i.e., bivariate polynomials. Let γ : I →
M with I ⊆ R2 be a surface of HPD matrices. Throughout the remainder, γ is always implicitly
assumed to be a square integrable surface in the sense that
∫
I δR(γ(t, s), y0)
2 d(t, s) < ∞ for some
y0 ∈ M. We say that γ is a polynomial surface or bivariate polynomial of bi-degree (k1, k2) if for
all (t, s) ∈ I,  ∇
`1
γ′t
γ′t(t, s) = 0, ∀ `1 ≥ k1,
∇`2γ′sγ′s(t, s) = 0, ∀ `2 ≥ k2.
Here, γ′t(t, s) and γ
′
s(t, s) are partial derivatives of γ(t, s) in the marginal directions t and s respec-
tively, 0 is the zero matrix, and ∇` denotes the `-th order (partial) covariant derivative. γ′t(t, s) and
γ′s(t, s) are tangent vectors in Tγ(t,s)(M) and can be represented as,
γ′t(t, s) :=
∂
∂t
γ(t, s) = lim
∆t→0
Logγ(t,s)(γ(t+ ∆t, s))
∆t
γ′s(t, s) :=
∂
∂s
γ(t, s) = lim
∆s→0
Logγ(t,s)(γ(t, s+ ∆s))
∆s
.
The partial covariant derivative ∇γ′tγ′t(t, s) of γ(t, s) in the first variable t can then be written in
terms of the parallel transport as,
∇γ′tγ′t(t, s) = lim∆t→0
Γ(γ(·, s))tt+∆t(γ′t(t+ ∆t, s))− γ′t(t, s)
∆t
,
where Γ(γ(·, s))tt+∆t(γ′(t+∆t, s)) denotes the parallel transport on the Riemannian manifold (M, gR)
of the tangent vector γ′(t+∆t, s) ∈ Tγ(t+∆t,s)(M) to the tangent space Tγ(t,s)(M) transported along
the surface γ(·, s) in its first coordinate, (i.e., along a curve), keeping the second coordinate fixed.
For a more detailed description of the parallel transport in the Riemannian manifold (M, gR),
we also refer to (Chau, 2018, Chapter 2). The definition is analogous for ∇γ′sγ′s(t, s), the partial
covariant derivative of γ(t, s) in the second variable s. Essentially, the above definition of an in-
trinsic polynomial surface says that for fixed s, γ(·, s) is a polynomial curve of degree k1 in its
first argument, and conversely, for fixed t, γ(t, ·) is a polynomial curve of degree k2 in its second
argument. For instance, a (0, 0)-degree polynomial is a surface with constant values for each (t, s);
a (0, 1)- or (1, 0)-degree polynomial is a translated geodesic curve, either along the t- or the s-axis;
and a (1, 1)-degree polynomial is a geodesic surface. Note that discretized polynomial surfaces are
straightforward to generate by extending the numerical integration algorithm in Hinkle et al. (2014)
for discretized polynomial curves.
Intrinsic polynomial surface interpolation In the intrinsic 2D AI subdivision scheme de-
scribed below, in order to predict finer scale midpoints from a collection of coarse scale midpoints,
we need the notion of polynomial surface interpolation in the Riemannian manifold of HPD matrices.
To be precise, given control points Pi,j ∈M on a rectangular grid at the nodes (ti, sj) for i = 0, . . . , n
and j = 0, . . . ,m, we wish to evaluate the bivariate polynomial P (t, s) of bi-degree (n,m) going
10
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Figure 2: Illustration of intrinsic polynomial surface interpolation for a set of random (3 × 3)-
dimensional SPD matrix-valued control points represented as 3D-ellipsoids. The colors indicate the
direction of the eigenvector associated to the largest eigenvalue of each matrix-valued object.
through the (n + 1)(m + 1) control points at some location (t˜, s˜), with (t0, s0) ≤ (t˜, s˜) ≤ (tn, sm).
To solve this bivariate problem we proceed as follows:
1. Let Pj(t) for j = 0, . . . ,m be the interpolating polynomial curve according to Chau and von
Sachs (2017) through the control points P0,j , . . . , Pn,j at the nodes t0, . . . , tn, i.e., Pj(ti) = Pi,j .
These polynomials evaluated at t˜, i.e., Pj(t˜), can be constructed directly by m+1 applications
of the univariate intrinsic version of Neville’s algorithm outlined in Chau and von Sachs (2017)
or (Chau, 2018, Chapter 3).
2. Let P (t˜, s) be the interpolating polynomial curve through the points P0(t˜), . . . , Pm(t˜) at the
nodes s0, . . . , sm, i.e., P (t˜, sj) = Pj(t˜). Then, the bivariate polynomial of bi-degree (n,m)
evaluated at (t˜, s˜), i.e., P (t˜, s˜), can be constructed by a single application of the univariate
intrinsic version of Neville’s algorithm. By this construction, P (t, s) is the unique bivariate
polynomial of degree (n,m) that satisfies P (ti, sj) = Pi,j for each i = 0, . . . , n and j = 0, . . . ,m.
Intrinsic polynomial interpolation with respect to the affine-invariant metric for a surface of HPD
matrices by means of Neville’s algorithm is implemented in R through the function pdNeville()
in the pdSpecEst-package, and we refer to the package documentation for additional details and
information about this function.
2.2.1 Midpoint prediction via intrinsic average-interpolation
Equipped with the notion of intrinsic polynomial surfaces and a practical procedure for polynomial
surface interpolation, we outline the intrinsic 2D AI subdivision scheme. The aim of the intrinsic 2D
AI subdivision scheme is to reconstruct an intrinsic polynomial surface γ˜(t, s) with j-scale midpoints
(Mj,k′1,k′2)k′1,k′2 as given by the midpoint pyramid. This is an extended version of the intrinsic 1D AI
subdivision scheme in Chau and von Sachs (2017), and it is instructive to compare the steps listed in
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this paper to their analogous counterparts in Chau and von Sachs (2017). The average-interpolating
surface γ˜(t, s) with j-scale midpoints (Mj,k′1,k′2)k′1,k′2 does not follow directly from reconstructing the
intrinsic polynomial surface passing through the j-scale midpoints. Instead, consider the cumulative
intrinsic mean of γ˜(t, s), Mt0,s0 : I ∩ ([t0,∞)× [ν0,∞))→M, given by:
Mt0,s0(t, s) = Ave[t0,t]×[s0,s](γ˜). (2.9)
That is, Mt0,s0(t, s) solves:
Mt0,s0(t, s) = ExpMt0,s0 (t,s)
(∫ s
s0
∫ t
t0
LogMt0,s0 (t,s)(γ˜(t, s)) dt ds
)
.
To illustrate, suppose that I = [0, 1] × [0, 1] and the refinement rectangles at scale j are given by
Ij,k1,k2 = [k12
−j , (k1 + 1)2−j ] × [k22−j , (k2 + 1)2−j ]. If γ˜(t, ν) is the intrinsic polynomial surface
with j-scale midpoints (Mj,k1,k2)k1,k2 , then M0,0((k1 + 1)2
−j , (k2 + 1)2−j) equals the cumulative
intrinsic average of the midpoints {Mj,`1,`2}`1,`2 , with (`1, `2) ∈ {0, . . . , k1} × {0, . . . , k2}. The key
observation is that the cumulative intrinsic mean of an intrinsic polynomial of bi-degree (r1, r2)
is again an intrinsic polynomial of bi-degree smaller than or equal to (r1, r2), analogous to the
standard Euclidean case, where the integral of a polynomial also remains a polynomial. The intrinsic
2D AI subdivision scheme proceeds as follows: (i) collect a set of coarse-scale midpoints close to
the refinement location of interest; (ii) using Neville’s algorithm, reconstruct an intrinsic polynomial
surface passing through the cumulative intrinsic averages based on the set of coarse-scale midpoints;
and (iii) predict the finer-scale midpoints at the refinement location of interest based on the fitted
intrinsic polynomial surface. These steps are described in detail below:
1. Collect coarse-scale midpoints. Fix a midpoint location (k1, k2) at scale j − 1 and an
average-interpolation order (N1, N2) = (2L1 + 1, 2L2 + 1), with L1, L2 ≥ 0. Collect the
N1N2 closest neighboring (j − 1)-scale midpoints (Mj−1,k1+`1,k2+`2)`1,`2 to Mj−1,k1,k2 , with
(`1, `2) ∈ {−L1, . . . , L1} × {−L2, . . . , L2}. If the symmetric neighboring midpoints at the lo-
cations (`1, `2) ∈ {−L1, . . . , L1}×{−L2, . . . , L2} do not all exist, instead, we either collect the
non-symmetric N1N2 closest neighboring midpoints, or we reduce the average-interpolation or-
der, such that all symmetric neighbors exist. For instance, at a boundary location (0, 0) corre-
sponding to the corner rectangle Ij−1,0,0, we may collect the set of closest existing neighboring
midpoints to Mj−1,0,0 given by (Mj−1,`1,`2)`1,`2 , with (`1, `2) ∈ {0, . . . , 2L1} × {0, . . . , 2L2}.
2. Reconstruct intrinsic polynomial surface. For convenience, suppose that the N1N2
coarse-scale midpoints (Mj−1,k1+`1,k2+`2)`1,`2 , with symmetric neighboring locations (`1, `2) ∈
{−L1, . . . , L1} × {−L2, . . . , L2} exist. For non-symmetric neighboring midpoints, the proce-
dure is completely analogous. Set (t0, s0) ∈ R2 equal to the bottom left-corner of the refine-
ment rectangle Ij−1,k1−L1,k2−L2 , such that (t0, s0) = min
(⋃
`1,`2
Ij−1,k1+`1,k2+`2
)
. Define the
cumulative intrinsic averages (M j−1,r1,r2)r1,r2 with (r1, r2) ∈ {0, . . . , N1−1}×{0, . . . , N2−1}
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as:
M j−1,r1,r2 = Ave
{Mj−1,i1,i2}(i1,i2)∈R ; λ2(Ij−1,i1,i2)
λ2
( ⋃
(s1,s2)∈R
Ij−1,s1,s2
)

= Mt0,s0(max(Ij−1,k1−L1+r1,k2−L2+r2)). (2.10)
Here, R = {k1−L1, . . . , k1−L1 +r1}×{k1−L2, . . . , k2−L2 +r2}, Mt0,s0(t, s) is as in eq.(2.9)
based on the average-interpolating surface γ˜(t, s) with (j − 1)-scale midpoints (Mj−1,~`)~` at
(Ij−1,~`)`, and max(Ij−1,k1−L1+r1,k2−L2+r2) ∈ R2 is the upper right-corner of the rectangle
Ij−1,k1−L1+r1,k2−L2+r2 . To illustrate, M j−1,0,0 = Mj−1,k1−L1,k2−L2 and M j−1,N1−1,N2−1 is
the intrinsic average of the total set of midpoints (Mj−1,k1+`1,k2+`2)`1,`2 . Note that the ex-
pression after the second equality in the above equation is valid due to the shape condition
of the refinement pyramid. Given the set of cumulative intrinsic averages, we fit an interpo-
lating polynomial surface M̂t0,s0(t, s) of order (N1 − 1, N2 − 1) through the N1N2 cumulative
midpoints (M j−1,r1,r2)r1,r2 , this serves as a polynomial estimate of the surface Mt0,s0(t, s).
In practice, it is not necessary to reconstruct the entire interpolating polynomial surface, it
suffices to evaluate the interpolating surface at a finite number of locations, which is done
efficiently by Neville’s algorithm as described above.
3. Predict finer-scale midpoints The predicted finer-scale midpoints (M˜j,i1,i2)i1,i2 at loca-
tions (i1, i2) corresponding to the finer-scale rectangles Ij,i1,i2 ⊂ Ij−1,k1,k2 are now uniquely
determined by the intrinsic local averages over the regions Ij,i1,i2 obtained from the fitted
polynomial surface M̂t0,s0(t, s) and the midpoint relation in eq.(2.8). In general, the exact ex-
pressions for the predicted finer-scale midpoints (M˜j,i1,i2)i1,i2 inherently depend on the shapes
and sizes of the refinement rectangles (Ij,i1,i2)i1,i2 . Below, in a dyadic framework, we discuss
finer-scale midpoint prediction in more detail based on a natural choice of equally-sized square
refinement rectangles at each resolution scale. We also refer to the (simplistic) illustration in
Figure 5 for a visual description of the prediction procedure.
Remark. An important observation is that if the coarse midpoints (Mj−1,k1+`1,k2+`2)`1,`2 are gen-
erated from an intrinsic polynomial surface γ(t, s) of degree ≤ (N1− 1, N2− 1), then the finer-scale
midpoints (Mj,i1,i2)i1,i2 are perfectly reconstructed. This is analogous to the intrinsic 1D AI subdivi-
sion scheme in Chau and von Sachs (2017) and is referred to as the intrinsic polynomial reproduction
property.
2.2.2 Dyadic midpoint prediction
As the midpoint prediction is most straightforward in a dyadic framework, we discuss the dyadic
intrinsic 2D AI subdivision scheme in more detail. Suppose that we observe an (n1×n2)-dimensional
grid of local averages (MJ,k1,k2)k1,k2 at the finest resolution scale J across equally-sized rectangles
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Figure 3: (Away from boundary) Frobenius norm of (fk1,k2)k1,k2 after successive applications of the
subdivision scheme of order (N1, N2) = (5, 5) starting from a square grid of size (n1, n2) = (8, 8).
(IJ,k1,k2)k1,k2 , such that n1 = 2
J1 and n2 = 2
J2 are both dyadic numbers. A natural choice
for the refinement pyramid (Ij,k1,k2)j,k1,k2 , with equally-sized square refinement rectangles at each
resolution scale, is already shown in Figure 1a. Without loss of generality, let us assume that
I = [0, 1] × [0, 1], then the maximum resolution scale is J = max(J1, J2) and the rectangles in the
natural refinement pyramid at scale j = 0, . . . , J are given by:
Ij,k1,k2 = ([k12
−j+J−J1 , (k1 + 1)2−j+J−J1 ] ∩ [0, 1])× ([k22−j+J−J2 , (k2 + 1)2−j+J−J2 ] ∩ [0, 1]),
with locations (k1, k2) ∈ {0, . . . , (2j−J+J1 − 1) ∨ 0} × {0, . . . , (2j−J+J2 − 1) ∨ 0} at resolution scale
j. In particular, if J1 6= J2; for j > |J1 − J2|, Ij−1,k1,k2 is the union of four finer-scale rectangles
Ij,2k1,2k2 , Ij,2k1+1,2k2 , Ij,2k1,2k2+1 and Ij,2k1+1,2k2+1; for j ≤ |J1 − J2|, Ij−1,k1,k2 is the union of two
finer-scale rectangles Ij,2k1,k2 and Ij,2k1+1,k2 if J1 > J2, or Ij,k1,2k2 and Ij,k1,2k2+1 if J1 < J2. We
observe that for j ≤ |J1 − J2|, the dyadic 2D subdivision scheme essentially reduces to the dyadic
1D subdivision scheme for curves of HPD matrices in Chau and von Sachs (2017).
In the supplementary material, we give the exact expressions of the predicted midpoints in a dyadic
framework based on intrinsic average-interpolation via Neville’s algorithm as described above. In
Figures 3 and 4, we demonstrate successive applications of dyadic average-interpolation refinement
for an interior and a boundary midpoint starting from 64 dummy HPD matrix-valued observations
(fk1,k2)k1,k2 on a square grid of size (n1, n2) = (8, 8). Analogous to Chau and von Sachs (2017),
the intrinsic version of Neville’s algorithm essentially interpolates a polynomial surface through
weighted geodesic combinations of the input set of coarse-scale midpoints, with weights depending
on the average-interpolation order (N1, N2). For this reason, the predicted midpoints (M˜j,i1,i2)i1,i2
can effectively be expressed as weighted intrinsic averages of the inputs (Mj−1,k1+`1,k2+`2)`1,`2 . For
j ≤ |J1 − J2|, the expressions for the predicted midpoints and their corresponding weights are
exactly equivalent to the expressions in Chau and von Sachs (2017), as the 2D subdivision scheme
reduces to a 1D subdivision scheme. For j > |J1 − J2|, with (i1, i2) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)},
the predicted midpoints can be represented as the following intrinsic weighted averages:
M˜j,2k1+i1,2k2+i2 = Ave
(
{Mj−1,k1+`1,k2+`2}`1,`2 ;
{
CN1,N2,i1,i2L1+`1,L2+`2
}
`1,`2
)
, (2.11)
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Figure 4: (At the boundary) Frobenius norm of (fk1,k2)k1,k2 after successive applications of the
subdivision scheme of order (N1, N2) = (5, 5) starting from a square grid size (n1, n2) = (8, 8).
with (`1, `2) ∈ {−L1, . . . , L1}×{−L2, . . . , L2}. The weights CN1,N2,i1,i2 = (CN1,N2,i1,i2m1,m2 )m1,m2 with
(m1,m2) ∈ {0, . . . , N1−1}×{0, . . . , N2−1} depend on the location indices (i1, i2) and the average-
interpolation order (N1, N2) ≥ 1 and sum up to 1. For instance, away from the boundary, for
(i1, i2) = (0, 0), the weights are as follows:
• If (N1, N2) = (1, 1), then CN1,N2,0,00,0 = 1.
• If (N1, N2) = (3, 3), with rows m1 = {0, 1, 2} and columns m2 = {0, 1, 2},
CN1,N1,0,0 =

1
64
1
8 − 164
1
8 1 − 18
− 164 − 18 164

• If (N1, N2) = (5, 5), with rows m1 = {0, . . . , 4} and columns m2 = {0, . . . , 4},
CN1,N1,0,0 =

9
16384 − 338192 − 3128 338192 − 916384
− 338192 1214096 1164 − 1214096 338192
− 3128 1164 1 − 1164 3128
33
8192 − 1214096 − 1164 1214096 − 338192
− 916384 338192 3128 − 338192 916384

In the R-package pdSpecEst, these prediction weights have been pre-determined for all combina-
tions (N1, N2) ≤ (9, 9) at locations (k1, k2) away from the boundary, such that the symmetric N1N2
neighboring coarse-scale midpoints exist. This allows for faster computation of the predicted mid-
points in practice using a weighted version of the gradient descent algorithm in Pennec (2006), with
the function pdMean(). For higher average-interpolation orders (i.e., N1 ∨N2 > 9), or for predicted
midpoints close to the boundary, (such that the symmetric neighboring midpoints are no longer
available), the midpoints are predicted via Neville’s algorithm as explained above. We point out
that if N1∧N2 = 1, the refinement weights reduce exactly to the 1D refinement weights discussed in
Chau and von Sachs (2017), as the dyadic 2D subdivision scheme reduces to a dyadic 1D subdivision
scheme.
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2.3 Intrinsic forward and backward 2D AI wavelet transform
Forward wavelet transform The intrinsic 2D AI subdivision scheme leads to an intrinsic 2D
AI wavelet transform passing from j-scale midpoints to (j − 1)-scale midpoints plus j-scale wavelet
coefficients as follows:
1. Coarsen/Refine: given the set of j-scale midpoints (Mj,k1,k2)k1,k2 corresponding to the
refinement rectangles (Ij,k1,k2)k1,k2 , compute the (j−1)-scale midpoints (Mj−1,k′1,k′2)k′1,k′2 cor-
responding to the refinement rectangles (Ij,k′1,k′2)k′1,k′2 through the coarsening step in eq.(2.2).
Select an average-interpolation order (N1, N2) ≥ (1, 1) and generate the predicted midpoints
(M˜j,k1,k2)k1,k2 based on the (j−1)-scale midpoints (Mj−1,k′1,k′2)k′1,k′2 via the 2D AI subdivision
scheme in Section 2.2.
2. Difference: given the true and predicted j-scale midpoints (Mj,k1,k2)k1,k2 , (M˜j,k1,k2)k1,k2 ,
define the wavelet coefficients as scaled intrinsic differences according to,
Dj,k1,k2 =
√
λ2(Ij,k1,k2)
λ2(I) · LogM˜j,k1,k2
(
Mj,k1,k2
) ∈ T
M˜j,k1,k2
(M). (2.12)
Note that ‖Dj,k1,k2‖2M˜j,k1,k2 =
λ2(Ij,k1,k2 )
λ2(I) δR(Mj,k1,k2 , M˜j,k1,k2)
2 by definition of the Rieman-
nian distance, giving the wavelet coefficients the interpretation of a (scaled) difference between
Mj,k1,k2 and M˜j,k1,k2 . In the remainder, we also keep track of the whitened wavelet coefficients,
Dj,k1,k2 =
√
λ2(Ij,k1,k2)
λ2(I) · M˜
−1/2
j,k1,k2
∗ Log
M˜j,k1,k2
(
Mj,k1,k2
) ∈ TId(M). (2.13)
The whitened coefficients correspond to the coefficients in eq.(2.12) transported to the same
tangent space (at the identity matrix) via the so-called whitening transport ΓIdp (w) = p
−1/2 ∗
w that parallel transports a tangent vector w ∈ Tp(M) to TId(M) along a geodesic curve
in the Riemannian manifold (M, gR), similar to e.g., Yuan et al. (2012). This allows for
straightforward comparison of coefficients across scales and locations in Section 3 and 4. Note
in particular that for the whitened coefficients ‖Dj,k1,k2‖2F = ‖Dj,k1,k2‖2M˜j,k1,k2 . Figure 5
gives a visual description of the construction of the j-scale wavelet coefficients in a dyadic
framework, where the coarse-scale refinement rectangle Ij−1,k1,k2 corresponds to the union of
the equally-sized finer-scale rectangles Ij,2k1+`1,2k2+`2 with `1, `2 ∈ {0, 1}.
Inverse wavelet transform The inverse wavelet transform passes from coarse (j− 1)-scale mid-
points plus j-scale wavelet coefficients to finer j-scale midpoints and follows directly by reverting
the above operations:
1. Predict/Refine: given the (j − 1)-scale midpoints (Mj−1,k′1,k′2)k′1,k′2 corresponding to the
refinement rectangles (Ij−1,k′1,k′2)k′1,k′2 and an average-interpolation order (N1, N2) ≥ (1, 1),
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Figure 5: (Simplistic) illustration of the forward 2D AI wavelet transform passing from j-scale mid-
points to (j−1)-scale midpoints and j-scale wavelet coefficients: (i) compute coarse-scale midpoints
(Mj−1,k′1,k′2)k′1,k′2 , (ii) predict fine-scale midpoints (M˜j,k1,k2)k1,k2 , (iii) compute wavelet coefficients
(Dj,k1,k2)k1,k2 .
generate the predicted j-scale midpoints (M˜j,k1,k2)k′1,k′2 via the 2D AI subdivision scheme in
Section 2.2.
2. Complete: recover the j-scale midpoint at the location (k1, k2) from the predicted midpoint
(M˜j,k1,k2)k1,k2 and the wavelet coefficients (Dj,k1,k2)k1,k2 through:
Mj,k1,k2 = ExpM˜j,k1,k2
(√
λ2(I)
λ2(Ij,k1,k2)
·Dj,k1,k2
)
.
Given the coarsest midpointM0,0,0 at scale j = 0, the pyramid of refinement rectangles (Ij,k1,k2)j,k1,k2
and the pyramid of wavelet coefficients (Dj,k1,k2)j,k1,k2 at scales j = 1, . . . , J , repeating the recon-
struction procedure above up to scale J , we recover the (n1 × n2)-dimensional discretized grid of
local averages (MJ,k1,k2)k1,k2 ∈M given as input to the forward wavelet transform.
3 Wavelet thresholding for smooth HPD surfaces
In this section, we derive the wavelet coefficient decay and linear wavelet thresholding convergence
rates of intrinsically smooth surfaces of HPD matrices γ : I → M, with existing partial covariant
derivatives of degree (N1, N2) ≥ (1, 1) or higher. Without loss of generality, assume that I = [0, 1]×
[0, 1]. Suppose that we observe an (n1 × n2)-dimensional discretized grid of random independent
local averages Xk1,k2 ∈ M across equally-sized, non-overlapping, closed rectangles (IJ,k1,k2)k1,k2
with 0 ≤ k1 ≤ n1 − 1 and 0 ≤ k2 ≤ n2 − 1, such that
⋃
k1,k2
IJ,k1,k2 = I. For the random
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variables Xk1,k2 , we assume that Xk1,k2 ∼ νk1,k2 , with intrinsic mean Eνk1,k2 [X] = AveIJ,k1,k2 (γ)
and νk1,k2 ∈ P2(M) for each (k1, k2), using the same notation as in Section 2.1. The derivations of
the coefficient decay and convergence rates below inherently depend on the sizes of the refinement
rectangles (Ij,k1,k2)k1,k2 . For this reason, in this section, we assume that n1 = 2
J1 and n2 = 2
J2 are
dyadic and the refinement pyramid is given by the natural refinement rectangles (Ij,k1,k2)k1,k2 as in
Section 2.2 for j = 0, . . . , J , with J = max(J1, J2). In particular, within each scale j = 0, . . . , J , the
sizes of the refinement rectangles are constant across locations and given by:
λ2(Ij,k1,k2) = (2
−j+J−J1 ∧ 1)(2−j+J−J2 ∧ 1), for all k1, k2 (3.1)
This assumption can be relaxed to rectangles with sizes of the same order λ2(Ij,k1,k2) = O((2
−j+J−J1∧
1)(2−j+J−J2 ∧ 1)) at each scale j, (and n1, n2 not necessarily dyadic), but for the sake of precise
arguments, we focus on the exact natural dyadic refinement pyramid given in Section 2.2.
Empirical wavelet coefficient error The first proposition below gives the estimation error
of the wavelet coefficients based on the empirical finest-scale midpoints MJ,k1,k2,n = Xk1,k2 with
respect to the wavelet coefficients obtained from the finest-scale midpoints MJ,k1,k2 = AveIJ,k1,k2 (γ)
of the target surface γ.
Proposition 3.1. (Estimation error) Let (MJ,k1,k2)k1,k2 and (Xk1,k2)k1,k2 be as defined above, such
that (k1, k2) ∈ {0, . . . , n1 − 1} × {0, . . . , n2 − 1}, with n1 = 2J1 and n2 = 2J2 for J1, J2 sufficiently
large. Consider (Ij,k1,k2)j,k1,k2 to be the natural dyadic refinement pyramid on I = [0, 1] × [0, 1]
for j = 0, . . . , J , with J = max(J1, J2). Then, for each scale j > 0 sufficiently small and location
(k1, k2),
E‖D̂j,k1,k2,n −Dj,k1,k2‖2F . (n1n2)−1,
where,
D̂j,k1,k2,n =
√
λ2(Ij,k1,k2)
λ2(I) Log
(
M˜
−1/2
j,k1,k2,n
∗Mj,k1,k2,n
)
is the empirical whitened wavelet coefficient at scale-location (j, k1, k2) based on some subdivision
order (N1, N2) ≥ (1, 1). Here, Mj,k1,k2,n is the empirical midpoint at scale-location (j, k1, k2) con-
structed from the observations (Xk1,k2)k1,k2 , and M˜j,k1,k2,n is the predicted midpoint based on the
estimated midpoints (Mj−1,k′1,k′2,n)k′1,k′2 . Similarly, Dj,k1,k2 is the whitened wavelet coefficient at
scale-location (j, k1, k2) based on the finest-scale midpoints MJ,k1,k2 = AveIJ,k1,k2 (γ) of the target
surface γ subject to the same subdivision order (N1, N2).
Wavelet coefficient decay In order to derive the wavelet coefficient decay of intrinsically smooth
surfaces, we rely on the intrinsic polynomial reproduction property, which ensures that the subdi-
vision scheme reproduces intrinsic polynomial surfaces without error. This is a generalization of
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(Chau and von Sachs, 2017, Proposition 4.2) from intrinsically smooth (1D) curves to intrinsically
smooth (2D) surfaces in the Riemannian manifold.
Proposition 3.2. (Coefficient decay) Given a subdivision order (N1, N2) ≥ (1, 1), suppose that
γ : I → M is a smooth surface with existing partial covariant derivatives of order (N1, N2) or
higher. Let (Ij,k1,k2)j,k1,k2 be the natural dyadic refinement pyramid on the domain I = [0, 1]× [0, 1]
for j = 0, . . . , J , with J = max(J1, J2) and J1, J2 sufficiently large. Then, for each scale j > |J1−J2|
sufficiently large and location (k1, k2),
‖Dj,k1,k2‖F . 2−j+|J2−J1|/2
(
2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2),
where Dj,k1,k2 denotes the whitened wavelet coefficient at scale-location (j, k1, k2) based on the finest-
scale midpoints MJ,k1,k2 = AveIJ,k1,k2 (γ), with subdivision order (N1, N2), similar to Proposition
3.1 above.
Remark. The parameters J1 and J2 determine the sizes of the refinement rectangles in eq.(3.1),
i.e., as J1, J2 → ∞, λ2(IJ,k1,k2) → 0. Note that if J = J1 = J2, which implies that the refinement
pyramid (Ij,k1,k2)j,k1,k2 consists of equally-sized squares at each scale j, then the coefficient decay
rate simplifies to ‖Dj,k1,k2‖F . 2−j2−j(N1∧N2).
Linear wavelet thresholding Combining Propositions 3.1 and 3.2, the main theorem below
gives the integrated mean squared error in terms of the Riemannian distance δR of a linear wavelet
thresholded estimator of a smooth surface γ(t, ν). The wavelet estimator is based on the input sam-
ple of local average observations (Xk1,k2)k1,k2 associated to the refinement rectangles (IJ,k1,k2)k1,k2 .
In the theorem below, as before, it is assumed that the random observations Xk1,k2 are sampled
on a dyadic grid of dimension (n1 × n2), with n1 = 2J1 and n2 = 2J2 , with n = 2J1+J2 the total
number of observations, and the refinement rectangles (Ij,k1,k2)j,k1,k2 are the rectangles associated
to the natural dyadic refinement pyramid.
Theorem 3.3. (Convergence rates linear thresholding) Given a subdivision order (N1, N2) ≥ (1, 1),
suppose that γ : I → M is a smooth surface with existing partial covariant derivatives of order
(N1, N2) or higher. Let (Xk1,k2)k1,k2 be as defined above, with (k1, k2) ∈ {0, . . . , n1−1}×{0, . . . , n2−
1}, such that (n1, n2) = (2J1 , 2J2) and n = n1n2, and let (Ij,k1,k2)j,k1,k2 be the natural dyadic
refinement pyramid for j = 0, . . . , J , with J = max(J1, J2). Consider a linear wavelet estimator
based on the observations (Xk1,k2)k1,k2 that thresholds all wavelet coefficients at scales j ≥ J0, such
that J0 = (log2(n)+|J1−J2|(1+2(N1∨N2))/(2+2(N1∧N2)), with (N1, N2) the average-interpolation
order of the wavelet transform. For n sufficiently large,∑
j,k1,k2
E‖D̂j,k1,k2 −Dj,k1,k2‖2F . 2
2(N1∨N2)
1+(N1∧N2) |J1−J2| (n1 ∨ n2)−
2(N1∧N2)
1+(N1∧N2) , (3.2)
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with the sum ranging over all locations at scales 0 < j ≤ J . Here, D̂j,k1,k2 is the empirical whitened
wavelet coefficient based on the observations (Xk1,k2)k1,k2 after linear thresholding of wavelet scales
j ≥ J0, and Dj,k1,k2 is the whitened wavelet coefficient based on the grid of finest-scale midpoints
MJ,k1,k2 = AveIJ,k1,k2 (γ) of the smooth surface γ. Moreover, denote by (M̂J,k1,k2,n)k1,k2 the grid
of finest-scale midpoints based on the linear wavelet thresholded estimator. Then, for n sufficiently
large, also,
1
n
∑
k1,k2
E
[
δR(M̂J,k1,k2 ,MJ,k1,k2,n)
2
]
. 2
2(N1∨N2)
1+(N1∧N2) |J1−J2| (n1 ∨ n2)−
2(N1∧N2)
1+(N1∧N2) . (3.3)
Examining the convergence rates in the theorem above, we may obtain simplified rates under several
specific scenarios:
(i) If N := N1 = N2, the product of the two powers can be combined into a single term as,
2
2(N1∨N2)
1+(N1∧N2) |J1−J2| (n1 ∨ n2)−
2(N1∧N2)
1+(N1∧N2) =
(
2(J1∨J2)−|J1−J2|
)− 2N1+N
= (n1 ∧ n2)− 2N1+N .
(ii) If n1 = O(n2), or in other words |J1 − J2| = O(1), the first power reduces to a constant, and
we can bound,
2
2(N1∨N2)
1+(N1∧N2) |J1−J2| (n1 ∨ n2)−
2(N1∧N2)
1+(N1∧N2) . n
− 2(N1∧N2)
1+(N1∧N2)
1 .
Such a situation arises when the shape of the rectangular observation grid remains constant
as n increases, i.e., the ratio n1/n2 is fixed.
4 Nonlinear wavelet thresholding for HPD surfaces
In this section, we study nonlinear wavelet denoising for surfaces of HPD matrices corrupted by noise,
where the target signal is not necessarily an intrinsically smooth surface γ : I → M, and may be
subject to e.g., varying degrees of local smoothness, or local spikes or jump discontinuities. In such
cases, more flexible nonlinear thresholding of wavelet coefficients outperforms linear thresholding of
wavelet scales, as the nonlinear wavelet thresholded estimator is able to adapt to different degrees
of local smoothness in the signal. Our main focus is on nonlinear wavelet thresholding in the
context of generalized intrinsic signal plus i.i.d. noise models in the Riemannian manifold (M, gR)
as described in (Chau, 2018, Chapter 2). As in Section 3, without loss of generality assume that
I = [0, 1]× [0, 1] and suppose that we observe an (n1 × n2)-dimensional discretized grid of random
independent local averages Xk1,k2 taking values in the space of HPD matrices across equally-sized,
non-overlapping, closed rectangles (IJ,k1,k2)k1,k2 with 0 ≤ k1 ≤ n1 − 1 and 0 ≤ k2 ≤ n2 − 1, such
that
⋃
k1,k2
IJ,k1,k2 = I. In this section, the random variates {Xk1,k2}k1,k2 are assumed to follow an
intrinsic discretized signal plus i.i.d. noise model with respect to the affine-invariant metric according
to:
Xk1,k2 = γ
1/2
k1,k2
∗ k1,k2 , 0 ≤ k1 ≤ n1 − 1, 0 ≤ k2 ≤ n2 − 1. (4.1)
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Here, (k1,k2)k1,k2
iid∼ ν, with ν ∈ P2(M) having intrinsic mean equal to the identity, i.e., Eν [] = Id,
and γk1,k2 := AveIJ,k1,k2 (γ) corresponds to the intrinsic mean of the square integrable surface γ over
the refinement rectangle IJ,k1,k2 . In order to derive the results in Proposition 4.2, we assume again
that n1 = 2
J1 and n2 = 2
J2 are dyadic and the refinement pyramid is given by the natural dyadic
refinement rectangles (Ij,k1,k2)k1,k2 for j = 0, . . . , J , with J = max(J1, J2), as in Section 2.2.
Example 4.1. (Time-varying spectral matrix estimation). As an illustration, consider estimating
the time-varying spectral density matrix f(ω, u) ∈M of a locally stationary Gaussian time series of
length T . Suppose that we have computed time-varying (e.g., localized or segmented) periodograms
IT (ωk1 , uk2) on an (n1,T × n2,T )-dimensional rectangular grid at equidistant time-frequency points
(ωk1 , uk2)k1,k2 ∈ [0, pi] × [0, 1]. If we let the size of the time-frequency grid grow at a sufficiently
slower rate than the length of the time series T , the time-varying periodograms IT (ωk1 , uk2) are
asymptotically independent between time-frequency points as T →∞ and asymptotically complex
Wishart distributed according to e.g., Brillinger (1981). Let (Xk1,k2)k1,k2 ∈ M be noisy multita-
pered HPD periodograms at time-frequencies (ωk1 , uk2)k1,k2 with L ≥ d tapers (see e.g., Walden
(2000)), where d is the dimension of the time series. The asymptotic distribution of the bias-corrected
HPD periodograms is of the form e−c(d,L)WCd (L,L
−1f(ωk1 , uk2)), where the factor e
−c(d,L) corre-
sponds to the Wishart bias-correction in (Chau and von Sachs, 2017, Theorem 5.1), so that its
intrinsic mean with respect to the affine-invariant metric is equal to f(ωk1 , uk2). We observe that
the noisy HPD periodogram observations (Xk1,k2)k1,k2 asymptotically follow an intrinsic signal plus
i.i.d. noise model, since as T →∞, for each (k1, k2),
Xk1,k2
d→ f1/2k1,k2 ∗ k1,k2 , k1,k2
iid∼ ν,
with target signal fk1,k2 = f(ωk1 , uk2) and noise distribution ν = e
−c(d,L)WCd (L,L
−1Id) ∈ P2(M),
such that Eν [] = Id. In order to make the precise correspondence with the model in eq.(4.1), we
can take equally-sized, non-overlapping, closed rectangles (IJ,k1,k2)k1,k2 , such that each rectangle
contains a single time-frequency point (ωk1 , uk2) and
⋃
k1,k2
IJ,k1,k2 = [0, pi]× [0, 1]. As we are only
interested in estimating the spectrum f(ω, u) at the discretized time-frequency points, we may set
fk1,k2 = AveIJ,k1,k2 (f) = f(ωk1 , uk2).
4.1 Trace thresholding of coefficients
Nonlinear wavelet-denoised surfaces in the space of HPD matrices can be constructed by shrinkage or
thresholding of individual components of the matrix-valued wavelet coefficients, or by simultaneous
shrinkage or thresholding of entire wavelet coefficients. Analogous to Chau and von Sachs (2017),
in this section we focus on hard thresholding of entire wavelet coefficients based on the trace of the
whitened wavelet coefficients because of its simplicity and appealing properties, but we emphasize
that more flexible componentwise shrinkage or thresholding of the wavelet coefficients may also be
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appropriate. For sampled observations from an intrinsic discretized signal plus i.i.d. noise model
as in eq.(4.1), the trace of the noisy whitened coefficients decomposes into an additive signal plus
mean-zero noise sequence model, and we can derive analytic expressions for the variance of the
trace of the noisy whitened coefficients across wavelet scales. Moreover, since the trace operator
outputs a scalar, we can directly apply ordinary scalar thresholding or shrinkage to the matrix-
valued coefficients. Thresholding or shrinkage of the trace of the whitened coefficients is general
linear congruence equivariant. In the context of spectral estimation of multivariate time series, this
means that the estimator does not nontrivially depend on the chosen basis or coordinate system of
the time series, as the spectral estimator is equivariant under a change of basis of the time series. All
these properties are generalized versions of the properties outlined in Chau and von Sachs (2017),
extended from the setting of 1D curves of HPD matrices to 2D surfaces of HPD matrices.
Lemma 4.1. (General linear congruence equivariance) Let (Xk1,k2)k1,k2 be a surface of HPD matri-
ces and (fˆk1,k2)k1,k2 its wavelet-denoised estimate based on linear or nonlinear shrinkage of the trace
of the whitened wavelet coefficients. The estimator is equivariant under general linear congruence
transformation of the observations in the sense that the wavelet-denoised estimate (fˆa,k1,k2)k1,k2 of
(a ∗Xk1,k2)k1,k2 equals (a ∗ fˆk1,k2)k1,k2 for each a ∈ GL(d,C).
The proof is a straightforward extension of the proofs of Proposition 5.2 and Lemma 5.3 in Chau
and von Sachs (2017) and is therefore omitted here. In general, using again the notation H for the
space of Hermitian matrices, if we write λ : H → H for the thresholding or shrinkage operator, with
λ(D) ∈ H the thresholded or shrunken version of the wavelet coefficient D ∈ H. Then, if λ(·) is
general linear congruence equivariant, in the sense that, λ(a ∗D) = a ∗ λ(D) for each a ∈ GL(d,C),
the nonlinear wavelet estimator is also general linear congruence equivariant. If λ(·) is only unitary
congruence equivariant, i.e., λ(a ∗D) = a ∗ λ(D) only for a ∈ U , where U denotes the set of unitary
matrices, then the nonlinear wavelet estimator is also only unitary congruence equivariant.
In the proposition below, we derive several useful trace properties of the whitened wavelet coefficients
analogous to (Chau and von Sachs, 2017, Proposition 5.3). In the context of an intrinsic signal
plus noise model, at scale-location (j, k′1, k
′
2): D
X
j,k′1,k
′
2
denotes the random whitened coefficient
based on the noisy sample observations with finest-scale midpoints (Xk1,k2)k1,k2 associated to the
refinement rectangle (IJ,k1,k2)k1,k2 ; D
γ
j,k′1,k
′
2
denotes the deterministic whitened coefficient based
on the target surface γ with finest-scale midpoints (γk1,k2)k1,k2 ; and D

j,k′1,k
′
2
denotes the random
whitened coefficient based on the i.i.d. noise terms with finest-scale midpoints (k1,k2)k1,k2 .
Proposition 4.2. (Trace properties) Let (Xk1,k2)k1,k2 ∈ M, with (k1, k2) ∈ {0, . . . , n1 − 1} ×
{0, . . . , n2 − 1} be sampled from an intrinsic discretized signal plus i.i.d. noise model according to:
Xk1,k2 = γ
1/2
k1,k2
∗ k1,k2 , 0 ≤ k1 ≤ n1 − 1, 0 ≤ k2 ≤ n2 − 1,
with (k1,k2)k1,k2
iid∼ ν, such that ν ∈ P2(M) and Eν [] = Id. Assume that n1 = 2J1 , n2 = 2J2 with
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n = n1n2, then for each scale-location (j, k1, k2), the whitened wavelet coefficients obtained from the
intrinsic 2D AI wavelet transform of order (N1, N2) ≥ (1, 1), based on the natural dyadic refinement
pyramid (Ij,k1,k2)j,k1,k2 , satisfy:
Tr(DXj,k1,k2) = Tr(D
γ
j,k1,k2
) + Tr(Dj,k1,k2).
Moreover, E[Tr(DXj,k1,k2)] = Tr(D
γ
j,k1,k2
), and,
Var(Tr(DXj,k1,k2)) =

1
2n
(∑
~`∈Λk1,k2
(
CN1,N2,k1,k2~`
)2)
Var(Tr(ζ)), if j < |J1 − J2|,
1
2n
(
1 + 12
∑
~`∈Λk1,k2
(
CN1,N2,k1,k2~`
)2)
Var(Tr(ζ)), if j ≥ |J1 − J2|.
(4.2)
Here, Λk1,k2 denotes the set of locations
~`= (`1, `2) of the neighboring (j−1)-scale midpoints needed
to predict the j-scale midpoint at scale-location (j, k1, k2), with (C
N1,N2,k1,k2
~` )~` the corresponding
prediction weights as explained in Section 2.2. Also, ζ
d
= Log(), where  ∼ ν.
An important observation is that, for locations away from the boundary, i.e., with constant predic-
tion weights across scales, the variance of the trace of the whitened coefficients Var(Tr(DXj,k1,k2)) is
constant across wavelet scales j < |J1−J2| and across wavelet scales j ≥ |J1−J2|. In particular; at
scales j < |J1−J2|, the prediction weights (CN1,N2,k1,k2~` )~` simplify to the filter coefficients in the 1D
AI subdivision scheme as in Chau and von Sachs (2017); and at scales j ≥ |J1 − J2|, the prediction
weights are as outlined in Section 2.2. If the sample grid is square, i.e., J1 = J2, then for locations
away from the boundary, the variance Var(Tr(DXj,k1,k2)) is constant across all wavelet scales, and we
can directly apply any preferred classical nonlinear thresholding or shrinkage procedure well-suited
to additive signal plus noise models for scalar surfaces, with homogeneous variances across wavelet
scales. If the sample grid is rectangular, i.e., J1 6= J2, there are several ways to homogenize the
variances Var(Tr(DXj,k1,k2)) across wavelet scales:
(i) (Parametric). If the variance Var(Tr(ζ)) is known or given (e.g., asymptotically), and we have
access to the filter weights (1D and 2D) of the subdivision scheme with given order (N1, N2), we
can normalize the variances Var(Tr(DXj,k1,k2)) across wavelet scales to unit variances directly
via the analytic expressions in eq.(4.2).
(ii) (Nonparametric). If the variance Var(Tr(ζ)) is unknown, but we have access to the filter
weights (1D and 2D) of the subdivision scheme with given order (N1, N2), we can robustly es-
timate σ2,2D = Var(Tr(D
X
j,k1,k2
)) for j ≥ |J1−J2| from the finest wavelet scale through σˆ2,2D =
MAD{(Tr(DXJ,k1,k2))k1,k2}2, as the finest wavelet scale contains primarily noise for sufficiently
large samples. The variance σ2,1D = Var(Tr(D
X
j,k1,k2
)) for j < |J1−J2| is then estimated from
σˆ2,2D using the analytic expression in eq.(4.2) and the 1D- and 2D-filter weights.
(iii) (Semiparametric). If the variance Var(Tr(ζ)) is known or given (e.g., asymptotically), for
j < |J1 − J2|, we can compute the variances σ2,1D = Var(Tr(DXj,k1,k2)) from the 1D-filter
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weights and the analytic expression in eq.(4.2). For j ≥ |J1 − J2|, we robustly estimate the
variances from the finest wavelet scale through σˆ2,2D = MAD{(Tr(DXj,k1,k2))k1,k2}2. This
procedure does not require the 2D-filter weights.
Example 4.2. (Time-varying spectral matrix estimation continued). Consider again the appli-
cation of nonlinear wavelet thresholding to time-varying spectral matrix estimation as in Exam-
ple 4.1 above. For a random variable  ∼ ν, with ν = e−c(d,B)WCd (B,B−1Id), it is shown in
the proof of (Chau and von Sachs, 2017, Proposition 5.3) that Var(Tr(ζ)) = Var(Tr(Log())) =∑d
i=1 ψ
′(B − (d− i)), with ψ′(·) the trigamma function. In the R-package pdSpecEst, the function
pdSpecEst2D() performs time-varying spectral matrix estimation via nonlinear trace threshold-
ing of wavelet coefficients of noisy HPD local periodogram observations on a rectangular dyadic
time-frequency grid. The variances Var(Tr(DXj,k1,k2)) are homogenized across wavelet scales via the
semiparametric method (iii) above, using the asymptotic variance Var(Tr(ζ)) = Var(Tr(Log())) =∑d
i=1 ψ
′(B − (d− i)) and the 1D-filter weights given in Chau and von Sachs (2017) for refinement
orders (N1, N2), with N1 ∨N2 ≤ 9.
Example 4.3. (Gaussian noise models). The space of (d × d)-Hermitian matrices H is a real
vector space. Denote 1i,j for the (d × d)-matrix of zeros with a one at location (i, j), then an
orthonormal basis (Hi,j)i,j of (H, 〈·, ·〉F ), is given by the following collection of d2 matrices: (i)
Hi,j = 1ii for i = j, with 1 ≤ i ≤ d, (ii) Hi,j = 2i/
√
21i,j for 1 ≤ i < j ≤ d, (iii) Hi,j = 2/
√
21i,j for
1 ≤ j < i ≤ d. Suppose that the observations (X`1,`2)`1,`2 are obtained from an intrinsic signal plus
i.i.d. Gaussian noise model according to eq.(4.1), such that ζ`1,`2 = Log(`1,`2)
d
=
∑
i,j z
i,j
`1,`2
Hi,j ,
with vec((zi,j`1,`2)i,j) ∼ N(0,Σ). Here, vec(Z) denotes the vectorization of a matrix Z. From the
proof of Proposition 4.2, for each scale-location (j, k1, k2), it follows that Tr(D
X
j,k1,k2
) is a weighted
linear combination of Gaussian random variables (Tr(ζ`1,`2))`1,`2 , and we therefore obtain a Gaussian
sequence model in the wavelet domain:
Tr(DXj,k1,k2) = Tr(D
γ
j,k1,k2
) + Tr(Dj,k1,k2), with Tr(D

j,k1,k2) ∼ N(0, σ2e).
Here, σ2e = Var(Tr(D
X
j,k1,k2
)) according to eq.(4.2), with Var(Tr(ζ)) =
∑d
i,j=1 Cov(zi,i, zj,j), where
(zi,i)i,i are the diagonal components of a random Hermitian matrix distributed as vec((zi,j)i,j) ∼
N(0,Σ).
5 Illustrative data examples
5.1 Finite-sample performance
In this section, we assess the finite-sample performance of intrinsic wavelet smoothing of noisy
surfaces in the space of HPD matrices and benchmark the performance against several alternative
nonparametric surface smoothing procedures in the Riemannian manifold (M, gR). In particular,
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we consider four (3 × 3)-dimensional HPD target test surfaces, which display both globally homo-
geneous and locally varying smoothness behavior. The HPD test surfaces are available through
the function rExamples2D() in the package pdSpecEst by specifying the argument example as
"blocks", "smiley", "bumps" and "tvar" respectively. The left-hand images in Figures 6 to 9 dis-
play 3D-ellipsoids similar to Figure 2 corresponding to the SPD modulus of the (3× 3)-dimensional
HPD matrix-valued target surfaces in the x- and y-directions. The colors represent the direction of
the eigenvector associated to the largest eigenvalue of the matrix objects, i.e., red, green and blue
represent dominant eigenvector directions in the right-left, anterior-posterior and superior-interior
orientations.
Estimation procedures In the simulation studies below, we consider intrinsic wavelet denoising
of dyadic surfaces of HPD matrices based on nonlinear hard thresholding of entire wavelet coef-
ficients based on the traces of the whitened wavelet coefficients as described in Section 4.1. The
wavelet coefficients are obtained from a dyadic intrinsic 2D AI wavelet transform with a given
average-interpolation order (N1, N2) ≥ (1, 1). For data generated from the four different test sur-
faces, we fix the average-interpolation orders to: (1, 1) for the blocks surface, (3, 3) for the smiley
surface, (3, 1) for the bumps surface and (3, 3) for the tvar surface. The impact of the choice of the
average-interpolation order is relatively small in terms of the estimation error in comparison to the
choice of the threshold tuning parameter λ . It is important, however, in terms of visualization of
the estimator as demonstrated in e.g., Figure 6, where the Haar wavelet transform of order (1, 1)
allows for the reconstruction of piecewise constant surfaces of HPD matrices.
As a straightforward nonlinear thresholding method, we consider scalar dyadic tree-structured
thresholding of the traces of the wavelet coefficients analogous to Chau and von Sachs (2017), but
extended to the setting of 2D dyadic pyramids of coefficients. In particular, for each scale-location
(j, k1, k2), denote dj,k1,k2 = Tr(D
X
j,k1,k2
) for the trace of the noisy whitened wavelet coefficient and
let wj,k1,k2 ∈ {0, 1} be a binary label. Given a penalty parameter λ ≥ 0, we optimize the CPRESS
criterion:
argmin
w
CPRESS(w) = argmin
w
∑
j,k1,k2
∣∣dj,k1,k2wj,k1,k2 − dj,k1,k2∣∣2 + λ2 ∑
j,k1,k2
wj,k1,k2 ,
under the constraint that the nonzero labels {wj,k1,k2 |wj,k1,k2 = 1} form a dyadic rooted tree. That
is, for each scale j and location (k1, k2), if any of the labels wj,2k1,2k2 , wj,2k1+1,2k2 , wj,2k1,2k2 or
wj,2k1+1,2k+1 (if existing) are nonzero, then the label wj−1,k1,k2 also has to be nonzero. The sums in
the above expression range across all scale-locations (j, k1, k2) in the pyramid of wavelet coefficients.
For 2D dyadic pyramids of coefficients, the constrained optimization problem can still be solved in
O(N) computations, with N the total number of coefficients, by a 2D version of the dyadic tree-
pruning algorithm outlined in e.g., (Chau, 2018, Chapter 2). The estimated wavelet coefficients are
then given by D̂j,k1,k2 = wj,k1,k2D
X
j,k1,k2
for each scale-location (j, k1, k2).
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Blocks Target Blocks Noisy Blocks Denoised
Figure 6: Left: target piecewise constant blocks surface on a (64× 64) dyadic grid. Middle: noisy
HPD observations from blocks surface according to a Riemannian signal plus i.i.d. intrinsic normal
noise model. Right: intrinsic tree-structure wavelet denoised HPD surface with pdSpecEst2D(),
(based on Riemannian metric gR, with order (1, 1) and oracle penalty λ).
Intrinsic nonlinear tree-structured wavelet thresholding for dyadic surfaces of HPD matrices is di-
rectly available in the package pdSpecEst through pdSpecEst2D(). By default, pdSpecEst2D()
performs intrinsic wavelet denoising of the surface of HPD matrices with respect to the affine-
invariant metric as described in this paper, but the function can also perform intrinsic wavelet
denoising with respect to a number of other metrics, such as (i) the Log-Euclidean metric, the
Euclidean inner product between matrix logarithms; (ii) the Cholesky metric, the Euclidean inner
product between Cholesky matrices; or (iii) the ordinary Euclidean metric. In the simulation stud-
ies in this section, we focus solely on intrinsic wavelet denoising with respect to the affine-invariant
metric gR, as none of the other metrics can guarantee general linear congruence invariance of the
wavelet estimates combined with the fact that the estimates are constrained to live in the space
of HPD matrices. The performance of the intrinsic wavelet-based estimator with respect to the
affine-invariant metric is benchmarked against intrinsic NN-regression and intrinsic NW-regression:
1. Intrinsic NN-regression: we consider intrinsic nearest-neighbor regression in the Rieman-
nian manifold (M, gR) by replacing ordinary local Euclidean averages by their intrinsic coun-
terparts based on the affine-invariant metric. To be precise, the local intrinsic averages are
calculated efficiently by the gradient descent algorithm in Pennec (2006) available via the
function pdMean().
2. Intrinsic NW-regression: we consider 2D (Nadaraya-Watson) kernel regression in the Rie-
mannian manifold (M, gR) based on the affine-invariant metric. To control the involved com-
putational effort, we use a radially symmetric 2D Epanechnikov kernel, which has compact
2D support in contrast to e.g., a radially symmetric 2D Gaussian kernel. The kernel weighted
averages are again computed efficiently by gradient descent using the function pdMean().
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Smiley Target Smiley Noisy Smiley Denoised
Figure 7: Left: target piecewise constant smiley surface on a (64× 64) dyadic grid. Middle: noisy
HPD observations from smiley surface according to a Riemannian signal plus i.i.d. intrinsic normal
noise model. Right: intrinsic tree-structure wavelet denoised HPD surface with pdSpecEst2D(),
(based on Riemannian metric gR, with order (3, 3) and oracle penalty λ).
Remark. In Chau and von Sachs (2017), additional nonparametric benchmark estimation proce-
dures under the affine-invariant Riemannian metric for curves of HPD matrices include the intrinsic
cubic spline approach in Boumal and Absil (2011b) and intrinsic local polynomial regression accord-
ing to Yuan et al. (2012). Although there exist generalizations of cubic spline or local polynomial
regression to estimate (e.g., real-valued) surfaces in a Euclidean context, the methods in Boumal
and Absil (2011b) and Yuan et al. (2012) do not have immediate straightforward generalizations to
estimate surfaces of HPD matrices with respect to the affine-invariant Riemannian metric.
The intrinsic tree-structured wavelet estimator depends only on a single tuning parameter, i.e.,
the penalty parameter λ in the CPRESS criterion. To make an objective comparison between the
wavelet and benchmark estimation procedures, we also consider only a single tuning parameter for
the benchmark procedures. For both the intrinsic NN- and NW-estimator, we consider a single
isotropic bandwidth parameter λ determining the size of the kernel or smoothing window. For
the intrinsic NN-estimator, this means that at each location, the NN-estimate is an intrinsic local
average over a square grid of closest neighboring observations. For the intrinsic NW-estimator, this
means that the bandwidth matrix H = λ · Id of the radially symmetric Epanechnikov kernel is
diagonal and is determined by the single bandwidth parameter λ.
Simulation setup and results Given the test functions as target HPD surfaces, we generate
observations (Yij)ij ∈ P3×3 from the target surface (fij)ij ∈ P3×3 corrupted by noise (Eij)ij ∈ P3×3
according to a discretized intrinsic signal plus i.i.d. noise model with respect to the affine-invariant
Riemannian metric as in eq.(4.1), i.e.,
Yij = f
1/2
ij ∗ Eij ∈ P3×3, 1 ≤ i, j ≤ n,
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Bumps Target Bumps Noisy Bumps Denoised
Figure 8: Left: target bumps surface with varying local smoothness on a (64 × 64) dyadic grid.
Middle: noisy HPD observations from bumps surface according to a Riemannian signal plus i.i.d.
intrinsic normal noise model. Right: intrinsic tree-structure wavelet denoised HPD surface with
pdSpecEst2D(), (based on Riemannian metric gR, with order (3, 1) and oracle penalty λ).
The noise random variables Eij ∼ ν are i.i.d. and generated from two different noise distributions
ν ∈ P2(P3×3).
• Intrinsic normal distribution: for each location (i, j), Eij d= Exp(Zij), where Zij d=
∑9
k=1 zke
k,
with z1, . . . , z9
iid∼ N(0, 1/2) and {e1, . . . , e9} ∈ H3×3 an orthonormal basis of (H3×3, 〈·, ·〉F ).
In particular, the intrinsic mean of Eij equals the identity matrix, i.e., Eν [Eij ] = Id, which
immediately follows from the observation that Eν [LogId(Eij)] = Eν [Zij ] = 0 combined with
eq.(2.7), as the logarithmic map at the identity matrix reduces to the ordinary matrix loga-
rithm LogId(·) = Log(·).
• Rescaled Wishart distribution: for each location (i, j), Eij d= c(3, 4) · Wij , where Wij ∼
W c3 (4, Id/4) is a (3 × 3)-dimensional complex Wishart matrix with 4 degrees of freedom and
Euclidean mean equal to the identity matrix. The rescaling factor c(3, 4) = exp(log(4) −
1
3
∑3
i=1 ψ(1 + i)) corresponds to the bias-correction in (Chau and von Sachs, 2017, Theorem
5.1), such that the intrinsic mean of Eij equals the identity matrix, i.e., Eν [Eij ] = Id.
To assess the performance of the nonparametric surface estimation procedures, we approximate, by
means of simulation, the intrinsic integrated squared estimation error (IISE) with respect to the
target test surface based on the Riemannian distance δR. For the tree-structured wavelet estimators,
we compute the IISE based on the following choices of the tuning parameter: (i) λ equal to the
universal threshold, (ii) λ a semi-oracular penalty and (iii) λ the oracular penalty. The oracular
penalty minimizes the IISE with respect to the true target surface at each individual simulation.
The semi-oracular penalty is a fixed penalty pre-determined by averaging the oracle penalty over
a number of simulation runs. The semi-oracular penalty is included because it is computationally
too expensive to compute the oracle penalty at each individual simulation for the intrinsic NW-
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TVAR Target TVAR Noisy TVAR Denoised
Figure 9: Left: target smooth tvar surface (time-varying vAR(1) spectrum) on a (64× 64) dyadic
grid. Middle: noisy HPD observations from tvar surface according to a Riemannian signal plus
i.i.d. intrinsic normal noise model. Right: intrinsic tree-structure wavelet denoised HPD surface
with pdSpecEst2D(), (based on Riemannian metric gR, with order (3, 3) and oracle penalty λ).
estimator, in particular for large bandwidth parameters, due to the relatively expensive computation
of locally weighted averages under the affine-invariant metric. For this estimator, the results are
displayed only for the semi-oracular bandwidth parameter, which are expected to be relatively close
to the estimation results for the oracular penalty. For each of the other estimators, the displayed
results include both a semi-oracular and oracular choice of the tuning parameter.
Figure 10 displays the average IISEs based on a number of M simulation runs for noisy HPD surface
data generated from an intrinsic signal plus i.i.d. noise model on square dyadic observation grids of
size (n× n), with n = 64 and n = 128. For n = 64, we computed the average IISE over M = 1 350
surface estimates, and for n = 128 we averaged the IISE over M = 350 surface estimates. In the top
panel of Figure 10 the noise is generated from an intrinsic normal distribution, and in the bottom
panel from a rescaled Wishart distribution. We have performed the same simulated experiments
for data generated from several rectangular dyadic observation grids. The simulation results are
roughly similar to the results displayed in Figures 10 and for this reason have been omitted here.
According to Figure 10, the intrinsic wavelet estimator outperforms the benchmark estimators in
terms of the IISE in the majority of the simulated scenarios based on the test surfaces blocks,
smiley and bumps, each of which are not globally smooth HPD surfaces, as illustrated in Figures 6
to 8. This is attributed to the fact that, in contrast to the benchmark procedures, the wavelet-based
estimator is able to capture varying degrees of smoothness in the HPD surface, such as local peaks or
discontinuities in the surface combined with highly regular behavior. The benchmark procedures do
outperform the wavelet-based estimators in terms of the IISE in the highly smooth tvar test surface,
(see also Figure 9), as a single global smoothing parameter in the benchmark procedures is sufficient
to capture the smooth behavior in the HPD surface. Although the wavelet-based estimator does not
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Figure 10: Average intrinsic integrated squared error (IISE) based on the Riemannian distance
δR, with Wav−, NN− and NW− respectively the intrinsic (tree-structure) wavelet thresholded,
intrinsic nearest-neighbor, and intrinsic 2D kernel smoothed surface estimates. Data generated
from a Riemannian signal-noise model on a (64× 64)− and (128× 128)-grid.
significantly improve upon the estimation error for globally smooth surfaces, from a computational
perspective the wavelet-estimator may still remain the preferred option, as it provides a fast heuristic
choice of the penalty parameter (e.g., a simple universal threshold). For both benchmark procedures
there is no simple heuristic choice for the bandwidth parameter(s) and in real-world applications we
need to resort either to computationally expensive cross-validation methods or manual bandwidth
tuning, as the (semi-)oracle bandwidths are not available in practice.
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Figure 11: Multichannel EEG amplitude time series, displaying the T3, T4 and P3 channels corre-
sponding respectively to the EEG recordings at the left temporal, right temporal and left parietal
lobe. The time onset of the epileptic seizure is indicated by the vertical dashed gray line.
5.2 Epileptic seizure EEG recordings
To demonstrate the intrinsic wavelet denoising methods in the context of time-varying spectral
matrix estimation, we analyze a brain signal dataset of multichannel electroencephalogram (EEG)
time series recorded during an epileptic seizure in the brain of a patient diagnosed with left temporal
lobe epilepsy. The spectral characteristics of this multivariate nonstationary EEG dataset have
previously been investigated in Ombao et al. (2001), Ombao et al. (2005) and Ombao and Ho
(2006) taking into account multiple EEG channels and in Guo et al. (2003) for single EEG channels.
Analogous to the cited papers, our direct aim is to study the evolving spectral characteristics in the
EEG time series before, during and after the epileptic seizure. The available EEG time series data
is recorded at 21 spatial locations, i.e., channels, on the patient’s scalp. In this section, we extract a
subset of 3 EEG channels of interest located at the left temporal lobe (T3), the right temporal lobe
(T4) and the left parietal lobe (P3). Note that these channels are also included in the set of analyzed
EEG channels in Ombao et al. (2005). The main reason for restricting our analysis to a subset of 3
EEG channels, instead of considering the complete 21-dimensional EEG dataset, is that we cannot
easily display detailed information across time and frequency for the complete (21×21)-dimensional
time-varying spectral matrix. From a computational perspective, there is no issue with estimating
the full-blown (21 × 21)-dimensional time-varying spectral matrix. The available EEG time series
consists of T = 32 768 recordings of the EEG amplitude in the patient’s brain recorded at 100 Hz,
thus roughly corresponding to five and a half minutes of EEG amplitude data, with the onset of
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the epileptic seizure occurring around 185 seconds after the start of the recordings, according to
the neurologist. We point out that this EEG time series dataset is similar to the dataset analyzed
in Ombao et al. (2001), where the authors in Ombao et al. (2001) only investigate the T3 and
P3 channels. Figure 11 displays an equidistant sample of 10 000 vector-valued EEG time series
observations from the start to the end of the experiment. The vertical dashed gray line indicates
the approximate onset of the epileptic seizure, which is followed by a nonstationary power burst in
the EEG time series.
Spectral estimation procedure As an initial pre-smoothing step, we construct a highly noisy
surface of (3 × 3)-dimensional HPD segmented periodograms based on the multivariate nonsta-
tionary EEG time series. The complete EEG time series (T = 32 768 vector-valued observations)
is partitioned into Lt = 128 non-overlapping time segments of length Tt = 256, and we consider
Lf = 128 frequency points ranging from 0 Hz to 50 Hz, thereby defining a square dyadic (128×128)-
dimensional time-frequency grid at which the time-varying spectrum will be estimated. For each
of the Lt time segments, we compute an initial noisy HPD multitaper spectral estimate based
on L = d = 3 DPSS tapering functions (time-bandwidth parameter nw = 3) using the function
pdPgram2D(). By choosing the number of tapers L equal to the dimension of the time series d,
we pre-smooth the raw periodograms only by a minimal amount to guarantee positive-definiteness
(i.e., full-rank matrices). In this way, the HPD periodograms remain highly noisy objects, and the
essential task of smoothing the HPD periodogram surface across time and frequency is performed
by the intrinsic nonlinear wavelet estimation procedure. Figure 12 and 13 display wavelet-denoised
HPD time-varying spectral estimates obtained by nonlinear tree-structured wavelet thresholding of
the time-varying HPD periodogram surface on a dyadic (128×128) time-frequency grid, with on the
x-axes the time parameter (in seconds) and on the y-axes the frequency parameter (in Hertz). The
off-diagonal entries display the cross-coherences between the channels across time and frequency,
where the (non-squared) coherence at time-frequency (u, ω) between channels x and y is given by
cxy(u, ω) = |fxy(u, ω)|/
√
fxx(u, ω)fyy(u, ω). Here, fxy(u, ω) is the cross-spectrum between x and y
at time-frequency (u, ω), and fxx(u, ω) and fyy(u, ω) are the auto-spectra of the components x and
y. The cross-coherences for the upper-diagonal entries are identical to those in the lower-diagonal
entries by symmetry and are therefore omitted. The diagonal entries display the (ordinary) log-
arithms of the auto-spectra across time and frequency conveying information about the scale of
the spectrum. The spectral estimates are computed with the function pdSpecEst2D() based on a
natural dyadic refinement pyramid, using the affine-invariant Riemannian metric, maximum non-
zero wavelet scale J = 6, and penalty parameter λ in the CPRESS criterion equal to the universal
threshold, (with the noise variance robustly estimated from the finest wavelet scale via the MAD,
i.e., median absolute deviation). In Figure 12, we display the spectral estimate obtained with
the average-interpolation order (N1, N2) = (1, 3), which results in smooth spectral behavior in the
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Figure 12: Intrinsic wavelet-thresholded HPD spectral estimate of 3-dimensional EEG time series,
with channels T3, T4 and P3, at a (128 × 128) time-frequency grid, obtained via the function
pdSpecEst2D(), with affine-invariant metric gR, average-interpolation order (1, 3) and universal
penalty parameter λ. The time onset of the epileptic seizure is indicated by the dashed line.
frequency direction, but a piecewise constant (Haar wavelet) structure in the time direction. The
piecewise constant time structure allows us to capture the abrupt changes over time in the spectrum
before and after the onset of the seizure, similar to the piecewise-constant SLEX spectral estima-
tion procedure in Ombao et al. (2001) and Ombao et al. (2005). We observe that the estimated
time-varying log-auto-spectra and cross-coherences in Figure 12 are highly similar to the estimated
time-varying SLEX spectra in Ombao et al. (2001) and in Ombao et al. (2005), except that the SLEX
spectral estimation procedure by construction can only produce piecewise constant estimates of the
spectrum, whereas the wavelet estimation procedure is also able to construct smooth estimates of
the spectrum either in the time direction, the frequency direction or both. This is further illustrated
in Figure 13, where we display the spectral estimate obtained with the average-interpolation order
(N1, N2) = (3, 3), which results in smooth spectral behavior in both the time and frequency direc-
tion. The wavelet-denoised HPD spectral estimates in Figures 12 and 13 demonstrate the power
of the intrinsic nonlinear wavelet estimator. On the one hand, the spectral estimates captures the
local power burst after the onset of the epileptic seizure and the change in time-varying spectral
behavior before and after the seizure. On the other hand, the spectral estimate is able to capture
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Figure 13: Intrinsic wavelet-thresholded HPD spectral estimate of 3-dimensional EEG time series,
with channels T3, T4 and P3, at a (128 × 128) time-frequency grid, obtained via the function
pdSpecEst2D(), with affine-invariant metric gR, average-interpolation order (3, 3) and universal
penalty parameter λ. The time onset of the epileptic seizure is indicated by the dashed line.
the smoothly evolving spectral behavior before the seizure across time and frequency. If we compare
this to the benchmark intrinsic 2D kernel-based estimators in Section 5.1, in order to achieve the
same level of flexibility, the benchmark estimators ideally require adaptive local bandwidths across
time and frequency to capture both smooth and local characteristics in the spectrum. Automatic
selection of such local bandwidths by means of e.g., cross-validation quickly becomes computation-
ally expensive, in particular when working with the affine-invariant Riemannian metric. This is in
contrast to the intrinsic nonlinear wavelet estimator, which uses a single (primary) tuning parameter
λ based on a simple universal threshold.
6 Concluding remarks
In this paper, we studied intrinsic average-interpolation wavelet transforms and linear and nonlinear
wavelet denoising methods for surfaces in the space of HPD matrices, with the primary focus on
the space as a Riemannian manifold equipped with the affine-invariant metric gR. The intrinsic
wavelet methods for HPD surfaces proposed in this chapter are natural extensions of the intrinsic
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framework and wavelet methodology for curves of HPD matrices developed in Chau and von Sachs
(2017). In the following, we list several unsolved challenges and topics of interest for future research.
First, analogous to Chau and von Sachs (2017), in Section 3 we derived the wavelet coefficient de-
cay and convergence rates with respect to the affine-invariant metric in a dyadic framework. Most
arguments seem to extend without much effort to other Riemannian metrics as well, such as the
Log-Euclidean metric studied in e.g., Arsigny et al. (2006), and it is of interest to derive general-
ized versions of the proofs without restricting necessarily to the affine-invariant Riemannian metric.
The generalization of the proofs to non-dyadic observation grids seems to be more challenging at
this moment, as the proofs currently rely on the fact that the refinement rectangles Ij,k1,k2 in the
wavelet transform are of equal size within each resolution scale. This is true for the natural dyadic
refinement pyramid, but is no longer the case for general non-dyadic refinement pyramids.
Another interesting challenge for future work, in particular in the context of non-dyadic observa-
tion grids, is data-driven selection of the refinement pyramid. In the dyadic framework, there is a
natural choice for the dyadic refinement pyramid, and this has been the preferred refinement pyra-
mid throughout this paper. In the non-dyadic context, a working solution is to select a refinement
pyramid that is as close as possible in shape and size to the dyadic refinement pyramid, but ideally
we should let the data decide a proper choice of refinement pyramid, as in e.g., Fryzlewicz (2007)
and Fryzlewicz and Timmermans (2016) for scalar piecewise constant curves and surfaces. The aim
would be to find a data-adaptive refinement pyramid that enforces maximal sparsity of the coeffi-
cients in the wavelet domain, and the main challenge is to do this in a computationally efficient way,
relying e.g., on greedy top-down or bottom-up decision-tree based approaches to select an optimal
refinement pyramid. This is important, as a naive search through the set of all possible refinement
pyramids quickly becomes computationally infeasible.
Finally, we point out that in this paper we focus only on hard thresholding of entire matrix-valued
coefficients in the intrinsic wavelet domain based on their trace. This is appropriate from the
viewpoint of HPD matrices as single data objects in the Riemannian manifold. However, the per-
formance of nonlinear wavelet estimation through thresholding or (Bayesian) shrinkage of individual
components of the wavelet coefficients may be superior in practice due to the additional flexibility.
For instance, in the context of (time-varying) spectral estimation, componentwise shrinkage of the
matrix-valued wavelet coefficients allows one to capture varying degrees of smoothness across matrix
components in the (time-varying) spectrum. At the time of writing, we have experimented with
several hard thresholding procedures for the individual components of the matrix-valued wavelet
coefficients, which seem to perform well in practice. An important challenge that remains for future
work is the development of a proper theoretical background for individual componentwise shrinkage
of coefficients and practical selection procedures for the componentwise shrinkage parameters, as
the properties derived for nonlinear trace thresholding of the coefficients in Section 4.1 do not have
immediate analogs in terms of the components of the matrix-valued wavelet coefficients.
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7 Supplementary material
7.1 Proof of Proposition 3.1
Proof. By the midpoint relation in eq.(2.2) in the main document, Mj,~k,n is the intrinsic average over a grid of
nλ2(Ij,~k)/λ2(I) observations (MJ,~k,n)~k withE[δR(MJ,~k,n,MJ,~k)2] = O(1), where n = n1n2 denotes the total
number of observations, and we write ~k for the bivariate location vector (k1, k2). By similar arguments as
in the proof of (Chau and von Sachs, 2017, Proposition 4.1), it is easily verified that E[δR(Mj,~k,n,Mj,~k)
2] =
O(n−1λ2(I)/λ2(Ij,~k)) for each scale j = 0, . . . , J and location (k1, k2). For notational convenience, in the
remainder of this proof j,n denotes a general (not necessarily the same) random error matrix that satisfies
E‖j,n‖2F = O(n−1λ2(I)/λ2(Ij,~k)), where we note that the rate on the right-hand side does not depend on
the location ~k as the size λ2(Ij,~k) does not depend on
~k, see eq.(3.1) in the main document. Furthermore,
we can appropriately write Mj,~k,n = ExpMj,~k
(j,n) at the correct rate since,
E[δR(ExpM
j,~k
(j,n),Mj,~k)
2] = E‖Log(M−1/2
j,~k
∗ ExpM
j,~k
(j,n))‖2F
= E‖M−1/2
j,~k
∗ j,n‖2F
= O(n−1λ2(I)/λ2(Ij,~k)),
using the definitions of the Riemannian distance function and the logarithmic and exponential maps. In
particular, by a first-order Taylor expansion of the matrix exponential, (abusing notation of j,n), Mj,~k,n =
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M
1/2
j,~k
∗ Exp(j,n) = M1/2
j,~k
∗ (Id + j,n + . . .) = Mj,~k + j,n.
As in Section 2.2 in the main document, the predicted midpoint M˜j,~k,n is a weighted intrinsic mean of N1N2
coarse-scale midpoints (Mj−1,~k′,n)~k′ with weights summing up to 1. The rate of M˜j,~k,n is therefore upper
bounded by the (worst) convergence rate of the individual midpoints (Mj−1,~k′,n)~k′ , i.e., the convergence
rate of j−1,n. Hence, we can also write M˜j,~k,n = M˜j,~k + j−1,n.
Below, we use several implications verified in the proof of (Chau and von Sachs, 2017, Proposition 4.3). Let
M ∈M be a deterministic matrix and λE = Op(λ) a random error matrix, such that E‖λE‖F = O(λ), then
if λ→ 0 sufficiently small: (i) Log(M+λE) = Log(M)+Op(λ), (ii) (M+λE)1/2 = M1/2 +Op(λ) and (iii)
(M + λE)−1 = M−1 +Op(λ). Combining (ii) and (iii), it follows in particular also that (M + λE)−1/2 =
M−1/2 +Op(λ).
Let j  J be sufficiently small, such that we can write j,n = Op(λ) with λ → 0 sufficiently small and
the above identities hold. In this case, we write out for the empirical whitened wavelet coefficient D̂j,~k,n,
(abusing notation for j,n),
D̂j,~k,n =
√
λ2(Ij,~k)
λ2(I) Log
(
M˜
−1/2
j,~k,n
∗Mj,~k,n
)
=
√
λ2(Ij,~k)
λ2(I) Log
(
(M˜j,~k + j−1,n)
−1/2 ∗ (Mj,~k + j,n)
)
=
√
λ2(Ij,~k)
λ2(I) Log
(
(M˜
−1/2
j,~k
+ j−1,n) ∗ (Mj,~k + j,n)
)
=
√
λ2(Ij,~k)
λ2(I) Log
(
M˜
−1/2
j,~k
∗Mj,~k + j,n + . . .
)
=
√
λ2(Ij,~k)
λ2(I) Log
(
M˜
−1/2
j,~k
∗Mj,~k
)
+
√
λ2(Ij,~k)
λ2(I) Op
(√
n−1λ2(I)/λ2(Ij,~k)
)
= Dj,~k +Op(
√
n−1).
Plugging in the above result, it follows that at scales j  J sufficiently small,
E‖D̂j,~k,n −Dj,~k‖2F = O(n−1) = O((n1n2)−1).
7.2 Proof of Proposition 3.2
Proof. If J1 6= J2 and j ≤ |J1 − J2| the 2D refinement scheme reduces to the 1D refinement scheme in
Chau and von Sachs (2017) and the wavelet coefficient decay rates at scales j, with j sufficiently large, are
equivalent to the rates in (Chau and von Sachs, 2017, Proposition 4.2).
It remains to derive the wavelet coefficient decay for j > |J1 − J2|. Let (N1, N2) = (2L1 + 1, 2L2 + 2),
with (L1, L2) ≥ (0, 0), and fix j sufficiently large and a location (k1, k2) at scale j − 1 away from the
boundary, such that the neighboring (j − 1)-midpoints N1N2 closest neighboring j − 1-scale midpoints
(Mj−1,k1+`1,k2+`2)`1,`2 to Mj−1,k1,k2 , with (`1, `2) ∈ {−L1, . . . , L1} × {−L2, . . . , L2} exist.
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Remark. For (k1, k2) near the boundary, we collect the N1N2 available closest neighbors of Mj−1,k1,k2
(not necessarily symmetric). The remainder of the proof for the boundary case is exactly analogous to the
non-boundary case and follows directly by mimicking the arguments outlined below.
We predict (M˜j,i1,i2)i1,i2 at locations (i1, i2) corresponding to the rectangles Ij,i1,i2 ⊂ Ij−1,k1,k2 from
(Mj−1,k1+`1,k2+`2)`1,`2 via intrinsic polynomial interpolation of degree (N1 − 1, N2 − 1) passing through
the N1N2 points (M j−1,r1,r2)r1,r2 with (r1, r2) ∈ {0, . . . , N1 − 1} × {0, . . . , N2 − 1}, where M j−1,r1,r2 =
Mt0,s0(max(Ij−1,k1−L1+r1,k2−L2+r2)) is the cumulative intrinsic average according to eq.(2.4) in the main
document. For notational simplicity, write M(t, s) := Mt0,s0(t, s) and M̂(t, s) := M̂t0,s0(t, s) for the true and
estimated intrinsic cumulative mean surfaces respectively, where the latter is an interpolating polynomial
surface of order (N1−1, N2−1) passing through a rectangular grid of N1N2 equidistant points (xi1 , yi2)i1,i2
with i1 = 0, . . . , N1− 1 and i2 = 0, . . . , N2− 1 on the surface M(t, s). M(t, s) itself is a smooth surface with
existing partial covariant derivatives up to orders N1 and N2 in both marginal directions. The polynomial
remainder of the interpolating polynomial surface is obtained by the following two-step argument:
1. To construct the interpolating polynomial surface, for each xi1 , with i1 = 0, . . . , N1 − 1, we first
fit marginal interpolating polynomial curves f̂(s) = M̂xi1 (xi1 , s) through the N2 equidistant points
(xi1 , yi2)i2=0,...,N2−1 on the smooth curve f(s) = M(xi1 , s). By the same arguments as in the proof
of (Chau and von Sachs, 2017, Proposition 4.2), it follows that for each xi1 and j sufficiently large,
the polynomial remainder of gˆ(t) with respect to the smooth curve g(t) is upper bounded by:
M̂xi1 (xi1 , s)−M(xi1 , s) = O(|y0 − yN2−1|
N2), ∀ s ∈ [y0, yN2−1]. (7.1)
2. To evaluate M̂(t, s) at (t, s) ∈ [x0, xN1−1] × [y0, yN2−1], we fit a marginal interpolating polynomial
curve through the N1 equidistant points (xi1 , s)i1=0,...,N1−1 on the estimated curves M̂xi1 (t, s) ob-
tained in step 1. As the interpolated polynomial curve M̂(t, s) is a weighted intrinsic average of the
estimates M̂xi1 (xi1 , s), it follows by eq.(7.1) that for all s ∈ [y0, yN2−1],
M̂(t, s) = M̂s(t, s) +O(|y0 − yN2−1|N2), (7.2)
where ĝ(t) = M̂s(t, s) is the interpolating polynomial evaluated at (t, s) through the N1 equidistant
points (xi1 , s)i1=0,...,N1−1 on the true smooth curve g(t) = M(t, s). Exactly analogous to step 1, for
j sufficiently large, the polynomial remainder with respect to the smooth curve is upper bounded by:
M̂s(t, s)−M(t, s) = O(|x0 − xN1−1|N1), ∀ t ∈ [x0, xN1−1].
Plugging this back into eq.(7.2) yields ∀ (t, s) ∈ [x0, xN1−1]× [y0, yN2−1],
M̂(t, s)−M(t, s) = O(|x0 − xN1−1|N1) +O(|y0 − yN2−1|N2)
= O(2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2).
The final step follows by the fact that, given the dyadic refinement pyramid, by eq.(3.1) in the main docu-
ment, we can bound |x0−xN1−1| . λ2,x(Ij,k1,k2) ≤ 2−j+J−J1 and |y0− yN2−1| . λ2,y(Ij,k1,k2) ≤ 2−j+J−J2 ,
with J = J1 ∨ J2. Here, λ2,x(Ij,k1,k2) and λ2,y(Ij,k1,k2) respectively denote the width and height of the
rectangle Ij,k1,k2 , such that λ2(Ij,k1,k2) = λ2,x(Ij,k1,k2)λ2,y(Ij,k1,k2).
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The predicted midpoints (M˜j,i1,i2)i1,i2 at locations (i1, i2) corresponding to the rectangles Ij,i1,i2 ⊂ Ij−1,k1,k2
are obtained from the known cumulative intrinsic averages (M j−1,r1,r2)r1,r2 and the interpolated polyno-
mial M̂(t, s) evaluated at different locations (t, s) ∈ [x0, xN1−1]× [y0, yN2−1] through several applications of
the following two operations (see the prediction equations in Section 7.5 below):
(i) Given x, y ∈M, compute z = Ave({x, y}; {w, 1− w}) with w ∈ [0, 1] or w ∈ [2,∞) ∩ Z.
The two-point weighted intrinsic mean above can be rewritten as a point on the geodesic segment
connecting x and y, (see eq.(2.1) in the main document):
z = η(x, y, 1− w) = x1/2 ∗ (x−1/2 ∗ y)1−w.
Suppose that the inputs are given by xΛ = x + Λ and yΛ = y + Λ, where Λ is some arbitrary (not
necessarily fixed) error matrix, such that ‖Λ‖F = O(λ), and λ → 0 is small. By slight abuse of
notation, we also write Λ = O(λ). Denote v := 1−w ∈ [0, 1] ∪ ([−1,−∞) ∩ Z). For fixed v, as in the
proof of (Chau and von Sachs, 2017, Proposition 4.2), it follows that for x ∈M,
(x+ Λ)v = Exp(vLog(x+ Λ)) =
∞∑
k=0
(vLog(x+ Λ))k
k!
=
∞∑
k=0
vk(Log(x) +O(λ))k
k!
=
∞∑
k=0
vk(Log(x))k
k!
+O(λ)
∞∑
k=0
vk
k!
= xv +O(λ),
where we used that Log(x+ Λ) = Log(x) +O(λ) for λ→ 0 sufficiently small, as verified in the proof
of (Chau and von Sachs, 2017, Proposition 4.3) and the fact that |∑∞k=0 vk/k!| = | exp(v)| <∞.
Using the above result and the results in the proof of (Chau and von Sachs, 2017, Proposition 4.3),
in both cases w ∈ [0, 1] or w ∈ [2,∞)∩ Z, the weighted intrinsic mean z˜ obtained from the inputs xΛ
and yΛ satisfies, (abusing notation for Λ):
z˜ = x
1/2
Λ ∗ (x−1/2Λ ∗ yΛ)1−w
= (x+ Λ)1/2 ∗ ((x+ Λ)−1/2 ∗ (y + Λ))1−w
= (x+ Λ)1/2 ∗ ((x−1/2 ∗ y) + Λ)1−w
= (x1/2 + Λ) ∗ ((x−1/2 ∗ y)1−w + Λ)
= z +O(λ), (7.3)
where z is the weighted intrinsic mean obtained from the inputs x and y.
(ii) Given x, y1, y2, y3 ∈M, compute z = Expx(−
∑3
i=1 Logx(yi)).
Suppose again that the inputs are given by xΛ = x + Λ and yi,Λ = yi + Λ for i = 1, 2, 3, where Λ is
some arbitrary, (not necessarily fixed) error matrix, such that ‖Λ‖F = O(λ), and λ → 0 small. By
slight abuse of notation, we also write Λ = O(λ). First, observe that:
Exp(x+ Λ) =
∞∑
k=0
(x+ Λ)k
k!
=
∞∑
k=0
xk +O(λ)
k!
= Exp(x) +O(λ).
By the above result combined with the results in the proof of (Chau and von Sachs, 2017, Proposition
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4.3), abusing notation for Λ, the output z˜ obtained from the inputs xΛ and y1,Λ, y2,Λ, y3,Λ, satisfies:
z˜ = ExpxΛ
(
−
3∑
i=1
LogxΛ(yi,Λ)
)
= (x+ Λ)1/2 ∗ Exp
(
−
3∑
i=1
Log
(
(x+ Λ)−1/2 ∗ (yi + Λ)
))
= (x1/2 + Λ) ∗ Exp
(
−
3∑
i=1
Log
(
x−1/2 ∗ yi + Λ
))
= (x1/2 + Λ) ∗ Exp
(
−
3∑
i=1
Log
(
x−1/2 ∗ yi
)
+ Λ
)
= (x1/2 + Λ) ∗
[
Exp
(
−
3∑
i=1
Log
(
x−1/2 ∗ yi
))
+ Λ
]
= z +O(λ), (7.4)
where z is the output obtained from the inputs x and y1, y2 and y3.
To predict the midpoints (M˜j,i1,i2)i1,i2 , we start with as input the cumulative intrinsic averages cumu-
lative intrinsic averages (M j−1,r1,r2)r1,r2 and the interpolated polynomial M̂(t, s) evaluated at (t, s) ∈
[x0, xN1−1]× [y0, yN2−1]. The cumulative intrinsic averages are error-free as they are obtained from the true
surface M(t, s). The error for the interpolated polynomial M̂(t, s) for each (t, s) ∈ [x0, xN1−1]× [y0, yN2−1]
satisfies Λ = O(λ) = O(2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2), such that λ→ 0 as j →∞. Hence, for j sufficiently
large, after each successive application of one of the above operations, the error rate remains of the same
order O(2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2) by eq.(7.3) and eq.(7.4) respectively. As a consequence, it follows
that the error in the predicted midpoints is of the same rate as that of the interpolated polynomial, i.e.,
M˜j,i1,i2 = Mj,i1,i2 +O(2
(−j+J−J1)N1 ∨ 2(−j+J−J2)N2), ∀ (i1, i2) at scale j.
Substituting the above result in the whitened wavelet coefficient, by similar arguments as used in (i) and
(ii) above (and rewriting J − (J1 + J2)/2 = |J1 − J2|/2), it follows that for j > |J1 − J2| sufficiently large,
‖Dj,k1,k2‖F =
∥∥∥∥∥
√
λ2(Ij,k1,k2)
λ2(I) Log
(
(Mj,k1,k2 + Λ)
−1/2 ∗Mj,k1,k2
)∥∥∥∥∥
F
= 2−j+J−(J1+J2)/2
∥∥∥Log((M−1/2j,k1,k2 + Λ) ∗Mj,k1,k2)∥∥∥F
= 2−j+|J1−J2|/2
∥∥Log(Id + Λ)∥∥
F
. 2−j+|J1−J2|/2
(
2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2),
where in the final step we expanded Log(Id + Λ) = O
(
2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2) via its Mercator series
(see (Higham, 2008, Section 11.3)), using that the spectral radius of Λ is smaller than 1 for j sufficiently
large.
7.3 Proof of Theorem 3.3
Proof. First, we verify that, by construction, J0 > |J1 − J2|, (independent of n = 2J1+J2). This follows by
substituting J0 = (log2(n) + |J1−J2|(1 + 2(N1 ∨N2))/(2 + 2(N1 ∧N2)), and using that log2(n) = J1 +J2 >
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|J1 − J2|, (which immediately follows by rewriting |J1 − J2| = 2J − (J1 + J2) with J = J1 ∨ J2 and using
that J1 + J2 > J), we write out,
J0 >
|J1 − J2|+ |J1 − J2|(1 + 2(N1 ∨N2))
2 + 2(N1 ∧N2) =
2 + 2(N1 ∨N2)
2 + 2(N1 ∧N2) |J1 − J2| ≥ |J1 − J2|,
where in the last step we used that (N1 ∨N2) ≥ (N1 ∧N2), since N1, N2 ≥ 1. From the definition of J0, we
also immediately observe that J0 →∞ as n→∞.
For the first part of the theorem, suppose that n = n1n2 is such that J0 is sufficiently large for the rates in
Proposition 3.1 to hold for j < J0 and the rates in Proposition 3.2 to hold for j ≥ J0 > |J1 − J2|.
We write out the total mean squared error in terms of the whitened coefficients, with ~k = (k1, k2), as:∑
j,~k
E‖D̂j,~k −Dj,~k‖2F =
∑
j≥J0
∑
~k
‖Dj,~k‖2F +
∑
j<J0
∑
~k
E‖D̂j,~k −Dj,~k‖2F
.
∑
j≥J0
2j−J+J12j−J+J2
(
2−2j+|J1−J2|
(
22(−j+J−J1)N1 ∨ 22(−j+J−J2)N2))
+
∑
j<J0
(2j−J+J1 ∨ 1)(2j−J+J2 ∨ 1)n−1
=
∑
j≥J0
22(−j+J−J1)N1 ∨ 22(−j+J−J2)N2
+n−1
∑
j<J0
(2j−J+J1 ∨ 1)(2j−J+J2 ∨ 1), (7.5)
where we used that 2J − (J1 + J2) = |J1 − J2|, since J = J1 ∨ J2. For the first sum on the right-hand side
in eq.(7.5) above, using again that 2J − (J1 + J2) = |J1 − J2| and the fact that (N1 ∧ N2) ≥ 1, we upper
bound: ∑
j≥J0
22(−j+J−J1)N1 ∨ 22(−j+J−J2)N2 . 22|J1−J2|(N1∨N2)
∑
J0≤j≤J
2−2j(N1∧N2)
. 22|J1−J2|(N1∨N2)2−2(N1∧N2)J0 . (7.6)
For the second sum on the right-hand side in eq.(7.5) above, we upper bound:
n−1
∑
j<J0
(2j−J+J1 ∨ 1)(2j−J+J2 ∨ 1) = n−1
( ∑
j<|J1−J2|
2j
)
− n−12−|J1−J2|
( ∑
|J1−J2|≤j<J0
22j
)
= n−1
(
1− 2|J1−J2|
1− 2 − 1
)
− n−12−|J1−J2|
(
22|J1−J2| − 22J0
1− 22
)
. n−12−|J1−J2|22J0 , (7.7)
where in the second step, the first term on the right-hand side is dominated by the second term since
J0 > |J1 − J2|. Plugging the bounds in eq.(7.6) and eq.(7.7) back into the right-hand side of eq.(7.5),
completes the first part of the theorem:∑
j,~k
E‖D̂j,~k −Dj,~k‖2F . 22|J1−J2|(N1∨N2)2−2(N1∧N2)J0 + n−12−|J1−J2|22J0
. 2
2(N1∨N2)
1+(N1∧N2) |J1−J2| (n1 ∨ n2)
−2(N1∧N2)
1+(N1∧N2) . (7.8)
43
The second step in the above equation follows by substituting J0 = (log2(n)+ |J1−J2|(1+2(N1∨N2))/(2+
2(N1 ∧N2)), since for the first term on the right-hand side in eq.(7.8),
22|J1−J2|(N1∨N2)2−2(N1∧N2)J0 = exp
[
2|J1 − J2|(N1 ∨N2) log(2)− 2(N1 ∧N2) log(2)J0
]
= exp
[
2 log(2)|J1 − J2|(N1 ∨N2)
(
1− (N1 ∧N2)
1 + (N1 ∧N2)
)
− (J1 + J2) log(2) (N1 ∧N2)
1 + (N1 ∧N2)
− log(2) |J1 − J2|(N1 ∧N2)
1 + (N1 ∧N2)
]
= 2
2(N1∨N2)
1+(N1∧N2) |J1−J2| exp
[
− log(2) (N1 ∧N2)
1 + (N1 ∧N2)
(J1 + J2 + |J1 − J2|)
]
= 2
2(N1∨N2)
1+(N1∧N2) |J1−J2| (n1 ∨ n2)
−2(N1∧N2)
1+(N1∧N2) ,
where in the final step we used that J1 + J2 + |J1 − J2| = 2J = 2 log2(n1 ∨ n2). Also, for the second term
on the right-hand side in eq.(7.8), plugging in J0 yields,
n−12−|J1−J2|22J0 . exp
[
− (J1 + J2) log(2)− |J1 − J2| log(2)
+ 2 log(2)
(
log(n)
2 log(2)(1 +N1 ∧N2)
+
|J1 − J2|(1 + 2(N1 ∨N2))
2(1 + (N1 ∧N2))
)]
= exp
[
− (J1 + J2) log(2) (N1 ∧N2)
1 + (N1 ∧N2)
+ 2 log(2)
|J1 − J2|(N1 ∨N2)
1 + (N1 ∧N2)
− log(2) |J1 − J2|(N1 ∧N2)
1 + (N1 ∧N2)
]
= 2
2(N1∨N2)
1+(N1∧N2) |J1−J2| exp
[
− log(2) (N1 ∧N2)
1 + (N1 ∧N2)
(J1 + J2 + |J1 − J2|)
]
= 2
2(N1∨N2)
1+(N1∧N2) |J1−J2| (n1 ∨ n2)
−2(N1∧N2)
1+(N1∧N2) .
For the second part of the theorem, suppose again that n is such that J0 is sufficiently large for the rates
in Proposition 3.1 to hold for j < J0 and the rates in Proposition 3.2 to hold for j ≥ J0 > |J1 − J2|.
If for each ~k = (k1, k2) ∈ {0, . . . , n1 − 1} × {0, . . . , n2 − 1}, we can verify that E[δR(MJ,~k, M̂J,~k,n)2] .
2
2(N1∨N2)
1+(N1∧N2) |J1−J2| (n1 ∨ n2)
−2(N1∧N2)
1+(N1∧N2) the proof is finished.
At scales j = 1, . . . , J , based on the estimated midpoints (M̂j−1,`1,`2,n)`1,`2 and the estimated wavelet
coefficient D̂j,k1,k2,n, in the inverse wavelet transform, the finer-scale midpoint M̂j,k1,k2,n is estimated
through,
M̂j,k1,k2,n = Exp̂˜Mj,k1,k2,n
(
λ2(Ij,k1,k2)
−1/2D̂j,k1,k2,n
)
,
where
̂˜
M j,k1,k2,n is the predicted midpoint at scale-location (j, k1, k2) based on (M̂j−1,`1,`2,n)`1,`2 . In
particular, at scale j = 1, we have that
̂˜
M1,~k,n = M˜1,~k,n, as the estimated coarsest midpoint M̂0,~0,n
corresponds to the empirical coarsest midpoint M0,~0,n.
At scales j = 1, . . . , J0− 1, we do not alter the wavelet coefficients, and since n is assumed to be sufficiently
large such that the rate in Proposition 3.1 holds, we can write D̂j,~k,n = Dj,~k + ηn, where ηn denotes a
general (not always the same) random errror matrix satisfying E‖ηn‖F = O(n−1/2). Also, as in the proof
of Proposition 3.1, we can write M˜j,~k,n = M˜j,~k + j,n, where j,n is a general (not always the same) random
error matrix satisfying E‖j,n‖F = O(n−1/2λ2(Ij,~k)−1/2).
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In particular, at scale j = 1,
M̂1,~k,n = Exp̂˜M
1,~k,n
(
λ2(I1,~k)
−1/2D̂1,~k,n
)
= M˜
1/2
1,~k,n
∗ Exp(λ2(I1,~k)−1/2M˜−1/21,~k,n ∗ D̂1,~k,n)
= M˜
1/2
1,~k,n
∗ Exp(λ2(I1,~k)−1/2D̂1,~k,n)
=
(
M˜1,~k + 1,n
)1/2
∗ Exp
(
λ2(I1,~k)
−1/2(D1,~k + ηn))
=
(
M˜
1/2
1,~k
+ 1,n
)
∗
(
Exp(λ2(I1,~k)
−1/2D1,~k) + λ2(I1,~k)
−1/2ηn
)
= M1,~k +Op
(
n−1/2λ2(I1,~k)
−1/2). (7.9)
Here, we used that (M + λE)1/2 = M1/2 +Op(λ) for λ→ 0 sufficiently small as in the proof of (Chau and
von Sachs, 2017, Proposition 4.3), and Exp(D+Λ) = Exp(D)+Op(λ) for a random error matrix Λ = Op(λ),
with λ → 0 sufficiently small, as in the proof of Proposition 3.2. As ̂˜M2,~k,n is a weighted intrinsic average
of (M̂1,~k′,n)~k′ , the error rate of
̂˜
M2,~k,n is upper bounded by the (worst) convergence rate of the (M̂1,~k′,n)~k′ ,
and we can surely write
̂˜
M2,~k,n = M˜2,~k + 2,n.
Iterating this same argument for each scale j = 2, . . . , J0 − 1, using that by construction λ2(Ij,~k)−1 =
(2j−J+J1 ∨ 1)(2j−J+J2 ∨ 1), we find that:
M̂J0−1,~k,n = MJ0−1,~k +
∑
j<J0
Op
(
n−1/2λ2(Ij,~k)
−1/2)
= MJ0−1,~k +
∑
j<J0
Op
((
n−1(2j−J+J1 ∨ 1)(2j−J+J2 ∨ 1))1/2)
= MJ0−1,~k +Op
(
n−1/22−|J1−J2|/22J0
)
, (7.10)
where the final step follows in the same fashion as in eq.(7.7) above. In particular, by the same argument
as above, we can write,
̂˜
MJ0,~k,n = M˜J0,~k + J0,n = M˜J0,~k +Op
(
n−1/22−|J1−J2|/22J0
)
,
by definition of the random error matrix J0,n, using that λ2(IJ0,~k)
−1 = 22J0−|J1−J2|.
At scales j = J0, . . . , J , we set D̂j,~k,n = 0 at each location
~k = (k1, k2). Since n is assumed to be
sufficiently large such that the rate in Proposition 3.2 holds for j ≥ J0 > |J1 − J2|, we can write
D̂j,~k,n = 0 = Dj,~k + ζj,N1,N2 , with ζj,N1,N2 a general (not always the same) deterministic error matrix
satisfying ‖ζj,N1,N2‖F = O
(
2−j+|J1−J2|/2
(
2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2)).
In particular, at scale j = J0, using the result in eq.(7.10) above and the fact that λ2(IJ0,~k)
−1 = 22J0−|J1−J2|,
M̂
J0,~k,n
= Exp̂˜
M
J0,
~k,n
(
λ2(IJ0,~k
)−1/2D̂
J0,~k,n
)
=
(
M˜
J0,~k
+ J0,n
)1/2 ∗ Exp((M˜
J0,~k
+ J0,n
)−1/2 ∗ λ2(IJ0,~k)−1/2(DJ0,~k + ζJ0,N1,N2))
=
(
M˜
1/2
J0,~k
+ J0,n
) ∗ Exp((M˜−1/2
J0,~k
+ J0,n
) ∗ (λ2(Ij,~k)−1/2DJ0,~k + λ2(IJ0,~k)−1/2ζJ0,N1,N2))
.
(
M˜
1/2
J0,~k
+ J0,n
)
∗
(
Exp(λ2(IJ0,~k
)−1/2D
J0,~k
) + λ2(IJ0,~k
)−1/2J0,nDJ0,~k + λ2(IJ0,~k)
−1/2ζJ0,N1,N2
)
=
(
M˜
1/2
J0,~k
+ J0,n
)
∗
(
Exp(λ2(IJ0,~k
)−1/2D
J0,~k
) +Op
(
2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2))
= M
J0,~k
+Op
(
n−1/22−|J1−J2|/22J0
)
+Op
(
2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2),
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which follows in the same way as in eq.(7.9) above, combined with the bound:
λ2(IJ0,~k)
−1/2J0,nDJ0,~k . λ2(IJ0,~k)
−1/2DJ0,~k = Op
(
2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2),
since ‖λ2(Ij,~k)−1/2DJ0,~k‖F ∼ ‖λ2(Ij,~k)−1/2ζJ0,N1,N2‖F = O
(
2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2) by Proposition
3.2. Iterating this same argument for each scale j = J0 + 1, . . . , J yields,
M̂J,~k,n = MJ,~k +Op
(
n−1/22−|J1−J2|/22J0
)
+
J∑
j=J0
Op
(
2(−j+J−J1)N1 ∨ 2(−j+J−J2)N2)
= MJ,~k +Op
(
n−1/22−|J1−J2|/22J0
)
+Op
(
2|J1−J2|(N1∨N2)2−(N1∧N2)J0
)
.
The second step follows by the same arguments as in as in eq.(7.6) above. Plugging in J0 = (log2(n) + |J1−
J2|(1 + 2(N1 ∨N2))/(2 + 2(N1 ∧N2)), as previously demonstrated (following eq.(7.8)), the above expression
reduces to:
M̂J,~k,n = MJ,~k +Op
(
2
(N1∨N2)
1+(N1∧N2) |J1−J2| (n1 ∨ n2)
−(N1∧N2)
1+(N1∧N2)
)
, for each ~k = (k1, k2).
For notational convenience, denote by ξn,N1,N2 a general (not always the same) random error matrix such
that E‖ξn,N1,N2‖F . 2
(N1∨N2)
1+(N1∧N2) |J1−J2| (n1 ∨ n2)
−(N1∧N2)
1+(N1∧N2) . For each ~k ∈ {0, . . . , n1 − 1} × {0, . . . , n2 − 1},
by the above result:
E
[
δR(MJ,~k, M̂J,~k,n)
2
]
= E
[
δR
(
MJ,~k,MJ,~k + ξn,N1,N2
)2]
= E
∥∥∥Log(M1/2
J,~k
∗ (MJ,~k + ξn,N1,N2))∥∥∥2
F
= E
∥∥Log(Id + ξn,N1,N2)∥∥2F
. 2
2(N1∨N2)
1+(N1∧N2) |J1−J2| (n1 ∨ n2)
−2(N1∧N2)
1+(N1∧N2) ,
where in the final step we expanded Log(Id+ξn,N1,N2) via its Mercator series, using that the spectral radius
of ξn,N1,N2 is smaller than 1 almost surely for n sufficiently large.
7.4 Proof of Proposition 4.2
Proof. Set MX
J,~k
= X~k, M
γ
J,~k
= γ~k and M

J,~k
= ~k. Then, for each location
~k at scale J ,
Tr(Log(MX
J,~k
)) = Tr(Log((Mγ
J,~k
)1/2 ∗M 
J,~k
)) = Tr(Log(Mγ
J,~k
)) + Tr(Log(M 
J,~k
)),
using that Tr(Log(xy)) = Tr(Log(x)) + Tr(Log(y)) and Log(xt) = tLog(x) for any x, y ∈ M, t ∈ R. Next,
we verify that the same is true for any scale 0 ≤ j ≤ J , i.e.,
Tr(Log(MX
j,~k
)) = Tr(Log(Mγ
j,~k
)) + Tr(Log(M 
j,~k
)) for all j,~k, (7.11)
where MX
j,~k
, Mγ
j,~k
, and M 
j,~k
are the midpoints at scale-location (j,~k) based on the sequences (X~`)~`, (γ~`)~`,
and (~`)~` respectively. Fix a location ~k = (k1, k2) at scale j = 0, . . . , J , and consider the subsets of lo-
cations ~` = (`1, `2) at scale j + r given by Lr = {(`1, `2) : Ij+r,`1,`2 ⊂ Ij,k1,k2} for r = 1, . . . , J − j.
Using that Tr(Log(xy)) = Tr(Log(x)) + Tr(Log(y)), Log(xt) = tLog(x), a ∗ Logx(y) = Loga∗x(a ∗ y) and
a ∗ Expx(y) = Expa∗x(g ∗ y) for any x, y ∈M, t ∈ R and a ∈ GL(d,C), we decompose:
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Tr(Log(MX
j,~k
)) = Tr
[
Log
[
ExpMX
j,~k
[ ∑
~`∈L1
λ2(Ij+1,~`)
λ2(Ij,~k)
LogMX
j,~k
(MX
j+1,~`
)
]]]
= Tr(Log(MX
j,~k
))−
∑
~`∈L1
λ2(Ij+1,~`)
λ2(Ij,~k)
Tr(Log(MX
j,~k
)) +
∑
~`∈L1
λ2(Ij+1,~`)
λ2(Ij,~k)
Tr(Log(MX
j+1,~`
))
=
∑
~`∈L1
λ2(Ij+1,~`)
λ2(Ij,~k)
Tr(Log(MX
j+1,~`
))
...
=
∑
~`∈L1
λ2(Ij+1,~`)
λ2(Ij,~k)
 ∑
{~m : Ij+2,~m⊂Ij+1,~`}
λ2(Ij+2,~m)
λ2(Ij+1,~`)
Tr(Log(MXj+2,~m))

=
∑
~`∈L2
λ2(Ij+2,~`)
λ2(Ij,~k)
Tr(Log(MX
j+2,~`
))
...
=
∑
~`∈LJ−j
λ2(IJ,`)
λ2(Ij,~k)
Tr(Log(MX
J,~`
))
=
∑
~`∈LJ−j
λ2(IJ,`)
λ2(Ij,~k)
Tr(Log(Mγ
J,~`
)) +
∑
~`∈LJ−j
λ2(IJ,`)
λ2(Ij,~k)
Tr(Log(M
J,~`
))
=
...
=
∑
~`∈L1
λ2(Ij+1,`)
λ2(Ij,~k)
Tr(Log(Mγ
j+1,~`
)) +
∑
~`∈L1
λ2(Ij+1,`)
λ2(Ij,~k)
Tr(Log(M
j+1,~`
))
= Tr(Log(Mγ
j,~k
)) + Tr(Log(M
j,~k
)).
Second, we also verify that:
Tr(Log(M˜X
j,~k
)) = Tr(Log(M˜γ
j,~k
)) + Tr(Log(M˜ 
j,~k
)) for all j,~k, (7.12)
where M˜X
j,~k
, M˜γ
j,~k
, and M˜W
j,~k
are the predicted midpoints at scale-location (j,~k) based on the sequences (X~`)~`,
(γ~`)~`, and (~`)~` respectively. By Section 2.2 in the main document, the predicted midpoints can be written
as weighted intrinsic averages of the coarse-scale midpoints in the general form:
M˜X
j,~k
= ExpM˜X
j,~k
( ∑
`∈Λ~k
w~` LogM˜X
j,~k
(MX
j−1,~`)
)
,
where Λ~k denotes the set of locations
~`= (`1, `2) corresponding to the collection of neighboring (j−1)-scale
midpoints to predict the j-scale midpoint at location ~k = (k1, k2). The filter weights (w~`)` depend on the
average-interpolation order and sum up to 1, i.e.,
∑
~`∈Λ~k
w~` = 1. Using eq.(7.11) and the same identities as
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above, we decompose,
Tr(Log(M˜X
j,~k
)) = Tr
(
Log
(
ExpM˜X
j,~k
( ∑
~`∈Λ~k
w~` LogM˜X
j,~k
(MX
j−1,~`)
)))
= Tr(Log(M˜X
j,~k
)) + Tr
( ∑
~`∈Λ~k
w~` Log
(
(M˜X
j,~k
)−1/2 ∗MX
j−1,~`
))
= Tr(Log(M˜X
j,~k
)) +
∑
~`∈Λ~k
w~`
(
Tr(Log(MX
j−1,~`))− Tr(Log(M˜Xj,~k))
)
=
∑
~`∈Λ~k
w~` Tr(Log(M
X
j−1,~`))
=
∑
~`∈Λ~k
w~` Tr(Log(M
γ
j−1,~`)) +
∑
`
w~` Tr(Log(M

j−1,~`))
...
= Tr(Log(M˜γ
j,~k
)) + Tr(Log(M˜ 
j,~k
))
The first claim in the Proposition now follows from eq.(7.11) and eq.(7.12) through:
Tr(DX
j,~k
) =
√
λ2(Ij,~k)
λ2(I) Tr
(
Log
(
(M˜X
j,~k
)−1/2 ∗MX
j,~k
))
=
√
λ2(Ij,~k)
λ2(I)
(
Tr(Log(MX
j,~k
))− Tr(Log(M˜X
j,~k
))
)
=
√
λ2(Ij,~k)
λ2(I)
[
Tr(Log(Mγ
j,~k
)) + Tr(Log(M 
j,~k
))− Tr(Log(M˜γ
j,~k
))− Tr(Log(M˜ 
j,~k
))
]
= Tr(Dγ
j,~k
) + Tr(D
j,~k
). (7.13)
For the second claim in the proposition, first observe that:
E[Tr(Log(M 
j,~k
))] =
∑
~`∈LJ−j
λ2(IJ,~`)
λ2(Ij,~k)
E[Tr(Log(M 
J,~`
))] = 0, for each j,~k,
using that E[Tr(Log(M 
J,~`
)] = 0 for each ~` ∈ {0, . . . , n1 − 1} × {0, . . . , n2 − 1}, which is implied by
E[LogId(M

J,~`
)] = 0 as the intrinsic mean of M 
J,~`
equals the identity matrix. As a consequence, also,
E[Tr(Log(M˜ 
j,~k
))] =
∑
~`∈Λ~k
w~` E[Tr(Log(M

j−1,~`))] = 0 for each j,
~k,
and therefore,
E[Tr(DX
j,~k
)] = Tr(Dγ
j,~k
) +E[Tr(D
j,~k
)]
= Tr(Dγ
j,~k
) +E
[
Tr(Log(M 
j,~k
))− Tr(Log(M˜ 
j,~k
))
]
= Tr(Dγ
j,~k
).
For the variance of Tr(DX
j,~k
), we first note that the random variables (M 
J,~k
)~k are independent across loca-
tions, implying that the random variables (Tr(Log(M 
j,~k
))~k are independent within every scale j = 0, . . . , J .
Denote ~m = (m1,m2) for the location at scale j − 1, such that Ij,~k ⊂ Ij−1,~m and let L~m := {(`1, `2) :
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Ij,`1,`2 ⊂ Ij−1,m1,m2}. We write out:
Var(Tr(DX
j,~k
)) =
λ2(Ij,~k)
λ2(I)
Var
(
Tr(Log(M
j,~k
))− Tr(Log(M˜
j,~k
))
)
=
λ2(Ij,~k)
λ2(I)
Var
(
Tr(Log(M
j,~k
))−
∑
~`∈Λ~k
w~` Tr(Log(M

j−1,~`))
)
=
λ2(Ij,~k)
λ2(I)
[
Var
(
Tr(Log(M
j,~k
))− Tr(Log(Mj−1,~m))
)
+
∑
~`∈Λ~k : ~`6=~m
w2~` Var(Tr(Log(M

j−1,~`)))
]
=
λ2(Ij,~k)
λ2(I)
[
Var
(
Tr(Log(M
j,~k
))−
∑
~`∈L~m
λ2(Ij,~`)
λ2(Ij−1,~m)
Tr(Log(M
j,~`
))
)
+
∑
~`∈Λ~k : ~`6=~m
w2~` Var(Tr(Log(M

j−1,~`)))
]
=
λ2(Ij,~k)
λ2(I)
[ ∑
~`∈L~m : ~`6=~k
λ2(Ij,~`)
2
λ2(Ij−1,~m)2
Var(Tr(Log(M
j,~`
)))
+
(
1−
λ2(Ij,~k)
λ2(Ij−1,~m)
)2
Var(Tr(Log(M
j,~k
))) +
∑
~`∈Λ~k:~`6=~m
w2~` Var(Tr(Log(M

j−1,~`)))
]
=
λ2(Ij,~k)
λ2(I)
[ ∑
~`∈Λ~k
w2~` Var(Tr(Log(M

j−1,~`))) +
(
1−
2λ2(Ij,~k)
λ2(Ij−1,~m)
)
Var(Tr(Log(M
j,~k
)))
]
,
(7.14)
where Λ~k denotes again the set of locations corresponding to the collected (j−1)-scale midpoints to predict
the j-scale midpoint at location ~k, and we used that w~m = 1, see eq.(2.5) in the main document. For each
scale-location (j,~k), analogous to the decomposition below eq.(7.11) and with the same notation Lr, using
the independence of (M 
j,~`
)`, Var(Tr(Log(M

j,~k
)) can be decomposed as:
Var(Tr(Log(M 
j,~k
)) = Var
( ∑
~`∈LJ−j
λ2(IJ,~`)
λ2(Ij,~k)
Tr(Log(M 
J,~`
))
)
=
∑
~`∈LJ−j
λ2(IJ,~`)
2
λ2(Ij,~k)
2
Var(Tr(ζ))
= |LJ−j |λ2(IJ,0,0)
2
λ2(Ij,~k)
2
Var(Tr(ζ))
=
λ2(Ij,~k)
λ2(IJ,0,0)
λ2(IJ,0,0)
2
λ2(Ij,~k)
2
Var(Tr(ζ)) =
λ2(IJ,0,0)
λ2(Ij,~k)
Var(Tr(ζ)), (7.15)
using that Log(M 
J,~`
)
d
= ζ and the fact that the size λ2(IJ,~`) is the same for each location
~`= (`1, `2) at scale
J in the natural dyadic refinement pyramid. Given the natural dyadic refinement pyramid, by eq.(3.1) in
the main document:
λ2(Ij,~k) =
 2−j if j ≤ |J1 − J2|2−2j+|J1−J2| if j > |J1 − J2|
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For the first case, j ≤ |J1 − J2|, combining eq.(7.14) and eq.(7.15) above and using that λ2(I) = 1,
Var(Tr(DX
j,~k
)) =
λ2(Ij,~k)
λ2(I)
[ ∑
~`∈Λ~k
w2~`
λ2(IJ,0,0)
λ2(Ij−1,~`)
Var(Tr(ζ)) +
(
1− 2λ2(Ij,~k)
λ2(Ij−1,~m)
)
λ2(IJ,0,0)
λ2(Ij,~k)
Var(Tr(ζ))
]
= 2−j
[ ∑
~`∈Λ~k
w2~`
2j−1
n
Var(Tr(ζ)) +
(
1− 2 2
−j
2−(j−1)
)2j
n
Var(Tr(ζ))
]
=
1
n
(
1
2
∑
~`∈Λ~k
w2~`
)
Var(Tr(ζ)).
For the second case, j > |J1− J2|, in the same way, using in particular that 2J = J1 + J2 + |J1− J2|, (since
J = J1 ∨ J2), we find:
Var(Tr(DX
j,~k
)) = 2−2j+|J1−J2|
[ ∑
~`∈Λ~k
w2~` 2
−2(J−(j−1))Var(Tr(ζ)) + (1− 2−1)2−2(J−j)Var(Tr(ζ))
]
=
1
n
(
1
2
+
1
4
∑
~`∈Λ~k
w2~`
)
Var(Tr(ζ)),
which finishes the proof.
7.5 Dyadic midpoint prediction
Without loss of generality, assume that I = [0, 1] × [0, 1] as in Section 2.2 in the main document, and
the refinement pyramid (Ij,~k)j,~k corresponds to the natural dyadic refinement pyramid. With the same
notation as in Section 2 in the main document, the predicted midpoints (M˜j,i1,i2)i1,i2 at locations (i1, i2)
corresponding to the equally-sized square refinement rectangles Ij,i1,i2 ⊂ Ij−1,k1,k2 are obtained from the
cumulative intrinsic averages (M j−1,r1,r2)r1,r2 and the interpolating polynomial surface M̂(t, s) evaluated
at different locations (t˜, s˜).
Fix a location (k1, k2) at resolution scale j−1 and an average-interpolation order (N1, N2) = (2L1 +1, 2L2 +
1) ≥ (1, 1). For convenience suppose that the midpoints (Mj−1,k1+`1,k2+`2)`1,`2 with symmetric neighboring
locations (`1, `2) ∈ {−L1, . . . , L1} × {−L2, . . . , L2} exist. Below, we describe the exact expressions to pre-
dict the finer-scale midpoints Mj,2k1,2k2 , Mj,2k1+1,2k2 , Mj,2k1,2k2+1 and Mj,2k1+1,2k2+1. The interpolating
surface M̂(t, s) needs to be evaluated at the following locations:
M̂`1,`2 := M̂((2k1 + `1)2
−(j+1), (2k2 + `2)2
−(j+1)),
with (`1, `2) ∈ {(0, 1), (1, 0), (1, 1), (0, 2), (2, 0), (2, 1), (1, 2)}. This can be done efficiently via Neville’s algo-
rithm. Note that M̂2,2 = ML1,L2 and M̂0,0 = ML1−1,L2−1 by construction of the interpolating surface.
Prediction of Mj,2k1+1,2k2+1 Predicting the midpointMj,2k1+1,2k2+1 requires a few extra –but straightforward–
steps in comparison to the intrinsic 1D AI refinement scheme, which are easily verified by drawing an image
of the different areas.
1. Compute A1 := Ave({M̂2,1, M̂1,1}; {N1 + 1,−N1}).
2. Compute A2 := Ave
(
{M̂1,2, A1};
{
N1(N2+1)
(N1+1)(N2+1)−1 ,
N2
(N1+1)(N2+1)−1
})
.
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3. Compute the predicted midpoint M˜j,2k1+1,2k2+1 as the following intrinsic weighted average:
M˜j,2k1+1,2k2+1 = Ave
({M j−1,L1,L2 , A2}; {(N1 + 1)N2 +N1 + 1,−((N1 + 1)N2) +N1)}) .
Prediction of Mj+1,2k1,2k2+1 and Mj+1,2k1+1,2k2 First, in order to predict Mj+1,2k1,2k2+1, proceed
as follows:
1. Compute B1 := Ave({M̂0,2, M̂0,1}; {N2 + 1,−N2})
2. Compute B2 := Ave
(
{M̂2,1, B1};
{
(N1+1)N2
(N1+1)(N2+1)−2 ,
N1−1
(N1+1)(N2+1)−2
})
.
3. Compute B3 := Ave
(
{M j−1,L1,L2 , B2};
{
(N1+1)(N2+1)−2
2
,− (N1+1)(N2+1)−2
2
})
.
4. Compute the predicted midpoint M˜j,2k1,2k2+1 as the intrinsic weighted average:
M˜j,2k1,2k2+1 = Ave({B3, M˜j,2k1+1,2k2+1}; {2,−1}).
Second, in order to predict M˜j+1,2k1+1,2k2 , proceed in an analogous fashion as for the prediction of M˜j+1,2k1,2k2+1:
1. Compute C1 := Ave({M̂2,0, M̂1,0}; {N1 + 1,−N1})
2. Compute C2 := Ave
(
{M̂1,2, C1};
{
(N2+1)N1
(N2+1)(N1+1)−2 ,
N2−1
(N2+1)(N1+1)−2
})
.
3. Compute C3 := Ave
(
{M j−1,L1,L2 , C2};
{
(N1+1)(N2+1)−2
2
,− (N1+1)(N2+1)−2
2
})
.
4. Compute the predicted midpoint M˜j,2k1+1,2k2 as the intrinsic weighted average:
M˜j,2k1+1,2k2 = Ave({C3, M˜j,2k1+1,2k2+1}; {2,−1}).
Prediction of Mj+1,2k1,2k2 Given the three predicted midpoints calculated above and the coarse-scale
midpoint Mj,k1,k2 , the predicted midpoint M˜j+1,2k1,2k2 follows from the midpoint relation in eq.(3.1) in the
main document according to:
M˜j+1,2k1,2k2 = ExpMj,k1,k2
(
−
∑
(`1,`2)∈
{(1,0),(0,1),(1,1)}
LogMj,k1,k2
(M˜j+1,2k1+`1,2k2+`2)
)
. (7.16)
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