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Abstract
This thesis is comprised of two main parts whose common theme is the question of
how powerful randomness as a computational resource is. In the first part (chapter 2)
we deal with random structures such as graphs or families of functions and explain
how these can possess – with high probability – properties than can be exploited
by computer algorithms. Though it may seem counterintuitive at first, it can be
very hard to deterministically construct a structure (such as a graph) possessing
some desirable property such as good expansion which a random structure has with
high probability. We review some cases where such deterministic constructions have
indeed been obtained, and add two new results of this kind: We derandomise a
randomised reduction due to Alekhnovich and Razborov by constructing certain
unbalanced bipartite expander graphs, and we give a reduction from a problem
concerning bipartite graphs to the problem of computing the minmax-value in three-
player games. The latter reduction had been conceived by Hansen and Verbin in a
randomised form, the derandomisation is a contribution of this thesis.
In the second part (chapters 3 and 4), we study the expressive power of various
logics when they are enriched by random relation symbols. Our goal is to apply
techniques from descriptive complexity theory to the study of randomised complex-
ity classes, and indeed we show that our randomised logics do capture complexity
classes under study in complexity theory. Using strong results on the expressive
power of first-order logic and the computational power of bounded-depth circuits,
we give both positive and negative derandomisation results for our logics. On the
negative side, we show that randomised first-order logic gains expressive power over
standard first-order logic even on structures with a built-in addition relation. Fur-
thermore, it is not contained in monadic second-order logic on ordered structures,
nor in infinitary counting logic on arbitrary structures. On the positive side, we show
that randomised first-order logic can be derandomised on structures with a unary
vocabulary and is contained in monadic second-order logic on additive structures.
The definition of randomised logics, as well as our results concerning their expres-
sive power, are contributions of this thesis.
ii
Zusammenfassung
Die vorliegende Dissertation besteht aus zwei Teilen, deren gemeinsames Thema
in der Frage besteht, wie mächtig Zufall als Berechnungsressource ist. Im ersten
Teil (Kapitel 2) beschäftigen wir uns mit zufälligen Strukturen wie Graphen oder
Familien von Funktionen und zeigen, dass diese – mit hoher Wahrscheinlichkeit –
Eigenschaften haben können, die von Computeralgorithmen genutzt werden kön-
nen. Obwohl es zunächst kontraintuitiv sein mag kann es sehr schwierig sein, eine
Struktur (wie z.B. einen Graph) deterministisch zu erzeugen, die eine bestimmte ge-
wünschte Eigenschaft wie etwa gute Expansion hat, obwohl eine zufällige Struktur
diese Eigenschaft mit hoher Wahrscheinlichkeit hat. Wir betrachten zunächst eini-
ge Fälle, in denen solche deterministischen Konstruktionen tatsächlich durchgeführt
wurden, und fügen dem zwei neue Ergebnisse dieser Art zu: Wir derandomisieren
eine randomisierte Reduktion von Alekhnovich und Razborov, indem wir bestimmte
unbalancierte bipartite Expandergraphen konstruieren, und wir geben eine Redukti-
on von einem Problem über bipartite Graphen auf das Problem, den minmax-Wert
in Dreipersonenspielen zu berechnen. Letztere Reduktion wurde von Hansen und
Verbin in randomisierter Form erdacht; die Derandomisierung ist Beitrag dieser Ar-
beit.
Im zweiten Teil (Kapitel 3 und 4) untersuchen wir die Ausdrucksstärke verschiede-
ner Logiken, wenn sie durch zufällige Relationssymbole angereichert werden. Unser
Ziel ist es, Techniken aus der deskriptiven Komplexitätstheorie auf die Untersuchung
randomisierter Komplexitätsklassen anzuwenden, und tatsächlich können wir zeigen,
dass unsere randomisierten Logiken randomisierte Komlexitätsklassen einfangen, die
in der Komplexitätstheorie untersucht werden. Unter Benutzung starker Ergebnisse
über die Logik erster Stufe und die Berechnungsstärke von Schaltkreisen beschränk-
ter Tiefe geben wir sowohl positive als auch negative Derandomisierungsergebnisse
für unsere Logiken. Auf der negativen Seite zeigen wir, dass randomisierte erststufige
Logik gegenüber normaler erststufiger Logik an Ausdrucksstärke gewinnt, sogar auf
Strukturen mit einer eingebauten Additionsrelation. Außerdem ist sie nicht auf ge-
ordneten Strukturen in monadischer zweitstufiger Logik enthalten, und auch nicht in
infinitärer Zähllogik auf beliebigen Strukturen. Auf der positiven Seite zeigen wir,
dass randomisierte erststufige Logik auf Strukturen mit einem unären Vokabular
derandomisiert werden kann und auf additiven Strukturen in monadischer Logik
zweiter Stufe enthalten ist.
Die Definition der randomisierten Logiken sowie die Ergebnisse bezüglich ihrer
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0 Introduction
Randomness has been used by algorithm designers already in the early stages of computer
science. One very surprising early use of randomness was in Miller and Rabin’s primality
test [CLRS01], published in 1976: Given a number n in binary, to decide whether or not
it is a prime number, it guesses a random number r ∈ [0, n − 1] and tries to use it to
get a certificate for n’s non-primality. While no r will give a certificate of non-primality
if n is in fact a prime number, for every composite number n at least half the possible
values of r will yield a certificate. Given access to random bits (so it can actually guess
r), the algorithm runs in time polynomial in the length of n’s binary representation.
While modern computers come equipped with hardware devices for generating random
bits, the question of in how far randomness as a resource can be substitued by, say, more
running time, is nearly as old as the use of randomness itself: The problem of computing
squences of numbers which “look random” has already been studied by von Neumann
in the 1940s (according to [Knu81, p. 3]), and Knuth treated this problem thoroughly
in the second volume of The Art of Computer Programming [Knu81]. In the case of the
Miller-Rabin primality test, the question of whether there is a deterministic algorithm
for testing primality in polynomial time was open for nearly thirty years, until in 2002
such an algorithm was found by Agrawal et al. [AKS04]. One important problem for
which a randomised polynomial time algorithm but no deterministic one is known is
polynomial identity testing; see [Sax09] for an overview.
The question of whether derandomisation is possible comes in two essentially different
flavours: On the one hand, one may ask for a specific randomised algorithm whether
it can be derandomised at, say, a polynomial increase in running time. On the other
hand, one may ask for a randomised complexity class such as BPP whether it can be
derandomised or not.
Both questions have been extensively studied, and very different tools were developed
to tackle them. For derandomising a given algorithm, deterministic constructions of
structures have been devised which can be substituted for random ones in many ap-
plications. For example, instead of truly random bits, k-wise independent bits or even
almost k-wise independent bits suffice for many applications, and various constructions
of these have been obtained [NN93, AGHP92]. Other important examples of pseu-
dorandom structures include families of perfect hash functions [AYZ95] and expander
graphs [GG81, RVW00].
As for derandomising complexity classes, the question of whether BPP is equal to
PTIME or not is considered by many to be of equal importance as the question of
whether NP is equal to PTIME or not, and progress on it has, so far, culminated in
a conditional derandomisation by Impagliazzo and Wigderson [IW97], which says that
BPP = PTIME if there is a language in DTIME(2O(n)) requiring circuits of size 2Ω(n).
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This is a typical example of a hardness versus randomness result, others being Viola’s
conditional derandomisation of BPAC0 [Vio04] and Klivans and van Melkebeek’s results
for Arthur-Merlin games [KvM02].
0.1 Contributions of this thesis
In chapter 2 we present two new derandomisations of given algorithms: We prove that
there is gap-introducing fpt reduction from p-WSAT(CIRC+) to itself and that there is
a polynomial-time Turing reduction from Gap-DBS to Gap-minmax.1
In the first case, we derandomise a reduction which Alekhnovich and Razborov used
in [AR01] to show that resolution is not automatisable (i.e., that there is no deterministic
algorithm which, given a non-satisfiable formula ϕ of propositional logic, outputs a reso-
lution proof of this non-satisfiability and running in time polynomial in the length of the
shortest such proof). They first showed that resolution is not automatisable unless there
is a 2-approximation algorithm for p-WSAT(CIRC+), the problem of determining the mi-
nimum weight of a satisfying assignment to a monotone Boolean circuit. They then give
a randomised gap-introducing reduction with fpt running time from p-WSAT(CIRC+)
to itself to obtain, from a randomised fpt 2-approximation algorithm, a randomised fpt
algorithm for solving p-WSAT(CIRC+) exactly. As this is a W[P]-hard problem, they
conclude that resolution is not automatisable unless W[P] = FPR (randomised FPT).
By derandomising their gap-introducing reduction we succeeded in weakening their
assumption to W[P] = FPT, a much more standard assumption. Alekhnovich and
Razborov’s reduction used certain unbalanced bipartite graphs with good expansion
properties. They noticed that random graphs have these properties with high probability
but did not give an explicit construction. Upon inspection of their proof, we found that,
in fact, weaker expansion properties suffice, and gave an explicit construction of graphs
with these weaker properties. Our construction is elementary, and similar constructions
had been used before as so-called Nisan-Wigderson designs; see, for example, [NW88]
and [BMRV00].
The second derandomisation we give in chapter 2 yields a polynomial time Turing
reduction from Gap-DBS to Gap-minmax. Because there is evidence towards the fact
that Gap-DBS is not decidable in PTIME, the same can be conjectured about Gap-
minmax, which would mean that the minmax value in three player games can not be
approximated up to an additive error in PTIME. The reduction has been conceived by
Hansen and Verbin in a randomised form, the derandomisation is a contribution of this
thesis. It uses families of perfect hash functions constructed by Alon et al. [AYZ95].
Chapters 3 and 4 deal with randomised logics, which we introduce in order to apply
tools from descriptive complexity theory to the study of randomised complexity classes.
These had not been studied previously, though there had been some conceptually similar
research which we review in section 3.2. Therefore, all results in these chapters are results
of original research, partly together with Martin Grohe.
1All of these problems will be defined in chapter 2.
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0.1 Contributions of this thesis
In particular, we prove capturing results which show that randomised logics can indeed
be used to derive results about certain randomised complexity classes, most notably
about BPAC0 under various uniformity conditions. While most randomised complexity
classes under study in complexity theory are more or less believed to be derandomisable,
we prove unconditionally that randomised logics do gain expressive power in some cases.
This translates into the new result that FO[+]-uniform BPAC0 can not be derandomised
(theorem 39).
On the other hand, we are able to prove non-definability results for randomised logics,
in particular for BPFO on structures with a unary vocabulary (section 4.1), and we prove
containment of BPFO in MSO on additive structures (section 4.2). Non-definability
results for randomised logics correspond to lower bounds for randomised computation,
and both are rather hard to obtain. In section 4.3 we show how Ehrenfeucht-Fraïssé





Most of our notation is fairly standard. For a set X, we denote its powerset by 2X and
its cardinality by |X|. The symbol N denotes the set {0, 1, 2, . . .} of natural numbers
including 0, and R denotes the set of reals. For natural n ≥ 1, we set
[n] := {1, 2, . . . , n},
and for a ≤ b ∈ N, we set
[a, b] := {a, a+ 1, . . . , b}.
For a set Σ, we denote by Σk the set of k-tuples (σ1, . . . , σk) of elements of this set. We
also call these tuples words, in which case we write them without commas or brackets
as σ1 . . . σk; the set Σ will be called alphabet in this context and will usually be a finite





is the set of all words of arbitrary length. Though we may speak of tuples and words
interchangably, speaking of words emphasises the existence of a binary operation on
Σ∗, namely concatenation (written by justaposition uv for words u, v ∈ Σ∗); this op-
eration is associative and therefore turns Σ∗ into a monoid with λ as neutral element.
Exponentiation is to be understood as repeated concatenation, so
uk := uu · · ·u︸ ︷︷ ︸
k times
for u ∈ Σ∗ and k ∈ N. The length of a word w is written by |w|, so |w| = k for w ∈ Σk.
We denote by log x the logarithm with base 2, and by ln the natural logarithm.
1.2 Probability Theory
We need some fundamental notions and results from probability theory. Since we only
need discrete probability spaces, no measure-theoretic foundations are necessary. An




A (discrete) probability space consists of an at most countable set Ω and a function
P : 2Ω → [0, 1] such that





iP(Ai) for disjoint A1, A2, . . . ⊆ Ω
Subsets A ⊆ Ω are called events, the quantitity P(A) is called the probability of A. For
















A function X : Ω → M is called (M -valued) random variable. Every such random
variable defines a probability measure on im(X) = {X(ω) | ω ∈ Ω} by
P(A) := P(X−1(A)),
and this is called the distribution of the random variable X. For real-valued random





By {X < α} we denote the set
{ω ∈ Ω |X(ω) < α}
with α ∈ R, and similar for {X ≤ α} and so on. As is customary, we drop the set
brackets in expressions like P(X < α).
Two events A,B ⊆ Ω are called independent if
P(A ∩B) = P(A) · P(B),
and two random variables X,Y : Ω → R are called independent if the events {X > x}
and {Y > y} are independent for all x, y ∈ R. For a finite set Ω, the uniform distribution
is the probability measure defined by P({ω}) = |Ω|−1 for all ω ∈ Ω. More generally, for
every p ∈ [0, 1] we can define a probability measure on Ω = 2[n] by
pA := p|A|(1− p)n−|A|
for every A ⊆ [n]. In other words, the random variable S : Ω → 2[n], A 7→ A on this
probability space satisfies P(i ∈ S) = p for all i ∈ [n], and the events {i ∈ S} and
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{j ∈ S} are independent for all i 6= j ∈ [n]. Thus, S is a random subset of [n] such that
each i ∈ [n] is in S independently with probability p. The size X = |S| of this random
subset is again a random variable, whose distribution satisfies






This distribution is called the (n, p)-binomial distribution, and its expected value is
EX = pn. We will frequently invoke the following theorem due to Chernoff:
Theorem 1 (Chernoff’s Tail Bound). Let X be distributed according to the (n, p)-
binomial distribution. Then





for all δ > 0. Furthermore, for 0 < δ ≤ 1,














For a proof of this theorem, see [MR95, chapter 4].
1.3 Logics
We will mostly be concerned with first-order predicate logics and some extensions thereof.
We review basic concepts of these logics here; details can be found, e.g., in [EFT96]
or [EF99].
1.3.1 Structures and Queries
In this thesis we will only be concerned with relational structures, thus a vocabulary σ is
a finite set containing relation symbols, which we commonly denote by uppercase letters
R, S and so on. Each relation symbol has an associated arity r ≥ 1. A σ-structure
consists of a non-empty set V (A) and sets R(A) ⊆ V (A)r for each symbol R ∈ σ of arity
r. The set V (A) is also called the universe of the structure A. We use the symbol ∼= to
denote isomorphism of structures, i.e., A ∼= B iff there is a bijection f : V (A) → V (B)
such that
(a1, . . . , ar) ∈ R(A) iff (f(a1), . . . , f(ar)) ∈ R(B)
for all r-ary relation symbols R and all a1, . . . , ar ∈ V (A).
7
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Let σ, τ be vocabularies with σ ⊆ τ . Then the σ-restriction of a τ -structure B is the
σ-structure B|σ with universe V (B|σ) := V (B) and relations R(B|σ) := R(B) for all
R ∈ σ. A τ -expansion of a σ-structure A is a τ -structure B such that B|σ = A. For
every class C of structures, C[τ ] denotes the class of all τ -structures in C. A renaming of
a vocabulary τ is a bijective mapping r from τ to a vocabulary τ ′ such that for all R ∈ τ
the relation symbol r(R) ∈ τ ′ has the same arity as R. If r : τ → τ ′ is a renaming and A
is a τ -structure then Ar is the τ ′-structure with V (Ar) := V (A) and r(R)(Ar) := R(A)
for all R ∈ τ .
We let +1, 6, +, × and Bit be distinguished relation symbols of arity two, two,
three, three, and two, respectively. Whenever any of these relations symbols appear
in a vocabulary τ , we demand that they be interpreted by a successor relation, linear
order, ternary addition and multiplication relations, and bit-relation respectively, in all
τ -structures. To be precise, we denote by Nn the {+1,6,+,×,Bit}-structure with
V (Nn) = [0, n− 1], +1(Nn) = {(a, a+ 1) | 0 ≤ a ≤ n− 2},
6(Nn) = {(a, b) | a 6 b}, +(Nn) = {(a, b, c) | a+ b = c}, and
×(Nn) = {(a, b, c) | a · b = c} Bit(Nn) =
{
(a, b) | [a]b = 1, where a =
∑
[a]i2i
is the binary representation of a
}
We demand A|{+1,6,+,×,Bit}∩τ ∼= (N|A|)|{+1,6,+,×,Bit}∩τ for all τ -structures A. We call
structures whose vocabulary contains any of these relation symbols with successor re-
lation, ordered, additive, multiplicative, and with bit predicate, respectively. By On we
denote a linear order with n elements, i.e., On is the {≤}-structure Nn|{≤}.
An important class of structures is the class of word structures. Given a finite alphabet
Σ and a nonempty subset τ ⊆ {+1,≤,+,×,Bit}, let
τΣ := τ ∪ {Ps | s ∈ Σ},
where the Ps are distinct unary relation symbols. A τΣ-structure W is a word structure
if every x ∈ V (W ) is in exactly one of the Ps(W ). Notice that because we assume that
the relations in τ are interpreted the same way as in some Nn, if at least one of +,≤, +1
and Bit are in τ , then these relations induce a linear ordering on V (W ), though if 6 6∈ τ ,
our logics may not necessarily be able to speak about this ordering. However, because of
this ordering there is a (up to isomorphisms) one-to-one correspondence between word
structures and strings in Σ∗. In this case, we call τ a valid set of arithmetic relations,
and denote by w(τ)x the word structure corresponding to x ∈ Σ∗ (for definiteness, we
take the one with universe {1, . . . , |x|} and arithmetic relations as in Nn).
A k-ary τ -global relation is a mapping R that associates a k-ary relation R(A) with
each τ -structure A. A 0-ary τ -global relation is usually called a Boolean τ -global relation.
We identify the two 0-ary relations ∅ and {()}, where () denotes the empty tuple, with
the truth values false and true, respectively, and we identify the Boolean τ -global relation
R with the class of all τ -structures A with R(A) = true. A k-ary τ -query is a k-ary
τ -global relation Q preserved under isomorphism, that is, if f is an isomorphism from
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a τ -structure A to a τ -structure B then for all ~a ∈ V (A)k it holds that ~a ∈ Q(A) ⇐⇒
f(~a) ∈ Q(B).
1.3.2 Logics
A logic L consists of two parts:
• A syntax which assigns to each vocabulary τ a set L[τ ] of L-formulas of vocabulary
τ , and
• a semantics, which assigns to each formula ϕ ∈ L[τ ] a τ -global relation QL[τ ]ϕ . If
this relation is k-ary, we will write
A |= ϕ[a1, . . . , ak]
for (a1, . . . , ak) ∈ QL[τ ]ϕ (A) for a structure A and a1, . . . , ak ∈ V (A). In case ϕ is
a sentence, i.e., a formula for which QL[τ ]ϕ is a 0-ary relation, we write A |= ϕ for
() ∈ QL[τ ]ϕ .
The query QL[τ ]ϕ is called the query defined by ϕ, and a τ -query Q is called definable in a
logic L if Q = QL[τ ]ϕ for some ϕ ∈ L[τ ]. Two formulas ϕ,ψ ∈ L[τ ] are said to be equivalent
if they define the same query, written as ϕ ≡ ψ.
The semantics is supposed to satisfy the following assumptions which are generally
accepted as minimal requirements any logic should satisfy (cf. [Ebb85]):
(i) For all ϕ ∈ L[τ ] the global relation QL[τ ]ϕ is a τ -query.
(ii) If σ ⊆ τ then L[σ] ⊆ L[τ ], and for all formulas ϕ ∈ L[σ] and all τ -structures A it
holds that QL[σ]ϕ (A|σ) = QL[τ ]ϕ (A).
(iii) If r : τ → τ ′ is a renaming, then for every formula ϕ ∈ L[τ ] there is a formula
ϕr ∈ L[τ ′] such that for all τ -structures A it holds that QL[τ ]ϕ (A) = QL[τ
′]
ϕr (Ar).
Though for most of the logics we will be dealing with, the |=-relation can easily be
defined for structures of arbitrary size, we will only be concerned with finite structures.
Thus if we say that a certain query consisting of finite structures can not be defined, we
mean that there is no formula in that particular logic that holds in a finite structure iff
this structure is in the query. This is sometimes called finite axiomatisability.
It is customary to require the set L[τ ] to be recursive (i.e., decidable by some Turing
machine) for all τ . In this case, we speak of a logic with decidable syntax. We will also
encounter logics with undecidable syntax in chapter 3.
We say that a formula ϕ(x) defining a unary query defines an element if in every
structure it is satisfied by exactly one element. Since we may identify the elements of
an ordered structure uniquely with natural numbers it makes sense to say, e.g., that




We compare the expressive power of two logics L and L′ by saying that L is weaker
than L′ (written L  L′) if every query Q that can be defined in L can also be defined in
L′; we will also use the expression “L embeds into L′” for this. We say that L is strictly
weaker than L′, written L ≺ L′, if L  L′ but not L′  L. We write L ≡ L′ if exactly the
same queries are definable in L and L′, i.e., if both L  L′ and L′  L.
We state some logics which will be of importance in the following. All definitions are
more or less standard an can be found, e.g., in [EFT96].
First-Order Logic Formulas in first-order logic (FO) can be atomic formulas (x=̇y for
variables x and y, relational formulas Rx1 . . . xr for r-ary relation symbols R and
variables x1, . . . , xr), Boolean combinations of formulas (using ∧, ∨ and ¬), and
quantified formulas of the form ∃xϕ and ∀xϕ.
Strong tools have been developed in finite model theory to prove non-definability
in first-order logic. In particular Ehrenfeucht-Fraïssé games can be used to show
that certain queries such as connectedness in graphs are not definable in FO. In
a broader perspective, theorems like those of Gaifman and Hanf show that first-
order logic can only speak about “local” properties of structures, in some precisely
definable sense. Details can be found in chapter 2 of [EF99].
Infinitary Logics Formulas in the infinitary logic Lω∞ω are built up from atomic formulas
using Boolean combinations and quantification just like first-order formulas. In







where I is an arbitrary index set and the ϕi are Lω∞ω formulas themselves. Though
the formulas are allowed to be of arbitrary size, we only allow a finite (but ar-
bitrary) number of variables to appear in each formula (otherwise every query of
finite structures instantly becomes definable). Interest in Lω∞ω (and its counting
counterpart Cω∞ω, see below) mainly stems from that fact that, while many in-
teresting logics such as fixed-point logics are weaker than Lω∞ω, it still has quite
severe and provable limitations (such as 0-1-laws and its inability to count) which
a forteriori also pertain to any logic weaker than it.
Ehrenfeucht-Fraïssé games can be adapted to the infinitary finite-variable case (i.e.,
Lω∞ω) by using so-called pebble games. This way, strong non-definability results
have been obtained for this logic as well, an example being the query containing
all structures with an even-sized universe over the empty vocabulary.
Counting Logics First-order logic as well as the infinitary logic Lω∞ω lack the ability to
count, as witnessed by the fact that, e.g., the query consisting of all sets of even
cardinality is not definable in these logics. Several extensions of first-order and
infinitary logic have been introduced, a good reference is [Ott96].
Adding counting abilities to logics is complicated by the fact that, while one usually
wants these logics to be able to speak about arithmetic relations on numbers, one
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does not want to impose a linear order on the input structure. One way of coping
with this is by using a two-sorted logic. Thus, variables may either hold a universe
element or a number, and a structure with n elements is enriched with n + 1
elements of the number sort representing the numbers from 0 to n. We denote
universe variables by roman letters x,y, etc., and number variables by greek letters
ξ,ζ etc. One usually allows certain arithmetical relations such as ≤, + and × on
the number sort, which are interpreted with their usual meaning.
Counting may then be introduced via counting terms or counting quantifiers. In
the first case, for every formula ϕ and every universe variable x, the term
#xϕ
is of the number sort and specifies the number of universe elements a such that ϕ is
satisfied if x is interpreted by a. Note that this may depend on other free variables
(both universe and number) in ϕ. Counting quantifiers, on the other hand, are
formulas of the form
∃=ξxϕ,
which states that exactly ξ choices for x will satisfy ϕ.
Counting variants of infinitary logics are somewhat easier to define, by just adding
quantifiers of the form
∃≥nxϕ,
with constant n ∈ N. This is because, in infinitary logics, any relation on the
number sort may be spelled out explicitly by a possibly infinite formula.
In section 3.3.2, we will need a very limited form of counting based on so called
Rescher quantifiers.
Restricted Variable Logics We sometimes restrict the number of variables that our for-
mulas may contain. E.g., by FOk we denote the set of all first-order formulas
containing only k distinct variables. By rebinding variables, the quantifier depth
may still be arbitrary. The exponent ω in the infinitary logics Lω∞ω and Cω∞ω is
meant to suggest that formulas in these logics may only use an arbitrarily large
but finite number of distinct variables. Restricting the number of variables to a
fixed finite number k is denoted by Lk∞ω and Ck∞ω.
Second-Order Logic Formulas in second order logic may additionally contain atomic
formulas Xx1 . . . , xr for an r-ary relation variable X and second-order quantifica-
tions ∃X ϕ and ∀X ϕ. In monadic second-order logic MSO, all relation variables
must be unary.
Fixed-point logics Fixed-point logics have been introduced in an attempt to define a
logic capturing PTIME. We deal only with inflationary fixed-point logic IFP here,




where ϕ is itself an IFP formula, X is a second-order variable, ~x is a tuple of first-
order variables and ~t a tuple of terms, all of the same arity, say r. Its semantics is
defined as follows: In a structure A, for each relation B ⊆ V (A)r, the formula ϕ
defines a new relation
Fϕ(B) := {~a ∈ V (A)r |A |= ϕ(B,~a)}.
Note that Fϕ(B) depends on A as well as on the interpretation of all free variables
in ϕ other than X and ~x. We define a sequence (Bk)k≥1 of relations by
B0 = ∅,
Bk+1 = Bk ∪ Fϕ(Bk).
Because Bk ⊆ Bk+1, in finite structures A, this sequence must become stationary
after a finite number of steps, say
Bm = Bm+1 = · · · .
Then
A |= [IFPX,~xϕ(X,~x)](~t)
iff the interpretation of ~t is in Bm. Note that IFP embeds into Lω∞ω, so any non-
definability result for Lω∞ω also holds for IFP.
The various extensions to first-order logic may also be combined. In particular, IFP+C
denotes fixed-point logic with counting, i.e., two-sorted logic with either counting quan-
tifiers or counting terms and fixed-point operators. This logic embeds into Cω∞ω, so
non-definability results for Cω∞ω also hold for IFP+C.
1.4 Computational Complexity
We use standard concepts from computational complexity theory, details may be found,
e.g., in [AB09, Weg05, Pap93]. In particular, a language is a set L ⊆ Σ∗ of words over
some finite alphabet Σ, which we will usually assume to be {0, 1}. A complexity class is
a set of languages, usually defined by giving resource bounds on computing models for
deciding them. For a class F of functions f : N→ N, the class DTIME(F) is the class of
all languages decidable by deterministic Turing machines with running time bounded by
one of the functions in F , and similarly with NPTIME(F) for non-deterministic Turing
machines. In particular,




We define three operators R, ZP and BP which work on complexity classes and generate
randomised classes from non-randomised ones. For a function f : N→ N and a language
L ⊆ Σ∗, we define a function pL,f : Σ∗ → [0, 1] by
pL,f (x) :=




where 〈·, ·〉 : Σ∗ × Σ∗ → Σ is a pairing function. We use this to define
One-sided bounded error For α ∈ (0, 1), a language L is in RαC if there is a language
M ∈ C and a polynomially bounded function f such that
pM,f (x)
{
= 0 if x 6∈ L
≥ α if x ∈ L
for all x ∈ Σ∗. It is in co-RαC if there is a language M ∈ C and a polynomially
bounded function f such that
pM,f (x)
{
≤ α if x 6∈ L
= 1 if x ∈ L
for all x ∈ Σ∗. In general, we allow alpha to depend on |x|. If α = 1/2, we just
write RC and co-RC. Thus R is an operator operating on complexity classes.
Zero error We define ZPC := RC ∩ co-RC.
Two-sided bounded error For 0 < α < β < 1 (which may depend on |x|), a language L




≤ α if x 6∈ L
> β if x ∈ L
for all x ∈ Σ∗. The choice of > over ≥ for the second condition does not affect the
definition for natural choices of C and fits in well with our definition of randomised
logics in chapter 3. For α = 1/3 and β = 2/3 we just write BPC instead of
BP1/3,2/3C. Again, BP is an operator on complexity classes.
The choice of 1/2, 1/3 and 2/3 in the above definitions is arbitrary, for most natural
complexity classes C (e.g., polynomial time), the resulting classes are rather robust with
respect to changes in α and β.
1.4.2 Randomised Polynomial Time
The class BPP := BP1/3,2/3PTIME of randomised polynomial time with two-sided error
has been studied extensively. We first note that BPP is very robust with respect to
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changing the error bounds of 1/3 and 2/3 used in the definition of the BP operator. In
fact,
BP2−|x|c ,1−2−|x|cPTIME = BPP = BPα−|x|−c,α+|x|−cPTIME
for all α ∈ (0, 1) and all c > 0. This is because in polynomial time, we can make
polynomially many trials and take a majority vote, see, e.g., [AB09].
By trying all possible values for the random bits, BPP is readily seen to be included
in the class
EXPTIME = DTIME(2nO(1)).
Furthermore, by a result of Adleman, BPP is in PTIME/poly, the class of all problem
decidable by circuit families of polynomial size; equivalently, this is the class of problems
decidable in deterministic polynomial time by machines which get, in addition to their
input, an advice string of polynomial length which may only depend on the length of
the input. By a famous result of Karp and Lipton [KL80], if NP ⊆ PTIME/poly then
the polynomial hierarchy collapses to its second level, thus it is considered unlikely that






Figure 1.1: Unconditionally known results on BPP.
While it is not known whether BPP ⊆ NP, Sipser and Gács [Sip83] proved that
BPP ⊆ Σp2 ∩ Πp2, i.e., BPP is contained in the second level of the polynomial hierarchy.
A simpler proof of this fact was given by Lautemann [Lau83] in the same year, and we
will rely on ideas from that proof in section 4.2.
Arguably the most important open question concerning BPP is whether it is equal to
PTIME or not. Implagliazzo and Wigderson [IW97], building on a long line of work,
proved that BPP = PTIME if there is a language decidable in deterministic time 2O(n)
which requires circuits of size at least 2Ω(n). The proof works by constructing for every c
a pseudorandom generator which, given O(logn) truely random bits, computes a string
of nc pseudorandom bits that looks random to any circuit of size at most nc. This result
is generally seen as evidence towards the fact that BPP = PTIME. On the other hand,
it is conditional under a very strong circuit lower bound, something far beyond current
techniques.
1.4.3 The Complexity Class AC0
Instead of giving, as in the case of Turing machines, a single algorithm for inputs of
arbitrary sizes, we may also specify a family (Cn)n≥1 of Boolean circuits such that each
14
1.4 Computational Complexity
circuit Cn has n inputs and one output. Here, by a (Boolean) circuit we mean a directed
acyclic graph in which each node of in-degree > 1 is labelled as and-node or as or-node,
each node of in-degree 1 is labelled as negation node and all nodes of in-degree 0 are
input nodes. Furthermore one node with out-degree 0 is labelled as output node. The
size of a circuit C is the total number of nodes and edges and is denoted by |C|. Given
an assignment a ∈ {0, 1}n for a circuit C with n input nodes, we say that a satisfies
C if the value computed by C on input a is 1. The depth of a circuit is the length of
a longest path from its output to one of its input nodes. The fan-in of a circuit is the
maximal in-degree among its nodes.
Definition 2. Given a circuit family (Cn)n≥1, the language accepted by it is the set
{x ∈ {0, 1}∗ | C|x| accepts x}.
The class AC0 is defined as the class of all languages L ⊂ {0, 1}∗ for which there exists
a circuit family (Cn)n≥1 which accepts it and such that there is a d > 1 such that all
Cn have depth at most d, and for which |Cn| = nO(1). Note that we do not assume any
bound on the fan-in of the Cn.
Although lower bounds on computational resources have been the core goal of re-
search in computational complexity for several decades now, unconditional results are
still very few. The class AC0 is a notable exeption, because Håstad’s Switching Lemma
for bounded depth-circuits [Hå86] can be used to obtain exponential lower bounds for
constant depth circuits. We say that a function f : {0, 1}n → {0, 1} can be expressed as




λi,1 ∧ . . . ∧ λi,k
for some i ≥ 1 and some choice of literals λi,j , each of which is either some xk or its
negate ¬xk. Expressibility as a k-CNF is defined similarly. Both for CNFs and for DNFs,
tight lower bounds are easy to obtain by means of so called prime-implicants.
A random p-restriction ρ is a tuple (ρ1, . . . , ρn) of independent random variables such
that
P(ρi = ∗) = p and P(ρi = 0) = P(ρi = 1) =
1− p
2 .
For any outcome ρ of this random variable, the restricted function f |ρ is a function on
those variables xi for which ρi = ∗, such that
f |ρ(x) = f(y), where yi =
{
xi if ρi = ∗,
ρi otherwise.
The use of random restrictions to obtain lower bounds for bounded-depth circuits has
been pioneered by Furst, Saxe, and Sipser, who in [FSS81] used it to prove that the parity
function has no AC0 circuits; the journal version appeared in [FSS84]. Building on the
technique of random restrictions, subsequently Ajtai [Ajt83] and Yao [Yao85] obtained
15
1 Mathematical Preliminaries
size lower bounds of Ω(ncd logn) and Ω(2n1/4d), respectively, for circuits of depth d. (Here,
cd is a constant depending on d). In [Hå86], Johan Håstad obtained a lower bound of
Ω(2cd n1/(d−1)) which is optimal in the sense that for some c̃d, there are depth-d circuit
families of size O(2c̃d n1/(d−1)) computing the parity function.
The common scheme in proving these lower bounds is the use of so called switching
lemmas which state that, after applying a random restriction, with high probability each
of the subcircuits in the two lowest levels of the circuit (those closest to the input gates)
may be switched from ∧-∨-circuits to ∨-∧-circuits of similar size or vice versa. After
merging two subsequent layers of gates of the same type, one obtains a circuit of depth
one lower than that of the original circuit, until eventually one arrives at a CNF or DNF,
for which known lower bounds apply. The switching lemma as proved by Håstad reads:
Theorem 3 (Håstad’s Switching Lemma). Let f : {0, 1}n → {0, 1} be expressible as
a k-CNF, and let ρ be a random p-restriction for some p ∈ (0, 1). Then for all s, the
probability that f |ρ is expressible by an s-DNF is at least 1− αs, where α is the unique
positive root of the equation
(




1 + 2p(1 + p)α
)k
+ 1
An overview of the switching lemma and its applications is given in [Bea94]. The most
well-known consequences are the above-mentioned lower bound for the parity function
and other functions with known lower bounds on DNFs or CNFs, in particular the
majority function.
Another important consequence of Håstad’s Switching Lemma is the low average sen-
sitivity of AC0 circuits:
Definition 4. Let f : {0, 1}n → {0, 1} be a Boolean function. The sensitivity of f at
~x ∈ {0, 1}n is defined as
S(f ; ~x) := |{1 ≤ i ≤ n | f(~x) 6= f(~x⊕ ~ei)}| ,





The average sensitivity of f may be interpreted as follows: Arrange the 2n elements of
{0, 1}n into a hypercube, connecting two vertices ~x, ~y ∈ {0, 1}n by an edge iff they differ
in exactly one coordinate. Colour the vertices of this hypercube red and black according
to f(~x), and call an edge coloured if it connects two vertices of different colour. Then
S(f)/n is the probability that a randomly chosen edge in this hypercube is coloured. In
the extreme case that f is the parity function or its complement, all edges are coloured.
In this case S(f) = S(f ; ~x) = n for all ~x ∈ {0, 1}n.
In [LMN89] Linial, Mansour, and Nisan gave a bound on the average sensitivity of




Theorem 5. Let f : {0, 1}∗ → {0, 1} be a Boolean function computable by a family
(Cn)n≥0 of Boolean circuits of depth d and size nO(1) consisting of negation gates and ∨
and ∧-gates of unbounded fan-in. Then
S(fn) ≤ O(logd−1 n).
Note that Boppana’s bound is optimal, as the parity of logd−1 n many input bits may
be computed by polynomial-size circuits of depth d.
Linial et al. used their bound on the average sensitivity of AC0 functions to give an
O(nlogO(1) n)-time algorithm for learning functions in AC0 [LMN89]. Another important
application was found by Rossman [Ros08], who used Boppanas result to prove that
bounded-depth circuits for detecting cliques of size k in graphs must have size at least
|V |2k/9, independent of the bound on their depth. Amano [Ama10] extended this result
to arbitrary subgraphs. Another application to finite model theory is given in [Ros09],
where Rossman used Boppana’s result to show that certain strategies in Ehrenfeucht-
Fraïssé games on random structures are winning strategies with high probability.
1.4.4 Uniform AC0
The class AC0 as defined in Definition 2 is non-uniform in the sense that, while each
circuit Cn in a circuit family can be described by a some finite string, there is no finite
string describing the whole circuit family. As a consequence, AC0 contains even certain
non-recursive languages, such as the language
{1n | n is the Gödel number of a Turing machine which halts on the empty input}.
On the other hand, the very strong lower bounds resulting from Håstad’s Switching
Lemma also hold in this non-uniform setting, making the class AC0 an interesting class
nonetheless.
In the context of randomised computation, however, non-uniformity allows for very
strong derandomisation results, also in the case of randomised AC0 (cf. section 1.4.5).
We therefore introduce uniform variants of AC0, by demanding that each circuit Cn
of a uniform circuit famility must be constructible, given n, by a Turing machine with
certain resource bounds. The following definitions are essentially taken from Barrington
et al. [BIS90].
Let (Cn)n≥1 be a circuit family, and assume in each circuit Cn the gates are labelled
with natural numbers from {0, . . . ,mn} for some mn. We assume that the gate with
number 0 is the unique output gate in each circuit, and that the gates with numbers
1, . . . , n are the input gates. We define the direct connection language L(Cn) ⊆ {0, 1}∗
of the family to be the set of all tuples 〈t, u, v, y〉 where u and v are numbers of gates
in Cn such that u is of type t (with t = 1 for ∨-gates, t = 2 for ∧-gates and t = 3
for ¬-gates), the output of gate v is an input to gate u, and y = 1n. We assume the
numbers t, u and v to be encoded in binary, and assume a suitable pairing function
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〈·, ·, ·, ·〉 : ({0, 1}∗)4 → {0, 1}∗.
For a complexity class C and a circuit family (Cn)n≥1, we say that (Cn) is C-uniform
if its direct connection language L(Cn) is in C. Accordingly, C-uniform AC0 is the class
of all languages L which are decidable by a C-uniform circuit family of bounded depth
and polynomial size. Among the possible choices for C, the class dlogtime-uniform AC0
stands out as it has a very neat equivalent definition in terms of descriptive complexity
theory, cf. section 1.6 and [BIS90]. Because of this, when speaking of uniform AC0
without explicitly stating the complexity class C, one usually means dlogtime-uniform
AC0.
1.4.5 Randomised AC0
Using the BP and R operators defined in section 1.4.1, we can define randomised ana-
logues of AC0 in a natural way. By an application of Håstad’s Switching Lemma, the
majority function is not computable in AC0, i.e., there is no AC0 circuit familiy (Cn)n≥1
such that Cn accepts a string x1 . . . xn iff at least half of the xi are 1. Thus, to improve
the error probability for randomised AC0-circuits, we cannot just take polynomially
many independent copies of each circuit with independent random bits and take the
majority of their results. However, for every c > 0 and η = Ω(1/ logc n) the following
promise-problem is decidable in AC0:
η-Approximate-Majority
Input: x1 . . . xn ∈ {0, 1}n
Promise: 1n
∑
xi 6∈ (12 − η, 12 + η)
Problem: Decide whether ∑xi > n/2.
For a proof, cf. [Vio11]. Using this result, one can show that
BP(2−|x|c ,1−2−|x|c )AC0 = BPAC0 = BP(1/2−log−c|x|,1/2+log−c|x|)AC0
for all c > 0. Because Adleman’s result that BPP ⊆ PTIME/poly only depends on
the ability to improve the error probablity to below 2−|x|, and because AC0 is itself
non-uniform, these classes are in fact equal to AC0.
Nisan [Nis91] gave a construction for a pseudorandom generator that reduces the
number of random bits for a BPAC0-circuit family to polylogarithmically many. We will
use this construction in section 4.2.
Applying the BP operator to C-uniform of AC0 results in the class C-uniform BPAC0.
While PTIME-uniform AC0 is easily seen to be in PTIME, it is still not known whether
PTIME-uniform BPAC0 is also in PTIME. By using Nisan’s pseudorandom generator
and trying all possible random seeds, PTIME-uniform BPAC0 is seen to be in the class
DTIME(nlogO(1) n).
The question of whether dlogtime-uniform BPAC0 can be derandomised is still open,
but there is a conditional derandomisation similar to Impagliazzo and Wigderson’s result
for BPP by Viola [Vio04]. Here, the condition is that there is a language L which is
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decidable in alternating linear time with a constant number of alternations but which is
hard on average for circuits of linear size, in the sense that every circuit of size 2` fails
to compute L ∩ {0, 1}` on at least an inverse polynomial fraction of inputs.
1.5 Descriptive Complexity Theory
Descriptive complexity theory relates the expressive power of logics to the computational
power of complexity classes. Good introductory texts are [Imm99, Lib04, EF99].
In order to define what it means for a Boolean query Q of structures to be decidable
in some complexity class C, we encode a structure A over an arbitrary vocabulary σ into
a string of length polynomial in |V (A)| by stating, for each relation symbol R ∈ σ and
each tuple ~a of elements in A, whether ~a ∈ R(A) or not. We may assume some ordering
on the vocabulary σ, say σ = {R1, . . . , Rk} with arities r1, . . . , rk, and that the string
wA encoding the structure A is just a juxtaposition 1|A|0w(1)A w
(2)





A ∈ {0, 1}|V (A)|
ri
encodes relation Ri, with one position for each tuple. The prefix 1|A|0 is added to
avoid degeneracy in the case of the empty vocabulary. This still leaves the question of
how each individual relation should be encoded, i.e., the ordering of the tuples. Using
lexicographic ordering, it suffices to fix an ordering ≤ on the universe V (A); call the
resulting string w≤A . This way we get a set of strings
S(A) := {w≤A | ≤ is a linear order on V (A)},





is in C. This leads us to the following definition:
Definition 6. Let C be a complexity class, i.e., a set of decision problems D ⊂ {0, 1}∗,
and L a logic. We say that L captures C if
(C1) For every Boolean query Q decidable in C there is a sentence ϕ ∈ L such that
A ∈ Q ⇔ A |= ϕ
(C2) For every sentence ϕ ∈ L, the query Mod(ϕ) is decidable in C, and there is a
computable function which, given a sentence ϕ ∈ L outputs a Turing machine Mϕ
satisfying the resource bounds for C which decides Mod(ϕ).
This definition corresponds to conditions (C1) and (C2’) in Grohe’s survey [Gro08].
There is a weaker notion of (C2) which does not require the mapping ϕ 7→ Mϕ to be
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computable, while in the case of resource-bounded complexity classes C it is reasonable
to strengthen condition (C2) to also require a computable resource bound for Mϕ.
The relevance of this definition is witnessed by a number of capturing results, the
most famous of which is due to Fagin [Fag74]:
Theorem 7. The logic Σ1 (i.e., existential second-order logic) captures the complexity
class NP.
The question of whether or not there is a logic with decidable syntax that captures
PTIME is still open, cf. [Gro08]. There are, however, capturing results for PTIME on
restricted classes of structures, in the sense of the following definition:
Definition 8. Let C be a complexity class, L a logic and S a Boolean query. We say
that L captures C on S if
(C1) For every Boolean query Q decidable in C there is a sentence ϕ ∈ L such that
A ∈ Q ⇔ A |= ϕ
for all A ∈ S.
(C2) There is a computable function which maps every sentence ϕ ∈ L to a Turing
machine Mϕ that such that for all A ∈ S and x ∈ S(A),
Mϕ accepts x iff A |= ϕ.
The most prominent example of a capturing result for PTIME on a restricted class of
structures is the following result, which was found independently by Immerman [Imm82]
and Vardi [Var82]:
Theorem 9. Inflationary fixed-point logic IFP captures PTIME on the class of all or-
dered structures.
Recently, Laubner [Lau10] proved that IFP+C captures PTIME on the class of interval
graphs.
When the class S is the class of all word-models (with a given valid set of arithmetic
relations) over a vocabulary Σ, there is a natural correspondence between S and Σ∗. In
this case, we may restrict ourselves to encoding word-models by the unique string which
they encode, and get the following definition:
Definition 10. Let C be a complexity class, L a logic and τ ⊆ {+1,≤,+,×,Bit} be a
valid set of arithmetic relations. We say that L captures C on τ -word models if
(C1) For every D ∈ C there is a sentence ϕ ∈ L such that
x ∈ D iff w(τ)x |= ϕ
for all x ∈ Σ∗.
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(C2) There is a computable mapping that takes every ϕ ∈ L to a Turing machine Mϕ
such that
Mϕ accepts x iff w(τ)x |= ϕ
for all x ∈ Σ∗.
1.6 First-order Logic and Bounded Depth Circuits
The expressive power of first-order logic on arbitrary structures is a rather limited. In
fact, on structures over the empty vocabulary or over vocabularies with only unary
predicates, FO can only count up to some constant. In particular, the class of all even
structures is not definable by any FO sentence.
To enhance the expressive power of first-order logic, two approaches seem natural.
One is to extend the logic itself, by introducing new quantifiers such as the counting
quantifiers of section 1.3. Another one is to restrict attention to structures with certain
pre-defined relations, which may only depend on the size of the structures. Using the
second approach, Barrington et al. obtained the following capturing result:
Theorem 11 (Barrington-Immerman-Straubing [BIS90]). On the class of all structures
with addition and multiplication, first-order logic captures dlogtime-uniform AC0.
In other words, for every dlogtime-uniform circuit family (Cn)n≥1 of bounded depth
and polynomial size, there is an FO-sentence ϕ such that for all x ∈ {0, 1}∗,
C|x| accepts x iff w(+,×)x |= ϕ,
and for every FO-sentence ϕ there is a dlogtime-uniform circuit family (Cn)n≥1 such that
for every ordered structure A,
C|wA| accepts wA iff A |= ϕ,
where wA is the canonical encoding of A into a string using the given ordering on A.
Because the bit predicate Bit can be defined in first-order logic using addition and
multiplication and vice versa, we may as well state theorem 11 using the bit predicate
instead of addition and multiplication. It is because of this neat capturing result that
dlogtime-uniformity is generally considered the “right” notion of uniformity for AC0
circuit families.
Barrington et al. stated their result in more generality by considering also extensions
of first-order logic with various quantifiers. Another extension to Theorem 11 is given
by Behle and Lange:
Theorem 12 (Behle and Lange [BL06]). On the class of ordered structures, FO captures




2 Random and Pseudorandom Structures
In this chapter we will describe how certain properties of random structures can be
exploited algorithmically, and show how in some cases structures with these properties
can be constructed explicitly.
Perhaps the most fundamental result showing that random structures can have a high
degree of order to them is the law of large numbers, which can be phrased as follows:
For every ε > 0, a random string x drawn uniformly at random from among all strings
in {0, 1}n will have, with high probability, between n(1/2− ε) and n(1/2 + ε) many 1s.
Here, “with high probability” means that the probability tends to 1 as n goes to infinity,
though the speed of this convergence depends on the choice of ε; very strong bounds
for the speed of this convergence are given by Chernoff’s Theorem (Thm. 1). If we call
a string with between n(1/2 − ε) and n(1/2 + ε) many 1s “nearly balanced”, then this
theorem shows that one way to construct a nearly balanced string is to just draw one at
random, if one has access to randomness.
While this may not sound too exciting, given that such a string can easily be con-
structed by, say, a LOGSPACE-bounded Turing machine on input n in unary, even this
very basic result is of some use, e.g., if n independent agents were to construct a nearly
balanced string among themselves. In light of the law of large numbers, if each such
agent just flips a coin to decide its letter of the string, with high probability the agents
will collectively determine a good string.
In other cases, random structures enjoy desirable properties that are not as easy to
obtain deterministically as in the above example. We will give several examples of this
in section 2.1 and show how deterministic constructions have been obtained. We will
then proceed to show two so-called gap introducing reductions which are used to prove
non-approximability under certain hardness conditions and which originally relied on
properties of certain random structures. As a consequence, the hardness assumptions
in these cases involve randomised complexity classes, namely, that certain problems are
not solvable by randomised algorithms with some additional resource bounds.
In both cases, we introduce deterministic constructions of objects with the properties
in question, and in this way derandomise the reductions. As a consequence, we obtain
the same non-approximability results under possibly weaker assumptions concerning only
deterministic classes.
2.1 The Probabilistic Method
Suppose we have a collection C of discrete objects, and a property P which may hold of
an object or not. For example, C could be the set of all undirected graphs on n labelled
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vertices, and P could be the property of having good expansion. Objects satisfying P
will be called good objects. Often we would like to show that a good object exists and,
if so, construct it.
In many cases, the easiest – or even the only – known way of showing that a good
object exists is to show that a randomly chosen object has a strictly positive probability
of being good. This technique is commonly called the “probabilistic method” and was
pioneered by Erdős, who first used it to prove the existence of a graph with both high
chromatic number and high girth [Erd59]. This approach has by now been highly refined;
a good introductory text is [AS92].
Often, the probabilistic method gives stronger bounds on the probability of a random
object being good than just proving that it is non-zero. If this probability is, say, at
least 12 , then a randomised algorithm which can sample (approximately) uniformly from
C can construct an object which is good with probability at least 12 . If, in addition, the
algorithm can within its resource bounds check whether an object is good or not, it can
repeatedly draw objects until it finds a good one. The expected number of tries until
success is constant.
Still, we would like to get an explicit construction of a good object, not just a mere
proof of existence. The notion of “explicit construction” is, of course, non-rigorous and
depends on the context in which it is used. In theoretical computer science, we usually
seek a deterministic algorithm which constructs the desired object within certain resource
bounds such as logarithmic space or polynomial time. Note that in particular, we are
satisfied with a brute-force search for a “good” object, as long as it can be carried out
within the given ressource bounds.
We sketch some applications of this method in algorithms and their derandomisations:
2.1.1 Colour Coding and Perfect Hash Functions
In [AYZ95], Alon et al. gave algorithms to decide the existence of simple paths and
cycles of a given length k in a graph. These algorithms assign colours from the set [k]
to the vertices uniformly at random, and then use standard algorithmic techniques to
decide the existence of a colourful path or cycle of length k, i.e., one in which each of
the k vertices has a different colour. Such a path must necessarily be simple.
Let f : [n]→ [k] be a random function drawn uniformly from among all such functions.
For any set S ⊆ [n] of size k, the probability that f is injective on S is given by







1− k − 1
k
)
= k−k · k!
≥ e−k
by the inequality ek ≥ kk/k! for all k ∈ N (this is just the k-th term of the power series
for ex). The probability that out of ` independently drawn functions f1, . . . , f` not one
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which is at most 1/2 if ` > (ln 2)ek. This way, Alon et al. obtain a randomised algorithm
running in time 2O(k) · nO(1) which always answers “no” if no simple k-path exists and
which ansers “yes” with probability at least 1/2 if such a path exists.
This algorithm has been derandomised in the same paper by constructing families of
perfect hash functions. A family F of functions f : [n]→ [k] is called a family of perfect
hash functions if for every S ⊆ [n] of size k at least one of the f ∈ F is injective on
S. Suppose F consists of ` independently and uniformly drawn functions. As we saw
above, for each fixed S, the probability that some f ∈ F is injective on S is at least
exp(−`e−k). There are (nk
)
many such S, and by the union bound, the probability that














and this is greater than zero if ` > k · ek · lnn, which proves that families of perfect hash
functions of this size exist. Alon et al. also gave an explicit (i.e., computable in time
polynomial in the size of the family) construction of such a family of size 2O(k) · lnn,
which we will need in section 2.3.
In 2007, Alon and Gutner gave a construction of so called balanced families of perfect
hash functions which even allow approximate counting of simple paths; cf. [AG07]. Fur-
thermore, the ideas used in colour coding can be applied used to detect more general
substructures than simple paths or cycles. In [FG06, chapter 13], colour coding is used to
obtain, for every polynomial time decidable class C of structures of bounded tree width,
an fpt algorithm deciding the problem of whether there exists an embedding from A to
B, where A is a structure from C and B an arbitrary structure.
2.1.2 Schöning’s Algorithm
Another famous application of randomness in computer science is Schöning’s Algo-
rithm [Sch02] for deciding whether a given propositional formula ϕ in k-CNF with n
variables is satisfiable or not. The algorithm works as follows: Pick any assignment a0
to the variables at random. If a0 satisfies ϕ, answer “yes”. Otherwise choose any clause
which is not satisfied, and flip the assignment of one of the at most k variables occur-
ing in this clause to get a new assignment a1. Repeat this M times. If no satisfying
assignment has been found, guess a completely new assignment and start a new round.
If, after N rounds, no satisfying assignment has been found, answer “no”.
Increasing M and N in this algorithm increases the probability of hitting a satisfying
assignment, if one exists; at the cost of increasing the running time. By a clever analysis
of the probability of hitting a satisfying assignment in the course of this algorithm, one
can show that there is a randomised algorithm with a running time of (2(k − 1)/k)n·nO(1)
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which finds a satisfying assignment with probability ≥ 1/2 if such an assignment exists.
This randomised algorithm has subsequently been derandomised, this first derandomi-
sation is by Dantsin et al. [DGH+02] and has a running time of (2k/(k + 1))n · nO(1). A
more recent derandomisation is by Moser and Scheder [MS10], giving a running time of
(2(k − 1)/k + ε)n · nO(1) with arbitrarily small ε > 0. A key ingredient of these deran-
domisations is the construction of a covering code, i.e., a set C ⊆ {0, 1}n such that for
every x ∈ {0, 1}n there is a y ∈ C such that the Hamming distance between x and y is at
most r, for some specified r which is called the distance of the code. Again, by standard
arguments one can show that drawing N = N(r) strings from {0, 1}n independently and
uniformly at random will result in a covering code with high probability.
2.2 Inapproximability of Weighted Monotone Circuit
Satisfiability
In [AR01], Alekhnovich and Razborov conditionally proved that resolution is not au-
tomatisable, i.e., there is no algorithm which, given an unsatisfiable propositional for-
mula in conjunctive normal form, produces a resolution refutation of this formula and
runs in time polynomial in the length of the shortest such refutation. They used the
slightly non-standard assumption that W[P] is not equal to randomised fpt. Equiva-
lently, they assume there is no randomised algorithm running in time f(k) · nO(1) which
solves the following problem:
p-WSAT(CIRC+)
Input: A monotone circuit C with n input nodes, and some
k ≥ 1
Parameter: k
Problem: decide if C has a satisfying assignment of Hamming
weight k
While (non-randomised) FPT = W[P] has unplausible consequences in classical com-
plexity, making FPT 6= W[P] a fairly common assumption in parameterized complexity
(cf. [FG06, sec. 3.3]), Alekhnovich and Razborov’s assumption about randomised FPT
is far less common and arises as an artefact of their proof technique. Namely, they show
that an algorithm automatising resolution could be used to obtain an FPT-algorithm
for the following promise problem with δ = 2:
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p-δ-gap-WSAT(CIRC+)
Input: A monotone circuit C with n input nodes, and some
k ≥ 1
Parameter: k
Promise: if C has a satisfying assignment of Hamming weight
δk, it also has one of Hamming weight k
Problem: decide if C has a satisfying assignment of Hamming
weight k
In general, we allow δ to depend on k. Alekhnovich and Razborov then prove that
this promise problem with δ = 2 is W[P]-complete by reducing p-WSAT(CIRC+) to it.
This amounts to introducing a gap as follows: Given a monotone circuit C and a k ≥ 1,
they construct a new monotone circuit C ′ and a new parameter k′ such that:
• If C has a satisfying assignment of Hamming weight k, then C ′ has a satisfying
assignment of Hamming weight k′.
• If C has no satisfying assignment of Hamming weight k, then C ′ has no satisfying
assignment of Hamming weight 2k′.
• There is some computable function f such that C ′ has size ≤ f(k) · |C|O(1), and k′
is bounded by f(k).
Their reduction is a randomised algorithm, which uses certain graphs which have an
expansion property that a random graph has with high probability but for which they
give no deterministic construction. In [EGG08] we give a deterministic construction of
graphs with a somewhat weaker expansion property (but still sufficient for the purpose of
the above reduction), thereby proving that resolution is not automatisable unless W[P]
= FPT.
2.2.1 Details of the reduction
Recall our definition of Boolean circuits from section 1.4.3. The (Hamming) weight of
an assignment a to the inputs of a circuit C is the number of 1-entries of a, and min(C)
is defined to be the minimum weight of a satisfying assignment. If min(C) ≤ k we
say that C is k-satisfiable. A Boolean circuit is monotone if it does not contain any
negation nodes. CIRC denotes the class of all Boolean circuits and CIRC+ the class of
all monotone Boolean circuits.
The main result of this section is the following lemma:
Lemma 13. For any δ > 1, there is an fpt many-one-reduction from p-WSAT(CIRC+)
to p-δ-gap-WSAT(CIRC+). That is, given k ∈ N, and a monotone circuit C with n
inputs, we can deterministically construct a circuit π(C, k, δ) such that
min(C) ≤ k ⇒ min(π(C, k, δ)) ≤ α(k, δ) (2.1)
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and
min(C) ≥ k + 1 ⇒ min(π(C, k, δ)) ≥ δα(k, δ). (2.2)
Here, α(k, δ) depends only on k and δ, and π(C, k, δ) has size g(k)n |C| for some com-
putable function g and can be computed by an fpt algorithm.
We start by constructing certain unbalanced bipartite graphs with good expansion
properties, which we will need later.
Lemma 14. For any ε > 0, integer t ≥ 2, and Kmax ∈ N, we set
d :=
⌈




Then for any prime power q > d we can explicitly construct a bipartite graph G = (V,E)
with left degree d, left vertex set L of size qt, and right vertex set R of size dq, such that
∀W ⊆ L, |W | ≤ Kmax : |Γ(W )| ≥ (1− ε)d |W | ,
where Γ(W ) = {r ∈ R | E(v, r) for some v ∈W} is the set of neighbours of W .
In other words, G is a (Kmax, ε)-lossless expander: For small (≤ Kmax elements) sets
of left vertices we have only very few collisions, resulting in nearly lossless expansion.




1 . . . . . . n2
degree d
cn1 . . .
|W | ≤ k
|Γ(W )| ≥ (1 − ǫ)d|W |
Figure 2.1: Bipartite lossless expanders.
Proof of Lemma 14. We give an explicit construction. Suppose that q > d is a prime
power. For the vertex sets L and R, we choose
L := Ftq and R := [d]× Fq,
where [d] = {1, . . . , d} and Fq is the Galois field with q elements. We pick vectors
u1, . . . ,ud ∈ Ftq such that any t of them are linearly independent, for example
ui :=
(
1, xi, . . . , xit−1
)T
,










2.2 Inapproximability of Weighted Monotone Circuit Satisfiability
Notice that no two vertices of L can have more than t−1 neighbours in common, because





















≥ d |W |
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≥ d |W | (1− ε)
by our choice of d.
Remark 15. In Lemma 14 it is crucial that the left degree d does not depend on q.
This is because we want the position of the gap in the circuit π(C, k, δ) which we will
construct in Lemma 13 to depend only on k and δ, but not on n.
In [CRVW02], Capalbo et al. gave a construction of lossless expanders, but there the
left degree grows polylogarithmically in L/R, the quotient of the number of left and right
vertices, which is O(q) in our case. The benefit of their expanders is that Kmax = εL
grows linear with the number of left vertices. The expanders constructed by Guruswami
et al. [GUV07] are even more unbalanced than our expanders (R = polylog(L)), but
with a degree polylogarithmic in L.
These expanders can also be seen as error correcting codes or as a family of d-element
subsets of [dq] such that any two subsets have small intersection. Nisan and Wigderson
[NW88] constructed a system of q-element subsets of [q2], such that any two sets intersect
in at most log q elements. They essentially use Reed-Solomon-Codes over Fq, the same
construction is used, for example, in [BMRV00] to devise a randomised query scheme
for storing subsets. Again, the size of the sets grows with q, so we can not use this
construction here.
Proof of Lemma 13. We construct the circuit π(C, k, δ) by starting with a copy of C,
below which we add layers of copies of C as shown in Figure 2.2. Each layer achieves
a certain gap amplification, while only increasing the number of inputs by a factor
depending only on k. To be precise, the layers have the following properties:
(a) Layer ` is a monotone circuit with I` inputs and O` outputs, where
O1 := n, d`O` ≤ I` < 2d`O`, O`+1 := I`.
Here, d` is a constant to be specified later which depends only on k and `. We will
use the notation D` := d1 · d2 · · · d` for the product of the first ` of these constants
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(with D0 := 1).
(b) If min(C) ≤ k, then for any set S ofD`−1k` outputs of layer ` there is an assignment
of weight D`k`+1 to the inputs of that layer such that (at least) all the outputs in
S are satisfied.
(c) If, on the other hand, min(C) ≥ k + 1, then there is no assignment of weight less
than D`(k`+1 + (`+ 1)k`) to the inputs of layer ` which satisfies D`−1(k` + `k`−1)
or more of the outputs of that layer.
(d) For fixed k,the size of layer ` as a circuit depends linearly on n · |C| (so it is






















# of ones needed for satisfying assignment # of inputs
≥ DLδkL+1
≥ D2(k3 + 3k2)
≥ D1(k2 + 2k)
≥ k + 1











Figure 2.2: The overall structure of π(C, k, δ)
We choose
L := d(δ − 1)k − 1e




kL+1 + (L+ 1)kL
)
≥ DL · δ · kL+1
many ones to satisfy π(C, k, δ), while in the case min(C) ≤ k we need only DLkL+1
many by property (b). Thus, both (2.1) and (2.2) are satisfied, with α(k, δ) := DLkL+1.
It remains to describe the construction of the individual layers (cf. Figure 2.3). Each
of the O` outputs of layer ` is connected to a copy of C. These have a total of n·O` inputs.
We let Õ` be the least power of two greater than or equal to O`, so that O` ≤ Õ` < 2O`.
By induction, property (a) implies that O` ≥ n for all `, so we get
n ·O` ≤ O2` ≤ Õ2` .
We use Lemma 14 with parameters
t := 2,
30
2.2 Inapproximability of Weighted Monotone Circuit Satisfiability
Kmax := K` := D`−1(k` + `k`−1)(k + 1),
ε := ε` :=
`k`−1
(k` + `k`−1)(k + 1)
to construct a bipartite expander with Õ2` left vertices, left degree d` defined as in (2.3)
and d`Õ` right vertices. For each of the right vertices we introduce an input of layer
`. We view the n · O` inputs of the copies of C as (a subset of the) left vertices of this
expander and connect each of them to the conjunction of d` of the inputs of layer `.
This construction obviously satisfies properties (a) and (d). To see that (b) also holds,
we assume that min(C) ≤ k. Then there exists a satisfying assignment of weight ≤ k
for C, so if we are given a subset S of D`−1k` outputs of layer ` it suffices to satisfy
k ·D`−1k` many of the and-gates in that layer. But these are connected to at most d`
inputs each, so there is an assignment of weight D`k`+1 to the inputs of layer ` such that
all outputs in S are satisfied.
C C C





Oℓ copies of C
expander graph
Iℓ ≤ 2dℓOℓ inputs
n · Oℓ and-gates
with dℓ inputs each
Figure 2.3: Layer ` of π(C, k, δ)
If, on the other hand, there is no assignment of weight ≤ k which satisfies C, then for
D`−1(k` + `k`−1) of the output gates of layer ` to be satisfied, at least
(k + 1)D`−1(k` + `k`−1) = K`
many of the and-gates in that layer must be satisfied. By the expansion property of our
wiring, any set of K` and-gates is connected to at least
(1− ε`)d`K` = D`(k`+1 + (`+ 1)k`)
many inputs of the layer, therefore no satisfying assignment of weight less than this
number can exist and (c) is proved.
2.2.2 Parameterized Inapproximability
Parameterized approximability is a relaxed notion of classical approximability. Intu-
itively, an fpt approximation algorithm is an algorithm whose running time is fpt for the
parameter “cost of the solution” and whose approximation ratio only depends on the
parameter and not on the size of the input. Hence every polynomial time approximation
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algorithm with constant approximation ratio is an fpt approximation algorithm, but an
approximation algorithm with approximation ratio logn, where n denotes the input size,
is not. We will only give the definitions related to fpt approximability for minimisation
problems, but it is straightforward to adapt them to maximisation problems.
Definition 16. Let ρ : N → R>1 be a computable function. An fpt approximation
algorithm for an NP minimisation problemO (over some alphabet Σ) with approximation
ratio ρ is an algorithm A with the following properties:
1. A expects inputs (x, k) ∈ Σ∗×N. For every input (x, k) ∈ Σ∗×N such that there
exists a solution for x of cost at most k, the algorithm A computes a solution for
x of cost at most k · ρ(k). For inputs (x, k) ∈ Σ∗ ×N without solution of cost at
most k, the output of A can be arbitrary.
2. There exists a computable function f such that the running time of A on input
(x, k) is bounded by f(k) · |x|O(1).
In our inapproximability results, we will work with a weaker notion of approximability
where an algorithm is only required to compute the cost of an optimal solution rather
than an actual solution; this notion was called cost approximability in [CGG06]. It
will be convenient to define cost approximability in terms of certain decision problems
associated with the optimisation problems. Instances of the standard decision problem
associated with a minimisation problem O are pairs (x, k), where x is an instance of
O and k a natural number, and the problem is to decide if min(x) ≤ k. Taking k as
parameter, we obtain the standard parameterization of the minimisation problem O. We
define cost approximability in terms of a gap version of the standard decision problem:
Definition 17. Let O be an NP minimisation problem over the alphabet Σ and let
ρ : N → R>1 be a computable function. Then a decision algorithm A is an fpt cost
approximation algorithm for O with approximation ratio ρ if it is an fpt algorithm sat-
isfying the following conditions for all inputs (x, k) ∈ Σ∗ ×N such that there exists at
least one solution for x:
1. If k ≥ min(x) · ρ(min(x)), then A accepts (x, k).
2. If k < min(x), then A rejects (x, k).
(For instances x with no valid solution, the algorithm A can be assumed to reject (x, k)
for all k ∈ N.)
It is easy to see that fpt approximability implies fpt cost approximability with the
same ratio (cf. [CGG06]).
Theorem 18. For Min-WSAT(CIRC+), there exists no fpt cost approximation algo-
rithm with ratio
ρ(k) = exp (logγ k) , where γ < log 2log 6 ≈ 0.387,
unless W[P] = FPT.
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Proof. We use Lemma 13 to reduce the standard parameterization p-WSAT(CIRC+)
to its approximation variant.
We first show that if there were a constant fpt cost approximation algorithm for Min-
WSAT(CIRC+), this could be used to solve p-WSAT(CIRC+) by an fpt algorithm.
Say A is such an algorithm with constant approximation ratio ρ(k) = c for all k. Given
a circuit C and a parameter k, we wish to decide whether or not C is k-satisfiable. We
use Lemma 13 with δ = c+ 1 to obtain a circuit C ′, and run algorithm A on (C ′, c · α),
where α = α(k, δ) is as in the lemma (note that it can easily be computed from δ and
k).
Now, if min(C) ≤ k, then min(C ′) ≤ α, so c·min(C ′) ≤ c·α and the algorithm accepts.
If, on the other hand, min(C) > k, then min(C ′) ≥ δ · α > c · α, so in this case the
algorithm rejects. In summary, we have gained an fpt algorithm for p-WSAT(CIRC+).
Because this problem is W[P]-hard, it follows that W[P] = FPT.
We sharpen this result, starting from an fpt cost approximation algorithm for Min-
WSAT(CIRC+) with approximation ratio
ρ(k) = exp (logγ k) , γ < log 2log 6 .
Given a circuit C and a parameter k, we seek to find a circuit C ′′ such that
min(C ′′)
{
≤ α if min(C) ≤ k,
> ρ(α) · α if min(C) > k.
The problem is that the construction of Lemma 13 does not only increase the gap, but
at the same time also increases its position. Here we need a gap size that grows with
the position of the gap.
We choose β such that





Then we use Lemma 13 to obtain a circuit C ′ with a gap at position α0 of relative size
δ0 for some α0. This means that either there is a satisfying assignment of weight at most
α0, or any satisfying assignment has weight at least δ0 · α0. The overall structure of C ′′
is similar to the construction of Lemma 13, see Figure 2.4. Suppose that before level `
of the construction, we have a gap of relative size δ`−1 at position α`−1. As before, each





K` := (δ`−1 · α`−1)2 and
t = 2.
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By (2.3), the expander therefore has left degree d` = K`. If δ`−1 > ρ(α`−1), we would
not need another layer, so in particular we may assume that δ`−1 ≤ α`−1. Layer ` moves
the gap to
α` = α2`−1 · d`
= α2`−1 · (δ`−1α`−1)2
≤ α6`−1,
while increasing its size to








where the last inequality follows from δ`−1 ≥ δ0, which is easily seen by induction, and
our choice of δ0.
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β′L · logγ α0
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⌈ log logγ α0 − log log δ0
log β − log β′
⌉
,
which for fixed γ and β depends only on k. The size of the resulting circuit can be
estimated as in Lemma 13.
Using a notion of reduction called ftp gap-preserving reduction, similar non-approxi-
mability results can be obtained for other approximation problems as well. In [EGG08],
we show that the parameterised minimisation problems Min-Chain-Reaction-Closure,
Min-t-Threshold-Starting-Set, Min-Generating-Set, Min-Axiom-Set, Min-Degree-3-Sub-
graph-Annihilator, Min-Linear-Inequality-Deletion, Min-Induced-SAT(3CNF) and Min-
Induced-SAT are not ftp cost approxible either, with similar ratios ρ as above.
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# of ones needed for satisfying assignment
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≥ δ0 · α0





































Figure 2.4: Refined gap amplification.
2.3 Inapproximability of the Minmax Value in Three Player
Games
In this section, we consider the problem of approximating the minmax value of a mul-
tiplayer game in strategic form. We argue that in 3-player games with 0-1 payoffs,
approximating the minmax value within an additive constant smaller than φ/2, where
φ ≈ 0.382, is not possible by a polynomial time algorithm. This is based on assuming
hardness of a version of the so-called planted clique problem in random graphs, namely
that of detecting a planted clique. Our results are stated as reductions from a promise
graph problem to the problem of approximating the minmax value, and we use the detec-
tion problem for planted cliques to argue for its hardness. We present two reductions: a
randomised many-one reduction and a deterministic Turing reduction. The latter, which
may be seen as a derandomisation of the former, may be used to argue for hardness of
approximating the minmax value based on a hardness assumption about deterministic
algorithms.
2.3.1 The Minmax Value in Three Player Games
We consider games in strategic form between 3 players. These are given by a finite
strategy space for each player, S1,S2, and S3 (also called the pure strategies), together
with utility functions u1, u2, u3 : S1×S2×S3 → R. We will identify the strategy spaces
with the sets [n1],[n2], and [n3], where ni = |Si|. We shall refer to this as an n1×n2×n3
game.
Let ∆1,∆2, and ∆3 be the sets of probability distributions over S1,S2, and S3 re-
spectively; these are also called mixed strategies. The minmax value (also known as the





Eai∼σi [u1(a1, a2, a3)]
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A strategy profile (σ2, σ3) for Player 2 and Player 3 for which this value is obtained is
called an optimal minmax profile. It is not hard to see that Player 1 may always obtain







[u1(a1, a2, a3)] (2.4)
To the minmax value, only the utilities for Player 1 are relevant, and we collect these in
matrices Ai of size n2×n3, one for each pure strategy i ∈ S1, by setting a(i)j,k = u1(i, j, k).
In this notation, if Player 1 plays the pure strategy i and Player 2 and Player 3 play by
mixed strategies x and y, the expected payoff to Player 1 is given by xTA(i)y.
The corresponding notion of minmax value in finite two-player games is a fundamental
notion of game theory. Minmax values have been studied much less in multi-player
games, but they are arguably also of fundamental interest. In particular the minmax
value of such games are crucial for the statements as well as proofs of the so-called
folk theorems that characterise the Nash equilibria of repeated games. The problem of
computing the minmax value of a multi-player game was first considered only recently
by Borgs et al. [BCI+10], exactly in the context of studying computational aspects of
the folk theorem. In particular they show that approximating the minmax value of a 3
player game within a specific inverse polynomial additive error is NP hard.
Here, to be able to talk meaningfully about approximation within an additive error,
we assume that all payoffs have been normalised to be in the interval between 0 and 1.
The question of approximating the minmax value was considered further by Hansen et
al. [HHMS08]. Using a “padding” construction it was observed that the NP hardness
result of Borgs et al. extends to any inverse polynomial additive error. This was com-
plemented by a quasipolynomial approximation algorithm obtaining an approximation
to within an arbitrary additive ε > 0. This was obtained by a result of Lipton and
Young [LY94], stating that in an n× n matrix game with payoffs between 0 and 1, each
player can guarantee a payoff within any ε > 0 of the value of the game using strategies
that simply consist of a uniform choice from a multiset of dlnn/(2ε2)e pure strategies.
We summarise these results by the following theorem.
Theorem 19 ([BCI+10, HHMS08]). For any constant ε > 0 it is NP hard to approximate
the minmax value of an n× n× n game with 0-1 payoffs within additive error 1/nε. On
the other hand, there is an algorithm that, given ε > 0 and a n×n×n game with payoffs
between 0 and 1, approximates the minmax value from above with additive error at most
ε in time nO(log(n)/ε2).
This naturally raises the question of whether it is possible to approximate the minmax
value within any constant ε > 0 in polynomial time, or even whether it is possible to
approximate the minmax value within some nontrivial additive constant 0 < ε < 1/2 in
polynomial time. Due to the quasipolynomial time algorithm above, it is unlikely that
the theory of NP completeness can shed light on this question.
A similar situation is present for the problem of computing a Nash equilibrium in
two player bimatrix games. Celebrated recent results [DGP09, CDT09] show that this
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problem is complete for the complexity class PPAD. On the other hand, several works
provide algorithms for computing an ε-Nash equilibrium. An ε-Nash equilibrium in a
n×n bimatrix game with payoffs between 0 and 1 can be computed in time nO(log(n)/ε2)
[LMM03], by an algorithm similar to the one described above for the minmax value.
As for polynomial time algorithms, several algorithms have been devised for decreasing
the additive error ε [KPS09, DMP06, DMP07, BBM10, TS08]. Currently, the best such
algorithm achieves ε = 0.3393 [TS08]. How well a Nash equilibrium can be approximated
in the sense of ε-Nash equilibria is a major open question. Having a polynomial time
algorithm, polynomial also in 1/ε, or in other words having a fully polynomial time
approximation scheme (FPTAS), would imply that every problem in the class PPAD
would be solvable in polynomial time [CDT09]. Currently there is no evidence for or
against the existence of a polynomial time algorithm for any fixed ε > 0, or in other
words a polynomial time approximation scheme (PTAS) for computing ε-Nash equilibria.
The planted clique problem
Our result depends on assuming hardness of the so-called planted clique problem. Let
Gn,p denote the distribution of Erdős-Rényi random graphs on n vertices where each
potential edge is included in the graph independently at random with probability p. Most
frequently the case of p = 1/2 is considered, but we will be interested in having p > 0
be a small constant. It is well known that in almost every graph from Gn,p the largest
clique is of size 2 log1/p n − O(log logn) [Bol01]. The hidden clique problem is defined
using the distribution Gn,p,k [Jer92, Kuč95] of graphs on n vertices defined as follows:
A graph G is picked according to Gn,p, then a set of k vertices are chosen uniformly
at random and connected to form a clique. Thus apart from the planted k-clique the
graph is completely random. We can now consider the computational problem of finding
the planted k-clique in a graph chosen from Gn,p,k. Note that when the parameter k is
significantly larger than 2 log1/p n, the planted clique is with high probability the unique
maximum clique in the graph.
The planted clique problem is known as a hard computational problem. Indeed the
current best polynomial time algorithms for solving the planted clique problem [AKS98,
FK00] are only known to work when k = Ω(
√
n). We may compare this with the
observation due to Kučera [Kuč95] that for k ≥ C√n logn when C is a suitably large
constant, the vertices of the clique would almost surely be the vertices of largest degree,
and hence easy to find. The planted clique problem has also been proposed as a basis
for a cryptographic one-way function [JP00]. For this application, however, the size of
the planted clique is k = (1 + ε) log1/p n, which is smaller than the expected size of the
largest clique.
2.3.2 Our Results
We show a relationship between the task of approximating the minmax value in a 3-
player game and the task of detecting whether a random graph contains a large planted
clique. Our result builds heavily on the work of Hazan and Krauthgamer in [HK11] and
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[MV09] (which we describe in the next section).
In our results we prove hardness of approximating the minmax value, and aim to
obtain a conclusion as strong as possible, while maintaining a reasonable assumption.
We will actually state our results using the following promise graph problem, param-
eterised by numbers 0 < c1 < c2 and η > 0. Let G = (V1, V2, E) be a bipartite graph.
For S ⊆ V1, T ⊆ V2 the density of the subgraph induced by S and T is given by
d(S, T ) = |E(S, T )||S| |T | .
Note that if we let A denote the adjacency matrix of G and let uS and uT be the
probability vectors that are uniform on the sets S and T , then we have d(S, T ) = uTSAuT .
Gap Dense Bipartite Subgraph (Gap-DBS)
Input: Bipartite graph G = (V1, V2, E), |V1| = |V2| = n
Promise: Either
(i) For all S ⊆ V1, T ⊆ V2, |S| = |T | = c1 lnn, it holds
that d(S, T ) ≤ η, or
(ii) There exist S ⊆ V1, T ⊆ V2, |S| = |T | = c2 lnn,
such that d(S, T ) ≥ 1− η.
Problem: Decide which of these is the case
We also introduce the following gap problem for the minmax value of 3-player games
with 0-1 payoffs, parameterized by numbers 0 ≤ α < β ≤ 1
Gap 3 Player minmax (Gap-minmax)
Input: n× n× n game G with 0-1 payoffs
Promise: Either
(i) The minmax value for Player 1 in G is at most α,
or
(ii) The minmax value for Player 1 in G is at least β.
Problem: Decide which of these is the case
We are now ready to state our results.
Theorem 20. There exist reductions from the Gap-DBS problem to the Gap-minmax
problem as follows.
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there is a randomised many-one reduction from the Gap-DBS problem to the Gap-
minmax problem with parameters (α, β) = (η, φ− η/5).






there is a deterministic Turing reduction from the Gap-DBS problem to the Gap-
minmax problem with parameters (α, β) = (η, φ− η/5).
We prove the two parts of this theorems as two separate theorems, stated as Theorem
22 and Theorem 26. In both cases, φ ≈ 0.382 denotes 1 minus the conjugate golden
ratio. Interestingly, this constant has previously turned up as the additive error φ + δ,
for arbitrary δ > 0, obtained by an approximation algorithm for computing ε-Nash
equilibria [DMP07].
One can view the second reduction in Theorem 20 as a derandomisation of the first
reduction in Theorem 20. However, this derandomisation comes at the cost of turning
the many-one reduction into a Turing reduction. On the other hand the required ratio
between c1 and c2 is much smaller.
We will use the planted clique problem to argue that the Gap-DBS is hard for certain
settings of parameters (c1, c2, η). For this we use similar arguments as in [HK11, MV09].
Given a graph H that is an input to the planted clique detection problem, we let A
be the adjacency matrix of H and let G be the bipartite graph that also has A as
adjacency matrix. We wish to have the following property: If H was chosen from Gn,p,
then with high probability then G belongs to case (i) of the Gap-DBS problem, and if
H was instead chosen from Gn,p,k then with high probability G belongs to case (ii) of
the Gap-DBS problem.
We will set the parameters to achieve this as follows. First we fix η > 0 to a desired
value based on how close to φ we wish to have the gap in the Gap-minmax problem.
Then we choose p > 0 and c1 > 0 in order to ensure graphs from Gn,p end up as case
(i). The choice of reduction we wish to use from Theorem 20, then dictates a choice for
c2, and we let k = c2 lnn. Note that this automatically ensures that graphs from Gn,p,k
ends up as case (ii), since if S is the set of k nodes where the clique is placed, we have
d(S, S) = 1− 1/k. In the following lemma we state the fact that the parameters p and
c1 can be chosen as required.
Lemma 21. Let η > 0 be arbitary. Then there exists a choice of p > 0 and c1 > 0 such
that with high probability a graph G = (V,E) chosen from Gn,p satisfies the following:
Let A be the adjacency matrix of G, let S, T ⊆ V be of size |S| = |T | = c1 lnn. Then
uTSAuT ≤ η, where uS and uT are probability vectors uniform on S and T .
Proof. First, consider fixed sets S, T ⊆ V of size |S| = |T | = c1 lnn. We will estimate
the probability that uTSAuT ≤ η, and after that take a union bound over all such sets S
and T .
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The number of potential edges between S and T in G is exactly given by
` = |S| |T | −
(
|S ∩ T |
2
)
− |S ∩ T | ,
because the |S| |T |-term counts edges within S ∩ T twice and also counts loops in that
set. Thus ` ≥ (c1 lnn)2/3 for large enough n. Letting X be a random variable denoting
the number of edges between S and T we have E[X] = p`. Note that if X ≤ η/2 · ` then
we have
uTSAuT ≤ η ·
`
|S| |T | ≤ η,
because each edge contributes at most 2(|S| |T |)−1. We set p = η/(2e) and apply Cher-
noff’s bound for the upper tail (cf. Theorem 1) with δ = e− 1 to get
P(X > η/2 · `) = P(X > pe`)




















such sets. We can thus obtain the statement of the lemma, by letting c1 > 6/p =
12e/η.
2.3.3 Related Work
The problem of computing a Nash equilibrium in a bimatrix is PPAD complete. However,
there are many different properties such that asking for a Nash equilibrium that satisfies
the property is an NP hard problem [CS03, GZ89]. In particular it is NP hard to compute
a Nash equilibrium maximizing the social welfare.
Hazan and Krauthgamer [HK11], motivated by the question of whether there is a
PTAS for computing ε-Nash equilibria, considered the question of computing an ε-best
ε-Nash equilibrium. An ε-best ε-Nash equilibrium is an ε-Nash equilibrium whose social
welfare is no less than the maximal social welfare achievable by a Nash equilibrium,
minus ε. Hazan and Krauthgamer gave a randomised polynomial time reduction from the
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planted clique problem to the problem of computing an ε-best ε-Nash equilibrium. More
precisely, they show there are constants ε, c > 0 such that if there is a polynomial time
algorithm that computes in a two-player bimatrix game an ε-best ε-Nash equilibrium,
then there is a randomised polynomial time algorithm that solves the planted clique
problem in Gn,1/2 for k = c log2 n with high probability.
This result was sharpened by Minder and Vilenchik [MV09], who made the constant
c smaller. In particular they obtain c = 3 + δ, for arbitraty δ > 0 (here δ > 0 dictates
an upper bound on ε), and for the similar problem of detecting a planted clique they
obtain c = 2 + δ. Essentially the goal of Minder and Vilenchik was the opposite of
ours. Namely, viewing their result as arguing for hardness, their goal was to obtain an
assumption as weak as possible, while maintaining a nontrivial conclusion.
2.3.4 The randomised reduction
In this section we present a randomised reduction from Gap-DBS to minmax-value in
three player games. To be precise, we prove the following result:






Then there is a randomised polynomial time many-one reduction which, given as input
the adjacency matrix A ∈ {0, 1}n×n of a bipartite graph G, outputs a three-player game
GA such that with high probability
• if there are subsets S, T ⊆ [n] of size at least c2 lnn such that d(S, T ) ≥ 1−η, then
minmax1GA ≤ η









is the smaller of the two roots of the polynomial x2 − 3x+ 1 = 0.
We will need the following lemma:
Lemma 23. Let 0 < δ < 1, and k1 = c1 lnn, k2 = c2 lnn, where 0 < c1 < c2 satisfy
c2 >
2 ln(1/δ)
(1− δ)δ2 · c1
Let D ⊆ [n] be a fixed subset of size |D| = k2. Then there is a constant c such that if we
we choose at random m = nc subsets S1, . . . , Sm ⊆ [n], by letting j ∈ Si with probability
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1− δ, independently for every i and j, with probability at least 1−n−Ω(1) the sets satisfy
the following properties.
(a) For all i, |Si ∩D| ≥ (1− δ)2k2.
(b) For every set S ⊆ [n] of size |S| = k1, there exists i such that Si ∩ S = ∅.
Proof. By assumption we can pick c such that
c1 · ln(1/δ) < c <
(1− δ)δ2
2 · c2 .
We first prove property (a) holds with the claimed probability. We have E[|Si ∩D|] =
(1− δ)k2. By the Chernoff bound for the lower tail (cf. Theorem 1), we have




P[∃i : |Si ∩D| < (1− δ)2k2] < m · n−
(1−δ)δ2
2 ·c2 = n−Ω(1) .
We next prove that property (b) also holds with the claimed probability. Consider
S ⊆ [n] of size |S| = k1. Then P[Si ∩ S 6= ∅] = 1− δk1 , and










≤ exp(c1 ln2(n)− nc−c1 ln(1/δ))
< exp(−nΩ(1)) .
Proof of Thm. 22. We use Lemma 23 with c1 and c2 as in the problem description and
δ = 1−√1− η = 1−η/2+O(η2). Let m be as in the lemma. The reduction first guesses




1 , . . . , S
(c)
m at random as in the lemma. It then outputs a
3-player game GA as follows:
• Players 2 and 3 have n strategies each.
• Player 1 has 2m + 1 strategies denoted by b, r1, . . . , rm, and s1, . . . , sm. The
corresponding payoff matrices for player 1 are B = 1 − A, R(k) and C(k) for
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1 if i 6∈ S(r)k





1 if j 6∈ S(c)k
0 if j ∈ S(c)k
We claim that this game satisfies our assumptions.
For the first part, let S, T ⊆ [n] be sets of size at least c2 lnn such that d(S, T ) ≥ 1−η.
By choosing appropriate subsets, We may assume that, in fact, |S| = |T | = c2 lnn.
Furthermore, by Lemma 23, with high probability
|Sri ∩ S| ≥ (1− δ)2c2 lnn and |Sci ∩ T | ≥ (1− δ)2c2 lnn.
Thus if players 2 and 3 play strategies uS and uT , respectively, playing any of the
strategies rk, ck will give player 1 a payoff of at most




1− η) = η
while playing strategy b will give a payoff of 1− d(S, T ) ≤ η.
For the second part, we assume to the contrary that G has density d(S, T ) < η for












= min maxGA ≤ a.
We first show that on any support of size at most k1 each of σ2 and σ3 places probability
at most a: Suppose S ⊆ [n] and |S| ≤ k1 with Pσ2 [S] = p. Then player 1 might increase
his payoff to at least p by choosing an action rk for which S(r)k ∩S = ∅. Thus p ≤ a. The
proof for σ3 is the same, replacing rk with ck.
We set, with foresight,
a = φ− η5 ,
b = 1− φ− η2 , and
c = 1− η.
For 0 < η < φ2 ≈ 0.146, these values satisfy
0 < a < b < c < 1 b > (1 + b)a and (1− a)c > b.
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In fact, using φ2 = 3φ− 1 we get






























= b+ 110η(η + 1− 3φ)
= b+ 110η(η − φ
2),



































and this is > b if and only if η ∈ (0, 5φ − 3/2). Because 5φ − 3/2 ≈ 0.41 > φ2, both
conditions hold for η ∈ (0, φ2).
We show that there exist sets S and T of size at least c1 lnn such that uTSAuT ≥ 1− c:
Define T = {i | σT2 Bei ≤ b}, and let p = Pσ3 [T ]. Then
a ≥ σT2 Bσ3 > (1− p)b,
and therefore (1 − p)b < a. But b > (1 + b)a, which implies p > a, and therefore |T | ≥
c1 lnn by our above argument. Furthermore, by definition of T we have σT2 BuT ≤ b.
Next, define S = {i | eiTBuT ≤ c}, and let p = Pσ2 [S]. Similarly to before we then
have
b ≥ σT2 BuT > (1− p)c
which means (1 − p)c < b. But (1 − a)c > b, which implies p > a, and again we
obtain that |S| ≥ c1 lnn. Furthermore, by definition of S and B = 1 − A we have
uTSAuT ≥ 1− c = η.
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2.3.5 Derandomisation
In this section we derandomise our result in Theorem 22, at the price of turning our
many-one reduction into a Turing reduction. Recall that randomness was needed by our
reduction for the construction of the sets S(r)i and S
(c)
i . We now show how these sets
can be constructed explicitly, giving a derandomised analogue of Lemma 23:
Lemma 24. Let 0 < k1 < k2 < n ∈ N. Then there are families A(1), . . . , A(r) of subsets
of [n] such that
• there are r = 2O(k2) logn families, and each family is of size s = (k2k1
)
,
• for every set M ⊆ [n] of size k2, there is an index j ∈ [r] such that
∣∣∣A(j)i ∩M
∣∣∣ = k2 − k1
for all i ∈ [s] and




i ∩M = ∅.
These sets can be constructed in time polynomial in n and r.
Proof. Recall from section 2.1.1 that a family of perfect hash functions from [n] to [k2]
is a family H = {f1, . . . , fr} such that for each M ⊆ [n] of size k2, at least one of the fj
is injective on M . In [AYZ95], Alon et al. showed how, given n and k2, such a family of








i := {x ∈ [n] | fj(x) 6∈Mi}.
These subsets meet the size restrictions claimed in the lemma and are readily seen to be
constructible in time poly(n, r).
Now, let M ⊆ [n] be of size k2, and suppose fj is injective on M . Then
A
(j)
i ∩M = {x ∈M | fj(x) 6∈Mi},
and because fj is a bijection between M and [k2], this set has size k2− k1 for all i ∈ [s].
Furthermore, if M ⊆ [n] is of size k1, then |fj(M)| ≤ k1 for all j ∈ [r]. Thus for each
j there is an i such that
fj(M) ⊆Mi,
which implies A(j)i ∩M = ∅.
Corollary 25. If k2 = O(logn) then both r and s are polynomial in n, and the families
of subsets can be constructed in time polyonomial in n.
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Our derandomised reduction now looks as follows:







there is a polynomial-time turing reduction from Gap-DBS to Gap-Minmax with a gap
(η, φ− η/5).
Proof. The reduction works as in the randomised case, the main difference being that
instead of guessing sets S(r)i and S
(c)
i at random, we construct (polynomially many) set
families A(1), . . . , A(r) using the construction in Lemma 24 with k1/2 = c1/2 lnn. We then
use each pair of such families to construct a game G(j1,j2)A as in the proof of Theorem 22;
using the family A(j1) for the row strategies and A(j2) for the column strategies. To be
precise, the 3-player game G(j1,j2)A looks as follows:
• Players 2 and 3 have n strategies each.
• Player 1 has 2m+ 1 strategies denoted by
b(j1,j2), r
(j1,j2)
1 , . . . , r
(j1,j2)
m , and s
(j1,j2)
1 , . . . , s
(j1,j2)
m .
The corresponding payoff matrices for player 1 are B(j1,j2) = 1− A, R(j1,j2,k) and





1 if i 6∈ A(j1)k





1 if j 6∈ A(j2)k
0 if j ∈ A(j2)k .
We show that
(i) if d(S, T ) ≥ 1− η for some sets S, T of size at least c2 lnn, then
minmax1G(j1,j2)A ≤ η
for some j1 and j2, and
(ii) if d(S, T ) ≤ η for all sets S, T of size at least c1 lnn, then
minmax1G(j1,j2)A ≥ φ− η/5
for all j1, j2.
The proof works essentially as in the randomised case: For part (i), assume S and T are
sets of size at least c2 lnn such that d(S, T ) ≥ 1 − η. Let (j1, j2) be such that the set




∣∣∣ = k2 − k1 ≥ (1− η)k2
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for all i ∈ [s]; such indices exist by Lemma 24. Thus if players 2 and 3 play strategies uS





give player 1 a payoff greater than η. The same holds for strategy b(j1,j2), and therefore
minmax1G(j1,j2)A ≤ η in this case.
For part (ii), again we assume to the contrary that G has density d(S, T ) < η for all
sets S, T of size at least k1 = c1 lnn, but minmax1G(j1,j2)A ≤ a for some (j1, j2). Let












= minmax1G(j1,j2)A ≤ a.
We first show that on any support of size at most k1 each of σ2 and σ3 places probability
at most a: Suppose S ⊆ [n] and |S| ≤ k1 with Pσ2 [S] = p. Then player 1 might increase
his payoff to at least p by choosing an action r(j1,j2)k for which A
(j1)
k ∩S = ∅. Thus p ≤ a.
The proof for σ3 is the same, replacing r(j1,j2)k with c
(j1,j2)
k .
As in the proof of Theorem 22, we set
a = φ− η5 ,
b = 1− φ− 3η5 , and
c = 1− η
and recall that these satisfy
0 < a < b < c < 1 b > (1 + b)a and (1− a)c > b
for 0 < η < φ2. We show that there exist sets S and T of size at least c1 lnn such that
uTSAuT ≥ 1− c: Define T = {i | σT2 B(j1,j2)ei ≤ b}, and let p = Pσ3 [T ]. Then
a ≥ σT2 B(j1,j2)σ3 > (1− p)b,
and therefore (1 − p)b < a. But b > (1 + b)a, which implies p > a, and therefore |T | ≥
c1 lnn by our above argument. Furthermore, by definition of T we have σT2 B(j1,j2)uT ≤ b.
Next, define S = {i | eiTB(j1,j2)uT ≤ c}, and let p = Pσ2 [S]. Similarly to before we
then have
b ≥ σT2 B(j1,j2)uT > (1− p)c
which means (1 − p)c < b. But (1 − a)c > b, which implies p > a, and again we
obtain that |S| ≥ c1 lnn. Furthermore, by definition of S and B(j1,j2) = 1 − A we have
uTSAuT ≥ 1− c = η.
Notes
The results in section 2.2 where obtained together with Martin Grohe and Magdalena
Grüber and published in [EGG08]. In [Mar10], Dániel Marx improved upon that result
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by showing that, unless W[P] = FPT, there is no fpt-cost approximation algorithm for
Min-WSAT(CIRC+) for any computable ratio ρ. Furthermore, Marx showed that if
W[1] 6= FPT, then the dual problem Max-WSAT(CIRC−) cannot be fpt-cost approxi-
mated either, for any computable ratio ρ. In fact, he proposes a new problem which is in
W[2] and which he shows to be non-approximable. His proof is fundamentally different
from ours.
The results in this section 2.3 are based on joint work with Kristoffer Arnsfelt Hansen




In this and the next chapter we will introduce randomised logics and study their ex-
pressive power compared to their non-randomised counterparts. Our goal in studying
randomised logics is to apply tools from descriptive complexity theory to the study of
randomised complexity classes. To this end, we first introduce a general way of intro-
ducing randomness to logics, similar to the BP and R operators of complexity theory (cf.
Section 1.4). Thus, to any logic L we associate randomised variants BPL and RL. We
then show for certain choices of L that the resulting logics indeed capture well-known
randomised complexity classes.
That descriptive complexity indeed offers new insights into randomised complexity
classes is witnessed by the results in Section 3.4: We show that there are queries de-
finable in randomised first-order logic but not in various non-randomised logics. This,
in particular, implies that a certain strongly uniform variant of randomised AC0 can
provably not be derandomised. Since there are uniform variants of AC0 which can be
derandomised, this opens the question of where the boundary between these two cases
lies. The major open question here is whether dlogtime-uniform BPAC0 can be deran-
domised or not.
3.1 Randomised logics
Throughout this section, let τ and ρ be disjoint vocabularies. Relations over ρ will be
“random”, and we will reserve the letter R for relation symbols from ρ. We are interested
in random (τ ∪ρ)-expansions of τ -structures. For a τ -structure A, by X (A, ρ) we denote
the class of all (τ ∪ ρ)-expansions of A. We view X (A, ρ) as a probability space with the
uniform distribution. Note that we can “construct” a random X ∈ X (A, ρ) by deciding
independently for all k-ary R ∈ ρ and all tuples ~a ∈ V (A)k with probability 1/2 whether
~a ∈ R(X). Hence if ρ = {R1, . . . , Rk}, where Ri is ri-ary, then a random X ∈ X (A, ρ)
can be described by a random bitstring of length ∑ki=1 nri , where n := |V (A)|. We are




that a random (τ ∪ ρ)-expansion of a τ -structure A satisfies a sentence φ of vocabulary
τ ∪ ρ of some logic. Notice that, if A has non-trivial automorphisms, X (A, ρ) will
contain at least two distinct but isomorphic structures, and we count these individually.
Equivalently, we may assume that A is actually ordered, though the ordering is not
necessarily accessible to the logic.
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Definition 27. Let L be a logic and 0 ≤ α ≤ β ≤ 1.
1. A formula φ ∈ L[τ ∪ ρ] that defines a k-ary query has an (α, β]-gap if for all
τ -structures A and all ~a ∈ V (A)k it holds that
P
X∈X (A,ρ)
(X |= φ[~a]) ≤ α or P
X∈X (A,ρ)
(X |= φ[~a]) > β.





φ ∈ L[τ ∪ ρ]
∣∣ φ has an (α, β]-gap
}
,
where the union ranges over all vocabularies ρ disjoint from τ . To define the
semantics, let φ ∈ P(α,β]L[τ ]. Let k, ρ such that φ ∈ L[τ ∪ ρ] and φ is k-ary. Then
for all τ -structures A,
QP(α,β]Lφ (A) :=
{
~a ∈ V (A)k
∣∣ P
X∈X (A,ρ)
(X |=L φ[~a]) > β
}
.
It is easy to see that for every logic L and all α, β with 0 ≤ α ≤ β ≤ 1 the logic P(α,β]L
satisfies conditions (i) to (iii) of section 1.3.2, so it again forms a well-defined logic.
We let
PL := P(1/2,1/2]L and RL := P(0,2/3]L and BPL := P(1/3,2/3]L.
We can also define a logic P[α,β)L and let co-RL := P[1/3,1)L. The following lemma shows
that for reasonable L the strength of the logic P(α,β]L does not depend on the exact choice
of the parameters α, β. This justifies the arbitrary choice of the constants 1/3, 2/3 in
the definitions of RL and BPL.
Lemma 28. Let L be a logic that is closed under conjunctions and disjunctions. Then
for all α, β with 0 < α < β < 1 it holds that P(0,β]L ≡ RL and P(α,β]L ≡ BPL.
Proof. Let τ and ρ = {R1, . . . , Rk} be disjoint relational vocabularies and let ϕ ∈ L[τ∪ρ].
For any n ≥ 1 we define a new vocabulary
ρ(n) := {R(i)j | 1 ≤ i ≤ n, 1 ≤ j ≤ k},
where the arity of R(i)j is that of Rj ∈ ρ. Using the renaming property with the renaming
r(i) : (τ ∪ ρ)→ (τ ∪ ρ(n))
that leaves τ fixed and maps Rj ∈ ρ to R(i)j we get sentences ϕ(i), which are the sentence
ϕ with every occurence of Rj replaced by R(i)j . Since L is closed under conjunctions and
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which is satisfied iff at least l of the ϕ(i) are satisfied. Notice that the ϕ(i) use distinct
random relations, so they are satisfied independently of each other.
Clearly, if P(X |= ϕ) = 0 then also P(X |= ϕ(n,l)) = 0, because we assumed l ≥ 1. On
the other hand, if P(X |= ϕ) > β for some β ∈ (0, 1), then
P(X |= ϕ(n,1)) = 1− (1− P(X |= ϕ))n (3.1)
> 1− (1− β)n, (3.2)
and this bound can be made arbitrarily close to 1 by chosing n sufficiently large. This
proves the claim about RL.
For BPL, notice that if ϕ has an (α, β]-gap for some any 0 < α < β < 1, then for any




has an (α′, β′]-gap. In fact, the Chernoff bound (cf. Theorem 1) gives very sharp
estimates on n in terms of α, β, α′ and β′, though we only need the mere existence of
such an n here.
3.2 Previous Work on Randomised Logics
While there has been extensive research on randomised computation, both in the area of
complexity theory and in algorithm design, randomised logics have received rather less
interest. The main point which distinguishes our work from previous research is that
we consider partly random structures, i.e., structures which come with some pre-defined
relations as well as random ones.
Arguably the best-known results on the behaviour of logical sentences on purely ran-
dom structures are the classical 0-1-laws, discovered independently by Fagin [Fag76] and
Glebskĭi et al.[GKLT69]. These state that for any sentence ϕ in first-order logic (or, in
fact, Lω∞ω; cf. [KV92]), the probability that ϕ is satisfied in a random structure of size n
tends either to 0 or to 1 as n goes to infinity. In our notation, this reads
lim
n→∞P([n] |= ϕ) ∈ {0, 1},
and in particular the limit exists. Here, [n] is a set of n elements with no further structure
on it. Note that this holds only for purely relational vocabularies. A consequence of
this is that, on structures over the empty vocabulary, Lω∞ω gains no expressive power by
randomisation, cf. Observation 42 below.
Extensions to this result have mostly dealt with probability distributions other than
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the uniform one. For example, Spencer [Spe01] proved that 0-1-laws hold in random
graphs with edge probability n−α for every irrational α. That is, the vocabulary of
random relations contains just a single binary relation symbol E, and the structures
are drawn from all structures in which E is symmetric and irreflexive according to the
Erdős-Rényi-graph model where each edge is present independently with probability n−α
(cf. [Bol01]).
The only significant work on partially random structures which we are aware of is by
Shelah [She96] and Boppana and Spencer [BS95], who prove what they call smoothness
law or very weak 0-1-law for first-order logic. They consider structures whose non-
random part is fixed to be a linear order. They also restrict the random part to an
Erdős-Rényi random graph Gn,1/2, i.e., they only consider a single binary relation which
is drawn uniformly from among all symmetric and irreflexive relations, but unlike the
restriction on the non-random part this one is immaterial and can easily be removed
from their arguments. They show that there is not even a convergence law for first-order
logic on ordered random structures1, i.e., there are FO-sentences ϕ for which
lim
n→∞Pr(On |= ϕ)
does not exist; recall that On = Nn|{≤} denotes a linear order of size n. On the other
hand, using techniques similar to the ones we apply in Section 4.1 they obtain the
following bound for the oscillation of this probability: For large enough n,




which implies that, on the class of linear orders, BPFO can be derandomised (cf. Theo-
rem 49).
Finally, in [Mül08] Moritz Müller introduced logics with random quantifiers, i.e., quan-
tifiers which quantify over universe elements which are drawn uniformly at random. In
our logics, we use random relations rather than random universe elements, and we do
not allow quantification but instead force a kind of prenex normal form by designating
certain relation symbols to be interpreted randomly. This is because, in order to capture
meaningful randomised complexity classes, we usually insist on an error gap, which is
harder to handle if one allows quantifiers.
3.3 Capturing Results
Our motivation for studying randomised logics comes from computational complexity
theory. A natural question to ask is therefore whether the logics we define do indeed
capture randomised complexity classes of interest. In this section we give examples of
capturing results which show that this is indeed the case, and therefore we can apply
techniques from finite model-theory to the study of these randomised complexity classes.
In particular, we show that
1In this case the ordering is accessible to the logic.
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• BPFO captures BPAC0 on ordered structures, structures with addition and struc-
tures with addition and multiplication. This extends the corresponding capturing
results for FO and AC0 (cf. theorem 11 and theorem 12).
• BPIFP+C (i.e., randomised inflationary fixed-point logic with counting) captures
BPP on all structures, in particular also on unordered ones. This extends Im-
merman and Vardi’s theorem that IFP captures PTIME on ordered structures (cf.
theorem 9). Note that, on ordered structures, IFP+C ≡ IFP, because counting
may be realised using fixed-point operators on these structures. However, Cai et
al. [CFI92] showed that IFP+C does not capture PTIME on all structures (they
even show this for the stronger logic Cω∞ω), whereas in the randomised case we get
a logic capturing BPP on all structures. Note however that the logic BPIFP+C
has an undecidable syntax, so even if one assumes that BPP = PTIME this result
sheds no light on the question of whether or not there is a logic capturing PTIME
in the sense of [Gro08].
These are by no means the only cases of randomised logics capturing randomised
complexity classes, but we will not dwell on other results of this type here. For example,
it is easy to see that randomised existential second-order logic RΣ1 captures the Arthur-
Merlin complexity class AM. There are some caveats when translating classical capturing
results to randomised ones, though, in particular with classes like BPL (randomised
LOGSPACE), which are usually defined by allowing only read-once access to the random
bits.
3.3.1 BPFO Captures BPAC0 on Ordered Structures
Recall Barrington et al.’s result (Theorem 11) stating that, on structures with addi-
tion and multiplication (or, equivalently, with a bit predicate), first-order logic captures
dlogtime-uniform AC0. This, as well as Behle and Lange’s extension (Theorem 12) to
stricter uniformity conditions, carries over to the randomised world. To be precise:
Theorem 29. Let τ be either {≤}, {+} or {Bit}. Then BPFO[τ ] captures FO[τ ]-uniform
BPAC0. In particular, BPFO[Bit] captures dlogtime-uniform BPAC0.
Proof. The crucial observation here is that a linear order, addition relation and multi-
plication relation may be defined on tuples of fixed length in first-order logic from the
corresponding relations. E.g., the following formula defines the lexicographic ordering
on pairs from a given ordering ≤:
ϕ≤(x, y, u, v) := (x ≤ u) ∨ (x=̇u ∧ y ≤ v)
The existence of similar formulas of arbitrary width for + and Bit is shown in [Sch05].
Let (Cn)n≥1 be an BPAC0 circuit family satisfying one of the uniformity conditions
above. We may assume that the circuit for inputs of length n has exactly nc inputs
for some constant c ∈ N independent of n, of which the last nc − n are random ones.
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By Theorems 11 and 12, there is an FO-sentence ϕ such that for every n ∈ N and
x ∈ {0, 1}n,
C|x|c accepts (x, r) iff w(x,r) |= ϕ,
where r ∈ {0, 1}nc−n is a string of random bits and w(x,r) is the word model for the
concatenated string xr with the appropriate built-in relations.
We interpret the structure W(x,r) within the structure Wx by using a c-ary random
relation. To this end, we replace every quantifier ∀y with a quantifier block ∀~y, where ~y
is a block of c variables, and similarly for existential quantifiers. We replace the built-in
relations with formulas for their c-ary counterparts. Finally, assume P is the unary
relation symbol in the vocabulary of Wx such that i ∈ PWx iff xi = 1. We replace Py
with ϕP (~y), where
ϕP (~y) := (y2=̇0 ∧ y3=̇0 ∧ . . . ∧ yc=̇0 ∧ Py1) ∨ (¬(y2=̇0 ∧ y3=̇0 ∧ . . . ∧ yc=̇0) ∧R~y)
The resulting sentence ψ satisfies
P
r
(C|x|c accepts (x, r)) = P(Wx |= ψ),
as was required.
3.3.2 A Logic Capturing BPP
In this section, we prove that the logic BPIFP+C captures the complexity class BPP,
even on unordered structures. Technically, the results of this section are closely related
to results in [HKL96].
Counting logics like FO+C and IFP+C are usually defined via two-sorted structures,
which are equipped with an initial segment of the natural numbers of appropriate length.
The expressive power of the resulting logic turns out to be rather robust under changes
in the exact definition, see [Ott96] for a detailed survey of this. However, we will only
need the limited counting ability provided by the Rescher quantifier, which goes back to
a unary majority quantifier defined in [Res62], see [Ott96].
We let FO(J ) be the logic obtained from first-order logic by adjoining a generalised
quantifier J , the Rescher quantifier. For any two formulas ϕ1(~x) and ϕ2(~x), where ~x is
a k-tuple of variables, we form a new formula
J ~x.ϕ1(~x)ϕ2(~x).
Its semantics is defined by
A |= J ~x.ϕ1(~x)ϕ2(~x) iff∣∣∣{~a ∈ V (A)k |A |= ϕ1[~a]}
∣∣∣ ≤
∣∣∣{~a ∈ V (A)k |A |= ϕ2[~a]}
∣∣∣ . (3.3)
The logic IFP(J ) is defined similarly.
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Lemma 30. Let R be a 6-ary relation symbol. There is a formula






∣∣A |= φ≤[a, b]
}
is a linear order of V (A)
)
= 1.
(Here, [n] is the ∅-structure with universe {1, . . . , n}. Thus X ([n], {R}) just denotes the
set of all {R}-structures with universe {1, . . . , n}.)
Proof. We let
φ≤(x, y) := J x1 . . . x5.Rxx1 . . . x5Ryx1 . . . x5.
To see that φ≤(x, y) defines an order with high probability, let A be a structure with
universe V (A) = {1, . . . , n}. For each a ∈ V (A), let
Xa :=
∣∣∣{~a ∈ V (A)5 |A |= Ra~a}
∣∣∣ .
Then A |= ϕ≤(a, b) iff Xa ≤ Xb, and φ≤ linearly orders A iff the Xa are pairwise distinct.
But for a 6= b ∈ V (A), the random variables Xa and Xb are independent and each is
binomially distributed with parameters p = 1/2 and m = n5, and thus










































= Θ(m2/5) pairs a 6= b gives the desired result.
Remark 31. While using a 6-ary relation makes the above analysis of the success
probability particularly simple, in IFP it is also possible to define an order with high
probability using a binary random relation and Rescher quantifier [BES80] or a binary
random relation and an even quantifier [HKL96].
Theorem 32. The logic BPIFP(J ) captures BPP.
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Proof. BPIFP(J ) is contained in BPP, because a randomised polynomial time algorithm
can interpret the random relations by using its random bits.
For the other direction, let Q be a Boolean query in BPP. This means that there
is a randomised polynomial time algorithm M that decides the query Q≤ of ordered
expansions of structures in Q. We may view the (polynomially many) random bits used
byM as part of the input. Then it follows from the Immerman-Vardi Theorem that there
is a BPIFP-sentence ψM defining Q≤. Note that, by the definition of Q≤, this sentence
is order-invariant. We replace every occurrence of ≤ in ψM by the formula ϕ≤(x, y) of
Lemma 30, which with high probability defines a linear order on the universe.
It is easy to see that BPIFP+C is also contained in BPP and that IFP(J )  IFP+C.
Thus we get the following corollary.
Corollary 33. BPIFP+C = BPIFP(J ), and both capture BPP.
Remark 34. Lemma 30 also implies that BPLω∞ω(J ) ≡ BPCω∞ω, because, in the presence






∃x (ϕi-th(x) ∧ ϕ(x)),
where ϕi-th(x) holds iff x is the i-th element in the linear order; this can be done using
three variables by
ϕ1-th(x) := ∀y x ≤ y
ϕ(n+1)-th(x) := ∃y∀z
(
ϕn-th(y) ∧ ¬(x=̇y) ∧ y ≤ x∧
((y ≤ z ∧ z ≤ x)→ (y=̇z ∨ y=̇z))).
In fact, because of these formulas, any query is definable in Lω∞ω on ordered structures,
as well as on BPCω∞ω.
3.4 Separation Results
While for complexity classe such as BPP and dlogtime-uniform BPAC0 it is generally
believed that these can be derandomised, we show the following results:
• RFO is not contained in Cω∞ω
• BPFO is not contained in MSO on ordered structures
• RFO is stronger than FO on additive structures
A forteriori, the first and the third result also hold with BPFO instead of RFO, and the
constructions used in their proofs also admit co-RFO-definitions.
56
3.4 Separation Results
It turns out that we need three rather different queries to get these separation results.
For the first two queries this is immediate by the fact that any query on ordered struc-
tures is definable in Cω∞ω. The third query (on additive structures) is readily seen to be
definable in MSO and will be complemented in chapter 4 by the following result:
• Any BPFO-definable query on additive structures can be defined in MSO.
The fact that RFO is stronger than FO on additive structures has direct consequences
in classical complexity theory: By Behle and Lange’s result (cf. 12), it implies that FO[+]-
uniform BPAC0 can not be derandomised. While FO[+]-uniformity is a very strong uni-
formity condition that has not received much attention so far, our result raises the ques-
tion of where the boundary between derandomisable and non-derandomisable uniform
variants of BPAC0 lies. Under the (rather weak) uniformity condition of EXPTIME-
uniformity, BPAC0 can be derandomised, because in EXPTIME we can do a brute-force
search to find a random string which gives the correct answer for all inputs of a specific
size, and hard-code this string into the circuit. Dlogtime-uniformity (or, equivalently,
FO[+,×]-uniformity) falls between these two uniformity conditions, and the question
of whether or not dlogtime-uniform BPAC0 can be derandomised has been studied,
among others, by Viola [Vio04], who gave a conditional derandomisation. However,
while there are explicit winning strategies for Ehrenfeucht-Fraïssé games on additive
structures (which we use in the proof of theorem 39), finding such strategies for struc-
tures with addition and multiplication seems much more difficult.
3.4.1 RFO is Not Contained in Cω∞ω
Recall from Section 1.3 that formulas of the logic Cω∞ω may contain arbitrary (not neces-
sarily finite) conjunctions and disjunctions, but only finitely many variables, and count-
ing quantifiers of the form ∃≥nx ϕ (“there exist at least n x such that ϕ”). For example,











In light of Observation 42, which stated that on empty vocabularies BPFO is no stronger
than FO, the above example gives a query (i.e., evenness) which is definable in FO+C 
Cω∞ω but not in BPFO.
Interest in the infinitary counting logic Cω∞ω is mainly motivated by the fact that,
while it is easier to reason about than the more interesting (and strictly weaker) fixed-
point logic with counting IFP+C, it still allows for strong non-definability results, which
a forteriori also apply to any weaker logic. The most important result in this context
is Cai, Fürer and Immerman’s proof that Cω∞ω does not capture PTIME on the class of
all structures [CFI92]. Their proof exhibits a certain query on graphs which is decidable




Theorem 35. There is a class T CFI of structures that is definable in RFO and co-RFO,
but not in Cω∞ω.
Our modification of Cai et al.’s query is somewhat reminiscent to proofs by Dawar,
Hella, and Kolaitis [DHK95] for results on implicit definability in first-order logic. Just
like in Cai, Fürer and Immerman’s original proof, the reason why Cω∞ω can not define
our query T CFI is its inability to choose one out of a pair of two elements. Using a
random binary relation this can – with high probability – be done in FO.
We first review the construction of [CFI92] and then show how to modify it to suit
our needs. Given a graph G = (V,E), Cai et al. construct a new graph G′, replacing
all vertices and edges of G with certain gadgets. We shall call graphs G′ resulting in
this fashion CFI-graphs, and will from now on restrict ourselves to connected 3-regular













Figure 3.1: The gadgets for CFI-graphs. Dashed ellipses indicate groups of equivalent
vertices. Vertex labels are not part of the actual structure.
The construction is as follows: For each vertex in G, we place a copy of the gadget
shown on the left of Figure 3.1 in G′. It has a group of four nodes (henceforth called
centre nodes) plus three pairs of nodes, which are to be thought of as ends of the three
edges incident with that node. For the time being, we think of the pairs as ordered from
1 to 3 and distinguish between the two nodes in each pair, say one of them is the a-node,
the other one being the b node. Each of the four centre nodes is connected to one node
from each pair, and each of them to an even number of a’s. To illustrate this, the centre
nodes are labelled with the even subsets of {1, 2, 3}.
For each edge in G, we connect the a- and b-nodes in the corresponding pairs as
shown on the right of Figure 3.1. We say an edge is “twisted” if the a-node of one pair is
connected to the b-node of the other and vice versa. This completes our construction of
G′. For definiteness, when we speak of an edge group we mean an equivalence class of size
two, and by a centre group we mean one of size four. An edget is a pair of edge groups
which form an edge gadget as on the right of Figure 3.1. Figure 3.2 shows the result of
applying this construction to a small subgraph (a vertex with its three neighbours).
Without the a- and b-labels, we cannot decide which of the edges have been twisted.









































Figure 3.2: The CFI-graph construction for a part of a graph. Edge and nodes labels
are not part of the actual graph.
those with an even number of edges twisted and those with an odd number (we call the
latter ones twisted CFI-graphs). This relies on the fact that isomorphisms of the gadget
on the left of Figure 3.1 are exactly those permutations swapping an even number of a’s
and b’s. Since we assume G to be connected, we can twist edges along a path between
two nodes adjacent to twisted edges, reducing the number of twisted edges by two.
Now, for every Cω∞ω-sentence ϕ, if the original graph G is complicated enough, the
two isomorphism classes can not be told apart by ϕ [CFI92]. In PTIME, on the other
hand, twisted CFI-graphs can easily be recognised: Choose exactly one node from each
edge group and label this one a and the other one b. A centre node is connected to an
even number of a’s if and only if all four nodes in its centre group are. In this case we
call the centre group even, otherwise we call it odd. Then a CFI-graph is twisted if and
only if
(no. of odd centre groups + no. of twisted edgets) is odd.
We aim for a (co-)RFO-sentence which defines exactly the twisted connected 3-regular
CFI-graphs. In view of the above PTIME-algorithm, we are done if we can
• express connectedness of the graph,
• count modulo two and
• choose one representative from each centre group, edge group and edget.
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For counting modulo two and to get representatives for centre groups and edgets,
we augment the structures with a Boolean algebra in the following way:Let τ be the
vocabulary {E,∼, <,v, P,O}, with unary P and O, and binary E, ∼, < and v. Let
CFI be the class of structures A such that
• E(A) is the edge set of a 3-regular, connected CFI-graph on V (A) \ P (A),
• (P (A),v (A)) is a Boolean algebra B, and O is true exactly for its members of
even cardinality,
• < (A) is a linear order on the set of atoms of B (and no other element of A is
<-related to any other),
• ∼ (A) is an equivalence relation, where each equivalence class
– either contains one atom and the nodes of one edget
– or consists of a single non-atom of B.
Theorem 36. The class CFI is definable in FO. The subclass T CFI of twisted CFI-
graphs is definable in RFO and co−RFO (and therefore, in particular, in BPFO) but not
in Cω∞ω.
Proof. That CFI is definable is easy to establish, the only subtlety being that B allows
us to quantify over sets of centre groups, which makes connectedness expressible.
The proof that T CFI is not definable in Cω∞ω is the same as in [CFI92]; it is unaffected
by the additional structure. Note that because the atoms are ordered, the Boolean
algebra is rigid, i.e., it has no non-trivial automorphism, therefore the isomorphism
group of a CFI-graph is not changed by adding the Boolean algebra.
It remains to show that twistedness can be defined in BPFO. We pick one vertex from
each edge group by viewing a random binary relation R as assigning an m-bit number
to each vertex, where m is the number of atoms in the Boolean algebra. From each pair,
we choose the vertex with the smaller number, expressed by
ξ(x) := ∃y
(
x ∼ y ∧ ∃z(α(z) ∧ ¬Rxz ∧Ryz ∧ ∀w(w < z → (Rxw ↔ Ryw)))
)
,
where α(x) is an FO-formula satisfied exactly by the atoms of the Boolean algebra. It
is easy to see that if the random relation R assigns a different set of atoms to the two
vertices in each edge group, then ξ succeeds in picking exactly one vertex from each edge
group, and twistedness can then be checked by looking at the O-predicate of the element
of B which contains exactly the atoms equivalent to twisted centre groups or twisted
edgets.
To prove that the resulting formula has a large probability gap, we need to establish
a high probability of success only for structures in the class CFI, because this class
is FO-definable. But in such structures, the probability that the two nodes of an edge
group are assigned the same number is 2−m, so by a union bound the probability that we





M = P AN = A \ P A
· · ·
Figure 3.3: The structures in B contain a Boolean algebra and a perfectly matched set.
FO whether there is an edge group whose members we can not distinguish, and choose
to invariably reject or accept in these cases, resulting in an RFO or co-RFO sentence,
respectively.
3.4.2 BPFO on Ordered Structures is Not Contained in MSO
In the presence of a linear order, any query becomes definable in Lω∞ω, and the query
T CFI becomes definable even in FO. However, randomisation adds expressive power to
FO also on ordered structures:
Theorem 37. There is a class B of ordered structures that is definable in BPFO, but
not in MSO.
Remember that monadic second-order logic MSO is the fragment of second-order logic
that allows quantification over individual elements and sets of elements.
Let σEP≤ := {≤, E, P}, with binary relation symbols ≤ and E, and a unary predicate
P . We define two classes B′, B of σEP≤-structures (cf. Figure 3.3):
B′ is the class of all σEP≤-structures A for which
1. E(A) defines a perfect matching on the set M := P (A)
2. the set N := V (A) \ P (A) forms a Boolean algebra with the relation E(A) and
3. no x ∈ N and y ∈M are E-related,
4. ≤ (A) is a linear order on the whole structure, which puts the M before the N
and orders M in such a way that matched elements are always successive.
It is easy to see that the class B′ is definable in FO. B is the subclass of B′ whose elements
satisfy the additional condition
2|M | ≥ |N |2 . (3.4)
We will prove that B is definable in BPFO, but not in MSO. To prove that B is definable
in BPFO, we will use the following lemma:
Lemma 38 (Birthday Paradox). Let m,n ≥ 1 and let F : [n] → [m] be a random










Figure 3.4: The Birthday Paradox with ε1 = 0.2, ε2 = 0.5 and c = 4. Here, p denotes
P(F injective).




P(F is injective) ≤ ε1.
2. For any ε2 > 0, if m ≥ n
2
2ε2 , then
P(F is injective) ≥ 1− ε2.
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For the second part, note that
P(F not injective) = P
(⋃










Proof of Theorem 37. To see that B is not definable in MSO, we use two simple and
well-known facts about MSO. The first is that for every q ≥ 0 there are natural numbers
p,m such that for all k ≥ 0, a plain linear order of length m is indistinguishable from the
linear order of length m+k ·p by MSO-sentences of quantifier rank at most q. The same
fact also holds for linear orders with a perfect matching on successive elements, because
such a matching is definable in MSO anyway. The second fact we use is a version of the
Feferman-Vaught Theorem. Suppose that we have a linearly ordered structure of the
form A ∪ B, and the two parts A,B are disjoint and not related except by the linear
order, which puts A completely before B. Let q ≥ 0 and A′ another linearly ordered
structure that is indistinguishable from A by all MSO-sentences of quantifier rank at
most q. Then the structure A′∪B is indistinguishable from A∪B by all MSO-sentences
of quantifier rank at most q. If we put these two facts together, we see that for every
q ≥ 0 there are p,m such that for all k, n the structure A ∈ B with parts M,N of sizes
m, n, respectively, is indistinguishable from the structure A′ with parts of sizes m+k · p
and n. We can easily choose k, n in such a way that A 6∈ B and A′ ∈ B.
It remains to prove that B is definable in BPFO. Consider the sentence
ϕinj := ∀x∀y
(
x=̇y ∨ Px ∨ Py ∨ ∃z(Pz ∧ ¬(Rxz ↔ Ryz))
)
,
which states that the random binary relation R, considered as a function
f :
{
N → 2M ,
x 7→ {y ∈M |Rxy}
from N to subsets ofM (cf. Figure 3.5), is injective. By the definition of R, the function
f is drawn uniformly from the set of all such functions. If we fix |N |, the probability
for f to be injective increases monotonically with |M |. Furthermore, for every structure




2|M | ≤ 14 |N |
2 or 2|M | ≥ |N |2 ,
and this factor of 4 translates into a probability gap for ϕinj in all sufficiently large
structures in B′, by Lemma 38 with ε1 = 0.2, ε2 = 0.5 and c = 4. The remaining finitely
many structures in B′ can be dealt with separately.
a f
V (A)
N = P ∁(A) M = P (A)
f(a) = {b ∈ P (A) | (a, b) ∈ R(A)}
Figure 3.5: The random relation R interpreted as a function.
3.4.3 RFO is Stronger than FO on Additive Structures
Recall that an additive structure is one whose vocabulary contains a ternary relation +,
such that A|+ is isomorphic to ([|A|], {(a, b, c) | a+ b = c}).
Theorem 39. There is a class A of additive structures that is definable in RFO and
co-RFO, but not in FO.
Our proof uses the following result:
Theorem 40 (Lynch [Lyn82]). For every k ∈ N there is an infinite set Ak ⊆ N and
a dk ∈ N such that for all finite Q0, Q1 ⊆ Ak with |Q0| = |Q1| or |Q0| , |Q1| > dk the
structures (N,+, Q0) and (N,+, Q1) satisfy exactly the same FO-sentences of quantifier
rank at most k.
Here (N,+, Qi) denotes a {+, P}-structure with ternary + and unary P , where + is
interpreted as above and P is interpreted by Qi. For a finite set M ⊆ N we denote
by maxM the maximum element of M . By relativising quantifiers to the maximum
element satisfying P , we immediately get the following corollary:
Corollary 41. Let k, Ak, dk, Q0 and Q1 be as above. Then the (finite) structures
([maxQ0 + 1],+, Q0) and ([maxQ1 + 1],+, Q1) satisfy exactly the same FO-sentences of
quantifier rank at most k.
We call a set Q ⊆ N sparse if |Q ∩ {n, . . . , 3n}| ≤ 1 for all n ≥ 0. Note that if
Q is sparse and finite, then |Q| ≤ log3(maxQ) + 1. It is easy to see that there is an
FO[{+, P}]-sentence ϕsparse such that
([maxQ+ 1],+, Q) |= ϕsparse ⇔ Q is sparse
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for all finite Q ⊆ N.
Proof of Theorem 39. We define the following class of additive {+, P}-structures:
A = {([maxQ+ 1],+, Q) |Q is finite, sparse and |Q| is even},
with + defined as usual. It follows immediately from Corollary 41 that A is not definable
in FO.
It remains to prove that A is definable in (co-)RFO. We consider a binary random
relation R on Q = ([maxQ+ 1],+, Q) for some finite Q ⊆ N.
Each element a ∈ [maxQ+ 1] defines a subset of Q, namely the set of b ∈ Q for which
(a, b) ∈ R(Q) holds. If Q is a sparse set, it has
2|Q| ≤ 2log3(maxQ)+1 ≤ maxQ2 ln(maxQ)
many subsets, and by standard estimates on the coupon collector’s problem (see, e.g.,
[MR95]; or use a union-bound argument), if maxQ is large enough, with high probability
every subset of Q is defined by some element of [maxQ+1]. We may check in FO whether
this is actually the case. If so, we use the random relation R and the linear order induced
by + to check whether Q is even. Otherwise we reject (accept) to get an RFO- (co-RFO-
)sentence.
Notes
The results in section 3.4 where obtained together with Martin Grohe and appeared




In the previous chapter we have introduced randomised logics and proved that in general
they indeed gain expressive power over their non-randomised counterparts. We comple-
ment those results in this chapter by proving several derandomisation results for BPFO.
By a derandomisation result, we mean a result of the form
BPL  L′,
where L′ is a non-randomised logic. If L′ = L we say that BPL can be fully derandomised.
As a warm-up, we use the classical 0-1-law for infinitary logic Lω∞ω to prove that, over
the empty vocabulary, BPLω∞ω can be fully derandomised:
Observation 42. Let ϕ ∈ BPLω∞ω[∅]. Then there is a ψ ∈ FO[∅] such that
ϕ ≡ ψ.
Proof. By the 0-1-law for Lω∞ω (see [KV92]), there is an n ∈ N such that for all sets M
of size |M | > n either
M |= ϕ or M 6|= ϕ
holds. The remaining finitely many cases can be defined in FO.
Similarly, the Sipser-Gács-Lautemann Theorem that BPP ⊆ Σp2 ∩ Πp2 implies, by our
capturing result for BPP (cf. section 3.3.2) and well known capturing results for the
polynomial hierachy (cf. [EF99]), that BPIFP+C  Σ2. In particular also BPFO  Σ2.
In section 4.1, we show that BPFO can be fully derandomised also on structures with a
unary vocabulary, as well as on structures with only a single equivalence relation. Using
the same techniques, we also give some examples of queries which can not be defined
in BPFO. A similar proof technique had previously been used by Shelah [She96] and
Boppana and Spencer [BS95] to prove a so-called very weak 0-1-law for first-order logic
on ordered graphs.
Using entirely different techniques, in section 4.2 we show that, while BPFO 6 MSO
on ordered structures (cf. Thm 37), BPFO  MSO on additive structures. Finally, in
section 4.3 we prove that a certain query on word models is not definable in BPFO.
Whether BPFO can be fully derandomised on word structures (either with an addition
relation or just with a successor relation) is a interesting open question, and our non-
definability results are a first step towards answering this question.
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4.1 BPFO ≡ FO on Unary Vocabularies
Theorem 43. Let τ = {P1, . . . , Ps} be a vocabulary containing only unary relations,
and let ϕ ∈ BPFO. Then there is a (non-randomised) FO[τ ]-sentence defining the same
query as ϕ.
We may restrict ourselves to structures in which every element satisfies exactly one of
the Pi, and we call these τ -coloured structures. In fact, a τ -structure can be seen as a
set partitioned into 2s classes, where the elements in each class satisfy exactly the same
predicates Pi. We introduce a new vocabulary τ ′ = {P ′I | I ⊆ [s]} and associate with
each τ -structure a τ ′-coloured structure and vice versa in the obvious way. Similarly,
each atomic formula Pix can be expressed as a boolean combination of atomic formulas
P ′Ix and vice versa.
Up to isomorphism, a (finite) τ -coloured structure is described uniquely by a tuple
~n = (n1, . . . , ns) ∈ Ns of non-negative integers giving the size of each class, and we will
denote structures by such tuples. We denote the size of such a structure by ‖~n‖ :=∑s
i=1 ni. For each k ∈ N we define an equivalence relation ∼k on Ns by saying ~n ∼k ~m
iff
ni = mi or ni ≥ k and mi ≥ k
for all 1 ≤ i ≤ s. Then ∼k describes exactly the expressive power of first-order sentences
of quantifier rank k on τ -coloured structures:
Lemma 44. Let ϕ be an FO[τ ]-sentence of quantifier rank ≤ k. Then on τ -coloured
structures, Mod(ϕ) is a union of ∼k-equivalence classes. Conversely, every union of
∼k-equivalence classes can be defined by an FO[τ ]-sentence of quantifier rank ≤ k.
Proof. This is a standard application of Ehrenfeucht-Fraïssé games, see, e.g., [EF99,
ex. 2.3.12].
We may thus restate Theorem 43 as follows:
Lemma 45. Let τ = {P1, . . . , Ps} be as above and let ρ be any relational vocabulary
with τ ∩ ρ = ∅. Then for every ϕ ∈ FO[τ ∪ ρ] and 0 < α < β < 1 one of the following
holds:
1. there is a tuple (n1, . . . , ns) ∈ Ns with
P(A |= ϕ) ∈ (α, β)
or
2. there is a k ∈ N such that for all ~n, ~m with ~n ∼k ~m the probabilities P(~n |= ϕ) and
P(~m |= ϕ) are either both ≤ α or both ≥ β.
The proof of this lemma is based on the fact that, if we make a large colour class
a little smaller by removing one element, the satisfaction probability of an FO[τ ∪ ρ]-
sentence does not change by much. Here, large means both absolutely large (at least a
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certain number of elements) and relatively large, i.e., containing at least some inverse
polynomial fraction of all elements. This is made precise in the following lemma, which
we prove below:
Lemma 46. Let τ = {P1, . . . , Ps} and ρ be vocabularies as above, and ϕ ∈ FO[τ ∪ ρ].
For every ε > 0 and c > 1 there is a k = kc,ε,ϕ ∈ N such that the following holds: If
~n ∈ Ns is a tuple such that ni ≥ ‖~n‖1/c and ni ≥ k, then
∣∣P(~n |= ϕ)− P(~n′ |= ϕ)
∣∣ < ε,
where n′i = ni − 1 and n′j = nj for j 6= i.
Proof of Lemma 45. Let ϕ be any FO[τ ∪ ρ]-sentence and let k = k1/s,β−α,ϕ be the
constant which Lemma 46 yields for c = 2 and ε = β−α. For any tuple ~n = (n1, . . . , ns) ∈
Ns, the tuple ~ν with
νi = min{ni, k}
is a canonical representative of its ∼k-equivalence class. We give a sequence
~n = ~n0, ~n1, . . . , ~nl = ~ν
of tuples such that ~ni ∼k ~ni+1 and
|P(~ni |= ϕ)− P(~ni+1 |= ϕ)| < β − α
hold for all 0 ≤ i < l. We define such a sequence by successively decreasing one of the
maximal entries which are greater than k until there are no such entries left. Because
any maximal entry of a tuple ~n ∈ Ns must be at least ‖~n‖ /s > ‖~n‖1/2 for large enough
‖~n‖, Lemma 46 precisely states that the satisfaction probability of ϕ never changes by
more than β − α in each step, as claimed.
But now the satisfaction probabilities P(~ni |= ϕ) along the sequence are either all
≤ α, all ≥ β, or one of them is in the open interval (α, β). Because ~ν is the same for all
tuples in a ∼k-equivalence class, the statement of the theorem follows.
Notice that there may well be ~n and ~m with ~n ∼k ~m and such that
|P(~n |= ϕ)− P(~m |= ϕ)|
is arbitrarily close to 1, but in that case, for every P(~n |= ϕ) < α < β < P(~m |= ϕ) we
can find a ~u with P(~u |= ϕ) ∈ (α, β).
Proof of lemma 46. We introduce a new unary relation symbol Q and define an FO[τ ∪
ρ ∪ {Q}]-formula ψ by restricting all quantifiers of ϕ to Q ∪⋃j 6=i Pj . That is, we define
ψ recursively from ϕ by
• if ϕ = ∃xϕ′ then ψ := ∃x(Qx ∨∨j 6=i Pjx) ∧ ψ′,
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Figure 4.1: A polynomial-size, bounded-depth circuit for ψ
• if ϕ = ¬ϕ′, then ψ := ¬ψ′,
• if ϕ = ϕ′ ∨ ϕ′′, then ψ := ψ′ ∨ ψ′′,
• if ϕ = ϕ′ ∧ ϕ′′, then ψ := ψ′ ∧ ψ′′, and
• ψ := ϕ otherwise.
Define ~m by
mi := 2ni and mj := nj for j 6= i.
Treating Q as a random relation (along with the relations in ρ) and conditioning on the
size of Q ∩ Pi we get




∣∣ |Q ∩ Pi| = ni
)
and




∣∣ |Q ∩ Pi| = ni − 1
)
.
Our goal is to show that these two (conditional) probabilities are not too far apart.
We first translate the sentence ψ into a bounded-depth, polynomial-size circuit C as in
Figure 4.1. The depth d of this circuit is equal to the quantifier depth of ψ, and it has
one input for each relation symbol in ρ ∪ {Q} and each tuple of universe elements of
appropriate arity. (We assume the unary predicates P1, . . . , Ps to be hard-wired into the
circuit.) In particular, there are mi = 2ni inputs which determine the set Q ∩ Pi.
The inputs corresponding to Q∩⋃j 6=i Pj are, by our construction of ψ, irrelevant and
we fix them to 0. Suppose there are M inputs corresponding to random relations in ρ.
For each way of fixing these inputs to a certain value y ∈ {0, 1}M we get a circuit Cy on
mi inputs, which is of the same depth as C. Furthermore, because M = ‖~n‖O(1) and we
assumed ni to be ≥ ‖~n‖1/c, the size of Cy is polynomial in mi.
By Theorem 5, the average sensitivity of Cy is polylogarithmic in ni, and therefore also
in mi. This means that if Q ⊆ [mi] and q ∈ [mi] are chosen uniformly and independent
of each other, then
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for mi large enough. Notice that Boppana’s upper bound depends only on the size and
depth of the Cy and thus it is independent of the particular choice of y.









which is Θ(n−1/2i ) and therefore Θ(m
−1/2
i ) by standard calculations (see, e.g., [Fel57]).
By the independence of the inputs of C we have
P(~n |= ϕ) = 2−M
∑
y
P (Cy(Q) = 1 |A)
and
P(~n′ |= ϕ) = 2−M
∑
y
P (Cy(Q4{q}) = 1 |A)
We may now bound the difference of these probabilities as follows:









∑ P (Cy(Q) 6= Cy(Q4{q}) ∩A)
P(A)
≤ 2−M
∑ P (Cy(Q) 6= Cy(Q4{q}))
P(A)
≤ m−0.9i ·Θ(m1/2) < m−0.3i
for mi large enough. We assumed mi ≥ k, and thus this difference is < ε if we choose k
large enough.
The above proof technique can be adapted to yield the following somewhat stronger
result:
Theorem 47. Let σ = {E} be a vocabulary containing just one binary relation E, and
let EQ be the class of all finite structures A for which E(A) is an equivalence relation.
Then BPFO = FO on EQ.
Remark 48. Note that because EQ is definable in FO, for every sentence ϕ with a
probability gap on EQ there is a sentence ϕ′ which is equivalent to ϕ on EQ and has a
probability gap on all finite structures.
Proof. Up to isomorphism, a structure A ∈ EQ is determined by a function fA : N→ N
such that fA(s) counts the number of equivalence classes of size s (so that |V (A)| =∑





min{k, fA(s)} if s < k,
min{k,∑i≥k fA(i)} if s = k,
0 if s > k.
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We say A ∼k B if fAk (s) = fBk (s) for all s ∈ N. By standard techniques, a query
Q ⊆ EQ is definable in FO iff it is a union of ∼k-equivalence classes for some k. A
function f is k-canonical if f(s) ≤ k for all s and f(s) = 0 for all s > k. The k-canonical
functions form a system of representatives for the equivalence relation ∼k, and we denote
the representative equivalent to f by f̃ .
For notational convenience, again we assume there is only one random relation symbol
R. Fix a formula ϕ ∈ {E,R} and an ε > 0. As in Lemma 46 we show that there is a k
such that for every f there is a sequence
f = f0 ∼k f1 ∼k f2 ∼k · · · ∼k fl = f̃
with |P(fi |= ϕ)− P(fi+1 |= ϕ)| < ε along the sequence. To get from fi to fi+1 we
proceed as follows: Suppose n := ‖fi‖ > k3. If one equivalence class has > n1/3
elements (i.e. fi(s) > 0 for some s > n1/3) we remove one element from that class.
Otherwise, there must be an s ≤ n1/3 such that f(s) > n1/3. In this case, remove an
entire equivalence class of size s. Finally, if ‖fi‖ ≤ k3, we may remove elements from
equivalence classes of size > k and remove an equivalence class of size s if there are more
than k classes of that size. Proceeding in this way we eventually reach f̃ .
Removing an element from a class is done by randomly choosing from a class of twice
the size, and removing a class of a certain size is done by randomly choosing among
twice as many classes of that size.
Using the same techniques as in the proof of Theorem 43, we obtain the following
non-definability results:
Theorem 49. The following queries on finite structures are not definable in BPFO:
(a) Over the vocabulary {≤} containing a binary relation symbol ≤, the query “≤
defines a linear order of even cardinality”
(b) Over the vocabulary {E} containing a binary relation symbol E, the query “E
defines a connected graph”
(c) Over the vocabulary {+1} containing a binary relation symbol +1, the query “initial
segment of the natural numbers, treating +1 as a successor relation”.
Proof. Denote by On the linear order on n elements. For query (a), introduce a new
random unary relation P on a total linear order of length 2n and relativise all quantifiers
to P as in the proof of Theorem 43. Letting n tend to infinity, this shows that
∣∣∣∣∣ PX∈X (On,ρ)




for any FO[{≤}∪ρ]-sentence ϕ. Note that this is basically the statement of Shelah’s very
weak 0-1-law [She96], but we allow the random part of the structure to be an arbitrary
relation, not just the edge-relation of a simple graph. However, Boppana and Spencer’s
proof for Shelah’s result [BS95] extends to this case essentially unchanged.
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Non-definability of queries (b) and (c) follows because we can define a graph on On
in FO which is connected iff n is odd. To be precise, define a formula ϕ+1 by
ϕ+1(x, y) := ∃z (x ≤ z ∧ z ≤ y ∧ ¬x=̇z ∧ ¬z=̇y ∧ ∀w(w ≤ x ∨ z=̇w ∨ y ≤ w))∨
(∀z z ≤ x ∧ ∃z(z ≤ y ∧ ¬z=̇y ∧ ∀w(w=̇z ∨ y ≤ w)))
and use it to define a successor relation +1 in an ordered structure. Identifying the
elements of the linear order with the first n natural numbers, this way we define the
successor of element x to be x+ 2, and additionally the successor of the last element is
the second element. This defines an initial segment of the natural numbers iff the size
of the linear order is odd.
Similarly, by setting
ϕE(x, y) := ϕ+1(x, y) ∨ ϕ+1(y, x)
we define a graph on the linear order which connects elements
• x and x+ 2 for all 1 ≤ x ≤ n− 2,
• 2 and n− 1,
and this graph is connected iff n is odd. Thus a BPFO-sentence defining connected
graphs could be used to define evenness of a linear order. This argument is essentially
taken from [EF99].
4.2 BPFO is Contained in MSO on Additive Structures
The result of this section complements the result of section 3.4.2 by saying that, on
additive structures, every BPFO-sentence is equivalent to an MSO-sentence. That is, we
prove:
Theorem 50. Let τ be a finite relational vocabulary containing a ternay relation + and
let ϕ be a BPFO[τ ]-sentence. Then there exists an MSO-sentence ψ such that on additive
structures A
A |= ϕ ⇔ A |= ψ.
We first use Nisan’s pseudorandom generator for constant depth circuits [Nis91] to
reduce the number of random bits to logO(1) n; throughout this section, n will denote
the size of the input structure. We then derandomise the resulting formula following
Lautemann’s argument in [Lau83].
In MSO[+], one can define a multiplication relation (see [Sch06, Lemma 5.4]) and thus
quantify over pairs of elements in [0,
√
n]. We only need the existence of such a pairing
function, a slightly weaker form of which is made precise in the following lemma:
Lemma 51 (Pairing Lemma). There are MSO[+]-formulas ϕp(x) and ϕ〈·,·,·〉(x, y, z, w)
such that on additive structures A
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• ϕp(x) defines a number p satisfying
√
|A|
2 ≤ p ≤
√
|A|.
Moreover, p is a prime number.
• For every b, c < p there is a unique m such that ϕ〈·,·,·〉(0, b, c,m) is satisfied.
Furthermore, for every m there is a unique tuple (a, b, c) ∈ [0, p − 1]3 such that
ϕ〈·,·,·〉(a, b, c,m) is satisfied. Henceforth we write m = 〈a, b, c〉 for this.
Proof. In MSO[+], we may define a formulas ϕX=〈x〉(X,x) and ϕdivides(x, y) stating that
X is the set of multiples of x and x divides y, respectively. We may thus check whether
x is a prime number. Furthermore, we may define the set of powers of a prime number
x: It is the largest set containing only numbers whose only prime divisor is x.
Then p is the largest prime number whose set of powers contains at least one element
other that 0 and itself. Any number m ∈ [0, p2 − 1] may be written as m = bp + c
with b, c ∈ [0, p− 1]. Both b and c are definable in MSO[+]; notice that b is the largest
divisor of m− c smaller than p, or 0 if m < p. For m ≥ p2 we define m = 〈a, b, c〉 with
a ∈ {1, 2, 3} and m− ap2 = 〈0, b, c〉.
Whenever we write p in this section, we mean the p defined by the ϕp above. The
Pairing Lemma allows us to quantify over binary relations on [0, p−1] ∼= Fp. In particu-
lar, we may define addition and multiplication modulo p, i.e., there are MSO[+]-formulas
ϕ+(x, y, z) and ϕ×(x, y, z) such that for a, b, c ∈ Fp,
A |= ϕ+(a, b, c) ⇔ a+ b ≡ c (mod p)
and
A |= ϕ×(a, b, c) ⇔ a · b ≡ c (mod p).
For the proof of Theorem 50 we may assume that the BPFO-sentence ϕ contains only
one random relation, say R of arity r. We first apply a result by Nisan [Nis91] to reduce
the number of random bits:
Lemma 52. For every r, d ∈ N and ε > 0 there are MSO[+]-formulas ϕl(x) and
ϕprg(S, x1, . . . , xr), where S is a set variable, such that
• ϕl defines a number l ≤ logO(1) n and
• if ϕ is an FO[τ ∪ {R}]-sentence of quantifier rank ≤ d, where τ is some finite
relational vocabulary and R is of arity r, then
∣∣∣∣∣ PX∈X (A,{R})




where ϕ′ is the MSO[+]-formula obtained from ϕ by replacing every occurence of
R~x by ϕprg(S, ~x).
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Proof. For any fixed structure A of size n we may construct a polynomial-sized circuit
Cϕ,A of depth ≤ d which describes the behaviour of ϕ on (τ ∪{R})-expansions of A. The
circuit has nr inputs indexed by the elements of V (A)r, and an input vector ~x denotes
the (τ ∪ {R})-expansion B~x of A given by
~a ∈ R(B~x) iff x~a = 1.
Then Cϕ,A(~x) evaluates to 1 iff B~x |= ϕ.
Nisan [Nis91] gave a pseudorandom generator for such circuits which hinges on the
following lemma:
Lemma 53 (restated from [Nis91, Lemma 2.2]). Let {Cn} be a family of circuits of
depth d and polynomial size, let m = m(n) = (logn)d+3, l = l(n) and suppose for each
n the sets A(n)1 , . . . , A
(n)
n ⊆ [l] satisfy
•
∣∣∣A(n)i





∣∣∣ ≤ logn for all 1 ≤ i 6= j ≤ n.
Then
|P(Cn(~x) = 0)− P(Cn(⊕i∈A1yi, . . . ,⊕i∈Anyi) = 0)| ≤
1
nc
for any c ∈ N and large enough n. Here, the first probability is taken uniformly over all
strings ~x ∈ {0, 1}n, whereas the second is taken uniformly over all strings ~y ∈ {0, 1}l.
The resulting pseudorandom generator is depicted in Figure 4.2. Families of sets
A
(n)
i satisfying the above conditions are called partial-(logn,m)-designs. Nisan gives a
construction with l = m2 = logO(1) n, which drastically reduces the size of the probability
space, i.e., the number of random bits needed. We now show how his construction can
be defined in MSO[+].
On [0, p − 1], we may define a formula ϕlog(x, y) which is satisfied iff x = dlog2 ye.
Using this and the fact that
2dlog pe − 1 ≤ dlogne ≤ 2dlog pe+ 2,
we let ϕm(x) and ϕl(x) be two formulas defining natural numbers m and l such that
• m is a prime number between (r2dlogne)d+3 and 2(r2(dlogne+ 3)d+3
• l = m2.
Using the pairing function ϕ〈·,·,·〉 we may assume that R is a 3r-ary relation which we
only need to define for elements in Fp. That is, we define ϕprg(S, x1, . . . , xr) by
∃z1 · · · ∃z3r x1 = 〈z1, z2, z3〉 ∧ . . . ∧ xr = 〈z3r−2, z3r−1, z3r〉 ∧ ϕ′prg(S, z1, . . . , z3r).
The formula ϕ′prg(S, ~z) takes the parity of a subset of S indexed by ~z:





















Figure 4.2: Nisan’s pseudo-random bit generator. The sets Ai ⊆ {1, . . . , l} form a
partial-(logn,m)-design, i.e., they satisfy |Ai| = m and |Ai ∩Aj | ≤ logn
for all 1 ≤ i 6= j ≤ n.
where ψ(x, ~z) is an MSO[+]-formula and ψ(A;~z) := {x |A |= ψ(x, ~z)}; evenness may be
expressed in MSO on ordered structures. By Lemma 53, we are done if we can define a
formula ψ(x, ~z) such that
(i) ψ(A;~z) ⊆ [l] for all ~z ∈ F3rp ,
(ii) |ψ(A;~z)| = m for all ~z ∈ F3rp , and
(iii) |ψ(A;~z1) ∩ ψ(A;~z2)| ≤ logn for all ~z1 6= ~z2 ∈ F3rp ,
which means the sets ψ(A;~z) form a partial-(logn,m)-design. We use the same construc-
tion as Nisan: We interpret the tuple ~z as a polynomial f~z ∈ Fm[ξ] of degree ≤ logn.
The set ψ(A;~z) is then the graph of this polynomial, namely
ψ(A;~z) = {(ξ, f~z(ξ)) | ξ ∈ Fm} ⊆ F2m,
and we identify F2m with [l]. We first encode the coeffiencts of f~z into a set variable X




zi,j2j with zi,j ∈ {0, 1}
of the zi. We can define an MSO[+]-sentence ϕpack(~z,X) which holds iff X, interpreted
as a binary relation over Fp, holds exactly for pairs (a, b) with




Thus for each 0 ≤ a ≤ dlog pe there is exactly one b = b(a) with (a, b) ∈ X, and all
bs are between 0 and 23r, and thus in Fm if n is large enough. We may now define an
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MSO[+]-sentence ϕeval(X,u, v) which, for these Xs, holds iff




with addition and multiplication according to Fm. Putting these ingredients together,
we define
ψ(x, ~z) = ∃X∃u∃v “0 ≤ u, v < m” ∧ ϕpack(~z,X) ∧ ϕeval(X,u, v) ∧ “x = u ·m+ v”,
which is easily verified to satisfy conditions (i) to (iii) above.
So far we have reduced the number of random bits from nr to l = logO(1) n, and these
are conveniently packed into the first l bits of a single set variable S. We may now follow
Lautemann’s proof [Lau83] to derandomise this sentence.
Proof of Theorem 50. After applying Lemma 52 we are left with MSO[+]-sentences ϕl
and ϕ′ such that ϕl defines a number l ≤ logO(1) n and ϕ′ has a free set variable S. We
may assume that for all additive structures A,
either P
S⊆[l]




(A |= ϕ′(S)) > 1− 1
l
, (4.1)
because otherwise we may use independent repetition and majority vote to obtain these
bounds. To be precise, let χ(S, i, j) be defined by
χ(S, i, j) := (0 ≤ i < l) ∧ (0 ≤ j < l) ∧ ∃z(z=̇i · l + j ∧ Sz).
That is, we divide the first l2 bits of S into l blocks of l bits each, and let χ(S, i, j) select
the i-th bit of the j-th block. We replace each occurence of Sx in ϕ′ by χ(S, i, x) to
obtain a formula ϕ̃′(S, i). Because l is of order logO(1) n, we may quantify over pairs of
elements of [0, l − 1], which allows us to express the formula
ϕ̄′(S) = “ϕ̃′(S, i) holds for at least half of the i ∈ [0, l − 1]”
in MSO[+], e.g., by stating that there exists a matching M on [0, l − 1] such that
• if {i, j} ∈M , then exactly one of ϕ̃′(S, i) and ϕ̃′(S, j) holds and
• all i ∈ [0, l − 1] for which ϕ̃′(S, i) does not hold are matched by M .
Then ϕ̄′ uses l2 = logO(1) n many bits of S, and by the Chernoff bound on the tails of the
binomial distribution it satisfies (4.1), even with l replaced by l2 (details can be found
in [AB09, sec. 7.4]).
We identify subsets of [l] with vectors in F2l. Let M ⊆ F2l be the set of vectors for
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For a vector ~y ∈ F2l we define
~y ⊕M := {~x⊕ ~y | ~x ∈M}
to be the set M translated by ~y. We claim the following:
(a) If |M | <
∣∣∣F2l
∣∣∣ /l, then for every choice of vectors ~y1, . . . , ~yl we have
⋃
1≤i≤l
(~yi ⊕M) 6= F2l.
(b) If |M | > (1− 1/l)
∣∣∣F2l
∣∣∣, then there are vectors ~y1, . . . , ~yl such that
⋃
1≤i≤l
(~yi ⊕M) = F2l.
The first claim follows immediately from |~y ⊕M | = |M |. For (b), assume that we
randomly choose the vectors ~yi independently and uniformly from F2l. For any vector











































so there must be a choice of ~yis such that this number is zero, i.e.,
⋃(~yi ⊕M) = F2l.
Again using the formula χ(S, i, j), we can pack the vectors ~y1, . . . , ~yl into a single
existentially quantified set variable and check that ⋃(~yi ⊕M) = F2l as follows:
ϕ′′ = ∃Y ∀X∃i ϕ′(X ⊕ χ(Y, i, ·)),
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where ϕ′(X ⊕ χ(Y, i, ·)) is the formula ϕ′(S) with every occurence of Sx replaced by
(Xx ∧ χ(Y, i, x)) ∨ (¬Xx ∧ ¬χ(Y, i, x)).
Claims (a) and (b) imply that
A |= ϕ′′ ⇔ P(A |= ϕ′(S)) > 1− 1
l
,
which completes the proof.
4.3 Randomised First-Order Logic on Words
We denote by FO[+1], FO[≤], BPFO[+1], and BPFO[≤] (randomised) first-order logic
restricted to word models of the appropriate type. There are two natural definitions of
BPFO on restricted classes of structures, namely one which demands BPFO sentences to
have a gap on all finite structures, and one which demands this only on structures from
the restricted class. Because the fact that ≤ defines a linear order is definable in FO,
word models of the second type can be defined in FO and this distinction does not affect
the expressive power of BPFO[≤]. In contrast to this, the successor relation +1 can not
be defined in FO, because connexness of the transitive closure of +1 is not definable. By
Theorem 49(c), this holds true also for BPFO. Therefore, the two definitions of BPFO[+1]
potentially have different expressive power. Our counterexample in Theorem 54 works
for both variants.
The expressive power of FO[+1] and FO[≤] is well understood, see [Str94]. In partic-
ular, the query
Q := a∗ba∗ca∗ ⊆ {a, b, c}∗
of all words which contain exactly one b to the left of exactly one c and an arbitrary
number of as is not definable in FO[+1]. It is easily seen to be definable in FO[≤] by the
sentence
∃x∃y(Pbx ∧ Pcy ∧ x ≤ y ∧ ∀z(Paz ∨ z=̇x ∨ z=̇y)).
We show that Q is not definable in BPFO[+1]:
Theorem 54. There is no BPFO[+1]-sentence ϕ such that
w |= ϕ ⇔ w ∈ Q
for all w ∈ {a, b, c}∗.
For the proof we will use Ehrenfeucht-Fraïssé games to show that certain structures can
not be distinguished by first-order formulas of a given quantifier rank. Two structures
A and B are called m-equivalent, written A ≡m B, if they satisfy exactly the same
FO-formulas of quantifier rank up to m. By Ehrenfeucht’s Theorem (cf. [EF99]), this is




Two players, called Spoiler and Duplicator, take turns in choosing elements from two
structures A and B. Spoiler moves first. If, in the k-th round, Spoiler chooses an element
ak from structure A, Duplicator has to answer with an element bk from structure B, and
vice versa. Duplicator wins if, after m rounds have been played, a1 . . . am 7→ b1 . . . bm
is a partial isomorphism. Therefore, by exhibiting a winning strategy for Duplicator in
the m-round Ehrenfeucht-Fraïssé game, one can show that A and B are m-equivalent.
Proof of theorem 54. Let σ = {+1, Pa, Pb, Pc} be the vocabulary of our word models.
We show the theorem by exhibiting a sequence of pairs of words vn, wn such that
(i) vn ∈ Q, wn 6∈ Q for all n ≥ 1 and
(ii) for every vocabulary ρ disjoint from σ and every FO[σ ∪ ρ]-sentence ϕ,




will do. Condition (i) is obviously satisfied. For condition (ii), let ρ be disjoint from σ
and let ϕ be a sentence of quantifier rank r. The successor relation induces a distance
measure on the elements of the structures, which we denote by d; we assume d(x, y) = 1
if x = y + 1 or y = x+ 1. We denote by dr the bounded distance function
dr(x, y) :=
{
d(x, y) if d(x, y) ≤ r
∞ otherwise.
By Sr(x) we denote the r-ball around an element x in (a (σ ∪ ρ)-expansion of) a word
structure A, i.e.,
Sr(x) := {y ∈ V (A) | d(x, y) ≤ r},
and if a1, . . . , ak are elements of V (A), then A|Sr(a1,...,ak) denotes the induced substruc-
ture of A on the union ⋃ki=1 Sr(ak) of the r balls around these elements. We say that
two sets U, V ⊆ V (A) touch if there are x ∈ U and y ∈ V with x = y + 1 or y = x+ 1.
For n > 3r, the word structures vn and wn satisfy exactly the same first-order sentences
of quantifier rank up to r. A winning strategy for the r-move Ehrenfeucht-Fraïssé game
on vn and wn can be given explicitly as follows: For ease of notation, we denote the first
and the last position of vn by a1 and a2, the unique position containing a b by a3 and
that containing a c by a4, and likewise for b1, . . . , b4. Suppose after k moves, elements
a5, . . . , ak+4 have been chosen in vn, and elements b5, . . . , bk+4 have been chosen in wn.
Assume Spoiler chooses an element a in vn. Throughout the game, Duplicator maintains
the property that
d3r−k(ai, aj) = d3r−k(bi, bj) (4.2)
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for 1 ≤ i, j ≤ k + 4. Notice that this property holds before the first move (i.e., for
a1, . . . , a4 and b1, . . . , b4) if n > 3r. Let r′ = r−k−1 be the number of rounds remaining
after the k-th move.
(I) If a is in vn|S3r′ (a1,...,ak+4), then choose the corresponding element in wn, i.e., the
unique element b ∈ V (wn) which has
d3r′ (ai, a) = d3r′ (bi, b)
for 1 ≤ i ≤ k + 4. This is possible because if d(bi, b), d(bj , b) ≤ 3r′ , then d(bi, bj) ≤
2 · 3r′ < 3r−k and d3r−k(ai, aj) = d3r−k(bi, bj) by property (4.2).
(II) Otherwise, choose any element of wn which has distance > 3r
′ from all elements
b1, . . . , bk+4.
Duplicator’s answer if Spoiler chooses an element b in wn is determined analogously.
After r rounds have been played, the map ai 7→ bi is a partial isomorphism, because
all relations in σ are determined by d1-distances. This is because on the words vn and
wn, the relations Pa, Pb and Pc depend only on the d1-distance from u and v, which are
parts of the tuples.
We now extend this strategy to random expansions X of vn and Y of wn. Let
c0 := 1,
ci+1 := 4ri + 2.
In the game on X and Y , Duplicator maintains the stronger property that after the k-th
move,
Xk := X|Scr−k (a1,...,ak+4) ∼= Y |Scr−k (b1,...,bk+4) =: Yk, (4.3)
treating the ais and bis as constants. That this, there is an isomorphism f : Xk
∼→ Yk
such that f(ai) = bi for 1 ≤ 1 ≤ k + 4. This is of course not possible for all random
expansions: At the very least, the random expansions have to agree on the cr-balls
around min, max, u and v. If this is the case, then with very high probability Duplicator
can indeed maintain property (4.3), as we will now show. The argument resembles the
proof of the classical 0-1-law for first-order logic (cf. [EF99]), but it involves some more
housekeeping to deal with the additional structure introduced by the +1-relation.




for V ⊆ X (w, ρ). For ease of notation we drop the subscript w. Let s be the number
of non-isomorphic (σ ∪ ρ)-expansions of v2cr+2|Scr (min,max,u,v), and let A1, . . . , As be
structures representing these isomorphism types. Notice that the four cr-balls which
make up the universe of this substructure do not touch, as is the case in all vn and wn
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for large enough n. We let V (j)n be the set of all (σ ∪ ρ)-expansions X of vn with
X|Scr (min,max,u,v) ∼= Aj ,
and analogously for W (j)n . If the cr-balls around min, max, u and v do not touch, then
the induced substructures of vn and wn on the union of these balls are isomorphic. Thus












For any two structures X ∈ V (j)n and Y ∈W (j)n , the tuples a1, . . . , a4 and b1, . . . , b4 as
defined above satisfy property (4.3). We now show that there are subsets V̂ (j)n ⊂ V (j)n and
Ŵ
(j)
n ⊂W (j)n such that Duplicator can maintain property (4.3) for r moves on structures
taken from these subsets.
To be precise, we define Duplicator’s strategy if Spoiler chooses a from structure X
as follows:
(I) If a is in X|S2cr′+1(a1,...,ak+4), then choose the corresponding element in Y , i.e., the
unique element b ∈ V (Y ) which has
dcr′ (ai, a) = dcr′ (bi, b)
for 1 ≤ i ≤ k+4. These are exactly the a whose cr′-ball touches the cr′-ball around
some previously chosen ai.
(II) Otherwise, choose any element of Y which has distance > 2cr′+1 from all elements
b1, . . . , bk+4. Thus the cr′-ball around the newly chosen element touches no cr′-ball
around a previously chosen element.
Moves of type (I) in the above strategy can always be carried out by Duplicator and
maintain property (4.3). Moves of type (II) can only fail if there is a tuple b1, . . . , bk+4
in Y and a (σ ∪ ρ)-structure Z containing elements a1, . . . , ak+4 and a such that
• Z ∈ X (vn, ρ),
• Z|Scr−k (a1,...,ak+4) ∼= Y |Scr−k (b1,...,bk+4),
• d(a, ai) > 2cr′ + 1 for 1 ≤ i ≤ k + 4, and
• Z|Scr′ (a1,...,ak+4,a) 6∼= Y |Scr′ (b1,...,bk+4,b) for all b ∈ V (Y ).
Let m := 3n+ 2 = |V (Y )|. There are O(mr) many possible tuples b1, . . . , bk+4, and for
each such tuple, there are only constantly (depending only on ρ) many choices for Z
and a1, . . . , ak+4, a with non-isomorphic Z|Scr′ (a1,...,ak+4,a). But for each of these O(mr)
possibilities, there is a subset M ⊂ V (Y ) with
• |M | = Ω(n),
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• d(b, bi) > 2cr′ + 1, for each b ∈M and 1 ≤ i ≤ k + 4, and
• d(b, b′) > 2cr′ + 1 for every b, b′ ∈M .
Because the cr′-balls around the elements of M do not overlap, each of the elements in
M satisfies
Z|Scr′ (a1,...,ak+4,a) ∼= Y |Scr′ (b1,...,bk+4,b)
independently with some probability p > 0 depending only on r′ and ρ. The probability
that none of the b ∈ M satisfies this is therefore (1 − p)|M | = e−Ω(n), and by a union









and such that on structures Y ∈ Ŵ (j)n , Duplicator can maintain property (4.3) for r many
moves when challenged to move in Y . A subset V̂ (j)n ⊂ V (j)n can be defined analogously.
But now we have defined disjoint sets V̂ (1)n , . . . , V̂ (s)n ⊂ X (vn, ρ) and Ŵ (1)n , . . . , Ŵ (s)n ⊂
X (wn, ρ) such that
(a)
∣∣∣µ(V̂ (j)n )− µ(Ŵ (j)n )







→ 1 for n→∞
(c) for every n and j, if X ∈ V̂ (j)n and Y ∈ Ŵ (j)n , then X ∼=r Y .
This implies that for every FO[σ ∪ ρ]-sentence ϕ,
|P(vn |= ϕ)− P(wn |= ϕ)| → 0
as n→∞, and therefore Q is not definable in BPFO[+1].
Notes
The results in sections 4.1 and 4.3 have been submitted to CSL2011 [Eic11]. After
submitting an earlier version of that paper, we learned from one of the anonymous
reviews about the striking similarity between our proof and that of Shelah [She96] which
we had been completely unware of. The extension of Theorem 43 to structures with
an equivalence class (i.e., Thm. 47) has been suggested by Anuj Dawar. The results of
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