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M￩todos de m￡xima verosimilitud en ecolog￭a y su aplicaci￳n en modelos de vecindad. Los m￩todos de m￡xima verosimilitud (MMV) ofrecen un
marco alternativo a la estad￭stica frecuentista convencional, alej￡ndose del uso del p-valor para el rechazo de una ￺nica hip￳tesis nula y optando
por el uso de las verosimilitudes para evaluar el grado de apoyo en los datos a un conjunto de hip￳tesis alternativas (o modelos) de inter￩s para el
investigador. Estos m￩todos han sido ampliamente aplicados en ecolog￭a en el marco de los modelos de vecindad. Dichos modelos usan una apro-
ximaci￳n espacialmente expl￭cita para describir procesos demogr￡ficos de plantas o procesos ecosist￩micos en funci￳n de los atributos de los in-
dividuos vecinos. Se trata por tanto de modelos fenomenol￳gicos cuya principal utilidad radica en funcionar como herramientas de s￭ntesis de los
m￺ltiples mecanismos por los que las especies pueden interactuar e influenciar su entorno, proporcionando una medida del efecto per c￡pita de in-
dividuos de distintas caracter￭sticas (ej. tama￱o, especie, rasgos fisiol￳gicos) sobre los procesos de inter￩s. La gran ventaja de aplicar los MMV en
el marco de los modelos de vecindad es que permite ajustar y comparar m￺ltiples modelos que usen distintos atributos de los vecinos y/o formas
funcionales para seleccionar aquel con mayor soporte emp￭rico. De esta manera, cada modelo funcionar￡ como un “experimento virtual” para res-
ponder preguntas relacionadas con la magnitud y extensi￳n espacial de los efectos de distintas especies coexistentes, y extraer conclusiones sobre
posibles implicaciones para el funcionamiento de comunidades y ecosistemas. Este trabajo sintetiza las t￩cnicas de implementaci￳n de los MMV y
los modelos de vecindad en ecolog￭a terrestre, resumiendo su uso hasta la fecha y destacando nuevas l￭neas de aplicaci￳n.
Palabras clave: coeficientes de interacci￳n; comparaci￳n y selecci￳n de modelos; efectos especie-espec￭ficos, modelos espacialmente expl￭citos.
Gómez-Aparicio, L., Ávila, J.M., Cayuela, L. 2013. Maximum likelihood methods and their application in neighbourhood models. Ecosistemas
22(3):12-20. Doi.: 10.7818/ECOS.2013.22-3.03
Maximum likelihood methods and their application in neighbourhood models. Maximum likelihood methods (MLM) offer an alternative framework
to the traditional frequentist approach of data analysis, where the use of p-values to reject a single null (usually trivial) hypothesis is replaced by
the use of likelihoods to evaluate the support in the data for a set of alternative working hypotheses of scientific relevance. These methods have
been widely applied in the ecological framework of the neighbourhood models. These models use a spatially-explicit approach to describe
demographic or ecosystem processes as a function of the attributes of neighbouring plants. They are therefore phenomenological models that serve
as a tool of synthesis of the multiple mechanisms by which species can interact and modify its immediate environment, offering an estimate of the
per-capita influence of individuals of different characteristics (e.g. size, species, functional traits) on the processes of study. A fundamental advantage
of applying MMV in the framework of the neighbourhood models is that it allows fitting and comparing multiple models that use contrasting neighbour
attributes and/or functional forms to select the one with the largest empirical support. In this way, each model works as a “virtual experiment” to
answer questions related with the magnitude and spatial extent of the effects of different coexisting species and their potential implications for the
function of communities and ecosystems. This paper reviews the use of MMV and neighborhood models in terrestrial ecology, synthesizing the state
of the art and emphasizing new avenues of application.
Keywords: interaction coefficients, model comparison, model selection, spatially-explicit models, species-specific neighbour effects. 
Introducción
Los m￩todos de m￡xima verosimilitud (MMV) han sido tradicional-
mente utilizados en el campo de la estad￭stica para realizar esti-
maciones puntuales y de intervalos. Sin embargo, la aplicaci￳n de
los principios de verosimilitud (Edwards 1992) a otras disciplinas
cient￭ficas es algo mucho m￡s reciente. En ecolog￭a en concreto,
el uso de los MMV ha cobrado importancia en los ￺ltimos a￱os,
consolid￡ndose como una alternativa s￳lida a los test de hip￳tesis
convencionales (Hilborn y Mangel 1997, Johnson y Omland 2004;
Hobbs y Hilborn 2006). Aunque el m￩todo de m￡xima verosimilitud
en su forma m￡s simple es un proceso de estimaci￳n de par￡me-
tros (maximum likelihood estimation, MLE) que compara entre di-
ferentes estimadores puntuales para uno o varios par￡metros de
un modelo, el marco alternativo que ofrecen los MMV enfatiza re-
almente otra cosa: el proceso de identificaci￳n y selecci￳n de mo-
delos  entre  un  conjunto  de  modelos  alternativos  (m￺ltiples
hip￳tesis de trabajo, sensu Chamberlain 1890). Este enfoque
choca frontalmente con la aproximaci￳n frecuentista tradicional de
una ￺nica hip￳tesis nula. Mientras que los valores p utilizados en
estad￭stica frecuentista no ofrecen una medida directa del apoyo
de los datos a otras hip￳tesis alternativas, las verosimilitudes (om￡s com￺nmente, el logaritmo de ￩stas) utilizados en los MMV
pueden ser calculados para todo un conjunto de modelos alterna-
tivos y un continuo de valores para los par￡metros, y ofrecen una
medida expl￭cita del apoyo de los datos a cualquier modelo pro-
puesto por el investigador.
Los MMV son particularmente ￺tiles para el an￡lisis de procesos
ecol￳gicos complejos en los que la hip￳tesis nula de “no efecto”
tiene poco valor, existiendo todo un conjunto de hip￳tesis alterna-
tivas de inter￩s para el investigador. Estos m￩todos han sido am-
pliamente utilizados -aunque no de forma espec￭fica- en el marco
de los modelos de vecindad (neighbourhood models). Dichos mo-
delos usan una aproximaci￳n espacialmente expl￭cita para describir
procesos demogr￡ficos de plantas (ej. establecimiento de pl￡ntulas,
crecimiento de ￡rboles) o procesos ecosist￩micos (ej. mineraliza-
ci￳n de nitr￳geno, dispersi￳n de hojarasca) en funci￳n de los atri-
butos de las plantas vecinas (com￺nmente su abundancia, tama￱o,
identidad y/o distribuci￳n espacial) (Canham y Uriarte 2006). En
esencia, los modelos de vecindad son un reconocimiento expl￭cito
del papel clave que la configuraci￳n espacial de los organismos
juega como determinante de los procesos ecol￳gicos (Dieckmann
et al. 2000), particularmente en las poblaciones de plantas, donde
su car￡cter s￩sil condiciona un futuro inevitablemente unido a las
caracter￭sticas de su entorno inmediato. El objetivo de este trabajo
es ofrecer una visi￳n general del marco de trabajo que ofrecen los
MMV para proponer, comparar y seleccionar modelos (como hip￳-
tesis alternativas) con base en la robustez de la evidencia que ofre-
cen los propios datos, y mostrar las ventajas de su aplicaci￳n al
estudio de las din￡micas de vecindad en comunidades de plantas.
Los MMV en cuatro pasos
La aplicaci￳n de los MMV se puede resumir en cuatro pasos: (1)
especificaci￳n de uno o varios modelos alternativos; (2) estimaci￳n
de par￡metros por m￡xima verosimilitud; (3) comparaci￳n de mo-
delos; y (4) evaluaci￳n del mejor o mejores modelos (Canham y
Uriarte 2006). El primer paso requiere de la propuesta por parte del
investigador de una serie de modelos cient￭ficos que permitan ex-
plicar la variable respuesta observada en funci￳n de uno o varios
predictores. Tambi￩n es necesario especificar una estructura apro-
piada para modelar la distribuci￳n de los errores (parte estoc￡stica
del modelo, ε). Este primer paso es crucial, ya que el ￩xito del es-
tudio depender￡ de que dichos modelos sean interesantes y per-
mitan avanzar el conocimiento del fen￳meno estudiado, lo cual
requiere frecuentemente de un conocimiento profundo del sistema
de estudio por parte del investigador. 
El segundo paso consiste en la estimaci￳n de los par￡metros de
cada uno de los modelos propuestos. Existen varios algoritmos que
permiten buscar los mejores par￡metros para un modelo propuesto,
ya sea utilizando m￩todos de optimizaci￳n local (ej. Gauss-Newton,
m￭nimos cuadrados reponderados de forma iterativa [IRLS de sus
siglas en ingl￩s]) o m￩todos de optimizaci￳n global como el enfria-
miento simulado (simulated annealing, Goffe et al. 1994). Sin entrar
en detalles sobre c￳mo proceden unos u otros m￩todos todos tienen
en com￺n que buscan una soluci￳n ￳ptima para los estimadores de
los par￡metros del modelo maximizando la funci￳n de verosimilitud,
esto es, maximizando la probabilidad de que todos y cada uno de
los valores observados para la variable respuesta est￩n dentro de
una funci￳n de distribuci￳n de errores definida a priori y centrada
en el valor predicho por el modelo. Estos m￩todos de estimaci￳n de
par￡metros no son ￺nicos de los MMV y son utilizados frecuente-
mente en test de hip￳tesis frecuentistas en el marco, por ejemplo,
de los modelos lineales generalizados (GLM de sus siglas en ingl￩s)
o los modelos aditivos generalizados (GAM de sus siglas en ingl￩s).
Lo que confiere su nombre a los MMV es por tanto la comparaci￳n
de modelos alternativos por medio de la verosimilitud, que consti-
tuye el tercer paso en la aplicaci￳n de los MMV.
Para decidir cu￡l o cu￡les de los modelos propuestos explican
mejor nuestros datos existen distintas posibilidades. Una opci￳n es
comparar la verosimilitud de dos modelos alternativos utilizando
tests frecuentistas, como el test del cociente de verosimilitud (like-
lihood ratio test, LRT). Sin embargo, estos tests sufren los mismos
inconvenientes y limitaciones que los tests de hip￳tesis tradiciona-
les (Johnson y Omland 2004; Hobbs y Hilborn 2006), y adem￡s si-
guen limitando la posibilidad de comparar simult￡neamente toda
una bater￭a de modelos alternativos. Otra opci￳n mucho m￡s flexi-
ble y frecuentemente utilizada es el uso de criterios de informaci￳n,
como el criterio de informaci￳n de Akaike (AIC de sus siglas en in-
gl￩s;Akaike 1973, 1992) o el criterio de informaci￳n bayesiano (BIC
de sus siglas en ingl￩s), que resumen c￳mo de bien se ajusta cada
modelo a los datos (m￡xima verosimilitud) penalizando, seg￺n el
principio de parsimonia, por el n￺mero de par￡metros que tenga el
modelo (Schwarz 1978, Burnham y Anderson 2004). Esto es, si dos
modelos se ajustan igual de bien a los datos, siempre se elegir￡ el
modelo m￡s sencillo. La f￳rmula del AIC es:
AIC= -2 log (L)+2k     (1)                                                                                             
donde k es el n￺mero de par￡metros y L es la verosimilitud del mo-
delo. Por tanto, cuanto mayor sea la verosimilitud y/o menor sea el
n￺mero de par￡metros del modelo, menor ser￡ el AIC. ﾿C￳mo se
decide entonces cu￡l o cu￡les de los modelos propuestos son los
mejores? Es suficiente con ordenar todos los modelos de menor a
mayor AIC (o cualquier otro criterio de informaci￳n) y calcular la di-
ferencia en AIC ( DAIC) entre el mejor modelo y cualquiera de los
otros modelos (i.e. DAIC=0 para el mejor modelo). Por convenio, si
esta diferencia es de m￡s de diez puntos se considera que hay evi-
dencia suficiente para decir que el modelo con el menor AIC es
mejor modelo, mientras que si difieren en menos de dos puntos se
considera que no hay soporte emp￭rico suficiente para decir que
un modelo sea mejor que otro (Burnham y Anderson 2002). Si las
diferencias de AIC son de entre 2 y 10 puntos, es dif￭cil concluir
nada, por lo que es necesario posicionarse sobre qu￩ umbral de
corte se va a utilizar, dependiendo de si se opta por una visi￳n m￡s
o menos conservadora. Si como resultado de esta comparaci￳n se
concluye que hay m￡s de un mejor modelo, se puede optar por la
t￩cnica del promediado de modelos para combinar los resultados
de modelos alternativos y ofrecer una estima m￡s robusta de pa-
r￡metros (Neuman 2003; Wintle et al. 2003). En principio se puede
comparar cualquier conjunto de modelos siempre y cuando se cum-
plan las siguientes condiciones: (i) la variable respuesta (y) es id￩n-
tica  en  todos  ellos;  (ii)  los  modelos  se  construyen  y  ajustan
utilizando el mismo n￺mero de observaciones; y (iii) la estructura
de distribuci￳n de los errores es id￩ntica en todos los modelos. Ello
es porque los criterios de informaci￳n se calculan a partir de la ve-
rosimilitud (L), que depende  tanto del n￺mero de observaciones
como de la funci￳n de distribuci￳n de errores utilizada.
Una vez que el mejor o mejores modelos han sido identificados, el
paso final requiere de la evaluaci￳n del modelo en t￩rminos de
ajuste del mismo, posibles sesgos y error de predicci￳n. Este ￺ltimo
paso del proceso es importante desde el punto de vista de que los
￭ndices de selecci￳n de modelos (ej.  AIC) permiten identificar un
mejor modelo entre aquellos formulados por el investigador, incluso
cuando todos los modelos formulados sean de poco valor predictivo
(i.e. “malos” modelos). Por tanto, es necesario utilizar ￭ndices com-
plementarios (ej. R2, pseudo-R2) que informen sobre la bondad de
ajuste del mejor modelo seleccionado, as￭ como gr￡ficos de eva-
luaci￳n de los residuos para comprobar la idoneidad de la funci￳n
de distribuci￳n de errores seleccionada, entre otros.
¿Cómo implementar los MMVs?
Para utilizar MMVs no es necesario, en principio, utilizar software
muy sofisticado. Todo depende de c￳mo de complejos sean los mo-
delos cient￭ficos propuestos. Relaciones lineales entre la variable
respuesta y los predictores, o relaciones f￡cilmente linealizables
mediante transformaciones de la variable respuesta (i.e. especifi-
caci￳n de una funci￳n de v￭nculo) pueden ser modeladas f￡cil-
mente con GLMs (ej. modelo log￭stico, Fig. 1). Modelos cient￭ficos
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entre la respuesta y los predictores se ajusta m￡s a una funci￳n
gausiana, log-normal o Weibull (Fig. 1), o con estructuras de erro-
res muy espec￭ficas (ej. distribuciones normales donde la varianza
aumenta en proporci￳n a la media) requerir￡n de otras herramien-
tas. Hasta hace poco, estos modelos m￡s complejos se escrib￭an
en su totalidad en lenguajes de programaci￳n como C o Fortran,
incluyendo la formulaci￳n de los algoritmos de b￺squeda de la so-
luci￳n ￳ptima. Sin embargo, existen en la actualidad paquetes es-
tad￭sticos que permiten ajustar modelos cient￭ficos tan complejos
como queramos con total flexibilidad. Entre ellos destaca el paquete
de R ‘likelihood’ (Murphy 2012), que permite la formulaci￳n de mo-
delos cient￭ficos y estructuras de distribuci￳n de errores “a la carta”,
adem￡s de utilizar m￩todos de optimizaci￳n global como el enfria-
miento simulado (simulated annealing), que aunque son computa-
cionalmente m￡s intensivos, ofrecen una soluci￳n m￡s robusta a
la estimaci￳n de par￡metros (Goffe et al. 1994).
Los modelos de vecindad en ecología terrestre:
estado de la cuestión
El hecho de que las plantas son influenciadas por los individuos ve-
cinos es una vieja idea en ecolog￭a. As￭, si realizamos una b￺s-
queda dentro de la literatura cient￭fica ecol￳gica sobre el uso de la
palabra “vecino” (neighbour) encontraremos miles de art￭culos que
se remontan a la d￩cada de los 50 (Fig. 2a). Los primeros art￭culos
preocupados por la distribuci￳n de los vecinos usaron medidas de
distancia, frecuentemente al vecino m￡s cercano, para describir pa-
trones de distribuci￳n de especies (Clark y Evans 1954, Thompson
1956) y detectar procesos de competencia intra-espec￭fica por los
recursos (Pielou 1962). Poco a poco, la complejidad del tratamiento
de la vecindad fue creciendo para incorporar la competencia inter-
espec￭fica (Trenbath y Harper 1973), considerar el efecto de m￡s
de un vecino (Fowler 1984), o ahondar en la importancia relativa
de distintos atributos de los vecinos (ej. altura, distancia, distancia2)
como determinantes de sus efectos (Weiner 1984).
Los primeros art￭culos que usan expl￭citamente el t￩rmino “vecin-
dad” (neighbourhood) en ecolog￭a datan sin embargo de finales de
los 70 – principios de los 80 (Mack y Harper 1977, Antonovics y
Levin 1980, Weiner 1982, Pacala y Silander 1985), momento a par-
tir del cual su uso en ecolog￭a se dispara (Fig. 2b). Antonovics y
Levin (1980), en su art￭culo seminal sobre las consecuencias eco-
l￳gicas y gen￩ticas de los procesos de regulaci￳n denso-depen-
diente  en  poblaciones  naturales  de  plantas,  introdujeron  el
concepto de “vecindad ecol￳gica” (ecological neighbourhood) para
referirse al espacio circular alrededor de una planta m￡s all￡ del
cual los procesos denso-dependientes son inexistentes. Este con-
cepto tiene aspectos en com￺n con el t￩rmino de “zona de influen-
cia” acu￱ado a finales de los 60 en ecolog￭a forestal para el estudio
de procesos de competencia entre individuos arb￳reos (Opie 1968,
Bella 1971), pero trata de ser inclusivo a todos los procesos ecol￳-
gicos y no s￳lo a la competencia entre plantas. Con la formulaci￳n
del concepto de vecindad, estos autores recogen expl￭citamente
que la denso-dependencia en poblaciones de plantas viene deter-
minada en mayor grado por la densidad local de la poblaci￳n que
por su densidad media. De hecho, incluso en comunidades mega-
diversas donde la densidad media poblacional de la mayor￭a de las
especies es baja, las densidades locales pueden llegar a ser con-
siderablemente altas, ejerciendo un control fundamental sobre las
tasas demogr￡ficas de las plantas vecinas (Stoll y Newbery 2005).
Por tanto, modelos de vecindad que tengan en cuenta la distribu-
ci￳n espacial de los individuos han de ser considerados la base
para el desarrollo de una teor￭a general de din￡mica de poblaciones
de plantas (Pacala 1986). 
Dado que el origen de los modelos de vecindad se encuentra en el
campo de la din￡mica de poblaciones, no es de extra￱ar que la
gran mayor￭a de los trabajos de vecindad se hayan centrado en
interacciones entre plantas. As￭, de los 137 art￭culos publicados
hasta la fecha en revistas internacionales de impacto de ecolog￭a
que  mencionan  el  concepto  de  “modelo/an￡lisis  de  vecindad”
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Figura 1. Ejemplos de posibles relaciones no lineales entre variables res-
puesta y predictoras para la formulaci￳n de modelos cient￭ficos.
Figura 2. N￺mero de art￭culos publicados por a￱o recogidos en Web of
Science en el ￡rea de ecolog￭a hasta el a￱o 2012 que incluyen la palabra
(a) neighbour(s) o (b) neighbourhood(s).(neighbourhood model/analysis) aproximadamente el 69 % se cen-
tran en estudios de competencia entre individuos vecinos (Fig. 3a).
De estos, la mayor￭a analizan competencia entre individuos adul-
tos (82 %), mientras que una fracci￳n mucho menor se centra en
interacciones juvenil-adulto, pl￡ntula-adulto o pl￡ntula-pl￡ntula
(Fig. 3b). La segunda categor￭a con mayor representaci￳n son es-
tudios que exploran el papel de la estructura espacial como deter-
minante de la distribuci￳n y abundancia de especies (18.2 %, Fig.
3a). En la mayor￭a de estos estudios, sin embargo, los “vecinos”
son celdas de distintos tama￱os (ej. km en Sistemas de Informa-
ci￳n Geogr￡fica, m en aut￳matas celulares) en lugar de plantas in-
dividuales,  por  lo  que  se  tratar￭a  de  un  grupo  de  trabajos
cualitativamente diferentes a aquellos de inter￩s para este art￭culo.
En tercer lugar, un 10,9% de los trabajos revisados son estudios
de ecolog￭a molecular donde el concepto de vecindad es aplicado
al an￡lisis de los patrones espaciales de dispersi￳n de polen y/o
semillas. Finalmente, los modelos de vecindad basados en indivi-
duos han sido aplicados muy escasamente a interacciones de
plantas con otros niveles tr￳ficos (ej. herbivor￭a 2.2 %, depredaci￳n
de semillas 1.5 %, organismos del suelo 0.7 %) o al estudio de los
efectos de las especies sobre los ciclos biogeoqu￭micos (2.2 %).
Aunque la b￺squeda realizada no ha de considerarse exhaustiva
(pues claramente existen muchos otros trabajos que sin hablar ex-
pl￭citamente de modelos o an￡lisis de vecindad consideran el
papel ecol￳gico de los vecinos), s￭ que permite mostrar el hecho
de que existe un amplio potencial de aplicaci￳n de estos modelos
a￺n no explorado m￡s all￡ de la competencia entre individuos
adultos.
Los modelos de vecindad son adem￡s aplicables en todo tipo de
sistemas terrestres, tanto los dominados por especies herb￡ceas
como por le￱osas de gran tama￱o. Aunque los primeros art￭culos
sobre el tema usaron predominante especies herb￡ceas (Turking-
ton y Harper 1979, Assemat y Oka 1980, Waller 1981, Goldberg
1987), con el tiempo estos modelos han sido aplicados en mayor
proporci￳n en sistemas forestales (Fig. 3c). Este sesgo hacia bos-
ques responde al hecho de que es en estos sistemas donde los
modelos de vecindad presentan probablemente su mayor poten-
cialidad como herramienta. As￭, dado el gran tama￱o de los ￡rboles,
su capacidad de modificaci￳n del espacio es relativamente grande
y las zonas de influencia efectiva de los vecinos tienen tama￱os de
dimensiones f￡cilmente medibles en campo. Adem￡s, los vecinos
son f￡ciles de caracterizar, generalmente mediante la medici￳n de
su di￡metro a la altura del pecho (DBH de sus siglas en ingl￩s), es-
pecie, y localizaci￳n en el espacio (coordenadas X, Y). Lo que es
m￡s, este tipo de informaci￳n est￡ disponible en los inventarios fo-
restales de muchos pa￭ses, lo que ha dado lugar en los ￺ltimos
a￱os a una pl￩tora de estudios sobre efectos de vecindad en el cre-
cimiento y mortalidad de ￡rboles adultos (ej. Canham et al. 2006,
G￳mez-Aparicio et al. 2011). Probablemente, el hecho de que los
inventarios forestales recojan con mucha mayor precisi￳n las ca-
racter￭sticas de ￡rboles adultos que de pl￡ntulas o juveniles es par-
cialmente  responsable  de  que  el  campo  de  los  modelos  de
vecindad est￩ dominado por estudios basados en adultos. Otra
raz￳n para la extensa aplicaci￳n de los modelos de vecindad en
bosques es que aprovechan la variabilidad espacial inherente en
la distribuci￳n de las especies arb￳reas para extraer conclusiones
sobre mecanismos de regulaci￳n poblacional denso- o distancia-
dependientes, ofreciendo una alternativa a los experimentos mani-
pulativos (ej. remoci￳n de vecinos) que en estos sistemas son
frecuentemente inviables. 
Finalmente, es interesante destacar que dentro de los sistemas fo-
restales, los modelos de vecindad han sido aplicados con mucha
mayor frecuencia en bosques templados h￺medos y tropicales que
en bosques boreales o Mediterr￡neos (Fig. 3c). Los modelos de
vecindad son particularmente ￺tiles en bosques de alta densidad y
diversidad porque el solapamiento espacial entre especies hace in-
viable el uso de otras aproximaciones m￡s simples para la carac-
terizaci￳n de efectos especie-espec￭ficos, como por ejemplo la
aproximaci￳n de microh￡bitat. Dicha aproximaci￳n consiste en
comparar procesos demogr￡ficos (ej. supervivencia de pl￡ntulas)
o ecosist￩micos (propiedades del suelo) en distintos microh￡bitats
categorizados en funci￳n del tipo de cobertura (ej. distintas espe-
cies de ￡rbol o matorral, suelo abierto). La aproximaci￳n de micro-
h￡bitat, basada en categor￭as, es la m￡s frecuentemente utilizada
en sistemas forestales de baja cobertura y diversidad arb￳rea como
los Mediterr￡neos, fuertemente limitados por la disponibilidad agua,
donde es generalmente factible asignar distintos puntos del espacio
a las especies m￡s representativas del dosel (ej. G￳mez-Aparicio
et al. 2005, Monnier et al. 2012). De hecho, en muchos de estos
casos, el uso de modelos de vecindad puede ser innecesario e in-
cluso inviable. 
Estructura de un modelo de vecindad
El factor com￺n a todos los estudios de vecindad es que utilizan
como variable predictora del proceso analizado un ￭ndice que cuan-
tifica las caracter￭sticas del entorno inmediato de los objetos de es-
tudio. Existen tres cuestiones fundamentales a tener en cuenta a
la hora de cuantificar los procesos de vecindad: qu￩ variables y for-
mas funcionales incluir en el ￭ndice de vecindad, qu￩ tama￱o asig-
nar a la vecindad, y qu￩ dise￱o de muestreo usar para poder
parametrizar los modelos de vecindad usando MMV. 
La expresi￳n del ￭ndice de vecindad (NI, por su nombre en ingl￩s
neighbourhood index) puede variar enormemente en forma y com-
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Figura 3. Distribuci￳n de art￭culos publicados en Web of Science en el ￡rea
de ecolog￭a hasta el a￱o 2012 que incluyen neighbourhood model(s) o
analysis(es) en funci￳n del (a) proceso estudiado, (b) tipo de interacci￳n
entre plantas analizado, y c) tipo de sistema de estudio.plejidad entre art￭culos (Tabla 1). Los m￡s simples consideran ex-
clusivamente abundancia de vecinos (Pacala y Silander 1985),
mientras que los m￡s complejos ponderan dichos efectos por atri-
butos de los vecinos como el ￡rea basal (Comita y Hubbell 2009),
la altura (Simard y Sachs 2004), la distancia (Boyden et al. 2008) o
la especie (G￳mez-Aparicio et al. 2011), o por atributos de las plan-
tas focales como el tama￱o (Canham et al. 2006). Adem￡s, una
misma variable (ej. distancia) puede ser introducida en el ￭ndice de
vecindad usando distintas formas funcionales. La elecci￳n de la
forma a usar puede estar basada en estudios previos (ej. ver revi-
si￳n sobre curvas de dispersi￳n en Greene et al. 2004) o en el uso
de formas flexibles que puedan acomodar distintos procesos. Por
ejemplo, es posible asumir que el efecto de un ￡rbol vecino es m￡-
ximo junto al tronco del ￡rbol (i.e. a distancia cero), c￳mo describir￭a
una funci￳n Weibull, o que el efecto m￡ximo de un vecino se al-
canza a cierta distancia ʲ del ￡rbol siguiendo una distribuci￳n log-
normal (Uriarte et al. 2005, G￳mez-Aparicio et al. 2008) de acuerdo
a las expresiones: 
Weibull (2)           
Log-normal (3)          
En estas ecuaciones, DBH y distancia describen el tama￱o y la dis-
tancia al ￡rbol vecino i; α, γ y β son par￡metros estimados usando
MMV que describen como el efecto de los vecinos var￭a con el ta-
ma￱o del ￡rbol (α) y la distancia (γ y β); y λ es un par￡metro calcu-
lado para cada tipo de vecino j que permite comparar los efectos per
c￡pita de individuos de distintas especies sobre un mismo proceso. 
El NI se suma sobre todos los ￡rboles i de las j especies vecinas.
Lo cual lleva a la siguiente pregunta l￳gica: ﾿qu￩ individuos debe-
mos considerar como vecinos de un determinado punto? O lo que
es lo mismo: ﾿cu￡l debe ser el tama￱o de la vecindad? Ante dicha
pregunta existen distintas aproximaciones. La m￡s frecuente es
asumir un radio de vecindad lo suficientemente grande como para
incluir con alta probabilidad a todos aquellos individuos que puedan
tener un efecto sobre el proceso de estudio. El tama￱o de dicho
radio ser￡ proporcional al tama￱o de los individuos de estudio, va-
riando desde escasos cent￭metros en trabajos con herb￡ceas (Wei-
ner 1982), pocos metros en trabajos con matorrales (Wagner y
Radosevich 1998), hasta ≥25 m en trabajos con especies arb￳reas
de bosques h￺medos tropicales o templados (G￳mez-Aparicio y
Canham 2008a,b). Algunos autores dan un paso m￡s comparando
distintos radios fijos en sentido creciente (ej. 5, 10, 15, 20 m) para
determinar el radio efectivo de interacci￳n (Peters 2003, Stoll y
Newbery 2005, Queenborough et al. 2007). Finalmente, la aproxi-
maci￳n m￡s compleja es dejar que el radio de la vecindad se es-
time como un par￡metro m￡s del modelo (Uriarte et al. 2004,
Coates et al. 2009, Kobe y Vriesendorp 2011). 
En cuanto al dise￱o de muestreo necesario para ajustar modelos
de vecindad usando MMV, es importante destacar que no es nece-
sario usar muestreos regulares o estrictamente al azar. Lo real-
mente importante en estos trabajos es que los puntos de muestreo
est￩n estratificados a lo largo de un amplio rango de tipos de ve-
cindad (Canham y Uriarte 2006). Es decir, asegurarse de construir
una base de datos que contenga una buena representaci￳n de los
atributos de los vecinos (tama￱os, distancias). De esta manera, se
evitar￡n problemas de compromisos (o trade-offs) entre los par￡-
metros a estimar en la ecuaci￳n de vecindad, los cuales son un
problema frecuente cuando el mismo valor de la variable puede ser
alcanzado mediante distintas combinaciones de dos o m￡s par￡-
metros (ej. entre los par￡metros γ y β a la hora de determinar el
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Tabla 1. Ejemplos de distintas expresiones matem￡ticas del ￭ndice de vecindad utilizadas en la literatura, de menor a mayor complejidad.
Ejemplos Variables de vecindad Expresión matemática
Pacala y Silander 1985
Coomes et al. 2002
Abundancia de vecinos n
Stoll y Newbery 2005 Area basal de vecinos
Comita y Hubbell 2009 Area basal de vecinos
Distancia 
Moravie y Robert 2003  Area basal de vecinos
Angulo entre la altura del individuo
focal y los vecinos 
Simard y Sachs 2004 Area basal de vecinos 
Altura vecinos (Ai)
Altura individuo focal (Af)
Boyden et al. 2008 Tama￱o vecinos (Mi)
Distancia 
Tama￱o individuo focal (Mfocal)
Turnbull et al. 2007 Distancia
Especies focal y vecina (αij)
Competencia de fondo (Mb)
G￳mez-Aparicio y Canham
2008a
G￳mez-Aparicio et al. 2011
Tama￱o vecinos
Distancia
Especie vecina (λ)
Canham et al. 2004
Baribault y Kobe 2011
Coates et al. 2013
Tama￱o vecinos
Distancia
Especie vecina (λ)
Canham et al. 2004, 2006
Uriarte et al. 2004
Tama￱o vecinos (dbhij)
Distancia
Especie vecina (λ)
Tama￱o individuo focal (dbht)efecto de la distancia). Es por ello que si nuestro sistema de estudio
no presenta la variabilidad necesaria, deberemos simplificar nues-
tro ￭ndice de vecindad dando a algunos par￡metros valores fijos
(ej. fijando β a 1). Adem￡s, en el caso de usar datos tomados en
parcelas de tama￱o fijo (ej. 100 m x 100 m) es importante evitar
siempre el efecto borde. Los individuos m￡s cercanos al borde de
la parcela tendr￡n por definici￳n menos vecinos mapeados, lo cual
puede sesgar enormemente los resultados de los modelos (Can-
ham y Uriarte 2006). Es por tanto necesario usar ￡reas de amorti-
guamiento para que todos los puntos de muestreo tengan la misma
representaci￳n de la vecindad.
Ventajas de aplicación de los MMV a los modelos
de vecindad
La gran ventaja de aplicar los MMV en el marco de los modelos de
vecindad es que se pueden ajustar y comparar m￺ltiples modelos
que usen distintos atributos de los vecinos y/o formas funcionales
para seleccionar aquel con mayor soporte emp￭rico. De esta ma-
nera, podremos utilizar cada modelo como un “experimento virtual”
para responder preguntas relacionadas con la magnitud y extensi￳n
espacial de los efectos de distintas especies coexistentes, y extraer
conclusiones sobre posibles implicaciones para el funcionamiento
de comunidades y ecosistemas. Espec￭ficamente, la aplicaci￳n de
los MMV en modelos de vecindad permite:
1. Probar hipótesis sobre efectos especie-específicos mediante
el uso de coeficientes de interacción.
Una alta proporci￳n de los estudios de vecindad se han centrado
en comparar los efectos de dos grandes categor￭as de vecinos, co-
nespec￭ficos vs. heterospec￭ficos, con el objetivo de explorar la im-
portancia de mecanismos denso- o distancia-dependientes de tipo
Janzen-Connell (Janzen 1970, Connell 1971) como reguladores de
la abundancia poblacional. En su mayor￭a, estos estudios han en-
contrado claros contrastes entre el efecto de ambos grupos de ve-
cinos, particularmente durante las primeras fases del ciclo de vida
de las plantas (semillas y pl￡ntulas, Hillerislambers et al. 2002).
Otros autores han comparado el efecto de distintos grupos de ve-
cinos, por ejemplo agrupando especies de la misma familia bajo la
asunci￳n de que individuos taxon￳micamente cercanos tienen
mayor solapamiento en sus requerimientos de recursos o en la pro-
babilidad de compartir los mismos enemigos (Uriarte et al. 2004).
Esta aproximaci￳n de grupo es particularmente ￺til en estudios re-
alizados en bosques megadiversos, donde resulta inviable el cuan-
tificar  los  efectos  competitivos  de  cientos  de  especies.  Sin
embargo, en sistemas de diversidad media-baja, s￭ resulta posible
y ￺til el calcular bater￭as de coeficientes de interacci￳n (par￡metro
λ) que permitan comparar el efecto por separado de cada una de
las especies coexistentes. As￭, por ejemplo, G￳mez-Aparicio et al.
(2011) calcularon una matriz especie-espec￭fica de efectos de ve-
cinos sobre el crecimiento de las 15 especies arb￳reas m￡s abun-
dantes  en  los  bosques  espa￱oles,  permitiendo  caracterizar  el
efecto competitivo (competitive effect, sensu Goldberg 1990) y la
respuesta  competitiva  (competitive  response,  sensu  Goldberg
1990) de cada par de especies. Este tipo de matriz puede tener
una gran utilidad aplicada por ejemplo para dise￱ar repoblaciones
con grupos de especies que tengan efectos y respuestas competi-
tivos d￩biles, y evitar aquellas combinaciones de especies con los
efectos competitivos m￡s fuertes (Canham et al. 2006). 
Los coeficientes de interacci￳n (par￡metro λ) frecuentemente se
han dejado variar entre 0 y 1 bajo la asunci￳n de que el efecto de
los vecinos ha de ser predominantemente negativo debido a com-
petencia por los recursos. As￭, para una especie objetivo dada, la
especie vecina con el par￡metro λ=1 ser￭a aquella con los efectos
negativos mayores, mientras que la especie con λ=0 ser￭a la espe-
cie de vecino comparativamente menos competitiva. Estas asun-
ciones son entendibles teniendo en cuenta que la mayor￭a de los
estudios de vecindad provienen de boques templados y tropicales
de alta densidad donde la competencia por la luz y los recursos del
suelo es extremadamente alta. Sin embargo, los ￡rboles vecinos
tambi￩n pueden tener efectos facilitativos mediados por sus efectos
indirectos sobre el ambiente. As￭, por ejemplo, G￳mez-Aparicio et
al. (2008) mostraron que en bosques templados de la costa este
de EEUU, la presencia de la especie ex￳tica Acer platanoides en
la vecindad ten￭a un efecto positivo sobre el crecimiento de pl￡ntu-
las de especies nativas mediado por sus efectos positivos sobre la
fertilidad del suelo. En este trabajo, los coeficientes de interacci￳n
se dejaron variar entre -1 y 1, de manera que las especies vecinas
competidoras tendr￭an valores de λ negativos, mientras que las es-
pecies facilitadoras tendr￭an valores de λ  positivos. Si bien en sis-
temas con baja densidad vegetal, como los limitados por agua, la
aproximaci￳n de microh￡bitat (en lugar de la de vecindad) es la
m￡s frecuentemente utilizada para estudios de facilitaci￳n, los es-
tudios de vecindad pueden resultar particularmente ￺tiles cuando
los microh￡bitats tienen una naturaleza multi-espec￭fica y se quiere
considerar de forma cuantitativa (en lugar de categ￳rica seg￺n la
especie dominante) la contribuci￳n de cada tipo de vecino a la inter-
acci￳n (ej. Castillo et al 2010).
2. Identificar radios de interacción y como estos varían entre
tipos de vecino. 
La comparaci￳n de modelos que utilicen distintos radios de inter-
acci￳n permite entender la escala espacial a la cual los individuos
de una comunidad interact￺an, sin necesidad de hacer asunciones
aprior￭sticas al respecto. As￭, se ha demostrado que las especies
coexistentes var￭an enormemente no s￳lo en su respuesta compe-
titiva (algunas siendo mucho m￡s suprimidas por los vecinos que
otras), sino en el tama￱o de su vecindad efectiva (i.e. distancia a
lo largo de la cual “perciben” el efecto de los vecinos, Stoll y New-
bery 2005, Uriarte et al. 2004, Coates et al. 2009). Si adem￡s dicho
radio se deja variar en funci￳n del tipo de vecino, podremos saber
no s￳lo si las especies var￭an en la magnitud de sus efectos de ve-
cindad (cuantificadas por el par￡metro λ) sino tambi￩n en la exten-
si￳n espacial de los mismos. Por ejemplo, Peters (2003) encontr￳
para un bosque tropical de Barro Colorado (Panam￡) que los veci-
nos conespec￭ficos no s￳lo redujeron la supervivencia de ￡rboles
de DBH > 1 cm en mayor magnitud que los vecinos heteroespec￭-
ficos, sino tambi￩n a lo largo de una mayor extensi￳n espacial (20
m para conespec￭ficos vs. <10 m para heterospec￭ficos). Esta di-
mensi￳n espacial de la interacci￳n entre plantas es frecuentemente
ignorada en los estudios que usan una aproximaci￳n de microh￡-
bitat.
3. Analizar la importancia relativa de distintos componentes de
la vecindad. 
La comparaci￳n de modelos que hagan distintas asunciones sobre
los valores de los par￡metros α, β y γ permite explorar la importan-
cia relativa de la abundancia, tama￱o y distribuci￳n espacial de los
vecinos como determinantes de su efecto. As￭, por ejemplo, Kobe
y Vriesendorp (2011) compararon 8 ￭ndices distintos de vecindad
para concluir que uno de los ￭ndices m￡s sencillos, el que conside-
raba tan s￳lo la abundancia de conespec￭ficos en un radio fijo de
20 m, era el mejor predictor de los efectos de vecindad de ￡rboles
adultos sobre la supervivencia de pl￡ntulas en un bosque de Costa
Rica. Sin embargo, la mayor￭a de los estudios de vecindad sugieren
que no s￳lo la abundancia de vecinos, sino su tama￱o (determi-
nado por el par￡metro α) y en consecuencia el ￡rea basal de la ve-
cindad, mejoran significativamente la capacidad predictiva de los
modelos (Weiner 1984, Moravie et al. 1999, G￳mez-Aparicio et al.
2008). Lo que es m￡s, el tama￱o relativo de los vecinos respecto a
la planta objetivo puede ser tanto o m￡s importante que su tama￱o
absoluto, puesto que la competencia entre plantas es generalmente
asim￩trica, teniendo las plantas m￡s grandes un efecto despropor-
cionado para su tama￱o sobre las peque￱as. Incluir esta asimetr￭a
de tama￱os en los modelos de vecindad puede suponer una mejora
substancial (Thomas y Weiner 1989, Boyden et al 2005, Potvin y
Dutilleul 2009). Por ejemplo, hay trabajos que han encontrado que
￭ndices que consideran como vecinos exclusivamente aquellos in-
dividuos de mayor tama￱o (DBH) al del individuo objetivo (i.e. ig-
norando la presencia de los m￡s peque￱os) proporcionan un mejor
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dividuos vecinos (Ru￭z-Benito et al. 2013). Finalmente, tambi￩n un
alto porcentaje de los estudios de vecindad muestran la importancia
de la distancia (determinada por los par￡metros  β y γ) a la hora de
explicar los efectos de los vecinos localizados dentro de un deter-
minado radio. Esto es as￭ porque en muchos casos, los efectos de
los vecinos son extremadamente localizados y solo detectables en
los primeros metros de distancia al tronco. Por ejemplo, en un es-
tudio sobre efectos alelop￡ticos de la especie ex￳tica Ailanthus al-
tissima sobre pl￡ntulas nativas en bosques caducos del este de
EEUU, G￳mez-Aparicio y Canham (2008b) encontraron que los
efectos alelop￡ticos estuvieron generalmente restringidos a los pri-
meros 5 m desde el tronco, y para algunas especies de pl￡ntulas
tan s￳lo a los primeros 2 metros. 
4. Explorar mecanismos de interacción en condiciones naturales
Aunque los modelos de vecindad son eminentemente fenomeno-
l￳gicos, tambi￩n ofrecen la posibilidad de explorar la importancia
relativa de distintos mecanismos de interacci￳n entre plantas. Por
ejemplo, diversos art￭culos han usado los modelos de vecindad
como experimentos virtuales para separar la importancia relativa
de la competencia sobre el suelo y bajo el suelo entre ￡rboles ve-
cinos (Canham et al. 2004, Coates et al. 2009, Sapijanskas et al.
2013). La metodolog￭a consiste en separar el efecto de los vecinos
en dos componentes -su efecto sobre el ambiente lum￭nico y un
efecto residual que se asume refleja fundamentalmente interaccio-
nes bajo el suelo- y comparar modelos que incluyan dichos efectos
juntos o por separado. El efecto de los distintos vecinos sobre el
ambiente lum￭nico es f￡cilmente predecible midiendo variables de
la geometr￭a y copa de los ￡rboles (Canham et al. 1999, Ameztegui
et al. 2012). El efecto residual, por su parte, es cuantificado gene-
ralmente mediante un ￭ndice de vecindad (NI) funci￳n del tama￱o
y distancia a los ￡rboles vecinos (ver ecuaciones 2 y 3), aunque
trabajos recientes han encontrado que ￭ndices m￡s espec￭ficos ba-
sados en la producci￳n de hojarasca pueden proporcionar una
mejor explicaci￳n del efecto de los vecinos sobre el crecimiento de
￡rboles (Sapijanskas et al. 2013). Estos trabajos concuerdan en
concluir que la reducci￳n en el crecimiento de adultos debido a la
competencia con ￡rboles vecinos es debida en mayor medida a
competencia por los recursos del suelo que por la luz, excepto para
la especies m￡s intolerantes de la sombra. Otro interesante ejemplo
sobre la aplicaci￳n de los modelos de vecindad a la cuantificaci￳n
de  mecanismos  de  interacci￳n  entre  plantas  es  el  estudio  de
G￳mez-Aparicio y Canham (2008b), quienes combinaron modelos
de vecindad con datos experimentales de crecimiento y supervi-
vencia de pl￡ntulas con y sin carb￳n activo para cuantificar los efec-
tos alelop￡ticos de la especie ex￳tica Ailanthus altissima. El factor
com￺n a estos ejemplos es que la formulaci￳n y comparaci￳n de
modelos de vecindad permite explorar en condiciones realistas de
campo la importancia relativa de distintos mecanismos de interac-
ci￳n incluyendo ￡rboles adultos cuya manipulaci￳n (ej. remoci￳n)
es extremadamente limitada.
5. Analizar como las interacciones entre vecinos varían a lo
largo de gradientes ambientales. 
Recientemente, la aplicaci￳n de los modelos de vecindad a gran-
des bases de datos (ej. inventarios forestales) ha permitido explorar
hip￳tesis alternativas sobre como los par￡metros de dichos mode-
los var￭an a lo largo de gradientes ambientales, particularmente cli-
m￡ticos. Por ejemplo, G￳mez-Aparicio et al. (2011) compararon
distintos modelos para probar la hip￳tesis de que los efectos ne-
gativos de la competencia (cuantificada con el ￭ndice NI) sobre el
crecimiento de ￡rboles adultos variaran a lo largo de gradientes de
precipitaci￳n y temperatura, encontrando importantes variaciones
en la sensibilidad a la competencia a lo largo de ambos gradientes.
En concreto, algunas especies arb￳reas vieron aumentada su sen-
sibilidad a la competencia al aumentar la temperatura (especies
mediterr￡neas) mientras que otras mostraron el patr￳n opuesto (es-
pecies atl￡nticas), dando lugar a cambios en las jerarqu￭as compe-
titivas entre especies bajo distintos escenarios clim￡ticos. Este tipo
de estudios puede resultar de enorme inter￩s para evaluar las con-
secuencias del cambio clim￡tico sobre la din￡mica y estructura de
las poblaciones y comunidades de especies le￱osas.
6. Unir la ecología de comunidades y ecosistemas
El hecho de que las especies arb￳reas modifican diferencialmente
las propiedades del suelo y los procesos del ecosistema es algo
ampliamente reconocido en ecolog￭a (Zinke 1962, Reich et al.
2005, Cesarz et al. 2013). La aproximaci￳n m￡s frecuentemente
utilizada para caracterizar los efectos especie-espec￭ficos sobre las
propiedades del suelo ha sido la comparaci￳n de los efectos me-
dios de distintas especies en monocultivos (Binkley y Giardina
1998). Sin embargo, estos resultados son dif￭ciles de extrapolar a
condiciones naturales, donde las especies pueden crecer entre-
mezcladas y una misma unidad de suelo ser influenciada por m￺l-
tiples especies a la vez (Ehrenfeld et al. 2005). Los modelos de
vecindad ofrecen la posibilidad de “unir especies y ecosistemas”
(sensu Jones y Lawton 1994) de manera m￡s realista mediante el
c￡lculo per c￡pita de los efectos especies-espec￭ficos sobre los pro-
cesos del ecosistema en masas mixtas, lo cual puede resultar par-
ticularmente ￺til si las interacciones entre especies no son aditivas.
El conocimiento de dichos efectos permitir￡ predecir cambios en el
ecosistema a medida que distintas perturbaciones provoquen cam-
bios en el dosel. A pesar de este potencial, hasta muy reciente-
mente  los  modelos  de  vecindad  han  sido  aplicados  casi
exclusivamente a interacciones entre plantas. G￳mez-Aparicio y
Canham (2008a) aplicaron por primera vez los modelos de vecin-
dad a una bater￭a de variables ed￡ficas para cuantificar y comparar
los efectos de distintas especies arb￳reas ex￳ticas y nativas sobre
los ciclos de nutrientes en bosques templados de EEUU. Uno de
los resultados m￡s interesantes de este trabajo es el hecho que la
“huella” de las especies ex￳ticas (Acer platanoides y Ailanthus al-
tissima) sobre el ecosistema (determinada por los par￡metros β y
γ) vari￳ enormemente tanto en tama￱o como en forma depen-
diendo de la variable de estudio. Para algunas propiedades del
suelo, el efecto de las ex￳ticas se extendi￳ m￡s all￡ del borde de
la copa del ￡rbol (ej. pH, Ca), mientras que para otras el efecto fue
extremadamente local y restringido a los primeros metros desde el
tronco (ej. Mg, NO3
-). Estudios posteriores han demostrado la utili-
dad de aplicar los modelos de vecindad no s￳lo al estudio de efec-
tos especie-espec￭ficos sobre las caracter￭sticas f￭sico-qu￭micas del
suelo, sino tambi￩n a sus efectos sobre sus propiedades biol￳gicas.
As￭, G￳mez-Aparicio et al. (2012) mostraron que la abundancia de
pat￳genos radicales de los g￩neros Phytophthora y Pythium en el
suelo de alcornocales del sur de la Pen￭nsula Ib￩rica segu￭a un pa-
tr￳n de distribuci￳n no aleatorio, sino ￭ntimamente unido a la iden-
tidad, abundancia y estado de salud de los ￡rboles y matorrales del
dosel. En general, estos trabajos demuestran que un mejor enten-
dimiento de las interacciones planta-suelo se beneficiar￡ de estu-
dios espacialmente expl￭citos que tengan en cuenta la posici￳n
relativa de los ￡rboles y de los puntos de muestreo de las variables
del ecosistema.
Conclusiones
Los MMV ofrecen un marco de an￡lisis de datos ecol￳gicos enor-
memente flexible, capaz de sacar partido de la capacidad de los
investigadores para traducir a ecuaciones matem￡ticas hip￳tesis
de trabajo relevantes basadas en el conocimiento de los sistemas
de estudio. Los MMV permiten ajustar, comparar y seleccionar mo-
delos que var￭en enormemente en grado de complejidad, desde
simples relaciones lineales con uno o dos par￡metros hasta rela-
ciones no lineales complejas que impliquen un elevado n￺mero de
par￡metros a estimar. Estos m￩todos han sido aplicados en los ￺l-
timos a￱os con gran entusiasmo al estudio de las din￡micas de ve-
cindad en bosques, fundamentalmente al estudio de interacciones
entre plantas adultas, pero existe un gran potencial a￺n escasa-
mente explorado para la aplicaci￳n de los modelos de vecindad al
estudio de otros procesos ecol￳gicos, como las interacciones entre
plantas y otros niveles tr￳ficos o el efecto de las especies vegetales
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pr￡ctica herramienta para cuantificar y entender el papel de las es-
pecies en sistemas naturales, algo de vital importancia en un es-
cenario de cambio global, donde buena parte de la influencia de
los fen￳menos de cambio sobre el funcionamiento de los ecosis-
temas terrestres puede ser ejercida de forma indirecta v￭a modifi-
caciones  en  la  composici￳n  de  las  comunidades  de  plantas.
Adem￡s, los modelos de vecindad pueden ser f￡cilmente integra-
dos  en  simuladores  basados  en  individuos  (ej.  SORTIE-ND,
http://www.sortie-nd.org/) que permiten estudiar la din￡mica de sis-
temas forestales bajo distintos escenarios clim￡ticos o de gesti￳n.
Ahora que las herramientas matem￡ticas necesarias est￡n a punto
y son de libre acceso (MMV, paquete R, SORTIE-ND), tenemos
ante nosotros todo un abanico de posibilidades de aplicaci￳n de
los modelos de vecindad al estudio de procesos espaciales que
merece la pena ser explorado. 
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