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Abstract
The identification of different homogeneous groups of observations and their
appropriate analysis in PLS-SEM has become a critical issue in many appli-
cation fields. Usually, both SEM and PLS-SEM assume the homogeneity of
all units on which the model is estimated, and approaches of segmentation
present in literature, consist in estimating separate models for each segments
of statistical units, which have been obtained either by assigning the units to
segments a priori defined. However, these approaches are not fully accept-
able because no causal structure among the variables is postulated. In other
words, a modeling approach should be used, where the obtained clusters are
homogeneous with respect to the structural causal relationships.
In this paper, a new methodology for simultaneous non-hierarchical clus-
tering and PLS-SEM is proposed. This methodology is motivated by the
fact that the sequential approach of applying first SEM or PLS-SEM and
second the clustering algorithm such as K-means on the latent scores of the
SEM/PLS-SEM may fail to find the correct clustering structure existing in
the data. A simulation study and an application on real data are included
to evaluate the performance of the proposed methodology.
Keywords:
Partial Least Squares, K-Means, Structural Equation Modeling
1. Introduction
In the last years, structural equation modeling (SEM) has become one
of the reference statistical methodologies in the analysis of the statistical re-
lationships between observable (manifest) and non-observable (latent) vari-
ables. SEM are often used for both to assess non-observable hidden con-
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structs (i.e., latent variables) by means of observed variables, and to evalu-
ate the relations among latent constructs and among manifest variables. In
SEM, variables (manifest or latent) are considered (i) endogenous if they are
dependent, i.e., related to a set of variables that explain them; (ii) exogenous
if they are independent, i.e., explain a set of variables.. Note that endogenous
variables may also cause other endogenous variables. SEM has the property
to estimate the multiple and interrelated dependencies in a single analysis
by combining factor analysis and multivariate regression analysis. SEM has
been used in many different fields, as in economics and social sciences, in
marketing for example to assess customer satisfaction (Fornell and Larcker,
1981; Ringle et al., 2012; Steenkamp and Baumgartner, 2000; Squillacciotti,
2010). Then, SEM allows to build latent variables (LVs), such as customer
satisfaction, through a network of manifest variables (MVs).
Covariance structure approach (CSA) (Jo¨reskog, 1978) and partial least
squares (PLS) (Lohmo¨ller, 1989) are the two alternative statistical techniques
for estimating such models. The CSA, also referred to the most well-known
LISREL model, uses the ML estimation; thus, has the advantage to allow
the researcher to make inference on the results. However, PLS is considered
desirable in three specific cases: (i) when the sample size is small, (ii) when
the data to be analyzed is not multinormal as required by CSA, and (iii)
when the complexity of the model to be estimated may lead to improper or
non-convergent results (Bagozzi and Yi, 1994; Squillacciotti, 2010).
In CSA the parameter estimation is obtained by comparing the covariance
matrix of the manifest variables with the covariance matrix derived by the
structural and measurement models, and optimizing a discrepancy function
of this comparison. PLS is an iterative estimation method introduced by the
Swedish statistician Herman Wold and his son Svante Wold. It is also called
projection to latent structures (Wold et al., 2001), but the term PLS is still
dominant in many areas. Although PLS is widely used in many fields, within
the realm of psychology, it has received criticism for being considered is some
situations an unreliable estimation and testing tool (Ro¨nkko¨ et al., 2016).
An important research objective that we wish to study in this paper is the
simultaneous classification of the statistical units together with the structural
equation modeling of the manifest variables. For example, a relevant issue
in marketing is the measurement of customer satisfaction by using SEM or
PLS-SEM. However, also the identification of distinctive customer segments
(Hofstede et al., 1999; Wu and Desarbo, 2005) has been considered relevant
together with these methodologies. In fact, the identification of different
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groups (clusters) of observations and their appropriate analysis in PLS-SEM
has become a critical issue in many application fields. This because, usually,
SEM implicitly assumes via the multi-normality distribution of the units
their homogeneity. However, in many cases, this assumption may turn out
to be imprecise and the presence of latent classes not accounted for by the
global model may lead to biased or erroneous results in terms of parameters
estimation and model quality (Ringle et al., 2012; Squillacciotti, 2010).
In literature, different models exist that allow a reliable identification of
distinctive segments of observations in the SEM context (So¨rbo¨m, 1974).
The majority of these models consist in estimating separate models for each
homogeneous cluster, which has been obtained either by a priori assignment
based, e.g., on demographic variables, or through a cluster analysis applied
on the original variables. However, this sequential approach based on the
application of clustering and SEM on each cluster may fail because the pre-
ventive clustering is not functional to define the best successive structural
and measurement relations among variables. In other words, a simultaneous
estimation of clusters and the structural/measurement causal relationships
should be considered, so that the obtained clusters are the most homogeneous
that best explain the relationships between variables.
In this direction Jedidi et al. (1997) propose a simultaneous procedure
based on finite mixture estimated via the expectation-maximization (EM)
algorithm (Dempster et al., 1977; McLachlan and Krishnan, 2004; Wedel
and Kamakura, 2002). Hahn et al. (2002) affirm that this technique extends
CSA, but it is inappropriate for PLS-SEM. They propose the finite mix-
ture partial least squares (FIMIX-PLS) approach that joins a finite mixture
procedure with an EM algorithm specifically regarding the ordinary least
predictions of PLS. Sarstedt (2008) reviews this technique and concludes
that FIMIX-PLS can currently be viewed as the most comprehensive and
commonly used approach for capturing heterogeneity in PLS-SEM. Follow-
ing the guidelines of Jedidi et al. (1997) and Hahn et al. (2002), Ringle et
al. 2005 present FIMIX-PLS implemented for the first time in a statistical
software application, called Smart-PLS. Vinzi et al. (2008) propose a new
method for unobserved heterogeneity detection in PLS-SEM: response-based
procedure for detecting unit segments in PLS (REBUS-PLS). REBUS-PLS
does not require distributional hypotheses but may lead to local models that
are different in terms of both structural and measurement models. In fact,
separate PLS-SEM are estimated for each cluster, and the results are com-
pared in order to identify, if possible, differences among component scores,
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structural coefficients and different loadings. This is certainly an interesting
feature, which has the unique problem of complicating the interpretation of
results, since the number of the SEM parameters to be mentioned increases
at the increasing of the number of clusters. Following this idea, Squillac-
ciotti (2010) proposes a technique, called PLS typological path modeling
(PLS-TPM), that allows to take into account the predictive purpose of PLS
techniques when the classes are defined.
Otherwise, the researcher could consider the sequential approach of ap-
plying first SEM or PLS-SEM in order to determine the LVs and then ap-
ply a clustering methodology such as K-means or Gaussian mixture model
(GMM) clustering on the latent scores of the SEM/PLS-SEM in order to ob-
tain homogeneous clusters. However, Sarstedt and Ringle (2010) empirically
illustrate the shortcomings of using a sequential approach. For this reason,
other more reliable methodologies have been introduced in the last years.
These include prediction oriented segmentation in PLS path models (PLS-
POS) proposed by Becker et al. (2013), genetic algorithm segmentation in
partial least squares path modeling (PLS-GAS) proposed by Ringle et al.,
(2013), and particularly segmentation of PLS path models through iterative
reweighted regressions (PLS-IRRS) proposed by Schlittgen et al. (2016). For
more details see also Sarstedt et al. (2017). Schlittgen et al. (2016) conclude
that PLS-IRRS gives similar quality results in comparison with PLS-GAS,
and it is generally applicable to all kinds of PLS path models. Moreover, the
PLS- IRRS computations are extremely fast.
Note that in all the segmentation methods discussed above, researchers
must pre-specify a number of segments (clusters) when running the proce-
dure. The optimal number of segments is usually unknown. Ringle et al.
(2013) and Schlittgen et al. (2016) propose to firstly run FIMIX-PLS (Hahn
et al., 2002; Sarstedt and Ringle, 2010) to determine the number of seg-
ments and, then, subsequently run PLS-GAS or PLS-IRRS to obtain the
final segmentation solution.
Following other research fields, also Vichi and Kiers (2001) warn against
the use of the “tandem analysis”, i.e., the sequential application of a di-
mensionality reduction methodology (e.g., principal component analysis or
factor analysis) and then a clustering algorithm (e.g., K-means or mixture
models) on the factor scores, because this application may fail to identify
the clustering structure existing in the data. In fact, the factorial method-
ology identifies LVs that generally explain the largest variance of the MVs;
while the clustering methodology tends to explain the between variance only.
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Thus, if the data include MVs that do not have the clustering structure, the
factorial methodology will explain also these last (especially if they have a
large variance), and thus tandem analysis will mask the subsequent estima-
tion of the clustering structure in the data. Now, we show that the sequential
approach of PLS-SEM and K-means may fail to find the clustering structure
in the data, as well as in the cases described in Vichi and Kiers (2001).
The data set on which we apply sequentially PLS-SEM and K-means is
formed as follows. Two exogenous LVs, having a clustering structure into
three groups, have been generated by a mixture of three circular bivariate
normal distributions, with mean vectors located at the vertices of a equi-
lateral triangle. Then, an endogenous LV has been generated by a normal
distribution with µ = 0 and σ2 = 3. Each LV reconstructs three MVs. To-
gether with these 3×3 reconstructed MVs we have also added other two MV,
for each of the 3 LVs. These new MVs do not have clustering structure, since
they are generated by a single circular bivariate normal distribution with
µ = 0 and Σ = 6I. Thus, the data set is formed by 9 MVs with clustering
structure (6 directly generated and 3 induced by the relation between ex-
ogenous and endogenous variables) and 6 noise variables that tend to mask
the groups in the data. In Figure 1a the scatterplot matrix of the three
LVs shows the performance of the sequential application of PLS-SEM and
K-Means. The clusters are not well separated; in fact, the adjusted Rand
index (ARI) (Hubert and Arabie, 1985) between the generated partition and
the partition obtained by K-means computed on the LVs of the PLS-SEM is
equal to 0.64. Note that ARI is equal to 0 when two random partitions are
compared and it is equal to 1 when two identical partitions are compared.
In Figure 1b the scatterplot matrix of the LVs shows the simultaneous appli-
cation of PLS-SEM and K-means as proposed in this paper with a specific
methodology. This time the clusters are well separated and the partition
is clearly detected. ARI is equal to 1, i.e., the new methodology exactly
identifies the generated partition. We might think that this is only a simu-
lated example. Thus, we have repeated the analysis on other 300 data sets
generated as above described. The boxplot of the distribution of the 300
adjusted Rand index (ARI) (Figure 1c) confirms that, in almost all cases the
new methodology exactly finds the generated partition (mean of ARI equal
to 0.98), while the sequential application of PLS-SEM and K-means finds
the true partition in 15% of cases and the mean of ARI is equal to 0.65.
Thus, we can conclude that the sequential application of PLS-SEM and
K-means is an unreliable approach to obtain the best partition of the units
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Figure 1: Left figure represents the scatterplot-matrix of the LVs estimated by the sequen-
tial application of PLS-SEM and K-means; center figure represents the scatterplot-matrix
of the LVs estimated by the simultaneous application of PLS-SEM and K-means; right
figure represents the boxplot of ARI distribution between the true and estimated partition
obtained by the sequential and simultaneous approaches on 300 data sets.
and the best structural equation modeling analysis when data are hetero-
geneous. This result strongly motivates the study of a new model that
identifies simultaneously the best clustering and the best manifest variables
reconstructed by a unique common set of measurement/structural relation-
ships. The new methodology is estimated with PLS and therefore is named
partial least squares K-means (PLS-SEM-KM). The model is based on the
simultaneous optimization of PLS-SEM and reduced K-means (De Soete and
Carroll, 1994), where centroids of clusters are located in the reduced space of
the LVs, thus, ensuring the optimal partition of the statistical units on the
best latent hyper-plane defined by the structural/measurement relations es-
timated by the pre-specified model. Moreover, a different approach to select
the optimal number of segments is provided.
The paper is structured as follows. In the section 2 a brief background
on the SEM estimated via PLS procedure in provided. In section 3 the PLS-
SEM-KM model is presented and the PLS algorithm is given. In section 4
the performances of PLS-SEM-KM are tested in a detailed simulation study
providing a comparison with the FIMIX-PLS approach proposed by Hahn et
al. (2002). In section 5 the results obtained by an application on real data
are shown.
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2. Notation and Partial Least Squares in Structural Equation Mod-
eling
2.1. Matrix notation
Before showing the modeling details, the notation and terminology used in
this paper is here presented to allow the reader to easily follow the subsequent
formalizations and algebraic elaborations.
n, J # of: observations, MVs
H, L, P # of: exogenous LVs, endogenous LVs, LVs (P = H + L)
K # of: clusters
Ξ n×H exogenous LVs matrix
H n× L endogenous LVs matrix
Y n× P scores matrix (Y = [Ξ,H])
Γ L×H path coefficients matrix of the exogenous LVs
B L× L path coefficients matrix of the endogenous LVs
Z n× L errors matrix of the endogenous LVs
X n× J data matrix
E n× J errors matrix of the data
ΛH J ×H loadings matrix of the exogenous LVs
ΛL J × L loadings matrix of the endogenous LVs
Λ J × P loadings matrix (Λ = [ΛH ,ΛL])
T n×H errors matrix of the exogenous LVs
∆ n× L errors matrix of the endogenous LVs
Partial least squares (PLS) methodologies are algorithmic tools with ana-
lytic proprieties aiming at solving problems about the stringent assumptions
on data, e.g., distributional assumptions that are hard to meet in real life
(Tenenhaus et al., 2005). Tenenhaus et al. (2005) try to better clarify the ter-
minology used in the PLS field through an interesting review of the literature,
focusing the attention on the structural equation models (SEM) standpoint.
Usually, a PLS-SEM (called also PLS-PM, i.e., PLS path model) consists in
a combination of two models:
• a structural model (or inner model), that specifies the relationships
between latent variables (LV). In this context, a LV is an non-observable
variable (i.e., a theoretical construct) indirectly described by a block of
observable variables which are called manifest variables (MVs);
• a measurement model (or outer model), that relates the MVs to their
own LVs.
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2.2. Structural model
Let X be a n × J data matrix, summarized by P latent variables (j =
1, . . . , j = J ; p = 1, . . . , p = P and P ≤ J), let H be the n × L matrix
of the endogenous LVs with generic element ηi,l, and let Ξ be the n × H
matrix of the exogenous LVs with generic element ξi,h, the structural model
is a causality model that relates the P LVs each other through a set of linear
equations (Vinzi et al., 2010). In matrix form:
H = HBT + ΞΓT + Z, (1)
where B is the L × L matrix of the path coefficients βl,l associated to the
endogenous latent variables, Γ is the L × H matrix of the path coefficients
γl,h associated to the exogenous latent variables, and Z is the n × L matrix
of the residual terms ζi,l.
EXAMPLE 1. An example of structural model is shown in Figure 2. Three
endogenous LVs and three exogenous LVs are reported.
!"
		$%		$" 		$&
!& !%'(,* '+,(
,(,+,(,* ,*,(,(,( ,+,(,*,* ,+,+
Figure 2: Example of structural model with three endogenous LVs and three exogenous
LVs
The structural equations related to the path diagram in Figure 2 are shown
in compact matrix form in Equation (2).η1η2
η3
T = [η1η2η3]
 0 0 0β2,1 0 0
0 β3,2 0
T + [ξ1ξ2ξ3]
γ1,1 γ1,2 0γ2,1 γ2,2 γ2,3
0 γ3,2 γ3,3
T +
ζ1ζ2
ζ3
T .
(2)
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2.3. Measurement model
In PLS-SEM, unlike traditional SEM approach, there are two ways to
relate MVs to their LVs: reflective way and formative way (Diamantopoulos
and Winklhofer, 2001; Tenenhaus et al., 2005). In the reflective way it is
supposed that each MV reflects its LV, i.e., the observed variables are con-
sidered as the effect of the latent construct; a reflective measurement model
can be written in matrix form as
X = YΛT + E
=
[
Ξ H
] [ΛTH
ΛTL
]
+ E
= ΞΛTH + HΛ
T
L + E,
(3)
where ΛH is the J × H loadings matrix of the exogenous latent constructs
with generic element λj,h, ΛL is the J ×L loadings matrix of the endogenous
latent constructs with generic element λj,l, and E is the n × J residuals
matrix with element i,j, under hypothesis of zero mean and is uncorrelated
with ξi,h and ηi,l. Then, the reflective way implies that each MV is related
to its LV by a set of simple regression models with coefficients λj,l. Note
that, in reflective way is necessary that the block of MVs is unidimensional
with respect to related LV. This condition can be checked through different
tools, as well as principal component analysis (PCA), Cronbach’s alpha and
Dillon-Goldstein’s (Vinzi et al., 2010; Sanchez, 2013).
Conversely, in the formative way each MV is supposed ”forming” its LV,
i.e., the observed variables are considered as the cause of the latent construct.
Formally, in the case of exogenous latent construct the model can be written
as
Ξ = XΛH + T, (4)
whereas, in the case of endogenous latent construct the model can be written
as
H = XΛL + ∆, (5)
where T and ∆ are, respectively, the n×H and n× L errors matrices with
element τi,h and δi,l, under hypothesis of zero mean and is uncorrelated with
xi,j. Then, the formative way implies that each MV is related to its LV by a
multiple regression model with coefficients λ’s.
EXAMPLE 2. In Figure 3 are shown two examples of PLS-SEM with three
latent constructs (η1, ξ1, and ξ2) and six observed variables (x1, x2, x3, x4,
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x5, and x6). In particular, there are two exogenous LVs (ξ1 and ξ2) and one
endogenous LV (η1). The MVs are related to their LVs in reflective way (left
plot) and formative way (right plot).
!"
		$%		$"
		&" 		&%
		&'
	&(
		&)
		&*
+,,, +.,,+/,,
+0,,
+1,.
+2,.
!"
		$%		$"
		&" 		&%
		&'
	&(
		&)
		&*
+,,, +.,,+/,,
+0,,
+1,.
+2,.
Figure 3: Two examples of PLS path model with three LVs and six MVs: reflective
measurement models (left) and formative measurement models (right)
Formally, the reflective measurement models represented in the left plot of
Figure 3 can be written as
x1
x2
x3
x4
x5
x6

T
=
[
ξ1 ξ2
]

0 0
0 0
λ3,1, 0
λ4,1 0
0 λ5,2
0 λ6,2

T
H
+
[
η1
]

λ1,1
λ2,1
0
0
0
0

T
L
+

1
2
3
4
5
6

T
, (6)
whereas, for the formative measurement models, we can use Equation (7) in
the case of exogenous LVs, and Equation (8) in the case of endogenous LVs.
[
ξ1
ξ2
]T
=
[
x1 x2 x3 x4 x5 x6
]

0 0
0 0
λ3,1, 0
λ4,1 0
0 λ5,2
0 λ6,2

T
H
+
[
τ1
τ2
]
, (7)
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[
η1
]
=
[
x1 x2 x3 x4 x5 x6
]

λ1,1
λ2,1
0
0
0
0

T
L
+
[
δ1
]
. (8)
3. Partial Least Squares K-Means
3.1. Model and algorithm
Given the n × J data matrix X, the n × K membership matrix U, the
K × J centroids matrix C, the J × P loadings matrix Λ=[ΛH ,ΛL], and the
errors matrices Z (n× L) and E (n× J), the partial least squares K-means
(PLS-SEM-KM) model can be written as follows:
H = HBT + ΞΓT + Z
X = YΛT + E = ΞΛTH + HΛ
T
L + E
X = UCΛΛT = UCΛHΛ
T
H + UCΛLΛ
T
L + E,
(9)
subject to constraints: (i) ΛTΛ = I; and (ii) U ∈ {0, 1}, U1K = 1n. Thus,
the PLS-SEM-KM model includes the PLS and the clustering equations (i.e.,
X = UC and then, Y = XΛ becomes Y = UCΛ). In fact, the third set
of equations is the reduced K-means model (De Soete and Carroll, 1994).
The simultaneous estimation of the three sets of equations will produce the
estimation of the presupposed SEM describing relations among variables and
the corresponding best partitioning of units.
When applying PLS-SEM-KM, the number of groups K is unknown and
the identification of an appropriate number of clusters is not a straightforward
task. Several statistical criteria have been proposed. In this paper we use the
gap method discussed in Tibshirani et al. (2001) for estimating the number of
clusters, i.e., a pseudo-F designed to be applicable to virtually any clustering
method. In particular, the preliminary step of the PLS-SEM-KM algorithm
consists in the selection of the optimal number of classes, according to the
maximum level of the pseudo-F function computed on the entire data set.
The next steps are shown follows.
Given: the n × J standardized data matrix X; the J × P design matrix
of the measurement model DΛ, with binary elements equal to 1 if a MV is
associated to a LV and 0 otherwise; the P × P path design matrix of the
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structural model DB, with binary elements equal to 1 if a latent exogenous or
endogenous variable explains a latent endogenous variable and 0 otherwise.
Note that the matrix DB is symmetrized.
Algorithm 1 PLS-SEM-KM algorithm
1: Fix K, initialize Λ = DΛ and random memberships matrix U;
ω = 10−12, iter=0, maxiter=300;
2: Compute centers C = (UTU)−1UTX and latent scores Y = UCΛ;
3: iter=iter+1;
Inner approximation
4: Estimate covariance matrix ΣY = n
−1YTJY (with J = In−111T );
5: Compute inner weights W = DB ⊗ΣY ;
6: Estimate new scores YW = YW;
Outer approximation
7: Update Λ→ Λn = CTUTYW (YTWYW )−1;
8: Update U→ argmin
U
∥∥X−UCΛnΛTn∥∥2 subject to ΛTnΛn = 1P , U = {0, 1},
U1K = 1n;
9: Compute new centers Cn = (U
TU)−1UTX;
Stopping rule
10: if ‖CΛ−CnΛn‖2 > ω & iter<maxiter, C = Cn, Λ = Λn, Y = UCnΛn;
repeat step 3-9;
11: else
exit loop 3-9;
12: end if
Path coefficients estimation
13: for l = 1 to L do
14: for h = 1 to H do
15: Compute Yh = XΛh
16: Compute Yl = XΛl
17: Compute Γ = (YTh∗Yh∗)
−1YTh∗Yl
18: Compute B = (YTl∗Yl∗)
−1YTl∗Yl
19: end for
20: end for
Yh is the h-th exogenous latent score and Yl is the l-th endogenous la-
tent score; The symbol ⊗ indicates the element-wise product of two matrices,
while ∗ indicates the adjacent latent scores matrix, i.e., the set of latent scores
that are related to the Yh or Yl. The PLS-SEM-KM algorithm is a devel-
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opment of the Wold’s original algorithm used to the PLS-SEM estimate in
Lohmo¨ller (1989) and in Lohmo¨ller (2013).
Note that, in the PLS-SEM-KM algorithm centroids matrix C and the load-
ings matrix Λ simultaneously converge. It is important to remember that
the algorithm, given the constraints on U, can be expected to be rather sen-
sitive to local optima. For this reasons, it is recommended the use of some
randomly started runs to find the best solution.
3.2. Local and global fit measures
In PLS-SEM context, there is not a well-identified global optimization
criterion to assess the goodness of the model, since PLS-SEM models are
variance-based models strongly oriented to prediction and its validation mainly
is focused on the predictive capability.
According to the PLS-SEM approach, each part of the model needs to be val-
idated: the measurement model, the structural model and the global model
(Vinzi et al., 2010). In particular, PLS-SEM provides different fit indices: the
communality index for the measurement models, the R2 index for the struc-
tural models and the Goodness of Fit (GoF) index for the overall model.
Communalities are simply the squared correlations between MVs and the
corresponding LV. Then, communalities measure the part of the covariance
between a latent variable and its block of observed variables that is common
to both. For the j-th manifest variable of the p-th latent score they are
calculated as
com(xj,p, yp) = corr
2(xj,p, yp). (10)
Usually, for each p-th block of MVs in the PLS-SEM model, the quality of
the entire measurement model is assessed by the mean of the communality
indices as in equation (11).
comp(xj,p, yp) = J
−1
p
Jp∑
j=1
corr2(xj,p, yp), (11)
where Jp is the number of the MVs in the p-th block. Note that, for each
endogenous LV of the structural model we have an R2 interpreted similarly
as in any multiple regression model. Then, R2 indicates the amount of vari-
ance in the endogenous latent construct explained by its independent latent
variables (Vinzi et al., 2010; Sanchez, 2013).
Finally, we have the GoF index that is a pseudo Goodness of Fit measure
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accounting for the model quality at both the measurement and the structural
models. GoF is calculated as the geometric mean of the average communality
and the average R2 values. Formally,
GoF = (PJp)
−1/2
[
P∑
p=1
Jp∑
j=1
corr2(xj,p, yp)
]1/2
L−1/2
[
P∑
p=1
L∑
l=1
R2(yp, yl)
]1/2
,
(12)
where yh is the h-th latent score of the exogenous LVs, yl is the l-th latent
score of the endogenous LVs, and L is the number of endogenous LVs. It can
be observed that if data are generated according to structural and measure-
ment models (1) and (3) with zero residuals GoF is equal to 1.
Note that GoF can be seen as an index of average prediction for the entire
model. For instance, a GoF value of 0.78 could be interpreted as if the pre-
diction power of the model is of 78%. Moreover, the penalized R-squared
(R2∗) index is here proposed for assessing also the classification part in the
PLS-SEM-KM model (Equation (13)):
R2∗ =
[
R¯2L ×
∥∥UCΛΛT∥∥2 / ‖X‖2]1/2 , (13)
where the first term of the product is the mean of R2 computed for each
endogenous latent construct, and the second term is the ratio between the
model between groups deviance and the total deviance. In this way, the index
is more sensible for the mis-classification events. Also R2∗ assumes values in
[0, 1] interval.
4. Simulation study
In this section, we have prepared a simulation study for assessing the per-
formances of the partial least squares K-means (PLS-SEM-KM) algorithm
through a comparison with finite mixture partial least squares (FIMIX-PLS)
proposed by Hahn et al. (2002).
4.1. Simulation scheme
In order to generate the manifest variables in matrix X, the models shown
in equation (1) and equation (3) have been used. In fact, if we rewrite
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equation (1) as
H(I−BT ) = ΞΓT + Z
H = ΞΓT (I−BT )−1 + Z(I−BT )−1
H = ΞΓT (I−BT )−1 + error,
(14)
and we include equation (14) in equation (3), we obtain
X = ΞΛTH + ΞΓ
T (I−BT )−1ΛTL + E. (15)
Then, using the model shown in equation (15) we have simulated data ma-
trices formed by different samples of statistical units and 9 MVs (n× 9 data
matrices). The 9 generated variables are split in three blocks related to 3
LVs according the path diagram shown in Figure 4.
𝜼𝟏
		𝝃𝟏 		𝝃𝟐
𝜼𝟏
		𝝃𝟏 𝜼𝟐
Figure 4: Path diagrams of the structural models specified by the simulation scheme
The exogenous latent scores matrix Ξ has been generated by a mixture of K
different Normal distributions (2 uncorrelated dimensions for the first path
model and 1 dimension for the second path model) to obtain a structure of
K groups of units. The errors matrix E has been generated by a multivariate
Normal distribution (9 uncorrelated dimensions) with means equal to zero
(i.e., noise) and standard deviation fixed as: σ = 0.30 (low error), σ = 0.40
(medium error), σ = 0.50 (high error). Finally, all outer and inner loadings
(i.e., the matrices Λ and B) have been fixed at 0.85.
In Figure 5a the scatterplot-matrix of a random generation of the latent
scores with low error is shown. Note that LVI is ξ1, LV2 is ξ2 and LV3 is
η1. The three generated groups with three different colors (30 points blue,
30 points red and 40 points black) and three different symbols (+, ×, and
4) are very well-separated and homogenous.
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(a) (b) (c)
Figure 5: Scatterplot-matrix of generated data with low, medium and high error.
Different results are shown with medium error (Figure 5b), where the three
groups not well-separated, mostly between the latent scores ξ2 and η1.
Finally, Figure 5c shows the results obtained with high error that, obviously,
correspond to the most confused situation: the groups are not separated
and homogeneous, and there is an overlap in all the three couple of latent
dimensions.
Moreover, for better investigating the performance of both PLS-SEM-KM
and FIMIX-PLS we have realized a simulation study that represents different
data constellations that could occur in empirical applications. According to
recent simulation studies on PLS segmentation (Becker et al., 2013; Ringle
et al., 2014; Schlittgen, 2016), we have selected the following experimental
factors:
• Number of observations : small sample size (n = 150); large sample
size (n = 300).
• Number of segments (clusters): K = 3; K = 4.
• Segments size: balanced (mixture proportion when K = 3: p1 = 0.33,
p2 = 0.33, p3 = 0.34; mixture proportion when K = 4: p1 = p2 =
p3 = p4 = 0.25); unbalanced 1 (mixture proportion when K = 3:
p1 = 0.66, p2 = 0.17, p3 = 0.17; mixture proportion when K = 4:
p1 = 0.40, p2 = 0.20, p3 = 0.20, p4 = 0.20); unbalanced 2 (mixture
proportion when K = 3: p1 = 0.15, p2 = 0.42, p3 = 0.43; mixture
proportion when K = 4: p1 = 0.10, p2 = 0.30, p3 = 0.30, p4 = 0.30).
• Standard deviation of data generation error : low error (σ = 0.30);
medium error (σ = 0.40); high error (σ = 0.50).
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• PLS structural model complexity : Model 1 (simple path model shown
in left plot of Figure 4; Model 2 (complex path model shown in right
plot of Figure 4.
In order to have more stable results, we have randomly generated 100 datasets
for each factor level combination. Then, in particular we have 2 × 2 × 3 ×
3× 2× 100 = 7200 generated datasets.
4.2. Simulation study results
We have separated the simulation results in 4 different contexts, each of
them with 18 different experimental cases random repeated 100 times.
In particular, we have context 1: path model 1 and K = 3, context 2:
path model 2 and K = 3, context 3: path model 1 and K = 4, and context 4:
path model 2 and K = 4. Table 1 shown the 18 different experimental cases.
Table 1: Experimental cases list of the simulation study
Exp. Case Sample Size Segments size Error level
1 small balanced low
2 small balanced medium
3 small balanced high
4 small unbalanced 1 low
5 small unbalanced 1 medium
6 small unbalanced 1 high
7 small unbalanced 2 low
8 small unbalanced 2 meidum
9 small unbalanced 2 high
10 large balanced low
11 large balanced medium
12 large balanced high
13 large unbalanced 1 low
14 large unbalanced 1 medium
15 large unbalanced 1 high
16 large unbalanced 2 low
17 large unbalanced 2 medium
18 large unbalanced 2 high
For evaluating the performance of the models we have used the penalized
R-squared (R2∗) index presented in Section 3. In Table 2 we can see the
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arithmetic mean of the R2∗ values obtained for each experimental case of
the first and second simulated context by PLS-SEM-KM and FIMIX-PLS,
respectively. Similarly, in 3 we can see the arithmetic mean of each R2∗ distri-
bution obtained for each experimental case of the third and fourth simulated
context by PLS-SEM-KM and FIMIX-PLS, respectively.
Table 2: Mean of the values of R2∗ obtained by of PLS-SEM-KM and FIMIX-PLS for all
experimental cases of the first and second simulated context
Context 1 Context 2
Exp. Case PLS-SEM-KM FIMIX-PLS PLS-SEM-KM FIMIX-PLS
1 0.981 0.954 0.718 0.577
2 0.968 0.952 0.705 0.573
3 0.952 0.947 0.682 0.549
4 0.980 0.751 0.513 0.378
5 0.980 0.751 0.513 0.378
6 0.951 0.695 0.441 0.437
7 0.978 0.714 0.437 0.375
8 0.964 0.671 0.430 0.397
9 0.948 0.652 0.384 0.396
10 0.981 0.976 0.722 0.578
11 0.968 0.952 0.699 0.564
12 0.951 0.941 0.678 0.539
13 0.980 0.743 0.488 0.397
14 0.967 0.727 0.495 0.415
15 0.949 0.695 0.446 0.446
16 0.979 0.708 0.437 0.364
17 0.964 0.692 0.398 0.374
18 0.946 0.631 0.392 0.452
Tables 2 and 3 show that the results obtained by PLS-SEM-KM are in
almost all cases better than model FIMIX-PLS. In Context 1, where the
path model 1 has been considered, the difference between PLS-SEM-KM
and FIMIX-PLS are more relevant for cases from 4 to 9 (from 22% to 29%
better) and for cases from 13 to 18 (from 23% to 31% better), corresponding
to the unbalanced cases. In the Context 2 differences are still in favor of the
PLS-SEM-KM, but with a less relevant magnitude (no more than 14%), this
time in the balanced cases.
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Table 3: Mean of the values of R2∗ obtained by of PLS-SEM-KM and FIMIX-PLS for all
experimental cases of the third and fourth simulated context
Context 3 Context 4
Exp. Case PLS-SEM-KM FIMIX-PLS PLS-SEM-KM FIMIX-PLS
1 0.975 0.926 0.703 0.623
2 0.954 0.887 0.659 0.561
3 0.925 0.889 0.603 0.489
4 0.963 0.828 0.694 0.564
5 0.963 0.828 0.694 0.564
6 0.829 0.795 0.601 0.455
7 0.808 0.648 0.643 0.465
8 0.705 0.653 0.648 0.419
9 0.630 0.627 0.597 0.368
10 0.975 0.938 0.684 0.645
11 0.955 0.905 0.659 0.572
12 0.928 0.864 0.600 0.485
13 0.977 0.862 0.694 0.576
14 0.932 0.805 0.661 0.523
15 0.867 0.808 0.607 0.451
16 0.843 0.650 0.668 0.449
17 0.691 0.635 0.648 0.406
18 0.617 0.631 0.600 0.363
Moreover, the results show also that R2∗ index for both PLS-SEM-KM
and FIMIX-PLS reduces with the increase of the number of segments. This
is expected because the probability of misclassification increases. Note that
in FIMIX-PLS, as such as in other segmentation models, the correct identi-
fication of the number of clusters (segments) is not easy when the number of
segments increases. This because FIMIX-PLS follows a mixture regression
concept that allows the estimation of separate linear regression functions, and
in this way the number of parameters exponentially increases when the num-
ber of segments increase, and the usual criteria based on likelihood function,
such as AIC and BIC become not very reliable (Bulteel et al., 2013).
Furthermore, it is useful recall that we have generated data from nor-
mal mixture model; thus FIMIX-PLS is advantaged since the data for the
simulation study are generated according to the FIMIX-PLS hypotheses, by
assuming that each endogenous latent variable ηl is distributed as a finite
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mixture of conditional multivariate normal densities (Ringle et al., 2010).
Conversely, in PLS-SEM-KM there are not particular assumption on the
distribution of data.
In order to understand the performance of PLS-SEM-KM algorithm we
have also studied the presence of local minima and situations of overfitting.
Then, once established that there are cases where the Adjusted Rand Index
(ARI) is lower than 1 (i.e., the real partition is not identified), it is useful
to analyze the single case where the real partition has not been found by
PLS-SEM-KM algorithm.
Table 4 shows the performance of the model in terms of clustering capa-
bility for 100 randomly chosen experimental conditions. The second column
of the table shows the percentage of times the gap method, discussed in sec-
tion 3, identifies the real number of clusters (K = 3 or K = 4). The third
column shows the percentage of times the algorithm finds the true partition;
the fourth column shows the percentage of not optimal local minima; and fi-
nally, the fifth column displays the percentage of overfitting in the estimation
of the model.
Table 4: Performance of the PLS-SEM-KM algorithm using a single random start in the
three different error levels for 100 randomly chosen experimental conditions (percentage
values)
Sd. Error optimal K model is true Local minima Overfitting
σ = 0.30 100.00 99.90 0.00 0.10
σ = 0.40 100.00 88.00 7.40 4.60
σ = 0.50 100.00 72.60 17.20 10.20
Observing these results, we can try to reduce the number of local minima
by increasing the number of initial random starts. In these cases, the use of
15 random starts usually suffices, when the error is not very high (σ = 0.30),
and the groups structure is not masked. Indeed, the algorithm finds the
optimal solution in 99.90%; while there are 0.10% of overfitting cases, only,
and any local minima. However, in the cases where the groups structure is
masked as in the case of medium and high level of error, the algorithm cannot
completely eliminates the number of local minima. In these two cases the
algorithm finds the optimal solution in 88% and 72.60% of cases, respectively.
Thus, it is advisable to increase initial random starts when the clustering of
the data is not clear.
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5. Application on real data
In this section an application on real data of the partial least squares
K-Means model is presented. For this application the European Consumer
Satisfaction Index (ECSI) has been considered analyizing the ECSI approach
in mobile phone industry (Bayol et al., 2000; Tenenhaus et al., 2005).
5.1. European Consumer Satisfaction Index
ECSI is an economic indicator that measures the customer satisfaction.
It is an adaptation of the Swedish Customer Satisfaction Barometer (Fornell,
1992; Fornell et al., 1996; Hackl and Westlund, 2000) and is compatible with
the American Customer Satisfaction Index (ACSI). A model has been derived
specifically for the ECSI. In the complete model, there are seven interrelated
latent variables as described below.
• Image: refers to the brand name and the kind of associations customers
get from the product/brand/company. It is expected that image will
have a positive effect on customer satisfaction and loyalty. In addition,
image is also expected to have a direct effect on expectations.
• Expectations: is the information based on, not actual consumption
experienced but, accumulated information about quality from outside
sources, such as advertising, word of mouth, and general media.
• Perceived Quality: comprises product quality (hardware) and ser-
vice quality (soft-ware/human-ware). Perceived product quality is the
evaluation of recent consumption experience of products. Perceived
service quality is the evaluation of recent consumption experience of
associated services like customer service, conditions of product display,
range of services and products, etc. Perceived quality is expected to
affect satisfaction.
• Perceived Value: is the perceived level of product quality relative
to the price paid of the ”value for the money” aspect of the customer
experience.
• Satisfaction: is defined as an overall evaluation of a firm’s post-
purchase performance or utilization of a service.
• Complaints: implies the complaints of customers.
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• Loyalty: refers to the intention repurchase and price tolerance of cus-
tomers. It is the ultimate dependent variable in the model and it is
expected that the better image and higher customer satisfaction should
increase customer loyalty.
Moreover, a set of observed variables is associated with each latent variables.
The entire model is important for determining the main goal variable, being
Customer Satisfaction Index (CSI).
5.2. ECSI model for mobile phone example
The dataset consists in 24 observed variables that represent the answers
of 250 consumers of a mobile phone provider. The original items vj,p, scaled
from 1 to 10, are transformed into new normalized variables (scaled from 0
to 100) as following:
xj,p =
100
9
(vj,p − 1) ∈ [0, 100] (16)
The missing data for a variable have been replaced by the mean of the vari-
able. In Figure 6 is represented the complete ECSI model for the mobile
phone industry.
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Figure 6: ECSI model for the mobile phone industry
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The MVs included in dataset are the following:
x1: It can be trusted in what it says and does
x2: It is stable and firmly established
x3: It has a social contribution for the society
x4: It is concerned with customers
x5: It is innovative and forward looking
x6: Expectations for the overall quality of ”your mobile phone provider” at
the moment you became customer of this provider
x7: Expectations for ”your mobile phone provider” to provide products and
services to meet your personal need
x8: How often did you expect that things could go wrong at ”your mobile
phone provider”
x9: Overall perceived quality
x10: Technical quality of the network
x11: Customer service and personal advice offered
x12: Quality of the services you use
x13: Range of services and products offered
x14: Reliability and accuracy of the products and services provided
x15: Clarity and transparency of information provided
x16: Given the quality of the products and services offered by ”your mobile
phone provider” how would you rate the fees and prices that you pay for
them?
x17: Given the fees and prices that you pay for ”your mobile phone provider”
how would you rate the quality of the products and services offered by ”your
mobile phone provider”?
x18: Overall satisfaction
x19: Fulfillment of expectations
x20: How well do you think ”your mobile phone provider” compares with
your ideal mobile phone provider?
x21: You complained about ”your mobile phone provider” last year.
How well, or poorly, was your most recent complaint handled; or
You did not complain about ”your mobile phone provider” last year.
Imagine you have to complain to ”your mobile phone provider” because of a
bad quality of service or product. To what extent do you think that ”your
mobile phone provider” will care about your complaint?
x22: If you would need to choose a new mobile phone provider how likely is
it that you would choose ”your provider” again?
x23: Let us now suppose that other mobile phone providers decide to lower
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their fees and prices, but ”your mobile phone provider” stays at the same
level as today. At which level of difference (in %) would you choose another
mobile phone provider?
x24: If a friend or colleague asks you for advice, how likely is it that you
would recommend ”your mobile phone provider”?
5.3. Results
The first step of the analysis consists in the choice of the number of
clusters K. The gap method proposed by Tibshirani at al. (2001) suggests
K = 3, with the corresponding value of pseudo-F equal to 1.3994 as shown
in Figure 7.
Figure 7: Pseudo-F function obtained via gap method on the PLS scores from 2 to 10
clusters
After the number of clusters has been chosen, the PLS-SEM-KM algo-
rithm can be applied. Table 5 includes the loadings obtained by PLS-SEM-
KM (note that variables are standardized).
Once analyzed the measurement models (i.e., outer model), the structural
model (i.e., inner model) has been considered. Table 6 shows the P ×P path
coefficients matrix (note that this matrix includes endogenous and exogenous
path coefficients, i.e., B and Γ) estimated by the model (the latent scores
have been standardized).
Table 6 shows that the Image construct has a positive relationship with
the all its endogenous LVs, though it has a stronger effect on the Expec-
tations construct (0.51) than Satisfaction (0.18) and Loyalty (0.20). The
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Table 5: Loadings matrix Λ obtained by the PLS-SEM-KM model
MVs ξ1 η1 η2 η3 η4 η5 η6
x1 0.449 0 0 0 0 0 0
x2 0.398 0 0 0 0 0 0
x3 0.355 0 0 0 0 0 0
x4 0.528 0 0 0 0 0 0
x5 0.486 0 0 0 0 0 0
x6 0 0.615 0 0 0 0 0
x7 0 0.607 0 0 0 0 0
x8 0 0.503 0 0 0 0 0
x9 0 0 0.419 0 0 0 0
x10 0 0 0.284 0 0 0 0
x11 0 0 0.399 0 0 0 0
x12 0 0 0.377 0 0 0 0
x13 0 0 0.375 0 0 0 0
x14 0 0 0.381 0 0 0 0
x15 0 0 0.397 0 0 0 0
x16 0 0 0 0.624 0 0 0
x17 0 0 0 0.781 0 0 0
x18 0 0 0 0 0.558 0 0
x19 0 0 0 0 0.563 0 0
x20 0 0 0 0 0.609 0 0
x21 0 0 0 0 0 1.000 0
x22 0 0 0 0 0 0 0.585
x23 0 0 0 0 0 0 0.099
x24 0 0 0 0 0 0 0.805
Table 6: Path coefficients matrix obtained by the PLS-SEM-KM model
ξ1 η1 η2 η3 η4 η5 η6
ξ1 0 0.507 0 0 0.177 0 0.201
η1 0 0 0.554 0.048 0.071 0 0
η2 0 0 0 0.557 0.509 0 0
η3 0 0 0 0 0.191 0 0
η4 0 0 0 0 0 0.523 0.479
η5 0 0 0 0 0 0 0.067
η6 0 0 0 0 0 0 0
Expectations construct has a significant effect on the Perceived Quality only
(0.55), while it has very low effect on the Perceived Value (0.05) and Satisfac-
tion (0.07). The Perceived Quality block has effect on Perceived Value and
Satisfaction (correlation values equal to 0.56 and 0.51, respectively). The
Perceived Value construct has an effect equal to 0.19 on the Satisfaction,
which has an effect equal to 0.52 on the Complaints. Finally, the Complaints
construct has effect on the Loyalty only, with a correlation level equal to
0.07.
Now, we show the results obtained on the model assessment. In particular
we have obtained the communality average equal to 0.5916, the R2 average
equal to 0.3872, and the Goodness of Fit equal to 0.478. In Table 7 we can
see fit measures computed on each latent construct.
From Table 7 we can say that the PLS-SEM-KM model shows good perfor-
mances in terms of unidimensionality of the reflective blocks of the variables,
communalities, R2 (on endogenous latent variables only) and GoF.
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Table 7: Fit measures computed on each block of MVs
LVs Communality R-Squared Cronbach’alpha
Image 0.200 0.000 0.997
Expectations 0.333 0.257 0.998
PercQuality 0.143 0.307 0.999
PercValue 0.500 0.342 0.990
Satisfaction 0.333 0.677 1.000
Complaints 1.000 0.274 1.000
Loyalty 0.333 0.454 0.919
The last step of the analysis is the description of the groups defined by
PLS-SEM-KM model. Table 8 shows the summary statistics of the three
found groups computed on the seven normalized latent scores.
Table 8: Summary statistics of the three groups of mobile phone customers
Group 1 (n = 92)
ξ1 η1 η2 η3 η4 η5 η6
Min 0.460 0.180 0.660 0.000 0.537 0.000 0.019
Q1 0.722 0.652 0.775 0.688 0.710 0.778 0.824
Median 0.802 0.773 0.837 0.778 0.787 0.889 0.898
Mean 0.796 0.752 0.840 0.763 0.794 0.832 0.862
Q3 0.861 0.849 0.905 0.878 0.875 1.000 0.956
Max 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Group 2 (n = 112)
ξ1 η1 η2 η3 η4 η5 η6
Min 0.225 0.145 0.483 0.000 0.273 0.000 0.190
Q1 0.541 0.481 0.594 0.511 0.526 0.556 0.594
Median 0.600 0.584 0.648 0.622 0.599 0.667 0.698
Mean 0.607 0.584 0.643 0.591 0.589 0.638 0.696
Q3 0.681 0.664 0.687 0.667 0.647 0.778 0.804
Max 0.845 1.000 0.831 0.889 1.000 1.000 1.000
Group 3 (n = 46)
ξ1 η1 η2 η3 η4 η5 η6
Min 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Q1 0.306 0.359 0.284 0.333 0.272 0.333 0.263
Median 0.440 0.497 0.414 0.444 0.353 0.444 0.467
Mean 0.392 0.471 0.398 0.423 0.345 0.447 0.460
Q3 0.494 0.599 0.486 0.556 0.445 0.667 0.626
Max 0.676 0.820 0.704 1.000 0.691 1.000 1.000
The first group, formed by 92 observations, indicates a highly satisfied pro-
file of customers (central values around the 0.8); the second group, formed by
112 observations, indicates a medially satisfied profile of customers (central
values around 0.6); the third group, formed by 46 observations, indicates a
lowly satisfied profile of customers (central values around the 0.4).
6. Conclusions
In a wide range of applications, the assumption that data are collected
from a single homogeneous population, is often unrealistic, and the identifi-
cation of different groups (clusters) of observations constitutes a critical issue
in many fields.
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This work is focused on the structural equation modeling (SEM) in the
PLS-SEM context, (i.e., SEM estimated via partial least squares (PLS)
method), when the data are heterogeneous and tend to form clustering struc-
tures. We know that the traditional approach to clustering in SEM consists
in estimating separate models for each cluster, where the partition is a priori
specified by the researcher or obtained via clustering methods. Conversely,
the partial least squares K-means (PLS-SEM-KM) approach, provides a sin-
gle model that guarantees the best partition of objects represented by the
best causal relationship in the reduced latent space.
The simulation study has highlighted a good reliability of the model,
which guarantees good results in different experimental cases, when the data
have a clustering structure; conversely, the sequential approach to use PLS-
SEM followed by clustering on the latent variables may fail to identify the
correct clusters. The simulation study shows that in almost all experimental
cases PLS-SEM-KM achieves better than finite mixture partial least squares
(FIMIX-PLS) model proposed by Hahn et al. (2002). Moreover, we recall
FIMIX-PLS in the simulation study has been advantaged since it is based
on the assumption that each endogenous latent construct is distributed as
a finite mixture of multivariate normal densities, and we have generated
data from mixtures of normal distributions. However, imposition of a dis-
tributional assumption on the endogenous latent variables may prove to be
problematic. This criticism gains force when one considers that PLS path
modeling is generally preferred to covariance structure analysis (CSA) in
circumstances where assumptions of multivariate normality cannot be made
(Ringle et al., 2010). Conversely, in PLS-SEM-KM there are not distribu-
tional assumptions. Another problem that was found for FIMIX-PLS, as
such as for other segmentation models, is the correct identification of the
number of clusters (segments) when it increases since the approach follows a
mixture of regressions; concept that needs the estimation of separate linear
regression functions. In this way the number of parameters exponentially
increases at the increasing of the number of segments, and the usual criteria
based on likelihood function, as such as AIC and BIC are not very reliable.
In the PLS-SEM-KM algorithm the gap-method proposed by Tibshirani et
al., 2001 is used, and the simulation study shows that the real number of
clusters is identified in 100% of cases in all the simulated contexts.
On the other hand, in the application on real data we can say that PLS-
SEM-KM, in the optimal case (i.e., when the causal structure of the model
well-represents the partition that characterizes the data), does not particu-
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larly modify the results on the structural and measurement models obtained
by the simple PLS-SEM as shown in literature (Bayol et al., 2000; Tenenhaus
et al., 2005).
However, in future research could be interesting to evaluate the PLS-
SEM-KM performance against the more recent approaches, as prediction
oriented segmentation in PLS path models (PLS- POS) proposed by Becker
et al. (2013), genetic algorithm segmentation in partial least squares path
modeling (PLS-GAS) proposed by Ringle et al., (2013), and particularly
segmentation of PLS path models through iterative reweighted regressions
(PLS-IRRS) proposed by Schlittgen et al. (2016).
References
References
[1] Bagozzi, R. P. and Yi, Y. (1994). Advanced topics in structural
equation models. Advanced Methods of Marketing Research, 151.
[2] Bayol, M. P., de la Foye, A., Tellier, C., and Tenenhaus, M.
(2000). Use of PLS path modeling to estimate the European consumer
satisfaction index (ECSI) model. Statistica Applicata, 12(3), pp. 361–
375.
[3] Becker, J. M., Rai, A., Ringle, C. M., Vo¨lckner, F. (2013).
Discovering unobserved heterogeneity in structural equation models to
avert validity threats. Mis Quarterly, 37(3), pp. 665–694.
[4] Bulteel, K., Wilderjans, T. F., Tuerlinckx, F., Ceulemans,
E. (2013). CHull as an alternative to AIC and BIC in the context of
mixtures of factor analyzers. Behavior Research Methods, 45(3), pp.
782–791.
[5] Dempster, A.P., Laird, N.M., Rubin, D.B. (1977). Maximum
Likelihood from Incomplete Data via the EM Algorithm. Journal of
the Royal Statistical Society: Series B, 39(1), pp. 1–38.
[6] De Soete, G. and Carroll, J.D. (1994). K-means clustering in
a low-dimensional Euclidean space. In: Diday, E., et al. (Eds.). New
Approaches in Classification and Data Analysis. Springer, Heidelberg,
pp. 212–219.
28
[7] Diamantopoulos, A. and Winklhofer, H. M. (2001). Index con-
struction with formative indicators: An alternative to scale develop-
ment. Journal of Marketing Research, 38(2), pp. 269–277.
[8] Fornell, C. and Larcker, D. F. (1981). Structural equation mod-
els with unobservable variables and measurement error: Algebra and
statistics. Journal of Marketing Research, pp. 382–388.
[9] Fornell, C. (1992). A national customer satisfaction barometer: The
Swedish experience. The Journal of Marketing, pp. 6–21.
[10] Fornell, C., Johnson, M. D., Anderson, E. W., Cha, J.,
Bryant, B. E. (1996). The American customer satisfaction index: na-
ture, purpose, and findings. The Journal of Marketing, pp. 7–18.
[11] Hackl, P. and Westlund, A. H. (2000). On structural equation
modelling for customer satisfaction measurement. Total Quality Man-
agement, 11(4-6), pp. 820–825.
[12] Hahn, C., Johnson, M. D., Herrmann, A., Huber, F. (2002).
Capturing customer heterogeneity using a finite mixture PLS approach.
Schmalenbach Business Review, 54(3), pp. 243–269.
[13] Hofstede, F. T., Steenkamp, J. B. E., Wedel, M. (1999). In-
ternational market segmentation based on consumer-product relations.
Journal of Marketing Research, pp. 1–17.
[14] Hubert, L. and Arabie, P. (1985). Comparing partitions. Journal of
Classification, 2, pp. 193–218.
[15] Jedidi, K., Jagpal, H. S., DeSarbo, W. S. (1997). Finite-mixture
structural equation models for response based segmentation and unob-
served heterogeneity. Marketing Science, 16(1), pp. 39–59.
[16] Jo¨reskog, K. G. (1978). Structural analysis of covariance and corre-
lation matrices. Psychometrika, 43(4), pp. 443–477.
[17] Lohmo¨ller, J. B. (1989). Latent variable path analysis with partial
least squares. Heidelberg: Physica.
29
[18] McLachlan, G. J., Krishnan, T., Ng, S. K. (2004). The EM
algorithm (No. 2004, 24). Papers/Humboldt Universita¨t Berlin, Center
for Applied Statistics and Economics (CASE).
[19] Rand, W. M. (1971). Objective criteria for the evaluation of clustering
methods. Journal of the American Statistical Association, 66(336), pp.
846–850.
[20] Ringle, C., Wende, S., Will, A. (2005). Smart-PLS Version 2.0
M3. University of Hamburg.
[21] Ringle, C. M., Wende, S., Will, A. (2010). Finite mixture partial
least squares analysis: Methodology and numerical examples. Springer
Berlin Heidelberg Handbook of Partial Least Squares, pp. 195–218.
[22] Ringle, C. M., Sarstedt, M., Straub, D. (1971). A critical look
at the use of PLS-SEM in MIS Quarterly.
[23] Ringle, C. M., Sarstedt, M., Schlittgen, R. (2014). Genetic al-
gorithm segmentation in partial least squares structural equation mod-
eling. OR spectrum, 36(1), pp. 251–276.
[24] Ro¨nkko¨, M., McIntosh, C. N., Antonakis, J., Edwards, J.
R. (2016). Partial least squares path modeling: Time for some serious
second thoughts. Journal of Operations Management, 47, pp. 9–27.
[25] Sanchez, G. (2013). PLS path modeling with R. Berkeley: Trowchez
Editions.
[26] Sarstedt, M. (2008). A review of recent approaches for capturing
heterogeneity in partial least squares path modeling. Journal of Modeling
in Management, 3(2), pp. 140–161.
[27] Sarstedt, M., Ringle, C. M., Hair, J. F. (2017). Treating un-
observed heterogeneity in PLS-SEM: A multi-method approach. Partial
Least Squares Path Modeling, Springer Cham, pp. 197–217.
[28] Schlittgen, R., Ringle, C. M., Sarstedt, M., Becker, J. M.
(2016). Segmentation of PLS path models by iterative reweighted re-
gressions. Journal of Business Research, 69(10), pp. 4583–4592.
30
[29] So¨rbom, D. (1974). A general method for studying differences in factor
means and factor structure between groups. British Journal of Mathe-
matical and Statistical Psychology, 27(2), pp. 229–239.
[30] Squillacciotti, S. (2010). Prediction oriented classification in PLS
path modeling. Springer Berlin Heidelberg Handbook of Partial Least
Squares, pp. 219–233.
[31] Steenkamp, J. B. E. and Baumgartner, H. (2000). On the use of
structural equation models for marketing modeling. International Jour-
nal of Research in Marketing, 17(2), pp. 195–202.
[32] Tenenhaus, M., Vinzi, V. E., Chatelin, Y. M., Lauro, C.
(2005). PLS path modeling. Computational Statistics and Data Anal-
ysis, 48(1), pp. 159–205.
[33] Tibshirani, R., Walther, G., Hastie, T. (2001). Estimating the
number of clusters in a data set via the gap statistic. Journal of the
Royal Statistical Society: Series B (Statistical Methodology), 63(2),
pp. 411–423.
[34] Vichi, M. and Kiers, H. A. L. (2001). Factorial K-means analysis
for two-way data. Computational Statistics and Data Analysis, 37, pp.
49–64.
[35] Vinzi, V., Trinchera, L., Squillacciotti, S., Tenenhaus, M.
(2008). REBUS-PLS: A response-based procedure for detecting unit seg-
ments in PLS path modeling. Applied Stochastic Models in Business and
Industry, 24(5), pp. 439–458.
[36] Vinzi, V. E., Chin, W. W., Henseler, J., Wang, H. (Eds.)
(2010). Handbook of Partial Least squares: Concepts, Methods and
Applications. Springer Science & Business Media.
[37] Wedel, M. and Kamakura, W. A. (2002). Introduction to the spe-
cial issue on market segmentation.
[38] Wold, S., Sjo¨stro¨m, M., Eriksson, L. (2001). PLS-regression: a
basic tool of chemometrics. Chemometrics and Intelligent Laboratory
Systems, 58(2), pp. 109–130.
31
[39] Wu, J. and DeSarbo, W. S. (2005). Market segmentation for cus-
tomer satisfaction studies via a new latent structure multidimensional
scaling model. Applied Stochastic Models in Business and Industry,
21(4-5), pp. 303–309.
32
